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Feedback stabilizability is studied for linear retarded systems in Banach spaces.
Under the assumptions that the control is ﬁnite dimensional and the correspond-
ing instantaneous free system generates a compact semigroup, the rank condition
for exponential stabilizability is established based on the stabilizability result due
to Bhat and Wonham. The condition is expressed in terms of eigenvectors and
controllers, and the equivalent spectral mode controllability and observability con-
ditions are given. An application is given to a class of parabolic partial functional
differential equations with mixed boundary conditions.  2001 Academic Press
1. INTRODUCTION
Let X and U be reﬂexive Banach spaces. We consider a control system
dyt
dt
= A0yt +
m∑
r=1
Aryt − hr +
∫ 0
−h
AIsyt + sds + B0ut (1.1)
on X, where A0 generates a compact C0 semigroup, ArAIs are bounded
operators on Xut ∈ U , the image of B0 is ﬁnite dimensional, and
hr ∈ −h 0 h > 0. The objective of this paper is to study the feedback
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stabilization of (1.1) by the feedback with memory ut = Kyt·, where
yt is a segment of y at t. In Nakagiri and Yamamoto, [12, 13] the con-
trollability, observability, and identiﬁability problems for this system are
studied, and a number of necessary and sufﬁcient conditions are given.
Recently, for a discrete delay system that has fractional powers of A0 in
the delayed part, Klamka [7] studied approximate controllability and gave
the rank conditions. For a more general delay system that has unbounded
operators in the delayed part, Jeong [5] and Tanabe [20, Chap. 8] studied
the controllability and observability problems, and established their dual-
ity. However, the feedback stabilization problem for (1.1) is unsolved. It is
our main purpose to establish a veriﬁable criteria, the rank conditions for
the feedback stabilizability for (1.1) in a general reﬂexive Banach space X
under the compactness of the semigroup generated by A0, and the ﬁnite
dimensionality of Im B0.
To our knowledge, only very little work has been done on feedback stabi-
lization of inﬁnite dimensional delay systems. The only papers in this area
are those by Yamamoto [24], Da Prato and Lunardi [2], and Jeong [4].
In [24], the feedback stabilization of undelayed systems by means of time-
delay feedbacks was studied, and it differs from the feedback stabilization
for delayed systems. In [2], Da Prato and Lunardi studied the L2 stabiliz-
ability for integrodifferential parabolic equations of the form
dyt
dt
= A0yt +
∫ t
0
Ksyt + sds + B0ut (1.2)
and established the necessary and sufﬁcient conditions in terms of the
adjoint B∗0 and the related spectral operators, where Ks is a measur-
able function in A0X. Their analysis was based on the Laurent expan-
sions of λ−A0 − K˜λ−1 for unstable spectral points, where K˜λ is the
Laplace transform of Ks. In [4], the author studied a similar L2 stabiliz-
ability problem for the delay system without discrete delay terms,
dyt
dt
= A0yt +
∫ 0
−h
asA1syt + sds + B0ut (1.3)
where as is a scalar function and A1 is an unbounded operator that has
the same order of A0, and established the stabilizability condition based on
the Ho¨lder continuity of the solution semigroup, which cannot be expected
for (1.1). The condition was shown to be equivalent to the observability
condition for unstable spectral modes. It should be noted that the rank
condition for stabilizability is not given for (1.2), (1.3), and the delayed
system in [24].
The feedback stabilization problem, in that the retarded part of the sys-
tem vanishes, has been studied extensively (e.g., Triggiani [21, 22], Sakawa
and Matsushita [18], and Pandolﬁ [17], and the references cited therein).
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Triggiani [21] established the rank conditions for exponential stabilizabil-
ity, which is equivalent to the controllability of unstable spectral modes.
The analysis in [21] is based on the decomposition of unstable and stable
manifolds, and the representation of unstable semigroups. The idea was
extended for the unbounded or the boundary controller B0, and the criteria
for the boundary feedback stabilizability were established in Triggiani [22].
The stabilization problem for nonautonomous systems in Hilbert spaces was
studied by Pandolﬁ [17], who described an interesting equivalent relation-
ship between the stabilizability and the existence of a positive solution of
the Riccati equation.
In ﬁnite dimensional X = Rn, Pandolﬁ [15] made the ﬁrst contribution
to the feedback stabilization problem when he solved the problem in the
state space C−h 0Rn and gave the construction of the feedback oper-
ator K based on the ﬁnite spectrum assignment method. Pandolﬁ [16] also
extended the results to the neutral system. The ﬁnite spectrum assignment
problem for delay systems is further studied in Manitius and Triggiani [9] in
the space L2−h 0Rn. There are many other methods in ﬁnite dimen-
sions to solve the stabilizability problems for delay systems theoretically and
numerically, i.e., the method of using algebraic Riccati equations, the vari-
ants of the Smith predictor, and the continuous pole placement method
(see [3, 8]).
In this paper, we use a similar spectrum decomposition method as
in Triggiani [21] to solve the stabilizability problem for (1.1). Let
g = g0 g1 ∈ X × Lp−h 0X 1 < p < ∞, be the initial condi-
tion for (1.1). Then by imbedding (1.1) into the enlarged system on the
product space Mp = X × Lp−h 0X,
dyˆt
dt
= Ayˆt + But yˆ0 = g ∈Mp (1.4)
we can formulate the stabilization as that by the feedback u = Kyˆt
for the evolution system (1.4), where K Mp → U and B U → Mp is
given by Bu = B0u 0 u ∈ U . Now we recall the result due to Bhat and
Wonham [1] that, under our assumptions, the exponential stabilizability
holds if and only if
Imλ−A + ImB =Mp (1.5)
for every unstable eigenvalue. Using this result and simple adjoint structural
properties of the inﬁnitesimal generator A in (1.4), we can give a simple
proof that the exponential stabilizability is equivalent to the rank condi-
tions. The rank conditions are expressed in terms of the components of B0
and the eigenvectors of the null space Kerλ∗, where λ∗ is the adjoint
operator of λ = λ−Ao −
∑m
r=1 e
−λhrAr +
∫ 0
−h e
λsAIsds. At the same
time, we show that the rank conditions are equivalent to the spectral mode
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controllability and observability. We note that the spectral mode controlla-
bility condition, which is equivalent to (1.5), is also equivalent to
Imλ + ImB0 = X (1.6)
This approach is different from those in Yamamoto [24], Da Prato and
Lunardi [2], and Jeong [4].
We brieﬂy explain the structure of this paper. In Section 2, we give a
description of the linear retarded control system under study and explain
the exponential stability for the system. The deﬁnition of feedback sta-
bilization and the main theorem on the exponential stabilizability are
stated in Section 3. Necessary adjoint spectral properties are explained in
Section 4. A proof of the main theorem is given in Section 5. In Section 6,
the equivalences of stabilizability, spectral mode controllability and observ-
ability are shown. Finally, in Section 7, we give an example of a parabolic
partial functional differential equation (FDE) control system that involves
a non-self-adjoint elliptic operator.
2. RETARDED CONTROL SYSTEM
For Banach spaces Y and Z, the symbol YZ denotes the Banach
space of all bounded linear operators from Y into Z and YY  = Y .
Let X and U be complex reﬂexive Banach spaces with norm  ·  and  · U ,
respectively. Let h > 0 be ﬁxed and Ih = −h 0. We consider the retarded
control system (CS) in X ,
dyt
dt
=A0yt +
∫ 0
−h
dηsyt + s + B0ut a.e. t > 0
y0= g0 ys = g1s a.e. s ∈ −h 0
(2.1)
where g0 ∈ X, g1 ∈ LpIhX, u ∈ Llocp 0∞U, p ∈ 1∞, and B0 ∈
UX. Throughout this paper it is assumed in (2.1) that A0 generates a
compact C0 semigroup T t t ≥ 0 on X, i.e.,
T t is compact for all t > 0 (2.2)
and η is a Stieltjes measure given by
ηs = −
m∑
r=1
χ−∞−hr sAr −
∫ 0
s
AIξdξ s ∈ Ih (2.3)
where χE denotes the characteristic function of the interval E. In this way
the retarded part of (1.1) is written simply by that in (2.1). In (2.3), it is
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supposed that 0 < h1 < · · · < hm ≤ h, Ar ∈ X r = 1    m, and
AI· satisﬁes
AI· ∈ Lp′ IhX 1/p+ 1/p′ = 1 (2.4)
Then there exists a mild solution yt = yt g u of (CS), which is an
element of CR+X (cf. Nakagiri [10]), that is a unique solution of the
equation
yt =
T tg0 +
∫ t
0
T t − s
( ∫ 0
−h
dηξyξ + s + B0us
)
ds t ≥ 0
g1t a.e. t ∈ −h 0
(2.5)
The segment yt is deﬁned by yts = yt + s g, s ∈ Ih.
Now we introduce the state space Mp for (CS). The space Mp is deﬁned
by the product Banach space X × LpIhX with the norm
gMp =
(
g0p +
∫
Ih
g1sp ds
)1/p
 g = g0 g1 ∈Mp (2.6)
Let g = g0 g1 ∈ Mp and let yt g be the mild solution of (CS) with
ut ≡ 0. The solution semigroup St associated with (CS) is deﬁned by
Stg = yt g yt· g t ≥ 0 g ∈Mp (2.7)
We have that St is a C0 semigroup on Mp (see Nakagiri [11, Proposi-
tion 3.1]). Let A be the inﬁnitesimal generator of St. Then we can imbed
the system (CS) into the state space Mp as the control system ' without
delay,
dyˆt
dt
= Ayˆt + But t ≥ 0
yˆ0 = g ∈Mp
(2.8)
where B U → Mp is given by Bu = B0u 0, u ∈ U . The mild solution
yˆt of ' is deﬁned by
yˆt = Stg +
∫ t
0
St − sBusds t ≥ 0 (2.9)
Then yˆt ∈ C0∞Mp and is given by
yˆt = yt g u yt· g u t ≥ 0 (2.10)
where yt g u is the mild solution of (CS) that satisﬁes (2.5).
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Here we explain simple spectral properties for the retarded system. For
each λ ∈ C (the set of complex numbers), we deﬁne the densely deﬁned
closed linear operator λ = λA0 η by
λ = λ−A0 −
∫ 0
−h
eλs dηs (2.11)
We shall call the operator λ the characteristic operator. By the retarded
resolvent set ρA0 η, we understand the set of all λ ∈ C for which λ
has a bounded inverse in X. The complement of ρA0 η in C is called
the retarded spectrum and is denoted by σA0 η.
From (2.2), it follows by Nakagiri [11, Proposition 3.1] that
St is compact for t > h (2.12)
The compactness (2.12) implies, by the spectral mapping theorem (cf.
Yosida [25, p. 227]), that the spectrum σA consists entirely of countable
discrete eigenvalues, bounded from above and σA ∩ z  α ≤ Re z is
ﬁnite for each real number α. Further, it is proved in [11, Proposition 7.1]
that σA = σA0 η.
The system (CS) is said to be unstable if and only if
supReλ  λ ∈ σA0 η ≥ 0 (2.13)
Now we shall call the system (CS) with B0 ≡ O (the null operator) the free
system. Then the condition (2.13) implies that there exists a mild solution
yt of the free system such that lim supt→∞ yt > 0. On the other hand, if
supReλ  λ ∈ σA0 η < 0 (2.14)
then the free system is exponentially stable, i.e., there exists a constant
C ≥ 1 and , > 0 such that
yt g yt· gMp ≤ CgMp exp−,t t ≥ 0 g ∈Mp (2.15)
We note that the operator A satisﬁes the spectrum determined growth
condition
supReλ  λ ∈ σA = lim
t→∞ log
St
t
 (2.16)
where St is the operator norm of St (cf. [11, 21]).
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3. FEEDBACK STABILIZATION
In this section we give the deﬁnition of exponential feedback stabilizabil-
ity for ﬁnite dimensional controls and state the main theorem. Assume that
the control system (CS) is unstable. In (CS) we assume that U = CN and
the controller B0 CN → X is deﬁned by
B0u =
N∑
k=1
ukbk u = u1     uN ∈ CN bk ∈ Xk = 1    N (3.1)
Corresponding to B0, we deﬁne the operator B CN →Mp in the system '
by Bu = B0u 0, u ∈ CN . We study the existence problem of a feedback
operator K ∈ MpCN for which the closed loop system
dyˆt
dt
= A+ BKyˆt (3.2)
is exponentially stable or, equivalently, for which the unstable spectral
modes λ  λ ∈ σA0 ηReλ ≥ 0 are shifted into the stable region
z  Re z < 0. Thus, according to Manitius and Triggiani [9], we give the
following deﬁnition of feedback stabilizability.
Deﬁnition 3.1. The control system ' is said to be exponentially sta-
bilizable if there exists a bounded linear operator K ∈ MpCN such
that ∣∣∣∣SA+BKtg∣∣∣∣
Mp
≤ CgMp exp−,t t ≥ 0 g ∈Mp (3.3)
holds for some C ≥ 1 and , > 0, where SA+BKt is the C0 semigroup
generated by the operator A+ BK (cf. Tanabe [19]).
We remark that the operator K has the form
Kg = K0g0 +
∫ 0
−h
K1sg1sds g = g0 g1 ∈Mp (3.4)
where K0 ∈ XCN and K1 ∈ Lp′ IhXCN 1/p+ 1/p′ = 1. Then
Deﬁnition 3.1 implies that the closed loop system that involves retarded
terms
dyt
dt
= A0yt +
∫ 0
−h
dηsyt + s
+B0
(
K0yt +
∫ 0
−h
K1syt + sds
)
(3.5)
is exponentially stable. That is, the mild solution yt g of (3.5) with the
initial condition g ∈Mp satisﬁes the exponential stability (2.15).
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Let
00 = σA0 η ∩ λ  Reλ ≥ 0 = λ1     λl (3.6)
be a ﬁnite set of unstable retarded spectral points.
For each λi i = 1     l, let ϕ0ijdij=1 ⊂ X∗ (adjoint space of X) be the
basis of the null space
Kerλi∗ = Ker
(
λiI −A∗0 −
∫ 0
−h
eλis dη∗s
)
 (3.7)
where di = dimKerλi∗, the asterisk (*) denotes the adjoint operation,
and λi denotes the complex conjugate of λi. We denote by · · the dual-
ity pairing between X and X∗, and note that · · is assumed to satisfy
g0 αf 0 = α¯g0 f 0 for α ∈ C g0 f 0 ∈ X ×X∗.
The following is the main theorem of this paper.
Theorem 3.1. Assume that (CS) is unstable and that the controller B0 is
given by (3.1). Let Bii = 1     l be N × di matrices given by
Bi =
(〈
bk ϕ
0
ij
〉  k ↓ 1    N j → 1 2     di) (3.8)
Then the control system (') is exponentially stabilizable if and only if the rank
conditions
rank Bi = di for each i = 1     l (3.9)
are satisﬁed.
This type of stabilization is often called stabilization with memory in the
sense that the domain of K is the state space Mp.
4. SPECTRAL PROPERTIES
In this section we explain necessary spectral properties of the generator
A of '. For each isolated eigenvalue λ ∈ σA, the order kλ of λ as a
pole of z − A−1 is ﬁnite. The spectral projection Pλ and the nilpotent
operator Qλ for λ ∈ σA are deﬁned, respectively, by
Pλ =
1
2πi
∫
9λ
z −A−1 dz (4.1)
Qλ =
1
2πi
∫
9λ
z − λz −A−1 dz (4.2)
where 9λ is a small circle with center λ such that its interior and 9λ con-
tain no points of σA. Let λ = PλMp be the generalized eigenspace
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corresponding to the eigenvalue λ of A. Then we have the direct sum
decomposition of Mp,
Mp = λ ⊕ Imλ−Akλ λ = Kerλ−Akλ (4.3)
and the characterization of the null space
Kerλ−A = ϕ0 eλsϕ0  λϕ0 = 0 = λ ∩ Ker Qλ (4.4)
(cf. [6, 19]). Each Kerλ−A and λ is ﬁnite dimensional by (2.12).
Now we introduce the structural operator F . Let F1 LpIhX →
LpIhX be given by
F1g1s =
∫ s
−h
dηξg1ξ − s a.e. s ∈ Ih (4.5)
It is evident that F1 is into, linear, and bounded. The structural operator
F  Mp →Mp is deﬁned by
Fg0 = g0 Fg1 = F1g1 for g = g0 g1 ∈Mp (4.6)
Following [11], we introduce the linear operators Eλ X →Mp, Tλ Mp →
Mp, and Hλ Mp → X for each λ ∈ C, deﬁned by
Eλg
0 = g0 eλsg0 for g0 ∈ X (4.7)
Tλg =
(
0
∫ 0
s
eλs−ξg1ξdξ
)
for g = g0 g1 ∈Mp (4.8)
Hλg = g0 +
∫ 0
−h
eλsg1sds for g = g0 g1 ∈Mp (4.9)
respectively. The following proposition was proved in [11, Theorem 6.1].
Proposition 4.1. The relationship
λ−Ag = ψ g = g0 g· ∈ A ψ ∈Mp (4.10)
is equivalent to
λg0=HλFψ g0 ∈ A0
g0 g·=Eλg0 + Tλψ ∈Mp
(4.11)
Next we give the adjoint properties of A. Whereas X is reﬂexive and
1 < p < ∞, the adjoint space M∗p of Mp is identiﬁed with the product
space X∗ × Lp′ IhX∗ via the duality pairing
g f Mp = g0 f 0 +
∫ 0
−h
g1s f 1sds
g = g0 g1 ∈Mp f = f 0 f 1 ∈M∗p
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where 1/p+ 1/p′ = 1. Then adjoint F∗ M∗p →M∗p of F is given by
F∗f 0 = f 0 F∗f 1 = F∗1 f 1 for f = f 0 f 1 ∈M∗p (4.12)
where F∗1  Lp′ IhX∗ → Lp′ IhX∗ denotes the adjoint of F1 given by[
F∗1 f
1]s = ∫ s
−h
dη∗ξf 1ξ − s a.e. s ∈ Ih (4.13)
(cf. [11, Proposition 4.2]).
The adjoint operator A∗ is characterized by the following proposition
(see [11, Proposition 3.3]).
Proposition 4.2. The adjoint operator A∗ is given by
A∗ = f = f 0 f 1 f 0 ∈ A∗ wf  ∈ W 1p′ IhX∗
wf −h = 0 (4.14)
A∗f =
(
A∗0f
0 + f 10 d
ds
wf 
)
for f = f 0 f 1 ∈ A∗ (4.15)
where
wf s =
∫ s
−h
dη∗sf 0 − f 1s s ∈ Ih (4.16)
Let λ ∈ σA = σA0 η. Then by Kato [6], λ¯ ∈ σA∗ is an isolated
eigenvalue of A∗ and the eigenspace Kerλ¯ − A∗ and the generalized
eigenspace ∗
λ¯
= Pλ∗M∗p = P∗λ¯M∗p are well deﬁned, and
dimKerλ−A = dimKerλ¯−A∗ <∞ (4.17)
dimλ = dim∗λ¯ <∞ (4.18)
where P∗
λ¯
is the projection
P∗
λ¯
= 1
2πi
∫
9λ
z −A∗−1 dz (4.19)
and 9λ is the mirror image of 9λ in (4.1).
To characterize the null space Kerλ¯ − A∗, we require the structural
operator F∗, the exponential operator Eλ X∗ → M∗p, deﬁned similarly as
in (4.7), and the transposed characteristic operator
T λ = λ−A∗0 −
∫ 0
−h
eλsdη∗s (4.20)
In view of Proposition 4.2, we have the following proposition (cf. [11,
Lemma 6.1]).
Proposition 4.3. The condition f = f 0 f 1 ∈ Kerλ¯ −A∗ is equiva-
lent to
T λ¯f 0= 0 f 0 ∈ A∗0
f =F∗Eλ¯f 0 ∈M∗p
(4.21)
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5. PROOF OF MAIN THEOREM
In this section we give a simple proof of the main theorem based on
the stabilizability condition due to Bhat and Wonham [1]. Assume that
the system (CS) is unstable. Whereas σA = σA0 η, this unstability is
equivalent to the unstability of the system ', i.e.,
supReλ  λ ∈ σA ≥ 0 (5.1)
Let 00 = λ1     λl be the ﬁnite set of unstable spectral modes in (3.6).
The following theorem comes from Bhat and Wonham [1]. Here we note
that our system ' belongs to the class of systems studied in [1] by the
compactness of St for t > h and the ﬁnite dimensionality of ImB.
Theorem 5.1. The control system ' is exponentially stabilizable if and
only if
Imλi −A + Im B =Mp for each i = 1     l (5.2)
Hence, if the condition (5.2) is shown to be equivalent to the rank condi-
tion (3.9), then the main theorem follows immediately from Theorem 5.1. In
the following proposition, we give several equivalent conditions for expo-
nential stabilizability. For λ ∈ σA0 η, we denote the basis of the null
space Ker T λ¯ = Kerλ∗ by ϕ0λjdλj=1, where dλ = dimKerT λ¯.
Proposition 5.1. Let λ ∈ σA0 η be ﬁxed. Assume that B0 is given by
(3.1). Then the following conditions are equivalent:
(i) Imλ−A + Im B =Mp,
(ii) Im λ + Im B0 = X,
(iii) Kerλ¯−A∗ ∩ Ker B∗ = 0,
(iv) Ker T λ¯ ∩ Ker B∗0 = 0,
(v) rankbk ϕ0λj  k ↓ 1    N j → 1 2     dλ = dλ.
Proof. Equivalence of (i) and (ii): The condition (i) holds if and only if
for any φ ∈Mp, there exist g ∈ A and u ∈ CN such that
λ−Ag + Bu = φ (5.3)
By Proposition 4.1 and Bu = B0u 0, we see that relationship (5.3) is
equivalent to
λg0 + B0u=HλFφ g0 ∈ A0
g0 g=Eλg0 + Tλφ
(5.4)
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Also the condition (ii) holds if and only if for any ψ0 ∈ X there exist
g0 ∈ A0 and u ∈ CN such that
λg0 + B0u = ψ0 (5.5)
First we shall show the implication (i) ⇒ (ii). Assume (i) and let ψ0 ∈ X
be arbitrarily given. If we put φ = ψ0 0, then by (5.4) there exist g ∈
A and u ∈ CN such that λg0 + B0u = ψ0 g0 g = Eλg0. By
setting g0 = g0, we have (5.5), so that (ii) holds true. Next, to show the
implication (ii) ⇒ (i), assume (ii) and let φ = φ0 φ1 ∈ Mp. If we put
ψ0 = HλFφ, then by (5.5) we have
λg0 + B0u = HλFφ (5.6)
for some g0 ∈ A0 and u ∈ CN . For g0 in (5.6) we deﬁne gs by
gs = eλsg0 +
∫ 0
s
eλs−ξφ1ξdξ = Eλg0 + Tλφ1s s ∈ Ih
Then the function gs satisﬁes g0 = g0 ∈ A0 and g = g0 g· ∈
A satisﬁes (5.4). Thus (i) holds.
Equivalence of (i) and (iii): Whereas B0 is given by (3.1), ImB is closed
and ﬁnite dimensional. Whereas dimPλMp = dimλis ﬁnite, from Kato
[6, Theorem 5.28, p. 239], the operator λ −A is Fredholm and hence Im
λ −A is closed. Then by Kato [6, Lemma 1.9, p. 130], the sum Imλ −
A + ImB is closed, i.e.,
ClImλ−A + ImB = Imλ−A + ImB (5.7)
Now deﬁne the closed operator λ−AB A ×CN ⊂Mp ×CN →Mp
by
λ−ABg u = λ−Ag + Bu g u ∈ A × CN (5.8)
Then by (5.7) and the duality theorem, the condition (i) is equivalent to
Kerλ − AB∗ = 0. By calculating the adjoint operator that involves
duality pairings, we can readily verify that the adjoint λ−AB∗ M∗p →
M∗p × CN is given by
λ−AB∗f = λ¯I −A∗f B∗u f u ∈ A∗ × CN (5.9)
It then follows from (5.9) that Kerλ−AB∗ = 0 if and only if Kerλ¯−
A∗ ∩ KerB∗ = 0. This proves the equivalence of (i) and (iii).
Equivalence of (iii) and (iv): Whereas B0 is given by (3.1), by standard cal-
culations, it is veriﬁed that the adjoint operator B∗0 ∈ X∗CN is given by
B∗0f
0 =
(
b1 f 0     bN f 0
)
 f 0 ∈ X∗ (5.10)
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and B∗ ∈ M∗pCN is given by B∗f = B∗0f 0 for f = f 0 f 1 ∈ M∗p. Then
both conditions f ∈ KerB∗ and f 0 ∈ KerB∗0 are equivalent to
b1 f 0 = 0     bN f 0 = 0 (5.11)
Assume (iii) and let f 0 ∈ KerT λ¯ ∩ KerB∗0. If we set f = F∗Eλ¯f 0, then
by Proposition 4.3 and (5.11) we have f ∈ Kerλ¯ −A∗ ∩ KerB∗, so that
by (iii), f = f 0 f 1 = 0 and f 0 = 0. This proves the implication (iii) ⇒
(iv). To show the converse implication (iv) ⇒ (iii), suppose (iv) and let
f = f 0 f 1 ∈ Kerλ¯ −A∗ ∩ KerB∗. Then again by Proposition 4.3 and
(5.11), we have that f 0 ∈ KerT λ¯ f = F∗Eλ¯f 0 and f 0 ∈ KerB∗0, and
hence f 0 = 0 by (iv). Then f = F∗Eλ¯0 = 0. This proves (iii).
Equivalence of (iv) and (v): First we note that KerB∗0 is given by the
orthogonal complement
KerB∗0 = ImB0⊥ = bk  1 ≤ k ≤ N⊥ (5.12)
To show the implication (iv)⇒ (v) by contradiction, suppose contrarily that
the rank condition (v) is not satisﬁed. Then there exists a nonzero vector
z = z1     zdλ ∈ Cdλ such that
dλ∑
j=1
zj
〈
bk ϕ
0
λj
〉 = 0 k = 1    N (5.13)
If we set ϕ0 =∑dλj=1 zjϕ0λj , then ϕ0 ∈ KerT λ¯ is nonzero and
bk ϕ0 =
〈
bk
dλ∑
j=1
zjϕ
0
λj
〉
=
dλ∑
j=1
zj
〈
bk ϕ
0
λj
〉 = 0 k = 1    N (5.14)
So ϕ0 ∈ bk  1 ≤ k ≤ N⊥ = KerB∗0. This implies that (iv) does not
hold. Next we shall show the converse implication (v) ⇒ (iv). Let ϕ0 ∈
KerT λ¯ ∩ bk  1 ≤ k ≤ N⊥ and assume (v). Whereas ϕ0 is repre-
sented as ϕ0 = ∑dλj=1 cjϕ0λj by the use of the basis ϕ0λj of Ker T λ¯, the
conditions bk ϕ0 = 0 k = 1    N , are written as
0     0t =
(〈
b1
dλ∑
j=1
cjϕ
0
λj
〉
    
〈
bN
dλ∑
j=1
cjϕ
0
λj
〉)t
=
(
dλ∑
j=1
cjb1 ϕ0λj    
dλ∑
j=1
cj
〈
bNϕ
0
λj
〉)t
= Bλc1     cdλt in CN
where Bλ = bk ϕ0λj  k ↓ 1    N j → 1 2     dλ. So the rank condi-
tion (v) implies c¯i = ci = 0, i = 1     dλ. Thus ϕ0 = 0, which proves (iv).
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6. SPECTRAL MODE CONTROLLABILITY
AND OBSERVABILITY
In this section, we study the spectral mode controllability and observ-
ability, and establish their relationship to the feedback stabilizability. The
adjoint system '∗ in M∗p is given by
dzˆt
dt
=A∗zˆt t ≥ 0
zˆ0= f ∈M∗p
wˆt=B∗zˆt t ≥ 0
(6.1)
Then the observation wˆt of '∗ is represented by
wˆt = B∗S∗tf t ≥ 0 (6.2)
where S∗t is the C0 semigroup generated by A∗. The attainable subspace
 for ' and the unobservable subspace  for '∗ are deﬁned by
 = ⋃
t>0
{ ∫ t
0
St − sBusdsu ∈ Lp0 tCN
}
 (6.3)
 = ⋂
t>0
KerB∗S∗t (6.4)
respectively.
For λ ∈ σA and B CN →Mp, we deﬁne the operators Aλ and Bλ by
Aλ = PλA Bλ = PλB (6.5)
The operatorsAλ and Bλ are bounded linear in the ﬁnite dimensional space
λ. Then the semigroup etAλ = Sλt is well deﬁned on λ. We introduce
the ﬁnite dimensional control system 'λ on λ by
dxˆλt
dt
=Aλxˆλt + Bλut t ≥ 0
xˆλ0=Pλg ∈ λ
(6.6)
In view of Wonham [23], the dual observed system 'λ∗ on the adjoint
space λ∗ is given by
dzˆλt
dt
=A∗λzˆλt t ≥ 0
zˆλ0= Pλ∗f ∈ λ∗ = ∗λ¯
wˆλt=B∗λzˆλt t ≥ 0
(6.7)
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where Pλ∗ = P∗λ¯A∗λ = PλA∗ = P∗λ¯A∗ is a bounded linear operator on
M∗
λ¯
, and B∗
λ¯
∈ M∗pCN is given by B∗λf = B∗P∗λ¯f f ∈M∗p. We denote by
S∗λt the semigroup generated by A∗λ. It is obvious that S∗λt = S∗tP∗λ¯.
The attainable subspace λ for 'λ and the unobservable subspace λ
for 'λ∗ are deﬁned by
λ =
⋃
t>0
{ ∫ t
0
Sλt − sBλusdsu ∈ Lp0 tCN
}
 (6.8)
λ =
⋂
t>0
KerB∗λS
∗
λt (6.9)
respectively.
Deﬁnition 6.1. (1) The system ' is said to be λ-controllable if and
only if Cl ⊃ λ.
(2) The system '∗ is said to be λ-observable if and only if ∩
∗λ = 0.
(3) The system 'λ is said to be controllable if and only if λ = λ.
(4) The system 'λ∗ is said to be observable if and only if λ∩
∗
λ¯
= 0.
We set Qλ0 = P0λ and Q∗λ0 = P∗λ for notational convenience.
Theorem 6.1. Let λ ∈ σA be ﬁxed. Assume that B0 is given by (3.1).
Then the following statements are equivalent:
(i) The system ' is λ-controllable.
(ii) The system '∗ is λ¯-observable.
(iii) The system 'λ is controllable.
(iv) The system 'λ∗ is observable.
(v) SpanQjλBu 0 ≤ j ≤ kλ − 1 u ∈ CN = λ.
(vi)
(⋂kλ−1
j=0 Ker B
∗Q∗
λ¯
j
)
∩∗
λ¯
= 0.
(vii) Imλ−A + ImB =Mp.
(viii) Imλ−Aλ + ImBλ = λ.
(ix) Imλ + Spanbk 1 ≤ k ≤ N = X.
(x) KerT λ¯ ∩ bk 1 ≤ k ≤ N⊥ = 0.
(xi) Kerλ¯−A∗ ∩ KerB∗ = 0.
(xii) rankbk ϕ0λj  k ↓ 1    N j → 1 2     dλ = dλ.
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Proof. Whereas B∗λS
∗
λtf = B∗S∗tP∗λ¯f f ∈Mp, it is easily veriﬁed that
the condition λ ∩∗λ¯ = 0 is equivalent to  ∩∗λ¯. That is, the equiva-
lence of (ii) and (iv) holds. Because the spanned space in (v) is closed and
the sum Imλ−A + ImB in (vii) is also closed by (5.7), the equivalence
of (i), (ii), (v), (vi), (vii), and (xi) follows from the result in Nakagiri et al.
[14, Theorem 1]. The equivalence of (iii), (iv), and the pole assignability
of 'λ is well known and is proved in Wonham [23]. Whereas the sum in
(viii) is closed, by the duality theorem, the condition (viii) is equivalent to
Kerλ¯−A∗ ∩KerB∗ ∩M∗
λ¯
= 0. Because Kerλ¯−A∗ ⊂M∗
λ¯
, this condi-
tion is equivalent to (xi). The equivalence of (ix)–(xii) is already proved in
Proposition 5.1. Hence the equivalence of all statements (i)–(xii) follows.
7. A PARABOLIC PARTIAL FDE
Let B ⊂ Rn be a bounded domain with smooth boundary ∂B and let
X = L2B be the L2 space with the inner product · ·L2B. Let 0 be a
uniformly elliptic differential operator of second order given by
0 =
n∑
i j=1
∂
∂xj
(
aijx
∂
∂xj
)
+
n∑
i=1
bix
∂
∂xi
+ cx x ∈ B (7.1)
where
aij = aji ∈ C1#B bi ∈ C1#B c ∈ L∞B
and the uniform ellipticity
n∑
i j=1
aijxyiyj ≥ κy2 y = y1     yn ∈ Rn
is satisﬁed for some positive κ. Let ∂/∂ν0 denote the outer conormal dif-
ferentiation on ∂B along 0 and suppose β ∈ C∂B. We consider a control
system (CS) described by the parabolic partial FDE
∂y
∂t
=0y +
∫ 0
−h
dη0syt + s x +
N∑
k=1
uktbk t > 0 x ∈ B
y∂B= 0 or
∂y
∂ν0
+ βy∂B = 0 t > 0
y0 x= g0x x ∈ B
ys x= g1s x s x ∈ −h 0 ×B
(7.2)
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where g0 ∈ L2B, g1 ∈ L2−h 0L2B, and bk ∈ L2B u =
u1     uN ∈ Llocp 0∞CN. In (7.2), η0s is a complex-valued
scalar Stieltjes measure on −h 0 given by
η0s = −
m∑
r=1
χ−∞−hr sar −
∫ 0
s
aIxdx s ∈ −h 0 (7.3)
where ar ∈ C aI ∈ L2−h 0C, and hr ∈ Ih.
Let A0 be the realization of 0 in L2B with a Dirichlet or the
mixed type boundary condition in (7.2). Then A0 is not necessarily self-
adjoint, but generates a holomorphic semigroup T t on L2B. Whereas
T t L2B → A0 and the imbedding of A0 into L2B is compact,
we see that T t is compact for all t > 0.
The system (7.2) can be imbedded into the control system (') in the
product spaceM2B = L2B×L2−h 0L2B. The inﬁnitesimal gen-
erator of this ' is denoted by A. It is well known that σA0 consists
entirely of isolated eigenvalues µi∞i=1 with ﬁnite multiplicities.
Let A∗0 be the adjoint operator of A0. Then A
∗
0 is characterized as the
realization under the Dirichlet or the mixed boundary condition in L2B
of the formal adjoint operator
∗0 =
n∑
i j=1
∂
∂xj
(
aijx
∂
∂xj
)
−
n∑
i=1
∂
∂xi
bix· + cx x ∈ B (7.4)
Then we know that σA∗0 = µ¯i∞i=1 and dim Kerµ¯i − A0 = dim
Kerµ¯i − A∗0. Let φ0ij1≤j≤dλ denote a basis of Kerµ¯i − A∗0, where
dλ = dim Kerµ¯i −A∗0. Whereas η0s is a scalar multiplication operator,
it is veriﬁed that
σA∗ =
∞⋃
i=1
σi (7.5)
σi = λ ∈ C  iλ ≡ λ− µ¯i −
∫ 0
−h
eλsdη0s = 0 (7.6)
and
Ker T λ¯ = Kerµ¯i −A∗0 = Spanφ0ij  j = 1     dλ (7.7)
if λ¯ ∈ σi.
Now assume that (CS) is unstable, i.e.,
00 = σA ∩ λ  Reλ ≥ 0 $= % (7.8)
We set 00 = λ1     λl. For each i = 1     l, let µmi be the eigen-
value of A∗0 such that miλ¯i = 0. The set of eigenfunctions of A∗0 that
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correspond to µmi is denoted by φ0mij  j = 1     dmi. Then by The-
orem 3.1, the control system ' in M2B is exponentially stabilizable if
and only if the rank condition
rank
((
bkφ
0
mij
)
L2B  k ↓ 1    N j → 1 2     dmi
) = dmi (7.9)
holds for each i = 1     l.
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