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Abstract
In order to estimate the condition number of the preconditioned matrix proposed in [F.R. Lin, W.K.
Ching, Inverse Toeplitz preconditioners for Hermitian Toeplitz systems, Numer. Linear Algebra Appl. 12
(2005) 221–229], we study the inverse of band triangular Toeplitz matrix. We derive an explicit formula for
the entries of the inverse of band lower triangular Toeplitz matrix by means of divided difference and use
the formula to estimate the condition number of the preconditioned matrices. In particular, we prove that the
minimal eigenvalue of preconditioned matrix is well separated from the origin.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Toeplitz matrices are structured matrices with entries satisfying [Tn]jk = tj−k , j, k = 1,
2, . . . , n. Toeplitz systems Tnx = b arise in a variety of applications in mathematics and engineer-
ing, e.g., signal and image processing, queueing problems, etc, see for instance [4]. A 2π -periodic
function f is called the generating function of Tn if
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tk = 12π
∫ π
−π
f (θ)e−ikθ dθ, k = 0,±1, . . . ,±(n − 1), . . . ,
where i = √−1. In the following, we denote the Toeplitz matrix Tn generated by f (θ) asTn[f ]
orTn[f (θ)]. IfTn[f ] is invertible, we denote its inverse by Un[f ], i.e.,
Un[f ] = [Tn[f ]]−1.
We note that if f is real-valued, then Tn[f ] is Hermitian, see for instance; moreover, all
eigenvalues of Tn[f ] lie in the interval [ess min−πθπ f (θ), ess max−πθπ f (θ)], see for
instance [4]. In particular, if f (θ)  0 with essentially finite zeros, thenTn[f ] is positive definite
and ill-conditioned [2].
The preconditioned conjugate gradient (PCG) methods for solving ill-conditioned Toeplitz
systems have been studied by a number of researchers, see for instance [2,3,6–11]. Let f (θ)
be a nonnegative function in C2π (C2π denotes the set of all 2π -periodic continuous functions)
with finite zeros of even orders. Suppose all roots of f (θ) in [−π, π) are θ1, . . . , θs with orders
2μ1, . . . , 2μs , respectively. One can write
f (θ) = h(θ)w(θ), −π  θ < π,
where
w(θ) =
s∏
k=1
(1 − cos(θ − θk))μk
and h ∈ C2π with h(θ) > 0 in [−π, π). Chan [2] proposed the band-Toeplitz matrix Tn[w]
as a preconditioner for Tn[f ], i.e., the PCG method are applied to the preconditioned system
(Tn[w])−1Tn[f ]x = (Tn[w])−1b. Later Chan and Tang [5] introduced a more efficient pre-
conditionerTn[g], where g was defined to be the minimizer of the relative error ‖(f − g)/f ‖∞
over all trigonometric polynomials g of degree k, a fixed positive integer. One drawback of
this approach is that the cost of obtaining g is expensive. In [11], Serra gave a more practical
method by setting g = wgl , where gl(θ) = ∑lj=0 dj cos jθ is obtained by the best Chebyshev
approximation or by interpolation. In [9], Noutsos and Vassalos proposed approximating f/w by
rational trigonometric functions.
Recently, we proposed a preconditioner which consists of band triangular Toeplitz matrices
and another matrix which is efficient for well-conditioned Toeplitz matrix [8]. Let
p(θ) =
s∏
i=1
(1 − ei(θ−θi ))μi , −π  θ < π. (1.1)
The key point is that the difference of (Tn[p])−1Tn[f ](Tn[p¯])−1 and the well-conditioned
Toeplitz matrixTn[f/(pp¯)] is a low rank matrix [8, Lemma 3]:
rank((Tn[p])−1Tn[f ](Tn[p¯])−1 −Tn[f/(pp¯)])  2μ,
where μ = ∑si=1 μi and z¯ denotes the conjugate of z. Notice that Tn[p] is a band lower trian-
gular Toeplitz matrix andTn[p¯] = (Tn[p])∗. By using p(θ)p¯(θ) = 2μw(θ) and (Tn[p])−1 =
Un[p], we can rewrite the above result as
rank(Un[p]Tn[f ]Un[p¯] −Tn[f/(2μw)])  2μ.
Therefore, any efficient preconditioner ofTn[f/(2μw)] is also efficient for the system
Un[p]Tn[f ]Un[p¯](Tn[p¯]x) = Un[p]b.
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Theorem 1 [8]. Let Qn be an n × n positive definite matrix such that
QnTn[f/(2μw)] = In + Sn + Ln (1.2)
with ‖Sn‖2  ε and rank(Ln)  ν, where In is the identity matrix. Then we have
Qn{Un[p]Tn[f ]Un[p¯]} = In + Sn + L˜n,
where rank(L˜n)  2μ + ν.
In [8], we did not study the condition number and the minimal eigenvalue ofUn[p]Tn[f ]Un[p¯]
theoretically. We showed numerically that for w(θ) = (1 − cos(θ))l with l = 1, 2, 3, i.e., p(θ) =
(1 − eiθ )l , the condition number and the minimal eigenvalue ofUn[p]Tn[w]Un[p¯] are O(n2l−1)
and 2−l+1 respectively. Based on the numerical tests, we conjectured that the minimal eigenvalue
ofUn[p]Tn[f ]Un[p¯] is well separated from the origin. In Section 4, we will prove the conjecture,
and study the condition number ofUn[p]Tn[f ]Un[p¯] by investigating the entries ofUn[p] which
can be represented explicitly by using divided difference with repeated nodes.
The outline of the paper is as follows. In Section 2, we recall the definition of divided difference
and give some basic properties of divided difference which are useful in deducing the formula
for the entries of Un[p]. In Section 3, we give an explicit formula for the entries of Un[p]
by means of divided differences with repeated nodes. In Section 4, we prove that the minimal
eigenvalue of Un[p]Tn[f ]Un[p¯] is well separated from the origin and based on the explicit
formula, we show that the condition number ofUn[p]Tn[f ]Un[p¯] is bounded by O(n2μmax−1),
where μmax = max{μ1, . . . , μs}.
2. Divided difference
Divided difference is an elementary concept in numerical analysis, which is originally defined
for functions with real variable [1]. Divided difference can be used to represent the Newton’s
interpolatory formula and to solve Vandermonde systems. We can extend it to functions with
complex variable straightforward. In the section, we consider divided difference with repeated
nodes for polynomials defined in the complex plane C, with which we will derive an explicit
formula for the entries ofUn[p] in Section 3, where p is defined by (3.1) (p defined by (1.1) is a
special case). We believe that this topic must have been studied by other researchers, however, we
cannot find any relevant reference (we only found a reference in Chinese [13], which considered
the divided difference with repeated nodes for functions with real variable).
We first recall the definition of divided difference with different nodes (without repeating). Let
f (z) be a function defined in the complex plane C, the first order divided difference is defined as
f [z1, z2] = f (z1) − f (z2)
z1 − z2 , z1, z2 ∈ C, z1 /= z2
and the divided difference of order k is defined recursively as
f [z1, z2, . . . , zk, zk+1] = f [z1, . . . , zk] − f [z2, . . . , zk+1]
z1 − zk+1 ,
where z1, . . . , zk+1 ∈ C are different pairwise.
It is well-known that
f [z1, z2, . . . , zk−1, zk] =
k∑
j=1
f (zj )∏k
r=1,r /=j (zj − zr)
(2.1)
= det(B)
det(A)
, (2.2)
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where det(·) denotes the determinant of a square matrix and
A =
⎡⎢⎢⎢⎢⎣
1 z1 z21 · · · zk−11
1 z2 z22 · · · zk−12
...
...
...
1 zk z2k . . . z
k−1
k
⎤⎥⎥⎥⎥⎦ , B =
⎡⎢⎢⎢⎢⎣
1 z1 z21 · · · zk−21 f (z1)
1 z2 z22 · · · zk−22 f (z2)
...
...
...
1 zk z2k . . . z
k−2
k f (zk)
⎤⎥⎥⎥⎥⎦ .
Notice that A is the Vandermonde matrix and
det(A) =
∏
1i<jk
(zj − zi). (2.3)
Now we begin the discussion of divided difference with repeated nodes. Suppose f (z) is a
polynomial of degree m and z1, . . . , zμ ∈ C are different pairwise. Since z = z1 is a root of
f (z) − f (z1), i.e., z − z1 is a factor of f (z) − f (z1), we see that
f [z, z1] = (f (z) − f (z1))/(z − z1)
is a polynomial of z (and z1) of degree m − 1. Similarly, f [z, z1, . . . , zμ] is a polynomial of z (and
z1, . . . , zμ) of degreem − μ. In particular,f [z, z1, . . . , zm] is a constant andf [z, z1, . . . , zμ] ≡ 0
for μ > m. Therefore, the limit
lim
z1→z,...,zμ→z
f [z, z1, . . . , zμ]
exists and we can define f [z, . . . , z︸ ︷︷ ︸
μ+1
] as
f [z, . . . , z︸ ︷︷ ︸
μ+1
] := lim
z1→z,...,zμ→z
f [z, z1, . . . , zμ].
For the sake of simplicity, we use the following notations: let [z1, z2, . . . , zμ] be denoted by
[z1:μ], [zi,1, zi,2, . . . , zi,μ] be denoted by [zi,1:μ], and [zi, . . . , zi︸ ︷︷ ︸
μ
] be denoted by [z(μ)i ], respec-
tively. By using these notations, we define divided difference with repeated nodes as
f [z1, . . . , z1︸ ︷︷ ︸
μ1
, z2, . . . , z2︸ ︷︷ ︸
μ2
, . . . , zs, . . . , zs︸ ︷︷ ︸
μs
] = f [z(μ1)1 , . . . , z(μs)s ]
:= lim
zi,1:μi →z
(μi )
i (i=1,...,s)
f [z1,1:μ1 , . . . , zs,1:μs ]. (2.4)
We will deduce a formula which is similar to (2.2) for the above divided difference. We first
give a result for the following special case.
Lemma 2. Let f (z) be a polynomial of degree m. Then the divided difference of order μ with
repeated nodes z1, . . . , z1 is given by
f [z(μ+1)1 ] =
f (μ)(z1)
μ! (2.5)
and
f [z(μ)1 , z] =
f (μ)(z1)
μ! +
f (μ+1)(z1)
(μ + 1)! (z − z1)
+ · · · + f
(m)(z1)
m! (z − z1)
m−μ, μ  m. (2.6)
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Proof. We prove the theorem by induction on μ. By Taylor expansion
f (z) = f (z1) + f ′(z1)(z − z1) + f
′′
(z1)
2! (z − z1)
2 + · · · + f
(m)(z1)
m! (z − z1)
m.
It follows that
f [z1, z] = f (z) − f (z1)
z − z1 = f
′(z1) + f
′′
(z1)
2! (z − z1) + · · · +
f (m)(z1)
m! (z − z1)
m−1
and therefore
f [z1, z1] = lim
z→z1
f [z1, z] = f ′(z1).
Hence the formulas (2.5) and (2.6) are correct for μ = 1. Assume (2.5) and (2.6) hold for μ = k,
we show the formulas also hold for μ = k + 1 in the following. By using (2.5) and (2.6) for
μ = k, we get
f [z(k+1)1 , z] =
f [z(k)1 , z] − f [z(k+1)1 ]
z − z1
=
f (k)(z1)
k! + f
(k+1)(z1)
(k+1)! (z − z1) + · · · + f
(m)(z1)
m! (z − z1)m−k − f
(k)(z1)
k!
z − z1
= f
(k+1)(z1)
(k + 1)! +
f (k+2)(z1)
(k + 2)! (z − z1) + · · · +
f (m)(z1)
m! (z − z1)
m−k−1.
Thus (2.6) holds for μ = k + 1. Let z → z1, we get (2.5) for μ = k + 1. 
Let qm(z) = zm, then q(m)m (z) = m! Therefore,
qm[z(m+1)] = q(m)m (z)/m! = 1, ∀z ∈ C.
Since qm[z, z1, . . . , zm] is a polynomial of degree m − m = 0, i.e., qm[z, z1, . . . , zm] is a
constant, we have
qm[z1:m+1] = qm[z(m+1)1 ] = 1. (2.7)
The following theorem gives a formula for divided difference with repeated notes.
Theorem 3. Let f (z) be a polynomial defined in the complex plane C and
qm(z) = zm.
Suppose z1, . . . , zs ∈ C are different pairwise, μ1, . . . , μs are positive integers, and
μ = ∑si=1 μi. Let
Ai =
⎡⎢⎢⎢⎣
1 q1(zi) . . . qμ−1(zi)
0 q ′1(zi) . . . q ′μ−1(zi)
. . . . . .
0 q
(μi−1)
1 (zi )
(μi−1)! . . .
q
(μi−1)
μ−1 (zi )
(μi−1)!
⎤⎥⎥⎥⎦
μi×μ
(2.8)
and
Bi =
⎡⎢⎢⎢⎣
1 q1(zi) . . . qμ−2(zi) f (zi)
0 q ′1(zi) . . . q ′μ−2(zi) f ′(zi)
. . . . . .
0 q
(μi−1)
1 (zi )
(μi−1)! . . .
q
(μi−1)
μ−2 (zi )
(μi−1)!
f (μi−1)(zi )
(μi−1)!
⎤⎥⎥⎥⎦
μi×μ
(2.9)
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for i = 1, 2, . . . , s. Then we have the following formula for divided difference with repeated
nodes:
f [z(μ1)1 , z(μ2)2 , . . . , z(μs)s ] =
det(BT1 , . . . , B
T
s )
det(AT1 , . . . , ATs )
= det(B
T
1 , . . . , B
T
s )∏
1i<js(zj − zi)μiμj
.
Proof. We prove the result by using formulas (2.4), (2.2), and (2.5). Consider the divided differ-
ence with different nodes without repeating:
f [z1,1, . . . , z1,μ1 , . . . , zs,1, . . . , zs,μs ] = f [z1,1:μ1 , . . . , zs,1:μs ] =
det(B)
det(A)
,
where
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 q1(z1,1) q2(z1,1) · · · qμ−1(z1,1)
1 q1(z1,2) q2(z1,2) · · · qμ−1(z1,2)
· · · · · · · · ·
1 q1(z1,μ1) q2(z1,μ1) . . . qμ−1(z1,μ1)
...
...
...
1 q1(zs,1) q2(zs,1) · · · qμ−1(zs,1)
· · · · · · · · ·
1 q1(zs,μs ) q2(zs,μs ) . . . qμ−1(zs,μs )
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
B =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 q1(z1,1) q2(z1,1) · · · qμ−2(z1,1) f (z1,1)
1 q1(z1,2) q2(z1,2) · · · qμ−2(z1,2) f (z1,2)
· · · · · · · · ·
1 q1(z1,μ1) q2(z1,μ1) . . . qμ−2(z1,μ1) f (z1,μ1)
...
...
...
1 q1(zs,1) q2(zs,1) · · · qμ−2(zs,1) f (zs,1)
· · · · · · · · ·
1 q1(zs,μs ) q2(zs,μs ) . . . qμ−2(zs,μs ) f (zs,μs )
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
By subtracting the first row of B from the 2nd row, . . ., and the μ1th row of B, respectively,
we can rewrite the numerator det(B) as
det(B)
= det
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 q1(z1,1) · · · qμ−2(z1,1) f (z1,1)
0 q1(z1,2) − q1(z1,1) · · · qμ−2(z1,2) − qμ−2(z1,1) f (z1,2) − f (z1,1)
. . . . . . . . .
0 q1(z1,μ1 ) − q1(z1,1) . . . qμ−2(z1,μ1 ) − qμ−2(z1,1) f (z1,μ1 ) − f (z1,1)
.
.
.
.
.
.
.
.
.
1 q1(zs,1) · · · qμ−2(zs,1) f (zs,1)
1 q1(zs,2) · · · qμ−2(zs,2) f (zs,2)
. . . . . . . . .
1 q1(zs,μs ) . . . qμ−2(zs,μs ) f (zs,μs )
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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=
∏
1<jμ1
(z1,j − z1,1)
× det
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 q1(z1,1) · · · qμ−2(z1,1) f (z1,1)
0 q1[z1,1, z1,2] · · · qμ−2[z1,1, z1,2] f [z1,1, z1,2]
. . . . . . . . .
0 q1[z1,1, z1,μ1 ] . . . qμ−2[z1,1, z1,μ1 ] f [z1,1, z1,μ1 ]
.
.
.
.
.
.
.
.
.
1 q1(zs,1) · · · qμ−2(zs,1) f (zs,1)
1 q1(zs,2) · · · qμ−2(zs,2) f (zs,2)
. . . . . . . . .
1 q1(zs,μs ) . . . qμ−2(zs,μs ) f (zs,μs )
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Similarly, subtracting the 2nd row of the above matrix from the 3rd row, . . ., and the μ1th row,
respectively, and so on, we get
det(B) =
∏
1i<jμ1
(z1,j − z1,i )
× det
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 q1(z1,1) · · · qμ−2(z1,1) f (z1,1)
0 q1[z1,1:2] · · · qμ−2[z1,1:2] f [z1,1:2]
...
...
...
0 q1[z1,1:μ1 ] . . . qμ−2[z1,1:μ1 ] f [z1,1:μ1 ]
...
...
...
1 q1(zs,1) · · · qμ−2(zs,1) f (zs,1)
1 q1(zs,2) · · · qμ−2(zs,2) f (zs,2)
. . . . . . . . .
1 q1(zs,μs ) . . . qμ−2(zs,μs ) f (zs,μs )
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
s∏
l=1
⎛⎝ ∏
1i<jμl
(zl,j − zl,i )
⎞⎠
× det
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 q1(z1,1) · · · qμ−2(z1,1) f (z1,1)
0 q1[z1,1:2] · · · qμ−2[z1,1:2] f [z1,1:2]
. . . . . . . . .
0 q1[z1,1:μ1 ] . . . qμ−2[z1,1:μ1 ] f [z1,1:μ1 ]
...
...
...
1 q1(zs,1) · · · qμ−2(zs,1) f (zs,1)
0 q1[zs,1:2] · · · qμ−2[zs,1:2] f [zs,1:2]
...
...
...
0 q1[zs,1:μs ] . . . qμ−2[zs,1:μs ] f [zs,1:μs ]
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Notice that if f (z) = qμ−1(z), then B = A. From (2.3) we see that det(A) can be rewritten as
det(A) =
s∏
l=1
⎛⎝ ∏
1i<jμl
(zl,j − zl,i )
⎞⎠× ∏
1k<ls
1iμl ,1jμk
(zl,i − zk,j ).
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From the above formulas for det(A) and det(B), it follows that
det (B)
det (A)
=
det
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 q1(z1,1) · · · qμ−2(z1,1) f (z1,1)
0 q1[z1,1:2] · · · qμ−2[z1,1:2] f [z1,1:2]
. . . . . . . . .
0 q1[z1,1:μ1 ] . . . qμ−2[z1,1:μ1 ] f [z1,1:μ1 ]
...
...
...
1 q1(zs,1) · · · qμ−2(zs,1) f (zs,1)
0 q1[zs,1:2] · · · qμ−2[zs,1:2] f [zs,1:2]
...
...
...
0 q1[zs,1:μs ] . . . qμ−2[zs,1:μs ] f [zs,1:μs ]
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∏
1k<ls
1iμl ,1jμk
(zl,i − zk,j ) .
By using (2.5), we have that the numerator of the right-hand side of the above formula tends to
det(BT1 , . . . , B
T
s ) as zi,1:μi → z(μi)i for i = 1, . . . , s, where Bi (i = 1, . . . , s) are given by (2.9).
In particular, the denominator tends to det(AT1 , . . . , A
T
s ), where Ai are given by (2.8). Moreover,
the value of det(AT1 , . . . , A
T
s ) is∏
1k<ls
1iμl ,1jμk
lim
zl,i→zl ,zk,j→zk
(zl,i − zk,j ) =
∏
1k<ls
(zl − zk)μlμk .
Hence
f [z(μ1)1 , z(μ2)2 , . . . , z(μs)s ] = lim
zi,1:μi →z
(μi )
i (i=1,...,s)
f [z1,1:μ1 , . . . , zs,1:μs ]
= det(B
T
1 , . . . , B
T
s )
det(AT1 , . . . , ATs )
. 
I like to note that after the paper has been accepted for publication, Verde-Star kindly send me
an old paper on divided difference [12], (4.1) of which gave a formula for divided difference with
repeated nodes.
The following lemma gives a recursive formula for divided difference for polynomials, which
is useful in proving Theorem 7 (for the entries of the inverse of band triangular Toeplitz matrices)
in the next section.
Lemma 4. Suppose qm(z) = zm and z1, . . . , zs, zs+1 ∈ C are different pairwise, then
qm+1[z1:s+1] = qm[z1:s] + zs+1qm[z1:s+1]. (2.10)
Proof. By using (2.1), we have
qm+1[z1:s+1] =
s+1∑
j=1
zm+1j∏s+1
r=1,r /=j (zj − zr)
=
s∑
j=1
zmj (zj − zs+1 + zs+1)∏s
r=1,r /=j (zj − zr) · (zj − zs+1)
+ z
m+1
s+1∏s
r=1(zs+1 − zr)
=
s∑
j=1
zmj∏s
r=1,r /=j (zj − zr)
+
s∑
j=1
zmj zs+1∏s
r=1,r /=j (zj − zr)
+ z
m+1
s+1∏s
r=1(zs+1 − zr)
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= qm[z1:s] + zs+1
s∑
j=1
zmj∏s
r=1,r /=j (zj − zr)
= qm[z1:s] + zs+1qm[z1:s+1]. 
3. Inverse of band triangular Toeplitz matrices
Let p(θ) be the trigonometric polynomial
p(θ) =
s∏
j=1
(1 − zj eiθ )μj , −π  θ < π, (3.1)
where z1, . . . , zs ∈ C are different pairwise and μj (j = 1, . . . , s) are positive integers. In this
section, we deduce an explicit formula for the entries of Un[p(θ)], i.e., the inverse of the band
lower triangular Toeplitz matrixTn[p(θ)] by using the results obtained in the previous section.
Lemma 5. Here are some properties of triangular Toeplitz matrices.
(i) Let T1 and T2 be two lower (upper) triangular Toeplitz matrices. Then T1T2 is also a lower
(upper) triangular Toeplitz matrix, and
T1T2 = T2T1.
(ii) If T is an invertible lower (upper) triangular Toeplitz matrix, then T −1 is also a lower
(upper) triangular Toeplitz matrix. Therefore, to obtain T −1, we only require to compute
the entries of its first column (row).
(iii) Let f (θ) = ∑∞j=0 tj eijθ and g(θ) = ∑∞j=0 uj eijθ . Then
Tn[fg] =Tn[f ]Tn[g].
(iv) Let f and g be the same as in (iii). If t0 /= 0 and u0 /= 0, thenTn[f ],Tn[g], andTn[fg]
are invertible, moreover
Un[fg] = Un[f ]Un[g].
Proof. The results can be verified directly. 
We first derive a formula for [Un[p]]j,1 (j = 1, . . . , n) for the case when μ1 = μ2 = · · · =
μs = 1.
Lemma 6. The first column of Un[1 − z0eiθ ] is given by (1, z0, z20, . . . , zn−10 )T.
Proof. Notice that Tn[1 − z0eiθ ] is the lower triangular Toeplitz matrix with the first column
given by (1,−z0, 0, . . . , 0)T, we can verify the result directly. 
Theorem 7. Let p(θ) be the trigonometric polynomial defined in (3.1) with μ1 = μ2 = · · · =
μs = 1 (s  2). Then the first column of Un[p(θ)] is given by
[Un[p(θ)]]j,1 = qj+s−2[z1:s], j = 1, 2, . . . , n, (3.2)
where qm(z) = zm and f [z1:s] = f [z1, . . . , zs] denotes the divided difference of order (s − 1)
for f (z). In particular, [Un[p(θ)]]1,1 = qs−1[z1:s] = 1 (cf. (2.7)).
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Proof. We prove the theorem by induction. Notice that the j th row of Un[1 − z1eiθ ] and the
first column of Un[1 − z2eiθ ] are given by (zj−11 , zj−21 , . . . , 1, 0, . . . , 0) and (1, z2, . . . , zn−12 )T
respectively, by using property (iv) of Lemma 5 we have
[Un[(1 − z1eiθ )(1 − z2eiθ )]]j,1
= zj−11 + zj−21 z2 + · · · + z1zj−22 + zj−12
= (zj1 − zj2)/(z1 − z2) = qj [z1, z2] = qj+2−2[z1, z2].
It follows that (3.2) is correct for s = 2.
Suppose (3.2) holds for s, we prove that it also holds for s + 1 in the following. Obviously,⎡⎣Un
⎡⎣s+1∏
j=1
(1 − zj eiθ )
⎤⎦⎤⎦
1,1
= 1 = qs[z1:s+1].
By induction, the second row of Un[∏sj=1(1 − zj eiθ )] is given by (qs[z1:s], 1, 0, . . . , 0). Since
the first column of Un[1 − zs+1eiθ ] is given by (1, zs+1, . . . , zn−1s+1 )T, we have⎡⎣Un
⎡⎣s+1∏
j=1
(1 − zj eiθ )
⎤⎦⎤⎦
2,1
= qs[z1:s] + zs+1
= qs[z1:s] + zs+1qs[z1:s+1]
= qs+1[z1:s+1] (cf. (2.10)).
Similarly,⎡⎣Un
⎡⎣s+1∏
j=1
(1 − zj eiθ )
⎤⎦⎤⎦
3,1
= q3+s−2[z1:s] + q3+s−3[z1:s]zs+1 + z2s+1
= qs+1[z1:s] + zs+1(qs[z1:s] + zs+1)
= qs+1[z1:s] + zs+1
⎡⎣Un
⎡⎣s+1∏
j=1
(1 − zj eiθ )
⎤⎦⎤⎦
2,1
= qs+1[z1:s] + zs+1qs+1[z1:s+1]
= qs+2[z1:s+1] = q3+(s+1)−2[z1:s+1].
By induction, the j th row of Un[∏sj=1(1 − zj eiθ )] is given by
(qj+s−2[z1:s], qj+s−3[z1:s], . . . , 1, 0, . . . , 0)
and ⎡⎣Un
⎡⎣s+1∏
j=1
(1 − zj eiθ )
⎤⎦⎤⎦
i,1
= qi+(s+1)−2[z1:s+1] = qi+s−1[z1:s+1], i = 1, . . . , j − 1.
Therefore
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⎡⎣s+1∏
j=1
(1 − zj eiθ )
⎤⎦⎤⎦
j,1
=
⎡⎣Un
⎡⎣ s∏
j=1
(1 − zj eiθ )
⎤⎦Un[1 − zs+1eiθ ]
⎤⎦
j,1
= qj+s−2[z1:s] + qj+s−3[z1:s]zs+1 + · · · + qs[z1:s]zj−2s+1 + zj−1s+1
= qj+s−2[z1:s] + zs+1
(
q(j−1)+s−2[z1:s] + · · · + qs[z1:s]z(j−1)−2s+1 + z(j−1)−1s+1
)
= qj+s−2[z1:s] + zs+1
⎡⎣Un
⎡⎣s+1∏
j=1
(1 − zj eiθ )
⎤⎦⎤⎦
j−1,1
= qj+s−2[z1:s] + zs+1qj+s−2[z1:s+1]
= qj+s−1[z1:s+1] = qj+(s+1)−2[z1:s+1].
Hence the formula (3.2) is correct for s + 1. 
By using the above theorem and Theorem 3, we have the following theorem about the entries
of Un
[∏s
i=1(1 − zieiθ )μi
]
.
Theorem 8. Let qm(z) = zm and
p(θ) =
s∏
i=1
(1 − zieiθ )μi ,
where z1, . . . , zs ∈ C (s  2) are different pairwise and μi are positive integers. Then the entries
of the first column of Un[p(θ)] are given by
[Un[p(θ)]]j,1 = qj+μ−2[z(μ1)1 , z(μ2)2 , . . . , z(μs)s ]
= det(B
T
1 , . . . , B
T
s )∏
1i<js(zj − zi)μiμj
, j = 1, 2, . . . , n, (3.3)
where μ = ∑si=1 μi and Bi (i = 1, . . . , s) are given by (2.9) with f (z) = qj+μ−2(z) = zj+μ−2.
From (2.9) we see that (BT1 , . . . , BTs ) is a μ × μ matrix and its first μ − 1 rows are determined
by z1, . . . , zs and μ1, . . . , μs . Let (BT1 , . . . , B
T
s ) be denoted by [bij ]μi,j=1. Notice that
det
(
[bij ]j=1:μi=1:μ
)
=
μ∑
k=1
(−1)μ+kbμ,k det
(
[bij ]j=1:n,j /=ki=1:μ−1
)
,
from (3.3) we get
[Un[p]]j,1 =
s∑
i=1
μi−1∑
l=0
αi,lq
(l)
j+μ−2(zi)
=
s∑
i=1
αi,0z
j+μ−2
i +
s∑
i=1
μi−1∑
l=1
(
αi,l
l∏
r=1
(j + μ − r − 1)
)
z
j+μ−l−2
i , (3.4)
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where αi,l , i = 1, . . . , s, l = 0, 1, . . . , μi − 1 are determined by z1, z2, . . . , zs and μ1, . . . ,
μs .
We observe from (3.4) that
1. We can compute the entries [Un[p]]j,1 (j = 1, . . . , n) in parallel in O(μ) operations by first
computing the coefficients {αi,l : i = 1, . . . , s, l = 0, 1, . . . , μi − 1} and then applying for-
mula (3.4). In fact, we can obtain the first column of Un[p] in O(nμ) operations by direct
triangular solver (in the order [Un[p]]1,1 → [Un[p]]2,1 → . . . → [Un[p]]n,1).
2. If |zi | < 1 for i = 1, . . . , s, then the matrixTn[p] is well-conditioned; if there exists an i0 such
that |zi0 | > 1, then the matrix Tn[p] is severely ill-conditioned; if |zi | = 1 for i = 1, . . . , s,
i.e., the case when p(θ) is defined by (1.1), then
[Un[p]]j,1 = O(jμmax−1), (3.5)
whereμmax = max{μ1, μ2, . . . , μs}. It follows that the condition number ofTn[p] is O(nμmax).
We will use (3.5) to estimate the condition number ofUn[p]Tn[f ]Un[p¯] in the next section.
4. The condition number of Un[p]Tn[f ]Un[p¯]
In this section, we first prove the conjecture proposed in [8], i.e., the minimal eigenvalue of
the matrix Un[p]Tn[f ]Un[p¯] is well separated from the origin, where
p(θ) =
s∏
i=1
(1 − ei(θ−θi ))μi (4.1)
and
f (θ) = h(θ)
s∏
i=1
(1 − cos(θ − θi))μi (4.2)
with h ∈ C2π with h(θ) > 0. Here θi , i = 1, . . . , s, are different numbers in [−π, π) and
μ1, . . . , μs are positive integers. We then estimate the condition number of Un[p]Tn[f ]Un[p¯]
by using (3.5) and the above conjecture.
We first prove that the minimal eigenvalue of Un[p]Tn[f ]Un[p¯] is not less than 2−μhmin,
where μ = ∑si=1 μi and hmin = min−πθ<π h(θ).
Lemma 9. The minimal eigenvalue of Un[p]Tn[pp¯]Un[p¯] is not less than 1, where p(θ) is
defined by (4.1).
Proof. Suppose p(θ) = a0 + a1eiθ + · · · + aμeiμθ , we have
p(θ)p(θ) =
μ∑
j=0
|aj |2 +
⎛⎝μ−1∑
j=0
a¯j aj+1eiθ +
μ−1∑
j=0
aj a¯j+1e−iθ
⎞⎠
+ · · · + (a¯0aμeiμθ + a0a¯μe−iμθ ).
It can be easily checked that
Tn[pp¯] −Tn[p]Tn[p¯] = BnB∗n,
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where
Bn =
(
Bμ Oμ×(n−μ)
O(n−μ)×μ O(n−μ)×(n−μ)
)
with Bμ =
⎛⎜⎜⎜⎜⎝
a¯1 a¯2 . . . a¯μ
a¯1
.
.
.
...
.
.
.
...
a¯1
⎞⎟⎟⎟⎟⎠ . (4.3)
Thus
Un[p]Tn[pp¯]Un[p¯] − I = (Un[p]Bn)(Un[p]Bn)∗ (4.4)
is Hermitian and semi-positive and the result follows. 
The following theorem gives a proof of the conjecture proposed in [8] (end of page 227).
Theorem 10. Let p(θ) and f (θ) be defined by (4.1) and (4.2) respectively. Then the minimal
eigenvalue of Un[p]Tn[f ]Un[p¯] is not less than 2−μhmin.
Proof. From Lemma 9, we have for x /= 0,
x∗Un[p]Tn[pp¯]Un[p¯]x
x∗x
 1.
Therefore, for x /= 0,
x∗Un[p]Tn[f ]Un[p¯]x
x∗x
= x
∗Un[p]Tn[f ]Un[p¯]x
x∗Un[p]Tn[pp¯]Un[p¯]x ·
x∗Un[p]Tn[pp¯]Un[p¯]x
x∗x
 x
∗Un[p]Tn[f ]Un[p¯]x
x∗Un[p]Tn[pp¯]Un[p¯]x
= y
∗Tn[f ]y
y∗Tn[pp¯]y (y = Un[p¯]x /= 0).
Note that f (θ)/[p(θ)p(θ)]  2−μhmin, we have
y∗Tn[f ]y = 12π
∫ π
−π
∣∣∣∣∣∣
n∑
j=1
yj e
−ijθ
∣∣∣∣∣∣
2
f (θ) dθ
 1
2π
∫ π
−π
∣∣∣∣∣∣
n∑
j=1
yj e
−ijθ
∣∣∣∣∣∣
2
2−μhminp(θ)p(θ) dθ
= 2−μhminy∗Tn[pp¯]y.
Hence
min
x /=0
x∗Un[p]Tn[f ]Un[p¯]x
x∗x
 min
y /=0
y∗Tn[f ]y
y∗Tn[pp¯]y  2
−μhmin,
that is, the minimal eigenvalue of Un[p]Tn[f ]Un[p¯] is not less than 2−μhmin. 
The following is concerned with the condition number of Un[p]Tn[f ]Un[p¯].
F.-R. Lin / Linear Algebra and its Applications 428 (2008) 520–534 533
Lemma 11. Let p(θ) be defined by (4.1) and μmax = max{μ1, . . . , μs}. Then the condition num-
ber of Un[p]Tn[pp¯]Un[p¯] is bounded by O(n2μmax−1).
Proof. Since the minimal eigenvalue of Un[p]Tn[pp¯]Un[p¯] is not less than 1, we only re-
quire to prove that the maximal eigenvalue, i.e. the 2-norm of Un[p]Tn[pp¯]Un[p¯] is bounded
by O(n2μmax−1). By using (4.4), we only require to prove that ‖Un[p]Bn‖22 is bounded by
O(n2μmax−1).
From (3.5), we see that
[Un[p]]j,k = O((j − k + 1)μmax−1), 1  k  j  n.
Therefore, by using (4.3) we have that there exists c1 > 0 such that
|[Un[p]Bn]j,k| =
{
 c1jμmax−1, k  μ,
0, k > μ.
Thus,
‖Un[p]Bn‖∞  μc1nμmax−1
and
‖Un[p]Bn‖1  c1(1 + 2μmax−1 + · · · + nμmax−1)  c2nμmax
for some constant c2 > 0. It follows that
‖Un[p]Bn‖22  ‖Un[p]Bn‖∞‖Un[p]Bn‖1
 μc1nμmax−1c2nμmax = μc1c2n2μmax−1. 
Theorem 12. Let p(θ) and f (θ) be defined by (4.1) and (4.2) respectively, and μmax =
max{μ1, . . . , μs}. Then the condition number ofUn[p]Tn[f ]Un[p¯] is bounded by O(n2μmax−1).
Proof. By using Lemma 11 and Theorem 10, the theorem can be proved similarly as we prove
Theorem 10. 
Since f/(pp¯) = f/(2μw) > 0, the matrix Tn[f/(2μw)] is Hermitian and positive definite.
Thus we can choose well-conditioned positive definite matrix Qn in Theorem 1 such that (1.2)
holds. For such Qn, the matrix Qn{Un[p]Tn[f ]Un[p¯]} satisfies: (1) the spectrum is clustered
around 1; (2) the minimal eigenvalue is well separated from the origin; and (3) the condi-
tion number is bounded by O(n2μmax−1). Therefore it follows that the PCG method converges
very fast when applied to solve the preconditioned system QnUn[p]Tn[f ]Un[p¯](Tn[p¯]x) =
QnUn[p]b.
5. Concluding remarks
In this paper, we derive an explicit formula for the entries of the inverse of band lower triangular
Toeplitz matrices by means of divided difference with repeated nodes. We then prove the conjec-
ture proposed in [8] that the minimal eigenvalue of Un[p]Tn[f ]Un[p¯] is well separated from
the origin. Finally, by using the explicit formula for [Un[p]]j,1 (j = 1, . . . , n) and the conjecture,
we show that the condition number of Un[p]Tn[f ]Un[p¯] is bounded by O(nν−1), where n is
the size of the system and ν is the maximal order of the zeros of the generating function f .
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