Introduction
With increasing worldwide security concerns, research on optical fluorescent sensors for the trace detection of nitroaromatic explosives has become increasingly important [1] [2] [3] . The low detection limits render fluorescence quenching a promising approach [4] [5] [6] . Sensor systems based on fluorescence quenching can be low-cost and portable alternatives for established approaches such as the expensive and bulky ion mobility spectroscopy or as the assignment of explosives detection dogs that require high training costs without providing twenty-four-seven availability [7] . However, a single optical sensor typically lacks selectivity that can be overcome with sensor arrays. These arrays represent an optoelectronic nose if equipped with pattern recognition methods for the discrimination between various explosives and interferents [8] [9] [10] [11] [12] [13] [14] .
The detection limits of such noses need to be as low as a few parts-per-billion (ppb) in order to be competitive. Here, amplifying fluorescent polymers have recently shown excellent sensing properties among other materials [15] [16] [17] [18] [19] [20] [21] [22] . The interaction of these polymers with electron deficient nitroaromatic species typically leads to a photo-induced electron transfer (PET) that quenches the polymer's fluorescence. Moreover, Förster resonance energy transfer (FRET) and Dexter energy transfer (DET) can cause a quenching of the fluorescence, too. However, FRET requires an energetic overlap of the polymer emission with the nitroaromatic absorption and DET is typically observed at high target concentrations only [23] . The main advantage of amplifying fluorescent polymers relative to single chromophores is the long exciton migration path enhancing the probability of excitons interacting with binding sites occupied by nitroaromatic species. Rigid three-dimensional structures in combination with long twisted polymer backbone galleries further enhance the sensing performance as they offer interchain spacing. This spacing allows for an efficient binding of nitroaromatic species while preventing self-quenching [24] . Polymers with such properties, however, typically require complex synthesis often being unattractive for commercial applications. This might be problematic for the incorporation of multiple polymers into an optoelectronic nose required to enable selectivity among different target analytes [25] .
Here, in contrast, we report on the development of sensitive and selective sensor arrays employing off-theshelf polymers without special three-dimensional structures. So far, these polymers have been typically used in other applications such as organic light-emitting diodes [26] [27] [28] [29] , organic lasers [30] [31] [32] , organic electroluminescent cells [33] and organic light-emitting transistors [34] . More importantly, we show the digital printability of these polymers by aerosol-jet (AJ) printing to realize reproducible optoelectronic noses for the sensitive and selective trace detection of nitroaromatic explosive vapours. In contrast to spin-coating and other solution-processing techniques such as doctor blading and dip coating, printing enables user-defined structures that can be highly integrated when deposited from nozzles with μm-orifices. The high throughput offered by roll-to-roll machines further allows fabrication upscaling towards mass-produced low-cost optoelectronic noses aiming at commercial applications. Here, reproducibility becomes even more important so that only a subset of noses need to be trained with pattern recognition methods per batch.
Materials and methods

Target analytes
In this study, the nitroaromatic analytes nitrobenzene (NB), 1,3-dinitrobenene (DNB) and 2,4-dinitrotoluene (DNT) were used as target analytes. These compounds are often used for the manufacture of explosives making them favourable detection candidates in security related sensing [35] . For example, DNT residues are typically found in 2,4,6-trinitrotoluene (TNT). However, DNT's vapour pressure is one order of magnitude larger as compared to TNT. Therefore, DNT is usually sensed when technical sensors or explosives detection dogs detect TNT [36, 37] . In addition to the nitroaromatic analytes, we investigated the detectability of benzophenone (BP) as a control substance due to its aromatic structure with high electron-affinity but without nitro groups. Each target analyte was purchased as a highemission permeation tube from Macherey-Nagel GmbH & Co.KG and used as received. Their molecular structures are provided in the supporting information S1 available online at stacks.iop.org/FPE/2/024001/ mmedia.
Sensor materials
Our sensor arrays consist of four commercial polymers from Merck Livilux TM and two commercial polymers from American Dye Source. The Merck polymers include PDY-132 (SY), SPG-01T (PG), SPB-02T (PB) and SPW-111 (PW). American Dye Source supplied ADS229BE (PFO) and ADS133YE (F8BT). More information on the materials is provided in the supporting information S3-S7. The sensor polymers were dissolved in toluene with a concentration of 1 g l −1 each. To enable printability in the AJ printer (AJ-300, Optomec), 50% of the high-boiling solvent 1,2,3,4-tetrahydronaphthalene (tetralin) was added to the polymer solutions. Then an aerosol stream carrying the corresponding atomized polymer solution was directed through the printer's nozzle and deposited onto a glass slide substrate that had been plasma treated before. The AJ printer was employed with a 200 μm nozzle using a shutter time of 1 s to print twelve 2×3 arrays onto the substrate.
Experimental setup
A block diagram of the experimental setup for the delivery of target analyte vapours and for the measurement of fluorescence intensities is shown in figure 1 .
A permeation-based vapour generator (Dynacalibrator 235, Vici) was used to deliver constant vapour concentrations in a stream of dry air (0%rH). The target analytes showed a stable permeation through the tubes for a constant permeation chamber temperature. The vapour concentration was adjusted by diluting the carrier flow in the permeation chamber. Details on the generation of different concentrations are given in the supporting information S2. We used a 365 nm light emitting diode (M365L2, Thorlabs) with collimating optics to excite the fluorescence with a power between 6 and 160 μW across the full area of the 26×26 mm 2 substrate from the backside. The excitation power was measured using a coherent fieldmaster with an LM-2 UV detector head. A CCD-camera (DFK21BU618, the imaging source) with a resolution of 640×480 was mounted with a Ricoh FL-CC2514-2M lens (focal length 25 mm, iris 1.4, spacing rings) behind a UV-filter to capture YUY2-formatted images of the sensor arrays at a framerate of 0.5 FPS using a camera exposure time of 0.5 s with a gain of 947. The samples were tilted relative to the camera at an angle of 30°. The camera measured the average fluorescence intensities emitted from the sensor polymers. Therefore, the regions of interest were evaluated in a rectangle of 5×5 pixels in the centre of each printed sensor polymer. The signals were averaged over twelve arrays leading to a total number of 300 pixels considered for each average sensor intensity. The fluorescence was background corrected and measured at room temperature.
Measuring the fluorescence quenching
An exemplary measurement sequence is depicted in figure 2 showing the response of the polymer PW to DNT. As the vapour concentration had to be adjusted by three different dilution flows, a flow-dependency test was performed at the beginning of the experiments. Here, the fluorescence was measured in air at the three flow rates (regimes I, II and III). In some cases, the quenched signals did not saturate completely at the end of the quenching regimes (IV, V and VI). This can be attributed to relatively thick sensor layers allowing for a diffusion of the target analytes deep into the sensor layers (see figure 3) . Therefore, the quenching for each concentration was evaluated after constant time intervals. The sensor arrays were purged with dry air at the end of the experiment (regimes VII, VIII and IX) at the same flow rates to allow for the investigation of the sensor array recovery.
Analysing the fluorescence quenching patterns
For the sensor arrays, linear discriminant analysis (LDA) was used to investigate the potential ability of the optoelectronic nose to discriminate between target analytes at different concentrations. The LDA was employed as a supervised statistical learning method maximizing the ratio of between-class to within-class variation [38] . Here, each target analyte at a fixed concentration represented a class. The corresponding fluorescence quenching (as taken from the highlighted areas of the regimes IV, V and VI in figure 2 for each polymer) was used to derive the linear discriminant functions that enable separation. Typically, most of the between-class variance is contained in a few discriminant functions only, allowing for a reduction of the data dimensionality. Wilks' lambda was used to test the significance of the linear discriminant functions [39] . The parameter measures if a class mean projected by the tested discriminant functions differs from other class means. The smaller the Wilks' lambda the higher is the difference between classes. Furthermore, the fluorescence quenching was checked for normality and for the equality of covariance, both of which are theoretical requirements for the LDA. Normality was tested with a χ 2 quantile quantile (QQ) graph that plots the observed quantiles (ascendingly sorted Mahalanobis distances of each LDA data point to its class mean in squared units) versus the expected quantiles (inverse of the χ 2 cumulative distribution) [40] . The equality of covariance was checked using a Bartlett test [41] . In practice however, LDA is often applied when the conditions of normality and the equality of covariance do not hold. In these cases, a separation of classes is often possible, but will not be optimal. The LDA model was assessed with common validation techniques such as leave-one-out and subset validation. The former method is a K-fold cross validation where K equals the number of observations. The latter method divides the data into two randomly but normally sorted subsets. One set is used for training while the LDA predicts the classes for the remaining set. Thus, both methods measure the robustness against out-of-sample observations.
Results and discussion
Fabrication analysis
The six polymers were deposited using AJ printing illustrated in figure 3(a) . In total, twelve 2×3 arrays were printed onto a substrate with a pitch of 4 mm as shown in figure 3(b) . The four arrays in the middle appear sharper as compared to the left and right because the sample holder had to be tilted relative to the camera. This shifted the outer columns slightly out of focus (see figure 1) . However, the later discussed low standard deviations for the quenching show that it did not affect the relative fluorescence intensities. Figure 3(c) shows a zoom into one of the UV-excited arrays. Each individual sensor polymer had a pitch of roughly 500 μm. The printed structures formed plateaus surrounded by rings with a maximum diameter of roughly 200 μm ('coffee staining'). These rings were up to 500 nm in height because of the drying process. However, the thickness of the plateaus was homogeneous as measured with a Bruker Dektak XT profilometer for four different arrays. Due to the low thickness deviations given in figure 3(d) , we conclude that the plateaus can be printed reproducibly.
Degradation analysis
As light emitting polymers typically suffer from photo bleaching, the optically induced degradation of the nose was investigated first. Therefore, the sensor arrays were excited at three different powers for 4 h in a stream of dry air at 1 l min
For each sensor polymer, I start denotes the average fluorescence intensity of the first 100 frames right after the measurement was started and I end denotes the average fluorescence intensity of the last 100 frames right before the 4 h had passed. Figure 4 depicts this degradation versus the excitation power. The error bars represent the standard deviations within the twelve arrays.
With the exception of PFO, the sensor polymers strongly suffer from photo bleaching at high excitation powers. However, the degradation for a power of 6 μW is negligible. Only SY seems to degrade slightly within the 4 h. To reduce sensor drifts, we therefore used an excitation power of only 6 μW. As a trade-off, the camera exposure time had to be increased from 5 ms at 160 μW or 125 ms at 20 μW respectively to 500 ms at 6 μW for a sufficient fluorescence brightness.
Quenching efficiency analysis
The quenching efficiencies were determined from the last 100 frames of each quenching regime (IV, V and VI) relative to the last 100 frames in air (regime III) as described in figure 2 . Hereby, a large number of observations was provided for the later discussed discriminant analysis allowing for the estimation of how the patterns scatter due to noise and due to unsaturated quenching. Equation (2) shows the definition of the quenching efficiency QE.
Here, I 0 is the average intensity of the considered data points in air and I q is the average quenched intensity of the considered data points at a constant target concentration. The average quenching efficiency patterns of the sensor arrays for the four investigated analytes between 1 and 10 ppb are shown in figure 5 . The error bars represent the standard deviations within the twelve arrays. There are distinct QE patterns caused by the interaction of the sensor polymers with each target analyte. The extent of the fingerprints increases with concentration up to quenching efficiencies of almost 70% for 10 ppb DNT. In contrast, BP seemed not to quench the fluorescence. To discuss potential quenching mechanisms, the absorption and emission spectra and the energies for the highest occupied molecular orbital (HOMO) and for the lowest unoccupied molecular orbital (LUMO) were measured from thin film samples. Details are provided in the supporting information S5-S7. A comparison of the sensor polymer emission spectra as given in the supporting information figure S2 with the target analytes absorption spectra as given in [42, 43] indicates that FRET did not contribute to the quenching. Moreover, DET is negligible at these low concentrations. Instead, PET could have caused the quenching if there is a positive driving force between the LUMOs of the sensor polymers and the target analytes. Therefore, figure 6 depicts the estimated polymer LUMOs and PET driving forces. HOMO and LUMO energies for the target analytes were taken from literature [44, 45] .
There is indeed a positive PET driving force between most of the sensor polymers and target analytes. In conclusion, we attribute the quenching to a dominant PET process. The strongest driving forces result from the LUMO of SY, PG, PB, PW and PFO to the LUMO of the electron deficient nitroaromatics DNB and DNT. The driving force to NB is much weaker. This is consistent with the smaller quenching efficiencies caused by NB. For F8BT, there is only a weak driving force to DNB and DNT while there is no driving force to NB. BP cannot be detected by any of the sensor polymers due to its high LUMO, which is consistent with the measurements. This confirms that the sensor array is not responding arbitrarily to any kind of target class but rather responds selectively to the class of nitroaromatics. Furthermore, it supports the assumption of PET as the dominant quenching mechanism due to the energetic configuration. However, the order of the quenching efficiencies disagrees to some extent with the order of the driving forces
and QE DNB >QE DNT >QE NB >QE BP ). A possible explanation is the role of different adsorption efficiencies for each combination of target analyte and sensor polymer as discussed in [46] or different diffusion and binding properties of the vapours which have recently been found to play the first-order roles in the fluorescence quenching process instead of amplification through long exciton migration paths [47, 48] . This would further increase the unambiguousness of the response patterns.
To investigate the reproducibility of the printed arrays, the standard deviations of the quenching efficiencies from all sensor arrays over all measurements are shown in table 1. The low deviations validate the fluorescence responses and thus demonstrate the reproducible within-batch fabrication.
The recovery of the sensor arrays can be investigated from the regimes VII, VIII and IX as described in figure 2 . Overall, we observed a limited recovery due to the relatively thick sensor layers allowing for a deep diffusion of the target analytes into the sensor polymers. After a strong purge at the end of the regime IX, most sensor polymers had recovered 60%-100% of their initial fluorescence depending on the target analyte. However, as the printing process potentially enables the fabrication of low-cost sensor arrays in high volumes, disposable detector cards can be used in potential field applications. No recovery abilities are required in this case. Details for the recovery are given in the supporting information S10. 
Pattern analysis
LDA was used to maximize the ratio of between-class to within-class variation of the multidimensional sensor array signals. Therefore, the quenching efficiencies of the six sensor polymers in the twelve arrays were used to derive the linear discriminant functions enabling the clustering of the labelled data. Table 2 shows the eigenvalues of each linear discriminant and the amount of between-class variance explained by each of the discriminants relative to the variance that can be explained by all discriminants. As the first two discriminants contribute more than 99% to the between-class variability, the projected quenching efficiencies can be visualized in two dimensions. Figure 7 (a) depicts the clustering along the first two discriminant functions including detection limits derived from the overlap of classes and from the deviations from the baseline. To investigate if the class separation was optimal, we checked the theoretical requirements for the LDA: normality of the quenching efficiencies and equality of the covariance matrices. Therefore, we analysed the QQ graph in figure 7(b) . The good agreement to the bisecting line confirmed the normality of the input data. Out of the 1200 observations, there are just seven outliers mainly belonging to the undetectable BP. The LDA is not meaningfully affected if they are neglected. In addition, a Bartlett test was applied on a 0.05 significance level. The test did not reject the hypothesis of equal covariance matrices (see supporting information S11). We further computed the Wilks' lambda to assess the significance of each linear discriminant on a 0.05 level. It turned out that the differences among the classes are significant with respect to all discriminant functions (see supporting information S12). However, only the first two functions strongly affect the class separation. This is in line with the observed amount of between-class variability provided by each linear discriminant shown in table 2.
In principle, the computed LDA is able to separate the investigated classes optimally. Only the data in the classes 1 ppb BP, 3 ppb BP and 10 ppb BP partly overlap with 1 ppb NB. Therefore, these four classes cannot be detected reliably. This is consistent with the quenching efficiencies for BP that do not deviate from the baseline and with those for 1 ppb NB that are very close to the baseline (see supporting information figures S12 and S15). In contrast, DNB and DNT are nicely separable following two different pathways for higher concentrations. On the first glance however, it seems that higher NB concentrations could overlap with DNT because 10 ppb NB is projected rather close to 1 ppb DNT. However, if the third linear discriminant function is taken into account, all nitroaromatics move along a different pathway (see supporting information S13). This indicates that the overall nitroaromatic separation quality further increases with increasing concentrations. Hence, not only the identification of a target analyte is possible but also the quantification of its concentration, at least for the three investigated nitroaromatics above detection limits.
To assess the LDA robustness towards out-ofsample observations, we applied the leave-one-out method. Here, the LDA was recomputed for each data point with 1199 observations while the remaining observation was used for a prediction. We only found a few misclassifications from observations below detection limit yielding an excellent discriminatory ability with a total misclassification rate of 1.1%. For the subset validation, we used half of the data for LDA training while the other half was used for predictions. Here, we found a total misclassification rate of only 0.8%. The confusion matrices for both validation methods are given in the supporting information S14-S15.
To improve the performance of the optoelectronic nose in terms of detectable targets and classification reliability, the variety of sensor polymers could be extended by using materials with a higher spread in LUMO energies as well as in adsorption and diffusion properties. A high discrimination quality for very early and repeated responses could be achieved by a reduction of the sensor film thicknesses during printing because response times and recovery abilities would improve. However, this would decrease the signal-tonoise ratio due to lower fluorescence intensities. Additionally, novel pattern recognition approaches based on neural networks or other deep learning methods might be helpful for complex detection tasks such as the identification and quantification of single nitroaromatic species out of vapour mixtures.
Conclusion
We successfully demonstrated the reproducible fabrication of a printed optoelectronic nose for the selective trace detection of nitroaromatic species by digital printing of commercially available conjugated polymers. The small sensor sizes allowed for a high integration while the low standard deviations validated the within-batch reproducibility. Furthermore, we were able to demonstrate low detection limits around 1-3 ppb close to those of specially trained canines. Most importantly, the sensor arrays showed excellent discriminatory ability for nitroaromatic species using classifiers computed from LDA. Due to the excellent statistics, we have demonstrated that these classifiers are appropriate for optimal separation. The total misclassification rates of approximately 1% for outof-sample observations underline the reliability of these classifiers. Thus, we believe that our approach opens the way for high-volume optoelectronic nose applications realizable by digital printing techniques.
