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Uniqueness of vanishing viscosity mean curvature flow solution
in two sub-Riemannian structures
E. Baspinar∗ G. Citti†∗
1 Introduction
Horizontal mean curvature flow describes the evolution of a surface whose points move in the nor-
mal direction, with speed equal to the curvature. The first results on this topic have been proven by
Altschuler-Grayson [1], Gage [20, 22], Gage-Hamilton [21], Grayson [23] and Huisken [25], with differ-
ential geometry methods. Since mean curvature flow can develop singularities even for initially smooth
surfaces, (see for example [18]), different notions of weak solution were proposed, to study the flow after
singularities: Brakke introduced in [3] an approach based on the notion of varifold and geometric mea-
sure theory, Evans-Spruck [18, 15, 16, 17] and Chen-Giga-Goto’s [7] independently studied existence and
uniqueness of viscosity solutions via level set methods.
The level set method identifies the evolving surface at time t as level set Mt = {x ∈ Rn : u(x, t) = 0}
of a function u, which is solution of a differential equation. In the Euclidean setting this equation reads:
∂tu(x, t) = |∇u|K =
n∑
i,j=1
(
δij −
∂xiu ∂xju
|∇u|2
)
∂xixju. (1)
HereK = div
( ∇u
|∇u|
)
denotes the mean curvature at the corresponding point. Note that (1) is degenerate
at singularities, i.e., when |∇u| = 0.
The present paper focuses on the sub-Riemannian analogue of the mean curvature flow in two special
settings.
A sub-Riemannian structure is defined by a triple (G,HG, g0), where G is a group, HG a sub-bundle
of the tangent space, and g0 a metric on HG. We consider here a group G of topological dimension
3, which can be either the Heisenberg group or the group of rigid motion SE(2), and we denote the
tangent space at every point with TG. The sub-bundle HG is generated by the vector fields X1 and X2
at every point, and has the bracket generating properties at step 2, i.e. X1, X2, and [X1, X2] span the
tangent space to G at every point. Finally we will choose a metric g0 on HG, which will make X1 and
X2 orthonormal. In particular while considering SE(2), the underlying manifold will be G = R
2 × S1,
its elements will be expressed by p = (x, y, θ) ∈ SE(2) so that x, y denote the spatial components and θ
the angular component. We will make the choice of vector fields
X1 = cos(θ)∂x + sin(θ)∂y , X2 = ∂θ,
at all p ∈ G, which satisfy the bracket generating condition, as it is easy to verify. While studying the
Heisenberg group we will choose the underlying manifold as G = R3 with the choice of vector fields
X1 = ∂x − y
2
∂θ, X2 = ∂y +
x
2
∂θ.
Again p = (x, y, θ) denotes the elements of G.
We explicitly note that the Heisenberg group can be considered as the limit structure obtained from
SE(2) via a blow up procedure (see [34], [50] and [60]), hence those two structures, which have completely
different group laws share the same local structure. This is why they can be studied together, and they
can be used as models of the same types of problems. In particular the interest in studying motion by
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curvature in these two groups comes from application of image impainting through models of the visual
cortex. The first layer (V1) of mammalian visual cortex was modeled as a smooth sub-Riemannian
surface with local structure of the Heisenberg group in [28], and with the SE(2) geometry in [10]. As a
consequence, models of image completion inspired by the functionality of the cortex has been proposed
in [26] and [10].
The horizontal gradient is defined as
∇0 = (X1, X2).
Additionally the horizontal vector fields and gradient corresponding to an element p ∈ G are expressed
by Xp1 , X
p
2 and ∇p0 = (Xp1 , Xp2 ).
If we consider a regular surface zero level set M = {p ∈ G : u(p) = 0} of a smooth function u, we
call the points at which the horizontal gradient vanishes characteristic points of the surface and denote
the set of such points as Σ(M) = {p ∈M :
∣∣∇0u(p, t)∣∣ = 0}. At non characteristic points the horizontal
normal is defined as
ν0 =
∇0u
|∇0u| ,
and the horizontal mean curvature of the manifold M is given by
K0 =
2∑
i=1
Xiν0,i.
As in the Euclidean setting horizontal mean curvature flow is the evolution of a surface M0 ⊂ G,
with normal speed equal to the curvature. If M0 is the level set of a function u0, the flow at time T will
be identified as the level set MT = {p ∈ G : u(p, T ) = 0} of the solution of the following degenerate
problem: 

∂tu =
2∑
i,j=1
(
δij − XiuXju|∇0u|2
)
(XiXj)u in G× (0,∞)
u(., 0) = u0(.) on G× {0}.
(2)
Immediate difficulty with (1) is that it is not defined at p ∈ Σ(Mt). Furthermore surfaces which
are smooth in the Euclidean sense have in general characteristic points. Hence existence of a viscosity
solution is known in a very general setting, (see for example [5] and [9]), while the problem of uniqueness
is still largely open. Capogna and Citti [5] proved uniqueness of evolving graphs over a Carnot group,
since graphs have no characteristic points [14]. In the special case of the Heisenberg group H1 Ferrari-
Liu-Manfredi [19] provided uniqueness under the assumption of axisymmetricity of solutions to (1).
Finally note that both those studies treated (1) directly via viscosity solutions in Crandall-Ishii-Lions
sense (see [11], [13] and [8] for more details).
Here we drop such aforementioned symmetry assumptions but we restrict ourselves to vanishing
viscosity solutions. More precisely we introduce the regularized problem

∂tu
ǫ =
2∑
i,j=1
(
δij − Xiu
ǫXju
ǫ
|∇0uǫ|2 + ǫ2
)
(XiXj)u
ǫ in G× (0,∞)
uǫ(., 0) = u0(.) on G× {0}.
(3)
Then we will use the following vanishing viscosity solution definition:
Definition 1. A function u is called vanishing viscosity solution of (1) if for any ε > 0 there exists a
solution uε of the problem (1) and there exists
lim
ε→0
uε = u.
Our main result is the following theorem.
Theorem 1.1. For every α ∈ (0, 12 ) and 0 < T <∞ there exists a constant M =M(u0, T, α) such that
sup
ξ∈SE(2),0≤t≤T
|(uǫ1 − uǫ2)(ξ, t)| ≤M(ǫ1 − ǫ2)α,
2
for all 0 < ǫ1, ǫ2 < 1 and ǫ2 <
ǫ1
2 .
From Theorem 1.1 uniqueness of vanishing viscosity solutions immediately follows
Corollary 1.1.1. Vanishing viscosity solution u is unique.
Note that, with the Riemannian approximation we give a formal meaning to regularized operator
|∇0u|K0 at characteristic points. Indeed, formally if p is characteristic for every ǫ > 0 then
2∑
i,j=1
(
δij − Xiu(p)Xju(p)|∇0u(p)|2 + ǫ2
)
(XiXj)(u(p)) =
2∑
i=1
(XiXi)u(p),
which is the Laplace operator of the function u in this setting.
The paper is organized as follows. In Section 2, we provide some basics of SE(2) and H1 sub-
Riemannian geometries. Furthermore, we provide the notions of vanishing viscosity and viscosity, and
describe the generalized flow. In Section 3 we provide the proof of uniqueness of solution to horizontal
mean curvature flow in SE(2) setting. In Section 4, we adapt the proof of uniqueness to H1 setting and
provide the analogous results within this setting.
2 Definitions and preliminary results
2.1 Relation between viscosity and vanishing viscosity solutions
Following [5, 11] we define viscosity solutions as:
Definition 2. (Viscosity solution) A function u ∈ C(G× [0,∞)) is called a viscosity sub-solution (resp.
sup-solution) to (1) in G× [0,∞) if for any (x, t) ∈ G× [0,∞) and any test function φ ∈ C2(G× [0,∞))
such that u− φ attains its maximum (resp. minimum) at (x, t), it satisfies
∂tφ(s, t) ≤ (resp. ≥)


2∑
i,j=1
(
δij − XiφXjφ|∇0φ|2
)
(XiXj)φ if |∇0φ| 6= 0,
2∑
i,j=1
(
δij − pipj
)
(XiXj)φ for some p ∈ R2, |p| ≤ 1, if |∇0φ| = 0.
A viscosity solution u to (1) is a function which is both viscosity sub- and sup-solution.
We explicitly remark that the set of viscosity solutions refer to a larger set than the set of vanishing
viscosity solutions. In other words, a vanishing viscosity solution to (1) is the viscosity solution which
is the limit of a solution to (1) as ǫ → 0. Consequently vanishing viscosity solutions are also viscosity
solutions while vice versa is not necessarily true (see also [9]).
2.2 Choice of the distance in SE(2) and H1
We introduce basics of the sub-Riemannian geometry and horizontal operators. For details we refer to
[6, 12, 24].
The notion of distance in H1 has been deeply studied by [27]. They proved that the Carnot-
Carathedory (CC) distance of the space is equivalent to a ball box distance defined as follows:
dH(ξ, η) = ((d
2
1 + d
2
2)
2 + d23)
1/4,
where for the case of the distance from η ∈ H1 to ξ ∈ H1 it is computed that
d1 = xξ − xη, d2 = yξ − yη, d3 = (θξ − θη) + 1
2
(
(xξ − xη)yη − (yξ − yη)xη
)
.
As recalled before the linearization of the group SE(2) can be identified with the Heisenberg group.
Hence a distance in SE(2) can be obtained as follows: for every couple of points ξ, η there exist constants
di,ξ and di,η such that
ξ = exp(Xi|ηdi,η)(η) η = exp(Xi|ξdi,ξ)(ξ).
Here we have denoted Xi|η the vector fields with coefficients evaluated at the point η and Xi|ξ the vector
fields with coefficients evaluated at ξ. A good estimate of the CC distance is obtained evaluating the
3
Heisenberg gauge function on the exponential SE(2) increments, so that natural horizontal distance is
given by
dSE(2),η(ξ, η) = ((d
2
1,η + d
2
2,η)
2 + d23,η)
1/4 and dSE(2),ξ(ξ, η) = ((d
2
1,ξ + d
2
2,ξ)
2 + d23,ξ)
1/4,
For SE(2) the coefficients di,ξ and di,η can be explicitly evaluated as
d1,η =cos(θη)(xξ − xη) + sin(θη)(yξ − yη), d1,ξ = cos(θξ)(xξ − xη) + sin(θξ)(yξ − yη),
d2,η =− sin(θη)(xξ − xη) + cos(θη)(yξ − yη), d2,ξ = − sin(θξ)(xξ − xη) + cos(θξ)(yξ − yη),
d3,η =d3,ξ = θξ − θη.
Note that we can find some constants K1,K2 > 0 such that
K1d
1/2
E ≤ dSE(2),ξ, dSE(2),η, dH ≤ K2dE ,
where dE(ξ, η) = |ξ − η| =
(
(xξ − xη)2 + (yξ − yη)2 + (θξ − θη)2
)1/2
.
2.3 Existence and geometrical properties of the solutions
In [18] the existence of vanishing viscosity solution was established under the assumption of that the
initial condition is identically 1 at infinity. The same theorem is already known in the two groups
considered here: G = SE(2) and G = H1 (see [5] for the Heisenberg group and [9] for SE(2)).
Theorem 2.1. Assume that the initial datum u0 is of class C
1
E(G) (i.e., in the Euclidean sense) and
there is a sphere of radius R such that u0 is identically constant out of this sphere. Denoting ∇E the
standard Euclidean gradient there is a constant C˜ such that
C˜ ≥ max(‖u0‖L∞(G), ‖∇Eu0‖L∞(G))
and for every ǫ the solution of problem (1) satisfies
‖uε(., t)‖L∞(G) ≤ C˜,
‖∇Euε(., t)‖L∞(G) ≤ C˜.
As a consequence, there exists a Lipschitz continous vanishing viscosity solution u of problem (1) which
satisfies
‖u(., t)‖L∞(G) ≤ C˜, (4)
‖∇Eu(., t)‖L∞(G) ≤ C˜.
We will prove the following theorem:
Theorem 2.2. Assume that u0 ∈ C∞(G) and it is constant at the exterior of a sphere of radius R.
Then there exists R1 such that
u(p, t) is constant for all p ∈ G satisfying |p| ≥ R1 and for all t > 0.
3 Uniqueness in SE(2)
3.1 Some geometrical properties of solutions
We first need to establish in the SE(2) setting some geometrical properties of solutions of equations (1)
and (1) whose Euclidean analogue has been proven by Evans [18].
Theorem 3.1. Assume that u0 ∈ C∞(SE(2)) and it is constant at the exterior of a cylinder. More
precisely there exists a constant K > 0 such that
u0(p) is constant for all p = (x, y, θ) ∈ SE(2) satisfying |x|2 + |y|2 ≥ K .
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Then
u(p, t) is constant for all p ∈ SE(2) satisfying |x|2 + |y|2 ≥ R and for all t > 0,
where R > 0 is a finite number dependent only on K.
Proof. Up to a rescaling we may assume
|u0| ≤ 1 on SE(2), u0 = 0 if |x|
2 + |y|2
2
≥ 1.
Consider now the auxiliary function inspired from [4, p.5] and given by
vε(p, t) = Ψ((|x|2 + |y|2)/2 + tε) for all p ∈ SE(2), t > 0,
with 0 < ε < 1 and
Ψ(s) ≡
{
0 (s ≥ 2),
(s− 2)3 (0 ≤ s ≤ 2).
Clearly Ψ ∈ C2([0,∞)),
Ψ′(s) =
{
0 (s ≥ 2),
3(s− 2)2 (0 ≤ s ≤ 2), and Ψ
′′(s) =
{
0 (s ≥ 2),
6(s− 2) (0 ≤ s ≤ 2).
From this explicit expression it immediately follows that Ψ′ ≥ 0, Ψ′′ ≤ 0 and Ψ ≤ 0, |Ψ′′| ≤ 2√3 (Ψ′)1/2,
|Ψ′|, |Ψ′′| ≤ 12, for all s > 0.
Let us evaluate (1) on the function vε. Then we have
vεt −
2∑
i,j=1
(
δij − Xiv
εXjv
ε
ε2 + |∇0vε|2
)
(XiXj)v
ε = (5)
= εΨ′ −
(
ε2 + (X2v
ε)2
)
(X1X1)v
ε
ε2 + |∇0vε|2 −
(
ε2 + (X1v
ε)2
)
(X2X2)v
ε
ε2 + |∇0vε|2 + 2
X1v
εX2v
ε(X1X2)v
ε
ε2 + |∇0vε|2 ,
and compute the first and second order derivatives of vε explicitly as
X2v
ε(p, t) = 0, (X2X2)v
ε(p, t) = 0, (X1X1)v
ε(p, t) = Ψ′ +Ψ′′(cos(θ)x + sin(θ)y)2. (6)
Using (3.1) and (3.1) we deduce that
vεt −
2∑
i,j=1
(
δij− Xiv
εXjv
ε
ε2 + |∇0vε|2
)
(XiXj)v
ε = εΨ′ − ε
2
(
Ψ′ +Ψ′′(cos(θ)x + sin(θ)y)2
)
ε2 + |X1vε|2 (7)
≤ εΨ′ + ε
2C
(
Ψ′
)1/2
(cos(θ)x + sin(θ)y)2
ε2 + (Ψ′)2(cos(θ)x + sin(θ)y)2
,
where we use the fact that Ψ′ ≥ 0 and |Ψ′′| ≤ C(Ψ′)1/2. Here note that if ε ≤ |Ψ′| then
ε2C
(
Ψ′
)1/2
(cos(θ)x + sin(θ)y)2
ε2 + (Ψ′)2(cos(θ)x + sin(θ)y)2
≤ ε
2C
(Ψ′)3/2
≤ C ε1/2. (8)
On the other hand if ε > |Ψ′| then
ε2C
(
Ψ′
)1/2
(cos(θ)x + sin(θ)y)2
ε2 + (Ψ′)2(cos(θ)x+ sin(θ)y)2
≤ ε
5/2C(cos(θ)x + sin(θ)y)2
ε2
≤ Cε1/2, (9)
where we considered only the case with
(|x|2 + |y|2)/2 < 2 since otherwise the estimate follows trivially
due to that Ψ′ = 0. Employing (3.1) and (3.1), we now obtain from (3.1) that there exists a constant
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C¯ > 0 such that
vεt −
2∑
i,j=1
(
δij− Xiv
εXjv
ε
ε2 + |∇0vε|2
)
(XiXj)v
ε ≤ C¯ε1/2. (10)
Now let us define
V ε(p, t) := vε(p, t)− tC¯ε1/2,
where C¯ is the constant in (3.1). Notice that V ε satisfies
V εt −
2∑
i,j=1
(
δij − XiV
εXjV
ε
ε2 + |∇0V ε|2
)
(XiXj)V
ε ≤ 0,
and at the initial time t = 0
V ε(p, 0) =Ψ((|x|2 + |y|2)/2) = 0 if (|x|2 + |y|2)/2 ≥ 2,
−1 ≤ V ε(p, 0) =Ψ((|x|2 + |y|2)/2) ≤ 0 if 1 ≤ (|x|2 + |y|2)/2 ≤ 2,
V ε(p, 0) =Ψ((|x|2 + |y|2)/2) ≤ −1 if 0 ≤ (|x|2 + |y|2)/2 ≤ 1,
i.e., V ε(p, 0) ≤ u0(p) for all p ∈ SE(2).
Applying the comparison principle to the regularized mean curvature equation we deduce that V ε ≤
uε in SE(2)× [0,∞) for each 0 < ε < 1. This result implies
lim
ε→0
V ε = Ψ
( |x|2 + |y|2
2
)
= 0 ≤ u(p, t), (11)
for all t ≥ 0 and x, y ∈ SE(2) satisfying (|x|2 + |y|2)/2 ≥ 2. Hence u ≥ 0 if (|x|2 + |y|2)/2 ≥ 2. Arguing
in the same way with the function V˜ ε = −V ε, we deduce
u ≤ 0 if (|x|2 + |y|2)/2 ≥ 2. (12)
Hence (3.1) and (3.1) give u(p, t) = 0 for all t ∈ [0, T ] and p = (x, y, θ) such that (|x|2 + |y|2)/2 ≥ 2.
Note that Theorem 3.1 guarantees that once level sets of u0 are confined in some bounded interior
region then the level sets (in particular zero level set) of vanishing viscosity solution u stay within the
same region during the whole flow.
We need also the following theorem:
Theorem 3.2. For each ε > 0 there exist some finite numbers B, b > 0 independent of ǫ such that∣∣1− uε(p, t)∣∣ ≤ Be−b(x2+y2) for all (p, t) ∈ SE(2)× [0, T ],
where T is some positive finite number denoting the final time.
Proof. As in the previous theorem we may assume that
|u0| ≤ 1 on SE(2), u0 = 0 in |x|
2 + |y|2
2
≥ 1. (13)
We will estimate the function 1 − uε in terms of the exponential function Ψ(s) = cˆe−σ(2T−αt)s and
vǫ(p, t) = Ψ((x2 + y2)) where 0 < α < 1, 0 < σ <∞ and cˆ = 2e4σT .
Now we proceed by using a procedure similar to the one in the proof of [2, Theorem 5.1]. Using the
6
derivatives of vε computed in (3.1) the curvature operator on the function vε becomes:
vεt −
2∑
i,j=1
(
δij − Xiv
εXjv
ε
ε2 + |Xjvε|2
)
(XiXj)v
ε = vεt −
ε2
(
Ψ′ +Ψ′′(cos(θ)x + sin(θ)y)2
)
ε2 + |X1vε|2
≥
(
cˆ σ α (x2 + y2) − 4 cˆ σ2(2T − αt)2
(
x cos(θ) + y sin(θ)
)2)
e−σ(2T−αt)(x
2+y2)
≥
(
α − 4 σ(2T )2
)
cˆ σ (x2 + y2)e−σ(2T−αt)(x
2+y2) ≥ 0,
for a suitably chosen α and σ satisfying α− 16σT 2 ≥ 0. Note that
(1− uε)t −
2∑
i,j=1
(
δij − Xi(1− u
ε)Xj(1− uε)
ε2 + |∇0(1− uε)|2
)
(XiXj)(1− uε) = 0.
Recall that 0 ≤ |1 − u0| ≤ 2 due to (3.1). Hence, applying comparison principle to the functions 1− uε
(as well as uε − 1) and vε we get
|1− uε| ≤ vε in SE(2)× [0, T ].
The proof is complete.
3.2 Proof of uniqueness result
Now we can prove Theorem 1.1.
Proof. Let us fix α ∈ (0, 12 ) and assume 0 < T <∞. We claim that there exists a constant M ≥ 0 such
that
sup
ξ∈SE(2),0≤t≤T
|(uǫ1 − uǫ2)(ξ, t)| ≤M(ǫ1 − ǫ2)α,
for all parameters 0 < ǫ1, ǫ2 < 1 and ǫ2 <
ǫ1
2 .
We argue by contradiction and assume that
For each M ≥ 0 there exist 0 < ǫ1 = ǫ1(M), ǫ2 = ǫ2(M) < 1 such that
sup
ξ∈SE(2),0≤t≤T
|(uǫ1 − uǫ2)(ξ, t)| > M(ǫ1 − ǫ2)α > M
(ǫ1
2
)α
, (14)
and ǫ2 <
ǫ1
2
.
Now we choose a paramenter γ such that
γ ≥ (α + 7)
3
. (15)
For every point ξ = (xξ, yξ, θ), we will denote ξ¯ = (xξ, yξ) and we will define
ω(ξ¯, η¯, θ, t) = uǫ1(ξ¯, θ, t)− uǫ2(η¯, θ, t)− φ(ξ, η, t),
with
φ(ξ, η, t) =
µ
γ
(ǫ1 − ǫ2)1−
γ
2 |ξ − η|γ0 +
M
2T
(ǫ1 − ǫ2)αt,
and
|ξ − η|0 = |(xξ, yξ, θ)− (xη, yη, θ)|0 = |ξ¯ − η¯|E = (|xξ − xη|2 − |yξ − yη|2) 12 . (16)
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We employ (3.2) and observe that
sup
ξ¯,η¯∈R2,
0≤θ≤2π,0≤t≤T
ω(ξ¯, η¯, θ, t) ≥ sup
ξ∈SE(2),0≤t≤T
ω(ξ, ξ, t) ≥ sup
ξ∈SE(2)
ω(ξ, ξ, T )
≥M(ǫ1 − ǫ2)α − M
2T
(ǫ1 − ǫ2)αT = M
2
(ǫ1 − ǫ2)α
≥ M
2
(ǫ1
2
)α
.
We proceed in two steps. We first show that supω is attained at a point within some interior bounded
region. In the second step we reach a contradiction, evaluating the equation at the maximum point.
Step 1
In this first step we prove that, under the contradictory assumption (3.2), the function ω must attain a
maximum.
As a result of (2.1) we have
ω(ξ¯, η¯, θ, t) ≤ sup
ξ∈SE(2),0≤t≤T
uǫ1(ξ, t) + sup
η∈SE(2),0≤t≤T
(
− uǫ2(η, t)
)
− µ
γ
(ǫ1 − ǫ2)1−
γ
2 |ξ − η|γ0
≤2C˜ − µ
γ
(ǫ1 − ǫ2)1−
γ
2 |ξ − η|γ0 .
This assertion implies that
ω(ξ¯, η¯, θ, t) ≤ M
4
(ǫ1 − ǫ2)α,
when
|ξ − η|0 ≥ r :=
(2γC˜
µ
(ǫ1 − ǫ2)
γ
2−1 − Mγ
4µ
(ǫ1 − ǫ2)α+
γ
2−1
) 1
γ
.
So by (3.2) we deduce that
sup
ξ¯,η¯∈R2,
θ∈[0,2π] 0≤t≤T
ω(ξ¯, η¯, θ, t) = sup
ξ¯, η¯ ∈ R2 with |ξ − η|0 ≤ r,
0≤t≤T
ω(ξ¯, η¯, θ, t).
Employing Theorem 3.2 we find that
ω(ξ¯, η¯, θ, t) ≤
∣∣1− uǫ1(ξ¯, θ, t)∣∣+ ∣∣1− uǫ2(η¯, θ, t)∣∣ (17)
≤ Bǫ1e−bǫ1 |ξ|
2
0 +Bǫ2e
−bǫ2 |η|
2
0 ≤ Bǫ1
bǫ1
1
|ξ|20
+
Bǫ2
bǫ2
1
|η|20
,
for |ξ|0, |η|0 6= 0. By the triangular inequality we find that
|η|0 ≥ |ξ|0 − r.
For |ξ|0 ≥ R˜ξ := r +
√
4Bǫ2
Mbǫ2
(ǫ1 − ǫ2)−α, we see via Theorem 3.2 that
|1− uǫ2(η¯, θ, t)| ≤ Bǫ2e−bǫ2 |η|
2
0 ≤ Bǫ2
bǫ2
1
|η|20
≤ Bǫ2
bǫ2
1(|ξ|0 − r)2 (18)
≤ Bǫ2
bǫ2
1(
R˜ξ − r
)2 = M4 (ǫ1 − ǫ2)α.
The same reasoning gives also
|1− uǫ1(ξ¯, θ, t)| ≤ M
4
(ǫ1 − ǫ2)α, (19)
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for |ξ|0 ≥ R˜ξ and |η − ξ|0 ≤ r. We plug (3.2) and (3.2) in (3.2) and find
ω(ξ¯, η¯, θ, t) ≤ Bǫ1
bǫ1
1
|ξ|20
+
Bǫ2
bǫ2
1
|η|20
≤ M
2
(ǫ1 − ǫ2)α.
Therefore we deduce from (3.2) that
sup
ξ¯,η¯∈R2,
θ∈[0,π] 0≤t≤T
ω(ξ¯, η¯, θ, t) = sup
ξ¯, η¯ ∈ R2, θ ∈ [0, π] ;
|ξ−η|0≤r, |ξ|0≤R˜ξ, 0≤t≤T
ω(ξ¯, η¯, θ, t) = ω(ξˆ, ηˆ, θˆ, tˆ),
Finally we see that tˆ > 0 must hold for a proper selection of µ. Observe for t = 0 that
ω(ξ¯, η¯, θ, 0) = u0(ξ, θ)− u0(η, θ) − µ
γ
(ǫ1 − ǫ2)1−
γ
2 |ξ − η|γ0 (20)
≤ |ξ − η|0
(
Lip(u0)− µ
γ
ǫ1−
γ
2 |ξ − η|γ−10
)
,
with Lip(u0) denoting Lipschitz constant of u0.
Consider the first case with |ξ − η|0 ≤ 14Lip(u0)Mǫα. Then (3.2) can be written as
ω(ξ¯, η¯, θ, 0) ≤ M
4
ǫα,
which together with (3.2) ensures that the maximum is not taken for t = 0.
Now consider the second case where |ξ − η|0 > 14Lip(u0)Mǫα. Then for
µ =
γ4γLip(u0)
γ
Mγ−1
, (21)
observe that (3.2), (3.2) and (3.2) give
ω(ξ¯, η¯, θ, 0) ≤ |ξ − η|0
(
Lip(u0)− µ
γ
ǫ1−
γ
2 |ξ − η|γ−10
)
≤ 0,
and applying again (3.2) we obtain that tˆ > 0.
Step 2
We will prove that if ω attains a maximum, we reach a contradiction showing that (3.2) cannot hold.
Since supω is attained at an interior point (ξˆ, ηˆ, θˆ, tˆ) and uǫ1, uǫ2 ∈ C∞ at the maximum point we
have Xξi u
ǫ1(ξˆ, θˆ, tˆ) = Xξi φ(ξˆ, ηˆ, tˆ) and −Xηi uǫ2(ηˆ, θˆ, tˆ) = Xηi φ(ξˆ, ηˆ, tˆ) (note that φ is independent of θ due
to (3.2)) and
(
δij −
Xξi u
ǫ1(ξˆ, θˆ, tˆ)Xξj u
ǫ1(ξˆ, θˆ, tˆ)
ǫ21 + |∇ξ0uǫ1(ξˆ, θˆ, tˆ)|2
)(
(XξiX
ξ
j )u
ǫ1(ξˆ, θˆ, tˆ)− (XξiXξj )φ(ξˆ, ηˆ, tˆ)
)
≤ 0,
(
δij −
Xηi u
ǫ2(ηˆ, θˆ, tˆ)Xηj u
ǫ2(ηˆ, θˆ, tˆ)
ǫ22 + |∇η0uǫ2(ηˆ, θˆ, tˆ)|2
)(
− (Xηi Xηj )uǫ2(ηˆ, θˆ, tˆ)− (Xηi Xηj )φ(ξˆ, ηˆ, tˆ)
)
≤ 0.
Therefore we may write
Mǫα
2T
=∂tφ(ξˆ, ηˆ, tˆ) = ∂tu
ǫ1(ξˆ, tˆ)− ∂tuǫ2(ηˆ, tˆ) =
=
2∑
i,j=1
(
δij −
Xξi u
ǫ1(ξˆ, θˆ, tˆ)Xξj u
ǫ1(ξˆ, θˆ, tˆ)
ǫ21 + |∇ξ0uǫ1(ξˆ, θˆ, tˆ)|2
)
(XξiX
ξ
j )u
ǫ1(ξˆ, θˆ, tˆ)−
2∑
i,j=1
(
δij −
Xηi u
ǫ2(ηˆ, θˆ, tˆ)Xηj u
ǫ2(ηˆ, θˆ, tˆ)
ǫ22 + |∇η0uǫ2(ηˆ, θˆ, tˆ)|2
)
(Xηi X
η
j )u
ǫ2(ηˆ, θˆ, tˆ) ≤
9
≤
2∑
i,j=1
(
δij −
Xξi φ(ξˆ, θˆ, tˆ)X
ξ
j φ(ξˆ, θˆ, tˆ)
ǫ21 + |∇ξ0φ(ξˆ, θˆ, tˆ)|2
)
(XξiX
ξ
j )φ(ξˆ, θˆ, tˆ)−
2∑
i,j=1
(
δij −
Xηi φ(ηˆ, θˆ, tˆ)X
η
j φ(ηˆ, θˆ, tˆ)
ǫ22 + |∇η0φ(ηˆ, θˆ, tˆ)|2
)
(Xηi X
η
j )φ(ηˆ, θˆ, tˆ).
Since Xξ2φ = X
η
2φ = 0, (X
ξ
1 +X
η
1 )φ = 0, it follows that
Mǫα
2T
≤ ǫ21
Xξ1φX
ξ
1φ
(ǫ21 + |Xξ1φ|2)2
(Xξ1X
ξ
1)φ =
(
ǫ1
Xξ1φ
√
(Xξ1X
ξ
1 )φ
ǫ21 + |Xξ1φ|2
)2
.
Note that for ζ ∈ {ξ, η} we have
Xζ1φ = µǫ
−(γ−2)/2|ξ − η|γ−2(cos(θ)(xξ − xη) + sin(θ)(yξ − yη)),
|Xζ1Xζ1φ| ≤ µǫ−(γ−2)/2|ξ − η|γ−2.
Now we choose q = 4γ3γ−4 , and call q
′ the conjugate exponent. We will consider large M values so
µ < 1. Note that since γ < 4, then q > 2 and
ǫ1(X
ξ
1φ)
√
(Xξ1X
ξ
1)φ ≤
ǫ
(γ−2)
q
− 3(γ−2)4 +1−
2
q′ ǫ
2
q′
1 |ξ − η|3(γ−2)/2| cos(θ)(xξ − xη) + sin(θ)(yξ − yη)|ǫ−
(γ−2)
q .
Using the fact that γ−2q − 3(γ−2)4 + 1− 2q′ = 3γ−72 and Ho¨lder inequality
ǫ
3γ−7
2
(
ǫ21 + |ξ − η|3q(γ−2)/2| cos(θ)(xξ − xη) + sin(θ)(yξ − yη)|qǫ−(γ−2)
)
≤
ǫ
3γ−7
2
(
ǫ21 + |ξ − η|3q(γ−2)/2+q−2| cos(θ)(xξ − xη) + sin(θ)(yξ − yη)|2ǫ−(γ−2)
)
≤
(since 3q(γ − 2)/2 + q − 2 = q(32γ − 2)− 2 = q 3γ−42 − 2 = 2(γ − 1))
≤ ǫ 3γ−72
(
ǫ21 + |ξ − η|2(γ−1)| cos(θ)(xξ − xη) + sin(θ)(yξ − yη)|2ǫ−(γ−2)
)
≤
≤ ǫ 3γ−72
(
ǫ21 + |Xξ1φ|2
)
.
Inserting this in the previous expression we find
Mǫα
2T
≤
(
ǫ1
Xξ1φ
√
(Xξ1X
ξ
1 )φ
ǫ21 + |Xξ1φ|2
)2
≤ ǫ3γ−7 ≤ ǫα,
since 3γ − 7 ≥ α. This contradiction for sufficiently large M values proves the result.
4 Uniqueness in Heisenberg group
In this section we prove Theorem 1.1 in the Heisenberg group setting. We follow an analogous procedure:
First we provide the geometrical properties of solution by proving Theorem 3.1 and Theorem 3.2 in the
H1 setting. Then we show that the solution is unique.
Similarly to the case of SE(2) we have ξ = (xξ, yξ, θ) ∈ H1 and η = (xη, yη, θ) ∈ H1 where θ ∈ R.
Now we prove the following theorem:
Theorem 4.1. Assume that u0 ∈ C∞(H1) and there exists a constant K > 0 such that
u0(p) is constant for all p = (x, y, θ) ∈ H1 satisfying |x|2 + |y|2 ≥ K .
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Then
u(p, t) is constant for all p ∈ H1 satisfying |x|2 + |y|2 ≥ R and for all t > 0,
where R > 0 is a finite number dependent only on K.
Proof. Up to a rescaling we may assume
|u0| ≤ 1 on H1, u0 = 0 if |x|
2 + |y|2
2
≥ 1.
Consider now the auxiliary function inspired from [4, p.5] and given by
vε(p, t) = Ψ((|x|2 + |y|2)/2 + tε) for all p ∈ H1, t > 0,
with 0 < ε < 1 and
Ψ(s) ≡
{
0 (s ≥ 2),
(s− 2)3 (0 ≤ s ≤ 2).
Clearly Ψ ∈ C2([0,∞)),
Ψ′(s) =
{
0 (s ≥ 2),
3(s− 2)2 (0 ≤ s ≤ 2), and Ψ
′′(s) =
{
0 (s ≥ 2),
6(s− 2) (0 ≤ s ≤ 2).
From this explicit expression it immediately follows that Ψ′ ≥ 0, Ψ′′ ≤ 0 and Ψ ≤ 0, |Ψ′′| ≤ 2√3 (Ψ′)1/2,
|Ψ′|, |Ψ′′| ≤ 12, for all s > 0.
We compute the first and second order derivatives of vε explicitly as
X1Ψ(s) = Ψ
′x, (X1X1)Ψ(s) = Ψ
′ +Ψ′′x2,
X2Ψ(s) = Ψ
′y, (X2X2)Ψ(s) = Ψ
′ +Ψ′′y2,
(X1X2)Ψ(s) = Ψ
′′xy,
(X2X1)Ψ(s) = Ψ
′′xy,
vǫt = εΨ
′.
Let us evaluate the equation on the function vε and obtain
vεt −
2∑
i,j=1
(
δij − Xiv
εXjv
ε
ε2 + |∇0vε|2
)
(XiXj)v
ε = (22)
= εΨ′ −
(
ε2 + (X2v
ε)2
)
(X1X1)v
ε
ε2 + |∇0vε|2 −
(
ε2 + (X1v
ε)2
)
(X2X2)v
ε
ε2 + |∇0vε|2 + 2
X1v
εX2v
ε(X1X2)v
ε
ε2 + |∇0vε|2
= εΨ′ −
(
ε2 + (Ψ′y)2
)
(Ψ′ +Ψ′′x2)
ε2 + |Ψ′x|2 + |Ψ′y|2 −
(
ε2 + (Ψ′x)2
)
(Ψ′ +Ψ′′y2)
ε2 + |Ψ′x|2 + |Ψ′y|2 + 2
(Ψ′x)(Ψ′y)Ψ′′xy
ε2 + |Ψ′x|2 + |Ψ′y|2 .
We use the fact that Ψ′ ≥ 0 and |Ψ′′| ≤ 2√3(Ψ′)1/2 and continue from the last line of (4) as
≤ǫΨ′ − ε
2Ψ′′x2
ε2 + (Ψ′)2(x2 + y2)
− ε
2Ψ′′y2
ε2 + (Ψ′)2(x2 + y2)
≤εΨ′ + 2
√
3 ε2(Ψ′)1/2(x2 + y2)
ε2 + (Ψ′x)2 + (Ψ′y)2
.
Recall that Ψ′ = 0 for the case with (|x|2 + |y|2)/2 ≥ 2. Thus the estimate for a positive finite fixed
number C immediately follows for the trivial case as
εΨ′ +
2
√
3 ε2(Ψ′)1/2(x2 + y2)
ε2 + (Ψ′x)2 + (Ψ′y)2
= 0 ≤ Cε1/2.
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We have two cases for (|x|2 + |y|2)/2 < 2. The first one is ε > Ψ′ resulting in
εΨ′ +
2
√
3 ε2(Ψ′)1/2(x2 + y2)
ε2 + (Ψ′x)2 + (Ψ′y)2
≤ 8
√
3 ǫ5/2(x2 + y2)
ǫ2
≤ 32
√
3ǫ1/2 ≤ Cε1/2.
In the second case where now ε < Ψ′ we find the same estimate as
εΨ′ +
2
√
3 ε2(Ψ′)1/2(x2 + y2)
ε2 + (Ψ′x)2 + (Ψ′y)2
≤ εΨ′ + 2
√
3ε2(Ψ′)1/2(x2 + y2)
(Ψ′)2(x2 + y2)
≤ 2
√
3ε2
(Ψ′)3/2
≤ 2
√
3ε2
ǫ3/2
≤ 2
√
3ε1/2 ≤ Cǫ1/2.
The rest of the proof follows exactly in the same way as the proof of Theorem 3.1.
We need the following theorem as well:
Theorem 4.2. For each ε > 0 there exist some finite numbers B, b > 0 independent of ε such that∣∣1− uε(p, t)∣∣ ≤ Be−b(x2+y2) for all (p, t) ∈ H1 × [0, T ],
where T is some positive finite number denoting the final time.
Proof. We may assume that
|u0| ≤ 1 on H1, u0 = 0 in |x|
2 + |y|2
2
≥ 1. (23)
We will estimate the function |1− uε| in terms of the exponential function Ψ(s) = cˆe−σ(2T−αt)s and
vǫ(p, t) = Ψ((x2 + y2)) where 0 < α < 1, 0 < σ <∞ and constant cˆ = 2e4σT .
Now we proceed by using a procedure similar to the one in the proof of [2, Theorem 5.1]. Note that
Ψ′ < 0 and Ψ′′ > 0. Using the derivatives of vε computed in (3.1) the curvature operator on the function
vε becomes:
vεt −
2∑
i,j=1
(
δij − Xiv
εXjv
ε
ε2 + |Xjvε|2
)
(XiXj)v
ε
= vεt −
(ε2 + (Ψ′y)2)Ψ′ + ε2Ψ′′x2
ε2 + |Ψ′x|2 + |Ψ′y|2 −
(ε2 + (Ψ′x)2)Ψ′ + ε2Ψ′′y2
ε2 + |Ψ′x|2 + |Ψ′y|2
=
ε3Ψ′ + ε(Ψ′)3x2 + ε(Ψ′)3y2 − ε2Ψ′ − (Ψ′)3y2 − ε2Ψ′′x2 − ε2Ψ′ − (Ψ′)3x2 − ε2Ψ′′y2
ε2 + |Ψ′x|2 + |Ψ′y|2
≥ (Ψ
′)3(x2 + y2)(ε− 1) + |Ψ′|ε2 −Ψ′′ε2(x2 + y2)
ε2 + |Ψ′x|2 + |Ψ′y|2
= (σcˆ(2T − αt))3e−3σ(2T−αt)(x2+y2)(x2 + y2)(1 − ε)
+ σcˆ(2T − αt)e−σ(2T−αt)(x2+y2)ε2(1− σcˆ(2T − αt)(x2 + y2)) ≥ 0,
for a suitably chosen α and σ.
Note that
(1− uε)t −
2∑
i,j=1
(
δij − Xi(1− u
ε)Xj(1− uε)
ε2 + |∇0(1− uε)|2
)
(XiXj)(1− uε) = 0.
Recall that 0 ≤ |1 − u0| ≤ 2 due to (4). Hence, applying comparison principle to the functions 1 − uε
(as well as uε − 1) and vε we get
|1− uε| ≤ vε in H1 × [0, T ].
The proof is complete.
We can now prove our main theorem in the H1 setting.
Proof. Since now we have both Theorem 4.1 and 4.2 in the Heisenberg setting, Step 1 follows exactly in
the same way as in the SE(2) case. So we continue with Step 2.
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As in the case of SE(2) we define for ξ, η ∈ H1, t > 0 and
|ξ − η|0 = |(xξ, yξ, θξ)− (xη, yη, θ)|H1 = |ξ¯ − η¯|E = (|xξ − xη|2 + |yξ − yη|2)
1
2 ,
that
φ(ξ¯, η¯, θ, t) = µǫ1−
γ
2 |ξ − η|γ0 = µǫ1−
γ
2 |ξ¯ − η¯|γ = µǫ1− γ2 ((xξ − xη)2 + (yξ − yη)2)γ/2.
We write the derivatives explicitly as
Xξ1φ = µǫ
1−γ2 γ(xξ − xη)|ξ¯ − η¯|γ−2,
Xη1φ = −µǫ1−
γ
2 γ(xξ − xη)|ξ¯ − η¯|γ−2,
Xξ2φ = µǫ
1−γ2 γ(yξ − yη)|ξ¯ − η¯|γ−2,
Xη2φ = −µǫ1−
γ
2 γ(yξ − yη)|ξ¯ − η¯|γ−2.
The second order derivatives for ζ ∈ {ξ, η}, i, j ∈ {1, 2} and i 6= j are written explicitly as:
(Xζ1X
ζ
1 )φ =µǫ
1− γ2 γ|ξ¯ − η¯|γ−2 + µǫ1−γ2 γ(γ − 2)(xξ − xη)2|ξ¯ − η¯|γ−4,
(Xζ2X
ζ
2 )φ =µǫ
1− γ2 γ|ξ¯ − η¯|γ−2 + µǫ1−γ2 γ(γ − 2)(yξ − yη)2|ξ¯ − η¯|γ−4,
(Xζi X
ζ
j )φ =µǫ
1− γ2 γ(γ − 2)(xξ − xη)(yξ − yη)|ξ¯ − η¯|γ−4.
Since supω is attained at an interior point (ξˆ, ηˆ, θˆ, tˆ) and uǫ1, uǫ2 ∈ C∞ at the maximum point we
have Xξi u
ǫ1(ξˆ, θˆ, tˆ) = Xξi φ(ξˆ, ηˆ, tˆ) and −Xηi uǫ2(ηˆ, θˆ, tˆ) = Xηi φ(ξˆ, ηˆ, tˆ) and
2∑
i,j=1
(
δij −
Xξi u
ǫ1(ξˆ, θˆ, tˆ)Xξj u
ǫ1(ξˆ, θˆ, tˆ)
ǫ21 + |∇ξ0uǫ1(ξˆ, θˆ, tˆ)|2
)(
(XξiX
ξ
j )u
ǫ1(ξˆ, θˆ, tˆ)− (XξiXξj )φ(ξˆ, ηˆ, tˆ)
)
≤ 0,
2∑
i,j=1
(
δij −
Xηi u
ǫ2(ηˆ, θˆ, tˆ)Xξj u
ǫ2(ηˆ, θˆ, tˆ)
ǫ22 + |∇0ηuǫ2(ηˆ, θˆ, tˆ)|2
)(
− (Xηi Xηj )uǫ2(ηˆ, θˆ, tˆ)− (Xηi Xηj )φ(ξˆ, ηˆ, tˆ)
)
≤ 0.
Therefore we may write
Mǫα
2T
=∂tφ(ξˆ, ηˆ, tˆ) = ∂tu
ǫ1(ξˆ, θˆ, tˆ)− ∂tuǫ2(ηˆ, θˆ, tˆ) =
=
2∑
i,j=1
(
δij −
Xξi u
ǫ1(ξˆ, θˆ, tˆ)Xξj u
ǫ1(ξˆ, θˆ, tˆ)
ǫ21 + |∇ξ0uǫ1(ξˆ, θˆ, tˆ)|2
)
(XξiX
ξ
j )u
ǫ1(ξˆ, θˆ, tˆ)−
2∑
i,j=1
(
δij −
Xηi u
ǫ2(ηˆ, θˆ, tˆ)Xηj u
ǫ2(ηˆ, θˆ, tˆ)
ǫ22 + |∇η0uǫ2(ηˆ, θˆ, tˆ)|2
)
(Xηi X
η
j )u
ǫ2(ηˆ, θˆ, tˆ) ≤
≤
2∑
i,j=1
(
δij −
Xξi φ(ξˆ, ηˆ, tˆ)X
ξ
j φ(ξˆ, ηˆ, tˆ)
ǫ21 + |∇ξ0φ(ξˆ, ηˆ, tˆ)|2
)
(XξiX
ξ
j )φ(ξˆ, ηˆ, tˆ)−
2∑
i,j=1
(
δij −
Xηi φ(ξˆ, ηˆ, tˆ)X
η
j φ(ξˆ, ηˆ, tˆ)
ǫ22 + |∇η0φ(ξˆ, ηˆ, tˆ)|2
)
(Xηi X
η
j )φ(ξˆ, ηˆ, tˆ) =
=(ǫ21 − ǫ22)
Xξi φ(ξˆ, ηˆ, tˆ)X
ξ
j φ(ξˆ, ηˆ, tˆ)
(ǫ22 + |∇η0φ(ξˆ, ηˆ, tˆ)|2)(ǫ21 + |∇ξ0φ(ξˆ, ηˆ, tˆ)|2)
(XξiX
ξ
j )φ(ξˆ, ηˆ, tˆ) ≤
≤(ǫ21 − ǫ22)
(XξiX
ξ
j )φ(ξˆ, ηˆ, tˆ)
(ǫ21 + |∇ξ0φ(ξˆ, ηˆ, tˆ)|2)
≤ C1 µγ
2ǫ3−
γ
2 |ξ¯ − η¯|γ−2
ǫ21 + µ
2ǫ2−γγ2|ξ¯ − η¯|2γ−2
=C1γ
2µ
1
γ−1 ǫ
γ−2
2(γ−1)
ǫ
γ
γ−1µ
γ−2
γ−1 ǫ−
(γ−2)2
2(γ−1) |ξ¯ − η¯|γ−2
ǫ21 + µ
2ǫ(2− γ)|ξ¯ − η¯|2γ−2 ,
where C1 denotes a positive finite fixed number. Young’s inequality ab ≤ 1pap + 1q bq (where 1p + 1q = 1)
with p = 2(γ−1)γ and q =
2(γ−1)
γ−2 gives the contradiction for large M values and where C1, C2 and C3 are
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some fixed positive finite numbers as follows:
M
2T
ǫα ≤ C1γ2µ
1
γ−1 ǫ
γ−2
2(γ−1)
γ
2(γ−1)ǫ
2 + γ−22(γ−1)µ
2ǫ2−γ |ξ¯ − η¯|2γ−2
ǫ21 + µ
2ǫ2−γ |ξ¯ − η¯|2γ−2
≤ C2µ
1
γ−1 ǫ
γ−2
2(γ−1) = C2
(γ4γLip(u0)γ
Mγ−1
) 1
γ−1
ǫα = C3
ǫα
M
,
where instead of (3.2) here we used γ = 2(1−α)1−2α > 2 in order to define γ ∈ R.
Remark. We remark that Theorem 1.1 and Corollary 1.1.1 hold also when vanishing viscosity solution
u is spatially periodic over G = SE(2) or H1.
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