Abstract-Measuring human movement in real time is of primary importance in a number of new applications of interactive systems and human centered robotics. A major difficulty in this field arises from the high joint redundancy of the human kinematics. Conventional approaches address this problem by installing a rather large number of sensors or markers on the subject. On the other hand, well admitted theories in neurosciences claim that joint synchronization in human movements is governed by so-called synergies, that can be viewed as joint patterns corresponding to a given gesture of a given individual. In this paper, we intend to exploit this property in order to reduce the number of sensors to be installed on a human subject when tracking his/her motion. Namely, our suggested method comprizes two phases. In a learning stage, the subject is asked to complete a given gesture a few times, while he/she is equipped with sensors able to measure his/her full posture. An algorithm is thus used in a second phase to reduce the required number of sensors while reconstructing the whole posture of the subject. Experimental evidence is provided for the particular motion of sit-to-stand transfer, in a study that involves healthy subjects.
I. INTRODUCTION
Measuring human movement in real time is of primary importance in a number of new applications of interactive systems and human centered robotics. Application fields like biomechanical analysis [1] , biomedical studies [2] or virtual human animation [3] demand increasingly detailed and precise measurement of the motion of the different links, with more and more real time requirements. As an example, in our research, we are interested by human measurement in the context of the control of an sit-to-stand transfer assistive device [11] designed for the elderly. A major difficulty in human motion tracking arises from the high joint redundancy of the human kinematics. Conventional approaches address this problem by installing a rather large number of sensors or markers on the subject. Sensors used in human movement tracking can be classified in three categories:
• Force sensors, which are used to measure the interaction between a subject and its environment.
• EMG (electromyography), which consists of electrodes placed on muscles in order to record their electrical activity.
• Motion capture devices, including position, velocity and acceleration sensors, which data are eventually combined in order to reconstruct the movement of a multi-joint mechanical model representing the tracked subject.
Force sensors are mainly used for measuring interaction between the subject's feet and the ground in the field of biomechanics, when studying human walking [15] or e.g. sit-to-stand transfer (STS) studies [17] . Typically, force data is used to identify the center of pressure which gives an indication on the subject's postural stability. EMG records provide information on peripheral nervous system activity, as well as muscles and neuromuscular junction activity. Those measures are used to identify electrical stimulation patterns involved in movements and may be used as a feedback data in Functional Electrical Stimulation (FES). Motion capture devices are used by biomechanicians as inputs aimed at animating their mechanical models [Humans], or, similarily, in the field of Virtual Reality, in order to animate virtual avatars in a realistic way [4] . Although positions, velocities and accelerations may be required for biomechanical analysis, only position measurement is generally considered, while numerical differentiation is used to approximate for velocities and accelerations. Two main technologies are used to measure the human body positions. Firstly, vision systems are often exploited to track optical markers. The 3D position (and eventually the orientation) of a number of markers placed on the patient is observed by cameras. A first limitation arises from unavoidable occlusions, which imposes the use of a redundant number of cameras. As a result, vision-based motion tracking systems consist of a set of calibrated cameras mounted in several given places of a room where the subject is evolving. The room has to be carefully calibrated since the location of the cameras with respect to one another has to be known precisely. Moreover, a fastidious registration procedure is required prior to the measurement phase. That procedure is aimed at identifying the mapping between the measurement points placed on the subject and the corresponding points on the model, the kinematics of which is only an approximation of the subject's. Therefore, to account for these kinematical discrepancies, spring-damper links between the measured data and the model are used [5] , which, in turn, complexifies the overall procedure. A much simpler approach consists in measuring the joint displacements with goniometers. With that method, it is possible to obtain directly the data required to run the artificial model, without complex coupling, nor tedious calibration. A drawback of that approach arises from the complex installation of the sensors on the subject, and the fact that for each joint, one sensor has to be used. In this paper, we present a method for human motion tracking, which is based on joint measurement but does not require to use one sensor for each joint. Instead, an algorithm is used to reconstruct, from a small set of joint measures, the whole posture. The basis of the approach is the so-called synergies theory [9] , which is a fundamental and well-admitted theory in neurosciences. Synergies correspond to the sequential joint synchronization that a given subject uses in order to realize one kind of movement. They are geometrically repeatable with a good stability with respect to speed variations. Taking advantage of this property, we have developed a method aimed at learning the synergies of a given subject from the full measurement of his/her movement. After a learning stage, the algorithm is able of reconstructing the full posture from the measurement of only a few joint sensors. The learning process is implemented by means of an Artificial Neural Network (ANN), the principles of which are recalled in Section II. Section III details the methods used to implement that learning algorithm and to exploit its properties for specialized learning purposes. An application to the observation of Sit-To-Stand transfer motion is developed in Section IV. Here, we consider the reconstruction of the movements of a three-links planar model with the use of only one joint measurement. Conclusive experimental results are given in Section V. They emphasize 2 interesting properties of the algorithm: i) it is able of generalizing, i.e. of reconstructing a movement from learnt examples; ii) it is able of specializing, i.e. of distinguishing between the synergies of two different individuals; Discussion on the results will be done in Section V Conclusions and perspectives are given in Section VI.
II. NEURAL BASED SOLUTIONS

A. Artificial Neural Networks
ANN are commonly used in literature dedicated to problems involving some behaviours that are not polynomials and must be learned. That software structure is composed of many artificial neurons. In this paper, emphasis is put on the Mutiple Layer Perceptron (MLP). That structure is organized in layers. The first layer is directly connected with the inputs of the system, the last layer represents the outputs of the structure and the layers in between are called hidden layers. Hornick [27] has shown that networks with one hidden layer are universal approximators as the number of hidden units tends to infinity, for a wide class of transfer functions (but excluding polynomials). That's the reason why the following descriptions and implementations are limited to one hidden layer networks. Another hypothesis that describes the implemented structure is that our work is done with discrete time data. The structure can be considered as a part of the discrete time neural networks field.
The artificial neuron is a computer implementation of the neuron behaviour. Indeed a neuron is an integrator of signals, and the result is an activation of the neuron which
is transmitted on the axon. The artificial one is defined mathematically as (1). It is composed of m weighted(w i ) inputs(q i ), an integrator which is a sum ( ) and finally an activation function f(.) computing the output (y).
Therefore, a perceptron [6] which is an ANN composed of one hidden layer will be described as follows (2) .
where q is a (mx1) input vector, y is a (px1) output vector,z represents a (nx1) output vector of the hidden layer. Matrices B and C are, respectively, (nxm) and (pxn); the vectors τ y , (nx1), and τ z ,(px1), are respectively, the threshold values associated with the output neurons and the hidden layer neurons. And
, is a vector of activation functions.
B. Neural Predictive Observer
Predictive approach means a structure with the similar kind of inputs and outputs, the only difference is the time reference. Indeed the outputs are angular forward values of the inputs. According to [18] , neural predictive structure is a locally recurrent neural network,so its mathematical expression can be presented as (3) .
The NPO can also be represented as in figure 1 , q(k) is a vector (mx1) at instant k and boxes named z−1 are delay functions. The NN inputs size is q(k) size multiplied by sliding window size(BW) : mxBW (Backward Window is a scalar value defining the time sliding window size). For each input only m new values are given. Others values are obtained from the last inputs with z−1. This NN provides in each step estimated values in forward time : q*(k+1). 
C. Partial Autofeed Neural Predictive Observer
A PANPO modification is equivalent to add globally recurrence in NPO structure, so it becomes a Locally Recurrent Globally Recurrent Neural Network. Equation (4) .defines this structure.
where PA is a scalar representing number of autofeed values; q i (k) is measured value from ith sensor at instant k; q * i (k) is ith preceding estimated output value. Back-propagation algorithm cannot work directly with this kind of structure. Other learning algorithms can be used like Hebbian learning [6] , Genetic Algorithm [7] or reinforcement learning [8] . However back-propagation algorithm is interesting because of its quickness. So a learning in two steps has been developed. First, a NPO able to predict values from anterior values is constructed.Learning is done with a backpropagation algorithm. Then some inputs are linked back with this optimal NPO and PANPO is obtained. Mean initial values of the learning databaseq are used to initialise the back-linked entries (5).
III. METHODS
A. Input data reduction
Human-centered robotics control can be presented as a cycle that begins taking informations from patient. Those are then used by control in order to determine actions of the robot. Consequently interaction between robot and patient to an assisting behaviour. "Taking information from patient" represents sensors used between robot and patient. One can categorize different kinds of sensors in two parts, comfortable and uncomfortable ones. Comfortable sensors are defined as sensors that don't need any installation on patient to be used. For example with the robot described shown in fig. 3 , handle force sensors are comfortable. On the other hand, goniometer or accelerometers worn by a patient are uncomfortable. A ground force sensor is a special case. If STS motion only are wanted, it is a comfortable device. But if a walking compatible solution is needed, as it is wanted in this paper, it becomes uncomfortable sensor because of the use of shoes with integrated sensors. So the most critical sensors concerned by reduction are uncomfortable ones. That is the reason why this paper deals with uncomfortable inputs reduction.
B. Properties
This paper discuss results of PANPO and NPO according to two main properties : Specialisation and Generalisation.
Specialisation: One idea should be to look for a universal model of STS transfer. In this case, we should take STS records from many subjects, compute a learning of a PANPO. Unfortunately it is not a good idea for two reasons. First, according to Bernstein, temporal coordination are individual, so a STS transfer strategy for one person can be mainly based on trunk motions and for another it could be mainly based on knee motions. So the obtained PANPO should be able to deal with all the different strategies consequently the PANPO results will not be better than a mean of different recorded values. A second reason is that this PANPO aims to be used on diseased people, or expression of diseases are known to be particular to each person, especially the cerebelar syndrom, a good observer must also be able to adapt to those pathologies. These are the reasons why we will look for an observer able to work on one person. Here are the reasons why it has been decided to look for a good observer specialised on individual expression of movement. Specialisation is considered as a clue of accuracy of the method. Its evaluation will be done with an evaluation of NPO and PANPO learned on a subject and data from another subject.
Generalisation: In this paper, it is considered that if the observer keep a good accuracy in normal speed and in fast speed, then it is able to keep it all along the speeds between these two extrema. It has been decided to look at the speed of the movements as a proof of generalisation of this approach.
Using NPO or PANPO should be interesting only if this method may be specialized for one person and if it is able to have a good accuracy in all the situations used,i.e. a good generalisation property.
C. Criteria
All along section V which deals with the results, three main criteria will be used. The first one is a classical Root Mean Square Error (RMSE) evaluation computed as in (6) .
A second criteria presented is the Mean Absolute Error (MAE), obtained by (7) .
The relative values (rel) are computed by the relation (8), they are defined as the percent of error (err) which is the RMSE or MAE value versus the maximum angular variation value. rel = 100.err max(abs(max(q) − min(q))) (8)
D. Linear predictor
As we know, there is no predictive approach for human STS movement. To evaluate accuracy of a predictor a classical approach is to compare it with a polynomial predictor. For these tests performed in this paper, the best polynomial predictors is a Linear Predictor (LP). This LP is a simple linear extrapolation. The aim of a linear extrapolation is to define the two parameters of the line, a and b in (9) . This is obtained with a pseudo-inverse (noted with symbol + ) of the BW last parameters as shown in (10) .
IV. APPLICATION : SIT-TO-STAND TRANSFER
A. Sit To Stand transfer
Because rising from chair is one of the most important movement in daily life, we will shed some light on this motion. A normal STS transfer begins with a preacceleration action of the trunk directed in the opposite of the main motion. Then, when the trunk is far enough backwards, the forward acceleration movement of the trunk begins and consequently kinetic energy increases. When the trunk is fast enough a lift up is initiated to leave contact with the chair. Finally, all the body segments involved in this motion combine their action to rise the head to the standing posture. Pathologies impairing this movement are numerous. As an example, in elderly people, some are concerned by a postfall syndrome called retropulsion, and their STS transfer is impaired because their trunk stays too far backwards; people affected by cerebellar syndrome undergo tremors in many movements that can cause hazardous imbalance during STS transfer. Those diseases are the reason why developing robotic devices ( fig. 3 ) that can help people to stand-up and walk seems very important. In addition, developing controls that deal with those pathologies with a control of imbalance [11] seems worthy. In this paper, we make hypothesis that the motion is restricted to the sagittal plane and works in sagittal plane as shown in figure 4 . This hypothesis allows us to model the considered movement as a plane mechanism composed of three links and three rotation 
B. Biomechanical model
From the 3-bar mechanism described above, the dynamical model is determined according to classical equations (eq.11), q(t) represents the vector (3X1) of the 3 angular values, H(q) is the 3X3 mass matrix , h(q,q) is the vector (3X1) of Coriolis and rotation effects and C(q(t)) is a vector of gravity terms.
As far as it is not a redundant system, there is no need of Lagrangian coefficient : to stand-up normally with crossed arms on chest. They were also asked to stand-up as quickest as they can.
So database is composed of data coming from two healthy people (age : 26±1 years, weight : 78±2.5 kg). Subject A, performed 9 normal speed STS movements, and 11 fast speed STS. And subject B performed 4 STS movements. Subject B datas are only used to verify specialisation of the method.
D. Parameters NPO:
With STS movement and hypothesis described above, NPO can be tuned according to the problem. In equation (3), q(k) is a (3x1) vector composed of 3 angular values measured in instant k, :
T . The main information is the size of the hidden layer. In order to choose this parameter, a set of NN with two to twelve hidden cells have been evaluated. Twelve, the maximum number of cells, is fixed arbitrarily in order not to have too many connections inside the network versus number of data of the learning database. In this case, the best NN has 9 hidden cells(p = 9). In the same way, BW value has been evaluated, and the best network need a sliding window size equal to 4 (BW = 4). For these tests, learning for NPO is stopped with validation database validation database. Evaluation is done with test database.
PANPO: In our case, uncomfortable input data give CoP to the fuzzy control. As we said before CoP and ZMP are equivalent, so a biomechanical model of a biped can replace the ground force sensor measure. We made the hypothesis that the motion is projected in the sagittal plane so the number of input data needed from the ground force platform is reduced to a set of 2 variables. Whereas our biomechanical model is a three rotations plane model thus it needs 3 angular values. A suitable solution should be one that is able to deal with one or less uncomfortable input data. Here comes PANPO that is able to give 3 angular values from one. In equation (4) q are defined as follow (12) .
Application: First, the results will be studied in the same speed field of data. Then, a cross test will be performed in order to know if a network which learns a normal (resp. fast) STS trajectory can observe a fast (resp. normal) movement. Indeed this solution should be able to identify a STS for every speed.
V. RESULTS
A. Learning Results
In order to verify the ability of the system to learn the trajectory of a person, an NPO was trained with a few sets of three joint STS measurements. One more STS transfer was then recorded and the record was compared to the NPO output ( fig. 5 ). It can be verified that the prediction error is rather small. Results in terms of RMSE are as low as 0.0037 rad (0.159%) for a sequence of normal speed STS, and 0.0030(0.128%) for a fast speed sequence. Moreover, if we use an NPO trained with a normal speed STS to predict a fast speed STS we get a 0.0021 rad RMSE (0.086%) which proves the generalisation capacity across speed variations. Similarly predictions of a normal speed motion with an NPO trained with fast speed motion leads to 0.0021 rad RMSE (0.0099%). Recall that NPO is fed with three measured angular values and used only to predict next angular values. The accuracy of this prediction is exploited in the next for input reduction in the PANPO. 
VI. CONCLUSION
We show the use of PANPO to reduce the number of inputs needed to reconstruct STS transfer movement. This result is very encouraging to reduce the complexity of measurements for daily use robotic devices. This result is also an experimental application of the "synergies theory" developped by Bernstein. It shows how neurosciences and human centered robotics fields can be combined to improve proposed services. According to methodology, it is theorically possible to apply it to prediction looking more in advance. It could be interesting to study the influence of Real angular trajectories(plain lines) and neural network outputs(dotted lines) with partial autofeed on Subject A the advance parameter in the accuracy of this method. Combining this method with control implemented in [11] can lead to a more suitable and comfortable human-centered robotic device.
As presented in fig. 7 , we can notice that NPO learned diseased motions rather well. Even if the motion is perturbed by tremors, the prediction remains fairly accurate. These results are encouraging and we will study in a future work application of this method to those pathologies. 
