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Chapter 1
Introdution
Cette thèse porte sur l'appliation des algorithmes stohastiques à la gestion et au
ontrle des risques sur les marhés naniers et de l'énergie. Rares sont les ativités
éonomiques (ou dans d'autres domaines omme la physique, la biologie, ...) qui ne
omportent auun risque. Dans le adre des ativités des marhés naniers et de
l'énergie on en distingue prinipalement quatre:
• Le risque de rédit (ou de ontrepartie) résulte de l'inertitude qu'un tiers (un
partiulier ou une entreprise) ne rembourse pas sa dette à l'éheane xée.
• Le risque de marhé résulte de l'exposition de la valeur d'un portefeuille aux
utuations des fateurs de risque liés au marhé (ours des ations, taux, prix
des matières premières, ...)
• Le risque limatique provient de la dépendane de la valeur d'un portefeuille
aux aléas limatiques (température, intensité du vent, ...)
• Le risque opérationnel est le risque qu'une erreur humaine, une panne (tur-
bine à gaz, stokage gazier,...), un dysfontionnement (informatique) perturbe
l'ativité éonomique du détenteur du portefeuille.
Ce travail se ompose de trois hapitres indépendants.
Le premier hapitre développe une méthode d'estimation par algorithme stohas-
tique de deux mesures de risque ouramment utilisées dans la pratique du ontrle
des risques: la Value-at-Risk (VaR) et la Conditional Value-at-Risk (CVaR). Étant
xé un niveau de onane α ∈ (0, 1) et un horizon de temps T (la valeur α = 95%
est souvent utilisée), la VaR au seuil α (VaRα) de la perte du portefeuille est la valeur
qui ne sera pas dépassée par elle-i ave une probabilité α. Ave une telle déni-
tion, la VaR est un indiateur synthétique du risque utile dans beauoup d'autres
domaines que la nane: physique, biologie, assurane,...
Pour autant, la VaR ne donne auune information sur la perte maximale pos-
sible du portefeuille. Les mouvements des marhés sont parfois tels que les pertes
peuvent dépasser le seuil de la VaR et s'avérer très lourdes si la queue de distribu-
tion des pertes du portefeuille est épaisse. La CVaR au seuil α tente de palier e
manque. Elle représente la moyenne des pertes du portefeuille lorsque elles-i sont
supérieures à la VaRα. Ainsi, la VaR et la CVaR sont fortement liées. Elles le sont
9
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d'autant plus qu'elles apparaissent omme la solution et la valeur d'un même prob-
lème d'optimisation onvexe (.f. [78℄ et [77℄). La fontion objetive de e problème
et son gradient s'érivent sous forme d'espérane. Par onséquent, l'estimation de
es deux quantités peut être réalisée à l'aide d'un algorithme stohastique.
Un algorithme stohastique est une suite de veteurs aléatoires (Xn)n≥1 prenant
ses valeurs dans un espae eulidien de dimension nie (en général dans Rd) et dénie
réursivement par
∀n ∈ N, Xn+1 = Xn + γn+1Vn+1, (1.1)
où la suite positive (γn)n≥1, appelé pas de l'algorithme vérie
∑
n≥1 γn = +∞ et où
Vn+1 est une variable aléatoire appelée l'observation de l'algorithme dépendant de
la variable Xn, qui peut par exemple aratériser l'état d'un système au pas n dont
son évolution au pas n+1 dépend de son propre état et d'une variable aléatoire ǫn+1
de loi µ (indépendante de X0), i.e. Vn+1 = H(Xn, ǫn+1), ave H : R
d × Rq → Rd
vériant:
∀x ∈ Rd, H(x, ) ∈ L1Rd(µ) et h : x 7→
∫
Rq
H(x, u)µ(du) est borélienne.
A partir d'une observation ou d'une simulation, l'utilisateur disposant de Xn on-
struit H(Xn, ǫn+1), i.e. la variable aléatoire ǫn+1 de loi µ est simulable à un oût
raisonnable et la fontion H est alulable numériquement à un oût raisonnable
également. La fontion moyenne de l'algorithme h n'est pas alulable numérique-
ment à un oût raisonnable. Si elle l'est, on remplaera l'algorithme stohastique
i-dessus par son homologue déterministe
xn+1 = xn − γn+1h(xn), n ≥ 0.
Par onséquent, il est ourant d'utiliser un algorithme stohastique lorsque le alul
numérique de h est outeux omparé au alul numérique de H et de la simulation
de la loi µ. Remarquons que l'algorithme stohastique (1.1) peut s'érire
∀n ∈ N, Xn+1 = Xn + γn+1 (h(Xn) + ∆Mn+1) , (1.2)
où les termes ∆Mn+1 := H(Xn, ǫn+1)− h(Xn), n ≥ 0 sont des aroissements de la
martingale (Mn)n≥1 par rapport à la ltration Fn := σ(X0, ǫ1, · · · , ǫn).
L'étude des algorithmes stohastiques débuta dans les années 1950 ave les
travaux de Robbins-Monro [76℄ et Kiefer et Wolfowitz [53℄. Elle fût l'objet de nom-
breux travaux liés par exemple au ontrle adaptatif (.f. [57℄) ou aux estimations
réursives (.f. par exemple [69℄), ... Dans le adre de e travail, nous nous intéres-
sons aux questions de ontrle et de gestion du risque sur les marhés naniers et
de l'énergie.
Ce premier hapitre de la thèse est déoupé en trois parties.
Dans la première partie, nous étudions l'estimation de la VaR et de la CVaR en
utilisant la théorie des algorithmes stohastiques. Cette première étude est réalisée
dans le as où la perte du portefeuille L s'érit ϕ(X) où ϕ est une fontion mesurable
à valeurs dans R et X est un veteur aléatoire struturel à valeurs dans Rd. Partant
de la aratérisation de la VaR et de la CVaR introduite dans [78℄, nous proposons un
algorithme stohastique à deux omposantes an d'estimer réursivement es deux
10
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quantités. Des résultats lassiques de la théorie des algorithmes stohastiques (.f.
[23℄, [22℄, [57℄ et [13℄) nous permettent d'établir failement la onvergene presque
sûre de l'algorithme proposée vers le ouple VaR-CVaR. De la même manière, nous
obtenons la vitesse de onvergene faible de l'algorithme vers sa ible: elle est donnée
par un théorème entral limite (TCL) gaussien. Néanmoins la vitesse de onvergene
de l'algorithme est lente en pratique surtout lorsque le niveau de onane α est
prohe de 1 (ou de 0). En eet, la VaR et la CVaR sont des quantités liées à la queue
de distribution des pertes, leur estimation fait don intervenir des évènements rares
et doit don être ombinée ave une méthode de rédution de variane en pratique.
La plus adaptée à ette problématique est l'éhantillonnage préférentiel (ou Im-
portane Sampling). Pour ette raison, nous proposons de ombiner notre première
proédure ave un algorithme d'éhantillonnage préférentiel réursif. L'algorithme
stohastique ainsi obtenu vérie un TCL ave une vitesse de onvergene optimale.
Cependant, lorsque la dimension d du veteur X est grande, par exemple dans le
as où X est un veteur d'aroissements browniens liés au shéma d'Euler d'une
diusion, des problèmes de onvergene des paramètres de rédution de variane
apparaissent.
An de remédier à e problème, nous propons dans la deuxième partie de e
hapitre une extension de l'étude préédente. Nous nous intéressons au as où
la perte du portefeuille s'érit ϕ(X) où ϕ est à présent une fontionnelle dénie
sur l'espae C ([0, T ],Rd) des fontions ontinues de [0, T ] à valeurs dans Rd et
X = (Xt)t∈[0,T ] est un proessus d'It à valeurs dans R
d
solution d'une équation
diérentielle stohastique. An de suppléer aux défauts de l'algorithme stohas-
tique d'éhantillonnage préférentiel en dimension nie, nous proposons une nouvelle
proédure réursive et adaptative basée sur l'identité de Girsanov. Celle-i se om-
bine failement ave la proédure d'estimation de la VaR et de la CVaR qui reste
en tout point identique à sa première version en dimension nie. L'algorithme ainsi
obtenu vérie un TCL dont la vitesse de onvergene est optimale. L'eaité de
la méthode est étudiée sur un ensemble de portefeuilles et une omparaison ave la
proédure en dimension nie est proposée qui prouve l'utilité de notre approhe.
Dans la première étude que nous avons menée, à haque pas de l'algorithme
VaR-CVaR, la génération pseudo-aléatoire du veteur X à valeurs dans Rd est
généralement obtenue omme une fontion d'un autre veteur pseudo-aléatoire U ∼
U ([0, 1]s) (s ≥ d): X = Ψ(U) en loi. Une idée naturelle est de remplaer à haque
pas de l'algorithme la simulation pseudo-aléatoire d'une opie de U , qui est déter-
ministe mais dont le but est de reproduire les propriétés idéales des soures om-
plètement aléatoires, i.e. les lois du hasard, par la valeur déterministe xn d'une suite
équirépartie x = (xn)n≥1 sur [0, 1]s dont le but est de remplir l'espae [0, 1]s de le
plus uniformément possible. C'est pour ette raison que dans la troisième partie,
nous nous intéressons à l'algorithme VaR-CVaR étudié dans la première partie de
e hapitre dans le as où les innovations de l'algorithme ne sont plus obtenues via
des nombres pseudo-aléatoires mais par une suite équirépartie déterministe à disré-
pane faible. Etant donnée l'eaité des méthodes de Quasi-Monte Carlo appliquée
au alul d'espérane, l'idée d'utiliser des suites à disrépane faible dans le adre
des algorithmes stohastiques semble naturelle. Une première étude menée dans [58℄
montre que sous ertaines hypothèses (d'une ertaine manière plus restritives que
dans le adre pseudo-aléatoire), es algorithmes déterministes quasi-stohastiques
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onvergent et que leur vitesse de onvergene est meilleure que elle de leur ho-
mologue stohastique. De nombreux résultats numériques appuient les onlusions
de ette première étude. Cependant, es résultats théoriques ne s'appliquent pas à
notre algorithme. En utilisant un résultat réent obtenu dans [60℄ basé sur une hy-
pothèse de moyennisation du proessus d'innovations et des hypothèses de Lyapunov
lassiques, ainsi que des résultats sur la disrépane d'ensemble Jordan mesurable
(.f. [70℄ et [71℄), nous démontrons la onvergene de l'algorithme VaR-CVaR. Bien
que dans e adre non stohastique, les tehniques de rédution de variane en
tant que telles n'ont théoriquement pas lieu d'être, nous montrons que d'un point
de vue numérique l'algorithme préférentiel aélère la onvergene de l'algorithme
VaR-CVaR.
Dans le deuxième hapitre de ette thèse, nous nous intéressons à la ouverture
du risque dans un marhé inomplet opérant à temps disret. Plus préisément,
nous proposons une méthode de ouverture d'une perte (ou d'un atif) dépendant
d'une soure de risque observable mais non négoiable sur les marhés naniers
ou de l'énergie (par exemple, la température). La stratégie autonanée optimale
est obtenue en minimisant dynamiquement la CVaR. Pour ela nous utilisons trois
outils: les algorithmes stohastiques, la quantiation vetorielle optimale et deux
tehniques de rédution de variane (l'éhantillonnage préférentiel et les variables
de ontrle). Dans un premier temps, nous introduisons la notion de CVaR dy-
namique qui est une version aléatoire et dynamique de la CVaR lassique. Ensuite,
nous étudions le as simple mais intéressant des stratégies à un pas, i.e. à un rebal-
anement. Une telle stratégie déidée à la date tℓ0 ∈ [0, T ] est une stratégie où le
nombre d'atifs négoiables est xé à la date tℓ0 ∈ [0, T ] et reste inhangé jusqu'à
la date T . Nous établissons un résultat d'existene de stratégie optimale sous des
hypothèses simples. En utilisant des idées similaires au prinipe de la programma-
tion dynamique, nous établissons l'existene d'une stratégie optimale dans le as des
stratégies auto-nanées dynamiques sous des hypothèses de non dégénéresene du
proessus de prix.
D'un point de vue numérique, nous nous plaçons sous l'hypothèse prinipale que
le proessus onstitué par le ouple risque observable mais non négoiable et prix est
markovien. Nous supposons également que le proessus de prix est une martingale
sous la ltration propre des deux proessus. Nous proposons un algorithme stohas-
tique an d'estimer la stratégie optimale ainsi que la VaR et la CVaR assoiées au
portefeuille ave ouverture. Nous nous appuyons sur e premier algorithme lorsque
nous nous intéressons au as des stratégies dynamiques. Nous proposons et om-
parons quatre stratégies dynamiques sous-optimales diérentes an d'approher la
stratégie optimale.
Ces résultats sont appliqués à la ouverture de plusieurs portefeuilles sur les
marhés de l'énergie, typiquement eux de l'életriité et du gaz. Ces marhés sont
inomplets pour plusieurs raisons: les sous-jaents omme l'életriité et le gaz ne
sont pas stokables (ou diilement et surtout pas à moindre oût), les prix de
l'eletriité et du gaz dépendent lairement de la température, ...
La troisième partie traite de la modélisation onjointe des prix spot du gaz et
de l'életriité. Nous proposons un modèle fondé sur des proessus de retour à
la moyenne (proessus d'Ornstein) markovien dont le oeient de diusion est
paramétrique. Les paramètres du modèle sont hoisis de façon à reproduire la stru-
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ture de orrélation des deux énergies ainsi que l'ensemble des propriétés statistiques
des prix spot: stationnarité, pis de prix, distributions à queues épaisses. La méth-
ode de alibration que nous utilisons est basée sur des outils statistiques standards
et robustes: méthodes des moindres arrés, méthode du maximum de vraisemblane
(tronquée). Nous appliquons e modèle au marhé anglais du gaz et au marhé
français de l'életriité. Nous illustrons l'importane de la prise en ompte de la
struture de orrélation des prix spot du gaz et de l'életriité et de la présene des
pis de prix en mesurant le risque sur un portefeuille lié au marhé de l'énergie.
Dans la suite de ette introdution, nous allons exposer la problèmatique de
haque hapitre ainsi que les résultats importants obtenus.
1.1 Estimation de la VaR et de la CVaR par algo-
rithme stohastique
Le ontrle et la gestion des risques est une omposante de plus en plus impor-
tante de toutes ativités de marhé. Contrler le risque 'est avant toute hose
le mesurer à l'aide d'indiateurs pertinents et de proédures ables. Le risque de
marhé est présent dès lors qu'une position sur les marhés naniers ou de l'énergie
peut entraîner des pertes importantes. Les autorités de réglementation (Bâle II)
prnent et exigent l'utilisation de la Value-at-Risk (VaR) omme mesure de risque.
De la même manière, fae à la roissane des marhés des matières premières et de
l'énergie, les énergétiiens utilisent ouramment la VaR pour mesurer le risque lié
aux pertes de leurs divers portefeuilles d'atifs physiques ou naniers. Cependant,
la VaR a susité beauoup de ritiques émanant tant des pratiiens que des milieux
aadémiques. La VaR n'est pas une mesure ohérente du risque (selon la terminolo-
gie introduite dans [3℄): la VaR de deux portefeuilles intégrés peut être supérieure
à la somme des VaRs de haun des portefeuilles, e qui va à l'enontre du prinipe
de diversiation. De plus, la VaR ne dit rien sur les pertes eetives en as de
dépassement. Ces pertes peuvent être très élevées si les queues de distribution des
pertes sont épaisses. An de palier les problèmes de la VaR, d'autres mesures de
risque ont don été proposées omme la Conditional Value-at-Risk (CVaR). Cette
dernière est une mesure de risque ohérente. Elle représente la moyenne des pertes
lorsque elles-i dépassent le seuil de la VaR. Dès lors, la CVaR permet de mieux
erner e qui peut se passer lorsque des évènements anormaux surviennent sur les
marhés et de donner une estimation de la perte moyenne du portefeuille dans les
mauvais jours. Mesurer eaement le risque des pertes de portefeuilles lourds et
omplexes en atifs détenus est un dé de taille. Cela est la prinipale motivation
qui nous a onduit à nous intéresser au problème d'estimation de la VaR et de la
CVaR.
Ce problème est très largement étudié dans la littérature. D'un point de vue
mathématique, sur un intervalle de temps donné [t, T ], la perte du portefeuille L est
dénie omme l'opposé de la diérene de valeur de portefeuille entre la date t et
la date T : L := −∆V = V (St, t) − V (St + ∆S, T ), où St représente les diérentes
soures de risque du portefeuille au sein du marhé onsidéré (prix de marhé, taux,
aléas limatiques, ...) observées à la date t, ∆S = ST −St représente la variation de
13
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S sur l'intervalle de temps [t, T ] et V (St, t) représente la valeur du portefeuille à la
date t. Contrairement à la valorisation et à la ouverture des produits dérivés, où
les prix de marhé sont modélisés sous la probabilité risque neutre, la distribution
des variations ∆S qui est pertinente est la distribution observée sous la probabilité
historique. La VaR au seuil α est le plus petit quantile de L au seuil α, i.e.:
VaRα(L) := inf {ξ | P (L ≤ ξ) ≥ α} .
Nous travaillerons sous l'hypothèse que la distribution L est ontinue (i.e. sans
atomes), ainsi la VaRα est la plus petite solution de l'équation
P (L ≤ ξ) = α.
Si la fontion de répartition de la perte L est (stritement) roissante alors la solution
à ette équation est unique, sinon il peut y en avoir plusieurs. Si L vérie E [L+] <
+∞, la CVaRα est dénie par
CVaRα(L) := E [L|L ≥ VaRα(L)] .
De nombreuses méthodes ont été proposées pour estimer la VaR:
• La plus simple suppose que la distribution ∆S est une loi normale multivariée
entrée N (0,ΣS) (la matrie de variane ovariane ΣS est onnue ou estimée)
et que la perte est linéaire en ∆S:
L ≈ −δT∆S, (1.3)
où δ est le veteur de sensibilité dont la ième omposante est égale à δi =
∂V
∂Si
(St, t), où V représente la valeur du portefeuille à la date t. Ce veteur
de sensibilité est la plupart du temps estimé par les entités de ontrle des
risques. Alors la perte est de loi normale L ∼ N (0; σ2) ave σ2 = δTΣSδ.
La VaR est alors failement alulable. Néanmoins, beauoup de portefeuilles
ne dépendent pas linéairement des soures de risques. Une telle approxima-
tion reste assez grossière. L'approximation Delta-Gamma tente de palier e
problème en ajoutant des termes d'ordre 2 à (1.3):
L ≈ ∂V
∂t
∆t + δT∆S +
1
2
∆STΓ∆S,
où haque terme de la matrie Γ, Γi,j =
∂2V
∂Si∂Sj
(St, t) est supposé onnu ou
faile à estimer. Ensuite, il est possible d'en déduire une approximation de
la fontion de répartition de la perte L et de trouver par inversion la VaRα.
Pour plus de détails, nous renvoyons à [17℄, [40℄, [39℄, [80℄ parmi d'autres.
Cependant es deux méthodes ne fontionnent plus lorsque la maturité T − t
du portefeuille est grande (T − t est de l'ordre de la semaine dans le seteur
banaire alors que T − t ≥ 1, 2 mois pour les marhés de l'énergie) ou lorsque
L est une fontionnelle d'un proessus solution d'une EDS.
14
CHAPTER 1. INTRODUCTION
• La méthode par simulation historique ou Monte Carlo onsiste dans un premier
temps à générer n veteurs de loi ∆S en utilisant des historiques de prix
ou un modèle de prix et des variables pseudo-aléatoires. Puis, pour haque
veteur ∆S simulé, on évalue la perte assoiée. Enn, on inverse la fontion
de répartition empirique de la perte L
Fˆn(ξ) =
1
n
n∑
i=1
1{Li≤ξ},
et on obtient le quantile d'ordre α:
ξn,α = Fˆ
−1
n (α).
Dans le adre des simulations Monte Carlo, e quantile onverge presque sûre-
ment vers la VaRα lorsque elle-i est unique. De plus, si L admet une densité
fL stritement positive au voisinage de ξ
∗
α := VaRα, alors
√
n (ξn,α − ξ∗α) L−→ N
(
0; σ2α
)
, n→ +∞, (1.4)
où σ2α =
α(1−α)
f2L(ξ
∗
α)
. Pour une preuve de e résultat, nous nous réferons à [84℄.
• Dans le adre de la ouverture ou plutt de l'optimisation de portefeuille pour
réduire la CVaR, R.T. Rokafellar et S. Uryasev dans [77℄ ont montré que la
VaR et la CVaR sont respetivement la solution et la valeur d'un problème de
minimisation onvexe. Plus préisément,
Proposition 1.1.1. Soit V la fontion dénie par
V (ξ) = E [v(ξ, L)] ,
où
v(ξ, L) := ξ +
1
1− α (L− ξ)+ .
On suppose que la fontion de répartition de L est ontinue, roissante et que
E [L+] < +∞. Alors la fontion V est onvexe, Lipshitz ontinue, dérivable,
satisfait lim|ξ|→+∞ V (ξ) = +∞ et la VaRα est dénie par
argminV = {ξ ∈ R | V ′(ξ) = 0} = {ξ | P(L ≤ ξ) = α},
où V ′ est la dérivée de V dénie pour tout ξ ∈ R par
V ′(ξ) = E
[
∂v
∂ξ
(ξ, L)
]
.
De plus,
CVaRα(L) = min
ξ∈R
V (ξ)
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Dans la pratique, la plupart des institutions de ontrle des risques sont in-
téressées par le as où α est prohe de 1. Trois valeurs de α sont ouramment
utilisées: 95%, 99%, 99.5%. Par onséquent, la VaRα se situe dans la queue de dis-
tribution extrême de droite. Dans ette situation, les évenements intéressants sont
observés ave une probabilité très faible (moins de 5%). Par onséquent, es méth-
odes doivent être ombinées ave des proédures de rédution de variane. La plus
adaptée au adre des évenements rares est la méthode d'éhantillonnage préférentiel
(importane sampling). Appliquée à l'estimation de la VaR, [39℄ propose une méth-
ode d'éhantillonnage préférentiel basée sur une analyse par grande déviation qui
fournit de bons résultats en terme de rédution de variane. Cependant, dans [41℄
es résultats sont ontrastés. En eet, les auteurs remarquent qu'une telle analyse
peut onduire à une variane qui augmente ave α, voire une variane innie dans
ertains as. Dans [25℄, la VaR est estimée par la méthode d'inversion de la fontion
de répartition pondérée. An d'estimer les paramètres optimaux d'éhantillonnage
préférentiel, elle-i est ombinée ave un algorithme stohastique ontraint (i.e.
projeté). Cet algorithme fut étudié dans le adre gaussien dans [1℄. La onvergene
s'eetue après une période de stabilisation si la suite de ompats sur lesquels la
projetion s'eetue a été spéiée orretement.
Dans les trois parties de e premier hapitre, nous proposons une nouvelle méth-
ode d'estimation de la VaR et la CVaR par simulation basée sur les algorithmes
stohastiques et une méthode d'éhantillonnage préférentiel réursive non ontrainte.
1.1.1 Cas de la dimension nie
Dans la première partie, nous étudions le as où la perte L s'érit: L = ϕ(X) où
ϕ : Rd → R est une fontion borélienne et X est un veteur aléatoire à valeurs dans
Rd modélisant ∆S sur l'horizon de temps onsidéré. Si on pose
H1(ξ, x) =
∂v
∂ξ
(ξ, x) = 1− 1
1− α1{ϕ(x)≥ξ},
la proposition 1.1 montre que la VaRα := ξ
∗
α est une solution de l'équation E [H1(ξ,X)] =
0. Par onséquent, une méthode possible pour estimer ξ∗α est d'implémenter l'algorithme
de gradient stohastique:
ξn = ξn−1 − γnH1(ξn−1, Xn), n ≥ 1,
où (Xn)n≥1 est une suite i.i.d. de variables aléatoires de même loi que X , indépen-
dante de ξ0, ave E [|ξ0|2] < +∞ et (γn)n≥1 est une suite de pas déterministe et
positive vériant ∑
n≥1
γn = +∞ et
∑
n≥1
γ2n < +∞. (1.5)
Sous des hypothèses appropriées, nous montrons à l'aide du théorème lassique de
Robbins-Monro que ξn
p.s.−→ ξ∗α, n → +∞. Pour estimer la CVaRα := C∗α nous
proposons la proédure ompagnon,
Cn = Cn−1 − γnH2 (ξn−1, Cn−1, Xn) , n ≥ 1,
16
CHAPTER 1. INTRODUCTION
où H2 (ξ, c, x) := c − v(ξ, x). Dès que la distribution des pertes satisfait ϕ(X) ∈
L2 (P) et que (1.5) est vériée, nous obtenons (ξn, Cn)
p.s.−→ (ξ∗α, C∗α).
La vitesse de onvergene faible de la proédure (ξn, Cn)n≥1 est régie par un TCL
lassique (.f. les livres [23℄, [13℄ ou [57℄ par exemple). La vitesse de onvergene
optimale est obtenue en hoisissant un pas γn =
a
b+n
, a, b > 0. Cependant, le hoix
de la onstante a est sujet à une ondition faisant intervenir fL(ξ
∗
α). En pratique, ela
nous onduit à hoisir a de manière arbitraire. An de résoudre e problème, une
méthode ouramment utilisée est le prinipe de moyennisation de Ruppert & Polyak
(.f. les deux artiles fondateurs [81℄ et [45℄). On érit tout d'abord l'algorithme
VaR-CVaR de manière plus synthétique pour n ≥ 1
φn = (ξn, Cn), φ0 = (ξ0, C0),
et,
φn = φn−1 − γnH(φn−1, Xn),
où H(φ, x) = (H1(ξ, x), H2(ξ, c, x)). Ensuite, nous alulons de façon adaptative la
moyenne de Cesàro de la proédure,
φn =
φ0 + · · ·+ φn−1
n
, n ≥ 1.
La nouvelle suite
(
φn
)
n≥1 onverge presque sûrement vers φ
∗ = (ξ∗α, C
∗
α). Un hoix
approprié de la suite de pas (γn)n≥1 (pas lentement déroissant) garantit la onver-
gene de
(
φn
)
n≥1 à la vitesse optimale
√
n ave une variane asymptotique minimale.
Theorem 1.1.2. On suppose que la distribution des pertes vérie ϕ(X) ∈ L2a(P)
pour un a > 1 et que la densité de L au point ξ∗α est stritement positive. Si la
séquene de pas est dénie par γn =
γ1
nβ
ave
1
2
< β < 1 et γ1 > 0 alors
√
n
(
φn − φ∗
) L−→ N (0,Σ)
où la matrie de variane ovariane asymptotique Σ est dénie par α(1−α)f2L(ξ∗) α(1−α)fL(ξ∗)E [(ϕ(X)− ξ∗)+]
α
(1−α)fL(ξ∗)E
[
(ϕ(X)− ξ∗)+
]
1
(1−α)2Var
(
(ϕ(X)− ξ∗)+
)
 . (1.6)
D'un point de vue numérique, l'algorithme VaR-CVaR onverge lentement. En
eet, le désavantage de ette première version réside dans la mise à jour de l'estimateur
de la VaR qui n'est eetuée que lorsqu'un évènement rare du type ϕ(X) > ξ∗α in-
tervient. Celui-i arrive ave une probabilité très faible: P(ϕ(X) > ξ∗α) = 1− α ≈ 0
lorsque α est prohe de 1, autrement la proédure onverge rapidement. De plus,
dans la pratique, nous sommes souvent limités en nombre de sénarios à ause de la
omplexité des portfeuilles utilisés. Pour es deux raisons, il est néessaire de om-
biner notre premier algorithme ave une méthode de rédution de variane. Une
méthode adaptée à notre problématique est l'éhantillonnage préférentiel. Celle-i
onsiste à modier la distribution de la perte L an de donner plus de poids aux
sénarios importants. Nous supposons que X admet une densité p.
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Appliqué au alul de l'espérane E [F (X)], l'éhantillonnage préférentiel par
translation onsiste à utiliser l'invariane par translation de la mesure de Lebesgue
sur Rd pour introduire un paramètre θ ∈ Rd
E[F (X)] = E
[
F (X + θ)
p(X + θ)
p(X)
]
.
Dès que F (X) ∈ L2 (P) satisfait P (F (X) 6= 0) > 0, on désire hoisir parmi toutes
es nouvelles variables aléatoires de même espérane elle qui minimise la variane,
i.e. le moment d'ordre 2
Q(θ) := E
[
F 2(X + θ)
p2(X + θ)
p2(X)
]
= E
[
F 2(X)
p(X)
p(X − θ)
]
≤ +∞, θ ∈ Rd.
Plusieurs proédures ont été proposées dans la littérature an d'estimer le paramètre
optimal θ∗ := ArgminQ. Lorsque X est un veteur gaussien, B. Arouna (.f. [1℄)
propose un algorithme stohastique projeté (Projetion à la Chen) basé sur la
représentation de ∇Q sous forme d'espérane. V. Lemaire & G. Pagès dans [62℄
ont proposé réemment un nouvel algorithme stohastique non-projeté basé sur une
nouvelle représentation de ∇Q sous forme d'espérane ∇Q(θ) = E [K(θ,X)] et sur
un ontrle de F à l'inni,
θn = θn−1 − γnΨ(θn)K(θn−1, Xn), θ0 ∈ Rd,
où Ψ(θ) > 0, pour tout θ ∈ Rd est une fontion permettant de ontrler le om-
portement de F à l'inni. Sous ertaines hypothèses de ontrle de F à l'inni et sur
la densité p, ils obtiennent θn
p.s.−→ θ∗. C'est ette dernière version que nous allons
utiliser pour réduire la variane de notre algorithme VaR-CVaR. Dans notre as, il
s'agit de minimiser les deux varianes asymptotiques
α(1− α)
f 2L(ξ
∗
α)
=
Var(1ϕ(X)≥ξ∗)
f 2L(ξ
∗
α)
pour la VaRα, (1.7)
et,
Var((ϕ(X)− ξ∗)+)
(1− α)2 pour la CVaRα, (1.8)
don de minimiser les deux moments d'ordre 2,
Q1(θ, ξ
∗) := E
[
1{ϕ(X)≥ξ∗}
p(X)
p(X − θ)
]
,
Q2(µ, ξ
∗) := E
[
(ϕ(X)− ξ∗)2+
p(X)
p(X − µ)
]
.
Ainsi, nous obtenons deux proédures réursives
θn := θn−1 − γnK1(ξn−1, θn−1, Xn),
µn := µn−1 − γnK2(ξn−1, µn−1, Xn),
que nous ombinons adaptativement (i.e. en utilisant les mêmes innovations) ave
notre premier algorithme VaR-CVaR:
ξn := ξn−1 − γnL1(ξn−1, θn−1, Xn),
Cn := Cn−1 − γnL2(ξn−1, µn−1, Xn),
18
CHAPTER 1. INTRODUCTION
où
L1(ξ, θ, x) := e
−ρ|θ|b
(
1− 1
1− α 1{ϕ(x+θ)≥ξ}
p(x+ θ)
p(x)
)
,
L2(ξ, C, µ, x) := C − ξ − 1
1− α(ϕ(x+ µ)− ξ)+
p(x+ µ)
p(x)
,
ave ρ > 0 et b ∈ [1, 2]. Nous montrons sous ertaines hypothèses (ξn, Cn, θn, µn) p.s.−→
(ξ∗α, C
∗
α, θ
∗
α, µ
∗
α), n → +∞. Quant à la vitesse de onvergene faible, la proédure
obtenue vérie, sous ertaines hypothèses que nous énonerons plus tard, un TCL
gaussien.
Theorem 1.1.3. On suppose que la séquene des pas (γn)n≥1 est dénie pour n ≥ 1
par γn =
γ1
nβ
, ave
1
2
< β < 1 et que les hypothèses du théorème 1.1.2. sont satisfaites.
La séquene (ξn, Cn)n≥1 dénie par
ξn :=
ξ0 + ...+ ξn−1
n
, Cn :=
C0 + ...+ Cn−1
n
, n ≥ 1,
satisfait
√
n
(
ξn − ξ∗
Cn − C∗
)
L−→ N (0,Σ∗) , n→ +∞, (1.9)
ave
Σ∗1,1 =
1
f 2L(ξ
∗)
Var
(
1{ϕ(X+θ∗α)≥ξ∗}
p(X + θ∗α)
p(X)
)
,
Σ∗1,2 = Σ
∗
2,1 =
1
(1− α)fL(ξ∗)Cov
(
(ϕ(X + µ∗α)− ξ∗)+
p(X + µ∗α)
p(X)
,
1{ϕ(X+θ∗α)≥ξ∗}
p(X + θ∗α)
p(X)
)
,
Σ∗2,2 =
1
(1− α)2Var
(
(ϕ(X + µ∗α)− ξ∗)+
p(X + µ∗α)
p(X)
)
.
Un paragraphe de ette partie est onsaré à l'appliation de et algorithme
d'estimation de la VaR et de la CVaR à de nombreux portefeuilles typiques renon-
trés sur le marhé de l'énergie. Les résultats numériques montrent que la rédution
de variane est très signiative. Elle l'est d'autant plus que α est prohe de 1, i.e.
plus on herhe à simuler des évènements extrêmes plus la méthode d'éhantillonnage
préférentiel est eae.
Par la même oasion, nous proposons d'autres algorithmes de rédution de vari-
ane lorsque la méthode d'éhantillonnage préférentiel s'appuie sur la transformation
d'Essher (hangement de mesure exponentiel). Cette dernière transformation est
très eae lorsque le veteur X est à queue lourde omme 'est le as pour les
distributions hyperboliques généralisées.
Les estimateurs des paramètres d'éhantillonnage préférentiel (θn, µn)n≥1 sont
haun de dimension d. Lorsque elle-i devient grande (d ≥ 50 en pratique)
omme 'est souvent le as des portefeuilles des pratiiens, où par exemple le veteur
X représente les aroissements browniens liés au shéma d'Euler d'une diusion,
l'algorithme réursif d'éhantillonnage préférentiel présente des diultés de onver-
gene et n'est plus utilisable.
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1.1.2 Cas de la dimension innie
Dans la deuxième partie, nous étudions le as où la perte L s'érit: L = ϕ(X) où
ϕ est une fontionnelle dénie sur l'espae C ([0, T ],Rd) des fontions ontinues de
[0, T ] dans Rd et la soure de risque X est un proessus d'It solution d'une EDS:
dXt = b(t, X
t)dt + σ(t, X t)dWt, X0 = x ∈ Rd, (Eb,σ)
où W = (Wt)t∈[0,T ] est un mouvement brownien de dimension q, X
t := (Xt∧s)s∈[0,T ]
est le proessus arrêté au temps t et b : [0, T ] × C ([0, T ],Rd) → Rd, σ[0, T ] ×
C ([0, T ],Rd)→M (d, q) sont des fontions mesurables vériant les deux onditions
suivantes:
(i) b(., 0) et σ(., 0) sont ontinues,
(ii) ∀t ∈ [0, T ], ∀x, y ∈ C ([0, T ],Rd) , |b(t, y)− b(t, x)|
+ ‖σ(t, y)− σ(t, x)‖ ≤ Cb,σ ‖x− y‖∞ .
L'algorithme VaR-CVaR sans méthode de rédution de variane reste identique
à elui développé dans la première partie de e hapitre. Cependant, l'algorithme
d'éhantillonnage préférentiel est maintenant fondé sur la transformation de Gir-
sanov. Si f est une fontion borélienne bornée de C ([0, T ],Rd) à valeurs dans
M(d, q) et si θ ∈ L2T,p := L2([0, T ],Rp), la transformation de Girsanov appliquée au
alul de E [F (X)] s'érit
E [F (X)] = E
[
F (X(θ))e
− ∫ T
0 〈f(X(θ),s)θs,dWs〉− 12‖f(X(θ),.)θ.‖2L2
T,q
]
,
oùX(θ) est la solution de (Eb+σfθ,σ). Dès que F (X) ∈ L2(P) satisfait P (F (X) 6= 0) >
0, on désire hoisir parmi toutes es nouvelles variables aléatoires de même espérane,
elle qui minimise la variane,i.e. le moment d'ordre 2
Q(θ) = E
[
F (X(θ))2e
−2 ∫ T0 〈f(X(θ),s)θs,dWs〉−‖f(X(θ),.)θ.‖2L2
T,q
]
= E
[
F (X)2e
− ∫ T0 〈f(X(θ),s)θs,dWs〉+ 12‖f(X(θ),.)θ.‖2L2
T,q
]
.
En pratique, nous minimisons Q sur un sous-espae ni E = Vet (e1, · · · , em) ⊂
L2T,p. Dès que E [F (X)
2+η] < +∞ pour un η > 0 et que les deux onditions (i), (ii)
sont vériées alors on peut montrer que Q est nie sur L2T,p, log-onvexe, diéren-
tiable et lim‖θ‖
L2
T,p
→+∞Q(θ) = +∞ ainsi ArgminθQ =
{
θ ∈ L2T,p | DQ(θ) = 0
}
est
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non vide, la diérentielle DQ(θ) ∈ L2T,p est donnée par
〈DQ(θ), ζ〉L2T,p = E
[
F (X)2e
− ∫ T0 〈f(X(θ),s)θs,dWs〉+ 12‖f(X(θ),.)θ.‖2L2
T,q×(
〈f(X .)θ., f(X .)ζ.〉L2T,p −
∫ T
0
〈f(Xs)ζs, dWs〉
)]
,
= E
[
F (X(−θ))2e
‖f(X(θ),.)θ.‖2
L2
T,q×(
2 〈f(X .)θ., f(X .)ζ.〉L2T,p −
∫ T
0
〈
f(X(−θ),s)ζs, dWs
〉)]
,
où ζ ∈ L2T,p. Pour une preuve de e résultat, nous renvoyons à [62℄. En e qui
onerne l'implémentation numérique, nous onsidérons un sous-espae E de L2T,p
non trivial de dimension nie. La restrition de Q sur E atteint un minimum θ∗E .
On onsidère alors (e1, · · · , em) une base orthornormale de E. Sous des hypothèses
de ontrle de la disrépane entre X et X(−θ) et de ontrle de F à l'inni, on
dénit l'algorithme d'éhantillonnage préférentiel par le shéma réursif
θn = θn−1 − γnK
(
θn−1, X
(−θn−1),W (n)
)
,
où (γn≥1)n≥1 est une suite de pas vériant (1.5),
(
W (n)
)
n≥1 est une suite indépen-
dante de mouvements browniens pour lesquels le proessus X(−θn−1) est une solution
forte de Eb−σf(X(−θn−1))θn−1,W (n). La fontion K est dénie sur la base (e1, · · · , em)
pour θ ∈ L2T,p, W mouvement brownien, Y = (Yt)t∈[0,T ] proessus FWt -adapté à
valeurs dans Rd par
〈K(θ, Y,W ), ei〉L2T,p = C(θ, f)F (Y )
2e
‖f(Y .)θ.‖L2
T,q
(
2 〈f(Y .)θ., f(Y .)ei〉L2T,p
−
∫ T
0
〈f(Y s)ζs, dWs〉
)
,
où C(θ, f) est une onstante positive dépendant de θ et f . La séquene (θn)n≥1 ainsi
dénie vérie: θn
p.s.−→ θ∗E , n → +∞. Pour une preuve et plus de détails à propos
de et algorithme, nous nous référons à [62℄. Dans notre as, il s'agit toujours de
minimiser les varianes asymptotiques (1.7) et (1.8). An de dénir notre algorithme
d'éhantillonnage préférentiel, nous supposons que ϕ vérie l'hypothèse suivante:
∃λ > 0, ∀x ∈ C ([0, T ] ,Rd) , |ϕ(x)| ≤ C (1 + ‖x‖λ∞) . (1.10)
Nous obtenons ainsi deux proédures réursives
θn = θn−1 − γnK1
(
ξn−1, θn−1, X(−θn−1),W (n)
)
,
µn = µn−1 − γnK2
(
ξn−1, µn−1, X(−µn−1),W (n)
)
,
que nous ombinons adaptativement ave notre premier algorithme VaR-CVaR:
ξn := ξn−1 − γnL1(ξn−1, θn−1,W (n)),
Cn := Cn−1 − γnL2(ξn−1, µn−1,W (n)),
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où
L1(ξ, θ,W ) := e
− 1
2
‖f1‖∞‖θ.‖L2
T,p
(
1− 1
1− α 1{ϕ(X(θ))≥ξ}
×e−
∫ T
0 〈f1(X(θ),s)θs,dWs〉− 12‖f1(X(θ),.)θ.‖2L2
T,q
)
,
L2(ξ, C, µ,W ) := C − ξ − 1
1− α(ϕ(X
(µ))− ξ)+e
− ∫ T
0 〈f2(X(µ),s)µs,dWs〉− 12‖f2(X(µ),.)µ.‖2L2
T,q .
Nous montrons que si les onditions (i) et (ii) sont vériées, ϕ(X) ∈ L2(P) et
que l'hypothèse (1.10) est satisfaite alors (ξn, Cn, θn, µn)
p.s.−→ (ξ∗α, C∗α, θ∗α,E, µ∗α,E),
n→ +∞.
Quant à la vitesse de onvergene faible, la proédure moyennisée (toujours en
utilisant le prinipe de moyennisation de Ruppert & Polyak) vérie sous ertaines
hypothèses un TCL gaussien.
Theorem 1.1.4. On suppose que la suite de pas (γn)n≥1 est dénie pour n ≥ 1 par
γn =
γ1
nβ
ave
1
2
< β < 1. Si ϕ(X) ∈ L2a(P) pour un a > 1, (i) et (ii) sont vériées
et si (1.10) est satisfaite alors la séquene moyennisée dénie par
ξn :=
ξ0 + ...+ ξn−1
n
, Cn :=
C0 + ...+ Cn−1
n
, n ≥ 1,
satisfait
√
n
(
ξn − ξ∗α
Cn − C∗α
)
L−→ N (0,Σ∗) , n→ +∞, (1.11)
ave
Σ∗1,1 =
1
f 2L(ξ
∗
α)
Var
(
1
{
ϕ
(
X
(θ∗
α,E
)
)
≥ξ∗
}×
e
− ∫ T0 〈f1(X(θ∗α,E),s)θ∗α,E,s,dWs〉− 12
∥∥∥∥f1(X(θ
∗
α,E ),.)θ∗α,E,.
∥∥∥∥
2
L2
T,q
 ,
Σ∗2,2 =
1
(1− α)2Var
((
ϕ
(
X(µ
∗
α,E)
)
− ξ∗α
)
+
×
e
− ∫ T0 〈f2(X(µ∗α,E),s)µ∗α,E,s,dWs〉− 12
∥∥∥∥f2(X(µ
∗
α,E ),.)µ∗α,E,.
∥∥∥∥
2
L2
T,q
 .
Un paragraphe de ette partie est onsaré aux appliations numériques sur de
nombreux portefeuilles liés aux marhés de l'énergie. Les résultats numériques mon-
trent que la rédution de variane est très signiative. Notamment, nous omparons
sur un même portefeuille l'eaité de ette nouvelle version de l'algorithme ave
sa version en dimension nie développée dans la partie préédente: l'algorithme
VaR-CVaR en dimension innie résout le problème de la dimension renontré par
l'algorithme VaR-CVaR en dimension nie.
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1.1.3 Version QMC de l'approximation stohastique
Dans ette partie, nous étudions le as où le veteur aléatoire X n'est plus généré à
l'aide d'une séquene (déterministe) pseudo-aléatoire mais à l'aide d'une suite (déter-
ministe) uniformément distribuée à disrépane faible. Généralement, une variable
aléatoire X de dimension d est simulée à partir d'une loi uniforme U ([0, 1]q), ave
q ≥ d, par des méthodes standards tels que l'inverse de la fontion de distribution,
la méthode de Box-Müller, ... Etant donné les performanes des méthodes dites de
quasi-Monte Carlo onernant l'intégration numérique, il paraît naturel d'essayer
d'introduire des suites à disrépane faible dans les algorithmes stohastiques. La
première étude fût menée par [58℄ où il est lairement montré (dans un adre uni-
dimensionel) que dans ertains as la onvergene des algorithmes ainsi obtenus est
bien meilleure que elle où une séquene pseudo-aléatoire est utilisée. D'un point de
vue théorique, les deux prinipaux résultats sont basés sur une hypothèse de on-
tration et sur une hypothèse de bornitude de la fontion H . Dans le premier as,
une vitesse de onvergene de l'algorithme vers sa ible est obtenue justiant ainsi
le gain par rapport à l'approximation stohastique lassique basée sur des nombres
pseudo-aléatoires.
Réemment, de nouveaux résultats onernant les algorithmes quasi-stohastiques
ont été obtenus dans [60℄ (inluant d'autres adres d'études) généralisant les ré-
sultats de [58℄. Le résultat prinipal est basé sur une hypothèse de moyennisa-
tion de la séquene aléatoire utilisée dans l'algorithme stohastique et sur des hy-
pothèses de Lyapunov lassiques (retour à la moyenne et roissane linéaire). Cepen-
dant, es résultats ne s'appliquent pas diretement à l'algorithme VaR-CVaR ar
dans la majorité des as, l'hypothèse de moyennisation n'est pas vériée. Dans
ette partie, nous présentons un adre dans lequel nous obtenons la onvergene de
l'algorithme VaR-CVaR. L'idée prinipale est d'utiliser des résultats onernant la
disrépane pour des suites uniformément distribuées à valeurs dans des ensembles
Jordan mesurable (.f. [70℄ et [71℄). Cela nous permet de satisfaire une hypothèse
de moyennisation.
Denition 1.1.1. Une séquene (un)n≥1 à valeur sur [0, 1]q est uniformément dis-
tribuée dans [0, 1]q si
1
n
n∑
k=1
δuk
(Rq)
=⇒ U ([0, 1]q) , n→ +∞,
où δu est la masse de Dira en u,
(Rq)
=⇒ représente la onvergene faible des mesures
de probabilités sur (Rq,Bor(Rq)) et U ([0, 1]q) représente la loi uniforme sur [0, 1]q.
La notion de disrépane permet de quantier l'erreur de répartition des suites
uniformément distribuées.
Proposition 1.1.5. Une suite (un)n≥1 à valeur dans [0, 1]q est uniformément dis-
tribuée si et seulement si
D∗n(u) := sup
x∈[0,1]q
∣∣∣∣∣ 1n
n∑
k=1
1[0,x](uk)−
q∏
i=1
xi
∣∣∣∣∣→ 0, n→ +∞.
D∗n(u) est la disrépane étoile.
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On onsidère ouramment qu'une suite uniformément distribuée sur [0, 1]q est à
disrépane faible si elle vérie D∗n(u) = O (N
−1(logN)q).
L'idée prinipale de ette partie est fondée sur la notion de disrépane des
sous-ensembles de [0, 1]q qui sont Jordan-mesurables (i.e. les sous-ensembles dont
la frontière est régulière ou dont la fontion aratéristique est intégrable au sens
de Riemann). Cette disrépane sera très utile lorsque nous nous intéresserons
à l'algorithme VaR-CVaR dans le as des suites à disrépane faible. Nous nous
réferons à [71℄ pour une preuve.
Proposition 1.1.6. Soit B ⊆ [0, 1]q et ǫ > 0. Soient
Bǫ = {u ∈ [0, 1]q : d(u, v) < ǫ pour un v ∈ B} ,
B−ǫ = {u ∈ [0, 1]q : d(u, v) ≥ ǫ pour tout v ∈ [0, 1]q\B} ,
où d est la distane Eulidienne sur Rq. Soit Mb la famille d'ensemble B ⊆ [0, 1]q
mesurable au sens de Lebesgue vériant
λq (Bǫ\B) ≤ b(ǫ) and λq (B\B−ǫ) ≤ b(ǫ),
pour tout ǫ > 0, où λq désigne la mesure de Lebesgue sur (R
q,Bor(Rq)) et b est une
fontion positive, roissante tel que limǫ→0+ b(ǫ) = 0. Si (un)n≥1 est uniformément
distribuée sur [0, 1]q alors
Dn(Mb, u) := sup
B∈Mb
∣∣∣∣∣1n
n∑
k=1
δB(uk)− λq(B)
∣∣∣∣∣→ 0, n→ +∞.
De plus, si la fontion b est de la forme b(ǫ) = Cǫ, pour tout ǫ > 0 et pour une
onstante C > 0 alors il existe K > 0 tel que
Dn(Mb, u) ≤ KD∗n(u)
1
q .
Les résultats suivants établissent un lien entre la disrépane et l'erreur numérique
d'intégration d'une fontion f sur [0, 1]q. Ils fournissent l'erreur que l'on ommet
lorsqu'on estime la quantité E [f(U)], où U ∼ U ([0, 1]q) et f est une fontion à vari-
ation nie (au sens de Hardy et Krause) ou lipshitzienne, par la moyenne empirique
1
n
∑n
k=1 f(uk).
Proposition 1.1.7. Soit u = (uk)1≤k≤n une suite à valeurs dans [0, 1]q et f une
fontion à variation nie V (f). Alors
• (Inégalité de Koksma-Hlwaka)∣∣∣∣∣ 1n
n∑
k=1
f(uk)−
∫
[0,1]q
f(u)λq(du)
∣∣∣∣∣ ≤ V (f)D∗n(u).
• ( [19℄) Si B ∈Mb, alors on a∣∣∣∣∣ 1n
n∑
k=1, uk∈B
f(uk)−
∫
B
f(u)λq(du)
∣∣∣∣∣ ≤ (V (f) + f(1, · · · , 1))Dn(Mb, u).
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Un autre résultat très utile onerne le as où la fontion f est lipshitzienne. Le
théorème suivant est dû à Proinov (.f. [75℄)
Theorem 1.1.8. On suppose que Rq est muni de la norme ℓ∞, (|x|∞ := max1≤i≤q |xi|, x ∈ Rq).
Soit u une suite uniformément distribuée à valeurs dans [0, 1]q. Soit p1, · · · , pn une
suite de réels positifs vériant
n∑
k=1
pk = 1.
Alors, pour toute fontion ontinue f : [0, 1]q → R,∣∣∣∣∣
n∑
k=1
pkf(uk)−
∫
[0,1]q
f(x)λq(dx)
∣∣∣∣∣ ≤ Cqwf (D∗n(u) 1q) ,
où
wf(δ) := sup
x,y∈[0,1]q,|x−y|∞≤δ
|f(x)− f(y)|, δ ∈ (0, 1),
et Cq ∈ (0,∞) est une onstante universelle dépendant uniquement de q. Si q = 1,
Cq = 1 et si q ≥ 2, Cq ∈ [1, 4].
Pour revenir à l'algorithme VaR-CVaR, nous supposons que X = Ψ(U), ave
Ψ : [0, 1]q → Rd. Nous allons remplaçer U par une suite à disrépane faible u.
Nous nous plaçons sous l'hypothèse suivante
Hypothèse 1.1.9. La fontion ϕ ◦Ψ : [0, 1]q → R est lipshitz.
Soit F la fontion de distribution de la perte L, i.e. la fontion de distribution de
la variable aléatoire ϕ(Ψ(U)). D'un point de vue théorique, la onvergene de la
proédure VaR-CVaR peut être obtenue à partir de la onvergene faible suivante:
FΨn :=
1
n
n∑
k=1
δΨ(uk)
(Rd)⇒ F.
Nous notons D∗n(u,Ψ) pour la disrépane des n premiers termes de u assoié au
système et dénie par
D∗n(u,Ψ) := sup
ξ∈R
∣∣∣∣∣1n
n∑
k=1
1Ψ(uk)≤ξ − F (ξ)
∣∣∣∣∣ . (1.12)
Remarquons que dès que u est uniformément distribuée sur [0, 1]q alors D∗n(u,Ψ)→
0, n→ +∞.
Proposition 1.1.10. On suppose que l'hypothèse 1.1.9 est vériée et que la fontion
de distribution de L = ϕ(Ψ(U)) est lipshitz. Alors pour tout ξ ∈ R
(ϕoΨ)−1
(
]−∞, ξ ]
)
∈Mb,
où pour tout ǫ > 0, b(ǫ) = Cǫ pour une ertaine onstante C > 0. Si u est une suite
uniformément distribuée à disrépane faible alors
ln := max
1≤k≤n
kD∗k(u,Ψ) = O
(
n1−
1
q log(n)
)
, n ≥ 1.
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La vitesse de onvergene obtenue i-dessus pour la disrépane étoile orrespond
à l'hypothèse de moyennisation introduite dans [60℄. Soit u une suite uniformément
distribuée dans [0, 1]q, l'algorithme VaR-CVaR en utilisant la suite u est naturelle-
ment dénie pour n ≥ 1 par
ξn = ξn−1 − γnK1(ξn−1, un) (1.13)
Cn = Cn−1 − γnK2(ξn−1, Cn−1, un), (1.14)
où pour tout ξ ∈ R, u ∈ [0, 1]q, K1(ξ, u) = 1 − 11−α1{ϕ(Ψ(u))≥ξ} et K2(ξ, c, u) :=
c− ξ − 1
1−α (ϕ(Ψ(u))− ξ)+.
Theorem 1.1.11. On suppose que l'hypothèse 1.1.9 est satisfaite et que la fon-
tion de distribution de L = ϕ(Ψ(U)) est lipshitz. Soit u une suite uniformément
distribuée sur [0, 1]q à disrépane faible. Soit γ = (γn)n≥1 une suite de pas réels
positifs vériant∑
n≥1
γn = +∞, γnn1−
1
q
log(n) −→ 0,
∑
n≥1
max
(|∆γn+1| , γ2n)n1− 1q log(n) < +∞.
(1.15)
Alors les proédures (1.13) et (1.14) onvergent vers ξ∗α et C
∗
α.
Remarquons que la suite de pas γn =
c
n
, c > 0, n ≥ 1 vérie toujours (1.15). Des
tests numériques omplètent ette étude. Nous omparons notamment la vitesse de
onvergene entre l'algorithme VaR-CVaR ave suite à disrépane faible et ave une
suite pseudo-aléatoire omme étudiée dans [6℄. Les résultats montrent que lorsque
la dimension q est faible (disons q ≤ 10), l'algorithme quasi-stohastique VaR-CVaR
onverge plus rapidement que son homologue stohastique.
1.2 Couverture en CVaR par algorithme stohas-
tique
Dans e deuxième hapitre, nous nous intéressons à la ouverture d'une perte (ou
d'un atif) par minimisation du risque en CVaR dans un marhé inomplet opérant
à temps disret.
1.2.1 Introdution
Rappelons que dans un marhé viable (i.e. en l'absene d'opportunité d'arbitrage),
il existe une probabilité P∗ (équivalente à la probabilité historique P) sous laquelle
le proessus des prix des atifs négoiables atualisé est une martingale. Le prix
d'un atif ontingent (option sur un atif négoiable) est déterminé par la valeur
ourante d'un portefeuille autonané ayant presque sûrement pour valeur terminale
la valeur de l'option à maturité. On dira que le marhé est omplet si la probabilité
P∗ est unique. Harrison et Kreps dans [43℄ ont montré que dans un marhé omplet
tout atif ontingent s'exprime omme une intégrale stohastique par rapport au
proessus des prix et peut ainsi être répliqué par un portefeuille autonané sans
auun risque.
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Quand le marhé est inomplet, le problème est plus déliat. La mesure mar-
tingale P∗ n'est plus unique et il n'y a auune raison pour que la valeur d'un atif
ontingent s'exprime omme une intégrale stohastique par rapport au proessus
des prix. Il existe une littérature abondante sur le problème de l'évaluation du prix
des atifs ontingents et de leur ouverture en marhé inomplet. Citons [33℄, [32℄
et [83℄ pour une approhe par minimisation du risque quadratique, [26℄ pour une
approhe par sur-répliation, [34℄ et [67℄ pour une approhe basée sur la mesure de
probabilité d'entropie minimale.
Une autre méthode largement étudiée dans la littérature est basée sur la max-
imisation de l'utilité espérée. Cela onsiste à déterminer la proportion optimale de
rihesse que l'investisseur doit détenir pour haque atif en fontion de son prix
an de maximiser l'utilité espérée nale de son portefeuille. L'evaluation du prix
d'un atif se fait en utilisant le prinipe d'indiérene d'utilité: l'utilité espérée d'un
portefeuille ontenant l'atif doit être égale à l'utilité de e même portefeuille sans
et atif. Plusieurs approhes et extensions ont été proposées à e problème de
maximisation. Nous nous référons à [27℄, [44℄, [47℄ et [65℄ pour plus de détails.
Dans e hapitre, nous nous intéressons à la minimisation du risque en CVaR
d'une perte (ou d'un atif) omprenant une soure de risque observable mais non
négoiable sur les marhés de l'énergie (ou naniers). Evaluer et ouvrir un atif
en utilisant les mesures de risque est une approhe réente qui a été étudiée par
de nombreux auteurs. P. Barrieu et N. El Karoui dans [9℄ se sont intéressées au
problème de minimisation du risque non-ouvrable (à l'aide des atifs présents sur
le marhé nanier) en utilisant les mesures de risque onvexes. Les stratégies max-
imisant la probabilité de réussite d'une ouverture sont étudiées dans [30℄ omme
alternative aux stratégies de sur-ouverture.
Dans le adre de l'optimisation de portefeuille pour réduire la CVaR, R.T. Rok-
afellar et S. Uryasev dans [77℄ proposent une méthode an d'estimer à un instant
donné la proportion optimale que l'investisseur doit détenir en haque atif an de
minimiser la CVaR de son portefeuille. La méthode est basée sur la programmation
linéaire et onsiste dans un premier temps à générer des sénarios de perte puis à les
introduire omme des ontraintes dans le problème de programmation linéaire. Le
prinipal désavantage de la méthode est que le nombre de ontrainte du problème
est égale au nombre de sénarios simulés. Par onséquent, nous sommes très vite
limités dans la pratique.
Dans e travail, nous onsidérons un marhé (de l'énergie ou nanier) opérant
à temps disret t0 = 0 < t1 < · · · < tM = T et onstitué d'un atif sans risque
dont le prix est supposé onstant et égal à 1 et de d atifs risqués négoiables
dont les prix à l'instant tℓ seront notés Xℓ = (X
i
ℓ)1≤i≤d. La perte du portefeuille
subie à l'instant T (ou le payo du produit dérivé à l'instant T ) qu'on désire ou-
vrir est une variable aléatoire réelle L dénie sur un espae probabilisé (Ω,A,P).
La soure d'inomplétude du marhé vient de la présene dans L d'un proessus
Z := (Zℓ)1≤ℓ≤M qui est observable mais non négoiable, ela induit une soure de
risque qui n'est pas ouvrable à l'aide des atifs présents sur le marhé. Par exemple,
sur le marhé de l'életriité ou du gaz, la perte pour un fournisseur d'énergie peut
être due à une onsommation de ses lients (entreprises ou partiuliers) en életriité
ou en gaz. Généralement, ette onsommation dépend de la température qui est un
proessus observable mais non négoiable sur les marhés. De plus, on peut onsid-
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érer que les prix de l'életriité dépendent eux aussi de la température de sorte que le
proessus Z peut intervenir dans la dynamique des prix. Ce type de dépendane vis
à vis d'un proessus observable mais non négoiable est partiulièrement pertinente
sur les marhés naniers et de l'énergie (par exemple, volatilité stohastique et
temps de défaut sur les marhés naniers; température et autres aléas limatiques
sur les marhés de l'énergie). Nous notons G = (Gℓ)0≤ℓ≤M la ltration engendrée
par les proessus X et Z, i.e. Gℓ = σ {Xi, Zi; 0 ≤ i ≤ ℓ}.
An de réduire son risque (ou ouvrir son atif ontingent), nous onsidérons
que l'investisseur utilise une stratégie dynamique autonanée. A temps disret,
elle-i peut être représentée par un proessus θ = (θℓ)1≤ℓ<M adapté à la ltration
G, tel que θℓ ∈ L0Rd (Gℓ), où L0Rd(G) est l'espae des variables aléatoires G-mesurable
et nies p.s. à valeurs dans Rd. Dans une telle stratégie, θℓ peut être vu omme la
quantité d'atifs investie à l'instant tℓ. Le gain à l'instant T d'une telle stratégie
partant d'une rihesse initiale nulle est donné par l'intégrale stohastique disrète∑M
ℓ=1 θℓ−1.∆Xℓ où ∆Xℓ := Xℓ −Xℓ−1.
Le problème pour l'investisseur est de trouver une stratégie autonanée θ∗α qui
minimise le risque résiduel de la perte du portefeuille. Nous nous intéressons don
au problème de minimisation de la CVaR:
inf
θ∈A
CVaRα
(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ
)
, (1.16)
où
A = {θ | θℓ ∈ L0Rd (Gℓ) , ℓ = 0, · · · , M − 1}
est l'ensemble des stratégies admissibles sous l'hypothèse ruial que le proessus de
prix (Xℓ)0≤ℓ≤M est une (G,P)-martingale.
An de mesurer le risque à un instant tk, nous introduisons une nouvelle mesure
de risque que nous noterons Gk-CVaR qui est une version dynamique et don aléa-
toire de la CVaR et qui est basée sur la représentation introduite par Rokafellar et
Uryasev (voir Proposition 1.1.1). Nous onsidérons une sous-tribu F ⊂ A.
Denition 1.2.1. Soit L tel que E [L+] < +∞. La F -CVaR est la mesure de risque
aléatoire dénie par
F -CVaRα(L) := ess inf
ξ∈L0
R
(F)
ξ +
1
1− αE
[
(L− ξ)+ |F
]
.
Par onstrution, il est lair qu'elle satisfait les propriétés suivantes
1. Sous-additivité: Pour tout L, L′ ∈ L1 (P), F -CVaRα(L+L′) ≤ F -CVaRα(L)+
F -CVaRα(L′).
2. Homogénéité positive: Soit λ ∈ L0R(F) tel que λ ≥ 0 p.s., F -CVaRα(λL) =
λ× F -CVaRα(L).
3. Invariane par translation: Pour tout Z ∈ L0R (F), F -CVaRα(L + Z) = Z +
F -CVaRα(L).
4. Monotoniité: Pour tout L, L′ ∈ L1 (P) tel que L ≤ L′, F -CVaRα(L) ≤
F -CVaRα(L′).
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Ainsi, an d'estimer ette quantité qui apparaît omme une espérane ondition-
nelle, nous utilisons une formule de quadrature basée sur la quantiation optimale.
Pour plusieurs raisons (oûts de transation, oûts d'entrée et de sortie liés au
stokage du gaz, impossibilité de stoker de l'életriité, horizon de temps ourt,
...), un investisseur peut ne pas vouloir intervenir sur les marhés haque jour. Il
peut être intéressé par une ouverture approximative de son prol de risque. Pour
es raisons, nous nous intéressons d'abord aux stratégies de ouverture à un pas.
Une telle stratégie déidée à l'instant tℓ0, ℓ0 = 0, · · · ,M − 1, est obtenue en xant
dénitivement la quantité initiale d'atifs ontenue dans le portefeuille θℓ ≡ θℓ0 ,
pour ℓ = ℓ0, · · · ,M − 1. Elle est don représentée par une seule variable aléatoire
θℓ0 ∈ L0Rd(Gℓ0). Le risque de l'investisseur à l'instant tℓ0 est mesuré par la quantité
aléatoire onnue uniquement à l'instant tℓ0 : Gℓ0-CVaRα (L− θℓ0 . (XM −Xℓ0)). A
la date 0, l'investisseur l'estime en alulant E [Gℓ0-CVaRα (L− θℓ0 . (XM −Xℓ0))].
Cette quantité représente un risque forward, i.e. 'est la meilleur approximation à
la date 0 du risque à la date tℓ0 alors que la quantité CVaRα (L− θℓ0 . (XM −Xℓ0))
représente le risque à la date 0. Par onséquent, il y a deux problèmes d'optimisation
possibles pour l'investisseur.
Le premier onsiste à minimiser le risque forward, i.e. l'espérane du prole de
risque à la date tℓ0 de la perte du portefeuille en utilisant une stratégie auto-nanée
à un pas problème et une rihesse initiale nulle
inf
θℓ0∈L0Rd(Gℓ0 ,P)
E [Gℓ0-CVaRα (L− θℓ0 . (XM −Xℓ0))] . (1.17)
Le seond onsiste à minimiser le risque à la date 0 des pertes du portefeuille en
utilisant un ritère de CVaR statique et le même type de stratégie
inf
θℓ0∈L0Rd(Gℓ0 ,P)
CVaRα (L− θℓ0 . (XM −Xℓ0)) . (1.18)
La VaRα et la CVaRα sont des mesures de risque disymétriques ontrairement à
l'éart-type. En utilisant la ouverture en CVaR, nous herhons à modier la distri-
bution de la perte L de manière disymétrique, i.e. nous désirons réduire davantage
la queue de distribution à droite (elle qui orrespond aux pertes extrêmes) que elle
à gauhe qui orrespond aux pertes faibles voire aux gains potentiels. C'est la dif-
férene fondamentale entre la ouverture en CVaR et la ouverture par minimisation
du risque quadratique.
Nous étudions l'existene de solutions aux problèmes (1.16), (1.17) et (1.18).
1.2.2 Aspets théoriques de la ouverture en CVaR
Dans un premier temps, nous nous intéressons aux propriétés de la Gk-CVaRα an
de mieux omprendre omment le risque du portefeuille détenu par l'investisseur
évolue jusqu'à la maturité T .
Proposition 1.2.1. Nous posons M = +∞ pour e résultat. Soit Y une vari-
able aléatoire réel tel que E [Y+] < +∞. La séquene (Gk-CVaRα(Y ))k≥0 est une
surmartingale. De plus, si Y est G∞-mesurable, où G∞ = ∨kG∞ alors on a
Gn-CVaRα(Y ) p.s.−→ Y, n→ +∞.
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Cela a pour onséquene immédiate que la séquene (E [Gk-CVaRα(Y )])0≤k≤M est
déroissante et don l'estimation à la date 0 du risque dynamique de l'investisseur
déroit au ours du temps. Nous dirons que la mesure de risque aléatoire Gk-CVaRα(Y )
est ohérente.
Nous ontinuons ensuite ave un orollaire onernant le portefeuille ave stratégie
de ouverture dynamique.
Corollary 1.2.2. Soit L tel que E [L+] < +∞. On suppose qu'il existe p′ > 1
tel que ∆Xℓ ∈ Lp′(P) pour ℓ = 1, · · · ,M . Soit θ ∈ A tel que θℓ ∈ Lp (P), pour
ℓ = 0, · · · ,M − 1 ave p = p
′
p′−1 . Alors la séquene(
Gk-CVaRα
(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ
))
0≤k≤M
est une surmartingale
et vérie pour k ∈ {0, · · · ,M − 1},
Gk-CVaRα
(
L−
M∑
ℓ=k+1
θℓ−1.∆Xℓ
)
= Gk-CVaRα
(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ
)
−
k∑
ℓ=1
θℓ−1∆Xℓ
(1.19)
Si X est une (G,P)-martingale, il en déoule l'identité suivante
E
[
Gk-CVaRα
(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ
)]
= E
[
Gk-CVaRα
(
L−
M∑
ℓ=k+1
θℓ−1.∆Xℓ
)]
,
qui signie que l'estimation à la date 0 du risque à la date tk ne dépend pas des
déisions prises avant ette dernière date.
On onsidère une sous-tribu F ⊆ A ave la possibilité par la suite (lorsque nous
proposerons des proédures numériques d'estimation de stratégie optimale) de poser
F = Gℓ0 , ℓ0 = 0, · · · ,M − 1. On pose X = XM −Xℓ0 et nous nous intéressons aux
deux problèmes
inf
θ∈L0
Rd
(F ,P)
E [F -CVaRα (L− θ.X)] , (1.20)
et
inf
θ∈L0
Rd
(F ,P)
CVaRα (L− θ.X) . (1.21)
Remarquons que le problème (1.21) peut être érit
inf
ξ∈L0
R
(F ,P)
inf
θ∈L0
Rd
(F ,P)
E
[
ξ +
1
1− α (L− θ.X − ξ)+
]
, (1.22)
ainsi par onséquent, nous résolvons dans un premier temps le problème suivant
inf
θ∈L0
Rd
(F ,P)
E
[
ξ +
1
1− α (L− θ.X − ξ)+
]
. (1.23)
Sans perte de généralité, nous pouvons supposer que ξ = 0 et α = 0. Ainsi le
problème (1.23) est équivalent à minimiser le risque short fall
inf
θ∈L0
Rd
(F ,P)
E
[
(L− θ.X)+
]
. (1.24)
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Soit Π(dy, dx) = Π(ω, dy, dx) une version régulière de la loi onditionnelle de
(L,X) sahant F .
An d'établir l'existene de solutions aux deux problèmes i-dessus, nous faisons
l'hypothèses suivantes onernant ette loi onditionnelle
Hypothèse 1.2.3. Cas du risque statique
i) La distribution de L et de X satisfait L ∈ L1R(P), X ∈ L1Rd(P).
ii) ess infu∈L0
Rd
(F ,P), |u|=1E [(u.X)+ | F ] > 0 p.s.
Hypothèse 1.2.4. Cas du risque forward
i) La distribution de L et de X satisfait L ∈ L1R(P), X ∈ L1Rd(P).
ii) ess infu∈L0
Rd
(F ,P), |u|=1F -CVaRα (u.X) > 0 a.s.
Proposition 1.2.5. Soit Vf et Vs deux fontions dénies sur Ω×R×Rd et Ω×Rd
par
Vf(ω, ξ, θ) =
∫
vf(ξ, θ, y, x)Π(ω, dx, dy), (1.25)
Vs(ω, ξ, θ) =
∫
vs(θ, y, x)Π(ω, dx, dy) (1.26)
où
vf(ξ, θ, y, x) = ξ +
1
1− α (y − θ.x− ξ)+ , (1.27)
et
vs(θ, y, x) = (y − θ.x)+ , (1.28)
Alors, on a
i) Risque statique: Supposons que l'hypothèse 1.2.3 est vériée. Alors pour tout
ω ∈ Ω, la fontion Vs(ω, .) est onvexe, Lipshitz ontinue et lim|θ|→+∞ Vs(ω, θ) =
+∞. De plus, on a
inf
θ∈L0
Rd
(F ,P)
E
[
(L− θ.X)+
]
= E
[
ess inf
θ∈L0
Rd
(F ,P)
E
[
(L− θ.X)+
∣∣F]] , (1.29)
et
ess inf
θ∈L0
Rd
(F ,P)
E
[
(L− θ.X)+
∣∣F] (ω) = min
θ∈Rd
Vs(ω, θ). (1.30)
ii) Risque forward: Supposons que l'hypothèse 1.2.4 est vériée. Alors, pour tout
ω ∈ Ω, la fontion Vf(ω, ., .) est onvexe, ontinue et ∀ξ ∈ R, lim|(ξ,θ)|→+∞ Vf(ω, ξ, θ) =
+∞. De plus on a,
inf
θ∈L0
Rd
(F ,P)
E [F -CVaRα (L− θ.X)] = E
[
ess inf
θ∈L0
Rd
(F ,P), ξ∈L0
R
(F ,P)
E
[
ξ +
1
1− α (L− θ.X − ξ)+
∣∣∣∣F]] ,(1.31)
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et
ess inf
θ∈L0
Rd
(F ,P), ξ∈L0
R
(F ,P)
E
[
ξ +
1
1− α (L− θ.X − ξ)+
∣∣∣∣F] (ω) = min
(ξ,θ)∈R×Rd
Vf(ω, ξ, θ).
(1.32)
Le membre de droite des deux équations (1.30) et (1.32) montre que les deux
problèmes d'optimisation (1.20) et (1.21) s'érivent
inf
θ∈L0
Rd
(F)
E [F -CVaRα (L− θ.X)] = E
[
min
(ξ,θ)∈R×Rd
V (ξ, θ)
]
, (1.33)
et,
inf
θ∈L0
Rd
(F)
CVaRα (L− θ.X) = inf
ξ∈R
E
[
min
θ∈Rd
V (ξ, θ)
]
. (1.34)
Par onséquent, pour tout ω ∈ Ω, nous devons résoudre des problèmes d'optimisation
déterministes. Le résultat suivant permet de aratériser es minimas et nous perme-
ttra par la suite d'en déduire des proédures numériques an d'estimer les stratégies
optimales.
Proposition 1.2.6. Supposons que l'hypothèse 1.2.3 est vériée. Alors, pour tout
ξ ∈ R
ArgminVf(ξ, .) =
{
θ ∈ Rd| ∇θVf (ξ, θ) = 0
} 6= ∅.
Supposons que l'hypothèse 1.2.4. est vériée alors
ArgminVf =
{
(ξ, θ) ∈ R× Rd| ∇(ξ,θ)Vf(ξ, θ) = 0
} 6= ∅.
où le gradient de Vf peut être représenté pour tout (ξ, θ) ∈ R× Rd par
∇(ξ,θ)Vf(ξ, θ) =
∫
∇(ξ,θ)vf (ξ, θ, y, x)Π(dx, dy) (1.35)
et,
∇θVf(ξ, θ) =
∫
∇θvf (ξ, θ, y, x)Π(dx, dy). (1.36)
De plus, ξ 7→ E [minθ∈Rd Vf (ξ, θ)] est Lipshitz ontinue, onvexe, et lim|ξ|→+∞E [minθ∈Rd Vf (ξ, θ)] =
+∞. Par onséquent, (1.20) et (1.21) admettent des solutions.
Conernant les stratégies de ouverture dynamique, on onsidère de la même
façon le problème plus général suivant
inf
θ∈AF
CVaRα
(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ
)
= inf
ξ∈R
inf
θ∈AF
E
[
ξ +
1
1− α
(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ − ξ
)
+
]
(1.37)
où AF est l'ensemble des séquenes θ = (θ0, · · · , θM−1) tel que θℓ ∈ L0Rd(Fℓ), F0 ⊆
F1 ⊆ · · ·FM−1 ⊆ A sont des sous-tribus ave la possibilité de xer Fℓ to Gℓ.
An d'obtenir des résultats similaires au adre un pas, nous onsidérons une
famille de lois onditionnelles (Πℓ)0≤ℓ≤M−1 où Πℓ(dy, dx) = Πℓ(ω, dy, dx) est une
version régulière de la loi onditionnelle du veteur (L,∆X1, · · · ,∆XM) sahant Fℓ.
Nous nous plaçons sous l'hypothèse suivante:
32
CHAPTER 1. INTRODUCTION
Hypothèse 1.2.7. i) La distribution de (L,∆X1, · · · ,∆XM) satisfait L ∈ L1R(P),
∆Xℓ ∈ L1Rd(P), ℓ = 1, · · · ,M
ii) ess infu∈L0
Rd
(F ,P), |u|=1E [(u.∆Xℓ)+ | Fℓ−1] > 0 p.s.
Avant d'établir l'existene d'une solution au problème (1.37), nous le déom-
posons en deux sous-problèmes. Dans une premier temps, nous intéressons aux
problèmes de ontrle stohastiques suivant
inf
θ∈AF
E
[
ξ +
1
1− α
(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ − ξ
)
+
]
, pour tout ξ ∈ R. (1.38)
En utilisant des idées similaires à elles utilisées dans le prinipe de la programmation
dynamique (fontions de Bellman, et), nous montrons l'existene d'une stratégie
optimale. Dans et esprit, nous onstruisons la solution de (1.38) de manière bak-
ward, pas à pas de la date ℓ à la date ℓ− 1. Sans perte de généralité, on pose ξ = 0
et α = 0. On remarque que le problème (1.38) peut s'érire
inf
θℓ∈L0
Rd
(Fℓ,P),ℓ=0,··· ,M−2
E
[
ess inf
θM−1∈L0
Rd
(FM−1,P)
E
[(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ
)
+
∣∣∣∣∣FM−1
]]
.
(1.39)
Don, nous pouvons ommener par résoudre le problème
ess inf
θM−1∈L0
Rd
(FM−1)
E
[(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ
)
+
∣∣∣∣∣FM−1
]
(ω) =
min
θM−1∈Rd
VM−1(ω, θ) p.s. (1.40)
où VM−1 est dénie pour tout ω ∈ Ω, θℓ ∈ L0Rd(Fℓ), ℓ = 1, · · · ,M − 21, par
VM−1(ω, θ0:M−2, θM−1) := E
[(
L−
M−1∑
ℓ=1
θℓ−1.∆Xℓ − θM−1.∆XM
)
+
∣∣∣∣∣ FM−1
]
(ω)
=
∫
w(θ0:M−2, θM−1, y, x)ΠM−1(ω, dx, dy) (1.41)
ave
w(θ, y, x) =
(
y −
M∑
ℓ=1
θℓ−1.∆xℓ
)
+
. (1.42)
En utilisant des arguments similaires à eux utilisés dans le adre statique, nous
montrons que pour tout ω ∈ Ω, θℓ ∈ L0Rd(Fℓ), ℓ = 0, · · · ,M − 1, pour tout
ξ ∈ R, la fontion θM−1 7→ VM−1(ω, θ0:M−2, θM−1) est onvexe, Lipshitz et satisfait
lim|θM−1|→+∞ VM−1(ω, θ0:M−2, θM−1) = +∞. Par onséquent, le problème (1.40) ad-
met une solution que l'on notera θ˜M−1,α. Ensuite si θ˜α,ℓ:M−1 := (θ˜α,ℓ, · · · , θ˜α,M−1)
est la solution onstruite jusqu'à l'étape ℓ, on montre qu'il possible de onstruire
θ˜α,ℓ−1 au pas ℓ− 1, en résolvant le problème d'optimisation suivant
ess inf
θℓ−1∈L0
Rd
(Fℓ−1,P)
E [Vℓ(θ0:ℓ−2, θℓ−1)| Fℓ−1] (ω) = min
θℓ−1∈Rd
Vℓ−1(ω, θ0:ℓ−2, θℓ−1) a.s. (1.43)
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où pour tout θℓ−1 ∈ L0Rd(Fℓ−1,P), les fontions Vℓ and Vℓ−1 sont dénies par
Vℓ(ω, θ0:ℓ−2, θℓ−1) := E
(L− ℓ−1∑
k=1
θk−1.∆Xk − θℓ−1.∆Xℓ −
M∑
k=ℓ+1
θ˜k−1.∆Xk
)
+
∣∣∣∣∣∣ Fℓ
 (ω)
=
∫
w(θ0:ℓ−2, θℓ−1, θ˜ℓ:M−1, y, x)Πℓ(ω, dx, dy) (1.44)
et,
Vℓ−1(ω, θ0:ℓ−2, θℓ−1) =
∫
w(θ0:ℓ−2, θℓ−1, θ˜ℓ:M−1, y, x)Πℓ−1(ω, dx, dy). (1.45)
Une fois que la stratégie optimale θ˜ est onstruite don également la solution θ∗α
de (1.38), on revient au problème global (1.37) qui s'érit
inf
ξ∈R
inf
θ∈AF
E
[
ξ +
1
1− α
(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ − ξ
)
+
]
dont on établit l'existene d'un ξ optimal grâe à une uniforme Lipshitzité en la
variable θ. La proposition suivante implique que le problème (1.37) admet une
solution optimale (ξ∗α, θ
∗
α) ∈ R×AF .
Proposition 1.2.8. Supposons que l'hypothèse 1.2.7 est vériée. Alors, (1.39) est
satisfaite, le problème (1.40) admet une solution et pour ℓ = M − 1, · · · , 1, il existe
θ∗α,ℓ−1 Fℓ−1-mesurable, solution du problème (1.43).
De plus, la fontion ξ 7→ infθ∈AF E
[
ξ + 1
1−α
(
L−∑Mℓ=1 θℓ−1.∆Xℓ − ξ)
+
]
est on-
vexe, Lipshitz et satisfait lim|ξ|→+∞ infθ∈AF E
[
ξ + 1
1−α
(
L−∑Mℓ=1 θℓ−1.∆Xℓ − ξ)
+
]
=
+∞. Ainsi le problème (1.37) admet une solution.
1.2.3 Aspets numériques de la ouverture en CVaR
Nous nous intéressons dans une seonde partie aux aspets numériques de la ouver-
ture en CVaR dans un adre markovien. Nous étudions des méthodes numériques
an d'estimer les stratégies optimales solutions de (1.17), (1.18) et (1.16) sous
l'hypothèse
Hypothèse 1.2.9. (Cadre Markovien)
1. Le proessus (Xℓ, Zℓ)0≤ℓ≤M à valeurs dans R
d × Rq est markovien par rapport
à la ltration G.
2. Le proessus (Xℓ)0≤ℓ≤M est une (G,P)-martingale.
Sur les marhés de l'énergie, par exemple eux du gaz et de l'életriité, le prix des
atifs X présents sont essentiellement les ontrats day-ahead et les ontrats forward.
Du fait de l'impossibilité de stoker de l'életriité et du oût très élevé pour le
stokage du gaz, il est impossible d'établir une stratégie de gestion autonanée sur
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les ontrats day-ahead et seules les ontrats forwards sont disponibles à ette n.
Le prix de es derniers est souvent modélisé par une martingale sous la probabilité
historique à l'aide de modèles de type Heath-Jarrow-Morton.
Dans un premier temps, nous développons un algorithme stohastique pour les deux
problèmes à un pas. Soit ℓ0 ∈ 0, · · · ,M − 1. D'un point de vue modélisation,
nous supposons que la perte s'érit L = φ(X,Z) et qu'il existe deux fontion F :
Rd × Rq × Rrℓ0 → R et G : Rd × Rq × Rrℓ0 → Rd tel que
XM −Xℓ0 = G(Xℓ0 , Zℓ0, Uℓ0 + 1) and L = F (Xℓ0, Zℓ0, Uℓ0+1)
où Uℓ0+1 est un veteur aléatoire de dimension rℓ0 indépendant de Gℓ0 := σ (Xℓ0 , Zℓ0).
On note U pour Uℓ0+1. Dans e adre markovien, la fontion (1.25) peut s'érire
pour tout (x, z) ∈ Rd × Rq
Vf(ξ, θ, x, z) = ξ +
1
1− αE
[
(F (x, z, U)− θ.G(x, z, U) − ξ)+
]
,
don (1.32) devient
ess inf
θ∈L0
Rd
(Gℓ0 ),ξ∈L0R(Gℓ0 )
E
[
ξ +
1
1− α (L− θ.X − ξ)+
∣∣∣∣Gℓ0] = ( min
(ξ,θ)∈R×Rd
Vf (ξ, θ, x, z)
)
(x,z)=(Xℓ0 ,Zℓ0)
(1.46)
Par onséquent, an de résoudre le problème global (1.17) nous devons résoudre
le problème loal qui apparaît dans le membre de droite de l'égalité i-dessus pour
haque (Xℓ0(ω), Zℓ0(ω)). Ensuite, nous devons estimer la quantité suivante
E
[(
inf
(θ,ξ)∈Rd×R
Vf(ξ, θ, x, z)
)
|x=Xℓ0 ,z=Zℓ0
]
. (1.47)
Pour ela, nous proposons d'utiliser une grille de quantiation optimale du
proessus (Xℓ0 , Zℓ0), Γℓ0 := Γ
Nℓ0
{Xℓ0 ,Zℓ0} =
(
(x1ℓ0 , z
1
ℓ0
), · · · , (xNℓ0ℓ0 , z
Nℓ0
ℓ0
)
)
de taille Nℓ0 .
Pour haque noeud (xjℓ0 , z
j
ℓ0
) de la grille, e qui orrespond à un état probable
de la variable aléatoire (Xℓ0, Zℓ0), nous estimons la stratégie θ
∗
ℓ0
(xjℓ0 , z
j
ℓ0
) ainsi que
la VaRα loale ξ
∗
α(x
j
ℓ0
, zjℓ0) et la CVaRα loale CV
∗
α (x
j
ℓ0
, zjℓ0) à l'aide d'un algorithme
stohastique (ξn, θn, Cn)n≥1. Puis, nous estimons la CVaR globale du portefeuille
C∗α, i.e. la quantité (1.47) à l'aide de la formule de quadrature suivante
Nk∑
j=1
CV ∗α (x
j
k, z
j
k)P ((Xk, Zk) ∈ Cj(xk, zk)) , (1.48)
où la suite (Cj(xℓ0 , zℓ0))1≤j≤Nℓ0
est la partition de Voronoï assoiée à la grille (xℓ0 , zℓ0).
Comme pour l'algorithme d'estimation du ouple VaR-CVaR étudiée dans [6℄,
an d'obtenir la meilleure vitesse de onvergene asymptotique, nous utilisons le
prinipe de moyennisation de Ruppert & Polyak. Nous nous intéressons ensuite aux
stratégies autonanées dynamiques et nous en proposons quatre diérentes an
d'approher la stratégie optimale solution de (1.16):
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• Crude CVaR hedging algorithm (C.H.): C'est la proédure qui est la
plus naturelle. Elle onsiste à résoudre diretement le problème en (1.16) en
généralisant l'algorithme développé dans le adre statique. Pour être plus pré-
is, nous quantions le proessus (X,Z) à haque date tk, pour 1 ≤ k ≤ M .
Le nombre d'atifs à détenir pendant la période (k, k+1], θ∗k dépend de toute
la trajetoire du proessus (X,Z). Nous faisons l'approximation onsistant à
faire dépendre θ∗k uniquement de (Xk, Zk). À l'étape n de l'algorithme stohas-
tique, la stratégie dynamique optimale est estimée par la variable aléatoire
θn = (θ0,n, · · · , θM−1,n) et pour k = 1, · · · ,M . La VaR et la CVaR sont égale-
ment alulées par algorithme stohastique mais, ontrairement au as sta-
tique, elles sont estimées de manière globable et non plus loale, i.e. qu'elles
ne dépendent plus du noeud de l'arbre de quantiation onsidéré.
Le prinipale désavantage de ette méthode réside dans la dimension de l'algorithme
stohastique mis en oeuvre. Elle est égale à D := 2 + d +
∑M
k=2 d × Nk.
Lorsque elle-i est faible (D ≤ 100) on observe un très bon omportement de
l'algorithme. Mais dès que la dimension devient grande D ≥ 150, 200, e qui
est souvent le as en pratique, l'algorithme ne onverge plus et l'eaité de la
méthode diminue grandement. Les trois autres méthodes que nous proposons
palient e problème tout en approhant la solution du problème (1.16).
• Bakward Dynami hedging algorithm (B.H.): Cette stratégie est basée
sur (1.19) et onsiste en une résolution bakward. Si l'on onsidère M dates
sur la période, alors an de se ouvrir au mieux à la dernière date, i.e. à la date
tM−1, l'équation (1.19) nous dit qu'il faut résoudre le problème d'optimisation
suivant
inf
θ∈A
E
[
GM−1-CVaRα
(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ
)]
=
inf
θM−1∈L0
Rd
(GtM−1 )
E [GM−1-CVaRα (L− θM−1.∆XM )] .
Remarquons que 'est un problème d'optimisation statique à la date tM−1. La
stratégie optimale θbM−1 peut être failement estimée à l'aide d'un algorithme
stohastique. Ensuite, nous pouvons reuler d'un pas et résoudre le problème
à la date tM−2 onnaissant la solution optimale à la date tM−1, i.e.
inf
θM−2∈L0
Rd
(GtM−2 )
E
[GM−2-CVaRα (L− θbM−1.∆XM − θM−2∆XM−1)] ,
en utilisant enore une fois l'algorithme statique. On poursuit ainsi jusqu'à
obtenir la stratégie optimale bakward θb =
(
θbk
)
1≤k≤M .
• Martingale Deomposition of L (M.D.H.): Cette stratégie est basée sur
une déomposition de la perte L à maturité T omme somme d'aroissements
de martingale, i.e.
L = E [L] +
M∑
ℓ=1
∆˜Lℓ, (1.49)
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où ∆˜Lℓ = E [L| Gℓ]−E [L| Gℓ−1], 1 ≤ ℓ ≤M , dénie une séquene d'aroissements
de martingale par rapport à G. Maintenant, on utilise la propriété de sous-
additivité de la CVaR,
inf
θ∈A
CVaRα
(
L−
M∑
ℓ=1
θℓ−1∆Xℓ
)
≤ E [L] +
M∑
ℓ=1
inf
θℓ−1∈L0
Rd
(Gℓ−1)
CVaRα
(
∆˜Lℓ − θℓ−1∆Xℓ
)
.
(1.50)
Nous pouvons maintenant résoudre haque problème loaux apparaissant dans
le membre de droite de (1.50) séparément. Cependant, il n'y a auune raison
pour que la stratégie ainsi obtenue soit optimale pour le problème global (1.16).
D'un point de vue numérique, nous remarquons que lorsque le nombre de dates
M est élevé (M ≥ 10 en pratique) ette stratégie fournit de bons résultats.
D'enore meilleurs résultats sont obtenus en la modiant légèrement. Pour
ela nous utilisons l'inégalité
inf
θℓ−1∈L0
Rd
(Gℓ−1)
E
[
Gℓ−1-CVaRα
(
∆˜Lℓ − θℓ−1∆Xℓ
)]
≤
inf
θℓ−1∈L0
Rd
(Gℓ−1)
CVaRα
(
∆˜Lℓ − θℓ−1∆Xℓ
)
,
(1.51)
e qui nous onduit à résoudre le problème
M∑
ℓ=1
inf
θℓ−1∈L0
Rd
(Gℓ−1)
E
[
Gℓ−1-CVaRα
(
∆˜Lℓ − θℓ−1∆Xℓ
)]
,
i.e. une somme de problèmes loaux.
• Classial Deomposition of L (C.D.H.): Cette stratégie est similaire à la
préédente. La seule diérene réside dans la déomposition de L qui est içi
lassique, i.e.
L = L0 +
M∑
ℓ=1
Lℓ − Lℓ−1.
Enn, à l'instar de l'algorithme stohastique VaR-CVaR développé dans [6℄, nous
proposons de ombiner tous es algorithmes ave des méthodes de rédution de
variane an d'aélérer la onvergene asymptotique.
La première méthode que nous proposons est basée sur un algorithme réursif
d'éhantillonnage préférentiel que nous ombinons adaptativement ave la proé-
dure d'estimation des quantités (ξ∗α, θ
∗
α, C
∗
α). Notons que et algorithme est plus
omplexe que dans le as de la VaR-CVaR ar une nouvelle omposante apparaît
içi: la stratégie estimée θn au pas n.
La seonde méthode est basée sur la variable de ontrle XM−Xk (dans le as de
la stratégie statique) ou ∆Xℓ (dans le as de la stratégie dynamique), ℓ = 1, · · · ,M .
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Puisque le proessus X est une martingale, l'espérane de elle-i est nulle. Nous
établissons alors une formule pour aluler les poids optimaux qui réduisent la vari-
ane asymptotique dans le TCL vériée par la proédure (ξn, θn, Cn)n≥1. Ces poids
peuvent être estimés de manière adaptative ave les quantités (ξ∗α, θ
∗
α, C
∗
α).
Pour terminer e hapitre, nous étudions l'eaité des diérentes stratégies
étudiées ainsi que des méthodes de rédution de variane proposées sur des porte-
feuilles liés au marhé de l'énergie (qui est fortement inomplet) où nous prenons
l'exemple de la température omme proessus observable mais non négoiable. Nous
traçons les histogrammes des pertes avant et après ouverture an de bien saisir om-
ment la ouverture en CVaR transforme et désymétrise la distribution des pertes.
1.3 Modélisation Conjointe des prix spot du gaz et
de l'életriité
La réente évolution des marhés de l'énergie en Europe es dernières années a
onfronté ses diérents ateurs à de nombreux problèmes de modélisation et de val-
orisation. Comprendre et modéliser l'évolution des prix des énergies est maintenant
devenu un enjeu stratégique pour les énergétiiens.
Il existe essentiellement trois types de produit que l'on peut éhanger sur es
nouvelles plaes boursières.
Le premier est le ontrat forward (ou futures). C'est un ontrat qui permet à son
détenteur de reevoir dans le futur une ertaine quantité d'énergie xée à l'avane
durant toute une période omprise entre deux dates T1 et T2 (une semaine, un mois,
un trimestre, une année, ...). Le prix à l'instant t < T1 ≤ T2 d'un tel ontrat est noté
F (t, T1, T2). Le deuxième est le ontrat spot ou day-ahead. C'est un ontrat qui livre
pour le lendemain une quantité d'énergie onnue à l'avane. A la date t, le prix spot
est noté St = F (t, t+1, t+1). Le troisième onerne les produits dérivés sur les prix
de es deux premiers ontrats. Certaines de es options font intervenir plusieurs én-
ergies omme le spark spread (gaz et életriité). Dès lors, modéliser onjointement
les dynamiques des prix des ontrats devient une problèmatique intéressante. De
plus, les modèles de prix pour les énergies sont fondamentalement diérents de eux
des prix des ations sur les marhés naniers. Par exemple, l'évolution des prix des
ontrats spots gaz et életriité possèdent des propriétés statistiques partiulières:
saisonnalité, strutures de orrélations forte, stationnarité, pis de prix, queues de
distribution épaisses, ... Toutes es partiularités doivent être prises en ompte an
de bien valoriser les atifs physiques (Turbine à gaz, stokages, options swing, ...) et
les options sur les marhés du gaz et de l'életriité. Cei est l'une des motivations
qui nous a onduit à nous intéresser à la modélisation onjointe des prix spot du gaz
et de l'életriité.
De nombreux modèles ont été proposés dans la littérature. Généralement, ils
sont basés sur les proessus d'Ornstein an de modéliser la propriété de retour à la
moyenne des prix. Des modèles d'équilibre ont été proposés an de reproduire le
phénomène d'ore et de demande dans la formation des prix. Nous nous référons à [7℄
et [46℄ pour plus de détails onernant ette approhe. Son prinipal désavantage
réside dans la struture d'autoorrélation des prix du gaz et de l'életriité ainsi
que la struture de orrélation roisée qui ne sont pas reproduites orretement.
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An de bien représenter le phénomène de pis de prix, [37℄ propose une diusion
markovienne ave sauts. Cependant, appliqué aux prix des ontrats spot gaz et
életriité, e modèle ne pourrait pas représenter les strutures d'autoorrélations et
de orrélations roisées des deux énergies.
Une autre lasse de dynamiques réemment introduite est elle des modèles multi-
fateurs. De nombreux auteurs ont étudié e type de diusion. Nous pouvons
iter [10℄, [20℄, [66℄, [85℄ parmi bien d'autres. Le logarithme du prix (on parlera
alors de modèle géométrique) ou diretement le prix (on parlera alors de modèle
arithmétique) est représenté par une somme de proessus d'Ornstein. Certains de
es proessus sont à sauts purs tandis que d'autres sont des proessus ave des
variations plus régulières. Par exemple dans [66℄, un modèle à deux fateurs est
étudié. Le log des prix désaisonnalisés X(t) est modélisé par
X(t) = Y1(t) + Y2(t)
où
dYi(t) = −λiYi(t)dt+ dLi(t), i = 1, 2.
Y1 est un proessus d'Ornstein Uhlenbek (OU), i.e. L1 est un mouvement brownien
standard alors que Y2 est un proessus d'Ornstein à sauts disontinues, i.e. L2 est
un proessus à sauts purs. Dans e type de modèle, la diulté réside dans la
détetion et le ltrage des pis de prix an d'estimer les paramètres du proessus
à sauts. Plusieurs méthodes ont été proposées pour résoudre e problème. Nous
nous référons à [66℄ et [10℄ pour plus de détails au sujet du proessus de alibration
assoié à es modèles.
Dans e troisième hapitre, an de représenter l'ensemble des propriétés statis-
tiques observées par les prix des ontrats spot du gaz et de l'életriité, nous pro-
posons une nouvelle lasse de modèles multi-fateurs (géométrique et arithmétique)
basée sur des proessus d'Ornstein à volatilité loale paramétrique. La prinipale
motivation de e travail réside dans l'artile [15℄. Dans elui-i, les auteurs montrent
qu'il est possible à partir d'une fontion d'autoorrélation déroissante en exponen-
tielle et une loi marginale données de onstruire un proessus de diusion ave drift
linéaire et oeient de diusion paramétrique reproduisant la struture de orréla-
tion demandée et dont la loi stationnaire orrespond à la loi marginale. An de
reproduire des pis de prix nous utilisons e type de proessus. Cela nous permet
d'éviter d'introduire des proessus à sauts. Notre proessus de alibration est basé
sur des méthodes statistiques robustes et rapides e qui est un avantage onsidérable
omparé à la lasse des diusions à sauts. Notre modèle nous permet de reproduire
les strutures d'autoorrélation de haque énergie ainsi que la struture de orréla-
tion roisée entre les prix spot gaz et életriité. Nous avons hoisi de réaliser ette
étude dans le as du modèle géométrique an de garantir la positivité des prix.
Les prinipales propriétés statistiques des prix spot du gaz et de l'életriité sont:
• la première et sans doute la plus partagée par les autres matières premières est
la saisonnalité. Elle est généralement modélisée par un trend (fontion ane
du temps) et une somme de sinusoïdes. Le log des prix de haque énergie
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utuent autour des deux fontions
log g(t) = ag + bgt+
m∑
k=1
cgk cos
(
2πt
lk
)
+ dgk sin
(
2πt
lk
)
,
log e(t) = ae + bet+
m∑
k=1
cek cos
(
2πt
lk
)
+ dek sin
(
2πt
lk
)
,
où lk = ⌊252/k⌋, k = 1, ..., m, et ⌊x⌋ est la partie entière de x. Pour m = 2,
nous prenons en ompte une saisonnalité annuelle et semestrielle. Tous les
oeients sont alibrés par une méthode des moindre arrés ordinaires.
• l'életriité n'étant pas une énergie stokable ela entraîne la présene de pis
de prix. Le gaz peut être stoké mais pas à moindre oût, par onséquent e
dernier partage la propriété de pis de prix ave l'életriité omme nous le
montre les historiques de prix suivants. Cela a pour onséquene direte que
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Figure 1.1: Prix des ontrats spot életriité sur le marhé de Powernext (sur la
gauhe) et du gaz au NBP (sur la droite) pour la période du 14 Janvier 2003 jusqu'au
20 Août 2008.
les distributions marginales des prix sont à queues épaisses et disymétriques.
• Une fois la saisonnalité enlevée, nous avons remarqué que les séries des log-
prix désaisonnalisés sont stationnaires (phénomène de retour à la moyenne)
et liées entre elles en niveau. Il existe une dépendane long terme entre les
deux énergies. Ces deux propriétés sont observables au niveau des fontions
d'autoorrélation et de orrélation roisée. Elles peuvent être représentées par
une somme de fontions exponentielles déroissantes ave diérentes vitesses,
i.e. que nous hoisissons la modélisation suivante pour τ > 0
ρg(τ) = Corr (Y g(t+ τ), Y g(t)) = φg1e
−λg1τ + (1− φg1)e−λ
g
2τ ,
ρe(τ) = Corr (Y e(t+ τ), Y e(t)) = φe1e
−λe1τ + (1− φe1)e−λ
e
2τ ,
ρg,e(τ) = Corr (Y g(t+ τ), Y e(t)) = φg,ee−λ
g,eτ .
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Les vitesses de déroissane λg, λe sont les vitesses rapides de retour à la
moyenne, elles qui permettront après un pi de prix de revenir autour de
la moyenne alors que λg,e est la vitesse lente et orrespond à la vitesse de
retour à la moyenne du proessus à variations normales ou d'équilibre. Notons
que dans notre modélisation nous avons hoisi la même vitesse lente λg,e dans
les fontions d'autoorrélation du gaz et de l'életriité. Ces oeients sont
alibrés en utilisant la méthode des moindres arrés ordinaire.
An de reproduire es propriétés statistiques grâe à notre modèle, nous étudions
la onstrution d'un proessus de diusionX à valeurs dans l'intervalle (l, r) solution
d'une EDS dont la loi invariante f et la fontion d'autoorrélation sont onnues et
données.
Proposition 1.3.1. Soit b : x ∈ (l, r) 7→ −λ(x− µ). On suppose que la densité f a
pour moyenne µ et une variane nie. Alors il existe une unique fontion σ dénie
par
∀x ∈ (l, r), σ(x) =
√∫ x
l
2λ(µ− y)f(y)dy
f(x)
,
tel que l'EDS
dXt = b(Xt)dt+ σ(Xt)dBt, X0 ∈ (l, r), (Eb,σ)
a une unique solution X, qui est un proessus de diusion ergodique de distribution
stationnaire ν satisfaisant ν(dx) = f(x)dx, et de fontion d'autoorrélation
∀t, τ ≥ 0, Corr (Xt+τ , Xt) = e−λτ .
La fontion σ est alulable de manière expliite pour la majorité des distribu-
tions utilisées en pratique. Cependant, pour ertaines d'entre elles, auune formule
expliite existe. Dans e as, une approximation par point selle est envisageable.
Celle-i est basée sur la fontion génératrie des moments M(t) et son logarithme
κ(t) = log(M(t)). L'approximation par point selle d'ordre 1 de la densité f est
donnée par la densité fˆ
∀x ∈ (l, r), fˆ(x) = (2πκ′′(tˆx))−1/2 e−(tˆxx−κ(tˆx)),
où t = tˆx est la solution (unique) de l'équation κ
′(t) = x. En général, pour les
distributions où le oeient de diusion n'est pas expliite dans la proposition
1.3.1, tˆx est onnue et une formule simple existe.
Une omparaison entre fˆ et la mesure de vitesse de (Eb,σ), nous suggère la
relation t = −2b
σ2
. Cela nous amène alors à onsidérer la solution de l'EDS (Eb,σ)
dont le drift est b : x ∈ (l, r) 7→ −λ(x−µ) et le oeient de diusion est déni par
∀x ∈ (l, r), σ(x) =
√
−2b(x)
tˆ(x)
.
Celle-i possède une unique solutionX ergodique de distribution stationnaire f˜(x) =
c
σ2(x)
e−(xtˆ(x)−κ(tˆ(x))) où c est une onstante de normalisation. Nous étudions l'exemple
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de la loi NIG (Normal Inverse Gaussian) qui fait partie de la famille des distributions
hyperboliques généralisées. La densité de la loi NIG est dénie par
f(x) =
αδK1
(
α
√
δ2 + (x− l)2
)
π
√
δ2 + (x− l)2 × e
δ
√
α2−β2+β(x−l), x ∈ R,
où β ∈ R, α > |β|, δ > 0, l ∈ R et K1 est la fontion de Bessel modiée d'ordre
3 et d'indexe 1. Cette distribution permet de générer de grandes valeurs ave une
probabilité élevée. Nous nous baserons sur ette distribution an de générer des pis
de prix. La fontion tˆ est onnue expliitement et l'EDS ayant pour densité f˜ est
entièrement spéié par les deux fontions
∀x ∈ R, b(x) = −λ (x− µ) et σ2(x; θ) = 2λ
√
δ2 + (x− l)2 (x− µ)
α (x− l)− β√δ2 + (x− l)2 , (1.52)
où µ = l + δβ√
α2−β2
et θ := (α, β, δ, l) représente les quatre paramètres de la loi.
Le modèle que nous proposons est basé sur une somme de diusions dénies par
(Eb,σ) ave des hoix judiieux des fontions b et σ. An de bien reproduire les
fontions d'autoorrélation et de orrélation roisée des séries log-prix désaisonnal-
isés Y g (pour le gaz) et Y e (pour l'életriité), nous étudions la dynamique à deux
fateurs suivante
Y gt = X
g
t + Zt, et Y
e
t = X
e
t + Zt,
où (Zt)t≥0, (X
g
t )t≥0 et (X
e
t )t≥0 sont des proessus mutuellement indépendants dénies
omme suit:
• Le diusion Z est le proessus d'équilibre entre les deux énergies ave une
vitesse de retour à la moyenne lente λz = λ
g
2 = λ
e
2. Ce proessus représente les
variations normales et nous hoisissons pour elui-i un proessus d'Ornstein-
Uhlenbek
dZt = −λzZtdt+ σzdW zt ,
ave λz > 0 et σz > 0.
• Les diusionsXg et Xe représentent les proessus responsables des pis de prix
pour haque énergie. Nous les modélisons par des proessus de loi invariante
NIG et de vitesses de retour à la moyenne rapides λg = λ
g
1 > 0 and λe = λ
e
2 > 0,
i.e.
dXjt = −λj
(
Xjt − µj
)
dt + σj(X
j
t ; θj)dW
j
t , j = g, e,
où σj(.; θ) est dénie par (1.52).
Ensuite, nous proposons un proessus de alibration adapté à e modèle et basé
sur des outils statistiques rapides et robustes. Sans rentrer dans le détail, les grandes
étapes sont les suivantes:
• Etape 1: On désaisonnalise le log des prix par régression sur les fontions
log g et log e à l'aide de la méthode des moindre arrés ordirnaire.
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• Etape 2: Ensuite, on alibre les oeients apparaissant dans les fontions
d'autoorrélation et de orrélations roisées par la méthode des moindre arrés
enore une fois.
• Etape 3: Puis, pour nir, on estime les oeients θg et θe en utilisant la
méthode du maximum de vraisemblane tronquée d'ordre m ≥ 0. Celle-i
onsiste à approximer la vraisemblane de Y g et Y e dont on ne peut pas
obtenir une formule expliite par la vraisemblane tronquée d'ordre m ≥ 0,
i.e. elle qui onsiste à tenir ompte à haque date des m données passées.
Dans [5℄, il est montré qu'un tel estimateur est fortement onsistant et vérie
asymptotiquement un TCL. Dans notre méthode de alibration, nous étudions
les estimateurs de θg et θe d'ordre 0 et 1. L'estimateur d'ordre 0 est plus robuste
et fournit de meilleurs résultats sur les simulations eetuées.
Dans la dernière partie, nous proposons des simulations du modèle alibré, ainsi
qu'une omparaison de trois diérents modèles appliqués à la valorisation (alul
d'espérane sous la probabilité historique) et au ontrle du risque (alul de la
VaRα) d'un portefeuille modélisant de manière simple le omportement d'une tur-
bine à gaz. Cette omparaison a pour but de mettre en évidene l'importane de la
prise en ompte des phénomènes de pis de prix et de lien long terme entre les prix
spot du gaz et de l'életriité.
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Part I
Computation of VaR and CVaR
using stohasti approximations
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Chapter 2
Computation of VaR and CVaR
using stohasti approximations and
unonstrained importane sampling
This work appeared in Monte Carlo Methods and Appliations.
Joint paper with O. Bardou and G. Pagès.
Abstrat: Value-at-Risk (VaR) and Conditional-Value-at-Risk (CVaR) are two
risk measures whih are widely used in the pratie of risk management. This
paper deals with the problem of estimating both VaR and CVaR using stohasti
approximation (with dereasing steps): we propose a rst Robbins-Monro (RM)
proedure based on Rokafellar-Uryasev's identity for the CVaR. Convergene rate
of this algorithm to its target satises a Gaussian Central Limit Theorem. As a
seond step, in order to speed up the initial proedure, we propose a reursive and
adaptive importane sampling (IS) proedure whih indues a signiant variane
redution of both VaR and CVaR proedures. This idea, whih has been investigated
by many authors, follows a new approah introdued in [62℄. Finally, to speed up the
initialization phase of the IS algorithm, we replae the original ondene level of
the VaR by a slowly moving risk level. We prove that the weak onvergene rate of
the resulting proedure is ruled by a Central Limit Theorem with minimal variane
and its eieny is illustrated on several typial energy portfolios.
Keywords: VaR, CVaR, Stohasti Approximation, Robbins-Monro algorithm, Im-
portane Sampling, Girsanov Transform.
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2.1 Introdution
Following nanial institutions, energy ompanies are developing a risk manage-
ment framework to fae the new prie and volatility risks assoiated to the growth
of energy markets. Value-at-Risk (VaR) and Conditional Value-at-Risk (CVaR) are
ertainly the best known and the most ommon risk measures used in this ontext,
espeially for the evaluation of extreme losses potentially faed by traders. Nat-
urally related to rare events, the estimation of these risk measures is a numerial
hallenge. The Monte Carlo method, whih is often the only available numerial
devie in suh a general framework, must always be assoiated to eient redution
varianes tehniques to enompass its slow onvergene rate. In some spei ases,
Gaussian approximations an lead to semi-losed form estimators. But, if these ap-
proximations an be of some interest when onsidering the yield of a portfolio, they
turn out to be useless when estimating e.g. the VaR on the EBITDA (Earnings
Before Interest, Taxes, Depreiation, and Amortization) of a huge portfolio as it is
often the ase in the energy setor.
In this artile, we introdue an alternative estimation method to estmate both
VaR and CVaR, relying on the use of reursive stohasti algorithms. By denition,
the VaR at level α ∈ (0, 1) (VaRα) of a given portfolio is the lowest amount not
exeeded by the loss with probability α (usually α ≥ 95%). The Conditional Value-
at-Risk at level α (CVaRα) is the onditional expetation of the portfolio losses
beyond the VaRα level. Compared to VaR, CVaR is known to have better properties.
It is a oherent risk measure in the sense of Artzner, Delbaen, Eber and Heath,
see [3℄.
The most ommonly used method to ompute VaR is the inversion of the simu-
lated empirial loss distribution funtion using Monte Carlo or historial simulation
tools. The historial simulation method usually assumes that the asset returns in
the future are independent and identially distributed, having the same distribu-
tion as they had in the past. Over a time interval [t, T ], the loss is dened by
L := V (St, t)− V (St + ∆S, T ), where St denotes the market prie vetor observed
at time t, ∆S = ST − St the variation of S over the time interval [t, T ] -whih an
be alulated using historial data- and V (St, t) the portfolio value at time t. The
distribution of this loss L an be omputed with the orresponding VaR at a given
probability level by the inversion of the empirial funtion method. However, when
the market prie dynamis follow a general diusion proess solution of a stohas-
ti dierential equation (SDE), the assumption of asset returns independene is no
longer available.
To irumvent this problem, Monte Carlo simulation tools are generally used.
Another widely used method relies on a linear (Normal approximation) or quadrati
expansion (Delta-Gamma approximation) and assume a joint normal (or log-normal)
distribution for ∆S. The Normal approximation method gives L a normal distribu-
tion, thus the omputation of the VaRα is straightforward. However, when there is a
non-linear dependene between the portfolio value and the pries of the underlying
assets (think of a portfolio with options) suh approximation is no longer aeptable.
The Delta-Gamma approximation tries to apture some non linearity by adding a
quadrati term in the loss expansion. Then, it is possible to nd the distribution
of the resulting approximation in order to obtain an approximation of the VaR. For
more details about these methods, we refer to [17℄, [21℄, [39℄, [40℄ and [80℄. Suh
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approximations are no longer aeptable when onsidering portfolios with long ma-
turity (T − t = 1 year up to 10 years) or when the loss is a funtional of a general
path-dependent SDE.
In the ontext of hedging or optimizing a portfolio of nanial instruments to
redue the CVaR, it is shown in [77℄ that it is possible to ompute both VaR and
CVaR (atually alulate VaR and optimize CVaR) by solving a onvex optimization
problem with a linear programming approah. It onsists in generating loss senarios
and then in introduing onstraints in the linear programming problem. Although
they address a dierent problem, this method an be used to ompute both VaR
and CVaR. The advantage of suh a method is that it is possible to estimate both
VaR and CVaR simultaneously without assuming that the market pries have a
speied distribution (e.g. normal, log-normal, ...). The main drawbak is that the
dimension (number of onstraints) of the linear programming problem to be solved
is equal to the number of simulated senarios. In our approah, we are no limited
by the number of generated sample paths used in the proedure.
The idea to ompute both VaR and CVaR with one proedure omes from the
fat that they are strongly linked as they appear as the solutions and the value
of the same onvex optimisation problem (see Proposition 2.1) as pointed out [77℄.
Moreover both the objetive funtion of the minimization problem and its gradi-
ent read as an expetation. This leads us to dene onsistent and asymptotially
normal estimators of both quantities as the limit of a global Robbins-Monro (RM)
proedure. Consequently, we are no longer onstrained by the number of samples
paths used in the estimation.
A signiant advantage of this reursive approah, espeially in regard to the
inversion of the empirial funtion method is that we only estimate the quantities of
interest and not the whole inverse of the distribution funtion. Furthermore, we do
not need to make approximations of the loss or of the onvex optimization problem
to be solved. Moreover, the implementation of the algorithm is straightforward.
However to make it really eient we need to modify it owing to the fat that VaR
and CVaR omputation is losely related to the simulation of rare events. That is
why as a neessary improvement, we introdue a (reursive and adaptive) variane
redution method based on an importane sampling (IS) paradigm.
Let us be a bit more spei. Basially in this kind of problem we are interested
in events that are observed with a very low probability (usually less that 5%, 1% or
even 0.1%) so that we obtain few signiant repliations to update our estimates.
Atually, interesting losses are those that exeed the VaR, i.e. the ones that are in
the tail of the loss distribution. Thus in order to ompute more aurate estimates
of both quantities of interest, it is neessary to generate more samples in the tail of
L, the area of interest. A general tool used in this situation is IS.
The basi priniple of IS is to modify the distribution of L by an equivalent
hange of measure to obtain more interesting samples that will lead to better
estimates of the VaR and CVaR. The main issue of IS is to nd a right hange
of measure (among a parameterized family) that will indue a signiant variane
redution. In [39℄ and [38℄, a hange of measure based on a large deviation upper
bound is proposed to estimate the loss probability P(L > x) for several values of x.
Then, it is possible to estimate the VaR by interpolating between the estimated loss
probabilities.
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Although this approah provides an asymptotially optimal IS distribution, it
is strongly based on the fat that the Delta-Gamma approximation holds exatly
and relies on the assumption that, onditionally to the past data, market moves are
normally distributed. Moreover, as shown in [41℄, importane sampling estimators
based on a large deviations hange of measure an have variane that inreases with
the rarity of the event, and even innite variane. In [25℄, the VaRα is estimated
by using a quantile estimator based on the inversion of the empirial weighted fun-
tion and ombined with Robbins-Monro (RM) algorithm with repeated projetion
devised to produe the optimal measure hange for IS purpose. This kind of IS
algorithm is known to onverge toward the optimal importane sampling parameter
only after a (long) stabilization phase and provided that the ompat sets have been
appropriately speied. By ontrast, our parameters are optimized by an adaptive
unonstrained (i.e. without projetions) RM algorithm naturally ombined with our
VaR-CVaR proedure.
One major issue that arises when ombining the VaR-CVaR algorithm with the
reursive IS proedure is to ensure that the IS parameters do move appropriately
toward the ritial risk area. They may remain stuk at the very beginning of the IS
proedure. To irumvent this problem, we make the ondene level slowly inrease
from a low level (say 50%) to α by introduing a deterministi sequene (αn)n≥0 of
ondene level that onverges toward α. This kind of inremental threshold inrease
has been proposed previously [55℄ in a dierent framework (use of ross entropy in
rare event simulation). It speeds up the initialization phase of the IS algorithm
and onsequently improves the variane redution. Thus, we an truly experiment
asymptoti onvergene results in pratie.
The paper is organized as follows. In the next setion, we present some theoretial
results about VaR and CVaR. We introdue the VaR-CVaR stohasti algorithm
in its rst and naive version and study its onvergene rate. We also introdue
some bakground about IS using stohasti approximation algorithm. Setion 3 is
devoted to the design of an optimal proedure using an adaptive variane redution
proedure. We present how it modies the asymptoti variane of our rst CLT.
In Setion 4 we provide some extensions to the exponential hange of measure and
to deal with the ase of innite dimensional setting. Setion 5 is dediated to
numerial examples. We propose several portfolios of options on several assets in
order to hallenge the algorithm and display variane redution fators obtained
using the IS proedure. To prevent the freezing of the algorithm during the rst
iterations of the IS proedure, we also onsider a deterministi moving risk level αn
whih replae α to speed up the initialization phase and improve the redution of
variane. We prove theoretially that modifying in this way the algorithm doesn't
hange the previous CLT and fasten the onvergene.
Notations: • |.| will denote the anonial Eulidean norm on Rd and 〈., .〉 will
denote the anonial inner produt.
• L−→ will denote the onvergene in distribution and a.s.−→ will denote the almost
sure onvergene.
• x+ := max(0, x) will denote the positive part funtion.
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2.2 VaR, CVaR using stohasti approximation and
some bakground on reursive IS
It is rather natural to onsider that the loss of the portfolio over the onsidered time
horizon an be written as a funtion of a strutural nite dimensional random vetor,
i.e. L = ϕ(X), where X is a Rd-valued random vetor dened on the probability
spae (Ω, A,P) and ϕ : Rd → R is a Borel funtion. ϕ is the funtion representing
the omposition of the portfolio whih remains xed and X is a strutural random
vetor used to model the market pries over the time interval; therefore we do not
need to speify the dynamis of the market pries and only rely on the fat that it
is possible to sample from the distribution of X . For instane, in a Blak-Sholes
framework, X is a Gaussian vetor and ϕ an be a portfolio of vanilla options. In
more sophistiated models or portfolio, X an be a vetor of Brownian inrements
related to the Euler sheme of a diusion. The VaR at level α ∈ (0, 1) is the lowest
α-quantile of the distribution ϕ(X) i.e.:
VaRα(ϕ(X)) := inf {ξ | P (ϕ(X) ≤ ξ) ≥ α} .
Sine limξ→+∞ P (ϕ(X) ≤ ξ) = 1, we have {ξ | P (ϕ(X) ≤ ξ) ≥ α} 6= ∅. Moreover,
we have limξ→−∞ P (ϕ(X) ≤ ξ) = 0, whih implies that {ξ | P (ϕ(X) ≤ ξ) ≥ α} is
bounded from below so that the VaR always exists. We assume that the distribution
funtion of ϕ(X) is ontinuous (i.e. without atoms) so that the VaR is the lowest
solution of the equation:
P (ϕ(X) ≤ ξ) = α.
Three values of α are ommonly onsidered: 0.95, 0.99, 0.995 so that it is usually
lose to 1 and the tail of interest has probability 1− α. If the distribution funtion
is (stritly) inreasing, the solution of the above equation is unique, otherwise, there
may be more than one solution. In fat, in what follows, we will onsider that any
solution of the previous equation is the VaR. Another risk measure generally used
to provide information about the tail of the distribution of ϕ(X) is the Conditional
Value-at-Risk (CVaR) (at level α). As soon as ϕ(X) ∈ L1(P), it is dened by:
CVaRα(ϕ(X)) := E [ϕ(X)|ϕ(X) ≥ VaRα(ϕ(X))] .
The CVaR of ϕ(X) is simply the onditional expetation of ϕ(X) given that it
lies inside the ritial risk area. To apture more information on the onditional
distribution of ϕ(X), it seems natural to onsider more general risk measures like for
example the onditional variane. In a more general framework we an be interested
in estimating the Ψ-Conditional Value at Risk (Ψ-CVaR) (at level α) where Ψ : R→
R is a ontinuous funtion. As soon as Ψ(ϕ(X)) ∈ L1(P), it is dened by:
Ψ-CVaRα(ϕ(X)) := E [Ψ(ϕ(X))|ϕ(X) ≥ VaRα(ϕ(X))] . (2.1)
When Ψ ≡ Id and ϕ(X) ∈ L1(P), (2.1) is the regular CVaR of ϕ(X). When
Ψ ≡ x 7→ x2, equation (2.1) is but the onditional quadrati norm of ϕ(X).
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2.2.1 Representation of VaR and Ψ-CVaR as expetations
The idea to devise a stohasti approximation proedure to ompute VaR and CVaR,
and more generally the Ψ-CVaR, omes from the fat that these two quantities are
solutions of a onvex optimization problem whose value funtion an be represented
as an expetation as pointed out by Rokafellar and Uryasev in [77℄.
Proposition 2.2.1. Let V and VΨ be the funtions dened by:
V (ξ) = E [v(ξ,X)] and VΨ(ξ) = E [w(ξ,X)] (2.2)
where
v(ξ, x) := ξ +
1
1− α(ϕ(X)− ξ)+ and w(ξ, x) := ξ +
1
1− α(Ψ(ϕ(x))− ξ)1{ϕ(x)≥ξ}.
(2.3)
Suppose that the distribution funtion of ϕ(X) is ontinuous and that ϕ(X) ∈ L1(P).
Then, the funtion V is onvex, dierentiable and the VaRα(ϕ(X)) is any point of
the set:
argminV = {ξ ∈ R | V ′(ξ) = 0} = {ξ | P(ϕ(X) ≤ ξ) = α},
where V ′ is the derivative of V dened for every ξ ∈ R by
V ′(ξ) = E
[
∂v
∂ξ
(ξ,X)
]
. (2.4)
Furthermore,
CVaRα(ϕ(X)) = min
ξ∈R
V (ξ)
and, if Ψ (ϕ(X)) ∈ L1(P), for every ξ∗ ∈ argminV (i.e., ξ∗ is a VaRα(ϕ(X)))
Ψ-CVaRα(ϕ(X)) = VΨ(ξ
∗).
Proof. Sine the funtions ξ 7→ (ϕ(x)− ξ)+, x ∈ Rd, are onvex, the funtion V is
onvex. P(dw)-a.s., ∂v
∂ξ
(ξ,X(w)) exists at every ξ ∈ R and
P(dw)-a.s.,
∣∣∣∣∂v∂ξ (ξ,X(w))
∣∣∣∣ ≤ 1 ∨ α1− α.
Thanks to Lebesgue Dominated Convergene Theorem, one an interhange dif-
ferentiation and expetation, so that V is dierentiable with derivative V ′(ξ) =
1− 1
1−αP(ϕ(X) > ξ) and reahes its absolute minimum at any ξ
∗
satisfying P(ϕ(X) >
ξ∗) = 1− α i.e. P(ϕ(X) ≤ ξ∗) = α.
Moreover, it is lear that:
V (ξ∗) = ξ∗ +
E[(ϕ(X)− ξ∗)+]
P(ϕ(X) > ξ∗)
=
ξ∗E[1ϕ(X)>ξ∗ ] + E[(ϕ(X)− ξ∗)+]
P(ϕ(X) > ξ∗)
= E [ϕ(X)|ϕ(X) > ξ∗]
and, in the same way, VΨ(ξ
∗) = Ψ-CVaRα(ϕ(X)). This ompletes the proof.
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Remark: Atually, one ould onsider a more general framework by inluding any
risk measure dened by an integral representation with respet to X :
E[Λ(ξ∗, X)]
where Λ is a (omputable) Borel funtion.
2.2.2 Stohasti gradient and its adaptive ompanion proe-
dure: a rst naive approah
The above representation (2.4) naturally yields a stohasti gradient proedure de-
rived from the onvex Lyapunov funtion V whih will (hopefully) onverge toward
ξ∗ := VaRα(ϕ(X)). Then, a reursive ompanion proedure based on (2.2) an be
easily devised having C∗ := Ψ-CVaRα(ϕ(X)) as target. There is no reason to believe
that this rst version an do better than the empirial quantile estimate. But, it
is a neessary phase in order to understand how our reursive IS algorithm (to be
devised further on) an be ombined with this rst proedure.
First we set
H1(ξ, x) :=
∂v
∂ξ
(ξ, x) = 1− 1
1− α1{ϕ(x)≥ξ}, (2.5)
so that,
V ′(ξ) = E [H1 (ξ,X)] .
Sine we are looking for ξ for whih E [H1(ξ,X)] = 0, we implement a stohas-
ti gradient desent derived from the Lyapunov funtion V to approximate ξ∗ :=
V aRα(ϕ(X)), i.e., we use the RM algorithm:
ξn = ξn−1 − γnH1(ξn−1, Xn), n ≥ 1, ξ0 ∈ L1(P), (2.6)
where (Xn)n≥1 is an i.i.d. sequene of random variables with the same distribution
as X , independent of ξ0, with E[|ξ0|] < +∞ and (γn)n≥1 is a deterministi step
sequene (dereasing to 0) satisfying:∑
n≥1
γn = +∞ and
∑
n≥1
γ2n < +∞. (A1)
In order to derive the a.s. onvergene of (2.6) we introdue the following additional
assumption on the distributions of ϕ(X) and Ψ(ϕ(X)). Let a > 0,
ϕ(X) has a ontinuous distribution funtion and Ψ(ϕ(X)) ∈ L2a(P). (A2)a
Atually, Equation (2.6) an be seen either as a regular RM proedure with mean
funtion V ′ sine it is inreasing (see e.g. [23℄ p.50 and p.66) or as a reursive gradient
desent proedure derived from the Lyapunov funtion V . Both settings yield the
a.s. onvergene toward its target ξ∗. To establish the a.s. onvergene of (ξn)n≥1
under assumptions (A1) and (A2)1 (and of our dierent RM algorithms), we will
rely on the following theorem. For a proof of this slight extension of Robbins-Monro
Theorem we refer to the appendix.
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Theorem 2.2.2. (Robbins-Monro Theorem (variant)). Let H : Rq × Rd → Rd be
a Borel funtion and X be an Rd-valued random vetor suh that E[|H(z,X)|] <∞
for every z ∈ Rd. Then set
∀z ∈ Rd, h(z) = E[H(z,X)].
Suppose that the funtion h is ontinuous and that T ∗ := {h = 0} satises
∀z ∈ Rd \T ∗, ∀z∗ ∈ T ∗, 〈z − z∗, h(z)〉 > 0. (2.7)
Let (γn)n≥1 be a deterministi step sequene satisfying ondition (A1). Suppose that
∀z ∈ Rd, E[|H(z,X)|2] ≤ C(1 + |z|2) (2.8)
(whih implies that |h(z)| ≤ C ′(1 + |z|)).
Let (Xn)n≥1 be an i.i.d. sequene of random vetors having the distribution of X,
let z0 be a random vetor independent of (Xn)n≥1 satisfying E[|z0|] <∞, all dened
on the same probability spae (Ω, A,P). Let Fn := σ(z0, X1, ..., Xn) and let (rn)n≥1
be an Fn-measurable remainder sequene satisfying∑
n
γn|rn|2 <∞. (2.9)
Then, the reursive proedure dened for n ≥ 1 by
Zn = Zn−1 − γnH(Zn−1, Xn) + γnrn,
satises:
∃ z∞, suh that Zn a.s.−→ z∞ and z∞ ∈ T ∗ a.s.
The onvergene also holds in Lp(P), p ∈ (0, 2), where Lp(P) denotes the set of all
random vetors dened on (Ω, A,P) suh that E[|X|p] 1p <∞.
Remark: It is in fat a slight variant (see the appendix for a proof) of the regular
RM Theorem sine Zn onverges to a random vetor having its value in the set
{h = 0} even if {h = 0} is not redued to a singleton or a nite set. The remainder
sequene in the above theorem plays a ruial role when we will (slightly) modify
the rst IS proedure to improve its eieny.
The seond step onerns proedure for the numerial omputation of theΨ-CVaRα.
A naive idea is to ompute the funtion VΨ at the point ξ
∗
:
Ψ-CVaRα = VΨ(ξ
∗) = E[w(ξ∗, X)]
using a regular Monte Carlo simulation,
1
n
n−1∑
k=0
w(ξ∗, Xk+1). (2.10)
However, we rst need to get from (2.6) a good approximate of ξ∗ and subsequently
to use another sample of the distribution X . A natural idea is to devise an adaptive
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ompanion proedure of the above quantile searh algorithm by replaing ξ∗ in (2.10)
by its approximation at step k, namely
Cn =
1
n
n−1∑
k=0
w(ξk, Xk+1), n ≥ 1, C0 = 0. (2.11)
Hene, (Cn)n≥0 is the sequene of empirial means of the non i.i.d. sequene
(w(ξk, Xk+1))k≥1, whih an be written reursively:
Cn = Cn−1 − 1
n
H2 (ξn−1, Cn−1, Xn) , n ≥ 1, (2.12)
where H2 (ξ, c, x) := c− w(ξ, x).
At this stage, we are faing two proedures (ξn, Cn) with dierent steps. This may
appear not very onsistent or at least natural. A seond modiation to the original
Monte Carlo proedure (2.12) onsists in onsidering a general step βn satisfying
ondition (A1) instead of
1
n
(with in mind the possibility to set βn = γn eventually).
This leads to:
Cn = Cn−1 − βnH2 (ξn−1, Cn−1, Xn) , n ≥ 1. (2.13)
In order to prove the a.s. onvergene of (Cn)n≥1 toward C∗, we set for onveniene
β0 := supn≥1 βn + 1. Then, one denes reursively a sequene (∆n)n≥1 by
∆n+1 = ∆n
βn+1
βn
β0
β0 − βn+1 , n ≥ 0, ∆0 = 1.
Elementary omputations show by indution that
βn = β0
∆n
Sn
, n ≥ 0, with Sn =
n∑
k=0
∆k. (2.14)
Furthermore, it follows from (2.14) that for every n ≥ 1
log(Sn)− log(Sn−1) = − log
(
1− ∆n
Sn
)
≥ ∆n
Sn
=
βn
β0
.
Consequently,
log(Sn) ≥ 1
β0
n∑
k=1
βk
whih implies that limn Sn = +∞.
Now using (2.13) and (2.14), one gets for every n ≥ 1
SnCn = Sn−1Cn−1 +∆n (∆Nn+1 + VΨ(ξn))
where, ∆Nn := w(ξn−1, Xn) − VΨ(ξn−1), n ≥ 1, dene a martingale inrements se-
quene with respet to the natural ltration of the algorithmFn := σ(ξ0, X1, · · · , Xn), n ≥
0. Consequently,
Cn =
1
Sn
(
n−1∑
k=0
∆k+1∆Nk+1 +
n−1∑
k=0
∆k+1VΨ(ξk)
)
.
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The seond term in the right hand side of the above equality onverges to VΨ(ξ
∗) =
Ψ-CVaRα(ϕ(X)) owing to the ontinuity of VΨ at ξ
∗
and Cesaro's Lemma.
The onvergene to 0 of the rst term will follow from the a.s. onvergene of the
series
Nβn :=
n∑
k=1
βk∆Nk, n ≥ 1
by the Kroneker Lemma sine βn = β0
∆n
Sn
. The sequene (Nβn )n≥1 is an Fn-
martingale sine the ∆Nk's are martingale inrements and
E
[
(∆Nn)
2|Fn−1
] ≤ 1
(1− α)2E
[
(Ψ (ϕ (X))− ξ)2]|ξ=ξn−1 .
The ontinuity of ξ 7→ E [(Ψ (ϕ (X))− ξ)2] at ξ∗, and the a.s. onvergene of ξk
toward ξ∗ imply that
sup
n≥1
E[(∆Nn)
2|Fn−1] <∞ a.s.
Consequently, assumption (A1) implies
〈Nβ〉∞ =
∑
n≥1
β2nE[(∆Nn)
2|Fn−1] <∞
whih in term yields the a.s. onvergene of (Nβn )n≥1, so that Cn
a.s.−→ Ψ-CVaRα (ϕ(X)) .
The resulting algorithm reads as for n ≥ 1:{
ξn = ξn−1 − γnH1 (ξn−1, Xn) , ξ0 ∈ L1(P),
Cn = Cn−1 − βnH2 (ξn−1, Cn−1, Xn) , C0 = 0,
(2.15)
and onverges under (A1) and (A2)1.
The question of the joint weak onvergene rate of (ξn, Cn) is not trivial owing
to the oupling of the two proedures. The ase of two dierent step sales refers
to the general framework of two-time-sale stohasti approximation algorithms.
Several results have been established by Borkar in [16℄, Konda and Tsitsiklis in [54℄
but the more relevant in our ase are those of Mokkadem and Pelletier in [68℄.
The weak onvergene rate of (ξn)n≥1 is ruled by the CLT for regular (single-time
sale) stohasti approximation algorithms (we refer to Kushner and Clark in [57℄,
Métivier and Priouret in [13℄, Duo in [23℄ among others). In order to ahieve the
best asymptoti rate of onvergene, one ought to set γn =
γ0
n
where the hoie of
γ0 depends on the value of the density fϕ(X) of ϕ(X) at ξ
∗
, whih is unknown. To
irumvent the diulties indued by the speiation of γ0, whih are lassial in
this eld, we are led to modify again our algorithm by introduing the averaging
priniple independently introdued by Ruppert [81℄ and Polyak [45℄ and then widely
investigated by several authors. It works both with two-time or single-time sale
steps and leads to asymptotially eient proedures, i.e., satisfying a CLT at the
optimal rate
√
n and minimal variane (see also [68℄). See also a variant based
on a gliding window developed in [61℄. Our numerial examples indiate that the
averaged one-time-sale proedure provides less variane during the rst iterations
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than the averaged proedure of the two-time-sale algorithm. Finally, we set γn ≡ βn
in (2.15) so that, the VaR-CVaR algorithm an be written in a more syntheti way
by setting Zn = (ξn, Cn) and for n ≥ 1:
Zn = Zn−1 − γnH(Zn−1, Xn), Z0 = (ξ0, C0) , ξ0 ∈ L1(P), (2.16)
where H(z, x) := (H1(ξ, x), H2(ξ, C, x)). Throughout the rest of this setion, we
assume that the distribution ϕ(X) has a positive probability density fϕ(X) on its
support. As a onsequene the VaRα(ϕ(X)) is unique so that the proedure algo-
rithm Zn onverges a.s. to its single target (VaRα(ϕ(X)),Ψ-CVaRα(ϕ(X))). Thus,
the Cesaro mean of the proedure
Z¯n :=
Z0 + · · ·+ Zn−1
n
, n ≥ 1,
where Zn is dened by (2.16), onverges a.s. to the same target. The Ruppert and
Polyak's Averaging Priniple says that an appropriate hoie of the step yields for
free the smallest possible asymptoti variane. We reall below this result (following
a version established in [23℄, see [23℄ (p.169) for a proof).
Theorem 2.2.3. (Ruppert and Polyak's Averaging Priniple) Suppose that the Rd-
sequene (Zn)n≥0 is dened reursively by
Zn = Zn−1 − γn (h(Zn−1) + ǫn + rn)
where h is a Borel funtion. Suppose that h is C1 in the neighborhood of z∗ and that
M = Dh(z∗) is a uniformly repulsive matrix (all its eigenvalues have positive real
parts), and (ǫn)n≥1 is a random sequene satisfying
∃ C > 0, suh that a.s.

(i) E[ǫn+1|Fn]1{||Zn−z∗||≤C} = 0,
(ii) ∃b > 2, supn E[||ǫn+1||b|Fn] 1{||Zn−z∗||≤C} < +∞,
(iii) E
[
(γn−1)−1 |rn|2 1{||Zn−z∗||≤C}
]→ 0,
(iv) ∃ Γ ∈ S+(d,R) suh that E [ǫn+1ǫTn+1|Fn] a.s.−→ Γ.
(2.17)
Set γn =
γ1
na
with
1
2
< a < 1, and
Z¯n+1 :=
Z0 + ...+ Zn
n+ 1
= Z¯n − 1
n+ 1
(Z¯n − Zn), n ≥ 0.
Then, on the set of onvergene {Zn → z∗}:
√
n
(
Z¯n − z∗
) L→ N (0,M−1Γ(M−1)T ) as n→ +∞,
where (M−1)T denotes the transpose of the matrix M−1.
To apply this theorem to our framework we are led to ompute the Cesaro means
of both omponents, namely for n ≥ 1{
ξn :=
1
n
∑n
k=1 ξk = ξn−1 − 1n(ξn−1 − ξn),
Cn :=
1
n
∑n
k=1Ck = Cn−1 − 1n(Cn−1 − Cn),
(2.18)
where (ξk, Ck), k ≥ 0 is dened by (2.16). In the following theorem, we provide the
onvergene rate of the ouple Z¯n :=
(
ξn, Cn
)
.
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Theorem 2.2.4. (Convergene rate of the VaR-CVaR proedure). Suppose (A2)a
holds for some a > 1, that the density funtion fϕ(X) of ϕ(X) is ontinuous and
stritly positive at ξ∗. If the step sequene is γn =
γ1
na
with
1
2
< a < 1 and γ1 > 0
then
√
n
(
Z¯n − z∗
) L−→ N (0,Σ) as n→ +∞
where the asymptoti ovariane matrix Σ is given by α(1−α)f2ϕ(X)(ξ∗) α(1−α)fϕ(X)(ξ∗)E [(Ψ(ϕ(X))− ξ∗)1{ϕ(X)≥ξ∗}]
α
(1−α)fϕ(X)(ξ∗)E
[
(Ψ(ϕ(X))− ξ∗) 1{ϕ(X)≥ξ∗}
]
1
(1−α)2Var
(
(Ψ(ϕ(X))− ξ∗) 1{ϕ(X)≥ξ∗}
)
 .
(2.19)
Proof. First, the proedure (2.16) an be written as for n ≥ 1
Zn = Zn−1 − γn (h(Zn−1) + ǫn) , Z0 = (ξ0, C0) , ξ0 ∈ L1(P), (2.20)
where h(z) := E[H(z,X)] =
(
1− 1
1−αP (ϕ(X) ≥ ξ) , C − E[w(ξ,X)]
)
and ǫn :=
(∆Mn,∆Nn), n ≥ 1, denotes the Fn-adapted martingale inrement sequene with
∆Mn :=
1
1− α
(
P (ϕ(X) ≥ ξ)|ξ=ξn−1 − 1{ϕ(Xn)≥ξn−1}
)
.
Owing to Assumption (A2)a, the dierentiability of Ψ at ξ
∗
and Lebesgue's dif-
ferentiation Theorem, one an interhange expetation and derivation, so that the
funtion h is dierentiable at z∗ = (ξ∗, C∗) and
h′(z∗) = M :=

1
1−αfϕ(X)(ξ
∗) 0
E
[(
∂
∂ξ
w(ξ,X)
)
|ξ=ξ∗
]
1
 . (2.21)
Now, owing to Lebesgue Dominated Convergene Theorem, E
[(
∂
∂ξ
w(ξ,X)
)
|ξ=ξ∗
]
=
(
1− 1
1−αP(ϕ(X) ≥ ξ∗)
)
= 0, so that, M =
(
1
1−αfϕ(X)(ξ
∗) 0
0 1
)
is diagonal and M
is uniformly repulsive.
To apply Theorem 2.3, we need to hek assumptions (i)-(iv) of (2.17).
Let A > 0. First note that
E
[
∆M2an+1|Fn
]
1{|Zn−z∗|≤A} ≤
(
1
1− α
)2a
22a < +∞.
Thanks to Assumption (A2)a, there exists Cα,Ψ > 0 suh that
E
[
∆N2an+1|Fn
]
1{||Zn−z∗||≤A} ≤ Cα,Ψ
(
1 + E
[
Ψ(ϕ(X))2a
])
< +∞.
Consequently, (ii) of (2.17) holds true with b = 2a > 2 sine
sup
n≥0
E
[|ǫn+1|2a|Fn]1{|Zn−z∗|≤A} < +∞.
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It remains to hek (iv) for some positive denite symmetri matrix Γ. The domi-
nated onvergene theorem implies that
E
[(
ǫn+1ǫ
T
n+1
)
1,1
|Fn
]
=
(
1
1− α
)2 (
E
[
1{ϕ(X)≥ξ}
]
|ξ=ξn − E
[
1{ϕ(X)≥ξ}
]2
|ξ=ξn
)
a.s.−→ α
1− α,
E
[(
ǫn+1ǫ
T
n+1
)
1,2
|Fn
]
= E
[(
ǫn+1ǫ
T
n+1
)
2,1
|Fn
]
=
(
1
1− α
)2
E
[
(Ψ(ϕ(X))− ξ) 1{ϕ(X)≥ξ}
]
|ξ=ξn
×
(
1− E [ 1{ϕ(X)≥ξ}]|ξ=ξn)
a.s.−→ α
(1− α)2E
[
(Ψ(ϕ(X))− ξ∗) 1{ϕ(X)≥ξ∗}
]
,
E
[(
ǫn+1ǫ
T
n+1
)
2,2
|Fn
]
= E
[
(∆Nn+1)
2 |Fn
]
=
1
(1− α)2
(
E
[
(Ψ(ϕ(Xn+1))− ξ) 1{ϕ(Xn+1)≥ξ}|Fn
]
|ξ=ξn
−E [(Ψ(ϕ(X))− ξ) 1{ϕ(X)≥ξ}]2|ξ=ξn)
a.s.−→ 1
(1− α)2
(
E
[
(Ψ(ϕ(X))− ξ∗)2 1{ϕ(X)≥ξ∗}
]
−E [(Ψ(ϕ(X))− ξ∗) 1{ϕ(X)≥ξ∗}]2)
=
1
(1− α)2Var
(
(Ψ(ϕ(X))− ξ∗) 1{ϕ(X)≥ξ∗}
)
.
Using the ontinuity of both funtions ξ 7→ E [(Ψ(ϕ(X))− ξ) 1{ϕ(X)≥ξ}] and
ξ 7→ E [(Ψ(ϕ(X))− ξ)2 1{ϕ(X)≥ξ}] at ξ∗, whih follows from the ontinuity of Ψ
and of the distribution funtion of ϕ(X), nally yields the a.s. onvergene of
E
[
ǫn+1ǫ
T
n+1|Fn
]
toward
Γ =
(
α
1−α
α
(1−α)2E
[
(Ψ(ϕ(X))− ξ∗) 1{ϕ(X)≥ξ∗}
]
α
(1−α)2E
[
(Ψ(ϕ(X))− ξ∗) 1{ϕ(X)≥ξ∗}
]
1
(1−α)2Var
(
(Ψ(ϕ(X))− ξ∗) 1{ϕ(X)≥ξ∗}
)) .
If γn =
γ1
na
with γ1 > 0 and
1
2
< a < 1, Ruppert-Polyak's Theorem implies that
√
n
(
Z¯n − z∗
) L−→ N (0,Σ)
where Σ = M−1Γ (M−1)T is given by (2.19). This ompletes the proof.
Remarks: • It is possible to replae w(ξ, x) in (2.13) and (2.15) by w˜(ξ, x) =
1
1−αΨ(ϕ(x))1{ϕ(x)≥ξ} sine C
∗ = E [w˜ (ξ∗, X)]. Thus, we only have to hange also
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the martingale inrement sequene (∆Nn)n≥1 by
(
∆N˜n
)
n≥1
dened by
∆N˜n :=
1
1− α
(
E
[
Ψ(ϕ(X))1{ϕ(X)≥ξ}
]
|ξ=ξn−1 −Ψ(ϕ(Xn))1{ϕ(Xn)≥ξn−1}
)
.
This provides another proedure C˜n for the omputation of the Ψ-CVaRα whih
satises a Gaussian CLT with the same asymptoti ovariane matrix.
• The quantile estimate based on the inversion of the empirial distribution funtion
satises a Gaussian CLT with the same asymptoti ovariane matrix than the one of
the proedure ξn, see for example [84℄ p.75. Obviously, there is no reason to believe
that this rst version an do better than the empirial quantile estimate. However,
our quantile estimate has the advantage to be reursive: it naturally ombines with
a reursive IS algorithm in an adaptive way. In terms of omputational omplexity,
one N loss samples have been generated, the behaviour of the inversion of the
empirial distribution funtion method needs a sorting algorithm: good behaviour
is O (N log(N)) element omparisons to sort the list of loss samples. Whereas the
behaviour of the reursive quantile algorithm is O (N). • One shows that if we
hoose βn =
1
n
, n ≥ 1 and γn = 1na with 12 < a < 1 in (2.15), the resulting two-
time sale proedure satises a Gaussian CLT with the same asymptoti ovariane
matrix Γ (at rates
√
γ−1n and
√
n). However, by averaging the rst omponent ξn,
the resulting proedure beomes asymptotially eient (i.e. rate
√
n).
Proposition 2.2.5. (Estimation of variane and ondene interval) For every n ≥
1, set
σ2n :=
1
(1− α)2
(
1
n
n∑
k=1
(Ψ(ϕ(Xk))− ξk−1)2 1{ϕ(Xk)≥ξk−1}
−
(
1
n
n∑
k=1
(Ψ(ϕ(Xk))− ξk−1) 1{ϕ(Xk)≥ξk−1}
)2
where (ξn)n≥0 is the rst omponent of (2.6). If (A2)a is satised for some a ≥ 2,
then
σ2n
a.s.−→ 1
(1− α)2 Var
(
(Ψ(ϕ(X))− ξ∗) 1ϕ(X)≥ξ∗
)
and
√
n
Cn − C∗
σn
L−→ N (0, 1). (2.22)
Proof. The proof follows from standard arguments already used in the proof of the
a.s. onvergene of the sequene (Cn)n≥1 dened by (2.13).
In pratie, the onvergene of the algorithm will be haoti. The bottlenek
of this algorithm is that it is only updated on rare events sine it tries to measure
the tail distribution of ϕ(X) : P(ϕ(X) > VaRα) = 1 − α ≈ 0. Another problem
may be the simulation of ϕ(X). In pratie, we have to deal with large portfolios
of omplex derivative seurities and options. Eah evaluation may require a lot of
omputational eorts and takes a long time. So, for pratial implementation it
is neessary to ombine the above proedure with variane redution tehniques to
ahieve aurate results at a reasonable ost. The most appropriate tehnique when
dealing with rare events is IS.
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2.2.3 Some bakground on IS using stohasti approximation
algorithm
The seond tool we want to introdue in this paper is a reursive IS proedure
whih inreases the probability of simulations for whih ϕ(X) exeeds ξ. Our goal
is to ombine it adaptively with our rst naive algorithm. Assume that X has
an absolutely ontinuous distribution PX(dx) = p(x)λd(dx) where λd denotes the
Lebesgue measure on (Rd,Bor(Rd)). The main idea of importane sampling by
translation applied to the omputation of
E[F (X)],
where F ∈ L2(PX) satises P(F (X) 6= 0) > 0, is to use the invariane of the
Lebesgue measure by translation, for every θ ∈ Rd,
E[F (X)] = E
[
F (X + θ)
p(X + θ)
p(X)
]
, (2.23)
and among all these random vetors with the same expetation, we want to selet
the one with the lowest variane, i.e. the one with lowest quadrati norm
Q(θ) := E
[
F 2(X + θ)
p2(X + θ)
p2(X)
]
≤ +∞, θ ∈ Rd. (2.24)
If the following assumption
∀θ ∈ Rd, E
[
F 2(X)
p(X)
p(X − θ)
]
< +∞ (B1)
holds true, then Q is everywhere nite and a reverse hange of variable shows that:
Q(θ) = E
[
F 2(X)
p(X)
p(X − θ)
]
, θ ∈ Rd. (2.25)
Now if p satises
(i) ∀x ∈ Rd, θ 7→ p(x− θ) is log-onave
(ii) ∀x ∈ Rd, lim|θ|→+∞ p(x− θ) = 0 or ∀x ∈ Rd, lim|θ|→+∞ p(x−θ)p2(x− θ
2
)
= 0,
(B2)
one shows that Q is (stritly) nite, onvex, goes to innity at innity so that
argminQ = {∇Q = 0} is non empty (see [1℄ and [62℄). Provided that ∇Q admits
a representation as an expetation, then it is possible to devise a reursive RM
proedure to approximate the optimal parameter θ∗. Reursive IS by stohasti
approximation has been rst investigated by Kushner and then by several authors,
see e.g. [24℄ and [35℄ in order to optimize or improve the hange of measure in
IS using a stohasti gradient RM algorithm based on the representation of ∇Q(θ).
Reently, it has been brought bak to light by Arouna (see [1℄) in the Gaussian
ase, based on the natural representation of ∇Q obtained by formally dierentiat-
ing (2.25). Sine we have no knowledge about the regularity of F and do not wish
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to have any, we dierentiate the seond representation of Q in (2.25) and not (2.24).
We obtain ∇Q(θ) = E [K(θ,X)].
WhenX = N (0, 1),Q(θ) = e |θ|
2
2 E[F 2(X)e−θX ] so thatK(θ, x) = e
|θ|2
2 F 2(x)e−θx(θ−
x). However, given this resulting form of K, the lassial onvergene results do
not apply sine ||K(θ,X)||2 is not sub-linear in θ (see ondition (2.8) of Theorem
2.2). This indues the explosion of the proedure at almost every implementation
as pointed out in [1℄. This leads the author to introdue a onstrained variant of
the regular proedure based on repeated reinitializations known as the projetion
à la Chen. It fores the stability of the algorithm and prevents explosion. Let us
also mention a rst alternative approah investigated in [1℄ and [2℄, where Arouna
and Bardou hange the funtion to be minimized by introduing an entropy based
riterion. Although it is only an approximation, it turns out to be often lose to the
original method.
Reently, Lemaire and Pagès in [62℄ revisited the original approah and provided
a new representation of∇Q(θ) for whih the resultingK(θ,X) has a linear growth in
θ so that all assumptions of Theorem 2.2 are satised. Thanks to a third translation
of the variable θ, it is possible to plug bak the parameter θ into F , the funtion F
having in ommon appliations a known behaviour at innity whih makes possible
to devise a regular and unonstrained stohasti algorithm. We will rely partially
on this approah to devise our nal proedure to ompute both VaR and CVaR. To
be more spei about the methodology proposed in [62℄, we introdue the following
assumption on the probability density p of X
∃b ∈ [1, 2] suh that

(i) |∇p(x)|
p(x)
= O(|x|b−1) as |x| → ∞
(ii) ∃ρ > 0, log (p(x)) + ρ|x|b is onvex,
(B3)
and introdue the assumption on F :
∀A > 0,E
[
F (X)2eA|X|
b−1
]
< +∞. (B4)
One shows that as soon as (B1), (B2), (B3) and (B4) are satised, Q1 and Q2 are
both nite and dierentiable on Rd with a gradient given by
∇Q(θ) := E
F (X − θ)2 p2(X − θ)p(X)p(X − 2θ)∇p(X − 2θ)p(X − 2θ)︸ ︷︷ ︸
W (θ,X)
 . (2.26)
This expression may look ompliated at rst glane but in fat the weight term
W (θ,X) an be easily ontrolled by a deterministi funtion of θ sine
|W (θ,X)| ≤ e2ρ|θ|b(A|x|b−1 + A|θ|b−1 +B) (2.27)
for some real onstants A and B. In the ase of a normal distribution X
d
= N (0; 1),
W (θ,X) = eθ
2
(2θ −X).
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So, if we have a ontrol on the growth of the funtion F , typially for some positive
onstant c
∀x ∈ Rd, |F (x)| ≤ G(x) and G(x+ y) ≤ C(1 +G(x))c(1 +G(y))c
E
[|X|2(b−1)G(X)4c] < +∞, (B5)
then by setting
W˜ (θ,X) :=
e−2ρ|θ|
b
1 +G(−θ)2cW (θ,X), (2.28)
we an dene K by
K(θ, x) := F (x− θ)2W˜ (θ,X) (2.29)
so that it satises the linear growth assumption (2.8) of Theorem 2.2 and{
θ ∈ Rd | E [K(θ,X)] = 0} = {θ ∈ Rd | ∇Q(θ) = 0} .
Moreover, sine Q is onvex ∇Q satises (2.7). Now we are in position to derive a
reursive unonstrained RM algorithm
θn = θn−1 − γnK(θn−1, Xn), θ0 ∈ Rd, (2.30)
that a.s. onverges to an argminQ-valued (square integrable) random variable θ∗.
2.3 Design of a faster proedure: importane sam-
pling and moving ondene level
2.3.1 Unonstrained adaptive importane sampling devie
We noted previously that the bottlenek in using the above algorithm lies in its
very slow and haoti onvergene owing to the fat that P(ϕ(X) > ξ∗) = 1 − α
is lose to 0. This means that we observe fewer and fewer simulations for whih
ϕ(Xk) > ξk−1 as the algorithm evolves. Thus, it beomes more and more diult to
ompute eiently some estimates of VaRα and CVaRα when α ≈ 1. Moreover, in
the bank and energy setors, pratitioners usually deal with huge portfolio made of
hundreds or thousands of risk fators and options. The evaluation step of ϕ(X) may
be extremely time onsuming. Consequently, to ahieve aurate estimates of both
VaRα and CVaRα with reasonable omputational eort, the above algorithm (2.16)
drastially needs to be speeded up by an IS proedure to reenter" the simulations
where things do happen, i.e. whih generates senarios for whih ϕ(X) exeeds ξ.
In this setion we will fous on IS by mean translation. Our aim is to ombine
adaptively the IS (unonstrained) reursive proedure investigated in [62℄ with our
rst naive approah desribed in (2.16). Doing so every new sample is used to
both optimize the IS hange of measure and update VaR and CVaR proedures. We
plan to minimize the asymptoti variane of both omponents of the algorithm (in
its averaged form, as detailed in Theorem 2.4), namely
α(1− α)
f 2ϕ(X)(ξ
∗)
=
Var(1ϕ(X)≥ξ∗)
f 2ϕ(X)(ξ
∗)
for the VaRα, (2.31)
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and,
Var((Ψ(ϕ(X))− ξ∗)1ϕ(X)≥ξ∗)
(1− α)2 for the CVaRα, (2.32)
provided the non-degeneray assumption
∀ξ ∈ argminV, P ((Ψ(ϕ(X))− ξ)2 1{ϕ(X)≥ξ} > 0) > 0, (A3)
holds. Sine the density fϕ(X)(ξ
∗) is an intrinsi onstant (and omes in fat from
the Jaobian matrix Dh(ξ∗, C∗) of the mean funtion h of the algorithm) we are led
to apply the IS paradigm desribed in Setion 2.3 to
F ∗1 (X) = 1ϕ(X)≥ξ∗ and F
∗
2 (X) = (Ψ(ϕ(X))− ξ∗)1{ϕ(X)≥ξ∗}.
Let us temporary forget that of ourse we do not know ξ∗ at this stage. Those two
funtionals are related to the minimization of the two onvex funtions
Q1(θ, ξ
∗) := E
[
1{ϕ(X)≥ξ∗}
p(X)
p(X − θ)
]
(2.33)
Q2(µ, ξ
∗) := E
[
(Ψ(ϕ(X))− ξ∗)2 1{ϕ(X)≥ξ∗} p(X)
p(X − µ)
]
. (2.34)
We an apply to these funtions the minimizing proedure (2.30) desribed at setion
2.3. Sine
H1 (ξ
∗, x) = 1− 1
1− αF
∗
1 (x) and H2 (ξ
∗, C∗, x) = C∗−Ψ(ξ∗)− 1
1− αF
∗
2 (x) (2.35)
it is lear, owing to (2.23) that
E [Hi(ξ
∗, X)] = E
[
Hi (ξ
∗, X + θ)
p(X + θ)
p(X)
]
i = 1, 2.
Now, sine we do not know either ξ∗ and C∗ (the VaRα and the CVaRα) respe-
tively we make the whole proedure adaptive by replaing at step n, these unknown
parameters by their running approximation at step n − 1. This nally justies to
introdue the following global proedure. One denes the state variable, for n ≥ 0,
Zn := (ξn, Cn, θn, µn) ,
where ξn, Cn denotes the VaRα and the CVaRα approximate, θn, µn denotes the
variane reduers for the VaR and the CVaR proedures. We update this state
variable reursively by
Zn = Zn−1 − γnL (Zn−1, Xn) , (2.36)
where (Xn)n≥1 is an i.i.d. sequene with distributions X (and probability density
64
CHAPTER 2. COMPUTATION OF VAR AND CVAR USING STOCHASTIC
APPROXIMATIONS AND UNCONSTRAINED IMPORTANCE SAMPLING
p) and
L1(ξ, θ, x) := e
−ρ|θ|b
(
1− 1
1− α 1{ϕ(x+θ)≥ξ}
p(x+ θ)
p(x)
)
,
L2(ξ, C, µ, x) := C −Ψ(ξ)− 1
1− α(Ψ(ϕ(x+ µ))− ξ) 1{ϕ(x+µ)≥ξ}
p(x+ µ)
p(x)
,
L3 (ξ, θ, x) := e
−2ρ|θ|b
1{ϕ(x−θ)≥ξ}
p2(x− θ)
p(x)p(x− 2θ)
∇p(x− 2θ)
p(x− 2θ) , (2.37)
L4 (ξ, µ, x) :=
e−2ρ|µ|
b
1 +G(−µ)2c + Ψ(ξ)2 (Ψ(ϕ(x− µ))− ξ)
2
×1{ϕ(x−µ)≥ξ} p
2(x− µ)
p(x)p(x− 2µ)
∇p(x− 2µ)
p(x− 2µ) .
The following proposition establishes the a.s. onvergene of the proedure. For the
sake of simpliity we will assume the uniqueness of the VaRα of ϕ(X).
Proposition 2.3.1. (Eient omputation of VaR and CVaR). Suppose that Ψ(ϕ(X)) ∈
L2 (P), that the distribution funtion of ϕ(X) is ontinuous and inreasing (so that
VaRα(ϕ(X)) is unique) and that (A3) holds. Assume that, for every ξ ∈ R, Qi(., ξ)
(i=1,2) satises (B1), i.e.
∀θ ∈ Rd, E
[(
1 + (Ψ(ϕ(X))− ξ)2)1ϕ(X)≥ξ p(X)
p(X − θ)
]
< +∞. (2.38)
Suppose that p satises (B2) and (B3) and that
∀A > 0,E
[(
Ψ(ϕ(X))2 + 1
)
eA|X|
b−1
]
< +∞.
Assume that the step sequene (γn)n≥1 satises (A1). Then,
Zn
a.s.−→ z∗ := (ξ∗, C∗, θ∗α, µ∗α)
where ξ∗ = VaRα(ϕ(X)), C∗ = Ψ-CVaRα(ϕ(X)) and (θ∗α, µ
∗
α) are the optimal vari-
ane reduers (to be preise some random vetors taking values in {∇Q1(ξ∗, .) = 0}
and {∇Q2(ξ∗, .) = 0} respetively).
Proof. We rst prove the a.s. onvergene of the 3-tuple (ξn, θn, µn) that of (Cn)n≥1
will follow by the same arguments used in the proof in Setion 2.2. The mean
funtion l is dened by
l(ξ, θ, µ) :=
(
1− 1
1− αP (ϕ(X) ≥ ξ) , e
−2ρ|θ|b∇Q1 (θ, ξ) , e
−2ρ|µ|b
1 +G(−µ)c +Ψ(ξ)2∇Q2(µ, ξ)
)
,
hene,
T ∗ = {l = 0} = {ξ∗} × {∇Q1(ξ∗, .) = 0} × {∇Q2(ξ∗, .) = 0} .
In order to apply the extended Robbins-Monro Theorem, we have to hek the
following fats:
• Mean reversion: One heks that ∀ζ = (ξ, θ, µ) ∈ R× Rd × Rd \T ∗, ∀ζ∗ ∈ T ∗,
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〈ζ − ζ∗, l(ζ)〉 = (ξ − ξ∗)(P(ϕ(X) ≤ ξ)− α)
1− α +
e−2ρ|θ|
b
1− α 〈θ − θ
∗
α,∇Q1(θ, ξ)〉
+
e−2ρ|µ|
b
(1− α)(1 + F (−µ)2c) 〈µ− µ
∗
α,∇Q2(µ, ξ)〉 > 0,
owing to the onvexity of θ 7→ Q1(θ, ξ) and µ 7→ Q2(µ, ξ), for every ξ ∈ R.
• Linear growth: Let us rst deal with L1. First note that:
E
[
L1 (ξ, θ,X)
2] ≤C (1 + E [e−2ρ|θ|b1{ϕ(X+θ)≥ξ} p2(X + θ)
p2(X)
])
≤C
(
1 + E
[
e−2ρ|θ|
b p(X)
p(X − θ)
])
.
Now, elementary omputations show (see [62℄ for more details) that (B3)(ii) implies
that
p2(x)
p(x− θ) ≤ e
2ρ|θ|bp(x+ θ),
so that
E
[
e−2ρ|θ|
b p(X)
p(X − θ)
]
≤ E
[
p(X + θ)
p(X)
]
= 1.
L3 and L4 an be treated by a straightforward adaptation of the proofs in [62℄.
Then, one an apply Theorem 2.2 whih yields the announed result for (ξn, θn, µn).
The a.s. onvergene of Cn toward C
∗
an be dedued from the a.s. onvergene of
the series
Mγn :=
n∑
k=1
γk∆M˜k, n ≥ 1,
where ∆M˜n are martingale inrements dened by
∆M˜n = E[(Ψ(ϕ(X))− ξ) 1{ϕ(X)≥ξ}]|ξ=ξn−1
−(Ψ(ϕ(Xn + µn−1))− ξn−1) 1{ϕ(Xn+µn−1)≥ξn−1}
p(Xn + µn−1)
p(Xn)
, n ≥ 1,
satisfying
E
[
∆M˜2n|Fn−1
]
≤ E
[
(Ψ(ϕ(X + µ))− ξ) 1{ϕ(X+µ)≥ξ} p(X + µ)
p(X)
]
|ξ=ξn−1,θ=θn−1,µ=µn−1
.
We onlude by the same arguments used in the proof in Setion 2.2.
Now, we are interested by the rate of onvergene of the proedure. It shows that
the algorithm behaves as expeted under quite standard assumptions: it satises a
Gaussian CLT with optimal rate and minimal varianes.
Theorem 2.3.2. Suppose the assumptions of Proposition 3.1 hold true. Assume
that Ψ(ϕ(X)) ∈ L2a(P) for some a > 1 and that the step sequene is γn = γ1np with
1
2
< p < 1 and γ1 > 0. Suppose furthermore that the density fϕ(X) is dierentiable
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and stritly positive on its support. Let (ξn, Cn)n≥1 be the sequene of Cesaro means
dened by:
ξn :=
ξ0 + ...+ ξn−1
n
, Cn :=
C0 + ...+ Cn−1
n
, n ≥ 1.
This sequene satises the following CLT:
√
n
(
ξn − ξ∗
Cn − C∗
)
L→ N (0,Σ∗) as n→ +∞, (2.39)
where
Σ∗1,1 =
1
f 2ϕ(X)(ξ
∗)
Var
(
1{ϕ(X+θ∗α)≥ξ∗}
p(X + θ∗α)
p(X)
)
,
Σ∗1,2 = Σ
∗
2,1 =
1
(1− α)fϕ(X)(ξ∗)Cov
(
(Ψ(ϕ(X + µ∗α))− ξ∗)1{ϕ(X+µ∗α)>ξ∗}
p(X + µ∗α)
p(X)
,
1{ϕ(X+θ∗α)≥ξ∗}
p(X + θ∗α)
p(X)
)
,
Σ∗2,2 =
1
(1− α)2Var
(
(Ψ(ϕ(X + µ∗α))− ξ∗) 1{ϕ(X+µ∗α)≥ξ∗}
p(X + µ∗α)
p(X)
)
.
Proof. The proof is built like the one of Theorem 2.4. If we denote h the mean
funtion of the global algorithm h(z) = E[L(z,X)], the algorithm (2.36) an be
written as
Zn = Zn−1 − γn (h(Zn−1) + ǫ˜n) , n ≥ 1, Z0 = (ξ0, 0) , ξ0 ∈ L1(P), (2.40)
where the rst two omponents of h are the same funtion as the ones in the proof
of Theorem 2.4 and (ǫ˜n)n≥1 denotes the Fn-adapted martingale inrements sequene
where
ǫ˜1,n :=
1
1− α
(
P (ϕ(X) ≥ ξ)|ξ=ξn − 1{ϕ(Xn+1+θn)≥ξn}
p(Xn+1 + θn)
p(Xn+1)
)
,
ǫ˜2,n :=
1
1− α
(
E[(Ψ(ϕ(X))− ξ) 1{ϕ(X)≥ξ}]|ξ=ξn
−(Ψ(ϕ(Xn+1 + µn))− ξn) 1{ϕ(Xn+1+µn)≥ξn}
p(Xn+1 + µn)
p(Xn+1)
)
.
One an hek easily that the sequene (ǫ˜n)n≥1 satises (i)− (iv) of (2.17).
Remarks: • There exists a CLT for the whole sequene (Zn)n≥1 and for its empirial
mean (Zn)n≥1 aording to Ruppert and Polyak averaging priniple. We only stated
the result for the two omponents of interest (the ones whih onverge to VaR and
CVaR respetively) sine we only need rough estimates for the other two (see below).
• In the rst Central Limit Theorem (Theorem 2.4) for quantile estimation, the
fator α(1 − α) is the variane of the indiator funtion of the event {ϕ(X) ≥ ξ∗}.
With our reursive IS proedure, it is replaed by the variane of the shifted in-
diator funtion modied by the measure hange: Var
(
1{ϕ(X+θ∗α)>ξ∗}
p(X+θ∗α)
p(X)
)
. For
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further details on the rate of onvergene of the unonstrained reursive importane
sampling proedure, we refer to [62℄.
Now, let us point out an important issue. The algorithm (2.36) raises an impor-
tant problem numerially speaking. Atually, we have two algorithm ξn and (θn, µn)
that are in ompetitive onditions, i.e. on one hand, we added an IS proedure to
(ξn)n≥1 to improve the onvergene toward ξ∗, and on the other hand, the adjustment
of the parameters (θn, µn) need some samples Xn+1 satisfying ϕ(Xn+1 − θn) > ξn
and ϕ(Xn+1 − µn) > ξn (Ψ ≡ Id) whih tend to beome rare events. Somehow, we
postponed the problems resulting from rare events on the IS proedure itself whih
may freeze. This in term suggests to break the link between the VaR-CVaR and
the IS proedures by introduing a VaR ompanion proedure that will drive the IS
parameters to the tail distribution. A solution to do this is to make the ondene
level inrease slowly from a lower value (say α0 = 50%) up to the target level α.
This kind of inremental threshold inrease has been already proposed in [55℄ in a
dierent framework. This idea is developed in the next setion.
2.3.2 How to ontrol the move towards the ritial risk area:
the nal proedure
From a theoretial point of view, so far, we onsidered the purely adaptive approah
where we approximate (ξ∗, C∗, θ∗α, µ
∗
α) using the same innovation sequenes. From
a numerial point of view, we only need a rough estimate of the optimal IS param-
eters (θ∗α, µ
∗
α). So that we are led to break the algorithm into two phases. Firstly,
we ompute a rough estimate of the optimal IS parameters (θM , µM) with a small
number of iterations M and in a seond time, estimate the VaRα and the CVaRα
with those optimized parameters with N iterations (M ≪ N in pratie).
Now, in order to irumvent the problem indued by the IS proedure, we propose
to introdue ompanion VaR proedure (without IS, i.e., based on H1 from Setion
2.2) that will lead the IS parameters into the ritial risk area during a rst phase
of the simulation, say the rst M iterations. An idea to ontrol the growth of θn
and µn at the beginning of the algorithm, sine we have no idea on how to twist
the distribution of ϕ(X), is to move slowly toward the target ritial risk area (at
level α) in whih ϕ(X) exeeds ξ by introduing a non-dereasing sequene αn slowly
onverging to α during the rst phase. Sine the algorithm for the CVaR omponent
Cn is free of α, by doing so, we only modify the VaR proedure ξn. The funtion
H1 in (2.16) is replaed by its ounterpart whih depends on the moving ondene
level αn, namely
ξˆn = ξˆn−1 − γnHˆ1
(
ξˆn−1, Xn, αn
)
, n ≥ 1, ξˆ0 = ξ0 ∈ L1(P). (2.41)
where,
∀ ξ ∈ R, ∀ x ∈ Rd, ∀ αˆ ∈]0, 1[, Hˆ1 (ξ, x, αˆ) = 1− 1
1− αˆ 1{ϕ(x)≥ξ}.
The sequene
(
ξˆn
)
n≥0
is only designed to drive smoothly the IS proedures toward
the ritial area at the beginning of the proedure, say during the rstM iterations
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and in no ase to approximate ξ∗ or C∗. To be more preise, we dene reursively
the variane reduer sequene (θˆn)n≥1, (µˆn)n≥1 by plugging at eah step n, ξˆn−1 into
L3(., θˆn−1, Xn) and L4(., µˆn−1, Xn) as dened in Setion 3.1. This reads as follows,
for n ≥ 1, 
ξˆn = ξˆn−1 − γnHˆ1
(
ξˆn−1, Xn, αn
)
, ξˆ0 ∈ L1(P),
θˆn = θˆn−1 − γnL3
(
ξˆn−1, θˆn−1, Xn
)
, θ0 ∈ Rd,
µˆn = µˆn−1 − γnL4
(
ξˆn−1, µˆn−1, Xn
)
, µ0 ∈ Rd.
(2.42)
Although, we are not really interested in the asymptoti of this proedure (ξˆn), its
theoretial onvergene follows from Theorem 2.2: as a matter of fat if we dene a
remainder term rn by:
rn := Hˆ1
(
ξˆn−1, Xn, αn
)
−H1
(
ξˆn−1, Xn
)
, n ≥ 1,
the proedure dened by (2.42) now reads
ξˆn = ξˆn−1 − γn(H1(ξˆn−1, Xn) + rn), n ≥ 1, ξˆ0 ∈ L1(P). (2.43)
One heks that
|rn| ≤ |αn − α|
(1− α)2 ,
so that Assumption (2.9) of Theorem 2.2 is satised as soon as∑
n≥1
γn(α− αn)2 < +∞.
2.3.3 A nal proedure for pratial implementation
In pratie, we divide our proedure into two phases:
⊲ Phase I is devoted to the estimation of the variane reduers (θ∗α, µ
∗
α) using (2.42).
The moving ondene level α has been settled as follows (M ≈ 15000) :
• αn = 50% for 1 ≤ n ≤M1 := M/3,
• αn = 80% for M1 < n ≤ 2M1,
• and αn = α for 2M1 < n ≤ M .
⊲ Phase II produes some estimates for (ξ∗, C∗) based on the proedure dened
by (2.36) and its Cesaro mean with N iterations. Note that during this phase, we
keep on updating the IS parameters adaptively.
Now, we an summarize the two phase of the nal proedure by the following
pseudo-ode:
An alternative, espeially as onerns pratial implementation, is to replae to
Phase II by
Phase II' in whih the variane reduers oming from Phase I are frozen
at θˆM , µˆM . The only updated sequene is (ξn, Cn), as follows
ξn = ξn−1 − γnL1
(
ξn−1, θˆM , Xn
)
,
Cn = Cn−1 − γnL2 (ξn−1, Cn−1, µˆM , Xn) .
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Phase I: Estimation of (µ∗α, θ
∗
α). M ≪ N (typially M ≈ N/100).
for n = 1 to M do
ξˆn = ξˆn−1 − γnHˆ1
(
ξˆn−1, Xn, αn
)
,
θˆn = θˆn−1 − γnL3
(
ξˆn−1, θˆn−1, Xn
)
,
µˆn = µˆn−1 − γnL4
(
ξˆn−1, µˆn−1, Xn
)
.
end for
Phase II: Estimation of (ξ∗, C∗). Set, for instane, ξ0 = ξˆM , C0 = 0, θ0 = θˆM , and
µ0 = µˆM .
for n = 1 to N do
ξn = ξn−1 − γnL1 (ξn−1, θn−1, Xn) ,
Cn = Cn−1 − γnL2 (ξn−1, Cn−1, µn−1, Xn) ,
θn = θn−1 − γnL3 (ξn−1, θn−1, Xn) ,
µn = µn−1 − γnL4 (ξn−1, µn−1, Xn) ,
Compute the Cesaro means
ξ¯n = ξ¯n−1 − 1n
(
ξ¯n−1 − ξn
)
,
C¯n = C¯n−1 − 1n
(
C¯n−1 − Cn
)
.
end for
(ξ∗, C∗) is estimated by (ξ¯N , C¯N).
2.4 Towards some extensions
2.4.1 Extension to exponential hange of measure: the Ess-
her transform
Considering an exponential hange of measure (also alled Essher transform) in-
stead of the mean translation is a rather natural idea that has already been in-
vestigated in [50℄ and [62℄ to extend the onstrained IS stohasti approximation
algorithm with repeated projetions introdued in [1℄. We briey introdue the
framework and give the main results without any proofs (for more details, see [62℄).
Let ψ denote the umulant generating funtion (or log-Laplae) of X i.e. the fun-
tion dened by ψ(θ) := logE[e〈θ,X〉]. We assume that ψ(θ) < +∞, whih implies
that ψ is an innitely dierentiable onvex funtion and dene
pθ(x) = e
〈θ,x〉−ψ(θ)p(x), x ∈ Rd.
We denote by X(θ) any random variable with distribution pθ. We make the following
assumption on the funtion ψ
lim
|θ|
ψ(θ)− 2ψ
(
θ
2
)
= +∞ and ∃δ > 0, θ 7→ ψ(θ)− δ|θ|2 is onave. (Hesδ )
The two funtionals to be minimized are
Q1(θ, ξ
∗) := E
[
1{ϕ(X)>ξ∗}e−〈θ,X〉+ψ(θ)
]
(2.44)
Q2(µ, ξ
∗) := E
[
(Ψ(ϕ(X))− ξ∗)21{ϕ(X)>ξ∗}e−〈µ,X〉+ψ(µ)
]
. (2.45)
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Aording to Proposition 3 in [62℄ as soon as ψ satises (Hesδ ) and that,
∀ξ ∈ R, ∀θ ∈ Rd, E[|X| (1 + Ψ(ϕ(X))2) e〈θ,X〉] < +∞, (2.46)
for every ξ ∈ R, the funtions Q1(., ξ) and Q2(., ξ) are nite, onvex, dierentiable
on Rd, go to innity at innity, so that argminQ1(., ξ) and argminQ2(., ξ) are non
empty. Moreover, their gradients are given by
∇θQ1(θ, ξ) = E
[
(∇ψ(θ)−X(−θ))1{ϕ(X(−θ))>ξ}
]
eψ(θ)−ψ(−θ) (2.47)
∇µQ2(µ, ξ) = E
[
(∇ψ(µ)−X(−µ))(Ψ(ϕ(X(−µ)))− ξ)21{ϕ(X(−µ))>ξ}
]
eψ(µ)−ψ(−µ)(2.48)
with ∇ψ(θ) = E[Xe〈θ,X〉]
E[e〈θ,X〉] . Now, the main result of this setion is the following theorem
(for more details, we refer to [62℄).
Theorem 2.4.1. Suppose that ψ satises (Hesδ ) and that (A2)1, (A3) hold. Assume
that (2.46) is fullled and that
∀x ∈ Rd, |Ψ(ϕ(x))| ≤ Ceλ4 |x| and E[|X|2eλ|X|] < +∞.
One onsiders the reursive proedure
Zn = Zn−1 − γnL(Zn−1, Xn), n ≥ 1, Z0 = (ξ0, C0, θ0, µ0) (2.49)
where (γn)n≥1 satises the usual step assumption (A1), Zn := (ξn, Cn, θn, µn) and
eah omponent of L is dened by
L1
(
ξn−1, θn−1, X(θn−1)n
)
:= e−
ψ(θn−1)+ψ(−θn−1)
2
(
1− 1
1− α1
{
ϕ(X
(θn−1)
n )>ξn−1
}
×eψ(θn−1)−
〈
X
(θn−1)
n ,θn−1
〉)
,
L2
(
ξn−1, Cn−1, µn−1, X
(µn−1)
n
)
:= C − w¯(ξn−1, µn−1, X(µn−1)n ),
L3
(
ξn−1, θn−1, X(−θn−1)
)
:= 1{ϕ(X(−θn−1))>ξn−1}
(∇ψ(θn−1)−X(−θn−1)) ,
L4
(
ξn−1, µn−1, X(−µn−1)
)
:=
e−
λ
2
√
d|∇ψ(−µn−1)|
1 + Ψ(ξn−1)2
(Ψ(ϕ(X(−µn−1)))− ξn−1)2
× 1{ϕ(X(−µn−1))>ξn−1}(∇ψ(µn−1)−X(−µn−1)),
with w¯(ξ, µ, x) := ξ +
1
1− α(Ψ(ϕ(x))− ξ)1{ϕ(x)>ξ} e
ψ(µ)−〈µ,x〉
.
Then, Zn onverges a.s. toward z
∗ := (ξ∗, C∗, θ∗α, µ
∗
α), where ξ
∗ = VaRα(ϕ(X)),
C∗ = Ψ-CVaRα(ϕ(X)), θ∗α is a (square integrable) argminQ1(., ξ
∗)-valued random
vetor and µ∗α is a (square integrable) argminQ2(., ξ
∗)-valued random vetor.
2.4.2 Extension to innite dimensional setting
In the above setions, we proposed our algorithm in a nite dimensional setting
where the value of the loss L = ϕ(X) is a funtion of a random vetor having
values in Rd. This is due to the fat that generally the value of a portfolio may
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depend on a nite number of deisions taken in the past. Thus, the value of the
loss at the horizon time T − t may depend on a large number of dates in the past
t0 = t < t1 < t2, ... < tN = T − t, with N = 250 for a portfolio with time interval
T − t = 1 year. For instane, if we onsider a simple portfolio omposed of short
positions on 250 alls with a maturity at eah tk and a strike K. The loss at time
tN = 1 year an be written:
L =
N∑
k=1
er(tN−tk)(Stk −K)+ − ertNCk0 ,
where C i0 denotes the prie of the all of maturity ti and strike K, with
Stk+1 = Stke
(r−σ2
2
)(tk+1−tk)+σ
√
(tk+1−tk)Zk .
So that, X = Z = (Z1, ..., Z250) is a Gaussian vetor with d = 250. Consequently,
with our above proedure, θn and µn are two random vetors of dimension d and we
have to ontrol the growth of eah omponent. If one grows too fast and take too
high values, it may provides bad performane and bad estimates of both VaR and
CVaR. To irumvent this problem, one an redue the dimension of the problem
by hoosing the same shift parameters for several dates, i.e. for instane
θn = ( θ
1
n, .., θ
1
n︸ ︷︷ ︸
10 times
, ..., θ25n , .., θ
25
n︸ ︷︷ ︸
10 times
).
Now, we an run the IS algorithm for θ1, ..., θ25 so that, we have to deal with a pro-
edure in dimension 25. It is sub-optimal with respet to the proedure in dimension
250 but it is more tratable. Another relevant example is a portfolio omposed by
only one barrier option, for instane a Down & In Call option
ϕ(X) = (XT −K)+1 {min{0≤t≤T}Xt≤L}
where the underlying X is a proess solution of the path-dependent SDE
dXt = b(Xt) dt+ σ(Xt) dWt, X0 = x ∈ Rd, (2.50)
W = (Wt)t∈[0,T ] being a standard Brownian motion. A naive approah is to dis-
retize (2.50) by an Euler-Maruyama sheme X¯ = (X¯tk)k∈{0,...,n}
X¯tk+1 = X¯tk + b(X¯tk)(tk+1 − tk) + σ(X¯tk)(Wtk+1 −Wtk), X¯0 = x0 ∈ R.
This kind of approximation is known to be poor for this kind of options. In this
ase, our IS parameters θ and µ are n-dimensional vetors whih orrespond to the
number of steps in the Euler sheme. Now, if you onsider a portfolio omposed
by several barrier options with dierent underlyings, the dimension an inrease
greatly and beomes an important issue, so that our rst IS proedure is no longer
aeptable and tratable. To overome this problem, the idea is to shift the entire
distribution of X in (2.50) thanks to a Girsanov transformation. This last ase is
analyzed and investigated in [62℄. It an be adapted to our framework (see the next
setion for further developments)
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2.5 Numerial examples
For the sake of simpliity, we fous in this setion on the nite dimensional setting
and on the omputation of the regular CVaRα (Ψ ≡ Id). We rst onsider the usual
Gaussian framework in whih the exponential hange of measure oinide with the
mean translation hange of measure. Then we illustrate the algorithm (2.49) in a
simple ase.
2.5.1 Gaussian framework
In this setting, X ∼ N (0, Id) and p is given by
p(x) = (2π)−
d
2 e−
|x|2
2 , x ∈ Rd,
so that (B3) and (B4) are satised with ρ = 1
2
and b = 2. In this setting, we already
notied that
L3 (ξ, θ, x) := 1{ϕ(X−θ)≥ξ}(2θ − x),
L4(ξ, µ, x) :=
1
1 +G(−µ) + ξ2 (ϕ(X − µ)− ξ)
2
+ (2µ− x).
Moreover, we use a stepwise onstant sequene αn that slowly onverges toward
α as proposed in Setion 3.3. We onsider three dierent portfolios of options
(puts and alls) on 1 and 5 underlying assets (exept for the last ase). In the
third ase, we study the behaviour of a portfolio omposed by a power plant that
produes eletriity from gas with short positions in alls on eletriity. The assets
are modeled as geometri Brownian motions for the rst two examples. In the
third example, the assets (eletriity and gas day-ahead pries) are modeled as
exponentials of an Ornstein-Uhlenbek proess. This last derivative is pried using
an approximation of Margrabe formulae (see e.g. [64℄). We assume an annual risk
free interest rate of 5%. In eah example, we use three dierent values of the
ondene level α = 95%, 99%, 99.5%, whih are speied in the Tables. We use
the following test portfolios:
Example 1. Short position in one put with strike K = 110 and maturity T = 1
year on a stok with initial value S0 = 100 and volatility σ = 20%. The loss is given
by
ϕ1(X) := (K − ST )+ − erTP0
with
ST := S0e
((
r−σ2
2
)
T+σ
√
TX
)
where X ∼ N (0, 1) and P0 is the initial prie at whih the put option was sold (it is
approximately equal to 10.7). The dimension d of the strutural vetor X is equal
to 1. The numerial results are reported in Table 1.
Example 2. Short positions in 10 alls and 10 puts on eah of the ve underlying
assets, all options having the same maturity 0.25 year. The strikes are set to 130
for alls, to 110 for puts and the initial spot pries to 120. The underlying assets
have a volatility of 20% and are assumed to be unorrelated. The dimension d of the
strutural vetor X is equal to 5. The numerial results are reported in Table 2.
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Example 3. Short position in a power plant that produes eletriity day by day
with a maturity of T = 1 month and 30 long positions in alls on eletriity day-
ahead prie with the same strike K = 60. Eletriity and gas initial spot pries are
Se0 = 40 $/MWh and S
g
0 = 3 $/MMBTU (BTU: British Thermal Unit) with a Heat
Rate equals hR = 10 BTU/kWh and generation osts C = 5 $/MWh. The two spot
pries have a orrelation of 0.4. The payo an be written
ϕ3(X) =
30∑
k=1
(
er(T−tk)
(
Setk − hRSgtk − C
)
+
− P c0erT
)
+
(
erTC0 − er(T−tk)
(
Setk −K
)
+
)
where P c0 is a proxy of the prie of the option on the power plant and is equal to
149.9 and C0 is the prie of the all options whih is equal to 3.8. This is a sum
of spark spread options where we deide to exhange gas and eletriity eah day
during one month. The dimension d of the strutural vetor X is equal to 60. The
numerial results are reported in Table 3.
The results displayed in the following tables orrespond to the VaR, the CVaR
and the variane redution ratios estimations for both VaR and CVaR proedure
using a number of steps speied in the rst olumn, still for the same three levels
of α. The variane ratios orrespond to the ratio of an estimation of the asymptoti
variane using the averaging proedure of (2.16) divided by an estimation of the
asymptoti variane using the averaging proedure of (2.36): VR
VaR
orresponds to
the variane redution ratio of the VaR estimate and VR
CVaR
orresponds to the
variane redution ratio of the CVaR estimate. The results emphasize that the IS
proedure yields a very signiant, sometimes huge variane redution espeially
when α is losed to 1.
In the three examples, we dene the step sequene by γn =
1
nβ+100
where β = 3
4
.
Table 2.1: Example 1 Results
Number of steps α VaR CVaR VR
VaR
VR
CVaR
10 000 95% 24.6 29.9 5.5 30.5
99% 34.4 37.5 11.1 125.3
99.5% 37.8 41.4 13.4 192.9
100 000 95% 24.6 30.4 6.6 32.2
99% 34.2 37.9 11.5 127.9
99.5% 37.3 40.7 15.1 185
500 000 95% 24.6 30.3 7.7 31.3
99% 34.2 38 14.6 118.4
99.5% 37.3 40.5 15.5 184
2.5.2 Essher transform: the NIG distribution
Now, we onsider a simple ase of portfolio omposed by a long position on a Call
option with strike K = 0.6 and maturity T = 1 year, where the underlying is
eXT (X0 = 0), where XT is a Normal Inverse Gaussian (NIG) variable, XT ∼
74
CHAPTER 2. COMPUTATION OF VAR AND CVAR USING STOCHASTIC
APPROXIMATIONS AND UNCONSTRAINED IMPORTANCE SAMPLING
Table 2.2: Example 2 Results
Number of steps α VaR CVaR VR
VaR
VR
CVaR
10 000 95% 339 440.5 6.5 14.9
99% 493.1 561.4 10.1 24.3
99.5% 540.1 606.4 18.2 37.9
100 000 95% 349.8 439.7 6.7 17
99% 495.7 563.8 11.3 28.6
99.5% 544.8 607.8 18.9 40.3
500 000 95% 352.4 439.6 6.8 17.3
99% 495.2 563 11.1 27.7
99.5% 545.3 608.4 19.2 37
Table 2.3: Example 3 Results
Number of steps α VaR CVaR VR
VaR
VR
CVaR
10 000 95% 115.7 150.5 3.4 6.8
99% 169.4 196 8.4 12.9
99.5% 186.3 213.2 13.5 20.3
100 000 95% 118.7 150.5 4.5 8.7
99% 169.4 195.4 12.6 17.5
99.5% 188.8 212.9 15.6 29.5
500 000 95% 119.2 150.4 5 9.2
99% 169.8 195.7 13.1 18.6
99.5% 188.7 212.8 17 29
NIG(α, β, δ, µ), α > 0, |β| ≤ α, δ > 0, µ ∈ R. Its density is given by
pXT (x, α, β, δ, µ) :=
αδK1(α
√
δ2 + (x− µ)2)
π
√
δ2 + (x− µ)2 e
δγ+β(x−µ),
where K1 is a modied Bessel funtion of the seond kind and γ =
√
α2 − β2. Note
that the generating funtion of the NIG distribution is given by
ψ(θ) = µθ + δ(γ −
√
α2 − (β + θ)2),
and is not well dened for every θ ∈ R, so that we hange the algorithm parametriza-
tion (see setion 4.3 of [62℄). The loss of the portfolio an be written L = ϕ4(XT ) =
50(eXT −K)+− erTC0. Note that the prie C0 is omputed by a rude Monte Carlo
and is approximately equal to 42. The parameters of the NIG random variable XT
are α = 2.0, β = 0.2, δ = 0.8, µ = 0.04. We want to ompare the variane redu-
tion ahieved by the translation of the mean (see setion 3.1) and the one ahieved
by the Essher Transform (see setion 4.1). In the Robbins-Monro proedure, we
dene the step sequene by γn =
1
nβ+100
where β = 3
4
.
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⊲ Translation ase. The funtions L3 and L4 of the IS proedure are dened by:
L3(ξ, θ,X) := e
−2|θ|
1ϕ(X−θ)
p′(X − 2θ)
p(X)
(
p(X − θ)
p(X − 2θ)
)2
,
L4(ξ, µ,X) :=
e−2|µ|
1 +G(−µ) + ξ2 (ϕ(X − µ)− ξ)
2
+
p′(X − 2µ)
p(X)
(
p(X − µ)
p(X − 2µ)
)2
,
where p′ is easily obtained using the relation on the modied Bessel funtionK ′1(x) =
1
x
K1(x)−K2(x).
⊲ Essher Transform. In this approah, the funtions L3 and L4 are dened by
L3(ξ, θ,X) := 1ϕ(X(−θ))≥ξ(∇ψ(θ)−X(−θ)),
L4(ξ, µ,X) :=
e−|µ|
1 + ξ2
(ϕ(X(−µ))− ξ)2+(∇ψ(µ)−X(−µ)),
where X(±θ) ∼ NIG(α, β ± θ, δ, µ).
Table 4 ompares the variane redution ratios of the VaRα and CVaRα algorithms
ahieved by the translation of the mean (VR
tr
V aR and VR
tr
CV aR) and the one ahieved
by the Essher Transform (VR
es
V aR and VR
es
CV aR).
Table 2.4: Example 4 Results
Number of steps α VaR CVaR VRtr
VaR
VR
tr
CVaR
VR
es
VaR
VR
es
CVaR
10 000 95% 85.8 215.7 5 10 4.2 58.8
99% 217 518 6 12 8 60
99.5% 304 748 8 25 8.9 110
100 000 95% 87.2 215.1 5 12 4.5 60
99% 218 521 5 12 8.2 70
99.5% 303.5 747.8 7 30 12 100
500 000 95% 87.9 215.6 5 9 5 57
99% 227 518.9 5.5 11.8 11.5 68
99.5% 312.8 741.8 6 31 10 123
The IS proedure is very eient when P(ϕ(X) ≥ ξ∗) = 1−α is lose to zero and
beomes more and more eient as α grows to 1. Even for the omplex portfolio
onsidered in Example 3, where X is a Gaussian vetor with d = 60, it is possible
to ahieve a great variane redution for both VaRα and CVaRα.
We observed that IS based on Essher transform is well adapted to distributions
with heavy tails (i.e. heavier tails than the normal distribution). It is therefore
suitable when large values are more frequent than for the normal distribution, as it
is the ase when the vetor X is a NIG random variable. Indeed, in this setting,
the IS parameters modify the parameter β whih ontrols the asymmetri shape
of the NIG distribution. We think that the IS proedure by Essher transform
outperforms the IS proedure by mean translation when the IS parameter impats
on the symmetry of the distribution.
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Conluding Remarks
In this artile, we propose a reursive proedure to ompute eiently the Value-
at-Risk and the Conditional Value-at-Risk using the same innovation for both pro-
edures. In our approah, for a given risk level α, the VaRα and the CVaRα are
estimated simultaneously by a regular RM algorithm. Ruppert and Polyak's averag-
ing priniple provides an asymptotially eient proedure. The estimates satisfy a
Gaussian CLT. However, due to the slow onvergene of the global proedure sine
we are interested in rare events, the regular version of this algorithm annot be used
in pratie. To speed-up and thus greatly redue the number of senarios, we devise
an unonstrained adaptive IS proedure. The resulting proedure provides estimates
that satisfy a CLT with minimal varianes. To optimize the move to the ritial
risk area, the risk level α an be temporarily replaed by a slowly inreasing level
αn (stepwise onstant in pratie) onverging to α. This produes a VaR ompan-
ion proedure (ξˆn)n≥1 that ontrols the IS hange of measure parameters (θˆn, µˆn).
Numerially speaking, the resulting proedure onverges eiently and an drasti-
ally redue the variane. It is possible to extend the methods to portfolio whose
losses depend on a general diusion proess, using Girsanov transform to introdue
a potentially innite dimensional variane reduer. Finally, we aim at extending
the method by implementing low-disrepany sequenes in our proedure instead of
pseudo-random numbers. Preliminary numerial experiments showed a signiant
improvement of the onvergene rate. This also raises interesting theoretial prob-
lems. See [58℄ for some rst theoretial results in that diretion in a one-dimensional
framework and hapter 4 for further developments in higher dimensional setting.
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Chapter 3
VaR-CVaR algorithm with
unonstrained importane sampling:
the innite dimensional setting
This work was submitted to the Journal Monte Carlo Methods and Appliations.
Abstrat: In this paper, we extend the method of nding Value-at-Risk (VaR)
and Conditional Value-at-Risk (CVaR) by stohasti approximation and adaptive
importane sampling, as introdued in [6℄, to a large lass of portfolio losses that
depend on a path-dependent diusion like proesses. In this ontext, we show how to
devise a regular Robbins-Monro algorithm to approximate the optimal importane
sampling (I.S.) proess, whih somehow follows the new approah introdued in
[62℄. Like in the nite dimensional framework, the onvergene rate of the resulting
algorithm to its target satises a Gaussian Central Limit Theorem with optimal rate
and minimal variane.
Numerous simulations are provided to assert its eieny. In partiular, we
arry out a omparison with the nite dimensional proedure on an energy related
portfolio.
Keywords: VaR, CVaR, Stohasti Approximation, Robbins-Monro algorithm, Im-
portane Sampling, Girsanov Transform.
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3.1 Introdution
Measuring the risk of a nanial portfolio has beome a key problem for nanial
institutions and energy ompanies. The Value-at-Risk (VaR) is widely used in this
ontext to summarize extreme losses potentially faed by an agent that holds the
onsidered portfolio. However, it has reognized several limitations. It laks subad-
ditivity and onvexity so that it an disourage diversiation. Moreover, it does not
take into aount the magnitude and the distribution of the loss beyond the VaR.
Following [3℄, it does not satisfy the set of requirements of oherent risk measure.
An alternative risk measure to VaR that has many attrative properties, inluding
subadditivity and onvexity, is the Conditional Value-at-Risk (CVaR).
Several methods have been proposed to ompute VaR using historial or Monte
Carlo simulation. The most ommonly used method is the inversion of the empirial
loss distribution funtion. Approximations of the portfolio loss distribution known
as Delta-Gamma approximation relying on a linear or quadrati expansion are
also used, see e.g. [17℄, [39℄, [38℄. Suh approximations are non longer tratable and
aeptable when onsidering portfolios with long maturity (1 year up to 10 years)
or when the loss is a funtional of a general path-dependent Stohasti Dierential
Equation (S.D.E.).
In the ontext of portfolio optimization to redue the CVaR, it is demonstrated
in [77℄ that it is possible to approximate both VaR and CVaR (optimize CVaR) by
solving (an approximation of) a onvex optimization problem whih redues to a
linear programming problem. However, the linear programming problem is subjet
to huge number of linear onstraints so that it remains diult to handle in pratie.
Reently, in [6℄, we proposed a method for omputing both VaR and CVaR
based on a stohasti approximation algorithm derived from the fat that they are
the solution and the value of the same onvex optimization problem as demonstrated
in [77℄. In [6℄, it is shown that the onvergene rate of this algorithm to its target
satises a Gaussian Central Limit Theorem under standard assumptions. However,
the original proedure onverges slowly as soon as the ondene level is losed to
1, as it is often the ase in pratie. Atually, in this kind of problem, we are
interested by events that are observed with a very low probability (usually less that
5%). Thus, as a neessary improvement, an adaptive variane redution proedure
based on a reursive importane sampling (I.S.) stohasti approximation algorithm
was proposed. Originally introdued by [1℄ in the gaussian ase, it has been revisited
reently in [62℄ in a more general framework. The I.S. proedure ombined with
the VaR-CVaR proedure in [6℄ follows this new approah. However, as notied
in [6℄, when we have to sample from a high dimensional strutural random vetor
X (X ∈ Rd with d ≥ 50) to simulate the loss L, as it is often the ase in nanial
institutions or energy ompanies, we have to optimize two vetors of dimension d
and thus ontrol the growth of eah omponent. Atually, in most ases, X is a
vetor of Brownian inrements related to the Euler sheme of a diusion so that the
dimension of X is often greater than 100 espeially if the portfolio is omposed of
several market pries. This is no longer tratable.
In this paper, we show that it is possible to extend the algorithm investigated
in [6℄ to the ase where the loss is a funtional of a path-dependent diusion X .
To be more preise, we want now to ompute both VaR and CVaR of L := ϕ(X)
where ϕ is a funtional dened on the spae C([0, T ],Rd) of ontinuous funtions
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dened on [0, T ] and to devise a Robbins-Monro I.S. algorithm based on the approah
investigated in [62℄. Thus, ϕ is the funtion desribing the omposition of the
portfolio whih remains xed and X models the market pries over the time interval;
thus we do not need to speify the dynamis of the market pries and only rely on
the fat that it is possible to sample from the distribution of X . Thus, we onsider a
d-dimensional It proess X solution to the stohasti dierential equation (S.D.E.)
dXt = b(t, X
t) dt+ σ(t, X t) dWt, X0 = x ∈ Rd, (Eb,σ)
W = (Wt)t∈[0,T ] being a q-dimensional standard Brownian motion and where X t :=
(Xt∧s)s∈[0,T ] is the stopped proess at time t, b : [0, T ]×C([0, T ],Rd)→ Rd, σ : [0, T ]×
C([0, T ],Rd) → M(d, q) are measurable with respet to the anonial preditable
σ−eld on [0, T ]×C([0, T ],Rd). The VaR at level α ∈ (0, 1) is the lowest α-quantile
of the distribution ϕ(X) i.e.:
VaRα(ϕ(X)) := inf {ξ | P (ϕ(X) ≤ ξ) ≥ α} .
We assume that the distribution funtion of ϕ(X) is ontinuous (i.e. without atoms)
so that it is the lowest solution of the equation:
P(ϕ(X) ≤ ξ) = α.
If the distribution funtion is stritly inreasing, the solution of the above equation
is unique, otherwise, there may be more than one solution. In fat, in what follows,
we will onsider that any solution of the previous equation is the VaR. Like in the
stati framework, we also introdue the Ψ-Conditional Value-at-Risk (Ψ-CVaR) (at
level α). As soon as Ψ(ϕ(X)) ∈ L1(P), it is dened by:
Ψ-CVaRα(ϕ(X)) := E [Ψ(ϕ(X))|ϕ(X) ≥ VaRα(ϕ(X))] . (3.1)
When Ψ ≡ Id and ϕ(X) ∈ L1(P), (3.1) is the regular CVaR of ϕ(X).
This paper is organized as follows. Setion 2 is devoted to some bakground on the
nite dimensional setting where we briey reall the main tools and assumptions
used to devise the VaR-CVaR investigated in [6℄. In Setion 3, we introdue the
funtional version of the algorithm where the I.S. proedure is based on the Girsanov
theorem. In Setion 4, numerial experiments are arried out on several portfolios
to emphasize its eieny.
Notations: • |.| will denote the anonial Eulidean norm on Rd and 〈., .〉 will
denote the anonial inner produt.
• L−→ will denote the onvergene in distribution and a.s.−→ will denote the almost
sure onvergene.
• ‖f‖L2T,p :=
(∫ T
0
(
f 21 (t) + · · ·+ f 2p (t)
)
dt
) 1
2
if f = (f1, . . . , fp) is an R
p
-valued (lass
of) Borel funtion(s).
• x+ := max(0, x) will denote the positive part funtion.
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3.2 Some bakground: the nite-dimensional set-
ting
In [6℄, we proposed a Robbins-Monro (R.M.) algorithm to ompute the VaRα and
the Ψ-CVaRα, at a given ondene level α ∈ (0, 1), for a portfolio whose loss L
an be written L = ϕ(X), where X : (Ω,A,P) → (Rd, |.|) and ϕ, Ψ : Rd → R
are two Borel funtions (Ψ(ϕ(X)) is integrable). We proved that the VaRα and the
Ψ-CVaRα an be estimated as the limit of the following algorithm
Zn = Zn−1 − γnH(Zn−1, Xn), n ≥ 1 (3.2)
where (Xn)n≥1 is an i.i.d. sequene of random vetors having the same distribution of
X , Z0 = (ξ0, C0) is a random vetor independent of (Xn)n≥1 suh that E[|ξ0|2] < +∞
with H(z, x) := (H1 (ξ, x) , H2 (ξ, C, x)) and for all x ∈ Rd
H1 (ξ, x) = 1− 1
1− α1ϕ(x)≥ξ
H2 (ξ, C, x) = C − ξ − 1
1− α (Ψ (ϕ(x))− ξ)1ϕ(x)≥ξ.
To obtain the a.s. onvergene and the weak onvergene rate of the proedure, we
introdued the quite standard step assumption∑
n≥1
γn = +∞ and
∑
n≥1
γ2n < +∞. (A1)
and the following additional assumption on the distributions of ϕ(X) and Ψ(ϕ(X))
ϕ(X) is ontinuous and inreasing, and Ψ(ϕ(X)) ∈ L2a(P) for a > 0. (A2)a
The two main results of [6℄ are the two following propositions.
Proposition 3.2.1. (a.s. onvergene) Suppose that assumptions (A1) and (A2)1
are satised. Then, (3.2) a.s. onverges toward z∗ := (ξ∗α, C
∗
α) where ξ
∗
α is a random
variable taking its value in {ξ ∈ R | P (ϕ(X) ≤ ξ) = α} and C∗α = Ψ-CVaRα.
Proposition 3.2.2. (Convergene rate) Suppose that assumptions (A1) and (A2)a
are satised for some a > 1. Assume that the distribution has a positive probability
density fϕ(X) on its support (whih implies that VaRα(ϕ(X)) is unique so that the se-
quene (Zn)n≥1 a.s. onverges to its single target z∗α := (VaRα(ϕ(X)),Ψ-CVaRα(ϕ(X))).
Let (Z¯n)n≥1 be the Cesàro mean of the sequene (Zn)n≥1, i.e. the sequene dened
by
Z¯n :=
Z0 + · · ·+ Zn−1
n
, n ≥ 1,
whih onverges to z∗α. If the step sequene is dened by γn :=
c
nβ
with
1
2
< β < 1,
the Ruppert and Polyak's Averaging Priniple ensures that
√
n
(
Z¯n − z∗
) L−→ N (0,Σ) as n→ +∞
where Σ is given by(
α(1−α)
f2
ϕ(X)
(ξ∗)
α
(1−α)fϕ(X)(ξ∗)E
[
(Ψ(ϕ(X))− ξ∗) 1{ϕ(X)≥ξ∗}
]
α
(1−α)fϕ(X)(ξ∗)E
[
(Ψ(ϕ(X))− ξ∗) 1{ϕ(X)≥ξ∗}
]
1
(1−α)2Var
(
(Ψ(ϕ(X))− ξ∗)1{ϕ(X)≥ξ∗}
) ) .
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For more details about this algorithm, we refer to [6℄.
This proedure is known to onverge slowly owing to the fat that P (ϕ(X) > ξ∗α) =
1 − α is lose to zero as the ondene level α is often lose to 1 in pratial ap-
pliations (otherwise the proedure behaves well), meaning that we observe fewer
and fewer simulations for whih ϕ(Xk) > ξk−1 as the algorithm evolves. Moreover,
pratitioners usually deal with huge portfolio so that the evaluation step of ϕ(X)
may onsume a lot of time. Consequently, as a ruial improvement, we ombined
the VaR-CVaR algorithm with a reursive variane redution method based on an
adaptive I.S. algorithm. The aim of this proedure is to modify the distribution of
X in order to minimize the asymptoti variane of the two omponents in the above
CLT, the asymptoti variane of the VaRα algorithm
Var
(
1{ϕ(X)≥ξ∗α}
)
f 2ϕ(X)
=
α(1− α)
f 2ϕ(X)
and the asymptoti variane of Ψ-CVaRα algorithm, namely
1
(1− α)2Var
(
(Ψ(ϕ(X))− ξ∗α) 1{ϕ(X)≥ξ∗α}
)
.
We investigated the translation of mean and the exponential hange of measure
(also alled the Essher transform). In both ases, it onsists in approximating the
optimal parameters θ∗α (for the VaR algorithm), µ
∗
α (for the Ψ-CVaR algorithm) by
two R.M. proedures in Rd, namely:
θn = θn−1 − γnH3(ξn−1, θn−1, Xn), θ0 ∈ Rd
µn = µn−1 − γnH4(ξn−1, µn−1, Xn), µ0 ∈ Rd
where ξn is the approximation at step n of the VaR algorithm modied by the
I.S. proedure (for more details, we refer to [6℄). Generally, in the energy setor
as in nanial institutions, we want to estimate the VaR and the CVaR on a huge
portfolio, so that the dimension of the random vetor X an be very large (hundreds
up to thousands for portfolio with a long maturity). As already notied in the
introdution, we have to ontrol the growth of eah omponent of (θn, µn)n≥1 to
ensure its a.s. onvergene. If one omponent remains stuk at the beginning of
the algorithm, this may provide bad performane and bad estimates of both VaR and
CVaR. This version of the I.S. algorithm is no longer tratable in a high dimensional
setting.
3.3 VaR-CVaR algorithm for diusions
3.3.1 Framework and pratial results
Applied to the omputation of the mean E[F (X)] (F ∈ L2(PX) with P (F (X) 6= 0) >
0), it is shown in [62℄ that it is possible to irumvent the problem of the dimension
by extending the adaptive I.S. algorithm to innite dimensional setting (where X is a
path-dependent diusion like proesses). In this framework, the loss of the portfolio
is related to a diusion X solution of (Eb,σ,W ), the loss funtional ϕ is dened on the
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spae C([0, T ],Rd) of ontinuous funtions dened on [0, T ] and the I.S. hange of
measure will be based on the Girsanov transform. Under the following assumption
(i) b(., 0) and σ(., 0) are ontinuous,
(ii) ∀t ∈ [0, T ], ∀x, y ∈ C([0, T ],Rd), |b(t, y)− b(t, x)|
+||σ(t, y)− σ(t, x)|| ≤ Cb,σ||x− y||∞.
(Hb,σ)
strong existene and uniqueness of solutions for (Eb,σ,W ) an be proved (for more
details, see [79℄).
If b(t, xt) = β(t, x(t)) and σ(t, xt) = ϑ(t, x(t)) for every x ∈ C([0, T ],Rd), where
t :=
⌊
tn
T
⌋
T
N
, then X is the ontinuous Euler sheme with step T
N
of (Eb,σ,W ) with
drift β and diusion oeient ϑ.
Let f be a xed borel bounded funtional on C([0, T ],Rd) with values inM(q, p).
Then a Girsanov transform yields that for every θ ∈ L2T,p := L2([0, T ],Rp),
E [F (X)] = E
[
F
(
X(θ)
)
e
− ∫ T
0 〈f(X(θ),s)θs,dWs〉− 12 ||f(X(θ),.)θ.||2L2
T,q
]
where X(θ) denotes the strong solution to (Eb+σfθ,σ). As we already notied in [6℄,
applying this idea to the omputation of both VaR and CVaR amounts to translate
the distribution of X in order to minimize the asymptoti variane of the VaRα
Var
(
1{ϕ(X)>ξ∗}
)
and of the CVaRα algorithm Var
(
(Ψ(ϕ(X))− ξ∗) 1{ϕ(X)≥ξ∗}
)
. Let
f1 and f2 be two Borel funtions, f1, f2 : C([0, T ],Rd) → M(q, p). The two fun-
tionals to be minimized are
min
θ∈L2T,p
Q1(θ, ξ
∗
α) and min
µ∈L2T,p
Q2(µ, ξ
∗
α)
where
Q1(θ, ξ
∗
α) = E
[
1{ϕ(X(θ))>ξ∗α}e
−2 ∫ T0 〈f1(X(θ),s)θs,dWs〉−||f1(X(θ),.)θ.||2L2
T,q
]
and,
Q2(µ, ξ
∗
α) = E
[
(Ψ(ϕ(X(µ)))− ξ∗α)21{ϕ(X(µ))>ξ∗α}e
−2 ∫ T
0 〈f2(X(µ),s)µs,dWs〉−‖f2(X(µ),.)µ.‖2L2
T,q
]
.
In pratie, we will only minimize Q1 and Q2 over a nite dimensional subspae
E = span {e1, ..., em} ⊂ L2T,p. Using another Girsanov Transform (see Lemma 3
in [62℄) yields
Q1(θ, ξ
∗
α) = E
[
1{ϕ(X)>ξ∗α}e
− ∫ T
0 〈f1(X(θ))θs,dWs〉+ 12 ||f1(X(θ),.)θ.||2L2
T,q
]
,
and
Q2(µ, ξ
∗
α) = E
[
(Ψ(ϕ(X))− ξ∗α)21{ϕ(X)>ξ∗α}e
− ∫ T
0 〈f2(X(µ),s)µs,dWs〉+ 12 ||f2(X(µ),.)µ.||2L2
T,q
]
.
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Now we are in position to ensure under some assumptions that Q1 (resp. Q2) is
nite, log-onvex, and goes to innity as ‖θ‖L2T,p (resp. ‖µ‖L2T,p) goes to innity so
that Argmin Q1 and Argmin Q2 are non empty.
Moreover, we will show that, Q1(., ξ
∗
α) andQ2(., ξ
∗
α) are dierentiable thus ArgminQ1 =
{∇θQ1(., ξ∗α) = 0} and Argmin Q2 = {∇µQ2(., ξ∗α) = 0}. This will allow us to de-
rive a stohasti gradient algorithm. For that, we need to introdue the following
assumption where Argmin V = {ξ | P(ϕ(X) > ξ) = 1− α}
P
(
(Ψ(ϕ(X))− ξ∗α)2 1{ϕ(X)>ξ∗α} > 0
)
> 0, ∀ξ∗α ∈ Argmin V. (A3)
Proposition 3.3.1. Suppose that (A2)a holds for some a > 1 as well as (A3) and
(Hb,σ). Then, for every ξ ∈ R, Q1(., ξ) and Q2(., ξ) are nite on L2T,p and log-onvex.
1. Assume that the bounded matrix-valued Borel funtions f1 and f2 satisfy that
f1(X
s) (resp. f2(X
s)) has a non-atomi kernel on the event {ϕ(X) > ξ∗α}
(resp. on the event{
(Ψ(ϕ(X))− ξ∗α)2 1{ϕ(X)>ξ∗α} > 0
}
) i.e.
P
({∃ θ ∈ L2T,p\ {0} s.t. θ(s) ∈ Kerf1(Xs) ds− a.e and ϕ(X) > ξ∗α}) = 0
P
({∃ θ ∈ L2T,p\ {0} s.t. θ(s) ∈ Kerf2(Xs) ds− a.e
and (Ψ(ϕ(X))− ξ∗α)2 1{ϕ(X)>ξ∗α} > 0
})
= 0
(3.3)
then for every nite dimensional subspae E ⊂ L2T,p,
lim
||θ||
L2
T,p
→+∞, θ∈E
Q1(θ, ξ
∗
α) = +∞ and lim||µ||
L2
T,p
→+∞, µ∈E
Q2(µ, ξ
∗
α) = +∞.
2. For every ξ ∈ R, the funtions Q1(., ξ) and Q2(., ξ) are dierentiable at every
θ, µ ∈ L2T,p and the dierentials DQ1(θ, ξ) and DQ2(µ, ξ) are haraterized
on every ζ ∈ L2T,p by
〈DQ1(θ, ξ), ζ〉L2T,p = E
[
1{ϕ(X(−θ))>ξ}e
||f1(X(−θ),.)θ.||L2
T,p
×
(
2
〈
f1
(
X(−θ),.
)
θ., f1(X
(−θ),.)ζ.
〉
L2T,p
−
∫ T
0
〈
f1(X
(−θ),s)ζs, dWs
〉)]
and,
〈DQ2(µ, ξ), ζ〉L2T,p = E
[(
Ψ(ϕ(X(−µ)))− ξ)2 1{ϕ(X(−µ))>ξ}e||f2(X(−µ),.)µ.||L2T,p
×
(
2
〈
f2
(
X(−µ),.
)
µ., f2(X
(−µ),.)ζ.
〉
L2T,p
−
∫ T
0
〈
f2(X
(−µ),s)ζs, dWs
〉)]
.
Proof. The proof of those results follows the line of the proof of Proposition 4 in
[62℄.
For pratial implementations, the rst onlusion is the only result of interest.
It ensures that
T ∗ := {(ξ, θ, µ) | ξ ∈ ArgminV, θ ∈ Argmin|EQ1(., ξ), µ ∈ Argmin|EQ2(., ξ)} 6= ∅.
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3.3.2 The resulting algorithm
Following the design of the algorithm in [62℄, for pratial implementation, we on-
sider nite dimensional spaes E of L2T,p. Thanks to the result above, we know
that the restrition of Q1(., ξ
∗
α) (resp. Q2(., ξ
∗
α)) on E attains a minimum θ
∗
α,E (resp.
µ∗α,E) whih will be the target of our adaptive I.S. algorithm. Like for the stati
framework, the a.s. onvergene of the global algorithm (omposed of the VaR al-
gorithm and the two I.S. proedures) toward z∗α := (ξ
∗
α, θ
∗
α, µ
∗
α) ∈ T ∗ is ensured by
the Robbins-Monro Theorem (in fat, we will rely on a slight extension whih takes
into aount the ase of non-uniqueness of the target, see e.g. [6℄) applied to the
Lyapunov funtion L(z) := ‖z − z∗α‖2. Then, the a.s. onvergene of the Ψ-CVaRα
algorithm follows. The I.S. algorithm is based on the above representation of the
two dierential. However, rst we need to ontrol the disrepany between X and
X(−θ) (resp. X(−µ)) (this is a general result about SDE, see e.g. Lemma 4 in [62℄)
Lemma 3.3.2. Assume that (Hb,σ) holds. Let f be a bounded Borel M(q, p)-valued
funtion dened on C([0, T ],Rd), let θ ∈ L2T,p and let X and X(θ) denote strong
solutions of Eb,σ,W and Eb+σfθ,σ,W driven by the same Brownian motion W . Then,
for every r ≥ 1, there exists a real onstant Cb,σ > 0 suh that∥∥∥∥∥ supt∈[0,T ]
∣∣∣Xt −X(θ)t ∣∣∣
∥∥∥∥∥
r
≤ Cb,σeCb,σT
∥∥∥∥∫ T
0
∣∣σ (s,X(θ),s) f (X(θ),s) θs∣∣ ds∥∥∥∥
r
.
Remark 1. Note that it is ruial that we have for all Brownian motion W a strong
solution X(−θ). This is ase if X is the Euler sheme of a diusion or if the driver
f is Lipshitz in spae.
Like for the stati framework, we need to ontrol the growth of the funtion Ψoϕ.
So that, we are led to introdue the following assumption
∃λ > 0, ∀x ∈ C([0, T ],Rd), |Ψ(ϕ(x))| ≤ CΨ,ϕ
(
1 + ‖x‖λ∞
)
(GΨ,ϕ,λ)
whih indues that Ψ(ϕ(X)) ∈ Lr(P) for every r > 0. Now given a nite dimen-
sional subspae E of L2T,p spanned by an orthonormal basis (e1, ..., em) and two
bounded BorelsMq,p-valued funtions f1, f2 (with p ≥ 1), we are lead to dene two
proedures by{
θn = θn−1 − γnH3
(
θn−1, ξn−1, X(−θn−1),W (n)
)
, θ0 ∈ E,
µn = µn−1 − γnH4,λ,η
(
µn−1, ξn−1, X(−µn−1),W (n)
)
, µ0 ∈ E, (3.4)
where (γn)n≥1 satises (A1), (W (n))n≥1 is a sequene of independent Brownian mo-
tions, X(−θn−1) = F (−θn−1,W (n))
(
resp. X(−µn−1) = F (−µn−1,W (n))
)
is a strong so-
lution to
(
Eb−σf1θn−1,W (n)
) (
resp.
(
Eb−σf2µn−1,W (n)
))
, (ξn)n≥0 is the VaR algorithm
(modied by the I.S. proedure) dened by
ξn = ξn−1 − γnH1
(
ξn−1, θn−1, X(θn−1),W (n)
)
, ξ0 ∈ L2(P), (3.5)
and for every standard Brownian motion W and every FWt -adapted Rp-valued pro-
ess ζ = (ζt)t∈[0,T ], H1, H3 and H4,λ,η are dened by
H1(ξ, θ, ζ,W ) = e
− 1
2
||f1||∞||θ||2
L2
T,q
(
1− 1
1− α1{ϕ(ζ)>ξ}e
− ∫ T
0
〈f1(ζs)θs,dWs〉− 12 ||f1(ζs)θ.||2L2
T,q
)
,
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and
〈H3 (θ, ξ, ζ,W ) , ei〉L2T,p = 1{ϕ(ζ)>ξ}e
‖f1(ζ.)θ.‖L2
T,q
(
2 〈f1 (ζ .) θ., f1(ζ .)ei〉L2T,q
− ∫ T
0
〈f1(ζs)ei(s), dWs〉
)
,
〈H4,λ,η (µ, ξ, ζ,W ) , ei〉L2T,p = Cλ,η(µ, ζ) (Ψ(ϕ(ζ))− ξ)
2
1{ϕ(ζ)>ξ}e
‖f2(ζ.)µ.‖L2
T,q
×
(
2 〈f2 (ζ .)µ., f2(ζ .)ei〉L2
T,q
− ∫ T
0
〈f2(ζs)ei(s), dWs〉
)
,
i = 1, ..., m where for η > 0,
Cλ,η(µ) =

e
−‖f2‖∞‖µ‖L2
T,p
1+ξ2+‖µ‖2λ+η
L2
T,p
if σ is bounded,
e
−(‖f2‖∞+η)‖µ‖L2
T,p
1+ξ2
if σ is unbounded.
To ompute the Ψ-CVaRα, we are lead to devise the usual ompanion proedure
dened by
Cn = Cn−1 − γnH2
(
ξn−1, Cn−1, µn−1, X(µn−1),W (n)
)
, C0 ∈ L1 (P) , (3.6)
where H2(ξ, C, µ, ζ,W ) = C − w(ξ, µ, ζ,W ) with
w(ξ, µ, ζ,W ) = ξ +
1
1− α (Ψ(ϕ(ζ))− ξ)1{ϕ(ζ)>ξ}e
− ∫ T0 〈f2(ζ)µs,dWs〉− 12 ||f2(ζ)µ.||2L2
T,q .
Consequently, the global proedure an be written in a more syntheti way
Zn = Zn−1 − γnH
(
Zn−1,W (n)
)
, Z0 = (ξ0, C0, θ0, µ0) , (3.7)
with
H(z,W ) :=
(
H1
(
ξ, θ,X(θ),W
)
, H2
(
ξ, C, µ,X(µ),W
)
, H3
(
θ, ξ,X(−θ),W
)
,
H4,λ,η
(
µ, ξ,X(−µ),W
))
.
Next result shows that this proedure a.s. onverges.
Theorem 3.3.3. Suppose that (A2)1, (Hb,σ), (GΨ,ϕ,λ) and (A3) are satised. Then,
if the step sequene γ = (γn)n≥1 satises (A1), the reursive algorithm (3.7) satises
Zn
a.s.−→ z∗α :=
(
ξ∗α, C
∗
α, θ
∗
α,E, µ
∗
α,E
)
, as n→ +∞,
where ξ∗α is an argmin V -valued (squared integrable) random variable, C
∗
α := Ψ-CVaRα,
θ∗α,E is an Argmin|E Q1(, ξ
∗
α)-valued (squared integrable) random variable and µ
∗
α,E
is an Argmin|E Q2(, ξ∗α)-valued (squared integrable) random variable.
Proof. Like for the stati ase, we rstly demonstrate that the tuple tn = (ξn, θn, µn)
onverges a.s. toward t∗α := (ξ
∗
α, θ
∗
α,E , µ
∗
α,E) ∈ T ∗. Then, it will be straightforward
that (Cn)n≥1 a.s. onverges toward C∗α. The mean funtion of the three omponents
algorithm is dened by
l(t) :=
(
E
[
H1
(
ξ, θ,X(θ),W
)]
,E
[
H3
(
θ, ξ,X(−θ),W
)]
,E
[
H4,λ,η
(
µ, ξ,X(−µ),W
)])
,
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so that for every t := (ξ, θ, µ) ∈ R× E ×E,
〈l(t), t− t∗α〉 = e
− 1
2
||f1||∞||θ||2
L2
T,q
(
1− 1
1− αP(ϕ(X) > ξ)
)
(ξ − ξ∗α)
+
〈
DQ1(θ), θ − θ∗α,E
〉
E
+ Cλ,η(µ)
〈
DQ2(µ), µ− µ∗α,E
〉
E
> 0.
It remains to hek that∥∥H1(ξ, θ,X(θ),W )∥∥22+∥∥H3 (θ, ξ,X(−θ),W )∥∥22+∥∥H4,λ,η (µ, ξ,X(−µ),W )∥∥22 ≤ C(1+‖t‖2)
(3.8)
in order to apply the Extended Robbins-Monro Theorem. A straightforward ap-
pliation of the proof of Theorem 4 in [62℄ shows that
∥∥H3 (θ, ξ,X(−θ),W )∥∥2 ≤
C(1 + ‖θ‖L2T,p) and
∥∥H4,λ,η (µ, ξ,X(−µ),W )∥∥2 ≤ C(1 + ‖µ‖L2T,p) and we have
E
[
H21 (ξ, θ,X
(θ),W )
] ≤ C (1 + e−||f1||∞||θ||2L2T,q
×E
[
1{ϕ(X(θ))>ξ}e
−2 ∫ T0 〈f1(X(θ),s)θs,dWs〉−||f1(X(θ),s)θ.||2L2
T,q
])
,
= C
(
1 + e
−||f1||∞||θ||2
L2
T,q
×E
[
1{ϕ(X)>ξ}e
− ∫ T0 〈f1(X(θ),s)θs,dWs〉+ 12 ||f1(X(θ),s)θ.||2L2
T,q
])
≤ C
(
1 + E
[
e
− ∫ T
0 〈f1(X(θ),s)θs,dWs〉− 12 ||f1(X(θ),s)θ.||2L2
T,q
])
≤ 2C,
so that the linear growth assumption (3.8) is satised. This ompletes the proof.
Like for the stati framework, to irumvent the problem indued by the a priori
optimal hoie of the step sequene γn =
c
n
, n ≥ 1 (the hoie of c is more or less
blind sine it depends on the density of ϕ(X) at ξ∗α whih is unknown), we are led
to introdue the Cesàro mean Z¯n of the algorithm (3.7) implemented with a slowly
dereasing step γn =
c
nβ
with
1
2
< β < 1 a la Ruppert & Polyak. Next result shows
that Z¯n satises a Gaussian CLT with the optimal variane and the optimal rate√
n.
Theorem 3.3.4. Suppose that (A2)a with some a > 1, (Hb,σ), (GΨ,ϕ,λ) and (A3)
are satised and that the step sequene is γn =
c
np
with
1
2
< p < 1 and c > 0. Then
Z¯n satises the Gaussian CLT
√
n
(
Z¯n − z∗α
) L−→ N (0,Σ∗) n→ +∞ (3.9)
where Σ∗ satises
Σ∗1,1 =
1
f2
ϕ(X)
(ξ∗α)
Var
(
1
{
ϕ(X
(θ∗
α,E
)
)≥ξ∗α
}
×e−
∫ T
0
〈
f1(X
(θ∗α,E ),s)θ∗α,E,s,dWs
〉
+ 1
2
||f1(X(θ
∗
α,E ),s)θ∗α,E,.||2L2
T,q
)
Σ∗2,2 =
1
(1−α)2Var
((
Ψ(ϕ(X(µ
∗
α,E))− ξ∗α
)
1
{
ϕ(X
(µ∗
α,E
)
)≥ξ∗
}
×e−
∫ T
0
〈
f2(X
(µ∗α,E ),s)µ∗α,E,s,dWs
〉
+ 1
2
||f2(X(µ
∗
α,E ),.)µ∗α,E,.||2L2
T,q
)
.
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Proof. The proof follows the line of the proof of the equivalent result for the stati
framework. It onsists in applying the Ruppert & Polyak's averaging priniple (see
Theorem 3.2 in [6℄).
Remark 2. • Only a rough estimate of θ∗α and µ∗α is needed to redue the asymptoti
variane of the VaR-CVaR algorithm. That's why we don't speify the asymptoti
variane of the I.S. proedure.
• For numerial implementation, as proposed in the stati framework, we make
the ondene level slowly move from α0 =
1
2
to the nal level α by introduing a
deterministi ondene level sequene (αn)n≥0. As demonstrated in [6℄, this leads
to a new I.S. proedure (θˆn, µˆn)n≥0 dierent from (3.4) that numerialy speeds up
the initialization phase and improves the variane redution. Finally, our optimal
algorithm to ompute the VaRα and the Ψ-CVaRα is given by the empirial mean
(ξ¯n, C¯n) where ξn is given by (3.5) and Cn is given by (3.6) with (θˆn, µˆn)n≥0 as
adaptive variane reduers.
• Finally as proposed in the nite dimensional setting, in pratial implementation,
we divide our proedure into two phases. Phase I is devoted to the estimation of the
variane reduers (θ∗α,E , µ
∗
α,E) using M iterations. Phase II produes some estimates
of (ξ∗, C∗) based on (3.5) and (3.6) and its Cesàro mean with N iterations. During
this phase, one an either keep on updating the I.S. parameters adaptively or freeze
them at (θˆM , µˆM) and only update (ξn, Cn). Note that sine we only need a rough
estimate of the optimal I.S. parameters, we set M << N . For more details about
the pratial implementation of the algorithm, we refer to Chapter 2 Setion 3.
3.4 Numerial examples
For the sake of simpliity, we fous on the omputation of the VaRα and CVaRα (Ψ ≡
Id). We also onsider three values of the ondene level α = 95%, 99%, 99.5%.
3.4.1 Asian option
We onsider a proess (Xt)t∈[0,T ] solution of the following SDE:
dXt = b(Xt)dt + σ (Xt) dWt, X0 = x ∈ R.
The portfolio is omposed of a short position on European Asian Call option. Suh
options are of partiular interest and importane to prevent prie manipulations
and represent a large proportion of the options traded in ommodity markets. For
instane, most options on oil are Asian options. The value of the loss of the portfolio
at maturity T is dened by
ϕ(X) = (A(T )−K)+ − erTC0,
where C0 is the prie of the Asian option, r is the interest rate (and r = 5%) and
A(T ) is the average of the stok St over the time interval [0, T ], namely
A(T ) =
1
T
∫ T
0
S(u) du. (3.10)
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The problem of omputing the prie C0 is known to be hard. Here, for the sake of
simpliity we simply use a standard Monte Carlo method under a Blak&Sholes
model with a variane redution tehnique based on the method developed by Kemna
and Vorst [51℄. It onsists in using the random variable e−rT
(
eZ −K)
+
where
Z = 1
T
∫ T
0
log(Su) du as a ontrol variable. In order to approximate the integral
A(T ), we use one of the shemes developed in [59℄. To be preise, if we onsider
the ontinuous Euler sheme X¯c obtained by extrapolation of the Brownian between
two instants of disretization, i.e. for every t ∈ [tk, tk+1],
X¯ct = X¯
c
tk
+ b
(
X¯ctk
)
(t− tk) + σ
(
X¯ctk
)
(Wt −Wtk) , X¯c0 = x ∈ R.
The step size will be noted h = T
N
and we dene the times tk = k
T
N
= kh. We set
T = 4 months and N = 100. Now we an approximate the integral A(T ) by
1
T
N−1∑
k=0
X¯ctkh+
∫ tk+1
tk
(
X¯cs − X¯ctk
)
ds. (3.11)
It is shown in [59℄ that the weak onvergene of this sheme holds at the rate n−
3
2
.
To ompute this sheme, at eah time step, we have to simulate Wtk+1 knowing Wtk
and
(∫ tk+1
tk
Ws ds| Wtk ,Wtk+1
)
using the fat that for every s ∈ [tk, tk+1]
L
(∫ tk+1
tk
Ws ds| Wtk = u,Wtk+1 = v
)
= N
(
tk+1 − s
h
u+
s− tk+1
h
v,
(tk+1 − s)(s− tk)
h
)
.
Under the Blak&Sholes model, by using a Taylor expansion, one an approximate
the integral by the sheme
1
T
N−1∑
k=0
Xtk
(
h +
rh2
2
+ σ
∫ tk+1
tk
(Wu −Wtk) du
)
. (3.12)
We onsider three dierent basis of L2([0, 1],R)
• a polynomial basis omposed of the shifted Legendre polynomials (P˜n)n≥0 de-
ned by
∀n ≥ 0, ∀t ∈ [0, 1], P˜n(t) = Pn(2t− 1) where Pn(t) = 1
2nn!
d
n
dtn
((
t2 − 1)) .
(ShLeg)
• the Karhunen-Loeve basis dened by
∀n ≥ 0, ∀t ∈ [0, 1], en(t) =
√
2 sin
((
n +
1
2
)
πt
)
. (KL)
• the Haar basis whih is dened by
∀n ≥ 0, ∀k = 0, ..., 2n − 1, ∀t ∈ [0, 1], ψn,k(t) = 2 k2ψ(2kt− n), (Haar)
where,
ψ(t) =

1 if t ∈ [0, 1
2
)
−1 if t ∈ [1
2
, 1)
0 otherwise.
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Blak&Sholes Model
First, we onsider that X follows the lassial Blak&Sholes model with a volatility
σ = 50%. The strike of the all is set at K = 115 and the initial prie at x = 100.
Note that in this ase the prie C0 of the asian all option is omputed with the
help of our ontrol variate whih an be written
e−rT
(
xe
(
r−σ2
2
)
T
2
+ σ
T
∑N−1
k=0
∫ tk+1
tk
Wudu −K
)
+
.
The prie of this all is approximately equal to 2.24. We experiment our algorithm
with trivial drivers f1 ≡ f2 ≡ 1. For dierent basis, the results of our algorithm
are summarized in the following table. The optimal I.S. parameters are obtained
using 100 000 iterations in the Robbins-Monro proedure then, with this optimized
parameters, we ompute the VaRα, the CVaRα and the two variane ratios RVVaR,
RV
CVaR
with 500 000 trials. For the three dierent basis, the results are summarized
in the three following tables. In gure 1 are depited the optimal variane reduer
θ∗ (the I.S. parameter for the VaR algorithm) when the optimization is arried out
on Em for several values of m (2, 4 and 8) in the dierent basis mentioned above
and for a ondene level α = 95%. The results are summarized in Tables 3.1, 3.2,
3.3.
Basis Dim. α VaR CVaR RV
VaR
RV
CVaR
Constant 1 95% 14.1 24.47 3.8 9.03
99% 30.84 40.48 8.11 20.21
99.5% 37.71 47.10 11.95 25.16
ShLeg 2 95% 14.3 24.76 9.8 33.1
99% 31.12 40.69 20.4 52.8
99.5% 37.85 47.32 27.19 57.27
ShLeg 4 95% 14.26 24.72 9.5 34.24
99% 31.05 40.65 21.3 47.6
99.5% 37.78 47.33 23.23 55.54
ShLeg 8 95% 14.47 24.84 9.9 33.4
99% 31.37 40.85 22.1 45.7
99.5% 37.99 47.3 21.94 69.85
Table 3.1: VaR, CVaR and variane ratios obtained using the Legendre basis in the
Blak&Sholes model.
Loal Volatility Model
Now, we onsider the same produt in a loal volatility model (inspired by the CEV
model) dened by
dXt = rXtdt+ σXt
Xβt√
1 +X2t
dWt, X0 = x,
with r = 0.05, σ = 7, x = 100 and β = 0.5. The prie of the Asian Call option
given by a rude Monte Carlo with Brownian interpolation after 100 000 trials is
approximately equal to 4.16. The results are summarized in Tables 3.4, 3.5, 3.6.
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Basis Dim. α VaR CVaR RV
VaR
RV
CVaR
KL 2 95% 14.1 24.66 3.5 7.3
99% 31.0 40.90 7.04 15.48
99.5% 37.73 47.18 9.05 19.87
KL 4 95% 14.1 24.64 4.9 11.66
99% 30.95 40.6 10.64 23.45
99.5% 37.73 47.18 13.72 24.5
KL 8 95% 14.17 24.65 6.0 11.8
99% 31 40.57 14.53 24.0
99.5% 37.76 47.23 19.56 42.87
Table 3.2: VaR, CVaR and variane ratios obtained using the Karhunen-Loève basis
in the Blak&Sholes model.
Basis Dim. α VaR CVaR RV
VaR
RV
CVaR
Haar 2 95% 14.28 24.73 6.9 23.5
99% 31.04 40.9 16.8 35.4
99.5% 37.82 47.25 19.23 39.58
Haar 4 95% 14.41 24.78 8.16 25.54
99% 31.17 40.79 19.78 42.8
99.5% 37.95 47.32 23.07 49.84
Haar 8 95% 14.38 24.79 8.0 29.53
99% 31.05 40.73 18.97 41.74
99.5% 37.84 47.23 24 51.46
Table 3.3: VaR, CVaR and variane ratios obtained using the Haar basis in the
Blak&Sholes model.
3.4.2 Power plant
Like for the stati framework, we onsider a portfolio omposed of a short position in
a power plant that produes eletriity day by day with a maturity of T = 3 months
(we set N=100) and 100 long positions in alls on eletriity day-ahead prie with
the same strike K = 60. We onsider the Blak&Sholes model, eletriity's and
gas's initial spot pries are Se0 = 40 $/MWh and S
g
0 = 3 $/MMBTU (BTU: British
Thermal Unit) with a Heat Rate equals hR = 10Btu/kWh and generation osts
C = 5/MWh. The two brownian motions have a orrelation of 0.4. The payo an
be written
ϕ(X) =
N∑
k=1
(
er(T−tk)
(
Setk − hRSgtk − C
)
+
− P c0erT
)
+
(
erTC0 − er(T−tk)
(
Setk −K
)
+
)
For dierent basis, the results are reported in the tables 3.7, 3.8, 3.9.
In the stati framework, we also onsidered this example with dierent parameters
and obtained the following results (see Table 3.10). For more details we refer to [6℄.
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Figure 3.1: Optimal θ for dierent basis obtained with our algorithm using 100 000
steps and with a ondene level α = 95%.
3.4.3 Adaptive ase: Up & In Put option
We onsider a portfolio omposed of short position on an Up & In Put option of
strike K and barrier L. This option is ativated when the underlying proess X
moves up and hits the barrier L. The value of the loss of the portfolio at maturity
T is given by
ϕ(X) = (K −XT )+1{max0≤t≤T Xt≥L} − erTP0
where P0 is the prie of the option. A standard approah to prie the option is to
onsider the ontinuous Euler sheme X¯ of step tk = k
T
N
obtained by extrapolation
of the brownian bridge between two instants of disretization. For every t ∈ [tk, tk+1],
we an write
X¯t = X¯tk + b(X¯tk)(t− tk) + σ(X¯tk)(Wt −Wtk), X¯0 = x0 ∈ R.
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Basis Dim. α VaR CVaR RV
VaR
RV
CVaR
Constant 1 95% 22.77 35.40 3.77 8.29
99% 44.77 54.56 8.78 15.04
99.5% 51.06 61.36 10.29 16.71
ShLeg 2 95% 23.12 35.60 9.12 22.70
99% 43.23 54.10 15.5 23.4
99.5% 51.36 61.53 25.20 36.86
ShLeg 4 95% 23.04 35.62 9.8 24.3
99% 43.46 54.17 19.38 29.37
99.5% 52.23 61.81 23.6 35.9
ShLeg 8 95% 23.26 35.71 11.2 23.7
99% 43.65 54.28 20.5 33.60
99.5% 51.44 61.65 23.81 37.35
Table 3.4: VaR, CVaR and variane ratios obtained using the Legendre basis in the
loal volatility model.
Basis Dim. α VaR CVaR RV
VaR
RV
CVaR
KL 2 95% 22.85 35.52 3.33 6.95
99% 43.34 54.17 6.55 12.08
99.5% 51.10 61.54 8.89 17.03
KL 4 95% 22.95 35.57 4.79 11.60
99% 43.26 54.13 10.81 17.56
99.5% 51.11 61.48 14.96 23.03
KL 8 95% 22.92 35.54 5.80 13.00
99% 43.33 54.19 14.16 22.70
99.5% 51.13 61.53 18.72 29.24
Table 3.5: VaR, CVaR and variane ratios obtained using the Karhunen-Loève basis
in the loal volatility model.
By preonditioning,
E
[
(K − X¯T )+1{max0≤t≤T X¯t≥L}
]
= E
[
(K − X¯T )+
(
1−
N−1∏
k=0
p(X¯tk , X¯tk+1)
)]
,
where p(xk, xk+1) = P
(
maxtk≤t≤tk+1 X¯t ≤ L
∣∣(X¯tk , X¯tk+1) = (xk, xk+1)) is the prob-
ability of non exit of some brownian bridge. Using the law of the brownian bridge
(see for example [42℄), we an write
p(xk, xk+1) =
 1− e
− 2(L−xk)(L−xk+1)
(tk+1−tk)σ2(xk)
if L ≥ max(xk, xk+1),
0 , otherwise.
(3.13)
In the following simulation, we onsider the lassial Blak&Sholes model. We set
the number of steps of the Euler sheme N to 100, the interest rate r to 4%, the
volatility to 70%. The strike of the option is set at K = 80 and the barrier level at
94
CHAPTER 3. VAR-CVAR ALGORITHM WITH UNCONSTRAINED IMPORTANCE
SAMPLING: THE INFINITE DIMENSIONAL SETTING
Basis Dim. α VaR CVaR RV
VaR
RV
CVaR
Haar 2 95% 23.06 35.63 6.88 16.86
99% 43.39 54.23 17.11 28.47
99.5% 51.18 61.49 21.43 31.22
Haar 4 95% 23.21 35.71 8.16 20.82
99% 43.55 54.30 20.0 30.68
99.5% 51.29 61.63 25.90 35.44
Haar 8 95% 23.19 35.68 8.3 22.41
99% 43.49 54.25 21.89 34.91
99.5% 51.26 61.58 26.29 38.53
Table 3.6: VaR, CVaR and variane ratios obtained using the Haar basis in the loal
volatility model.
Basis Dim. α VaR CVaR RV
VaR
RV
CVaR
Constant 1 95% 386.81 1244.23 3.2 4.1
99% 812.14 1468.08 14.40 53
99.5% 980.28 1486.65 31.21 85.2
ShLeg 2 95% 390.29 1251.24 5.24 26.76
99% 815.17 1472.38 28.89 67.2
99.5% 981.14 1484.62 62.11 120.9
ShLeg 4 95% 389.82 1251.72 5.3 25.63
99% 813.71 1471.61 28.15 66.54
99.5% 982.13 1481.98 65.2 118.5
ShLeg 8 95% 385.97 1267.41 5.5 24.5
99% 819.53 1473.15 29.35 75.2
99.5% 978.64 1485.73 64.03 120.3
Table 3.7: VaR, CVaR and variane ratios obtained using the Legendre basis for the
power plant portfolio in a Blak&Sholes model.
L = 110. We set the prie P0 to the one given by a rude Monte Carlo after 500 000
trials. We obtain P0 = 1.73 with a variane of 28.85.
We ompare the eieny of our algorithm with a trivial driver f ≡ 1 and with
the non-trivial driver f dened for t = tk by
f(t, ζ t) = (p¯k 1− p¯k) with p¯k =
k−1∏
i=0
p(ζ ti, ζ ti+1),
where p is dened by (3.13). There is no extra-omputation for the drivers sine
the probabilities are already omputed for the brownian bridge interpolation. In the
adaptive ase, for t = tk, the optimal parameter an be written θtk = θ1p¯k+θ2(1−p¯k)
with (θ1, θ2) ∈ R2. In the trivial-driver ase, the optimal parameter is onstant and
an be written θtk = θ1 ∈ R for every t = tk. The results for dierent ondene
levels with the optimal parameter for the VaR I.S. proedure are reported in table
3.11.
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Basis Dim. α VaR CVaR RV
VaR
RV
CVaR
KL 2 95% 387.36 1248.19 3.4 5.6
99% 818.90 1458.28 6.32 15.02
99.5% 982.08 1485.43 9.56 27.44
KL 4 95% 388.27 1247.25 4.1 8.4
99% 817.40 1465.55 8.9 23.30
99.5% 977.07 1492.10 13.29 39.46
KL 8 95% 386.76 1252.09 4.3 11.2
99% 819.29 1461.08 11.21 30.73
99.5% 980.13 1489.30 16.32 49.45
Table 3.8: VaR, CVaR and variane ratios obtained using the Karhunen-Loève basis
for the power plant portfolio in a Blak&Sholes model.
Basis Dim. α VaR CVaR RV
VaR
RV
CVaR
Haar 2 95% 389.67 1236.90 3.95 13.23
99% 818.74 1457.53 12.33 36.15
99.5% 981.03 1479.13 18.58 62.88
Haar 4 95% 392.97 1228.57 4.45 17.27
99% 819.85 1452.08 14.7 43.6
99.5% 988.29 1480.01 22.88 79.66
Haar 8 95% 384.54 1260.15 4.4 17.4
99% 814.14 1477.63 14.49 36.95
99.5% 983.27 1482.86 22.15 65.3
Table 3.9: VaR, CVaR and variane ratios obtained using the Haar basis for the
power plant portfolio in a Blak&Sholes model.
Number of steps α VaR CVaR RV
VaR
RV
CVaR
10 000 95% 115.7 150.5 3.4 6.8
99% 169.4 196 8.4 12.9
99.5% 186.3 213.2 13.5 20.3
100 000 95% 118.7 150.5 4.5 8.7
99% 169.4 195.4 12.6 17.5
99.5% 188.8 212.9 15.6 29.5
500 000 95% 119.2 150.4 5 9.2
99% 169.8 195.7 13.1 18.6
99.5% 188.7 212.8 17 29
Table 3.10: VaR, CVaR and variane ratios obtained using the nite dimensional
I.S. algorithm for the power plant portfolio.
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α VaR CVaR RV
VaR
RV
CVaR
θ∗1 θ
∗
2 (adaptive ase only)
Trivial 95% 13.8 22.4 1.3 1.7 -0.47
driver 99% 27.5 33.0 1.7 2.3 -0.59
99.5% 31.8 36.6 1.8 2.5 -0.65
Adaptive 95% 15.3 24.2 4.4 13.8 0.58 -4.12
ase 99% 28.3 34.1 7.6 28.2 0.22 -3.6
99.5% 32.5 37.7 9.1 54.0 0.03 -3.2
Table 3.11: VaR, CVaR and variane ratios obtained for the Up & In Put option in
the Blak&Sholes model.
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Chapter 4
VaR-CVaR algorithm using
quasi-stohasti approximation
A part of this work appeared in Monte-Carlo and Quasi Monte-Carlo Methods 2008.
Abstrat: The aim of the paper is to extend the method of nding Value-at-
Risk (VaR) and Conditional Value-at-Risk (CVaR) by stohasti approximation,
as introdued in [6℄, to quasi-random innovations. Using theoretial results about
the disrepany of Jordan measurable subsets of [0, 1]q (q ≥ 1), we establish a
onvergene theorem for the global Robbins-Monro algorithm under somewhat more
restritive assumptions than in the random ase. Several simulations are provided
to assert the superiority of this deterministi algorithm on the random one. In
partiular, we show that devising an I.S. algorithm in this ontext does aelerate
the onvergene of the VaR-CVaR algorithm.
Keywords: VaR, CVaR, Stohasti Approximation, Quasi-Monte Carlo, sequene
with low disrepany.
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4.1 Introdution
Value-at-risk (VaR) and Conditional Value-at-risk (CVaR) are two widely used risk
measures in the pratie of nanial risk management. CVaR is known to have better
properties than VaR. Following the terminology introdued in the seminal paper [3℄
about risk measures, VaR does not satisfy the set of requirements of oherent risk
measures whereas the CVaR does. For a given ondene level α ∈ (0, 1) and
portfolio loss distribution L, the VaR at level α (VaRα is the lowest amount not
exeeded by the loss with probability α (usually α ≥ 95%). The Conditional Value-
at-Risk at level α (CVaRα) is the onditional expetation of the portfolio losses
beyond the VaRα level.
Several methods have been proposed to estimate VaR using historial or Monte
Carlo simulation. The most ommonly used method is the inversion of the empirial
loss distribution funtion. Approximations of the portfolio loss distribution known
as Delta approximation (resp. Delta-Gamma approximation) relying on a linear
(resp. quadrati expansion) are often used. For more details about those methods,
we refer to [17℄, [39℄, [38℄.
In the ontext of portfolio optimization to redue the CVaR, it is demonstrated
in [77℄ that it is possible to approximate both VaR and CVaR (atually to optimize
CVaR) by solving an approximation of a onvex optimization problem whih redues
to a linear programming problem. However, the linear programming problem is
subjet to huge number of linear onstraints so that it remains diult to handle
in pratie. In [6℄, the authors relies on a stohasti approximation algorithm to
estimate simultaneously VaR and CVaR. This algorithm is derived from the fat
that they are solutions of a onvex optimization problem as demonstrated in [77℄. It
is shown that the onvergene rate of this algorithm to its target satises a Gaussian
Central Limit Theorem under standard assumptions. However, it is well known that
in this kind of problem, we are interested by events that are observed with a very
low probability (usually less that 5%). Thus, as a neessary improvement, a variane
redution tehnique based on an adaptive R.M. importane sampling was proposed
and ombined with the original VaR-CVaR algorithm (see [6℄ for more details). It
has been shown in [39℄ that I.S. based on a large deviation analysis of a rare event an
lead to eient variane redution. However, as notied in [41℄, importane sampling
estimators based on a large deviation analysis an have variane that inreases with
the rarity of the event and even innite variane. In [25℄, a quantile estimator based
on the inversion of the empirial weighted funtion with a projeted version (on
onvex ompat set) of a Robbins-Monro I.S. algorithm is introdued to nd the
optimal hange of measure. The proedure proposed in [6℄ to selet the optimal I.S.
parameters is an unonstrained adaptive Robbins-Monro algorithm whih somehow
follows the new approah introdued in [62℄.
In this paper, we investigate the VaR-CVaR algorithm without I.S. in the ase
of quasi-random innovations, i.e. the ase where the innovations are uniformly dis-
tributed on [0, 1]q (q ≥ 1) and have low disrepany. Given the performane of
quasi-Monte Carlo method for numerial integration, it is a rather natural idea to
try plugging quasi-random numbers into a reursive stohasti approximation pro-
edure instead of usual pseudo-random numbers. In the seminal paper [58℄, it is
shown that it may signiantly aelerate the onvergene of the proedure like it
does in numerial integration when using sequenes with low disrepany instead
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of Monte-Carlo simulations. From a theoretial point of view, the two main results
are based on a ontration assumption and on a stringent boundedness assumption.
In the rst framework, whih is purely one-dimensional, some a priori error bounds
emphasize that quasi-stohasti approximation does aelerate the onvergene rate
of the proedure.
Inluding several other frameworks than quasi-random innovations, quasi-stohasti
approximation has been revisited reently in [60℄ generalising results obtained in [58℄
to multi-dimensional setting without boundedness assumption. The main result is
based on averaging assumption on innovations and more lassial Lyapunov assump-
tions (mean reverting and linear growth assumptions). However, those results do
not apply diretly to the VaR-CVaR algorithm sine in most ases the averaging
assumption is not satised.
This paper presents a onvergene result for the VaR-CVaR Robbins-Monro
(R.M.) algorithm originally investigated in [6℄. We use general results about Jordan
disrepany (see [70℄ and [71℄) so that the averaging assumption is satised.
This paper is organized as follows: Setion 2 is devoted to the VaR-CVaR al-
gorithm and low disrepany sequenes where we reall some denitions and har-
aterizations. In Setion 3, we desribe our framework and our assumptions whih
lead us to the statement and the proof of the main onvergene theorem. Setion 4
gives numerial results. In partiular we show that using low disrepany sequenes
instead of pseudo-random numbers may aelerate signiantly the onvergene of
the original proedure.
4.2 Some bakground: sequenes with low disrep-
any and VaR-CVaR algorithm
The purpose of this rst part is to reall some lassial results about sequenes
with low disrepany in order to justify their use instead of i.i.d. pseudo-random
numbers. Then, we will reall the R.M. algorithm proposed in [6℄ to estimate the
VaRα and the CVaRα of a portfolio loss distribution L.
4.2.1 Sequenes with low disrepany: Denitions and har-
aterizations
Denition 4.2.1. A [0, 1]q-valued sequene (un)n≥1 is uniformly distributed (u.d.)
on [0, 1]q if
1
n
n∑
k=1
δuk
(Rq)
=⇒ U ([0, 1]q) , n→ +∞,
where for any subset A of Rq, δu denotes the unit mass at u dened by δu(A) = 1A(u),
(Rq)
=⇒ stands for the weak onvergene of probability measures on (Rq,Bor(Rq)) and
U ([0, 1]q) denotes the uniform distribution on [0, 1]q.
The following proposition is a lassial result in the theory of uniform distribution
of sequenes (see e.g. [56℄). It introdues the notion of star disrepany whih an
be viewed as a quantiation of the denition of uniformly distributed sequenes.
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Proposition 4.2.1. The [0, 1]q-valued sequene (un)n≥1 is uniformly distributed on
[0, 1]q if and only if
D∗n(u) := sup
x∈[0,1]q
∣∣∣∣∣1n
n∑
k=1
1[0,x](uk)−
q∏
i=1
ui
∣∣∣∣∣→ 0, n→ +∞.
D∗n(u) is alled the star disrepany.
We now introdue the notion of disrepany for Jordan measurable subsets of
[0, 1]q (i.e. subsets with smooth boundary for whih the harateristi funtion is
Riemann integrable). This disrepany will be usefull later when dealing with the
VaR-CVaR proedure with quasi-random innovations. We refer to [71℄ for a proof.
Proposition 4.2.2. Let B ⊆ [0, 1]q and ǫ > 0. Dene
Bǫ = {u ∈ [0, 1]q : d(u, v) < ǫ for some v ∈ B} ,
B−ǫ = {u ∈ [0, 1]q : d(u, v) ≥ ǫ for all v ∈ [0, 1]q\B} ,
where d denotes the standard Eulidean metri in Rq. Let Mb be the family of all
Lebesgue measurable B ⊆ [0, 1]q for whih
λq (Bǫ\B) ≤ b(ǫ) and λq (B\B−ǫ) ≤ b(ǫ),
for all ǫ > 0, where λq denotes the Lebesgue measure on (R
q,Bor(Rq)), b is a
positive non dereasing funtion satisfying limǫ→0+ b(ǫ) = 0. If (un)n≥1 is uniformly
distributed on [0, 1]q then
Dn(Mb, u) := sup
B∈Mb
∣∣∣∣∣1n
n∑
k=1
δB(uk)− λq(B)
∣∣∣∣∣→ 0, n→ +∞.
Moreover, if the funtion b is of the form b(ǫ) = Cǫ, for all ǫ > 0 and for some
onstant C > 0 then there exists K > 0 suh that
Dn(Mb, u) ≤ KD∗n(u)
1
q .
Atually, it has beome ustomary to speak of low-disrepany sequenes if the
sequene u satises D∗n(u) = O (N
−1(logN)q).
We now briey disuss two important results for numerial integration using
quasi-random innovations. It provides error bounds for the empirial
1
n
∑n
k=1 f(uk)
as estimator of E [f(U)] where U ∼ U ([0, 1]q) and f is a funtion with nite variation
(in the measure sense or in the Hardy and Krause sense).
Proposition 4.2.3. Let u = (uk)1≤k≤n be a [0, 1]q-valued sequene and let f be a
funtion with nite variation V (f). Then
• (Koksma-Hlwaka Inequality)∣∣∣∣∣ 1n
n∑
k=1
f(uk)−
∫
[0,1]q
f(u)λq(du)
∣∣∣∣∣ ≤ V (f)D∗n(u).
• ( [19℄) If B ∈Mb, we have∣∣∣∣∣ 1n
n∑
k=1, uk∈B
f(uk)−
∫
B
f(u)λq(du)
∣∣∣∣∣ ≤ (V (f) + f(1, · · · , 1))Dn(Mb, u).
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Another usefull error bound is based on a Lipshitz assumption of f . The following
theorem is due to Proinov (see [75℄)
Theorem 4.2.4. Assume Rq is equipped with the ℓ∞-norm (|x|∞ := max1≤i≤q |xi|, x ∈ Rq).
Let u be a u.d. sequene on [0, 1]q. Let p1, · · · , pn be a sequene of non negative num-
bers satisfying
n∑
k=1
pk = 1.
Then, for every ontinuous funtion f : [0, 1]q → R∣∣∣∣∣
n∑
k=1
pkf(uk)−
∫
[0,1]q
f(x)λq(dx)
∣∣∣∣∣ ≤ Cqwf (D∗n(u) 1q) ,
where
wf(δ) := sup
x,y∈[0,1]q,|x−y|∞≤δ
|f(x)− f(y)|, δ ∈ (0, 1),
and Cq ∈ (0,∞) is a universal onstant only depending on q. If q = 1, Cq = 1 and
if q ≥ 2, Cq ∈ [1, 4].
4.2.2 VaR-CVaR stohasti approximation algorithm
In this setion we briey reall the main tools and assumptions used to devise the
VaR-CVaR algorithm investigated in [6℄.
We onsider that the loss of the portfolio over the onsidered time horizon an be
written as a funtion of a strutural nite dimensional random vetor, i.e., L = ϕ(X)
where X is a Rd-valued random vetor dened on the probability spae (Ω,A,P) and
ϕ : Rd → R is a Borel funtion. Thus, ϕ is the funtion desribing the omposition
of the portfolio whih remains xed and X is a strutural d-dimensional random
vetor used to model the market pries over a given time interval. We only rely
on the fat it is possible to sample from the distribution of X . For instane, in a
Blak-Sholes framework, X is generally a vetor of Brownian inrements related to
the Euler sheme of a diusion. The VaR at level α ∈ (0, 1) is the lowest α-quantile
of the distribution ϕ(X):
VaRα(ϕ(X)) := inf {ξ | P (ϕ(X) ≤ ξ) ≥ α} .
We assume that the distribution funtion of ϕ(X) is ontinuous (i.e., without atoms)
thus the VaRα := ξ
∗
α is the lowest solution of the equation:
P(ϕ(X) ≤ ξ∗α) = α.
If the distribution funtion of ϕ(X) is (stritly) inreasing then the solution of the
above equation is unique. Assuming that ϕ(X) ∈ L1(P), the CVaRα := C∗α is dened
by:
CVaRα(ϕ(X)) := E [ϕ(X)|ϕ(X) ≥ VaRα(ϕ(X))] .
The idea to devise a stohasti approximation algorithm to estimate the ouple
(ξ∗α, C
∗
α) omes from the fat that it appears as the solution and the value of a onvex
optimisation problem. (see [77℄ and [6℄ for more details)
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Proposition 4.2.5. Let V be the funtion dened on R by: ξ 7→ ξ+ 1
1−αE [(ϕ(X)− ξ)+)].
Suppose that the distribution funtion of ϕ(X) is ontinuous. Then, the funtion V
is onvex, dierentiable and the VaRα(ϕ(X)) is any point of the set:
argmin V = {ξ ∈ R | V ′(ξ) = 0} = {ξ | P(ϕ(X) ≤ ξ) = α}
where V ′ is the derivative dened of V . Moreover, for every ξ ∈ R, V ′(ξ) =
E [H1(ξ,X)] where,
H1(ξ, x) := 1− 1
1− α1{ϕ(x)≥ξ}.
Furthermore, CVaRα(ϕ(X)) = minξ∈R V (ξ).
Sine we are looking for ξ for whih E [H1(ξ,X)] = 0, we implement a stohasti
gradient desent derived from the Lyapunov funtion V to approximate ξ∗α, i.e., we
use the RM algorithm:
ξn = ξn−1 − γnH1(ξn−1, Xn), n ≥ 1 (4.1)
where (Xn)n≥1 is an i.i.d. sequene of random variables with the same distribution
as X , independent of ξ0, with E [|ξ0|] < ∞ and (γn)n≥1 is a positive deterministi
step sequene (dereasing to 0) satisfying∑
n≥1
γn = +∞ and
∑
n≥1
γ2n < +∞. (A1)
In order to estimate C∗α, [6℄ proposed to devise an averaging proedure of the
above quantile searh algorithmwith the same step sequene (γn)n≥1, namely C0 = 0
and for n = 1, 2, ...,
Cn = Cn−1 − γnH2(ξn−1, Cn−1, Xn). (4.2)
where H2(ξ, c, x) := c−ξ− 11−α (ϕ(x)− ξ)+. The resulting algorithm reads for n ≥ 1:{
ξn = ξn−1 − γnH1(ξn−1, Xn), ξ0 ∈ R
Cn = Cn−1 − γnH2(ξn−1, Cn−1, Xn), C0 = 0.
(4.3)
As soon as the distribution of ϕ(X) is ontinuous, ϕ(X) ∈ L2(P) and that
the step sequene satises (A1), the sequene (ξn, Cn)n≥1 a.s. onverges toward
(ξ∗α, C
∗α)n≥1 where ξ∗α is an Argmin V -valued random variable and C
∗
α = CVaRα(ϕ(X))
(we refer to [6℄ for a proof).
To ahieve the best onvergene rate, we are led to introdue the Ruppert and
Polyak's averaging priniple (see [45℄ and [81℄). If we set γn = cn
−p, with 1
2
< p <
1, c > 0 in (4.3) and ompute the Cesàro means of both omponents{
ξn :=
1
n
∑n
k=1 ξk = ξn−1 − 1n(ξn−1 − ξn)
Cn :=
1
n
∑n
k=1Ck = Cn−1 − 1n(Cn−1 − Cn)
(4.4)
where (ξk, Ck), k ≥ 0 is dened by (4.3) then, provided that
E
[|ϕ(X)|2a] < +∞ for some a > 1, (4.5)
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and that the distribution of ϕ(X) has a positive probability density fϕ(X) on its
support, we obtain asymptotially eient estimators whih satisfy the Gaussian
CLT:
√
n
(
ξn − ξ∗α
Cn − C∗α
)
L→ N (0,Σ) (4.6)
where the asymptoti ovariane matrix Σ is given by
Σ =
 α(1−α)f2ϕ(X)(ξ∗) α(1−α)fϕ(X)(ξ∗)E [(ϕ(X)− ξ∗)+]
α
(1−α)fϕ(X)(ξ∗)E
[
(ϕ(X)− ξ∗)+
]
1
(1−α)2Var (ϕ(X)− ξ∗)+
 . (4.7)
The bottlenek in using the above algorithm lies in its very slow onvergene ow-
ing to the fat that P(ϕ(X) > ξ∗) = 1−α is lose to 0 in pratial implementations,
so that we observe few signiant repliations to update our estimates. Moreover,
in the bank and energy setors, pratitioners usually deal with huge portfolio om-
posed by hundreds or thousands of risk fators and options. The evaluation step of
ϕ(X) may require a lot of omputational time. Consequently, to ahieve aurate
estimates of both VaRα and CVaRα with reasonable omputational eort, the above
algorithm (4.4) needs to be speeded up by an IS proedure to reenter simulation
where things do happen, i.e., senarios for whih ϕ(X) exeeds ξ. In [6℄, an IS
algorithm based on an adaptive RM proedure is ombined with (4.4). However, in
this deterministi framework, we no longer need to redue the asymptoti variane.
4.3 VaR-CVaR algorithm using quasi-stohasti ap-
proximation
The aim of this setion is to desribe the framework of the VaR-CVaR algorithm
using quasi-random innovations and to establish the onvergene theorem of this
deterministi proedure. We aim at building a framework in whih the averaging
assumption introdued in [60℄ is satised. As a onsequene, we will use the main
theorem of [60℄ in order to establish the onvergene of the VaR-CVaR proedure
in this deterministi ontext. Then, we will disuss the possibility of plugging a
reursive I.S. R.M. algorithm in order to aelerate the onvergene.
4.3.1 VaR-CVaR quasi-stohasti approximation algorithm
Generally, the d-dimensional random variable X an be simulated from the uniform
distribution U ([0, 1]q), with q ≥ d by standard methods like inverse distribution
funtion, Box-Müller, et, so that X = Ψ(U), with Ψ : [0, 1]q → Rd. Instead of the
pseudo-random variable U , we will use a low-disrepany sequene u. We will need
the following assumption on the funtion ϕ and Ψ:
Assumption 4.3.1. The funtion ϕoΨ : [0, 1]q → R is Lipshitz.
We denote by F the loss distribution funtion, i.e. the distribution funtion of
ϕ(Ψ(U)). From a theoretial point of view, the onvergene of the proedure an be
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derived from the weak onvergene:
FΨn :=
1
n
n∑
k=1
δΨ(uk)
(Rd)⇒ F.
We write D∗n(u,Ψ) for the star disrepany of the rst n terms of u assoiated to
the system dened naturally by
D∗n(u,Ψ) := sup
ξ∈R
∣∣∣∣∣ 1n
n∑
k=1
1Ψ(uk)≤ξ − F (ξ)
∣∣∣∣∣ . (4.8)
Note that as soon as u is u.d., D∗n(u,Ψ)→ 0, as n→ +∞.
Proposition 4.3.2. Suppose that assumption 4.3.1 is satised and that the distri-
bution funtion of L = ϕ(Ψ(U)) is Lipshitz. Then, for all ξ ∈ R
(ϕoΨ)−1
(
]−∞, ξ ]
)
∈Mb,
where for all ǫ > 0, b(ǫ) = Cǫ for some onstant C > 0. If u is a u.d. sequene with
low disrepany then,
ln := max
1≤k≤n
kD∗k(u,Ψ) = O
(
n1−
1
q log(n)
)
, n ≥ 1.
Proof. Let ξ ∈ R and B = (ϕoΨ)−1
(
]−∞, ξ ]
)
. By denition of Bǫ, we have
Bǫ ⊂ (ϕoΨ)−1
(
]−∞, ξ + w(ϕoΨ, ǫ) ]
)
,
and,
B−ǫ ⊃ (ϕoΨ)−1
(
]−∞, ξ − w(ϕoΨ, ǫ) ]
)
,
where
w(ϕoΨ) = sup
x,y∈[0,1]q
|ϕoΨ(x)− ϕoΨ(y)|
|x− y|∞ ,
and |x|∞ := max1≤i≤q |xi|.
Consequently,
λq (Bǫ\B) ≤ λq
(
(ϕoΨ)−1 (]−∞, ξ + w(ϕoΨ)ǫ ])) ,
= F (ξ + w(ϕoΨ)ǫ)− F (ξ),
≤ Cǫ,
and, in the same way, we have
λq (B\B−ǫ) ≤ F (ξ)− F (ξ − w(ϕoΨ)ǫ) ≤ Cǫ.
Proposition 4.2.2. implies that
D∗n (u,Ψ) = O
(
n−
1
q log(n)
)
,
so that,
ln = max
1≤k≤n
kD∗k(u,Ψ) = O
(
n1−
1
q log(n)
)
, n ≥ 1.
This ompletes the proof.
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The above onvergene rate obtained for the star disrepany of the system
orresponds to the averaging assumption introdued in [60℄. Let u be u.d. sequene
in [0, 1]q, the VaR-CVaR quasi stohasti algorithm is dened for n ≥ 1 by
ξn = ξn−1 − γnK1(ξn−1, un) (4.9)
Cn = Cn−1 − γnK2(ξn−1, Cn−1, un). (4.10)
where for all ξ ∈ R, u ∈ [0, 1]q, K1(ξ, u) = 1 − 11−α1{ϕ(Ψ(u))≥ξ} and K2(ξ, c, u) :=
c− ξ − 1
1−α (ϕ(Ψ(u))− ξ)+.
Now we are in position to state the main onvergene theorem.
Theorem 4.3.3. Suppose that assumption 4.3.1 is satised and that the distribution
funtion of L = ϕ(Ψ(U)) is Lipshitz. Let u be u.d. sequene in [0, 1]q with low
disrepany. Let γ = (γn)n≥1 be a non-negative non-inreasing sequene of gain
parameters satisfying∑
n≥1
γn = +∞, γnln −→ 0,
∑
n≥1
max
(|∆γn+1| , γ2n) ln < +∞. (4.11)
Then the reursive proedure dened by (4.9) and (4.10) onverge toward (ξ∗α, C
∗
α).
Proof. In order to proove the onvergene of the sequene (ξn)n≥1, we use Theorem
2.1 of [60℄. Let L be the ontinuously dierentiable funtion dened for all ξ ∈ R
by L(ξ) = 1
2
(ξ − ξ∗)2. This funtions satises
∇L is Lipshitz ontinuous and |∇L|2 ≤ C(1 + L).
Sine K1 is bounded, it satises the linear growth assumption whih in this deter-
ministi framework is
∀ ξ ∈ R, ∀ u ∈ [0, 1]q, |K1(ξ, u)|2 ≤ C (1 + L(ξ)) . (4.12)
The loal mean reverting assumption is satised sine
〈∇(ξ), K1(ξ, u)−K1(ξ∗α, u)〉 =
1
1− α(ξ − ξ
∗
α)
(
1{ϕ(Ψ(u))≤ξ} − 1{ϕ(Ψ(u))≤ξ∗α}
)
> 0,
for ξ 6= ξ∗α and for all u ∈ [0, 1]q. Proposition 4.3.2 implies that∣∣∣∣∣ 1n
n∑
k=1
1Ψ(uk)≤ξ∗α − F (ξ∗α)
∣∣∣∣∣ = O(n− 1q log(n)),
thus, owing to Theorem 2.1 in [60℄, the sequene (ξn)n≥1 onverges toward ξ∗α, as
n → +∞. In order to prove the onvergene of (Cn)n≥1 toward C∗α, we set for
onveniene γ0 := 1 + supn≥1 γn. Then, one denes reursively a sequene (∆n)n≥1
by
∆n+1 = ∆n
γn+1
γn
γ0
γ0 − γn+1 , n ≥ 0, ∆0 = 1.
Elementary omputations show by indution that
γn = γ0
∆n
Sn
, n ≥ 0, with Sn :=
n∑
k=0
∆k. (4.13)
107
CHAPTER 4. VAR-CVAR ALGORITHM USING QUASI-STOCHASTIC
APPROXIMATION
Furthermore, it follows from (4.13) that for every n ≥ 1, log(Sn) ≥ 1γ0
∑n
k=1 γk,
whih implies that limn Sn = +∞.
Now using (4.10) and (4.13), one gets for every n ≥ 1
SnCn = Sn−1Cn−1 +∆n
(
ξn−1 +
1
1− α(F (uk)− ξk−1)+
)
.
This implies that
Cn =
1
Sn
(
n∑
k=1
∆kξk−1
)
+
1
1− α
1
Sn
(
n∑
k=1
∆k(F (uk)− ξk−1)+
)
,
so that
Cn − C∗α =
1
Sn
(
n∑
k=1
∆k(ξk−1 − ξ∗α)
)
+
1
1− α
1
Sn
(
n∑
k=1
∆k
(
(F (uk)− ξk−1)+ − E
[
(F (U)− ξ∗α)+
]))
.
(4.14)
The rst term of the right-hand side of (4.14) onverges toward 0 owing to Cesàro
Lemma and the onvergene of (ξn)n≥1 toward ξ∗α. The seond term an be written
1
Sn
n∑
k=1
∆k
(
(F (uk)− ξk−1)+ − E
[
(F (U)− ξ∗α)+
])
=
1
Sn
n∑
k=1
∆k ((F (uk)− ξk−1)+ − (F (uk)− ξ∗α)+)
+
1
Sn
n∑
k=1
∆k ((F (uk)− ξ∗α)+ − E [(F (U)− ξ∗α)+]) .
For all u ∈ [0, 1]q, the funtions ξ 7→ (F (u)− ξ)+ are Lipshitz so that
1
Sn
n∑
k=1
∆k ((F (uk)− ξk−1)+ − (F (uk)− ξ∗α)+) ≤
1
Sn
n∑
k=1
∆k |ξk−1 − ξ∗α| → 0, as n→ +∞.
Now, Assumption 4.3.1 implies that the funtion u 7→ (F (u)− ξ∗α)+ is Lipshitz so
that owing to Theorem 4.2.4∣∣∣∣∣ 1Sn
n∑
k=1
∆k(F (uk)− ξ∗α)+ − E [(F (U)− ξ∗α)+]
∣∣∣∣∣ ≤ Cqw(ϕoΨ)D∗n(u) 1q → 0, as n→ +∞.
This ompletes the proof.
Remark 3. The hoie of γn :=
c
nρ
with 1− 1
q
< ρ ≤ 1 is always aeptable.
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4.3.2 Design of a faster proedure: I.S. quasi-stohasti al-
gorithm
Obviously, there is no theoretial reason in this deterministi ontext to plug the
I.S. proedure investigated in [62℄ and already used in [6℄ in a stohasti framework
with the VaR-CVaR quasi-stohasti approximation algorithm. However, from a
numerial point of view, we observe that it does aelerate the onvergene of the
original proedure as it did in the stohasti ontext.
Suppose that F (X) is a square integrable random variable suh that P(F (X) 6=
0) > 0 and where X is a random vetor with density funtion p over Rd. The main
idea of I.S. by translation, applied to the omputation of E[F (X)], is to use the
invariane of the Lebesgue measure by translation: it follows that for every θ ∈ Rd,
E[F (X)] =
∫
Rd
F (x)p(x)dx =
∫
Rd
F (x+ θ)p(x+ θ)dx = E
[
F (X + θ)
p(X + θ)
p(X)
]
.
(4.15)
Among all these random vetors with the same expetation, we want to selet the
one with the lowest variane, i.e., the one with lowest quadrati norm
Q(θ) := E
[
F 2(X + θ)
p2(X + θ)
p2(X)
]
, θ ∈ Rd.
A reverse hange of variable shows that:
Q(θ) = E
[
F 2(X)
p(X)
p(X − θ)
]
, θ ∈ Rd. (4.16)
Under some assumptions on the probability density funtion p (see [62℄), one shows
that Q is nite, onvex, dierentiable and that lim|θ|→+∞Q(θ) = +∞ so that
argminQ =
{
θ ∈ Rd | ∇Q(θ) = 0} 6= ∅. If ∇Q admits a representation as an
expetation, then it is possible to devise a reursive R.M. proedure to approximate
the optimal parameter θ∗, namely
θn = θn−1 − γnL1(θn−1, Xn), n ≥ 1 (4.17)
where L1 is naturally dened by the formal dierentiation of Q, for every x ∈ Rd:
L1(θ, x) = F
2(x)
p(x)
p2(x− θ)∇p(x− θ). (4.18)
Sine we have no knowledge about the regularity of F and do not wish to have
any, we dierentiate the seond representation of Q in (4.16) and not the rst one.
However, the regular RM proedure (4.17) suers from an instability issue oming
from the fat that the lassial sub-linear growth assumption in quadrati mean
in the Robbins-Monro Theorem is only fullled when F is onstant, due to the
behaviour of the annoying term p(x)/p(x− θ) as θ goes to innity.
Reently, IS using stohasti algorithm was deeply revisited in [62℄ to remove
the onstraints introdued by the original algorithm. Moreover, this onstrution is
extended to a large lass of probability distributions and to diusion proess. Thanks
to another translation of the variable θ, it is possible to plug bak the parameter θ
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into F (X), the funtion F having in ommon appliations a known behaviour at
innity.
From now on, we assume that there exist two positive onstants a, C > 0 suh
that
∀x ∈ Rd, |F (x)|2 ≤ C ea|x|. (4.19)
Now under (4.19), we an use another hange of variable so that Q is dierentiable
on Rd with a gradient given by
∇Q(θ) := E [L1(θ,X)] = E
F 2(X − θ) p2(X − θ)p(X)p(X − 2θ)∇p(X − 2θ)p(X − 2θ)︸ ︷︷ ︸
W (θ,X)
 .
We make the following assumption on the probability density p of X
∃b ∈ [1, 2] suh that
{
(i) |∇p(x)|
p(x)
= O(|x|b−1) as |x| → ∞
(ii) ∃ ρ > 0 suh that log (p(x)) + ρ|x|b is onvex.
(4.20)
Now under ondition (4.20), there exist here exist two onstants A and B suh that
|W (θ,X)| ≤ e2ρ|θ|b(A|x|b−1 + A|θ|b−1 +B) (4.21)
so that this weight an always be ontrolled by a deterministi funtion of θ (for
more details, one an refer to [62℄). Then by setting,
W˜ (θ,X) := e−2ρ|θ|
b
W (θ,X),
we an dene L2 by
L2(θ, x) := F
2(X − θ)W˜ (θ, x), (4.22)
so that it satises the linear growth assumptions and{
θ ∈ Rd | E [L2(θ,X)] = 0
}
=
{
θ ∈ Rd | ∇Q(θ) = 0} ,
and the sequene (θn)n≥1 dened by (4.17) with L2 instead of L1 satises θn
a.s.−→
θ∗ ∈ ArgminQ.
This new version was the starting point to dene two R.M. I.S. algorithms. Indeed,
applied to the problem we are dealing with, the main idea is to twist (by transla-
tion) the distribution of X in order to minimize the asymptoti variane of the two
omponents in the CLT (4.6): the asymptoti varianes of the VaRα and CVaRα
algorithm
Var
(
1ϕ(X)≥ξ∗
)
f 2ϕ(X)(ξ
∗)
=
α(1− α)
f 2ϕ(X)(ξ
∗)
and
Var
(
(ϕ(X)− ξ∗)+
)
(1− α)2 .
By importane sampling, it is not possible to modify the quantity fϕ(X)(ξ
∗) sine it
is an intrinsi onstant whih appears in the CLT (4.6) through the Jaobian matrix
of h, where h(ξ, C) := E [H(ξ, C,X)] and H(ξ, C,X) := (H1(ξ, C,X), H2(ξ, C,X)).
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Consequently, we are led to nd the parameters θ∗ and µ∗ minimizing the two
funtionals:
Q1(θ, ξ
∗) := E
[
1{ϕ(X)≥ξ∗}
p(X)
p(X − θ)
]
, Q2(µ, ξ
∗) := E
[
(ϕ(X)− ξ∗)2+
p(X)
p(X − µ)
]
.
(4.23)
The I.S. proedure investigated in [6℄ onsists in using the seond I.S. algorithm
based on (4.22), namely
L˜3(θ, ξ) := 1ϕ(Ψ(u)−θ)≥ξW (θ,Ψ(u)),
L˜4(µ, ξ) := (ϕ(Ψ(u)− µ)− ξ)2+ e−(A+1)|µ|
b
W (µ,Ψ(u)).
where A is some positive real onstant. The VaR-CVaR proedure is modied
adaptively by the two I.S. algorithms
ξn = ξn−1 − γnL˜1(ξn−1, θn−1, un) (4.24)
Cn = Cn−1 − γnL˜2(ξn−1, Cn−1, µn−1, un). (4.25)
where for all ξ ∈ R, u ∈ [0, 1]q, θ ∈ Rd, µ ∈ Rd,
L˜1(ξ, θ, u) := 1− 1
1− α1ϕ(Ψ(u)+θ)≥ξ
p(Ψ(u) + θ)
p(Ψ(u))
,
L˜2(ξ, c, µ, u) := c− ξ − 1
1− α (ϕ(Ψ(u) + µ)− ξ)+
p(Ψ(u) + µ)
p(Ψ(u))
.
From a theoretial point of view, we didn't sueed in proving that the new proedure
(ξn, Cn, θn, µn)n≥0 dened as above onverges toward (ξ∗α, C
∗
α, θ
∗
α, µ
∗
α). However, from
a numerial point of view, we observe that this proedure onverges and that the
I.S. does aelerate the onvergene of the initial VaR-CVaR algoritm dened by
(4.9) and (4.10).
4.4 Numerial results
Tukey-Lambda distribution
The rst example is a trivial ase where we want to estimate the VaR and the
CVaR of the Tukey-lambda distribution. This distribution is often used to identify
an appropriate distribution. Although its probability density funtion does not have
a simple form, the inverse of its distribution funtion, i.e. its quantile funtion is
expliitly known and is given by
F−1(p) =
1
λ
(
pλ − (1− p)λ) , for λ 6= 0, and F−1(p) = log(p)−log(1−p), for λ = 0.
We devise the algorithm dened by (4.9) and (4.10) for three dierent values of
α = 95%, 99%, 99.5%. Note that ϕ ≡ Id and for λ > 1, Ψ ≡ F−1 is learly
lipshitz so that owing to Theorem 4.3.3, the VaR-CVaR quasi-stohasti approxi-
mation algorithm onverges. Of ourse, this is just a toy-example sine the expliit
omputation of ξ∗α is trivial sine ξ
∗
α := F
−1(α) = 1
λ
(
αλ − (1− α)λ). However, note
that C∗α is not expliitly known. Conerning the uniformly distributed sequene
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with low disrepany, we use a Van Der Corput sequene, for more details about
this sequene, we refer to [70℄.
The following simulation and results were ahieved with λ = 5. The step se-
quene is dened for n ≥ 0 by γn = 10n+200 .
The results displayed in Table 4.1 orrespond to the VaRα, CVaRα with both
VaR and CVaR proedures using a low disrepany sequene and a pseudo-random
sequene. The olumns VaR
qm
and CVaR
qm
orrespond to the VaR and the CVaR
estimates using (4.9) and (4.10). The olumns VaR and CVaR orrespond to the
VaR and the CVaR estimate using the proedure developed in [6℄. Although we
don't have any a priori error bound, Figure 4.1 learly indiate that it redues the
number of steps needed to obtain good approximates.
Number of steps α VaR
qm
CVaR
qm
VaR CVaR
500 95% 0.1583 0.1804 0.1818 0.1992
99% 0.1909 0.2088 0.2303 0.2131
99.5% 0.1947 0.1725 0.1950 0.2169
1000 95% 0.1578 0.1809 0.1586 0.1862
99% 0.1928 0.2072 0.1910 0.1973
99.5% 0.1995 0.1841 0.2328 0.2396
10 000 95% 0.1562 0.1783 0.1509 0.1729
99% 0.1940 0.2009 0.1913 0.1980
99.5% 0.1908 0.2010 0.1909 0.2011
Table 4.1: The values of the VaRα of the Tukey-lambda distribution are: ξ
∗
0.95 =
0.15475, ξ∗0.99 = 0.19019, ξ
∗
0.995 = 0.19505.
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Figure 4.1: Convergene of the VaR proedure using a low-disrepany sequene
(normal lines) and a pseudo-random sequene (dashed lines) at level α = 95%. The
horizontal line is the value of ξ∗0.95 = 0.15475.
Calls and Puts portfolio
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We onsider a portfolio omposed of short positions in 10 alls and 10 puts on
eah of 5 underlying assets, all options having the same maturity 0.25 years with
several strikes. The underlying assets are modeled as geometri Brownian Motions,
all having a volatility of 20% and are assumed to be unorrelated. The dimension d of
the strutural vetor X is equal to 5. The proedure (4.9) and (4.10) is implemented
with a sequene of some quasi-random normal numbers, namely
(Xkn , X
k+1
n ) =
(√
−2 log(ukn) sin(2πuk+1n ),
√
−2 log(ukn) cos(2πuk+1n )
)
, k = 1, 3, 5.
where un = (u
k
n)1≤k≤6, n ≥ 1 is simply a regular 6-dimensional Sobol sequene (see
e.g. [70℄). We ompare the performane of the algorithm (4.9) using a Sobol sequene
(VaR(qm)) and stohasti approximation for the omputation of the VaRα with
(VaR(IS)) and without (VaR) variane redution using pseudo-random numbers.
The numerial results are reported in Table 4.2.
Number of steps α VaR VaR(IS) VaR(qm)
1000 95% 305.4 317.1 330.4
99% 493.9 490.1 411.3
99.5% 291.5 540.1 507.3
99.9% 471.8 484 534.1
10 000 95% 348.6 356.8 362.2
99% 501.7 494.2 502.7
99.5% 475.5 551.9 543.3
99.9% 597.1 598.6 612.1
100 000 95% 364.1 361.1 362.5
99% 507.3 502.9 506.9
99.5% 553.3 554.1 555.1
99.9% 648.2 652.5 657.4
Table 4.2: Portfolio 2 (QMC).
Spark spread Option We onsider a portfolio omposed of a spark spread option
with a maturity of 1 year and where gas spot pries SgT and eletriity spot pries
SeT are modeled by two geometri brownian motions, all having a volatility of 40%.
Eletriity and gas initial spot pries are Se0 = 40 $/MWh and S
g
0 = 3 $/MMBTU
(BTU: British Thermal Unit) with a Heat Rate equals hR = 10 BTU/kWh and
generation osts C = 5 $/MWh. The two spot pries are unorrelated. The loss an
be written
L = (SeT − hRSgT − C)+ .
The dimension d of the strutural vetor X is equal to 2. In order to estimate
(ξ∗α, C
∗
α), we use the VaR-CVaR algorithm with adaptive I.S. as developed in Setion
4.3.2.
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Figure 4.2: Fig 4.3.a (left): VaR using a Sobol sequene (normal line) and VaR
using IS proedure with pseudo-random numbers (dotted line) for α = 95%. Fig
4.3.b (right): log-distane to the VaRα estimate using a Sobol sequene (normal
line) and using IS proedure (dotted line). The VaR (QMC) onverges faster than the
VaR with IS. A good approximate of V aRα is approximately 362 (log(362) ≈ 5.9).
Number of steps α VaR(IS) VaR(qm) CVaR(IS) CVaR(qm)
1000 95% 38.1 35.3 49.5 53.5
99% 54.9 60 156.1 78.3
99.5% 58.3 68.6 68.7 96.1
99.9% 68.1 84.3 149.1 107.2
10 000 95% 41.8 37.6 53.5 54.5
99% 55.3 62.4 89.1 79.1
99.5% 66.4 73.7 83.1 88.1
99.9% 81.7 85.2 116.4 108.3
100 000 95% 40.8 38.8 54.7 54.1
99% 59.3 62.7 77.4 76.7
99.5% 69.3 74.1 88.8 86.5
99.9% 88.9 90.4 114.3 110.1
Table 4.3: Portfolio 3 (QMC).
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Chapter 5
CVaR hedging using quantization
based stohasti approximation
algorithm
Joint work with O. Bardou and G. Pagès.
Abstrat: In this paper, we investigate a method based on risk minimization to
hedge observable but non-tradable soure of risk on nanial or energy markets. The
optimal portfolio strategy is obtained by minimizing dynamially the Conditional
Value-at-Risk (CVaR) using three main tools: stohasti approximation algorithm,
optimal quantization and variane redution tehniques (importane sampling (IS)
and linear ontrol variable (LCV)) as the quantities of interest are naturally related
to rare events. As a rst step, we investigate the problem of CVaR regression,
whih orresponds to a stati portfolio strategy where the number of units of eah
tradable assets is xed at time 0 and remains unhanged till time T . We devise
a stohasti approximation algorithm and study its a.s. onvergene and rate of
onvergene. Then, we extend to the dynami ase under the assumption that the
proess modelling the non-tradable soure of risk and nanial assets pries are
Markov. Finally, we illustrate our approah by onsidering several portfolios in the
inomplete energy market.
Keywords: VaR, CVaR, Stohasti Approximation, Robbins-Monro algorithm,
Quantiation.
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5.1 Introdution
It is well known that in a omplete nanial market, an investor faed with a on-
tingent laim an hedge perfetly on a nite horizon time T without any risk. How-
ever, from a pratial standpoint, an agent would like to have a more realisti view
of nanial or energy markets whih are intrinsially inomplete for many reasons
(stohasti volatility, jumps, temperature dependane of pries on energy markets,
...). There is no exat repliation to provide a unique prie. Thus, priing and
hedging ontingent laims in suh a framework require new approahes. One may
still prie and hedge using a super-hedging riterion as studied in [26℄. However, the
prie is often too high, atually, the trader an only hedge partially and often has
to bear some risk of loss. Many authors studied priing theory under a martingale
measure whih orresponds to an optimized riterion. For instane, one an refer
to [32℄ for the minimal martingale measure, to [4℄, [34℄ and [67℄ for the minimal
entropy martingale measure among others.
Another method widely used to adress this problem is based on expeted utility
maximization. Indeed, there is a huge litterature on hedging and priing in inom-
plete markets using expeted utility maximization method and utility indierene
priing. It onsists in priing an unhedgable laim so that the investor's utility re-
mains unhanged between holding and not holding the ontingent laim. We refer
to [44℄, [47℄ and [27℄ among many others for some developments. Although, this ap-
proah has been studied for long, the main drawbak for a pratiian remains the lak
of knowledge of his own utility funtion for hedging and priing derivatives. More-
over, dierent agents may prie and hedge a ontingent laim dierently aording
to their own risk preferene so that it has little aeptane in pratie.
In this artile, we propose an alternative method based on risk minimization
using stohasti approximation algorithm. To be more preise, we fous on mini-
mizing dynamially the Conditional Value-at-Risk (CVaR). The CVaR is strongly
linked to the famous risk measure alled Value-at-Risk (VaR) whih is ertainly the
most widely used risk measure in the pratie of risk management. By denition,
the VaR at level α ∈ (0, 1) (VaRα) of a given portfolio loss distribution is the lowest
amount not exeeded by the loss with probability α (usually α ∈ [0.95, 1)). The
Conditional Value-at-Risk at level α (CVaRα) is the onditional expetation of the
portfolio losses beyond the VaRα level. Compared to VaR, the CVaR is known to
have better properties. Risk measures of this type were introdued in [3℄ and have
been shown to share basi oherene properties (whih is not the ase of VaRα). The
extension to onvex risk measures were introdued and extensively studied in [31℄.
Priing and hedging using risk measures is a reent approah whih has been
investigated by many authors. Barrieu and El Karoui in [9℄ developped a risk min-
imization problem to hedge non-tradable risk on nanial market using onvex risk
measures. Hedging strategy whih maximizes the probability of suessfull hedge
is studied in [30℄ as an alternative to super-hedging strategy whih requires a large
amount of initial apital.
In [77℄, a portfolio optimization method whih alulates the VaRα and opti-
mizes the CVaRα using a linear programming approah is developed. Portfolio
strategies with a low CVaRα neessarily have a low VaRα. The method rst on-
sists in generating loss senarios and then in introduing them as onstraints in the
linear programming problem. The main drawbak is that the dimension (number of
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onstraints) of the linear programming problem to be solved is equal to the number
of simulated senarios so that this approah turns out to have strong limitations in
pratie. In our approah, we are not limited by the number of simulated senarios.
We onsider an energy (or nanial) market operating at disrete trading dates
t0 = 0 < t1 < · · · < tM = T . We have d assets available for trade with prie proess
X =
(
X1, · · · , Xd) and X i = (X itℓ)0≤ℓ≤M for i = 1, · · · , d. We will denote Xℓ for
Xtℓ . For simpliity, we assume that the risk free rate is equal to zero. The portfolio
loss (or the payo of a nanial instrument) with maturity T is desribed by an
R-valued random variable L dened on a probability spae (Ω,G,P). In our frame-
work, the soure of market inompleteness omes from the presene in L of a state
proess Z that is observable but not available for trade. Thus, it indues a soure of
risk that is not ompletely hedgable. Typially, in the eletriity market, the loss L
suered by an energy ompany may be due to an anormal annual eletriity (or gas)
anormal onsumption. This onsumption depends on the temperature, whih is an
observable but non tradable soure of risk. In this example the proess (Zℓ)1≤ℓ≤M
an be onsidered as the temperature whih may inuene not only the loss but
the assets available for trade, i.e. eletriity pries of spot and forward ontrats
(whih are in this example the only available assets for hedge). More generally,
this kind of dependane with respet to an observable but non available soure of
risk is a partiularly relevant soure of inompleteness in nanial and energy mar-
kets (stohasti volatility, default time, temperature for energy derivatives, weather
ontrats, ...). The probability spae is equiped with a ltration G = (Gℓ)0≤ℓ≤M .
Intuitively, Gℓ represents the observable information at time tℓ by all investors, so
that Gℓ = σ {Xi, Zi; 0 ≤ i ≤ ℓ}.
In order to redue its risk (or hedge the ontingent laim), the holder of the
portfolio uses a dynami self-naned strategy represented by a d-dimensional pre-
ditable proess θ = (θℓ)0≤ℓ<M , where θℓ ∈ L0Rd (Gℓ,P) (L0Rd (Gℓ,P) denotes the spae
of all G-mesurable and P− a.s. nite random variables with values in Rd). In suh
a strategy, we may regard θℓ as the number of shares invested in the stok at time
tℓ. The gains from a self-naned trading strategy θ with an initial investment of
0 are desribed by the disrete stohasti integral
∑M
ℓ=1 θℓ−1.∆Xℓ, where we denote
by ∆Xℓ the inrements Xℓ−Xℓ−1. Throughout the paper, we will use the following
main assumptions
Assumption 5.1.1. The proess (Xℓ)0≤ℓ≤M is a (G,P)-martingale,
and
Assumption 5.1.2. The proess (Xℓ, Zℓ)0≤ℓ≤M taking its values in R
d × Rq is
Markovian with respet to the ltration G.
In energy markets, there are two kind of assets available for trade: day-ahead or spot
and forward ontrats. However, due to the impossibility to store eletriity or high
osts to store gas, it is not possible to use the eletriity and the gas spot ontrats
in a self-naned trading strategy. Consequently, one often has to rely on forward
ontrats whih are the only assets available for trade. Forward prie dynami is
often modelized using Heath-Jarrow-Morton approah diretly under the historial
probability P so that assumption 5.1.1 may be satised in pratie.
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The basi problem for the holder of the portfolio is to nd the optimal self-
naned strategy θ∗α whih minimizes the residual risk of the portfolio's losses, i.e.
the solution of the following minimization problem
inf
θ∈AG
CVaRα
(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ
)
1, (5.1)
where AG =
{
θ = (θℓ)0≤ℓ≤M−1 | θℓ ∈ L0Rd (Gℓ,P) , ℓ = 0, · · · , M − 1
}
is the set of
admissible strategies, that is minimizing the residual risk of the portfolio risk prole
over all self-naned strategies.
A natural question whih arises is how to measure dynamially the risk of the
onsidered portfolio in this ontext. To measure the risk at a given time tℓ, we
introdue in a quite natural way and for the rst time to our knowledge, the deni-
tion of a dynami version of the CVaR that will be denoted Gℓ-CVaR based on the
Rokafellar & Uryasev's stati representation of the CVaR. In order to estimate at
time 0, this random risk measure, whih reads as a onditional expetation, we use
integration ubature formula based on optimal quantization.
For many reasons (transation osts, diulties to store energy assets, ...), the
holder of the portfolio may not want to trade every day but may be only interested
by a rough hedge to redue its risk. Consequently, we rstly investigate one step
self-naned strategies. Deided at time tℓ0 suh strategy is obtained by setting
θk ≡ θℓ0 , for k = ℓ0, · · · ,M − 1. Consequently, a one-step portfolio strategy deided
at time tℓ0 is an R
d
-valued random variable θℓ0 ∈ L0Rd (Gℓ0 ,P). The investor risk at
time tℓ0 an be measured by the quantity Gℓ0-CVaRα (L− θℓ0 . (XM −Xℓ0))2 whih
is only known at time tℓ0 . However, the investor an estimate this quantity at time
0 by numerially omputing E [Gℓ0-CVaRα (L− θℓ0 . (XM −Xℓ0))]. This quantity is
a forward risk, i.e. it is the best estimation at time 0 of the risk at time tℓ0 while the
quantity CVaRα (L− θℓ0 . (XM −Xℓ0)) represents the risk at time 0. Consequently,
there are two optimization problems.
The rst one is to minimize the forward risk, i.e. the expetation of the risk
prole measured at time tℓ0 of the portfolio losses using a self-naned one step
portfolio strategy starting from an initial wealth of 0
inf
θℓ0∈L0Rd(Gℓ0 ,P)
E [Gℓ0-CVaRα (L− θℓ0 . (XM −Xℓ0))] . (5.2)
The seond one onsists in minimizing the risk measured at time 0 (i.e. we use a
stati CVaR riterion) of the portfolio losses using a self-naned one step portfolio
strategy starting from an initial wealth of 0
inf
θℓ0∈L0Rd(Gℓ0 ,P)
CVaRα (L− θℓ0 . (XM −Xℓ0)) . (5.3)
The VaRα and the CVaRα are disymetri risk measures unlike standard devi-
ation. By CVaR hedging we aim at modifying the shape of the loss distribution
1
We onsider the general denition of expetation of a random variable Y , i.e. the quantity
E [Y ] exists as soon as E [Y+] < +∞ or E [Y−] < +∞.
2
We onsider the general denition of onditional expetation of a random variable Y , i.e. the
quantity E [Y |Gℓ0 ] as soon as E [Y+| Gℓ0 ] < +∞ or E [Y−| Gℓ0 ] < +∞
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L, i.e. we redue the right-hand side of the distribution whih orresponds to high
loss greater than the left-hand side whih orresponds to small losses or potential
gains. That is the main dierene between CVaR hedging and hedging by means of
a quadrati riterion as developed in [33℄ and [83℄ among others.
Under a Markovian framework, i.e. under Assumptions 5.1.1 and 5.1.2, we
propose a stohasti approximation algorithm to ompute the optimal self-naned
portfolio strategy θ∗α solution of (5.3), (5.2) and (5.1) (and both the VaR and the
CVaR of the resulting portfolio).
However, in the ase of dynami self-naned strategies framework, when the number
of trading dates M is too large (say M ≥ 10, in pratie) or when the dimension of
the proess (X,Z) is too large, the proposed algorithm to solve (5.1) turns out to be
numerially untratable. We develop other approahes based on some majorations
of the objetive funtion of (5.1) in order to approximate the optimal solution.
All proposed algorithms are built on some Rokafellar & Uryasev's representation
of the CVaR and spatial disretization of the proess (Xℓ, Zℓ)0≤ℓ≤M using optimal
vetor quantization. This leads us to devise a global Robbins-Monro (RM) proedure
to estimate all the quantities of interest. This kind of idea has already been used
in [6℄ to propose an algorithm whih simultaneously omputes both the VaR and
the CVaR. The estimator provided by the algorithm satises the standard Central
Limit Theorem (CLT) for reursive stohasti algorithm. However, the proposed
algorithm is just a rst building blok. When α is lose to 1 (otherwise the original
proedure behaves well), VaR and CVaR are fundamentaly related to rare events.
As a matter of fat, in this kind of probem, we are interested in hedging extreme
events, i.e. events that are observed with a very small probability (usually less
than 5%, 1% or even 0.1%) thus we obtain few signiant senarios to update our
estimates. As a ruial improvement, we need to introdue a reursive variane
redution method. To ompute more aurate estimates, it is neessary to generate
more samples in the area of interest, the tail of the distribution. A natural tool used
in this situation is importane sampling (IS). Following the IS proedure developed
in [62℄, whih has already been used in [6℄ for the estimation of the VaR and the
CVaR, our IS parameters are optimized adaptively by a ompanion (unonstrained)
RM algorithm whih is ombined with our rst proedure. We also propose another
variane redution method based on a linear ontrol variable whih an be used alone
when IS is not neessary or an be ombined with the IS algorithm. It dramatially
aelerates the onvergene of the original proedure. The weak onvergene rate of
the resulting proedure is ruled by a CLT with optimal rate and minimal variane.
The paper is organized as follows: in Setion 5.2, we present the dynami version
of the CVaR and develop some fundamental theoretial results on the G-CVaR and
CVaR hedging. This will allow us to devise a RM algorithm. Setion 5.3 is devoted
to numerial aspets of CVaR hedging. We show how to devise a RM algorithm
to ompute the optimal strategy with its assoiated VaR and CVaR. We establish
its a.s. onvergene and rate of onvergene. In order to approximate onditional
expetation, we rely on optimal vetor quantization. We present our several algo-
rithms to approximate the optimal strategy solution of (5.1). In Setion 5.4, we
introdue and develop the two variane redution tools in the strategy framework.
We show how it modies the asymptoti variane of the CLT. Finally, Setion 5.5 is
devoted to numerial examples. We fous on the energy market whih is known to
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be inomplete. We propose several portfolios to hallenge the algorithm and display
dynami CVaR estimations.
A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hapt
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ussions.
Notations: • |.| will denote the anonial Eulidean norm on Rd, u.v will denote
the anonial inner produt of the two olumn vetor u, v ∈ Rd and uT denotes the
transpose of the olumn vetor u ∈ Rd.
• L−→ will denote the onvergene in distribution and a.s.−→ will denote the almost
sure onvergene.
• x+ := max(0, x) will denote the positive part funtion.
• Lp (P) will denote the sub-spae of random variable U suh that (E [|U |p])1/p <
+∞.
• Lp (du) will denote the sub-spae of funtion f suh that (∫ |f |pdu)1/p < +∞.
5.2 Theoretial aspets of CVaR hedging
5.2.1 Denitions and preliminaries
We start this setion by briey realling the denitions of the VaR and the CVaR
(for more details, we refer to [6℄). Then, we introdue the notion of dynami CVaR
that will be fundamental throughout the paper. To measure the risk assoiated
to a loss (or a short position on the ontingent laim with payo) L, one usually
onsiders the VaR at level α ∈ (0, 1) i.e. the lowest α-quantile of the distribution L
VaRα(L) := inf {ξ ∈ R | P (L ≤ ξ) ≥ α} .
We assume that the distribution funtion of L is ontinuous (i.e. with no atom) so
that the VaR is the lowest solution of the equation:
P (L ≤ ξ) = α.
If the distribution funtion is (stritly) inreasing, the above equation has a unique
solution, otherwise there may (innitely) more. In fat, in what follows, we will
onsider that any solution of the previous equation is the VaRα(L). Another risk
measure ommonly used to provide information about the tail of the distribution
of L is the Conditional Value-at-Risk (at level α). Assuming that L ∈ L1(P), it is
dened by:
CVaRα(L) := E [L|L ≥ VaRα(L)] .
The next proposition shows that these two quantities are solutions to a onvex
optimization problem whih value funtion an be represented as an expetation,
as pointed out in [77℄. It has already been used in [6℄ to devise a RM algorithm
to ompute both the VaR and the CVaR. We briey reall this important result in
order to justify the denition of the dynami CVaR.
Proposition 5.2.1. Suppose that the distribution funtion of L is ontinuous and
that L ∈ L1(P). Let V be the funtion dened on R by:
V (ξ) = ξ +
1
1− αE
[
(L− ξ)+
]
. (5.4)
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Then, the funtion V is onvex, Lipshitz ontinuous, dierentiable and VaRα(L) is
any point of the set
argminV = {ξ ∈ R | V ′(ξ) = 0} = {ξ ∈ R | P(L ≤ ξ) = α},
where V ′ denotes the derivative of V . This derivative V ′ an in turn be represented
as an expetation by
∀ ξ ∈ R, V ′(ξ) = E
[
1− 1
1− α1{L≥ξ}
]
. (5.5)
Furthermore,
CVaRα(L) = min
ξ∈R
V (ξ). (5.6)
We refer to [77℄ or [6℄ for a proof. Now we are in position to dene the dynami
CVaR. We onsider a sub σ-eld F ⊆ G, representative of the information observable
by all investors. Given the above result onerning the CVaR, it is quite natural to
dene the G-CVaR aording to the following denition.
Denition 5.2.1. Let L ∈ L1(P). The F -CVaR is a random risk measure dened
by
F -CVaRα(L) := ess inf
ξ∈L0(F)
ξ +
1
1− αE
[
(L− ξ)+ |F
]
.
By onstrution, it is straightforward that it satises the following oherene prop-
erties
1. Sub-additivity: for every L, L′ ∈ L1 (P), F -CVaRα(L+L′) ≤ F -CVaRα(L) +
F -CVaRα(L′).
2. Positive homogeneity: If λ ∈ L0(F) with λ ≥ 0 a.s., F -CVaRα(λL) = λ ×
F -CVaRα(L).
3. Translation invariane: for allZ ∈ L0 (F), F -CVaRα(L+Z) = Z+F -CVaRα(L).
4. Monotoniity: for every L, L′ ∈ L1 (P) suh that L ≤ L′, F -CVaRα(L) ≤
F -CVaRα(L′).
When F = {∅,Ω}, the F -CVaRα(L) oinides with the usual CVaRα(L). To
estimate F -CVaRα(L) at time 0, one may ompute the quantity E [F -CVaRα(L)]
whih is still a oherent risk measure in the sense of [3℄.
5.2.2 General properties
In this setion, we state some useful properties satised by the Gℓ-CVaRα.
If one aims at measuring the risk at time tℓ of his nanial strategy θ ∈ A started
at time t0 = 0 using a CVaR riterion, one has to ompute Gℓ-CVaRα
(
L−∑Mp=1 θp−1.∆Xp),
whih is only known at time tℓ. It is natural for the holder of the portfolio to ask
how the risk evolves with time until maturity. Next result shows that the Gℓ-CVaR
risk measure is time onsistent, i.e. the risk of any position dereases with time.
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Proposition 5.2.2. We set M = +∞ for this result. Let Y ∈ L1(G∞,P) where
G∞ = ∨ℓGℓ.
The sequene (Gℓ-CVaRα(Y ))1≤ℓ≤M is a G-supermartingale. Moreover, it satises,
Gn-CVaRα(Y ) a.s.−→ Y, as n→ +∞.
Proof. First note that for ℓ = 1, · · · ,M ,
Gℓ-CVaRα(Y ) = ess inf
ξ∈L0(Gℓ)
ξ +
1
1− αE
[
(Y − ξ)+ |Gℓ
] ≤ 1
1− αE [Y+|Gℓ] ∈ L
1(P),
and by Jensen's inequality,
E [Y |Gℓ] = ess inf
ξ∈L0(Gℓ)
ξ +
1
1− α (E [Y |Gℓ]− ξ)+ ≤ Gℓ-CVaRα(Y ), (5.7)
so that, Gℓ-CVaRα(Y ) ∈ L1(P). Then, by denition, we have
Gℓ-CVaRα(Y ) ≤ ξ + 1
1− αE
[
(Y − ξ)+ |Gℓ
]
, for all ξ ∈ L0(Gtℓ−1),
whih implies that
E [Gℓ-CVaRα(Y )|Gℓ−1] ≤ ess inf
ξ∈L0(Gℓ−1)
ξ +
1
1− αE
[
(Y − ξ)+ |Gℓ−1
]
= Gℓ−1-CVaRα(Y ).
Consequently, the sequene (Gℓ-CVaRα(Y ))1≤ℓ≤M is a G-supermartingale.
Now, owing to (5.7), for n ≥ 1
(Gn-CVaRα(Y ))− ≤ (E [Y |Gn])− ≤ (E [Y−|Gn]) ≤ E [|Y | |Gn] ,
and
sup
n≥0
E
[
(Gn-CVaRα(Y ))−
] ≤ E [|Y |] < +∞.
Doob's martingale onvergene theorem implies that the sequene (Gn-CVaRα(Y ))n≥1
a.s. onverges toward Y˜∞ ∈ L1 (P). Now, from the rst inequality and the a.s. on-
vergene of the sequene (E [Y |Gn])n≥1 toward E [Y |G∞] = Y (the onvergene also
holds in L1), we get
Y˜∞ ≥ Y.
On the other hand, for every n ≥ 1
Gn-CVaRα(Y ) ≤ E [Y |Gn] + 1
1− αE
[
(Y − E [Y |Gn])+ |Gn
]
,
so that, for every n ≥ m ≥ 1 and every A ∈ Gm,
E [1AGn-CVaRα(Y )] ≤ E
[
1A
(
Y +
1
1− α (Y − E [Y |Gn])+
)]
. (5.8)
It follows from Fatou's Lemma that
E
[
1AY˜∞
]
= E [1AlimnGn-CVaRα(Y )] ≤ limnE [1AGn-CVaRα(Y )] ,
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sine Gn-CVaRα(Y ) ≥ E [Y |Gn], a.s., for every n ≥ 1 and E [Y |Gn] onverges in
L1(P). Now (Y − E [Y |Gn])+
L1(P)−→ 0 whih shows that
limnE
[
1A
(
Y +
1
1− α (Y − E [Y |Gn])+
)]
≤ E [1AY ] .
Combining these inequalities with (5.8) yields
∀ m ≥ 1, ∀ A ∈ Gm, E
[
1AY˜∞
]
≤ E [1AY ] ,
whih in turn implies that
Y˜∞ ≤ Y.
This ompletes the proof.
This result naturally implies that the sequene (E [Gℓ-CVaRα(Y )])1≤ℓ≤M is non-
inreasing, thus the average risk (hopefully) dereases with time for any strategy
θ ∈ A. The result onerning the onvergene of the supermartingale is quite
intuitive. If the loss of the onsidered portfolio satises L ∈ GM (as it is the ase in
our modelization) then the average risk assoiated to this position dereases toward
the average loss itself.
Another useful result onerns the supermartingale property of the hedged port-
folio.
Corollary 5.2.3. Suppose that L ∈ L1(P) and that there exists p′ > 1 suh that
∆Xℓ ∈ Lp′ (P) for ℓ = 1, · · · ,M . Let θ ∈ A suh that θℓ ∈ Lp(P) with p = p′p′−1 .
Then, (
Gk-CVaRα
(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ
))
0≤k≤M
is a supermartingale
and satises, for every k ∈ {0, · · · ,M − 1},
Gk-CVaRα
(
L−
M∑
ℓ=k+1
θℓ−1.∆Xℓ
)
= Gk-CVaRα
(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ
)
−
ℓ∑
ℓ=1
θℓ−1∆Xℓ.
(5.9)
Proof. Hölder's inequality implies that
∑M
ℓ=1 θℓ−1.∆Xℓ ∈ L1(P) so that in view of
the denition of the Gk-CVaR, Gk-CVaRα
(
L−∑Mℓ=1 θℓ−1.∆Xℓ) ∈ L1 (P). Now by
the hange of variable, ξ = ξ˜ +
∑k
ℓ=1 θℓ−1∆Xℓ, we have
Gk-CVaRα
(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ
)
= ess inf
ξ∈L0(Gk)
ξ +
1
1− αE
[(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ − ξ
)
+
∣∣∣∣∣Gk
]
=
k∑
ℓ=1
θℓ−1∆Xℓ
+ ess inf
ξ˜∈L0(Gk)
ξ˜ +
1
1− αE
(L− M∑
ℓ=k+1
θℓ−1.∆Xℓ − ξ˜
)
+
∣∣∣∣∣∣Gk

=
k∑
ℓ=1
θℓ−1∆Xℓ + Gℓ-CVaRα
(
L−
M∑
ℓ=k+1
θℓ−1.∆Xℓ
)
.
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In partiular, if Assumption 5.1.1 is satised (5.9) implies that for every k ∈
{0, · · · ,M − 1}
E
[
Gk-CVaRα
(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ
)]
= E
[
Gk-CVaRα
(
L−
M∑
ℓ=k+1
θℓ−1.∆Xℓ
)]
,
whih means that the mean estimate at time 0 of the risk at time tk does not depend
on the deisions taken prior to time tk. This property follows from the fat that the
hedging strategy is self-naned.
5.2.3 CVaR hedging using a one step self naned strategy
In this setion, we adress the two problems (5.2) and (5.3), that is hedging a on-
tingent laim using a one step strategy starting with an initial investment of 0 and
a CVaR or a Gℓ0-CVaR riterion at a xed time tℓ0 .
By one step strategy deided at time tℓ0 , we mean that the investor is restrited
to rebalane its portfolio only one at time tℓ ∈ {t0, · · · , tM−1}. By a one step stati
strategy, we mean that the investor uses a one step strategy deided at time t0 = 0.
This ase of study is interesting sine in energy markets, pratiiens may be
interested only by a rough hedge of their loss using only few forward ontrats, es-
peially when dealing with physial assets like gas storage or power plant. Moreover,
theoretial results in the dynami framework will be built on similar ideas used in
this setion.
Without loss of generality, we an suppose that the market operates with only
two dates tℓ0 and T = tM . We will denote X forXM−Xℓ0 . Atually, we use a general
σ-algebra F ⊆ A with the possibility of setting F to Gℓ0 with ℓ0 = 0, · · · ,M − 1.
Consequently, we onsider the two more general problems
inf
θ∈L0
Rd
(F ,P)
E [F -CVaRα (L− θ.X)] , (5.10)
and
inf
θ∈L0
Rd
(F ,P)
CVaRα (L− θ.X) . (5.11)
Note that (5.11) an be written
inf
ξ∈L0
R
(F ,P)
inf
θ∈L0
Rd
(F ,P)
E
[
ξ +
1
1− α (L− θ.X − ξ)+
]
(5.12)
so that, in a rst step, one may adress the stohasti optimization problem
inf
θ∈L0
Rd
(F ,P)
E
[
ξ +
1
1− α (L− θ.X − ξ)+
]
. (5.13)
Up to the hange of variable L := L − ξ, we an suppose that ξ = 0 and α = 0 so
that, without loss of generality, the problem (5.13) is equivalent to minimizing the
short fall risk
inf
θ∈L0
Rd
(F ,P)
E
[
(L− θ.X)+
]
. (5.14)
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First, we will show that there exists an optimal one step trading strategy θ˜ solution
to (5.14) thus for all ξ ∈ R there exists θ∗α(ξ) solution to (5.13). Finally, we will
ome bak to (5.12) and dedue the existene of an optimal ξ∗α solution of (5.12)
Now in order to derive the existene of solutions to (5.10) and (5.11), we assume
the existene of a regular onditional distribution of the ouple (L,X) given F
denoted by Π(dy, dx) = Π(ω, dy, dx) and we make the following assumptions on the
onditionnal distribution of the ouple (L,X).
Assumption 5.2.4 (Stati Case).
i) The distribution of L and X satises L ∈ L1R(P), X ∈ L1Rd(P).
ii) ess infu∈L0
Rd
(F ,P), |u|=1E [(u.X)+ | F ] > 0 a.s.
Assumption 5.2.5 (Forward Case).
i) The distribution of L and X satises L ∈ L1R(P), X ∈ L1Rd(P).
ii) ess infu∈L0
Rd
(F ,P), |u|=1F -CVaRα (u.X) > 0 a.s.
The following proposition is the key result to solve our optimization problem.
The proof is postponed to an appendix and relies on lassial arguments from
stohasti ontrol theory.
Proposition 5.2.6. Let Vf and Vs be the two funtions dened respetively on Ω×
R× Rd and Ω× Rd by
Vf(ω, ξ, θ) =
∫
vf(ξ, θ, y, x)Π(ω, dx, dy), (5.15)
Vs(ω, ξ, θ) =
∫
vs(θ, y, x)Π(ω, dx, dy) (5.16)
where
vf(ξ, θ, y, x) = ξ +
1
1− α (y − θ.x− ξ)+ , (5.17)
and
vs(θ, y, x) = (y − θ.x)+ , (5.18)
Then, we have
i) Stati Risk: Suppose that Assumption 5.2.4 is satised. Then, for all ω ∈ Ω, the
funtion Vs(ω, .) is onvex, lipshitz ontinuous and lim|θ|→+∞ Vs(ω, θ) = +∞.
Moreover, we have
inf
θ∈L0
Rd
(F ,P)
E
[
(L− θ.X)+
]
= E
[
ess inf
θ∈L0
Rd
(F ,P)
E
[
(L− θ.X)+
∣∣F]] , (5.19)
and
ess inf
θ∈L0
Rd
(F ,P)
E
[
(L− θ.X)+
∣∣F] (ω) = min
θ∈Rd
Vs(ω, θ). (5.20)
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ii) Forward Risk: Suppose that Assumption 5.2.5 is satised. Then, for all ω ∈ Ω,
the funtion Vf(ω, ., .) is onvex, ontinuous and for all ξ ∈ R, lim|(ξ,θ)|→+∞ Vf(ω, ξ, θ) =
+∞. Moreover, we have
inf
θ∈L0
Rd
(F ,P)
E [F -CVaRα (L− θ.X)] = E
[
ess inf
θ∈L0
Rd
(F ,P), ξ∈L0
R
(F ,P)
E
[
ξ +
1
1− α (L− θ.X − ξ)+
∣∣∣∣F]] ,(5.21)
and
ess inf
θ∈L0
Rd
(F ,P), ξ∈L0
R
(F ,P)
E
[
ξ +
1
1− α (L− θ.X − ξ)+
∣∣∣∣F] (ω) = min
(ξ,θ)∈R×Rd
Vf(ω, ξ, θ).
(5.22)
Remark 4. The non-degeneray Assumptions 5.2.4 ii) and 5.2.5 ii) an be replaed
by the stronger assumption:
• E [X | F ] = 0 and E [XXT | F] is a.s. positive denite in S(d,R).
• The onditional distribution of X given F is ontinuous (no ane hyperplane
has positive mass).
Indeed, for ω ∈ Ω, we have ess infu∈L0
Rd
(F ,P),|u|=1F -CVaRα (u.X) (ω) = infξ∈R,u∈Sd(0,1) Vf(ω, ξ, u)
where Sd (0, 1) :=
{
u ∈ Rd | |u| = 1} denotes the (ompat) unit sphere. Further-
more, sine the funtion vf (ξ, ., y, x) is Lipshitz ontinuous for all ξ, y ∈ R, x ∈ Rd,
it follows that for any u, u′ ∈ Sd (0, 1),∣∣∣∣infξ∈R
∫
vf (ξ, u, 0, x)Π(dx, dy)− inf
ξ∈R
∫
vf (ξ, u
′, 0, x)Π(dx, dy)
∣∣∣∣
≤ sup
ξ∈R
∣∣∣∣∫ (vf(ξ, u, y, x)− vf (ξ, u′, y, x))Π(dx, dy)∣∣∣∣
≤ |u− u
′|
1− α
∫
|x|Π(dx, dy), a.s.
Consequently, for all ω ∈ Ω, the funtion u 7→ infξ∈R Vf(ω, ξ, u) is ontinuous on
Sd (0, 1). Thus, it remains to hek that for all u ∈ Sd (0, 1), infξ∈R Vf(ω, ξ, u) > 0,
knowing that E [X | F ] = 0 a.s. Proposition 5.2.1 implies that there exists ξ∗α suh
that infξ∈R Vf(ω, ξ, u) = Vf(ω, ξ∗α, u). There are three ases to hek:
• if ξ∗α > 0, then it is straighforward that Vf(ω, ξ∗α, u) ≥ ξ∗α > 0,
• if ξ∗α < 0, then Jensen's inequality leads to
Vf (ω, ξ
∗
α, u) ≥ ξ∗α +
1
1− α
(
u.
∫
xΠ(ω, dx, dy)− ξ∗α
)
+
= − α
1− αξ
∗
α > 0,
• if ξ∗α = 0,
∫
vf (ξ
∗
α, u, 0, x)Π(ω, dx, dy) =
1
1−αE
[
(u.X)+ | F
]
(ω). Now, if
E
[
(u.X)+ | F
]
= 0, then E [|u.X| | F ] = 0, sine E [u.X | F ] = 0. Then
u.X = 0 a.s., so that it implies that u = 0, whih is impossible.
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The right-hand sides of (5.20) and (5.22) show that the two optimization prob-
lems (5.10) and (5.11) an be written
inf
θ∈L0
Rd
(F)
E [F -CVaRα (L− θ.X)] = E
[
min
(ξ,θ)∈R×Rd
Vf(ξ, θ)
]
, (5.23)
and,
inf
θ∈L0
Rd
(F)
CVaRα (L− θ.X) = inf
ξ∈R
E
[
min
θ∈Rd
Vf (ξ, θ)
]
, (5.24)
respetively. Consequently, for all ω ∈ Ω, we have to solve deterministi optimization
problems. Next result provides a haraterization of those minima and will allow us
to devise (later on) numerial proedures to estimate the quantities of interest.
Proposition 5.2.7. Suppose Assumption 5.2.4 is satised. Then, for all ξ ∈ R
ArgminVf(ξ, .) =
{
θ ∈ Rd| ∇θVf(ξ, θ) = 0
} 6= ∅.
If Assumption 5.2.5 is satised then
Argmin Vf =
{
(ξ, θ) ∈ R× Rd| ∇(ξ,θ)Vf(ξ, θ) = 0
} 6= ∅.
where the gradient of Vf an be represented for every (ξ, θ) ∈ R× Rd by
∇(ξ,θ)Vf (ξ, θ) =
∫
∇(ξ,θ)vf (ξ, θ, y, x)Π(dx, dy) (5.25)
and,
∇θVf(ξ, θ) =
∫
∇θvf(ξ, θ, y, x)Π(dx, dy). (5.26)
Moreover, ξ 7→ E [minθ∈Rd Vf(ξ, θ)] is Lipshitz ontinuous, onvex, lim|ξ|→+∞E [minθ∈Rd Vf(ξ, θ)] =
+∞. Consequently, (5.10) and (5.11) admit solutions.
Proof. Sine the funtions (ξ, θ) 7→ vf(ξ, θ, y, x), (y, x) ∈ R × Rd, are onvex, the
funtion Vf is onvex. To justify the formal dierentiation of Vf to get (5.25) and
(5.26), we only need to hek the domination property. First note that we have, for
all (y, x) ∈ R× Rd
∂vf
∂ξ
(ξ, θ, y, x) = 1− 1
1− α1{y−θ.x≥ξ},
∂vf
∂θ
(ξ, θ, y, x) = − 1
1 − αx1{y−θ.x≥ξ},
so that there exists C > 0 suh that∣∣∇(ξ,θ)vf (ξ, θ, L,X)∣∣ ≤ C (1 + |X|) ∈ L1R (P) .
Now, let ξ, ξ′ ∈ R, there exists a real onstant K > 0 suh that∣∣∣∣E [ inf
θ∈Rd
Vf (ξ, θ)
]
− E
[
inf
θ∈Rd
Vf (ξ
′, θ)
]∣∣∣∣ ≤ E [sup
θ∈Rd
|Vf(ξ, θ)− Vf(ξ′, θ)|
]
≤ K |ξ − ξ′|,
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and, owing to Jensen's inequality
E
[
min
θ∈Rd
Vf(ξ, θ)
]
≥ ξ + 1
1− α (E [L]− ξ)+ ,
so that lim|ξ|→+∞E [minθ∈Rd Vf(ξ, θ)] = +∞. This ompletes the proof.
5.2.4 CVaR hedging using a dynami self naned strategy
In this setion, we adress the main problem (5.1), that is hedging a ontingent laim
with a dynami self-naned strategy starting with an initial investment of 0 using
a stati CVaR riterion at a xed time t = 0. Atually, in this theoretial setion,
we onsider the more general multistage stohasti optimization problem:
inf
θ∈AF
CVaRα
(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ
)
= inf
ξ∈R
inf
θ∈AF
E
[
ξ +
1
1− α
(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ − ξ
)
+
]
(5.27)
where AF is the set of all sequenes θ = (θ0, · · · , θM−1) suh that θℓ ∈ L0(Fℓ),
F0 ⊆ F1 ⊆ · · ·FM−1 ⊆ A xed σ-algebras. Later on, for numerial appliations, we
will set Fℓ to Gℓ, ℓ = 0, · · · ,M − 1.
Note that in order to solve (5.27), we may adress rstly the multistage stohasti
optimization problem
inf
θ∈AF
E
[
ξ +
1
1− α
(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ − ξ
)
+
]
, for eah ξ ∈ R. (5.28)
Up to the hange of variable L := L − ξ, we an suppose that ξ = 0 and α = 0 so
that, without loss of generality, the problem (5.28) is equivalent to minimizing the
shortfall risk
inf
θ∈AF
E
[(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ
)
+
]
. (5.29)
The optimization (5.29) is a lassial stohasti ontrol problem. One may think
that it is possible to derive existene of solutions of problem (5.29) using results
on dynami programming. Unfortunately, in our ase, standard assumptions of
dynami programming are not fullled (see e.g. [29℄).
However, we an adapt this lassial approah in order to derive the existene
of an optimal shortfall-hedging sequene θ˜ := (θ˜ℓ)0≤ℓ≤M−1 solution of (5.29), thus
we obtain the existene of an optimal CVaR-hedging sequene θ∗α := (θ
∗
ℓ,α)0≤ℓ≤M−1
solution of (5.28). Finally, we will ome bak to (5.27) and using similar arguments
to those of the stati framework, we will dedue the existene of ξ∗α solution of the
problem
inf
ξ∈R
inf
θ∈AF
E
[
ξ +
1
1− α
(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ − ξ
)
+
]
=
inf
ξ∈R
E
[
ξ +
1
1− α
(
L−
M∑
ℓ=1
θ∗ℓ−1,α.∆Xℓ − ξ
)
+
]
.
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In order to derive similar results to those obtained in Setion 5.2.3, we on-
sider a family of regular onditional distributions (Πℓ)0≤ℓ≤M−1 where Πℓ(dy, dx) =
Πℓ(ω, dy, dx) denotes the regular onditional distribution of the ouple (L,∆X1, · · · ,∆XM)
given Fℓ and we make the following assumption.
Assumption 5.2.8.
i) The distribution of (L,∆X1, · · · ,∆XM) satises L ∈ L1R(P), ∆Xℓ ∈ L1Rd(P),
ℓ = 1, · · · ,M
ii) ess infu∈L0
Rd
(F ,P), |u|=1E [(u.∆Xℓ)+ | Fℓ−1] > 0 a.s.
Remark 5. In the same way that Remark 4 in the one step framework, the non-
degeneray Assumption 5.2.8 an be replaed by the stronger assumption
• E [Xℓ | Fℓ−1] = 0 and E
[
XℓX
T
ℓ | Fℓ−1
]
is a.s. positive denite in S(d,R) for
ℓ = 1, · · · ,M .
• The onditional distribution of Xℓ given Fℓ−1 is ontinuous (no ane hyper-
plane has positive mass) for ℓ = 1, · · · ,M .
In the spirit of the dynami programming priniple, we onstrut the solution of
(5.29) using a step by step bakward indution. To be more preise, using similar
arguments to those used to prove (5.21), one rst noties that (5.29) an be written
inf
θℓ∈L0
Rd
(Fℓ,P),ℓ=0,··· ,M−2
E
[
ess inf
θM−1∈L0
Rd
(FM−1,P)
E
[(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ
)
+
∣∣∣∣∣FM−1
]]
,
(5.30)
so that one may start by solving the following problem
ess inf
θM−1∈L0
Rd
(FM−1,P)
E
[(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ
)
+
∣∣∣∣∣FM−1
]
(ω) = min
θM−1∈Rd
VM−1(ω, θ0:M−2, θM−1)
(5.31)
= VM−1(ω, θ0:M−2, θ˜M−1) a.s.
(5.32)
where θ˜M−1 ∈ L0Rd (FM−1), VM−1 is dened for all ω ∈ Ω, θℓ ∈ L0Rd(Fℓ), ℓ =
1, · · · ,M − 1, by
VM−1(ω, θ0:M−2, θM−1) := E
[(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ
)
+
∣∣∣∣∣ FM−1
]
(ω)
=
∫ (
y −
M∑
ℓ=1
θℓ−1(ω).∆xℓ
)
+
ΠM−1(ω, dx, dy). (5.33)
This follows from similar arguments to those of the proof of Proposition 5.2.5, i.e.
from the fat that for all ω ∈ Ω, θℓ ∈ L0(Fℓ), ℓ = 1, · · · ,M − 2, the funtion (de-
ned on Rd) by θM−1 7→ VM−1(ξ, θ0:M−2, θM−1) is onvex, Lipshitz ontinuous and
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lim|θM−1|→+∞ VM−1(ξ, θ0:M−2, θM−1) = +∞. Thus, it implies that (5.31) has a solu-
tion that we denote by θ˜M−1 := θ˜M−1 (ω, θ0, · · · , θM−2), whih is FM−1-measurable
(owing to measurable seletion, see e.g. Lemma 3 and Lemma 4 in [29℄) so that
(5.32) holds.
Then we proeed by a bakward indution: we denote by θ˜ℓ:M−1 := (θ˜ℓ, · · · , θ˜M−1)
the solution built down to step ℓ. At step ℓ − 1, we adress for every θ0:ℓ−2 ∈
L0
Rd
(F0,P)× · · · × L0Rd (Fℓ−2,P), the problem
ess inf
θℓ−1∈L0
Rd
(Fℓ−1,P)
E
[
Vℓ(θ0:ℓ−1, θ˜ℓ)
∣∣∣Fℓ−1] (ω) = min
θℓ−1∈Rd
Vℓ−1(ω, θ0:ℓ−2, θℓ−1)
= Vℓ−1(ω, θ0:ℓ−2, θ˜ℓ−1) a.s. (5.34)
where for all θk ∈ L0Rd(Fk,P), k = 0, · · · , ℓ−1, the funtions Vℓ and Vℓ−1 are dened
by
Vℓ(ω, θ0:ℓ−1, θ˜ℓ) := E
(L− ℓ∑
k=1
θk−1.∆Xk −
M∑
k=ℓ+1
θ˜k−1.∆Xk
)
+
∣∣∣∣∣∣ Fℓ
 (ω)
=
∫ (
y −
ℓ∑
k=1
θk−1(ω).∆xk −
M∑
k=ℓ+1
θ˜k−1.∆xk
)
+
Πℓ(ω, dx, dy)
(5.35)
and,
Vℓ−1(ω, θ0:ℓ−2, θℓ−1) =
∫ (
y −
ℓ∑
k=1
θk−1(ω).∆xk −
M∑
k=ℓ+1
θ˜k−1.∆xk
)
+
Πℓ−1(ω, dx, dy)
(5.36)
The following proposition implies that (5.27) has an optimal solution (ξ∗α, θ
∗
α) ∈
R×AF .
Proposition 5.2.9. Suppose that Assumtpion 5.2.8 is satised. Then,
i) (5.30) is satised, the problem (5.31) has a solution and for ℓ = M − 1, · · · , 1,
one an nd an Fℓ−1-measurable random variable θ˜ℓ−1 solution of (5.34). Thus,
(5.28) has an optimal solution denoted by θ∗α := (θ
∗
α,ℓ)0≤ℓ≤M−1.
ii) The funtion ξ 7→ ξ + 1
1−α infθ∈AF E
[(
L−∑Mℓ=1 θℓ−1.∆Xℓ − ξ)
+
]
is onvex,
Lipshitz ontinuous and satises lim|ξ|→+∞ ξ+ 11−α infθ∈AF E
[(
L−∑Mℓ=1 θℓ−1.∆Xℓ − ξ)
+
]
=
+∞ so that (5.27) admits a solution.
Proof. i) The proof of (5.30) uses similar arguments than those used in the proof of
(5.19).
Let θ˜M−1 be a solution of (5.31). We go one step bakward. For all ω ∈ Ω, θℓ ∈
L0
Rd
(Fℓ), ℓ = 0, · · · ,M − 3, (using the denition of VM−1) we are interested by the
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funtion
θM−2 7→ VM−2(ω, θ0:M−3, θM−2) :=
E
 ess infθM−1∈L0Rd(FM−1)E
[(
L−
M−2∑
ℓ=1
θℓ−1.∆Xℓ − θM−2.∆XM−1 − θ˜M−1.∆XM
)
+
∣∣∣∣∣FM−1
]
︸ ︷︷ ︸
=VM−1(θ0:M−2,θ˜M−1)
∣∣∣∣∣∣∣∣∣∣∣
FM−2
 (ω).
It is straightforward that this funtion is onvex. Let θM−2, θ
′
M−2 ∈ L0Rd (FM−2),
using the standard inequality |ess inf i∈I ai − ess inf i∈I bi| ≤ ess supi∈I |ai − bi|, we
have∣∣∣VM−2(θ0:M−3, θM−2)− VM−2(θ0:M−3, θ′M−2)∣∣∣ ≤ |θM−2−θ′M−2|E [ |∆XM−1| | FM−2] a.s.
so that the funtion is Lipshitz ontinuous.
Lemma 5.2.10. (Conditional Jensen's inequaility) Let F be a non-negative on-
vex funtion and B be a sub-σ-algebra of A. If X is random variable suh that
E [|X| | B] < +∞, a.s. then
E [F (X) | B] ≥ F (E [X | B]) a.s.
Proof. This is a straightforward adaptation of the proof of Jensen's inequality.
Now, owing to Lemma 5.2.9 , we have
VM−2(θ0:M−3, θM−2) ≥ E
[(
E [L | FM−1]−
M−2∑
ℓ=1
θℓ−1.∆Xℓ − θM−2.∆XM−1
)
+
∣∣∣∣∣FM−2
]
.
(5.37)
We aim at showing that the right-hand side of (5.37) goes to innity as |θM−2| →
+∞. First, the sub-additivity of the funtion x 7→ x+ implies that
E [ (−θM−2.∆XM−1)+
∣∣FM−2] ≤ E
[(
E[L|FM−1]−
M−1∑
ℓ=1
θℓ−1.∆Xℓ
)
+
∣∣∣∣∣FM−2
]
+ E
[(
−E[L|FM−1] +
M−2∑
ℓ=1
θℓ−1.∆Xℓ
)
+
∣∣∣∣∣FM−2
]
.
We fous on the left-hand side of the above inequality, this quantity is lower bounded
by
|θM−2| inf
u∈Sd(0,1)
E
[
(u.∆XM−1)+
∣∣FM−2] ,
where Sd(0, 1) :=
{
u ∈ Rd | |x| = 1} denotes the (ompat) unit sphere. Using
Assumtpion 5.2.7 and similar arguments than those of the proof of Proposition
5.2.5, one shows that
inf
u∈Sd(0,1)
E
[
(u.∆XM−1)+
∣∣FM−2] > 0, a.s.
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Thus, for all ω ∈ Ω, θℓ ∈ L0Rd(Fℓ), ℓ = 0, · · · ,M−3, lim|θM−2|→+∞ VM−2(ω, θ0:M−3, θM−2) =
+∞ and the funtion θM−2 7→ VM−2(ω, θ0:M−3, θM−2) has a minimum θ˜M−2 whih is
FM−2-measurable owing to measurable seletion theorem.
Furthermore, using similar arguments to those used for the proof of Proposition
5.2.5, one shows that for all ω ∈ Ω, for every θ0:M−3 ∈ L0Rd(F0)× · · · × L0Rd(FM−3)
ess inf
θM−2∈L0
Rd
(FM−2)
VM−2(ω, θ0:M−3, θM−2) =
ess inf
(θM−2,θM−1)∈L0
Rd
(FM−2)×L0
Rd
(FM−1)
E
[(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ
)
+
| FM−2
]
a.s.
Using similar arguments, one shows that if the solution is built down to step ℓ, for
all ω ∈ Ω and θk ∈ L0(Fk), k = 0, · · · , ℓ−2, the funtion θℓ−1 7→ Vℓ−1(ω, θ0:ℓ−2, θℓ−1)
is onvex, Lipshitz ontinuous and satises lim|θℓ−1|→+∞ Vℓ−1(ω, θ0:ℓ−2, θℓ−1) = +∞.
Consequently, there exists θ˜ℓ−1 solution of (5.34). Thus, (5.28) has an optimal
θ∗α := (θ
∗
α,ℓ)0≤ℓ≤M−1.
Now we ome bak to our original problem
inf
ξ∈R
ξ +
1
1− α infθ∈AFE
[(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ − ξ
)
+
]
=
inf
ξ∈R
ξ +
1
1− αE
[(
L−
M∑
ℓ=1
θ∗α,ℓ−1.∆Xℓ − ξ
)
+
]
.
For all x ∈ R, the funtions ξ 7→ ξ+ 1
1−α(x−ξ)+ are onvex and Lipshitz ontinuous
so that ξ 7→ ξ + 1
1−α infθ∈AF E
[(
L−∑Mℓ=1 θℓ−1.∆Xℓ − ξ)
+
]
is onvex, Lipshitz
ontinuous. Owing to Assumtpion 5.2.7 and using Lemma 5.2.9 with a bakward
indution, one shows
E
[
ξ +
1
1− α
(
L−
M∑
ℓ=1
θ∗α,ℓ−1.∆Xℓ − ξ
)
+
]
≥ ξ + 1
1− α (E[L]− ξ)+ ,
so that lim|ξ|→+∞ ξ+ 11−α infθ∈AF E
[(
L−∑Mℓ=1 θℓ−1.∆Xℓ − ξ)
+
]
= +∞. This om-
pletes the proof.
5.3 Computational and numerial aspets of CVaR
hedging
In this setion, we propose several methods to ompute the optimal strategies of the
three problems (5.3), (5.2) and (5.1). First, we will fous on (5.2) sine it will be the
main building blok when we are going to propose several algorithms to approximate
the optimal dynami strategy solution of (5.1).
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5.3.1 Markovian framework and Optimal Vetor Quantiza-
tion
In order to simplify the numerial omputation of onditional expetations that
appear in the problem (5.2), we will work under Assumptions 5.1.1 and 5.1.2.
To be more preise, from a modeling point of view, it is quite natural to onsider
that the random variable L an be written as a funtion of the proess (X,Z),
i.e. L = φ (X,Z). Typially, in the eletriity market, Z an be onsidered as
the temperature proess and may inuene eletriity spot pries and eletriity
forward pries. Consequently, we assume that there exists two ontinuous funtions
F : Rd × Rq × Rrℓ0 → R and G : (Rd)ℓ0+1 × (Rq)ℓ0+1 × Rrℓ0 → Rd suh that
XM −Xℓ0 = G(Xℓ0 , Zℓ0, Uℓ0 + 1) and L = F (Xℓ0, Zℓ0, Uℓ0+1)
where Uℓ0+1 is a rℓ0-dimensional random variable independent of Gℓ0 := σ (Xℓ0 , Zℓ0).
We will denote U for Uℓ0+1. Under this markovian framework, the funtion (5.15)
an be written for all (x, z) ∈ Rd × Rq
V (ξ, θ, x, z) = E [v(ξ, θ, x, z, U)] ,
where v(ξ, θ, x, z, u) := ξ+ 1
1−α (F (x, z, u)− θ.G(x, z, u)− ξ)+ so that (5.22) beomes
ess inf
θ∈L0
Rd
(Gℓ0 ,P),ξ∈L0R(Gℓ0 ,P)
E
[
ξ +
1
1− α (L− θ.X − ξ)+
∣∣∣∣Gℓ0] =(
min
(ξ,θ)∈R×Rd
V (ξ, θ, x, z)
)
(x,z)=(Xℓ0 ,Zℓ0)
a.s.
(5.38)
Consequently, in order to solve the global problem (5.2) we need to solve the loal
optimization problem that appears in the right-hand side of the above equation for
eah (Xℓ0(ω), Zℓ0(ω)). Then, we have to estimate the quantity
E
[(
inf
(θ,ξ)∈Rd×R
V (ξ, θ, x, z)
)
|x=Xℓ0 ,z=Zℓ0
]
. (5.39)
When the dimension of the random variable (Xℓ0, Zℓ0) is large (greater than
5, 10), one an use Monte-Carlo simulations and estimates (5.39) using N samples
by
1
N
N∑
k=1
(
inf
(θ,ξ)∈Rd×R
V (ξ, θ, x, z)
)
|x=Xℓ0,k,z=Zℓ0,k
,
where (Xℓ0,k, Zℓ0,k)1≤k≤N are i.i.d. random vetors having the distribution of (Xℓ0 , Zℓ0).
When the dimension of the random variable (Xℓ0, Zℓ0) is small (say less than
5, 10), we an use an integration ubature formula based for instane on a spa-
tial disretization of (Xℓ0 , Zℓ0). A ommonly used method in suh a framework
is optimal vetor quantization. Thus, we onsider an optimal Nℓ0-quantization(
Xˆℓ0 , Zˆℓ0
)
of the random variable (Xℓ0 , Zℓ0), based on an optimal quantization grid
Γℓ0 := Γ
Nℓ0
(Xℓ0 ,Zℓ0)
=
((
x1ℓ0 , z
1
ℓ0
)
, · · · ,
(
x
Nℓ0
ℓ0
, z
Nℓ0
ℓ0
))
. Then if we denote CV ∗α (x
j
ℓ0
, zjℓ0)
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for inf(θ,ξ)∈Rd×R V (ξ, θ, (x
j
ℓ0
, zjℓ0)), j = 1, · · · , Nℓ0, the quantization based quadrature
formula to approximate (5.39) is given by
Nℓ0∑
j=1
CV ∗α (x
j
ℓ0
, zjℓ0)P ((Xℓ0 , Zℓ0) ∈ Cj(xℓ0 , zℓ0)) , (5.40)
where (Cj(xℓ0 , zℓ0))j=1,··· ,Nℓ0
is a Voronoi tesselation of the Nℓ0-quantizer Γℓ0 . Fore
more details about optimal vetor quantization, inluding error bounds for ubature
formulae, we refer to [72℄.
Consequently, we need to ompute the solution as well as the value of the obje-
tive funtion for all nodes of a quantization grid (or for all Monte-Carlo samples).
Thus, throughout this setion, we will fous on the value funtion that appears
within the brakets of the right-hand side of (5.38).
For the sake of simpliity, we will temporarily drop (x, z) in the notations so
that we will denote F (U) for F (x, z, U), G(U) for G(x, z, U), V (ξ, θ) for V (ξ, θ, x, z),
V (ξ, θ, U) for v(ξ, θ, x, z, U) and so on. Thus, we will omit for all (x, z) ∈ Rd×Rq
in any assumption or property given below about those distributions or funtions.
5.3.2 Computing CVaR hedging by stohasti approxima-
tion: a rst approah
The above loal representation (5.38) naturally yields a stohasti gradient algo-
rithm derived from the Lyapunov funtion V whih will onverge toward (ξ∗α, θ
∗
α) ∈
Argmin V . Then, following the proedure investigated in [6℄, a ompanion reursive
proedure an be easily devised whih has CV ∗α := CV
∗
α (x, z) = CVaRα (F (U)− θ∗α.G(U))
as a target, i.e., the CVaRα of the CVaR-hedged portfolio at the point (x, z). Fi-
nally, in order to ompute the value funtion at time tℓ i.e. the global expetation
(5.39), we will rely on the ubature formula based on optimal vetor quantization
given by (5.40).
First we set,
H1 (ξ, θ, U) :=
∂v
∂ξ
(ξ, θ, U) = 1− 1
1− α1{F (U)−θ.G(U)≥ξ}, (5.41)
H2:d+1 (ξ, θ, U) :=
∂v
∂θ
(ξ, θ, U) = − 1
1− αG(U)1{F (U)−θ.G(U)≥ξ}, (5.42)
so that,
∇(ξ,θ)V (ξ, θ) = E [(H1 (ξ, θ, U) , H2:d+1 (ξ, θ, U))] .
Sine we are looking for (ξ, θ) for whih E [H1 (ξ, θ, U)] and E [H2:d+1 (ξ, θ, U)] = 0,
we implement a lassial R.M. algorithm to approximate (ξ∗α, θ
∗
α), i.e., we dene
reursively for n ≥ 1:
ξn = ξn−1 − γnH1 (ξn−1, θn−1, Un) , (5.43)
θn = θn−1 − γnH2:d+1 (ξn−1, θn−1, Un) , (5.44)
where (Un)n≥1 is an i.i.d. sequene of random vetors with the same distribution as
U , independent of (ξ0, θ0), with ξ0 ∈ L2R(P), θ0 ∈ L2Rd(P) and (γn)n≥1 is a positive
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deterministi step sequene satisfying∑
n≥1
γn = +∞ and
∑
n≥1
γ2n < +∞. (5.45)
Following [6℄, as a seond step, in order to estimate CVaRα (F (U)− θ∗α.G(U)),
i.e. the CVaRα of the loal CVaR hedged loss, we devise a ompanion proedure
using the same step sequene than (5.43) and (5.44), for n ≥ 1
Cn = Cn−1 − γnHd+2 (ξn−1, θn−1, Cn−1, Un) , (5.46)
with Hd+2 (ξ, θ, c, u) := c − v(ξ, θ, u). In order to derive the a.s. onvergene of
(5.43), (5.44) and (5.46), we introdue the following additional assumption on the
distribution of F (U) and G(U).
Assumption 5.3.1. Let a > 0. F (U) ∈ L2a(P) and G(U) ∈ L2a(P).
To establish the a.s. onvergene of (ξn, θn, Cn)n≥1, we will rely on Robbins-
Monro Theorem (see e.g. [23℄). In fat we will use the following slight extension
(whih takes into aount the ase of non-uniqueness of the target). For a proof, we
refer e.g. to [62℄.
Theorem 5.3.2. (Extended Robbins-Monro Theorem) Let H : Rq × Rd → Rd be a
Borel funtion and let X be an Rd-valued random vetor suh that E[|H(y,X)|] <
+∞ for every y ∈ Rd. Then set
∀y ∈ Rd, h(y) = E[H(y,X)].
Suppose that the funtion h is ontinuous and that T ∗ := {h = 0} satises
∀y ∈ Rd \T ∗, ∀y∗ ∈ T ∗, 〈y − y∗, h(y)〉 > 0. (5.47)
Let (γn)n≥1 be a deterministi step sequene satisfying (5.45). Suppose that
∀y ∈ Rd, E[|H(y,X)|2] ≤ C(1 + |y|2) (5.48)
(whih implies that |h(y)|2 ≤ C(1 + |y|)).
Let (Xn)n≥1 be an i.i.d. sequene of random vetors having the distribution of X, let
y0 be a random vetor independent of (Xn)n≥1 satisfying E|y0|2 < +∞, all dened
on the same probability spae (Ω, A,P).
Then, the reursive proedure dened for n ≥ 1 by
yn = yn−1 − γnH(yn−1, Xn),
satises:
∃ y∞ : (Ω,A)→ T ∗, y∞ ∈ L2 (P) suh that yn a.s.−→ y∞.
The onvergene also holds in Lp(P), p ∈ (0, 2).
In the next proposition, we establish the a.s. onvergene of the sequene (ξn, θn, Cn)n≥1
toward its target (ξ∗α, θ
∗
α, C
∗
α).
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Theorem 5.3.3. Suppose that Assumptions 5.2.4 and 5.3.1 are satised (for a = 1),
and that the step sequene (γn)n≥1 satises the usual dereasing step assumption
(5.45).
Then the reursive proedure dened by (5.43), (5.44) and (5.46) satises:
∃ (ξ∗α, θ∗α) : (Ω,A)→ ArgminV, (whih is a ompat set),
suh that
(ξn, θn)
a.s.−→ (ξ∗α, θ∗α) , n→ +∞.
Moreover,
Cn
a.s.−→ CV ∗α = min
(ξ,θ)∈R×Rd
V (ξ, θ) = V (ξ∗α, θ
∗
α) n→ +∞.
Proof. We rst prove the a.s. onvergene of (ξn, θn)n≥1 using the above Extended
Robbins-Monro Theorem; that of (Cn)n≥1 will follow the lines of the proof of the
a.s. onvergene of the CVaR algorithm in [6℄ (Setion 2.2). In order to apply the
R.M. theorem, we have to hek the following fats:
• Mean reversion. For the sake of simpliity, we denote by y the ouple (ξ, θ).
The mean funtion of the algorithm dened by (5.43) and (5.44) reads
l(y) := E [(H1 (y, U) , H2:d+1 (y, U))] = ∇V (y)
so that T ∗ := {l = 0} = {∇V = 0}. Moreover, if y∗ ∈ T ∗ and y ∈ R×Rd\T ∗,
〈y − y∗, l(y)〉 = 〈y − y∗,∇V (y)〉 > 0,
sine the funtion V is a onvex dierentiable funtion and ArgminV is non
empty.
• Linear Growth of (ξ, θ) 7→ E [|H1 (ξ, θ, U)|2 + |H2:d+1 (ξ, θ, U)|2]. This ondi-
tions is learly fullled sine there exists a real onstant C > 0 suh that
E
[|H1 (ξ, θ, U)|2] < C and E [|H2:d+1 (ξ, θ, U)|2] < 1
(1− α)2E
[|G(U))|2] < C,
so that,
E
[|H1 (ξ, θ, U)|2 + |H2:d+1 (ξ, θ, U)|2] ≤ C (1 + |y|2) .
Consequently, we have
(ξn, θn)
a.s.−→ (ξ∗α, θ∗α) .
In order to prove the a.s. onvergene of (Cn)n≥1 toward CV ∗α , we set for onveniene
γ0 := 1 + supn≥1 γn. Then, one denes reursively a sequene (∆n)n≥1 by
∆n+1 = ∆n
γn+1
γn
γ0
γ0 − γn+1 , n ≥ 0, ∆0 = 1.
Elementary omputations show by indution that
γn = γ0
∆n
Sn
, n ≥ 0, with Sn :=
n∑
k=0
∆k. (5.49)
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Furthermore, it follows from (5.49) that for every n ≥ 1, log(Sn) ≥ 1γ0
∑n
k=1 γk,
whih implies that limn Sn = +∞.
Now using (5.46) and (5.49), one gets for every n ≥ 1
SnCn = Sn−1Cn−1 +∆n (∆Nn + V (ξn−1, θn−1))
where, ∆Nn := v(ξn−1, θn−1, Un)− V (ξn−1, θn−1), n ≥ 1, denes a sequene of mar-
tingale inrements with respet to the natural ltration of the algorithm Fn :=
σ(ξ0, θ0, U1, · · · , Un), n ≥ 0. This implies that
Cn =
1
Sn
(
n−1∑
k=0
∆k+1∆Nk+1
)
+
1
Sn
(
n−1∑
k=0
∆k+1V (ξk, θk)
)
.
The seond term in the right hand side of the above equality onverges to V (ξ∗α, θ
∗
α) =
C∗α owing to the ontinuity of V at (ξ
∗
α, θ
∗
α) and Cesàro's Lemma. The onvergene
to 0 of the rst term will follow from the a.s. onvergene of the series
Nγn :=
n∑
k=1
γk∆Nk, n ≥ 1,
by the Kroneker Lemma sine γn = γ0
∆n
Sn
. The sequene (Nγn )n≥1 is an Fn-
martingale sine the ∆Nk's are martingale inrements and
E
[
(∆Nn)
2|Fn−1
] ≤ 1
(1− α)2E
[
(F (U)− θ.G(U))− ξ)2]|ξ=ξn−1,θ=θn−1 .
Assumption 2 and the a.s. onvergene of (ξn, θn) toward (ξ
∗
α, θ
∗
α) imply that
sup
n≥1
E[(∆Nn)
2|Fn−1] < +∞ a.s.
Consequently, the step assumption (5.45) implies 〈Nγ〉∞ =
∑
n≥1 γ
2
nE[(∆Nn)
2|Fn−1] <
∞, whih in term yields the a.s. onvergene of (Nγn )n≥1, so that Cn a.s.−→ CV ∗α .
As onerns the rate of onvergene, the global proedure omposed by (5.43),
(5.44), (5.46) is a regular stohasti algorithm that behaves as desribed in usual
Stohasti Approximation textbooks like [13℄, [22℄, [57℄. As soon as T ∗ is redued to
a single point (ξ∗α, θ
∗
α) (the loal CVaR CV
∗
α is always unique), the proedure satises
under quite standard assumptions a CLT at rate γ
− 1
2
n . It is well known that the best
asymptoti rate is obtained by speifying γn =
c
b+n
, c, b > 0. However, the hoie of
c is subjet to a stringent ondition depending on (ξ∗α, θ
∗
α) (whih is unknown to the
user). This always indues a more or less (sub-optimal) blind hoie for the onstant
c.
To overome this lassial problem, we introdue the empirial mean of the global
algorithm implemented with a slowly dereasing step à la Ruppert & Polyak (see
e.g. [74℄). First, we write the global algorithm in a more syntheti way by setting
for n ≥ 1
φn = (ξn, θn, Cn) , φ0 = (ξ0, θ0, C0)
and
φn = φn−1 − γnH (φn−1, Un) , (5.50)
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where H(φ, u) = (H1 (ξ, θ, u) , H2:d+1 (ξ, θ, u) , Hd+2 (ξ, θ, c, u)). Thus, the Cesàro
mean of the proedure
φn =
φ0 + · · ·+ φn−1
n
, n ≥ 1, (5.51)
where φn is dened by (5.50), a.s. onverges to the same target. The Ruppert &
Polyak's Averaging Priniple says that an appropriate hoie of the step yields for
free the optimal asymptoti rate and the smallest possible asymptoti variane. We
reall below this result following a version established in [73℄.
Theorem 5.3.4. (Ruppert and Polyak's Averaging Priniple) Suppose that the Rd-
sequene (φn)n≥0 is dened reursively by
φn = φn−1 − γn (h(φn−1) + ǫn) ,
where h is a Borel funtion. Let Fn := σ (ξ0, θ0, U1, · · · , Un) be the natural ltration
of the algorithm. Suppose that h is C1 in the neighborhood of a zero φ∗ of h and that
P = Dh(φ∗) is a uniformly repulsive matrix (all its eigenvalues have positive real
parts), and that (ǫn)n≥1 is a random Fn-adapted sequene satisfying
(RP) ≡ ∃ C > 0, suh that a.s.

(i) E[ǫn+1|Fn]1{|φn−φ∗|≤C} = 0,
(ii) ∃ b > 2, supn E[|ǫn+1|b|Fn] 1{|φn−φ∗|≤C} < +∞,
(iii) ∃ Γ ∈ S+(d,R) suh that E [ǫn+1ǫTn+1|Fn] a.s.−→ Γ.
(5.52)
Set γn =
γ1
nβ
with
1
2
< β < 1, and
φn :=
φ0 + · · ·+ φn−1
n
= φn−1 −
1
n
(
φn−1 − φn−1
)
, n ≥ 1.
Then, on the set of onvergene {φn → φ∗}:
√
n
(
φn − φ∗
) L→ N (0, P−1Γ(P−1)T ) as n→ +∞,
In order to derive the onvergene rate of the averaged algorithm, we suppose
that the onditional distribution of (XM −Xℓ0 , L) given (Xℓ0 , Zℓ0) = (xℓ0 , zℓ0) has a
probability density funtion p
(Xℓ0 ,Zℓ0)=(xℓ0 ,zℓ0)
(XM−Xℓ0 ,L)
for all (xℓ0 , zℓ0) ∈ Rd×Rq that we will
denote pX,L for the sake of simpliity. Moreover, in order to simplify the notations,
we will denote X the onditional distribution of (XM − Xℓ0) given (Xℓ0 , Zℓ0) =
(xℓ0, zℓ0). Finally, we will denote by pX and pL the (onditional) marginal density
funtions of XM −Xℓ0 and L (given (Xℓ0 , Zℓ0) = (xℓ0 , zℓ0)) respetively. Moreover,
we make the following additional assumption on the joint onditional probability
density funtion pX,L
Assumption 5.3.5.
(i) For all x ∈ Rdy 7→ pX,L(x, y) is ontinous on R,
(ii) For all θ ∈ Rd, for every ompat set K ⊂ R sup
y∈K
pX,L(x, θ.x+ y) ∈ L1(dx).
(iii) For all ξ ∈ R, for every ompat set K ⊂ Rd sup
θ∈K
(1 + |x|2)pX,L(x, θ.x+ ξ) ∈ L1(dx),
(iv)
∫
Rd
pX,L(x, ξ
∗
α + θ
∗
α.x)dx > 0, for all (ξ
∗
α, θ
∗
α) ∈ ArgminV.
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Example 4. We take the example (that will be studied in Setion 5.5) of the energy
provider whih buys on an energy market a quantity CT = µC + σCG1 where G1 ∼
N (0, 1) of gas at prie SgT , where gas spot prie is modeled as a geometrie Brownian
motion orrelated with ρ 6= 0 to the onsumption, namely
SgT = S0e
−σ
2
g
2
T+σg
√
T
(
ρG1+
√
1−ρ2G2
)
This quantity is sold to onsumers at a prie K = S0. The energy provider uses a
one step self-naned strategy based on Sg to redue its risk so that X = SgT − S0.
The loss L an be written
L = (SgT −K)CT = (SgT − S0)CT .
Using the hange of variable formula, one shows that the joint onditional distribu-
tion funtion writes for x > −S0, x 6= 0, v ∈ R,
pX,L(x, y) =
1
2πρσgσC
√
T
1
(x+ S0)|x|e
− 1
2ρ2
(
1
σg
√
T
(
log( x
S0
+1)+
σ2g
2
T
)
−
√
1−ρ2 1
σ2
C
( yx−µC)
)2
e
− 1
2σ2
C
( yx−µC)
2
.
Consequently, pX,L satises (i) and (iv). Moreover, for all x > −S0, x 6= 0 and
y, θ ∈ R,
pX,L(x, θ.x+ y) ≤ 1
2πρσgσC
√
T
1
(x+ S0)|x| ∈ L
1(dx).
so that, (ii) is satised. Now, if K ⊂ R is a ompat set, for all ξ ∈ R, there exists
a onstant A > 0 suh that for all x > −S0, x 6= 0
(1 + |x|2)pX,L(x, θ.x+ ξ) ≤ 1
2πρσgσC
√
T
1 + |x|2
(x+ S0)|x|e
−A 1
x2 ∈ L1(dx),
so that (iii) is satised.
In next theorem, we use notations of 5.3.4. We establish a CLT for the empirial
mean sequene φ¯n dened by (5.51).
Theorem 5.3.6. (Convergene rate of the proedure) Suppose that Assumptions
5.2.4, 5.3.1 (with a > 1) and 5.3.5 are satised. If the step sequene is γn =
γ1
nβ
,
with
1
2
< β < 1 and γ1 > 0, then the averaged proedure dened by (5.51) satises
√
n
(
φn − φ∗
) L−→ N (0,Σ) as n→ +∞
where the asymptoti ovariane matrix Σ is given by
Σ = P−1Γ(P−1)T
with
P :=
1
1− α

∫
Rd
pX,L(x, ξ
∗
α + θ
∗
α.x)dx
(∫
Rd
xpX,L(x, ξ
∗
α + θ
∗
α.x)dx
)T
0∫
Rd
xpX,L(x, ξ
∗
α + θ
∗
α.x)dx
∫
Rd
xxT pX,L(x, ξ
∗
α + θ
∗
α.x)dx 0
0 0 1− α
 ,
(5.53)
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and
Γ :=

α
1−α 0
αE[(L−θ∗α.X−ξ∗α)+]
(1−α)2
0
E
[
XXT 1{L−θ∗α.X≥ξ∗α}
]
(1−α)2
E[X(L−θ∗α.X−ξ∗α)+]
(1−α)2
αE[(L−θ∗α.X−ξ∗)+]
(1−α)2
E[X(L−θ∗α.X−ξ∗)+]
T
(1−α)2
Var((L−θ∗α.X−ξ∗)+)
(1−α)2
 . (5.54)
Proof. First note that the proedure (5.50) an be written
∀ n ≥ 1, φn = φn−1 − γn (h(φn−1) + ǫn) , φ0 = (ξ0, θ0, C0) ,
where h (φ) := E [H(φ, U)] = ∇V (φ, x, z), and ǫn, n ≥ 1, denotes the Fn-adapted
martingale inrement sequene dened by for i = 2, · · · , d+ 1:
ǫ1,n :=
1
1− α
(
P (L− θ.X ≥ ξ)|ξ=ξn−1,θ=θn−1 − 1{Ln−θn−1.Xn≥ξn−1}
)
,
ǫi,n :=
1
1− α
(
E
[
Xi−11{L−θ.X≥ξ}
]
|ξ=ξn−1,θ=θn−1 −Xi−1,n1{Ln−θn−1.Xn≥ξn−1}
)
,
ǫd+2,n := ∆Nn =
1
1− α
(
E
[
(L− θ.X − ξ)+
]
|ξ=ξn−1,θ=θn−1 − (Ln − θn−1.Xn − ξn−1)+
)
,
where Ln = F (Un) and Xn := G(Un). Sine the funtion V is onvex, its hessian
matrix P is positive as soon as h is dierentiable. Now, in order to dierentiate h,
we write
h1(φ) = 1− 1
1− α
∫
Rd×R
pX,L(x, y)1{y≥ξ+θ.x}dxdy,
hi(φ) = − 1
1− α
∫
Rd×R
xipX,L(x, y)1{y≥ξ+θ.x}dxdy, i = 2, · · · , d+ 1,
hd+2(φ) = C −
(
ξ +
1
1− αE
[
(L− θ.X − ξ)+
])
.
In order to dierentiate h1, note that, by Fubini's Theorem,
h1(φ) = 1− 1
1− α
∫ +∞
ξ
dy
∫
Rd
pX,L(x, y)dx = 1− 1
1− α
∫
Rd
dx
∫ +∞
ξ+θ.x
pX,L(x, y)dy.
Owing to Assumption 5.3.5, one an interhange integral and derivation. In order
to dierentiate h2:d+1, rst note that, by Fubini's Theorem,
h2:d+1(φ) = − 1
1− α
∫ +∞
ξ
dy
∫
Rd
xpX,L(x, y)dx = − 1
1− α
∫
Rd
dx
∫ +∞
ξ+θ.x
xpX,L(x, y)dy,
so that owing to Assumption 5.3.5 and Lebesgue's dierentiation Theorem, one an
interhange integral and derivation. Consequently, the funtions h1 and h2:d+1 are
142
CHAPTER 5. CVAR HEDGING USING QUANTIZATION BASED STOCHASTIC
APPROXIMATION ALGORITHM
dierentiable at φ∗ := (ξ∗α, θ
∗
α, C
∗
α) and for i = 2, · · · , d+ 1,
∂h1
∂ξ
(φ∗) =
1
1− α
∫
Rd
pX,L(x, ξ
∗
α + θ
∗
α.x)dx,
∂h1
∂C
(φ∗) =
∂hd+2
∂ξ
(φ∗) = 0,
∂h1
∂θi−1
(φ∗) =
∂hi
∂ξ
(φ∗) =
1
1− α
∫
Rd
xipX,L(x, ξ
∗
α + θ
∗
α.x)dx,
∂hi
∂θj
(φ∗) =
∂hj
∂θi
(φ∗) =
1
1− α
∫
Rd
xixjpX,L(x, ξ
∗
α + θ
∗
α.x)dx,
∂hi
∂C
(φ∗) =
∂hd+2
∂θi
(φ∗) = 0,
∂hd+2
∂C
(φ∗) = 1,
so that M is given by (5.53). Let u = (u1, u2, u3) ∈ R× Rd × R,
uTMu =
∫
Rd
pX,L(x, ξ
∗
α + θ
∗
α.x)dx
1− α
(
u21 + 2u1
∫
Rd
xpX,L(x, ξ
∗
α + θ
∗
α.x)∫
Rd
pX,L(x, ξ∗α + θ∗α.x)dx
dxu2
+uT2
∫
Rd
xxT pX,L(x, ξ
∗
α + θ
∗
α.x)dx∫
Rd
pX,L(x, ξ∗α + θ∗α.x)dx
u2 + u
2
3
)
,
using the inequality 2u1
∫
Rd
xpX,L(x,ξ
∗
α+θ
∗
α.x)∫
Rd
pX,L(x,ξ∗α+θ∗α.x)dx
dxu2 ≥ −u21 − uT2EQ [X ]EQ [X]T u2, we
obtain
uTMu ≥
∫
Rd
pX,L(x, ξ
∗
α + θ
∗
α.x)dx
1− α
(
uT2
∫
Rd
(
x−
∫
Rd
xpX,L(x, ξ
∗
α + θ
∗
α.x)∫
Rd
pX,L(x, ξ∗α + θ∗α.x)dx
)
×
(
x−
∫
Rd
xpX,L(x, ξ
∗
α + θ
∗
α.x)∫
Rd
pX,L(x, ξ∗α + θ∗α.x)dx
)T
pX,L(x, ξ
∗
α + θ
∗
α.x)dxu2 + u
2
3
)
,
> 0.
Consequently, the matrix P is a uniformly repulsive matrix. To apply Theorem
5.3.4, we need to hek assumptions (RP) of (5.52). Let C > 0. First note that
E
[|ǫ1,n+1|2a|Fn]1{|φn−φ∗|≤C} ≤ ( 11− α
)2a
22a < +∞.
Thanks to Assumtpion 5.2.4 (with a > 1), there exists A > 0, suh that for i =
2, · · · , d+ 1,
E
[|ǫi,n+1|2a|Fn]1{|φn−φ∗|≤C} ≤ AE [X2ai−1] < +∞,
and
E
[|ǫd+2,n+1|2a|Fn]1{|φn−φ∗|≤C} ≤ A (E [|L|2a]+ E [|X|2a]) < +∞.
Consequently, (ii) of (5.52) holds true with b = 2a sine
sup
n≥0
E
[|ǫn+1|2a |Fn]1{|φn−φ∗|≤C} < +∞.
It remains to hek (iii) for some positive denite symmetri matrix Γ.
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The ontinuity of the funtions (ξ, θ) 7→ E [Xi−1Xj−11{L−θ.X≥ξ}] and (ξ, θ) 7→
E
[
Xi−11{L−θ.X≥ξ}
]
at (ξ∗α, θ
∗
α) whih follows from the ontinuity of the joint distribu-
tion (L,X), ombined with the equality E
[
Xi−11{L−θ∗α.X≥ξ∗α}
]
= 0, i = 2, · · · , d+ 1,
implies that
E
[(
ǫn+1ǫ
T
n+1
)
i,j
|Fn
]
= E
[(
ǫn+1ǫ
T
n+1
)
j,i
|Fn
]
=
1
(1− α)2
(
E
[
Xi−1Xj−11{L−θ.X≥ξ}
]
|ξ=ξn,θ=θn −
E
[
Xi−11{L−θ.X≥ξ}
]
|ξ=ξn,θ=θn E
[
Xj−11{L−θ.X≥ξ}
]
|ξ=ξn,θ=θn
)
,
a.s.−→ 1
(1− α)2E
[
Xi−1Xj−11{L−θ∗α.X≥ξ∗α}
]
.
Using similar arguments one shows that E
[
ǫn+1ǫ
T
n+1|Fn
] a.s.−→ Γ. This ompletes the
proof.
One may be interested by the asymptoti variane of eah omponents of the
algorithm, namely ξn, θn and Cn rather than the whole asymptoti matrix. The
inverse matrix P−1 an be written
P−1 :=
1− α∫
Rd
pX,L(x, ξ∗α + θ∗α.x)dx
1 + V
TΠ−1V −V TΠ−1 0
−Π−1V Π−1 0
0 0 1
1−α
∫
Rd
pX,L(x, ξ
∗
α + θ
∗
α.x)dx
 ,
(5.55)
where Π :=
∫
Rd
(
x−
∫
Rd
xpX,L(x,ξ
∗
α+θ
∗
α.x)∫
Rd
pX,L(x,ξ∗α+θ∗α.x)dx
)(
x−
∫
Rd
xpX,L(x,ξ
∗
α+θ
∗
α.x)∫
Rd
pX,L(x,ξ∗α+θ∗α.x)dx
)T
pX,L(x, ξ
∗
α+θ
∗
α.x)dx,
and V := 1∫
Rd
pX,L(x,ξ∗α+θ∗α.x)dx
∫
Rd
xpX,L(x, ξ
∗
α + θ
∗
α.x)dx, so that, for i = 2, · · · , d+ 1,
Σ1,1 =
1(∫
Rd
pX,L(x, ξ∗α + θ∗α.x)dx
)2 ((1 + V TΠ−1V )2 α(1− α)
+
(
Π−1V
)T
E
[
XXT1{L−θ∗α.X≥ξ∗α}
]
Π−1V
)
, (5.56)
Σi,i =
1(∫
Rd
pX,L(x, ξ∗α + θ∗α.x)dx
)2(m2iα (1− α) + m˜T.iE [XXT1{L−θ∗α.X≥ξ∗α}] m˜.i),
(5.57)
Σd+2,d+2 =
(
1
1− α
)2
Var
(
(L− θ∗α.X − ξ∗α)+
)
, (5.58)
where m = Π−1V and Π−1 = (m˜i,j)1≤i≤d,1≤j≤d.
5.3.3 Dynami CVaR hedging
In this setion, we propose several methods to ompute the optimal strategy of (5.1),
the VaR and the CVaR of the CVaR-hedged portfolio. From a modeling point of
view, under Assumption 5.1.2, we suppose for every ℓ = 1, · · · ,M that there exists
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two ontinuous funtions Gℓ : R
d × Rq × Rrℓ → Rd, Fℓ : Rd × Rq × Rrℓ → R suh
that
Xℓ −Xℓ−1 = Gℓ(Xℓ−1, Zℓ−1, Uℓ), and L = Fℓ (Xℓ−1, Zℓ−1, Uℓ) ,
where Uℓ is a rℓ-dimensional random variable independent of Gl−1.
Crude CVaR hedging Algorithm (C.H.)
The diret approah to solve (5.1) is to proeed as in the stati framework and to
devise a global stohasti gradient algorithm. To be more preise, at every time tk,
we onsider an optimal Nk-quantization
(
Xˆk, Zˆk
)
, k = 1, · · · ,M − 1, based on an
optimal quantization Nk grid Γk =
(
(x1k, z
1
k) , · · · ,
(
xNkk , z
Nk
k
))
of the state proess
at time tk.
A areful reading of Setion 5.2.4 shows that the optimal number of shares to be
held over the time period (k, k+1], θ∗k depends of the whole proess (X,Z). For this
method, we make the approximation whih onsists of making θ∗k depending only of
the state proess at time k, (Xk, Zk). Thus, we only need to estimate θ
j,∗
k at eah
time tk, for all nodes
(
xjk, z
j
k
)
, j = 1, · · · , Nk on the orresponding grid. This an be
done by the following stohasti algorithm, namely,
ξn = ξn−1 − γnH1 (ξn−1, θn−1, Un) , (5.59)
θ0,n = θ0,n−1 − γnH2,0 (ξn−1, θn−1, Un) , (5.60)
θjℓ,n = θ
j
ℓ,n−1 − γnHj2,ℓ (ξn−1, θn−1, Un) , j = 1, · · · , Nℓ, k = 1, · · · ,M − 1, (5.61)
Cn = Cn−1 − γnH3 (ξn−1, θn−1, Cn−1, Un) , (5.62)
where θn = (θ0,n, · · · , θM−1,n), (Un)n≥1 =
(
(U1,n, · · · , UM,n)n≥1
)
are i.i.d. random
variables with Uℓ,n ∼ Uℓ and for ℓ = 1, · · · ,M and j = 1, · · · , Nℓ the funtions H1,
H3 and H
j
2,ℓ are dened by
H1(ξ, θ, u) = 1− 1
1− α1{∑Mi=1∆Li−θi−1.∆Xi≥ξ},
H2,0 (ξ, θ, u) = −G1(X0, Z0, U1)
1− α 1{∑Mi=1∆Li−θi−1.∆Xi≥ξ},
Hj2,ℓ (ξ, θ, u) = −
Gℓ+1(Xℓ, Zℓ, Uℓ+1)
1− α 1{∑Mi=1∆Li−θi−1.∆Xi≥ξ}1{(Xℓ,Zℓ)∈Cj(xℓ,zℓ)},
H3 (ξ, θ, C, u) = C − ξ − 1
1− α
(
M∑
i=1
∆Li − θi−1.∆Xi − ξ
)
+
.
The sequene (ξn, θn, Cn)n≥1 a.s. onverges toward its target (ξ
∗
α, θ
∗
α, C
∗
α). Note that
the dimension of the sequene (ξn, θn, Cn) to be updated at eah step of the algorithm
is equal to D := 2 + d+
∑M
ℓ=2 d×Nℓ.
When the dimension is low (D ≤ 100), whih is often due to the fat that the
number of trading dates is low (sayM ≤ 5) and the number of traded assets used for
the hedging is small (d ≈ 1, 2), the above algorithm is very eient and we observe
a great redution of the CVaR ompared to the stati ase (5.3).
However, if we onsider a portfolio with a time horizon T = 1 year, 12 trading
dates (one eah month), if the investor hedges using 5 stoks and in the ase where all
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layers in the quantization grids have the same size, i.e. N = Nℓ = 5, ℓ = 1, · · · ,M ,
the dimension of the algorithm is D = 282. This example is a reasonable ase
in the energy setor when an energy ompany has to provide eletriity or gas to
onsumers all year long and simultaneously needs to ontrol and hedge its risk every
month using eletriity and/or gas forward ontrats sine the underlying spot is
not storable. For instane, one may use 12 forward ontrats with maturity Tℓ = tℓ
that delivers eletriity or gas over a period whih orresponds to eah month of
the onsidered year. From a pratial point of view, Eletriity and Gas Futures
market enable to trade: the next three months, the next two quarters and the
next three eletriity or gas seasons (see the Powernext Gas Futures market for
instane), thus one may proeed to a rough risk hedging using only some of these
ontrats. However, when dealing with a portfolio that depends on several energy
ommodities as it is often the ase in energy market, the dimension of the onsidered
RM algorithm beomes a real issue.
From a numerial point of vue, we observe that in a high dimensional framework
the algorithm freezes and suers, say as soon as the dimension is greater than 100
or 150. Moreover, we observe that some omponents of θn are never updated by the
algorithm. That is the bottlenek of this rst algorithm in pratial implementation.
To overome this problem, we propose several approximate solutions to solve (5.1)
whih ruially relies on Assumptions 5.1.1, 5.1.2 and 5.2.8. These solutions have
the major advantage to dramatially redue the dimension of the above algorithm.
Bakward dynami hedging strategy (B.H.)
This strategy is based on (5.9) and onsists in a bakward resolution. To be more
preise, if we onsider M trading dates, then (5.9) and Assumption 5.1.1 imply that
in order to hedge the risk at the last trading date tM−1, we have to solve
inf
θ∈A
E
[
GM−1-CVaRα
(
L−
M∑
ℓ=1
θℓ−1.∆Xℓ
)]
=
inf
θM−1∈L0
Rd
(GtM−1 ,P)
E [GM−1-CVaRα (L− θM−1.∆XM)] .
The optimization problem that appears in the right-hand side of the above equalitie
an be easily solved using the stati algorithm developed in Setion 3. Now that we
have the solution θbM−1 of this problem, we an go one step bakward and solve the
new problem
inf
θM−2∈L0
Rd
(GtM−2 ,P)
E
[GM−2-CVaRα (L− θbM−1.∆XM − θM−2∆XM−1)] ,
using again the algorithm developed in the stati framework in order to obtain θbM−2.
Following this idea till time 0, we obtain step by step the bakward hedging strategy
θb ≡ (θbℓ)1≤ℓ≤M−1.
Although this method is not optimal from a theoretial point of view, it has
the advantage to provide a strategy whih ontrols the risk at eah time step until
maturity. However we observe on numerial experiments that the resulting stati
CVaR related to this self-naned strategy θb, namely
CVaRα
(
L−
M∑
ℓ=1
θbℓ−1.∆Xℓ
)
,
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is signiantly higher than the one obtained by the rst global algorithm (C.H.).
The reason is that by solving at step k + 1 the optimization problem
inf
θM−k−1∈L0
Rd
(GM−k−1,P)
E
[
GM−k−1-CVaRα
(
L−
M∑
ℓ=M−k+1
θbℓ−1.∆Xℓ − θM−k−1∆XM−k−1
)]
,
there is an error (ompared to the original problem (5.1)) on the estimate θbM−ℓ−1 6=
θ∗M−ℓ−1 whih propagates at eah step and an beome more and more important as
the number of trading dates inreases. That is the major drawbak of this proedure.
Dynami hedging strategy based on a martingale deomposition of L (M.D.H.)
This method is based on the sub-additivity of the CVaR and on the following de-
omposition of the loss L into a sum of G-martingale inrements, namely
L = E [L] +
M∑
ℓ=1
∆˜Lℓ, (5.63)
where ∆˜Lℓ = E [L| Gℓ] − E [L| Gℓ−1], 1 ≤ ℓ ≤ M . Now, using the sub-additivity of
the CVaR, we obtain
inf
θ∈A
CVaRα
(
L−
M∑
ℓ=1
θℓ−1∆Xℓ
)
≤ E [L]+
M∑
ℓ=1
inf
θℓ−1∈L0
Rd
(Gℓ−1,P)
CVaRα
(
∆˜Lℓ − θℓ−1∆Xℓ
)
.
(5.64)
The right-hand side of the last inequality shows that for eah time step we have
to solve a one step stati loal CVaR-hedging problem. From a numerial point of
view, indeed, when the dimension of the algorithm is not too large (say D ≤ 150), we
observe that the CVaR obtained using this strategy is almost equal to the optimal
one. When the dimensionD beomes large, whih is generally due to a large number
of trading dates, we observe a good behavior with a real improvement on the CVaR
when the number of trading dates inreases. An even better behavior is obtained
by slightly modifying this seond aproah. We use the inequality
inf
θℓ−1∈L0
Rd
(Gℓ−1,P)
E
[
Gℓ−1-CVaRα
(
∆˜Lℓ − θℓ−1∆Xℓ
)]
≤ inf
θℓ−1∈L0
Rd
(Gℓ−1,P)
CVaRα
(
∆˜Lℓ − θℓ−1∆Xℓ
)
,
(5.65)
and swith to the new optimization problem
M∑
ℓ=1
inf
θℓ−1∈L0
Rd
(Gℓ−1,P)
E
[
Gℓ−1-CVaRα
(
∆˜Lℓ − θℓ−1∆Xℓ
)]
. (5.66)
The main dierene in solving the loal problem in the left hand-side of (5.65)
ompared to the right hand-side appears in the variable ξn of the two assoiated RM
algorithms, whih orresponds to the estimate at step n of the VaRα. In this new
version, like in the stati ase, the variable ξn is loal and depends of the onsidered
nodes whereas in the other version this variable is global and is the same for all
nodes of the quantization tree.
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Although, to our knowledge, there is neither an equality nor an inequality be-
tween the original problem and (5.66), numerial experiments led us to the onlu-
sion that this last algorithm behaves better than the one obtained by solving the
right-hand side of (5.65) at eah time step. To be more preise, the original CVaR
estimated by the strategy obtained by (5.66) is lower than the one obtained by the
strategy solution of the right-hand side in (5.64).
In order to solve (5.66), we use optimal vetor quantization again to approxi-
mate the unknown random variable ∆˜Lℓ, i.e., we approximate E [L|Gℓ] by using the
ubature formula
E [Fℓ+1(Xℓ, Zℓ, Uℓ+1)| (Xℓ, Zℓ)] ≈ ϕ(Xℓ, Zℓ) =
Nℓ∑
j=1
F (Xℓ, Zℓ, u
j
ℓ+1)P (Uℓ+1 ∈ Cj(uℓ+1)) ,
(5.67)
and design at eah time step a RM algorithm based on the proedure investigated
in the stati framework. One may have onsidered the lassial deomposition
L = L0 +
M∑
ℓ=1
∆Lℓ (5.68)
instead of (5.63). However, it is quite natural to approximate from the sequene of
martingale inrements ∆Xℓ, ℓ = 1, · · · ,M , another martingale sequene so that the
deomposition (5.63) is more appropriate to our framework than the deomposition
(5.68). The method based on this lassial deomposition of L will be alled C.D.H.
5.4 Design of faster proedures: variane redution
tehniques
In pratie, the onvergene of the dierent onsidered algorithms (stati and dy-
nami framework) will be slow and haoti when the ondene level α is lose to 1.
This is due to the fat they are only updated on rare events sine it tries to measure
the tail distribution: P (L− θ∗α.X > ξ∗α) = 1− α ≈ 0. Another problem may be the
simulation of L and X . Eah evaluation may require a lot of omputational eorts
and takes a long time. So, for pratial implementation it is neessary to ombine the
above proedures with variane redution tehniques to ahieve aurate estimates
at a reasonable ost.
In this setion, we develop two variane redution tehniques in order to redue
the asymptoti variane in the CLT (5.53). The rst one is based on the unon-
strained importane sampling (IS) stohasti algorithm developed in [62℄ and then
applied to both VaR and CVaR in [6℄. We show how it an be ombined adap-
tively with our algorithms. Consequently, every new sample is used to dynamially
optimize the IS hange of measure and the estimate of (ξ∗α, θ
∗
α, C
∗
α). This kind of
algorithm is known to be a powerfull tool when dealing with rare events. The se-
ond one is based on LCV. We use a ontrol variable based on X , sine Assumption
5.1.1 implies E [X ] = 0. For sake of simpliity, we only develop those two methods
in the stati self-naned strategy framework though it an be easily generalized to
the other onsidered algorithm.
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5.4.1 Unonstrained Reursive Importane Sampling
In this setion, we study the lassial IS by translation. Sine the proedure is very
similar to the one applied in [6℄, we only give results without any proof.
Applied to the Monte-Carlo omputation of E[F (Y )], where Y is an Rd-valued
random variable, F ∈ L2(PY ) satises P(F (Y ) 6= 0) > 0 and Y has a probability
density funtion p, it onsists in using the invariane of the Lebesgue measure by
translation, for every µ ∈ Rd,
E[F (Y )] = E
[
F (Y + µ)
p(Y + µ)
p(Y )
]
, (5.69)
and among all these random variables with the same expetation in seleting the
one with the lowest variane, i.e. the one with the lowest quadrati norm
min
µ∈Rd
{
Q(µ) := E
[
F 2(Y + µ)
p2(Y + µ)
p2(Y )
]
= E
[
F 2(Y )
p(Y )
p(Y − µ)
]}
.
Applied to our framework, we plan to minimize the asymptoti variane of eah
omponents of the algorithm (in its averaged form, as detailed above) i.e. eah
Σi,i, i = 1, · · · , d + 2 whih appears in the CLT (5.53). However, the two matrix
Π−1 and Π−1V are intrinsi onstant (and omes in fat from the Jaobian matrix
Dh(ξ∗α, θ
∗
α, C
∗
α) of the mean funtion h of the algorithm and annot be hange by ap-
plying IS unless we deeply modify the nature of the original algorithm (ξn, θn, Cn)n≥1.
The asymptoti variane of the VaR proedure Σ1,1 in (5.56) presents two terms:(
1 + V TΠ−1V
)2
α(1− α) = (1 + V TΠ−1V )2Var (1{L−θ∗α.X≥ξ∗α})
orresponds to the intrinsi asymptoti variane of the VaR proedure, and
Π−1V TE
[
XXT1{L−θ∗α.X≥ξ∗α}
]
Π−1V,
orresponds to the inuene of the regression proedure. The asymptoti variane
obtained in the above equation annot be minimized diretly by IS sine it is a
quadrati form in the unknown vetor Π−1V T . In order to devise an IS algorithm,
we write
Π−1V TE
[
XXT1{L−θ∗α.X≥ξ∗α}
]
Π−1V ≤ ∣∣Π−1V ∣∣2 E [|X|2 1{L−θ∗α.X≥ξ∗α}] ,
The asymptoti varianes Σi,i, i = 2, · · · , d+ 1, appear quite similar so that we an
obtain similar inequalities. Thus, in order to improve the onvergene of the VaRα
and the θ∗α omponents we aim at minimizing by IS the two quantities
Var
(
1{L−θ∗α.X≥ξ∗α}
)
, and E
[|X|2 1{L−θ∗α.X≥ξ∗α}] = d∑
i=1
E
[
X2i 1{L−θ∗α.X≥ξ∗α}
]
provided the non-degeneray assumption
∀(ξ, θ) ∈ ArgminV, P (Xi1{L−θ.X≥ξ} 6= 0) > 0, i = 1, · · · , d, (5.70)
holds. From a theoretial point of view, it is not optimal but our numerial exper-
iments indiate that minimizing those terms provides less variane during the rst
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iterations than the original proedure without variane redution. As onerns the
CVaRα, we an minimize diretly the asymptoti variane
Var
(
(L− θ∗α.X − ξ∗α)+
)
.
Now, we assume that U has an absolutely ontinuous distribution PU(du) = p(u)λr(du)
where λr denotes the Lebesgue measure on (R
r,Bor(Rr)).
To minimize the three varianes Var
(
1{L−θ∗α.X≥ξ∗α}
)
, E
[
X2i 1{L−θ∗α.X≥ξ∗α}
]
and
Var
(
(L− θ∗α.X − ξ∗α)+
)
respetively, we use the invariane of the Lebesgue mea-
sure by translation for µi ∈ Rr, i = 1, · · · , d+ 2 as follows,
E
[
1{L−θ∗α.X≥ξ∗α}
]
= E
[
1{L(+µ1)−θ∗α.X(+µ1)≥ξ∗α}
p(U + µ1)
p(U)
]
,
E
[
Xi1{L−θ∗α.X≥ξ∗α}
]
= E
[
X
(+µi)
i 1{L(+µi)−θ∗α.X(+µi)≥ξ∗α}
p(U + µi)
p(U)
]
, i = 2, · · · , d+ 1,
E
[
(L− θ∗α.X − ξ∗α)+
]
= E
[(
L(+µd+2) − θ∗α.X(+µd+2) − ξ∗α
)
+
p(U + µd+2)
p(U)
]
,
where for sake of simpliity L(±µ) = F (U±µ) = F (x, z, U±µ), X(±µ) = G(U±µ) =
G(x, z, U ± µ) − x and X(±µ)i = Gi(U ± µ) − xi, for µi ∈ Rr. Let us temporarily
forget that of ourse we do not know (ξ∗α, θ
∗
α) at this stage. Among all these random
random variables with the same expetation, we want to selet the one with the
lowest quadrati norms for µ = (µ1, · · · , µd+2) ∈ (Rr)d+2,
Q1(µ1, ξ
∗
α, θ
∗
α) := E
[
1{L(+µ1)−θ∗α.X(+µ1)≥ξ∗α}
p2(U + µ1)
p2(U)
]
,
Qi(µi, ξ
∗
α, θ
∗
α) := E
[(
X
(+µi)
i
)2
1{L(+µi)−θ∗α.X(+µi)≥ξ∗α}
p2(U + µi)
p2(U)
]
,
Qd+2(µd+2, ξ
∗
α, θ
∗
α) := E
[(
L(+µd+2) − θ∗α.X(+µd+2) − ξ∗α
)2
+
p2(U + µd+2)
p2(U)
]
,
If the following assumption
E
[
1{L−θ.X≥ξ}
p(U)
p(U − µ)
]
< +∞,
E
[
X2i 1{L−θ.X≥ξ}
p(U)
p(U − µ)
]
< +∞, (5.71)
E
[
(L− θ.X − ξ)2+
p(U)
p(U − µ)
]
< +∞,
holds true, for all µ ∈ Rr, for all (ξ, θ) ∈ R × Rr, then, for i = 1, · · · , d + 2, Qi is
everywhere nite and a reverse hange of variable shows that for every µ ∈ Rr,
Q1(µ, ξ
∗
α, θ
∗
α) = E
[
1{L−θ∗α.X≥ξ∗α}
p(U)
p(U − µ)
]
, (5.72)
Qi(µ, ξ
∗
α, θ
∗
α) = E
[
X2i 1{L−θ∗α.X≥ξ∗α}
p(U)
p(U − µ)
]
, (5.73)
Qd+2(µ, ξ
∗
α, θ
∗
α) = E
[
(L− θ∗α.X − ξ∗α)2+
p(U)
p(U − µ)
]
. (5.74)
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Now if p satises
(i) ∀u ∈ Rr, µ 7→ p(u− µ) is log-onave,
(ii) ∀u ∈ Rr, lim|µ|→+∞ p(u− µ) = 0 or ∀u ∈ Rr, lim|µ|→+∞ p(u−µ)p2(u−µ
2
)
= 0,
(5.75)
one shows that, for i = 1, · · · , d+ 2, Qi(., ξ∗α, θ∗α) is (stritly) nite, onvex, goes to
innity at innity so that argminQi(., ξ
∗
α, θ
∗
α) = {µi ∈ Rr | ∇µiQi(µi, ξ∗α, θ∗α) = 0} is
non empty (see [62℄). In order to devise a reursive RM proedure to approximate
the optimal parameters µ∗i,α, i = 1, · · · , d+2, we are led to dierentiate Qi(., ξ∗α, θ∗α).
We introdue the following assumption on the probability density p of U
∃b ∈ [1, 2] suh that

(i) |∇p(u)|
p(u)
= O(|u|b−1) as |u| → ∞
(ii) ∃ρ > 0, u 7→ log (p(u)) + ρ|u|b is onvex,
(5.76)
and introdue the assumption on F (U) and G(U)
∀C > 0, E
[(
1 + F (U)2 + |G(U)|2) eC|U |b−1] < +∞. (5.77)
One shows that as soon as (5.70), (5.71), (5.75), (5.76), (5.77) are satised, Qi is
nite and dierentiable on Rr with a gradient given by
∇Q1(µ, ξ∗α, θ∗α) = E
1{L(−µ)−θ∗α.X(−µ)≥ξ∗α} p2(U − µ)p(U)p(U − 2µ)∇p(U − 2µ)p(U − 2µ)︸ ︷︷ ︸
:=W (µ,U)
 , (5.78)
∇Qi(µ, ξ∗α, θ∗α) = E
[(
X
(−µ)
i
)2
1{L(−µ)−θ∗α.X(−µ)≥ξ∗α}W (µ, U)
]
, (5.79)
∇Qd+2(µ, ξ∗α, θ∗α) = E
[(
L(−µ) − θ∗α.X(−µ) − ξ∗α
)2
+
W (µ, U)
]
, (5.80)
for all µ ∈ Rr. This expression may look ompliated at rst glane but in fat the
weight term W (µ, U) an be easily ontrolled by a deterministi funtion of µ sine
|W (µ, u)| ≤ e2ρ|µ|b(A|u|b−1 + A|µ|b−1 +B), (5.81)
for some real onstants A and B. In the ase of a normal distribution U
d
= N (0; 1),
W (µ, U) = eµ
2
(2µ− U).
Now if we have a ontrol on the growth of the funtion F and G, typially for some
positive onstants C and c
∀u ∈ Rr, |F (u)| ≤ F˜ (u) and F˜ (u+ v) ≤ C(1 + F˜ (u))c(1 + F˜ (v))c,
∀u ∈ Rr, |G(u)| ≤ G˜(u) and G˜(u+ v) ≤ C(1 + G˜(u))c(1 + G˜(v))c,
E
[
|U |2(b−1)
(
F˜ (U)4c + G˜(U)4c
)
+ G˜(U)4c
]
< +∞,
(5.82)
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then we an dene, for µ ∈ (Rr)d+2 and i = 2, · · · , d+ 1
K1(µ1, ξ
∗
α, θ
∗
α, U) = e
−2ρ|µ1|b
1{L(−µ1)−θ∗α.X(−µ1)≥ξ∗α}W (µ1, U), (5.83)
Ki(µi, ξ
∗
α, θ
∗
α, U) =
e−2ρ|µi|
b
1 + G˜(−µi)2c
(
X
(−µi)
i
)2
1{L(−µi)−θ∗α.X(−µi)≥ξ∗α}W (µi, U),
(5.84)
Kd+2(µd+2, ξ
∗
α, θ
∗
α, U) =
e−2ρ|µd+2|
b
1 + F˜ (−µd+2)2c + |θ∗α|2cG˜(−µd+2)2c
×(
L(−µd+2) − θ∗α.X(−µd+2) − ξ∗α
)2
+
W (µd+2, U),
(5.85)
so that it satises the linear growth assumption (2.8) of the RM Theorem and
{µi ∈ Rr | E [Ki(µi, ξ∗α, θ∗α, U)] = 0} = {µi ∈ Rr | ∇µiQi(µi, ξ∗α, θ∗α) = 0} .
Moreover, sine Qi is onvex ∇µiQi satises (2.7). Now the RM algorithms dened
for n ≥ 1 by
µi,n = µi,n−1 − γnKi(µi,n−1, ξ∗α, θ∗α, Un), µi,0 ∈ Rr,
a.s. onverges to an ArgminQi(., ξ
∗
α, θ
∗
α) (square integrable) random variable µ
∗
i,α
(for more details about unonstrained reursive IS, we refer to [62℄ and [6℄). Now,
sine we do not know either ξ∗α and θ
∗
α respetively, we make the whole proedure
adaptive by replaing at step n, these unknown parameters by their running ap-
proximation at step n − 1. This nally justies to introdue the following global
proedure. One denes the state variable, for n ≥ 0,
φn = (ξn, θn, Cn, µ1,n, · · · , µd+2,n) , (5.86)
where ξn, θn, Cn denotes the VaRα, the regression vetor and the CVaRα estimates
at step n, µ1 denotes the variane reduer for the VaRα, µi denotes the variane
reduer for the ith omponent of θ∗α, i.e. θ
∗
i,α and µd+2 denotes the variane reduer
for the CVaRα. We update this state variable reursively by
φn = φn−1 − γnL(φn−1, Un), n ≥ 1, (5.87)
where (Un)n≥1 is an i.i.d. sequene with distribution U (and probability density p)
and for i = 2, · · · , d+ 1,
L1 (ξ, θ, µ1, u)) = e
−ρ|µ1|b
(
1− 1
1− α1{L(+µ1)−θ.X(+µ1)≥ξ}
p(u+ µ1)
p(u)
)
, (5.88)
Li (ξ, θ, µi, u)) =
e−ρ|µi|
b(
1 + G˜2c(−µi)
)1/2X(+µi)1{L(+µi)−θ.X(+µi)≥ξ}p(u+ µi)p(u) ,
(5.89)
Ld+2 (ξ, θ, C, µd+2, u) = C − ξ − 1
1− α
(
L(+µd+2) − θ.X(+µd+2) − ξ)
+
p(u+ µd+2)
p(u)
,
(5.90)
Ld+2+j (ξ, θ, µj, u) = Kj(µj, ξ, θ, u), j = 1, · · · , d+ 2, (5.91)
The following proposition establishes the a.s. onvergene of the proedure.
152
CHAPTER 5. CVAR HEDGING USING QUANTIZATION BASED STOCHASTIC
APPROXIMATION ALGORITHM
Proposition 5.4.1. Suppose that the assumptions of Theorem 5.3.3 holds true.
Moreover, assume that (5.70), (5.71), (5.75), (5.76), (5.77) and (5.82) are satised.
Now if the step sequene (γn)n≥1 satises (5.45), then
φn
a.s.−→ φ∗α :=
(
ξ∗α, θ
∗
α, C
∗
α, µ
∗
1,α, · · · , µ∗d+2,α
)
.
The proof an be dedued by a straightforward adaptation of the proof of Propo-
sition 3.1 in [6℄.
Now, we are interested by the rate of onvergene of the proedure. It shows that
the algorithm behaves as expeted under quite standard assumptions: it satises a
Gaussian CLT with optimal rate and minimal varianes.
Theorem 5.4.2. Suppose that the assumptions of Theorem 5.3.6 holds true. More-
over, assume that (5.70), (5.71), (5.75), (5.76), (5.77) and (5.82) are satised. Sup-
pose that the step sequene is dened by γn =
γ1
nβ
, with
1
2
< β < 1 and γ1 > 0. Let(
ξn, θn, Cn
)
n≥1 be the sequene of Cesàro means dened by:
ξn :=
ξ0 + · · ·+ ξn−1
n
, θn :=
θ0 + · · ·+ θn−1
n
, Cn :=
C0 + · · ·+ Cn−1
n
, n ≥ 1,
where (ξn, θn, Cn) are dened by (5.87).
This sequene satises the following CLT:
√
n
 ξn − ξ∗αθn − θ∗α
Cn − C∗α
 L→ N (0,Σ∗) as n→ +∞, (5.92)
where, for i = 1, · · · , d+ 1,
Σ∗1,1 =
1(∫
Rd
pX,L(x, ξ∗α + θ∗α.x)dx
)2 ((1 + V TΠ−1V )2×
Var
(
1
{
L
(+µ∗
1,α
)−θ∗α.X
(+µ∗
1,α
)≥ξ∗α
}p(U + µ
∗
1,α)
p(U)
)
+Π−1V TΛ∗Π−1V
)
Σ∗i,i =
1(∫
Rd
pX,L(x, ξ∗α + θ∗α.x)dx
)2 (m2i×
Var
(
1
{
L
(+µ∗1,α)−θ∗α.X
(+µ∗1,α)≥ξ∗α
}p(U + µ
∗
1,α)
p(U)
)
+ m˜T.iΛ
∗m˜.i
)
Σ∗d+2,d+2 =
(
1
1− α
)2
Var
((
L(+µd+2) − θ∗α.X(+µ
∗
d+2,α) − ξ∗α
)
+
p(U + µ∗d+2,α)
p(U)
)
,
where Λ∗ =
(
Λ∗i,j
)
1≤i,j≤d and for i, j = 1, · · · , d,
Λ∗i,j = E
[
X
(+µ∗i,α)
i 1
{
L
(+µ∗
i,α
)−θ∗α.X
(+µ∗
i,α
)≥ξ∗α
}×
X
(+µ∗j,α)
j 1
{
L
(+µ∗
j,α
)−θ∗α.X
(+µ∗
j,α
)≥ξ∗α
} p(U + µ
∗
i,α)p(U + µ
∗
j,α)
p2(U)
]
.
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Remark 6. • There exists a CLT for the whole sequene (φn)n≥1 and for its em-
pirial mean (φn)n≥1 aording to Ruppert and Polyak averaging priniple. We only
stated the result for the three omponents of interest (ξn, θn, Cn) sine we only need
rough estimates for the IS parameters.
• The same problem as the one notied in the averaged global algorithm proposed
in [6℄ to estimate both VaR and CVaR is raised by the algorithm (5.86). Indeed, we
added IS proedures to (ξn, θn, Cn)n≥1 to improve the onvergene toward (ξ∗α, θ
∗
α, C
∗
α)
but the adjusment of the parameters µi, i = 1, · · · , d + 2 need some samples Un+1
satisfying F (Un+1−µi,n)−θn.G(Un+1−µi,n) > ξn whih tend to beome rare events.
We postponed the problems resulting from rare events on the IS proedures itself
whih may freeze. One may introdue a ompanion VaR proedure (without IS)
that will lead the IS parameters to the ritial risk area during a rst phase of the
algorithm whih will depend on a moving ondene level αn. Numerial results
show that it speeds up the initialzation phase and improve the redution of variane.
For more details, we refer to [6℄.
• In pratie we divide our proedure into two phases: Phase I is devoted to the
estimation of the variane reduers µ∗i,α, i = 1, · · · , d+2 using (5.86) and a moving
ondene level (when α is lose to 1) with M iterations (M is small ompared to
the total number of iterations N); Phase II produes some estimates for (ξ∗α, θ
∗
α, C
∗
α)
based on the proedure dened by (5.87) and its Cesàro mean with N−M iterations.
During this phase, one an either keep updating the IS parameters adaptively or only
update (ξn, θn, Cn) using (5.87) with frozen IS parameters at µˆi,M , i = 1, · · · , d+ 2.
As onerns pratial implementation, our numerial results shows that this last
hoie produes better estimates.
5.4.2 Linear Control Variable
LCV, whih is among the most widely used variane redution tehniques, takes
advantage of known properties of simulated model to improve the auray of the
estimates. It relies on knowing the expetation of simulated random variables whih
is ompared with the estimated expetation obtained during simulation.
In our framework, a natural LCV is X = G(U) sine Assumption 5.1.1 implies
E [X ] = 0. However, if there is more information about the model (quantile of X
or L, expetation of L, ...), one an inlude other LCV to ahieve better variane
redution.
We slightly modify the funtion H of the original algorithm (5.50) in order to
introdue LCV, namely
H˜1(φ, u) = H1(φ, u) + β
T
1 X,
H˜2:d+1(φ, u) = H2:d+1(φ, u) +Xβ ,
H˜d+2(φ, u) = Hd+2(φ, u) + β
T
d+2X,
where β1, βd+2 ∈ Rd and Λβ = (β2X, · · · , βd+1X)T , βi ∈ R, i = 2, · · · , d + 1. Note
that E
[
H˜(φ, U)
]
= h(φ), with H˜(φ, U) =
(
H˜1(φ, U), H˜2:d+1(φ, U), H˜d+2(φ, U)
)
, so
that the matrix P in Theorem 2.7 is not modied. Atually, only the matrix Γ is
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modied and is replaed by Γ˜, whih is given by
Γ˜1,1 =
α
1− α + E
[(
βT1 X
)2]
,
Γ˜1,i = Γ˜i,1 = E
[
βT1 XX
T
β
]
,
Γ˜1,d+2 = Γ˜d+2,1 = Γ1,d+2 +
1
1− αE
[
βT1 X (L− θ∗α.X − ξ∗)+
]
+ E
[(
βT1 X
)
βTd+2X
]
,
Γ˜i,j = Γ˜j,i =
1
(1− α)2E
[(
Xi−11{L−θ∗α.X≥ξ∗α} − (1− α)βiXi−1
)
× (Xj−11{L−θ∗αX≥ξ∗α} − (1− α)βjXj−1)] ,
Γ˜i,d+2 = Γ˜d+2,i = Γd+2,i +
1
1− α
(
E
[
Xβ (L− θ∗α.X − ξ∗α)+
]
+ E
[
βTd+2XX1{L−θ∗α.X≥ξ∗α}
])
+ E
[
Xββ
T
d+2X
]
,
Γ˜d+2,d+2 =
1
(1− α)2Var
(
(L− θ∗α.X − ξ∗α)+ − (1− α)βTd+2X
)
.
The matrix Γ˜ depends deeply of the ontrol variates used: the simple form of the
terms Γ˜1,i, i = 2, · · · , d+2, is due to the hoie of X as a ontrol variate and to the
fat that E
[
X1{L−θ∗α.X≥ξ∗α}
]
= 0. Consequently, the matrix may be more omplex
if one hooses other ontrol variates. Now, for sake of simpliity and in order to
obtain a matrix Γ˜ similar to Γ, i.e. Γ1,i = 0, i = 2, · · · , d+1, we set β1 ≡ 0, so that
the new asymptoti ovariane matrix Σ˜
Σ˜1,1 =
1(∫
Rd
pX,L(x, ξ∗α + θ∗α.x)dx
)2 ((1 + V TΠ−1V )2 α(1− α)
+
(
Π−1V
)T
E
[(
X1{L−θ∗α.X≥ξ∗α} − (1− α)Xβ
)
× (X1{L−θ∗α.X≥ξ∗α} − (1− α)Xβ)T]Π−1V ) ,
(5.93)
Σ˜i,i =
1(∫
Rd
pX,L(x, ξ∗α + θ∗α.x)dx
)2 (m2iα (1− α)
+m˜T.iE
[(
X1{L−θ∗α.X≥ξ∗α} − (1− α)Xβ
) (
X1{L−θ∗α.X≥ξ∗α} − (1− α)Xβ
)T]
m˜.i
)
,
(5.94)
Σ˜d+2,d+2 =
1
(1− α)2Var
(
(L− θ∗α.X − ξ∗α)+ − (1− α)βTd+2X
)
. (5.95)
Now, in order to improve the onvergene of the original algorithm, we follow the
idea developed in the beginning of the last paragraph, i.e. we plan to minimize for
i = 1, · · · , d,
E
[(
Xi1{L−θ∗α.X≥ξ∗α} − (1− α)βi+1Xi
)2]
, and Var
(
(L− θ∗α.X − ξ∗α)+ − (1− α)βTd+2X
)
.
The minimum is found by setting eah gradient to zero and the optimal least square
variables are given by
β∗i+1 =
E
[
X2i 1{L−θ∗α.X≥ξ∗α}
]
(1− α)E [X2i ]
, i = 1, · · · , d and β∗d+2 =
1
1− αΣ
−1
X ΣXY ,
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where ΣX := E
[
XXT
]
and ΣXY := E
[
X (L− θ∗α.X − ξ∗α)+
]
. This quantities are
estimated adaptively during the RM algorithm using the same innovations. More-
over, it is always possible to ombine the IS algorithm with LCV in order to ahieve
better variane redution.
Remark 7. In this paragraph, we proposed a LCV method based on X to aelerate
the onvergene of the estimate of (ξ∗α, θ
∗
α, C
∗
α). However, due to the partiular form
of the matrix M one may use another ontrol variable Ξ with known expetation
(without loss of generality we an suppose E [Ξ] = 0) only in order to improve the
onvergene of the sequene (Cn)n≥1 toward C∗α. The optimal oeient β
∗
d+2 is given
by
β∗d+2 =
1
1− αΣ
−1
Λ ΣΛY ,
where ΣΞ := E
[
ΞΞT
]
and ΣΞY := E
[
Ξ (L− θ∗α.X − ξ∗α)+
]
. Substituing this value in
the asymptoti variane of the sequene (Cn)n≥1 we nd
Var
(
(L− θ∗α.X − ξ∗α)+ − (1− α)
(
β∗d+2
)T
X
)
= Var
(
(L− θ∗α.X − ξ∗α)+
) (
1− R2) ,
where
R2 =
1
Var
(
(L− θ∗α.X − ξ∗α)+
)ΣTΞYΣ−1Ξ ΣΞY .
5.5 Numerial Examples
5.5.1 Stati setting
First we onsider two simple examples in the stati framework in order to show
the eieny of the CVaR hedging algorithm and of the two variane redution
tehniques. For all example, we use RM algorithm with two phases (see Remark
4) ombined with the Ruppert & Polyak's averaging priniple. In all examples, we
dene the step sequene by γn =
1
nβ
, with β = 3
4
.
Spark Spread
We onsider a short position on an exhange option between gas and eletriity
(alled spark spread). Sine Eletriity has very limited storage possibilities, the
seller of this option hedges by trading only gas spot ontrats. The proess Z an
be onsidered as the eletriity spot prie sine it is observable on the energy market
but annot be used to set up hedging strategies. We hoose to model the prie of
the two spot ontrats by the Blak & Sholes model with a orrelation ρ = 0.8
between the two Brownian motions. The loss L an be written
L = (SeT − hRSgT − C)+ ,
where the time horizon T = 1 (year), the heat rate hR = 4BTU/kWh (BTU: British
Thermal Unit), the generation osts C = 3$/MWh, the two volatilities σg = 0.4,
σe = 0.8 and the eletriity and gas initial spot pries are S
e
0 = 40$/MWh, S
g
0 =
3$/MMBTU. The seller of the option uses a self-naned stati strategy based on the
gas spot prie in order to redue its risk at time t0 = 0. Thus, its optimal strategy is
given by the solution of (5.3) with ℓ = 0. A rude Monte Carlo gives E [L] = 11.86
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No hedging Stati hedging
α VaR CVaR VaR θ∗α CVaR
95% 65.1 114.4 63.1 7.8 98.3
99% 142.2 208.3 120.2 13.6 163.2
99.5% 183.1 257.8 146.8 16.4 190.2
Table 5.1: One step Self-naned stati CVaR-hedging of Spark Spread option
α VR
VaR
(IS) VR
Reg
(IS) VR
CVaR
(IS) VR
CVaR
(LCV)
95% 3.0 1.9 16.7 2.0
99% 3.7 2.3 19.0 1.7
99.5% 4.5 3.0 20.2 1.5
Table 5.2: Variane Ratios for the One-step Self-naned stati CVaR-hedging of
Spark Spread option
with a variane of 3692 after 3 000 000 trials. The variane ratios orrespond to
an estimate of the asymptoti variane obtained without any variane redution
tehniques, i.e. (5.56), (5.57) and (5.58) divided by an estimate of the asymptoti
variane using IS (olumn (IS)) or LCV (olumn (LCV)) (see the asymptoti matrix
obtained in Setion 5.4).
In this example, the LCV method based on X doesn't provide any variane
redution. However, for the CVaR omponent, we use the ontrol
Λ = 1{SeT≥qeδ} − (1− δ),
where qeδ is the quantile of S
e
T at level δ. We hoose: δ = 0.995 (q
e
δ ≈ 228.04) for
α = 0.95, δ = 0.999 (qeδ ≈ 344.15) for α = 0.99 and δ = 0.9995 (qeδ ≈ 403.95) for
α = 0.9995. The results obtained for three dierent values of the ondene level
α = 95%, 99%, 99.5% after 3 000 000 iterations of the Robbins-Monro proedure
are speied in Table 1. We provide the VaR and CVaR of the loss without any
hedging strategy whih are omputed using the Robbins-Monro proedure developed
in [6℄.
To omplete this numerial example, we provide the histograms of the loss ob-
tained with and without hedging. We learly see on Figure 5.1 that the asymetry
of the histogram has been hanged from right(loss) to left (gain) so that gains are
more likely to oured with the hedged portfolio. In order to hange the right tail
distribution of the loss, the mode of the original portfolio has been greatly redued
and slightly translated to the right. Figure 5.2 onrms this idea: in order to hedge
rare events that happen in the right tail distribution, the strategy onsists in en-
larging the left tail distribution. This indues a slight redution of the mode and its
translation to the right.
Consumption hedging
At time T = 1 (year), an energy provider buys on an energy market a quantity
CT of gas at prie S
g
T and sells it to onsumers at a xed prie K = 11e/MWh. The
quantity CT denotes the onsumption at time T and is equal to CT = a− bTT , with
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Histogram of Loss with and without CVaR hedge 95%
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Figure 5.1: Histogram of loss with (dashed lines) and without (normal lines) one
step CVaR-hedging at level α = 95%. The vertial line is the mean of the portfolio
loss distribution.
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Figure 5.2: Histogram of one step CVaR-hedged loss at level α = 95% (normal
lines) and α = 99% (dashed lines). The vertial line is the mean of the portfolio loss
distribution.
a = 100 Mwh and b = 3 MWh/◦C. The temperature is modeled as an Ornstein-
Uhlenbek proess so that the temperature at time T is given by
TT = e
−λTT0 +m(1− e−λT ) + σT
√
1− e−2λT
2λ
G1,
158
CHAPTER 5. CVAR HEDGING USING QUANTIZATION BASED STOCHASTIC
APPROXIMATION ALGORITHM
with T0 = 11
◦
C, λ = 0.02, m = 11◦C, σT = 6◦C and G1 ∼ N (0, 1). Gas spot
prie is modeled as a geometri Brownian motion with S0 = 11 e/MWh and the
Brownian motion of gas spot prie is orrelated with the one of the temperature,
ρ = −0.8, namely
ST = S0e
−σ
2
g
2
T+σg
√
T
(
ρG1+
√
1−ρ2G2
)
,
where σg = 0.4, G2 ∼ N (0, 1), and is independent of G1. Consequently, the loss
suered by the energy provider at time T is given by
L = (ST −K)CT .
The energy provider uses a self-naned stati strategy based on the gas spot prie
in order to redue its risk at time t0 = 0. A rude Monte Carlo gives E [L] = 62.6
with a variane of 10747.4 after 3 000 000 trials.
In this example, the funtions Qi(., ξ
∗
α, θ
∗
α), i = 1, · · · , d + 2 dened by (5.78),
(5.79) and (5.80) reah their minimum for µ∗i,α ≈ 0, so that the IS algorithms doesn't
ahieve any signiative variane redution. Moreover, the LCV method based on
X doesn't ahieve a signiative variane redution. Consequently, for the hedged
portfolio, we don't provide any variane redution ratio. However, we notie that
in order to estimate both VaR and CVaR of the loss L without hedging portfolio,
the IS algorithm provides signiant variane redution. Those results are due to
the fat that, in this example, CVaR hedging already appears as a way to redue
the variane of the loss. Consequently, reduing again the dierent varianes by IS
doesn't provide any further variane redution whereas in the rst example, CVaR
hedging did not redue the variane of the original loss but tries to apture some
gains in order to redue the global CVaR so that IS and LCV sueeds in reduing
the onsidered varianes. Results are summarized in Table 5.3.
To omplete this numerial example, we provide the histograms of the loss ob-
tained with and without CVaR hedging using 3 000 000 samples. We an see on
Figure 5.3. that the right tail distribution (whih orresponds to high loss) is greatly
redued. The deformation provided by a CVaR hedging at level 95% is very impre-
sive. The mode of the hedged loss distribution has been translated to the right
near 0 whereas without hedging it was negative, whih means that the loss our-
ing the most frequently has hanged from negative (gain) to positive value (loss).
In order to redue the right heavy tail whih orresponds to high loss, the CVaR
hedging strategy translates the mode near the mean and thus gives more probabil-
ity to small losses. Figure 5.4. illustrates the histrograms obtained with a CVaR
hedging at level 95% and 99%. We remark that the distribution whih orresponds
to a CVaR hedging at level 99% has heavier tails than the one orresponding to a
CVaR hedging at level 95%. The more α is lose to 1, the heavier CVaR-hedged loss
distribution tails are. Note that the mode of the distribution slightly translated to
the left.
5.5.2 Dynami setting
We keep on studying the onsumption hedging example and now, we experiment our
4 dierent algorithms to ompute the optimal self-naned dynami strategy: C.H.,
B.H., M.D.H. and C.D.H. (see Setion 3 for more details about eah strategy and the
RM algorithm assoiated). The parameters of the last example remain unhanged.
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No hedging Stati hedging
α VaR CVaR VaR θ∗α CVaR
95% 784.6 1226.3 259.6 81.6 366.5
99% 1452.4 2012.3 437.1 89.9 537.3
99.5% 1769.9 2382.8 505.7 92.3 608.6
Table 5.3: Self-naned stati hedging of Consumption
Histogram of Loss with and without CVaR hedge 95%
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Figure 5.3: Histogram of loss with (dashed lines) and without (normal lines) one
step CVaR-hedging at level α = 95%. The vertial line is the mean of the portfolio
loss distribution.
We onsider 3 dierent values for the number of trading dates: M = 4 (one
trade eah trimester), M = 12 (one trade eah month), M = 52 (one trade eah
week) and the CVaR-hedging level is 95%. All layers in the quantization tree of
the proess (Xℓ, Zℓ)1≤ℓ≤M have the same size, i.e. N = Nℓ = 10, ℓ = 1, · · · ,M .
Note that we do not quantify the proess (Stℓ , Ttℓ)1≤M−1 but only the two gaussian
random variables (G1, G2) so that our quantization trees are obtained as a transform
of the 2-dimensional normal distribution optimal grid. It is ruial to have a good
approximate of the random variable ∆˜Lℓ, ℓ = 1, · · · ,M , for the method M.D.H.
so that we use an optimized quantization grid of size 100 in (5.67). Results are
summarized in Table 3.
We learly see that the optimal strategy is given by the M.D.H. method when
the number of trading dates beomes large. The C.H. method for M ≤ 12 is
optimal but suers from onvergene when M ≥ 12. When M is large enough, the
dimension of the algorithm in the C.H. method beomes too high and the estimate of
the optimal strategy doesn't onverge anymore. The larger is the number of trading
dates, the greater is the dierene between the M.D.H. and C.D.H. methods. Figure
5.5 presents the histograms of the loss without any hedging strategy and with a
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Histogram of CVaR−hedged Loss at level 95% and 99%
loss
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Figure 5.4: Histogram of one step CVaR-hedged loss at level α = 95% (normal lines)
and α = 99% (dashed lines).
method C.H. B.H. M.D.H. C.D.H.
M VaR CVaR VaR CVaR VaR CVaR VaR CVaR
4 178.3 240.9 175.9 252.5 177.8 252.9 178.9 259.2
12 163.2 214.1 160.7 233.8 158.7 221.7 161.9 232.9
52 272.6 395.1 158 233.2 148.7 210.1 153.1 223.7
Table 5.4: Self-naned dynami CVaR hedging of Consumption at level 95% with
dierent strategies.
CVaR-hedging at level 95% using the M.D.H. method with 52 trading dates. The
deformation of the loss distribution is very impresive. Like in the stati framework,
the mode of the CVaR hedged loss distribution has been translated near the mean
and in order to redue the right tail distribution, the CVaR hedging strategy makes
middle loss more likely. Figure 5.6 ompares the CVaR hedged loss distribution
at level 95% using the stati strategy and the dynami strategy M.D.H. with 52
dates. The dynami strategy translates the mode on the mean and removes losses
under the mean to redue the right tail distribution. Note that the very left tail
of the two distributions (whih orresponds to gains) are quite similar: dynami
strategy redues greatly high losses and slightly high gains. Figure 5.7 shows the 10
omponents of the optimal trading strategy using the M.D.H with 52 trading dates.
5.6 Appendix: Proof of Proposition 5.2.5
We propose below the proof of (5.21) and (5.22) whih are the key results in order to
derive our R.M. algorithm. The proof of (5.19) and (5.20) will follow using similar
arguments.
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histogram of loss with and without dynamic CVaR hedge at level 95%
loss
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Figure 5.5: Histogram of Consumption's Loss with (dashed lines) and without (nor-
mal lines) dynami CVaR-hedging at level α = 95% using the M.D.H. strategy (52
trading dates).
Histogram of CVaR hedged loss at level 95% using static and dynamic strategy
loss
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Figure 5.6: Histogram of CVaR hedged Loss at level α = 95% with one step
stati (normal lines) and dynami (dashed lines, M.D.H. with 52 trading dates)
self-naned strategies.
Proof. First note that sine L ∈ L1R(P), E [L| F ] ∈ L0R (F) so that
E [F -CVaRα (L− θ.X)] = E[L] + E [F -CVaRα (L− E [L| F ]− θ.X)] .
Consequently, we an suppose that E [L| F ] = 0 for the rest of the proof. It is
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Figure 5.7: Optimal trading strategy using the M.D.H. at level α = 95% with 52
trading dates and 10 quantization nodes per dates.
straightforward that
inf
θ∈L0
Rd
(F)
E [F -CVaRα (L− θ.X)] ≥ E
[
ess inf
θ∈L0
Rd
(F),ξ∈L0
R
(F)
E
[
ξ +
1
1− α (L− θ.X − ξ)+ |F
]]
.
Let (θn)n≥1 be a sequene in L0Rd (F) suh that
ess inf
θ∈L0
Rd
(F),ξ∈L0
R
(F)
E
[
ξ +
1
1− α (L− θ.X − ξ)+ |F
]
= inf
n≥1
F -CVaRα (L− θn.X) ,
and onsider the sequene (Ξn)n≥1 with Ξ1 = θ0 := 0, and dened reursively for
n ≥ 1 by
Ξn+1 :=

Ξn , if F -CVaRα (L− Ξn.X) ≤ F -CVaRα (L− θn.X) ,
θn , if F -CVaRα (L− Ξn.X) ≥ F -CVaRα (L− θn.X) .
Note that Ξn ∈ L0Rd(F) for n ≥ 1 and
F -CVaRα (L− Ξn+1.X) = min
0≤p≤n
F -CVaRα (L− θp.X) a.s.,
so that the sequene
(
F -CVaRα (L− Ξn.X)
)
n≥0
is non inreasing and by Jensen's
inequality
F -CVaRα (L− Ξn.X) ≥ 1
1− αE [L+| F ] ≥
1
1− αE [L| F ]+ = 0.
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Moreover, by denition for n ≥ 0
F -CVaRα (L− Ξn.X) ≤ F -CVaRα (L) ≤ 1
1− αE [L+| F ] ∈ L
1
R(P).
The sequene
(
F -CVaRα (L− Ξn.X)
)
n≥0
onverges in L1R(P) ought to Beppo-Levi's
Theorem and
inf
θ∈L0
Rd
(F ,P)
E [F -CVaRα (L− θ.X)] ≥ inf
n≥0
E [F -CVaRα (L− Ξn.X)]
≥ E
[
inf
n
F -CVaRα (L− Ξn.X)
]
= E
[
ess inf
θ∈L0
Rd
(F ,P)
F -CVaRα (L− θ.X)
]
.
The proof of (5.19) follows using similar arguments.
Let ω ∈ Ω. The onvexity of Vf(ω, ., .) is a onsequene of the onvexity of
(ξ, θ) 7→ vf(ξ, θ, y, x) for all (y, x) ∈ R × Rd. Owing to Jensen's inequality, for all
(ξ, θ) ∈ R× Rd,
Vf(ω, ξ, θ) ≥ ξ + 1
1− α
(∫
yΠ(ω, dx, dy)− ξ
)
+
.
Now, if ξ <
∫
yΠ(ω, dx, dy), we have ξ + 1
1−α
(∫
yΠ(ω, dx, dy)− ξ)
+
= − α
1−αξ +
1
1−α
∫
yΠ(ω, dx, dy)→ +∞, ξ → −∞. Moreover for all ξ ∈ R, ξ+ 1
1−α
(∫
yΠ(ω, dx, dy)− ξ)
+
≥
ξ, thus it imples that limξ→+∞ ξ + 11−α
(∫
yΠ(ω, dx, dy)− ξ)
+
= +∞, whih nally
yields, for all θ ∈ Rd,
lim
|ξ|→+∞
Vf (ω, ξ, θ) = +∞.
Now, in order to establish that the funtion Vf(ω, ξ, .) goes to innity as |θ| goes
to innity for all ξ ∈ R, we show that infξ∈R Vf (ω, ξ, θ) = F -CVaRα (L− θ.X) (ω)
satises
lim
|θ|→+∞
F -CVaRα (L− θ.X) (ω) = +∞.
First note that the sub-additivity of the funtion x 7→ x+ implies that
F -CVaRα (−θ.X) ≤ F -CVaRα (L− θ.X) + F -CVaRα (−L) ,
so that,
|θ|F -CVaRα
(
− θ|θ| .X
)
−F -CVaRα (−L) ≤ F -CVaRα (L− θ.X) ,
whih nally yields,
|θ| ess inf
u∈L0
Rd
(F ,P),|u|=1
F -CVaRα (u.X)− F -CVaRα (−L) ≤ F -CVaRα (L− θ.X) ,
so that owing to Assumption 5.2.5 ii), lim|θ|→+∞F -CVaRα (L− θ.X) (ω) = +∞.
The proof of (5.20) follows using similar arguments.
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Consequently, there exists (ξ∗α, θ
∗
1,α) := (ξ
∗
α(ω), θ
∗
α(ω)) and for all ξ ∈ R, θ∗2,α :=
θ∗α(ω, ξ) whih are F -measurable owing to measurable seletion theorem (see e.g.
Lemma 3 and Lemma 4 in [29℄), suh that
inf
(ξ,θ)∈R×Rd
Vf(ξ, θ) = min
(ξ,θ)∈R×Rd
Vf(ξ, θ) = Vf(ξ
∗
α, θ
∗
1,α) a.s.
and
inf
θ∈Rd
Vf(ξ, θ) = min
θ∈Rd
Vf (ξ, θ) = Vf(ξ, θ
∗
2,α) a.s.
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Chapter 6
Joint Modelling of Gas and
Eletriity spot pries
Joint paper with V. Lemaire.
Abstrat: The reent liberalization of the eletriity and gas markets has resulted
in the growth of energy exhanges and modelling problems. In this paper, we mod-
elize jointly gas and eletriity spot pries using a mean-reverting model whih ts
the orrelations strutures for the two ommodities. The dynamis are based on
Ornstein proesses with parameterized diusion oeients. Moreover, using the
empirial distributions of the spot pries, we derive a lass of suh parameterized
diusions whih aptures the most salient statistial properties: stationarity, spikes
and heavy-tailed distributions.
The assoiated alibration proedure is based on standard and eient statistial
tools. We alibrate the model on Frenh market for eletriity and on UK market
for gas, and then we simulate some trajetories whih reprodue well the observed
pries behavior. Finally, we illustrate the importane of the orrelation struture
and of the presene of spikes by measuring the risk on a power plant portfolio.
Keywords: Eletriity markets; spot prie modelling; ergodi diusion; stohasti
dierential equation; saddlepoint.
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6.1 Introdution
The reent deregulation of energy markets has led to the development in several
ountries of market plaes for energy exhanges. Consequently, understanding and
modelling the behavior of energy market is neessary for developing a risk manage-
ment framework as well as priing of options. Many derivatives on both eletriity
and gas spot (and futures) pries are traded. Understanding the orrelation stru-
ture between both energies is a signiant hallenge. For instane, spark spread
options are ommonly traded in energy markets as a way to hedge prie dierenes
between eletriity and gas pries or are used in order to prie projets in energy
(see [36℄ for an introdution). Thus, modelling jointly the evolution of gas and
eletriity pries is a relevant issue.
Numerous diusion-type and eonometri models have been proposed for ele-
triity and gas spot pries. In energy markets, spot prie dynamis are ommonly
based on Ornstein proesses, whih are the lassial way to model mean-reversion.
Geometri models represent the logarithmi pries by a sum of Ornstein proesses
with dierent speeds of mean reversion whereas arithmeti models represent the prie
itself (see for instane [82℄ for a geometri model). Also, equilibrium models ( [7℄
and [46℄) have been investigated in order to reprodue prie formation as a balane
between supply and demand. The main drawbak of suh model is that they do not
reprodue the autoorrelation struture of a ommodity and the ross-orrelation
struture between ommodities. In [37℄, a markov jump diusion is investigated for
eletriity spot pries. Though, it properly represents the spiky behaviour of spot
eletriity pries, the proess reverts to a deterministi mean level whereas it usu-
ally reverts to the pre-spike value on data. Moreover applied to eletriity and gas
spot pries, it does not apture the autoorrelation and ross-orrelation struture
observed on data.
Another lass of spot prie dynamis is represented by multifator models. Sev-
eral authors (see [10℄, [20℄, [66℄, [85℄ among others) have investigated this kind of
diusion. The logarithmi pries or the prie itself is represented by a sum of Orn-
stein proesses in order to inorporate a mixture of jump variations and normal
variations. For instane, in [66℄ the deseasonalized spot prie or log-spot prie X(t)
is given by:
X(t) = Y1(t) + Y2(t)
where
dYi(t) = −λiYi(t)dt+ dLi(t), i = 1, 2.
The Ornstein Uhlenbek (OU) omponent Y1 is responsible for the normal vari-
ation and is assumed to be Gaussian, i.e. L1(t) is a Brownian motion, whereas Y2
is the Levy driven OU omponent responsible for spikes, i.e. L2(t) is a jump Lévy
proess. In this kind of framework, the diulty is to detet and lter the spikes in
order to estimate the jump part. Several methods have been proposed to irumvent
this problem (see e.g. [66℄ and [10℄). In [12℄, the following spot prie dynamis for
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two energies A and B are proposed
SA(t) = ΛA(t) +
m∑
i=1
XAi (t) +
n∑
j=1
Y Aj (t),
SB(t) = ΛB(t) +
m∑
i=1
XBi (t) +
n∑
j=1
Y Bj (t),
where ΛA(t) and ΛB(t) are seasonal oors, XAi and X
B
i are ommon OU proesses,
i.e. they are driven by the same jump proess Li. A dierent approah based on
opula is proposed in [11℄ where the joint evolution of eletriity and gas pries is
modeled by a bivariate non-Gaussian OU pure jump proess with a non-symmetri
opula.
In this paper, we propose an alternative lass (arithmeti and geometri) of
models to reprodue adequately the statistial features of gas and eletriity spot
pries based on parameterized loal volatility proesses. This approah is motivated
by [14℄ where diusion models with linear drift and prespeied marginal distribution
are investigated with an appliation in a dierent ontext. The spiky behaviour of
both spot pries is aptured without introduing jump diusion models. Moreover,
this approah provides a signiant advantage over the lass of jump diusion models
sine the alibration proess involves only lassial statistial tools like least squares
method so that it is robust and fast. It allows to reprodue (for the rst time to our
knowledge) both the auto-orrelation and the ross-orrelation strutures between
two energies. The model was suessfully tested on several markets and seems to
t well the statistial features and the marginal distributions of gas and eletriity
spot pries.
Our results are presented as follows. Setion 2 is devoted to the desription of
the stylised features of gas and eletriity spot pries. Then, in Setion 3, we briey
reall some important theoretial results on whih are based our model. To be more
preise, we reall how to onstrut a mean reverting diusion proess X solution of a
stohasti dierential equation (SDE) with a prespeied ontinuous invariant den-
sity f . Suh diusions involves parameterized loal volatility proesses. In Setion
4, we present the model of our hoie and fous on the alibration proedure. In the
last setion, we perform the alibration on the data sets oming from the NBP for
the gas spot prie and the Powernext market for the eletriity spot prie. Then,
we proeed to the simulation and, nally, analyze the impat of the modelization
by measuring the risk of an energy related portfolio using several models. We show
that introduing the ross-ommodity orrelation struture an greatly modify the
risk of a portfolio.
6.2 Stylised features of gas and eletriity spot pries
6.2.1 Seasonality
A rst harateristi of gas and eletriity (and many ommodities) pries is the
presene of annual (and possibly multi-time sales) seasonality and a trend (see e.g.
[37℄, [66℄). For eah ommodity, we model the seasonality and the trend omponent
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of the logarithmi spot pries with the mean level funtions around whih spot pries
utuate
log g(t) = ag + bgt+
m∑
k=1
cgk cos
(
2πt
lk
)
+ dgk sin
(
2πt
lk
)
,
log e(t) = ae + bet+
m∑
k=1
cek cos
(
2πt
lk
)
+ dek sin
(
2πt
lk
)
,
where lk = ⌊252/k⌋, k = 1, ..., m, ⌊x⌋ denotes the integer part of x. For instane,
if we hoose m = 2, we only onsider a seasonal funtion over the year and the
semester. We assume 252 trading days in a year exept for eletriity spot prie on
Powernext whih has 365 trading days in a year so that, we have to take into aount
this partiularity in the seasonality funtion. The oeients above are estimated
using ordinary least squares. The log-seasonality funtions are represented with the
estimated values for m = 2 using gas spot prie at the NBP and eletriity spot
prie from the Powernext market in Figure 6.1. All parameters are not signiant
at the 5% level. We only report and take into aount the signiant values
1
. We
heked the seasonality over week, month and quater, but the oeients were not
signiant.
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Figure 6.1: The tted log-seasonality funtions log(g(t)) and log(e(t))
Now we fous our attention on the deseasonalized data Y g(t) := logSg(t) −
log g(t) and Y e(t) := log Se(t) − log e(t) for the speiation of the model. A geo-
metri model onsists in modelling the stohasti proesses Y g(t) and Y e(t) whereas
an arithmeti model onsists in modelling the stohasti proesses eY
g(t)
and eY
e(t)
.
1ag = 1.53, bg = 0.000688, cg1 = 0.121, d
g
2 = 0.0287, c
g
2 = 0.00533 et a
e = 3.02, be =
0.000405, ce1 = 0.138, d
e
2 = 0.0368.
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6.2.2 Spikes and heavy tails
Eletriity has very limited storage possibilities. It indues the possibility of spikes
in spot pries. Natural gas an be stored but it is often ostly, so that it shares
the spiky behaviour of spot eletriity pries. Gas and eletriity markets share
this similarity as it an be seen in Figure 6.2 presenting the eletriity spot pries
oming from the Powernext market on the left and gas spot pries at the National
Balaning Point (NBP) on the right. From a stohasti modelling point of view,
spikes are ommonly represented by jump diusions with mean reversion. However
(to the best of our knowledge) there is no evidene that it is rather jumps than
spikes aused by lusters of volatility for instane.
0
50
10
0
15
0
20
0
25
0
30
0
ele
ctr
ici
ty 
sp
ot 
pri
ce
Jan 03 Jan 04 Jan 05 Jan 06 Jan 07 Jan 08
0
20
40
60
80
ga
s s
po
t p
ric
e
Jan 03 Jan 04 Jan 05 Jan 06 Jan 07 Jan 08
Figure 6.2: Eletriity spot pries on the Powernext market (on the left) and gas
spot pries at the NBP (on the right) for the period 14 January 2003 till 20 August
2008.
The histograms of Y g and Y e with the tted normal density urve is presented
in Figure 6.3. We observe that the two residuals time series Y g and Y e are far from
being normally distributed. The exess of kurtosis of Y g and Y e are respetively
equal to 4.5 and 2.3 meaning that the two distributions are peaked and have heavy
tails. The skewness of Y g and Y e are respetively equal to 0.77 and 0.57 meaning
that the two distributions are not symmetri.
6.2.3 Mean reversion and long term dependeny
Gas and Eletriity spot pries are known to be stationary. This an be tested using
an augmented Dikey-Fuller test (ADF) or the Phillips-Perron test. For the UKPX,
Powernext eletriity spot pries and gas spot pries at the NBP the unit root
hypothesis was rejeted using both tests. Figure 6.4 shows that gas and eletriity
deseasonalized pries are strongly linked by a long term dependeny, i.e. it seems
that there is a stohasti equilibrium between Y g(t) and Y e(t) from whih they
annot deviate for a long time. This long term dependeny an be observed on the
ross-orrelation funtion.
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Figure 6.3: Histograms of Y g and Y e with normal density urves.
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Figure 6.4: The log-deseasonalized gas (normal line) and eletriity spot (dashed
line) pries
6.2.4 Auto-orrelation and ross-orrelation
In energy spot prie modelling, the auto-orrelation funtions (ACFs) are often
analyzed. The ACFs of both Y g(t) (respetively eY
g(t)
), ρg, on one hand Y e(t)
(respetively eY
e(t)
), ρe, on the other hand present both a two-sale (or three-sale
at most) dereasing behaviour with one quikly dereasing omponent and one or
two slow dereasing omponents. The same behaviour is observed on the ross-
orrelation funtion (CCF) ρg,e. This kind of dereasing ACFs and CCF are well
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explained by sum of dereasing exponentials omponents, namely for τ > 0:
ρg(τ) = Corr (Y g(t + τ), Y g(t)) = φg1e
−λg1τ + (1− φg1)e−λ
g
2τ ,
ρe(τ) = Corr (Y e(t+ τ), Y e(t)) = φe1e
−λe1τ + (1− φe1)e−λ
e
2τ ,
ρg,e(τ) = Corr (Y g(t + τ), Y e(t)) = φg,ee−λ
g,eτ .
For the sake of simpliity in our stohasti modelization, we foused on one type
of ross-orrelation Corr (Y g(t + τ), Y e(t)) and we assumed that the ross-orrelation
is symetri that is Corr (Y g(t+ τ), Y e(t)) = Corr (Y e(t+ τ), Y g(t)) whih is a rather
natural approximation. We observed that the slower rates of mean reversion for
eah ommodities are quite similar λg2 = λ
e
2 and that a rather good approximation
is obtained by setting λg,e = λg2 = λ
e
2. Using a least squares approah, we tted
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Figure 6.5: Empirial ACF and CCF of deseasonalized gas spot prie and eletriity
spot prie
simulteanously ρg(τ), ρe(τ), ρg,e(τ) (τ = 1, ..., 150) to the empirial ACFs and CCF.
We assumed that the observed spot pries have reahed the stationarity. Both
empirial and tted ACFs
2
and CCF
3
are plotted in Figure 6.5.
2φ
g
1 = 0.43, λ
g
1 = 7.2, and φ
e
1 = 0.49, λ
e
1 = 69.4
3φg,e = 0.53, λg2 = λ
e
2 = λ
g,e = 2.6
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We an see the separation into a fast speed of mean reversion for gas and eletri-
ity spot pries λg1 and λ
e
1 whih orresponds to a orrelation dependene of approx-
imately 2 and 30 days probably due to the spikes omponents whereas the slower
speed of mean reversion orresponds to a orrelation dependene of 64 days and or-
responds to the stohasti equilibrium or the normal variation of gas and eletriity
spot pries.
6.3 Theoretial bakground
In order to modelize heavy tails (and spikes) of stationary spot pries distribution,
a natural idea is to onsider an ergodi diusion proess like representation of de-
seasonalized spot pries.
In this setion, we briey reall how to onstrut a one dimensional proess X
solution of a stohasti dierential equation with a prespeied ontinuous invariant
density f . Throughout the sequel we assume that f is a stritly positive bounded
ontinuous probability density on (l, r) (and zero outside (l, r)).
6.3.1 The general ase
Let
(
Xt
)
t≥0 the diusion solution of the following stohasti dierential equation
(SDE)
dXt = b(Xt)dt + σ(Xt)dBt, X0 ∈ (l, r), (Eb,σ)
where b : (l, r) → R and σ : (l, r) → R are loally Lipshitz funtions and that σ
is not degenerate on (l, r) i.e. ∀x ∈ (l, r), σ2(x) > 0. We introdue for the diusion(
Xt
)
t≥0, the sale funtion p : (l, r)→ R dened for any c ∈ (l, r) by
∀x ∈ (l, r), p(x) =
∫ x
c
exp
(
−
∫ y
c
2b(z)
σ2(z)
dz
)
dy,
and the speed measure density m : (l, r)→ R∗+ dened by
∀x ∈ (l, r), m(x) = 2
p′(x)σ2(x)
=
2
σ2(x)
exp
(∫ x
c
2b(z)
σ2(z)
dz
)
. (6.1)
We reall (see e.g. [48℄, [49℄) that the proess
(
p(Xζt )
)
t≥0
with ζ = inf {t ≥ 0, Xt = l or Xt = r}
is a loal martingale if and only if p is the sale funtion (unique up to an ane trans-
formation). Moreover, if the diusion
(
Xt
)
t≥0 is positive reurrent, the stationary
probability distribution ν dened on (l, r) satises
ν(dx) = Cm(x)dx with C =
(∫ r
l
m(x)dx
)−1
.
This lassial result is the key to onstrut a one-dimensional ergodi proess that ts
presribed stationary probability distribution. For a more general result to onstrut
an inhomogeneous Markov martingale proess that has prespeied marginal density
we refer to [63℄.
176
CHAPTER 6. JOINT MODELLING OF GAS AND ELECTRICITY SPOT PRICES
Proposition 6.3.1. Let b : (l, r)→ R be a ontinuous drift funtion. Suppose that
b and f satisfy the following onditions
∀x ∈ (l, r),
∫ x
l
b(y)f(y)dy > 0, and
∫ r
l
b(y)f(y)dy = 0, (HB)
Then there exists a unique ontinuous diusion funtion dened by
∀x ∈ (l, r), σ(x) =
√
2
∫ x
l
b(y)f(y)dy
f(x)
,
suh that (Eb,σ) has a unique solution
(
Xt
)
t≥0, whih is an ergodi diusion proess
with stationary distribution ν satisfying ν(dx) = f(x)dx.
Further details of the proof outlined below an be found in [15℄.
Proof. Let B be the funtion dened by B(x) =
∫ x
l
b(y)f(y)dy. One heks easily
that the sale funtion of
(
Xt
)
t≥0 satises
∀x ∈ (l, r), p(x) = B(c)
∫ x
c
1
B(y)
dy.
One then obtains that limx→l p(x) = −∞ and limx→r p(x) = +∞.
On the other hand, the speed measure of
(
Xt
)
t≥0 has density m that satises
∀x ∈ (l, r), m(x) = f(x)
B(x)p′(x)
=
f(x)
B(c)
.
The normalized speed measure density is then equal to the probability density f .
To prove existene and uniqueness of the solution
(
Xt
)
t≥0, one proves existene
and uniqueness of the proess (p(Xt))t≥0 satisfying a SDE without drift (see [48℄).
Corollary 6.3.2. Let b : x ∈ (l, r) 7→ −λ(x−µ) and assume that probability density
f has expetation µ and nite variane. Then there exists a unique ontinuous
diusion funtion dened by
∀x ∈ (l, r), σ(x) =
√∫ x
l
2λ(µ− y)f(y)dy
f(x)
,
suh that (Eb,σ) has a unique solution
(
Xt
)
t≥0, whih is an ergodi diusion proess
with stationary distribution ν satisfying ν(dx) = f(x)dx, and ACF given by
∀t, τ ≥ 0, Cor(Xt+τ , Xt) = e−λτ .
The squared diusion oeients are expliitly known for a large number of om-
monly used probability diusions. However, for some spei distributions, it is not
possible to obtain a losed form of the diusion oeient. An approximation based
on saddlepoint tehnique and the moment generating funtion (whih is generaly
known expliitly) is developed in [14℄.
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6.3.2 Quasi-Saddlepoint approximation
We rst reall that saddlepoint approximations are onstruted by performing var-
ious operations on the moment generating funtion (MGF) of a random variable
(see e.g. [18℄). Let X be an absolutely ontinuous random variable with density f
(with respet to the Lebesgue measure on (l, r)), moment generating funtion M(t)
and umulant-generating funtion κ(t) = logM(t). Then the rst-order saddlepoint
density approximation to f is given by
∀x ∈ (l, r), fˆ(x) = (2πκ′′(tˆx))−1/2 e−(tˆxx−κ(tˆx)),
where t = tˆx is the (unique) solution to the saddlepoint equation κ
′(t) = x, and
primes denote derivatives. We assume that the probability density f has expetation
µ, i.e. µ = κ′(0).
Considering the ontinuous dierentiable funtion tˆ : x 7→ tˆx, an integration by
parts gives ∫ x
0
tˆ(y)dy = tˆ(x)x−
∫ x
0
tˆ′(y)ydy,
= tˆ(x)x−
∫ x
0
dκ(tˆ(y)),
sine y = κ′(tˆ(y)). The saddlepoint density fˆ writes then
∀x ∈ (l, r), fˆ(x) = (2πκ′′(tˆ(x)))−1/2 exp(− ∫ x
0
tˆ(y)dy
)
. (6.2)
To onstrut an ergodi proess
(
Xt
)
t≥0 solution of (Eb,σ) with prespiied station-
ary density fˆ , the exponential terms that appear in (6.2) and (6.1) suggest the
relation
−2b
σ2
= t. This onstrution is not exat but in [15℄ is proved that the speed
densitym ofX is approximately propotional to the saddlepoint density fˆ . To be pre-
ise both
√
κ′′(tˆ(x)) and σ2(x) are approximately proportional to κ′′(0)+ 1
2
κ(3)(0)tˆ(x)
near the mean of the distribution. From now this normalized speed density m will
be alled the quasi-saddlepoint density approximation to f .
To summarize, if the saddlepoint funtion tˆ is expliity known and eiently
omputed, then we onsider the diusion with drift b, suh that b > 0 on (l, µ) and
b < 0 on (µ, r), and with diusion oeient
∀x ∈ (l, r), σ(x) =
√
−2b(x)
tˆ(x)
,
whih is ergodi with stationary distribution f˜(x) = c
σ2(x)
e−(xtˆ(x)−κ(tˆ(x))) (where c
is a normalizing fator), the quasi-saddlepoint density approximation to f (see [15℄
Theorem 3.1 for more details).
The following example will beome useful later when we are going to modelize
deseasonalized gas and eletriity spot pries.
178
CHAPTER 6. JOINT MODELLING OF GAS AND ELECTRICITY SPOT PRICES
Example 5. The NIG-distribution The normal-inverse Gaussian (NIG) distribu-
tion is a member of the lass of generalized hyperboli distributions (see e.g. [8℄).
The NIG density is given by
f(x) =
αδK1
(
α
√
δ2 + (x− l)2
)
π
√
δ2 + (x− l)2 × e
δ
√
α2−β2+β(x−l), x ∈ R,
where β ∈ R, α > |β|, δ > 0, l ∈ R and K1 is the the modied Bessel funtion of
third order and index 1. Note that if X ∼ NIG (α, β, δ, l) then its two rst moments
are
E [X ] = l +
δβ√
α2 − β2 and Var(X) =
δα2
(α2 − β2) 32 .
The two parameters δ and l determine respetivelly the sale and the loation of the
law, and the two parameters α and β determine the shape: α being responsible for
the tail heavyness and β for the skewness (asymmetry).
The umulant-generating funtion κ of the NIG distribution is dened for all t
suh that |β + t| < α by
κ(t) = lt + δ
(√
α2 − β2 −
√
α2 − (β + t)2
)
,
and the saddlepoint funtion is dened by
∀x ∈ R, tˆ(x) = α (x− l)√
δ2 + (x− l)2 − β.
In order to have an Ornstein proess solution of (Eb,σ) with stationary density the
quasi-saddlepoint density approximation f˜ to f , we onsider the following drift and
diusion funtions
∀x ∈ R, b(x) = −λ (x− µ) and σ2(x) = 2λ
√
δ2 + (x− l)2 (x− µ)
α (x− l)− β√δ2 + (x− l)2 , (6.3)
with µ = l + δβ√
α2−β2
.
6.4 Cross-ommodity multi-fator model
In this setion, we present two lass of ross-ommodity multi fator models: the
geometri and the arithmeti lass. Those two lass are ommonly used in stohasti
modelling of ommodity pries. The rst one ensures the positivity of simulated spot
pries. However, when dealing with forward ontrats whih have a delivery period
or options priing, the seond one is analytially more tratable. Both lass of
models are based on stationary diusion-type models analyzed in [15℄.
6.4.1 Proposed modelization
In order to represent the ACFs and CCF of gas and eletriity deseasonalized spot
pries, we are led to introdue stohasti proesses that are sums of diusions dened
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by (Eb,σ). To be more preise, we fous on the following two fator modelization for
the deseasonalized log spot pries Y g and Y e
Y gt = X
g
t + Zt, and Y
e
t = X
e
t + Zt, (6.4)
where
(
Zt
)
t≥0,
(
Xgt
)
t≥0 and
(
Xet
)
t≥0 are mutually independant proesses dened as
following:
• the proess (Zt)t≥0 aounts for the stohasti equilibrium between both om-
modities with a slow rate of mean reversion λz = λ
g
2 = λ
e
2. Thus, it represents
the normal variation and will be dened by an Ornstein-Uhlenbek proess
dZt = −λzZtdt+ σzdW zt , (6.5)
with λz > 0 and σz ∈ R. Note that Z is ergodi with the Gaussian invariant
probability N (0, σ2z/2λz).
• the proesses (Xgt )t≥0 and (Xet )t≥0 represent the spikes omponent for eah
ommodity. We modelize them by general Ornstein proesses with high rate
of mean reversion λg = λ
g
1 > 0 and λe = λ
e
2 > 0, namely
dXjt = −λj
(
Xjt − µj
)
dt + σj(X
j
t ; θj)dW
j
t , j = g, e, (6.6)
where σj is a parametri diusion funtion suh that
(
Xgt
)
t≥0 is an ergodi
diusion with invariant probability f j(., θj).
Remark 8. The following ontrution an be extended to a more general multi-fator
model. We an onsider m general Ornstein proesses and p Ornstein-Uhlenbek
proesses so that
Y g(t) =
m∑
i=1
Xgi (t) +
p∑
j=1
Zj(t),
Y e(t) =
m∑
i=1
Xei (t) +
p∑
j=1
Zj(t),
where all proesses are assumed to be mutually independent, i.e. driven by indepen-
dent Wiener proesses. We already observed that a two-fator model (m = 1 and
p = 1) ts the ACFs and CCF well.
Proposition 6.4.1 (The orrelation strutures). Let Y g, Y e be the proesses dened
in (6.4). Then, the ACFs of Y g and Y e with lag τ > 0 are given by
ρg(τ) = Cor (Y gt+τ , Y
g
t ) = φge
−λgτ + (1− φg)e−λzτ ,
ρe(τ) = Cor
(
Y et+τ , Y
e
t
)
= φee
−λeτ + (1− φe)e−λzτ ,
where
φg =
Var (Xg(t))
Var (Y g(t))
, and φe =
Var (Xe(t))
Var (Y e(t))
.
The CCF with lag τ > 0 is given by
ρg,e(τ) := Cor (Y gt+τ , Y
e
t ) = φg,e e
−λzτ ,
with, φg,e =
Var(Z(t))√
Var(Y g(t))Var(Y e(t))
.
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From the denition of φg,e, we nd that σ
2
z = 2λzφg,e
√
Var (Y g(t))Var (Y e(t)),
where the last term is the produt of the two stationary variane of the two proesses.
Consequently, one an easily derive σz from the ACFs and CCF alibration.
6.4.2 Calibration
We propose a three-step alibration proedure for the model desribed above.
Step 1: Deseasonalizing spot pries
We t the seasonality funtions g(t) and e(t) dened in setion 2.1 to the logarithmi
spot pries. The parameters of the funtions are estimated using the least squares
approah. Now, we fous on the deseasonalized spot pries Y g and Y e dened by
Y g(t) = log (Sg(t))− log (g(t)) and Y e(t) = log (Se(t))− log (e(t)) .
One an onsider the deseasonalized spot pries eY
g(t)
and eY
e(t)
instead of this
geometri approah.
Step 2: ACFs and CCF
The least squares method onsists in tting the empirial ACFs ρg(τ), ρe(τ) and
CCF ρg,e(τ) dened in setion 2.4 to the empirial ones (ρ˜g(τ))τ=1,...,l, (ρ˜
e(τ))τ=1,...,l,
(ρ˜g,e(τ))τ=1,...,l in order to derive the three speeds of mean reversion λ
g
1, λ
e
1, λz with
the diusion oeient σz of the stohasti equilibrium proess Z. This an be done
by minimizing the sum of squared dierenes, namely
argmin
λg ,λe,λz,σz
l∑
τ=1
(
(ρg(τ)− ρ˜g(τ))2 + (ρe(τ)− ρ˜e(τ))2 + (ρg,e(τ)− ρ˜g,e(τ))2) .
Stability tests showed that the estimates are robust with respet to small hanges
in the initial values of the parameters.
Step 3: Estimating the parameters of the spikes omponent
The nal step onsists in statisally estimating the parameters θg of the invariant
density f g(., θg) of the proess X
g
and the parameters θe of the invariant density
f e(., θe) of the proessX
e
. For instane, if one deide to hoose the quasi-saddlepoint
approximation to the NIG density for f g and f e, there will be four parameters to t
for eah density. The model proposed is a sum of diusion proesses and hene is not
Markovian. Thus, the likelihood annot be written down expliitly. To overome this
problem, we use the maximum likelihood estimation of order m (m = 0 or m = 1 in
our ase) method for stationary proesses introdued in [5℄. Strong onsisteny and
a Central Limit Theorem are proved for suh estimates. It onsists in approximating
the log-likelihood of the serie (yjk)1≤k≤n (j = g, e), where n is the number of sample
points, by a sum whose generi term is the density funtion of Y jk onditional on the
m most reent observations, for some m ≥ 0, namely,
ℓjm(θ) =
n∑
k=1
log
(
hj(yjk | yj,mk ; θj)
)
, (6.7)
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where yj,mk := (y
j
k−m, · · · , yjk−1) and hj(. | yj,mk ; θj) is the onditional probability den-
sity funtion of Y jk given Y
j,m
k = y
j,m
k for the parameters θj . Note that ifm = 0, there
is no onditioning and hj is simply the marginal density of Y jk , k = 1, · · · , n, whih
is the onvolution of Zk and X
j
k . We suppose that (X
j
k)1≤k≤n (resp. (Zk)1≤k≤n) is
ergodi with stationary distribution f j(.; θj) (resp. with Gaussian invariant proba-
bility N (0, σ˜Z2 := σ2z/2λz)) so that the onditional probability density funtion is
given by
hj(yjk; θj) =
∫ +∞
−∞
f j
(
yjk −
σZ√
λZ
u; θj
)
e−u
2
√
π
du, j = g, e. (6.8)
Note that it orresponds to the ase of (Y jk )1≤k≤n is independent and identially
distributed random variables having the distribution of the stationary distribution
of Y j.
Numerially, the above integral an be approximated using a Gauss-Hermite
quadrature method, namely
hj(yjk; θj) ≈
1√
π
n∑
k=1
f j
(
x− σZ√
λZ
uk; θj
)
wk, j = g, e,
where (uk)1≤k≤n are the roots of the Hermite polynomial Pn and (wk)1≤k≤n are the
assoiated weights given by
wk =
2n−1n!
√
π
n2(P ′n−1(yk))2
, k = 1, ..., n.
If m = 1, we need to ompute the transition probability density pY j
k+1|Y jk=yk(.; θj)
of
(
Y jt
)
t≥0 for j = g, e. The two series (X
j
k)1≤k≤n and (Zk)1≤k≤n are disrete observa-
tions of (6.6) and (6.5). Let g be a Borel bounded test funtion and k ∈ 1, · · · , n− 1,
by onditioning we have
E
[
g(Y jk+1) | Y jk = yk
]
=
∫
R
E
[
g(Y jk+1) | Y jk = yk, Zk = z
]
P
(
Zk = z | Y jk = y
)
dz.
=
∫
R
E
[
g(Xjk+1 + Zk+1) | Y jk = yk, Zk = z
]
P
(
Zk = z | Y jk = y
)
dz.
Note that the two proesses Xj and Z are independent so that if we denote by
pXj
k
(xjk, .) := pX(tk, tk+1, x
j
k, .) and pZk(zk, .) := pZ(tk, tk+1, zk, .), the onditional
probability density funtions of Xjk+1 and Zk+1 given Zk = z, X
j
k = x
j
k, the expe-
tation E
[
g(Xjk+1 + Zk+1) | Yk = yjk, Zk = z
]
is given by∫
R
g(u)
∫
R
pXjk
(yjk − z, v)pZk(z, u− v)dvdu.
Moreover, we have
P
(
Zk = z | Y jk = yjk
)
=
P
(
Zk = z, Y
j
k = y
j
k
)
P
(
Y jk = y
j
k
) = P (Zk = z)P (Xjk = yjk − z)
P
(
Y jk = y
j
k
) ,
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where,
P
(
Y jk = y
j
k
)
=
∫ +∞
−∞
f j
(
yjk − u; θj
) 1√
2πσ˜Z
e
− 1
2σ˜2
Z
u2
du,
and P
(
Xjk = y
j
k − z
)
= f j
(
yjk − z; θj
)
, P (Zk = z) =
1√
2πσ˜Z
e
− 1
2σ˜2
Z
z2
. Finally, one
easily identies the transition probability density pY jk+1|Y jk=yjk(y; θj) whih is given by
∫
R
(∫
R
pXj
k
(yjk − z, v)pZk(z, u− v)dv
)
1√
2πσ˜Z
f j
(
yjk − z; θj
)
e
− 1
2σ˜2
Z
z2
P
(
Y jk = y
j
k
) du.
Note that we have pZk(zk, z) =
1√
2πσ¯Z
e
− 1
2σ¯2
Z
z2
, with σ¯Z = σZ
√
1−e−2λZ∆
2λZ
using an
exat sheme of the Ornstein-Uhlenbek proess (Zk)1≤k≤n of step ∆ > 0, namely
Zk+1 = e
−λz∆Zk + σZ
√
1− e−2λZ∆
2λZ
Gzk+1, (6.9)
where (Gzk)k≥1 is a sequene of i.i.d. standard normal random variables. However,
in most ases, there is no losed expression for pXjk
(xjk, .). To overome this problem
one solution is to onsider the transition probability density funtion pX¯j
k
(xjk, .) of
the Euler sheme
(
X¯jk
)
k≥0
X¯jk+1 = e
−λj∆X¯jk + µj
(
1− e−λj∆)+ σj (X¯jk ; θj)
√
1− e−2λj∆
2λj
Gjk+1, k ≥ 0 (6.10)
where
(
Gjk
)
k≥1 is a sequene of i.i.d. standard normal random variables independent
of (Gzk)k≥1. Consequently, pX¯jk(x
j
k, .) =
1√
2πσ¯j(x
j
k
;θj)
e
− 1
2σ¯2
j
(x
j
k
;θj)
x2
, with σ¯j(x
j
k; θj) =
σj
(
x¯jk; θj
)√
1−e−2λj∆
2λj
so that we have
∫
R
pX¯jk
(yjk − z, v)pZk(z, u− v)dv =
1√
2πσ˜(yjk, z; θ
j)
e
− 1
2σ˜2(y
j
k
,z;θj)
(u−mjk)
2
,
where for k ∈ {1, · · · , n}, mjk = e−λZ∆z + e−λj∆(yjk − z) + µj(1 − e−λj∆) and
σ˜2(yjk, z; θ
j) = σ¯2j
(
yjk − z; θj
)
+ σ¯2Z .
Remark 9. In [28℄, a transition probability density funtion based on Milstein
sheme is used. In [52℄, a gaussian transition probability density funtion with Tay-
lor expansions is used to propose an eient estimator for θj.
The method of maximum likelihood of order m estimates θˆj,m by nding the
value of θj that maximizes (6.7) using standard numerial optimization proedure.
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6.5 Simulation and appliation
6.5.1 Empirial results on Powernext and NBP spot pries
In this setion, we perform the alibration proedure on eletriity spot pries oming
from the Powernext market and on gas spot pries at the NBP. Then, we perform
a simulation with estimated parameters over the same period. To avoid negative
pries, we hoose to represent spot pries by an arithmeti model, namely
Sg(t) = g(t)× eXg(t)+Z(t), (6.11)
Se(t) = e(t)× eXe(t)+Z(t), (6.12)
where g(t), e(t) are the trend and seasonality funtions dened in Setion 6.2.1,
Xg, Xe are solutions of (Eb,σ) with b and σ dened in (6.3) and Z is a Gaussian
Ornstein-Uhlenbek proess solution of (6.5).
We hoose the NIG distribution for those two proesses in order to apture the
heavy tails behavior observed on data, i.e. large values with low probability that
annot be obtained by a Gaussian proess. We observed that the quasi-saddlepoint
approximation of the NIG-distribution is well suited to represent the two spike
omponents. One an hoose another distribution and devise the same alibration
proess as in the previous setion. The results of steps 1 and 2 of the alibration
proedure are reported in Figure 6.1 and the quality of the ACFs and CCF ts is
represented in Figure 6.5. Now, we proeed to the estimation of the four parameters
θg = (αg, βg, δg, lg) of the proess X
g
and the four parameters θe = (αe, βe, δe, le) of
the proess Xe using the maximum likelihood estimation method desribed in the
previous setion on the deseasonalized spot pries. We observed that the maximum
likelihood estimation method of order 0 is more robust and gives better results than
the one of order 1
4
. The initial parameters are set to (1, 0, 1, 0) for both omponents.
The algorithms onverged quikly. The diusion oeient funtions σ˜j(., θj),
j = g, e, with the tted parameters, are doumented in Figure 6.6. We see that the
shape of the diuion oeients are quite similar for the gas and eletriity spot
deseasonalized spot pries. Spikes are obtained when the proesses Y g and Y e are
far from their mean by lusters of volatility, i.e. periods of high volatility. As we see,
large values are more likely and the asymmetry is more pronouned for eletriity
spot pries than for gas spot pries. We learly see spikes as luster of volatility are
more probable and more intense for eletriity deseasonalized spot pries than for
gas deseasonalized spot pries.
In order to simulate prie trajetories, we onsider the Euler-Maruyama shemes
dened by (6.10) and (6.9). If one is onerned by estimating some quantities (for
instane quantiles) on only one trajetory then one should replae the above Euler
shemes of Xg and Xe with their respetive Milstein shemes X˜g and X˜e in order
to ahieve a smaller strong error rate. It onsists in devising the following shemes
4
Fitted parameters of order 1 are: αg = 0.76, βg = 7.8e − 2, δg = 7.8e − 4, lg = −0.11 and
αe = 1.56, βe = 0.34, δe = 1.1e− 2, le = 0.16
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Figure 6.6: Squared diusion oeients using tted parameters with maximum
likelihood estimation of order 0 (normal lines) and of order 1 (dashed lines). Fitted
parameters of order 0 are: αg = 1.93, βg = 0.90, δg = 2.25e− 3, lg = −8.8e− 3 and
αe = 3.49, βe = 1.24, δe = 0.08, le = 0.11.
for j = g, e,
X˜jtk+1 = e
−λj(tk+1−tk)
(
X˜jtk +
(
µjλj − 1
2
σjσj
′
(X˜jtk ; θj)
)
∆
)
+ σj
(
X¯jtk ; θj
)√1− e−2λj∆
2λj
Gjk+1 +
1
2
σjσj
′
(X˜jtk ; θj)
(
Gjk+1
)2
, X˜j0 = x
j
0,
where σj
′
is the rst derivative of σj .
In the following simulations, we onsider Milstein shemes of step tk = k∆, with
∆ = 1
252
. Next, we add to the simulated proesses the two seasonality funtions.
In Figure 6.7, the simulated deseasonalized spot pries are represented. We see
that both ommodities are strongly linked and that the model mimis the statistial
behaviour of the deseasonalized spot pries. In Figure 6.8, the simulated spot pries
are represented. In Figure 6.9, both simulated and historial ACFs and CCF are
plotted. We learly see that the model reprodues the orrelation strutures.
6.5.2 Appliation: measuring risk of a ross-ommodity port-
folio
In this setion, we aim at measuring the risk of a portfolio omposed of a short
position in a power plant that produes eletriity from gas day by day t1 < ... < tN
for several maturities T = tN = 6 months, 1 year and 3 years. The loss at time 0
of the portfolio with a time horizon T an be written
LT =
N∑
k=1
e−rtk
(
Setk − hRSgtk − C
)
+
− P cT ,
where r = 5% is the annual interest rate, hR = 3 denotes the Heat Rate, C = 5
e/MWh denotes the generation osts and where P cT is an estimation of the prie of
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Figure 6.7: A simulation of gas (normal line) and eletriity (dotted line) deseason-
alized spot pri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Figure 6.8: Simulated Eletriity spot pries on the Powernext market on the left
and Gas spot pries at the NBP on the right for the period 14 January 2003 till 20
August 2008.
the option on the power plant obtained by a rude Monte Carlo simulation, namely
P cT ≈
N∑
k=1
e−rtkE
[(
Setk − hRSgtk − C
)
+
]
.
Sine gas and eletriity markets are inomplete, we prie and estimate risk
measures under the historial probability. In order to measure the risk, we onsider
the Value-at-Risk (VaR), whih is ertainly the most ommonly used risk measures in
the ontext of risk management. By denition, the Value-at-Risk at level α ∈ (0, 1)
(VaRα) of a given portfolio is the lowest amount not exeeded by its loss with
probability α. In this example, we set α = 95%. Atually, for the onsidered
portfolio, the VaRα is the unique solution ξ of the equation
P (LT ≤ ξ) = α.
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Figure 6.9: ACFs and CCF of simulated gas and eletriity spot pries (normal
lines) with the historial ACFs and CCF (dotted lines).
The portfolio's VaRα is just a quantile of its loss and is interpreted as a reasonable
worst ase level.
Now, we are interested in measuring the impat of the proposed model for gas
and eletriity spot pries on the portfolio's VaR. In order to do that, we onsider
three dierent models:
• Case 1: the mean-reverting ross-ommodity model (in its geometri form)
proposed in this paper and dened by (6.11) and (6.12). It modelizes typi-
al features of gas and eletriity spot pries likes spikes and the long term
dependeny.
• Case 2: a slight modiation of the previous model in whih we do not take
into aount the dependene of the two energy spot pries. To be more preise,
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we onsider the following model speiation
Sg(t) = g(t)× eXg(t)+Zg(t),
Se(t) = e(t)× eXe(t)+Ze(t),
where Xg and Xe are solutions of (Eb,σ) with b and σ dened in (6.3), and
where Zg, Ze are two independant Gaussian OU proesses solution of (6.5).
By this model, we want to measure the impat on the VaRα of the long term
dependeny modeling. The alibration proess is slightly modied sine Sg and
Se are now independent. The step 2 is replaed by two dierent minimizations
orresponding to eah ACF. Steps 1 and 3 remain unhanged.
• Case 3: a slight modiation of the ase 1 in whih we do not modelize the
spikes feature. To be more preise, we replae the NIG-distributed proesses
by Gaussian Ornstein-Uhlenbek proesses, namely
Sg(t) = g(t)× eZg(t)+Z(t),
Se(t) = e(t)× eZe(t)+Z(t),
where Zg, Ze, Z are three dierent Gaussian OU proesses solution of (6.5).
By this model, we want to quantify the impat on the VaRα of the spike feature
of gas and eletriity spot pries.
In eah ase, we estimate P cT and the VaRα using 10 000 Monte Carlo simulations.
We devise Euler shemes of step tk = k∆ with ∆ =
1
252
. In order to estimate the
VaRα, we use the inversion of the simulated empirial distribution funtion.
Remark 10. Sine gas and eletriity spot pries are sums of diusion proesses so-
lution of (Eb,σ), one an easily use the method investigated in Chapter 3 to estimate
the VaRα and other risk measures. It is based on stohasti approximation algo-
rithms with an adaptive variane redution tool (unonstrained importane sampling
algorithm). The method is known to ahieve good variane redution when α ≈ 1
as it is often the ase. For the sake of simpliity, we only onsidered the lassial
method based on the inversion of the empirial distribution funtion.
The results are summarized in Tables 6.1. Note that for eah ase, the esti-
mations are omputed using the same pseudo-random number generator initialized
with the same seed. The number in parentheses refers to the 95% ondene level.
We observe that there are slight dierenes in terms of the prie P cT between the
ase 1 and 2 but huge dierenes in terms of risk. Taking into aount the long
term orrelation between gas and eletriity spot pries an redue substantially
the risk of this portfolio. Modeling independently eah energy spot pries leads
to an overestimation of the VaRα of the portfolio's loss. The results obtained by
using the model investigated in ase 3 shows that introduing the spikes behavior
into the model an inrease greatly both P cT and the risk of the portfolio. We
also estimated the same quantities using the arithmeti version of the three models
presented above. We obviously obtained dierent values from the ones presented but
the same onlusions hold: modeling adequatly the ross orrelation between gas
and eletriity spot pries redues the risk of portfolio whereas modeling adequatly
the spiky behavior of both ommodities inreases greatly the prie of the option and
the risk assoiated to the portfolio.
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Maturity P cT (±Error) VaRα
Case 1
(Proposed model)
6 months 83.3 (±3.3) 262.4
1 year 220.1 (±5.5) 495.4
3 years 745.0 (±11.2) 1081.0
Case 2
(No
ross-orrelation)
6 months 51.2 (±2.9) 250.1
1 year 222.6 (±8.4) 880.2
3 years 850.6 (±21.3) 2213.1
Case 3
(Gaussian model)
6 months 32.9 (±1.1) 107.7
1 year 129.8 (±2.7) 275.9
3 years 437.1 (±5.8) 565.5
Table 6.1: Estimation of the prie of the Power plant and the VaRα of the portfolio.
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Résumé
Cette thèse est onsarée à des problématiques numériques probabilistes liées à la
modélisation, au ontrle et à la gestion du risque et motivées par des appliations dans les
marhés de l'énergie. Le prinipal outil utilisé est la théorie des algorithmes stohastiques
et des méthodes de simulation. Cette thèse se ompose de trois parties. La première est
dévouée à l'estimation de deux mesures de risque de la distribution L des pertes d'un porte-
feuille: la Value-at-Risk (VaR) et la Conditional Value-at-Risk (CVaR). Cette estimation
est eetuée à l'aide d'un algorithme stohastique ombiné ave une méthode de rédution
de variane adaptative. La première partie de e hapitre traite du as de la dimension
nie, la deuxième étend la première au as d'une fontion de la trajetoire d'un proessus
et la dernière traite du as des suites à disrépane faible. Le deuxième hapitre est dédié à
des méthodes de ouverture du risque en CVaR dans un marhé inomplet opérant à temps
disret à l'aide d'algorithmes stohastiques et de quantiation vetorielle optimale. Des
résultats théoriques sur la ouverture en CVaR sont présentés puis les aspets numériques
sont abordés dans un adre markovien. La dernière partie est onsarée à la modélisation
onjointe des prix des ontrats spot Gaz et l'Életriité. Le modèle multi-fateur présenté
repose sur des proessus d'Ornstein stationnaires à oeient de diusion paramétrique.
Mot-lefs
Approximation stohastique, Marhés de l'énergie, Ehantillonnage préférentiel, Value-
at-Risk, Conditional Value-at-Risk, Couverture du risque, Modèle multi-fateur, Proessus
stationnaire
Title
Contribution to modeling and dynami risk hedging of energy markets
Abstrat
This thesis is onerned with probabilisti numerial problems about modeling, risk
ontrol and risk hedging motivated by appliations to energy markets. The main tool is
based on stohasti approximation and simulation methods. This thesis onsists of three
parts. The rst one is devoted to the omputation of two risk measures of the portfolio
loss distribution L: the Value-at-Risk (VaR) and the Conditional Value-at-Risk (CVaR).
This omputation uses a stohasti algorithm ombined with an adaptive variane redu-
tion tehnique. The rst part of this hapter deals with the nite dimensional ase, the
seond part extends the results of the rst part to the ase of a path-dependeny proess
and the last one deals low disrepany sequenes. The seond hapter is devoted with risk
minimizing hedging strategies in an inomplete market operating in disrete time using
quantization based stohasti approximation. Theoretial results on CVaR hedging are
presented then numerial aspets are adressed in a Markovian framework. The last part
deals with joint modeling of Gas and Eletriity spot pries. The multi-fator model pre-
sented is based on stationnary Ornstein proess with parameterized diusion oeient.
Keywords
Stohasti approximation, Energy markets, Importane Sampling, Value-at-Risk, Con-
ditional Value-at-Risk, Risk hedging, Multi-fator model, stationnary proess.
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