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ABSTRACT 
Shooting Method for Two-point Boundary Value Problems 
by 
John D Baumann 
Utah State University, 1976 
Ma j or Professor: Robert Gunderson 
Department: Mathematics 
The purpose of this pa.per is to develop the shooting 
meth od a s a tec hnique for approximatin g the solution to the 
two-p oint boundary value problem on the interval [a,b] with 
t he even order differential equation {i.e. n is even) 
V 
(,i) (1) (r,-1} 
u (t) + f(t,u(t),u (t,), ••• ,u (t)) = 0 ( 0 .1) 
and boundary conditions 
u(a) = A 
u(b) = B 
(0.2) 
(O.J) 
and with at most n-2 other boundary conditions specified at 
either a orb. The basic proceedure will be illustrated by 
the following example. 
Consider the twq-point boundary value problem (0.1) 
(0.2) (0.3) with the additional boundary conditions 
(,) 
u (a) - m 
- i ( 0 .4} 
for i = 1, ••• ,k-1,k+l, ••• ,n-1. The first step is to find 
values m1 and m2 such that the solutions or "shots", u 1(t) 
and u2(t), to (0.1) that satisfy the initial conditions 
vi 
u(a) = A 
• 
(~. ,) . 
u (a)= mk-1 
(('.) 
u ( a) = m1 
((-, 1) 
u (a)= mk+l 
• 
• 
with 1 = 1,2, respectively, with the property that 
The interval [m1,m21 is then searched by seccussive bisection 
to find the value, m, such that the solution or "shot", u(t), 
to the initial value problem with (0.1) and initial conditions 
u(a) = A 
• 
• 
(t,.-1) • 
u ( a) = mk-1 
(k) 
u (a) = mi 
(1;., \\ 
u ( a) = mk+1 
• 
• 
• 
,11· 1\ 
u ( a) = m 
n-1 
has the property that u(b) = B. (61 pa~es) 
CHAPTER I 
INTRODUCTION 
1.1 Kinds of Boundary Value Problems to be Treated 
The main purpose of this paper is to develop the 
nshooting method" as an iterative method for approximating the 
solutions to two-point boundary value problems of the form 
(n) fl) (11-1) 
u (t) + f(t,u(t) 1 u (t},. .• ,u (t)) = 0 
u(a) = A 
u(b) = B 
( 1 ~ 1) 
(1.2) 
( 1.3) 
where n is a positive even integer. It shall be assumed that 
Ii) (11 . ,J ( 1) 
the function f(t,u,u , ••• ,u ) is continuous in (t,u,u , ••• , 
u(I\· 1), at least in the interior of its domain. It shall also 
(I) (f\- I) be assumed that f(t,u,u , ••• ,u ) is Lipschitizian, or, that 
there exist n nonne~ative constants K0 , K1, ••• , Kn-l such 
(d (11-1) (1) (r.-•i 
that for any two points (t,11,u , ••• ,u ) and (t,v,v , ••• ,v ) 
in the domain off, the inequality 
holds. 
I ( I) ( n · 1 \ ( I/ (11- I} ,· f(t,u,u , ••• ,u ) - f(t,v,v , ••• ,v ) 
. n-1 c· ) (') 
= Ko \ u - v l + r= Ki ju• - v' / 
i=l 
( 1.4) 
A solution to ( 1.1) on the interval [a, b] is any function, 
u(t), defined on [a,b] that has n continuous derivatives and 
that satisfies 
. ( ) fll( ) fn-rl( ) ) - u(/!l( t) f(t,u t ,u t , ••• ,u t = 
2 
for every t { [a, b1 • The first restriction is necessary since 
(1J 
the existence of the first derivative, u (t), implies that 
the function, u( t), is continuous, the existence of the i-th 
t,) 
derivative, u (t), implies that the (i - 1)-th derivative, 
I ., ) \i-l 
u ( t), is 
(/\} 
continuous, and then-th derivative, u (t), is 
continuous since f is. The second restrictton is obviously 
necessary. 
A solution of the inital value problem for (1.1) on 
@:,h] is defined to be a solution to (1.1) that satisfies 
u(a) = A 
(I) (I) 
u (a)= u 0 
~i) ( 2.) 
u ( a) = UQ 
• 
• 
• (11-1) (n-1) 
u ( a) = UQ 
if the initial conditions are specified at t = a or that 
satisfies 
u(b) = B 
(1) (I) 
u ( b) = UQ 
ulz)( b) (z.) 
= UO 
• 
• 
• 
(n ~,) (r1-1) 
u (b) = uo 
if the initial conditions are specified at t = b. 
3 
1.2 Standard Results for Initial Value Problems 
Then-th order differential equation (1.1) can be viewed 
as the system of differential equations 
(I) 
un(t) + f(t,u 1(t),u 2(t), ••• ,un(t)) = 0 
where u1(t) 
defining 
and 
= u(t) and 
(1) 
un_ 1(t) = un(t) 
• 
• 
(1) 
u 1(t) = u 2(t) 
li-,) 
u 1 ( t) = u ( t) for 1 
this system can be denoted by 
(I) 
U (t) = F(t,U(t)) • 
Defining 
the initial conditions can be denoted by 
U(a) = u0 
or 
U(b) = u0 • 
= 2, ••• , n. 
( 1 • .5) 
By 
( 1.6) 
4 
Lemma 1.1 
F{t,U) is a continuous function in (t,U) if and only if 
f(t,ul'u 2 , ••• ,un) is a continuous function in (t,ul'u 2 , ••• ,un). 
In each of the followin~ standard results from the theory 
of ordinary differential equations that are to be rAferred to 
from time to time, it will be assumed that a domain is an open 
connected set. It will also be assumed that the L vector 
1 
norm (i.e. lluJI= fu 11 + lu 2 1 + ••• +lunl) will be used. 
Lemma 1.2 
If the function F(t,U) 1s a continuous functlon in its 
domain, the initial value problem 
(1) 
U (t) = F(t,U(t)) (1.6) 
( 1. 7) 
is equivalent to the integral equation 
U(t) = u0 +rt F(s,U(s)) ds. Jto (1.8) 
Proof. Integration of (1.6) immediately yields (1.8). 
Therefore, solutions to {1.6) (1.7) are solutions to (1.8). 
Converesly, let U{t) be a solution to (1.8). Settin~ t = t 0 
in (1.8), yields U(t 0 ) = u0 • Moreover U(t) is continuous, 
isincP. any inteP-7ral ls a continuous function of its upper 
limit and differention of (1.8) yields (l.6). 
Theorem 1.1 ( Existence of solutions) 
Let F{t,U) be continuous in its domain, D, which contains 
5 
the point (t 0 ,u0 ). Then there exists a function, U(t), which 
has one continuous derivative defined on some interval I 
containing t 0 satisfyin~ 
(j) 
U (t) = F(t,U(t)) 
and ( t, U( t) ) C D for every t t I. 
(1.6) 
(1.7) 
Proof I Since D is an open set, there exist an r :> 0 such 
that all points whose distance from (t 0 ,u0 ) is less that r 
are contained in D. Let the region H given by 
R = t ( t , U) \ a 4,, t 4,, b and A , U , B ~ 
be any closed rectangle containing (t 0 ,u0 ) that is contained 
in this open disk of radius r. 
Since F 1s uniformly continuous on R, for every E ~ 0 
there exist b 7 O such that if 
11 U - V U f ~ and l t - p l f S 
then 
II F ( t , u ) - F ( p, V Ht '= l . 
Divide (t
0
,bJ into n parts such that t 0 = r 0 < r 1 < ... L. rn-l 
< r = b such that 
n 
max f rk - rk_ 1 If min ( ~, b/M) l~k~n 
where M = max \\F(t,u)II. (t,U)E:R 
6 
Construct a piecewise linear function x l in the following 
manner. Set x({r 0 ) = u0 and the slope from r 0 to r 1 as 
F{r 0 ,u0 ). Let w1 be the value of x( at r 1• Make the slope 
from r 1 to r2 , F{r 1 ,w1 ). Continue in a similar manner until 
rn is reached. Now fort where l'~t) exist, there exist a k ( 
such that 
and 
w I IJxt{t) - F{t,xf{t))JI = 1/F{rk-l'xlrk-l)) - F(t,xf(t))J < f. 
since it - rk-l I* jrk - rk-ll ~~and 
Ii xf ( t ) - x [ ( r k- 1 ) \ \ = Ii F ( r k- l , x ( ( r k _ 1 )) { t - r k- 1 ) 11 
~ UF(rk-l'xirk-1))11 \t - rk-11 
t. M • ( h /M ) = b • 
A similar construction can be used for defining xf(t) on 
[a,t 01. 
Let t_fn5• n = 1,2,), ••• be a monotone decreasing 
sequence of positive real numbers tending to zero as n 
approaches infinity. Let fxn{t)J be the corresponding 
sequence of piecewise continuous differentiable functions, 
whose existence was just proven, such that 
(0 ' llxn(t) - F{t,xn(t))[ f [n 
f X(n;)( t) or every t where is defined. 
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Now there exists a subsequence {xnk< t 0 of l¾( t~, 
converging uniformly on [a,b1 to a limit function x(t), which 
is continuous since each xn(t) is continuous •. 
In order to prove the precedin~, let tP~~ be an enumera-
cn 
tion of the collection of points where any xn(t) does not 
exist, which is countable since it is a countable union of 
finite sets. The set of numbers txn(p 1~ is bounded and hence 
there exist a subsequence of distinct functions txn 1\ such 
that the subsequence l¾1 ( p 1 >\ is converP.;ent. Similarly, the 
set of numbers txn 1 (p 2 )\ is bounded and hence there exist a 
subsequence of distinct functions ~·Xn \ such that the 
~ 2 
subsequence ~xn2 (p 2 )\ is conver~ent. Continuin~ in this man-
ner, an infinite set of distinct functions \xnk\ 1s obtained 
which has the property that the sequence lxnk(t)\ co~verges 
at t = p 1 ,p 2 , •.• ,pk. Definin~ Yn to be the function Xnn' 
then lYn\ is the required sequence which is uniformily 
conver~ent on [a, bJ . 
This limit function, x(t), is a solution of (1.6) that 
satisfies (1.7). To see this, consider 
where 
x,,k(t) = u0 + ~t (F(s,x,,k(s)) + ~nk(s)) ds 
to 
w 
~n (t) = (xn (t) - F(t,xn (t))) for those Doints where 
k k k 
(i) ( t) i d t i N 
~k ex st, an zero o .herw se. ow 
Since Fis uniformly continuous on R, and the sequence 
f Xn.K ( t) ~ converf.!:8S to X( t) unif ormily on c~, b] as k approaches 
inrinity, it follows that x(t) is a solution to (1.8). 
By lemma 1.2 x(t) is shown to be a solution to (1.6) (1.7). 
This concludes the proof. 
By addin~ the assumption, F{t,U) is Lipschitizian, to 
the hypothesis of theorem 1.1, solutions of (1.6) {1.7) are 
guaranteed to be unique. First, the following convenient 
lemmas will be proven. 
Lemma 1.2 
The function f{t,u 1 ,u 2 , ••• ,un) satisfies the Lipschitz 
condition (1.4) with constants K0, K1, ••• , Kn-l if and only 
if F(t,U) satisfies the Lipschitz condition 
/JF(t,U) - F(t,v)J/ = K jju - vii ( 1.9) 
for every (t,U) and (t,V) in the domain of F and where K ts 
defined by 
Proof. Assume that f{t,u 1,u 2 , ••• ,~) satisfies {1.4) 
with constants K0 ,K1 , ••• , Kn-i• By definition of the norm 
fjF(t,U) - F(t,v)i( = Ju2 - v2 J + ju3 - v3 J + ••• + 
8 
jun - vn\ + jr{t,u 1,u 2 , ••• ,un) - f(t,v 1,v 2 , ••• ,vn>/ 
Since f{t,u 1 , ••• ,un) satisfies {1.4) 
By the definition of K 
lf F(t,U) - F(t,V)/] '= K ( / u1 . - v1j + ••• + /un - vnlJ 
= K ii u - VIL 
Now assume that F(t,U) satisfies (1.9). By definition 
of the norm, (1.9) is equivalent to 
~ K ( / u 1 - v 1 / + •• • + j un - v n I ) • 
9 
By setting K0 =Kand K1 = K -1 for i = 1,2, ••• ,n-1, one finds 
that f(t,u 1 , ••• ,un) satisfies the Lipschitz condition (1.4) 
with the constants K0 , K1, ••• , Kn-i· This concludes the 
proof. 
Lernma· 1.4 (Gronwall InP-quality) 
· Let K be a nonnegative constant and let F and G be 
continuous nonne~ative functions on some interval a~ t f b 
satisfvin~ the inequality 
F(t) ~ K + r:Ffs),G(s) ds 
fnr a~ t 'b. Then 
F(t) 'K exp( 1:G(s) ds) 
for aft~ b. 
10 
{'t 
Proof, Let U(t) = K + J F(s)•G(s) ds, and observe that 
a 
U(a) = K. Then F(t) i U(t) by hypothesis, and, by the funda-
mental theorem of integral calculus and because G(t) ~ 0 
(,J 
U (t) = F(t)•G(t) ~ U(t) 1 G(t) 
for all a~ t ~ b. Multiplying this inequality by 
exp (-I:0<•) ds) 
and applying the identity 
(i) pt 
U (t) exp(-J G(s)ds) 
a 
d 
=-- (U(t) dt 
results in 
- U(t)•G(t) exp(-J:G(s)ds) 
exp( - J: G( s )ds)) 
d 
dt 
(U(t) exp (-J:G(s)ds)) 6 0 
Integration from a tot gives 
f't 
O ~ U(t) exp (·JaG(s) ds) - U(a) 
or, since F(t) ii: U(t) and U(a} = K, 
' K r F(t) 'U(t) exp ( G( s) ds) a 
for all a'=. t i b which is the desired inequality. 
11 
Theorem 1.2 {Uniqueness of solutions) 
Let F be continuous and satisfy the Lipschitz condition 
Jj F(t,u) - F{t,v>IJ = K JJu - vJ/ 
in its domain, D. For any point {t 0 ,u0 ) contained in D, 
there exist an interval I containing t 0 and exactly one 
solution, U{t), defined on I of 
(I) 
U (t) = F(t,U(t)) 
( 1. 9) 
(1.6) 
( 1..7) 
Proof, Let U(t) and V(t) be solutions to (1.6) (1.7) 
defined on the interval I and therefore solutions to the 
integ _•al equations 
and 
U(t) = u0 + J: F(s,U(s))ds 
0 
V(t) = u0 + ft F(s,V(s))ds. to 
Subtracting the latter from the former yields 
U{t) - V(t} = rt (F(s,U(s)) - F(s,V(s)))ds. 
Jto 
Taking the norm of both sides yields 
\I U(t) - V(t>II = rt ilF(s,U(s)) - F(s,V{s))fl ds J to • 
Since F satisfies the Lipschitz condition (1.9), 
\\u(t) - V(t)\\ '= K jtUu(s) - V(s)ij ds. 
t . 
0 
Using lemma 1.4 on (1.10) with t ~ t 0 yields 
i\u(t) - V(t)lf I. O•exp(\t K ds) = o. lt0 
Using lemma 1.4 on (1.10) with t
0 
~ t yields 
·1 . ~o I U(t) - V(t)\\ '= O•exp( ~t K ds) = 0 • 
12 
( 1. 10) 
Therefore U(t) = V(t) for all a~ t ~ b or that (1.6) has an 
unique solution satisfying (1.7). 
Theorem 1.J 
Let D be a domain containin~ (t 0 ,u0). Suppose that 
F(t,U) is a continuous function which satisfies the Lipschitz 
condit ion (1.9) on D. Let I be a closed interval containing 
t 0 on which there exists an unique solution, U(t:t 0 ,u0 ~ of 
0) 
U (t) = F(t,U(t)) ( 1.6) 
(1.7) 
then there exists a ~ 7 O such that for any point ( t 1, U 1 ) in 
D satisfying 
there exists a solution U(t:t 1,u1) defined on I to (1.6) 
satisfyin~ U(t 1) • u1• Moreover as (t 1 ,u1) approaches (t 0 ,u0 ) 
13 
uniformly on r. 
Proof. Let I be (""a, b]. Choose (;, O so that the region 
R1 given by 
R 1 = l ( t , U ) l t t I and J t - t O j + ii U - U ( t : t O , U O 'J '= E. J 
is contained in D. Let b 7 O be chosen so that 
~ ~ t exp(-K ( b - a)) 
wher e K is the Lipschitz constant in (1.9). Let the region 
R be given by 
!i = i<t,U) I t t I and /t - to/+ Jiu - U(t:to,uo>I/ ~sf. 
If (t 1,u1) is contained in R, there exist a solution, 
U(t:t
1
,u
1
), through (t1'U 1 ) defined on an interval (p,q)CI 
and this solution satisfies 
U(t:t 1,u1) = u1 + lt F(s,U(s:t 1,u1)) ds 
tl 
for p Lt-'- q. Let u~ = U(t 1 :t 0 ,u0 ) then for t(I 
Subtracting the latter from the former yields 
u(t:t 1 ,u 1 ) - u(t:t 0 ,u0 ) = u 1 - u~ 
+ rt (F(s,U(s:t
1
,u1 )) - F(s,U(s:t 0 ,u0 ))) ds Jt1 
14 
for p ~ t ~ q. Taking norms yields 
II U(t:t 1 ,u 1 ) - u(t:t 0 ,u 0 )l/ ~ ~ u1 - u~ II 
+ pt tjF(s,U(s:tl'u 1)) - F(s,U(s:t 0 ,u 0 )))J ds ltl 
Since F satisfies (1.9) 
i\ U(t:t 1 ,u 1 ) - u(t:t 0 ,u 0 )l/ ~ l/u 1 - u~ ti 
By lemma 1.4 
+ K \t l/u(s:t 1 ,u1) - U(s:t 0 ,u0 )l( ds. ltl 
ds) 
( 1. 11) 
on the interval (p,q). This proves that U(t:t 1 ,u1 ) cannot 
leave R1 and therefore, it can be continued to the whole 
interval I. 
To prove this, let U(t:t 1 ,u 1 ) is bound by some constant 
M< oo on R1• Since U(t:t 0 ,u0 ) is uniformly continuous on H 
and (1.11), both limits 
and 
+ U(p :t 1 ,u1 ) = lim U(t:t 1,u1) 
t7p+ 
U(q-:t 1 ,U1) = lim U(t:t 1,u1) 
t~q 
exist. This follows at once from 
U(t:t 1,u1) = u1 + ~: F(s,U(s:t 1,u1)) ds 
1 
and therefore, if p ~ r 1 < r2 < q, 
+ Thus as r 1 and r 2 tend top 
• 
15 
which implies by the Cauchy criterion for convergence that 
+ U(p :t 1 ,u1 ) exist. Similarly for U(q-:t 1,u1). 
+ -Now (1.11) implies that U(p :t 1 ,u1 ) and U(q :t 1 ,u1 ) are 
in R1 so by defining 
t = q 
U(t) = 
U(t) is a solution to (1.6) satisfying U(t 1 ) = u1 on (p,q] • 
By theorem 1.1 there exist a solution w(t) to (1.6) 
passin~ throu~h (q-,U(q~)) on [q,q + q0 ), q0 ~ o. If U(t) 
is defined by 
U( t) p < t ~ q 
U(t) =-
w( t) q ' t ~ q + q 0 
16 
then U{t} is a solution to (1.6} passing through (t
1
,u
1
} on 
( p,q + q0 }. This is obvious for { p,q_J. For q < t <. q + q 0 
it follows from the definition of U that 
U(t) = U(q-) + 1:F(s,U(s)) ds, 
But 
which proves the claim fort> q. Similarly fort< p. 
Therefore, given f 7 0 and ~ ~ 0 such that 
~ < [ exp{ If ( b - a)) 
where K is the Lipschitz constant of (1.9), if 
then for every a' t 'b, 
l/u( .t:t 1 ,u1 ) - u(t:t 0 ,u0 >lf ~ ilu1 - u~ {f 
+ ~ti . 
t 11 F ( s , U ( s : t 1 , U 1 ) ) - F ( s , U ( s : t O , U O ) >I  ds 
~ llu1 - U~lt + K rt I{ U{s:t 1,u1} - U(s:t 0 ,u0)llds. Jtl 
By lemma 1.4 
II U(t:t 1 ,u1J - U(t:t 0 ,u0 Jj/.:. \lu1 - u~ \\ exp( lf:
1 
K ds I J 
'~ exp(K (b - a)) 
... ,
Hence, 
This proves convergence and the theorem. 
CHAPTER II 
SECOND ORDER SHOOTING METHOD 
2 1 1 Introduction 
In this chapter it will be assumed that the function 
(I} 
f(t,u,u} is continuous on the region 
[a , bj X ( - 00- , oD ) X ( - \:A , ~ ) 
and that the diffe~ential equation 
(~ (i) 
18 
u (t) + f(t,u(t),u (t)) = 0 ( 2 .. 1) 
has the properties 
(1) all initial value problems have unique solutions 
that exist over the interval [a,b], and, 
(2) that no two solutions to the differential equation 
(2.1) shall a~ree in value at more than one point in the 
interval [a,bJ, that is, the solutions to the two-point bound-
ary value problem with (2.1) are unique, if they exist. 
First a comparison theorem will be proven, then a unique-
ness theorem for the two-point boundary value problem with 
(2.1) will be proven. Finally the shooting method will be 
developed for the two-point boundary problem with (2.1) 
and an example will be ~iven. 
19 
2,2 TheorP.ms of Compari~on and Existence 
Theorem 2.1 (Comparison) 
Let v(t) be a twice continuously differentiable function 
on [a, b) satisfying 
(;l) ( ., 
v (t) + f(t,v(t),v (t)) 7 o. ( 2. 2) 
(1 ) If u(t) is a solution to (2.1) which agrees with v(t) in 
both value and slope at some point to( [a,b], then 
v(t) > u(t) ( 2. 3) 
(2 ) If u(t) is a solution to (2.1) which agrees with v(t) in 
value at a and b, then 
v( t) < u( t) t-# a,b. ( 2 .4) 
The inequality signs may be reversed throughout. 
Lemma 2.1 contains the basic information of the above 
theorem. It says, rou~hly, that statement (1} of the above 
theorem is true fort sufficiently near t 0 • 
Lemma 2,1 
Let v(t) be a twice continuously differentiable function 
on [a,bJ which satisfies (2.2). For (t,s)( [a,b] x [a,bJ, 
let u(t,s) denoth the solution of (2.1) which agrees with 
v( t) in value and slope at t = s. Then for every s 0 ( [a, b] 
there exist a b0 7 0 such that whenever (t,s)E[a,bJ x [a,bJ 
with 
l t - so l < ~o and Is - so I < so 
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that 
12) . (:2) 
u (t,s) < V ( t) ( 2. 5) 
(I} 
u (t,s) 
(i) 
/ V (t) t-< s ( 2. 6) 
(J) • 
u(t,s)< 
(1) 
V ( t) t) s ( 2. 7) 
u(t,s) < v(t) t ,. s ( 2. 8} 
Proof~ The function v(t) - u(t,s 0 ) has a local minimum 
at t = s 0 since 
an<i. (2) 
= V (s
0
) 
(1) 
+ f(s 0 ,u(s 0 ,s 0 ),u (s 0 ,s 0 )) 
(t) 
= v (s 0 ) 
(i) 
+ f(so,v<so>,v (so>> 
;> 0 
(2.) (2) 
Now since v (t) - u (t,s 0 ) 
1s a continuous function int, there exist a sl /0 such 
that 
whenever it - s 0 l < ~1• Since the solutions of (2.1) depend 
continuously upon its initial conditions in the sense of 
theorem 1.3, the function, u(t,s), is continuous in {t,s). 
(1) 
Similarly, the solution's first derivative, u (t,s), is 
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b.) 
continuous in (t,s). Hence, so is u (t,s). Consequently, 
there exist ~ 0 , 0 < ~ 0 < ~1' such that 
I t - so I c::: ~ o 
and 
i mplies 
' (2) (l,} J ju (t,s) - u (t,s 0 ) < ¼ d 0 • 
Therefore, whenever 
and 
( "l.) (2) (.:.) 
v (t) - u (t,s) = ["v (t) (z ) [ (L) (;.) I u (t,s 0 >] + u (t,s 0 ) - u (t,s)j 
This prov~s (2.5)! (2.6) is derived from (2.5) by 
integrating from t to s. (2.7) is derived by integratin~ 
(2.5) from s tot. (2.8) is derived from (2.6) and (2.7) by 
inteRrating from t to sands tot, respectively. 
Proof of theorem 2.1. First (1) shall be proven. By 
lemma 2.1, every point s 0 ( [a,bJ is contained in some open 
interval of length ~O with the property that 
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u(t,s) < v(t) t -I s 
whenever t ~nd s are both in the same interval. Since [a,b] 
is compact, it can be covered by a finite number of such 
intervals. Therefore, it is sufficient to prove that the 
union of two overlappin~ intervals having property (2.8) also 
has this property. To avoid unnecessary complications in 
notation it shall be assumed that a and bare the left and 
ri~ht endpoints, respectively, of the two overlapping intervals. 
Let a< c < b where c is contained in the intersection 
of the overlapping intervals. Then any tin the union and c 
are both contained in either one interval or the other so 
u(t,c) < v(t) t -/, C • ( 2. 9) 
Lets be contain~d in [a,c), then 
u(t,s) < v(t) t # s (2.10) 
for all t C [a,c]. In particular, 
u(c,s) < v(c). (2.11) 
Hence, there exist some point d, s < d <cat which 
u(d,s) = u(d,c) (2.12) 
Because of the assumption that no two solutions of (2.1) can 
meP-t more than once in [a,bJ it follows that fort, d < t ~ b, 
that 
u(t,s) < u(t,c). 
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This to~ether with (2.8) and (2.9) ~ives 
u(t,s) <. v(t) t # s. 
Obviously, the same sort of proof works for s E (c,b]. Thus 
( 1) is true. 
Proof of (2): Suppose on the contrary that at some 
ooint c (-_ (a, b) 
u(c) < v(c) • (2.13) 
Defining u(t,s) as in lemma 2.1, by (1) 
u(t,c) < v(t) t ~ C ( 2. 14) 
In particular, 
u(a,c) < v(a) = u(a) 
and 
u(b,c) < v(b) = u(b). 
Hence_ there exist points t 1 , t 2 with a< t 1 < t 2 < b such 
that 
and 
which contradicts the as su mption that no two solutions of 
( 2 .1) can meet more than once in @, bJ. This implies that 
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v(t) {;; u(t) t E(a,b). ( 2 .15) 
Finally, to see that equality cannot hold in (2.15) at any 
point of (a,b) note the following. Equality in (2.15) 
requires equality in the derivative as well since this point 
would be a local minimun of the function u(t) - v(t). This 
0) (ll 
also implies that u (t) - v (t) = 0 at the above point, but 
this possiblity is ruled out by (1). This proves (2). 
Theorem 2,2 (Existence and boundedness) 
Let u1(t) and u2(t) be solutions to 
(4) (1) 
u (t) + f(t,u(t),u (t)) = 0 
u(a) = A 
on (a,b]. Assume that u1 (t) < u2 (t) fort ( (a,bJ. 
( 2 .1) 
(2.16) 
(1) For every B c (u 1(b),u 2 (b)) there exist a solution, u(t), 
to ( 2 .1) ( 2 .16) such that 
a) u(b) = B 
b) 
(2) Every solution, u(t), of (2.1) (2.16) such that 
(1) l1) (i} 
u
1 
(a)< u (a)<. u
2
(a) 
has the property that 
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for t f (a, b]. 
Proof, First (1) shall be proven. By theorem 1.J, the 
solution of the initial value problems with (2.1) are 
continuously dependent upon the initial conditions. In 
(I) 
particul ar, u
1
(b) is~ continuous function in (u 1(a),u 1(a)). 
By the intermediate value theorem there exist a point 
(I) (I) (m,k) £ (u
1
(a),u 2(a)) x (u 1(a),u 2(a)) such that the solution, 
u(t), to the initial value problem 
cu (i) 
u {t) + f(t,u(t),u (t)) = 0 
u(a) = m 
(1) 
u (a) = k 
has the property that u(b) = B. This proves (1) 
Next the proof of (2). Assume that there exist a t 0 , 
a< t 0 'b such that 
but this contradicts the assumption that no two solutions to 
(2.1) can agree at more than one poiht in ' [a,bJ. Since 
solutions to (2.1) are continuous int, 
for t ( ( a, bJ. A similar proof will show that for t E ( a, bJ 
2,3 DevelOping the Shooting Method 
The shootin~ method for the two-point boundary value 
problem with (2.1) can be set up in the following manner. 
(1) 
The function f(t,u,u) has be en assumed to satisfy the 
Lip schitz property (1.4) for n = 2, i.e. 
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(I) li) I I (,J (1)1 I r ( t , u , u > - r ( t , v, v > < K0 I u - v I + K 1 u - v < 2 • 1 7 ) 
Ci) (1) 
holds for all (t , u,u) and (t,v,v) in the donain off. Also 
6) 
since f(t,u, u ) is assumed to be continuous on the region 
[a , b] x (-oo,oe) x (-1..~ ,oa) , 
( i) 
( t,v,v) can be selected to be (t,O,O) so (2.17) becomes 
I u) , . . . (I) 1· f(t,u,u) - f(t,o,o)l < K0 (ul + K1 lu • 
This is equivalent to the two equation 
(1) . lu(1)1· f(t,u,u) < f(t,O,O) + KO lul + K1 
and 
fl> . \ I ut,)\ . • f(t,u,u ) > f(t,O,O) - KO lu - K1 
(2.) 
Adding u (t) to both sides of each inequality yields 
("l.) (i) (1.) I c )\ 
u (t} + f(t,u,u) < u {t) + K1 u' + KO lul + f(t,O,O) 
and 
~l.) (\) (2.) () \ 
u (t) + f(t,u,u) 7 u (t) - K1 \ u
1 
- KO \u\ + f(t,O,O) • 
Let u(t), v1(t), and v2(t) be twice continuously 
differentiable functions such that their value at t = a is A 
and their value at t = b is B be solutions to 
J'")( t) {i) + f{t,u(t),u (t)) = 0 , 
h) (1) 
v 1(t) + K1 v1(t) + Ko vl(t) + f(t,O,O) = 0 , 
and 
( 'l) ( 1) 
v2(t) - Kl V2(t) - Ko v2(t) + f(t,O,O) = o, 
respecti vel y . Now 
and 
so by theorem 2.1 (2) 
{ 2. 18) 
fort E {a,b). Let u 1(t) and u2(t) be solutions to (2.1) that 
agrees with v1(t) and v2(t), respectively, in value and. slope 
a t t = a. By theorem 2.1 (1) and (2.18) 
for t E. (a, b J . At this point it is convenient to note that 
by theorem 2.2 (1) and the assumption that all initial value 
problems have unique solutions over the interval [a,b], the 
existence of u 1(t) and u2(t) is sufficient for the existence 
of a solution, u(t), to the two-point boundary value problem 
Ci.) ( I) 
u (t) + f(t,u(t),u (t)) = O ( 2 .1) 
u(a) = A (2.19) 
u(b) = B ( 2. 20) 
The proceedure now that u1(t) and u2(t) have been found 
is the following iterative scheme. 
(1) Set m = [i11(a) + u2(a)] / 2. 
(2) Find the solution, v(t) , to the initial value problem 
(l) (1) 
v (t) + f(t,v(t),v (t)) = 0 
Theorem 2.? (2) says that 
v(a) = A 
(I) 
v (a) = m • 
( 2. 1) 
92.20) 
( 2. 21) 
(3) If v(b) = B stop, for the desired solution has been 
found. If v(b) .,; B, then replace u 1(t) by v(t) if v(b) LB, 
otherwise replace u2(t) by v(t) and repeat the above steps. 
The above process is terminated when v(b) becomes 
sufficiently close to B. 
The problem 
2,4 Example 
y(J.\ t ) + [ 2 + y: (t ) l y ( t ) = 1 
1 + y ( t >J 
y(O) = 0 
y(2) = J 
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(2.22} 
(2.23) 
(2.24} 
will be used to illustrate the basic idea of the shooting 
method using bisection. First, the Lipschitz constants will 
be found. Then the bounding curves, v1{t) and v2{t), will be 
fo und and finally, the iterative procedure of section 2.) 
wi ll be used. 
Instead of using the Lipschitz condition (1.4), a more 
general Lipschitz condition given by 
Ci) C,)} l. (1) <1> L <,J 
o 1(y - x,y - x - f(t,y,y} - f(t,x,x} - o 2 {y - x,y 
where 
and 
(1) 
o1 {u,u} = 
(~ (~ 
L1 u + L2 u u ~ O, u ~ O 
Ll u + K2 u (a} u ~ 0, u (I) '= 0 
K + L (I) u ' 0 (I) ~ 0 1 u 2 u , u -
(f) u l: 0 (I) '- 0 K1 u + K2 u , u -
(1) 
u ~ o, u ~ 0 
U ~ 0, U(I) ' 0 
L (1) ~ 0 
u - o, u -
i. (1) L. 0 
u - o, u -
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will be used because it yields a tighter bound on the solution 
to (2.2). The Lipschitz constants corresponding to (2.22) 
are obviously L1 = L2 = K2 = O, K1 = 2. The bounding curves, 
v 1 (t) and v 2 (t), are solutions of 
(J..) 
v2(t) + 2 v2(t) - 1 = O 
(2.) 
v 1(t) - 1 = 0 
whic h satisfy the boundary conditions (2.23) (2.24)~ Actually, 
[
2 + cos 2 "f2J 
= -•• Sin ~ t - COS 12. t + 1 
sin 2 {2 
This implies that u1(t) is the solution to (2~22) (2.23) such 
that u1(0) =½,and u2(t) is the solution to (2.22) (2.23) 
such that u2( 0) = {2 . ( 2 + cos 2 -12)/( sin 2 ,[2). 
The startin~ high shot, u2(t), and low shot, u 1(t), are 
shown in Fig. J.1 with the first five shots. 
5 
4 
3 
2 
1 
0 
-1 
Figure 2.i. Starting high "shot" L1, starting low •shot" 
L2 , and the first five "shots" L3 - L7• 
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CHAPTER III 
FOURTH ORDER SHOOTING METHOD 
3.1 Introduction 
(;) {J.) ( 3} 
In this chapter it will be assumed that f(t,u,u ,u , u) 
is continuous on the region 
[a,b] x (-~,oo) x (-co,co) x (-DO,~) x (-uO,oo). 
Furthermore, it shall be assumed that the differential 
eauation 
(<i) (1) (l) (3) , 
u (t) + f(t,u(t),u (t),u (t),u (tJ) = 0 
has the properties that 
( 3 .1) 
(1) all initial value problems have unique solutions 
which exist over the interval [a, b] , and 
(2) that no two solutions to the differential equation 
(3.1) can a,Q;ree in value at more that one point in [a.,b], that 
is, the two-point boundary value problem with (J.1) has 
unique solutions, if they exist. 
First a comparison theorem will be proven, then an 
uniqueness theorem for the two-point boundary value problem 
with (3.1) will be proven, Finally the shooting method will 
be developed for the two-point boundary value problem with 
(3.1) and two examples will be ~iven. 
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3,2 Theorems of Comparison and Existence 
Theorem 1,1 (Comparison of solutions) 
II) Cl) (J) ( t (1) (i.) (:}) ) Let f(t,u,u ,u ,u) be continuous in ,u,u ,u ,u and 
v(t) be a solution to 
lLi) (I) ( L) ( )) 
v (t) + f(t,v(t),v (t),v (t),v (t)) > o. ( 3. 2) 
(1) If u(t) is the solution to (3.1) that ~grees with v(t) 
in value and three derivatives at some point t 0t[a,bJ, then 
v( t) > u( t) ( 3. 3) 
(2) If u(t) is the solution to (3.1) that a~rees with v(t) 
in value at both a and b then 
V (t) ~ u(t) t-/- a,b. ( J. 4) 
The inequality signs may be reversed throu~hout this theorem. 
Lemma J.1 contains the basic information of the above 
theorem. It says, rou~hly, that statement (1) is true fort 
sufficiently near t 0 • 
Lemma 3.1 
Let v(t) be a four times continuously differentiable 
function on a,b which satisfies (J.2). For (t,s) ( [a,b] x 
[a,b], let u(t,s) denote the solution of (J.1) which agrees 
with v(t) in value and three derivatives at t = s. Then for 
every s 0 C (a, bj there exist a S0 7 0 such that whenever 
(t,s) (: [a,b] X La,bJwith 
It - sol< ~o and j s - sof < ~ o 
34 
then 
"I) ("I) 
u (t,s) <._ V (t) (3.5) 
(3) (1) 
U (t,s) <. V (t) t > s ( 3. 6) 
( '3) (3) 
u (t,s)? V ( t) t < s ( 3. 7) 
(2,) \2.) 
u (t,s)< V ( t) t ~ s ( J. 8) 
(1) i) 
u (t,s) <. V ( t) t ~ s ( J. 9) 
(,) (i) 
u (t,s)-;, V ( t) t .( s (3.10) 
u(t,s) < v(t) t ~ s. (3.11) 
Proof, The function (oft) v(t) - u(t,s ) has a local 
. 0 
minimum at t = s 0 since 
(1) I,) 
v ( s 0 ) u (s 0 ,s 0 ) = 0 
(2.) (2,) 
v ( s 0 ) u (s 0 ,s 0 ) = 0 
l1) {3) 
v (s 0 ) u (s 0 ,s 0 ) = 0 
and 
(L.i) (1) 
= v (s 0 ) + f(t,u(s 0 ,s 0 ), ••• ,u (s 0 ,s 0 )) 
(4) ts) 
= v (s 0 ) + f(t,v(s 0 ), ••• ,v (~ 0 )) "? o. 
~) ~ G) <aj 
Set v (s 0 ) - u (s 0 ,s 0 ) = d0 7 o. Now, since v (t) - u (t,s 0 ) 
is a continuous function int, there exi.st a ~1 '7 0 such 
that 
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for \ t - s
0 
\ < ~1 • Also, since the solutions of ( J.1) depend 
continuously upon their initial conditions in the sense of 
(\) (i) 
theorem 1.3, 
c-n 
u { t ,s), the 
as do the derivatives u (t,s), u (t,s), and 
Q) b.) (3) 
functions u(t,s), u (t,s), u (t,s), u (t,s) are 
('1) 
continuous in (t,s). Hence, so is u (t,s). Consequently, 
there exist a ~O' O < ~'0 < S 1 , such that 
('1) (~) lu (t,s) - u (t,s 0>I~ ¼ d 0 
whenever I t - s 0 \I..~ 0 and ls - s 0 \ < ~ 0 • Therefore, when-
ever it - s 0 \<. <;0 and js - s 0 \<-~0 , ~ ) (4) ( '1) (½) ··1 J-1) liv 1 
vH(t) - u (t,s) = [v (t) - u (t,s 0 )j + Lil(t,s 0 ) - u (t,s~ 
This proves (J.5). (J.6) is derived by integrating (J.5) 
from t to s. (J.7) is derived from (J.5) by integrating 
from s tot. (J.8) is derived from (J~6) and (3.7) in a 
similar manner. (J.9) and (J.10) are derived from {J.8) by 
integration. (3.11) is derived from (3.9) and (3.10) by 
integration. 
Proof of theorem 3.1, Fi~st (1) shall be proven. By 
lemma 3.1, every point s 0 ( [a,bJ is contained in some open 
interval bo with the property that 
u(t,s)< v(t) t # s (3.12) 
whenever t ands are both in this interval. Since ~,bj 1s 
compact, it can be covered with a finite number of such 
intervals. Therefore, it 1s sufficient to prove that the 
union of two overlapping intervals having property (3.12) 
also has this property. To avoid unnecessarily complicated 
notation it shall be assumed that a and bare the left ~nd 
ri ght endpoints, respectively, of two such overlapping 
int ervals. 
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Let a <c < b where c is contained in the intersection 
of th e overlapping intervals. Then any tin the union and c 
a re both in either one interval or the other so 
v(t) .>u(t,c) t-/- c. (3.13) 
Lets be contained in [a,c), then 
v(t) > u(t,s) t-/- s {J.14) 
for a~ t ~ c. In particular, 
v(c) > u(c,s) • (J.1.5) 
Hence, there exists some point d, s ~ d ~ c, at which 
u(d,s) = u(d,c). ( 3. 16) 
Now because of the assumption that no two solutions of (J.1) 
can meet more than once in (3., bJ, it follows that for t ( (d, b] 
that 
u(t,s) < u(t,c) • 
This to~ether with (3.13) and (J.12) gives 
u(t,s) .( v(t) t -# s. 
Obviously the same sort of proof will work for s t(c,b]. 
Thus (1) is true. 
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Next the proof of (2). Suppose on the contrary that at 
some point c contained in (a,b) 
u(c) < v(c). ( 3.17) 
Defining u(t,s) as in lemma 3.1, by (1) 
u(t,c) ~ v(t) t 'f C • ( 3. 18} 
in particular, 
u(a,c) <;: v(a) = u(a) 
and 
u{b,c) <. v(b) = u(b). 
Hence, there exist point t 1 , t 2 with a .C::: t 1 ~ c and c <.. t < b 
such that 
and 
which contradicts the asst1mption that no two solutions of 
(3.1) can meet more than once in [!l.,bJ. This implies that 
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v(t) 'u(t) 
for t ( (a, b). Thus the theorem is true. 
Theorem J.2 (Properties of existence and boundedness of 
solutions) 
Let u1(t) and u2(t) be solutions to 
(•I) (,) (2.) (3) 
u (t) + f(t,u(t),u (t),u (t),u (t)) = 0 ( 3 .1) 
u(a) = A (3.19) 
on [a,b]. Assume that u 1(t) < u2 (t) fort ,pa. 
(1) For every point B ~(u 1(b),u 2(b)), there exist a solution, 
u(t), to (J.1) (J.19) such that 
a) u(b) = B (J.20) 
/,) ( 'U (3) ( I) (l..) (3) 
b) (u(a),u (a),u (a),u (a))= c (u 1(a),u 1(a),u 1(a),u 1(a)) 
where c ( ( 0, 1) • 
( 2) If u(t) is a solution to (J.1) (J.19) such that 
(::s) 
u1(a) ~ u(!J(a) ~ 
(3) 
u2(a) 
(2)( ) f 
( 2.) 
~ 
(1..) 
u 1 a u ( a) u2(a) 
(I) ( ) ~ u(1)(a) "-
( 1) 
u1 a u2(a) 
with strict inequality holdin~ for at least one of the above 
conditions, then for a~ t ~ b 
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( 3. 22) 
Proof. First (1) will be proven. By theorem 1.J, the 
solutions to the initial value problems with (J.1) are 
continuously dependent upon their initial conditions. In 
(I) 
particular, u
1
(b) is a continuous function of (u 1(a),u 1(a), 
(l.) B) 
u 1(a),u 1(a)). By the intermediate value theorem, there exist 
a point 
(1) (i) (1) 
(A,m,k,l) = c (A,u 1(a),u 1(a),u 1(a)) + 
(IJ (:i.) (JJ (1 - c) (A,u 2(a),u 2(a),u 2(a}) (3.23) 
where cf. ( 0, 1) such that the solution, u( t), to the initial 
value problem 
("f) (J) (z.) (Jj 
u ( t) + f(t,u(t),u (t),u (t),u (t)) = 0 ( J. 1) 
(3) 
u (a) = 1 ( 3. 24) 
fa) 
u (a) = k ( 3. 25) 
fo 
u ( a) = m ( 3. 26) 
u(a) = A ( 3. 27) 
is the desired solution that satisfies (3.20) and (3.21). 
This :proves (1). 
Next to prove (2), by contradiction assume that there 
exists a t 0 ( (a,~ such that 
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but this contradicts the assumption that no two solutions to 
(3.1) can meet more than once in (a,bJ. By the continuity of 
the solutions of (3.1), 
for a< t 'b. A similar argument will show that 
for a< t ~ b. Therefore, (J.22} holds and the proof of this 
theorem is finished. 
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hl Developing the Shooting Method 
The shootin~ method for the fourth order differential 
equation two-point boundary value problem can be set up in 
(i) l2) (3) 
the following manner. The function f(t,u,u ,u ,u) has been 
assumed to satisfy the Lipschitz condition (1.4) for n = 4, 
i.e. 
holds 
off. 
I (1) (,) (:SJ (i) (-2.) (3) ) f(t,u,u ,u ,u) - f(t,v,v ,v ,v) S K0 /u - v/ 
J ( ,) (,), ,· (2) (1.JJ. f (3) vci, I + K1 u - v I + K2 u - v + K3 u - { 3. 28) 
( 1) (z.) (3) (1) (2.J (1) 
for all (t,u,u ,u ,u) and (t,v,v ,v ,v) in the domain 
(j) (2) (3) Now (t,v,v ,v ,v) can be set equal to (t,o,o,o) since 
f is continuous on the re~ion 
[a , bj X ( - ()Q , v0 ) X ( - o0 , u0 ) X ( - v0, 00 ) X ( - <:.O , td ) 
so (3.28) becomes 
tn <v (-.,) I I . 1·u(,)I I f(t,u,u ,u ,u ) - f(t,o,o,o,o) L.. K0 uj + K1 
(,) . (')} 
+ K2 / u - / + K3 I u , • 
This is equivalent to the two equations 
JI) (1.) (J) r(t,u, ,u ,u) < r(t,o,o,o,o) + K0 ju\ 
l. (t.)I l l'J) 1· + K2 u + KJ u 
and 
V) (i) (~) I ' f(t,u,u ,u ,u) > f(t,0,0,0,0) - K0 uJ - K1 
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(4) 
Adding u to both sides of each inequality yields 
(4) ll) (2.) C~) (..i) \ ('3) 1· · (2) I 
u + f(t,u,u ,u ,u) < u + K3 u + K2 \u I 
+ K1 \ti))\ + K0 \ui + f(t,o,o,o,o) 
and 
~) l t) b.) 6) ("{) { u(~)1· - K ·1 uC"") \ 
u + f(t,u,u ,u ,u) 7 u - K3 2 I 
\ 
(1) \ \ . 
- K1 u - K0 u\ + f(t,o,o,o,o). 
Let u(t), v1(t), v2(t) be the solutions to 
V,,i) (1) (z.) h) 
u (t) + f(t,u(t),u (t),u (t),u (t)) = 0, 
(1.f) ()) (L) (i) 
v1(t) + K3 v1(t) + K2 v1(t) + K1 v1(t) + 
+ K0 v1(t) + f(t,o,o,o,o) = o, 
and 
- K0 v2 (t) + f(t,o,o,o,o) = o, 
respectively, that satisfies the specified boundary conditions 
of the two-point boundary value problem. Now 
(/.j) ( 1) (2) (J) 
v1(t) + f(t,v 1(t),v 1 (t),v 1(t),v 1 {t))-,. 0 
and 
so by theorem 3.1 {2) 
43 
( 3. 29) 
for aL t <: b. 
Let u 1(t) and u 2(t) be solutions to (3.1) that agree with 
v
1
(t) and v2 (t), respectively, in value and their first three 
derivatives at t = a. By theorem 3.1 (1) and (3.29) 
a < t ' b. 
At this poin t i t ia conv eni Bn t to note that by theorem J.2 (1) 
and the as sumpt i on that all initial value problems have unique 
solutions over the interval [a, b]. the existence of u 1 ( t) and 
u 2 (t) is sufficient for the existence of a solution, u(t), to 
the two-point boundary value problem 
(~) en Ci) c~ 
u (t) + f(t,u(t),u (t),u (t),u (t)) = O ( 3 .1) 
u(a) = A (J.19) 
u(b) = B. ( J. 20) 
The proceedure now that u 1(t) and u2(t) have been found 
is the following iterative scheme. 
(1) (,) 
(1) Let m = [u 1(a) + u2(a}J / 2, 
l2) 12.) J 
k = [u 1 (a) + u 2 (a) / 2, 
G) {j) 
1 = [u 1(a) + u2(a)J / 2. 
(2) Find the solutions, v(t), to the initial value problem 
( -1) t 1) ( ~ c~) 
v (t) + f(t,v(t),v (t),v (t),v (t}) = 0 ( 3 .1) 
44 
v(a) = A (3.19) 
( ;} 
V ( a) = m ( 3. 30) 
()J (J.31) V ( a) = k 
()) 
V ( a) = 1. ( 3. 32) 
Theorem ).2 (2) says that 
for a< t ~ b. 
(J} If v(b) = B stop, for the desired solution has been 
found. If v(b} # B, then replace u1(t} by v(t) if v(b) ( B, 
otherwise replace u2(t} by v(t) and repeat the above steps. 
The above process is terminated when v(b} becomes sufficiently 
close to B. 
J.4 Examples 
Example 1 
The problem 
(If) [9 + 
y (t} + 
b .. ) 2~ (y (t)) (<-) 
(2) 2 y ( t) 
+ y2(tj 
2 y(t) = 144 (3.33) 
1 + (y (t)) + y (t) 
y(O) = 0 ( 3. 34) 
(i) 
-6 y ( 0) = ( 3. 35) 
(-i) )6 y ( 0) = ( 3. J6) 
y(2) = 3 (J.J7) 
will be used to illustrate the shootin~ method of section J.J. 
First, the Lipschitz constants will be found. Then the 
boundinrr curves, v1(t) and v2 (t), will be found and finally, 
the iterative proceedure will be used. 
Instead of using the Lipschitz condition (1.4), a more 
general Lipschitz condition given by 
~) w l~ (~ (~ ,~ 
do(y - x) + d1(Y - x) + d2(y - x) + d3(Y - x) 
where 
and 
L ( t,) \"l.) l'~)) L1) l't) t.2.) L 
- f t,y,y ,Y ,Y - f(t,x,x ,x ,x) -
u ~ 0 
u .t... 0 
u < 0 
u ~ 0 
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will be used . because it yields a tighter bound on the solution 
to (3.3). The Lipschitz constants corresponding to (3.33) 
are obviously L1 = L2 = LJ =Ko= K1 = K3 = O, L0 = -16 and 
K
2 
= 9. The bounding curves, v1(t) and v 2(t), are therefore 
solutions of 
(1.4) (2.) 
v 2 (t) + 9 v 2 (t) - 144 = O 
and 
lit) 
v
1
(t) - 16 v 1(t) - 144 = O 
which satisfy the boundary conditions (J.34) (3.35) (J.36) 
(3.37). Actually, 
and 
where 
v (t) = -10 cos Jt / 9 + B sin Jt + C eJt + D e-Jt + 8 t 2 
2 
2t -2t 
= R sin 2t - 9 cos 2t +Se - Se 
B = 20 cos 6 + 8 e - 28 e - 52~ ~ 6 -6 j 9 e- 6 + 18 sin 6 - 9 e6 
po -6 261 - 8 sin 6 - 10 cosj e + C = 
9 e- 6 + 18 e6 sin 6 - 9 
[o cos 6 + 28 sin 6 - 10 e6 -261] D = 9 e- 6 + 18 sin 6 - 9 e6 
) 
R = fi2 + 3 e - - 3 e - 18 cos 4 4 4 J 
[ e4 - e- 4 - 2 sin 4 
s = rco: 4 + J sin 4 - 6 l 
Ce - e- 4 - 2 sin 4 J· 
This implies that u 1(t) is the solution to {J.33) {J.J4) 
\~) 
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(3.35) (3.36) such that ,u1(o) = -8 R + 16 S, and u2(t) is the 
solution to (3.33) {J.34) (3.35) (3.36) (3)( ) such that u2 0 = 
-27 ( B - C + D) • 
The starting high shot, u1(t) and the starting low shot, 
u2 (t), are shown in fig. 3.1 with the first few shots. 
" 
35 + 
JO I T 
I 
I 
25 + 
20 
15 
10 
-5 
-10 
-15 
-20 
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L5 
Lg 
L10 
L9 
L7 
L6 
Figure J.1. Starting high "shot",L 1 , starting low "shot" L2 , 
with the first eight "shots" L3 - L10• 
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Example 2 
The problem 
(4) [t: r~ Q) + (t 2 + 4t - 16) /1) y (t) + y ( t) + l.J.t y ( t) y ( t) 
+ t2 + :t -4~ y(t) = 0 ( J. 38) 
y(0) = 36 ( 3. 39) 
CJ) 
y ( 0) = 10 ( 3 .40) 
t3) (3.41) y ( 0) = 12 
y( 2) = 0 ( 3 .42) 
will also be used to illustrate the shooting method with 
bisection. The same Lipschitz condition as described in 
example 1 will be used in this example. First, the Lipschitz 
constants will be given. Then the bounding functions, v1(t) 
and v2(t), will be found and finally, the iterative proceedure 
will be used. 
The Lipschitz constants are obviously 
La = -16 KO = 24 
L 
1 = 
-16 Kl = 44 
L2 = 0 K2 = 24 
LJ = 4 KJ = 7 • 
The bounding curves, Vl(t) and v2(t), are solutions to 
('-!) (1) (2) til 
v2(t) + 7 v2(t) + 24 v2(t) + 44 v2{t) + 24 v2(t) = 0 
,u 
and 
(•I) h) w 
v1 (t) + 4 v1 (t) - 16 v1(t) - 16 v1(t) = O 
that satisfies the boundary conditions (3.39) (3.40) (3.41) 
(3.42). Actually, 
and 
v
1
(t) = A e 2t + (B t 2 +Ct+ D) e- 2t 
v (t) = R e-3t + (S t 2 +Qt P) e- 2t 
2 
where 
A = 
B = 
C = 
D = 
-207 e- 4 - 106.5 e4 -l 
354 e- 4 - 18 e 4 =_j 
[:-332 e- 4 - 252 e4 ] 
l 59 e- 4 - 3 e4 
802 e- 4 - 108 e4 
59 e- 4 - 3 e4 
R = [ :~:8: 4] l 3 
s = r521 + 171 
'l -2 
J e -
Q = 
[246 e- 2 - 1612 J 
L 3 e- 2 - 4 J 
[ 
1140 + 108 e -
2 J 
p = 
3 e- 2 - 4 
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This implies that u1(t} is the solution to (3.38) (3o39) 
ll ) (3.40) (3.41) such that u1 (o} = 4 A+ 2 B - 4 C + 4 D and 
u
2
(t) is the solution to (3.38) (3.39) (3.40) (3.41) such 
\.,) 
that u2(0) = 9 A+ 2 B - 4 C + 4 D. 
The starting hiP,h shot, u1(t), and the starting low shot, 
u2(t), are shown 1n fig. 3.2 with the first few shots. 
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30 · 
20 
10 Ll 
L7 
0 Lg 
.5 L9 
~ L6 -10 L5 
-20 
-30 
-40 
Figure 3.2. The starting high "shot" L1, the starting low 
"shot" 1 2 , and the first seven •shots" LJ - 19 • 
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CHAPTER IV 
EVEN ORDER SHOOTING METHOD 
.h!__ Introduction 
In this chapter it will be assumed that n is an even 
(1) (11-1) 
number a.nd that f(t,u,u , ••• ,u ) is continuous on the region 
a,b n X R • 
Furthermore, it shall be assumed that the differential 
1';q11ation 
(11) (t) (,,.i) 
u (t) + f(t,u(t),u (t), ••• ,u (t)) = 0 
has the properties that 
( 4 .1) 
(1) all initial value problP-ms have unique solutions 
which exist 011er the interval [a, b] , and 
(2) that no two solutions to the differential equation 
r ·1 (4.1) can a~ree in value at more than one point in La,~, 
that is, the two-point boundary value problem with (4.1) has 
unique solutions, if they exist. 
First a comparison theorem will be proven, then an 
uniqueness theorem for the two-point boundary value problem 
with (4.1) will be proven. Finally the shooting method will 
he developed for the two-point boundary value problem with 
(4.1). 
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4.2 Theorems of Comparison and Existence 
Theorem 4,1 (Comparison of solutions) 
(,> (11-t) 11, (n- ,) 
Let f(t,u,u , ••• ,u ) be continuous in (t,u,u , ••• ,u ) 
and v(t) be a solution to 
lo) ti) l"_,) 
v (t) + f(t,v(t),v (t}, ••• ,v (t))) O. ( 4. 2} 
(1) If n(t) is the solution to (4.1) that aP-;rees with v(t) 
i n value and n-1 derivatives at some point t 0 t (a,b], then 
v(t) >u(t) ( 4. J) 
( 2 ) If u(t) is the sol 1ition to (4.1) that agrees with v(t) 
in value at both a and b, then 
u(t) ~ v(t) t -{J a,b. ( 4.4) 
The inequality signs may be r eversed throu ~hout this theorem. 
Lemma 4.1 contains the basic information of the above 
t heorem. It says, roughly, that statement (1) is true fort 
sufficiently near t 0 • 
Lemma 4.1 
Let v(t) be n times continuously differentiable function 
on [a,b] which satisfies (4.2) •. For (t,s)( [a,b] X [a,bj, 
let u(t,s) denote the solution of (4.1) which agrees with v(t) 
in value and n-1 derivatives at t = s. Then for every s 0 c 
[a,b1 there exist a b0 7 0 such that whenever (t,s) t [a,bJ x 
(a, b1 with 
and Is - 8 0 / < ~o 
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then 
(11) li\l 
U (t,s)( V (t) ( 4. 5) 
if k is an odd number less than n 
(~) (~) 
U (t,s) <_ V (t) t / s ( 4. 6) 
(>,_) (F) 
U (t,s) > V (t) t z s' ( 4. 7) 
if k is an even number less than n 
(r-) (F--) 
U (t,s) < V (t) t -:# s ( 4. 8) 
Proof. The proof of statement (4.5) follows the format 
of the proof of statement (3.5) in lemma J.1. The only 
(.:.fl (r,l (-1) 
difference is t~at u (t,s) is r~placed by u (t,s) and v (t) 
(/\) 
is replaced by v (t). (4.6) is derived from (4.5) if k = 
n-1 and from (4.8) otherwise by inte~rating from t to s. 
Similarly, (4.7) is dP-rived by integrating from s tot. (4.8) 
is derived from (4.6) and (4.7) by integrating from s tot 
and t to s, respectively. 
Proof of theorem 4.1. T~is proof is exactly the same as 
the proof of theorem 3.1 (see page 35) with the execpti on that 
lemma 4.1 must be used in place of lemma 3.1. 
Theorem 4,2 (Existence and boundedness) 
Let u 1(t) and u2(t) be solutions to 
(o) (1) (Ji-1) 
u (t) + f(t,u(t),u (t), ••• ,u (t)) = 0 
u(a) = A 
( 4.1) 
( 4. 9) 
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then 
(11\ (j\) 
U (t,s) < V (t) ( 4.5) 
if k is an odd number less then n 
~~ (K) 
U (t,s) < V (t) t / s ( 4. 6) 
(t) k) 
U (t,s) > V (t) t < s ( 4. 7) 
i f k is an even number less then n 
li() (K) 
U (t,s) < V (t) t # s. ( 4.8) 
Proof, The proof of statement (4.5) follows the format 
of the proof of statement (J.5) in lemma 3.1. The only 
dif f erence is that u (t,s) is replaced by u (t,s) and v {t) 
1s replaced by v (t). (4.6) is derived from (4.5) if k = 
n-1 and. from (4.8) otherwise by inte1srating from t to s. 
Similarly, (4.7) is derived by integrating from s tot. (4.8) 
is derived from (4.6) and (4.7) by integrating from s tot 
and t to s, respectively. 
Proof of theorem 4.1. This proof is exactly the same as 
the nroof of theorem J.1 (see page 35) with the execption that 
lemma 4.1 must be used in place of lemma J.1. 
Theorem 4 1 2 (Properties of existence and boundedness of 
solutions) 
Let u1{t) and u2 (t) be solutions to 
C;1) l1) 
u (t) + f(t,u(t),u (t), • • • , }"-'t t ) ) = 0 
u(a) = A 
( 4.1) 
( 4. 9) 
on [a,bl• Assume that u1(t) ,( u2(t) fort# a. 
(1) For every point BE(u 1(b),u 2(b)), there exist a solution, 
u(t), to (4.1) (4.9) such that 
a) u(b) = B (4.10) 
<u C11--,> '" (11-,) 
b) ( u (a) , ••• , u (a) ) = c ( u 1 (a) , ••• , u 1 (a) ) 
{,) (11-1) 
+ (1 - c) (u 2 (a), ••• ,u 2 (a)) (4.11) 
where c E- ( 0, 1) • 
(2) If u(t) is a solution to (4.1) (4.9) such that fork= 
1, 2, ••• , n-1 
with strict inequality holding for at least one of the above 
conditions, then for a< t 6 b 
(4.12) 
Proof. First (1) will be proven. By theorem 1.3, the 
solutions to the initial value problems with (4.1) are 
continuously dependent upon their initial conditions. By the 
intermediate value theorem, there exist a point 
(,) ( A-t) 
(m1, ••• ,mn_1 ) = c (u 1(a), ••• ,u 1(a)) 
(1} (ri-d 
+ (1 - c) (u 2(a), ••• ,u 2(a)) 
where c (0,1) such that the solution to the initial value 
(1) O'I--,) 
problem (4.1) (4.9) with (u (a), ••• ,u (a))= (m1, ... ,Rtn-1) 
is the desired solution that satisfies (4.10) and (4.11). 
Next to prove (2), by condradiction assume that there 
exist a t 0 C(a,b1 such that 
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but this cond .radicts the assumption that no two solutions to 
(4.1) can meet more than once in [a,b]. By the continuity of 
the solutions of (4.1), 
for a< t ~ b. A similar ar~ument will show that 
u 1 ( t) < u( t) 
for a <t ~ b. Therefore, (4.12) holds and the proof of this 
theorem is finished. 
4.3 Developing the Shooting Method 
The shootin~ method for then-th order differential 
equation two-point boundary value problem can be set up in 
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(I) (11~•) 
the following manner. The function f(t,u,u , ••• ,u ) has been 
assumed to satisfy the Lipschitz condition (1.4) and f is 
defined for the point {t,o,o, ••• ,o). This implies the equations 
(JJ ~-,~ , I I n-1 I (~,, 
f(t,u,u , ••• ,u J < f{t,o, ••• ,O) + K0 u 1 +~Ki u 1=1 
and 
l•) (11-•} - Ko 1u1· + ~ Ki / u(Df f(t,u,u , ••• ,u ) > f(t,o, ••• ,o) .e:;_ 
1=1 
(;) (11-1) (n) 
are true (t,u,u , ••• ,u ) in the domain off. Adding u to 
both sides of each inequality yields 
(11) ( I) U\· I) (11) n-1 \ u'i)\ l u l u + f(t,u,u , ••• ,u ) < u +~ Ki + K + f(t,o, •• ,o) i=l 0 
((I) II) (11-1) (11) n-1 
lu0~-KO I ul u + f(t,u,u , ••• ,u ) > u -L Ki + r{t,o, •• ,o). 1=1 
Let u(t), v1(t), v2(t) be the solutions to 
(fl) (1) (n -•) 
u (t) + f(t.u(t),u (t),~ •• ,u (t)) = 0 
(n) n-1 (';) 
v1(t) + =· Ki v1(t) + K v1(t) + f(t,o, ••• ,o) = 0 1=1 0 
and 
id( t) n-1 l'i) 
- L Ki v2(t) - K0 v2(t) + f(t,o, ••• ,o) = o, 1=1 
59 
respectively, that satisfies the specified boundary conditions 
of the two-point boundary value problem. Now 
and 
so by theorem 4.1 (2) 
(4.13) 
for a < t < b. 
Let u 1(t) and u2(t) be solutions to (4.1) that agree with 
v1(t) and v2(t), respectively, in value and n-1 derivatives 
at t = a. By theorem 4.1 (1) and (4.13) 
a ( t ~ b. 
The proceedure now that u1(t) and u2(t) have been found 
is the following iterative scheme. 
(t,;) (,;.) ·1 (1) Let mk = [u 1(a) + u2(a) / 2 fork= 1,2, ••• ,n-1. 
(2) Find the solution, v(t), to the initial value problem 
\(I\ (1) 6l-d 
v (t) + f(t,v(t),v (t), ••• ,v · (t)) = O 
• 
• 
(ii 
v ( a) = m1 
v( a) = A 
( 4.1) 
(4.14) 
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Theorem 4.2 (2) says that 
for a< t f b. 
(J) If v(b) = B stop, for the desired solution has been found. 
If v(b) # B, then replace u1(t) by v(t) if v(b) ( B, otherwise 
replace u2(t) by v(t) and repeat the above steps. The above 
proce s s is terminated when v(b) becomes sufficiently close to 
B. 
61 
BIBLIOGRAPHY 
1. Bailey, Paul B., Lawrence F. Shampine, and Paul E. Waltman, 
1968, Nonlinear Two Point Boundary Value Problem, Academic 
Press. 
2. Brauer, Fred and John A. Nohel, 1969, The Qualitative 
Theory of Ordinary Differential Eqttations, W.A. Benjamin, 
Inc. 
J. Coddington , Earl A. and Norman Levinson, 1955, Theory of 
Ordinary Differential Eqnations, McGraw-Hill Co., Inc. 
