Abstract. The notion of uniform r-stabilizability for linear autonomous systems is introduced. Some abstract characterizations and easy-to-check necessary conditions and sufficient conditions are given.
1. Introduction. We consider the following system x(t) = Ax(t) + Bu(t), (1.1) where A is an (« x «)-matrix, B is an (n x ra)-matrix, x 6 R", u 6 Rm, and t e R. For given r > 0, we want to find a feedback control u(t) -Kx(t -r), (1.2) which stabilizes (1.1), namely, the solution of x(t) = Ax(t) + BKx(t -r) (1.3) for any initial condition is asymptotically stable. This problem was initiated and discussed by the author in [11] , 'Current address: Department of Mathematics, Fudan University, Shanghai, China.
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where a > 0, and the Jordan blocks of A corresponding to a are of order 1. Then, for any r > 0 with ra < 1, (1.6) the system [A,B] is r-stabilizable.
The purpose of this paper is to discuss the uniform r-stabilizability of [A,B]. We solve the problem for the case a (A) cC"U {0}. For the general case, we give some abstract characterizations and some necessary conditions. Also, we study some of the two-dimensional cases. In some cases, we improve the result of Theorem 1.2 above. Also, we denote C" = {AeC| ReA < 0}, C° = {A e C | ReA = 0}, C+ = {AeC| ReA > 0}.
We introduce the following definitions. we see that H\ (z; r') = zH(z\r') + q is stable for all r' e (0, r]. We need to show that zH\ (z; 0) + q is also stable. In fact, if it is not stable, then the only possibility is that for some yo e R, 0 = Hi(ij>o\0) + q = q + iy0(F{h',0) + G(y0;0)i) = q -y0G(y0;0) + iy0F(y0-,0) since q > 0, $>o ^ 0. Hence, F(yo~,0) = 0. But, then, 0 < IPoG^ojO)! = q < 3 inf {\yoG(yo\r')\ \F{y0\r') = 0} 0<r'<r < ilj>oG(j>0;0)|.
which is impossible. Hence, zH\{z\r') + q is stable for all r' e [0, r]. ■ We should note that the above proof is based on a theorem of Pontryagin [9] , (See also [1] , [4] , [6] , [11] .) The original version of that result for our case was stated only for r being a positive integer. But it is easily seen that it is true for r being any positive number (see [6] ). Also, we should note that in the above proof, we have to check for r' = 0 separately. Theorem 2.5. Let p(z) -z". Then, for any r > 0, p(z) is uniformly r-stabilizable.
Proof. By induction. For n = 0, it is trivially true. Suppose the conclusion is true for n = k, i.e., there exists a q(z) e $k~{ such that zk + q(z)e~r'z is stable for all r' e [0, r], This is equivalent to H(z\r') = zker': + q{z) being stable for all r' e [0, r]. Then, by Lemma 2.4, there exists a q e R, such that zH(z\ r') + q = z(zker'z + q(z)) + q = zk+ler'z + (zq(z) + q) is stable for all r' e [0, r], We are done. ■ Theorem 2.6. Let p(z) with
Then, for any r > 0, p(z) is uniformly r-stabilizable.
Proof. Let p(z) = zmp0(z) with yr(Po(z))cC-.
Then, by Theorem 2.5, there exists a q0{z) e such that
Then, we let q(z) = qo(z)po(z) £ &n~x, and we have
In [11] , we proved that if yf(p{z)) cC" UC°, (2 Before proving this theorem, let us make some observations which will lead to some abstract characterizations of the uniform r-stabilizability.
Let p(z) e 3Pn, q(z) e £"~l, r > 0. We assume (2. (2.14)
The above means that P(iy) ± -q(iy)e~r'y, Vy e R.
Then, the conclusion of our lemma follows. ■ We note that lim = 0. 
where [x] is the greatest integer < x. Next, let us look at another characterization of the uniform r-stability of p(z). Let p(z) e S6", q{z) e &n~x and let (2.2) hold. Then, by [2] 3. Stabilization of polynomials of degree two. In this section, we will discuss some interesting cases for polynomials of degree two.
From [11] , we know that p(z) = z2 -az, with a > 0, is r-stabilizable if ra < 1. Unexpectedly, we have the following: Then, our conclusion follows from Lemma 2.8. ■ By Theorem 2.7, we see that if p(z) = z2 + a2 is uniformly r-stabilizable, then ra < 27i. Our next result gives a sufficient condition for z2 + a2 being uniformly r-stabilizable. It is easy to see that all the polynomials we have discussed in this section satisfy (2.2). It seems to us that easy-to-check sufficient conditions for the uniform r-stabilizability of general polynomials (even of degree 2) are very hard to get. We will continue the investigation in future publications. Thus, (i) follows from Theorem 2.6. To prove (ii), we notice that under our assumption, one has p(z) = det(zl -A) = (z2 -az)po(z), where yy{po(z)) c C_ U {0}. Then, for any r > 0, by Theorem 3.1, one has q\, qo € R, such that z2 -az + (q{ z + qo)e~r': = e~r'zg(z\r ') is stable for all r' € [0, r]. Then by the proof of Lemma 2.4 and Theorem 2.6, we get (ii). We can similarly prove (iii) by using Theorem 3.2 instead of using Theorem 3.1 in the proof of (ii). ■ Proof. Using the representation (4.5), we can get our conclusion immediately by applying Theorem 2.7. ■ It is clear that we can state and prove some other necessary conditions for the uniform r-stabilizability of [A,b] (corresponding to Theorems 3.3 and 3.4). Also, the corresponding results of the above for multi-input systems [A,B] can also be stated and proved. We omit these details here. To close this section, we give the following Proof of Theorem 4.3. In the present case, we have, by using (4.5), p(z') = det(z/ -A) = (z2 -az)po(z), (4.9) with J^ipoiz)) C C~ UC°. Then by Theorem 3.1, for any r > 0 there exist q\, qo e R, such that erz(z2 -az) + q\z + qo is stable. Then, using the technique of [11] , we can get the r-stabilizability of [A, b] . ■
