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Abstract
We describe the combinatorics that arise in summing a double recursion formula
for the enumeration of connected Feynman graphs in quantum field theory. In one
index the problem is more tractable and yields concise formulas which are combina-
torially interesting on their own. In the other index, one of these sums is Sloane’s
sequence A001865.
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1. Introduction
The present paper was originally motivated by the desire to produce a closed form for a
recursion for enumerating connected Feynman graphs in quantum field theory. These are
combinatorial species whose properties often resemble those of multigraphs with multiple
edges and loops allowed. The attempt to reduce the recurrence to closed formulae turns out
to involve interesting combinatorics with connections to several standard graph sequences,
the description of which is the purpose of this paper.
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Our formula is related to the formula of Proposition 15 of [8]. The latter generates ten-
sors representing connected Feynman graphs parametrized by their vertex and cyclomatic
numbers. Such formula induces a recurrence for the sum of the inverses of the orders of the
groups of automorphisms of all the pairwise non-isomorphic connected Feynman graphs
on n vertices and cyclomatic number k, denoted by I(n, k). For all n ≥ 1 and k ≥ 0 this
reads as follows:
I(n, k) =
1
2(n+ k − 1)
×

n2I(n, k − 1) + n−1∑
i=1
k∑
j=0
i(n − i)I(i, j)I(n − i, k − j)

 .
Here we solve the recurrence above for any constant n or for small k.
In constant n, the answer is more complete. The usual standard in combinatorics for
a well-understood sequence is to produce a concise generating function. We find several
forms of the generating function
Rn(x) =
∞∑
k=0
I(n, k)xk,
including the two-variable generating function
Theorem 1.
∑∞
n=1Rn(x)(sx)
n = x log
(∑∞
n=0
sn
n! e
xn2/2
)
.
Define J(n, k) := 2k(n + k − 1)!I(n, k) to normalize the sequences I(n, k). We find
that the sequences of J in constant n possess concise rational generating functions whose
coefficients are simple formulas. With the last sum running over all compositions of n, i.e.
sequences of positive integers that sum to n, the general form is:
Theorem 2.
∑
k≥0
J(n, k)tk = −
1
(2t)n−1
n∑
m=1
(−1)m
m
∑
(n1,...,nm)⊢n
1
n1! . . . nm!
1
1− (n21 + · · ·+ n
2
m)t
.
There are 2n−1 compositions of n, but the number of distinct sums of squares of parts
among these compositions is much smaller, meaning that the number of factors in each
generating function is much smaller than might have been expected from the above theorem.
Hence a more efficient method of producing a generating function and explicit formula for
a given nmight be desired. There is a fairly simple routine for calculating explicit formulas
and generating functions, which we give in the last section. Values for n = 1 through 4 are
given in the table in the theorem below:
Theorem 3. For k ≥ 0, the formulas and generating functions for J(n, k), 1 ≤ n ≤ 4, are
as given in the following table.
J(n, k) Formula Generating function ∑∞k=0 J(n, k)xk
J(1, k) 1 1
1−x
J(2, k) 4k − 2k−1 1/2
(1−2x)(1−4x)
J(3, k)
(
−25
8
)
5k +
(
3
4
)
3k +
(
27
8
)
9k 1
(1−3x)(1−5x)(1−9x)
J(4, k)
(
64
3
)
16k +
(
27
2
)
6k −
(
250
12
)
10k − (2)4k − (8)8k 4−34x
(1−4x)(1−6x)(1−8x)(1−10x)(1−16x)
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Note that J(3, k) is the sequence A017897, while J(4, k)/2 is sequence A221959 in [10].
For k = 0 or k = 1 the calculations are more difficult. We have
Theorem 4. For all n ≥ 1, I(n, 0) = nn−2n! and I(n, 1) =
1
2
∑n
µ=1
nn−µ−1
(n−µ)! .
As expected, for k = 0 the recurrence is solved by the sum of the inverses of the orders
of the groups of automorphisms of all the trees (up to isomorphism) on n vertices. This
clearly equals nn−2/n! for an isomorphism of trees on n vertices is defined by the action
of the symmetric group on n symbols, while the number of such trees is given by Cayley’s
formula nn−2 [11]. For k = 1 if we multiply the nth term of I(n, 1) by 2n! we obtain
the nth term of Sloane’s sequence A001865 in [10]. This is thus proven to be a recurrence
sequence. Note that Flajolet, Knuth, and Pittel showed that Sloane’s sequence is related to
the enumeration of connected multigraphs with only one cycle [5].
This paper is organized as follows. In Section 2 we prove Theorem 1 by solving the
differential recursive equation. We also give a general expression for J(n, k). In Section
3 we consider Rn from another angle, and re-prove some of the expansions with a more
hands-on approach that displays different underlying combinatorics. In Section 4 we prove
Theorem 4. When k = 0, we use Dziobek’s recurrence [3] for Cayley’s formula to show
that J(n, 0) = nn−3. When k = 1, we use an identity related to Abel’s theorem to prove
that J(n, 1) = n!
∑n
µ=1 n
n−µ−1/(n − µ)!, which is sequence A001865 in [10]. Finally,
in the appendix for completeness, we give the mathematical definitions of Feynman graphs
and their automorphisms in the context of this paper.
2. Formulas in Constant n
We use the formula of Proposition 15 of [8] to give a recursive definition for the numbers
I(n, k). With boundary condition
I(n, k) = 0 for k < 0 and/or n < 1 , and I(1, 0) = 1
then for all n ≥ 1 and k ≥ 0 we have
I(n, k) =
1
2(n + k − 1)
×
n2I(n, k − 1) + n−1∑
i=1
k∑
j=0
i(n − i)I(i, j)I(n − i, k − j)

 . (2.1)
For convenience of calculation, we define
J(n, k) := 2k(n+ k − 1)!I(n, k) . (2.2)
Then, for all n ≥ 1 and k ≥ 0 the recursion for J(n, k) is
J(n, k) = n2J(n, k − 1)+
1
2
n−1∑
i=1
k∑
j=0
(
n+ k − 2
i+ j − 1
)
i(n− i)J(i, j)J(n − i, k − j) . (2.3)
The same boundary conditions hold.
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2.1. Generating Functions
Define the generating function for the sequence of I(n, k) with n constant:
Rn(x) =
∞∑
k=0
I(n, k)xk. (2.4)
In particular,
R1(x) =
∞∑
k=0
I(1, k)xk =
∞∑
k=0
J(1, k)
2kk!
xk = ex/2, (2.5)
because J(1, k) = 1 for all k.
We now wish to prove
Theorem 1 (restated).
∞∑
n=1
Rn(x)(sx)
n = x log
(
∞∑
n=0
sn
n!
exn
2/2
)
.
Proof. If we multiply each I(n, k) by xk and sum, the recursive equation (2.1) for I(n, k)
becomes a differential recursive equation for Rn:
2(n − 1)Rn(x) + 2xR
′
n(x) = n
2xRn(x) +
n−1∑
i=1
i(n− i)Ri(x)Rn−i(x),
with boundary conditions Rn(0) = I(n, 0) = nn−2/n!, Rn(x) = 0 for n < 1.
To simplify, apply the change of variable
Rn(x) = Pn(e
x)
enx/2
n!xn−1
.
The inverse relation
Pn(z) = n!(log z)
n−1z−n/2Rn(log z)
gives the boundary condition Pn(1) = δn,1.
The differential recursive equation satisfied by Pn(z) is
2zP ′n(z) = n(n− 1)Pn(z) +
n−1∑
i=1
i(n− i)
(
n
i
)
Pi(z)Pn−i(z).
Observe that P1(z) = 1, and if Pi(z) is polynomial for all 1 ≤ i < n, then Pn(z)
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satisfying this recurrence is polynomial as well. The first polynomials are
P1(z) = 1,
P2(z) = −1 + z,
P3(z) = 2− 3z + z
3,
P4(z) = −6 + 12z − 3z
2 − 4z3 + z6,
P5(z) = 24− 60z + 30z
2 + 20z3 − 10z4 − 5z6 + z10,
P6(z) = −120 + 360z − 270z
2 − 90z3 + 120z4 + 20z6 − 15z7 − 6z10 + z15,
P7(z) = 720− 2520z + 2520z
2 + 210z3 − 1260z4 + 210z5 − 70z6 + 210z7 − 35z9
+42z10 − 21z11 − 7z15 + z21.
The coefficients of the polynomials Pn(z) form the sequence A221960 in [10]. The equa-
tion for the generating function
f(y, z) =
∞∑
n=1
Pn(z)
yn
n!
is
2z
∂f
∂z
= y2
∂2f
∂y2
+
(
y
∂f
∂y
)2
,
with the boundary condition
f(y, 1) =
∞∑
n=1
Pn(1)
yn
n!
= y.
The non-linear term is eliminated by the change of variable f = log g. The equation
for g is therefore linear:
2z
∂g
∂z
= y2
∂2g
∂y2
,
with the boundary condition g(y, 1) = ef(y,1) = ey . A family of solutions of this equation
is given by
∞∑
n=0
gn
ynzn(n−1)/2
n!
.
Moreover, the boundary condition g(y, 1) = ey implies gn = 1 for all n:
g(y, z) =
∞∑
n=0
ynzn(n−1)/2
n!
.
Finally,
f(y, z) =
∞∑
n=1
Pn(z)
yn
n!
= log
( ∞∑
n=0
ynzn(n−1)/2
n!
)
.
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Note that if we set z = (1 + t), we obtain
f(y, t) = log
( ∞∑
n=0
yn(1 + t)n(n−1)/2
n!
)
=
∞∑
n=0
Cn(t)
yn
n!
,
which is the well-known exponential generating function for Cn(t) =
∑
G t
e(G)
, where the
sum is over all connected graphs G on the set {1, 2, . . . , n} and e(G) is the number of edges
of G. (See [4] for this formula and related results.) Thus, Pn(z) = Cn(z − 1).
Substituting ex for z, we obtain a generating function for Rn:
f(y, ex) =
∞∑
n=1
Pn(e
x)
yn
n!
=
1
x
∞∑
n=1
Rn(x)(xye
−x/2)n.
The generating function for Rn(x) becomes
∞∑
n=1
Rn(x)s
n = xf(sex/2/x, ex) = x log
( ∞∑
n=0
(s/x)n
n!
exn
2/2
)
.
However, this expression is highly singular in x and does not provide a generating
function for Rn. The alternative expression
xh(x, s) =
∞∑
n=1
Rn(x)(sx)
n = xf(sex/2, ex) = x log
( ∞∑
n=0
sn
n!
exn
2/2
)
,
is not singular and generates Rn, in the sense that Rn(x) is x−n times the coefficient of sn
in the expansion of xh(x, s).
The extraction described yields
Rn(x) = −x
1−n
n∑
m=1
(−1)m
m
∑
n1+···+nm=n
ex(n
2
1+···+n
2
m)/2
n1! . . . nm!
,
where all ni ≥ 1.
2.2. Explicit Forms for J(n, k)
We now wish to show Theorem 3 by isolating explicit generating functions for J(n, k)
individually. We can proceed as follows:
xh(x, s) =
∞∑
n=1
∞∑
k=0
I(n, k)snxn+k.
Now replace x→ 2x, s→ s/2 to obtain
2xh(2x, s/2) =
∞∑
n=1
∞∑
k=0
2kI(n, k)snxn+k.
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We define β(s, t) = 2
∫∞
0 dxe
−xh(2xt, s/2) to get
β(s,−t) = 2
∫ ∞
0
dxe−xh(−2xt, s/2) =
∞∑
n=1
∞∑
k=0
∫ ∞
0
dxe−x2kI(n, k)sn(−xt)n+k−1
=
∞∑
n=1
∞∑
k=0
2k(n+ k − 1)!I(n, k)sn(−t)n+k−1,
where we used
∫∞
0 e
−xxpdx = p!. Therefore,
β(s, t) =
∞∑
n=1
∞∑
k=0
J(n, k)sntn+k−1 =
∞∑
n=1
Zn(t)s
ntn−1,
is a generating function for J(n, k) and this equation defines Zn(t) =
∑∞
k=0 J(n, k)t
k
. We
calculate
β(s,−t) = 2
∫ ∞
0
dxe−x log
( ∞∑
n=0
(s/2)n
n!
e−n
2xt
)
= 2
∫ 1
0
dλ log
( ∞∑
n=0
(s/2)n
n!
λn
2t
)
,
where we have put λ = e−x. This gives
β(s,−t) = −2
n∑
m=1
(−1)m
m
∑
n1,...,nm
(s/2)n1+···+nm
n1! . . . nm!
∫ 1
0
dλλt(n
2
1+···+n
2
m).
Thus,
β(s, t) = −2
n∑
m=1
(−1)m
m
∑
n1,...,nm
(s/2)n1+···+nm
n1! . . . nm!
1
1− (n21 + · · ·+ n
2
m)t
.
The polynomials Zn(t) can be calculated by summing over the compositions of n, prov-
ing Theorem 3:
Zn(t) = −
1
(2t)n−1
n∑
m=1
(−1)m
m
∑
n1+···+nm=n
1
n1! . . . nm!
1
1− (n21 + · · ·+ n
2
m)t
.

The number of distinct sums of squares of the parts of partitions or compositions of n is
the OEIS sequence A069999; it grows like n2/2 [12]. (We remark that the first case where
a sum appears twice is n = 6.) The first Zn(t) =
∑
k≥0 J(n, k)t
k are:
Z1(t) =
1
1− t
,
Z2(t) =
1/2
(1− 2t)(1− 4t)
,
Z3(t) =
1
(1− 3t)(1− 5t)(1− 9t)
,
Z4(t) =
4− 34t
(1− 4t)(1− 6t)(1− 8t)(1− 10t)(1− 16t)
,
Z5(t) =
25− 606t+ 3557t2
(1− 5t)(1− 7t)(1− 9t)(1− 11t)(1− 13t)(1− 17t)(1− 25t)
,
Z6(t) =
24(9− 451t+ 7292t2 − 37860t3)
(1− 6t)(1− 8t)(1− 10t)(1− 12t)(1− 14t)(1− 18t)(1− 20t)(1− 26t)(1− 36t)
.
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3. Formulas in Constant n: The Hands-on Approach
In this section we are interested in re-deriving the Zn(t) more directly, and finding the
closed formulas to prove Theorem 4. Using strictly discrete mathematics instead of the
generating function, we seek additional insight into the combinatorial structure of the se-
quences J(n, k).
The case J(1, k) = 1 for k > 0 is trivial from the recursion.
For n = 2, the recursion (2.3) becomes
J(2, k) = 4J(2, k − 1) +
1
2
k∑
j=0
(
k
j
)
J(1, j)J(1, k − j)
= 4J(2, k − 1) +
1
2
k∑
j=0
(
k
j
)
= 4J(2, k − 1) + 2k−1.
We now note that 4(4k−1 − 2k−2) + 2k−1 = 4k − 2k + 2k−1 = 4k − 2k−1 and since
the statement holds for k = 0, the claim on the values follows inductively.
That the value 4k − 2k−1 is the coefficient of xk in 12(1−2x)(1−4x) can be seen from
expansion: the coefficient is
1
2
(
4k + 4k−12 + 4k−222 + · · ·+ 2k
)
=
1
2
4k
(
1 +
1
2
+
1
4
+ · · ·+
1
2k
)
=
1
2
4k
(
2−
1
2k
)
= 4k − 2k−1.
For n = 3, the recursion (2.3) gives
J(3, k) = 9J(3, k − 1)+
1
2
· 2
k∑
j=0
[(
k + 1
j
)
J(1, j)J(2, k − j) +
(
k + 1
j + 1
)
J(2, j)J(1, k − j)
]
= 9J(3, k − 1) +
k∑
j=0
[(
k + 1
j
)(
4k−j − 2k−j−1
)
+
(
k + 1
j + 1
)(
4j − 2j−1
)]
= 9J(3, k − 1) + 2
k∑
j=0
(
k + 1
j + 1
)(
4j − 2j−1
)
= 9J(3, k − 1) +
1
2
k+1∑
i=0
(
k + 1
i
)
4i −
1
2
k+1∑
i=0
(
k + 1
i
)
2i
= 9J(3, k − 1) +
1
2
(1 + 4)k+1 −
1
2
(1 + 2)k+1
= 9J(3, k − 1) +
1
2
5k+1 −
1
2
3k+1. (3.6)
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Let us pause to note the process here. We added a term to the sum, namely the i = 0
term, which is the j = −1 case of 4j − 2j−1. However, this term is 0. We then complete
the binomial sum, changing the 4 to a 5, and the 2 to a 3.
Iterating the recursion with the form thus obtained, we obtain the closed formula for
J(3, k):
J(3, k) = 9J(3, k − 1) +
1
2
5k+1 −
1
2
3k+1
= 92J(3, k − 2) + 9 ·
1
2
(
5k − 3k
)
+
1
2
(
5k+1 − 3k+1
)
= · · · = 9kJ(3, 0) +
1
2
(
9k−1
(
52 − 32
)
+ · · ·+
(
5k+1 − 3k+1
))
=
1
2
9k+1 ·
(
1
9
(
51 − 31
)
+ · · · + 9−(k+1)
(
5k+1 − 3k+1
))
=
1
2
9k+1
[
k+1∑
i=1
(
5
9
)i
−
(
3
9
)i]
=
(
81
24
)
9k +
(
−75
24
)
5k +
(
18
24
)
3k.
To show that the generating function claim is true, we factor the last term of equation
(3.6):
J(3, k) = 9J(3, k − 1) +
1
2
5k+1 −
1
2
3k+1
= 9J(3, k − 1) +
1
2
(5− 3)
k∑
i=0
5k−i3i
= 9J(3, k − 1) +
k∑
i=0
5k−i3i.
The same recurrence and initial condition is satisfied by the coefficient of xk in
1
(1−3x)(1−5x)(1−9x) , as we can see by noting that this coefficient is the complete homo-
geneous symmetric polynomial in 3, 5, and 9:
[
xk
] 1
(1− 3x)(1− 5x)(1 − 9x)
=
∑
a+b+c=k
a,b,c∈N
9a5b3c
= 9
∑
a+b+c=k−1
a,b,c∈N
9a5b3c +
k∑
i=0
5k−i3i .
where
[
xk
]
f(x) denotes the coefficient of xk in f(x).
The n = 4 case is proved similarly. Begin by expanding the defining recursion for
J(n, k) using the formulas for J(1, k) through J(3, k). Gather symmetric expansions with
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the same binomial coefficients.
J(4, k) = 16J(4, k − 1)+
k+2∑
j=2
(
k + 2
j
)((
81
8
)
9j−2 +
(
−75
8
)
5j−2 +
(
18
8
)
3j−2
)
+
2
k+1∑
j=1
(
k + 2
j
)(
4j−1 − 2j−2
) (
4k−j+1 − 2k−j
)
.
Now complete the sums so that the bounds are
∑k+2
j=0 . The crucial observations at this
point are again that 4i−2i−1 = 0 for i = −1, and likewise
(
81
8
)
9i+
(
−75
8
)
5i+
(
18
8
)
3i = 0
for i ∈ {−1,−2}, and so the terms to be added are all 0.
Using the binomial theorem to sum, we find
J(4, k) = 16J(4, k − 1) +
(
25
2
)
10k +
(
−45
2
)
6k + (6) 4k + (8) 8k.
At this point the desired generating function can be shown to have coefficients given by the
same recursion. By iterating the recursion and summing the truncated geometric series, we
obtain the formula given in Theorem 4.

The values for the formula for J(4, k) are indeed zero at k ∈ {−1,−2,−3}, and so a
similar neat expansion holds for J(5, k). This property holds forever (to argue this, observe
the factor 1/(2t)n−1 in the expansion of Zn(t), and note that no automorphism has negative
order, so that the Zn(t) have no negative order terms; this implies that the sums vanish
for −n < k < 0). The process of completing the binomial, summing with the binomial
formula, and then iterating the recursion and summing the geometric series will thus provide
explicit formulas easily.
From the expansion of Zn(t) at the end of the previous section it is clear that the se-
quences J(n, ·) will all be tidy exponential sums with number of terms given by A069999,
and exponential bases themselves given by the sums of squares being counted by that se-
quence. The coefficients, then, constitute the hard part of the formulae to know in advance.
4. Formulas in Constant k
In this section we prove Theorem 4, showing that the sequences that solve our recurrence
for k = 0, 1 are respectively A007830 and A001865 in [10].
Theorem 4 (restated). For all n ≥ 1:
(a) J(n, 0) = nn−3 , or equivalently, I(n, 0) = nn−2n! .
(b) J(n, 1) = n!∑nµ=1 nn−µ−1(n−µ)! , or equivalently, I(n, 1) = 12 ∑nµ=1 nµ−2(µ−1)! .
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Proof. To prove (a), note that the recurrence for J(n, 0) reads as follows:
J(1, 0) = 1 ,
J(n, 0) =
1
2n(n− 1)
n−1∑
i=1
(
n
i
)
i2(n− i)2J(i, 0)J(n − i, 0) . (4.7)
For T (n) := nJ(n, 0) we obtain Dziobek’s recurrence [3] for Cayley’s formula:
T (1) = 1 ,
T (n) =
1
2(n − 1)
n−1∑
i=1
(
n
i
)
i(n− i)T (i)T (n − i) . (4.8)
This is thus solved by T (n) = nn−2 which is the sequence A000272 in [10]. Therefore,
we have J(n, 0) = nn−3.
To prove (b) we first recall the following Abel-type identity [9, p. 93]:
n(n+ y)n−1 =
n∑
i=1
(
n
i
)
i(−x+ 1)(−x+ i)i−2(x+ y + n− i)n−i.
For x = 0 and y = j the above formula specializes to
n(n+ j)n−1 =
n∑
i=1
(
n
i
)
ii−1(n+ j − i)n−i. (4.9)
We now proceed by induction on n. The result clearly holds for n = 1. We assume the
result to hold for all t in 0 < t < n. Then
J(n, 1) = nn−1 +
1
2
n−1∑
i=1

(n− 1
i− 1
)
ii−2(n − i)!
n−i∑
µ=1
(n− i)n−i−µ
(n− i− µ)!
+
(
n− 1
i
)
(n− i)n−i−2i!
i∑
µ=1
ii−µ
(i− µ)!


= nn−1 +
1
2n
n−1∑
i=1
(
n
i
)ii−1(n− i)! n−i∑
µ=1
(n − i)n−i−µ
(n − i− µ)!
+ (n− i)n−i−1i!
i∑
µ=1
ii−µ
(i− µ)!


= nn−1 +
1
n
n−1∑
µ=1
n−µ∑
i=1
(
n
i
)
ii−1(n− i)!
(n − i)n−i−µ
(n− i− µ)!
= nn−1 +
1
n
n!
n−1∑
µ=1
n−µ∑
i=1
ii−1
i!
(n− i)n−i−µ
(n− i− µ)!
.
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Now, formula (4.9) yields for n = m+ µ:
m∑
i=1
ii−1
i!
(m+ µ− i)m−i
(m− i)!
=
1
m!
m∑
i=1
(
m
i
)
ii−1(m+ µ− i)m−i =
m(m+ µ)m−1
m!
.
Substituting this into the previous line we obtain
J(n, 1) = nn−1 +
1
n
n!
n−1∑
µ=1
(n− µ)nn−µ−1
(n − µ)!
= nn−1 + n!
n−1∑
µ=1
nn−µ−2
(n− µ− 1)!
= n!
n−1∑
µ=0
nn−µ−2
(n− µ− 1)!
= n!
n∑
µ=1
nn−µ−1
(n− µ)!
as desired.
A natural question is whether the recurrence can be similarly simplified for k > 1. The
related sequences were not in the OEIS prior to this investigation, and examination of the
graph enumeration literature, both fundamental ([6, 1, 2]) and more recent, did not uncover
likely candidates for related generating functions. Attempts with Abel-type identities of
greater generality did not yield results that we considered useful, but the quest does not
seem theoretically implausible; the authors would be interested in observations that readers
might be able to provide.
A. Appendix: Graph Theoretic Basics
We give the mathematical definitions related to Feynman graphs (without external edges)
which are relevant for understanding the definition of I(n, k). Note that these concepts are
only included here to make the paper self-contained. For simplicity in the following we
shall refer to Feynman graphs simply as graphs.
Let A and B denote sets. By [A]2 we denote the set of all 2-element subsets of A. Also,
by 2A, we denote the power set of A, i.e., the set of all subsets of A. Finally, we recall that
the symmetric difference of the sets A and B is given by A△B := (A ∪B)\(A ∩B).
Let V = {vi}i∈N and K = {ea}a∈N be finite sets with V 6= ∅. Let E ⊆ [K]2 with
∪a∈Ea = K . Also, let the elements of E satisfy {ea, ea′} ∩ {eb, eb′} = ∅. In this context,
a graph is a pair G = (V ×K,E) together with the following mappings:
(a) ψ : K → V ;
(b) ϕ : E → [V ]2 ∪ V ; {ea, ea′} 7→ {ψ(ea), ψ(ea′)}.
The elements of V and E are called vertices and edges, respectively. The edges are un-
ordered pairs of elements of K . The elements of these pairs are called ends of edges. The
edges with both ends assigned to the same vertex are also called loops. Two or more edges
joining the same pair of distinct vertices, are called multiple edges. The degree of a vertex
is the number of ends of edges assigned to the vertex. Clearly, a loop adds 2 to the degree
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(a) (b)
Figure 1. (a) A loop; (b) A graph with multiple edges.
of a vertex. For instance, Figure 1 (a) shows a loop, while Figure 1 (b) shows a graph with
multiple edges.
Here, a path is a graph P = (V × K,E) together with the mappings ψ and ϕ, where
V = {v1, . . . , vn}, and ϕ(E) = {{v1, v2}, {v2, v3}, . . . , {vn−1, vn}}. Moreover, a cycle is
a graph C = (V ′×K ′, E′) together with the mappings ψ′ and ϕ′, where V ′ = {v1, . . . , vn},
and ϕ′(E′) = {{v1, v2}, {v2, v3}, . . . , {vn−1, vn}, {vn, v1}}. A graph is said to be con-
nected if every pair of vertices is joined by a path. Otherwise, it is disconnected. Moreover,
a tree is a connected graph with no cycles.
Furthermore, let G = (V ×K,E) together with the mappings ψ and ϕ denote a graph.
The set 2E is a vector space over the field Z2 so that vector addition is given by the symmet-
ric difference. The cycle space C of the graph G is defined as the subspace of 2E generated
by all the cycles in G. The dimension of C is called the cyclomatic number of the graph G.
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Now, let G = (V × K,E) together with the mappings ψ and ϕ, and G∗ = (V ∗ ×
K∗, E∗) together with the maps ψ∗ and ϕ∗ denote two graphs. An isomorphism between
the graphs G and G∗ is a bijection fV×K := fV × fK : V × K → V ∗ × K∗, where
fV : V → V
∗ and fK : K → K∗, which satisfies the following conditions:
(a) ψ(ea) = vi iff ψ∗(fK(ea)) = fV (vi),
(b) ϕ({ea, ea′}) = {vi, vi′} iff ϕ∗({fK(ea), fK(ea′)}) = {fV (vi), fV (vi′)}.
Clearly, an isomorphism defines an equivalence relation on graphs. In this context, an
automorphism of a graph G is an isomorphism of the graph onto itself. It is easy to verify
that the order of the groups of automorphisms of the graph of Figure 1 (a) is 2, while that
of Figure 1 (b) is 4.
Finally, note that in the context of Section 2, the number of connected graphs on the set
{1, ..., n} × {1, ..., 2(n + k − 1)} is (2(n + k − 1))!n!I(n, k).
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