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В работе анализируется современное состояние аппаратно-программных средств обработки интенсив-
ных потоков данных в реальном времени. Рассмотрены проблемы построения высокопроизводительного 
вычислительного комплекса обработки потоков данных на основе технологии IBM BigInsights. Демон-
стрируются возможности программного пакета Apache Spark для обработки временных рядов. Приведе-
ны примеры получения некоторых статистических характеристик временных рядов в реальном времени. 
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IBM InfoSphere BigInsights предоставляет богатый набор аналитических возможностей, 
позволяющий предприятиям выполнять низкозатратный анализ массивных неструктури-
рованных и структурированных данных в их исходном формате. Сочетает программное 
обеспечение с открытым кодом Apache Hadoop с инновациями IBM, включая сложную 
текстовую аналитику, IBM BigSheets для анализа данных и разнообразные функции для 
повышения производительности, безопасности и администрирования. Результатом явля-
ется низкозатратное решение для сложной аналитики больших объемов данных с друже-
ственным интерфейсом. 
Apache Spark (от англ. spark — искра, вспышка) — программный каркас с открытым ис-
ходным кодом для реализации распределённой обработки неструктурированных и сла-
боструктурированных данных, входящий в экосистему проектов Hadoop. В отличие от 
классического обработчика из ядра Hadoop, реализующего двухуровневую концепцию 
MapReduce с дисковым хранилищем, данная технология использует специализированные 
примитивы для рекуррентной обработки в оперативной памяти, благодаря чему позволя-
ет получать значительный выигрыш в скорости работы для некоторых классов задач [2], 
в частности, возможность многократного доступа к загруженным в память пользователь-
ским данным делает библиотеку привлекательной для алгоритмов машинного обуче-
ния[3]. 
Проект предоставляет программные интерфейсы для языков Java, Scala, Python, R. Напи-
сан в основном на Scala. Состоит из ядра и нескольких расширений, таких как Spark SQL 
(позволяет выполнять SQL-запросы над данными), Spark Streaming (надстройка для об-
работки потоковых данных) [1-8], Spark MLib (набор библиотек машинного обучения), 
GraphX (предназначено для распределённой обработки графов). Может работать как в 
среде кластера Hadoop под управлением YARN, так и без компонентов ядра Hadoop, 
поддерживает несколько распределённых систем хранения — HDFS, OpenStack Swift, 
NoSQL-СУБД Cassandra, Amazon S3. 
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Необходимость обработки временных рядов определило появление множества матема-
тико-статистических методов анализа, предназначенных для выявления структуры вре-
менных рядов и для их прогнозирования. Сюда относятся, в частности, методы регресси-
онного анализа. Выявление структуры временного ряда необходимо для того, чтобы по-
строить математическую модель того явления, которое является источником анализиру-
емого временного ряда. Прогноз будущих значений временного ряда используется для 
эффективного принятия решений. 
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