Abstract. Let R = K[t; σ], where K/F is a field extension and σ an automorphism of K. We study the eigenspace of a skew polynomial f ∈ K[t; σ] employing methods from nonassociative algebra, and obtain lower bounds on its dimension. When K/F is a cyclic Galois extension of degree n with Galois group Gal(K/F ) = σ , we show that the eigenspace of an irreducible polynomial f of degree m is a central simple algebra over a field extension of F and is determined by the minimal central left multiple of f .
Introduction
Let D be a unital associative division ring and R = D[t; σ, δ] be a skew polynomial ring, where σ is an automorphism of D and δ a left σ-derivation. For each skew polynomial f ∈ S[t; σ, δ] of degree m > 1, the eigenspace of f is defined as the set {g ∈ R | deg(g) < m and f g ∈ Rf }.
The eigenspace of f is an associative algebra. If f is a bounded polynomial, then the nontrivial zero divisors in the eigenspace are in one-to-one correspondence with the irreducible factors of f in D[t; σ, δ], e.g. cf. [10] . Therefore eigenspaces of skew polynomials regularly appear whenever skew polynomials are factorized, e.g. in results on computational aspects of operator algebras, or in algorithms factoring skew polynomials over F q (t) or finite fields, cf. [8, 9, 11, 12] . However, so far no one has taken our approach to investigate eigenspaces in the context of nonassociative algebras.
In 1967, Petit [18, 19] introduced a class of unital nonassociative algebras S f , which canonically generalize the quotient algebras R/Rf obtained when factoring out a right invariant f ∈ R of degree m. The algebra S f = D[t; σ, δ]/D[t; σ, δ]f is defined on the additive subgroup {h ∈ R | deg(h) < m} of R by using right division by f to define the algebra multiplication g • h = gh mod r f . In fact, the algebra S f with f (t) = t 2 − i ∈ C[t; ], the complex conjugation, appeared in [7] as the first example of a nonassociative division algebra. The properties of the algebras S f were studied in detail in [18, 19] , and for K a finite base field (hence w.l.o.g. δ = 0) in [16] . It turns out that the right nucleus of the nonassociative algebra S f is the eigenspace of f ∈ R. The eigenspace of f appeared implicitly already in classical constructions by Amitsur [1, 2, 3] , but was never recognized as the right nucleus of some nonassociative algebra. Thus if we know the right nucleus of S f and f is bounded, we can use it to find zero divisors in S f , to find irreducible factors of f , or to check if f is irreducible.
In this paper, we focus on the case that R = K[t; σ], where K/F is a field extension and σ ∈ Aut F (K) has finite order n, and find conditions under which a polynomial f ∈ R is reducible, without having to find a factor of f . Several of our results hold for any σ ∈ Aut F (K).
Note that cyclotomic extensions where F = Q and K = Q(η), with η a primitive p n th root of unity and p prime, which have Galois group Gal(K/F ) = σ = Z/p n Z, and Kummer The structure of the paper is as follows: In Section 1, we introduce the terminology. Our first main result is obtained in Section 2. We prove that for every monic irreducible f ∈ R of degree m, the right nucleus depends on the minimal central left multiple h(t) =ĥ(t n ) of f ,
, provided that h(t) = t n : Nuc r (S f ) is isomorphic to a central division algebra over the field Eĥ = F [x]/(ĥ(x)) of degree s = n/k, where k is the number of irreducible factors of h in R (Theorem 9). If n is prime or gcd(m, n) = 1, h(t) = t n , and f is not right invariant, then Nuc r (S f ) ∼ = Eĥ is a field extension of degree m.
In Section 3 we look at the elements in K that lie in the right nucleus for any f ∈ R and compute the nucleus of S f for some f . In Section 4 we determine when a power of t lies in the right nucleus. This yields some lower bounds on the dimension of the right nucleus as an F -vector space. These bounds can then be combined with the information that for irreducible f of degree m which are not right invariant, and where n is prime or gcd(m, n) = 1, the right nucleus is a field extension of F of degree m, to decide if certain polynomials f are reducible. We show that the quotient algebra
is a subalgebra of Nuc r (S f ) for monic polynomials f (t) ∈ F [t] ⊂ K[t; σ] (Theorem 26), and that therefore if L (σ,f ) = F , gcd(m, n) = 1, h(t) = t n and f is not right invariant, then f must be reducible (Corollary 30). Here, L (σ,f ) = Nuc r (S f ) ∩ K. In Section 5, we summarize for which types of skew polynomials which are not right invariant we can decide if they are reducible using our methods. This work is part of the first author's PhD thesis [17] written under the supervision of the second author. For more general results on eigenspaces of skew polynomials f ∈ D[t; σ, δ] the reader is referred to [17] .
1. Preliminaries 1.1. Nonassociative algebras. Let F be a field and let A be an F -vector space. A is an algebra over F if there exists an F -bilinear map A × A → A, (x, y) → x · y, denoted simply by juxtaposition xy, the multiplication of A. An algebra A is unital if there is an element in A, denoted by 1, such that 1x = x1 = x for all x ∈ A. We will only consider unital algebras. Nuc(A) is an associative subalgebra of A containing F 1 and x(yz) = (xy)z whenever one of the elements x, y, z lies in Nuc(A). The center of A is C(A) = {x ∈ A | x ∈ Nuc(A) and xy = yx for all y ∈ A}.
An F -algebra A = 0 is called a division algebra if for any a ∈ A, a = 0, both the left multiplication with a, L a (x) = ax, and the right multiplication with a, R a (x) = xa, are bijective. If A has finite dimension over F , A is a division algebra if and only if A has no zero divisors [20, pp. 15, 16 ].
1.2. Twisted polynomial rings. Let K be a field and σ an automorphism of K. The twisted polynomial ring K[t; σ] is the set of polynomials a 0 + a 1 t + · · · + a n t n with a i ∈ K, where addition is defined term-wise and multiplication by ta = σ(a)t for all a ∈ K. For f = a 0 + a 1 t + · · · + a n t n with a n = 0 define deg(f ) = n and put deg(0) = −∞.
is not a unit and it has no proper factors, i.e if there do not exist g, h ∈ R with deg(g), deg(h)
is a left and right principal ideal domain and there is a right division algorithm in R: for all g, f ∈ R, g = 0, there exist unique r, q ∈ R with deg(r) < deg(f ), such that g = qf + r [13, p. 3 and Prop. 1.1.14]. (Our terminology is the one used by Petit [18] and Lavrauw and Sheekey [16] 
if and only if f (t) = ag(t)t n for some a ∈ K × , g(t) ∈ C(R) and integer n ≥ 0.
1.3.
Nonassociative algebras obtained from twisted polynomial rings. Let K be a field, σ an automorphism of K with F = Fix(σ), and f ∈ R = K[t; σ] of degree m. Let mod r f denote the remainder of right division by f .
The skew polynomials of degree less that m canonically represent the elements of the right
together with the usual addition and the multiplication
is a unital nonassociative ring S f , also denoted by K[t; σ]/K[t; σ]f . We will usually drop the • notation and simply use juxtaposition for multiplication in S f . S f is a unital nonassociative algebra over the subfield
We call the algebras S f Petit algebras as the construction goes back to Petit [18] . S f is a K-vector space of dimension m with basis t 0 = 1, t, . . . , t m−1 . S f is associative if and only if f is (right) invariant, i.e. Rf a two-sided ideal in R. Moreover,
This means that the right nucleus is the eigenspace of the polynomial f ∈ R. If S f is not associative then
Also note that
If a 0 is invertible or if t is left invertible in S f , the two sets are equal [18, (14) ], [5, Proposition 7.4 (iii)], implying that
Let f be irreducible and S f be a finite-dimensional F -vector space or free of finite rank as a right Nuc r (S f )-module. Then S f is a division algebra. Conversely, if S f is a division algebra then f is irreducible. S f is associative if and only if f is right invariant. In that case, S f is the usual quotient algebra. 
This implies that
Nuc r (S f ), hence we obtain the assertion.
Suppose f ∈ K[t; σ] is bounded. Then f is irreducible in K[t; σ] if and only if Nuc r (S f ) is a division algebra. Moreover, it is well known that each nontrivial zero divisor q of f in Nuc r (S f ) gives a proper factor gcrd(q, f ) of f , e.g. see [10] .
, and S f is a division algebra.
Proof. Suppose that Nuc r (S f ) contains no nontrivial zero divisors and that f (t) is bounded, then f (t) is irreducible in K[t; σ]. Since f (t) is bounded and irreducible in K[t; σ], S f is free of finite rank as a Nuc r (S f )-module, and S f is a division algebra.
If K/F is a cyclic Galois extension of degree n with Gal(K/F ) = σ , then every f is bounded. Therefore in that case Nuc r (S f ) is a division algebra if and only if f is irreducible in R, if and only if S f is a division algebra.
If f ∈ R has degree 1 then S f ∼ = K, and for all a ∈ K × we have S f = S af . In the following, we thus usually assume that f is monic and always that it has degree m ≥ 2. Furthermore, we always assume that σ = id.
The Right Nucleus of S f for irreducible f
In this Section, let K be a field extension and σ an automorphism of K of finite order n with fixed field F . Recall that R = K[t; σ] has center
and observe that
degree n with Galois group Gal(K/F ) = σ , all polynomials f ∈ R are bounded. In [16] , Lavrauw and Sheekey determine the size of the right nucleus of S f for irreducible monic f ∈ F q n [t; σ], where F = F q with q = p e for some prime p and integer e and Lemma 4] . We generalize this result.
For any f ∈ R we define the minimal central left multiple of f in R to be the unique monic polynomial of minimal degree h ∈ C(R) ∼ = F [x] such that h = gf for some g ∈ R, if it exists.
Every bounded polynomial f ∈ R has a minimal central left multiple, if the greatest common right divisor of f and t is 1 (i.e. (f, t) r = 1):
(ii) Let f be irreducible and bounded in R such that (f, t) r = 1, and let h =ĥ(t n ) be its
Proof. (i) Let f * be a bound of f . Then f * is unique up to scalar multiplication by elements in K × and by definition, Rf * is the (unique) largest two-sided ideal of R contained in the left ideal Rf . The assumption that (f, t) r = 1 implies that f * ∈ C(R) [10, Lemma 2.11]) thus f * is the unique minimal central left multiple of f up to some scalar.
on the right, thenâ(t n ) is a left multiple of f of degree less thanĥ(t n ), contradicting the minimality of h. Therefore f does not divideâ(t n ). Since f is irreducible, we have that gcrd(f,â(t n )) = 1, and since R is a right Euclidean domain, there exist p, q ∈ R such that
Multiplying through byb(t n ) on the right gives
therefore we get Remark 5. Let K/F be a cyclic Galois extension of degree n with Galois group Gal(K/F ) = σ . Then the minimal central left multiple of a monic polynomial f ∈ R = K[t; σ] of degree m with (f, t) r = 1 equals the minimal polynomial of the matrix [8] ) Suppose that h ∈ R is such that h =ĥ(t n ) for some monicĥ ∈ F [x] and eitherĥ(x) = x, or h has nonzero constant term. Then the quotient algebra R/Rh has center
Lemma 6. (for finite fields this is
So suppose thatĥ(x) = x, and h has nonzero constant term h 0 . Let
Now letā ∈ C(R/Rh), thenā = a + Rh for some a ∈ R such that deg(a) < deg(h) = mn, and (a+Rh)(b+Rh) = (b+Rh)(a+Rh) for all b ∈ R, which is equivalent to ab+Rh = ba+Rh for all b ∈ R. This means that for all b ∈ R, we have
As (1) is satisfied for all b ∈ R, let b ∈ K and suppose r b = 0. By comparing degrees on both sides of Equation (1), we obtain
This is a contradiction; thus we conclude r b = 0 and ab = ba, i.e. a commutes with all elements of K. Now suppose that b = t. Assume that r t / ∈ K, so deg(r t ) ≥ 1. Comparing degrees yields
which is a contradiction, thus r t ∈ K. Comparing constant terms on both sides of (1), we see that r t h 0 = 0, where h 0 is the constant term of h. This implies that either r t = 0 or h 0 = 0. Since h 0 = 0 this forces r t = 0, and at = ta, i.e. a commutes with t, and therefore by induction, also with t j . Thus a ∈ C(R). Hence for allā ∈ C(R/Rh), there exists a ∈ C(R) such thatā = φ(a) ∈ φ(C(R)), and so C(R/Rh) = φ(C(R)). Due to this, any elementā ∈ φ(C(R)) can be written in the formā = a + Rh for some
, where deg(a) < deg(h). Moreover, φ(C(R)) inherits the multiplication of R/Rh. Define a map from φ(C(R)) to F [x]/(ĥ(x)) which fixes elements of F and maps t n +
Rh to x + (ĥ(x)). This yields an F -algebra isomorphism and thus
). This is a commutative algebra over
h(x) = x, and such thatĥ is irreducible in
We note for the next section that for irreducible monic f ∈ R, it is straightforward but tedious to check that the following statements are equivalent:
2.1. When K/F is finite. Let K/F be a cyclic Galois extension of degree n with Galois group Gal(K/F ) = σ .
Theorem 9. Let f ∈ R = K[t; σ] be monic and irreducible of degree m such that f (t) = t, and let h(t) =ĥ(t n ) be its minimal central left multiple.
k is the number of irreducible factors of h, and
In particular, this means that deg(ĥ) = 
Moreover, s divides m. (ii) If n is prime and f not right invariant, then
Proof. (i) The minimal central left multiple h of f is a two-sided maximal element in R in the terminology of [13] , and h = gf for some g ∈ R by the definition of h. Since R is a principal ideal domain, the irreducible factors h i of any factorization h = h 1 h 2 · · · h k of h into irreducible polynomials are all similar as polynomials. This implies that all irreducible factors of h have the same degree.
Moreover, R/Rh is a simple Artinian ring with
Since f is an irreducible divisor of h with h = gf for some g ∈ R, we thus obtain that
, and therefore
In particular, here h has degree km and since f is irreducible, Nuc r (S f ) is a division algebra. Now R/Rh is a central simple algebra over Eĥ and so Nuc r (S f ) is a central division algebra over Eĥ of dimension s 2 . Comparing the dimensions of R/Rh and
In particular, this implies that deg(h) = nm/s and deg(ĥ) = m s . (ii) If n is prime then in the above proof n = ks forces s = 1, so that here
Since Nuc r (S f ) is a subalgebra of S f , comparing dimensions we obtain that This observation generalizes as follows by induction: 
, and m divides n. This case occurs whenĥ(
Proof. Since s divides m by Theorem 9, s = 1 which implies (i), or s = m. If s = m then h has degree one and so F = Eĥ. Furthermore, then the right nucleus must have degree m as a central simple algebra over F . Thus f is not right invariant. Since here we have deg(h) = km = n, m also must divide n in this case.
We therefore found examples of polynomials f ∈ R whose eigenspace is a central simple algebra over F . Thus for any splitting field L of Nuc r (S f ) of degree m, the polynomial f in case (ii) will be reducible in L[t; σ], in case it was not reducible before. 
) is a subfield of the right nucleus of degree m (Proposition 2), hence must be all of the right nucleus, since that has dimension m due to our assumptions (Theorem 9 (ii), Corollary 11 (ii)).
The elements of K that lie in the right nucleus
In this section, unless stated otherwise, let K/F be a field extension and σ ∈ Aut F (K). In order to better understand the right nucleus of any polynomial f ∈ K[t; σ], we now investigate which elements of K lie in Nuc r (S f ). Define
We call d ∈ K a (right) semi-invariant element with respect to f if f d ∈ Kf . Let M be a subfield of K. We say that f is M -weak semi-invariant if f M ⊂ Kf . If f is K-weak semi-invariant, it is (right) semi-invariant [5] .
Let
In particular, this means that [t k , t m−k , d] = 0 for any k ∈ {1, 2, . . . , m − 1}, i.e.
[t
and thus 
Corollary 15. If f is not (right) invariant, then
Nuc(S f ) = L (σ,f ) .
Proof. If f is not (right) invariant then S f is not associative and thus Nuc
l (S f ) = Nuc m (S f ) = K. Therefore Nuc(S f ) = Nuc l (S f ) ∩ Nuc m (S f ) ∩ Nuc r (S f ) = K ∩ Nuc r (S f ) = L (σ,f ) .
Lemma 16. Let d ∈ K. Then d is a semi-invariant element with respect to f if and only if
Comparing the coefficients of t m gives c = σ m (d). Comparing the coefficients of t i for
Thus L (σ,f ) contains exactly the semi-invariant elements d ∈ K with respect to f .
If a i = 0, this is trivially true. So suppose that a i = 0, then
From now on we denote the indices of the nonzero coefficients
We denote the set of these indices by
If it is clear from the context which f is used, we simply write Λ.
Proposition 18.
This yields the assertion.
In particular, if f is not right invariant then
Nuc(S f ) = F. Proof. Let u ∈ L (σ,f ) , then σ m (u)a m−1 = a m−1 σ i (u) yields σ(u) = u, hence u ∈ F . This implies immediately that L (σ,f ) = F.
Lemma 20. Let K/F be a cyclic Galois extension of degree n with Galois group
Proof.
Therefore σ u1 = σ v1 , and similarly σ u2 = σ v2 (note that also E = Fix(σ v1 ) ∩ Fix(σ v2 )). Now Gal(K/E) is a cyclic subgroup of σ . Thus there exists a smallest integer e, 1 ≤ e < n, such that Gal(K/E) = σ e .
E is a subfield of Fix(σ v1 ), which means that σ v1 is a subgroup of σ e , and e divides v 1 . Similarly, we get that e also divides v 2 . Therefore e is a common divisor of v 1 and v 2 . 
for some τ 1 , τ 2 ∈ Z. Now σ e = Gal(K/E) = σ v1 , σ v2 , and so σ e ∈ σ v1 , σ v2 . Hence σ e = σ xv1+yv2 for some y, z ∈ Z, and so we take e = xv 1 + yv 2 + zn for some z ∈ Z. Let d = gcd(v 1 , v 2 , n). Then d divides v 1 , v 2 and n, by definition. Therefore d divides αv 1 + βv 2 + γn for any α, β, γ ∈ Z; in particular d divides xv 1 + yv 2 + zn = e. In summary, we have shown that e is a common divisor of v 1 , v 2 , and n, and d = gcd(v 1 , v 2 , n) divides e; so we must have that d = e. Moreover,
Hence we obtain that Gal(K/E) = σ d , and
(ii) This follows by induction from (i).
Theorem 21. Let K/F be a cyclic Galois extension of degree n with
Gal(K/F ) = σ . If d = gcd(m − λ 1 , m − λ 2 , . . . , m − λ r , n), then L (σ,f ) = Fix(σ d ), that is [L (σ,f ) : F ] = gcd(n,
d), and if f is also not right invariant, then
In particular, L (σ,f ) = F if and only if d = 1.
Proof. By Corollary 18, we have
Therefore it follows that L (ii) is equivalent to (i).
Powers of t that lie in the right nucleus
4.1. Throughout this section, let K/F be a field extension and σ ∈ Aut F (K).
Proof. (i) and (ii) are equivalent by [18, (16) ] and (ii), (iii), (iv) and (v) are equivalent by [18, (5) ].
We obtain the following weak generalization of Theorem 23:
In particular, then
i.e. f t k ∈ Rf , and so t k ∈ Nuc r (S f ) as claimed.
Since
is an F -sub vector space of Nuc r (S f ).
(ii) If m = qs + r for some positive integers q, r with 0 < r < s, then
Proof. (i) Since a i ∈ Fix(σ s ), we have that t s ∈ Nuc r (S f ) by Theorem 24. Since the right nucleus is a subalgebra of S f , this implies that t 2s , . . . ,
, and so L (σ,f ) t js ⊂ Nuc r (S f ) for any j ∈ {0, 1, . . . , q}. Therefore
as claimed.
(ii) We have t s ∈ Nuc r (S f ). Again since Nuc r (S f ) is a subalgebra of S f , this implies that
, hence the assertion as in (i).
Note that the powers t qs , t
but they need not be equal to polynomials in t s , since qs, (q + 1)s, (q + 2)s, · · · ≥ m.
is a subalgebra of Nuc r (S f ).
Applying σ to both sides gives
, and since L (σ,f ) is a division ring by Lemma 17, σ| L (σ,f ) is necessarily injective. Finally, let y ∈ L (σ,f ) . Then there exists x ∈ K such that σ(x) = y, as σ is an automorphism of K. Since y ∈ L (σ,f ) , we have that
Applying σ −1 to both sides gives
But a i ∈ F for each i, and so σ −1 (a i ) = a i for each i. So we have
, and since a i ∈ F for all i, we have that t j ∈ Nuc r (S f ) for all
is contained in the right nucleus. Therefore L f is a subalgebra of Nuc r (S f ). 
Corollary 27. Suppose that f (t) ∈ F [t] is monic and not right invariant such that f (t) = t, and let
h =ĥ(t n ) be its minimal central left multiple. Define L f = L (σ,f ) [t; σ]/L (σ,f ) [t; σ]f (t).
If f is irreducible and [L
is a subalgebra of Nuc r (S f ) (Theorem 26). If f is irreducible then Nuc r (S f ) has degree ms over F by Theorem 9, therefore comparing the degrees of the field extensions we obtain the assertion.
We also obtain the following well-known result (cf. [13] ):
Corollary 28. Let K/F be a cyclic Galois extension of degree n with Gal(K/F ) = σ , and let f (t) = g(t n )t l for some integer l ≥ 0 be monic. Then S f is associative and hence f right invariant.
Proof. By Theorem 26, we know that
is a subalgebra of the right nucleus. Since m − λ j is a multiple of n for all λ j ∈ Λ, it follows that
is a subalgebra of Nuc r (S f ) that is all of S f , i.e. S f is an associative algebra.
4.2. In this Section, let K/F be a cyclic Galois extension of degree n with Galois group Gal(K/F ) = σ and f monic of degree m. We assume that n is either prime or that gcd(m, n) = 1, so that Nuc r (S f ) ∼ = Eĥ is a field extension of F of degree m by Theorem 9 (ii) and Corollary 11 (ii).
As a direct consequence of Proposition 25, we obtain: 
If f is irreducible, we know that the right nucleus has dimension m as an F -vector space, hence we obtain the assertion in (i) and (ii). In particular, in (ii) we know that if [L (σ,f ) :
is a cyclic Galois field extension. Write σ = σ| L (σ,f ) for ease of notation.
is a subalgebra of Nuc r (S f ). In particular, if L (σ,f ) = F and f is not right invariant, then
Proof. The algebra 
• Suppose that f has degree m = 3q ≥ 4, then Nuc
). If this f is also irreducible and not right invariant, then a 0 = 0, and [Nuc r (S f ) : F ] = m. Thus in this case the right nucleus equals the sub vector space which implies that
).
• Suppose that f ∈ Q(ζ
is not right invariant in R, then:
Example 32. Let F 16 = F ( a) with a 4 = a + 1 and K = F 16 (z) be the rational function field over F 16 . Define σ : K −→ K, σ(t) = a 5 t, then σ has order 3 and 
is a sub vector space of Nuc r (S f ).
• Let f (t) = t 2 + 
has degree 2, and h has degree 6 = mn. Therefore f is irreducible and
by Proposition 8.
4.3. The case n < m. Let K/F be a cyclic Galois extension of degree n with Galois group Gal(K/F ) = σ and ord(σ) = n < m.
Then there exist integers q, r such that q = 0, and m = qn+r where 0 ≤ r < n. Moreover, we have
By Theorem 24 this yields:
: F ] and
(ii) If m = qn + r for some positive integers q, r with 0 < r < n, then
If we assume that n is either prime or gcd(m, n) = 1, f is not right invariant with (f, t) r = 1, as well as Then m = qs + r for some integers q, r with 0 ≤ r < s, and f (t) = g(t s )t r , where g is a
Proof. By Theorem 21, we have that
. . , m − λ r , n) = s if and only if m − λ j is a multiple of s for all λ j ∈ Λ. But m − λ j is equal to a multiple of s if and only if λ j = r + sl for some integer l such that 0 ≤ l < q (since m = qs + r). Therefore we obtain Λ ⊂ {r, r + s, r + 2s, . . . , r + (q − 1)s}. Thus
The right nucleus of S f for low degree polynomials
We now use the previous results to explore the structure of Nuc r (S f ) for some polynomials of low degree. The same arguments then apply for higher degree as well. We assume that K is a cyclic Galois field extension of finite degree n over F with Gal(K/F ) = σ . We repeatedly use that [Fix(σ s ) : F ] = gcd(n, s). (1) If f (t) = t 2 − a 0 with a 0 ∈ K × , then L (σ,f ) = Fix(σ 2 ).
(2) If f (t) = t 2 − a 1 t − a 0 with a 1 ∈ K × , then L (σ,f ) = F .
Note that if n = [K : F ] is even, then σ 2 has order n 2 in Gal(K/F ), which means that F = Fix(σ 2 ). If n is odd, then gcd(n, 2) = 1, therefore Fix(σ 2 ) = F .
If we additionally assume that f (t) ∈ F [t], then we obtain: (ii) We know L (σ,f ) = Fix(σ 3 ) by (2) , and hence 
Conclusion
Let K/F be a cyclic Galois extension of degree n with Galois group Gal(K/F ) = σ . We assume that n is either prime or that gcd(m, n) = 1 for m the degree of the polynomial f we look at. Furthermore, if f (t) ∈ F [t] then we can use the fact that
is a subalgebra of Nuc r (S f ) to look for zero divisors in Nuc r (S f ) in order to factor f .
