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s We are studying the following problem (where e is the group identity)
where ξ is the spatial angular velocity of the coordinate frame g Not so many papers addressing optimal control with state penalty! s g − e 2 Q = tr((g − e) T Q(g − e)), a weighted squared Frobenius norm. In particular, for Q = I, we simply get g − e 2 = 2tr(e − g).
s
The main theoretical tool we use is the Pontryagin's Maximum Principle for Lie groups (e.g., Jurdjevic, 1997, Chapter 12)
has a unique local minimum on SO(3) × R 3 for (g, ξ) = (e, 0)
s For unconstrained optimal control problems, the PMP requires one to form the pre-Hamiltonian function
where p ∈ T * SO(3) is the adjoint state.
s Then, one defines the Hamiltonian H :
with associated optimal control
s The PMP states that, for extremal trajectories, the state and adjoint variables must satisfy the Hamiltonian equationṡ
with suitable boundary (aka transversality) conditions.
s It is possible to define a diffeomorphism between T * SO(3) and the direct product SO(3) × g * , i.e., the bundle is trivial.
s The diffeomorphism is constructed using p = (T R g −1 ) * µ where p ∈ T * SO(3) and µ ∈ g * .
s Main tool in the trivialization:
s Equivalent necessary conditions for optimality can be obtained using a right-trivialized version of the Hamiltonian equations.
s The right-trivialized pre-Hamiltonian
where µ ∈ so * (3) is the right-trivialized adjoint variable.
s For our problem
Minimizing the pre-HamiltonianĤ + with respect to the input ξ, we obtain the right-trivialized Hamiltonian
where the associated optimal control is
s The PMP requires the optimal state-adjoint trajectory to satisfy the following right-trivialized Hamiltonian equationsġ
with boundary conditions g(0) = g 0 and lim T →∞ µ(T ) = 0.
s For our problem, one sees that
s The right-trivialized Hamiltonian equations describe a mechanical system:
Scalar control weighting R = rI
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s For the special case Q = I and R = rI, r > 0, r ∈ R, we can obtain explicit expressions for the value function and optimal feedback s Define
The set Π is the set of all rotation matrices which define a rotation of π radians about some axis.
s The value function is
Note that V (g) is continuous on SO(3) but it is not differentiable on Π.
s Minimum value attained at g = e, where V (g) = 0.
s Maximum value attained at g ∈ Π, where V (g) = 4 √ r.
s Recall that ξ * (t) = −R −1 µ(t) and w(g) :
The optimal control is a function of (right-trivialized) adjoint variable µ.
) is a function of the state! s As we will soon explain, g(t) → 0 and µ(t) → 0 for t → ∞: The trajectory (g(t), µ(t)), t ≥ 0, lives in the stable manifold of the equilibrium point (e, 0) ∈ G × g * .
s This fact (explained in details in the paper Saccon et al., 2010, NOLCOS) is due to the existence of a stable Lagrange submanifold for the Hamiltonian equations, passing through the point (e, 0) in T * SO(3).
s (e, 0) ∈ SO(3) × g * is a hyperbolic equilibrium point! Stable and unstable manifolds are present.
s (e, 0) ∈ T * SO(3) is also hyperbolic for the (non-trivialized) Hamiltonian equations s A Lagrangian submanifold of a Hamiltonian system of dimension 2n is a submanifold of dimension n in which the symplectic form vanishes s In (Van der Schaft, 91) it is shown that the stable manifold of an hyperbolic equilibrium point is Lagrangian.
s The stable submanifold {(g, p s (g)) ∈ T * SO(3)|g ∈ SO(3)/Π} is the graph of the 1-form p s (g).
s A 1-form is closed if and only if it is a graph of a Lagrangian submanifold (Abraham and Marsden, 87) s as SO(3)/Π is simply connected, p s (g) is exact.
s It should not be surprising that p s (g) = ∂V (g)/∂g.
s Note that this is a standard fact: In the standard LQR, the optimal control satisfies u * (t) = −R −1 B T p(t) = −R −1 B T P x(t), with P the stabilizing solution of the Riccati equation.
s In the linear case the Lagrangian submanifold is just the stable subspace (x, P x) ∈ R n × R n , x ∈ R n .
s Returning to our problem...
s We have also showed that V (g) = 2 √ r(2 − 1 + tr(g)) is the viscosity solution of the associated HJB equation.
s For a infinite horizon optimal control problem, the HJB equation is max ξ −Ĥ(g, ξ, DV (g)) = −H(g, DV (g)) = 0 . s Understanding this on a Lie groups is a "little" tricky...
