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Abstract 
 
Seismic first-arrival tomography is a technique currently experiencing a renaissance in 
popularity due to the simplicity of implementation and promising results for delineating a variety 
of subsurface targets.  The purpose of this study is to investigate seismic first-arrival tomography 
in a variety of settings and applications, and thus to provide a solid framework for future work.  
The study largely consists of two separate themes, hydrogeophysics and low-velocity anomaly 
detection.  Hydrogeophysics is an emerging field whereby measured geophysical properties are 
used as proxies for physical properties of the subsurface.  This study represents one of the first 
high-resolution hydrogeophysical investigations in the upper three meters of the subsurface using 
seismic first-arrival tomography, and consists of detecting shallow high-velocity zones that are 
interpreted to be perched water bodies on the basis of geophysical and hydrologic evidence.  The 
delineation and imaging of the perched water bodies is further advanced using trend-analysis 
techniques.  A second theme of this dissertation is the optimization of methods for delineating 
low-velocity anomalies at depth using seismic first-arrival tomography.  In order to locate a low-
velocity zone at Oak Ridge, Tennessee, multiple seismic lines were collected and correlated with 
site-wide geology.  The integration of geologic and geophysical data-sets assisted in developing 
a comprehensive transport conceptual model, and provided a predictive framework for future 
geophysical investigations at Oak Ridge.  As a second component of this theme, a systematic 
methodology for detecting and delineating shallow low-velocity zones is developed. 
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1.  Introduction 
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1.1 Motivation 
    Near-surface geophysics includes a large variety of techniques and objectives, but often is 
confined to characterizing the upper 200 meters of the subsurface.  The basis of nearly all near-
surface geophysical measurement techniques is to determine how a specific property varies in 
the subsurface, with the usual objective of either mapping this variation (e.g., determining 
stratigraphy) or assigning the variation to a specific target (e.g., discrete anomaly detection).  
Seismic measurements in particular are sensitive to the propagation velocity of elastic waves in 
the subsurface that is dictated by the bulk modulus, shear modulus, and density.  Changes in 
these three parameters in the shallow subsurface are usually associated with changes in water 
content, rock competency (degree of weathering), types of rocks (lithology), and soil types.  
Thus, for example, seismic first-arrival tomography (SFT) can be used to create 2D velocity 
images of the subsurface, and the velocities associated with these images are used as a proxy to 
infer physical properties.  In many cases, the physical properties are measureable using multiple 
geophysical techniques, and there is a preferred geophysical method for investigating certain 
phenomena (e.g., electromagnetic techniques have proven particularly successful at mapping 
variations in water content in the subsurface).  The caveat is that due to varying site and 
environmental conditions not all techniques are able to be implemented at a specific location.  
Despite the demonstrated success of electromagnetic measurements in mapping water content, 
for instance, the method may not work well due to a prevalence of highly-conductive soils at the 
site that degrades effectiveness of the technique.   
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    In this context, we have investigated seismic travel-time tomography for characterizing 
shallow (0-3m depth) subsurface perched water bodies and deeper (5-15m depth) low-velocity 
zones.  It is plausible that a different geophysical technique would prove equally or more 
effective at delineating these features; however, at the Oak Ridge Integrated Field Research 
Center (ORIFRC), electromagnetic techniques are largely ineffective due to highly conductive 
contaminants in the subsurface.  In addition, the SFT technique is fairly robust, and is able to 
accommodate the difficult site conditions at the ORIFRC.  Thus, this investigation is motivated 
by a scientific need to delineate these features in a complex site setting that precludes or 
complicates many other commonly applied techniques, and the corresponding lack of literature 
associated with using seismic methods in this type of investigation.    
 
1.2  Significance of Study 
    The research presented here investigates the usage of surface seismic P-wave first-arrival 
tomography applied to geologic problems.  In many near-surface investigations, first-arrival 
tomography is an extremely robust and easily implemented technique.  It is significantly easier to 
acquire and process near-surface first-arrival tomography data in comparison to near-surface 
reflection techniques (e.g., Steeples and Miller, 1998; Baker et al., 1999).  However, the 
resolution associated with tomographic inversions is typically considerably less than reflection 
methods (Sheehan et al., 2005).  In many cases, tomographic techniques are used for gross 
characterization of a site (e.g., depth to bedrock, depth to water table), and have been sparingly 
applied for locating karst and other near-surface anomalies (e.g., Belfer et al., 1998; Sheehan et 
4 
 
al., 2005).  As Baker and others (1999) demonstrated, shallow seismic reflection techniques 
require a significantly different approach to data acquisition and processing than its deeper 
counterpart.  Similarly, seismic first-arrival tomography requires a different approach and 
methodology for near-surface investigations.  Thus, the significance of this research is in part: 
(1) establishing protocol and methodology for near-surface seismic travel-time tomography, (2) 
application of near-surface seismic travel-time tomography to diverse geologic problems, and (3) 
developing new techniques for delineating shallow velocity features.  
 
1.3  Objectives and Organization 
    The ORIFRC site provides an ideal setting for investigating seismic travel-time techniques for 
a specific applied objective.  A previously documented seismic low-velocity zone and poorly 
understood hydraulic recharge near a contaminant source plume provide motivation for using 
SFT techniques to delineate these features.  The results of the investigations guided both 
remediation efforts and as input for site-wide modeling efforts.  More importantly, the work at 
the ORIFRC provides methodologies for future near-surface SFT.     
    The following experiments and hypotheses concerning the geophysical investigations at the 
ORIFRC are addressed.  Hypothesis statements are in italics, and the chapter in which they are 
addressed is in parentheses. 
    1 (Chapter 2).  Hydraulic recharge is believed to be the dominant control on contaminant 
remobilization at the ORIFRC.  This is due to both the spatial location of the site (i.e., it is 
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located on a groundwater divide) as well as remnant construction and anthropogenic alteration 
of the subsurface (i.e., the site was capped and a parking lot was subsequently constructed 
resulting in a large flux of surface water during rainfall events, and a highly permeable fill 
placed over highly impermeable saprolitic shale).  The infiltration of water in this complex 
environment results in perched water bodies that ultimately control the locations of preferential 
recharge. 
    In order to investigate infiltration at the ORIFRC, a series of SFT profiles were collected.  The 
seismic profiles represent time-lapse 2D slices of velocity variations, and localized increases in 
velocity are attributed to the development of perched water bodies at the site.  The image of the 
perched water bodies is further enhanced by employing trend-analysis images, whereby we 
subtracted the regional velocity trend.  In accompaniment with hydrologic data collected from 
four separate wells, we inferred both the spatial location and extent of the perched water bodies 
in association with rainfall events.  We therefore successfully demonstrate that SFT can be 
employed as a high-resolution tool for investigating vadose zone fluid transport. 
2 (Chapter 3.)  A seismic low-velocity zone detected at the ORIFRC correlates with electrical 
resistivity measurements that indicate the presence of contaminants.  It is believed the low-
velocity zone is regional, and provides a high-hydraulic conductivity pathway relative to the 
surrounding medium for contaminant transport. 
    In order to investigate the low-velocity zone at the ORIFRC, a series of SFT profiles were 
collected at various offsets along strike from the contaminant source.  In addition to the seismic 
profiles, borehole lithologic data were projected and correlated with the seismic lines.  The 
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results of this experiment provide a predictive framework for future geophysical investigations, 
and assign meaningful geologic interpretations to observed geophysical phenomena.      
3 (Chapter 4.)  Travel time perturbations associated with low-velocity zones can be stacked 
(vertically summed) on the basis of source-to-receiver offset.  This stacking increases resolution 
of discrete targets, and provides a new methodology for determining the location of shallow low-
velocity anomalies. 
    As a natural corollary to work associated with hypotheses 1 and 2, we investigated 
methodologies for determining the location of shallow low-velocity features on the specific basis 
of observed travel times (rather than error-minimized tomographic analysis).  Due to the subtle 
perturbations associated with shallow targets of limited spatial size, this approach avoided using 
tomographic reconstructions that naturally smooth perturbations associated with heterogeneity.  
Thus, the location of a low-velocity anomaly can be constrained by visually locating summed 
first-arrival perturbations and application of a geometric method  to determine location. 
 
1.4  Study Area 
    In 2007, the U.S. Department of Energy (DOE) established the Oak Ridge Integrated Field-
Research Challenge (ORIFRC) to investigate the rates and mechanisms of in situ immobilization 
of contaminants in the subsurface.  The S-3 ponds (Figure 1) were constructed in 1951 for 
waste-disposal activities. They consist of four unlined ponds ~5 m deep and covering an area of 
~120  120 m, with a total storage capacity of ~10 million gal (37,854,000 L) for all four ponds 
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Figure 1.  Aerial photo of the S-3 ponds at the Y-12 Oak Ridge National Laboratory.  The parking lot was constructed on top of the 
former ponds.   
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(U.S. DOE, 1997).  A variety of liquid and sludge wastes composed principally of nitrate, 
metals, and various radionuclides (e.g., uranium and technetium) are known to have been 
disposed of in the S-3 ponds (Watson et al., 2005).  Total contaminant-mass estimates vary; 
however, from 1951 to 1983 the ponds received ~2 million gal (7,571,000 L) of liquid waste per 
year that consisted of condensate mixed with nitric acid and aluminum nitrite in various 
concentrations (U.S. DOE, 1997).  Additional wastes, including sludge from clean-up activities, 
aerosol cans, and contaminated sediments, were disposed of in the S-3 ponds, but precise mass 
estimates were not available (U.S. DOE, 1997).  The ponds were neutralized and denitrified 
during 1983–1984, and they were filled and capped in 1988 under the Resource and 
Conservation Recovery Act (U.S. DOE, 1997).  The ponds were unlined, so infiltration and 
density-driven flow has resulted in an extensive contaminated groundwater plume in the 
underlying geologic media.  That contaminated groundwater has continued to act as a secondary 
contaminant source (Watson, et al., 2005). 
    The hydrogeophysics research site is directly adjacent to the former S-3 ponds (in a 
southwesterly direction) and is oriented perpendicular to the predominant direction of 
groundwater flow, parallel to geologic strike (Solomon et al., 1992). The underlying geology 
(Figure 2) is dominated by the presence of the Nolichucky Shale, a member of the Cambrian 
Conasauga Group, which dips ~45° to the southeast and strikes N55 E (Hatcher et al., 1992; 
Watson, et al., 2005).  The competent Nolichucky Shale transitions toward the ground surface 
into a less-competent, weathered bedrock (i.e., saprolite) that retains the fracture and bedding 
attributes of its parent rock (Watson, et al., 2005). The hydrology of the research site is 
extremely complex as a result of remnant anthropogenic alterations of the site, such as up to 7 m  
9 
 
  
Figure 2.  Conceptual model for underlying geology at the Oak Ridge Integrated Field Research 
Challenge.  Modified after Watson et al. (2005). 
10 
 
of poorly sorted limestone gravel fill, construction of a cap (causing highly variable water 
recharge during rainfall events), and construction of a gravel-lined drainage ditch adjacent to the 
ponds (causing unpredictable surface-water fluxes).  The current conceptual model is that large 
hydraulic conductivity contrasts between the highly permeable anthropogenic fill and the lower-
permeability saprolite, in concert with the preferential recharge of the drainage ditch and 
impermeable cap, create a saturated perched zone during rainfall events. Water-budget studies 
have indicated that much of the subsurface flow (~90%) at Oak Ridge takes place in the extreme 
near-surface (~0.8 to 1.2-m depth) storm-flow zone (Solomon, et al., 1992). At Oak Ridge, this 
storm-flow zone usually is associated with heavily vegetated areas. The above scenario contrasts 
significantly with the characteristics of the S-3 ponds, where water typically remains ponded in 
the drainage ditch adjacent to the S-3 ponds for several days after a large rainfall event. The 
perched water table at the ORIFRC varies but generally is 1–2 m below surface, and it ranges 
from ~305 to 307 m above sea level, with ground level ranging from ~307 to 308 m above sea 
level. The regional water table is less responsive to infiltration and is 3–5 m below surface (from 
~303 to 304 m above sea level). The spatial locations of vertical recharge are affected by the 
distribution of the perched water bodies. The recharge is important at the ORIFRC because it 
provides a source of high dissolved-oxygen values and higher-pH water values relative to 
conditions at depth. 
    In addition to the hydrogeophysics research conducted adjacent to the S-3 ponds, regional 
seismic data was acquired as part of my work for the delineation of a low-velocity feature that 
was thought to be associated with bedrock geology.  The ORIFRC is located in the fold and 
thrust belt of the Appalachians, and the region is characterized by alternating valleys and ridges.  
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The S-3 ponds are located in Bear Creek Valley, and are underlain by the Nolichucky Shale.  As 
the dip is ~45° to the southeast and geologic strike is N55 E, stratigraphic packages that underlay 
the S-3 ponds may be correlative to stratigraphy at different offsets from the S-3 ponds.  The 
locations for the seismic profiles were largely controlled by site accessibility  
and the presumed location of the Nolichucky Shale on the basis of regional geologic maps 
(Figure 3).  These locations are in diverse settings, including acquiring seismic lines over paved 
roads, adjacent to creeks, and in wooded settings. 
 
1.5 Methodology 
    The primary geophysical processing technique used in our investigations is seismic 
tomography.  Seismic tomography is the process of reconstructing an image of the subsurface 
using measured travel-time information.  The methods of reconstruction are varied, including 
least-squares approaches (Aki et. al, 1977), back-projection (Humphreys, 1988), and variations 
of the preceding techniques (Schuster and Quintus-Bosz, 1993; Zhang and Toksoz, 1998).  In 
general, the problem is complicated because of the non-linearity, as there is one known variable 
(the measured travel-times) and two unknown variables (the pathway of the seismic energy and 
the propagation velocity associated with that pathway).  In order to linearize the problem, an 
initial velocity model based on the seismic data is proposed.  The raypaths for the initial velocity 
model are calculated, and the velocity model is updated using the measured travel times 
according to the tomographic algorithm employed.  The process is iteratively repeated to reduce 
the difference between measured travel times and the simulated travel times associated with the  
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Figure 3.  Geologic map of the ORIFRC area surrounding the S-3 ponds.  The two geologic units shown are members of the 
Conasauga Group, where €nl is the younger Nolichucky Shale and €my is the older Maynardville Limestone.  The figure is oriented in 
the Oak Ridge Admin coordinate system, where the northing direction is approximately perpendicular to geologic strike. 
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model.  The methodology associated with data collection (Chapter 1.4.2) and processing 
(Chapter 1.4.3) for seismic tomography is discussed in the following sections, as well as the 
particular of the inversion scheme employed (Chapter 1.4.4). 
 
1.5.1  Seismic Equipment 
     The seismic equipment employed is a modular seismograph system (Geode
TM
, made by 
Geometrics, Inc.).  The system allowed for varying number of channels depending upon the 
number of portable seismographs (Geodes) employed, where there are 24-channels per 
seismograph.  The seismographs were connected to cables which in turn were connected to 40 
Hz vertical geophones placed at regular intervals along the survey transect.  The geophones 
employed in this research are traditional coil and magnet devices that operate by generating an 
electric signal proportional to ground movement.  The frequency is controlled by the spring that 
attaches the coil and magnet, and describes the corner frequency.  Thus, in a 40 Hz geophone 
response curve, frequencies less than 40 Hz are attenuated.  Geophones are passive analog 
devices where the data are converted to digital signals using the built in analog-to-digital 
converter in the seismographs.  The seismographs are 24-bit systems, meaning the dynamic 
range far exceeded the specifications necessary for our research.  As the geophones are passive 
devices that constantly generate an electric signal, a sensor sensitive to impacts with micro-
second accuracy was connected to the source to determine the ―zero time‖ when the initial 
impact is generated.  Noninvasive sources (i.e., 5 to 8 lb sledgehammer, slide hammer) are used, 
and provide sufficient frequency content and signal-to-noise ratio to yield good data.  When the 
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source impacted a metal plate used to distribute pressure, the aforementioned sensor would 
trigger the seismographs to begin recording data.  
 
1.5.2  Seismic Acquisition 
    Seismic data collection strategy varies dependent upon the desired information, technique, and 
the processing algorithms employed.  The desired information is largely controlled by target 
depth, target dimensions, and expected sensitivity of the target to seismic energy (e.g., target to 
background contrasts in physical properties).  Within the realm of seismic techniques, data is 
collected for seismic reflection, seismic first-arrival tomography (SFT), or multi-channel analysis 
of surface waves (MASW).  The processing algorithm used for our investigation is wavepath 
eikonal traveltime (WET) tomography, and there are certain constraints on how data are 
collected and processed for this algorithm.  Thus, the following section describes seismic data 
collection as employed for a first-arrival tomography investigation using WET tomography.  The 
target depths, dimensions, and sensitivity varies dependent upon the experiment, and this 
variation is addressed in more detail.       
    Transect length and geophone spacing changed between experiments, but the general practices 
are constant.  These general practices consisted of acquiring seismic records with shot points 
located perpendicularly adjacent (within 0.20 m) to geophone locations along a profile.  A 
seismic record consists of the recorded seismic data with associated geometry of the shot 
location and geophone positions.  A seismic record may also be visualized as a graph (see 
Figure 4) of distance (geophone positions), time (time elapsed after the shot), and measured 
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Figure 4.  Seismic record with transect length 70.5 m, geophone interval 1.5 m, and shot location at 57 m.  The data are normalized 
and clipped. 
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amplitude (energy measured by the geophones).  The approximate depth constrained, or imaged, 
by a seismic investigation may be approximately equal to a fourth of the largest shot-receiver 
offset; however, this is critically dependent on the propagation velocity distribution in the 
subsurface.  Regardless, as the target depth varied between experiments, the corresponding 
length of profiles collected increased proportionally.  Geophone spacing is correlative to the 
spatial resolution of the survey, although a corresponding rule of thumb is not available.   
     In the field, minimal processing was performed (i.e., data were collected using no filters and 
low pre-amplifier gain).  In general, the only parameters altered between profiles were stack 
number, record length, and sampling interval.  Stacking is the process of acquiring the same shot 
multiple times, and adding the records together in order to increase the signal-to-noise.  The 
number of shots added together generally increases signal-to-noise by the square root of n, where 
n is the number of stacks (Sheriff and Geldart, 1995).  Record length is the time recorded after 
the sensor is triggered (time zero), and sampling interval is the length of time between samples.  
Record length was altered in some instances, but in general, we recorded for significantly longer 
time than necessary for shallow first-arrival seismic data.  The standard record length employed 
was 0.512 seconds, whereas most first arrival data was contained in the first ~0.05 seconds.  
Since memory issues were not a concern, the additional recording length was included in the 
event the data were used for different applications (e.g., seismic reflection, MASW).  Sampling 
interval is the length of time between recorded measurement points (voltages) at each geophone.  
The general formula for the required sampling length at a given frequency is described by the 
Nyquist frequency (Sheriff and Geldart, 1995).  The standard sampling interval employed was 
0.125 microseconds, or 8000 Hz.  This allowed for reconstruction of frequencies up to 4000 Hz 
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according to Nyquist sampling theory; however, most frequencies associated with seismic travel-
time data ranged from ~50-150 Hz.  Again, memory was not a concern, so oversampling was a 
prudent choice, although not strictly necessary. 
    In contrast to many near-surface first-arrival acquisition schemes, we did not acquire data 
from shot-points not directly adjacent to geophone locations.  In other words, we did not collect 
shot points located ―off the end‖ of the geophone profile spread.  This was due to the processing 
scheme employed, and the subsequent requirement of an accurate near-surface velocity estimate.  
The near-surface velocity estimate is obtained from geophones adjacent to the source location, 
and is calculated from the direct wave (i.e., the energy that travels in the surface directly from the 
shot to receiver location).  As the direct wave is relatively low velocity in comparison to deeper 
travelling waves, it is only a first-arrival for geophones located close to the source.   
    In the event that the transect length to be surveyed was greater than the number of channels 
employed with a specific geophone interval, a roll-along scheme was performed.  A roll-along is 
a procedure whereby two or more surveys are pieced together in order to recreate a longer 
survey.  The mechanics of a roll-along consist of acquiring data along a transect, including 
places where geophones are not currently located but will be during the process of the roll-along.  
This contradicts the earlier statement that shots were not acquired in locations that were not 
adjacent to geophone locations; however, in a roll-along two or more surveys are pieced together 
to recreate a longer survey.  In order to piece the surveys together, a portion of the geophones are 
removed and replaced at the previously empty geophone positions, and the previously collected 
shot-points are re-collected.  By having geophones located at the previously shot locations and 
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reacquiring the shot points, we are able to determine the near-surface velocity for those locations.  
In addition, it is possible to piece together the travel-time data for the two surveys.  From a data 
standpoint, a roll-along is indistinguishable from a single survey of equal distance; however, a 
roll-along exhibits certain peculiarities in processing (i.e., shot-points have two records 
associated with a particular location), but these do not negatively affect data processing.  This 
process can be repeated multiple times depending on desired survey length, and this data can be 
combined to represent a single profile. 
 
1.5.3  Seismic Processing 
     Data processing for near-surface seismic first-arrival tomography consists of picking first 
arrivals.  In contrast to seismic reflection processing (e.g., Baker, 1999), processing for first-
arrival tomography is relatively simple.  In most cases, no frequency filtering or processing was 
performed on the data, beyond normalizing amplitude and clipping.  Normalization was 
performed on a trace-by-trace basis, and consisted of dividing the trace amplitude by the 
maximum amplitude measured in the trace.  Clipping is the process of visually preventing traces 
from overwriting adjacent traces due to large amplitudes.  An image of a normalized and clipped 
seismic record is shown in Figure 4.  The first-arrival time for each trace is shown as the 
horizontal blue line in Figure 4, and this time is interpreted on the basis of the expected shape of 
the waveform (e.g., slight pulse of positive or negative amplitude followed by a larger pulse of 
opposite amplitude) and by careful inspection of the recorded seismic energy.  In practice, picks 
can be difficult due to complications at the near-surface (e.g., heterogeneity, rapid attenuation of 
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higher frequency content, and multiple diffraction events); therefore, first-arrival times are 
manually inspected and selected for each trace.  The error associated with erroneous picks is 
addressed specifically in Chapter 2 by comparing repeated seismic profiles on the same day, and, 
in general, this error is minimized by selecting appropriate smoothing parameters in the 
inversion.  
 
1.5.4  Tomography 
    The predominant algorithm employed for seismic inversion in this work was the WET 
algorithm (Schuster and Quintus-Bosz, 1993).  The WET algorithm is designed to account 
partially for wavepath effects by back-projecting traveltime residuals using a source weighting 
function (Schuster and Quintus-Bosz, 1993).  The generalized processing workflow includes 
picking first-arrival times for all sources and receivers, generating an initial slowness model and 
solving the eikonal equation to determine raypaths (see Lecomte et al., 2000), then updating the 
model and iterating until convergence.  The maximum slowness update is limited in order to 
prevent a rapidly oscillating solution, and the convergence criteria is minimization of the 
difference between measured and observed travel-times.  In many cases, the user specifies the 
number of iterations, and not a specific goodness of fit or RMS value; however, the misfit 
between observed and measured travel-times is often provided for independent assessment by the 
processor.    
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1.5.4.1 Initial Model  
    The initial slowness model can be developed via multiple techniques.  The most common 
method employed in this research was to use the XTV inversion (Winkelmann, 1998).  XTV 
inversion operates by inputting previously picked first-arrival times and sorting by common mid-
point (CMP) (Diebold and Stoffa, 1981).  Subsequent to sorting by CMP, the traces are then 
sorted by unsigned offset.  The inversion proceeds by calculating the apparent velocity for the 
smallest offset, and iteratively using these results in larger offsets.  The actual calculation for the 
velocity is via one of three separate techniques, including the modified Dix inversion, intercept 
time inversion, or Delta-t-V inversion.   As these equations represent separate wave phenomena, 
the velocity used is dependent upon the implementation of the XTV inversion algorithm 
(Winkelmann, 1998).   
    The Dix inversion is commonly used in seismic reflection processing to determine the depth to 
reflectors (Sheriff and Geldart, 1982), and thus assumes reflection of a ray.  As first-arrival times 
are not typically due to reflected energy, the calculation is not generally appropriate; however, in 
some cases a first-arrival can be due to a diffraction event.  The modified Dix inversion (Gawlas, 
2002) determines the layer thickness h using the following equations: 
 
 
 
(1) 
21 
 
 
 
(2) 
where the unsigned offset between shot and receiver is ∆, t is the traveltime between shot and 
receiver locations with a given offset ∆ ,  is the average layer velocity for all layers proceeding 
the current layer, and V is the measured apparent velocity at the bottom of the layer. 
    The intercept time technique is a rudimentary approach for calculating layer velocities using 
travel-time data (Sheriff and Geldart, 1982).  The technique assumes energy is critically refracted 
at an interface, and determines the layer thickness h using the following equations: 
 
 
(3) 
 
 
(4) 
where observed traveltime is t,  ∆ is the unsigned offset between shot and receiver,  is the 
intercept time,   is the velocity of the previously determined layer, and V is the measured 
apparent velocity at the bottom of the layer.  The Delta-t-V method describes diving waves, or  
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energy that gradually bends in a gradient velocity field and returns to the surface (Lay and 
Wallace, 1995).  The equations used are as follows: 
 
    (5) 
  
 
(6) 
  
 
(7) 
  
 
(8) 
 
where V is the measured apparent velocity at the bottom of the layer, a is the rate of change in 
the velocity, t is the travel time, z is the depth, and  is the velocity of the previously determined 
layer. 
    The initial model is generated by a combination of the above equation systems according to an 
algorithm proposed by Winkelmann (1998).  The algorithm proceeds by calculating the velocity 
via the three equation systems, and using the appropriate solution based on the following: (1) use 
intercept time-method if the apparent velocity increases suddenly, indicating a critical refraction 
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at an interface, (2) use the modified Dix inversion if the velocity measurements indicate a 
velocity inversion, and (3) otherwise use the Delta-t-V method.   
    In practice, the result of these calculations is an unnecessarily complex model that may or may 
not represent the subsurface.  It has been shown that tomographic processing can minimize the 
difference between measured and calculated travel-times regardless of initial model (Kanli, 
2009).  However, the resulting velocities may in some instances be quite different dependent 
upon the initial model.  Kanli (2009) suggested that velocity function type initial models should 
be preferred when unconsolidated deposits are within the target depth of investigation, which 
corresponds with the XTV inversion technique.  However, the decision was made to horizontally 
average the XTV inversion in order to reduce complexity in the initial model, and thus assign 
any complexity in the final image to the tomographic reconstruction.  An example of gradient 
initial model generated via the above methods is shown in Figure 5.   
 
1.5.4.2  Travel Times and Ray Tracing 
    After the initial model is generated, the eikonal equation which relates the gradient of the 
travel-time to the slowness, is solved by a finite-difference method to determine the modeled 
travel-times associated with shots located at points in the model coincident with the actual 
locations.  The finite-differencing scheme employed by this investigation accounts for both head 
waves associated with refracted energy as well as diffracted first-arrivals which often occur in 
shallow investigations (Lecomte, et al., 2000).  The scheme operates by dividing the subsurface 
into regularly spaced nodes, determining the shortest travel-time to an adjacent node via several 
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Figure 5.  Initial model generated by horizontally averaging the output of the XTV inversion.
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equations, and iteratively determining the shortest travel-time to the next node.  The actual 
equations in the finite differencing approach are as follows,  
 
 
 
(9) 
 
(10) 
 
 
 
 
(11) 
 
 
(12) 
 
 
(13) 
where the grid spacing is represent by h, tx represents the travel time at a specific grid node with 
the given shot location, s is the slowness of a grid cell, and the relationship between grid nodes is 
shown in Figure 6.  Thus, a general workflow for the implementation of the algorithm for near-
surface seismic tomography, would consist of: (1) determine initial model via XTV inversion of 
seismic data, (2) discretization of initial model into equally spaced grid nodes, (3) for a specific 
shot point, setting travel time to 0 at this point, (4) calculate travel times to adjacent nodes via the 
above equations, and recording the minimum travel time calculated for each node, (5) selecting 
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the smallest travel time node that is adjacent to undetermined nodes and calculating travel times 
to nearby nodes, and (6) iteratively repeating step (5) until all travel times have been calculated.  
In addition to determining travel times, the finite-differencing solution to the eikonal equation 
provides a methodology for constructing raypaths for a given source-receiver pair.   
     
    The general workflow states that the travel time values are initially computed at a source 
location (A), and are therefore unique for a given source geometry.  In order to determine the 
raypath between a source-receiver pair, the calculations are repeated with the source located at 
the receiver location (B) of interest.  Afterwards, the travel time grids associated with the source  
 
Figure 6.  Representation of travel time grid, with nodes located at O, M, N, and P.  The 
slowness of the different regions are denoted as s, s’, and s’’.     
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at A is added to the grid at B, and the observed travel times at receiver location B is subtracted 
from all points in the grid.  This grid yields a path of minimum time, which is used to represent 
the ray paths associated with a given source-receiver geometry (Figure 7). 
 
1.5.4.3  Inversion 
    The inversion process is the culmination of the proceeding steps, and combines the previously 
generated initial model, the travel time grid and associated ray paths, and the observed travel 
times.  The WET algorithm uses back projection, which is the process of distributing observed 
travel time residuals along raypaths.  In order to partially account for the Fresnel volume 
associated with a raypath, the WET algorithm computes a source-weighting function at all points 
in the travel time residual grid.  Contrary to many ray approximations, a wave propagates over a 
finite region in space dependent upon its frequency.  The propagation path for a wave in the 
subsurface can be loosely described as a tubelike volume whose area is dependent upon the 
frequency of the wave (Spetzler and Snieder, 2004).  This finite area surrounding the high-
frequency approximation of the raypath is called the Fresnel volume, and in heterogeneous 
material, it can subtly effect the observed travel times.  The source-weighting function in the 
WET algorithm partially accounts for this in a computationally efficient way.  The process is 
largely automated, but operates by using a source frequency, wavepath width, degree of 
differentiation of the source wavelet, and an envelope width.  These parameters are used to 
update the travel time residuals grid that shows the minimum time ray path for a given source-  
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Figure 7.  Travel time grids computed using a finite-difference solution to the eikonal equation.  
The initial model consists of a gradient layer above a bedrock interface at 89 m depth.  A 
cylindrical low-velocity anomaly is located at 50 m x-location and 95 m depth.  (a)  Source 
located at x-location 0, y-location 100.  (b)  Source located at x-location 96, y-location 100.  (c)  
The difference of the two grids plus the measured travel time at x-location 96, yielding a 
minimum travel-time path denoted by the thick black line. 
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receiver pair, and functionally creates a grid that dictates the magnitude of velocity update for the 
model.  Thus, the difference in observed travel-time and modelled travel-time for a specific 
source-receiver pair is back-projected over a swath of area, dependent upon how the source-
weighting function evaluates travel-time residual grid.  This process is repeated for each source-
receiver pair in the experiment, after which the raypaths are updated and a new iteration is 
started.  The number of iterations is controlled by the inversion settings, and datasets typically 
converge (i.e., minimal difference between observed and modeled travel-times) after a limited 
number of iterations (~10), assuming a reasonable initial model is employed.   
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2.  Detecting Perched Water Bodies 
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    This chapter is based on a paper published by David P. Gaines and Gregory S. Baker: 
    Gaines, David P., G.S. Baker, S.S. Hubbard, D. Watson, S. Brooks, and Phil Jardine, in press, 
Detecting Perched Water Bodies Using Surface-Seismic Time-lapse Traveltime Tomography: in 
Miller, R.D., Bradford, J.H, Holliger, K., eds., Advances in Near Surface Seismology and 
Ground-Penetrating Radar, Society of Exploration Geophysicists, Tulsa, OK. 
    My contributions to this paper include (i) acquisition plan and collection of data, (ii) 
formulation of processing and imaging strategy, (iii) processing and analyzing the tomographic 
data, (iv) integrating hydrologic data with, (v) most of the writing. 
Abstract 
Applications of seismic time-lapse techniques generally are constrained to large-scale 
investigations that are associated with petroleum exploration and exploitation.  There is growing 
interest in using geophysical methods to monitor near-surface phenomena, such as fluid flow in 
fractured or karstic bedrock, hydraulic infiltration, and anthropogenic manipulations during 
environmental remediation.  Previous near-surface geophysical time-lapse studies have focused 
on electrical or electromagnetic (EM) techniques (including ground-penetrating radar) or 
borehole methods. To evaluate the utility of surface seismic time-lapse travel-time tomography, 
we monitor a site through time along a single 2D profile.  The objective is to attribute increases 
in seismic P-wave velocity with the development of perched water bodies in the upper four 
meters of the subsurface.  Our study was conducted in the Y-12 Area of Oak Ridge National 
Laboratory in Tennessee, U.S.A., in conjunction with a broader multidisciplinary investigation 
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on the fate and transport of contaminants.  Because of previous anthropogenic alterations of the 
site associated with remediation efforts (e.g., replacing as much as 7 m of contaminated soil with 
poorly sorted limestone gravel fill during construction of a seepage basin cap) the near-surface 
hydrogeology is extremely heterogeneous and is hypothesized to have a large influence on 
differential infiltration, contaminant distribution, and contaminant remobilization.  The seismic 
data are processed using a wavepath eikonal traveltime (WET) tomography approach, and a 
modified trend-analysis technique is applied to remove the larger spatial component associated 
with geologic variability.  The final ―residual‖ velocity anomaly images are compared with 
wellbore hydrologic data and error analyses and are used to interpret the presence and geometry 
of perched water in the shallow subsurface.  Our study suggests that velocity estimates obtained 
from surface-seismic traveltime tomography methods are effective for indicating the spatial and 
temporal distribution of perched water bodies at the Oak Ridge site in the upper 4 m of the 
subsurface.
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2.1  Introduction 
We explore the utility of seismic time-lapse P-wave traveltime tomography (STLTT) for 
monitoring the presence or absence of perched water bodies in the upper 4 m of the subsurface at 
the S-3 ponds in the Y-12 site of the U.S. Department of Energy (DOE) Oak Ridge Reservation 
in Oak Ridge, Tennessee.  In 2007, DOE established the Oak Ridge Integrated Field-Research 
Challenge (ORIFRC) to investigate the rates and mechanisms of in situ immobilization of 
contaminants in the subsurface.  A subset of this multidisciplinary research includes analyzing 
geophysical responses to hydrologic properties, because the flux during rainfall events is 
hypothesized to exert a large influence on contaminant remobilization and distribution.  This 
study focuses on perched water bodies in the upper 4 m of the vadose zone at the ORIFRC, 
because they are believed to influence the rate and spatial location of hydrologic recharge that 
impacts deeper contaminated regions. 
 
2.1.1  Research Site 
The S-3 ponds (Figure 8) were constructed in 1951 for waste-disposal activities. They 
consist of four unlined ponds 5-m deep and covering an area of 120 m by 120 m, with a total 
storage capacity of 10,000,000 gal (37,854,000 L) for all four ponds (U.S. DOE, 1997). A 
variety of liquid and sludge wastes composed principally of nitrate, metals, and various 
radionuclides (e.g., uranium and technetium) is known to have been disposed of in the S-3 ponds 
(Watson et al., 2005).  Total contaminant-mass estimates vary; however, from 1951 to 1983 the 
ponds received 2,000,000 gal (7,571,000 L) of liquid waste per year that consisted of condensate  
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Figure 8.  Aerial photo of the S-3  ponds at Y-12 Oak Ridge National Laboratory. The parking lot was constructed on top of the 
former ponds. Shot locations are indicated on the photo. Well locations and adjacent geophones are depicted in the inset. 
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mixed with nitric acid and aluminum nitrite in various concentrations (U.S. DOE, 1997). 
Additional wastes, including sludge from clean-up activities, aerosol cans, and contaminated 
sediments, were disposed of in the S-3 ponds, but precise mass estimates were not available 
(U.S. DOE, 1997).  The ponds were neutralized and denitrified during 1983–1984, and they were 
filled and capped in 1988 under the Resource and Conservation Recovery Act (U.S. DOE, 1997). 
The ponds were unlined, so infiltration and density-driven flow has resulted in an extensive 
contaminated ground-water plume in the underlying geologic media.  That contaminated 
groundwater has acted as a secondary contaminant source (Watson et al., 2005). 
 
The research site described here is directly adjacent to the former S-3 ponds (in a 
southwesterly direction) and is oriented perpendicularly to the predominant direction of 
groundwater flow, parallel to geologic strike (Solomon et al., 1992).  The underlying geology 
(see Figure 2) is dominated by the presence of the Nolichucky Shale, a member of the Cambrian 
Conasauga Group, which dips 45° to the southeast and strikes N55°E (Hatcher et al., 1992; 
Watson, et al., 2005).  The competent Nolichucky Shale transitions toward the ground surface 
into a less-competent, weathered bedrock (i.e., saprolite) that retains the fracture and bedding 
attributes of its parent rock (Watson et al., 2005).  The hydrology of the research site is 
extremely complex as a result of remnant anthropogenic alterations of the site, including as much 
as 7 m of poorly sorted limestone gravel fill, construction of a cap (causing highly variable water 
recharge during rainfall events), and construction of a gravel-lined drainage ditch adjacent to the 
ponds (causing unpredictable surface-water fluxes). 
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The current conceptual model is that large hydraulic conductivity contrasts between the 
highly permeable anthropogenic fill and the lower-permeability saprolite, in concert with the 
preferential recharge of the drainage ditch and impermeable cap, create a saturated perched zone 
during rainfall events.  Water-budget studies have indicated that much of the subsurface flow 
(90%) at Oak Ridge takes place in the extreme near-surface (0.8- to 1.2-m deep) storm-flow zone 
(Solomon et al., 1992).  At Oak Ridge, this storm-flow zone usually is associated with heavily 
vegetated areas.  That contrasts significantly with the characteristics of the S-3 ponds, where 
water typically remains ponded in the drainage ditch adjacent to the S-3 ponds for several days 
after a large rainfall event.  The perched water table at the ORIFRC varies but generally is 1–2 m 
below surface, and it ranges from 305 m to 307 m above sea level, with ground level ranging 
from 307 m to 308 m above sea level.  The regional water table is less responsive to infiltration 
and is 3–5 m below surface (from 303 to 304 m above sea level).  The spatial locations of 
vertical recharge are affected by the distribution of the perched water bodies. The recharge is 
important at the ORIFRC because it provides a source of high dissolved-oxygen values and 
higher-pH water values relative to conditions at depth. Also, the surface water readily mixes and 
reacts with contaminants. 
 
2.1.2  Previous Characterization at ORIFRC 
Multiple investigations have been performed at the ORIFRC using seismic techniques 
(Sheehan et al., 2005b; Watson et al., 2005; Chen et al., 2006). Much of the previous work has 
focused on characterizing low seismic-velocity zones and has demonstrated the coincidence 
between those zones and high-hydraulic-conductivity zones.  For example, Chen et al. (2006) 
37 
 
used joint stochastic inversion of cross-well seismic travel times and hydrologic data to estimate 
the distribution of high-hydraulic-conductivity zones.  Beyond the benefits of local 
characterization of preferential flow paths, their study also demonstrated that a local high-
permeability zone exists at depths between 10.5 m and 13.5 m.  The existence of that zone has 
been hypothesized on the basis of surface seismic methods (Sheehan et al., 2005b). 
 
Sheehan et al. (2005b) acquired seismic data in support of research at the Natural and 
Accelerated Bioremediation Research (NABIR) Field Research Center (FRC), which is the 
predecessor of the ORIFRC.   The seismic data show the existence of a low-velocity zone at 
depth with very low ray coverage, presumed to indicate a high-hydraulic-permeability conduit, 
or pathway, in the underlying bedrock (Sheehan et al., 2005b).  Although the cavities have not 
been drilled at the site, a separate anomaly located at the eastern end of Y-12 was located using 
seismic techniques and confirmed as a mud-filled cavity by driller’s logs (Sheehan et al., 2005b). 
Watson et al. (2005) used coincident 2D surface-seismic and electrical data sets to select the 
location and depth of investigation for wellbores used in conjunction with a bioremediation study 
at the ORIFRC.  Surface-seismic data were used in conjunction with borehole data to estimate 
the location of the transition zone between saprolite and competent bedrock as well as to locate 
probable areas of preferential flow (Watson et al., 2005).  The surface electrical data were used 
to target areas of high electrical conductivity associated with elevated contaminant levels, and 
then they were integrated with the seismic data on the basis of spatial coincidence between 
seismically predicted preferential pathways and observed pathways using electrical methods 
(Watson et al., 2005).  In addition, surface ground-penetrating radar was tested at the site to 
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characterize near-surface anomalies, but that was not implemented because of the high electrical 
conductivity of the surface layers at the site (G. Baker, personal communication, 2007). 
 
Although our work was influenced by Sheehan et al. (2005b), the depth of our investigation 
is significantly different (i.e., an 1- to 6-m depth for our investigation).  Also, our study focuses 
on perched water bodies that would appear as high-velocity zones because of presumed complete 
saturation, rather than on bodies that would appear as low-velocity zones because of variation in 
competency of bedrock or fracture density. 
 
2.1.3  Petrophysical Model and Error Analysis 
Conceptually, a change in saturation is expected to affect both density and effective bulk 
modulus, and consequently the P-wave velocity.  The mathematical relationship between density, 
effective bulk modulus, and saturation has been documented previously (see, e.g., Domenico, 
1974; Mavko et al., 1995; Bachrach and Nur, 1998), but it can be divided into a linear and a 
nonlinear domain (Figure 9).  The linear domain is the region above the regional water table 
(i.e., it is the vadose zone) where a change in P-wave velocity is attributable to replacement of air 
with water in pore spaces.  According to the Gassmann equation (Bachrach and Nur, 1998), the 
non-linear domain is at 99% saturation and greater (i.e., typically at and below the regional water 
table), and a change in P-wave velocity is attributable to an increase of the effective bulk 
modulus as a result of fluid interactions.   Descriptively, the linear domain is characterized by a 
gradual decrease in P-wave velocity with increasing saturation levels (i.e., as saturation 
increases, density increases and velocity decreases), whereas the nonlinear domain exhibits a 
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Figure 9.  Petrophysical relationship between saturation and P-wave seismic velocity according to the Gassmann equation (Bachrach 
and Nur, 1998).  The x-axis represents the amount of void-space filled with water, and the y-axis is the corresponding seismic velocity 
at that level of saturation. 
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rapid increase in P-wave velocity at 99–100% saturation.  Recent laboratory measurements 
(George et al., 2009) have suggested that the change in seismic velocity is less abrupt than 
expected by these theoretical predictions and that seismic P-wave velocity begins to increase 
before samples are completely saturated.  In practice, this effect would introduce additional 
uncertainty in our measurements because it suggests that velocity increases may result from 
partial (rather than full) saturation only.  However, George et al. (2009) indicate that seismic 
velocity in their heterogeneous soil mixture begins to increase gradually at 80% saturation, and 
not until 90% saturation does seismic velocity begin to increase significantly.  In our trend 
analysis (discussed below), we use a threshold P-wave velocity of 50 m/s, which partially 
accounts for the limited velocity increase at less than fully saturated levels.  Thus, it is presumed 
that our trend-analysis images map out regions of saturation levels greater than 90% and that 
these regions indicate the target perched water bodies.  Our hypothesis, therefore, is that the 
development of perched water bodies in the vadose zone will lead to changes in saturation 
(>90%) that will be detectable through P-wave velocity increases estimated using time-lapse 
surface-seismic data sets, thereby effectively highlighting the transition between the linear and 
nonlinear petrophysical model domains. 
 
Sensitivity analyses of near-surface seismic tomography indicate the difficulty in accurately 
measuring sub-surface velocities and provide a general estimate of the reliability of the 
tomography algorithm (Sheehan et al., 2005a; Hiltunen et al., 2007).  The algorithm employed in 
this investigation is the wavepath eikonal traveltime (WET) algorithm, which is designed to 
account partially for wavepath effects by back-projecting traveltime residuals using a source 
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weighting function (Schuster and Quintus-Bosz, 1993).  The source weighting function in the 
WET algorithm is a gradient function that depends on the travel-time residuals, source and 
receiver locations, the slowness model, and geometrical spreading terms.  For a Ricker wavelet 
with a given peak frequency, the source weighting function is evaluated at all points in the 
traveltime grid, and the model is updated by distributing the residuals according to results of the 
source weighting function. 
 
The generalized processing workflow includes picking first-arrival times for all sources and 
receivers, generating an initial slowness model and solving the eikonal equation (see Lecomte et 
al., 2000), then updating the model and continuing iteration until convergence.  This is a 
computationally efficient way of partially accounting for ―fat‖ rays, or the Fresnel volume 
associated with a propagating wave.  Sheehan et al. (2005a) tested the WET algorithm using 
various synthetic models and found that the average rms error associated with a specific 
inversion relative to the true model was 600 m/s.  In most cases, the areas for which the rms error 
was calculated exhibited velocities ranging from 1000 m/s to 3000 m/s, although the area 
sampled and its associated rms error varied depending on initial synthetic model.  As Sheehan 
and others (2005b) stated, the rms error could be reduced significantly by altering smoothing 
parameters; however, this may result in the introduction of artifacts resulting from noise and 
inconsistent first-arrival picks.  Although the tomographic images associated with this study are 
coupled via a shared initial model that is updated with minimal smoothing, they are wholly 
separate data sets that yield qualitatively similar images when processed independently with full 
smoothing.  If successive STLTT data independently show an area of increased velocity above 
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the regional water table, it is likely the anomaly is not an artifact caused by processing 
parameters. 
 
If a 600-m/s rms error is accepted as the standard error associated with WET tomographic 
inversions, many shallow features, including near-surface seismic velocity features caused by 
variations in saturation, would be undetermined because of the expected error in velocity 
measurements.  However, previous work has demonstrated the sensitivity of high-frequency 
seismic waves to small near-surface velocity variations.  Additionally, shallow water-table 
reflections and refractions have been imaged at depths of less than 2 m (Baker et al., 1999a; 
Baker et al., 1999b; Baker et al., 2000a) that are sensitive to partial saturation (Birkelo et al., 
1987; Bachrach and Nur, 1998; Baker et al., 2000b) and have been used successfully in mapping 
near-surface hydrostratigraphic reflectors (Lankston, 1989; Baker et al., 1999a; Baker et al., 
2002; Garambois et al., 2002). 
 
2.2  Methodology and Results 
The methodology for data acquisition is indistinguishable from many typical near-surface 
seismic-refraction surveys.  However, the assumption that all first arrivals are to the result of 
refracted head waves may not be valid, so we avoid terminology involving ―refraction‖ and 
instead consider ―first arrivals‖ more appropriate.  The seismic data presented here were 
collected during October and November 2007 and represent a selected time-slice during a period 
of increased rainfall. Hydrologic data, including precipitation, elevation of the regional water 
table, and elevation of the perched water table, were collected over the same time period and are 
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nearly continuous at 15-min intervals.  However, occasional gaps in coverage exist where 
equipment malfunctioned, as well as artifacts whereby the measured groundwater table rapidly 
oscillates. 
 
2.2.1  Seismic Data Acquisition 
Beginning in October 2007, we repeatedly collected coincident seismic P-wave traveltime 
2D profiles and wellbore hydrologic data at the ORIFRC in order to monitor the development of 
perched water bodies that resulted from recharge.  Each seismic profile is identical in acquisition 
geometry and spatial location and represents a time-dependent P-wave velocity image of the 
subsurface at the ORIFRC.  The data used in the error analysis were collected during October 
2007.  The data for the time-lapse study of the perched water body were acquired during 
November 2007 and depict a period of increased rainfall.  Seismic data acquisition was 
accomplished using two 24-channel Geometrics Geodes with 100-Hz vertical geophones located 
at 1.5-m intervals along the profile.  The profile extends perpendicularly to geologic strike and 
parallel to the southwestern edge of the former S-3 ponds (see Figure 8).  We stacked and 
recorded multiple seismic shots at each source location, using a conventional 2.2-kg (5-lb) 
sledgehammer and plate.  The source-station interval was 3 m. 
 
Geophones were removed and replaced for each acquisition period, and to maintain 
similarity between surveys, semi-permanent plastic stakes were emplaced at 1.5-m intervals 
along the profile.  During subsequent surveys, the semi-permanent stakes were used to identify 
previous geo-phone locations, thereby ensuring minimal error caused by variation of geophone 
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placements between surveys.  Shot locations were directly adjacent to geophone locations and 
were similarly reproducible.  The maximum error for relocating geophones was ± 5 cm; 
however, the positioning often was identical.  To limit the effect of variable acquisition 
parameters or processing, data were not manipulated in the field (i.e., filters were not applied, 
and minimal pre-amp gain was applied).  Because of anthropogenic noise outside the control of 
the experiment, stack numbers varied between acquisition periods.  However, because we are not 
comparing amplitude but rather first-arrival times, we do not expect that variation to significantly 
affect first-arrival pick times or the subsequent tomographic inversions. 
 
2.2.2  Hydrologic Data Acquisition 
The site is extremely well instrumented, and a variety of hydrologic information has been 
collected at the ORIFRC.  We chose to use four wells in this study to provide ground truthing, on 
the basis of their proximity to the seismic profile and because they provide nearly continuous 
information for the period of November 2007.  The hydrologic wells are offset perpendicularly 
from the profile by approximately 0.5 to 1 m and are located at positions that correspond to the 
26- to 30-m points on the profiles.  The wells are screened at different intervals, depending on 
their original purpose (i.e., FW116 and FW117 are screened at greater depth to measure the 
regional water table, whereas SG002 and SG012 are shallow-water-table wells designed to 
monitor the known perched water table).  Water-table-elevation measurements were acquired at 
15-min intervals via semip-ermanent pressure transducers.  Precipitation data also were acquired 
at 15-min intervals via a rain gauge installed on site, and a secondary rain gauge located at the 
west end of the Y-12 plant, approximately 1 km away from the research site, is used during a gap 
45 
 
in coverage.  The water-table-elevation measurements provide information regarding the top of 
the perched water table and the regional water table, and although they are point measurements 
they presumably provide estimates that can be extrapolated laterally to some degree.  
Additionally, it is important to clarify that the wells are not perfectly coincident with the seismic 
profiles, because there is some lateral offset and some variation may be expected. 
 
2.2.3  Seismic Data 
The tomographic inversion results associated with the October 2007 site-specific error 
analysis are presented in Figure 10, and the inversion results used to delineate the perched water 
body from November 2007 are presented in Figure 11.  An example of typical data quality and 
associated first-arrival picks from November 2, 2007 is shown in Figure 4.  The corresponding 
raypaths are presented in Figures 12 and 13, respectively. The inversion results in Figure 10 
depict three separate seismic surveys at the same location on the same day, and the 
corresponding raypaths are shown in Figure 12.  The inversion results in Figure 11 are from 
data collected during November 2007, and the raypaths associated with these images are 
presented in Figure 13. In each case, the inversion results are ordered vertically, with the earliest 
survey located at the top. For both the error-analysis data and the November 2007 data, the 
raypath and inversion results are related by their component (i.e., the inversion results in Figure 
10a correlate to the raypaths shown in Figure 12a).  Both sets of data were processed using the 
WET algorithm (Schuster and Quintus-Bosz, 1993), employing commercially available software 
(Rayfract, Intelligent Resources Inc.).    
46 
 
 
Figure 10.  Repeated 2D profiles acquired on the same day in October 2007 with no precipitation 
between acquisitions. The lettering corresponds to (a) initial profile, (b) profile acquired 2 hours 
after initial profile, (c) profile acquired 4 hours after initial profile. 
 
 
Figure 11.  Seismic 2D profiles at the ORIFRC site, acquired on different days in November 
2007. The lettering corresponds to profiles acquired on (a) November 2, 2007, (b) November 7, 
2007, (c) November 9, 2007, (d) November 16, 2007, and (e) November 21, 2007. 
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Figure 12. Ray tracing for repeated profiles acquired on the same day in October 2007, with no 
precipitation between acquisitions. The lettering corresponds to: (a) initial profile, (b) profile 
acquired 2 hours after the initial profile, (c) profile acquired 4 hours after the initial profile. 
 
 
 
Figure 13. Ray tracing for profiles at the ORIFRC site, acquired on different days in November 
2007. The lettering corresponds to profiles acquired on: (a) November 2, 2007, (b) November 7, 
2007, (c) November 9, 2007, (d) November 16, 2007, and (e) November 21, 2007. 
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Data quality varied throughout each profile; however, in general, accurate first-arrival picks were 
made out to 48-m shot-receiver offsets.  Unfavorable noise conditions (e.g., traffic noise, 
generators) occasionally resulted in degraded signal-to-noise at the outer offsets, but this 
principally affects only the resolved depth of the tomograms and not the resolution at the 
shallowest levels of the tomograms.  The frequency range of the data sets is relatively high, with 
an average peak frequency of 100 Hz for most shot gathers. 
 
    To couple each profile to a baseline, the output velocity tomogram of the inverted baseline 
data set is used as the initial velocity model for subsequent profiles (see Sarkar et al., 2003).  The 
baseline data set for both the error analysis and the perched-water-body study is the first profile 
presented in Figures 10 and 11, respectively.  Although it is possible to invert travel-time 
differences, previous studies suggest that assumptions regarding straight rays are required (Day-
Lewis et al., 2002), which is not applicable for our experiment.  In addition, travel-time 
differences likely are a function of changes in ray coverage and in velocity, implying that at the  
near-surface, differences between seismic surveys would not correlate spatially because of 
changes in raypaths.  Thus, the alternative methodology of coupling profiles via an inverted 
baseline data set is adopted. Care was taken to begin both the time-lapse survey and the error-
analysis survey during a lull in precipitation, to avoid abnormal starting conditions (i.e., no 
precipitation immediately preceding the profile). 
 
2.2.4  Hydrologic Data 
The water-level and precipitation data are displayed in Figure 14 and represent the 
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automated acquisition during November 2007.  There was a gap in coverage from November 17 
through November 21, and ancillary rain-gauge data from the aforementioned station ( 1 km 
away) are used to fill this gap.  The gap in hydrologic coverage means that the borehole 
measurements associated with the tomogram on November 21 actually were acquired on 
November 22, and the lag between seismic measurement and hydrologic measurement is 12 
hours. 
 
2.3  Discussion 
We first address the expected error and resolution of the tomographic inversions.  A site-specific 
error analysis is performed prior to the collection of time-lapse profiles because of the expected 
difficulty in obtaining accurate velocity estimates for a near-surface, variably saturated perched 
water table. In addition to the site-specific error analysis, checkerboard resolution tests are 
performed for the baseline profiles of both the error analysis and the time-lapse study. Following 
discussion of the resolution and error analysis, we present the trend-analysis approach used to 
image the perched water table, and then we integrate the hydrologic data with the trend analysis.   
 
2.3.1  Inversion Resolution 
    Inversion quality can be assessed by numerous different metrics, and we will present 
several metrics used on the October 2007 data. The typical mean absolute error between modeled 
and picked times after processing was <1 ms ( ~0.3 ms).  Maximum error between the observed 
and modeled traveltimes was ~2 ms, although it is expected that that error would be minimized 
in an iterative tomographic reconstruction.  Ray coverage for the two data sets is variable 
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Figure 14. Hydrologic data acquired at the ORIFRC during November 2007. The left axis is a 
point measurement of the elevation of the water table in the wells, and the right axis is 
cumulative precipitation at the ORIFRC. (a) The shallow wells and ditch water levels, and (b) 
the regional water table. Precipitation includes both the rainfall gauge at the site and the daily 
measurements from a separate location during a period in which no data were collected at the S-3 
ponds. 
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 (see Figures 12 and 13) but provides a general estimate of how well the model is constrained at 
specific grid points (see, Zelt et al., 2006). 
 
An additional technique for estimating tomographic inversion sensitivity is to use a 
checkerboard resolution test (Humphreys and Clayton, 1988). A checkerboard test is performed 
in several steps, the first of which is inversion of the synthetic travel-times of the tomogram to be 
tested (Figure 15a). A checkerboard pattern of velocity perturbations (10% of maximum at any 
grid node) is added to the inversion of the synthetic travel-times (Figure 15b), and synthetic 
travel-times are generated again for the updated model. The updated model is inverted again 
(Figure 15c), and the residuals between this final inversion and the initial model (the model in 
Figure 10b) are calculated. These residuals are scaled from –100% to 100%, relative to the 
initial velocity perturbation, and are plotted for visual inspection (Figure 15d). The results of the 
checker-board are a quantitative indicator of model resolution, and maintaining the shape and 
amplitude of the checkerboard pattern indicates the resolution of the tomogram (see Zhao et al., 
1992; Zollo et al., 2002). 
 
The checkerboard resolution test is performed for the initial profile used in the error analysis 
(October 2007 data; Figure 15) and for the time-lapse study (November 2007 data; Figure 16) 
to establish the resolution of the model. For the error analysis (Figure 10d), the checkerboard test 
indicates that the center of the profile is satisfactorily resolved and an expected loss of resolution 
occurs at either end of the profile. The checkerboard test for the time-lapse data (Figure 16d) 
shows greater model resolution, although some lateral and vertical smearing is visible in the  
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Figure 15. Checkerboard resolution test results for the baseline profile in the error analysis. The lettering corresponds to (a) 
results of inversion of synthetic data, (b) addition of sinusoidal velocity perturbation, (c) inversion of synthetic traveltimes of 
perturbed model, and (d) residual after subtracting profile A from profile C following normalization. 
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Figure 16. Checkerboard resolution test results for the baseline profile in the time-lapse data set. The lettering corresponds to 
(a) results of inversion of synthetic data, (b) addition of sinusoidal velocity perturbation, (c) inversion of synthetic traveltimes 
of perturbed model, and (d) residual after subtracting profile A from profile C following normalization. 
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Figure 17. The result of differencing between the error analysis profiles. (The profiles are depicted in Figure 4 before 
subtraction.) The lettering corresponds to (a) initial profile minus the profile acquired 2 hours after the initial profile, (b) initial 
profile minus the profile acquired 4 hours after the initial profile, and (c) the profile acquired 2 hours after the initial profile 
minus the profile acquired 4 hours after the initial profile. 
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center of the image. This smearing is presumed to represent the perched water table, because its 
location in the image is coincident with the presumed location of the perched water body.  
 
2.3.2  Velocity Error Analysis 
To resolve the incongruity between high rms error and demonstrated seismic sensitivity to 
near-surface saturated zones, an intermediate interpretation was chosen so that precise velocity 
estimates were not necessary. In other words, determining whether the velocity estimates are 
correct relative to the true model was considered unimportant, as long as they are represented 
consistently. The results of the checkerboard resolution test imply that the model is resolved 
satisfactorily in the region of interest (i.e., at the suspected location of the perched water bodies), 
indicating that the inverted model is reliable (see Zhao et al., 1992; Zollo et al., 2002). 
 
To understand how velocity would change between surveys because of acquisition or 
inconsistent first-arrival time picks, a site-specific empirical analysis of error was performed at 
the ORIFRC by acquiring three surveys on the same day, with no precipitation, under the 
assumption that site conditions are static at that time scale. The inverted profiles (Figure 10) 
show very little variation of velocity in the vadose zone, although some variations are evident at 
depth. By taking the difference of the profiles, we can deter-mine the quantitative change in 
measured velocity between surveys (Figure 17). Although profiles B and C are coupled to 
profile A in Figure 17, all three tomograms are presented as being equally valid initially, and 
thus the differences between each are calculated.  
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The differences in the images are dominated by specific anomalous regions with a maximum 
magnitude of 83 m/s velocity for profile A (Figure 17a), 89 m/s for profile B (Figure 17b), and 
108 m/s for profile C (Figure 17c).  The rms error is 27 m/s for profile A, 29 m/s for profile B, 
and 28 m/s for profile C, although Figure 12 illustrates that most of the deviations are localized 
rather than averaged over the entire profile. Qualitatively, the profiles appear similar in the 
vadose zone and show some variation at depth. Thus, although there is clearly error in 
repeatability because of differences in first-arrival picks, acquisition, or processing artifacts, the 
error is qualitatively minimal in the target area within the vadose zone. It is possible that 
increased smoothing parameters would decrease the observed differences between profiles; 
however, the differences are negligible for a qualitative interpretation. As stated, much of the 
error is the result of specific anomalous regions and is not distributed broadly throughout the 
tomograms. 
 
2.3.3  Trend-Analysis Approach 
To distinguish the perched water table visually, we explored the use of data differencing and 
trend analysis.  Assuming an invariant background, the difference between two profiles would 
produce an image of time-variant changes (see Lumley, 2001), and the corresponding difference 
between two time-invariant profiles would be a homogeneous image.  The observed differences 
(Figure 17) are not homogeneous, thereby indicating the degree of difficulty in replication of 
surveys and processing.  Although these differences are not significant for a qualitative 
interpretation, they complicated a quantitative, differencing approach. 
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As an alternative, trend surface analysis was investigated to delimit the spatial extent of the 
perched water table.  Qualitatively, trend surface analysis is the process of separating data into a 
―regional‖ component and a ―local‖ component (Davis, 2002).  At the ORIFRC, the sub-surface 
is heterogeneous, but the approximation at the near surface is that velocity increases with depth 
and that the regional component (tens of meters in scale) mirrors this trend.  The local 
component (meter or submeter in scale) is the perched water table, which is an anomalous high-
velocity zone above the regional water table.  Trend surface analysis is similar to differencing, in 
that the regional component is subtracted from the image.  However, the final product is read 
more intuitively as an image of the perched water table, compared with subtraction between 
profiles. 
 
The typical methodology for separating the regional and local components in trend surface 
analysis is to fit polynomial functions to the data and to inspect the residuals (e.g., Davis, 2002; 
Evenick et al., 2008). This approach is similar functionally to previous work involving tunnel 
and near-surface velocity-anomaly detection (e.g., Belfer et al., 1998), but in this case, the 
background model is the horizontal average of the XTV inversion (Winkelmann, 1998). The 
XTV inversion was previously described in Chapter 1, and operates on seismic data sorted by 
CMP and unsigned offset.  The horizontal average of the XTV inversion is interpreted as the 
gross velocity distribution of the subsurface, and the resulting images (Figures 18 and 19) of the 
positive difference between the regional model (XTV inversion) and the local component (WET 
inversion) indicate the presence of an anomaly above the regional water table.  In order to test 
the goodness of fit between the averaged XTV inversion and the WET inversion, the r-square  
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Figure 18.  Trend-analysis images highlighting positive seismic-velocity zones greater than 50 
m/s for the error-analysis profiles.  The images are constructed by subtracting the regional 
velocity model from the profiles shown in Figure 4.  (a)  The image corresponds to Figure 4b, 
and is the profile acquired 2 hours after the initial profile.  (b)  The image corresponds to Figure 
4c, and is the profile acquired 4 hours after the initial profile. 
 
 
Figure 19.  Trend-analysis images highlighting positive seismic-velocity zones greater than 
50 m/s for the error-analysis profiles.  The images are constructed by subtracting the regional 
velocity model from the profiles shown in Figure 5.  Hydrologic data are overlain on the trend-
analysis images using information from Figure 9.  (a)  The image corresponds to Figure 5b, and 
was acquired on November 7, 2007.  (b)  The image corresponds to Figure 5c, and was acquired 
on November 9, 2007.  (c)  The image corresponds to Figure 5d, and was acquired on November 
16, 2007.  (d)  The image corresponds to Figure 5e, and was acquired on November 21, 2007.  
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value was calculated using elevations greater than 300 m.  The fit is significant, with r-square 
values of 98% between the averaged XTV inversion and the WET inversion for the trend 
analysis images shown in Figure 18a and Figure 18b.  Similarly, the r-square value is ~98% for 
the initial models used to construct Figure 19a, Figure 19b, Figure 19c, and Figure 19d.   The 
trend-analysis images in Figure 18 are derived from the error-analysis data (Figure 10). The 
initial profile (Figure 10a) is not used here because it is a baseline profile, thus Figure 10b and 
10c correlates to Figure 17a and 17b, respectively. The trend-analysis images in Figure 18 are 
derived from the data acquired in November 2007 (Figure 11). Similarly to the error-analysis 
data, the initial profile (Figure 5a) is not used for the trend analysis, and Figure 11b, 11c, 11d, 
and 11e correlates to Figure 18a, 18b, 18c, and 18d, respectively. 
 
The maximum magnitude for the error-analysis value is 100 m/s, and the expected change in 
seismic velocity from unsaturated to saturated loosely consolidated soils is significantly higher 
(i.e., 700 m/s), on the basis of the petrophysical relationship shown in Figure 3. The difference 
images are generated by subtracting the regional component from the local component and are 
mapped showing seismic velocities greater than 50 m/s (Figures 18 and 19). The 50 m/s 
threshold is chosen to account for error in seismic-velocity measurements and the gradual  
increase in seismic velocity as a result of the high partial saturations discussed previously. As 
stated earlier, the maximum error magnitude in the error analysis was 100 m/s; however, it was 
believed that this was confined to anomalous zones outside of the target area, and preference was 
given to maintaining the signal at the expense of possible noise sources. 
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2.3.4  Integration of Trend-analysis Data with Hydrologic Data 
The perched water bodies are interpreted as regions of higher velocity located above the 
regional water table and are identifiable visibly at elevations of 305 m along the profile (see 
Figure 11), at approximately 1–2 m below the ground surface. Independent hydrologic point 
measurements (Figure 19) suggest that this interpretation of the perched water table is 
reasonable because the two shallow wells indicate an elevated water table at the same depth, ± 
0.5 m.  The hydrologic point measurements of the perched water table measure the elevation of 
the top of the water table, which is presumed to have some spatial extent around the well. Thus, 
the gap in the perched water table in the vicinity of the hydrologic wells, as seen on the 
tomograms, is not expected. It is possible that the perched water table is thin vertically in this 
region and that infiltrating water preferentially drains laterally in either direction from the wells. 
Alternatively, the installation or presence of the hydrologic wells may affect acquisition and 
perched-water drainage. From direct observation at the site, there is a change in fill 
characteristics in this region, possibly as a result of initial installation of the boreholes. 
 
Although the perched water table and regional water table are separate phenomena, there are 
regions in which the tomograms are unable to differentiate between the two. Overlaying the 
hydrologic data on the trend-analysis images (Figure 19) indicates a separate issue, namely that 
the velocity anomalies appear to be slightly above the top of the perched water table in many of 
the images. This disagrees fundamentally with previous findings by Bachrach and Nur (1998), 
who observed a decrease in velocity as a result of partial saturation of beach sand and the 
theoretical predictions. A reasonable interpretation, assuming perfect accuracy of the hydrologic 
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data, is that the seismic images are shifted or have a vertical error of approximately ± 1 m. 
Alternatively, because there are small-scale fluctuations in the measured elevations of the 
perched water table between the two shallow groundwater wells SG002 and SG012, and SG012 
is located at a greater distance from the profile and ditch (Figure 8), the tomograms could be 
representing the location of the perched water body accurately at the exact location of the profile. 
In this case, the wells indicate that the perched water table decreases in vertical extent, away 
from the S-3 ponds. This interpretation is favored, because SG002 is located directly adjacent to 
the profile whereas SG012 is offset by a larger distance, and SG002 measurements coincide with 
the top of the observed anomaly. 
 
Regardless of the actual interpretation, it seems reasonable to conclude, on the basis of the 
measured elevations of the perched water body and the trend-analysis images, that the perched 
water body is imaged partially or wholly. Although the existence of the perched water table 
already was known, previously the spatial distribution of the perched zone was bounded only 
loosely. Additionally, although it was known that the perched water responded to rainfall events, 
the extent of that influence was unknown previously. Thus, as an initial interpretation, the trend-
analysis images bound the vertical extent of the perched water body, assuming that the measured 
elevations at SG012 represent either a grading out or a change in elevation of the perched water 
body. The elevations at SG002 are representative of the perched water body at the profile itself, 
and SG012 represents the horizontal thinning out of the perched water body. The extent of the 
perched water body is defined only loosely toward the southern end of the profile (i.e., it extends 
approximately 0–10 m), because resolution tests indicate a lack of coverage. 
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The trend-analysis images (e.g., Figure 19) exhibit general similarity in the positions of the 
anomalies, although the dimensions are shown to change in time, pa-ticularly for the anomaly 
centered at the 40-m position. The current hypothesis is that infiltration and rainfall events cause 
the perched water table to expand in size laterally and vertically. Subsequent to rainfall events, 
the perched water table decreases in size and reequilibrates to its nominal configuration. The 
measured hydrologic data (see Figure 14) tentatively support this hypothesis, because water-
table measurements in SG012 and SG002 show an increase in elevation after a rainfall event 
between 14 and 15 November and subsequently a gradual return to a lower elevation. The time 
between acquisition of a survey and the end of the previous rainfall event supports this 
hypothesis. For the initial two trend-analysis images (profiles B and C, seen in Figure 19a and b, 
respectively), the previous rainfall event (of 0.74 in or 1.88 cm of precipitation) ended on 
November 5. The lag between the times at which the surveys were collected was approximately 
22 hours ( 1 day) for profile B (Figure 14a), and approximately 70 hours ( 3 days) for profile C 
(Figure 19b). Quantitatively, calculations show that the area of the mapped anomaly centered at 
position 40 m in Figure 19 decreased from 15 m
2
 to 14 m
2
 between pro-files B and C (Figure 
19a and b, respectively). The trend-analysis images show negligible qualitative differences 
between these two images, although the anomaly centered at the position of 40 m exhibits some 
lateral variation. The anomaly in profile C (Figure 19b) is shown to gradually shrink laterally in 
comparison with profile B (Figure 19a). Hydrologic information (see Figure 14) indicates no 
vertical increase in depth to the perched water table after the rainfall event. The third profile 
(profile D, Figure 19c) was acquired approximately 49 hours (2 days) after a prolonged rain-fall 
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event on November 14 to November 15 ( 1.4 in or 3.56 cm of precipitation). The perched water 
table in profile C (Figure 19b) is inflated vertically at the anomaly centered at the position of 40 
m, although the anomaly located at 10–28 m exhibits less continuity. Calculations show the areal 
extent of the mapped anomaly at position 40 m to be 18 m
2
. The vertical increase in groundwater 
elevation in the trend-analysis image is presumed to be real and mirrors the elevated water-table 
measurements at SG012. This indicates that the perched water table, which normally thins or 
grades out away from the S-3 ponds, is increasing vertically. Finally, the fourth profile (profile 
E, Figure 19d) was acquired on the same day as the rainfall event on November 21. The well 
information for this profile is from November 22, because no well data were collected during this 
period. The approximate lag between seismic measurements and hydrologic measurements is 11 
hours (one-half day). A separate rain gauge located at the Y-12 plant indicated precipitation 
during that time, with a precipitation amount listed as 0.3 in (0.76 cm) of rain. The top of the 
trend-analysis image correlates with the measured groundwater elevation at SG002, but SG012 
again is measured below the anomaly. Quantitatively, the areal extent of the perched water body 
centered at the 40-m position is 25 m
2
. In this case, the hydrologic data indicate that the perched 
water body thins, or grades out, away from the S-3 ponds. The lateral extent of the anomaly is 
significantly greater here relative to previous profiles and is presumed to indicate the relative 
timing between precipitation and acquisition. 
 
 
2.4  Conclusions 
    We have investigated the application of seismic P-wave time-lapse traveltime tomography 
64 
 
(STLTT) for monitoring the presence or absence of perched water bodies in the vadose zone 
within 4 m of the subsurface.  Comprehensive site-specific error analyses indicate that perched 
water bodies would be within detection limits. The cutoff velocity of our experiment whereby 
perched water is considered ―detected‖ is 50 m/s, on the basis of both the expected pet-
rophysical relationship (see Figure 9) and subsequent error and resolution analysis specific to 
the site. On the basis of well measurements that are indicative of the perched water body 
thinning or pinching out away from the S-3 ponds, the trend-analysis images have submeter 
accuracy to the measured tops of the perched water bodies. The horizontal resolution is less 
clearly defined (because of the lack of available well coverage). However, because of the 
hydrologic complexity and lateral variability at the site, it is not unreasonable to assume that the 
trend-analysis images (Figure 19) are correct as a first approximation. 
 
Our results have the direct impact that the existing comprehensive hydrologic model for the 
S-3 ponds region of Y-12 at Oak Ridge National Laboratory, used for evaluating remediation 
efforts and assessing long-term hazards, will be modified to include heterogeneous infiltration 
pathways. The hydrologic model for the S-3 ponds area previously represented the surface-water 
recharge in the vicinity of the secondary-contaminant source as a line source parallel to the edge 
of the ponds along the drainage ditch, in the region directly adjacent to our 2D seismic pro-files. 
In future iterations of the model, the long line source will be modified and the dominant surface 
recharge will be characterized instead by several shorter line segments that represent regions of 
increased infiltration located between the identified perched water bodies. Those regions are 
based on the correlation lengths mapped out in our time-lapse experiment. 
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Our investigation indicates that seismic tomography can be used as a high-resolution 
geophysical tool for monitoring near-surface vadose-zone fluid transport. In this case, perched 
water bodies within 4 m of the subsurface are identified as high-velocity anomalies because of 
the expected petrophysical relationship at high levels of saturation (>90%). Future research will 
focus also on identifying time-varying changeability in partially saturated regions through 
corresponding low-velocity anomalies that are representative of regions having increased but 
<80% saturation, where density changes dominate. 
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3.  Lithologic Controls on Seismic Tomography at a Contaminated Site 
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    This chapter is based on a paper to be submitted by David P. Gaines and Gregory S. Baker: 
    Gaines, David P., G.S. Baker, D. Watson, and S. Brooks, Lithologic Controls on Seismic 
Tomography at a Contaminated Site 
 
    My contributions to this paper include (i) acquisition plan and collection of data, (ii) 
formulation of processing and imaging strategy, (iii) processing and analyzing the tomographic 
data, (iv) integrating lithologic data, (v) most of the writing. 
 
Abstract 
    In order to geologically interpret an observed seismic P-wave low-velocity feature at the Oak 
Ridge National Laboratory, the lithology of the Nolichucky Shale (Upper Cambrian) is 
correlated to seismic first-arrival tomography profiles using sub-meter field descriptions of 
borehole data.  The field site is located adjacent to the S-3 ponds, a former waste-disposal site, 
and the low-velocity feature is hypothesized to provide a conduit for groundwater contaminant 
transport.  Due to significant vertical and lateral heterogeneity of the shallow near-surface and a 
prevalence of conductive soils, seismic reflection and electromagnetic techniques were not 
successful at imaging structural features at depth.  Therefore, in order to provide lithologic 
control for the seismic tomography, borehole data are projected onto the seismic profiles from a 
nearby deep borehole, GW-134, and consists of lithology (limestone, siltstone, and shale 
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fractional percentages), bed thickness, and carbonate type (coated grains, intraclasts, silt-size or 
smaller grains, and fossil fragments).  The projected lithologic profiles validity is tested using 
shallow geophysical wells adjacent to the S-3 ponds, and this investigation showed that the 
projection of lithology into the seismic profiles is horizontally accurate within ± 5 m.  The 
observed seismic low-velocity zones in the profiles adjacent to the S-3 ponds are located in a 
high-limestone percent region in the Nolichucky, and the interpretation is that due to differential 
weathering rates of shale and limestone in humid environments, and the high hydraulic 
conductivity associated with weathered limestone relative to shale, the limestone package acts as 
a preferential pathway for contaminant transport.  This observed correlation between seismic 
velocity and limestone percent is used to interpret profiles located at far offsets, for which a lack 
of borehole control is present. 
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3. 1 Introduction 
    Multi-disciplinary research at the Oak Ridge Integrated Field Research Challenge (ORIFRC) 
involves the mechanisms and rates of removal of contaminants at multiple spatial and temporal 
scales.  Accordingly, a transport process describing contaminant flux at the ORIFRC has been 
formulated to incorporate hydrologic, geologic, and geophysical datasets.  One current 
hypothesis for contaminant transport couples hydraulic recharge (i.e., incident precipitation 
results in a large flux due to anthropogenic alteration at the site) and a presumed preferential 
pathway.    The preferred hydraulic pathway hypothesis originated with an observed relationship 
between P-wave seismic velocity anomalies and high electrical conductivity regions (Watson et 
al., 2005).  In order to further evaluate the geologic framework of a preferred hydraulic pathway 
for contaminant transport, we performed a comprehensive analysis and integration of available 
geologic and geophysical datasets.   
 
3.1.1 Site description 
    The ORIFRC is located on the U.S. Department of Energy’s Oak Ridge Reservation (ORR), 
approximately 25 km west of Knoxville, Tennessee.  The ORR is located in the fold and thrust 
belt of the Appalachian Mountains, and the region is characterized by alternating valleys and 
ridges.  The Conasauga Group is exposed in this region due to uplift and erosion following the 
late Paleozoic Alleghanian Orogeny (Foreman, 1991).  The ORIFRC is in one of these valleys, 
locally known as Bear Creek Valley (Figure 20), that is comprised of the Cambrian-aged  
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Figure 20.  (a)  Aerial photo of the Oak Ridge National Laboratories Y-12 site.  The ORIFRC is 
located adjacent to S-3 ponds, which is denoted with a black box.  (b)  Geologic map of the Oak 
Ridge National Laboratories Y-12 site.  The contour interval is 20 ft, and the geologic units are 
represented by: (1) Єcu represented the Conasauaga Undivided, (2) Єmn is the Maynardville 
Limestone, and (3) Єcr is the Copper Ridge Dolomite.  
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 Conasauga Group exposed in the Whiteoak Mountain thrust sheet (Foreman, 1991).  The 
Conasauga group consists of six alternating predominantly limestone and shale formations 
(Srinivasan and Walker, 1993).  The Nolichucky Shale, an Upper Cambrian member of the 
Conasauga group, underlies the former S-3 ponds, and dips at ~45° to the southwest and strikes 
~N55°E (Hatcher et al., 1992).  The Nolichucky is lithologically more diverse than its name 
implies, and exhibits a variety of rock types.  The lower and middle Nolichucky consists of 
intraclasic limestone, allochthonous oolitic and skeletal packstone, and grainstone, interbedded 
with shale and calcareous siltstone (Foreman, 1991).  The most abundant lithologies at the top of 
the Nolichucky are laminated peloidal packstone, lime mudstone, and shale (Foreman, 1991).   
       
     In 1951, four unlined ponds (S-3 ponds) were constructed for disposal of liquid and sludge 
wastes.  Total estimates of waste disposed vary, but the ponds were operational from 1951 to 
1983, and received ~3 x 10
8
 liters of waste during this time (U.S. DOE, 1997).  The ponds were 
subsequently neutralized and de-nitrified during 1983-1984, and filled and capped in 1988 under 
the Resource and Conservation Recovery Act (U.S. DOE, 1997).  The S-3 ponds are located 
stratigraphically in the Nolichucky Formation, and several pathways have been identified for 
contaminant transport.  At the formation scale, it is believed that contaminants migrate down-dip 
as observed in elevated pressure measurements and nitrate concentrations in GW-134 (Jones et 
al., 1996).  At the S-3 ponds themselves, there are documented shallow pathways in the 
unconsolidated zone that allow groundwater to discharge to Bear Creek (Watson, 2003).  In 
addition, a separate pathway in the deeper bedrock zone is explored in Watson et al. (2005).  
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3.1.2  Previous work at the ORIFRC 
     In the Watson et al. (2005) investigation, surface seismic P-wave tomography was used to 
estimate the transition between saprolite and competent bedrock.  The study was performed 
adjacent to the western extent of the S-3 ponds, and the seismic and resisitivity profiles covered 
~100 m perpendicular to geologic strike.  The electrical resistivity measurements were used to 
indicate the probable location of contaminants, noting that high contaminant levels would have a 
corresponding high conductivity.  Borehole measurements, whose vertical depth to refusal were 
interpreted to loosely represent the transition between saprolite and competent bedrock, were 
superimposed on the seismic section.  The integration of these three techniques was used to 
guide future well development by prioritizing areas of interest.  The areas of interest in this case 
are dictated by two parameters: (1) high conductivity, and (2) localized seismic low-velocity 
region.  The motivation of Watson and others (2005) was to investigate the application of 
geophysics for guiding future groundwater remediation efforts, and thus did not investigate the 
geologic framework of the seismic low-velocity region. 
     In a separate crosshole seismic tomography investigation, a joint inversion with crosshole 
seismic traveltime and borehole flowmeter test data was performed (Chen et al., 2006).  The 
study was performed adjacent to the western extent of the S-3 ponds, and maximum borehole 
separation is approximately 4m.  The study area corresponds to an area of interest in the Watson 
et al. (2005) investigation, and uses a joint inversion of traveltime and flowmeter data to 
determine the probability of being in a high-hydraulic conductivity region.  Thus, the images 
presented consist of 2D probability profiles that show the likelihood of being in a high-
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conductivity region between two boreholes.  The data was collected between boreholes that are 
parallel and perpendicular to geologic strike, and the high-conductivity region is interpreted as a 
fractured zone between depths of 11 m and 12.5 m (~295-293.5 AMSL).  However, the authors 
acknowledged that additional petrophysical information could alter their interpretation. 
    A more recent investigation at the ORIFRC by Chen and others (2010) applied a Bayesian 
model to jointly invert surface seismic travel-time and borehole depth of penetration.  Chen and 
others (2010) developed an initial model by superposition of three submodels.  The three 
submodels are derived from gross hydrostratigraphy, a vertical velocity gradient, and the aquifer 
geometry.  The gross hydrostratigraphy was estimated from surface topography, thickness of fill, 
and location of groundwater table (Chen et al., 2010).  The vertical velocity gradient was 
estimated from conventionally inverting traveltime data, or from averaging borehole velocity 
profiles.  The final submodel is the aquifer geometry, and this region was further divided into 
three zones: (1) weathered saprolite, (2) consolidated bedrock, and (3) a transition zone located 
between the saprolite and bedrock (q.v., Chen et al., 2010).  The aquifer geometry was estimated 
for both synthetic and field data, and the results indicate a low-velocity zone with average 
thickness of ~1.5 m and width of ~40.0 m (Chen et al., 2010).  The low-velocity zone is 
interpreted as the transition zone, and is hypothesized to influence contaminant transport on the 
basis of high nitrate measurements concurrent with the low-velocity zone location (Chen et al., 
2010).  Although we do not employ a joint inversion in our study, in some ways our 
investigation is similar to Chen at others (2010), as we use lithologic and seismic data to 
constrain aquifer geometry.      
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3. 2  Methodology 
    In order to determine the regional extent and geologic context for the low-velocity zone, 
multiple seismic lines at different offsets along strike from the S-3 ponds were acquired.  The 
seismic lines were processed using wavepath eikonal traveltime (WET) inversion.  A nearby, 
deep borehole characterized at ~0.3 m intervals was corrected for deviation and a 2D lithology 
projection was correlated to the seismic profiles.  In order to provide additional ground truth to 
the projection, shallow-geophysical wells were compared to the lithologic projection.  Finally, 
profiles at large offset from the S-3 ponds were collected and interpreted using the relationships 
established near the S-3 ponds in order to determine the regional down-strike extent of the 
velocity anomaly.  
 
3.2.1  Stratigraphic projection 
    As part of a geochemical investigation into the origins of the Nolichucky Shale at the ORR, 
borehole GW-134 was characterized at ~0.3 m (1 ft) intervals by Foreman (1991).  GW-134 is 
located ~25 m from the southeastern extent of the S-3 ponds, and was examined from ~10-225-m 
(34-740 ft) depth relative to top of borehole, where the lithology, bed thickness, type of 
carbonate fraction, and origin of the carbonate fraction was determined.  The lithology was 
described on the basis of relative fractions of limestone, shale, and siltstone in ~0.3 m borehole 
increments.  The fractions were normalized to percentages, scaled from 0-100%, and denoted the 
fractional percent of limestone, shale, or siltstone in the ~0.3 m borehole section.  The bed 
thickness was quantified at ~0.3 m (1 ft) intervals as well, and the scale used was very thick (  > 
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0.1 m), thick (0.02 m - 0.1 m), medium (0.01 m -0.02 m), thin (0.003 m - 0.01 m), and very thin ( 
<0.003 m).   The type and origin of the carbonate fraction is again normalized to percentages, 
scaling from 0-100%.  The descriptions for the total carbonate fraction were percent coated 
grains, percent intraclasts, percent fossil fragments, and percent silt-size and smaller.  The 
percent detrital quartz was also included in this normalization, but is not included here. 
    The lithologic logs were determined prior to correction for borehole deviation, and thus the 
logs were first projected to a vertical section.  The top of the vertical section is placed at the 
surface location for GW-134, and extends downward in elevation with no change in easting or 
northing at depth.  As the regional dip in the area is 45°, the section is rotated 90° through the 
ZY-plane.  Thus, the vertical section is rotated to represent the Nolichucky Shale horizontally at 
the surface elevation of GW-134.  The coordinate system employed is the Oak Ridge Admin 
(ORA) system, in which the easting direction is approximately parallel to the ridges of the 
valleys.  As geologic strike is approximately parallel to the ridge lines, the northing direction is 
approximately perpendicular to geologic strike.  The dip of 45° allows for simplified calculations 
when generating a 2D image using the horizontal projection, as a lateral shift corresponds to a 
vertical shift of the same magnitude. 
 
3.2.2  Seismic acquisition and processing 
    Beginning in August 2007, we began acquiring surface P-wave seismic lines to delineate the 
low-velocity feature.  The seismic lines presented here do not represent a single field season, and 
span several years with the most reason line being acquired in September 2010.  As the number 
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of portable seismographs available varied over this time, a varied number of 24-channel 
Geometric Geodes were used for the surveys.  For the earliest profiles, a total of 48-channels 
were available, and the most recent profiles were acquired using a maximum of 96-channels.  
The geophone frequency was 40 Hz, and the geophone interval ranged from 1.0-1.5 m between 
surveys.  The profiles were acquired approximately perpendicularly to geologic strike.  The 
source-station interval varied dependent upon the survey, but was typically twice the geophone 
interval.  At each source-location, we stacked and recorded multiple seismic shots using a 
conventional 2.2-kg (5-lb) sledgehammer and plate, typically between 4 and 9 stacks. 
    Seismic tomography uses the first-arrival P-wave energy in order to reconstruct the P-wave 
velocity distribution in the subsurface.  In the near-surface, first arrivals can be due to several 
phenomena (e.g., head waves, diving waves, direct waves, diffractions).  The processing stages 
consist of: (1) picking first arrivals, (2) generating of an initial model, and (3) updating the initial 
model using tomographic techniques.  While picking traveltimes, trace amplitudes were gained 
and normalized in order to clearly identify first arrivals.  The initial model was created using a 
horizontally averaged output of the XTV inversion (Winkelmann, 1998).  XTV inversion 
operates by inputting previously picked first-arrival times and sorting by common mid-point 
(CMP; Diebold and Stoffa, 1981).  Subsequent to sorting by CMP, the traces are then sorted by 
unsigned offset.  The inversion proceeds by calculating the apparent velocity for the smallest 
offset, and iteratively using these results in larger offsets.  The actual calculation for the velocity 
is via one of three separate techniques, including the modified Dix inversion, intercept time 
inversion, or Delta-t-V inversion.  The horizontal average of the XTV inversion was used as our 
initial model, that results in a generalized velocity structure of the subsurface based on the 
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measured traveltimes.  The seismic data was inverted using the WET algorithm (Schuster and 
Quintus-Bosz, 1993).  The WET algorithm operates by back projecting traveltime residuals 
along wavepaths.  The wavepaths used are generated by evaluating a source-weighting function 
at all points in a traveltime residual grid that was previously generated via a finite-difference 
solution to the eikonal equation (Schuster and Quintus-Bosz, 1993; Lecomte et al., 2000).  The 
WET algorithm was evaluated favorably by Sheehan and others (2005), and has been previously 
used to delineate a low-velocity feature at the ORIFRC (Watson et al., 2005).       
 
3.3  Results 
     In this section, we present the lithology of GW-134 projected onto a vertical column located 
at GW-134.  In addition, we calculate the projected lithology at the S-3 ponds, and correlate the 
seismic profiles to this horizontal projection.  In order to provide some element of ground truth 
to the horizontal lithology projections, we compare additional existing shallow-geophysical, 
borehole measurements to the projection.   
 
3.3.1  Stratigraphy 
    The lithologic data from GW-134 consists of limestone, shale, and siltstone fractional percent 
(Figure 21).  The depth section shown represents the area that is correlated to the Nolichucky 
beneath the ORIFRC, and ranges from 225-150 m above mean sea level (AMSL).  The actual 
ground elevation at GW-134 is 306.5 m AMSL and the borehole extends to a depth of 67 m 
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AMSL.   In this section, the lithologic data has been corrected for borehole deviation, and is a 
vertical depth section through the Nolichucky Shale.  The description of bed thickness and 
carbonate percent was also digitized (Figure 22), and is similarly scaled and projected.  The bed 
thickness scales from very thin (<0.003 m) to very thick (>0.1 m).  The carbonate fraction is a 
fractional percent, ranging from 0-100%.  Detrital quartz was included in this normalization, but 
not included in the figure.    
    A section of the projected limestone lithology is shown in Figure 23.  The site has variable 
topography that is not shown in the projection, and the lines indicating the well locations are 
hung at the top of borehole casing.  The darker areas indicate shale or siltstone lithology, 
whereas the lighter areas indicate limestone lithology.  The site was partially excavated and 
replaced with limestone gravel fill, and this is represented by the grey box at the top of the 
projection.  The projection is oriented to be perpendicular to strike, and the horizontal axis is in 
the northing direction of the ORA coordinate system.  The former S-3 ponds are located ~150 m 
west of this projection; however, the assumption is that lithology is invariant along strike at these 
limited lateral offsets.  
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Figure 21.  The limestone, siltstone, and shale percent as determined in GW-134 at ~0.3 m 
intervals.  The fractional percent is normalized to 100%, and represents a vertical depth section 
at GW-134 in AMSL. 
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Figure 22.  The bed thickness and type of carbonate fraction as determined in GW-134 at ~0.3 m 
intervals.  The bed thickness varies from very thin (<0.003 m) to very thick (>0.1 m).  The type 
of carbonate fraction is a fractional percent of percent coated grains, intraclasts, fossil fragments, 
and silt size or smaller.  Detrital quartz is included in this normalization, but not shown in the 
figure. 
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Figure 23.  The percent limestone as measured at GW-134 is projected to a 2D slice that is representative of the Nolichucky 
Shale adjacent to the S-3 ponds.  The wells FW106, FW107, and FW109 are located to the west of the S-3 ponds, ~150 m west 
of GW-134. 
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     In addition to the deep borehole lithologic information, shallow geophysical wells are used as 
a control for the projected lithologic section.  The wells selected (FW106, FW107, and FW109) 
range from approximately 12-15 m in depth, and are located to the west of the former S-3 ponds 
(Figure 23).  The wells are offset from the projection by approximately 150 m to the west.  The 
boreholes are shallow, and the depth of penetration is interpreted to represent depth to competent 
bedrock.  Thus, the gamma ray logs are a function of both the residual characteristics of the 
saprolite and possible contaminants.  The gamma ray logs are shown along with the projected 
limestone percent for wells FW106, FW107, and FW109 (Figure 24).  The geophysical logs are 
compared to the limestone percent according to the lithologic logs in Figure 21.  Thus, the 
vertical scale for Figure 24 indicates the depth in borehole GW-134 that the well logs correlate 
to, and not the depth of the FW106, FW107, or FW109.     
  
3.3.2  Seismic 
    The locations of the two seismic lines located approximately adjacent to the former S-3 ponds 
at the ORIFRC are shown in Figure 25.  Line 1 is located to the west of the former S-3 ponds, 
and spans a distance of 108 m (Figure 26a).  The lithology projection for Line 1 is shown in 
Figure 26b, and is trimmed to match the inverted seismic section.  The overlay between the 
inverted seismic data and the lithology is shown in Figure 26c.  The vertical axis is AMSL, and 
the horizontal axis is the northing direction in the ORA coordinate system.  The profile is 
approximately perpendicular to strike; therefore, the inverted seismic section was projected onto 
a 2D profile that varied only in the northing direction.   
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Figure 24.  The natural gamma count as recorded at wells FW106, FW107, and FW108 is 
compared to the limestone percent measured at GW-134.  The shallow geophysical wells have 
been projected onto the vertical depth section at GW-134 using a 45° dip. 
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Figure 25.  A geologic map of the Oak Ridge National Laboratories Y-12 site.  The unit symbols 
and scale is identical to that presented in Figure 1b.  The locations of the seismic profiles 
adjacent to the S-3 ponds at the ORIFRC are denoted, and the appropriate symbols are shown in 
the legend. 
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Figure 26.  (a) Tomographic inversion of the seismic first-arrival data collected directly adjacent 
to the S-3 ponds.  (b)  Trimmed lithologic projection of percent limestone.  The dimensions 
match the seismic profile shown in Figure 26a.  (c)  The overlay between the lithologic 
projection and the inverted seismic data shown in Figure 26a. 
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Figure 27.  (a) Tomographic inversion of the seismic first-arrival data collected approximately 20 
m west of the line shown in Figure 27a.  (b)  Trimmed lithologic projection of percent limestone.  
The dimensions match the seismic profile shown in Figure 27a.  (c)  The overlay between the 
lithologic projection and the inverted seismic data shown in Figure 27a.  Velocity scale identical 
to Figure 26. 
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Line 2 is located to the west of the former S-3 ponds (~20 m west of Line 2), and spans of 
distance of 96 m (Figure 27a).  The lithology projection for Line 3 is shown in Figure 27b, and 
the corresponding overlay is shown in Figure 27c.  The horizontal and vertical axes are identical 
to Figure 26. 
    Two large offset profiles down strike are included in this analysis.  Line 3 is located ~500 m 
west of the former S-3 ponds, and spans a distance of 108 m (Figure 28).  Line 4 is located 
~6000 m west of the former S-3 ponds and spans a distance of 108 m (Figure 29).  Both lines 
are approximately perpendicular to geologic strike, and are located in the Nolichucky Shale.  The 
projected lithologic section is not shown for these figures due to a lack of precision as to where 
the Nolichucky may project at large offsets.  There is a limited degree of faulting as evidenced 
by offset observed along the ridges (Watson, personal communication) so the approximation that 
the Nolichucky Shale is continuously parallel to the ridge line may not be valid at large offsets. 
 
3.3.3  Statistical analysis 
    In order to quantify the likelihood of locating a velocity anomaly, we performed an analysis of 
variance (ANOVA) using the lithologic data.  The lithologic data tested correlates to that 
projected adjacent to the S-3 ponds, or alternatively the depth section of GW-134 from ~200-90 
m AMSL.  At regions where the low-velocity zone was visible, a binary variable was included to 
denote that location.  As we have determined the location of the low-velocity zone according to 
our seismic inversions, we are calculating what influence lithology, bed thickness, and origin of 
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Figure 28.  Tomographic inversion for line 3, located approximately 600 m along strike in the 
westing direction relative to the S-3 ponds. Velocity scale identical to Figure 26  
 
 
 
Figure 29.  Tomographic inversion for line 4, located approximately 6000 m along strike in the 
westing direction relative to the S-3 ponds. Velocity scale identical to Figure 26 
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the carbonate fraction has in the presence or absence of a low-velocity region.  As an initial test, 
we evaluate the one-way ANOVA between limestone percent and the presence of a low-velocity.  
In this case, the null hypothesis is that limestone percent and the detection of a low-velocity zone 
are not related (i.e., the mean limestone percent is the same for both regions).  The test consists 
of two samples using the binary variable to distinguish between the presence of a low-velocity 
zone (52 observations) and the absence of a low-velocity zone (318 observations).  The results of 
the ANOVA suggest rejection of the null hypothesis at greater than 99% statistical significance, 
indicating that the mean limestone percent is different for the two samples.  As a secondary test, 
we are interested in whether other factors contribute to the location of a low-velocity zone such 
as bed thickness and carbonate type.  We performed several one-way ANOVA using a design 
similar to the previous ANOVA; however, in this analysis we are investigating whether bed 
thickness, percent coated grains, percent intraclasts, percent fossil fragments, percent silt size and 
smaller carbonate, and percent detrital quartz have similar means in the two samples.  Similar to 
the previous analysis, each test contains two samples using the binary variable to distinguish 
between the presence or absence of a low-velocity zone.  The results indicate that the null 
hypothesis cannot be rejected, and therefore the means are not significantly different for bed 
thickness, percent coated grains, percent intraclasts, percent fossil fragments, percent silt size and 
smaller carbonate, and percent detrital quartz in the presence or absence of low-velocity zones.       
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3.4  Discussion 
     We begin by discussing the shallow geophysical logs correlated to the lithologic projection 
(Figure 24).  After establishing the possible error in the projection, we discuss the seismic 
profiles (Figure 26 and 27) and their correlation with the lithologic projections.  Finally, the 
large offset profiles are interpreted using the lines adjacent to the S-3 ponds.     
   
3.4.1  Ground truth 
    In order to provide additional ground truth regarding the lithologic projection, shallow 
geophysical wells were correlated with the projection (Figure 24).  Visually, the natural gamma 
logs show a good correlation amongst themselves after projection.  The large peak at ~173 m 
AMSL  is represented in all three logs, although the measurement values are significantly 
different.  Below this large peak, both FW107 and FW109 show a steady low in natural gamma 
counts, which is indicative of low-shale percent.  Above this large peak, it is difficult to draw a 
strong correlation between FW106 and FW107, but the logs are not incompatible.  At the near-
surface in a contaminated field-site, some heterogeneity is expected. 
    In comparing the well logs with limestone percent, we are primarily interested in whether the 
natural gamma counts decrease significantly in the low-shale, high-limestone region from ~173-
162 m AMSL.  Qualitatively, there appears to be a gross correlation between the low-percent 
limestone and a corresponding low natural gamma count in wells FW107 and FW109.  
Unfortunately, the two shale spikes located at ~168 AMSL in the lithology analysis are not 
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represented in these well logs, which is indicative of two possibilities: (1) due to the bulk 
averaging of geophysical well log techniques the shale layers are not distinguished due to the 
overall bulk limestone percent in this region, or (2) the lithologic log projection is incorrect, and 
should be shifted upwards.  We do not have a definitive answer regarding whether the projection 
is incorrect; however, at the offset and depths involved, the variance of ±1° dip yields an 
horizontal error of ± 5 m.  This error would accommodate shifting the lithologic logs upwards 
such that the double shale layer is correlative with the spike in gamma ray counts at ~173 
AMSL.  Regardless of the interpretation, the prolonged absence of shale lithology from 171-162 
m AMSL according to FW107 and FW109 natural gamma ray measurements, and the 
corresponding high percent limestone from ~172-162 according to the lithologic projection, is in 
agreement with a possible horizontal error of ~5 m. 
 
3.4.2  Seismic profiles 
     Line 1, which is located to the west of the S-3 ponds and is roughly coincident with wells 
FW106, FW107, and FW109, is shown in Figure 26a.  The seismic profile shows a low-velocity 
region located at ~290 m depth centered at 9215 m northing ORA coordinate system.  By 
overlaying the lithologic projection (Figure 26c), it is clear that there is a spatial correlation 
between a high-limestone percent and the observed low-velocity region.  The high-limestone 
percent region correlates to ~180-160 m AMSL in Figures 22 and 23.  The region is 
characterized by a high limestone percent, with occasional variability in the form of shale spikes.  
The limestone in this region has variable bed thickness, and predominantly ranges from thin to 
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thick.  There is one exception at a depth of ~161 m AMSL where bed thickness is described as 
very thin.  The origin of the limestone is also variable, consisting principally of coated grains and 
silt size or smaller carbonate.     
    Line 2, which is located to the west of the S-3 ponds, is shown in Figure 27a.  In this profile, 
a low-velocity region is located at ~290 m depth centered at 9215 m northing ORA coordinate 
system.  This region spatially correlates with the anomaly located in Line 1, but has different 
dimensions and character.  This is presumably due in part to different weathering of the 
limestone, as well as limits in resolution of tomographic techniques.  In addition, a separate low-
velocity anomaly is located at ~297 m depth centered at 9205 m northing.  This region is 
believed to not correlate to bedrock stratigraphy, and to be due to anthropogenic alteration at the 
site. 
 
3.4.3  Large offset profiles 
    Line 3 is located ~500 m west of the S-3 ponds, and is shown in Figure 28.  The profile 
exhibits a low-velocity region located at ~283-m depth and centered at 9185 m northing ORA 
coordinate system.  At the elevation shown of the anomaly (~283 m), the expected location of 
the anomaly on the basis of the lines adjacent to the S-3 ponds is ~9205 m northing ORA.  This 
lateral offset is presumed to be indicative of the geologic strike of the Nolichucky Formation not 
being exactly parallel to the westing direction of the ORA coordinate system.  The size and depth 
of the anomaly is very similar to that seen in the lines adjacent to the S-3 ponds relative to 
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ground surface, providing additional qualitative assurance that the anomaly in this profile is 
imaging a similar part of the Nolichucky. 
    Line 4 is located ~6000 m west of the S-3 ponds and is shown in Figure 29.  The profile 
exhibits a low-velocity region located at ~243-m depth and centered at 8970 m northing ORA 
coordinate system.  Applying simple geometry with a dip of 45°, and correcting for the different 
elevation of Line 4 compared to previous seismic profiles, the anomaly location is equivalent to 
9007-m northing ORA coordinate system at 280-m depth.  Thus, in this case, the northing 
location does not align with the previous low-velocity locations in lines 1, 2, and 3.  On the basis 
of available geologic maps we believe we are imaging the Nolichucky, and the disagreement 
between northing locations for the anomaly is due to geologic strike not being parallel to the 
easting direction of the ORA coordinate system.  At 6000-m offset, the disagreement between 
the two northing locations is rectified by a 1.7° offset between the easting direction of the ORA 
coordinate system and geologic strike of the Nolichucky.  It is likely that numerous small 
northing offset faults exist as well, and this decreases the required degree offset to rectify the two 
locations. 
 
3. 5  Conclusions 
    The P-wave seismic low-velocity zone at the ORIFRC has been observed in multiple 
geophysical investigations; however, it has not previously been correlated to lithology within a 
geologic framework.  The inclusion of geologic data in the geophysical investigation is critical, 
and lends credibility to the inversion and interpretation.  The statistical analysis indicates that 
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limestone percent in the presence and absence of a low-velocity zone are different with greater 
than 99% statistical significance, and implies that limestone percent is related to the formation of 
low-velocity zones.  From a hydrologic standpoint, the hydraulic conductivity of weathered 
limestone is generally considered significantly greater than weathered shale.  Thus, the low-
velocity zone likely acts as a significant pathway for contaminant transport.  The feature is 
considered continuous at ~500 m offset from the S-3 ponds, and possibly extends along geologic 
strike at ~6000 m offset.  It is unknown whether faulting in the valley will act as a seal, to 
prevent contaminants from continuously migrating along the pathway; however, the degree of 
faulting is typically considered to be in the meter-scale.  Thus, the pathway may be a largely 
continuous route for contaminants at large offsets from the S-3 ponds.  Apart from the results 
associated with the ORIFRC, this work represents a case study of imaging karstic environments 
using surface seismic P-wave tomography techniques.  The lithologic data provides significant 
support to our interpretations, and where possible, should be integrated into seismic tomography 
interpretations.   
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4.  Alternative analysis of seismic first-arrivals 
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This chapter is based on a paper to be submitted by David P. Gaines, Gregory S. Baker, and 
Edmund Perfect: 
    Gaines, David P., G.S. Baker, E. Perfect, Alternative analysis of seismic first-arrivals for 
detecting discrete low-velocity anomalies in the vadose zone 
 
    My contributions to this paper include (i) acquisition plan and collection of data, (ii) 
formulation of processing and imaging strategy, (iii) processing and analyzing the tomographic 
data, (iv) development of processing scheme and interpretation, (v) most of the writing. 
 
Abstract 
    A seismic trace records phase, amplitude, and arrival time.  In tomographic reconstructions of 
near-surface seismic data, the first-arrival times and modeled raypaths are used to iteratively 
update an initial model in order to minimize difference between modeled and observed travel-
times.  In some cases, due to subsurface heterogeneity and the subtle nature of the traveltime 
perturbations, accurately determining the location of the low-velocity anomalies is not possible.  
As an alternative to tomography, we present a methodology for stacking picked travel-times and 
determining the spatial location of anomalies.  This is analogous to back projection approaches, 
however we explicitly avoid using iterative reconstruction algorithms.  A qualitative method for 
traveltime interpretation is shown, and synthetic and field data investigating the spatial size and 
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location of a low-velocity anomaly are presented.  The results of the qualitative investigation 
compare favorably to tomographic reconstructions, and allow for greater detail in near-surface 
investigations of velocity anomalies in the vadose zone.               
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4. 1 Introduction 
    In many cases, seismic first arrival times are only marginally influenced by shallow low-
velocity features.  The objectives of tomographic reconstructions can loosely be described as 
distributing traveltime residuals throughout a model such that the difference between modeled 
and observed traveltimes is minimized.  A tomographic inversion is commonly visualized as a 
velocity map of the subsurface; however, a subtle velocity perturbation may not be readily 
distinguished in such an image.  The objective of this study is to reconstruct the location of a 
discrete low-velocity zone in the vadose zone using first-arrival times without using iterative, 
tomographic techniques.  Thus, in effect, we detect discrete velocity anomalies using summed 
traveltimes, and due to the relatively simple geometry of raypaths in the vadose zone, reconstruct 
the location.  As tomographic inversions reconstruct the velocity field, and subtle traveltime 
perturbations may be due to slight velocity changes, we believe this alternative approach is 
superior in the vadose zone.   
 
4.1.1  Tomography 
    In order to justify an alternative approach to reconstructing traveltime data, it is useful to 
discuss current tomographic reconstruction algorithms.  In some cases, tomographic techniques 
can reconstruct the location of the target using the first-arrival times.  In most practical 
investigations due to the small travel-time changes associated with the targets, however, subtle 
anomalies are loosely characterized or indistinguishable from the background in the 
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reconstruction.  The processing algorithm for a tomographic inversion can loosely be described 
as: (1) accurately picking first arrivals, (2) proposing an initial model and generating initial 
raypaths, (3) updating the initial model and iteratively repeating until convergence (e.g., Schuster 
and Quintus-Bosz, 1993; Zhang and Toksoz, 1998).  The particulars of the ray-tracing scheme 
that is employed, how an initial model is generated, and how a model is updated is variable 
dependent upon the particular approach.  In general, the operator is largely excluded from the 
tomographic reconstruction after establishing the inversion parameters.  This is because seismic 
tomography is computationally intensive, and the calculations involved with ray-tracing, 
updating an initial model, and iterating would be cumbersome to perform manually.  The success 
of seismic tomography techniques is probably due in part to this simplicity in processing, and the 
evolution of tomographic algorithms reflects this success.  The earliest procedures for 
tomographic reconstruction were least-squares solutions (Aki et al., 1977), and advances in data 
collection, processing, and computing have led to further advances (e.g., Pratt et al., 1996; 
Schuster and Quintus-Bosz, 1993; Zhang and Toksoz, 1998).  Thus, there is justifiably a 
significant body of work related to tomography, and the ability of many tomographic algorithms 
to reconstruct the velocity structure of the subsurface has proven to be very robust.  However, at 
the shallowest subsurface, particularly in the vadose zone and with a limited number of shot-
points and receivers, it is significantly easier to visually inspect the traveltime data in a variety of 
formats.  More importantly, subtle traveltime perturbations which may not be visible in a single 
shot-gather, can be visualized because of the simplicity in geometry.  Thus, we argue that while 
tomographic techniques can aid interpretation at a gross scale, we feel that near-surface 
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investigations designed to specifically target discrete low-velocity anomalies may benefit from 
an alternative approach. 
        
4.2  Methodology 
    The particulars of tomographic algorithms vary, but the generalized processing flow consists 
of picking first arrivals, creating an initial model, and updating the model.  The problem is 
considered non-linear as there is one known variable (observed traveltimes) and two unknown 
variables (the raypaths and velocity distribution), and is linearized in tomography by assuming 
an initial velocity distribution, calculating raypaths, and re-calculating raypaths after each model 
update.  As an alternative methodology for linearizing a traveltime problem, we suggest that it is 
possible to remove the effects of raypaths in some cases at the near-surface.  Following this, we 
propose two methods for reconstructing the spatial location of an anomaly on the basis of 
traveltime data.  The first of these methods is a geometric argument, whereby we assign 
constraints on the location of the anomaly by assuming the intersection of downgoing diving 
rays.  The second is an adaptation of the generalized reciprocal method, whereby we interpret the 
optimum XY values on the basis of the spatial distribution of the traveltime data.        
 
4.2.1  Raypaths 
    The geologic and hydrologic structure of the subsurface is highly variable, but at many 
locations, the near-surface can be described as a linear gradient velocity layer (unsaturated, 
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unconsolidated sediments) overlaying a nearly constant velocity associated with saturated, 
consolidated sediments (at and below the water table).  In cases where the gradient is slight, the 
velocity may be approximated at a constant value, and thus raypaths are largely geometric.  
Alternatively, assuming a relatively shallow depth of investigation of the subsurface (i.e., the 
area of interest is located above the water table in the vadose zone) and a higher gradient 
velocity, energy propagates as a diving wave to the water table, as a head wave at the interface 
between the gradient layer and water table, and then bends upward again as a diving wave to 
receiver locations.  Thus, assuming a surface seismic profile (Figure 30a) covering a gradient 
layer overlaying a constant velocity layer, we can efficiently estimate the shape of raypaths 
(Figure 30b).  More importantly, at sufficient source-receiver offsets, the upcoming ray from the 
water table is invariant in path.  Thus, in a typical 2D seismic tomography profile in a gradient 
media, the following sequence is observed at a receiver:  (1) the raypath consists of a down going 
diving ray, a critically refracted wave at the gradient-water table interface, and a upcoming 
diving ray, and (2) at a transition point whereby first arrival energy no longer reaches the 
constant velocity layer, the raypath consists of a diving wave whose depth of penetration is 
progressively shallower as offset decreases.   
    This is arguably a simplistic interpretation of raypaths, and empirical studies have shown the 
pressure dependence of P-wave velocities in unconsolidated sands and glass bead samples to be 
proportional to between the fourth and fifth root of the effective pressure (Zimmer et al., 2007).  
Thus, it is possible that seismic energy propagates again as a diving wave past the water table 
due to it not being a constant velocity layer.  This increase in velocity alters the simplified 
description of the raypath geometry; however, a first-order approximation of the expected 
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Figure 30.  (a)  Gradient velocity overlaying a constant velocity layer at 96.0 m depth.  (b)  
Estimated raypaths whereby the near-source receiver first-arrivals are due to diving waves, and 
first-arrivals at further offset are composed of a downgoing diving ray, critically refracted ray, 
and an upcoming diving ray. 
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change in velocity in unconsolidated soils due to effective pressure using the relationship 
determined by Zimmer and others (2007) can be calculated.  Although the media in near-surface 
investigations may be substantially different and the effects of cementation are not considered, 
the effects of pressure can largely be considered second order at shallow depth intervals (i.e., at 
the depth range between four and ten meters, we can consider the change in velocity due to 
increasing confining pressure negligible).  Therefore, if we assume no change in media, it seems 
reasonable to consider the water table as a constant velocity layer.   
    The introduction of a low-velocity anomaly in an otherwise gradient media will alter the 
raypaths, and the corresponding change in observed travel-time will depend upon the change in 
raypath and the surrounding velocity gradient.  In a finite difference solution to the eikonal 
equation (e.g., Lecomte et al., 2000), the travel-time perturbation will be largest at a particular 
geophone location assuming sufficient source-receiver offset for the first arrival to be critically 
refracted at the water table interface.  If this offset is reduced, and first arrival energy is still 
critically refracted at the water table interface, the maximum travel-time perturbation will be 
observed at the same receiver location.  In the simplest case, the degree by which an object 
influences first arrival times is a function of both the path perturbation and the surrounding 
velocity gradient.  Thus, according to a high-frequency ray approximation, the change in 
observed traveltime due to a velocity perturbation added to an otherwise homogeneous model is 
the length of the path perturbation divided by the velocity.  It is similarly possible to calculate the 
change in observed traveltime assuming a gradient velocity field surrounds the perturbation.   
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4.2.2  Velocity Determination 
    There are a number of ways to visualize seismic traveltime data (e.g., shot-receiver offset vs. 
time; receiver position vs. time).  Since the traveltime increases linearly when energy critically 
refracts at a constant velocity layer, the slope of the traveltime plotted against horizontal offset 
can determine the slowness of the constant velocity layer.  The determination of the velocities for 
the diving waves can be solved numerically assuming a linear increase in velocity with depth 
(Sheriff and Geldart, 1995).  Alternatively, the slope or tangent of the traveltime curve can 
provide slowness estimates for diving waves (Lay and Wallace, 1995).  Diving waves are 
described by a ray parameter p, which is also known as the horizontal slowness.  The value of p 
is considered constant for a specific take-off angle, and if a ray travels through a medium where 
velocity only increases in one direction (e.g., depth), the horizontal distance the ray transverses 
and the time at which it emerges can be computed as follows: 
 
 
(1) 
and 
 
 
(2) 
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where v is the velocity, z is the maximum depth of penetration, and x3 is the direction in which 
velocity varies (Lay and Wallace, 1995).  The two equations can further be related, and written 
as: 
 
 
(3) 
where  is equal to 1/v.  The ray parameter p is related to the take-off angle by the following 
equation: 
 
 
(4) 
where i0 is the take-off angle and zmax is the maximum depth of penetration of the diving wave.  
Diving ray, or turning ray, tomography is functionally similar to other tomographic algorithms in 
most regards, though the particulars of ray-tracing vary in some cases (see, Stefani, 1995; 
Lecomte et al., 2000).  At the near-surface, we can assume an average velocity or employ 
numerical techniques to match the gradient to the observed traveltimes.            
    Although it is possible that the velocity of the gradient layer approaches the velocity of the 
constant layer at depth, it is more probable (due to the mathematical relationship between 
density, effective bulk modulus, and saturation) that the velocity between the two layers 
increases relatively abruptly (see, e.g. Domenico, 1974; Baker et. al, 1999; Mavko et al., 1995).  
Research has demonstrated that the change in seismic velocity between partially and fully 
saturated soils is less abrupt than predicted by the Gassmann equation (George et al., 2009); 
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however, the velocity still increases rapidly at ~90% saturation (George et al., 2009).  Although 
an intercept-time analysis for a gradient media is misleading as it assumes straight rays, the 
technique is appropriate in low gradient media with a shallow constant velocity layer.  A 
traditional intercept-time analysis of Figure 31 might calculate the depth to the refractor using 
the following equations: 
 
 
 
(5) 
 
 
(6) 
 
 
(7) 
where t is the observed traveltime of the critically refracted wave, x is the shot-receiver offset, V2 
is the velocity of the constant velocity layer, h is the depth to the top of the constant velocity 
layer, and  is the critical angle (Sheriff and Geldart, 1995).  In this case, V1 would be 
approximated as 370 m/s based upon the observed traveltime measurement (21.6 ms) and the 
critical distance (8.0 m) where the diving wave intersects the critically refracted wave.  The 
value for t1 can be calculated as 15.9 ms on the basis of the known offset and velocity of the  
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Figure 31  A plot of synthetic traveltime data versus source-receiver offset.  The diving ray first-arrivals exhibit a non-linear 
response, that may be incorrectly assigned a 370 m/s velocity. 
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constant velocity layer. The thickness of the gradient layer would be interpreted as 
approximately 3.0 m, while the actual model thickness of the gradient layer is 4.0 m.   
     Regardless, refraction techniques have had documented success in imaging the location of the 
water table (e.g., Haeni, 1986; Lankston, 1989).  Tomographic techniques have had similar 
success, and thus we assume that the depth to the water table can be determined via numerical 
means.  It is possible to determine the velocity gradient visually if we assume a linear gradient 
velocity at the near-surface, determine an initial velocity value, and generate a graph of diving 
wave first-arrival times versus distance (Figure 32).  The expected arrival times from the 
constant velocity layer are also shown on Figure 32, and are easily calculated assuming an initial 
velocity, refractor velocity, and gradient velocity.  The equations for the arrival time and depth of 
a diving wave in a linear media are: 
 
 
(8) 
 
 
(9) 
where x is the lateral distance that the ray emerges, a is a constant that describes the increase in 
velocity with depth, V0 is the initial velocity, and i0 is the take-off angle of the ray (Sheriff and 
Geldart, 1995).  Importantly, the arrival time is not related to V0, thus Figure 32 can be modified 
to represent a more general image appropriate for different initial velocities by dividing x by V0.   
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Figure 32.  A plot of diving wave first arrivals assuming an initial velocity of 300 m/s, and the change in velocity with depth 
denoted on the graph (i.e., a = 150, a = 125, a = 100, a = 75, a = 50, and a = 50).  The measured traveltimes for a synthetic 
dataset are shown as diamonds , and plot along the a=100 line.  The critical refraction for a constant velocity layer of 1400 m/s 
with a=100 is shown. 
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4.2.3  Location of anomaly 
    The traveltime perturbation due to a discrete velocity anomaly may be subtle, and difficult to 
recognize in a single shot gather or tomographic inversion.  The traveltime perturbation is a 
function of both the velocity medium surrounding the anomaly, as well as the size of the 
anomaly and the associated deviation in raypath.  In some tomographic algorithms, traveltime 
residuals are back-projected along raypaths.  In this case, depending upon the accuracy of the 
raypath modeling, a maximum in the update of the model may occur at the correct location of the 
anomaly.  This occurs due to multiple raypaths with different geometries having a location in 
common (i.e., the raypaths overlap at the location of the anomaly).  The raypaths may overlap in 
other locations as well, and this overlap results in blurring or defocusing effects (Humphreys and 
Clayton, 1988).  In medical tomography, filtering techniques are used to reduce this effect; 
however, in geologic investigations the assumptions regarding isotropic and homogenous ray 
coverage are generally not appropriate (Humphreys and Clayton, 1988).   
    An alternative, therefore, is to organize the observed traveltime data in a fashion such that the 
location of the anomaly is more easily identifiable.  This may be possible because of our original 
assumptions regarding the subsurface velocity distribution (i.e., a gradient velocity layer 
overlaying a constant velocity layer), and the fact that a low-velocity perturbation will affect the 
measured traveltime at an identical receiver location assuming sufficient source-receiver offset.  
In this case, sufficient source-receiver offset is defined as greater than the critical distance (i.e., 
the distance at which the traveltime curve of the critically refracted wave and the diving waves 
intersect).  In other words, the upcoming raypath between the constant velocity layer and the 
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receiver positions are not altered between shots assuming the shot-receiver offset at the receiver 
of interest is greater than the critical distance.  Additionally, if we assume a constant velocity 
layer, the observed traveltimes at offsets greater than the critical distance increases in a linear 
fashion, and this trend can be removed.  Therefore, summing the detrended traveltimes at 
receivers whose shot-receiver offset is greater than the critical distance yields an image with 
peaks associated with traveltime perturbations caused by localized velocity anomalies.  
     At this stage, the primary assumption involved with the generation of this analysis is that a 
horizontal constant velocity layer exists at depth.  In some cases, two symmetric peaks may be 
observed that is indicative of survey geometry, whereby the source is incrementally progressed 
from one end of the profile length to the other.  The symmetry of the peaks is determined by the 
lateral location of the anomaly.  In other cases, due to the velocity anomaly being shallow 
relative to the geophone interval employed, a single peak may be observed.  The curvature of the 
downgoing and upcoming diving rays is dependent upon the velocity gradient and depth of the 
refractor; however, the size and depth of the anomaly is roughly analogous to the width and 
separation of the peaks assuming straight rays.  The lower limit of an anomaly can be 
approximated by the following system of equations assuming a circular arc: 
 
 
(13) 
 
(14) 
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where i1 is the angle of the ray below the anomaly, x is the separation between the outer edge of 
the peaks and the center as determined by symmetry, d is the lower depth of the anomaly, and the 
other variables are as previously defined.  As a can be estimated using Figure 32 or by 
numerical techniques, x is directly inferable from the traveltime data, and p is calculated 
assuming an initial velocity and the constant layer velocity, the lower depth of the anomaly can 
be constrained with some assurance.  The upper depth bound would be calculated similarly; 
however, the value for x would be the separation between the inner edge of the anomaly and the 
center as determined by symmetry.  Finally, the center depth value would be estimated by 
equating x to the half the peak separation.  In general, these estimates contain error due to the 
discretization of the traveltime measurements (i.e., the geophone spacing at the surface), and 
because the effect of the anomaly altering the expected angle of the ray is not included (i.e., i1 is 
calculated assuming a gradient media without a velocity perturbation).  The calculations for a 
constant velocity medium are similarly tractable, and follow the equations presented earlier for 
the intercept-time method: 
 
 
 
(15) 
 
 
(16) 
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where x is set to the peak separation to determine the central depth location of the anomaly, the 
peak separation plus twice the half-width to determine the lower boundary, and the peak 
separation minus twice the half-width to determine the upper depth constraint.   
 
4.3  Results 
    The results presented are a mixture of synthetic and field data.  The synthetic data consist of 
travel-time values generated by a finite-difference solution to the eikonal equation (see Lecomte 
et al., 2000), and are designed to broadly investigate travel-time perturbations.  The field data are 
designed to test the results of our data analysis in real world applications (e.g., tunnel detection, 
detection of buried utilities lines, and hydrogeologic investigations).  In order to compare the 
field data to conventional tomographic techniques, we processed the data using an algorithm 
based on wavepath eikonal traveltime (WET) tomography (Schuster and Quintus-Bosz, 1993).  
The WET algorithm partially accounts for Fresnel volumes by updating the computed raypaths 
with a source weighting function, and the observed traveltime residuals are backprojected along 
these updated raypaths.  Thus, the WET algorithm consists of the following steps: (1) pick 
observed traveltimes, (2) proposal of initial model and use of a finite-difference solution to the 
eikonal equation to calculate modeled traveltimes as well as raypaths (Lecomte et al., 2000), (3) 
evaluation of the source weighting function at all points in the grid to update the raypaths, and 
(4) update of the slowness model and iteration until convergence (Schuster and Quintus-Bosz, 
1993).      
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4.3.1  Synthetic data 
    In order to test our hypotheses regarding travel-time perturbations, we created multiple 
synthetic models.  The dimensions of the models ranged from 100 – 94 m elevation, 0 – 24 m 
width, and 0.020 m node spacing.  The gradient models were designed to replicate a smooth-
gradient velocity layer above a water table with velocity of 1,400 m/s.  A finite-difference 
solution to the eikonal equation (see Lecomte et al., 2000) was used to calculate travel-times for 
the models with geophone spacing of .25 m and shot points located coincident with 96 
geophones spaced from 0-23.75 m along the horizontal axis.  Different anomaly sizes, velocities, 
and geometries were generated with the synthetic models.  In all cases, the anomaly was placed 
above the constant velocity layer, as we are interested in detecting discrete anomalies in the 
vadose zone.   
 
4.3.1.1  Model One 
    In model one (Figure 33), an air-filled circular anomaly with 0.5 m radius and 340 m/s 
velocity was placed in the gradient at a center elevation of 97.5 m and horizontal position 12.0 
m.  The water table is at an elevation of 96 m, and corresponds to a seismic velocity of 1400 m/s.  
The gradient velocity function is equivalent to: 
 
 
(17) 
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Figure 33.  Gradient velocity model overlays a constant velocity layer at 96.0 m depth.  A 340 m/s velocity anomaly has been 
included at 12.0 m lateral location, 97.5 m center depth, and 0.5 m radius. 
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where v(z) is the gradient velocity function and d is the depth below the ground surface .  The 
maximum traveltime perturbation observed in the synthetic model is ~0.13 ms at horizontal 
location 11.25 m and 12.75 m.  The modeled traveltime data was inverted using WET 
tomography (Figure 34a), and the raypath coverage is shown in Figure 34b. 
 
    The 1400 m/s velocity of the constant velocity layer is determined by fitting a smoothing 
spline to a plot of the traveltimes vs. source-receiver offset.  The critical distance is estimated to 
be ~8.0 m on the basis this graph, and the change in slowness obtained by the derivative of the 
smoothing spline.  The intercept time t0 is 15.8 ms, and is calculated on the basis of the known 
source-receiver offset and 1400 m/s velocity of the constant velocity layer.  In order to visualize 
the traveltime anomaly, a plot of the summed traveltimes with the velocity trend of 1400 m/s and 
t0 of ~15.8 ms subtracted (Figure 35) is generated.  The traveltimes are summed for source-
receiver offsets greater than the critical distance of 8.0 m, and thus represent a sum of the 
traveltime perturbations associated with the velocity anomaly.  As shown in Figure 35, the 
maximums in the summed traveltime perturbations are located at 11.25 m and 12.75 m 
horizontal location.  The peaks are separated by a horizontal distance of 1.5 m, and the peaks 
have a half-width spread of ~0.5 m.  A plot of the traveltimes for the diving ray first arrivals(i.e., 
0-8.0 m source-receiver offset) is not shown, although no perturbations were observed in the 
diving wave first arrivals.  This indicates the depth of penetration associated with a diving wave 
at 0-8.0 m offset in a velocity field of this magnitude is less than the depth of the anomaly (2.0-m 
depth). 
117 
 
 
Figure 34.  (a) Inversion for the synthetic data associated with Figure 33.  The velocity scale is identical to that of Figure 33, 
and the velocity anomaly is not recognizable in the inverted data.  (b)  Modelled raypaths for the inversion that show 
insensitivity to the velocity anomaly. 
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Figure 35.  Summed traveltime measurements for the synthetic model shown in Figure 34 at 
source-receiver offset greater than 4.0 m.  The two peaks are located at 11.25 m and 12.75 m, 
and are indicative of the symmetry in the profile acquisition.   
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4.3.1.2  Model two 
    In model two (Figure 36), a low-velocity feature with 0.5 m radius and 340 m/s velocity is 
placed in the gradient at a center elevation of 99.0 m and a horizontal position 12.0 m.  The water 
table is located at an elevation of 96.0 m and corresponds to a seismic velocity of 1400 m/s.  The 
gradient velocity is identical to that of model one.  The maximum traveltime perturbation 
observed in the synthetic model is ~0.385 ms at horizontal location 12.25 m and 11.75 m.  The 
modeled traveltime data were inverted using WET tomography (Figure 37a), and the raypath 
coverage is shown in Figure 37b.   
    As model two is similar in gradient velocity, elevation of water table, and velocity of the lower 
layer, the parameters determined for model one are used for model two as well.  A plot of the 
summed traveltimes with the velocity trend and t0 subtracted is generated (Figure 38).  Again, 
the traveltimes are only summed for receivers at distances greater than the critical distance of 8.0 
m, and represent the summed traveltime perturbations associated with the velocity anomaly.  The 
peaks in Figure 38 are located at 11.75 m and 12.25 m horizontal location.  The peaks are 
separated by a horizontal distance of 0.5 m and the peaks have a half-width spread of ~0.25 m.  
A plot of the traveltimes for the downgoing divings rays with source located from 7.75-17.25 m 
horizontal location is shown (Figure 39).  The traveltimes for Figure 39 have been trimmed to 
only show the downgoing diving ray component by plotting geophones located within 8.0 m 
horizontal separation from the source location. 
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Figure 36.  Gradient velocity model overlays a constant velocity layer at 96.0 m depth.  A 340 m/s velocity anomaly has been 
included at 12.0 m lateral location, 98.5 m center depth, and 0.5 m radius.   
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Figure 37.  (a)  Inversion for the synthetic data associated with Figure 36.  The velocity anomaly is partially imaged.  (b)  
Modelled raypaths for the inversion that show sensitivity to the velocity anomaly. 
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Figure 38.  Summed traveltime measurements for the synthetic model shown in Figure 36 at 
source-receiver offset greater than 8.0 m.  The two peaks are located at 11.75 m and 12.25 m, 
and are indicative of the symmetry in the profile acquisition. 
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Figure 39.  Traveltimes for the downgoing diving waves for the synthetic model shown in Figure 
36 at source receiver offset less than 8.0 m.  A subtle perturbation is shown to occur that is 
correlated to the anomaly at depth 99.0 m. 
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4.3.2  Field Data 
    A better test of our methodology is field data, whereby the effects of noise, geometry, and 
survey design are realistically included in the raw seismic data.  Two sets of field data are 
presented in which water is infiltrated into the subsurface using different techniques.  In the first 
dataset, a series of seismic profiles with 48 geophones at 0.5 m intervals are collected at the 
University of Tennessee Plant Science Farm (UTPSF).  The UTPSF is located along the 
Tennessee River (UTM 17S: 232779 E, 3976807 N, and ~250 m AMSL) and consists of alluvial 
deposits overlaying bedrock at approximately 13 m depth.  A separate infiltration experiment 
was performed using a constant head permeameter at 21.0 cm head level, and yielded a 5 x 10
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m/s apparent hydraulic conductivity for the vadose zone.  The top soil layer is loosely 
characterized as silt with sandy layers.  The seismic profiles are used to monitor an additional 
infiltration experiment, whereby water is input into the subsurface at a non-constant rate using a 
barrel as a source.  As a constant head level was not maintained in the borehole, some surface 
runoff was experienced; however, the experiment was designed to determine the effectiveness of 
seismic techniques for monitoring low-velocity anomalies.  In order to determine the limits of 
sensitivity, a second experiment is performed at the same site using a constant head 
permeameter.  Again, a series of seismic profiles were collected during the infiltration 
experiment.  In both cases, the profiles ranged from 0-23.5 m with 12 shots located at 2.0 m 
intervals beginning at the zero location.   
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4.3.2.1  Falling head profiles 
    The falling head profiles monitored infiltration at the gross scale, because some water was 
observed at the surface as runoff.  The rate of infiltration was not controlled; however, the water 
level in the barrel was recorded at general time-steps, and a total of ~170 liters of water was 
input into the subsurface over 112 min.  The surface seismic P-wave profiles were acquired as 
time-lapse profiles, and thus the first profile corresponds to a baseline profile prior to infiltration, 
the second profile ~45 min after infiltration began, the third profile ~75 min after infiltration 
began, the fourth profile ~120 min after infiltration began, and the final profile was acquired 
~180 min after infiltration began.  The water was infiltrated at a depth of 0.5 m, the borehole was 
approximately 0.05 m in diameter, and the lateral location as at 12.0 m.  The data were processed 
using the WET algorithm, and is shown in Figure 40.  In order to graph the traveltime data, a 
constant velocity of 1400 m/s was used for all profiles and  t0 was set to ~9.0 ms.  The critical 
distance is estimated to be ~2.5 m on the basis of a graph of source-receiver offset against time.  
Therefore, a plot of the summed traveltimes with the velocity trend of 1400 m/s and t0 of ~9.0 ms 
subtracted (Figure 41) is generated.  The traveltimes are summed for source-receiver offsets 
greater than the critical distance of 2.5 m, and represent a sum of the traveltime perturbations 
associated with the velocity anomaly.  As shown in Figure 41, the maximum in the summed 
traveltime perturbations are located at ~11.0-11.5 m lateral location.  The baseline profile is used 
to correct for topographic or geophone noise errors; therefore, perturbations that are observed in 
the baseline profile and subsequent profiles are ignored.   
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Figure 40.  Inverted seismic data associated with the falling head infiltration experiment at the 
University of Tennessee Plant Sciences Farm.  (a)  Baseline profile, (b) profile acquired 45 min 
after infiltration began, (c) profile acquired 75 min after infiltration began, (d) profile acquired 
120 min after infiltration began, and (e) profile acquired 180 min after infiltration began. 
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Figure 41.  Summed traveltimes for the falling head infiltration experiment at source-receiver 
offsets greater than 2.5 m.  The thick dotted line indicates the baseline profile, and thus provides 
some control for changes in traveltimes associated with topography.  The profiles indicate a 
steadily increasing traveltime perturbation centered at 11.5 m lateral location. 
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4.3.2.2  Constant head profiles 
    The constant-head permeameter was located at 11.5 m horizontal location, and water was 
infiltrated using a borehole of diameter 0.076 m and depth of 0.65 m.  The head level was 
designated such that the water remained at a constant height in the borehole, and thus the rate of 
infiltration was a measure of the effective hydraulic conductivity (Reynolds et al., 1983).  In this 
case, the hypothesis was that water infiltrated at a constant-head level would form an 
approximately spherical low-velocity region due to the replacement of air with water at the 
boundaries of the wetting front (Saintenoy et al., 2008).  Conventional tomography profiles are 
not presented for this data, as the perturbations were subtle enough to be undetectable relative to 
background.    
    A total of three profiles are presented, and represent the same seismic line acquired at different 
times during the infiltration experiment.  The baseline profile was acquired prior to infiltration, 
and the remaining profiles represent a time-lapse image of the subsurface.  An average t0 was 
determined individually for each profile using a seismic velocity of 1500 m/s.  The critical 
distance was estimated on the basis of a graph of source-receiver offset vs. time as approximately 
2.5 m, and a smoothing spline was fitted to the observed data in order to determine the average 
velocity.  Using the average velocity of the constant velocity layer and estimating t0, we removed 
the traveltime associated with the critically refracted wave.  A plot of the summed traveltimes of 
all shots with source-receiver offset greater than the critical distance is shown in Figure 42.  
Similar to the falling head profiles, a baseline profile is used to correct for topographic or  
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Figure 42.  Summed traveltimes for the constant head infiltration experiment at source-receiver 
offsets greater than 2.5 m.  The thicked dotted line indicates the baseline profile, and thus 
provides some control for changes in traveltimes associated with topography.  The profiles 
indicate a traveltime perturbation centered at 10-12.0 m lateral location.  The geophone at 17.5 m 
was blanked due to observed noise in the seismic data. 
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geophone noise errors, and thus perturbations that are observed in the baseline profile and 
subsequent profiles are ignored.   
 
4.4  Discussion. 
    We begin by discussing the results of the synthetic data and interpreting the locations of the 
anomalies on the basis of measured traveltimes.  The geometric method is used to determine the 
locations of anomalies for the models, as we observed and expected a gradient velocity 
distribution.  Next, the field data collected at the University of Tennessee Plant Sciences Farm 
are interpreted in order to determine the location and size of the velocity perturbation using the 
modified intercept-time method.  The geometric method is not employed in the field data, as the 
velocity at the near-surface does not exhibit a strong gradient; however, as field sites may vary, a 
broad approach may be necessary in future investigations. 
  
4.4.1  Model One 
    Model one (Figure 33) consisted of an 340 m/s velocity anomaly located at 97.5 m center 
elevation and 12.0 m lateral location in a gradient velocity field overlaying a constant velocity of 
1400 m/s at 96.0 m depth.  On the basis of Figure 35, the peaks are shown to have a half-width 
of ~0.5 m, and are separated by a distance of 1.5 m. At either peak, the traveltime perturbation is 
visible over a ~1.0 m region (e.g., 10.75 – 11.75 m and 12.25 – 13.25 m horizontal location).  
Although it is not shown, the diving wave first arrivals are not affected by the velocity 
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perturbation and the critical distance is estimated at ~8.0 m.  On the basis of the observed 
symmetry, the lateral location of the anomaly can be located at the center of the peaks (i.e., 12.0 
m). 
    The initial velocity can be estimated by assuming the take-off angle of rays at low offsets (i.e., 
0.25 m) is approximately 90°, and calculating the velocity from a graph of source-receiver offset 
against time.  Thus, the initial take-off angle assuming a refractor velocity of 1400 m/s is 12.3°.  
By plotting the data on a figure analogous to Figure 32, a is determined to be equivalent to 100.  
The vertical constraints are calculated using a geometric argument whereby we calculate the 
expected angle of the ray assuming a velocity gradient (Equations 8 and 9).  The geometric 
argument uses half the peak separation (x1 = 0.75 m) to constrain the central depth of the 
anomaly, the peak separation plus twice the half width divided by 2 (x2 = 1.25 m) to constrain the 
lower depth of the anomaly, and the peak separation minus twice the half width (x3 = 0.25 m) to 
constrain the upper depth of the anomaly.  Using these values, the geometric argument constrains 
the central depth of the anomaly to be at 2.4 m below ground surface, the lower depth at 3.5 
below ground surface, and the upper depth at 1.0 m below ground surface.   
    The radius of the anomaly is 0.5 m, and is located at an elevation of 97.5 m.  The percent 
difference for the geometric method can be calculated for the lower depth estimate (16%), center 
depth estimate (4%), and upper depth estimate (50%).  As our values for x include an inherent 
uncertainty proportional to the geophone spacing (i.e., the peak spacing and separation is 
determined by observation of the traveltime data located at discrete intervals of 0.25 m), these 
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estimates are fairly robust.  The upper depth estimate is the least constrained, and this is 
indicative of our inherent error approaching our estimates.  
 
4.4.2  Model two 
    Model two (Figure 36) consisted of an 340 m/s velocity anomaly located at 99.0 m center 
depth and 12.0 m lateral location in a gradient velocity field overlaying a constant velocity of 
1400 m/s at 96.0 m depth.  On the basis of Figure 38, the peaks are shown to have a half-width 
of ~0.25 m, and are separated by a distance of 0.5 m. At either peak, the traveltime perturbation 
is visible over a ~0.5 m region (e.g., 11.5 – 12.0 m and 12.0 – 12.5 m horizontal location).  As 
shown in Figure 39, the diving wave first arrivals are affected by the velocity perturbation and 
the critical distance is estimated at ~8.0 m.  On the basis of the observed symmetry, the lateral 
location of the anomaly can be located at the center of the peaks (i.e., 12.0 m). 
    The initial velocity can be estimated by assuming the take-off angle of rays at low offsets (i.e., 
0.25 m) is approximately 90°, and calculating the velocity from a graph of source-receiver offset 
against time.  Thus, the initial take-off angle assuming a refractor velocity of 1400 m/s is 12.3°.  
By plotting the data on a figure analogous to Figure 32, a is determined to be equivalent to 100.  
The vertical constraints are calculated using a geometric argument whereby we calculate the 
expected angle of the ray assuming a velocity gradient (Equations 8 and 9).  The geometric 
argument uses half the peak separation (x1 = 0.25 m) to constrain the central depth of the 
anomaly, the peak separation plus twice the half width divided by 2 (x2 = 0.5 m) to constrain the 
lower depth of the anomaly, and the upper depth is unconstrained due to the geometry.  Using 
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these values, the geometric argument constrains the central depth of the anomaly to be at 1.0 m 
below ground surface, and the lower depth at 1.7 m below ground surface.   
    The radius of the anomaly is 0.5 m, and is located at an elevation of 99.0 m.  The error 
associated with the geometric method estimates for the anomaly can be calculated, and the 
percent difference can be calculated for the lower depth estimate (0%) and center depth estimate 
(13%).   
 
4.4.3  Field data 
    The field data consists of traveltime data collected at the University of Tennessee Plant 
Sciences Farm.  The first set of data discussed is that associated with the falling head 
permeameter, whereby water was infiltrated into the subsurface at an uncontrolled rate.  The 
second data set discussed is the data related to the constant head permeameter, whereby the rate 
of infiltration was fixed. 
 
4.4.3.1  Falling head profiles 
     The falling head profiles consisted of a velocity anomaly in the subsurface generated by the 
infiltration of water.  The geophone response shown in Figure 41 is partially influenced by the 
surface runoff, whereby due to the relatively low unsaturated hydraulic conductivity at the site 
the water was not contained in the subsurface.  However, as the traveltime perturbations steadily 
increase in magnitude over time, we believe some information can be extracted regarding the 
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depth and influence of penetration.  A large peak is observed at approximately 11.0-11.5 m, and 
the magnitude is shown to steadily increase in time.  This is largely indicative of surface runoff 
at the injection point, 12.0 m lateral location.  Using the edges of this peak through time, an 
estimate of the depth can be obtained that shows a steadily increasing depth of infiltration.  A 
peak width of 0.5 m is used for profile 2, 1.0 m for profile 3, and 1.5 m for profiles 4 and 5 
(Figure 41).   The critical distance observed is ~2.5 m, therefore as the peak increases in width, 
the corresponding depth estimates will approach the constant velocity layer using an observed 
seismic P-wave velocity of 332 m/s.  The take-off angle of the ray is assumed to be identical to 
the critical angle, and thus the presumed lower depth constraints according to Equation 16 are 
1.05 m for profile 2, 2.1 m for profile 3, and 3.16 m for profiles 4 and 5.   
    As t0 is approximately equal to 10.1 ms, the depth to the water table is ~1.7 m according to the 
intercept-time method.  The depth to the water table is also confirmed by hydrologic wells on 
site as being ~2.1 m in depth, implying that as the peak broadens the rays no longer intersect at 
depth.  Additionally, as we expect the velocity in the layer above the water table to decrease due 
to partial saturation, the straight ray approximation may not be suitable, thus our depth estimates 
may be partially incorrect.  Assuming a velocity decrease of ~10-20 m/s due to partial saturation 
(Gaines et. al, 2010), the expected take-off angle at the edge of the plume is altered by ~1°.  
Using the previously defined equations for a gradient media, and assuming a ~ 10 (i.e., 2.0 m 
depth to water table divided by 20 m/s), it can be shown that for an initial angle of 12.3°, and 
critical angle 13.7°, x is ~0.39 m (i.e., the lateral distance travelled by the downgoing ray) for an 
initial angle of 12.3° and critical angle 13.7°.  On this basis, we suggest the depth is largely 
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unconstrained for profiles 3, 4, and 5 as the downgoing rays do not intersect before reaching the 
depth of the water table. 
 
4.4.3.2  Constant head profiles 
    The constant head profiles are designed to represent a small velocity perturbation in the 
subsurface.  The benefits of the constant head design is that water runoff at the surface was not 
observed, as a constant level of water was maintained in the borehole.  Thus, in contrast to the 
falling head profiles, large traveltime perturbations were not observed (Figure 42).  The most 
likely candidate for a traveltime perturbation is located at 10-12 m horizontal location, whereby a 
steady increase relative to the baseline profile is observed.  A secondary peak is not observed, 
which may be indicative of the depth of infiltration (i.e., ~0.6 m deep borehole, with ~.3 m head 
level maintained).  The low magnitude of the traveltime perturbations increases the difficulty in 
interpretation, and is at or near noise threshold.  However, as the region is consistently 
represented as an increase of ~1-1.5 ms in traveltime perturbation relative to the baseline profile, 
we believe the wetting bulb is imaged in these profiles.  Regardless, we interpret the peaks to be 
approximately 2.0 m in width for the two profiles, and in the absence of a secondary peak, 
interpret 10.0 – 12.0 as the peak separation.  As a corresponding interpretation, we suggest that 
the peak half-width is ~0.25-0.50 m.  Although this is partially supposition, the conceptual model 
is that the depth of infiltration is too shallow to delineate two separate peaks (as shown in 
synthetic model 2).  As no water was observed at the surface due to the use of a constant head 
permeameter, the peak observed from 10.0-12.0 m is a superposition of raypaths from either end 
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(i.e., shots from lateral location 0-8.0 m and 14.0-22.0 m).  Using this interpretation, the center 
depth is approximated as 0.53-1.0 m, and the lower depth bounds are 1.0-2.1 m.   
 
4.5  Conclusions. 
    The implications of this research are diverse, and principally suggest that greater resolution of 
traveltime perturbations due to discrete velocity anomalies in the vadose zone can be observed if 
the data are stacked and visually inspected.  The falling head infiltration experiment 
demonstrates, at the gross scale, that velocity anomalies in the vadose zone can be imaged using 
seismic traveltime techniques.  The constant head permeameter is likely at the threshold for 
detection; however, due to the application of time-lapse images, we believe the subtle traveltime 
perturbation is due to the influence of the wetting bulb in the vadose zone.  In future 
hydrogeophysical work, we suggest the depth of infiltration is increased in order to delineate two 
separate peaks, which increases the accuracy of depth predictions significantly.   
    The estimates of depth using the geometric method and the intercept-time method are 
moderately successful, and indicate clearly that knowledge of the subsurface velocity distribution 
is critical for their successful implementation.  In a gradient media, the geometric method 
performs better, and in a linear media without curvature of rays, it is expected that the intercept-
time technique performs better.  The estimates obtained are influenced by the geophone interval, 
and thus we suggest a minimum of 0.25 m geophone spacing for high-resolution vadose zone 
imaging.  Additionally, as the signal-to-noise of the traveltime perturbations is proportional to 
the number of shots recorded, we also suggest an increase in the shot density. 
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5.  Summary and conclusions 
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5.0  Summary and conclusions 
    This dissertation contains several geophysical research projects that are intertwined by a 
common the application of seismic P-wave first-arrival times.  Following the introductory 
chapter, the second chapter covers the application of seismic first-arrival tomography (SFT) for 
delineating perched water bodies in the shallow near-surface.  The third chapter then correlates 
SFT profiles to bedrock stratigraphy at the Oak Ridge National Laboratories, in order to 
determine the origin and expected continuity of a seismic low-velocity zone at ~10-15 m depth 
below ground surface that is hypothesized to act as a high hydraulic conductivity pathway for 
contaminant transport.  Finally, the fourth chapter uses attribute analysis of seismic first-arrivals 
and a modified version of the generalized reciprocal method (GRM) in order to constrain the 
spatial location of discrete low-velocity anomalies.  The impact and conclusions of the three 
chapters are briefly summarized, and the overarching implications of this research are presented.  
 
5.1  Detecting perched water bodies 
    The use of time-lapse seismic P-wave first-arrival tomography (TLSFT) was investigated for 
monitoring the presence or absence of perched water bodies in the vadose zone within 4 m of the 
subsurface.  The experiment was performed using time-lapse seismics, in order to image the 
temporal response of the perched water bodies to periodic rainfall events.  The expected 
petrophysical relationship between increased saturation and seismic velocity indicates that the 
perched water bodies act as high seismic velocity zones above the regional water table.  The use 
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of trend analysis images, whereby the regional velocity trend (i.e., gradient seismic velocity 
distribution overlaying a constant velocity water table) was subtracted from the inverted seismic 
data allowed the spatial location of the perched water bodies to be delineated with submeter 
accuracy. 
 
    As the hydrologic behavior at the site is hypothesized to control contaminant remobilization 
(i.e., an influx of high pH water, relative to the low pH conditions in the subsurface, is believed 
to remobilize contaminants during rainfall events), an understanding of infiltration pathways is 
critical for accurate site-wide modeling.  Therefore, the results of our investigation guided an 
update of the hydrologic model, whereby instead of a line infiltration source adjacent to the S-3 
ponds, the model included the retardation effects of multiple perched water bodies and the 
corresponding fast-recharge pathways associated with the lack of a perched water body. 
     
5.2  Integration of seismic first-arrival tomography and bedrock stratigraphy 
    In order to provide a geologic interpretation for an observed seismic P-wave low-velocity 
feature, the bedrock stratigraphy of Oak Ridge National Laboratories is correlated to SFT 
profiles using sub-meter field descriptions of borehole data.  The low seismic velocity feature is 
correlated with a high-limestone-percent region in the bedrock stratigraphy, and in conjunction 
with an observed coincidence of high-conductivity electrical-resistivity tomography 
measurements that are indicative of contaminants (Waston et. al, 2005b), we suggest that the low 
seismic velocity feature acts as a preferential pathway for contaminant transport.  Thus, in a 
geologic framework, the low seismic velocity region represents a limestone region that has 
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weathered at a different rate relative to the surrounding shale bedrock.  As weathered limestone 
typically has a hydraulic conductivity several orders of magnitude greater than shale, we propose 
a regional transport model constrained by the lithology of the site.  Therefore, the integration of 
lithology and SFT profiles allows for a regional scale interpretation of low-velocity regions at 
large offset along geologic strike, that have little to no borehole control on a regional scale.   
 
5.3  Seismic attribute analysis for detection of low-velocity anomalies 
     As an alternative to more traditional tomographic reconstructions, we developed a 
methodology for detecting discrete low-velocity anomalies in the vadose zone without using 
iterative reconstruction algorithms.  In some cases, a discrete seismic low-velocity anomaly is 
detectable using conventional tomographic techniques; however, in many cases the seismic first-
arrivals are only marginally influenced, and the location of the feature is loosely characterized or 
indistinguishable from background.  Therefore, we developed an alternative methodology that 
sums observed traveltime perturbations, and reconstructs the location based upon a geometric 
method for gradient media and the intercept-time method for constant velocity media.  The 
methodology compares favorably to tomographic reconstructions in synthetic models and field 
data, and in some cases, provides otherwise inaccessible information regarding the spatial 
location of subtle anomalies.            
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5.4  Overall conclusions and implications of research 
    The overall theme of the research presented herein is that the systematic use of first-arrival 
times is a viable technique for solving diverse geologic and hydrogeologic problems.  In many 
cases, other geophysical tools have proven adept (e.g., electromagnetic techniques have 
documented success in mapping variability in saturation); however, the selection of a 
geophysical tool is at least partially controlled by site viability.  Thus, in some site locations, 
electromagnetic tools may not be successfully employed due to highly variable soil parameters 
or anthropogenic features at the site that preclude its successful implementation.  Additionally, 
there is information obtained from seismic methods that are likewise difficult to determine using 
other geophysical techniques (e.g., bedrock competency, spatial delineation of low-velocity 
zones due to partial saturation).     
    The time-lapse investigation of the vadose zone using SFT is a novel approach, and provides a 
framework for future investigations of saturation variability in the shallow subsurface.  The 
problem - delineating the spatial location of perched water bodies - is largely unsolvable at the 
ORIFRC by other geophysical techniques due to resolution limits and site conditions that 
preclude the use of other geophysical techniques.  Thus, although the approach employed at the 
ORIFRC was motivated by site-specific restrictions, we believe other problems could be 
satisfactorily imaged using TLSFT techniques.  The velocity estimates provided by the 
tomograms are generally considered inaccurate due to wavepath effects (i.e., the velocity 
perturbation is averaged due to the large seismic wavelength relative to the size of the anomaly); 
however, we believe spatial resolution is sufficient due to the raypath focusing effects of high-
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velocity anomalies.  Therefore, we suggest that a similar application of trend-analysis may prove 
useful in delineating high-velocity targets (e.g., tunnels, buried utilities lines).  The time-lapse 
component is similarly transferrable to future research, and can be applied in diverse settings 
such as investigation of sink-holes, or monitoring precipitation of minerals along grain 
boundaries associated with geochemical manipulations.  
    
    Although the integration of lithology and seismic techniques is not new, this work represents a 
high-resolution SFT applied to a geologic problem at a resolution not seen previously in the 
literature.  As the transport mechanism was previously undefined, our work provided a geologic 
framework for contaminant migration, and therefore significantly aids site-wide modeling 
efforts.  In a general context, the detection of low-velocity zones using seismic tomography is in 
its infancy, and thus a case study involving successful implementation of SFT is important in its 
own right.  Additionally, as contaminant transport is expected to continue to be a research area 
for the foreseeable future due to legacy anthropogenic waste at a variety of sites, investigations 
that demonstrate methodology for delineating pathways is critical for future remediation efforts. 
      
    The attribute analysis of seismic first arrivals provides a novel approach for detecting and 
discriminating discrete P-wave propogation velocity anomalies in the vadose zone.  As the 
traveltime perturbations are otherwise not identifiable using conventional tomographic 
techniques, its development is critical for future high-resolution hydrogeophysical investigations 
of the vadose zone.  In future work, we expect infiltration using constant-head permeameters to 
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be performed coincidently with geophysical measurements, and therefore extrapolate the 
dimensions of the wetting bulb in the subsurface.  Thus, seismic techniques may provide 
empirical validation of conventional vadose zone measurements, and possibly indicate lateral or 
vertical anisotropy due to preferential flow during infiltration.  
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APPENDIX A 
 
Geophone Placement for Time-Lapse Seismics 
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Figure A1.  Schematic representation of geophone placement.  Channels 1-4 were never 
recoupled, 5-8 recoupled each week, 9-12 recoupled each acquisition period, 13-16 buried 0.1 m, 
17-20 buried 0.25 m, 21-24 buried 0.5 m, and 25-48 were removed and replaced each acquisition 
period. 
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Figure A2.  Image of field site located at University of Tennessee, Plant Sciences Farm.
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Figure A3.  Results for the non-buried geophones. 
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Figure A4.  Results for the never-recoupled geophones. 
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Figure A5.  Results for the weekly recoupled geophones. 
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Figure A6.  Results for the daily recoupled geophones. 
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Figure A7.  Results for the never recoupled geophones with precipitation and temperature recorded. 
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Figure A8.  Results for the geophones 25-28 in terms of a geophone modeled as a biharmonic oscillator. 
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Figure A9.  Results for the geophones 1-4 in terms of a geophone modeled as a biharmonic oscillator. 
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Figure A10.  Difference between biharmonic oscillator parameters for geophones 1-4 and 25-28.
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APPENDIX B 
 
Selected Inverted Seismic Data from Area 3 at the Oak Ridge National Laboratories
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Figure B1.  Seismic data acquired on 10/24/07. 
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Figure B2.  Seismic data acquired on 11/02/07.  Velocity scale is identical to Figure B1. 
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Figure B3.  Seismic data acquired on 11/07/07.  Velocity scale is identical to Figure B1. 
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Figure B4.  Seismic data acquired on 11/09/07.  Velocity scale is identical to Figure B1. 
171 
 
 
Figure B5.  Seismic data acquired on 11/16/07.  Velocity scale is identical to Figure B1. 
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Figure B6.  Seismic data acquired on 11/21/07.  Velocity scale is identical to Figure B1. 
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Figure B7.  Seismic data acquired on 12/20/07.  Velocity scale is identical to Figure B1. 
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Figure B8.  Seismic data acquired on 01/07/08.  Velocity scale is identical to Figure B1. 
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Figure B9.  Seismic data acquired on 02/09/08.  Velocity scale is identical to Figure B1. 
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Figure B10.  Seismic data acquired on 02/14/08.  Velocity scale is identical to Figure B1.
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APPENDIX C 
 
 
Inverted Seismic Data Associated with Stratigraphy at Oak Ridge National Laboratories
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Figure C1.  Seismic line located parallel to the S-3 Ponds.  Located near tanks (Coordinates located in digital attachment). 
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Figure C2.  Seismic line located parallel to the S-3 Ponds.  Located between NT-2 and S-3 Ponds (Coordinates located in digital 
attachment).  Velocity scale is identical to Figure C1. 
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Figure C3.  Seismic line located parallel to the S-3 Ponds.  Located west of NT-2 in the ―boneyard/burnyard‖ (Coordinates located in 
digital attachment).  Velocity scale is identical to Figure C1. 
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Figure C4.  Seismic line located parallel to the S-3 Ponds.  Located ~6000 m west of the S-3 ponds (Coordinates located in digital 
attachment).  Velocity scale is identical to Figure C1.
182 
 
VITA 
    David Gaines was born in Nashville, TN, to the parents of David and Donna Gaines.  He 
received his GED in 1996, and joined the United States Air Force in September, 1998.  David left 
the Air Force in January, 2003 as a Staff Sergeant, and began school at the University of 
Tennessee in the Physics department.  After graduation with a Bachelors of Science in Physics in 
May, 2006, he switched to the Earth & Planetary Sciences at the University of Tennessee to 
pursue a PhD in near-surface geophysics with Dr. Gregory S. Baker.  He is the proud parent of 
two gangly mutts, Hank and Gordon, and is continuing his career in Houston, TX after 
graduation.  
