We analyze numerically the process of dynamical generation of spatially localized vortices in Bose-Einstein condensates ͑BEC's͒ with repulsive atomic interactions confined by two-dimensional optical lattices. Akin to bright solitons in a repulsive condensate, these nonlinear localized states exist only within the gaps of the matter-wave band-gap spectrum imposed by the periodicity of the lattice potential. We discuss the complex structure of matter-wave phase singularities associated with different types of stationary gap vortices and suggest two different excitation methods. In one method, the condensate is adiabatically driven to the edge of the Brillouin zone where a vortex phase is subsequently imprinted onto the condensate wave packet. Alternatively, a vortex is created in a condensate confined in a harmonic trap and then is nonadiabatically released into the lattice potential. We find that only the latter method leads to robust and reliable generation of vortices within the gap of the matter-wave band-gap spectrum. Moreover, the nonadiabatic excitation can lead to the formation of broad gap vortices from the initial BEC wave packets with a large number of atoms. These broad vortices are intimately connected to self-trapped nonlinear states of the BEC recently demonstrated in experiments with a one-dimensional optical lattice. Our numerical simulations also confirm the feasibility of a homodyne interferometric detection of broad gap vortices.
I. INTRODUCTION
The nonlinear dynamics of coherent matter waves in optical lattices has recently been studied in one-, two-, and three-dimensional ͑1D, 2D, and 3D͒ confining geometries ͑see, e.g., ͓1-9͔͒. In particular, it was shown both theoretically ͓10-13͔ and experimentally ͓14͔ that condensates with repulsive interatomic interactions can form spatially localized states-matter-wave solitons-supported by the anomalous diffraction at the edges of spectral bands. In two and three dimensions, a possibility to localize matter-wave states with a nontrivial phase-vortices-was also considered ͓9,15-17͔. The existence of vortices in a lattice is not obvious due to the lack of rotational symmetry and nonconservation of angular momentum. However, it was established that a vortex can exist in a lattice as a structure with the atomic density strongly modulated by the lattice, persisting circular particle flow, and a characteristic phase singularity ͓9,15-17͔. In a repulsive Bose-Einstein condensate ͑BEC͒, a lattice vortex can be localized only inside the gaps of the matter-wave band-gap spectrum ͓9,7,15͔.
For gap vortices to be observed in experiment, a clear route to the generation of such states and their detection should be mapped out. In this paper we examine in close detail the structure of gap vortices and the dynamical process of gap vortex generation in a 2D periodic lattice potential. First, we discuss the spatial structure and physical origin of the tightly confined "narrow" gap vortices and extended "broad" vortices. Second, we study the evolution of a general phase-imprinted condensate wave packet at the band edge and show that this process generally leads to transient vortex formation. Next we model the process of nonadiabatic vortex formation and show that a fast loading of a vortex formed in a magnetic trap into an optical lattice can lead to successful generation of a high-density, spatially localized broad vortex imprinted onto a broad "self-trapped" gap state ͓18͔. Finally, we consider the release dynamics of the gap vortices after the lattice potential is turned off and show that although the spatial structure of the localized state is lost in the expansion process, the phase retains the characteristic winding structure of a vortex. Using this observation, we suggest the method of interferometric detection of the gap vortex after its release from the lattice, based on the Bragg splitting of the condensate into two different momentum states. We show that coherent splitting of this kind may enable efficient homodyne detection of the vortex core, as previously predicted for vortices in harmonic magnetic traps.
II. MODEL
A strongly anisotropic "pancake" BEC cloud loaded into a two-dimensional optical lattice potential can be well described by the mean-field Gross-Pitaevskii model
where ٌ Ќ 2 = ‫ץ‬ 2 / ‫ץ‬x 2 + ‫ץ‬ 2 / ‫ץ‬y 2 . This equation is obtained with a standard dimensionality reduction procedure ͓19͔ by assuming a tight confinement in the direction perpendicular to the lattice. It is made dimensionless by using the characteristic
, and time L −1 = ប / E L scales of the lattice, where d is the lattice period and m the mass of the trapped atoms. The wave function is scaled as ⌿ → ⌿ ͱ g 2D , where the rescaled 2D interaction strength is Stationary states of a BEC are described by solutions of Eq. ͑1͒ of the form ⌿͑r , t͒ = ͑r͒exp͑−it͒, where is the chemical potential. For a noninteracting BEC these stationary states take the form of Bloch waves ͑r͒ = k ͑r͒exp͑ikr͒, where the quasimomentum k belongs to the Brillouin zone ͑BZ͒ of the square lattice and k ͑r͒ = k ͑r + d͒ is a periodic ͑Bloch͒ function with the periodicity of the lattice. It is well known that energy gaps may appear in the Bloch-wave spectrum ͑k͒, due to Bragg reflection preventing the propagation of any linear waves. The dependence of the first gap width on the potential depth is shown in Fig. 1 , where it is clear that the gap opens up only above a finite potential depth.
In the presence of repulsive atomic interactions every spectral gap is filled with spatially localized stationary states of the condensate. Below, we consider the stationary, nontrivial-phase in-gap states of a BEC in the form of spatially localized vortices. Finding such nontrivial stationary solutions of Eq. ͑1͒ represents a significant challenge because these are not ground states of the system and do not correspond to local minima of the energy functional associated with Eq. ͑1͒. An elegant solution to this problem was offered in Ref. ͓21͔, where it was shown that excited stationary states of the Gross-Pitaevskii equation can be found by minimizing the functional F͑͒ = f † ͑͒f͑͒, where in our case f͑͒ϵ͕−ٌ Ќ 2 + V͑x , y͒ − + ͉͉ 2 ͖. By chosing different initial "guesses" for the condensate wave function and for the chemical potential within the first spectral gap, it is possible to find different types of the stationary gap vortices, in both 2D and 3D lattice geometries ͓9,15͔. To minimize the functional F͑͒, we use the standard conjugate gradient method with Sobolev preconditioning ͓21͔.
III. FAMILIES OF GAP VORTICES
In a homogeneous BEC, a vortex with topological charge 1 is characterized by a 2 phase winding around a lowdensity core on a constant-density background. In practice such a vortex is generated in a condensate with repulsive interactions that is spatially confined by a harmonic trapping potential. In an optical lattice, however, spatial localization of a repulsive BEC wave packet may occur purely through the interplay between the nonlinearity and the effects of periodicity, such as anomalous diffraction at the edge of the first Brillouin zone that accounts for the effective "negative mass" of the wave packet ͓5͔. This localization may occur only inside the gaps of the matter-wave Bloch spectrum, leading to the well-known gap solitons ͓6-14͔. Similarly, nontrivial phase states can be spatially localized by a 2D or 3D optical lattice in the form of gap vortices ͓9,15͔. These states have a strongly modulated "discrete" density profile due to the periodicity of the lattice, but preserve a circular particle flow around their core ͓15,17͔.
A. Strongly localized vortices
The density and phase structure of the two basic types of gap vortices with the narrowest localization area are shown in Figs. 2͑a͒ and 3͑a͒. These are the off-site ͑centered on the lattice maximum͒ and on-site ͑centered on the lattice minimum͒ stationary gap vortices. The condensate density is strongly localized around four lattice sites. The phase distribution shows characteristic 0 → 2 winding of a vortex state in the central area and -phase modulation of the vortex "tails." Numerically, these stationary states are found by the minimization method described in the previous section, with the initial state chosen as a fragmented vortex ring-a smallradius cluster of four strongly localized bright gap solitons that are appropriately positioned on the lattice sites and have relative phases ͑0, /2, ,3 /2͒, amounting to the total phase ramp of 2. The initial state for the minimization procedure should contain small number of atoms.
The physical mechanism responsible for the existence of the strongly localized vortex states deep inside the gap can be described by the theory ͓17͔ that considers each vortex as a cluster of interacting trivial-phase bright 2D solitons ͓6,7͔. The particle flow within the cluster is determined by the nonlinear coupling between the solitons ͑lobes͒ and their relative phases ͓17͔. This theory predicts the existence of a wide variety of asymmetric ͑e.g., triangular͒ vortices in a 2D "square" lattice ͓17͔; however, here we are interested only in the symmetric states closely related to the simple "narrow" vortices shown in Figs. 2͑a͒ and 3͑a͒. By solving the stationary version of the model equation ͑1͒, with the initial data for the minimization procedure taken as a soliton cluster with discrete phases, we find families of lattice vortices of everincreasing radius, which are almost degenerate in particle number regardless of their symmetry type ͓see Figs. 2͑b͒, 2͑c͒, 3͑b͒, and 3͑c͔͒. This degeneracy simply reflects the fact that these states are well described as clusters of coupled solitons and that the coupling is weak. In addition to the four-site gap vortices, we also find vortices with additional lobes, which naturally have a higher particle number ͓see Figs. 2͑d͒ and 3͑d͔͒.
From the theory of matter-wave localization in 2D lattices ͓5,6͔ it is known that bright gap solitons near the bottom of the first spectral gap can be described as envelope states superimposed onto the nontrivial-phase Bloch wave at the nearest band edge-i.e., point M of the first BZ ͑see Fig. 1 , inset͒. Therefore we could expect that, near the edge of gap, the bright gap vortices of both symmetry types would also be related to the M-point Bloch state. To further clarify the origin of the different vortex states, we examine the particle flow around the vortex core, which is characterized by the vector field Im͑ * ٌ ͒. Although the total flow around the core has a well-defined direction and the "charge-1" gap vortex can be characterized by a unit spin everywhere inside the gap ͓15͔, the overall particle flow may have a complicated structure, as shown in Fig. 4 . It can be seen that the on-site gap vortex shown in Fig. 3͑a͒ contains several singular points with alternating directions of flow around each one of them ͓see Fig. 4͑b͔͒ . This complicated flow is reproduced by the interference of four gap solitons with appropriate phases ͑0, /2, ,3 /2͒, which confirms the M-point origin of this vortex state. The low-density, "linear," tails of the vortex have a nontrivial phase structure similar to that of the M-point Bloch state, but with a fourfold symmetry due to the symmetry of the nonlinear localized state. The complicated phase structures of other wide-radius vortices may be similarly attributed to gap soliton interference. Interestingly, the basic off-site vortex displays quite different particle flow properties ͓see Fig. 4͑a͔͒ . The particle flow is simple, with circulation occurring around a singular point at the vortex core similar to the case of a vortex in a homogeneous condensate. As discussed in the next section, this flow structure indicates that the smallest off-site vortex is associated with the trivial-phase ⌫-point Bloch state.
B. Broad vortices
In addition to the tightly localized states, we find a class of "broad" vortex states ͑see Fig. 5͒ which may be of arbitrary spatial extent and may therefore contain a large number of atoms. In order to find this type of stationary state ͓see, e.g., Fig. 5͑a͔͒ , the initial state for the minimization procedure can be chosen as a broad modulated wave packet with an imprinted charge-1 vortex phase. Analysis of the atomic density distribution, particle flow, and phase of these broad states shows that the physical mechanism responsible for their existence is the same as that which supports the existence of self-trapped gap states ͓18,22͔ in optical lattices. A broad vortex can therefore be interpreted as a charge-1 vortex imprinted onto a trivial-phase truncated nonlinear Bloch wave corresponding to the ground state of the condensate in the lattice ͓i.e., point ⌫ in Fig. 1 ͑inset͔͒. This results in a density distribution with sharp edges ͓see Fig. 6͔ and a simple circular particle flow around a singular point at the vortex core ͓Fig. 6͑a͔͒. Different types of broad gap vortices ͓see Figs. 5͑b͒ and 5͑c͔͒, including "nonsquare" forms, can be found numerically by using an appropriately truncated ⌫-point Bloch wave with an imprinted vortex phase as the initial state for the minimization process. The similarity be- tween the phase and flow structure of the broad vortices and narrow off-site vortices ͓cf. Figs. 2͑a͒ and 5͑a͔͒ confirms the similar origin of these two types of localized states. The broad vortices can also be found centered on and off site.
The on-site case ͑c͒ is not the simplest form as it induces a defect ͑missing lobe͒ at the center and has higher energy than the states shown in Figs. 5͑a͒ and 5͑b͒. As will be shown below, this fact affects the process of dynamical localization of the broad-gap states.
IV. VORTEX GENERATION
Our predictions of the existence of BEC vortices in the spectral gap presented above are based upon the numerical analysis of stationary localized states described by the GrossPitaevskii equation ͑1͒. However, the dynamical generation of such states is a nontrivial problem and several different methods can be considered.
A. Phase imprinting at the band edge
Dynamical localization of gap solitons in a 1D optical lattice, achieved experimentally ͓14͔ and studied numerically ͓23͔, required adiabatic loading of the condensate wave packet into the ground state of an optical lattice and subsequent adiabatic transfer to the edge of the Brillouin zone. Once at the band edge, the wave packet acquires the negative effective mass ͑i.e., anomalous diffraction properties͒ that can counteract the effects of repulsive atomic interactions and lead to the formation of the spatially localized state. In the case of a 2D lattice, numerical simulations of the meanfield model ͓24͔ suggested that the dynamical localization of the BEC wave packet can also be achieved via an adiabatic process of driving the condensate to the M edge of the Brillouin zone.
To explore whether the localized vortex states can be formed in a similar manner, we impose a 2-phase winding ramp onto a broad wave packet with a staggered phase ͓cos͑x͒cos͑y͔͒ which approximates the phase structure of a wave packet at the M edge of the Bloch band. Physically, such a phase dislocation can be imprinted by a laser field ͓25͔ onto a condensate already prepared at the band edge. We then study the evolution of the initial state through the dynamical simulations of Eq. ͑1͒. The results of our numerical simulations for a shallow lattice ͑V 0 = 4.0͒ are presented in Fig. 7 . As previously noted in ͓15͔, the outcome of the evolution critically depends on the peak density of the initial state; however, the type of perturbation applied to the initial state is also very important.
In general we find four different evolution regimes. In the first regime a subcritical peak density in the input ͓row ͑a͔͒ leads to initial gap vortex formation, but the expansion of the condensate due to repulsive interactions prevails and prevents localization. The vortex evolves from a tightly localized state to a wider-radius state and then breaks up. At a critical initial density ͓row ͑b͔͒ a localized gap vortex state may form; however, we do not see formation of the smallest radius off-site state due to the stronger repulsion intrinsic to this state. At a moderate ͑above critical͒ initial density ͓row ͑c͔͒ the condensate dynamics critically depends on the symmetry of the initial state. For a certain alignment ͑either off site or on site͒ of the initial state we observe the transient generation of gap vortex states of different radii but of the same symmetry type in the process of evolution. Similar processes of vortex transmutation have been explored in ͓26͔. Depending on the position of the initial wave packet, either the off-site or on-site states of different radii shown in Figs. 2 and 3 can be generated, but no transition between the states of the different symmetry types occurs. This dynamical transmutation process is highly unstable with respect to symmetry-breaking perturbations-any initial imbalance of the condensate density between the vortex "lobes" is magnified, leading to the fast breakup of the vortex, as shown in the time sequence of Fig. 7͑c͒ . As a result, no stable vortex generation for an initial state with random density perturbations occurs. In the case of high initial density ͓row ͑d͔͒ a number of "spikes" develop in the density pattern due to the modulational ͑dynamical͒ instability of the initial highly nonlinear state, which swamp the vortex and lead to the destruction of the localized state.
To summarize, the phase imprinting onto a wave packet at the band edge of the optical lattices does not lead to reliable gap vortex formation. The dynamics is very sensitive to the alignment of the initial state relative to the lattice. For an FIG. 4 . ͑Color online͒ Particle flow structure for the "narrow" ͑a͒ off-site and ͑b͒ on-site gap vortices shown in Figs. 2͑a͒ and 3͑b͒ , respectively, plotted together with contours of the atomic density profile.
FIG. 5. ͑Color online͒ Broad-vortex states inside the band gap ͑ = 4.5͒ of a lattice potential with V 0 =4. ͑a͒ Broad vortex with off-site singularity location, containing 1.3ϫ 10 3 atoms. ͑b͒ "Nonrectangular" broad vortex containing 2 ϫ 10 3 atoms. ͑c͒ Broad vortex localized over a large number of lattice sites and containing 1.1ϫ 10 4 atoms.
initial state which is neither on site or off site the process of vortex breakup is strongly enhanced.
B. Nonadiabatic vortex loading
Since an optical lattice does not preserve rotational symmetry and the angular momentum is no longer conserved, it is of fundamental importance to determine whether a single vortex prepared in a magnetic trap can be loaded into a lattice and retain its characteristic features. To this end we have performed numerical simulations of the evolution of a condensate prepared in a quasi-2D magnetic trap with a charge one vortex imprinted onto a condensate cloud with a Thomas-Fermi profile, which is suddenly released from the trap and simultaneously loaded into a 2D optical lattice. The initial and final states of the evolution can be seen in Fig. 8 , which displays rapid convergence to the smallest-radius onsite gap vortex state shown in Fig. 3͑a͒ . The circulation of the core of the final state corresponds to the circulation of the initial vortex, and the characteristic phase winding structure of the vortex is preserved, even though the structure of the singularity of the gap state is complex ͓see Fig. 8͑b͔͒ . This nonadiabatic generation process is quite robust, provided the density and spatial extent of the initial state are of the order characteristic of the gap vortex. Hence, robust and repeatable dynamical generation of a tightly localized gap vortex requires an initial state in the form of an extremely tightly confined initial condensate wave packet with a small atom number. For the physical parameters used in this work the radial trap frequency would be Ϸ500ϫ 2 Hz. Dynamical nonadiabatic generation of narrow-gap vortices of larger radii presented, for instance, in Figs. 3͑b͒-3͑d͒ would require careful control over the width of the initial wave packet, which is not easy to achieve experimentally.
For broader initial density distributions that can be created in weaker confining traps, our dynamical simulations show convergence to the broad-gap vortex states ͑as seen in Fig.  9͒ . As expected, the atomic density profile of the initial cloud becomes strongly modulated by the lattice; however, the winding phase structure of the vortex is preserved during the evolution and the initial broad BEC wave packet does not spread in the lattice. The spatial structure of the resulting vortex state ͓Fig. 9͑b͔͒ shows sharp edges characteristic of the self-trapped states ͓18,22͔.
The nonadiabatic generation of broad-gap vortices can be achieved even if the initial state contains a large number of atoms and has a peak density far exceeding that of a typical localized state in the first spectral gap. In this latter case, the evolution begins with a nonlinear Bloch state deep in the second ͑excited͒ band of the matter-wave band-gap spectrum; however, radiation of atoms into the low-density background eventually "drops" the self-trapped localized state into the gap, as shown in Fig. 9͑c͒ . As discussed above, the off-site broad vortex is the lowest-energy state. Thus, in the process of dynamical generation, even if the initial singularity is positioned on site, transfer of the singularity to an energetically favored off-site position occurs. We stress that the nonadiabatic dynamical generation of the "square"-shaped broad-gap vortices of the type shown in Fig. 5͑c͒ is an extremely robust and repeatable process that can be achieved for virtually any initial vortex state prepared in a harmonic trap with realistic trapping frequencies.
V. INTERFEROMETRIC DETECTION
A key experimental requirement is the ability to detect a stationary vortex once it has been created. The ideas of in- FIG. 6 . ͑Color online͒ ͑a͒ The simple particle circulation of a broad off-site vortex. Almost all circulation occurs at the vortex core, just as in the case of a vortex in a homogeneous condensate. ͑b͒ Radial density structure displaying a typical structure of a truncated nonlinear Bloch wave ͓18͔.
FIG. 7.
͑Color online͒ Evolution of an initial BEC wave packet with a vortex phase imprinted onto a nonlinear Bloch state corresponding to the M-band edge in an optical lattice with V 0 = 4. The four rows show the snapshots of the 15 ms evolution of the condensate with the initial densities ͑a͒ below, ͑b͒ at critical, ͑c͒ slightly above critical, and ͑d͒ well above critical peak density required for the formation of a localized "narrow" vortex. The initial ͑final͒ atom numbers, initial chemical potential, and initial position of the vortex singularity are ͑a͒ 8.7ϫ 10 2 ͑7.9ϫ 10 2 ͒, = 1.2, off site; ͑b͒ 8.6ϫ 10 2 ͑7.3ϫ 10 2 ͒, = 1.2, on site; ͑c͒ 1.2ϫ 10 3 ͑1.06ϫ 10 3 ͒, = 1.6, off site; ͑d͒ 2.6ϫ 10 3 ͑2.3ϫ 10 3 ͒, = 2.0, off site. A gap vortex released from the trap undergoes a complex phase and density evolution. Nevertheless, as seen in Fig. 10 , even in the case of an on-site vortex with its sophisticated phase structure, the main feature of the vortex, the 0 → 2 phase ramp around the vortex core, is retained in the dynamics and should leave the same signatures in the interference patterns as the vortices released from magnetic traps. Although heterodyne detection schemes for a gap vortex can be suggested, the use of the homodyne scheme with the Bragg coherent splitting seems most straightforward. Here we suggest and test numerically the following sequence of detection: ͑a͒ generation of the gap vortex as discussed in the previous section, ͑b͒ release from the optical lattice and free expansion for a few milliseconds, ͑c͒ Bragg diffraction with a short optical pulse to ensure a broadband coupling to a different momentum state, and ͑d͒ imaging of the interference pattern shortly after splitting. Following this sequence, we simulate numerically the free expansion of the two condensate components carrying a gap vortex after application of a Bragg pulse. Even for the case of tightly bound off-site and on-site vortices, a clear double-fork structure is visible in the interference pattern which suggests the feasibility of the detection of the gap vortex in an interferometric experiment. However, the size of the interference fringes obtained in these simulations is an order of magnitude lower than the best resolution of optical imaging ͑ϳ3 m͒ in BEC experiments ͓14,22͔. The slower relative velocities of the BEC clouds after coherent splitting along with longer expansion times can, in principle, provide larger fringe spacing. However, in the case of the tightly bound, low-atom-number vortex states, the low density of the BEC cloud after longer expansion times would be insufficient for efficient imaging.
In contrast, the broad-gap vortices have a much greater spatial extent and high peak density and therefore present a better opportunity for interferometric detection after long expansion times. Typical interference patterns for these states ͑at different expansion times and different momenta imparted by the Bragg pulse͒ are presented in Fig. 11 . The size of the fringes in Fig. 11 ͑right panel͒ is 1.8 m, which approaches the realistic resolution of the imaging systems. Our simulations indicate that the imaging can, in principle, be achieved for this type of gap vortex.
VI. CONCLUSIONS
We have investigated the process of the dynamical generation of gap vortices of two different types: the narrow, tightly localized vortices and broad vortices that are connected to the 2D self-trapped states ͓18͔. Our numerical simulations confirm the feasibility of the nonadiabatic generation of both narrow-and broad-gap vortices for a wide range of initial conditions. The possibility to generate broadgap vortices seems very important in view of the experimental difficulties that are associated with the creation of the FIG. 8 . ͑Color online͒ Nonadiabatic loading of a narrow wave packet into the lattice with V 0 = 4.0 demonstrating dynamical generation of a narrow-gap vortex. Row ͑a͒: density ͑left panel͒, phase ͑middle panel͒, and density cross section ͑right panel, dotted line͒ for the initial state at t = 0 containing 1.07ϫ 10 3 atoms. Solid line on the right panel shows the cross section of the final density profile. Color bar corresponds to the density plots. Row ͑b͒: density ͑left panel͒, phase ͑middle panel͒, and the particle flow ͑right panel͒ of the final gap state at t = 100 ͑5 ms with 3.0ϫ 10 2 atoms. Color bar corresponds to the phase plots. ͑c͒ Relaxation of the chemical potential from a band ͑shaded͒ into the gap ͑unshaded͒; point B corresponds to the vortex shown in row ͑b͒ above.
localized gap states by following the route of adiabatic loading of the BEC into a lattice and adiabatic acceleration to the band edge. The experimentally achieved gap solitons had an extremely low number of atoms ͓14͔, whereas the nonadiabatic procedure examined here may allow the generation of localized gap states ͑in particular, with a nontrivial phase͒ containing a large number of atoms. In addition, we have demonstrated the possibility to detect the gap vortex in an interferometric experiment after the vortex is released from the lattice.
