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5Kurzfassung
Ein zuverlässiges Netz für die Kommunikation ist die Basis für eine erfolgreiche Or-
ganisation und Koordination von Rettungskräften in Katastrophenfällen. Die heuti-
ge Kommunikationstechnik der Rettungskräfte basiert auf dem digitalen Funksystem
Terrestrial Trunked Radio (TETRA). TETRA bietet keine ausreichende Datenrate für
Multimediadaten und ist bei zerstörter Infrastruktur nur eingeschränkt nutzbar. Des-
halb ist es notwendig die Kommunikation in Katastrophenfällen auf anderen Netztypen
aufzubauen und Protokolle weiterzuentwickeln.
Die vorliegende Arbeit befasst sich mit der zuverlässigen Gruppenkommunikation in
Katastrophenfällen. Durch die oft fehlende Infrastruktur in solchen Szenarien, werden
Mobile Ad-hoc Networks (MANETs) verwendet, um eine Kommunikation kurzfristig
wieder herzustellen. MANETs bilden sich selbständig und sind in ihrer Reichweite ein-
geschränkt. Das kann dazu führen, dass mehrere zu einer Kommunikationsgruppe gehö-
rende Kommunikationspartner nicht direkt miteinander verbunden sind. Um trotzdem
eine Kommunikation zu ermöglichen, wurde unter Nutzung eines verzögerungstoleran-
ten Kommunikationsdienstes (Delay Tolerant Networking (DTN)) ein Gruppenkom-
munikationsprotokoll entwickelt. Dieses Protokoll (Reliable Multicast over Delay To-
lerant Mobile Ad Hoc Networks (RMDA)) übermittelt Gruppennachrichten mit einer
hohen wählbaren Zuverlässigkeit an die gewünschten Gruppenmitglieder unter Opti-
mierung des Speicherplatzbedarfs der DTN-Knoten.
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7Abstract
A reliable network for communication is the basis for a successful organization and
coordination of rescue services in case of disasters. Today’s communication technology
of the emergency services is based on the digital radio system Terrestrial Trunked
Radio (TETRA). TETRA provides no sufficient data rates for multimedia data. In
case of destroyed infrastructure it is available only to a limited extent. Therefore in
case of disasters, it is necessary to provide communication services based on other
network types and further development of protocols.
This thesis is concerned with reliable group communication in disaster scenarios. By the
frequent lack of infrastructure in such scenarios, Mobile Ad-hoc Networks (MANETs)
are used to restore quickly. MANETs build themselves autonomously and are locally
limited. As a result, group members belonging to one multicast group could be not
directly connected. Therefore, to enable a communication, a group communication
protocol was developed using a delay-tolerant communication service (Delay Tolerant
Networking (DTN)).
This protocol (Reliable Multicast over Delay Tolerant Mobile Ad Hoc Networks (RMDA))
sends group messages with selectable high degree of reliability to the desired group
members, while optimizing the buffer required on the DTN nodes.
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11 Einleitung
2011 wurde eine nukleare Katastrophe durch ein Erdbeben und den darauf folgenden
Tsunami in Japan ausgelöst. Weite Teile der Küste, mit deren Infrastruktur, wurden
zerstört. Trotz schnell eingeleiteten Rettungsmaßnahmen verloren viele Menschen ihr
Leben. Durch eine bessere Kommunikation und damit Organisation der Rettungsteams
hätten mehr Leben gerettet werden können. Deshalb ist die Forschung auf dem Gebiet
der Zuverlässigen Gruppenkommunikation in mobilen Ad-hoc-Netzen auf Basis eines
verzögerungstoleranten Kommunikationsdienstes in der heutigen Zeit so bedeutend.
1.1 Motivation
In den letzten Jahren traten immer häufiger Naturkatastrophen auf, bei denen tau-
sende Menschen ihr Leben verloren. Beispiele hierfür sind 2015 ein Erdbeben in Nepal
sowie im Jahre 2011 in Japan. Menschen in solchen Gebieten benötigen schnelle und
effiziente Rettungs- und Hilfsmaßnahmen. Doch die Infrastruktur in den betroffenen
Gebieten wurde weitgehend zerstört. Viele Helfer aus verschiedenen Ländern boten
Hilfskräfte und Hilfsgüter an. Um dies effizient zu koordinieren ist eine funktionieren-
de Kommunikation notwendig. Das Problem liegt in fehlenden länderübergreifenden
Standards für die Kommunikation.
Als erster Schritt muss die Kommunikation wieder hergestellt werden, damit das Leben
der Rettungskräfte, z. B. durch radioaktive Strahlung, Flutwellen oder Lawinen, nicht
unnötig gefährdet wird. Da keine oder nur teilweise Infrastruktur vorhanden ist, bieten
sich Mobile Ad-hoc Networks (MANETs) für den schnellen Aufbau der Kommunikation
zwischen Rettungskräften an. Mit Hilfe von mobilen Geräten wie Smartphones Laptops
werden eigenständige Netze aufgebaut.
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Im zweiten Schritt werden Rettungskräfte verschiedenen Gruppen zugeordnet, wie z. B.
Feuerwehr, Polizisten, Sanitäter usw. Mitglieder innerhalb einer Gruppen sind an den
gleichen Informationen interessiert. Denkbar ist, dass an die Gruppe „Polizisten“ eine
Nachricht gesendet wird, die beinhaltet, dass ein bestimmtes Gebiet abzusperren ist.
Diese Nachricht sollte (möglichst) alle Polizisten zuverlässig und (möglichst) schnell er-
reichen. Deshalb bietet sich insbesondere in diesen Fällen die Gruppenkommunikation
an.
Bei großflächigen Katastrophen ist durch die Bewegung der Rettungskräfte und die
begrenzte Reichweite mobiler Geräte im Ad-hoc-Modus eine komplette Abdeckung der
Kommunikation oft nicht gewährleistet. Demzufolge entstehen oft Unterbrechungen zu
verschieden Netzabschnitten.
Aktuell verwenden Behörden und Organisationen mit Sicherheitsaufgaben (BOS) in
Deutschland das digitale Funksystem Terrestrial Trunked Radio (TETRA) oder sie
nutzen noch immer analoge Funktechniken [Hußmann u. a., 2000]. Der TETRA-Stan-
dard ist infrastrukturbasiert, wobei auf einen Ad-hoc-Modus umgestellt werden kann,
welcher keine Unterbrechungen toleriert. Um TETRA nutzen zu können, müssen alle
Nutzer ein TETRA-fähiges Gerät besitzen. Die Anschaffung solcher Geräte ist kosten-
intensiv, weshalb viele BOS, also Feuerwehreinheiten und Polizeistationen, noch nicht
umgerüstet sind. Des Weiteren erfolgt die Kommunikation von der Einsatzstelle zur
Leitstelle weitestgehend über herkömmliche Mobilfunknetze. [Christiansen, 2014] Die
Bandbreite des TETRA-Systems ist nur für die Übertragung von Sprachnachrichten
sowie Kurznachrichten ausgelegt, und somit nicht für die Übertragung von Multime-
diadaten geeignet [Wolff, 2013].
Ein verzögerungstoleranter Dienst (Delay Tolerant Networking (DTN)) bietet eine
Möglichkeit Nachrichten zu speichern und diese bei Kontakt zu anderen Netzteilen,
weiterzuleiten. Auf diesem Weg können Unterbrechungen überbrückt werden. Durch
Unterbrechungen verursachte Wissenslücken über die aktuellen Anzahl der Gruppen-
mitglieder oder auch die fehlende Kenntnis über die Netzstruktur, fordert die Wei-
terentwicklung von Protokollen, die gezielt Algorithmen bereitstellen, um unter diesen
Bedingungen eine Kommunikation zu gewährleisten. Eine der größten Herausforderung
besteht darin, dass alle Gruppenmitglieder eine versendete Gruppennachricht erhalten.
Dabei dürfen die eingeschränkten Ressourcen, verursacht durch die mobilen Geräte,
sowie die Identifikation von Gruppenmitgliedern nicht vernachlässigt werden.
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Um eine zuverlässige Gruppenkommunikation, insbesondere bei Katastrophen zu ge-
währleisten, wird in der vorliegenen Arbeit ein neues Protokoll definiert, über welches
Gruppennachrichten mit einer hohen, wählbaren Zuverlässigkeit an alle Gruppenmit-
glieder unter Optimierung des Speicherplatzbedarfs und unter Nutzung eines verzöge-
rungstoleranten Kommunikationsdienstes übermittelt werden. Eine verbesserte Kom-
munikation ist die Grundlage für das schnelle Auffinden und Bergen von Opfern. Es
hilft Menschenleben zu retten.
1.2 Zielstellung und wissenschaftlicher Beitrag
Ziel dieser Arbeit ist es, ein Protokoll zu entwickeln, welches eine zuverlässige Gruppen-
kommunikation innerhalb eines Katastrophenszenarios ermöglicht. In der Veröffentli-
chung von A. Onwuka [Onwuka, 2011] wurde festgestellt, dass MANETs besonders
gut geeignet sind, um eine Kommunikation in Katastrophengebieten neu aufzubauen.
Deshalb soll das Gruppenkommunikationsprotokoll auf MANETs aufsetzen. Problema-
tisch ist, dass durch die Mobilität der Knoten eine Partitionierung des Netzes entstehen
kann, wodurch die Kommunikation unterbrochen wird. Zu diesen MANET-Segmenten
ist eine Kommunikation mit herkömmlichen Kommunikationsprotokollen nur schwer
oder gar nicht möglich. Zur Verbindung dieser MANET-Segmente, soll ein verzöge-
rungstoleranter Dienst, auch bekannt unter DTN, integriert werden. Hierbei werden
die Mobilität von Knoten oder auch speziell eingesetzte Knoten zum Datentransport
(Fähren) genutzt, um diese Netzsegmente zu verbinden und so gespeicherte Nachrich-
ten auszutauschen. Gruppenkommunikation ist eine häufige Kommunikationsform in
Katastrophenszenarien. Sie dient zur Koordination von Helfereinheiten und sorgt für
die Verteilung lebenswichtiger Informationen.
Deshalb soll das Kommunikationsprotokoll den Fokus auf die Zustellung von Grup-
pennachrichten legen. Besonders wichtig ist darüber hinaus, dass Gruppennachrichten
möglichst allen Gruppenmitgliedern zugestellt werden, auch wenn diese gerade nicht
direkt zu erreichen sind und sich in einem anderem Netzsegment befinden. Das Ziel
des Protokolls ist, die zuverlässige Gruppenkommunikation über ein verzögerungstole-
rantes mobiles Ad hoc Netz zu realisieren. Bestehende Ansätze werden im Abschnitt
3.3.1 aufgezeigt und diskutiert.
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Unter Beachtung des obengenannten Ziels wurde folgendes Gruppenkommunikations-
protokoll Reliable Multicast over Delay Tolerant Mobile Ad Hoc Networks (RMDA)
erarbeitet:
• RMDA baut auf dem DTN-Konzept auf, um Unterbrechungstoleranz zu gewähr-
leisten.
• Es besteht aus zwei Modulen, dem Gruppenverwaltungsmodul (Unterkapitel:
4.3) und dem Übertragungsmodul (Unterkapitel: 4.4), welche dezentral in jedem
RMDA-fähigen Knoten vorhanden sind und somit den Nachteilen einer zentralen
Verwaltung entgegenwirken.
• Gruppen werden über eine End-Point-Identifikation (EID) adressiert. Ein Grup-
penbeitritt bzw. ein Gruppenaustritt ist jederzeit möglich.
• Das Protokoll nutzt eine intelligente neuartige Speicherverwaltungsstrategie (Ab-
schnitt: 4.4.3) mit integriertem RMDA-Algorithmus (Abschnitt: 4.4.5), um hohe
Auslieferungsraten zu erreichen, und erhöht daher die zuverlässige Übertragung
von Gruppennachrichten.
• RMDA erlaubt den Anwendern das Protokoll auf das jeweilige Nachrichtenauf-
kommen anzupassen, indem es drei Level zur Auswahl stellt. Je nach Level werden
das Verhältnis des Nachrichtenspeichers von Gruppennachrichtennachrichten zu
Unicastnachrichten im Knoten verändert.
• Die Empfängeridentifikation (Abschnitt: 4.4.2) im Übertragungsmodul bietet ei-
ne zusätzliche Empfängerauswahl, abhängig vom Zeitpunkt des Gruppenbeitritts
oder Gruppenaustritts.
RMDA nutzt eine neuartige intelligente Speicherverwaltungsstrategie mit einem Schät-
zungsalgorithmus, dem RMDA-Algorithmus, der trotz unterbrochener Netzsegmente
eine verbesserte, und somit zuverlässigere, Zustellung von Gruppennachrichten ermög-
licht.
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1.3 Aufbau der Arbeit
Die vorliegende Arbeit wird in Kapitel untergliedert. Wichtige Begriffe werden defi-
niert. Nach der Einleitung werden Grundlagen (Kapitel 2) zu den benötigten Netztypen
sowie zur Gruppenkommunikation vermittelt. Anschließend erfolgen Anforderungen
und Bewertungskriterien von DTNs (Kapitel 3). Dort werden auch bisherige Arbeiten
vorgestellt. Der Haupteil, das Konzept von RMDA, wird im darauffolgenden Kapitel 4
erörtert. Es wird dabei detailliert auf die einzelnen Bestandteile von RMDA eingegan-
gen. Im Kapitel 5 werden verschieden Simulationen vorgestellt und diskutiert. Danach
wird im Kapitel 6 eine kurze Zusammenfassung dieser Arbeit sowie ein Ausblick auf
die möglichen zukünftigen Weiterentwicklungen gegeben.
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72 Grundlagen
In diesem Kapitel werden Begriffe definiert, die zum allgemeinen Verständnis dieser
Arbeit benötigt werden. Zu Beginn werden Grundlagen zu Netzen (Unterkapitel 2.1)
beschrieben, die für diese Arbeit relevant sind. Dabei werden gebräuchliche Definitio-
nen vorgestellt. Sie bilden die Basis für die weiteren Kapitel. Unterkapitel 2.2 erklärt
den Vorteil einer Kombination von MANETs und DTNs. Danach werden im Unterka-
pitel 2.3 Kommunikationsformen vorgestellt. Auf die Gruppenkommunikation wird im
Detail eingegangen.
2.1 Netztypen
Um die Kommunikation zwischen verschieden Teilnehmern zu ermöglichen sind Netze
(Definition 1) notwendig. Dabei haben sich die Netze von anfänglich einfachen Tele-
fonnetzen bis hin zu modernen Mobilfunknetzen entwickelt.
Definition 1 (Netz) Ein Netz verbindet verschiedene Knoten (mindestens zwei) phy-
sikalisch und logisch so miteinander, dass diese kommunizieren können. Diese Verbin-
dung erfolgt über Kabel und/oder über Funk. Es bietet die Möglichkeit Ressourcen, wie
Drucker, zu teilen. [Machajewski, 2015]
Netze kann man hauptsächlich in zwei Netztypen einteilen: in Infrastrukturnetze (Ab-
schnitt 2.1.1) und Ad-hoc Netze (Abschnitt 2.1.2). Wichtige Eigenschaften, Vor- und
Nachteile sowie eine kurze Erklärung zu diesen Netztypen werden im Folgenden vor-
gestellt.
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2.1.1 Infrastrukturnetze
Infrastrukturnetze (Definition 2) sind weltweit der weit verbreitetste Netztyp und bil-
den die Grundlage unserer heutigen Kommunikation. Herkömmliche Telefonnetze als
auch alle Mobilfunknetze basieren auf einer Infrastruktur. Die Kommunikation zwi-
schen Kommunikationspartnern erfolgt immer über einen Zugangspunkt. Ein weiteres
klassisches Beispiel eines Infrastrukturnetzes ist das Internet, welches gleichzeitig das
bekannteste Wide Area Network (WAN) (Definition 4) ist. Unternehmensinterne Netze
gehören zu der Kategorie der Local Area Networks (LANs).
Bei Infrastrukturnetzen entstehen hohe Wartungskosten. Eine Planung beim Aufbau
neuer Infrastrukturnetze ist im Vorfeld immer notwendig.
Definition 2 (Infrastrukturnetz) Infrastrukturnetze sind stationäre Netze mit Rou-
tern und Servern oder Mobilfunknetze mit Basisstationen und hierarchischer Struktur.
Diese Netze haben einen zentralen Dienstanbieter. [Irmscher, 2011]
Definition 3 (Local Area Network) Ein lokales Netz (Local Area Network, LAN)
ist ein „Datenkommunikationssystem (Netz), das die Übertragung von Daten zwischen
mehreren unabhängigen Datenstationen (v. a. Rechnern) mit hoher Übertragungsge-
schwindigkeit und mit niedriger Fehlerrate in einem begrenzten geografischen Gebiet
ermöglicht. Es befindet sich i. d. R. im Besitz und Gebrauch einer einzelnen Organi-
sation.“ [Lackes und Siepermann, 2015a]
Definition 4 (Wide Area Network) Ein Wide Area Network (WAN), auch Weit-
verkehrsnetz genannt, ist ein Netz, welches über einen geografisch größeren Raum ver-
teilte Datenstationen (v. a. Rechner) verbindet. [Lackes und Siepermann, 2015b] Ein
WAN verbindet verschiedene LANs miteinander. Dabei spielt es keine Rolle, ob die
LANs kabelbasierend oder funkbasierend sind.
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2.1.2 Ad-hoc Netze
Ad-hoc Netze (Definition 7) sind heutzutage wenig verbreitet. Ad-hoc Netze besitzen
keine feste Infrastruktur. Bei diesem Netztyp ist keine vorherige Netzwerkplanung und
keine zentrale Verwaltung nötig. Ein Beispiel für solch ein Netz ist eine Funkverbindung
über ein Wireless Local Area Network (WLAN) [Board, 2012] (Definition 5) oder
Bluetooth [Board, 2005] (Definition 6) zwischen zwei Smartphones mit dem Zweck des
Datenaustauschs.
Definition 5 (WLAN) „Wireless Local Area Networks (WLANs) sind drahtlose LANs,
die ihre Daten mit Funk übertragen. Wenn man von WLANs spricht, meint man die
von der Arbeitsgruppe Institute of Electrical and Electronics Engineers (IEEE) 802.11
standardisierten...“ [Lipinski u. a., 2015j] Netze.
Definition 6 (Bluetooth) „Bluetooth ist der Standard für die Funkkommunikation
mit geringer Reichweite und gehört zu den Technologien von Short Range Wireless
(SRW). Die Reichweite liegt bei etwa 10 Metern und ist bedingt durch die festgelegte
Sendeleistung von 0 dBm und die hohe Freiraumdämpfung bei der Übertragungsfrequenz
von 2,4 GHz. Durch Einsatz von Verstärkern kann die Entfernung auf 100 Meter erhöht
werden.“ [Lipinski u. a., 2015b]
Definition 7 (Ad-hoc Netz) „Ad-hoc Netze (AHN) sind in sich geschlossene Netz-
werke, die sich selbst organisieren und keine Hierarchie haben. Ad-hoc-Netzwerke bauen
sich nur für die Dauer der Kommunikation auf, sie besitzen keine festgelegte Kommu-
nikationsstruktur und konfigurieren und organisieren sich selbst. Es sind sehr leis-
tungsfähige Self Organized Networks (SONs) (Definition 8), die sich durch eine gute
Lastverteilung auszeichnen und kein zentrales Management besitzen. In solchen Netz-
konstellationen übernehmen die Endgeräte das Routing und speichern die Routingta-
bellen.“ [Lipinski u. a., 2015a]
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Definition 8 (Self Organized Network) „Sich selbst organisierende Netzwerke, SONs
gibt es bei den Ad-hoc-Netzen, den Internetprotokoll (IP)-basierten Peer-to-Peer-Netzen,
bei WLANs, Mesh-Netzen und bei Mobilfunknetzen der höheren Generationen. Diese
SON-Netze entscheiden nach eigenen Algorithmen über die Kooperation der Knoten
mit benachbarten Knoten. Sie entscheiden selbst auf Grund von Erfahrungen, mit wem
sie kooperieren und mit wem nicht. Die Erfahrungen und Empfehlungen können wirt-
schaftlicher, sozialer oder computertechnischer Art sein.“ [Lipinski u. a., 2015i]
2.1.2.1 MANETs
MANETs (Definition 9) gehören zu den Ad-hoc Netzen. Im Gegensatz zu Internet oder
Mobilfunk, die auf Infrastruktur basieren, sind MANETs infrastrukturlos und mit dy-
namischer Topologie für Einsätze bei Rettungsaktionen in Katastrophengebieten sehr
gut geeignet. [Onwuka, 2011] Nachteilig ist die geringere und variable Bandbreite ge-
genüber kabelbasierten Netzen. Es ist auch davon auszugehen, dass durch die mobilen
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Definition 9 (Mobiles Ad-hoc Netz) Ein Mobile Ad-hoc Network (MANET) ist
ein selbst konfigurierendes infrastrukturloses Netz von mobilen Knoten, welche über
Funk miteinander verbunden sind. Jeder Knoten kann sich frei in jede Richtung be-
wegen, was zu einem ständigen Wechsel der Verbindung untereinander führt. Jeder
Knoten leitet eigene und fremde Daten weiter und fungiert deshalb als ein Router.
[Wikipedia, 2015a]
Traditionelle MANETs arbeiten unter der Voraussetzung, dass ein Pfad vom Sender
und Empfänger immer aufgebaut werden kann, wobei davon ausgegangen wird, dass
die Paketverlustrate als auch die Ende-zu-Ende-Verzögerung relativ gering sind. Ein
einfaches MANET ist in Abbildung 2.1 dargestellt.
MANETs arbeiten auf verschieden Funkstandards wie WLAN (IEEE 802.11 [Board,
2012]) oder Bluetooth (IEEE 802.15.1 [Board, 2005]). Die Reichweite der mobilen
Knoten ist je nach Funkstandard begrenzt.
2.1.2.2 DTNs
DTNs oder auch verzögerungstolerante Netze (Definition 10) sind aus dem von der
National Aeronautics and Space Administration (NASA) entwickelten Interplanetaren
Internet (IPN) entstanden. Der Fokus beim DTN liegt auf der Verbindung spärlich
verbundener heterogener Netze (Definition 11) im Gegensatz zum Interplanetares In-
ternet (IPN), wo der Schwerpunkt bei der Weltraumkommunikation liegt. DTNs sind
fähig Verbindungsunterbrechungen zu überbrücken. Durch neue Anwendungsgebiete
von DTNs, wie z. B. in Katastrophenfällen, intensiviert die Delay-Tolerant Networ-
king Research Group (DTNRG) dessen Weiterentwicklung seit 2002.
Definition 10 (Delay Tolerant Network) Ein DTN ist ein Netz, welches Unter-
brechungen überbrückt als auch Daten mit hoher Laufzeit über große Entfernungen
überträgt. In einem DTN existiert normalerweise keine durchgehende Verbindung vom
Sender zum Empfänger. Es arbeitet nach dem Prinzip store, carry und forward (spei-
chern, mit sich tragen, weiterleiten). [Fall, 2003]
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Definition 11 (Heterogenes Netz) Ein heterogenes Netz besteht aus einen oder
mehreren Schichten (Definition 12) aus ungleichen Komponenten. Es kann beispiels-
weise aus unterschiedlichen Übertragungsmedien bestehen oder auf unterschiedlichen
Netztopologie beruhen. [Lipinski u. a., 2015d]
Definition 12 (Schicht) „In der Kommunikation werden die Funktionalitäten in ein-
zelnen Schichten eines Schichtenmodells festgeschrieben. Schichtenmodelle gibt es für
alle Netzwerkarchitekturen und Netzwerkbetriebssysteme ... Diese Modelle bestehen aus
mehreren Schichten, auf denen Elemente mit vergleichbaren Funktionen residieren. Je-









Definition 13 (Fähre) Eine Fähre ist ein spezieller mobiler Knoten, der Kommu-
nikationsdienste für andere Knoten im Netzwerk bereitstellt. Diese Fähre bewegt sich
im Einsatzraum und übernimmt den (physischen) Transport von Daten zwischen den
Knoten. [Zhao u. a., 2004]
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Wie oben schon erwähnt, bezieht sich die Forschung von DTNs heutzutage hauptsäch-
lich auf heterogene Netze. Ein Beispiel eines DTNs ist in Abbildung 2.2 dargestellt. In
diesem Beispiel werden zwei MANETs durch eine Fähre (Definition 13) verbunden. Die
Fähre speichert die Nachrichten vom MANET A und transportiert diese physikalisch
zum MANET B. Kommt die Fähre mit einem Knoten aus dem MANET B in Kontakt
(Definition 14), überträgt die Fähre diese Nachrichten für dieses MANET. MANET B
gibt wiederum Nachrichten an die Fähre usw.
In Abbildung 2.3 wird der DTN-Dienst im Internet-Referenzmodell (Definition 15)
dargestellt. DTNs können auf zwei Schichten im Internet-Referenzmodell arbeiten: auf
der Anwendungsschicht oder in der Netzzugangsschicht.
Definition 14 (Kontakt) Kontakt zwischen Knoten besteht dann, wenn eine Funk-














Abbildung 2.3: DTN in verschiedenen Schichten
Definition 15 (Referenzmodell) Referenzmodelle, wie das Internet-Referenzmodell,
dienen als Werkzeug um eine offene Kommunikation zwischen unterschiedlichen Netz-
werkgeräten verschiedener Hersteller zu ermöglichen. Die Schichten in einem Referenz-
modell sind so festgelegt, dass diese aufeinander aufbauen und über festgelegte Schnitt-
stellen Dienste (Definition 16) austauschen.
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Definition 16 (Dienst) „Ein Dienst ist in der Open Systems Interconnection (OSI)-
Terminologie eine Funktionssammlung einer Schicht, die diese einer übergeordneten
Schicht am sogenannten Dienstzugangspunkt anbietet. Ein Dienst wird immer der di-
rekt übergeordneten Schicht angeboten. Die Dienste der einzelnen Schichten werden
von den unterschiedlichen Aufgaben dieser Schichten geprägt. So gibt es auf der Netz-
werkebene die Netzwerkdienste, auf der Transportschicht die Transportdienste und auf
der Anwendungsschicht die Anwendungsdienste.“ [Lipinski u. a., 2015c]
Definition 17 (Bundle) Ein Bundle ist die Nachricht, die in einem DTN ausge-
tauscht wird. Das Format wurde im Requests for Comments (RFC) 5050 [Scott und
Burleigh, 2007] festgelegt.
Vorreiter war das DTN in der Anwendungsebene. Das RFC 4838 [Cerf u. a., 2007] be-
schreibt die Architektur eines DTNs auf dieser Ebene. Dabei teilt sich die DTN-Schicht
in die Teilschicht Bundleebene und in die Teilschicht Anpassungsebene auf. Die Bund-
leebene ist für die Umwandlung der Nachrichten aus den höheren Schichten in Bundles
und deren Adressierung verantwortlich. Die Anpassungsebene dient dabei lediglich zur
Anpassung der Bundles an die unterliegenden Schichten. Das Bundle-Protokoll (RFC
5050 [Scott und Burleigh, 2007]) ist das heutige Standardprotokoll und beschreibt die
Zusammenfassung von Datenpaketen zu einen Bundle (Datenbündel), welches gleich-
zeitig alle Daten bzw. Metadaten enthält. Diese Bundles werden in der DTN-typischen
Transportweise (Speichern und Weiterleiten) über verschiedene Netzknoten und Netz-
technologien schrittweise, auch Hop-bei-Hop genannt, weitergeleitet. Laut [Fall, 2003]
erfolgt die Adressierung mittels EID nach dem Uniform Resource Identifier (URI)-
Format ([Berners-Lee u. a., 2005]) und wird via spätes Binden (Late Binding) zu einer
IP-Adresse gewandelt. Allerdings existiert keine detaillierte Beschreibung, wie das spä-
te Binden erfolgen soll.
Das DTN in der Netzzugangsschicht wird hauptsächlich in Vehicular Delay Tolerant
Networks (VDTNs) verwendet und wurde von Soares et al. [Soares u. a., 2009] vor-
gestellt. DTN/VDTN in dieser Schicht unterstützt Funktionalitäten der Netzzugangs-
schicht. Ein Beispiel hierfür ist in der Veröffentlichung [Begerow u. a., 2014b] erläu-
tert. Dort wird mittels Informationen (Signalstärke und Bandbreite) aus der Netz-
zugangsschicht eine Handoverfunktionalität (Definition 19) zum Umschalten in den
DTN-Modus vorgestellt.
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Definition 18 (Vehicluar Delay Tolerant Network) Ein Vehicluar Delay Tole-
rant Network ist eine Erweiterung des DTN. In diesem Netz werden Fahrzeuge (z.
B. Autos, Busse und Boote) so genutzt, um einen Nachrichtenübermittlungsdienst an-
zubieten, der durch die Bewegung der Fahrzeuge im Netz, Nachrichten von Knoten
sammelt. [Soares u. a., 2009]
Definition 19 (Handover) Ein Handover ist ein Übergabeverfahren einer Kommu-
nikationsverbindung zwischen funkbasierten Netztechniken. Dabei wird zwischen hori-
zontalem Handover (Übergabeverfahren innerhalb einer Netztechnik) und vertikalem
Handover (Übergabeverfahren zwischen verschiedenen Netztechniken) unterschieden.
Diese verschiedenen Netztypen können auch zu einem heterogenen Netz (siehe Definiti-
on 11) verbunden werden. Das nachfolgende Kapitel gibt einen kurzen Überblick über
Anwendungsfälle und beschreibt, an welchen Stellen Probleme in heterogenen Netzen
auftreten können.
2.2 Heterogene Netze
Der Vorteil der Kombination verschiedener Netztypen ist schon länger bekannt. Im
Projekt Security System for Public Institutions in Disastrous Emergeny Scenarios
(SPIDER) [Wietfeld, 2012] wurde deshalb ein Lösungsvorschlag zur Kombination von
verschiedenen Funksystemen zur optimierten Kommunikation von Einsatzkräften in
Katastrophenszenarien vorgeschlagen. Dort werden öffentliche Mobilfunknetze,
TETRA, satellitengestützte Kommunikation sowie andere Infrastrukturnetze mit Ad-
hoc Netzen, insbesondere mit MANETs kombiniert. Allerdings werden in diesem Pro-
jekt DTNs nicht betrachtet. Eine Kombination von MANETs mit DTNs bringt weitere
Vorteile. Kommunikation ist mit Hilfe von DTNs auch mit abgespaltenen Netzteilen
möglich.
Um auf einem Knoten einen verzögerungstoleranten Dienst (DTN) anzubieten, muss
dieser im Vorfeld auf den Knoten implementiert sein. Nicht alle mobilen Geräte sind mit
einem solchen Dienst ausgestattet. Die nicht DTN-fähigen Knoten können trotzdem
zum Weiterleiten von Nachrichten genutzt werden, wenn diese direkten Kontakt zu
anderen Knoten besitzen.





















Abbildung 2.4: Overlay Netz
Abbildung 2.4 präsentiert ein DTN, welches als Grundlage zwei MANETs hat, in der
nicht alle Knoten DTN-fähig sind. Dabei ist das MANET A mit MANET B über einen
Bordernode (Definition 21) miteinander verbunden. In diesem Fall ist dieses DTN ein
Overlay-Netz (Definition 22).
In Abbildung 2.4 ist zu erkennen, dass die Funkreichweite zwischen den DTN-Knoten
nicht ausreicht, um einen direkten Kontakt herzustellen. Das Overlay-Netz bzw. DTN
wird logisch mit Hilfe der MANET-Knoten verbunden. Dabei stellen die Protokolle
der unterliegenden Netze eine Verbindung zu den Knoten her.
Definition 20 (Router) Router haben die Aufgabe, Daten zwischen Computern in
verschiedenen Netzen auf möglichst günstigen Wegen weiterzuleiten. Sie verbinden,
laut International Organization for Standardization (ISO)/OSI-Referenzmodell (siehe
Abschnitt 2.3.1) auf der Vermittlungsschicht (Schicht 3) auch Netze unterschiedlicher
Topologien. [Plate, 2015]
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Dieses Beispiel zeigt, dass sich der Adressraum der jeweiligen Netze überschneidet.
Gleiche Adressen führen zu Problemen bei der eindeutigen Identifizierung der Knoten.
Die unterliegenden MANETs haben keine Kenntnis über die logischen Adressen (sie-
he Abschnitt 2.3.2) des darüber liegenden Overlay-Netzes. Sendet beispielsweise der
DTN-Knoten A eine Nachricht an den DTN-Knoten C, der die Adresse Knoten 2 im
MANET B besitzt, wird diese Nachricht im MANET A wahrscheinlich an die Adresse
Knoten 2 in diesem MANET weitergeleitet. Die Veröffentlichungen [Krug u. a., 2014a]
und [Schellenberg u. a., 2015] beschäftigen sich mit diesem Problem.
Definition 21 (Bordernode) Bordernode wird ein Knoten genannt, der zwei oder
mehr autonome Netze bzw. MANETs miteinander verbindet. Er hat die gleichen Auf-
gaben wie ein Router (Definition 20). Ein Bordernode ist demzufolge Mitglied dieser
Netze, und kann deshalb auch mehrere Netzadressen besitzen. Der Datenverkehr in
fremde Netze erfolgt dann ausschließlich über diesen Knoten.
Definition 22 (Overlay-Netz) Ein Overlay-Netz ist ein Netz, welches auf einem
oder mehreren bestehenden Netzen, den Underlay Netzen, virtuell oder logisch aufge-
setzt bzw. überlagert ist. Es versteckt unterschiedliche Netztypen und ermöglicht bei-
spielsweise eine zusätzliche Adressierung. [Coulson u. a., 2005]
2.3 Gruppenkommunikation
Kommunikation ist der Austausch von Informationen. Dieser Informationsaustausch
kann anhand unterschiedlicher Eigenschaften eingeteilt werden. Auf Charakterisierun-
gen nach Übertragungsverfahren oder Nutzungsrichtung wird in dieser Arbeit nicht
eingegangen.
Wichtig hingegen ist die Einteilung anhand der Anzahl der beteiligten Partner. Dabei
werden die Anzahl der Sender und Empfänger unterschieden. Die bekannteste Form
ist die Unicastübertragung, bei der es genau einen Sender und einen Empfänger gibt
(1:1- Kommunikation). Als Beispiel für diese Übertragungsart zählt das Herunterladen
einer Datei oder die Telefonie. Beim Broadcast initiiert ein Sender eine Nachricht an
alle Teilnehmer im Netz (1:Alle-Kommunikation), bekannt ist Radio und Fernsehen.
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Der Notruf (Telefon 112), bei der sich die nächstgelegene Notrufzentrale meldet, ist
ein Beispiel für die Anycast-Kommunikation (1:Erster-Kommunikaton), bei der die
Nachricht an eine bestimmte Gruppe geht und der am nächsten gelegene Knoten die-
ser Gruppe antwortet. Die Übertragung von Daten von mehreren Sendern an nur
einen Empfänger, wie beispielsweise die Erfassung von Sensordaten, wird als Con-
cast (n:1-Kommunikation) bezeichnet. Die Kommunikation zwischen mehreren Sen-
dern und Empfängern wird als Multipeer-Kommunikation (n:m-Kommunikation) an-
gegeben und findet bei Videokonferenzen ihre Verwendung.
Die für diese Arbeit relevante Kommunikationsart ist die Gruppenkommunikation (De-
finition 23) und wird deshalb näher vorgestellt.
Definition 23 (Gruppenkommunikation) Gruppenkommunikation, auch als Multi-
cast bekannt, ist eine Kommunikationsform, in der ein Kommunikationsteilnehmer ei-
ne Nachricht an mehrere Empfänger (1:n) schickt. Dabei werden die Daten einmal
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Abbildung 2.5 zeigt eine schematische Darstellung der Gruppenkommunikation. Der
Server auf der linken Seite sendet nur eine Nachricht durch das Netz zu verschieden
Empfängern (Knoten A und Knoten C) auf der rechten Seite. Dabei wird die Nach-
richt, in diesem Beispiel, nur am letzten Router im Netz dupliziert und an die bei-
den Gruppenmitglieder zugestellt. Gruppenkommunikation vermeidet so redundanten
Netzverkehr.
Eine Gruppenverwaltung bzw. ein Gruppenmanagement ist erforderlich, wenn dem
Protokoll die Gruppenmitglieder bekannt sein müssen. Es existieren jedoch Ansätze,
in denen kein Beitritt zu einer Gruppe, und demzufolge keine Gruppenverwaltung,
erforderlich ist, denn dabei werden Gruppen anhand von Attributen identifiziert oder
die Adresse von Zielknoten werden an die Gruppennachricht angehängt.
Bei der Gruppenkommunikation kann nach Art der Gruppen unterschieden werden.
Hierbei wird, nach [Borghoff und Schlichter, 1995], zwischen offenen und geschlossenen
Gruppen klassifiziert. In einer offenen Gruppe dürfen auch Knoten Gruppennachrich-
ten versenden, welche nicht der Gruppe angehören. In einer geschlossenen Gruppe
dürfen demzufolge nur Gruppenmitglieder Nachrichten an die Gruppe senden.
Ein weiteres Unterscheidungsmerkmal von Gruppen sind statische Gruppen und dyna-
mische Gruppen. Bei einer statischen Gruppe ändern sich die Gruppenmitgliedschaften
während der Existenz der Gruppe nicht. Bei einer dynamischen Gruppe können einzel-
ne Gruppenmitglieder aus einer Gruppe austreten und neue Mitglieder einer Gruppe
beitreten. Neue Gruppen können entstehen, während andere aufgelöst werden. Grup-
pen können überlappen.
Diese Form der Gruppenkommunikation setzt ein Gruppeverwaltung voraus. Folgende
Verwaltungsfunktionen kennzeichnen im Allgemeinen die Gruppenkommunikation:
• eine Gruppe erstellen
• eine Gruppe bekanntmachen
• einer Gruppe beitreten
• eine Gruppe verlassen
• eine Gruppe löschen.
Die Geocast-Kommunikation ist eine Sonderform der Gruppenkommunikation. Dabei
werden Nachrichten in ein räumlich abgegrenztes Gebiet gesendet.
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2.3.1 Gruppenkommunikation in Referenzmodellen
Auch der Gruppenkommunikationsdienst kann in Referenzmodelle eingeordnet wer-
den. Gruppenkommunikationsdienste werden entweder durch das Versenden von Uni-
castnachrichten an alle Gruppenmitglieder realisiert oder durch die Ausnutzung mul-
ticastfähiger Netze. Sie kann man auf den verschiedensten Schichten des ISO/OSI-
Referenzmodell oder auch im Internet-Referenzmodell (Abbildung 2.6) finden.
Anwendung  (Application) 
Darstellung  (Presentation) 
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Abbildung 2.6: Schichtenmodelle Gruppenkommunikation
Die Gruppenkommunikation auf der Sicherungsschicht dient als Grundlage für die
Gruppenkommunikation auf der Vermittlungsschicht und wird innerhalb eines LANs
angewendet. In WANs befindet sie sich auf der Vermittlungsschicht. IP-Multicast ist
das bekannteste Protokoll für die Gruppenkommunikation auf der Vermittlungsschicht.
Dabei werden die Multicastadressen (Gruppenadressen) der Vermittlungsschicht auf
Multicastadressen der Sicherungsschicht abgebildet.
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IP-Multicast wird als Basisdienst für sichere Multicastübertragung auf der Transport-
schicht verwendet. Multicastfähige Transportprotokolle erweitern die Vermittlungs-
dienste z. B. um Reihenfolgeerhaltung oder Zuverlässigkeit.
Application Layer Multicast (ALM), auch Overlay Multicast genannt, ist die Gruppen-
kommunikation auf der Anwendungsebene. Die Teilnehmer bilden ein Overlay-Netz
zum Datenaustausch. Auf dieser Ebene ist die Gruppenkommunikation unabhängig
von der darunter liegenden Netztopologie, weshalb keine Anpassung von Netzkom-
ponenten notwendig ist. Kennzeichnend für ALM ist, dass jede Gruppe durch einen
eigenen Identifikator/Identifikation (ID) identifiziert wird.
2.3.2 Adressierung
Um eine Gruppe identifizieren zu können, benötigt eine Gruppe eine Gruppenadresse
(Multicastadresse). Möchte ein Knoten eine Nachricht an eine Gruppe versenden, nutzt
er diese Gruppenadresse als Zieladresse. Jede Schicht verwendet verschiedene Adres-
sierungsarten. Deshalb ist es notwendig, die Gruppenadressen in dem jeweilig anderen
Adressierungsschema abzubilden. Diese Umsetzung wird auch Mapping genannt. Folg-
lich ist es nicht notwendig, dass die DTN-Schicht die unterliegende Gruppenadresse
kennt. Ein bekanntes Protokoll für das Adress-Mapping ist das Address Resolution
Protocol (ARP), welches IP-Adressen der jeweiligen Hardwareadresse zuordnet.
MANETs verwalten einen eigenen Adressraum. Beim Adress-Mapping werden oftmals
Namen auf IP-Adressen umgesetzt. Ein Konzept zur konsistenten Namensauflösung
mit adaptiven Routingtechniken stellen [Schellenberg u. a., 2013] vor. Es können Pro-
bleme bei der Namensauflösung sowie bei der Weiterleitung von Nachrichten entstehen,
wenn MANETs den gleichen Adressraum verwenden und miteinander kommunizieren.
Eine eindeutige Adressierung ist somit nicht gegeben, siehe dazu auch Abbildung 2.4
aus dem Unterkapitel 2.2. Eine Lösung für dieses Problem stellen [Krug u. a., 2014a]
für Unicastnachrichten vor. Dieser Ansatz verwendet Zuordnungstabellen in den Bor-
dernodes um eine eindeutige Adresszuordnung zu ermöglichen. Eine Erweiterung dieses
Ansatzes für DTNs ist in [Schellenberg u. a., 2015] beschrieben. Die Umsetzung einer
eindeutigen Multicastadressierung für mehrere MANETs oder DTNs ist viel umfas-
sender und in der Literatur nicht beschrieben.
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Um einen Überblick über die Komplexität der Gruppenadressierung zu bekommen,
folgt in den folgenden Kapiteln eine ausführlichere Beschreibung der Gruppenadres-
sierung auf den verschieden Schichten.
2.3.2.1 Anwendungsschichtmulticastadressierung
Nicht jedes Netz ist multicastfähig, weshalb die Gruppenkommunikation von der An-
wendungsschicht übernommen werden kann. Die Adressierung erfolgt mittels eindeuti-
ger ID. Diese ID ist völlig unabhängig von den darunter liegenden Schichten bzw. dem
darunter liegenden Netz. Ein großer Vorteil ist, dass kein Wartungsaufwand im Netz
notwendig ist. ALM ist immer gekoppelt mit einer Anwendung.
Die eindeutige ID kann durch unterliegende Adressierungsalgorithmen erstellt werden
und beispielsweise via Uniform Resource Locator (URL)-Notation dargestellt werden.
Eines der ersten ALM-Protokolle ist das Your Own Internet Distribution (YOID)-
Protokoll [Francis, 1999]. „yoid://rendezvous.name:port/groupName“ ist eine Beispiel-
URL aus [Francis, 1999] für Gruppen.
2.3.2.2 Netzwerkschichtmulticastadressierung
Für die Adressierung in der Vermittlungsschicht sind derzeit vorrangig zwei Protokolle
im Einsatz: das ältere Internet Protokoll Version 4 (IPv4) und das neue Internet Pro-
tokoll Version 6 (IPv6). In den nächsten Jahren soll IPv6 IPv4 vollständig ersetzten.
Beide Protokolle besitzen einen festgelegten Multicastadressraum.
IPv4-Multicastadressierung
Für die Adressierung von Multicastgruppen im IPv4-Protokoll ist ein fester Adress-
raum vorgesehen. Die Multicastadresse, früher die Klasse-D-Adresse, ist in Abbildung
2.7 (standardisiert im RFC 3171 [Albanna u. a., 2001]) dargestellt. IPv4-Multicast-
adressen haben keine Subnetzmaske.
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0 4 31 
Multicastgruppen-ID 1 1 1 0 
Multicastpräfix Multicastadresse 
Abbildung 2.7: IPv4-Multicastadresse
Die Multicastadresse ist gekennzeichnet durch die ersten 4 Bits des ersten Oktetts 1110
(Multicastpräfix) und den 28 Bit Multicastadressteil. Sie befinden sich im Adressraum
zwischen 224.0.0.0 bis 239.255.255.255. Die Quellenadresse eines Multicastpaketes ist
immer eine Unicast-IPv4-Adresse.
IPv6-Multicastadressierung
IPv6-Multicastadressen beginnen immer mit 1111111b (Hexadezimal: FF). Anschlie-
ßend werden 4 Bits für Flags reserviert, z. B. für vorübergehend zugewiesene Multicast-
adressen. Danach folgen weitere 4 Bits für den Gültigkeitsbereich, auch Scope genannt,
z. B. steht 1110b (Hexamdezimal: E) für globalen Multicast. In Abbildung 2.8 ist die
IPv6-Multicastadresse dargestellt, welche im RFC 2373 [Hinden und Deering, 1998]
standardisiert ist.
0 7 127 
Multicastgruppen-ID 11111111 




Abbildung 2.8: IPv6 -Multicastadresse
2.3.2.3 Sicherungsschichtmulticastadressierung
Die Adressierung in der Sicherungsschicht (Schicht 2) ist direkt abhängig von den
IP-Adressen aus der Vermittlungsschicht. Beim Mapping werden IPv4- und IPv6-
Multicastadressen auf Pseudo-Media-Access-Control (MAC)-Adressen abgebildet. [Wi-
kipedia, 2015b] Am Beispiel von Ethernet soll das Mapping dargestellt werden. Ethernet-
Gruppenadressen werden laut [Eastlake und Abley, 2013] (RFC 7402) mit 01:00:5E ge-
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kennzeichnet. Der Multicastadressbereich beginnt bei 01:00:5E:00:00:00 und endet bei
der Adresse 01:00:5E:7F:FF:FF. Die Hälfte des Blocks ist für die eigentliche Multicast-
adresse reserviert. In Abbildung 2.9 ist ein Beispiel dargestellt. In diesem Beispiel wird
die MAC-Adresse 01-00-5e-0a-00-01 auf die IPv4-Multicastadresse 224.10.0.1 umge-
setzt. Ersetzt man die mit x gekennzeichneten Bits mit allen Kombinationen von 0 und
1 erhält man den IPv4-Multicastadressbereich zwischen 224.10.0.1 und 239.138.0.1.








0000 0000 0101 1110 0000 1010 0000 0000 0000 0001 
5e 0a 00 01 
 
224 
1110 xxxx x000 1010 0000 0000 0000 0001 
10 0 1 
5 Bit Multicastteil (z. B. alle x = 0 ->224.10.0.1) IP-Multicastpräfix  
MAC-Adresse 01-00-5e-0a-00-01 
IP-Adresse 224.10.0.1  
Abbildung 2.9: Umsetzung von IPv4-Multicastadressen auf MAC-Adresse
2.3.2.4 Geocast-Adressierung
Gruppenadressen beim Geocast kennzeichnen ein bestimmtes geografisches Gebiet.
Dabei wird zwischen geometrischer Adressierung und symbolischer Adressierung un-
terschieden. [Bärwald, 2009]
Die geometrische Adressierung beschreibt einen Zielbereich mit absoluten Koordina-
ten. Diese werden entweder durch geometrische Figuren wie Rechtecke, Kreise oder
Polygone abgebildet oder durch Satellitennavigationssysteme, wie z. B. durch das ame-
rikanische Global Positioning System (GPS) oder zukünftig durch das sich in der Ent-
wicklung befindende Satellitennavigationssystem Galileo.
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Bei der symbolischen Adressierung wird das Zielgebiet mit einem Alias wie Zimmer-
nummern, Straßennamen, Länder oder Städte gekennzeichnet. Die Kenntnis der Router
über diese Aliasse ist Voraussetzung für die richtige Weiterleitung solcher Nachrichten.
Symbolische Adressen sind intuitiv anzuwenden und leicht zu merken, müssen aber in
eine geometrische Adressierung umgesetzt werden.
2.3.3 Zuverlässige Gruppenkommunikation
Traditionelle Aussagen über Zuverlässigkeit in der Gruppenkommunikation gehen da-
von aus, dass Daten bzw. Gruppennachrichten fehlerfrei, in der richtigen Reihenfolge
und ohne Duplikate ausgeliefert werden. [Schiller und Boigt, 2003]
Hauptsächlich erfolgt eine Einteilung in Zuverlässigkeitsgrad, d. h. Garantien, die die
Empfängeranzahl betreffen, oder eine Einteilung der Ordnung, d. h. die Empfangsrei-
henfolge betreffend.
Eine einheitliche Definition zuverlässiger Gruppenkommunikation ist nicht existent,
was auch die nachstehenden Literaturbeispiele zeigen.
[Mankin u. a., 1998] stellten schon 1998 fest, dass Multicastanwendungen unterschied-
liche Anforderungen an die Zuverlässigkeit stellen. Dies ist beispielsweise die Reihen-
folgetreue der Daten. Bei Audio- oder Video-Übertragungen ist eine 100 % Zustellung
der Datenpakete nicht gefordert, wohingegen die Synchronisation von Datenbanken
eine zuverlässige Datenübertragung verlangt.
[Atwood, 2004] klassifizierte Zuverlässigkeit je nach Exaktheit der Datenlieferung von
der Transportschicht an die höhere Schicht. In seiner Arbeit bezog er sich auch auf die
Aussagen von [Handley u. a., 2000], welche die Anforderungen an die Zuverlässigkeit
auch von der Gruppengröße abhängig machen.
Eine andere Unterteilung von zuverlässiger Multicastdatenübertragung präsentierte
[Diot, 1995]. Dort wurde erkannt, dass es verschiedene Klassifizierungen von Zuverläs-
sigkeit, je nach Anspruch der Anwendung, geben muss. Deshalb wurden dort verschie-
dene Klassen von Zuverlässigkeit definiert, beispielsweise „Verbindungsloser Multicast“
für einfaches Senden ohne Quittung oder „Ordnung“, bei der je nach ausgewählter Ord-
nungsregel Nachrichten in einer bestimmten Reihenfolge beim Empfänger ankommen
müssen.
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Für diese Arbeit wurde zuverlässige Multicastübertragung, wie in Definition 24 be-
schrieben, festgelegt.
Definition 24 (Zuverlässige Multicastübertragung) „Zuverlässigkeit ist definie-
rt als die erfolgreiche Übertragung von Gruppennachrichten an alle beabsichtigten Emp-
fänger.“ [Begerow u. a., 2014a]
Dabei ist zu beachten, dass eine Garantie der Zustellung an alle Empfänger in DTNs
nicht gegeben werden kann, da, wie im folgenden Kapitel 3 erläutert, besondere Krite-
rien für DTNs gelten. Details zur Zuverlässigkeit werden im Unterkapitel 3.2 diskutiert.




Durch die besonderen Eigenschaften von DTNs, wie unterbrochene Verbindungen,
große Verzögerungen, asynchrone Datenübertragung und beschränkte Ressourcen wer-
den besondere Anforderung an das Routing sowie an die zuverlässige Datenübertra-
gung gestellt. In diesem Kapitel werden Routingeigenschaften von DTNs eingeführt,
eine Klassifizierung der Routingprotokolle vorgenommen sowie der aktuelle Stand der
Technik vorgestellt. Anschließend folgt die Einführung des Begriffes Zuverlässigkeit in
Bezug auf DTNs.
3.1 Routing in DTNs
Routing (Definition 25) spielt in Netzen eine wichtige Rolle. Routing, auch Wege-
wahl genannt, vermittelt Nachrichten bzw. Datenpakete vom Sender bis zum Emp-
fänger über geeignete Wege. Dabei können bei Wegewahlentscheidungen die Kosten,
beispielsweise die Leitungskapazität, die Leitungskosten oder die Anzahl der Hops, mit
einbezogen werden. Nicht jedes Routingprotokoll (Definition 26) ist für jeden Netztyp
geeignet.
Definition 25 (Routing) „Unter Routing versteht man eine Wegwahlfunktion zur
Vermittlung von Nachrichten zwischen LANs, zwischen LANs und WANs sowie zwi-
schen WANs. Im Gegensatz zum Bridging, das ebenfalls zur Datenflusssteuerung be-
nutzt wird und auf der Sicherungsschicht erfolgt, findet das Routing auf der Vermitt-
lungsschicht statt.“ [Lipinski u. a., 2015f]
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Definition 26 (Routingprotokoll) „Routingprotokolle sind Protokolle mit denen die
Router untereinander kommunizieren. Sie dienen dazu, die Wegwahl für die Vermitt-
lung von Nachrichten über mehrere Netze hinweg zu optimieren. Die optimale Wegwahl
kann kosten- oder bandbreitenoptimiert sein, sie kann die Auslastung der Verbindung
berücksichtigen, die Anzahl der Hops, die Übertragungsgeschwindigkeit oder das Echt-
zeitverhalten.“ [Lipinski u. a., 2015g]
Routingprotokolle entwickelt für MANETs sind im Gegensatz zu den Routingprotokol-
len für das Internet auf die Eigenschaften von MANETs angepasst. Routingprotokolle
für DTNs wurden wiederum auf dessen Eigenschaften abgestimmt. Deshalb werden im
folgendem Abschnitt 3.1.1 allgemeine Routinganforderungen für DTNs dargelegt und
näher erläutert.
3.1.1 Allgemeine Routingeanforderungen in DTNs
Um optimale Routingergebnisse zu erreichen wurden verschiedene Anforderungen für
DTNs identifiziert. [Mehta und Shah, 2014] definieren fünf Anforderungen, die beim







Ein wichtiger Aspekt ist die Speicherkapazität der einzelnen Knoten in DTNs. Der
Speicher der Knoten ist für das Zwischenspeichern der Nachrichten bis zu ihrer mög-
lichen Weiterleitung notwendig. Normale Netzknoten haben dabei oft geringere Spei-
cherkapazität, als z. B. Fähren, die zum Transport und Weiterleiten von Nachrichten
konfiguriert sind.
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Energie
Der Einsatz mobiler Geräte ist abhängig von der Kapazität ihrer Batterien. Neben der
Energie, die durch Fortbewegung eines Knotens verbraucht wird, wird während des
Empfangens, Speicherns und Weiterleitens von Nachrichten auch Energie benötigt.
Diesen Energieverbrauch gilt es so gering wie möglich zu halten. [Mehta und Shah,
2014]
Zuverlässigkeit
Zuverlässige Datenübertragung steigert die Qualität von Routingprotokollen. Das Wis-
sen, dass der Empfänger die Nachricht erhalten hat, ist oft essentiell für den Sender.
Quittungen sind deshalb eine Methode, um den erfolgreichen Nachrichtenaustausch zu
bestätigen. [Mehta und Shah, 2014]
Prozessorleistung
Die Prozessorleistung in mobilen Geräten hat sich in den letzten Jahren verbessert.
Trotzdem ist der Rechenaufwand für solche Geräte möglichst gering zu halten. Kom-
plexe Routingprotokolle mit hohem Rechenaufwand sind deshalb für DTNs eher un-
geeignet.
Sicherheit
Die Sicherheit ist in jedem Netztyp zu beachten. Katastropheneinsätze bedürfen beson-
derer Maßnahmen um Missbrauch oder Falschmeldungen zu verhindern. Nachrichten
werden oftmals über mehrere Knoten versendet, bis diese ihre endgültigen Ziele errei-
chen. Authentifizierung und Verschlüsselungstechniken sollten aus Sicherheitsgründen
in die Überlegung beim Entwickeln von Routingprotokollen einbezogen werden.
3.1.2 Klassifizierung von Multicastroutingstrategien
In diesem Kapitel werden allgemeine Multicastroutingstrategien für DTNs vorgestellt.
Diese Routingstrategien haben Einfluss auf die zuverlässige Auslieferung von Grup-
pennachrichten. Je nach Anwendungsfall sind diese Strategien besser oder weniger gut
geeignet. Bestehende Ansätze, werden im Unterkapitel 3.3 aufgezeigt und diskutiert.
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Eine allgemeine Bewertung dieser Routingansätze ist in Tabelle 3.1 dargestellt. Diese
Kategorien werden unter anderem anhand des Speicherbedarfs, der Auslieferungsrate
bzw. Zuverlässigkeit und dem Overhead (Definition: 27) bewertet.










































Overhead sehr hoch mittel mittel gering
Verzögerung gering hoch mittel mittel bis
sehr hoch bei
Fähren
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3.1.2.1 Flutenbasiertes Routing
Im flutenbasierten oder auch multicopy Routing werden Gruppennachrichten durch das
Netz geflutet. Jeder Knoten speichert eine Kopie der Nachricht und gibt diese an andere
Knoten weiter. Das Netz wird dadurch sehr belastet, was zu einem hohen Overhead
(Definitition 27) führt. Durch die Speicherung der Nachricht in quasi jedem Knoten
wird beim Ausfall eines oder mehrere Knoten dennoch eine hohe Auslieferungsrate
erreicht. Vorteilhaft ist hierbei die geringere Verzögerungszeit. Dieser Routingansatz ist
auch für hoch mobile Netze geeignet. Nachteilig ist aber, dass der Nachrichtenspeicher






Abbildung 3.1: Flutenbasiertes Routing
Definition 27 (Overhead) Als Overhead werden alle Informationen, wie Routing-
informationen, Kontrolldaten und duplizierte Nutzdaten, die zusätzlich zu den eigent-
lichen Nutzdaten bzw. der Nachricht übertragen werden, bezeichnet. Diese Daten sind,
beispielsweise für die Fehlerkorrektur, technisch erforderlich. [Lipinski u. a., 2015e]
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Abbildung 3.1 zeigt ein Beispiel, wie die Nachricht an alle Knoten weitergereicht wird,
die die Nachricht noch nicht gespeichert haben. Das bekannteste Protokoll ist das
Epidemic-Protokoll [Vahdat und Becker, 2000].
3.1.2.2 Selektives Routing
Im Gegensatz zum flutenbasierenden Routing werden Nachrichten entlang eines Mul-
ticastbaumes weitergeleitet. Ein Multicastbaum enthält den Pfad vom Quellknoten bis
zu allen Zielknoten respektive Gruppenmitgliedern. Die Gruppennachricht wird an den







Pfad des Baumes 
Abbildung 3.2: Selektives Routing
Protokolle dieser Kategorie besitzen eine geringe Speicherbelegung, da sich nur ei-
ne oder wenige Kopien im Netz befinden. Dies kann allerdings schnell zum Verlust
einer Nachricht führen, falls ein Knoten ausfällt. Dann wird nur noch eine niedrige
Zustellrate erreicht, was die Zuverlässigkeit in hoch mobilen Netzen beeinflusst. Oft
entstehen hohe Verzögerungen bei der Weiterleitung, da der Knoten, zu dem die Nach-
richt weitergeleitet werden soll, gerade nicht in Reichweite ist. Multicastbäume sind
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im Allgemeinen für hoch mobile Netze nicht geeignet. Nachrichten werden nur entlang
des Multicastbaumes gespeichert, weshalb kaum Overhead entsteht. Trotzdem schnei-
det selektives Routing im Bereich Overhead nur mittelmäßig ab, da ein zusätzlicher
Informationsaustausch erfolgen muss, um die Baumstruktur aktuell zu halten.
Ein großer Nachteil ist die Verzögerung der Auslieferung von Nachrichten, welche ent-
steht, wenn ein Knoten ausfällt und der Multicastbaum neu aufgebaut wird. Dynamic-
Tree-Based Routing (DTBR) [Zhao u. a., 2005] ist ein Protokoll dieser Kategorie.
3.1.2.3 Wahrscheinlichkeitsbasiertes Routing
Gegenüber den beiden vorigen Routingansätzen wird hier eine Statistik zugrunde ge-
legt. Jeder Knoten merkt sich, wann er welchen Knoten zuletzt kontaktiert hat. Anhand
dieses Wissens wird die Nachricht dann weitergeleitet, wenn ein anderer Knoten eine







Abbildung 3.3: Wahrscheinlichkeitsbasiertes Routing
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Dadurch wird die Anzahl der Kopien im Netz minimiert. Das führt zu einer geringeren
Speicherauslastung und zu einem geringeren Overhead. Allerdings müssen die Statistik-
daten gespeichert und ausgewertet werden. Die Auslieferungsrate ist hoch. Als Beispiel
dafür steht das in [Lindgren u. a., 2012] standardisierte Protokoll Probabilistic Routing
Protocol using History of Encounters and Transitivity (PRoPHET). Ein weiteres Pro-
tokoll dieser Familie ist das Adaptive Reinforcement-Based Routing (ARBR) Protokoll
[Elwhishi u. a., 2010], welches zusätzlich die Kosten betrachtet. Das Bewegungsmuster
sollte bei diesem Routingverfahren relativ konstant sein. Ist das der Fall, kann es auch
für hoch mobile Netze eingesetzt werden. Zeigen die Knoten plötzlich gegensätzliche
Bewegungsmuster, gehen Nachrichten verloren. Die Berechnung der Wahrscheinlich-
keit, einen Knoten zu treffen, wird noch nach dem alten Bewegungsmuster erstellt.
Das birgt die Gefahr in sich, dass die Nachricht an einen Knoten weitergereicht wer-









Abbildung 3.4: Intelligentes Routing mit Fähren
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Die meisten Protokolle, die intelligentes Routing verwenden, nutzen einen hybriden
Ansatz, beispielsweise eine Kombination von flutenbasiertem und selektivem Routing
oder auch komplett andere Ansätze wie den Ameisenalgorithmus. Als Beispiel steht
hier das Cultural Greedy Ant (CGrAnt) Protokoll [Vendramin u. a., 2012].
Mit intelligenten Algorithmen ist grundsätzlich eine hohe Auslieferungsrate möglich.
Außerdem kann dadurch der Speicherbedarf gesenkt werden. Die Verzögerung bei der
Auslieferung ist relativ hoch. Der Overhead kann je nach Algorithmus stark variieren.
Auch ist nicht jedes Protokoll dieser Kategorie für hoch mobile Netze geeinet.
Es gibt aber auch andere Ansätze, die spezielle Knoten als Nachrichtenübermittler
(auch Fähren) deklarieren. Diese Knoten besitzen oft besonders große Speicherkapa-
zität. Sie nehmen Nachrichten von Knoten entgegen, und nur diese Knoten liefern die
Nachrichten über den direkten Kontakt mit den Zielknoten aus. Dies kann zu sehr
hohen Verzögerungszeiten führen. Geht die Fähre verloren, sind demzufolge auch alle
Nachrichten verloren. Die Zuverlässigkeit ist stark abhängig von der Robustheit der
Fähren. Erreicht die Fähre ihre Ziel, ist die Auslieferungsrate respektive Zuverlässig-
keit sehr hoch. Durch die Bündelung der Nachrichten auf nur einem Knoten wird die
Auslieferungsrate nur als hoch eingestuft. Ein Beipiel ist in Abbildung 3.4 dargestellt.
Diese Knoten sind oft Fahrzeuge, Flugobjekte wie z. B. Quadrokopter oder sogar Tie-
re. Hier wird zwischen zwei Klassen unterschieden, den Node Initiated Message Ferry-
ing (NIMF)-Protokollen (Bsp.: [Yang u. a., 2005]) bei denen die Knoten wissen, wann
und wo eine Fähre vorbei kommt, und den Ferry Initiated Message Ferrying (FIMF)-
Protokollen (Bsp.: [Shah u. a., 2003]), bei denen die Fähre die Nachrichten bei den
Knoten abholt.
3.2 Zuverlässigkeit in DTNs
Einer der wesentlichsten Aspekte bei der Kommunikation mit Hilfe eines verzöge-
rungstoleranten Dienstes ist die Definition, mit welchen Metriken die Zuverlässigkeit
gemessen wird. Verschiedene Ausarbeitungen, wie [Lo und Luo, 2012], [Li u. a., 2013]
und [Antunes und Morla, 2009], beziehen sich hauptsächlich auf die folgenden drei
Metriken.
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1. Auslieferungsrate: Ist der Wert der tatsächlich gelieferten Nachrichten im Ver-
hältnis zu den zu liefernden Nachrichten zu allen gewünschten Empfängern. [Lo
und Luo, 2012]
2. Verzögerung: Ist eine Angabe der durchschnittlichen Ende-zu-Ende Verzögerung
der gelieferten Nachrichten von der Quelle zu den Zielen. [Lo und Luo, 2012]
3. Übertragungskosten: Ist das Verhältnis aller übertragenen bzw. kopierten Nach-
richten zu der Anzahl der gelieferten Nachrichten. [Lo und Luo, 2012]
Laut Definition von Zuverlässigkeit aus Abschnitt 2.3.3 für diese Arbeit, bei der eine
zuverlässige Übertragung dann erfolgt ist, wenn alle Gruppenmitglieder die Nachricht
erhalten haben, wurden drei Bedingungen identifiziert, um einhundert Prozent Zuver-
lässigkeit zu erreichen: [Begerow u. a., 2014a]
1. Das Multicastprotokoll muss nach einemMulticopy-Modell arbeiten. Beim Multi-
copy-Modell werden mehrere Kopien der Nachricht im Netz von verschiedenen
Knoten gespeichert und weitergeleitet. Dieses Modell erreicht die höchste Aus-
lieferungsrate als auch geringe Verzögerungszeiten.
2. Der Nachrichtenspeicher der einzelnen Knoten muss eine „unendliche“ Speicher-
kapazität besitzen, also soviel Speicherkapazität, dass keine Nachricht vor dem
Zustellen gelöscht werden muss.
3. Multicastnachrichten dürfen keinerlei Zeiteinschränkungen haben.
Diese Bedingungen können in DTNs insbesondere in Katastrophenszenarien nicht er-
füllt werden. Ein Multicopyroutingprotokoll ist realisierbar. Nicht alle Knoten verfü-
gen über genug Speicherkapazität. Deshalb ist eine effektive Speicherveraltung sinn-
voll. Nachrichten, insbesondere Warnungen, müssen schnellstmöglich zugestellt werden.
Deshalb ist der dritte Punkt nicht durchführbar.
3.3 Stand der Technik in DTNs
In Deutschland wird bei den BOSs weitestgehend das digitale Funksystem TETRA
verwendet. Teile der Feuerwehr bzw. der Rettungsdienste verwenden noch die analo-
ge Funktechnik. Da die Bandbreite nur für Sprachnachrichten sowie Kurznachrichten
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ausgelegt ist, ist TETRA für die Übertragung von Videodaten nicht geeignet. TETRA
basiert auf einem Infrastrukturnetz. Fällt die Infrastruktur aus, ist TETRA im Direct
Mode Operation (DMO)-Modus nutzbar. Im DMO-Modus können Geräte direkt mit-
einander kommunizieren. Die Nachrichten können nur durch unmittelbaren Kontakt
zum Sender, zu einem Repeater (Definition 28) oder zu einem Gateway (Definition 29)
empfangen werden. Diese Nachrichten werden nicht zu anderen Knoten weitergeleitet,
wie beispielsweise in MANETs.
Im Katastrophenfall kann die Infrastruktur beschädigt sein und die Kommunikation
über den DMO-Modus ist nur nutzbar bei direktem Kontakt zum Sender. In diesem
Fall könnten auch Einsatzkräfte nicht kommunizieren und koordiniert werden. Dieses
Defizit im TETRA-Standard wurde zum Anlass genommen um die Forschung auf dem
Gebiet der Kommunikation in Katasrophenfällen verstärkt voranzutreiben. MANETs
und DTNs wurden dabei besonders beleuchtet.
Definition 28 (Repeater) „Ein Repeater ist eine Kopplungseinheit auf der ersten
Schicht (Bitübertragungsschicht, physical layer) des OSI-Modells. Es findet nur eine
Verstärkung aller eingehender Signale einschließlich von Störungen statt. Repeater sind
keine eigene Stationen oder Knoten und erhalten keine eigene Adresse. Sie verhalten
sich transparent zu den angeschlossenen Stationen.“ [Eicker, 2008]
Definition 29 (Gateway) Gateways werden Kopplungseinheiten zwischen Netzen ge-
nannt. „Dazu werden alle Systeme gezählt, die mehr als die ersten drei Schichten des
OSI-Modells behandeln können. Grundsätzlich ist es ein System, das an der Verbin-
dungsstelle zwischen zwei topologisch und technisch völlig unterschiedlichen Netzwer-
ken steht. Es übernimmt alle notwendigen Anpassungen, z. B. der Pakete und Zeichen-
sätze, an die jeweils benötigten Protokolle des anderen Netzwerkes.“ [Eicker, 2011]
Protokolle, die auf reinen Ad-hoc Netzen basieren, sind zwar nicht abhängig von der
Infrastruktur und die Knoten sind in der Lage zu kommunizieren, decken aber oftmals
nur ein relativ kleines geographisches Gebiet ab, was bei größeren Katastrophen zu
mehreren isolierten kleinen Netzen führt. Somit ist eine durchgehende Kommunikation
zwischen der Einsatzleitung und Einsatzkräften bzw. untereinander so nicht möglich.
Wie schon erwähnt, sind klassische Routingprotokolle, die für das Internet oder andere
Netztypen wie MANETs entwickelt worden sind, nicht geeignet für DTNs. Deshalb
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wurde in den letzten Jahren verstärkt an Protokollen für DTNs gearbeitet. Dabei sind
eine Vielzahl neuer Unicastprotokolle sowie einige Multicastprotokolle entstanden. Der
Fokus dieser Arbeit liegt auf der Multicastübertragung bzw. Gruppenkommunikation,
weshalb in den folgenden Kapiteln nur auf Multicastprotokolle eingegangen wird. Nicht
nur das Routing selbst sondern auch die Gruppenverwaltung ist Grundlage für viele
Routingprotokolle. Ein kurzer Überblick über existierende Ansätze wird in den folgen-
den Kapiteln dargestellt.
3.3.1 Gruppenverwaltung im DTN
Viele Multicastprotokolle setzen ein Gruppenmanagement bzw. eine Gruppenverwal-
tung voraus. Es existieren nur wenige Ansätze für das Gruppenmanagement in DTNs.
Schon die DTNRG deklarierte in seiner Ausarbeitung über Multicast in DTNs [S. Sy-
mington, 2006] das Gruppenmanagement als offenen Punkt.
In [Zhao u. a., 2005] wurde erstmals das Gruppenmanagement angerissen. Ein Knoten
sendet eine JOIN request-Nachricht an den DTN-Routingagenten für den Gruppen-
beitrittswunsch und eine LEAVE request-Nachricht für den Austrittswunsch. Routin-
gagenten in DTNs authentifizieren Knoten, übernehmen aber auch Gruppenmana-
gementaufgaben. Eine detaillierte Beschreibung des Gruppenmanagements ist leider
nicht vorhanden.
Das 2010 vorgestellte Protokoll „MembersOnly“ [Nelson und Kravets, 2010] ist ein
dezentrales Gruppenmitgliedsverwaltungsprotokoll. Dieses Protokoll teilt das Grup-
penmanagement in vier Phasen ein. Der erste Schritt ist das Erstellen der Gruppe
anhand von Attributen oder Rollen. Dabei geht das Protokoll davon aus, dass sich
danach an der Gruppenmitgliedschaft nichts mehr ändert. Im zweiten Schritt wird die
Gruppenliste durch das Netz geflutet. Jeder Knoten sammelt in Schritt drei diese Liste
von verschiedenen Knoten und vergleicht diese mit den schon erhaltenen Listen. Dabei
kann erkannt werden, ob ein nicht autorisierter Knoten der Gruppe beigetreten ist. Als
letzten Schritt können diese Gruppeninformationen für das Routing bereitgestellt wer-
den. Dieses Protokoll nutzt also die verschiedenen Listen um unautorisierte Knoten zu
erkennen. Ein regulär später der Gruppe beigetretener Knoten könnte als Sicherheits-
problem fehlinterpretiert werden. Grundsätzlich ist der Austausch von Listen ein guter
Ansatz und wird deshalb als Inspiration für das Gruppenmanagement dieser Arbeit
angesehen.
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3.3.2 Multicast Routing im DTN
Wie schon angeführt, werden durch die fehlende Ende-zu-Ende-Verbindung in verzöge-
rungstoleranten Netzen besondere Routingalgorithmen benötigt. Nachrichten werden
gespeichert und transportiert. Die im Abschnitt 3.1.1 definierten Routinganforderun-
gen werden als Grundlage für die Bewertung herangezogen. Besondere Beachtung wird
dabei dem Speichermanagement und der Zuverlässigkeit geschenkt. Weiterhin werden
diese Protokolle in die, im Abschnitt 3.1.2 vorgestellten Klassifizierungen eingeordnet.
Am Ende zeigt Tabelle 3.2 eine Übersicht der vorgestellten Multicastprotokolle.
[Zhao u. a., 2005] erkannten schon frühzeitig die Problematik von Multicast in DTNs.
Es wurden vier verschiedene Strategien für Multicastrouting entwickelt und mitein-
ander verglichen. Darunter sind selektive, wie Unicast-Based Routing (UBR), Static-
Tree-Based Routing (STBR) und Dynamic-Tree-Based Routing (DTBR), sowie flu-
tenbasierten Verfahren wie Group-Based Routing (GBR) und Broadcast-Based Rou-
ting (BBR). Bei UBR wird die eigentliche Multicastnachricht verpackt und als eigen-
ständige Nachricht an jedes einzelne Gruppenmitglied adressiert. Der Vergleich ergab,
dass flutenbasierte Strategien einen höheren Auslieferungsgrad haben als selektive Ver-
fahren. Über Speicherverbrauch wurden keine Angaben gemacht. Das Beitreten bzw.
Austreten aus bzw. in eine Gruppe erfolgt mittels Routingagent. In dieser Veröffentli-
chung wurden drei Modelle vorgestellt, welche zeitweise Einschränkungen der Gruppen-
mitgliedschaften betrachten sowie den Zeitpunkt der Nachrichtenauslieferung mit ein-
beziehen. Abhängig von der ausgewählten Option werden zusätzliche Informationen an
alle Multicastnachrichten angefügt. Möglich sind der Gruppenmitgliedszeitraum, das
Übermittlungsintervall und das Current-Member Delivery (CMD)-Flag. Infolgedessen
wird die Gruppennachricht größer und es werden mehr Speicherressourcen benötigt.
[Zhao u. a., 2005] gehen des Weiteren auf die unterschiedlichen Anforderungen bei der
Auswahl der richtigen Empfänger innerhalb einer Gruppe ein. Es wird somit zur Basis
für die im Abschnitt 4.4.2 beschriebene Empfängeridentifikation. In [Zhao u. a., 2005]
wurde der Grundstein für die Gruppenkommunikation in DTNs gelegt. Hier wurde
erkannt, dass Multicastrouting in DTNs, je nach Szenario, verschiedene Routingstra-
tegien benötigt. Es werden aber keine Aussagen über die Zuverlässigkeit getroffen. In
Katastrophenszenarien ist dies allerdings ein entscheidendes Kriterium. Auch hier ist
die aktuelle Anzahl der Gruppenmitglieder nicht bekannt.
On-demand Situation-aware Multicasting (OS-Multicast) [Ye u. a., 2006] ist ein wei-
teres Beispiel für selektives Routing. Es passt den Multicastbaum entsprechend der
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aktuellen lokalen Sicht an jeden Zwischenknoten an. Trotz alledem ist es für hoch dy-
namische DTNs ungeeignet. OS-Multicast beinhaltet einen Mechanismus zum früheren
Löschen der Nachrichten. Dieses Protokoll verwaltet zwei Listen, die an jede Nachricht
angehängt werden. Die erste Liste enthält die Knoten, an die die Nachricht weiter-
geleitet werden soll, und eine weitere Liste mit den Zielknoten. Sobald ein Knoten
die Nachricht an alle gewünschten Empfänger über die Zwischenknoten weitergeleitet
hat, kann die Nachricht gelöscht werden. Die Liste der erreichbaren Zielknoten wird
an jedem Zwischenknoten aktualisiert. Das Hauptproblem dieses Ansatzes ist, dass
alle Empfänger dem Sender bekannt sein müssen. Knoten, welche später der Grup-
pe beitreten, werden in diesem Protokoll nicht berücksichtigt. Bei OS-Multicast ist
entlang des Baumes der Nachrichtenspeicher schnell ausgelastet. Die Verzögerung ist
nur gering, wenn eine quasi Ende-zu-Ende Verbindung besteht, was in hoch mobilen
DTNs nicht der Fall ist. Durch erhöhte redundante Nachrichtenspeicherung, verur-
sacht durch mehrere verfügbare Links, wird mehr Overhead erzeugt und führt zu einer
höheren Speicherauslastung. Nach [Ye u. a., 2009] hat OS-Multicast einen höheren
Auslieferungsgrad und eine geringere Verzögerung als UBR, STBR und DTBR.
Multicast In Delay Tolerant Networks (MIDTONE) [Narmawala und Srivastava, 2009]
gehört zu den flutenbasierten Protokollen und arbeitet nach dem Spray-and-Wait Me-
chanismus [Spyropoulos u. a., 2005] mit zusätzlicher Netzwerkcodierung (Definition
30). Netzwerkcodierung reduziert den Overhead und erhöht den Nachrichtendurchsatz,
hat aber den Nachteil der Erhöhung der Rechenleistung sowie der Speicherkapazität in
den Knoten. MIDTONE ist ein Protokoll, welches die Speicherverwaltung anhand von
Löschregeln durchführt. Je nach gewählter Regel werden beispielsweise die Nachrichten
zufällig gelöscht oder anhand eines ermittelten Ranges. Auch in diesem Protokoll wird
auf die zuverlässige Multicastübertragung nicht eingegangen.
Definition 30 (Netzwerkcodierung) „Im Unterschied zum klassischen Routing, bei
dem Nachrichten von verschiedenen Quellen getrennt voneinander in Form von Pa-
keten durch ein Netzwerk (wie z. B. das Internet) geschleust werden, können bei der
Netzwerkcodierung die Zwischenknoten empfangene Nachrichten kombinieren, um sie
dann an benachbarten Knoten weiterzuleiten. Die Hauptvorteile der Netzwerkcodierung
bestehen in einem erhöhten Datendurchsatz und/oder einer Erhöhung der Zuverlässig-
keit, aber auch die Datensicherheit kann verbessert werden.“ [Höher, 2013]
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Das Delay and Disruption Tolerant Multicasting Protocol (DTCAST) [Afanasyev u. a.,
2009] ist ein Beispiel für intelligentes Routing. Es kombiniert selektives Routing für
relative statische Netze mit flutenbasiertem Routing in hoch mobilen Netzen. Überdies
bietet es zwei Klassen der zuverlässigen Datenauslieferung an: die garantierte Ausliefe-
rung und die Best Effort-Auslieferung (Definition 31) Jede Multicastnachricht ist mit
einer Gruppenadresse sowie einer Liste der Zielknoten verbunden. Bei der garantier-
ten Auslieferung erhält der vorgeschaltete Knoten Feedback in Form von Quittungen
(Acknowledgments (ACKs)) und versucht somit die Zustellung der Nachrichten zu ga-
rantieren. Jeder Knoten auf dem Weiterleitungspfad speichert die Nachricht solange,
bis dieser die ACKs erhalten hat, die von den Knoten gesendet wurden, die in der
Liste der Zielknoten enthalten sind. Das Protokoll geht von einer Mindestgültigkeit
von Nachrichten von größer einer Stunde aus. Ein Nachteil dieses Protokolls ist, dass
der Sender die Empfänger im Voraus kennen muss. In relativ statischen Netzen ist
die Auslieferungsrate sehr hoch und die Speicherauslastung gering. Ist das Netz hoch
mobil, wird auf ein einfaches flutenbasiertes Routing umgeschaltet und somit gelten
alle Vorteile bzw. Nachteile, die das Fluten mit sich bringt. Eine explizite Speicher-
verwaltung gibt es in diesem Fall nicht. Die Multicastnachrichten werden lediglich mit
einem Zeitstempel gekennzeichnet, um veraltete Informationen zu bestimmen, welche
verworfen werden können.
Definition 31 (Best Effort) „Best Effort („größte Bemühung“) bezeichnet eine mi-
nimalistische Dienstgütezusicherung in Telekommunikationsnetzen. Der Betreiber des
Netzes sagt dessen Benutzern zu, eingehende Übermittlungsanfragen schnellstmöglich
und im Rahmen der ihm zur Verfügung stehenden Ressourcen nach besten Möglichkei-
ten zu bedienen. Best Effort ist somit eine pauschale Qualitätszusicherung, im Zusam-
menhang mit abgestuften Formen spricht man vom Quality of Service (QoS).“ [Wiki-
pedia, 2014]
Controlled Epidemic Routing for Multicast (CERM) [Abdulla und Simon, 2008] ist
ein flutenbasiertes Routingprotokoll. Es nutzt zwei Zähler, Time-To-Kill (TTK) und
Time-To-Live (TTL), zur Entscheidungsfindung, welche Nachricht gelöscht werden soll,
wenn der Speicher voll ist. TTL ist der Hop-Zähler zwischen DTN-Knoten und TTK
ist ein Zeitstempel an jeder Nachricht, der den Ablauf der Nachricht kennzeichnet. Die
Synchronisation der Knoten muss bei diesem Protokoll gegeben sein. Dieses Protokoll
stellt zwar einen einfachen Mechanismus zur Speicherverwaltung bereit, betrachtet
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aber nicht die aktuelle Zustellrate. Durch die TTL-Begrenzung ist zwar die Speicher-
auslastung nicht so hoch, dies kann allerdings die Auslieferung der Nachrichten stark
verzögern. Ferner wird dadurch die Zustellung an weit entfernte Knoten, die mögli-
cherweise nur über viele Zwischenknoten zu erreichen sind, verhindert.
Context Aware Multicast Routing (CAMR) [Yang und Chuah, 2006] gehört zu den
intelligenten Routingprotokollen. Dieses Protokoll erhöht seine Übertragungsleistung,
wenn die Knotendichte abnimmt. Weiterhin verwaltet es Zwei-Hop-Nachbarschafts-
informationen. Es ist in der Lage, mit Hilfe von gespeicherten Koordinaten und Ge-
schwindigkeitsinformationen von Zielknoten, die sich in dieser Zwei-Hop-Nachbarschaft
befinden, die Bewegungsrichtung des Knotens, der die Nachricht trägt, so zu beeinflus-
sen, dass dieser sich näher in Richtung dieser Zielknoten bewegt. Das Protokoll nutzt
diese Knoten quasi als Fähren. Sind keine Informationen über das bzw. die Ziele vor-
handen, wird explizit versucht eine Route zu finden. Diese Kombination erlaubt eine
höhere Zuverlässigkeit und eine etwas niedrige Verzögerung als bei reinen selektiven
Verfahren. Ein Vorteil ist auch, dass der Nachrichtenspeicher nicht übermäßig belas-
tet wird. Da CAMR ähnlich der MANET-Protokolle arbeitet, erzielt es keine guten
Ergebnisse bei sich häufig ändernder Topologie.
RelayCast [Lee u. a., 2008] verwendet ein Zwei-Hop-Schema, bei denen die Zwischen-
knoten verantwortlich für die Auslieferung der Multicastnachricht direkt an den Emp-
fänger sind. Dabei verwaltet jeder Zwischenknoten eine Warteschlange für jeden Emp-
fänger und kopiert die Multicastnachricht entsprechend. Sobald die Nachricht an ein
Gruppenmitglied übermittelt wird, wird diese aus der entsprechenden Warteschlange
entfernt. Durch das Kopieren der Nachricht für jede Warteschlange werden viele Res-
sourcen verschwendet und ein Feedback zur Auslieferung ist auch nicht vorgesehen.
Dieses Protokoll besitzt keine gute Zuverlässigkeit, wenn die Zielknoten mehr als zwei
Hops vom Sender entfernt sind.
Definition 32 (HELLO-Nachrichten) HELLO-Nachrichten sind periodisch versen-
dete Nachrichten, welche Nachbarknoten im Netz entecken sollen. HELLO-Nachrichten
können beispielsweise die Adresse der Nachbarknoten sowie die Verzögerung oder auch
den Overhead vom Knoten zum Nachbarknoten enthalten. [Huang und Du, 2015]
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Epidemic-based Controlled Flooding and Adaptive Multicast for Delay Tolerant Net-
works (ECAM) Jin u. a. [2010] kombiniert das Fluten von Multicastnachrichten mit
einer hierarchische Übertragung um Speicherplatz zu sparen. Um das Fluten zu be-
grenzen, wird die erhaltene Multicastnachricht im Speicher abgelegt und gleichzeitig
ein Zähler für diese Nachricht initialisiert. Bei jedemWeiterleiten dieser Multicastnach-
richt wird der Zähler inkrementiert und bei Erreichen eines Schwellwertes wird diese
Nachricht gelöscht. Für die hierarchische Übertragung wird ein Feld festgelegt, welches
die Anzahl der Hops, die diese Multicastnachricht von Nicht-Gruppenmitliedern über-
tragen werden kann, begrenzt. Dies bedeutet, wird die Nachricht durch ein Gruppen-
mitglied übertragen, wird dieses Feld nicht verändert. Auch hier wird die Nachricht
verworfen, wenn die Anzahl der Hops einen vordefinierten Wert übersteigt. Jedoch
kann eine solche Beschränkung von Hops die Zuverlässigkeit reduzieren, wenn die An-
zahl der Nicht-Gruppenmitglieder nicht korrekt ausgewählt ist. Durch das frühzeitige
Löschen der Nachrichten wird der Nachrichtenspeicher nur mäßig belastet. Allerdings
erhöht sich die Verzögerungszeit bei der Nachrichtenübertragung, da die Wahrschein-
lichkeit einen Knoten mit der entsprechenden Multicastnachricht zu treffen, geringer
wird. Darüber hinaus hat ECAM keine Informationen über mögliche Gruppenmitglie-
der und daher keinen Lieferstatus. Allerdings bietet ECAM einen adaptiven Mecha-
nismus. Bei hoher Knotendichte wird das periodische Senden von HELLO-Nachrichten
(Definition 32) reduziert.
Encounter-Based Multicast Routing (EBMR) [Xi und Chuah, 2009] ist ein Protokoll,
das aus der Kategorie der wahrscheinlichkeitsbasierten Protokolle stammt. Es erstellt
einen dynamischen Multicastbaum anhand der Kontaktdaten und berechnet somit die
Wahrscheinlichkeit zwischen zwei Knoten anstelle der Route mit dem kürzesten Pfad.
Des Weiteren kann der Sender eine Beschränkung der Kopien der Multicastnachrich-
ten festlegen, was zur Verkleinerung des Multicastbaumes führt. Dadurch wird die
Speicherauslastung in den Knoten vermindert. Allerdings kann dieser Ansatz auch zu
einer hohen Verzögerung der Nachrichtenauslieferung führen. Die Zuverlässigkeit dieses
Protokolls ist nur sehr hoch, wenn die Bewegung der Knoten vorhersehbar ist.
[Lo und Luo, 2012] stellt ein Speichermanagementsystem vor. Das Quota Based Multi-
cast Routing (QBMR) Protokoll sortiert die zu übertragenden Multicastnachrichten
nach Zeitpunkt des Erhalts der Nachricht und anhand des Hop-Zählers. Aus dem dar-
aus entstehenden Produkt wird die Reihenfolge der Übertragung festgelegt. Dabei wer-
den die kleineren Werte zuerst übertragen. Weiterhin wird so auch die Löschreihenfolge
festgelegt, wenn der Speicher voll ist. Allerdings wird die Nachricht mit dem größten
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Wert zuerst gelöscht. Dieses Protokoll fordert keine explizite Gruppenverwaltung und
nutzt den flutenbasierten Routingansatz. Um die Zielknoten zu bestimmen, verwaltet
jeder Knoten eine Liste, die die Multicastnachrichten enthält, und für jede Nachricht
die Zielknoten, die diese Nachricht schon erhalten haben. Trifft ein Knoten einen an-
deren Knoten, werden die Listen zusammengeführt. Ist ein Knoten Gruppenmitglied,
fügt er die eigene ID der Zielliste hinzu. Die globale Netzinformation über die Grup-
penmitgliedschaften, welche nach einer gewissen Zeit zu Verfügung steht, wird heran-
gezogen, um die gelieferten Nachrichten zu löschen. Dieses Protokoll zeigt, dass eine
Speichermanagementsystem bessere Ergebnisse hinsichtlich der Zuverlässigkeit erzielt,
als beim reinen flutenbasierten Ansatz. Es zeigt auch, dass eine erhöhte durchschnittli-
che Ende-zu-Ende Verzögerung der gelieferten Multicastnachrichten im Vergleich zum
puren flutenbasierten Ansatz, ohne Speichermanagement, besteht.
[Srinivasan und Ramanathan, 2010] konzentrieren sich mit ihrem Source Assured Re-
liability (SAR)-Ansatz auf die garantierte Nachrichtenauslieferung ohne die Erstellung
von Multicastbäumen sowie ohne das Wissen über Kontaktinformation und ist somit
ein flutenbasierter Ansatz. Es wird das „Generation Time Membership Modell“ ver-
wendet, was bedeutet, dass nur Knoten die Nachrichten erhalten, die zum Zeitpunkt
der Nachrichtenerstellung Gruppenmitglieder waren. Die Gruppenmitglieder, die die
Multicastnachricht erhalten sollen, werden vom Sender im Nachrichtenkopf adressiert.
Dies bedeutet, dem Sender müssen alle Gruppenmitglieder bekannt sein. Jeder Knoten
verwaltet eine Liste, in deren alle Gruppenmitglieder, welche die Nachricht erhalten
haben, aufgeführt sind. Diese Liste wird bei Kontakt mit anderen Knoten aktualisiert.
Ein Knoten löscht erst dann die Nachricht, wenn laut dieser Liste alle Gruppenmit-
glieder die Nachricht erhalten haben oder wenn der Knoten die Nachricht an eine be-
stimmte Anzahl von Knoten weitergereicht hat. Problematisch ist dieser Ansatz dann,
wenn nicht genügend Nachrichtenspeicher vorhanden ist. Bei diesem Protokoll wird
nicht klar, was passieren soll, wenn der Speicherplatz des Knotens aufgebraucht ist.
Dieser Ansatz bezieht Gruppeninformationen beim Löschen von Multicastnachrichten
ein. Somit wird die Zuverlässigkeit bei der Zustellung von Multicastnachrichten erhöht.
Nachteilig ist, das jede Multicastnachricht die zusätzliche Information von Gruppen-
mitgliedern mit sich trägt.
Ein weiteres wahrscheinlichkeitsbasiertes Protokoll, Social-Aware Multicast (SM) [Gao
u. a., 2012], betrachtet Multicast in DTNs aus dem Blickwinkel von sozialen Netzwer-
ken. Der Fokus liegt dabei auf der Ersparnis von Kosten. Dieses Protokoll stellt eine
Reihe von Multicastroutingmethoden bei der Übertragung von einzelnen und mehreren
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Nachrichten vor. Die Grundlage der Multicastroutingmethoden bilden zwei Verfahren,
das zentralisierten Verfahren und das gemeinschaftliche Verfahren. Wird nur eine ein-
zelne Nachricht an mehrere Empfänger weitergeleitet, findet das zentralisiere Verfah-
ren seine Anwendung. Bei diesem Verfahren leitet der Knoten diese Nachricht anhand
der Kontaktwahrscheinlichkeit (lokale Sicht) weiter. Dabei geht der Sender davon aus,
dass die Gruppenmitglieder gleich verteilt sind und diese innerhalb eine bestimmten
Zeit erreicht werden können. Das gemeinschaftliche Verfahren, welches verwendet wird,
wenn mehrere Nachrichten von einem Sender verschickt werden, nutzt Zwischenknoten
(Relais) zur Nachrichtenweiterleitung. Bei diesem Verfahren werden die Wahrschein-
lichkeiten für jeden Weiterleitungsschritt bis zum Ziel betrachtet (globale Sicht). Das
Ziel ist, die Anzahl der Zwischenknoten zu minimieren. Die Berechnung der Minimie-
rung von Zwischenknoten erfordert jedoch erhöhten Rechenaufwand. Ist eine Nachricht
für ein Mitglied einer anderen Gruppe gedacht, wird diese über einen zentralen Knoten
(Gateway) weitergeleitet. Der Umweg von Multicastnachrichten über Gateways führt
zu höheren Verzögerungszeiten. Außerdem wird durch die Kostenersparnis auch die
zuverlässige Zustellung reduziert. Die Einbeziehung von Kontaktwahrscheinlichkeiten
ist nur bei relativ konstanten Bewegungsmustern sinnvoll. Ein weiterer Nachteil ist der
Nachrichtenstau an den zentralisierten Knoten. Zentralisierung führt auch zu Überlas-
tung des Nachrichtenspeichers des betreffenden Knotens, wohingegen andere Knoten
bessere Zustellchancen hätten.
Die meisten vorgestellten Multicastprotokolle beziehen sich fast ausschließlich auf das
Routing. Der vorgestellte Ansatz von [Srinivasan und Ramanathan, 2010] zeigt, dass
Speichermanagement ein wichtiger Bestandteil der zuverlässiger Nachrichtenübertra-
gung ist. Nur wenige Protokolle stellen Algorithmen vor, wenn der Nachrichtenspeicher
voll ist und somit entschieden werden muss, welche Nachricht gelöscht werden soll.
[Lo und Luo, 2012] stellen einen Ansatz vor, welcher anhand des Erhalts der Nach-
richt sowie am Hop-Zähler eine Löschreihenfolge festlegt. Auch bei diesem Ansatz wird
allerdings die tatsächliche Auslieferung der Gruppennachrichten an die Gruppenmit-
glieder nicht mit einbezogen. Es gibt Versuche die Zuverlässigkeit zu steigern, indem
Hop-Zähler eingesetzt werden. Die Aussage, wie lang eine Nachricht unterwegs ist,
hat nichts mit der Anzahl der tatsächlich gelieferten Multicastnachrichten zu tun.
Hop-Zähler führen zu Situationen, bei denen Multicastnachrichten gelöscht werden,
bevor weit entfernte Gruppenmitglieder die Nachricht erhalten haben. Es kann auch
passieren, dass im Vorfeld nicht alle Gruppenmitglieder bekannt waren und sich der
Speicherverwaltungsalgorithmus zu früh für das Löschen entscheidet. Deshalb ist die
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Kombination einer effizienten Speicherverwaltung gepaart mit einer intelligenten Grup-
penverwaltung von Vorteil, um die zuverlässige Auslieferung von Multicastnachrichten
zu erhöhen. Demzufolge ist es notwendig, ein neues Protokoll zu entwickeln, bei dem
den Anwendern mit Hilfe von änderbaren Parametern eine Anpassung an die jeweilige
Situation ermöglicht wird.
Die Tabelle 3.2 präsentiert eine Übersicht der vorgestellten Multicastprotokolle. Je-
des Protokoll wird anhand seiner Routingstrategie klassifiziert, der Speicherplatzbe-
darf ermittelt, die Zuverlässigkeit angegeben und die Verzögerung aufgezeigt. Jedoch
legen nur das Protokoll SAR und das neu zu entwickelte Protokoll RMDA, den Fo-
cus auf die zuverlässige Auslieferung von Multicastnachrichten. Dies ist eine wichtige
Eigenschaft, die ein Protokoll für die Anwendung in Katastrophenszenarien erfüllen
muss. SAR ist im Falle eines vollen Nachrichtenspeichers nicht in der Lage, eine zu-
verlässige Auslieferung zu ermöglichen. Es ist zu erkennen, dass die flutenbasierten
Ansätze die höchste Zuverlässigkeit und die niedrigste Verzögerungszeit aufweisen. Zu
dieser Kategorie zählt auch das im folgenden Kapitel (Kapitel 4) vorgestellte neuartige
RMDA-Protokoll. Dieses Protokoll zählt zu den flutenbasierten Protokollen mit intelli-
gentem Speicherverwaltungsalgorithmus. Das RMDA-Protokoll ermittelt zu löschende
Multicastnachrichten mit Betrachtung der zuverlässigen Zustellung.




In diesem Kapitel wird das grundlegende Konzept des neuen Gruppenkommunikati-
onsprotokoll RMDA vorgestellt. Als Erstes werden allgemeingültige Herausforderun-
gen für die Gruppenkommunikation in MANETs mit verzögerungstolerantem Dienst
dargeboten. Danach werden die Rahmenbedingungen bzw. Annahmen für das Proto-
koll präsentiert. Anschließend werden die einzelnen Bestandteile von RMDA detailliert
dargestellt.
4.1 Allgemeine Herausforderungen
Die Aufgabe bestand darin, ein zuverlässiges Multicastprotokoll zu entwickeln, welches
die Eigenschaften von MANETs und DTNs berücksichtigt. Diese Kombination der
Netze stellt besondere Herausforderung an das zu entwickelnde Protokoll. In [Begerow,
2012] wurden folgende allgemeine Herausforderungen deklariert:
• „Wie reduziere ich die benötigte Bandbreite?“
• „Wie realisiere ich die zuverlässige Zustellung?“
• „Wie spare ich Energie?“ [Begerow, 2012]
Eine weitere große Herausforderung ist der Sicherheitsaspekt, der gerade in Rettungs-
missionen sehr wichtig ist. Da im Zuge der Dissertation nicht alle Aspekte bearbeitet
werden konnten, wurde der Fokus auf eine der größten Herausforderungen gelegt, auf
die technische Realisierung der zuverlässigen Zustellung von Multicastnachrichten an
alle Gruppenmitglieder ohne Betrachtung von Sicherheitsrichtlinien.
Um die zuverlässige Zustellung in DTNs realisieren zu können, sollten die folgenden
Fragen beleuchtet werden:
Dissertation Dipl.-Inf. (FH) Peggy Begerow
50 4 Konzept
• „Welche Gruppenadressierung verwende ich?“
• „Welche Multicastgruppen existieren?“
• „Wie kann ich Mitglied einer Gruppe werden?“ [Begerow, 2012]
Eine geeignete Gruppenverwaltung ist die Basis für das RMDA-Protokoll.
4.2 Annahmen für RMDA
Abbildung 4.1 aus [Begerow u. a., 2014a] zeigt ein schematisches Beispiel eines Kata-
strophenszenarios mit verschiedenen Gruppen, wie Feuerwehrmänner und Sanitäter.







Knoten ohne Gruppenmitgliedschaft 
Fähre 
Gruppennachricht an Sanitäter 
Abbildung 4.1: Katastropenszenario
[Begerow u. a., 2014a]
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Mitglieder einer Gruppe, beispielsweise Feuerwehrmänner, sind interessiert an den glei-
chen Informationen, weshalb die Gruppenkommunikaiton einen effizienten Übertra-
gungsmechanismus darstellt. Unicastnachrichten und Gruppennachrichten werden im
Nachrichtenspeicher zwischengespeichert, bis diese ausgeliefert werden.
Das Katastrophenszenario besteht aus verschiedenen MANETs welche mittels eines
verzögerungstoleranten Dienstes (DTN), dargestellt hier durch eine Fähre, verbunden
sind. Diese Fähre bewegt sich zwischen den MANETs und ermöglicht so den Nachrich-
tenaustausch. Weiterhin besteht durch die Mobilität der Knoten die Möglichkeit, dass
sich einzelne Knoten aufeinander zu bewegen und somit ein Nachrichtenaustausch rea-
lisiert wird. Der aktuelle Netzstatus sowie die aktuelle Anzahl der Gruppenmitglieder
ist wegen der fehlenden durchgehenden Verbindung den einzelnen Knoten nicht be-
kannt, denn es können in den abgespaltenen Netzteilen Knoten einer Gruppe beitreten
oder diese verlassen. Bei erneuten Kontakt zu anderen Knoten bzw. Netzteilen wird der
Netzstatus und die aktuelle Gruppenmitgliedsanzahl aktualisiert. Treffen beispielsweise
weitere Feuerwehrmänner am Einsatzort ein und treten der Gruppe „Feuerwehrmän-
ner“ im MANET A bei, ist den Knoten im MANET B und MANET C dieser Gruppen-
beitritt zunächst nicht bekannt. Erst nach erfolgtem Wissensaustausch, beispielsweise
durch die Fähre zwischen den MANETs, ist die aktualisierte Gruppenmitgliederanzahl
auch für die anderen Knoten verfügbar.
Werden Multicastnachrichten versendet, ist durch die Abspaltung von Netzteilen keine
direkte Rückmeldung über die erfolgreiche Zustellung an Gruppenmitglieder möglich.
Durch dieses fehlende Wissen verbleiben Multicastnachrichten „endlos“ im Nachrich-
tenspeicher, was zu einem Speicherplatzproblem führt.
Ist der Nachrichtenspeicher in einem Knoten voll und es sollen weiter Nachrichten
empfangen werden, muss entschieden werden, welche Nachricht aus dem Nachrichten-
speicher gelöscht wird. Der Mangel an globalem Wissen erschwert dabei diese Ent-
scheidung. Deshalb ist eine effiziente Verwaltung von Multicastnachrichten für Kata-
strophenszenarien notwendig, bei der eine zuverlässige Auslieferung entscheidend ist.
RMDA ist für die speziellen Anforderungen in Katastrophenszenarien entworfen wor-
den. Die Erfahrungen zeigen, dass im Falle einer Katastrophe kaum Infrastruktur für
Kommunikation, für die Bereitstellung von technischer Ausrüstung sowie für die Zu-
stellung von Hilfsgütern besteht.
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Die Gruppenanzahl ist im heutigen TETRA-Netz begrenzt und wird durch ein zentra-
les Gruppenkonzept bestimmt. Deshalb ist davon auszugehen, dass sich auch in Zu-
kunft die Kommunikation in Katastrophenfällen auf nur wenige Gruppen beschränkt.
Das Gruppenkonzept der BOSs ist nicht öffentlich und wird derzeit durch die autorisier-
ten Stellen der Bundesländer und teilweise des Bundes umgesetzt. Das bedeutet, dass
in dem heutigen TETRA-Netz, die Gruppen im Vorfeld festgelegt sind und zentral
verwaltet werden. Zukünftig ist eine dezentrale Verwaltung mit zusätzlichen Sicher-
heitsfunktionen denkbar und notwendig, da durch die bestimmten Eigenschaften des
DTNs, eine zentrale Verwaltung in jeglicher Hinsicht ungeeignet ist.
Folgende Annahmen werden für ein Katastrophenszenario getroffen:
• Die Infrastruktur ist teilweise oder komplett zerstört.
• MANETs ersetzen die Kommunikation.
• In den Knoten ist ein DTN bzw. RMDA integriert.
• Die Anzahl der verschiedenen Gruppen ist klein.
• Die Knoten treten einer oder mehreren Gruppen nach Ankunft an der Unglücks-
stätte bei.
• Ein Gruppenwechsel oder Austritt erfolgt in den seltensten Fällen während einer
Mission.
• Es werden Multicastnachrichten sowie Unicastnachrichten übertragen.
Um den höchstmöglichen Anteil aller beabsichtigten Gruppenmitglieder zu erreichen
und gleichzeitig den Speicher effizient zu verwalten, wurden folgende Designentschei-
dungen getroffen:
• Als erstes wird davon ausgegangen, dass die Knoten im DTN zunächst synchroni-
siert werden, beispielsweise nach [Choi und Shen, 2010]. Eine Zeitsynchronisati-
on ist grundsätzlich auch über GPS möglich, setzt aber voraus, dass alle Knoten
GPS-fähig sind und sich diese nicht in Gebäuden befinden. Die Zeitsynchronisa-
tion ist ein wichtiger Bestandteil für den in RMDA verwendeten Algorithmus,
welcher Zeitstempel mit einbezieht. Allerdings ist eine enge Synchronisation im
Verlauf der Mission nicht erforderlich, da Verzögerungen bei DTNs sich, in der
Regel, in Größenordnungen von Sekunden oder Minuten belaufen, welche durch
die Bewegungen der Knoten entstehen.
• Der Datenaustausch zwischen zwei Knoten erfolgt nach dem First in First out
(FIFO)-Prinzip (Definition 33).
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• Als Grundlage für den Datenaustausch dient die Multicastvariante BBR [Zhao
u. a., 2005], da sie durch ihren flutenbasierten Ansatz die beste Auslieferwahr-
scheinlichkeit besitzt.
• BBR fordert keine globalen oder lokalen Kenntnisse über Gruppenmitgliedschaf-
ten. RMDA benötigt allerdings eine lokale Sicht der Gruppenmitgliedschaften,
um den Nachrichtenspeicher optimal zu verwalten. Globales Wissen ist nicht
erforderlich, wird aber annähernd erreicht, wenn sich der Mitgliederstatus der
Gruppe selten ändert. Der Austausch der Gruppenmitgliedschaften erfolgt bei
Kontakt mit anderen Knoten.
• Multicast- sowie Unicastnachrichten werden im selben Nachrichtenspeicher ab-
gespeichert. Es erfolgt keine priorisierte Übertagung von Multicastnachrichten
gegenüber Unicastnachrichten.
• Es wird davon ausgegangen, dass mutwilliges Modifizieren und Löschen von
Nachrichten nicht erfolgt. Daher wird „bösartiges“ Verhalten von Knoten ver-
nachlässigt. Jeder Knoten darf jeder Gruppe beitreten. Weiterhin ist jeder Kno-
ten berechtigt, jegliche Nachricht zu erhalten und diese weiterzuleiten.
Definition 33 (FIFO) „Kurzbezeichnung für First-in-first-out; Prioritätsprinzip
(Priorität) der Warteschlangentheorie, nach dem zuerst ankommende Transaktionen
zuerst bedient werden. Angewandt u.a. bei der Reihenfolgeplanung.“ [Berwanger u. a.,
2015]
Abbildung 4.2 zeigt die RMDA Architektur im Protokollstack. RMDA befindet sich
innerhalb der DTN-Schicht und besteht aus zwei Modulen [Begerow u. a., 2013]. Das
erste ist das Gruppenverwaltungsmodul, welches verantwortlich für die Verwaltung der
Gruppen als auch für die Verwaltung der Gruppenmitglieder selbst ist. Das zweite Mo-
dul ist das Übertragungsmodul. Dieses Modul entscheidet, welche Multicastnachricht
vom lokalen Nachrichtenspeicher weitergeleitet bzw. gelöscht wird. Darüber hinaus
entscheidet es, ob eine eingehende Multicastnachricht für diesen Knoten bestimmt ist
und an die höhere Schicht übergeben werden muss. Beide Module werden in den Unter-
kapiteln Gruppenverwaltungsmodul 4.3 und Übertragungsmodul 4.4 näher vorgestellt.
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Abbildung 4.2: Internet-Referenzmodell mit RMDA
4.3 Gruppenverwaltungsmodul
Die Gruppenverwaltung bildet die Grundlage für die Speicherverwaltung des RMDA-
Protokolls. Es bietet die Informationen über verfügbare Gruppen und deren Mitglieder.
Ein zentraler Ansatz für die Gruppenverwaltung ist wegen der Unterbrechungen in
DTNs nicht geeignet. Deshalb wird ein verteilter Ansatz verwendet. Durch die im
Unterkapitel 4.2 getroffene Annahme, dass nur wenige Gruppen pro Mission existieren,
wurden Listen zur Speicherung von Gruppeninformationen verwendet. Jeder Knoten
speichert und verwaltet diese Managementlisten selbständig. Für die Aktualisierung
dieser Managementlisten ist ein Austausch dieser im Netz erforderlich.
Das Gruppenverwaltungsmodul enthält lediglich die für die einfache technische Reali-
sierung benötigten Funktionen, Sicherheitsmechanismen wurden nicht mit einbezogen.
Jeder Knoten ist berechtigt eine Gruppe zu erstellen und kann jeder Gruppe beitreten.
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4.3.1 Managementlisten
Die Managementlisten speichern Informationen über Gruppen und Gruppenmitglied-
schaften. Diese Listen werden nicht im Nachrichtenspeicher des Knotens abgelegt, son-
dern belegen einen Speicherbereich im Knoten, der für temporäre Daten, beispielsweise
für Berechnungen, vorgesehen ist. Jeder Knoten verwaltet zwei Arten von Listen, wel-
che die lokale Sicht des Knotens auf die Gruppen und deren Mitglieder darstellen.
Die erste Liste ist die GroupList (Gruppenliste). Für jeden Knoten existiert nur eine
Instanz dieser Liste. Diese Liste beinhaltet alle Informationen der Gruppen. Die Grup-
pen sind gekennzeichnet durch eine eindeutige EID, beispielsweise aus [Begerow, 2014]






Die GroupID ist ein eindeutiger Gruppenidentifikator und wird im bekannten EID-
Style, dem URI-Format, angegeben. CreationTime ist ein einmalig automatisch ver-
gebener Zeitstempel, der das Anlegen dieser Gruppe ausschließlich in diesem Knoten
kennzeichnet, d. h. jeder Knoten hat in diesem Feld den Zeitpunkt der Kenntnisnahme
(Speicherzeitpunkt) dieser Gruppe. Die Liste beinhaltet zusätzlich den EID des Kno-
tens (NodeID), der die Gruppe erstellt hat. StartDate gibt den Zeitpunkt an, zu denen
Knoten der Gruppe beitreten können. Außerdem können ab diesen Zeitpunkt Multi-
castnachrichten an diese Gruppe versendet werden. Ein wichtiges Feld ist das EndDate
welche den Zeitpunkt bestimmt, bis zu dem die Gruppe gültig ist, denn Gruppen wer-
den nicht dauerhaft gelöscht, da sich Nachrichten für diese Gruppe möglicherweise
noch auf dem Transport durch das Netz befinden. Ab diesem Zeitpunkt, ist es einem
Knoten nicht mehr möglich einer Gruppe beizutreten. Gewöhnlich ist beim Erstellen
einer Gruppe dieses Feld noch nicht belegt, da oftmals das Ende einer Mission nicht
abgeschätzt werden kann, und wird deshalb meistens im Nachhinein gesetzt.
Die zweite Liste, die MemberList (Mitgliederliste), speichert Informationen über die
Gruppenmitglieder. Dabei wird für jede Gruppe eine Liste angelegt. Diese Listen wer-
den für die Schätzung der Anzahl der Gruppenmitglieder im Übertragungsmodul be-
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nötigt. Eine MemberList enthält folgende Felder:
• GroupID (Gruppenidentifikator)
• Member[] (Gruppenmitglieder)




Diese Liste beinhaltet wiederum den EID (GroupID). Member enthält alle Gruppen-
mitglieder dieser Gruppe. Für jedes Gruppenmitglied werden die EID des Knotens
(NodeID) sowie deren Beginn der Gruppenmitgliedschaft StartDate vermerkt. Beim
Anlegen eines neuen Datensatzes wird einmalig das Feld CreationTime mit dem ak-
tuellen Zeitstempel versehen. Ist dem Knoten bekannt, wann er die Gruppenmitglied-
schaft beenden möchte, setzt er das Feld EndDate.
Tritt ein Knoten mehrmals der gleichen Gruppe bei, bzw. aus, werden ältere Mitglied-
schaften überschrieben. Dies kann dazu führen, dass eine frühere Mitgliedschaft nicht
mehr nachzuvollziehen ist, und deshalb sich noch im Netz befindende Multicastnach-
richten nicht zugestellt werden, obwohl beispielsweise der Knoten zum Zeitpunkt des
Versendens dieser Nachricht, potentieller Empfänger war. Durch die im Unterkapitel
4.2 getroffenen Annahmen tritt ein ständiges Ein- bzw. Austreten aus einer Gruppe
überhaupt nicht oder nur sehr selten auf. Deshalb und aus Speicherplatzgründen wurde
auf zusätzliche Felder in der Liste verzichtet.
Wie schon erwähnt, darf in beiden Listen das EndDate offen gelassen werden, somit ist
der Zeitpunkt der Beendigung der Gruppe bzw. der Gruppenmitgliedschaft noch nicht
festgelegt.
Kommt ein Knoten mit einem Anderen in Kontakt werden die GroupList und Mem-
berLists der Knoten aktualisiert. Dies erfolgt über den Austausch von Management-
nachrichten (MgmtMsg).
4.3.2 Managementnachrichten
Eine Managementnachricht MgmtMsg dient zum Austausch der in den Knoten gespei-
cherten Managementlisten. Eine MgmtMsg wird bei neuem Kontakt zu einem Knoten
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oder bei Änderung in einer der Managementlisten zu allen Nachbarknoten (Knoten
in Kommunikationsreichweite) gesendet. Nach erfolgreicher Übermittlung wird diese
anschließend aus dem Nachrichtenspeicher gelöscht. Der Empfangsknoten löscht die
MgmtMsg nach Verarbeitung direkt aus dem Nachrichtenspeicher. Der Aufbau einer
MgmtMsg wird in Abbildung 4.3 dargestellt. Die Feldgrößen aus der ursprünglichen
Version [Begerow u. a., 2014a] der MgmtMsg wurden angepasst. Das erste Feld ist ein
2 Bit Feld und kennzeichnet, um was für einen Nachrichtentyp (Tabelle 4.1) es sich
handelt. Eine MgmtMsg wird durch ein 00 Kennung charakterisiert. Die Nachrichten-
typen Multicast und Quittung werden im Abschnitt 4.4.1 ausführlich behandelt. Die 14
Bit MsgID (Nachrichtenkennung) ermöglicht 16384 MgmtMsgs. Die Felder SrcLength
(Senderadresslänge) und DestLength (Empfängeradresslänge) sind 8 Bit lang und ge-
ben an, wie lang die EID des Senders (Source EID) und die EID des Empfängers
(Destination EID) ist.
0 1 2 15 16 23 24 31
00 MsgID SrcLength DestLength
GroupLength MemberLength
Source EID (variable length)
Destination EID (variable length)
Group Information (variable length)
MemberList Information (variable length)
Abbildung 4.3: Struktur einer Managementnachricht
Dadurch entsteht eine Limitierung der EIDs der Knoten auf je 255 Zeichen. Eine Ge-
samtlänge von 16383 Zeichen des Feldes Group Information ermöglicht das 14 Bit
Feld für die GroupLength (Gruppenlistenlänge). Das 18 Bit Feld der MemberLength
(Mitgliederlistenlänge) erlaubt eine GroupLength (Gruppenlistenlänge) von 262143
Zeichen. Damit entsteht eine maximale Größe der MgmtMsg von rund 2 Mbit, was
bei maximalen EIDs von ca. 255 Zeichen, 31 Gruppen in der GroupList und 503 Mit-
glieder in den MemberLists entspricht. Allerdings ist eine Länge der EIDs von 255
Zeichen nicht realistisch. Es ist davon auszugehen, dass eine durchschnittliche Länge
von 50 Zeichen der EIDs nicht überschritten werden. Somit ergeben sich 145 Gruppen
mit einer Gesamtanzahl von ca. 2340 Gruppenmitglieder.
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Die MgmtMsg selbst enthält die GroupList, sowie alle MemberLists. Es erfolgt kein








Das Gruppenverwaltungsmodul des RMDA-Protokolls stellt an der Schnittstelle zu
den höheren Schichten, also zu den Anwendungen, Funktionen für das Gruppenmana-
gement zur Verfügung. Eine Anwendung ruft eine Funktion auf, welche das entspre-
chende Ereignis, beispielsweise einen Gruppenbeitritt eines Knotens auslöst. Folgende
Funktionen werden an der Schnittstelle bereitgestellt:
• CreateGroup(GroupID, StartDate, EndDate)
• AskGroups()
• ShowGroups(GroupList)
• JoinGroup(GroupID, Startzeitpunkt, EndDate)
• DeactivateGroupmebership(GroupID, EndDate)
• DeactivateGroup (GroupID, EndDate)
Möchte ein Knoten respektive Anwendung eine Gruppe erstellen, ruft diese die Funkti-
on CreateGroup auf. Der Knoten gibt dabei die Attribute GroupID (Gruppenidentifi-
kator) sowie StartDate (Startzeitpunkt) und, wenn schon bekannt, das EndDate (End-
zeitpunkt) mit. Ist das EndDate negativ belegt, ist die Gültigkeitsdauer dieser Gruppe
nicht angegeben und kann später mit der Funktion DeactivateGroup mitgeteilt wer-
den. Jeder Knoten ist berechtigt eine neue Gruppe anzulegen. Ein CreateGroup löst
automatisch ein JoinGroup aus. Damit wird erreicht, dass der Ersteller der Gruppe
automatisch Gruppenmitglied ist.
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Die Funktion AskGroups ermöglicht den Knoten (bzw. den Anwendungen des Knotens)
das Gruppenverwaltungsmodul nach verfügbaren Gruppen zu Fragen. Das Gruppen-
verwaltungsmodul antwortet mit der GroupList über die Funktion ShowGroups.
JoinGroup ist die Funktion zum Beitritt eines Knotens zu einer Gruppe. Dabei muss
GroupID sowie StartDate mitgeben werden. Ist das EndDate negativ belegt, ist der
Knoten solange Gruppenmitglied, bis die Gruppe selbst nicht mehr besteht.
Jederzeit ist es für einen Knoten möglich die Gruppenmitgliedschaft vorzeitig zu been-
den. Dabei gibt dieser das EndDate und die gewünschte Gruppe (GroupID) der Funk-
tion deactivateGroupmebership mit.
Die Funktion DeactivateGroup, mit ihren Attributen GroupID und EndDate, ist für
das Schließen einer Gruppe zuständig. Nur der Knoten, der eine Gruppe erstellt hat,
ist berechtigt, die Aktivität der Gruppe zu beenden. Dabei wird nicht die Gruppe kom-
plett aus der Liste entfernt, sondern es wird ein EndDate gesetzt. Nach Setzen dieses
Zeitpunkts ist der Beitritt zu dieser Gruppe nicht mehr möglich. Ist einem Knoten
hingegen noch nicht bekannt, dass diese Gruppe geschlossen ist, ist diesem Knoten
zunächst ein Beitritt zu dieser Gruppe möglich. Nach Listenaustausch hat jedoch das
EndDate der GroupList Vorrang. Der Knoten wird nicht als Gruppenmitglied aner-
kannt und ist nicht berechtigt Gruppennachrichten zu empfangen. Dieser Knoten wird
dann aus der MemberList entfernt.
4.3.4 Beispiel Gruppenverwaltung
Abbildung 4.4 zeigt ein einfaches Beispiel eines Flussdiagramms für die Gruppenver-
waltung in RMDA. Dieses Beispiel aus [Begerow u. a., 2015] zeigt eine mögliche Kom-
munikation, die zwischen zwei Knoten, hier Knoten A und Knoten B, im Sinne der
Gruppenverwaltung, stattfindet. In diesem Beispiel werden MgmtMsgs, die im Fluss-
diagramm verkürzt dargestellt werden, durch drei verschiedene Ereignisse ausgelöst:
1. Durch neuen Kontakt zwischen zwei Knoten.
2. Durch Anlegen einer neuen Gruppe.
3. Durch Beitritt eines Knotens zu einer Gruppe.
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Nachdem Knoten A mit Knoten B in Kontakt gekommen ist (Abschnitt 1), sendet
Knoten A eine MgmtMsg an Knoten B. Nach Erhalt dieser MgmtMsg werden die
Listen miteinander verglichen (Compare). Werden Unterschiede in den Einträgen der
Listen festgestellt, wird die betroffene Liste aktualisiert (Update). Ist beispielsweise
nur ein Update eines Feldes eines Mitgliedes notwendig, bleibt CreationTime für dieses
Mitglied in Knoten B unverändert. Kommt hingegen ein neues Mitglied hinzu, wird
der aktuelle Zeitpunkt des Erstellens des Mitglieds in der MemberList in dem Feld
CreationTime von Knoten B vermerkt. Nachfolgend generiert Knoten B eineMgmtMsg
für Knoten A. Knoten A vergleicht und aktualisiert ebenfalls seine Listen.
Wenn eine Anwendung des Knotens eine neue Gruppe anlegt, wird die Funktion
CreateGroup von dieser aufgerufen. In diesem Beispiel erstellt eine Anwendung des
Knotens A die Gruppe g.a (Abschnitt 2). Hier ist das StartDate und EndDate, aus
Übersichtsgründen, nicht explizit angeben. Deshalb, wird in diesem Beispiel, davon
ausgegangen, dass die Gruppe g.a ab Zeitpunkt der Erstellung gültig ist. Innerhalb
der Gruppenverwaltung wird ein neuer Eintrag in GroupList erzeugt (NewEntry). Der
Ersteller der Gruppe ist gleichzeitig auch Mitglied der Gruppe und wird in die Mem-
berList eingetragen (New). Dieses Ereignis löst wiederum eine MgmtMsg an den Nach-
barknoten aus, in diesem Fall an Knoten B. Knoten B stellt fest (Compare), dass eine
Gruppe hinzugekommen ist und fügt diese seiner GroupList hinzu (NewEntry). Des
Weiteren erzeugt er eine neue MemberList, in welche die Daten des Gruppenmitgliedes
kopiert werden, und versieht diese mit dem aktuellen Zeitstempel in CreationTime
(New).
Im Abschnitt 3 der Abbildung 4.4 erkundigt sich eine Anwendung des Knotens B mit
der Funktion AskGroups nach möglichen Gruppen. Die Gruppenverwaltung teilt der
Anwendung, also der höheren Schicht, alle bekannten Gruppen mit. Die Anwendung
des Knotens B tritt der Gruppe g.a mit der Funktion JoinGroup bei. Auch hier wird
JoinGroup verkürzt dargestellt. Dieses Ereignis erzeugt einen neuen Eintrag in der
MemberList mit aktuellem Zeitstempel (New). Durch die dadurch ausgelösteMgmtMsg
erfährt Knoten A vom Beitritt des Knoten B zur Gruppe g.a (Compare). Knoten A
erzeugt deshalb einen neuen Gruppenmitgliedseintrag (mit aktuellem Zeitstempel in
CreationTime) in MemberList (New).
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4.4 Übertragungsmodul
Das Übertragungsmodul ist verantwortlich für die Auslieferung der Multicastnachrich-
ten an die gewünschten Gruppenmitglieder. Es entscheidet, wann welche Multicast-
nachricht vom lokalen Nachrichtenspeicher gelöscht werden kann und reduziert somit
den benutzen Nachrichtenspeicher. Um dies zu erreichen, wird ein Algorithmus ver-
wendet, der die aktuelle Mitgliederzahl schätzt. Diese Schätzung ist Grundlage für die
Speicherverwaltungsstrategie.
4.4.1 RMDA-Nachrichten
RMDA hat außer der schon bekannten MgmtMsg zwei weitere Typen von Nachrich-
ten: einmal die Multicastnachricht (MuMsg) selbst und die dazugehörigen Quittungen
(ACKs).
4.4.1.1 Multicastnachricht
Wenn ein Knoten eine Nachricht an Mitglieder einer Gruppe sendet, verwendet er eine
Multicastnachricht (MuMsg). Diese MuMsg ist an die Gruppenadresse (Group EID)
adressiert und wird durch das Netz geflutet. Jeder Knoten speichert diese MuMsg, bis
diese mittels RMDA-Algorithmus (Abschnitt 4.4.5 ) gelöscht wird. Abbildung 4.5 zeigt
die Struktur dieser Nachricht.
0 1 2 7 8 15 16 17 18 23 24 31
01 MsgID VFlag Reserved SrcLength
GroupLength PayloadLength
Creation Time
Source EID (variable length)
Group EID (variable length)
Data Payload (variable length)
Abbildung 4.5: Struktur der RMDA-Multicastnachricht
[Begerow u. a., 2015]
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Das erste Feld ist wie bei der MgmtMsg ein 2 Bit Feld, und kennzeichnet den Nach-
richtentyp (Tabelle 4.1, Abschnitt 4.3.2). Eine MuMsg wird durch eine 01 Kennung
charakterisiert. Die 14 Bit MsgID (Nachrichtenkennung) ermöglicht 16384MuMsgs. Das
Feld VFlag (Empfängerauswahl), ein 2 Bit Feld, gibt an, welche Gruppenmitglieder die
Nachricht erhalten sollen. Das VFlag selbst wird detailliert im Abschnitt 4.4.2 erklärt.
Weitere 6 Bit sind reserviert (Reserved). Die Felder SrcLength (Senderadresslänge)
und GroupLength (Gruppenadresslänge) sind 8 Bit lang und geben an, wie lang die
EID des Senders (Source EID) und die EID der Gruppe (Group EID) ist. Dadurch
entsteht eine Limitierung der EIDs der Knoten auf je 255 Zeichen. Das 32 Bit Feld
Creation Time (Erstellungszeit), gibt den Zeitpunkt der Erzeugung der MuMsg an.
Das 24 Bit große PayloadLength (Nutzdatenlängenfeld) ermöglicht eine reine Nutzda-
tenlänge (Data Payload) von maximal 16777215 Zeichen. Eine MuMsg erreicht daher
ein maximales Datenvolumen ca. 16 MB.
4.4.1.2 Quittung
Hat ein Gruppenmitglied eine MuMsg erhalten, sendet dieses eine Quittung (ACK )
an die Gruppe. Jeder Knoten speichert diese ACKs neben den eigentlichen MuMsgs.
Diese ACKs werden für den RMDA-Algorithmus (Abschnitt 4.4.5) benötigt.
0 1 2 15 16 23 24 31
10 MsgID SrcLength GroupLength
Creation Time
MsgIDMu SrcLengthMu Reserved
Source EID (variable length)
Group EID (variable length)
Source MuEID (variable length)
Abbildung 4.6: Stuktur der RMDA-Quittung
Eine Quittung bzw. ACK ist durch 10 gekennzeichnet. Die 14 Bit MsgID (Nachrich-
tenkennung) ermöglicht 16384 dieser ACKs. Die Felder SrcLength (Senderadresslänge)
und GroupLength (Gruppenadresslänge) sind auch beim ACK 8 Bit lang, wodurch eine
maximale Länge der Felder Source EID und Group EID auf 255 Zeichen beschränkt
wird. Das 14 Bit Feld MsgIDMu (Nachrichtenkennung der zu quittierenden MuMsg)
im Zusammenhang mit der Source MuEID (EID des Senderknotens der MuMsg) er-
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möglichen eine eindeutige Identifizierung der zu quittierenden Multicastnachricht. Die
Länge der Source MuEID wird durch das 8 Bit Feld SrcLengthMu bestimmt. Weitere
10 Bit sind reserviert (Reserved). Auch hier ist das 32 Bit Feld Creation Time (Er-
stellungszeit) der ACK angegeben. Dadurch entsteht eine maximale Quittungsgröße
von rund 0,8 kB.
4.4.2 Empfängeridentifikation
Eine wichtige Rolle spielt die Empfängeridentifikation in Katastrophensituationen, wel-
che in [Begerow u. a., 2015] vorgestellt wurde. Die Empfängeridentifikation legt diejeni-
gen Knoten fest, die eine MuMsg erhalten, abhängig vom Zeitpunkt ihres Gruppenbei-
tritts bzw. Gruppenaustritts. Tritt beispielsweise ein Feuerwehrmann aus der Gruppe
„Feuerwehr Einsatz Ilmenau“ aus, soll er trotzdem die MuMsg (nach Gruppenaustritt
versendet) mit dem Inhalt „Gesundheitsprüfung nach Einsatz für alle beteiligten Ein-
satzkräfte am...“ bekommen, obwohl dieser schon lange kein Gruppenmitglied mehr
ist. Ohne eine Empfängeridentifikation würden nur Gruppenmitglieder die MuMsg be-
kommen, welche zum Zeitpunkt des Sendens bzw. des Erhalts der MuMsg Gruppen-
mitglieder sind.
4.4.2.1 VFlag-Festlegungen
Das VFlag aus der MuMsg (Unterabschnitt 4.4.1.1) legt also fest, ob der Knoten ein
gültiger Empfänger ist oder nicht. Die Gültigkeitsoptionen sind in der Tabelle 4.2
beschrieben.
Tabelle 4.2: VFlag Beschreibung
[Begerow u. a., 2014a]
VFlag Wert Beschreibung
00 Gültig, wenn der Knoten beim Erhalt der Nachricht
Gruppenmitglied ist.
01 Gültig, wenn der Knoten beim Erstellen der Nachricht
Gruppenmitglied war.
10 Gültig, wenn der Knoten beim Erhalt sowie beim Er-
stellen der Nachricht Gruppenmitglied ist.
11 Immer gültig, wenn der Knoten jemals Gruppenmitglied
war oder noch ist.
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Das Übertragungsmodul des RMDA-Protokolls vergleicht bei Erhalt einer MuMsg an-
hand des VFlags, des Erstellens der MuMsg und anhand der Informationen aus Mem-
berList, ob die MuMsg an die Anwendung weitergereicht wird, d. h. der Knoten ist
Gruppenmitglied, oder wenn der Knoten kein Gruppenmitglied ist, ob diese nur zur
Weiterleitung zwischengespeichert wird
Tritt ein Knoten nach dem Erstellen einer MuMsg der Gruppe bei, die diese Nachricht
erhalten soll, und das VFlag ist auf den Wert 00 gesetzt, wird dieser Knoten als Grup-
penmitglied identifiziert, obwohl dieser beim Erstellen der Multicastnachricht noch
kein Gruppenmitglied war. Trifft ein Feuerwehrmann später an der Unglücksstelle ein
und im Vorfeld wurde eine Gruppennachricht an die Gruppe Feuerwehr versendet, die
beispielsweise Koordinaten für Sammelpunkte beinhalten, ist dies eine wichtige Infor-
mation und sollte auch dem neu hinzukommenden Gruppenmitglied zugestellt werden
können, wenn diese Nachricht sich noch in einem Nachrichtenspeicher eines Knotens
befindet.
Eine MuMsg mit dem VFlag Wert 01 soll beispielsweise nur Gruppenmitglieder errei-
chen, die zum Zeitpunkt der Erstellung dieser Nachricht Mitglied der Gruppe gewesen
sein müssen. Dies ist sinnvoll, wenn der Zeitpunkt des Erstellen der Nachricht wichtig
für die Auswahl der Empfänger ist. Eine Nachricht, die beispielsweise um 10:05 Uhr
an die Gruppe Polizisten versandt wurde, könnte lauten: „Status der bis 10:00 Uhr
benötigten Reservekanister übermitteln.“ Alle später beitretenden Knoten haben bis
dahin keinen Kanister benötigt und die Nachricht ist für diese uninteressant und muss
deshalb nicht an die später beigetretenen Gruppenmitglieder versendet werden.
Teilweise ist es auch wichtig, dass der Knoten beim Erstellen sowie bei Erhalt der
Nachricht Gruppenmitglied ist (VFlag Wert 10 ). Werden beispielsweise Polizisten der
Gruppe „Suchtrupp Polizei“ losgeschickt, um eine vermisste Person zu finden, wird
nach Auffinden der Person eine Nachricht an die Gruppe gesendet, um dies mitzu-
teilen. Dies interessiert natürlich nur die Gruppenmitglieder, die zum Zeitpunkt des
Versendens der Nachricht Gruppenmitglied waren und dies auch noch sind, wenn sie
diese Nachricht erhalten.
Andererseits, in einer Situation, wie eine Kontamination ist es notwendig alle ehema-
ligen sowie alle aktuellen Gruppenmitglieder zu informieren. Das kann man erreichen,
indem man das VFlag auf den Wert 11 setzt.
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4.4.2.2 VFlag-Beispiele
Die Abbildungen 4.7 bis 4.10 zeigen den Einfluss des VFlags im Bezug auf die Aus-
lieferung an einem einfachen Beispiel. Dieses Beispiel wurde aus [Begerow u. a., 2015]
entnommen. Eine Zeitsynchronisation wird in diesem Beispiel vorausgesetzt. Die Abbil-
dungen enthalten jeweils die selben sechs Knoten, Knoten A bis F. Alle Knoten, außer
Knoten F, sind Gruppenmitglied der Gruppe g.a. Die Zahlenwerte stellen normalisier-
te Zeitstempel dar, die im realen Protokoll oder System Datums- und Zeitwerte sind.
In allen 4 Fällen sendet Knoten A eine MuMsg zum Zeitpunkt 2 zur Gruppe g.a mit
verschiedenen VFlags. Des Weiteren wird ein flutenbasierter Algorithmus, der BBR
[Zhao u. a., 2005] (Multicast Epidemic), zu Grunde gelegt, bei dem eine Kopie der
MuMsg an alle Knoten weitergeleitet wird. Diese Kopie erhält jeder Knoten zu einem


















(Beitritt: 2, Austritt : 10) Gruppe: g.a
(Beitritt : 9, Austritt : 50)
Gruppe: g.a




(Beitritt : 2, Austritt : 5)
Gruppe: g.a







Abbildung 4.7: Multicastnachricht mit VFlag: 00
[Begerow u. a., 2015]
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Die Abbildung 4.7 zeigt die Auslieferung, wenn das VFlag auf 00 gesetzt ist. Dies
bedeutet, dass nur die Knoten die MuMsg MU1 an eine höhere Schicht (Anwendung)
weiterleiten, die beim Erhalt der MuMsg Gruppenmitglied sind. In diesem Beispiel
sind das die Knoten B, C und E. Die anderen Knoten übermitteln MU1 nur an andere
Knoten. Knoten F ist kein Gruppenmitglied der Gruppe g.a und leitet deshalb die
Nachricht auch nur weiter.
Nur die Knoten, die Gruppenmitglieder zum Zeitpunkt des Erstellens der MuMsg MU2
waren, also zum Zeitpunkt 2, erhalten die MuMsg, wenn das VFlag auf 01 gesetzt ist.
Abbildung 4.8 zeigt, dass dies die Knoten B und D sind. Knoten E und C treten erst

















(Beitritt: 2, Austritt : 10) Gruppe: g.a
(Beitritt : 9, Austritt : 50)
Gruppe: g.a




(Beitritt : 2, Austritt : 5)
Gruppe: g.a







Abbildung 4.8: Multicastnachricht mit VFlag: 01
[Begerow u. a., 2015]
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Abbildung 4.9 zeigt das Verhalten, wenn das VFlag der MuMsg MU3 auf 10 gesetzt
ist. Nur die Knoten übergeben die MuMsg MU3 an die höhre Schicht, die gleichzeitig
Gruppenmitglied zum Zeitpunkt des Erstellens, wie auch beim Erhalt von MU3 sind.
In diesem Beispiel ist dies nur Knoten B. Alle anderen Knoten sind entweder zum
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Abbildung 4.9: Multicastnachricht mit VFlag: 10
[Begerow u. a., 2015]
Ein Beispiel, wenn das VFlag auf 11 gesetzt ist, ist in Abbildung 4.10 zu sehen. Au-
ßer Knoten A, der Sendeknoten ist, und Knoten B, der niemals Gruppenmitglied der
Gruppe g.a war, erhalten alle anderen Knoten die MuMsg MU4.
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Abbildung 4.10: Multicastnachricht mit VFlag: 11
[Begerow u. a., 2015]
Diese Beispiele zeigen deutlich, den Einfluss von VFlag auf die Auswahl der tatsächli-
chen Empfänger, unabhängig von der aktuellen Anzahl der Gruppenmitglieder. Folglich
hat die Empfängeridentifikation einen großen Einfluss auf den eigentlichen RMDA-
Algorithmus, welcher im Abschnitt 4.4.5 ausführlich erklärt wird.
4.4.3 Speicherverwaltungsstrategie
Speicherplatz ist heutzutage kostengünstig und quasi in beliebigem Maße verfügbar. In
Katastrophenszenarien ist es trotzdem notwendig Geräte mit möglichst kleinen Spei-
chern zwischen 2MB und 5MB auszurüsten. Kleine Speicher ermöglichen schnelleres
Abspeichern, Verarbeiten sowie Abrufen von Daten. Durch die zum Teil kurzen Kon-
taktzeiten zwischen den Knoten ist es nicht sinnvoll mehrere Gigabyte Nachrichten
zu übermitteln. Die derzeit benutzten digitalen Handfunkgeräte als auch die digita-
len Fahrzeuggeräte der BOSs werden in den nächsten Jahren nicht ausgetauscht und
können lediglich neu konfiguriert werden. Sie bieten deshalb nur geringe Speichermög-
lichkeiten. Deshalb ist eine effiziente Speicherverwaltung notwendig.
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mit prozentual meisten Quittungen 


















Abbildung 4.11: Speicherverwaltungsstrategie mit RMDA
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Die Speicherverwaltung erfolgt unabhängig von anderen Knoten. Die Abbildung 4.11
zeigt den schematischen Ablauf. Es wird angenommen, das MuMsgs sowie Unicast-
nachrichten (UMsgs) gemeinsam in einem Speicher abgelegt werden. Dabei ist je nach
ausgewähltem Level (Details sind im Abschnitt 4.4.4 beschrieben) prozentual Speicher-
platz für den jeweiligen Nachrichtentyp reserviert. Wichtig ist ebenfalls die Speicherung
der Nachrichten vom Typ ACK, da diese ebenfalls an andere Knoten weitergeleitet
werden müssen.
Wenn ein Knoten eine Nachricht Msg empfängt, dabei spielt es keine Rolle, ob dies eine
MuMsg, ein ACK oder eine UMsg ist, wird überprüft, ob für diese Msg ausreichend
Speicherplatz vorhanden ist. Ist das der Fall, kann die Msg direkt gespeichert werden.
Wenn nicht, müssen aus dem Nachrichtenspeicher solange Nachrichten gelöscht werden,
bis ausreichend Speicherplatz für Msg vorhanden ist.
Als erstes wird der RMDA-Algorithmus (siehe Abschnitt 4.4.5) ausgeführt. Dies ist
der Hauptansatz des RMDA-Protokolls, der gezielt die MuMsgs und die dazugehö-
rigen ACKs ermittelt bzw. löscht, bei denen die gewünschte Auslieferungsrate laut
eingestelltem Level erreicht wurde. Ist eine Löschung erfolgt, wird geprüft, ob der frei-
gewordenen Speicher jetzt ausreicht und somit die Msg gespeichert werden kann.
Ist durch den RMDA-Algorithmus keine Löschung erfolgt, wird anhand der prozentual
zugeordneten Speicherplatzauslastung (Abschnitt 4.4.4) entschieden, ob eine MuMsg
oder eine UMsg gelöscht werden soll. Ist der Speicherplatzanteil der MuMsgs ausge-
schöpft, wird der Nachrichtenspeicher nach der MuMsg durchsucht, die den höchsten
Prozentsatz ACKs erhalten hat. Diese MuMsg wird mit ihren zugehörigen ACKs ent-
fernt. Ist der hingegen der Speicherplatzanteil UMsgs erreicht bzw. überschritten, wird
die älteste UMsgs gelöscht.
Konnte auch in diesem Fall keine Msg gelöscht werden, wird die älteste Nachricht, die
sich im Speicher befindet entfernt. Dieser Fall kann auftreten, wenn sich beispielsweise
nur ACKs im Nachrichtenspeicher befinden.
Wenn durch die oben beschriebene Prozedur nicht genug Speicherplatz für Msg ent-
steht, wird sie solange wiederholt, bis ausreichend Speicherplatz für Msg vorhanden
ist.
Dissertation Dipl.-Inf. (FH) Peggy Begerow
72 4 Konzept
4.4.4 RMDA-Speicherplatzanteilermittlung
Wie schon erwähnt, werden alle Nachrichtentypen in einen gemeinsamen Nachrich-
tenspeicher abgelegt. Das RMDA-Protokoll bietet die Möglichkeit, MuMsgs auf ver-
schiedenen Levels bevorzugt zu behandeln. Dadurch wird den Anwendern erlaubt, das
Protokoll an die jeweilige Situation anzupassen. Dabei werden für die Nachrichtentypen
MuMsgs und UMsgs Speicherplatz reserviert. ACKs werden zum Speicherplatzanteil
der MuMsgs hinzugerechnet. Die Speicherplatzeinschränkungen in jedem Level gelten
nur, wenn MuMsgs und UMsgs vorhanden sind und der Nachrichtenspeicher aufge-
braucht ist. Solange genügend Speicherplatz verfügbar ist, kann jeder Nachrichtentyp
mehr Platz als das definierte Verhältnis belegen. So wird verhindert, dass Ressourcen
verschwendet werden. Tabelle 4.3 (erstmals vorgestellt in [Begerow u. a., 2015]) stellt
drei verschiedene Levels vor.
Tabelle 4.3: RMDA Verteilung
[Begerow u. a., 2015]
Level Erhaltene ACKs Anteil Multicast Anteil Unicast
1 100% 90% 10%
2 75% 80% 20%
3 50% 70% 30%
Level 1 ist so ausgelegt, dass man eine sehr hohe Zustellrate von Multicastnachrichten
erzielen kann. Die optimale Kombination von Speicherplatzanteil und Anteil der zu er-
wartenden ACKs wurde experimentell ermittelt (siehe dazu Abschnitt 5.3.3). Mit Level
1 werden erst dann MuMsgs gelöscht, wenn die durch Schätzung ermittelte erwartete
Anzahl ACKs (laut RMDA-Algorithmus des Abschnitts 4.4.5) bei 100% liegen. Soll-
ten wie in Abbildung 4.11 durch den regulären RMDA-Algorithmus keine Ergebnisse
erzielt worden sein, werden erst MuMsgs gelöscht, wenn diese 90% des Gesamtanteils
aller Nachrichten erreicht haben und es erforderlich ist, Nachrichten aus dem Nach-
richtenspeicher zu löschen. Tritt dieser Fall ein, wird eine Multicastnachricht mit ihren
dazugehörigen ACKs gelöscht, welche noch keine 100% ACKs erhalten hat. In Level 1
liegt der Anteil der gespeicherten UMsgs bei nur 10% bei maximaler Ausnutzung des
Speicherplatzanteils von MuMsgs. Da eine besonders hohe Zuverlässigkeit von MuMsgs
im Katastrophenfall erwartet wird, ist dies die empfohlene Einstellung.
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Level 2 und Level 3 verringern deshalb den „quasi“ reservierten Nachrichtenspeicher
für MuMsgs auf jeweils 80% und 70% und erlauben somit einen höheren Anteil von
UMsgs. Auch hier werden nur Nachrichten aus dem Speicher entfernt, wenn der Nach-
richtenspeicher voll ist. Befinden sich beispielsweise nur 1% MuMsgs im Nachrichten-
speicher, ist es möglich, dass die restlichen 99% durch UMsgs belegt werden können.
Allerdings werden dann, im Vergleichsfall, solange UMsgs gelöscht, bis beispielsweise
deren Anteil auf 20% bei Level 2 -Einstellung gesunken ist.
Tabelle 4.3 zeigt auch, dass die jeweils erwarteten ACKs verringert werden. Dies er-
möglicht ein früheres Löschen der MuMsgs beispielsweise schon bei 50% der erhalten
ACKs. Hier wird der Effekt zu Nutze gemacht, dass andere Knoten die Nachricht an
potenzielle Empfänger weiter leiten können.
4.4.5 RMDA-Algorithmus
Der RMDA-Algorithmus bildet den Kern für die Entscheidung, wann welche Nachricht
gelöscht wird. Dieser Algorithmus schätzt die Zustellrate anhand der ermittelten Mit-
glieder einer Gruppe und der zu einer MuMsg erhaltenen ACKs (count{ack}). Zum
besseren Verständnis wurde der Algorithmus mit einem kleine Beispiel untermauert.
Wie schon erwähnt, ist die Empfängeranzahl der Gruppenmitglieder abhängig vom
VFlag der MuMsg (msg) bzw. der Sendezeit, siehe dazu Tabelle 4.2 aus dem Abschnitt
4.4.2. Die Gruppenzugehörigkeit eines Knotens IsMember (Formel 4.1) wird ermittelt
anhand des Zeitstempels des Erstellens von MuMsg (msg.tcreate) sowie des Zeitpunktes
des Erhalts der MuMsg (msg.treceive). Mlist[m] ist der zu prüfende Gruppenmitglied-
seintrag aus der aktuellen MemberList (mlist). Der Index m ist der laufende Index
von mlist. Die Funktion IsMember gibt true für „ist Gruppenmitglied“ und false für
„ist kein Gruppenmitglied“ zurück.
Die Tabelle 4.4 zeigt ein Beispiel einer MemberList (mlist). Sie enthält die NodeID
(Mitglieder EID), die CreationTime (Erstellungszeit/Speicherzeitpunkt), StartDate
(Startzeitpunkt der Gruppenmitgliedschaft), das EndDate (Endzeitpunkt der Grup-
penmitgliedschaft) sowie zur besseren Übersicht beispielhaft einen Index. Es wird an-
genommen, dass dieses Beispiel einer Gruppe zugeordnet ist.






∧ [(mlist[m].leave > msg.treceived)
∨ (mlist[m].leave = −1)] if V F lag = 00
(mlist[m].join ≤ msg.tcreate)
∧ [(mlist[m].leave > msg.tcreate)
∨ (mlist[m].leave = −1)] if V F lag = 01
{(mlist[m].join ≤ msg.treceived)
∧ [(mlist[m].leave > msg.treceived)
∨ (mlist[m].leave = −1)]}
∧ {(mlist[m].join ≤ msg.tcreate)
∧ [(mlist[m].leave > msg.tcreate)
∨ (mlist[m].leave = −1)]} if V F lag = 10
true else
(4.1)
Ist beispielsweise das VFlag von MuMsg mit msg.tcreate drei auf den Wert 01 gesetzt,
würde IsMember, laut Beispiel aus Tabelle 4.4, bei den Knoten A, Knoten B, Knoten
C und Knoten F, true zurückgeben, wohingegen die anderen Knoten den Rückgabewert
false liefern.
Der Zeitstempel kcreate (Formel 4.2) gibt den Zeitpunkt des Listenaustauschs an, der
den minimalen Abstand zumsg.tcreate hat. Beziehungsweise kcreate ist die CreationTime
(Erstellungszeit/Speicherzeitpunkt) aus MemberList eines Mitglieds oder (bei glei-
cher CreationTime) mehrere Mitglieder, die der Nachrichtenerstellung (msg.tcreate)
am nächsten ist. Anhand dieses Zeitstempels kann die Anzahl von Gruppenmitglie-
dern identifiziert werden, die dem Knoten zu diesem Zeitpunkt bekannt waren. Ist der
Abstand von zwei aufeinander folgenden Zeitpunkten (CreationTime) zu msg.tcreate
gleich, wird der aktuellere Zeitpunkt ausgewählt. Laut Beispiel aus Tabelle 4.4 wäre
es die CreationTime sechs bei msg.tcreate von fünf.
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1 Knoten A 2 2 -1
2 Knoten B 4 3 -1
3 Knoten C 4 3 -1
4 Knoten D 4 4 -1
5 Knoten E 6 6 -1
6 Knoten F 6 2 -1
7 Knoten G 7 4 -1
8 Knoten H 8 5 -1
9 Knoten I 8 4 -1
10 Knoten J 8 5 -1
11 Knoten K 8 6 -1
12 Knoten L 8 4 -1
Vergleicht man die Gruppenmitgliedsanzahl vom CreationTime 6 (aktuellere Zeit-
punkt) zu CreationTime 4 (Zeitpunkt davor), ist diese unterschiedlich. Dadurch kann
der zu berechnende Trend beeinflusst werden. Erfolgte eine große Änderung bei der
Gruppenmitgliedsanzahl zwischen diesen zwei Zeitpunkten, wird dies bei der Ermitt-
lung des Trends nicht berücksichtigt. Jedoch entsprechen Informationen bzw. die aktu-
elle Gruppenmitgliedszahl, die aus dem aktuellen Zeitstempel gewonnen werden, eher
der aktuellen Situation.





∑Algorithmus(Summe Mitglieder zum Zeitpunkt [t])
Algorithmus(Anzahl Zeitstempel) (4.3)
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Die Berechnungsschritte (Formel 4.3 bis Formel 4.4) werden für die Ermittlung des
Trends (trend) in der Formel 4.5 benötigt. Hierfür wird die mittlere Anzahl der Grup-
penmitglieder (meanMember) ermittelt (Formel 4.3). Dabei wird ein Gruppenmitglied
immer anhand des VFlags identifiziert (Formel 4.1). Diese Abfrage wird aus Über-
sichtsgründen in den folgenden Formeln bzw. Algorithmen nicht explizit aufgeführt,
wird aber jedes mal angewendet.
Algorithmus 1 Anzahl Zeitstempel
count = 1 . Mindestens einer ist in Liste
for i = 1; i ≤ mlist.size do




Algorithmus 2 Summe Mitglieder zum Zeitpunkt [t]
total = 0 . Gesamtsumme
currentMember = 1
for i = 1; i ≤ mlist.size do
if mlist[i].create == mlist[i− 1].create then
currentMember ++
else
total += currentMembers++ . plus aktuelles Mitglied
end if
end for
total += currentMembers++ . plus letzte Liste
Die Tabelle 4.5 zeigt die Aufschlüsselung der Mitgliederanzahl zu den unterschiedlichen
Zeitpunkten (CreationTime). Diese Tabelle wurde anhand des Beispiels, bezogen auf
Tabelle 4.4, unter Annahme, dass das VFlag der MuMsg auf 11 gesetzt ist, erstellt.
Somit ergibt sich meanMember (Formel 4.3) von 6 bei einer Summe Mitglieder Zeit-
punkt [t] (Algorithmus 2) von 30 und Anzahl Zeitstempel (Algorithmus 1) von fünf.
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Tabelle 4.5: Mitgliederanzahl zu verschiedenen Zeitpunkten
Zeitpunkt 2 Zeitpunkt 4 Zeitpunkt 6 Zeitpunkt 7 Zeitpunkt 8
Knoten A Knoten A Knoten A Knoten A Knoten A
Knoten B Knoten B Knoten B Knoten B
Knoten C Knoten C Knoten C Knoten C
Knoten D Knoten D Knoten D Knoten D
Knoten E Knoten E Knoten E
Knoten F Knoten F Knoten F






Des Weiteren wird die mittlere Anzahl der Gruppenmitglieder ab kcreate benötigt
(meanMemberK). Dabei werden auch hier alle Gruppenmitglieder mittels des VFlags
identifiziert (Formel 4.1).
meanMemberK =
∑Algorithmus(Summe Mitglieder zum Zeitpunkt [t] ≥ kcreate)
Algorithmus(Anzahl Zeitstempel ≥ kcreate)
(4.4)
Algorithmus 3 Summe Mitglieder zum Zeitpunkt [t] >= kcreate
total = 0 . Gesamtsumme
currentMember = 1
for i = 1; i ≤ mlist.size do
if mlist[i].create == mlist[i− 1].create then
currentMember ++
else
if mlist[i].create > kcreate then
total += currentMembers
end if
currentMembers++ . plus aktuelles Mitglied
end if
end for
total += currentMembers++ . plus letzte Liste
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Algorithmus 4 Anzahl Zeitstempel >= kcreate
count = 1 . Mindestens einer ist in Liste
for i = 1; i ≤ mlist.size do




Die Tabelle 4.6 zeigt die Aufschlüsselung der Mitgliederanzahl ab Zeitpunkt kcreate, hier
als Beispiel Zeitpunkt sechs. Auch diese Tabelle wurde anhand des Beispiels, bezogen
auf Tabelle 4.4, unter Annahme, dass das VFlag der MuMsg auf 11 gesetzt ist, erstellt.
Somit ergibt sich meanMemberK (Formel 4.4) von 8,3 bei einer Summe Mitglieder
Zeitpunkt [t] >= kcreate (Algorithmus 3) von 25 und der Anzahl Zeitstempel >= kcreate
(Algorithmus 4) von drei.
Tabelle 4.6: Mitgliederanzahl ab Zeitpunkt 6
Zeitpunkt 6 Zeitpunkt 7 Zeitpunkt 8
Knoten A Knoten A Knoten A
Knoten B Knoten B Knoten B
Knoten C Knoten C Knoten C
Knoten D Knoten D Knoten D
Knoten E Knoten E Knoten E
Knoten F Knoten F Knoten F






trend = meanMember −meanMemberK (4.5)
Der eigentliche Trend wird mit Hilfe der Formel 4.5 ermittelt. Die Ermittlung erfolgt
anhand der durchschnittlichen Gruppenmitgliederzahl über den gesamten Zeitraum
(meanMember) der Gruppe, abzüglich der durchschnittlichen Mitgliederzahl der ab
kcreate ermittelten Mitglieder (meanMemberK). Es ergibt sich ein negativer Wert,
wenn Knoten zu einer Gruppe beitreten, nachdem eine Multicastnachricht erstellt wur-
de. Ein positiver Trend entsteht, wenn Knoten die Gruppe verlassen. Das bedeutet, je
Dissertation Dipl.-Inf. (FH) Peggy Begerow
4.4 Übertragungsmodul 79
mehr Knoten die Gruppe verlassen, desto größer wird der Bereich (range). Aus dem
Beispiel ergibt sich daher ein Trend von - 2,3.
Der Korrekturwert corr (Formel 4.6) wird ermittelt anhand der durchschnittlichen
Anzahl von Gruppenmitgliedern (meanMember) und der gewünschten Zustellrate
(ratio). Diese Zustellrate wird anhand des eingestellten Levels ausgewählt. Ist das Le-
vel 2 eingestellt, ist ratio 75 Prozent. Siehe dazu Tabelle 4.3, Spalte „Erhaltene ACKs“
des Abschnitts 4.4.4. Aus dem Beispiel ergibt sich ein corr von 1,5 bei meanMember
von sechs und ratio von 75 Prozent.
corr = meanMember ∗ 100− ratio100 (4.6)
Basierend auf diesen Informationen, ermittelt der Knoten einen Bereich (range) wie
in Formel 4.7 dargestellt. Dieser Bereich gibt die maximale Anzahl der ACKs an, die
fehlen dürfen, damit die Nachricht gelöscht wird. Ist der Trend (trend) positiv, d. h.
Knoten haben die Gruppe nach dem Senden der Nachricht verlassen, wird die Anzahl
der ausgetreten Knoten bzw. Gruppenmitglieder auf den Korrekturwert (corr) addiert
und somit der Bereich (range) erhöht. Da im Beispiel der trend (-2,3) negativ ist,
ergibt sich ein range von 1,5. Dieser range wird aufgerundet (siehe Formel 4.8).
range =
trend+ corr if trend > 0corr else (4.7)
Für die weitere Berechnung wird die aktuelle Mitgliederanzahl des Zeitpunktes benö-
tigt, welcher kleiner oder gleich kcreate ist, d. h. alle Mitglieder, die (abhängig vom
VFlag) zu diesem Zeitpunkt bekannt sind. Siehe dazu Algorithmus 5. Laut Beispiel
enthält kcreate den Wert sechs. In Tabelle 4.4 ist dies die dritte Spalte, welche sechs
Mitglieder beinhaltet.
Algorithmus 5 Mitgliederanzahl zum Sendezeitpunkt
count = 0
i = 0
while mlist[i++].create; i ≤ kcreate do
count ++
end while
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Am Ende werden die erhaltenen ACKs mit der Anzahl im Algorithmus 5 ermittelten
Gruppenmitglieder minus des ermittelten range verglichen. Ist die Formel 4.8 wahr,
wird angenommen, das die MuMsg erfolgreich ausgeliefert wurde. Für diese Entschei-
dung wurde die Anzahl der gewünschten Empfänger, abhängig vom gesetzten VFlags
als auch die gewünschten Zustellrate ratio mit einbezogen. Nun kann diese MuMsg
mit den dazugehörigen ACKs gelöscht werden. In dem vorgestellten Beispiel wird also
die MuMsg gelöscht, wenn der Knoten drei ACKs erhalten hat.
count{acks} ≥ Algorithmus(Mitgliederanzahl zum Sendezeitpunkt)− drangee − 1
(4.8)
4.4.6 Beispiel Übertragungsmodul
Abbildung 4.12 ([Begerow u. a., 2015]) zeigt den Nachrichtenaustausch zwischen zwei
Knoten (Knoten A und Knoten B). Nachdem diese beiden Knoten ihre MgmtMsgs
(siehe Abbildunge 4.4) ausgetauscht haben, erfolgt die eigentliche Nachrichtenübertra-
gung.
In diesem Beispiel erstellt die Anwendung des Knoten B die MuMsg MU1 (SendMuMsg)
an die Gruppe g.a. Das Übertragungsmodul speichert die Nachrichten im Nachrichten-
speicher (Store). Dafür wird zuerst geprüft, ob genügend freier Speicher zur Verfügung
steht und wenn nötig Nachrichten gelöscht (Algorithm). Knoten A stellt ebenfalls Spei-
cherplatz zur Abspeicherung von MuMsg MU1 zur Verfügung (Algorithm/Store).
Nach dem die Nachricht übertragen und gespeichert wurde, überprüft das Übertra-
gungsmodul, ob Knoten A Gruppenmitglied dieser Gruppe ist (GroupMember). Dies
erfolgt über eine Schnittstelle zum Gruppenverwaltungsmodul, wo unter Beachtung
des VFlags von MuMsg MU1 und der MemberList, der Status true für „ist Grup-
penmitglied“ oder false für „ist kein Gruppenmitglied“ zurückgeben wird. In diesem
Beispiel ist Knoten A Gruppenmitglied. MuMsg MU1 wird an die Anwendung wei-
tergereicht (ReceiveMuMsg). Die Anwendung bestätigt diese mit einem ACK an die
Gruppe g.a (SendACK). Erhält ein Knoten eine Nachricht von einer höheren Schicht
(Anwendung) oder einem anderen Knoten, dabei spielt es keine Rolle, ob es eine UMs-
gs, MuMsg oder ein ACKs ist, wird nach der Speicherverwaltungsstrategie von RMDA
(Abbildung 4.11) vorgegangen.
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Ist nicht genug Speicher vorhanden, wird mit Hilfe des RMDA-Algorithmus entschie-
den, welche Nachrichten gelöscht werden (Algorithm/Store). Knoten B speichert und
leitet das ACK solange weiter, bis laut RMDA-Algorithmus dieses gelöscht wird. Die
Anwendung von Knoten A erzeugt eine MuMsg MU2 an die Gruppe g.a. Der RMDA-
Algorithmus entscheidet, dass aus Speicherplatzmangel die MuMsg MU2 mit dem zu-
gehörigen ACK gelöscht wird (Algorithm/Delete). Anschließend kann MuMsg MU2
gespeichert werden (Store).
Nach der konzeptionellen Darstellung des RMDA-Protokolls und mit dessen Modulen
wird im folgenden Kapitel anhand von Simulationsergebnissen überprüft und nachge-
wiesen, dass das gewählte Konzept die gestellten Anforderungen erfüllt.
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Das RMDA-Protokoll ist speziell für zuverlässige Multicastübertragungen in Katastro-
phenszenarien entworfen worden. Dieses Protokoll zeigt bisher ausschließlich die tech-
nische Möglichkeit einer Übertragung ohne Sicherheitsmechanismen, um die RMDA
im realen Anwendungsfall erweitert werden muss. Deshalb wurde RMDA vorerst nur
simuliert und noch nicht implementiert.
5.1 ONE-Simulator
Der Opportunistic Networking Environment (ONE)-Simulator [Keränen u. a., 2009]
ist ein speziell für DTNs entwickelter Netzwerksimulator. Er wurde unter der objek-
torientierten Programmiersprache Java entwickelt und ist unter der General Public
License (GPL)v3-Lizenz veröffentlicht.
ONE bietet bereits eine Reihe von bekannten DTN-Routingprotokollen, wie z.B. das
Spray-and-Wait [Spyropoulos u. a., 2005], das ProPHET [Lindgren u. a., 2012] und das
Epidemic Routing Protocol [Vahdat und Becker, 2000]. Unterliegende Schichten werden
verallgemeinert. Bekannte Bewegungsmodelle, wie z. B. RandomWalk [Einstein, 2011],
Random Waypoint [Yoon u. a., 2003] und Working Day Movement [Ekman u. a., 2008],
sind integriert. Die Map-based Modelle beziehen ihre Konfigurationsdaten aus Dateien
im Well Known Text (WKT)-Format. Diese Dateien können mit Hilfe von Geographic
Information System (GIS)-Programmen, beispielsweise mit OpenJump [OpenJump,
2011], bearbeitet und erzeugt werden. Darüber hinaus bietet ONE eine Reihe von
Berichten, die einfache Messungen der gewünschten Metriken, wie Verzögerung oder
Auslieferungsgrad, ermöglichen.
Die eingebauten Routingprotokolle und Berichte sind ausschließlich für Unicastnach-
richten ausgelegt. Deshalb wurde die Implementierung von zwei Multicastprotokollen,
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Abbildung 5.1: Screenshot ONE-Simulator
dem ECAM-Protokoll [Jin u. a., 2010] und dem BBR-Protokoll [Zhao u. a., 2005], not-
wendig. Näheres dazu im Abschnitt 5.3.6.
Parameter, wie Simulationsgebiet, Datenrate (Bytes pro Sekunde) und Knotenge-
schwindigkeit, können mit einer Konfigurationsdatei eingestellt werden. Außerdem bie-
ten Ereignisdateien eine zeitgenaue Erstellung von Nachrichten und anderen Ereignis-
sen, wie z. B. den Beitritt eines Knotens zu einer Gruppe. Tracedateien ermöglichen
Pfadvorgaben für Knoten.
ONE bietet eine grafische Oberfläche und ist sehr bedienerfreundlich. Die Abbildung
5.1 zeigt eine Aufnahme einer Simulation, bei der die Karte des Ilmenauer Campus als
Grundlage dient. ONE platziert in diesem Beispiel die Knoten nur auf den verfügbaren
Wegen. Diese Knoten dürfen sich während der Simulation auch nur auf diesen Wegen
bewegen. Die grünen Kreise kennzeichnen die Funkreichweite (TX range) der jeweili-
gen Knoten. Diese Reichweite ist in ONE idealisiert. Streuung und Abschattung durch
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Gebäude oder andere Umwelteinflüsse werden nicht berücksichtigt. Zur besseren Über-
sicht sind Knoten, welche in Kontakt miteinander stehen, mit einer schwarzen Linie
verbunden. Jeder Knoten ist während der Simulation einzeln anwählbar. So besteht
die Möglichkeit den Nachrichtenfluss zu überprüfen.
Alle Simulationen, die in dieser Arbeit durchgeführt wurden, wurden mit ONE erstellt.
5.2 Umsetzung von RMDA
Für die Umsetzung des Konzeptes des RMDA-Protokolls aus dem Kapitel 4 wurde
der nachstehende Pseudocode aufgeteilt in Algorithmus 6 bis Algorithmus 9 in den
ONE-Simulator integriert und getestet. Auf Grundlage dieses Pseudocodes wurden
alle Simulationen aus dem Unterkapitel 5.3 durchgeführt.
Um eine ankommende Nachricht im Nachrichtenspeicher ablegen zu können, wird zu-
erst geprüft, ob genügend Speicherplatz für diese Nachricht vorhanden ist. Ist dies
nicht der Fall, wird Algorithmus 6 aufgerufen, der die Nachrichten, die gelöscht wer-
den sollen, zurückgibt. Dieser Algorithmus ruft dafür weitere Funktionen, Algorihtmus
7, Algorithmus 8 sowie Algorithmus 9, auf. Auf diese Algorithmen wird im Folgenden
noch detailliert eingegangen.
Zu Beginn werden alle Nachrichten, die an den Algorithmus 6 übergeben worden sind,
nach Nachrichtentyp sortiert. Wird eine MngMsg gefunden, wird diese in die Liste der
zu löschenden Nachrichten übernommen. Allerdings dürften keine MngMsg vorhanden
sein, da diese normalerweise nach Übergabe an die höhere Schicht aus dem Speicher
gelöscht wurden.
Nach der Nachrichtenaufteilung wird im zweiten Schritt der Algorithmus 7 aufgerufen,
der die MuMsg mit ihren zugehörigen ACKs zurück gibt, die gelöscht werden können.
Wurden keine Nachrichten gefunden, wird im Schritt drei der Speicherplatzanteil der
MuMsgs (mit ACKs) ermittelt.
Ist die Kapazität für MuMsgs erreicht, wird Schritt drei ausgeführt. Algorithmus 8
ermittelt eine MuMsg mit zugehörigen ACKs, die prozentual die meisten ACKs zu den
geschätzten Empfängern erhalten hat.
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Algorithmus 6 Finde zu löschende Nachrichten
Require: Msg = alle Nachrichten, Managementlisten
Ensure: Del = alle Nachrichten die gelöscht werden sollen
1: for Msg do
2: if msg[i].typ == null then . Schritt 1
3: Nachrichtengröße zu Speicherverbrauch Unicast hinzufügen (bufferUni)
4: Hinzufügen zu Unicastnachrichten (UMsg)
5: end if
6: if msg[i].typ == ACK then
7: Nachrichtengröße zu Speicherverbrauch ACKs hinzufügen (bufferAcK)
8: Hinzufügen zu ACKs (ACKs)
9: end if
10: if msg[i].typ == multicast then
11: Nachrichtengröße zu Speicherverbrauch Multicast hinzufügen (bufferMul)
12: Hinzufügen zu Multicastnachrichten (MulMsg)
13: end if
14: if msg[i].typ == management then
15: Hinzufügen zu Del
16: end if
17: end for
18: if del.size == null then
19: Algorithmus 7 . Schritt 2
20: if del.size == null then . Wenn keine zu löschende Nachricht gefunden
21: bufferAll=bufferMult + bufferACK + bufferUni
22: maxBufferMul=ProportionMul*bufferAll/100; . Schritt 3
23: if bufferMul + bufferACK > maxBufferMul then
24: Algorithmus 8 . Schritt 4
25: else
26: Algorithmus 9 (UMsg) . Schritt 5
27: end if
28: if del.size == null then
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Schritt vier wird dann ausgeführt, wenn die Kapazität für MuMsg nicht erreicht ist.
Dann wird die älteste UMsg, mit dem Algorithmus 9 ermittelt und gelöscht.
Algorithmus 7 RMDA-Algorithmus
Require: MulMsg, ACKs, Managementlisten
Ensure: Del = alle MulMsgs mit ACKs die gelöscht werden sollen
1: for Msg do
2: for Gruppen do . Für jede Gruppe aus GroupList
3: if Zielgruppe aus Msg == aktuelle Gruppe aus GroupList then
4: for Gruppenmitglieder do
5: MeanAll = Mittelwert über alle historischen Listen
6: MeanTeil = Mittelwert ab Startliste
7: end for
8: MemNeares = Mittelwert der Liste mit Zeitstempel
9: Trend = MeanAll - MeanTeil
10: Koeffizient = MeanAll *(100 - Level Erhaltene ACKs)/100
11: if Trend > 0 then
12: Varianz = Trend + Koeffizient
13: else
14: Varianz = Koeffizient
15: end if
16: for ACKs do
17: if ACKs to Msg[i].ID then
18: CountACKs ++ . Summiere ACKs
19: end if
20: end for
21: if CountACKS >= (MemNeares - Varianz - 1) then





Konnte trotzdem keine Nachricht gefunden werden, wird eine Backupfunktion ausge-
führt. Dabei dieser wird die älteste, vom Typ unabhängige, Nachricht gelöscht. Der
Algorithmus 7 zeigt die grundlegende Arbeitsweise des RMDA-Algorithmus, dessen de-
taillierte Erläuterung schon aus Abschnitt 4.4.5 bekannt ist. Dem Algorithmus müssen
alle MuMsgs sowie ACKs übergeben werden. Des Weiteren müssen die Gruppenlisten
und deren Mitglieder bekannt sein. Für alle MuMsgs wird dann geprüft, ob diese mit
ihren zugehörigen ACKs gelöscht werden können, in diesem Fall wird eine Liste der zu
löschenden Nachrichten zurückgegeben. Für die Berechnung wird der Mittelwert über
alle Mitglieder gebildet. Dies geschieht anhand der zur Gruppe gehörenden Mitglieder-
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informationen MemberList. Zusätzlich wird ein weiterer Mittelwert über die Mitglieder
gebildet, von dem Zeitpunkt beginnend, der laut Zeitstempel am nächsten des Erstel-
lungsdatums (CreationTime) der MuMsg ist. Daraus wird anschließend der aktuelle
Trend ermittelt.
Algorithmus 8 getMulticastMessage
Require: MulMsg, ACKs, Managementlisten
Ensure: Del = alle MulMsgs mit ACKs die gelöscht werden sollen
1: for Msg do
2: for Gruppen do . Für jede Gruppe aus GroupList
3: if Zielgruppe aus Msg == aktuelle Gruppe aus GroupList then
4: for Gruppenmitglieder do
5: MeanAll = Mittelwert über alle Listen
6: MeanTeil = Mittelwert ab Startliste
7: end for
8: MemNeares = Mittelwert der Liste mit Zeitstempel
9: Trend = MeanAll - MeanTeil
10: Koeffizient = MeanAll *(100 - Level Erhaltene ACKs)/100
11: if Trend > 0 then
12: Varianz = Trend + Koeffizient
13: else
14: Varianz = Koeffizient
15: end if
16: for ACKs do
17: if ACKs to Msg[i].ID then
18: CountACKs ++ . Summiere ACKs
19: end if
20: end for
21: Prozent = CountACKS * 100/( MemNeares - Varianz);
22: if Prozent >=ProzentACKs or ID==null then
23: ID = msg[i].ID





29: if ID!=null then
30: Del = Del + Multicastnachricht mit zugehörigen ACKs
31: end if
Algorithmus 8 ermittelt diejenige MuMsg mit ihren zugehörigen ACKs, die nach Schät-
zung der Gruppenmitgliedsanzahl den höchsten Prozentsatz an ACKs erhalten hat und
gibt diese an die übergeordnete Funktion zurück. Diese Funktion arbeitet ähnlich wie
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Algorithmus 7. Allerdings wird nur dieMuMsg mit dem höchsten Prozentsatz an ACKs
ermittelt.
Algorithmus 9 ermittelt die älteste zu löschende Msg anhand der übergebenen Nach-
richtenliste. Dabei wird nicht nach dem Typ der Nachricht unterschieden, lediglich der
Zeitpunkt des Erzeugens der Nachricht wird betrachtet.
Algorithmus 9 getOldestMessages
Require: Msg
Ensure: Del = älteste Msg
1: for Msg do
2: if Älteste Msg == Null then
3: Älteste Msg = Msg
4: else
5: if Älteste Msg.Erstellungszeitpunkt > Msg.Erstellungszeitpunkt) then






Der Gruppenlistenaustausch ist eine wichtige Voraussetzung für das RMDA-Protokoll.
Die Abbildung 5.2 zeigt den unterschiedlichen Einfluss der Knotendichte auf den Grup-
penlistenaustausch. Die folgenden Einstellungen und Ergebnisse wurden in [Begerow
u. a., 2014a] erstmals vorgestellt.
Nachgestellt soll im folgenden Szenario eine Katastrophe auf dem Ilmenauer Campus
der Technischen Universität Ilmenau (Deutschland) werden. Dafür wurden Kartenin-
formationen aus OpenSteetMap [OpenStreetMap-Mitwirkende, 2014] exportiert. Aus
den so gewonnenen Daten wurden die Knotenpfade modelliert. In einem vorgegeben
Gebiet (siehe Tabelle 5.1) bewegt sich ein Rettungsteam (Knoten) zufällig auf den
vorgegebenen Fußwegen. Diese Modellierung zeigt ansatzweise, dass realistische Sze-
narien für Simulationen notwendig und weiterentwickelt werden müssen, wie in der
Ausarbeitung [Krug u. a., 2014b] bestätigt wird.
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Tabelle 5.1: Simulationsparameter für Gruppenverwaltung
[Begerow u. a., 2014a]
Parameter Werte
Simulationsgebiet 3000m x 2000m
Simulationszeit 7200 s
Reichweite (Tx range) 100m
Knotenanzahl (Spärliches Szenario) 35
Knotenanzahl (Dichtes Szenario) 170
Gruppenmitglieder (Spärliches Szenario) 10
Gruppenmitglieder (Dichtes Szenario) 50
Knotengeschwindigkeit 0 .. 5.4 km/h
Diese Simulation wurde mit einer unterschiedlichen Anzahl von Knoten durchgeführt.
Dabei stellt das „spärliche Szenario“ eine Situation dar, bei der sich nur wenige Kno-
ten in einem Gebiet aufhalten und somit, durch die begrenzte Sendereichweite, nur
wenig Kontakt miteinander haben, um Daten und MgmtMsgs auszutauschen. Für das
„spärliche Szenario“ wurde eine Knotenanzahl von 35 Knoten angenommen, wobei von
diesen Knoten, 10 ausgewählte Knoten, Gruppenmitglieder werden sollen. Das „dichte
Szenario“ beschreibt eine Situation, bei der sich viele Knoten in einem bestimmten
Gebiet aufhalten. Durch den häufigen Kontakt zu anderen Knoten können MgmtMsgs
als auch Daten häufiger ausgetauscht werden. Für das „dichte Szenario“ bewegten sich
175 Knoten auf der gleichen Grundfläche, wie bei der Simulation im „spärliche Sze-
nario“, von denen 50 der Gruppe beitreten sollen. Fünf Sekunden nach dem Start der
Simulation wird die Gruppe durch einen vordefinierten Knoten eingerichtet. Erhalten
die Knoten, die ausgewählt wurden der Gruppe beizutreten, durch eine MngMsg die
Kenntnis, dass diese Gruppe existiert, treten sie dieser Gruppe bei. Das Beitreten zur
Gruppe wird wiederum durch eine MngMsg, über den Kontakt mit anderen Knoten,
weitergeleitet.
Abbildung 5.2 zeigt, wie viel Zeit benötigt wird, bis jedes Gruppenmitglied alle Grup-
penmitglieder kennt. Die Simulation selbst wurde 10 mal mit unterschiedlichen Bewe-
gungsmustern durchgeführt und gemittelt dargestellt. Die Abweichungen reflektieren
die Unsicherheit des lokalen Wissens in einzelnen Knoten, weshalb der mögliche untere
abweichende Bereich im RMDA-Algorithmus, bekannt als range-Paramenter, Formel
4.7, einbezogen wurde. Diese Abweichung ist am Anfang des Austauschs von MngMsgs
höher als in einem eingeschwungenen Zustand.
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Abbildung 5.2: Einfluss Knotendichte beim Gruppenlistenaustausch
[Begerow u. a., 2014a]
Im Vergleich zu dem „spärlichen Szenario“ ist der Listenaustausch im „dichten Szena-
rio“ deutlich schneller, obwohl die Gruppe viel mehr Mitglieder aufweist. Der Listen-
austausch erfolgt deshalb zügiger, weil die Wahrscheinlichkeit einen Knoten zu treffen
und somit seine Informationen zu verteilen, viel höher ist. Daher hängt die Dauer des
Listenaustausches direkt von der Kontakthäufigkeit ab.
In Abbildung 5.2 wurde im „spärlichen Szenario“ nach 3000 Sekunden die Erstellung
einer neuen Gruppe bekannt gemacht und nahezu 100 Prozent der Knoten informiert,
dass 10 Gruppenmitglieder dieser beigetreten sind, wohingegen im „dichten Szena-
rio“ schon nach 1500 Sekunden die Gruppeninformationen ausgetauscht waren. Ist die
Gruppenmitgliedsanzahl schon zu Beginn der Mission relativ konstant, kann ein sta-
biler Zustand beobachtet werden. Deshalb kann angenommen werden, dass nach einer
Einschwingphase die Schätzung der Gruppenmitgliedszahl ziemlich genau ist und einer
quasi globalen Sicht entspricht.
5.3.2 Einfluss Speichergröße
Trotz der heutzutage kostengünstigen Speicherplätze ist es in Katastrophenszenari-
en trotzdem notwendig, Geräte mit möglichst kleinen Speichern auszurüsten. Kleine
Speicher ermöglichen schnelleres Abspeichern, Verarbeiten sowie Abrufen von Daten.
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Hoch mobile MANETs sowie DTNs sind gekennzeichnet durch kurze Kontaktzeiten
der Knoten untereinander.
Die Untersuchung, welchen Einfluss die Speichergröße auf die Speicherverwaltung hat,
wurde in [Begerow u. a., 2014a] erstmals, durchgeführt. Die dort genutzte Tracedatei
wurde mit Hilfe von BonnMotion Aschenbruck u. a. [2010] erzeugt. Die Abbildung
5.3 hingegen zeigt den Mittelwert von fünf Simulationen, die ausschließlich mit dem
Random-Waypoint-Generierung aus dem ONE-Simulator erstellt wurden.
Für die Simulation wurden 20 Knoten dem Simulationsgebiet zugeteilt. Es wurde eine
Gruppe erzeugt, und jeder der Knoten tritt dieser Gruppe bei. Zwischen der fünfzigsten
und sechzigsten Sekunde der Simulationen sendet jeder Knoten genau eine MuMsg an
diese Gruppe. In Tabelle 5.2 sind alle relevanten Simulationsparameter zu sehen.
Tabelle 5.2: Simulationsparameter für Einfluss der Speichergröße
Parameter Werte
Simulationsgebiet 340m x 340m
Simulaitonszeit 300 s





Wie im Beispiel aus Abbildung 5.3 zu erkennen, erhöht sich die Zustellrate mit stei-
gender Speicherplatzgröße. Ähnlich den Ergebnissen aus [Begerow u. a., 2014a], wird
die Zustellrate von ca. 100 Prozent, ab einer Speicherplatzgröße von 4MB erreicht. Die
Abweichungen um den Mittelwert entstehen durch die unterschiedlichen Bewegungs-
muster.
Ändert sich das Nachrichtenaufkommen oder kommen weitere Gruppenmitlieder hin-
zu, wird sich auch die 100 Prozentmarke dementsprechend verschieben. D. h. je mehr
Nachrichten versendet werden, desto mehr Speicher wird benötigt, um eine Zustellrate
von 100 Prozent zu erreichen. In der Abbildung 5.3 wird deutlich, dass das RMDA-
Protokoll eine Zustellrate von 100 Prozent erreichen kann, wenn ausreichend Nachrich-
tenspeicher vorhanden ist.
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Abbildung 5.3: Einfluss Speichergröße
5.3.3 Levelermittlung
Die im Abschnitt 4.4.4 vorgestellten drei Level wurden experimentell ermittelt. Dabei
wurde untersucht, wie der Speicherplatzanteil Einfluss auf das Auslieferverhalten von
MuMsgs und UMsgs hat.
Tabelle 5.3: Simulationsparameter für die Ermittlung des optimalen Speichers je Level
Parameter Value
Simulationsgebiet 500m x 500m
Simulationszeit 2000 s
Reichweite (Tx range) 100m
Datenrate 250 kB/s
Knotengeschwindigkeit 1m/s
Nachrichtengröße Unicast 250 kB
Nachrichtengröße Multicast 250 kB
Die Knoten wurden auf drei Gruppen aufgeteilt. Die Knotenanzahl selbst wurde von
10 bis 45 Knoten in einer Schrittweite von fünf Knoten festgelegt. Es sendet jeder
Knoten eine MuMsgs an die Gruppe. Im gleichen Zeitraum senden fünf andere Knoten
ein UMsgs an einen zufälligen Empfänger. Das Verhältnis der gesendeten MuMsgs zu
gesendeten UMsgs beträgt also 1 : 5.
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Bei der heutigen Kommunikation zwischen Rettungskräften überwiegt der Multica-
stanteil, denn um Ressourcen zu sparen, werden UMsgs über Multicastgruppen gesen-
det. Beim TETRA-Standard wird nur ein Zeitschlitz für eine Gruppennachricht, statt
zwei für Einzelruf benötigt. Zukünftig werden deshalb diese vermeintlichen MuMsgs














Speicherplatz (Multicastanteil/Unicastanteil) in Prozent
Multicast
Unicast
Abbildung 5.4: Ermittlung optimaler Speicherplatzanteil für Level 1
Für jedes Level wurde das vorgesehene Speicherplatzverhältnis für MuMsgs zu UMsgs
unterschiedlich aufgegliedert. Begonnen wurde mit der hälftigen Aufteilung, d. h. 50
ProzentMuMsgs zu 50 Prozent UMsgs. Für jedes Level wurde dann der Multicastanteil
um 10 Prozent erhöht, bzw. der Unicastanteil um 10 Prozent verringert. Dies wurde
in 10 Prozent Schritten fortgeführt, bis ein Verhältnis von 90 Prozent Multicastanteil
zu 10 Prozent Unicastanteil erreicht wurde.
Für die optimale Speicherermittlung wurden insgesamt 200 Simulationen für jedes Le-
vel durchgeführt. Es wurde ein Mittelwert über jeweils fünf Simulationen mit gleichem
Speicheranteil pro Knotenanzahl gebildet. Alle weiteren Simulationsparameter sind aus
Tabelle 5.3 zu entnehmen.
Level 1 hat die Anforderung eine möglichst hohe Zustellrate für MuMsgs zu erreichen.
In Abbildungen 5.4 ist deutlich zu sehen, dass dies bei dem Speicherplatzverhältnis
von 90 Prozent Multicastanteil zu 10 Prozent Unicastanteil erreicht wird. In diesem
Beispiel wird so eine Auslieferungsrate der MuMsgs von 81 Prozent erreicht. UMsgs
erreichen nur eine Auslieferungsrate von 27 Prozent.
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Speicherplatz (Multicastanteil/Unicastanteil) in Prozent
Multicast
Unicast
Abbildung 5.5: Ermittlung optimaler Speicherplatzanteil für Level 2
Für Level 2 (siehe Abbildung 5.5) liegt der Fokus der Auslieferung immer noch auf
dem Multicastanteil. Die Auslieferungsrate von UMsgs sollte aber trotzdem gesteigert
werden. Deshalb wurde sich für dieses Level für eine Speicherplatzverteilung von 80
Prozent Multicastanteil zu 20 Prozent Unicastanteil entschieden. Das Beispiel aus Ab-
bildung 5.5 zeigt, dass bei dieser Verteilung die Auslieferungsrate der MuMsgs immer














Speicherplatz (Multicastanteil/Unicastanteil) in Prozent
Multicast
Unicast
Abbildung 5.6: Ermittlung optimaler Speicherplatzanteil für Level 3
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Da das RMDA-Protokoll das Hauptaugenmerk auf die zuverlässige Multicastübertra-
gung legt und trotzdem ein höchst möglicher Anteil von UMsgs erreicht werden soll,
wurde sich in Level 3 auf die Verteilung 70 Prozent Speicherplatz für MuMsgs zu 30
Prozent Speicherplatz für UMsgs entschieden. In Abbildung 5.5 zeigt das Beispiel eine
Auslieferungsrate von 52 Prozent MuMsgs und die Auslieferungsrate von UMsgs liegt
bei diesem Verhältnis bei 36 Prozent.
5.3.4 Einfluss Levelauswahl auf den Auslieferungsgrad
Um den Einfluss der verschiedenen Levels darzulegen, wurden Simulationen mit un-
terschiedlichen Mengen an Knoten in einem festen Gebiet durchgeführt. Vorgestellt
wurden erste Ergebnisse, mit einer Knotendichte von bis zu 35 Knoten, in [Begerow
u. a., 2015]. Im Folgenden wurde die Simulation bis zu einer Knotendichte von 45
Knoten erweitert.
Für diese Simulation wurde ein Gebiet von 500m x 500m festgelegt, in dem sich Kno-
ten nach dem Random-Waypoint-Bewegungmodell fortbewegen und somit ein DTN
erzeugen, wie es in Katastrophenfällen vorkommt. Für jedes Level gelten die selben
Simulationsparameter, die in Tabelle 5.4 beschrieben sind.
Für die Simulation wurden drei Gruppen erzeugt. Jeder Knoten tritt nur einer Gruppe
bei. Um optimale Vergleichsparameter zu schaffen, wurde eine externe Ereignisdatei
generiert, welche MuMsgs und UMsgs in einem Verhältnis von 1 : 5 erzeugt. Jeder
Knoten sendet eine MuMsg an seine Gruppe. Zeitgleich werden fünf weitere UMsgs
generiert. Das bedeutet je mehr Knoten, desto mehr MuMsgs als auch UMsgs werden
erzeugt.
Zu Beginn werden die Gruppeninformationen ausgetauscht. Die eigentliche Nachrich-
tenübertragung beginnt nach 1000 s, damit wird sichergestellt, dass alle Knoten die
Managementlisten ausgetauscht haben. Dieses Vorgehen sichert ein eindeutigeres Er-
gebnis, denn Einflüsse, die auf fehlende Gruppeninformationen durch die unterschied-
lichen Bewegungsmuster entstehen, werden so ausgeschlossen. In der Realität ist ein
Warten auf den Austausch nicht erforderlich. Die Nachrichtengenerierung selbst erfolgt
100 s lang. Die Simulationsdauer wurde auf 2000 s festgelegt, wodurch den Nachrichten
die Möglichkeit geben wird, auch bei unterbrochener Verbindung, die Empfänger zu
erreichen.
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Tabelle 5.4: Simulationsparameter für Levelauswahl
Parameter Value
Simulationsgebiet 340m x 340m
Simulationszeit 2000 s
Reichweite (Tx range) 100m
Datenrate 250 kB/s
Knotengeschwindigkeit 1m/s
Nachrichtengröße Unicast 250 kB
Nachrichtengröße Multicast 250 kB
Knotenspeicher 2MB
Wie die einzelnen Levels das Verhältnis der tatsächlichen Lieferung beeinflussen, wird
in Abbildung 5.7 dargestellt. Es ist deutlich zu sehen, dass der Auslieferungsgrad bei
zunehmender Anzahl der Knoten sinkt. Die Ursache dafür ist das schnellere Erreichen
des Endes der Speicherkapazität des Nachrichtenspeichers, durch den erhöhten Nach-
richtenfluss bei einer höheren Knotendichte. Das erfordert ein früheres Löschen von
Nachrichten, auch wenn diese Nachrichten noch nicht alle Empfänger erreicht haben.
Jedoch löscht jeder Knoten aus lokaler Sicht nach den Kriterien des RMDA-Protokolls
verschiedene Nachrichten, weshalb nicht bei jedem Knoten die gleichen Nachrichten ge-
löscht werden. Daher besteht die Möglichkeit, dass eine gelöschte Nachricht von einem


















Abbildung 5.7: Einfluss der verschiedenen Level auf die Auslieferung
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Abbildung 5.7 zeigt die unterschiedlichen Auslieferungsgrade bei den verschiedenen
Leveln. Level 1 zeigt den besten Auslieferungsgrad. Level 2 wiederum ermöglicht einen
besseren Auslieferungsgrad als Level 3. Das entspricht den Ergebnissen aus [Begerow
u. a., 2015] und demzufolge dem RMDA-Konzept. Level 3 zeigt die größten Schwan-
kungen im Auslieferungsgrad. Der Speicherplatzanteil für Multicastnachrichten ist bei
diesem Level am niedrigsten und liegt für Multicastnachrichten bei 70 Prozent. Multi-
castnachrichten können auch schon bei 50 Prozent der zu erwartenden ACKs gelöscht
werden. Die Knoten haben aber keine Kenntnis darüber, mit welchem Knoten sie als
nächstes Kontakt haben. Dies kann dazu führen, wie beispielsweise bei der Knoten-
anzahl 15 zu sehen, dass ein sinkender Auslieferungsgrad erwartet wird, dennoch ein
leichter Anstieg zu erkennen ist. In diesem Fall wurden zufällig die Nachrichten ge-
löscht, bei dem der Knoten weniger Kontakt zu potentiellen Empfängern hat. Das
zeigt deutlich, dass der Auslieferungsgrad mit dem Kontaktverhalten zum richtigen
Zeitpunkt und den richtigen Nachrichten in engem Zusammenhang steht.
5.3.5 VFlag Einfluss
Das VFlag in der MuMsg spielt eine entschiedene Rolle bei der Empfängerauswahl und
demzufolge auf die Nachrichtenauslieferung. Um zu zeigen, dass das Konzept funktio-
niert, wurde eine einfache Simulation durchgeführt. Diese ist in Abbildung 5.8 zu sehen.
In der folgenden Simulation gehören 20 Knoten zu unterschiedlichen Zeitpunkten ei-
ner Gruppe an. Der Beitrittszeitraum der Knoten wurde in der Tabelle 5.6 dargestellt.
Die Spalte Beitritt zeigt den Zeitpunkt, wann der Knoten Gruppenmitglied geworden
ist. Die Spalte Austritt kennzeichnet den Zeitpunkt des Beendens der Gruppenmit-
gliedschaft. Enthält die Spalte Austritt den Wert -1, wurde beim Beitritt kein Aus-
trittsdatum mitgegeben. Somit ist die Gruppenmitgliedschaft solange gültig, bis die
Gruppe selbst beendet wird oder mit Hilfe der Funktion DeleteGroupmebership ein
Austrittszeitpunkt gesetzt wird. Es wurden der einfacher halber nur fünf MuMsgs zu
unterschiedlichen Zeitpunkten von unterschiedlichen Knoten mit Hilfe einer Ereignis-
datei erzeugt. Die Größe der MuMsgs wurde extra klein gewählt (5 kB), damit ein
frühzeitiges Löschen durch die begrenzte Speicherkapazität des Nachrichtenspeichers
verhindert wird. Die Nachrichtengenerierung ist in Tabelle 5.7 dargestellt. Die Simula-
tionszeit beträgt 2000 Sekunden. Alle weiteren Simulationsparameter sind in Tabelle
5.5 aufgeführt.
Dissertation Dipl.-Inf. (FH) Peggy Begerow
5.3 Simulationesbasierte Untersuchung 99
Tabelle 5.5: Simulationsparameter für VFlag Einfluss
Parameter Value
Simulationsgebiet 340m x 340m
Simulationszeit 2000 s
Reichweite (Tx range) 100m
Datenrate 250 kB/s
Knotengeschwindigkeit 1m/s
Nachrichtengröße Multicast 5 kB
Knotenspeicher 2MB
Wie schon erwähnt, ist die Gruppenzugehörigkeit der einzelnen Knoten in Tabelle 5.6
dargestellt. Für jeden Knoten ist die Beitrittszeit zur Gruppe sowie der Austrittszeit-
punkt in Sekunden aufgeführt. Ist der Austrittszeitpunkt -1, ist kein expliziter Austritt
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In Tabelle 5.7 sind alleMuMsgs aufgelistet. Die erste Spalte kennzeichnet die eindeutige
Kennung der MuMsg, die zweite Spalte enthält die Kennung des Quellknotens (verein-









Wird zum Beispiel die MuMsg MU3 betrachtet, liegt der Zeitpunkt (laut Tabelle
5.7) bei 1099 Sekunden. So müssten bei VFlag 01 (gültige Gruppenmitglieder, sind
Gruppenmitglieder beim Erstellen der Nachricht) die Knoten 0 bis 9 (laut Tabelle 5.6)
sein. Da der Knoten 2 aber die Nachricht generiert hat, ist dieser kein Empfänger der
Nachricht. Somit beträgt die Gesamtempfängeranzahl neun Knoten, in Abbildung 5.8
ist genau diese Anzahl aufgezeigt.
Wird das VFlag von MU3 auf 00 gesetzt (gültige Gruppenmitglieder sind beim Erhalt
der Nachricht Gruppenmitglied), ist es laut Tabelle nicht ersichtlich, zu welchem Zeit-
punkt die Knoten die Nachricht erhalten haben. Knoten 0, 1, 3 und 4 sind auf jeden
Fall Gruppenmitglied bei Nachrichtenerhalt. Die Wahrscheinlichkeit, dass Knoten 5
bis Knoten 9 die Nachricht innerhalb einer Sekunde erhalten, ist relativ gering. Die
Wahrscheinlichkeit, dass Knoten 10 bis Knoten 19 bei Erhalt der Nachricht Gruppen-
mitglied sind, ist sehr hoch. Deshalb ist der Wert aus Abbildung 5.8 mit elf Knoten
ein akzeptabler Wert.
Wählt man bei MU3 das VFlag 10 (gültiges Gruppenmitglied, wenn der Knoten beim
Erhalt sowie des Erstellens der Nachricht Gruppenmitglied ist) sinkt die Empfänger-
anzahl rapide. In Abbildung 5.8 liegt der Wert daher bei sechs Knoten. Schaut man in
die Tabelle 5.6, ist zu sehen, dass nur die Knoten 0, 1, 3 und 4 (Knoten 2 ist Sender)
sichere Gruppenmitglieder sind. Weitere Empfänger können nur noch Knoten zwischen
Knoten 5 und Knoten 9 sein. Die Knoten 10 bis 19 treten erst nach der Generierung
der MuMsg bei.
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Abbildung 5.8 zeigt darüber hinaus, dass alle Knoten, außer der Senderknoten 2 bei




















Abbildung 5.8: Einfluss des VFlags auf die Auslieferung
Das Beispiel zeigt deutlich, dass bei gleicher Knotendichte, bei gleicher Nachrichten-
generierung mit unterschiedlichem VFlag unterschiedliche Auslieferungsergebnisse er-
zeugt werden. Dies entspricht dem Konzept der Empfängeridentifikation aus Abschnitt
4.4.2.
5.3.6 Protokollvergleich
Der folgende Abschnitt zeigt die Leistung der unterschiedlichen Ansätze in Bezug auf
die Auslieferungsrate.
5.3.6.1 Protokollvergleich nur Multicastnachrichten
Der erste Vergleich zwischen Multicastprotokollen basiert auf reiner Multicastübertra-
gung. Dafür wurden das RMDA-Protokoll mit dem BBR-Protokoll [Zhao u. a., 2005]
und dem ECAM-Protokoll [Jin u. a., 2010] verglichen. Durch die Annahme, dass durch
flutenbasierte Ansätze eine besonders hohe Auslieferungsrate erzielt werden, wurde ei-
ne einfache Multicast Epidemic (MCEpidemic) Variante (BBR-Protokoll [Zhao u. a.,
2005]) für den Vergleich mit dem RMDA-Protokoll ausgewählt.
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Das ECAM-Protokoll ist ein Speicherverwaltungsprotokoll (siehe Abschnitt 3.3.2) und
wurde deshalb als zweites Vergleichsprotokoll ausgesucht.
Tabelle 5.8: Simulationsparameter für Protokollvergleich
Parameter Value
Simulationsgebiet 500m x 500m
Simulationszeit 2000 s
Reichweite (Tx range) 100m
Datenrate 250 kB/s
Knotengeschwindigkeit 1m/s
Nachrichtengröße Multicast 500 kB
Knotenspeicher 2MB
Die Knotendichte für alle Simulationen variierte von 10 bis 55 Knoten in Schritten von
fünf Knoten. Auch hier wurde das Random-Waypoint Bewegungsmodell angewendet.
Es wurden für jede Knotendichte mehrere Simulationen durchgeführt und gemittelt.
















Abbildung 5.9: Protokollvergleich der Auslieferungsrate (2 Gruppen)
Das RMDA-Protokoll arbeitet auf Level 1, um die höchstmögliche Auslieferrate zu
erzielen. Da keine Unicastnachrichten vorhanden sind, steht der gesamte Nachrichten-
speicher den Multicastnachrichten zur Verfügung.
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ECAM verwendet die gleichen Werte wie von den Autoren für ihre Simulationen in [Jin
u. a., 2010] ausgewählt wurden. Daher wurde der ECAM-Schwellwert auf sechs festge-
legt und der ECAM-spezifische Hop-Zähler wurde manuell nach der Berechnungsbe-
schreibung von [Jin u. a., 2010] ermittelt, um die Anzahl der nicht-Gruppenmitglieder
















Abbildung 5.10: Protokollvergleich der Auslieferungsrate (3 Gruppen)
Nach erfolgten Gruppenlistenaustausch sendet jeder Knoten nur eine MuMsg an seine
Gruppe. Die Simulationszeit von 2000 Sekunden erhöht die Chance auf die Zustellung
der Nachrichten auch an die Knoten, die sich während der Nachrichtengenerierung
außer Reichweite befunden haben.
Abbildung 5.9 zeigt die Multicastnachrichtenübermittlung, wenn die Knoten in zwei
Gruppen aufgeteilt sind. Abbildung 5.10 weist die Knoten auf, die auf drei Gruppen
verteilt sind. Der allgemeine Trend ist in beiden Abbildungen identisch. Das Ausliefer-
verhältnis ist beim RMDA-Protokoll als auch beim MCEpidemic-Protokoll bei erhöh-
ter Knotendichte also bei erhöhtem Datenverkehr rückläufig. Trotz zusätzlicher ACKs
beim RMDA-Protokoll und dem damit verbundenen zusätzlich benötigten Nachrich-
tenspeicher, zeigt dieses Protokoll die besten Ergebnisse. Gleichzeitig zeigt das ECAM-
Protokoll einen relativ konstanten niedrigen Auslieferungsgrad um die 20%.
Dissertation Dipl.-Inf. (FH) Peggy Begerow
104 5 Validierung
Bei reiner Multicastnachrichtenübertragung verringert sich der Abstand des Ausliefe-
rungsgrades zwischen RMDA und MCEpidemic bei erhöhter Gruppenanzahl. Jedoch
ist eine reine Multicastübertragung nicht realistisch. Es wurden weitere Simulationen
kombiniert mit UMsgs im Unterabschnitt 5.3.6.2 durchgeführt.
5.3.6.2 Protokollvergleich Multicastnachrichten und Unicastnachrichten
Die Kommunikation in Katastrophenszenarien ist gekennzeichnet durch Multicast-
nachrichtenübertragung und gleichzeitiger Übertragung von Unicastnachrichten. Die
Knoten werden in fünf Gruppen aufgeteilt. Die Knotenanzahl selbst wurde von 15 bis
45 Knoten in einer Schrittweite von 5 Knoten festgelegt. Es generiert jeder Knoten eine
MuMsg an die Gruppe. Im gleichen Zeitraum senden fünf andere Knoten ein UMsg an
einen zufälligen Knoten. Das Verhältnis der gesendeten MuMsgs zu gesendeten UMsgs
beläuft sich auf 1 : 5. Tabelle 5.9 zeigt die wichtigsten Simulationsparameter. Auch
hier wurde das Random-Waypoint Bewegungsmodell angewendet.
Tabelle 5.9: Simulationsparameter Multicast gepaart mit Unicast
Parameter Value
Simulationsgebiet 500m x 500m
Simulationszeit 2000 s
Reichweite (Tx range) 100m
Datenrate 250 kB/s
Knotengeschwindigkeit 1m/s
Nachrichtengröße Unicast 250 kB
Nachrichtengröße Multicast 250 kB
Der Protokollvergleich wurde nur zwischen demMCEpidemic-Protokoll und dem RMDA-
Protokoll durchgeführt. Im ECAM-Protokoll ist eine Unicastübertragung nicht defi-
niert.
In der Abbildung 5.11 ist deutlich zu sehen, dass das RMDA-Protokoll doppelt so viele
Nachrichten wie MCEpidemic ausliefert. Auch hier ist der typische Abwärtstrend bei
Erhöhung der Knotendichte sichtbar. Trotz erhöhter Gruppenanzahl ist eine deutlich
bessere Auslieferung der Multicastnachrichten beim RMDA-Protokoll zu erkennen.
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Abbildung 5.11: Protokollvergleich Multicastnachrichten und Unicastnachrichten (5
Gruppen)
Das Ergebnis der Simulationen zeigt, dass die Speicherverwaltungsstrategie zu besseren
Ergebnissen führt. Damit ist einer höhere Zuverlässigkeit für Multicastübertragungen,
insbesondere in Katastrophenszenarien gefordert, gewährleistet.
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6 Zusammenfassung und Ausblick
Aus dieser Arbeit entstand ein Gruppenkommunikationsprotokoll speziell für verzöge-
rungstolerante MANETs, respektive DTNs mit effizienter Speicherverwaltungsstrate-
gie, welches den Anforderungen in Katastrophenszenarien entspricht. Diese neuartige
Speicherverwaltungsstrategie führt zu einem verbesserten Auslieferungsgrad von Mul-
ticastnachrichten und erhöht somit die zuverlässige Datenübertragung.
Das RMDA-Protokoll gliedert sich in zwei Module, das Gruppenverwaltungsmodul
und das Übertragungsmodul, welche sich dezentral in jedem RMDA-fähigen Knoten
befinden.
Das Gruppenverwaltungsmodul stellt ein Gruppenmanagement zur Verfügung. Das
Gruppenmanagement verwaltet Gruppen und deren Mitglieder. Zum Austausch von
Gruppeninformationen werden Managementlisten mit Hilfe von Managementnachrich-
ten ausgetauscht.
Auf Basis dieser Gruppen- bzw. Gruppenmitgliederinformationen arbeitet das Über-
tragungsmodul. Dieses schätzt die Anzahl der potentiellen Empfänger einer Multi-
castnachricht mit Hilfe der Empfängeridentifikation und dem Wissen aus den lokalen
Managementlisten. Eine Schätzung ist notwendig, denn die Information über die ge-
naue Anzahl der aktuellen Gruppenmitglieder ist in einem DTN nicht verfügbar. Die
Empfängeridentifikation ermittelt anhand eines Flag aus der Multicastnachricht so-
wie aus den Beitritts- und Austrittsinformationen von Gruppenmitgliedern diejenigen
Knoten, die diese Multicastnachricht erhalten sollen. Basierend auf den ermittelten
Empfängern einer Multicastnachricht und den erhaltenen Quittungen entscheidet der
RMDA-Algorithmus, ob diese Multicastnachricht mit den zugehörigen Quittungen aus
dem lokalen Nachrichtenspeicher gelöscht werden können. Zusätzlich ermöglicht die le-
velbasierte Speicherverwaltungsstrategie den Anwendern zwischen verschieden Leveln
zu wählen und somit das Auslieferverhältnis von Multicastnachrichten zu Unicastnach-
richten zu beeinflussen.
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Der Vergleich mit dem BBR-Protokoll [Zhao u. a., 2005] und dem ECAM-Protokoll [Jin
u. a., 2010] beweist, dass das RMDA-Protokoll im Hinblick auf den Auslieferungsgrad,
diese Protokolle in verschieden Szenarien übertrifft.
Das RMDA-Protokoll bietet eine solide Grundlage für die Gruppenkommunikation.
Trotzdem sind einige Ideen zur Optimierung des RMDA-Protokolls entstanden, konn-
ten aber aus Zeitgründen nicht mehr umgesetzt werden.
Als nächster Schritt sollte das Protokoll in einem realen System implementiert und
getestet werden.
Ergänzend zur manuellen Auswahl der Levels, sollte in der nächsten Entwicklungs-
phase eine automatische Levelauswahl erfolgen. Diese könnte sich an unterschiedlichen
Nachrichtenaufkommen von Multicastnachrichten und Unicastnachrichten orientieren.
Beispielsweise könnte die Standardeinstellung Level 1 sein und, wenn das Unicast-
nachrichtenaufkommen gegenüber den Multicastnachrichtenaufkommen auf 90 Prozent
steigt, die Umschaltung auf Level 2 erfolgen. Dies weist den Unicastnachrichten einen
höheren Speicherplatzanteil zu und erhöht die Chance der Zustellung zu den jeweiligen
Zielknoten.
Eine positive Auswirkung auf den Auslieferungsgrad und die Verzögerung würde durch
ein Priorisieren von Multicastnachrichten erreicht werden. Da die Reihenfolge des
Nachrichtenaustauschs bisher nach dem FIFO-Prinzip erfolgt, wäre es sinnvoll auch
für das RMDA-Protokoll eine Sortierung nach der Nachrichtenpriorität vorzunehmen
und somit hoch priorisierte Nachrichten zuerst auszutauschen.
Sichere Datenübertragung spielt eine wichtige Rolle gerade bei BOS und deren Einsatz
in Katastrophengebieten. Deshalb bietet das Thema Sicherheit Stoff für eine eigene
weiterführende Arbeit.
Ähnlich aufwendig dürfte auch ein automatischer Gruppenbeitritt anhand von Attri-
buten, beispielsweise Rollen, Dienste und Standorte, sein. Da stellen sich Fragen wie:
Welche Attribute sind wichtig? Wie erfolgt die Adressierung?
Durch zusätzliche Berücksichtigung von Kontextinformationen, wie etwa die Abspei-
cherung geographischer Koordinaten während des Austauschs von Gruppenverwal-
tungsnachrichten, könnten Weiterleitungsentscheidungen auch Berücksichtigung bei
der Speicherverwaltung finden. Beispielsweise könnten im RMDA-Algorithmus geogra-
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phische Informationen so genutzt werden, dass wenn bei einer geringen Wahrscheinlich-
keit, den oder die Zielknoten zu treffen, für den eine oder sogar mehrere Nachrichten
gespeichert sind, diese Nachricht bzw. Nachrichten bevorzugt gelöscht werden.
Obwohl durch diese Arbeit ein anwendbares Protokoll entstanden ist, bietet dieses viel
Spielraum für Erweiterungen. Es zeigt auch, das in dieser Richtung noch viel getan
werden muss.
Dieses neuartige RMDA-Protokoll ermöglicht eine effiziente Gruppenkommunikation
in einem Katastrophenszenario. Das ist die Basis für eine erfolgreiche Rettungsmission
und hilft somit zukünftig Leben zu retten.






ALM Application Layer Multicast
ARBR Adaptive Reinforcement-Based Routing
ARP Address Resolution Protocol
BBR Broadcast-Based Routing
BOS Behörden und Organisationen mit Sicherheitsaufgaben
CAMR Context Aware Multicast Routing
CERM Controlled Epidemic Routing for Multicast
CGrAnt Cultural Greedy Ant
CMD Current-Member Delivery
DMO Direct Mode Operation
DTCAST Delay and Disruption Tolerant Multicasting Protocol
DTBR Dynamic-Tree-Based Routing
DTN Delay Tolerant Networking
DTNRG Delay-Tolerant Networking Research Group
EBMR Encounter-Based Multicast Routing
ECAM Epidemic-based Controlled Flooding and Adaptive Multicast for
Delay Tolerant Networks
EID End-Point-Identifikation
FIMF Ferry Initiated Message Ferrying
FIFO First in First out
GBR Group-Based Routing
GIS Geographic Information System
GPL General Public License
GPS Global Positioning System
ID Identifikator/Identifikation
IEEE Institute of Electrical and Electronics Engineers




IPv4 Internet Protokoll Version 4
IPv6 Internet Protokoll Version 6
ISO International Organization for Standardization
LAN Local Area Network
MANET Mobile Ad-hoc Network
MAC Media-Access-Control
MCEpidemic Multicast Epidemic
MIDTONE Multicast In Delay Tolerant Networks
NASA National Aeronautics and Space Administration
NIMF Node Initiated Message Ferrying
ONE Opportunistic Networking Environment
OS-Multicast On-demand Situation-aware Multicasting
OSI Open Systems Interconnection
PRoPHET Probabilistic Routing Protocol using History of Encounters and
Transitivity
QBMR Quota Based Multicast Routing
QoS Quality of Service
RFC Requests for Comments
RMDA Reliable Multicast over Delay Tolerant Mobile Ad Hoc Networks
SAR Source Assured Reliability
SM Social-Aware Multicast
SON Self Organized Network
SPIDER Security System for Public Institutions in Disastrous Emergeny
Scenarios
SRW Short Range Wireless
STBR Static-Tree-Based Routing




URI Uniform Resource Identifier
URL Uniform Resource Locator
VDTN Vehicular Delay Tolerant Network
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WAN Wide Area Network
WKT Well Known Text
WLAN Wireless Local Area Network
YOID Your Own Internet Distribution
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