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Abstract A robotic system was designed and developed to perform the camera handling task during
laparoscopic surgery. The system employs an effective low cost mechanism, with a minimum number
of actuated DOFs, enabling spherical movement around a remote centre of motion positioned at the the
insertion point of the laparoscopic stem. Kinematic analysis showed a high manipulability measure for
the system, with the left/right movements directly governed by rotation of the first rotary actuator, and
zoom and up/down movements by the simultaneous motions of the linear and second rotary actuators.
A prototype of the robot was developed for practical use in an operating room environment. Hands-free
operator interfaces were implemented for user control, including a voice command recognition system
and a smart 6-button foot pedal. The technical and operational features of the systemwere evaluated using
experimental examinations and then during clinical trials of laparoscopic cholecystectomy on human
subjects. Results indicated a high trajectory following accuracy, low response time, sufficiently large
workspace for surgeon and assistants, and a stable and properly oriented image. The systemwas found to
be easy to set up and use, and contributed to a faster and more accurate surgical operation.
© 2011 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
The use of laparoscopic surgery has increased rapidly during
the past two decades due to the fact that it is much less
traumatic than regular surgery; causing less postoperative pain
and an earlier return to normal activities. During laparoscopic
surgery, endoscopic instruments are passed through small
incisions on the abdominalwall, to reach the surgical sitewithin
the patient’s abdomen. A long stem laparoscopic lens, attached
to a special CCD camera, provides an inside view of the surgical
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organs and structures.
As both hands of the surgeon are engaged with surgical in-
struments, in conventional laparoscopic surgery, the laparo-
scopic camera is handled by an assistant who is responsible for
holding and maneuvering the laparoscope following surgeon
commands. This, obviously, requires a high degree of coordina-
tion between the surgeon and the assistant, which is difficult to
achieve andmaintain during the entire procedure. In particular,
it is often tiring to hold the laparoscope statically for long dura-
tions and also confusing tomove it in the appropriate direction,
as the movement is scaled and reversed due to the pivoting ef-
fect of the incision.
There have been efforts to facilitate camera manipulation
tasks during laparoscopic surgery procedures by employing
robotic systems. These robots reduce the need of assistive staff;
providing a larger space for surgeon maneuvers. Furthermore,
they provide direct control over the laparoscopic camera with
high stability and geometrical accuracy, with no fatigue and
inattention. The motion of the endoscope is controlled by the
surgeon using a human–machine interface, e.g. a joystick, foot
pedal, voice or tracking surgeon head movements. Several
examples of such laparoscopic robotic cameramen have been
introduced in the literature [1–12]. However, only a few of
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li length of link no. i
lL length of laparoscope out of abdomen
θi ith joint angle
di ith link offset
ai−1 length of link no. i− 1
αi−1 twist angle of link no. i− 1
ci cos θi
si sin θi
rij ijth component of wrist frame
J Jacobian matrix
det determinant
A origin of axis no. 3
B fulcrum (incision point) on the abdomen
O origin of axis no. 4
H intersection point of AB line with horizontal line
passing from O
α angle of laparoscope with the horizon
(θ, ϕ, ρ) spherical coordinate attached on the patient
body at the incision point
h height of the head of the robot from the incision
point on patient abdomen
them [11,13–16] have been clinically evaluated on humans. In
1995, Taylor et al. [2] proposed a 7-DOF robotic system with a
double-parallelogram mechanism to decouple the orientation
of the camera through the incision point of its positioning. The
system was equipped with a special end-effector to carry the
laparoscopic camera and an interface based on an instrument
mounted joystick. Funda et al. [3] developed a 7-DOF surgical
robot (HISAR) for laparoscopic camera manipulation that was
mounted on the ceiling. In their design, two of the orientation
axes were passive to provide free compliance with the entry
port, which acted as a pivoting point.
There are two laparoscopic assistant robots, i.e. AESOP and
EndoAssist, which are approved by the US Food and Drug
Administration (FDA), and which have been commercialized.
AESOP [1,13] is a 3-DOF SCARA robot with a 2-DOF passive
wrist where the endoscope is attached. The base of the robot
is clamped to a rail on the side of the operating table and
the minimum and maximum height limits are set before use.
The system moves the camera according to the commands of
the surgeon, either through a pedal or a speech recognition
system [17], and also through an active vision guidance in a
research work [18]. EndoAssist [4,14], on the other hand, is a
floor-standing robot with 3 actuated DOFs and a passive pin
joint wrist. The robot has a wheeled base that is rolled during
the set up procedure, so that its remote center of motion is
aligned with the incision point of the trocar. The movement
of the camera is controlled by the motion of the surgeon’s
head,wearing a sensorizedheadband [19]. This systemhas been
evaluated in several clinical trials over years and also recently
at laparoscopic colorectal surgery [20]. In another work, Munoz
et al. [6] used an industrial robot and, later, designed and
developed a SCARA shape manipulator with a 2-DOF passive
wrist [7] for laparoscopic camera manipulation. Due to the
orientation of two passive joints in their design, the orientation
of view will be correct in any configuration. This system has
been tested with live animals, as well as in clinical trials on
humans [15].
There have been attempts in recent years to improve the
design and performance of surgical assistant robots. Mostnew developments have been concerned with reducing the
size of the system and providing a larger workspace for the
surgeon. For instance, Kobayashi et al. [5] designed a compact
architecture 5-bar linkage robot, and Berkelman et al. [9]
developed a camera manipulator which was placed directly on
the abdomen of the patient so that no space on the floor or the
operating table was occupied. In the KaLAR system proposed by
Kim et al. [8], a flexible laparoscopic stem with 2-DOF bending
mechanism inside the abdomen is used with a linear module
and apassive laparoscopic holder to provide internal viewswith
different perspectives. The EvoLap robot, developed by Herman
et al. [11] in 2009, is composed of a main manipulator mounted
on the lateral rail of the operating table, a passive articulated
arm and a local zooming device. Most recently, Nelson et al.
[12] proposed a new compact surgical robot based on a bevel-
geared spherical mechanism with 4 degrees of freedom for
manipulation of the laparoscopic camera.
A detailed analysis of the design features of the currently
available robotic systems for laparoscopic camera manipula-
tion reveals that there is still room for the introduction of
new designs with improved efficacy. In particular, current ef-
forts to provide a larger workspace for the surgeon by means
of compact and/or intra-abdomen designs [5,8,9,12], have of-
ten caused limited access to the patient abdominal surface and
other trocar placements, interference with other surgical tools
on the abdomen, and an insufficient range of motion for cam-
era maneuvers. Moreover, in some systems, even those com-
mercialized and used in real surgeries, such as AESOP, the
correct orientation of the monitor image may be disturbed due
to camera rotation along its longitudinal axis, confusing sur-
geon hand/eye coordination [7]. Finally, most previously de-
veloped systems for surgical operations have usedmechanisms
with redundant DOFs [2,3], which can increase the complexity
and cost, especially for themechanical parts and actuators used
just for holding the laparoscopic stem.
The purpose of the present study is to design and develop
an effective, safe and low-cost laparoscopic cameraman robot
that will contribute practically in a real laparoscopic surgery.
In particular, the aim of the system is to provide a larger
workspace for the surgeon and assistants, a sufficient range
of motion for the camera, and a proper image orientation,
through selection of a mechanism with a minimum number
of actuated DOFs, complexity and cost. A system with the
above characteristics was designed and analyzed in detail,
and developed with special emphasis on safety. The technical
and operational features of the system were evaluated using
experimental examinations and, then, during clinical trials of
laparoscopic cholecystectomy on human subjects.
2. Design and analysis
2.1. Mechanism design
A basic requirement in the design of a laparoscopic
cameraman robot arises from the fact that the laparoscope
must pass through a narrow incision on the abdominal wall
into the abdomen. So, lateral displacement of the laparoscope
stem is prevented at the incision point, reducing the available
degrees of freedom to four: one translational and three
rotational, i.e. spherical. The translational degree of freedom
of the laparoscope is longitudinal displacement along the stem
axis (in/out) and determines the insertion depth. Two of the
rotations (up/down and left/right) pivot around the insertion
point of the laparoscope stem, about two perpendicular axes
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laparoscope. The third rotational degree of freedom is the axial
rotation of the laparoscope around its longitudinal axis, which
is equivalent to a rotation in the video image and which is not
desired. So, basically, a spherical movement is required for the
laparoscopic cameraman robot, including a radial translation
and two rotations (up/down and left/right).
With the above requirements in mind, two categories
of mechanism should be considered for the laparoscopic
cameraman robot. The first category includes mechanisms that
remotely constrain the motions of the end effector to rotate
about a distinct point, i.e. remote center of motion. So, if this
point is positioned on the surgical incision, the laparoscope
attached to the end effector will be forced to pivot around this
point, providing the spherical movements required [21]. The
second category includes mechanisms that have passive rotary
degrees of freedom in theirmost distal wrist joint [1,7]. So, with
the laparoscope stem held by the wrist, the passive compliance
with the entry portal constraint restrictsmovement to spherical
degrees of freedom, and laparoscopic stem orientation might
be controlled through positioning the external tip of the
stem.
In general, the mechanisms of the first category are more
precise and provide a more stable platform for surgical
applications. However, those of the second group have the
advantage of being simple, and automatically accommodate the
patient and surgical bed motions [22]. Here, we have designed
an effective low cost mechanism, in which the two approaches
are combined successfully. The mechanism (Figure 1) has one
linear and two orthogonal rotary actuators and one passive-
encoded rotary joint, configured serially. The vertically oriented
linear actuator is attached through a rigid horizontal arm to the
head of the robot, where the two rotary actuators are located.
This architecture allows the head of the robot to be located
over the incision point on the patient’s body at a higher level
than the surgeon’s head. A thin detachable rod comes down
from the robot head and holds the laparoscope stem via a
passive encoded rotarywrist and aminiaturized autoclave-able
quick release gripper. The remote centre of motion point of the
mechanism is located at the intersection point of the rotational
axis of the first rotary actuator and the stem axis (incision point
B in Figure 1). In order to ensure that this point coincides with
the entry portal, the axis of the first rotary actuator is marked
with a laser pointer. Also, the base of the robot is installed on a
cart, so that it can be located in a convenient place next to the
operating table, then positioned exactly over the incision point
at the beginning of the procedure. By releasing the cart handle,
it is kept fixed during the entire operation.
With the above configuration, there would be three possi-
ble spherical movements around the fixed incision point for
the end of the laparoscope (Figure 2), i.e. two perpendicular
lateral rotations around horizontal and vertical axes (up/down
and left/right movements, respectively), and an axial transla-
tion along the stem axis (in/out zooming). The left/right move-
ment is directly governed by the rotation of the first rotary
actuator (θ2 in Figure 1). The zoom and up/down movements,
however, are achieved by simultaneous motions of the linear
and second rotary actuators (d1 & θ3 in Figure 1). During these
movements, no axial rotation occurs in the laparoscope stem,
so the orientation of view is not disturbed. However, in case
the surgeon wants to rotate the stem to obtain a better view,
e.g. for a laparoscopic stemwith angulated lens, he/she can eas-
ily rotate it manually around the stem axis at the quick release
gripper.Figure 1: The designed mechanism consisting of one linear and three
orthogonal rotary joints configured serially. The linear (1st joint) and two rotary
joints (2nd and 3rd joints) are equipped with actuators while the other rotary
joint (4th joint) is passively encoded.
Figure 2: Three possible movements of the laparoscopic stem around the
incision point. (a) Move up/down; (b) zoom in/out; and (c) move left/right.
2.2. Kinematical solution and path planning
In order to determine the workspace requirements of the
robot, three extreme configurations are considered (Figure 3):
(a) The stem positioned nearly vertically and out of the
abdomen, causing max d and θ3 and min θ4,
(b) The stem positioned horizontally and out of the abdomen,
causing min θ3,
(c) The stem positioned 45° under the horizon and out of the
abdomen, causing max θ4 and min d.
The latter configuration was required to allow the robot to
insert the laparoscope stem into the abdomen from a lateral
incision point. Due to the 30 cm length of the laparoscopic stem,
about 85 cm length was necessary for the stem holder link
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workspace of the robot and determine the range of joint variables. (a) Stem
positioned vertically and out of the abdomen, causing maximum values for d
and θ3 and minimum value for θ4; (b) stem positioned horizontally and out
of the abdomen, causing minimum value for θ3; and (c) stem positioned at
45° under horizon and out of the abdomen, causing maximum value for θ4 and
minimum value for d.
(l3) to configure the head of the robot at a minimum 80 cm
height above the patient abdomen (h) and also higher than
the surgeon’s eye level in the (b) configuration, which is the
minimum position of the robot head in normal operations. So,
the resulting ranges of motion of the robot joints were obtained
as the following equaiton:
0 ≤ d1 ≤ 527 mm, −270° ≤ θ2 ≤ 270°,
−111° ≤ θ3 ≤ −95°, 19° ≤ θ4 ≤ 150°. (1)
For the kinematical solution of the robot, its frames were
assigned such that the Z-axis of the ith frame pointed outward
along the ith joint [23]. The transformation matrices between
frames, based on the Denavit–Hartenberg parameter notation
(Table 1), were found as the following equation:
0
4T =
C2C34 S2S34 S2 l3C2C3 + l1S2C34 −S2S34 −C2 l3S2C3S34 C34 0 l3S3 + d1
0 0 0 1
 . (2)
The inverse kinematics solution is illustrated in Eq. (3):
θ2 = A tan 2(r13,−r23),
if θ2 ≠ 0 or π : C3 = r24/l3S2,
else: C3 = (r14 − l1)/(l3C2),
S3 = −

1− C23 , θ3 = A tan 2(S3, C3),
θ34 = A tan 2(r31, r32), θ4 = θ34 − θ3,
d1 = r34 − l3S3. (3)
Themanipulabilitymeasure,m, is awell-established tool for the
motion analysis of a robot, which determines the manipulation
ability of the robot in different directions at each configurationTable 1: Denavit–Hartenberg parameters of the robot (RoboLens).
I αi−1 ai−1 di θi
1 0 0 d1 0
2 0 L1 0 θ2
3 90° 0 0 θ3
4 0 L3 0 θ4
Figure 4: Manipulability measure of the robot as a function of the 3rd joint
angle. The operational workspace is also illustrated in the figure.
within its workspace. For a non-redundant mechanism, the
manipulability measure is the absolute value of the Jacobian’s
determinant [24], which for our mechanism is as follows:
0J(θ) =
0 −l3S2C3 −l3C2S3
0 l3C2C3 −l3S2S3
1 l3C3

, (4)
det(J(θ)) = l23S3C3, (5)
m = |det(J)|. (6)
The manipulability measure of the robot, as a function of the
3rd joint angle, is illustrated in Figure 4.
In order to find the singularity configuration of the robot,
at which the mechanism loses at least one DOF, we set the
determinant of the Jacobian to zero. By considering the ranges
of motion of the joints (Eq. (1)), there is just one singular
configuration at θ3 = −90° near the workspace of the robot.
As the actual range of motion of θ3 during laparoscopic surgery
is between −95° and −111°, the robot never reaches this
singularity.
During laparoscopic surgery, the lateral movements of the
robot end effector in up/down and left/right directions should
take place on a spherical surface, so that a reverse motion
occurs in the laparoscopic view due to the pivoting effect of
the fulcrum at the incision point. The spherical surface is co-
centered with the fulcrum and has a radius equal to that part
of the laparoscopic stem out of the abdomen. On the other
hand, the axial translation of the end effector for zooming in/out
should occur along the sphere radius, i.e. stem axis.
In order to obtain such movements by the designed robot,
there is no need to use an inverse kinematical solution,
unlike general robotic path planning problems. Thanks to
the simple architecture of the robot and its appropriateness
for laparoscopic surgery application, all necessary movements
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in/out movements.
are planned, simply using geometrical relationships. So, the
end effector could be programmed to move smoothly on the
exact spherical coordinates without any tremor, instead of just
passing through the via-points.
For the lateral up/down movement, the end effector should
move in an inverse direction (down/up) on a circular path,
co-centered with the incision point, while the length of
laparoscope stem out of the abdomen is kept fixed (Figure 5(a)).
This movement is achieved by the synchronized motions of the
second rotary actuator and the linear actuator, which control
the parameters θ3 and d1 in Figure 5, respectively. Considering
the geometrical relationships in Figure 3, we obtain:
θ3 = −Arccoc

lL
l3
cosα

, (7)
d1 = A′B− AB = (lL sinα − l3 sin θ3)
− (lL sinα0 − l3 sin θ30), (8)
where the angle of the laparoscope with horizon α is the input
variable that determines the lateral up/down configuration of
the laparoscope. In order to obtain a smooth change of view, a
trapezoidal velocity profile should be assigned to this variable.
The α0 parameter is the initial value of α at the beginning
of each command, which can be obtained from the following
equation:
α0 = θ30 + θ40 + π, (9)
where θ30 and θ40 are the initial values of θ3 and θ4 as the
3rd and 4th joint angles, respectively. These angles are to be
measured by the potentiometers installed at the corresponding
axes. Also, lL is the length of the laparoscope stem out of
the abdomen, which should remain constant during up/down
movements. Again, this parameter can be determined from the
initial configuration of the laparoscope stem, measured by the
potentiometers (Eq. (10)):
lL = l3 cos θ30cosα0 . (10)
So, when the surgeon executes an up/down command, at first
the initial configuration of the mechanism, i.e. θ30 , θ40 , α0
and lL, are determined and then considering the known input
variable,α, the relevant positions of the actuators, θ3 and d1, are
obtained and imposed in the system. This procedure is repeated
in the following time steps until the surgeon’s command is
terminated. Similar to the start of the motion, the angular
velocity of input variable α is then reduced to zero, according
to a trapezoidal velocity profile, in order to provide a smooth
change of view.During in/out movements, the end effector should move
the stem on a linear path along the stem, e.g., from point O
towards B (Figure 5(b)), while the angle of the laparoscope
with horizon α is kept fixed. This movement is also achieved
by the synchronized motions of the second rotary actuator
and the linear actuator. The geometrical formulation for this
movement is similar to that of the up/down movement, except
that this time α is a constant parameter and lL stands for the
input variable. Again, a trapezoidal velocity profile is assigned
to this variable so that a smooth change of view is obtained.
Following the surgeon’s command, the initial configuration of
the mechanism, i.e. θ30 , θ40 , α0 and lL0 , is found and, then,
considering the known input variable, lL, the relevant positions
of the actuators, θ3 and d1, are obtained and imposed onto the
system.
For left/right movement, both α and lL are constant and only
the first rotary actuator is activated. During this movement, a
steady angular velocity is imposed onto the first rotary actuator
so that a steady and smooth change of view is achieved.
The direct kinematical solution (Eq. (2)) and path planning
relationships (Eqs. (7)–(10)) of the designed robot indicate that
its movements occur on spherical coordinates around a remote,
center of motion point. However, considering the importance
of keeping the incision point fixed during robot movement,
to avoid injurious forces to the patient’s abdominal wall, this
was further verified in a simulation test. A path planning
simulation, conducted using MATLAB 7 (R14, MathWorks
Inc., Massachusetts), revealed that with all six movements
of the robot, the laparoscope stem passed exactly through a
predefined fixed point [25].
3. Development
For practical use in an operating room environment, our
laparoscopic cameraman robot, RoboLens, was developed to be
portable, safe, simple to set up and use, and easily sterilized.
The first prototype of the robot is pictured in Figure 6. This
prototype uses a mobile X-ray cart (El. Hast. Co., Tehran, Iran,
model #: EH 30) as an independent base, to employ its high
portability, as well as having the medical safety requirements
necessary for working in the operating room. A linear actuator
ismounted vertically on the cart and holds the head of the robot
with a rigid horizontal arm. Two orthogonal rotary actuators
are installed at the head and connect to a thin detachable rod
that holds the laparoscope stem via aminiaturized gripper. This
gripper can be released easily at any time to remove the stem
from the trocar for replacement or cleaning of the lens. Both the
rod and gripper are fabricated from stainless steel (AISI 316) for
durability and easily sterilization.
A 2 DOF Pan/Tilt actuator (Amtec Robotics GmbH, Berlin,
Germany, model: PW070) is used to provide the first and
second rotary actuations needed for the robot. This actuator
is capable of producing maximum torques of 3 and 8.5 N m
to support a maximum force of 10 N at 30 and 85 cm
extensions, respectively, at the pivot joints of the robot head.
The operating ranges of the actuator are set to be ±270°
and between −95° and −111°, respectively, for the first and
second rotational degrees of freedom. A brushless DC servo
motor (Amtec Robotics GmbH, Berlin, Germany, model: PSM
090) equipped with a magnetic brake and a 2000 (inc/round)
incremental encoder attached to a linear stage (THK Co., Japan,
model: KR46A) with a 900 mm stroke is used as the linear
actuator. It is fully capable of supporting and moving a nominal
trust load of 333 N at the robot head.
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operational configuration.
The required range of motion for the laparoscopic camera-
man robot depends on the procedure to be performed. Consid-
ering the range ofmotions (1) and consultingwith surgeons, we
defined the range of panning (horizontal rotation) to be±270°
continuous, the range of tilting (vertical pitch) from −45° (be-
low horizon) to +85° (vertical), and the range of in/out mo-
tion to be 300 mm. The path generation procedure is executed
through velocity control of DC servo brushless motors, with a
time step of 0.25 s. In order to obtain a smooth change of view,
the actuators are controlled in such a way that a trapezoidal
velocity profile can be achieved at the tip of the stem. At the
start and termination of surgeon commands, the velocity of the
laparoscopic stem is changed from/to zero with a constant ac-
celeration proportional to the predefined stem tip steady ve-
locity. The steady velocity of the actuators during up/down
and left/right movements are controlled, so that in spite of the
stem’s variable length inside the abdomen, a constant speed of
5 and 8 mm/s, respectively, is obtained at the tip of the stem,in any configuration within the practical workspace. For the
zooming in/outmovements, the velocity of the actuators is con-
trolled to obtain a linear zoom velocity of 10 mm/s at the stem
tip. These velocity levels were determined based on consulta-
tion with surgeons during clinical trials, so that a smooth, yet
sufficiently fast, change of view could be achieved.
Considering the fact that during the surgical operation, both
hands of the surgeon are engaged with surgical instruments,
hands-free operator interfaces are implemented for user
control of robot motion. This includes a voice command
recognition user control interface and a smart 6-button foot
pedal system (Figure 7). When using the voice command
interface, the surgeon first pushes a one button foot switch
to activate the interface and then talks to the robot with up,
down, left, right, in, or out voice commands. The command is
processed in the system and repeated in the headphones of the
surgeon to ensure that it has been correctly recognized. If so,
the surgeon continues pushing the footswitch, so that the robot
executes the command until the pedal is released. Otherwise,
the command is canceled as the surgeon releases the pedal.
The foot pedal interface of the robot is designed to include
two pedals containing six footswitches; the larger pedal is for
lateral movements and the smaller pedal for zooming in/out.
When the surgeon activates a footswitch by pushing a pedal,
the robot starts to move in the corresponding direction with
a trapezoidal velocity profile. The motion continues until the
surgeon releases the pedal, which is checked at each 1ms. Upon
release of the pedal, the movement stops in less than 0.5 s. For
the sake of safety, for both interfaces, if a movement lasts for
more than 6 s, the robot stops automatically.
Several other safety arrangements were also implemented
in the robot to protect both the patient and operating room
personnel from run-away conditions that might occur due to
the failure of electrical, electronic or mechanical components,
as well as improper motion commands by the surgeon. For
instance, the mechanical design of the robot end effector
gripper allows the laparoscope stem to be released if the camera
collides with body organs. Also, the electrical current of the
motors is controlled to not exceed a prescribed level, so that
the robot stops if its arms collide with the patient’s body or
other objects within the operating workspace. Nevertheless,
it should be noted that using an un-actuated rotary degree
of freedom at the most distal wrist joint of the robot, even
under faulty conditions where an axis drive continues to
move an arm in error, the movement of the laparoscopeFigure 7: Architecture of hands-free commanding system of robot, including voice recognition control interface and smart 6-button foot pedal.
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with predefined fixed incision point. (a) Test configuration; (b) test results.
stem would still pass through the remote center of motion
point. So, no injury to the patient would occur. Also, by
employing a detachable laparoscopic stem gripper, robotic
assisted laparoscopic surgery can be easily converted to a
conventional non-robotic procedure or even open surgery, if an
unpredictable situation occurs.
4. Evaluation
4.1. Technical tests
First, the capability of the robot to move the laparoscopic
stem on a spherical surface co-centered with a predefined fixed
incision point was examined using a custom-made phantom.
The dummy included a semi-spherical surfacemade of plexiglas
and a conventional trocar located at the center of the surface.
A round-tip marker pen was attached to a 30 cm stem held
by the robot end effector. The robot was positioned so that its
remote center of motion point marked with the laser pointer
coincideswith the trocar. The stemwas thenpassed through the
trocar entry portal into the dummy and moved forward along
its axis, using the robot’s zoom in command, so that the pen
just touches the plexiglas surface (Figure 8(a)). Finally, the robot
was asked to move the pen laterally in up/down and left/right
directions, and the mark of the pen on the spherical surface
was inspected (Figure 8(b)). We observed continuous uniform
penmarks on the plexiglas surface in radial and circumferential
directions for each of the up/down and left/right movements,
respectively. This indicates that the robot could provide pure
lateral movement around a predefined fixed point with no
separation from or penetration into the spherical surface.
In the next stage of technical tests, the trajectory following
the accuracy and response time of the robotic cameraman
was measured using a 3-D optical motion analyzing system
(SMA, Sharif University of Technology, Tehran, Iran) [26]. Three
passive markers were fixed to the laparoscopic stem tip, and
their 3-D kinematics were obtained using three video cameras
(Figure 9). The results were analyzed in terms of the orientation
and insertion depth of the stem, based on the cartesian and
spherical coordination systems shown in Figure 9.
Trajectory results of the robot following up/down, in/out and
left/right commands of the surgeon are shown in Figures 10–12,
respectively. The up/down commandswere executed,while the
insertion depth of the stem inside the abdomen was fixed at
ρ = 157.5 mm. The change of orientation of the stem with
the horizon, ϕ, following an up and then down command, is
shown in Figure 10(a). Each command was executed for 6 s,
which is the maximum continuous movement of the robot
if the footswitch is not released, and with a one second rest
in between. The ϕ angle was changed smoothly from 40° to
50° and then returned to the initial 40° configuration, withFigure 9: Cartesian (X, Y , Z) and spherical (θ, ϕ, ρ) coordination systems used
to describe 3-D kinematics of robot. Linear velocities of stem tip at left/right,
up/down and zoom in/out movements are represented by Rθ• , ρϕ• and ρ• ,
respectively. Position of passive markers at tip of stem is illustrated at top-right
corner of the figure.
a settling time of less than 1 s and a repeatability to better
than 0.5°. The profile of the stem tip linear velocity during
up/down movements is illustrated in Figure 10(b), along with
the designed trapezoidal velocity profile shownby dashed lines.
For both directions, the stem tip velocity ramped from zero to
then a constant velocity of 5mm/s in 0.5 s, and then returned to
zero with a similar pattern. The actual velocity profile showed
some unevenness,mainly due to frictional and vibration effects.
Figure 11(a) shows the trajectory of the robot, following
an ‘‘in’’ and then ‘‘out’’ command while the orientation of the
stem with the horizon was fixed at ϕ = 40°. Each command
was executed for 6 s, and with a one second rest in between.
The insertion depth of the stem inside the abdomen, ρ, was
changed smoothly from 158 to 213 mm, and then returned to
the initial 158 mm position, with a settling time of less than
1 s and a repeatability of better than 0.5 mm. The profile of the
stem tip linear velocity during in/out movements is illustrated
in Figure 11(b), along with the designed trapezoidal velocity
profile shown by dashed lines. For both directions, the stem
tip velocity ramped from zero to then a constant velocity of
10 mm/s in 0.5 s, and then returned to zero with a similar
pattern. Again, some unevenness was observed in the actual
velocity profile due to frictional and vibration effects.
Figure 12(a) shows the trajectory of the robot following a
‘‘right’’ and then ‘‘left’’ command, while the insertion depth of
the stem inside the abdomen and its orientation with the hori-
zon were fixed at ρ = 157.5 mm and ϕ = 53.1°, respectively.
The lateral orientation of the stem, θ , was changed smoothly
from 135° to 155° and then returned to the initial 155° config-
uration, with a settling times of less than 1 s and a repeatability
of better than 0.5°. The profile of the stem tip linear velocity
during right/left movements is illustrated in Figure 12(b), along
with the designed trapezoidal velocity profile shown by dashed
lines. For both directions, the stem tip velocity ramped from
zero to then a constant velocity of 8 mm/s in 0.5 s, and then re-
turned to zero with a similar pattern. The actual velocity profile
showed some oscillating errors, mainly due to the resonant vi-
bration of the robot’s vertical arm and the attached laparoscope
stem, which are both long thin cantilevered rods.
4.2. Preliminary clinical trial
A robotic cameraman of laparoscopic surgerywas developed
in the present study, and its user interfaces were tested by
112 A. Mirbagheri et al. / Scientia Iranica, Transactions B: Mechanical Engineering 18 (2011) 105–114Figure 10: Kinematical results of 3-D optical motion testing of robot following
up and then down commands. (a) Change in orientation of stem with horizon,
ϕ; (b) stem tip linear velocity. Insertion depth of stem inside abdomenwas fixed
at ρ = 157.5 mm.
several surgeons during a series of minimally invasive surgical
procedures. This allowed evaluation of the performance of the
robot in an operating room environment; obtaining feedback
from the surgeons regarding the setup process and functional
efficacy of the robot, and refining the details of the robot and its
user interfaces to improve their performance.
In total, 30 laparoscopic operations,mainly cholecystectomy
surgeries, were carried out with the robot acting as the
cameraman (Figure 13). The base of the robot was placed near
the feet of the patient, with its head over the incision point on
the patient’s body at a higher level than the surgeon’s head,
providing a large workspace for the surgeon’s maneuvers. In all
cases, the surgeons felt comfortable using the robot and noticed
several advantages over conventional non-robotic operations.
In particular, the completion time of procedures was reduced
due to the fact that using precise movements, the camera did
not touch any tissue, so it was not necessary to be cleaned.
Furthermore, image stability was improved and the procedure
field was always centered. The ranges of motion, speed and
accuracy of all degrees of freedom were found to be acceptable
by the surgeons.
When using the voice command interface, the surgeon had
to use a headphone and a foot pedal, and pronounce the com-
mand clearly to be recognized. Furthermore, the safety observa-
tion of repeating the command in the headphone, to ensure that
it had been correctly recognized, caused a considerable delay
between command and the resultingmovement. Consequently,Figure 11: Kinematical results of 3-D optical motion testing of robot following
in and then out commands. (a) Change in insertion depth of stem inside
abdomen, ρ; (b) stem tip linear velocity. Orientation of stem with horizon was
fixed at ϕ = 40°.
some surgeons felt uncomfortable using the voice command in-
terface and preferred using the foot pedal. However, the foot
pedal also had some disadvantages, as there are multiple other
pedals to control electrocautery, suction instruments and op-
erating table position etc., so the surgeon is required to fre-
quently look away from the laparoscope monitor to find the
correct pedal. Nevertheless, the surgeons evaluating the system
generally preferred using the foot pedal to the voice command
interface.
5. Conclusion
The application of robotics in medical practices is rising
fast and gradually extending to the full spectrum of surgical
devices; from simulator units [27–29] to sensorized and
actuated instruments [30–32], surgical robots [33,34] and
robotic rehabilitation apparatus [35]. In this study, a robotic
system was designed and developed to perform the camera
handling task during laparoscopic surgery. The system employs
an effective and low cost design, with minimum possible
degrees of freedom and number of actuators, to fulfill camera
manipulation requirements. In particular, with the mechanism
employed, the swivel motion of the laparoscope camera
is physically impossible and its view orientation always
preserved. This reduces the need for an extra actuator for
viewing correction, thus providing lower manufacturing and
maintenance costs and a higher simplicity of use in clinical
practice. Moreover, by using an un-actuated rotary degree of
freedom at the most distal wrist joint of the robot, a safer
A. Mirbagheri et al. / Scientia Iranica, Transactions B: Mechanical Engineering 18 (2011) 105–114 113Figure 12: Kinematical results of 3-D optical motion testing of robot following
right and then left commands. (a) Lateral orientation of stem, θ ; (b) stem tip
linear velocity. Insertion depth of stem inside abdomen and its orientationwith
horizon were fixed at ρ = 157.5 mm and ϕ = 53.1°, respectively.
Figure 13: Clinical trial of robotic cameraman, RoboLens V1.1, during solo
laparoscopic cholecystectomy.design is achieved, since the robot may passively comply with
the movement of a patient’s body or a surgical bed in the
vertical direction. Finally, the architecture of the robot is such
that during surgery the arms and all actuators are located out
of the surgical workspace, and there are no moving arms or
bulky parts in front of the surgeon or on the top of the patient’s
body, which might limit the surgeon’s viewing or maneuvering
abilities.
The robot and its proposed path planning strategy were
tested in a variety of technical experiments, e.g. trajectory fol-
lowing, and position and angular errors of less than 0.5mm and
0.5°were obtained, respectively. Overall, the smoothness, accu-
racy and repeatability of the response of the robot were more
than sufficient for laparoscopic cameramanipulation. However,
the linear velocity responses exhibited small oscillating errors
due to the resonant vibration of the robot’s vertical andhorizon-
tal arms and the attached laparoscope stem,which are long thin
cantilevered rods. To suppress these small vibrations would
require either more massive and rigid links and couplings or
a much more sophisticated sensing and controlling strategy.
However, these vibrations were found to be imperceptible to
surgeons during real surgery.
A preliminary clinical trial of the designed robotic camera-
men on 30 patients revealed satisfactory results with improved
image stability and field of view and reduced completion times
of the procedures. Each of the foot pedal and voice command
interfaces was found to have its own advantages/disadvantages
and be preferred by some of the evaluating surgeons. Further
work is being undertaken to design and implement newuser in-
terfaces with improved performance [36]. A more comprehen-
sive randomized clinical trial study is also planned for the future
to evaluate the efficacy of the system and obtain the necessary
approval for commercial distribution.
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