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An initial expository introduction to moment space geometry and canonical 
moment sequences for distributions on the unit interval leads to the exposure of 
previously unknown but striking symmetries in Stieltjes transforms for these dis- 
tributions when the transforms are viewed as moment functions. The nth and the 
(n - l)st canonical moments corresponding to a moment point interior to the space. 
of the first n moments are shown to depend in a very simple way on the canonical 
intervals determined by the two principal representations of the moment point. For 
example, the nth canonical moment is just the sum of the lengths of the upper 
canonical intervals. ‘(’ 1986 Academic Press, Inc. 
0. INTRODUCTION AND SUMMARY 
For the sake of brevity in exposition below we will assume some 
familiarity on the part of the reader with [2] or with Chapters 14 in [3], 
or that the reader may draw on some equivalent background. 
We shall restrict consideration to the moment space 
where 9 denotes the class of all probability measures on the closed unit 
interval, [0, 11, and all the integrals (here and throughout) are taken over 
this interval. 
In Section 1, we review briefly by means of a series of definitions and 
propositions and in an expository manner those basic results within whose 
framework the development in following sections is set. These include the 
definition of canonical moments and basic theorems which relate them to 
ordinary moments. In particular the one-to-one correspondence, between 
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points in M and the canonical moment sequences to which they give rise, is 
brought into focus. 
In Section 2, the Stieltjes transforms for the principal representations of 
points (c,, c*,..., c,,), interior to the space M, of the first n moments (the 
projection of A4 on IJY), are displayed in terms of the corresponding 
canonical moment sequences. In this way underlying symmetries are 
exposed which relate to the supporting polynomials for these points and to 
the geometry of M,. 
In Section 3, we introduce expansions due to Kemperman for the coef- 
ficients in the supporting polynomials of points interior to M,. (These are 
defined so that they depend on the moment points through their canonical 
counterparts), in a context suitable to their application in Section 4. 
The main results of this paper are in Section 4. These express the 
canonical moments corresponding to an ordinary finite moment sequence 
in terms of the distances between adjacent support points of the principal 
representations for the sequence. Of independent interest here is 
Theorem 4.2 and its corollary which relate the coefficients of supporting 
polynomials for moment sequences of lengths n and n - 1. Finally, 
application is made to finite moment sequences whose principal represen- 
tations have uniformly distributed support on [0, 11. 
1. THE MOMENT SPACE M, ITS PROJECTION M,, AND 
CANONICAL MOMENT SEQUENCES 
We outline by definition, proposition, and brief remarks those aspects of 
moment space structure which underlie the following sections. 
Propositions 2-9 albeit with somewhat different notations, emphasis and 
generality may be found together with proofs in Chapters 2 and 4 of [3]. 
Much of the terminology and many of the definitions used there will also 
be used here. Let 
v,(P) = j xi dP(x), i = 0, 1, 2 ,..., P E 9, (1.1) 
and take 
v= (v,, v,,...); vj = (V,) v* )...) v,), j = 1, 2 ).... 
Throughout this and succeeding sections, unless otherwise specifically 
indicated, n will denote an arbitrary positive integer. 
PROPOSITION 1 (Hausdorff; e.g. see Theorem 1, p. 225 in [ 1 I). v is 
one-to-one onto its range. 
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Denote this range and its projection on IF!“, respectively, by 
M= {v(P): PEP}; M, = {v,(P): PE9). 
Let 
PC’,, = {P&C?? vn(P)=cn}, c, = (c,, c2 )...) CJEM,. 
Note that 
( + or C will be used to denote union for disjoint sets). 
PROPOSITION 2. M, is closed, bounded, n-dimensional; the convex hull of 
the space curve 
(0, t2,.-, t”):O<t<l). 
Let c, EM,. .?3& members which have finite support are called represen- 
tations of c,. Points which belong to the support of a representation are 
called its roots. The index of a representation of c, is the cardinality of its 
support with the convention that the endpoints zero and one, if they are 
roots, count only &. The index of c, is the minimum index of P as P ranges 
over all representations of c,. 
PROPOSITION 3. Let c, E M,. Then 
c, E bddry M,, o index of c, < n/2 0 9=‘,. is singleton, 
c, E int M, o index of c, = (n + 1)/2 o 9& is uncountable. 
A representation of a point c, interior to M, is called principal if its index 
is equal to the index of c,, namely (n + 1)/2. 
PROPOSITION 4. Each c, interior to M, has precisely two principal 
representations. One of these, called the upper principal representation 
(u.p.r.) involves the endpoint one as a root; the other, called the lower prin- 
cipal representation (1.p.r.) does not involve one as a root. 
PROPOSITION 5. The roots of the two principal representations of each c, 
interior to M, strictly interlace. 
PROPOSITION 6. Let c, E int M,. When n is odd, the u.p.r. of c, involves 
zero as a root, the 1.p.r. does not. When n is even, vice versa. The u.p.r. of c, 
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has [n/2] interior roots (i.e., roots in the open interval (0, 1)); the 1.p.r. 
[(n + 1)/2] interior roots. Thus counting both principal representations, c, 
has precisely n interior roots. 
PROPOSITION 7. Each point c, interior to M, is determined by the n 
interior roots of its principal representations. Spec[fically each n-member sub- 
set, {xl, x2,..., x,}, of the open interval (0, 1) (assume for convenience that 
(x, < x, , < . . <x1), determines a point c, E int M, such that the odd 
indexed members of the subset are the interior roots of the 1.p.r. of c, and the 
even indexed members are the interior roots of its u.p.r. 
Remark. The n interior roots, counting for both principal represen- 
tations of a point c, E int M,, partition [0, 1 ] into n + 1 canonical subinter- 
vals. Each subinterval is classified as a lower or an upper interval of c, 
according as its left endpoint is a lower or an upper principal represen- 
tation root of c,. Note that the rightmost interval is always lower; that 
lower and upper intervals alternate; and that the leftmost interval is lower 
when n is even and upper when n is odd. 
Now let c = (cl, c,,...) E M and j be an arbitrary nonnegative integer. The 
extreme (j + 1)th moments consistent with the first ,j components 
cj = (c,, c2 ,..., c,) of c are 
vjqc)=;;; Iv,,, (P):I-k~,}=~;; (d:(cj,d)~M,+,}. 
Of course these depend upon c only through ci. We remark that this is a 
slight change in notation from [6, 7, S] where the index for this definition 
is shifted up by one, reflecting the order of the extreme moment rather 
than, as here, the number of components in cj. We shall interpret v; (v,, ) 
to be the identically one (zero) function on M. 
The adjectives “upper,” “lower,” which distinguish between principal 
representations are justified by 
PROPOSITION 8. Let cj E int M,. Then v,*(c) is attained by the 
;b”,“,“: principal representation of cj. 
Let 
R, = v,+ - v, 
Rj(c) is the range of (j+ 1)th moments that are consistent with cj. Note 
that as a trivial consequence of Proposition 3, if c, is on the boundary of 
Mj, then all components of c of order higher than j are determined by cj; 
hence if cj is on the boundary of M,, R,(c) = 0. On the other hand 
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PROPOSITION 9. R,(c) > 0 whenever c, E int Mi. 
Denote by N(c) for c E M, the smallest integer k such that ck is on the 
boundary of Mk. Take N(c) = co if no such k exists. Now let PE 9, 
c = v(p). The jth canonical moment of c (equivalently, the jth canonical 
moment of P) is 
P.,(C) = cc, -v,- I(C))lRj- l(C), (1.2) 
defined for j = 1, 2,..., N(c), if N(c) < m, otherwise for every positive integer 
j. Clearly, 
N(c)=nop,(c)=O or 1 * O<p,(c)<l, j=1,2 ,..., n-l. (1.3) 
Let 
vj(c) = c.f2 CEM, j=l,2 ,.... 
Observe that by (l.l), the same meaning attaches to v,(P). As a notational 
convenience, below and in subsequent sections, we shall denote subsets of 
M determined by functional relations on M with parentheses about the 
statement of relation, functional arguments omitted. Thus, for example, the 
domain of the ,jth canonical moment function 




={c~M:c~~intM,, j=l,2 ,... }, 
while for n = 2, 3,..., 
(N=n)=(p,, =Oor 1) 
={c~~:c~~intM,, j=1,2,...,n-l,c,EbddryM,} 
=(c~M:c, , EintM,~,,c,EbddryM,}. 
The last equality follows from the fact that 
ck E int M, o cI E int IV,, j= 1, 2 ,..., k, 
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e.g., See Corollary 1.1, p. 107 in [3]. Finally, (N= 1) is just the 2-point set 
((0, 8 ,... ), (1, l,... )}. Note that 
M= f (N=j)+(N=co). 
j= 1 
Define p on A4 by taking 
i 
(PI? PZYT PN) 
p= (PI, P*,...) 
on (N<cc) 
on (N=cc). 
Observe by (1.3) that when p(c) is a finite sequence, i.e., when N(c) < cc, 
its last coordinate must be either a zero or a one. 
Note that the image of (IV= j) under p is (0, l)‘- I x (0, 1 } and that the 
image of (N= cc) is (0, 1)“. 
On the other hand, let 
Pn = (PI, P2Y.3 PrJ 
p, is defined (i.e., all its coordinates are defined) only on 
(Nan)= {c~M:c,~, EintM,_,}. (1.4) 
(Interpret the right-hand side of (1.4) as A4 itself when n = 1). The range of 
pn is 
(0, 1)n-l x [O, 11. (1.5) 
It is clear that everywhere on its domain, pn depends upon c only through 
c,. The projection of (N > n) on R” is M, = [0, l] when n = 1 and 
Mz= {c,EM,:c,_l EintM,-,}, 
when n 2 2. It is therefore clear that p, may be viewed as a mapping on ME 
whose range is given by (1.5). By theorem one in [7 J, pn thus viewed has a 
unique inverse (see also theorem one in [8]). Moreover, its restriction 
(again, thus viewed) to the interior of M, is one-to-one with range (0, 1)“. 
It now follows that: 
PROPOSITION 10. To each function f on (N > n) which depends upon c 
only through c,, there corresponds a function g on the set (0, l)“- ’ x [0, l] 
such that 
f = g(p,), 
where the right-hand side denotes composition. 
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This proposition holds equally as well if we respectively substitute 
(N>n) and (0, 1)” for the sets (Nan) and (0, l)+‘x [0, 11. 
It will often be advantageous from a notational point of view for us to 
introduce such functions by defining g rather than f: We shall follow this 
practice now in introducing notation to represent the roots of principal 
representations. 
For each c E A4 such that N(c) > n, let 
r n.2i- ,(P(C)X i= 1, L., CM + 1)/21; rn,*i(P(C))2 i= 1, L.., [n/23, 
(1.6) 
respectively, denote the interior roots of the lower and upper principal 
representations of c,, respectively ordered so that they decrease with 
increasing index i. By Proposition 5, it then follows that 
Ocr,, <r,,,-, < ... <r,,, <l. 
Taking r, oy Tn.,, + 1 to be, respectively, the identically one and identically 
zero functions, all lower principal representation roots of c, are represented 
by an odd second index; all upper principal representation roots of c,, by 
an even second index. The domain of the r,,; as defined is the image of 
(N> n) under p. But in fact, since the roots depend upon c only through 
c,, the rn,i depend upon p only through p,. They may be viewed therefore 
as functions on (0, 1)“. 
We conclude this section with a theorem that establishes the one-to-one 
correspondence of each moment sequence with its canonical counterpart. 
THEOREM 1. The mapping p on M is one-to-one onto its range. 
Proof It will suffice to show that each CEM is determined by its 
canonical sequence p(c). Thus let c E M. By Proposition 3, v,(c) is for each 
n > N(c) completely determined by 
v,(c), v2(cL..., VN(C)(C). 
On the other hand, when n<N(c), by theorem one in [7] (see the dis- 
cussion which precedes Proposition lo), v,(c) may be expressed explicitly 
in terms of p,(c). 1 
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2. STIELTJES TRANSFORMS FOR PRINCIPAL REPRESENTATIONS 
For each c in M such that N(c) > n (i.e., such that c, is interior, to M,) 
let P&,, denote, by Proposition 10 of Section 1, without ambiguity, the 
k?z; principal representation of c,. Let 
G$(t,p)=j & dp: (x) (2.1) 
denote the corresponding Stieltjes transforms. Observe that G: (t, p(c)) is 
the Stieltjes transform of the probability measure in 9 that corresponds to 
the unique moment sequence in A4 that has (c,, v”(c)) as its first n + 1 
coordinates. It is also useful to note that although (N = co) is a proper sub- 
set of the domain (N> n), both sets have the same projection on IF&‘“, 
namely the interior of M,. Since p,(c) depends upon c only through c,, we 
may when convenient view (N= co) to be (no matter what the value of n 
and with no loss in generality) the common domain of Pk and G,(t, p). 
By Propositions 3-7 of Section 1 and using the notation (1.6) 
G,(t,P)= 1 P,({r,,2i~,,(P)})/(t-r,,,i-,(~))+P,({O1)/t, (2.2) 
i= 1 
Cd2 1
G,+ (t, P) = c Ppfi (her) )l(t - ~,,.z(P)) + Pp’n ((0) )/t. (2.3) 
i=O 
Note (Proposition 6, Section 1) that 
P;J{O})=O or >O and P,?,({Oj)>O or =O, 
accordingly as 12 is odd or n is even. 
(2.4) 
If we put each of the sums on the right-hand side of (2.2) (2.3) over its 
least common denomiator, we find, letting 
z,(t) = 1 or 2 accordingly as n is odd or even, (2.5) 
that 




C(n + 1x21 
L, (GP)= n (t-r,J~*(p)), 
,=I 
(2.7) [n/21 
L,f (t7 P) = n (t - r&Z,(P)); 
i=l 
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and %; (t, p), %!,+ (t, p) are polynomials in t, also with leading coefftcients 
identically one, of degree [n/2], [(n + 1)/2], respectively. It is manifestly 
obvious that for each c in (N= co), the roots in t of 2” (t, p(c)) coincide 
with the interior roots of the I”o”wp,“f rincipal representations of c,. In Sec- 
tion 3 coefficients of the powers of t in these polynomials are expressed, by 
means of a theorem due to Kemperman, in terms of canonical moment 
functions. 
Let 
q, = 1 -pi, i= 1, 2 ,...; %I = (419 q2Y-9 qn); 9 = (41 f 92Y); (2.8) 
and take 
il =Pl, ii=qi-1Pi; Yl =q1, yi=p;-lq;, i=2,3 ,.... (2.9) 
For each c in M, let PPCC) denote the probability measure in B with 
moment sequence c. We write 
for the corresponding Stieltjes transforms. These may be expanded as con- 
tinued fractions [4]. See also Wall [9, p. 2631 and Seal and Wetzell [S, 
p. 8621, where G( l/t, p)/t is so expanded. Specifically, everywhere on A4 
and for all t such that both sides converge (e.g., for t in every closed boun- 













G, (6 PI = WC (pm O)), (2.12) 
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and its continued fraction expansion (right-hand side (2.11)) terminates. It 
follows easily that G; (t, p) is, everywhere on (N = co), the nth 
approximent of the continued-fraction expansion of G(t, p); hence that 
@!, (t, p) is the nth numerator, z,(t) Tp, (t, p) the n th denominator of this 
expansion. Thus on (N = co ), 
lim G; (t, p) = G( t, p). 
n+m 
(2.13) 
Let +?;, 2; denote identically one functions. By (2.12) (2.1 l), 
@;-(t,p)= 1, yP((t,P)=t-ii. 
@;, JZ;, n > 2, may be generated recursively by application of the “fun- 
damental recurrence formulae” [9, p. 151, 
%, (6 P) = r,(t) a, I(& P) - i,%,*(f, P), 
ZR, (4 P) = r,- r(t) y;- ,(r, P) - in-I;P,_z(f, P). 
(2.14) 
Turning now to the Stieltjes transforms of upper principal representations 
we find that 
G,f(f> p)=G(t, (P,, 1)) 
= J; , G(6 (P, + 1, O))= lim G-(~P~+~), (2.15) 
Ptl+l*l 
from which one may easily deduce the fact that 
Application of (2.14) (with n + 1 replacing n) to the right-hand sides of 
Eqs. (2.16) yields 
“2,’ (t, P) = rn+ I(l) e, (t, P) - 4nq, I(& P), 
(t - 1) 2; (c P) = r,(t) 2; (t, P) - 4,YL~ l(t, P). 
(2.17) 
These useful recursion relationships lead in turn to the striking symmetry 
properties of the following lemma and theorems. 
LEMMA 2.1. Everywhere on (N = co) and for all t 
2; (6 P) = a’, (t, 4). (2.18) 
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Proof is by straightforward induction. 
THEOREM 2.1. Everywhere on (N = CC ) and for all t such that either side 
is defined 
G,+(t,P)-G,(t,P)= /t(t-l)~;Pn(t,P)~p,‘(t,P), (2.19) 
G,T(t,p)-G,,(t>p)= /(t-l)t,l+l(t)~,,(t,P)~~(t,p). 
(2.20) 
Prooj By (2.6) and Lemma 2.1, (2.19) and (2.20) are respectively 
equivalent to 
z,(t)~P,(t,P)~;p,,(t,q)-(t-1)z,+I(t)~,(t,P)~li,(t,q)= fi piqi, 
i= I 
(2.21) 
~,~-,(t,P)~,~(t,q)-(t-l)~,~~*(t,P)uli,(t,q)= Jj ik. 
i= 1 
(2.22) 
Denote the left-hand sides of (2.21), (2.22) by q,(t, p), t+bn(t, p), respectively. 
Then 
II,(t,P)=(f-il)(t-Y*)-t(t-l)=p,q,, Y,(GP)=t-Y, -(t-f)=i1, 
~2(t,P)=t(t-i,-12)(f-Y1 -Y2)-(f-l)(t-M-Y2) 
=t(ilY* +y112 +i,y, -12 --Y2)+12Y* =izY* =PlqlP2q2? 
~,(t,P)=(t-i,)(t-Y, -Id-(f-1x-Yd 
=t(l+yz -i, -YI -Y2)+I,(Y, +Yz)-Y2 =i1i2. 
Thus the formulae (2.21), (2.22) hold for n = 1, 2. We now assume both for- 
mulas to hold when n = j - 2, j- 1 for some integer j > 2 and show that 
they must then continue to hold when n =j. First, we show (2.22) must 
continue to hold when n = j. By (2.14), 
=q (t, 4) = zj- 1(t) 9,: I(4 4) - Y,qY,(t, q), 
~i(t,Q)=~,(t)~j~,(t,q)-Yj~j~2(t,q). 
(2.23) 
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Substitution into the left-hand side of (2.22) with n = j, and simple 
manipulation yields 
By the induction hypothesis, this becomes 
On the other hand, substitution of (2.23) into the left-hand side of (2.21) 
with n = j and manipulation yields 
VjCt? P)= tCyj(t3 4)-Y, yj- I(t3 4)l + ij?iJrlj-2Ct, P)T 
so that by the induction hypothesis and the above result, 
j-2 
?,(C P) = i,Y, n PAi = ir PSI,. I 
,=I I= 1 
We remark that in [6], it was shown that 
,iJ PiYi = v,’ - v,,- > (2.24) 
the range function for the (n + 1 )th moment; hence, as an immediate con- 
sequence of the definition (1.2) that 
fi ii=",--;-,, JJ, Yizv,LI -Vn. (2.25) 
i=l 
These are the deviation functions for the nth moment from its lower and 
upper extremes. 
THEOREM 2.2. Everywhere on (N = CO) and for all t such that the 
left-hand sides are defined and nonzero 
t(t - 1) G, (t, P) G,f (t, q) = 1; t(t - 1) G(t, p) G(t, q) = 1. 
Proof. By Lemma 2.1, 
%,‘(t, P)/~“,‘(C P) = 2; (t, q)lq, (t, 9) 
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whenever either side is defined. If we multiply both sides by z,(t) G, (t, q), 
we find that the first equality of the theorem must follow by (2.6). Since 
o< fi piqi<4-” 
i= I 
everywhere on (N= co), (2.19) implies that 
lim [G,+(t, p)-G;-(t, p)] =0 
“-7Z 
The second equality of the theorem is now a consequence of (2.13). 1 
3. THE POLYNOMIALS 2" 
Let c E M such that N(c) = co. The polynomials 
inch, (4 PW12~ Cl-f)~,+, (f)C~,‘(C PW12 (3.1) 
are referred to in [3] as supporting polynomials because their coeffkients 
determine hyperplanes of support for M,, , at (c,, vn-(cn)) and 
(c,, v,‘(c,)), respectively. See the footnote on p. 43, also Corollary 2.2a, 
p. 111 in [3]. For use in Section 4, we shall exhibit here the coefficients of 
the powers of t in Y;p” (t, p) as functions of p. The basic result, Theorem 3.1, 
is due to Kemperman. Recall by (2.7), that the roots of these two 
polynomials respectively coincide with the interior roots of upper and 
lower principal representations. 
We begin by introducing a doubly indexed family of functions in terms 
of which these coeffkients are directly expressible. For integer valued 
indices r, s, we first define 
K&(P) = 0 whenever r ~0 or 
s < 2 (for the + ) 
s < 1 (for the - ). (3.2) 
For all 
$82 (forthe +) 
s B 1 (for the - ) 
define 
4&(P) = 1, (3.3) 
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and for r = 1, 2,..., recursively define 
(3.4) 
where the lower limit for the index k in the sum is 
1=2 (forthe -t) 
I=1 (forthe -)’ 
We have immediately the obvious recursion relationship 
(3.5) 
which holds whenever r 2 1 and s > 1. In application below the functions 
Kr; will appear with the argument p as above. The functions KG, however, 
will appear with the argument q (see (2.8), (2.9)). Thus for s= 1, 2,...., 
K,(p)=i, +12 + ... +L (3.6) 
qs(P)=i3il +14(1, +L)+ .‘. +1,+2(11 +12 + ..’ +i,h (3.7) 
etc., while for r = 1. 2 ,..., 
(3.8) 
etc. On the other hand, for s = 2, 3 ,..., 
fqs(q)=Y, +Y3 + ..’ +Ys? (3.9) 
K,t,(q)=Y,Y, +Ys(Y2 +yd+ ..’ +ys+zb2 +y3 + ... +y,), (3.10) 
etc., while for r = 1, 2 ,..., 
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Now, let us express the polynomials (2.7) in the expanded form 
C(n+1)/21 




ZT(t, p)= 1 (-l)%nf;(p) tCn’21-r. 
i=O 
(3.13) 
First, note that for each c E M such that N(c) = cc, the coefficients 
aJp(c)), i = 1, L., C(n + 1 I/21, 
are of course the elementary symmetric functions of the interior roots, 
respectively, of the lower and upper principal representation of c,. Using 
the notation (1.4) we have 
(il.h,....X) k= 1 
o$ = 1 fi rn.2,k9 
(A.j2 ,.... i,) i= 1 
(3.14) 
i = 1, 2,..., n, where the first sum is taken over all i-tuples of integers 
(j,, .i2,..., ji) such that 1 < j, < j, < ... <ji 6 [(n+ 1)/2]; the same for the 
second sum except that 1 d j, < j, < ... -C ji 6 [n/2]. Thus ontO = 1, a,:, 
are root sums, a,i are sums of root products taken two at a time, etc. 
As a notational cbnvenience we define 
aok = 1; o,=o, i> [(n+ 1)/2], o$ =o, i> [n/2]. (3.15) 
We have, on the other hand, the following important result. 
THEOREM 3.1 (Kemperman). 
(3.17) 
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where each of sums is taken over the set of all integer i-tuples (jl, j2,..., ji) 
such that 
j, 32, s = 1, 2 ,..., i 
n + 1 
and $,j+ 
($0~ the - ) 
(for the + ). 
By (3.5) together with the above theorem, 
CT rL+ l,i+ I(P) = arc;+ I(P) + in+ I Un-- I,,(P), (3.18) 
on’, 1st l(P) = fJt+ I(P) + Y,t+ I c,‘- I,,(P). (3.19) 
We remark that CJ:~(~) may also be expressed directly in terms of the 
ordinary moments v,, v2 ,..., v, through their Hankel determinants and the 
minors of these determinants; e.g., see Lemma 2.2, p. 111 in [3]. 
4. CANONICAL MOMENTS IN TERMS OF CANONICAL INTERVALS 
Define 
“n-i = r, 2i - r,,2i + L ) , 3 i=O, l,..., [n/2], (4.1) 
l,tl = rn,2i- I - rn,2r, i= 1, 2,..., C(n + 1 I/21. (4.2) 
These functions, evaluated at p(c), for c E (N> n), respectively, give the 
lengths of the lower and upper canonical intervals of c,. See the remark 
following Proposition 7 in Section 1 and the definition (1.6). Take 
C(rr+ 1)/21 Cd21 
E”,+ = ,;, q;, A, = 1 &. (4.3) 
i=o 
Note that of necessity 
Recall the fact that 
r II,” t 1 = 0, r,.. = 1. 
THEOREM 4.1. Everywhere on (N > n), 
Pn = C(P). 
Proof: By (4.3), (4.2) and the discussion preceding Theorem 3.1, it is 
immediate that 
i+ -c-- -o+ 
n - nl n.1. (4.4) 
CANONICAL MOMENT SEQUENCES 111 
On the other hand, by Theorem 3.1, (3.6) (3.9) 
o”~l(P)-a,t,(P)=K;,(P)-K,l,(q)=i, + i (ii -Yi). 
i=2 
But then by (2.8) (2.9) 
o,i(P)-a,t,(P)=Pi + 2 (Pi-Pi-l)‘Pn. I 
i=Z 
It is easy to illustrate Theorem 4.1 for n = 2. The principal represen- 
tations of c2 = (ci, cz) E int M, have each only one interior root, namely, 
r2,1Mc)) = iI + L(c) = :2 
r2,2Mc)) = YAC) = eT 
I 
the first for its lower, the second for its upper principal representation. 
Hence, there is only one upper interval for c2 (see the Fig. 1) and 




The following theorem contains Theorem 4.1 as a special case 
THEOREM 4.2. Whenever either side is defined, 
a, - a,:. 
=U + 
u- -a,+, n- l,i- I’ PI.1 1 
FIG. 1. Illustration for Therem 4.1; n = 2. 
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Proof: We may restate this theorem being precise as to index values 
and domain, in the following equivalent form: 
‘LitPI - O,tii(P) = pna,‘_ l,r- l(P) (4.5) 
everywhere on (N > n), n = 2i - 1, 2i, 2i + l,.... 
When i= 1, (4.5) is just the statement of Theorem 4.1. 
Let j be an arbitrarily given positive integer and suppose (4.5) to hold 
when i = j. (Call this the first induction hypothesis). We will show that it 
must then continue to hold when i = i + 1. That is, we will show that 
a,j+,(P)-a,tj+,(P)=p,a,+_,,j(P) 
everywhere on (N > n), II = 2j + 1,2j + 2 ,.... 
(4.6) 
But the equation in (4.6) certainly holds everywhere on (N> n) when 
n = 2j+ 1, for by (3.15), 
and by (3.16) 
02;+1,,+, =K;,,,. 
Moreover, by (3.8), (2.9), (3.11) and (3.17), 
/+I 
KG,,I(P)= JJ CZ~I =Pzj+l fI Y2k 
k=l k=l 
=PZ~+IK,$(~)= P2j+1o&j(P). 
Now suppose m to be some arbitrarily given integer which is > 2j+ 1, and 
that the equation in (4.6) holds when n = m (call this the second induction 
hypothesis). We will show that the equation in (4.6) must continue to hold 
when n = m + 1. That is, we will show that 
0 ,+l.j+I(P)-cr,i+,,j+I(P) 
= Pm+1 arZ, j(P) everywhere on (N > m + 1). (4.7) 
But then it will follow that (4.6) holds; hence that (4.5) holds for every 
positive integer i and the proof will be complete. 
To show that (4.7) holds, observe that by (3.18), (3.19), its left-hand side 
may be written 
CJ ,j+l(P)-a~,,+,(P)+i,+lo,-,,j(P)-y,+,a,+-,,j(P). 
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By the second induction hypothesis applied to the first two terms, this 
becomes 
(P,-Y,+l)a,+~,,j(P)+g,+lo,-,,j(P) 
which by (2.9) reduces further to 
Pm+ I(PdJ t- l,j(P) + 4m”,- l,j(P)h 
Rewrite this as 
Pm+ Ita,‘- I, j(P) + 4mCa,- 1, j(P) - ‘2 1. j(P)l)’ (4.8) 
Since m - 1 > 2j and since by the first induction hypothesis, (4.5) holds 
when i= j, 
0 ,-,,j(P)-a,t-,,j(P)=Pm~Iam+~*,j-I(P)’ 
Substituting this into (4.8), we have finally that the left-hand side of (4.7) 
may be written 
Pm+ ICC,‘- l,,(P) +Yma,+-2,jpI(P))’ 
By (3.19), this is just the right-hand side of (4.7). 1 
By (3.12) (3.13) Theorem 4.2 leads us immediately to 
COROLLARY 4.1. For each positive integer m and whenever either side is 
defined 
9z?t(t, PI - ~GAt, P) = Pam~zL ,(t, p), 
t~LG+f(t? P)-~zf,+,(G P)= Pzm+19zt,(f, PI. 
THEOREM 4.3. Everywhere on (N > n) for each integer n 3 2, 
1 Cd21 
C ‘Li(P) i ‘,t,(P)’ 
Pn-l = Q(P)&+(P) j=, j= I 
ProoJ: By Theorem 4.2 with i = 2 and (4.4), 
Hence by (3.17), (3.9), 
(4.9) 
Yn = fJ$(P) - a,‘_ 1 I , (PI = qAP) - C(a,(p) - a,t2(P)Y%+ (PII. (4.10) 
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Thus, by (2.9) and Theorem 4.1, 
Pn9n Pn- I = C(P) cql(P) - (e,(p) - a,t,(p)); 
which means, by Theorem 4.1, that this theorem will be proved if we show 
that 
aJ,t,-b,-a,t,)= c c 4x,~ n = 2, 3,.... (4.11) 
;=I j=, 
We will show, here, only that for m, an arbitrary positive integer, (4.11) 
holds when n = 2m. That is, we will show that 
n;mcJ2',,, -(a,, -oCm2)= f i I- 1+ 2rn.l 2rn,,’ m= 1, 2 ,.... (4.12) 
r=l j=l 
The proof of (4.11) for n odd is strictly analogous. By the discussion 
preceding Theorem 3.1, 
I?-~1 m 
02m,2 - a2’,,2 = c c $‘, 
i-l j=rt-I 
where 
,y!m) = r 4 I 2m,2i& 1 r2m,2, I - r2m,2ir2m,2j. 




r2m.2i- I = 4qi + AG,i, r 2m.2; = 4&i + A,:, + 1, 




We shall understand the empty sum, Am+.m + , , to be zero. Note that by 
(4.3), 
A,, =A- 2m3 A& = A& (4.17) 
By (4.14), (4.15) 
si,~‘=‘,+,,i(Ai,, + “L,j)+ n,+,,j(A,j + nL,,+ 1). 
(4.18) 
Straightforward manipulation shows that 
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where 
t$‘= ‘4 + m.i + 1 + (k - 4 G,, . 
Substituting (4.19) into (4.13) and interchanging the order of summation, 
we have 
g2m,2 - c2f,,2 = f (‘f’ c$‘) b&k +‘,+,,k)+ f ‘m+,i+ ,‘%. 
k=2 i=l i= 1 
A simple exercise in summation reveals that 
k-l 
Hence 
= &&, 2 ck - 1 )@,,k + &$n,k) 
k=l 
+ f ~~,n’,i+ &,v (4.20) 
i=l 
Now by the discussion preceding Theorem 3.1 and the second equality in 
(4.15), 
aiLl - ,  ,g, r2m,2i = ;F1 (4,; + “n:i+ I), 
so that by simple manipulation of the sum taking note of (4.17), 
u22,,1 =&ii, - hi.0 + 2 ck - 1)(n,,k + %,k), 
k=l 
Solving this equation for the sum on its right-hand side and substituting 
into (4.20), we have 
But the quantity in parenthesis on the right-hand side of this last equation 
is just the double sum on the right-hand side of (4.12) so that this proves 
(4.12) and hence the theorem. 1 
To conclude this section, we place the results that we obtain from 
Theorems 4.1 and 4.3 (in a somewhat more unified context) ending with an 
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example in illustration. First, consider the vector-valued map I., that is 
defined, respectively, for odd and even n, by 
with components defined by (4.1), (4.2). Let 
D, = { (4, 4 ,..., d,): $J d,=l,{,>O,j=O,l,..., n . (4.23) 
i=o 
Composing h, with p restricted to (N= co), yields the mapping 
L(P): (N=~)+D,, (4.24) 
Definitions (4.21) (4.22), and (4.1), (4.2) make it clear that h,(p(c)) 
depends on c E (N= co) only through c,. h,(p) may therefore (when con- 
venient) be viewed as a map from int M, to D,. The principal represen- 
tation roots of c, and therefore, by Proposition 7, the moment point c,,, is 
determined by its canonical interval lengths, i.e., by the components of 
h,(p(c)). a,(p), thus viewed, is therefore a one-to-one onto map, which 
depends upon p only through pn so that 1, itself, ostensibly 
1, : (0, 1)” + D,, (4.25) 
is in effect a one-to-one map of (0, 1)” onto D,. Let us denote the inverse of 
this map by 
On = (Bn,l, tin.~,..., Bn.n): D, + (0, 1)“. (4.26) 
In this context, what we have shown here by Theorem 4.1 is that 
f4l,,@,) = c > 
and what Theorem 4.3 demonstrates is that 
(4.27) 
Al,,- I(L) = (4.28) 
The nth canonical moment corresponding to c, interior to M, depends 
only on (is in fact equal to) the total length of c,‘s upper canonical inter- 
vals. The (n - 1)th canonical moment corresponding to c, interior to M, 
depends only on the ratios nzi/n$. 
As an example, let us consider those c, interior to M, whose principal 
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representations have support that is uniformly distributed on the unit inter- 
val in the following sense: say that for constants a and b 
Inpi = a, A;, = 6. (4.29) 
for all i such that the left hand sides are defined. (See (4.1), (4.2).) Of 
necessity then, a and b are positive and 
so that 
In either case 
By (4.27) 
([;]+l)u+[f$]b=l, (4.30) 
a = (1 - mb)/m or (1 - mb)/(m + 1 ), 
accordingly as n=2m- 1 orn=2m. 
(4.31) 
0 -c b < I/m. (4.32) 
BdU = mb for n=2m-1 or n=2m 
while on the other hand, 
d,,,~1(1,)=(1-(llm)).tort, 
(4.33) 
accordingly as n = 2m - 1 or n = 2m. (4.34) 
In either case, we have the curious fact that b,,,- ,(A,,) does not vary at 
all with b, i.e. It is the same for all c, whose principal representations have 
uniformly distributed support in the sense of (4.29). 
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