Abstract: This paper presents a model-based receding horizon optimal control algorithm for the engine speed tracking control. A mean-value model including the air intake dynamics and the rotational dynamics is exploited in the tracking controller design, which is calibrated based on the physical rules combined with curve fitting techniques. Based on this mean-value model, the dynamical model of the speed tracking error is derived for any given speed command. The design problem is reduced to the receding horizon control problem under the constraint of the tracking error dynamics. The online computational algorithm based on C/GMRES approach is adopted to solve this nonlinear receding optimal problem. Finally, simulation and experiments results demonstrate the satisfactory tracking performance by using the proposed controller.
INTRODUCTION
Modern gasoline engine is a sophisticated control system since more and more subsystems and control algorithms have been integrated into it to meet the stringent emission regulatory and legislation requirement. Engine speed control is an important issue and it has been widely applied in the several aspects such as idling control , Xu [2013] ), start-up control (Zhang [2010] ), coordinate control with accessories (Stotsky [2000] ). Meanwhile, engine speed control is also implemented through a wide operation range to meet the growing number of efficiency and emission requirements. Because of the nonlinearity and time-varying properties of gasoline engines, a challenge of such speed control issue is how to achieve the accurate and fast speed tracking over the wide operating range, especially in the transient process.
In recent years, model predictive control (MPC) has been widely applied in the automotive industry, due to its capability of optimal control for multi-variable systems with constraints on plant and actutors ). The concept of MPC is to solve optimal control problem over a finite time horizon by minimizing the given performance index repeatedly and in real time. However, as for a nonlinear control system, e.g., engine control system, the online solution of nonlinear model predictive control (NMPC) is always a challenge since it has to handle the timevarying variables and also requires powerful computational capability for engine electronic control unit (ECU). Some studies investigated solution methods of NMPC have been reported (Bemporad [2002] , Wang [2010] , Ohtsuka [2004] ). Actually, in view of the requirement of transient control in most engineering practice, a fast control action from the proposed NMPC is crucial for the control performance.
The purpose of this paper is to develop a speed tracking control scheme based on the NMPC method, which is valid in a wide engine operation range. A fast NMPC computational algorithm, which is called continuation and generalized minimum residual method (C/GMRES) (Ohtsuka [2004] ), is adopted to provide the optimal control action. In order to reduce the speed tracking error, a dynamic error system based on the mean-value model is formulated in the controller design. The control effects will be evaluated at both simulation level and practical bench tests level.
The paper is organized as following structure. In Section 2, the mean-value model of the engine dynamics is reviewed briefly, which is employed to the control law design. The error dynamics model for engine speed tracking problem is designed and the specific optimal problem formulation is proposed as well. In Section 3, the online computational algorithm for nonlinear optimal problem is introduced. The final control law based on the intake air mass flow rate is further proposed in this section. In Section 4, the simulation and validation experiments will be conducted and the results demonstrate the proposed NMPC controller can obtain the good tracking performance. Finally, the conclusions will be drawn in Section 5.
PRELIMINARIES

Dynamical model
The general structure of simplified engine system is shown in Fig.1 . In this research, the engine speed controller checks rotation speed of the crankshaft (ω) and also intake manifold pressure signal (p m ) in real time. And then, the proper throttle command (ϕ) will be calculated and delivered to the actuator. Typically, the engine speed is determined by the output torque from crankshaft and external load. The physical process of the torque generation in cylinders can be regarded as the function with the intake manifold pressure and engine speed. Therefore, the rotation dynamics of the gasoline engine is expressed as follows:
where, J is the rotational inertia of the engine crankshaft; p m is the intake manifold pressure; g 1 (ω) and g 2 (ω) are the time-varying parameters corresponding to the engine speed and they can be calibrated by the engine tests in steady conditions. d is the friction torque coefficient, and τ l denotes the load torque working on the crankshaft.
For the 4-stroke gasoline engine, the mean-valve model (MVM) of air system has been well studied (Guzzella [2010] ), which reflects the input-output behavior of system with reasonable precision but low computational complexity. According to the theory of MVM, the dynamical model of the intake manifold pressure can be written as the following form:
where, a 0 is regarded as a constant;ṁ th denotes the air mass flow rate through the throttle valve; f 0 (ω, p m ) is the model parameter with respect to the engine speed and intake manifold pressure.
In the above physical models, the unknown model parameters can be obtained by implementing the recursive least square (RLS) identification method and curve fitting techniques. The detailed work has been summarized in (Li [2013] ).
Tracking error dynamics
Actually, the control effects of the NMPC scheme is always constrained by the model precision. As for the complicated engine system with time-varying and nonlinear characteristics, the model parameters obtained by the RLS estimation algorithm unavoidably have identification errors. Most tests shows that there occurs the identification error for air intake system between the model outputs and the actual response, especially in the steady process (see Li [2013] ). Moreover, for the optimal tracking problem, the tracking error dynamic model is necessary for the control design. Therefore, a new control-oriented model based on the speed tracking error is designed in this study.
For given desired speed response ω d andω d , the tracking error is defined as follows:
where, e 1 is the error between the desired speed command ω d and actual value.; e 2 is related with the dynamical characteristic of the desired command.
Based on the proposed definitions of the tracking errors, the error dynamic model used in the NMPC algorithm design can be formulated in the following forms: {ė
In equation (5), v is regarded as the optimal control variable calculated by the NMPC scheme. It is deduced from the derivative of filtered tracking error, and its physical forms can be specifically expressed as follows:
where, f 1 (ω) is the time-varying parameters related with engine speed, which is deduced from f 1 (ω) =ġ 1 (ω).
In view of the boundedness of the physical system, the control variable v is actually constrained in a certain range:
NMPC problem
Based on the control oriented models mentioned above, NMPC controller is designed in order to achieve the speed tracking control over a wide operating range. It just solves out a sequence of control actions over a finite control horizon by optimizing the certain performance function but only implementing the first element on the plant.
According to the proposed error dynamic model, the NMPC problem is described as follows: To find an optimal control variable v * , such that to minimize the following performance index over a certain predictive horizon (τ subject to the tracking error dynamic model (5) and the control constraints (7). In (8), r 1 , r 2 and r 3 are the weighing coefficients.
3. CONTROL SCHEME
In order to solve this receding horizon optimal control, we applied the C/GMRES method, which is a fast computational algorithm for nonlinear optimal problem based on the pontryagin minimum principle (PMP). The essence of algorithm is to deduce a sequence of the optimal control actions by solving a group of matrix equations iteratively. While, only the first element of the optimal control sequence is implemented on the control plant finally. This section will give a brief review about C/GMRES method.
C/GMRES method
Considering the discrete-time property of the solution algorithm, the general description of receding horizon optimal problem with the discrete-time form is proposed first. The discrete form of the dynamical model can be deduced by the forward difference method:
where, x(t) denote the state variables at t time, u(t) is the input vector, ∆τ is the discrete time.
For receding horizon optimal problem, suppose that the predictive horizon is divided into N -step. We define the following symbols for convenience:
Then, the discrete-time MPC problem can be summarized as follows: For given the initial conditions x t (0) = x t , find an optimal control action u * to minimize the following (9) subject to
The above inequality constraints can be converted to equality constraints by introducing a dummy input u ′ t , and defining new inputs vector asũ t = [u t , u ′ t ]. Then, the inequality constraints can be written in the following form:
Let H denote the Hamiltonian defined by
According to the PMP, the optimal solution of the problem must satisfy the following necessary conditions:
In order to solve the above equations, we define a vector of multipliers asμ t = [µ t , µ t1 ], and write all the inputs and multipliers over the predictive horizon steps in a vector as follows:
Meanwhile, the equations (12), (15) and (16) can be regarded as one matrix equation with N -dimensions defined as follows:
For a given U t and x t , x * t (k) can be calculated recursively by equations (10) and (14); and then λ * t (k), (k = 0, .., k) can be reverse calculated from N → 0 by equations (11) and (13). Herein, the C/GMRES method is adopted to solve the matrix equation (17), which is detailedly described in (Ohtsuka [2004] ).
In C/GMRES method, instead of solving equation (17) itself at each time, we just choose the proper initial value U t (0) and take the time derivative of the equation (17) in account. Specifically, the computational process is expressed as following equations,
where, ζ > 0. Furthermore, the above equations can be written as following forms if the F Ut is nonsingular, (Saad [2003] ). Based on the GMRES,U t can be obtained and U t is accordingly calculated by integratinġ U t in real time.
Control structure for speed control
Based on the above algorithm, the optimal control law can be obtained and it is expressed as optimal air mass flow rateṁ * th as following form,
where, v * is the optimal solution calculated by the NMPC controller.
However, it should be noted that the air mass flow rate is not the direct manipulate variable in practical engine system, it has to be converted to the throttle angle command. In this study, a PI controller is introduced to achieve the throttle adjustment. The expression of PI controller can be written as follows: (20) where, ϕ is the throttle opening angle, k p1 and k i1 are proportional gain and integral gain, respectively;ṁ th is the actual air mass flow rate. The diagram of the proposed control scheme is illustrated in Fig.2 . 
SIMULATION AND EXPERIMENTS
In this study, both simulation and experiments have been conducted to verify the effectiveness of the proposed N-MPC controller. Simulation was done in the Simulink platform based on an estimated engine model (Li [2013] ). While, the experiments were performed on a 3.5L -V6 gasoline engine test bench (supported by Toyota Motor Inc.). For comparison, a PID control scheme was also designed to achieve the engine speed tracking.
Simulation results
In the simulation tests, the predictive horizon is set as 5s and the control period is 0.01s. Several typical test commands are implemented to verify the speed tracking performance over a wide operating range and under the different external load disturbances. 3 shows the speed response with a sequence of step commands. In this simulation, the load torque is given as 50 N m, the desired speed command changes from 1200 rpm to the 2200 rpm. The actual speed response is shown in the left top figure. Besides, as the important state variables, the dynamics of intake manifold pressure and air mass flow rate are also illustrated in Fig. 3 . The right bottom figure shows the speed tracking error within a margin of 60 rpm during the transient process. The simulation results prove that the proposed control scheme obtains the good tracking performance. 
Experimental results
The gasoline engine based test bench has been prepared to verify the proposed controller, as shown in Fig. 5 . In this test bench, the engine is coupled with a low- inertia dynamometer, which can emulate the change of the external load as fast as possible.
Fig. 5. The gasoline engine test platform
In order to control the actuators inside the engine, a dSPACE processor, which is regarded as the top-level controller, is installed and connected to the engine ECU.
The engine ECU provides the free interface and completes the data exchange with dSPACE via CAN-bus. Herein, the proposed NMPC control algorithm can be complied into the dSPACE board in C-code version. The final control command will be performed by actuators with a very short signal transmission delay, which can be ignored.
Meanwhile, some necessary signals including intake manifold pressure, air mass flow rate, and engine speed can be obtained by the additional sensors. The NMPC controller calculates the optimal control variable by using these signals and update the state variables at every calculation step. In the experiments, the control period of NMPC controller is 0.01s, the predictive horizon is 5s and predictive step length is 0.025s. That is, the predictive steps are 200 but only the first-step control action is applied to the actual throttle actuator. Besides, PID control parameters are chosen as k P = 0.01, k I = 0.006, k D = 0.002. Fig.6 and Fig.7 show the experiment results with different test command. Here, the dynamometer works on the torque control mode and keeps the load torque constant, 40 N m. In Fig.6(a) , the desired speed performs along the step change from 1200 rpm to 2000 rpm. The actual speed responses using both MPC and PID controllers show the good tracking performance and the tracking errors are constrained under 200 rpm in the transient process, while only 10 rpm at most during the steady conditions using MPC controller. The throttle angle is also controlled well by the PI scheme. However, the PID control easily induces the overshoot and has a longer adjustment time.
The detailed control effects are illustrated in Fig.6(b) and Fig.6(c) . 
(c) Drawing of partial enlargement for step test The ramp test is also conducted, as shown in Fig.7 . In this test, the actual response of engine speed is more smooth and it obtains a smaller tracking error in comparison with the step speed command. In comparison with PID control, the control effects are nearly the same using both controllers. state operating conditions. The error dynamics system formulated in the controller is beneficial for handling tracking problems.
CONCLUSIONS
The model-based engine speed tracking control has been studied in this paper. A nonlinear receding horizon optimal controller based on the error dynamical system is designed to achieve the speed tracking. The simulation and experimental results verify the good control performance for the proposed NMPC controller. The engine speed can be controlled well at a wide operate range and different external load torques. The NMPC control scheme obtains a good robustness and effectiveness in the engine speed tracking problem. Besides, in comparison with PID control, the proposed NMPC controller has a shorter adjustment time and a better transient performance. The future work will use throttle opening as the control input of NMPC problem instead of air mass flow rate. Disturbance and uncertainty will also be considered.
