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Resumen: La deteccio´n de movimiento es el primer proceso esencial en la ex-
traccio´n de informacio´n de ima´genes con objetos que se desplazan sobre un fondo
esta´tico. A la hora de realizar tareas de deteccio´n de movimiento, las te´cnicas basadas
en diferencias con el fondo son las ma´s utilizadas debido a la alta calidad conseguida
en los procesos de segmentacio´n. No obstante, los requisitos de tiempo real y los al-
tos costes computacionales hacen muy complicado para la mayor´ıa de los algoritmos
propuestos en la literatura existente el aprovechamiento de la diferencia con el fondo
a la hora de utilizar dichos algoritmos en aplicaciones del mundo real.
En este trabajo se presenta un nuevo algoritmo basado en redes neuronales ar-
tificiales que tiene como objetivo la deteccio´n de objetos en movimiento dentro de
una escena tomada con ca´maras de movimiento panora´mico. Asimismo, tanto los re-
querimientos de memoria como el coste computacional del algoritmo de deteccio´n de
movimiento se han optimizado para favorecer su despliegue en un microcontrolador
modelo Broadcom BCM2837 montado en una placa Raspberry Pi, posibilitando el
disen˜o e implementacio´n de sistemas de monitorizacio´n y video-vigilancia de bajo
coste.
Palabras clave: Deteccio´n de objetos en primer plano, modelado del fondo,
mapas probabil´ısticos autoorganizados, caracter´ısticas del fondo.
Abstract: Motion detection is the first essential process in the extraction of
information regarding moving objects. The approaches based on background diffe-
rence are the most used with fixed cameras to perform motion detection, because
of the high quality of the achieved segmentation. However, real time requirements
and high costs prevent most of the algorithms proposed in literature to exploit the
background difference with panning cameras in real world applications. In this work,
a new artificial neural network-based algorithm, to detect moving objects within a
scene acquired by panning cameras, is presented. In order to reduce both memory
requirements and power computing costs, the algorithm for motion detection pre-
sented here has been optimized to support its deployment on a Broadcom BCM2837
microcontroller embedded in a Raspberry Pi development board, which enables the
design and implementation of a low-cost monitoring system.
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En un mundo altamente globalizado, donde la movilidad de los individuos es la
to´nica general y donde la conducta de un solo individuo puede afectar a una gran
cantidad de personas, las tareas de vigilancia se han convertido en una prioridad
para gobiernos e instituciones.
Figura 1.1: Ca´mara de videovigilancia situada en entorno aeroportuario
Una de las actividades principales que se engloba en dichas tareas consiste en el
control de la actividad que se produce dentro de un entorno f´ısico limitado, mediante
el ana´lisis de las ima´genes procedentes de una o varias ca´maras de v´ıdeo que se situ´an
en dicho entorno. Actualmente, la forma ma´s extendida de realizar esta tarea consiste
en la asignacio´n de la misma a una persona que se encargara´ de ella. El problema
es que cualquier tarea asignada a un ser humano, especialmente si se trata de algo
mono´tono que se prolonga durante una cantidad considerable de tiempo, esta´ sujeta a
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errores producidos tanto por distracciones del operario como al cansancio del mismo.
Estas circunstancias motivan la automatizacio´n, en la medida de lo posible, de las
tareas de videovigilancia mediante sistemas de deteccio´n de presencia automa´ticos
en tiempo real, ra´pidos, baratos y con una precisio´n razonable.
A la hora de afrontar el disen˜o de un sistema de videovigilancia automatizado, la
deteccio´n de objetos en movimiento dentro de una escena se convierte en una de las
principales tareas a realizar. Dicha tarea es bien conocida en el a´mbito investigador
por constituir un problema de dif´ıcil resolucio´n en muchos entornos del mundo real.
y consistira´ en advertir un cambio en la posicio´n de un objeto en relacio´n con su
entorno, o un cambio en la posicio´n del entorno en relacio´n con determinado objeto.
Los sistemas de videovigilancia se han convertido en un importante campo de
estudio debido a los niveles cada vez ma´s altos de conflictos sociales que han desem-
bocado en una mayor preocupacio´n de los ciudadanos en materia de seguridad. Lo
cual ha motivado el desarrollo de sistemas automa´ticos de videovigilancia ma´s robus-
tos y precisos que se han convertido en importantes herramientas para la seguridad
tanto en el a´mbito pu´blico como en el privado.
Uno de los algoritmos ma´s comunes a la hora de afrontar esta tarea consiste en
comparar el frame o fotograma actual obtenido con algu´n dispositivo de captura
de ima´genes con el frame previo. Si la diferencia de p´ıxeles es mayor que un um-
bral predefinido, se genera un aviso de movimiento detectado. El fondo estimado es
sencillamente el fotograma anterior. Este sistema presenta un buen rendimiento en
ima´genes donde los objetos en primer plano esta´n claramente diferenciados y bajo
condiciones favorables de velocidad de movimiento y tasa de fotogramas por segundo,
pero es muy sensible a los umbrales de deteccio´n por lo cual en una imagen con una
tasa de ruido alta, se detectara´ movimiento en muchas zonas de la imagen incluso si
en la realidad no hay movimiento en absoluto. Por el contrario, si el objeto se mueve
suavemente, se obtendra´n pequen˜os cambios entre fotogramas que sera´n menores que
el umbral establecido, con lo que el movimiento del objeto no sera´ detectado. Las
razones expuestas anteriormente son las que motivan el desarrollo de algoritmos ma´s
avanzados de deteccio´n de movimiento capaces de detectar objetos cuyo movimiento
sea suave y que a la vez sean capaces de evitar los falsos positivos producidos por
una umbralizacio´n demasiado restrictiva.
Por otra parte, los microcontroladores son dispoitivos versa´tiles, pequen˜os y
econo´micos que se utilizan frecuentemente en sistemas de deteccio´n de movimien-
to debido a su bajo consumo energe´tico y su coste reducido. Adema´s de las ya co-
nocidas, cada d´ıa surgen nuevas importantes aplicaciones para sistemas basados en
microcontroladores. Un ejemplo son los interfaces de comunicacio´n Hombre-Ma´qui-
na especialmente adaptados a personas f´ısicamente impedidas [1]. Otro ejemplo es
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el que constituye el sistema de estimacio´n de movimiento y proximidad basado en
el disen˜o de un prototipo de Placa de Circuito Impreso (PCB) que incorpora un
microcontrolador [2] el cual recibe la informacio´n proporcionada por ocho fotodiodos
que actu´an como sensores de luminosidad.
Figura 1.2: Sistema de visio´n y proximidad basado en fotodiodos.
La eficiencia de las plantas de energ´ıa solar tambie´n puede ser mejorada con la
incorporacio´n de pequen˜os sistemas de bajo consumo ele´ctrico que son capaces de
estimar el movimiento de las nubes [3]. En dicho sistema, un microcontrolador se
encarga de aproximar los vectores de movimiento de las nubes de forma que la colo-
cacio´n de los paneles solares puede ser optimizada para maximizar la produccio´n de
electricidad de dichos paneles. En la misma l´ınea, [4] muestra como se puede imple-
mentar un sistema de alumbrado que ahorre energ´ıa dentro del contexto de las “Smart
Cities” mediante detectores de movimiento de bajo consumo ele´ctrico equipados con
microcontroladores de bajo coste y sistemas de comunicacio´n inalambricos. De esta
forma, las farolas solamente se encendera´n cuando haya alguna persona en sus in-
mediaciones. Finalmente, en [5] se ilustra el desarrollo de un sistema de deteccio´n
de movimiento basado en Mapas Autoorganizados (SOMs) utilizando un microcon-
trolador del tipo Arduino DUE. En dicho trabajo, la implementacio´n del algoritmo
basado en SOMs se emplea como un detector de movimiento para ca´maras esta´ticas
en un sistema automa´tico de video-vigilancia (figura 1.3).
Figura 1.3: Sistema de video-vigilancia basado en microcontrolador.
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Propio de la terminolog´ıa de los sistemas de seguridad que comprenden tareas de
video-vigilancia, el concepto “Ca´mara PTZ” (Pan-Tilt-Zoom Camera) hace alusio´n
a un tipo especial de ca´mara robotizada normalmente teleoperada, capaz de rotar
sobre s´ı misma en la direccio´n del eje horizontal (Movimiento panora´mico o Pan) en
la direccio´n del eje vertical (Tilt) y tambie´n es capaz de acercar o alejar la imagen
que se esta´ encuadrando en determinado momento (Zoom). Durante muchos an˜os,
los sistemas de visio´n por computador basados en ca´maras PTZ han constituido
un importante objeto de estudio para los investigadores [6, 7, 8, 9]. Sin embargo
existe una falta de comprensio´n teo´rica que pueda establecer los cimientos para el
desarrollo pra´ctico de sistemas de este tipo. Existen trabajos que se limitan a resolver
algunas partes del problema, pero por s´ı solos no ofrecen una alternativa clara que
indique co´mo combinarlos para obtener sistemas completos y fiables que puedan ser
utilizados en distintas situaciones y contextos. En nuestro proyecto, nos centraremos
en el movimiento panora´mico de una ca´mara PTZ, que sera´ capaz de abarcar todo
el entorno de dicha ca´mara.
1.1. Objetivo del proyecto
El objetivo del presente trabajo sera´ el disen˜o de un algoritmo de deteccio´n de
movimiento y su implantacio´n para funcionamiento en tiempo real en un microcon-
trolador. Dicho algoritmo sera´ capaz, con la ayuda de una red neuronal artificial, de
analizar una imagen que proviene de una ca´mara PTZ que vendra´ realizando un mo-
vimiento panora´mico a velocidad constante y sera´ optimizado para su implantacio´n
en un sistema SoC (System-on-Chip) de bajo precio y fa´cil disponibilidad.
La estructura del presente documento sera´ la siguiente:
El cap´ıtulo 2 correspondera´ a la parte hardware del sistema, basada en un mi-
crocontrolador Raspberry PI modelo 3 B y la arquitectura software empleada.
En el cap´ıtulo 3, se presenta el algoritmo de deteccio´n de movimiento junto con
la base matema´tica en la que se apoya.
En el cap´ıtulo 4 se expondra´n los resultados obtenidos a partir de los experi-
mentos realizados con material de v´ıdeo real.
Por u´ltimo, el cap´ıtulo 5 correspondera´ a la parte de conclusiones obtenidas y




Cuando se trata de aplicaciones de visio´n por computador que van a ser im-
plantadas en un microcontrolador, la eleccio´n del hardware es de una importancia
cr´ıtica. En general, cualquier tipo de sistema que implique algoritmos de visio´n por
computador necesitara´ una cantidad mı´nima de potencia computacional sin la cual
no podra´ desempen˜ar su tarea. Esto se hace ma´s patente en sistemas de videovigi-
lancia que deben realizar deteccio´n de movimiento en tiempo real. Al mismo tiempo,
para realizar la monitorizacio´n de un determinado entorno f´ısico se necesitara´ un
nu´mero de dispositivos que ira´ acorde tanto con el a´rea a monitorizar como a la
distribucio´n f´ısica de la misma. Adema´s es fa´cil que los puntos del entorno donde
se vayan a colocar los dispositivos de videovigilancia no tengan fa´cil acceso a la red
ele´ctrica, as´ı que sera´ necesario utilizar un hardware que permita implementar un
sistema barato y que tenga un bajo consumo energe´tico.
Todas estas razones apoyan la eleccio´n de microcontroladores para la implanta-
cio´n de nuestro software. El sistema elegido debe ser barato, tener un bajo consumo
energe´tico y adema´s debe contar con un mı´nimo de potencia computacional para
que nuestro sistema pueda funcionar correctamente y a una velocidad que le permita
operar en tiempo real.
A continuacio´n, se presentan una serie de alternativas que se han considerado de
cara a la eleccio´n del hardware para la implantacio´n del sistema.
2.1. Eleccio´n del microcontrolador a utilizar
De forma general, llamamos microcontrolador a un ordenador pequen˜o que cuyas
unidades funcionales ba´sicas esta´n incluidas en un so´lo circuito integrado. Adema´s,
disponen generalmente tambie´n de una gran variedad de dispositivos de entrada/salida,
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como convertidores analo´gico digital, temporizadores, UARTs y buses de interfaz se-
rie especializados, como I2C y CAN que le confieren la capacidad de interactuar con
el medio f´ısico lo que los convierte en dispositivos de una gran versatilidad que los
hacen susceptibles de ser utilizados en gran cantidad de aplicaciones. As´ı, represen-
tan la inmensa mayor´ıa de los chips de ordenadores vendidos y pueden encontrarse
en casi cualquier dispositivo electro´nico o que tenga partes electro´nicas; tales co-
mo automo´viles, lavadoras, hornos microondas, tele´fonos, etc. Por regla general, son
sistemas disen˜ados para reducir el coste econo´mico y el consumo de energ´ıa de un
sistema en particular. Por eso, el taman˜o de la unidad central de procesamiento y
sus caracter´ısticas, la cantidad de memoria y los perife´ricos incluidos dependera´n de
la aplicacio´n concreta para la que se utilicen.
En nuestro caso concreto el microcontrolador se va a utilizar en una tarea de
gran peso computacional como es el procesamiento de ima´genes, sin embargo, no
sera´ necesario generar ni interpretar sen˜ales externas a parte de la enviada por una
ca´mara de v´ıdeo, por lo que para la eleccio´n de nuestro dispositivo daremos mayor
importancia a su velocidad de procesamiento y la cantidad de informacio´n que sea
capaz de manejar simulta´neamente que a la cantidad de interfaces de entrada/salida
y la naturaleza de las mismas.
Dada la gran variedad de microcontroladores existente en el mercado, es necesa-
rio ajustar nuestra bu´squeda a los sistemas que presenten caracter´ısticas adecuadas
a los requerimientos de nuestro problema. Adema´s, necesitamos que el microcon-
trolador vaya instalado en una placa de desarrollo que permita utilizarlo desde el
primer momento. Para ello se ha realizado un estudio que nos deja una serie de
posibles alternativas cuyas caracter´ısticas ma´s importantes se indican brevemente a
continuacio´n:
Raspberry Pi 3 Model B.
Figura 2.1: Placa de desarrollo Raspberry Pi.
Es una placa de desarrollo que consta de las siguientes caracter´ısticas te´cnicas:
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• SoC: Broadcom BCM2837
• CPU Quad-core ARM Cortex-V8. 1.2 Ghz
• 1GB de RAM
• 40 GPIO Pins
• Precio: 35 euros
ODROID C1+.
Figura 2.2: Placa de desarrollo ODROID c1+.
La placa de desarrollo ODROID C1+ desarrollada por la empresa Hardkernel
es la ma´s parecida por prestaciones a la Raspberry Pi 3 Model B. Aunque es un
poco ma´s potente, tambie´n tiene un coste superior. Sus caracter´ısticas te´cnicas
son las siguientes:
• SoC: Amlogic S805
• CPU Quad-core ARM Cortex-A5. 1.5 Ghz
• 1GB de RAM
• 40 GPIO Pins
• Precio: 45 euros
Banana Pi M3
Banana Pi M3 es la placa de desarrollo ma´s potente que se ha considerado
como candidata a su utilizacio´n en el presente proyecto. Tambie´n tiene un
precio mayor que el resto de las candidatas.
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Figura 2.3: Placa de desarrollo Banana Pi.
• SoC: Allwinner A83T
• ARM Cortex-A7 octa-core. 2.0 Ghz
• 2GB de RAM
• 40 GPIO Pins
• Precio: 80 euros
Orange Pi.
Figura 2.4: Placa de desarrollo Orange Pi.
Orange Pi es una placa de desarrollo con especificaciones parecidas a Banana
Pi M3 salvo porque monta un procesador Quad-Core mientras que Banana Pi
M3 monta un procesador Octa-Core. El precio de e´sta es, no obstante, ma´s
econo´mico.
• Allwinner H3
• Quad-core Cortex-A7. 2.0 Ghz
• 2GB de RAM
8
• 40 GPIO Pins
• Precio: 66 euros
Dado que el SOC Broadcom BCM2837 presenta caracter´ısticas que incluyen una
gran velocidad de procesamiento, un consumo bajo, alta disponibilidad y accesibili-
dad del chip al ir montado en la placa de desarrollo Raspberry Pi 3 Modelo B y la
gran cantidad de informacio´n para su uso que existe en la red, adema´s de ser el dis-
positivo con una mejor relacio´n calidad-precio, se ha elegido dicha placa de desarrollo
para el despliegue del algoritmo que se desarrolla en el presente trabajo.
2.2. Dispositivo de captura de ima´genes
El seguimiento de objetos en primer plano con ca´maras PTZ ha venido siendo
objeto de estudio en visio´n por computador durante muchos an˜os. Llamamos ca´mara
PTZ a un tipo de ca´mara robotizada que es capaz de realizar movimiento en la di-
reccio´n horizontal, vertical y movimiento de acercamiento a la escena (movimientos
Pan Tilt y Zoom o PTZ). No obstante, las experiencias realizadas por investigadores,
demuestran que es muy complicado realizar una evaluacio´n de los progresos que se
han venido realizando por que no existe una metodolog´ıa estandarizada de evalua-
cio´n. La dificultad a la hora de evaluar procesos que incluyan ca´maras PTZ, como
en cualquier sistema automa´tico que implique dispositivos meca´nicos, reside en su
naturaleza intr´ınsecamente dina´mica. En contraste con otros me´todos de seguimien-
to, el seguimiento realizado con ca´maras PTZ implica la localizacio´n del objetivo
en la imagen y el control de los motores de la ca´mara para apuntar el objetivo de
forma que dicho objetivo permanezca correctamente encuadrado. Este tipo de segui-
miento so´lo puede realizarse online de forma que es muy complicado que comparar
el rendimiento de dos algoritmos que utilizan la misma ca´mara PTZ real ya que el
experimento no va a ser repetible en las mismas condiciones. Incluso en un escenario
bien controlado en el cual los “actores” tengan asignadas sus acciones de forma muy
minuciosa, las condiciones de seguimiento nunca van a ser totalmente ide´nticas.
El principal problema con los trabajos realizados hasta ahora con seguimiento
utilizando ca´maras PTZ reales es que so´lo son capaces de evaluar la localizacio´n del
objetivo en un so´lo fotograma. Aunque importante, no tiene en cuenta la restriccio´n
del seguimiento en l´ınea con una ca´mara PTZ. Por ejemplo, en un escenario con
una ca´mara PTZ, si un algoritmo procesa un fotograma por segundo, el sistema
permanecera´ ciego durante dicho tiempo, tiempo durante el cual la ca´mara PTZ ha
continuado su movimiento programado lo cual puede llevar a que exista una gran
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distancia entre el escenario capturado por la ca´mara en un fotograma y el siguiente.
Es ma´s, centrar la ca´mara en su localizacio´n previa puede acabar produciendo que
el objetivo abandone el campo de visio´n de la propia ca´mara o FOV. En general, los
algoritmos de seguimiento utilizando ca´maras PTZ que se han realizado hasta ahora,
siguen dos estrategias bien diferenciadas:
Como primera alternativa, esta´n aquellas te´cnicas que se apoyan en un algorit-
mo de seguimiento ra´pido capaz de procesar todos los fotogramas sin descartar
ninguno y as´ı siempre centrar la ca´mara en la posicio´n previa del objetivo
(que sera´ una buena aproximacio´n a la siguiente posicio´n del mismo, ya que
la tasa de procesamiento de fotogramas por segundo es alta). Esta te´cnica, no
obstante, puede verse abocada a realizar una pobre localizacio´n del objetivo.
La segunda alternativa se apoya en algoritmos de seguimiento ma´s lentos pero
ma´s sofisticados que pueden localizar el objetivo de forma precisa. Como el
hecho de ser lento implica que el sistema va a estar ciego por per´ıodos ma´s
largos de tiempo, para realizar el seguimiento de los objetivos ma´s ra´pidos, la
opcio´n ma´s conveniente conlleva el disen˜o de un algoritmo espec´ıfico para rea-
lizar el control de la ca´mara. Una aproximacio´n t´ıpica al problema consiste en
determinar la localizacio´n ma´s probable del objetivo en el fotograma siguiente,
y centrar el campo de visio´n de la ca´mara en dicha localizacio´n.
En resumen, el tiempo de procesamiento sera´ muy importante en los sistemas de
seguimiento que incorporen ca´maras PTZ porque su naturaleza online y la lentitud de
procesamiento implica observaciones perdidas lo que podr´ıa ser un problema cr´ıtico
para obtener resultados precisos.
Por estas razones, el segundo componente de la arquitectura de nuestro sistema
es un framework emulador de ca´mara PTZ llamado Virtual PTZ [10]. Dicho software
consta de 3 componentes:
Una librer´ıa escrita en C++ que simula el comportamiento principal de una
ca´mara PTZ.
Una coleccio´n de v´ıdeos esfe´ricos panora´micos para escenarios diferentes.
Las secuencias correspondientes al ground-truth de dichos v´ıdeos con sus co-
rrespondientes anotaciones.
El simulador de ca´mara PTZ recibe ima´genes panora´micas desde un archivo de v´ıdeo,
construye el modelo del escenario y provee un frustum t´ıpico de visualizacio´n para el
algoritmo de seguimiento basado en los para´metros de la ca´mara. El evaluador utiliza
10
datos del ground-truth ba´sico y los mismos para´metros de la ca´mara para generar
bounding boxes del ground-truth para FOV actual y las compara con el seguimiento
del algoritmo que se esta´ probando.
El framework esta´ disen˜ado basa´ndose en v´ıdeos capturados por una ca´mara
esfe´rica modelo Point Grey Ladybug 3 y la librer´ıa OpenGL utilizada para proyectar
v´ıdeos en una esfera.
Figura 2.5: Ca´mara Point Grey Ladybug 3
La ca´mara Ladybug es capaz de proporcionar una vista casi esfe´rica de 360o de la
escena que puede ser mapeada en en dicha superficie mediante OpenGL. Lo cual ha
hecho posible el disen˜o de una ca´mara virtual que sea capaz de observar porciones de
dicha esfera. De lo cual se obtiene una ca´mara PTZ virtual que puede ser controlada
como se desee para realizar el seguimiento de objetos en v´ıdeos pregrabados. Por
conveniencia, el centro del modelo esfe´rico se situ´a en el origen de coordenadas del
mundo proporcionado por OpenGL.
Figura 2.6: Ima´genes esfe´ricas de 360◦ proporcionadas por la Point Grey Ladybug 3
Spherical camera.
En resumen, para el propo´sito del presente proyecto se ha propuesto el citado
framework Virtual PTZ por su capacidad para sustituir una ca´mara PTZ real pro-
porcionando al usuario la posibilidad de mover el encuadre de la ca´mara virtual que
incorpora de forma totalmente libre y con control absoluto por todo el fotograma
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de 360 grados sin los inconvenientes dina´micos ni las limitaciones f´ısicas que puede
tener una ca´mara PTZ real. Como la u´nica salida que nuestro sistema necesita de
la ca´mara PTZ es un flujo de fotogramas de v´ıdeo desde una ca´mara con capacidad
de movimiento panora´mico, el software Virtual PTZ se consolida como un sustituto
va´lido de la propia ca´mara PTZ para nuestro trabajo.
2.3. Eleccio´n de la red neuronal
A grandes rasgos, nuestro sistema de deteccio´n de movimiento puede ser cataloga-
do como un clasificador que consiste en un algoritmo que se encarga de obtener mues-
tras de entrenamiento de un conjunto de ima´genes consecutivas y proporciona´rselas
como entradas a una red neuronal artificial que sera´ quien decida si hay o no ob-
jetos en primer plano que esta´n en movimiento en un flujo de fotogramas de v´ıdeo
proporcionados por una ca´mara PTZ 1.
Por su adecuacio´n a la meca´nica de nuestro problema, su simplicidad de uso y su
ra´pida respuesta, se ha decidido elegir el perceptro´n multicapa como modelo de red
neuronal que utilizara´ nuestro sistema.
2.3.1. El perceptro´n multicapa
Figura 2.7: Arquitectura ba´sica de un perceptro´n multicapa
Llamamos perceptro´n multicapa o MLP (Multilayer Perceptron) a una red neuro-
nal artificial no c´ıclica que esta´ formada por diferentes capas de neuronas conectadas
en un grafo dirigido, donde cada capa esta´ conectada completamente con la capa
siguiente. Excepto los nodos de la capa de entrada, cada nodo es una neurona con
1O, en nuestro caso, un software capaz de simular la propia ca´mara PTZ
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una funcio´n de activacio´n no lineal. A la hora de entrenar la red, por regla general, el
perceptro´n multicapa utiliza una te´cnica de entrenamiento supervisado llamada Re-
tropropagacio´n. El perceptro´n multicapa es una modificacio´n del perceptro´n esta´ndar
y es capaz de clasificar datos que no son linealmente separables.
Funcio´n de activacio´n
Si un MLP tuviera una funcio´n de activacio´n lineal en todas las neuronas, es decir,
una funcio´n lineal que mapea las entradas con sus distintos pesos hacia la salida de
cada neurona, entonces esta´ demostrado que cualquier nu´mero de capas puede ser
reducido al modelo de perceptro´n esta´ndar de dos capas entrada-salida.
Lo que diferencia al perceptro´n multicapa es que algunas de las neuronas utilizan
funciones no lineales de activacio´n que fueron desarrolladas para modelar la frecuen-
cia de los potenciales de accio´n, o disparo de las neuronas biolo´gicas en el cerebro.
Esta funcio´n se puede modelar de diversas formas y las dos principales funciones de
activacio´n que se usan en la actualidad esta´n descritas por las siguientes expresiones:
y(vi) = tanh(vi) (2.1)
y(vi) = (1 + e
−vi)−1 (2.2)
En la primera expresio´n, la funcio´n de activacio´n es una sigmoide llamada tan-
gente hiperbo´lica cuyo rango va desde −1 hasta 1. La segunda expresio´n es otra
sigmoide conocida como funcio´n log´ıstica, tiene una forma parecida pero su rango
va desde 0 hasta 1. En las expresiones mencionadas yi corresponde a la salida de la
neurona i-e´sima y vi es la suma ponderada de las sinapsis de entrada.
Capas
Como ya se dijo anteriormente, el perceptro´n multicapa esta´ compuesto por tres o
ma´s capas (una de entrada, una de salida y una o mas capas ocultas de neuronas) de
nodos que se activan con funciones no lineales y esta´ considerada por tanto como una
Deep Neural Network o red neuronal de aprendizaje profundo. Dado que el MLP es
una Red Totalmente Conectada, cada uno de los nodos de cada capa esta´ conectado
mediante un determinado peso wij a todos los nodos de la capa siguiente.
Algoritmo de Retropropagacio´n
El aprendizaje se da en el perceptro´n cambiando los pesos de las conexiones entre
neuronas despue´s de que cada muestra de entrada se ha procesado basa´ndose en el
13
valor del error cometido a la salida comparado con el resultado esperado. Este es
un ejemplo de aprendizaje supervisado y se lleva a cabo mediante retropropagacio´n,
una generalizacio´n del algoritmo de la media de los mı´nimos cuadrados o LMS (Least
Mean Squares), que se utiliza en el perceptro´n lineal.
Aplicaciones
Los perceptrones multicapa que utilizan retropropagacio´n son algoritmos que se
vienen utilizando de forma muy frecuente en procesos de reconocimiento de patrones
mediante aprendizaje supervisado y constituyen un sujeto de estudio en neurocien-
cia computacional y procesamiento paralelo distribuido. Han demostrado tener gran
utilidad gracias a su habilidad para resolver problemas de manera estoca´stica, lo que
frecuentemente permite aproximar soluciones a problemas muy complejos.
Segu´n demuestra el teorema de Cybenko, los perceptrones multicapa son apro-
ximadores universales de funciones, as´ı que pueden ser utilizador para la creacio´n
de modelos de regresio´n. Debido a que la clasificacio´n es un problema particular de
regresio´n donde la respuesta es categorizada, los perceptrones multicapa tambie´n son
clasificadores fiables.
El perceptro´n multicapa fue una solucio´n popular al problema del aprendizaje
computacional en la de´cada de los an˜os 80 del pasado siglo, encontra´ndosele aplicacio-
nes en diversos campos tales como el reconocimiento del lenguaje y el reconocimiento
de ima´genes. No obstante, desde los an˜os 90 han venido soportando una competencia
fuerte de las Ma´quinas Vectoriales de Soporte o SMV. Hoy en d´ıa, gracias al creci-
miento de la capacidad computacional de los ordenadores en la actualidad, se han
consolidado como una herramienta que goza de una incre´ıble cantidad de aplicaciones
y gran popularidad.
El disen˜o e implementacio´n ex profeso de un perceptro´n multicapa es algo que se
sale de los objetivos del presente trabajo por lo que se ha decidido utilizar alguna de
las implementaciones que ya existen en forma de librer´ıas Open Source.
Despue´s de realizar un estudio sobre las distintas implementaciones de redes neu-
ronales de tipo perceptro´n multicapa que se esta´n utilizando, en el cual se han tenido
en cuenta distintos factores tales como la eficiencia, el espacio ocupado en memoria
la versatilidad de la red y la cantidad de documentacio´n existente, se ha conveni-
do en utilizar la Red Neuronal Artificial Ra´pida (Fast Artificial Neural Network o
FANN) disen˜ada por Nissen [11], una implementacio´n del perceptro´n multicapa muy
utilizada que adema´s goza de total vigencia y actualizaciones perio´dicas.
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Cap´ıtulo 3
Disen˜o e implementacio´n del
algoritmo de deteccio´n
Como ya se ha mencionado, el objetivo de nuestro trabajo es disen˜ar un sistema
que sea capaz de detectar objetos en primer plano que este´n en movimiento con
respecto al entorno en las ima´genes proporcionadas por una ca´mara PTZ que a su
vez este´ ejecutando un movimiento panora´mico a velocidad constante.
En el presente cap´ıtulo se realizara´ una descripcio´n matema´tica que formalice el
algoritmo utilizado para posteriormente continuar con una descripcio´n pra´ctica de
la dina´mica de dicho algoritmo.
3.1. Formalizacio´n matema´tica del algoritmo
Consideremos la imagen tomada por la ca´mara como una funcio´n que responde
a la siguiente formulacio´n:
f : R3 → R3 (3.1)
f (x1, x2, t) = (y1, y2, y3) (3.2)
donde x = (x1, x2) ∈ [−A,A] × [−B,B] son las coordenadas de v´ıdeo en p´ıxeles
dentro del fotograma considerando (0, 0) como el centro de la imagen y un taman˜o
de imagen de (2A) × (2B) p´ıxeles; t es el instante de tiempo; e y = (y1, y2, y3)
comprende el valor del conjunto de valores RGB para un determinado p´ıxel en el
lugar del fotograma y el instante de tiempo dados.
Para una ca´mara PTZ movie´ndose horizontalmente se cumple que:
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(x1, x2) , (x1 + δ, x2) ∈ [−A,A]× [−B,B]⇒
f (x1, x2, t) ≈ f (x1 + δ, x2, t+ ) (3.3)
Donde δ es el desplazamiento horizontal observado de la imagen transcurridas 
unidades de tiempo y la igualdad no se mantiene debido a efectos o´pticos tales como
la aberracio´n en la lente de la ca´mara y el movimiento de los objetos que esta´n en
primer plano en la escena.
La precondicio´n implica que la aproximacio´n se aplica a los puntos de la imagen
que son visibles tanto en el instante t como en el instante t + ; de esta forma, los
restantes p´ıxeles de la imagen sera´n ignorados para nuestro propo´sito y el error en
la aproximacio´n puede ser calculado de la siguiente manera:
E (x1, x2, t) = f (x1, x2, t)− f (x1 + δ, x2, t+ ) (3.4)
Para valores dados de  y velocidad de la ca´mara, el valor de δ puede ser estimado
de forma experimental encontrando el valor de δ que minimiza ‖E‖, donde ‖·‖ re-
presenta cualquier norma aplicable. Ahora es importante remarcar que el error viene
de dos fuentes distintas: Los efectos o´pticos, como la aberracio´n en los extremos del
fotograma que produce la deformacio´n de la lente de la ca´mara, y la presencia de
objetos en primer plano:
E (x1, x2, t) = Eopticos (x1, x2, t) + Eobjetos (x1, x2, t) (3.5)
Donde los efectos o´pticos se asumen como pequen˜os respecto al efecto producido
por los objetos en primer plano, si es que esos objetos esta´n presentes:
Fore (t)⇔ ‖Eoptical (x1, x2, t)‖  ‖Eobjects (x1, x2, t)‖ (3.6)
donde Fore (t) significa que existen objetos en primer plano en el instante t. Es ma´s,
si no hay objetos en primer plano, entonces el error asociado es cero:
Fore (t)⇔ Eobjects (x1, x2, t) 6= 0 (3.7)
Por eso, la norma del error esperado deber´ıa ser mayor cuando hay objetos en
primer plano que esta´n en movimiento:
E [‖E (x1, x2, t)‖ | Fore (t)] > E [‖E (x1, x2, t)‖ | ¬Fore (t)] (3.8)
16
La propuesta que se indica en este trabajo aprovecha este hecho entrenando un
clasificador basado en una red neuronal de tipo perceptro´n multicapa que sera´ la
encargada de estimar la probabilidad de que este´n presentes objetos en primer plano,
P (Fore (t)). En este punto, la norma del error es computada por columnas de p´ıxeles
de forma que se pueda calcular la suma de las normas de las diferencias entre p´ıxeles
en las columnas x1 y x1 + δ. A continuacio´n se an˜aden los sumatorios de las normas
de los errores para columnas de p´ıxeles cont´ıguas de forma que se pueda obtener
un conjunto reducido de sumatorios de las normas de los errores. Estas sumas sera´n
proporcionadas como entradas a la red neuronal, mientras que la salida deseada z (t)
sera´ 1 cuando Fore (t) se mantenga, y −1 en otro caso. De esta forma, la probabilidad
sera´, por tanto, estimada de la siguiente manera:
P (Fore (t)) =
1
2
(z (t) + 1) (3.9)
A continuacio´n se aplicara´ un umbral de probabilidad para determinar si se ha
detectado algu´n objeto en primer plano en movimiento:
Detection (t)⇔ P (Fore (t)) > θ (3.10)
3.2. Implementacio´n del algoritmo
Para tener mayor control sobre el proceso de adquisicio´n de ima´genes, entrena-
miento de la red neuronal a utilizar y prueba de muestras no pertenecientes a los
conjuntos de entrenamiento, se ha decidido implementar el disen˜o formal matema´ti-
co propuesto en la seccio´n anterior por medio de tres programas distintos escritos
en C++, cada uno de ellos con una misio´n espec´ıfica. Antes de pasar a explicar el
funcionamiento de dichos programas hay que recordar que el v´ıdeo utilizado para
realizar los experimentos se ha separado en forma de secuencia de fotogramas gene-
rando para cada uno de ellos una imagen .jpg que sera´ sobre la que trabajara´n los
distintos programas del sistema.
3.2.1. Programa GeneradorEntrenamientoAvanzado
Este programa 1 sera´ el encargado de generar las muestras que servira´n de entre-
namiento a la red neuronal encargada de reconocer la presencia de objetos en primer
1Todos los programas incluido e´ste se pueden encontrar en el directorio sources del CD que se
adjunta a este documento.
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plano que se encuentren en el escenario. Por tanto, sera´ el encargado de generar un
conjunto de entrenamiento va´lido para la red neuronal del sistema a partir de una
secuencia de fotogramas que se encuentran en una localizacio´n espec´ıfica. Para ello,
realizara´ un preprocesamiento de los fotogramas para simplificarlos y formatearlos
en forma de conjuntos de muestras que pueda entender la red neuronal del sistema.
De los tres, este programa es el u´nico que tendra´ contacto real con los fotogramas
del v´ıdeo ya que el resto de ellos trabajara´n sobre los ficheros que va a devolver
como salida este programa. A continuacio´n se ofrece una descripcio´n simplificada del
funcionamiento del programa GeneradorEntrenamientoAvanzado.
En primer lugar hay que destacar que la implementacio´n de red neuronal elegida
para el sistema 2 so´lo acepta muestras en el formato que se indica en la figura 3.1:
Figura 3.1: Formato de muestras aceptadas por la red neuronal
En la primera fila se indican por orden los valores correspondientes al nu´mero de
muestras que contiene el archivo, el nu´mero de entradas de la red y el nu´mero de
salidas. En el ejemplo de la figura 3.1 se observa un archivo de entrada que indica
que hay 4 muestras con 4 entradas y 1 salida cada una 3. En las filas posteriores
se pueden ver cada una de las muestras donde las l´ıneas pares contienen los valores
de entrada de las neuronas de la capa de entrada de la red neuronal y las l´ıneas
impares contienen los valores correspondientes a la salida esperada de la red para
dicha entrada.
A continuacio´n el programa lanza el me´todo GenerateFannTrainingAdvanced que
realizara´ las siguientes tareas:
En primer lugar, abre los directorios donde se encuentran los fotogramas que
se van a procesar.
2Fast Artificial Neural Network por Lenikssen.
3Para facilitar la comprensio´n del fichero de entrada de la red, el fichero que se ha indicado en
la figura 3.1 es mucho ma´s pequen˜o que el fichero que genera el programa GeneradorEntrenamien-
toAvanzado, pero el funcionamiento general es el mismo.
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En segundo lugar, el tomara´ dos fotogramas consecutivos de 640x480 p´ıxeles, a
los que llamaremos n y n+1, y lanzara´ el me´todo compareImages que, en primer
lugar, desplazara´ el fotograma n + 1 a la izquierda una distancia de δ p´ıxeles
para compensar el movimiento horizontal de la ca´mara y recortara´ el sobrante
de p´ıxeles que quedara´ a la derecha del fotograma. Adema´s tambie´n recortara´ δ
p´ıxeles a la derecha del fotograma n ya que, dado que el movimiento se realiza
hacia la izquierda, esos p´ıxeles no nos aportara´n nada a la hora de comparar
los dos fotogramas y de esta forma, ambos tendra´n las mismas dimensiones tal
y como se puede observar en la figura 3.2.
Figura 3.2: Primera fase del algoritmo de comparacio´n de ima´genes
A continuacio´n, el algoritmo dividira´ dichos fotogramas en columnas de p´ıxeles
de una anchura fija como se puede ver en la figura 3.3
realizando la comparacio´n de forma sucesiva de la columna x del fotograma n
con la columna x del fotograma n+1 utilizando como norma el Error Cuadra´tico
Medio (MSE ) entre los p´ıxeles de los tres canales RGB de dichas columnas.






‖wi − xi‖2 (3.11)
Seguidamente, guardara´ los valores obtenidos como una muestra en el fichero
que se ha habilitado para ello seguidas de una l´ınea que representara´, como ya
se ha dicho, el valor del ground-truth para esos dos fotogramas en el archivo
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Figura 3.3: Segunda fase y resultado del algoritmo de comparacio´n
de ima´genes
cuyo formato se explica en la imagen 3.1. Todo ello viene especificado en la
imagen 3.3
Por u´ltimo, el me´todo compareImages terminara´ y el programa GenerateFann-
TrainingAdvanced al cual pertenece, realizara´ el mismo proceso descrito toman-
do los fotogramas n+ 2 y n+ 3. Este proceso sera´ realizado de forma sucesiva
mientras queden fotogramas sin procesar en el directorio.
Una vez el programa GeneradorEntrenamientoAvanzado termine habra´ generado
el fichero de muestras que sera´ el que pasara´n a procesar los programas que se
describen en los ı´tems subsiguientes.
3.2.2. Programa GeneradorConjuntosEntrenamiento
Con el objetivo de obtener unas medidas de rendimiento del sistema que sean
lo ma´s precisas posible, el proceso de entrenamiento y validacio´n de la red neuronal
asociada al sistema se realizara´ utilizando el me´todo 10-folds cross-validation, bien
conocido en los a´mbitos de los sistemas de clasificacio´n. Dado que dicho me´todo se
utilizara´ en la parte experimental del presente trabajo, se ha cre´ıdo ma´s conveniente
explicar su dina´mica en una seccio´n habilitada para ello en el cap´ıtulo 4. Por ahora, lo
que debemos saber para comprender el funcionamiento de este programa es que sera´ el
encargado de separar el conjunto inicial de muestras que vienen en el archivo generado
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por el programa GeneradorEntrenamientoAvanzado en una serie de conjuntos de
Entrenamiento, Validacio´n y Test que se utilizara´n para verificar la precisio´n en la
deteccio´n de objetos en movimiento por parte de la red neuronal que se utilizara en
el sistema.
La salida del programa estara´ compuesta de un total de 10 bater´ıas de test al-
macenadas en 10 directorios distintos cada uno de ellos conteniendo 10 conjuntos de
entrenamiento, 10 conjuntos de validacio´n y 1 conjunto de test haciendo un total de
190 ficheros que se utilizara´n en la generacio´n y optimizacio´n de las distintas redes
neuronales que sera´n necesarias en el proceso de experimentacio´n que se llevara´ a
cabo 4. Todo este proceso dara´ lugar a una estructura como la que se puede ver en
la figura 3.4.
Figura 3.4: Estructura de directorios generada por el programa Generador-
ConjuntosEntrenamiento
Como se puede ver, cada bater´ıa de test consta de un fichero de muestras de
test y 9 duplas de ficheros de entrenamiento-validacio´n. Cada una de estas duplas
de ficheros entrenamiento-validacio´n se utilizara´n para entrenar una red neuronal
diferente, lo cual nos da un nu´mero de 90 redes neuronales que luego habra´ que
multiplicar por el nu´mero de diferentes valores que se le den a cada para´metro de la
red neuronal que se quiera variar. Adema´s, para evitar un proceso demasiado largo
de experimentacio´n, el u´nico para´metro que se va a variar para captar la evolucio´n
del rendimiento y la precisio´n de dicha red, sera´ el nu´mero de neuronas en la capa
oculta del perceptro´n.
4Ver ma´s informacio´n acerca del me´todo de validacio´n cruzada en el cap´ıtulo 4
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3.2.3. Programa EntrenamientoTimeStats
Este programa consiste en un algoritmo que es capaz de automatizar todos los
procesos de entrenamiento, validacio´n y tests necesarios para el presente proyecto.
Estara´ a cargo de la calibracio´n de los distintos modelos de red neuronal que tomara´n
parte en los procesos de experimentacio´n y adema´s sera´ el encargado de recoger
estad´ısticas temporales para cada uno de los procesos que se llevan a cabo en dicho
proceso de experimentacio´n. El funcionamiento de dicho programa sera´ el siguiente:
Como suele ser normal, el punto de entrada del programa sera´ el mo´dulo main
el cual comienza estableciendo los valores iniciales de todas las variables de
tipo cadena de caracteres que contendra´n las rutas base de los ficheros que se
van a generar.
A continuacio´n, se establecen los valores iniciales de los para´metros del per-
ceptro´n multicapa y los valores de las variables que se van a utilizar para sacar
estad´ısticas del tiempo que tardan en realizarse los distintos procesos de expe-
rimentacio´n.
En este punto, entramos en el bucle principal del programa que se ejecutara´
tantas veces como valores distintos se le den al nu´mero de neuronas en la capa
oculta del perceptro´n multicapa. En este bucle se encuentran anidados dos bu-
cles for ma´s, que sera´n los encargados de ir recorriendo los diferentes ficheros de
entrenamiento, validacio´n y test que fueron generados por el programa Gene-
radorConjuntosEntrenamiento y al mismo tiempo realizara´n el entrenamiento
de cada una de las redes resultantes de dichos conjuntos de muestras tomando
valores estad´ısticos del tiempo que tardan en realizarse cada uno de los pasos
de los procesos de entrenamiento, validacio´n y test 5.
El programa arrojara´ como resultado una estructura de archivos de la forma que
se puede ver en la figura 3.5.
En ella se observan tres directorios llamados resultadosEntrenamiento, resulta-
dosTest y resultadosValidacion.
El directorio resultadosEntrenamiento contendra´ los resultados que devuelve el
perceptro´n multicapa en los procesos de entrenamiento para cada una de las
bater´ıas de entrenamiento que se han descrito y para cada valor del nu´mero de
neuronas en capa oculta del perceptro´n multicapa. Dichos resultados se ofrecen
5Ver co´digo fuente adjunto.
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Figura 3.5: Estructura de directorios generada por el programa Entrena-
mientoTimeStats
comparados con los resultados del ground-truth del sistema para su posterior
procesado.
El directorio resultadosTest contendra´ los resultados que devuelve el perceptro´n
multicapa en los procesos de testeo para cada una de las bater´ıas de entrena-
miento que se han descrito y para cada valor del nu´mero de neuronas en capa
oculta del perceptro´n multicapa. Dichos resultados se ofrecen comparados con
los resultados del ground-truth del sistema para su posterior procesado.
El directorio resultadosValidacion contendra´ los resultados que devuelve el per-
ceptro´n multicapa en los procesos de validacio´n para cada una de las bater´ıas
de entrenamiento que se han descrito y para cada valor del nu´mero de neu-
ronas en capa oculta del perceptro´n multicapa. Dichos resultados se ofrecen
comparados con los resultados del ground-truth del sistema para su posterior
procesado.
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Por u´ltimo, el programa tambie´n devuelve una serie de ficheros con resultados
estad´ısticos temporales en los cuales se ven reflejados los valores medios de tiempo
para los procesos de entrenamiento, validacio´n y test de cada red neuronal y para cada
valor del nu´mero de neuronas en capa oculta del perceptro´n. Los ficheros generados
ofrecera´n la informacio´n que se puede ver en la figura 3.6.
Figura 3.6: Estructura de ficheros de estad´ısticas temporales generada por
el programa EntrenamientoTimeStats
En el siguiente cap´ıtulo, se describe el proceso de experimentacio´n que se ha




4.1. Descripcio´n del proceso de experimentacio´n
Como se dijo en el cap´ıtulo 2, con motivo de mejorar nuestro control sobre el
proceso de experimentacio´n, todas las pruebas se han realizado utilizando v´ıdeos
grabados con una ca´mara de 360o en combinacio´n con el software Virtual PTZ. Por
la misma razo´n, como los v´ıdeos proporcionados por la ca´mara 360o tienen una tasa
de 16 fotogramas por segundo, se ha ajustado la rotacio´n en sentido panora´mico de
la ca´mara PTZ a una velocidad de 16 grados sexagesimales por segundo en sentido
antihorario. Despue´s de realizar una serie de tests, se ha ajustado el valor δ a 5
p´ıxeles/grado y se ha considerado el error cuadra´tico medio (MSE en ingle´s) como la
norma de error ‖E‖ (ver cap´ıtulo 3). Hechas las anteriores consideraciones, el proceso
de comparacio´n de un frame con el siguiente se puede ver descrito en la figura 4.1:
En primer lugar, con el objetivo de compensar el cambio en el fondo de la ima-
gen provocado por la rotacio´n de la ca´mara, el fotograma n + 1 sera´ desplazado δ
p´ıxeles a la izquierda con respecto al fotograma n. Este desplazamiento hara´ que se
pierdan los 5 p´ıxeles ma´s a la izquierda del fotograma, de modo que el fotograma
que procesaremos sera´ de 635x480 p´ıxeles. A continuacio´n, los dos fotogramas sera´n
divididos en 10 franjas de 63 p´ıxeles de ancho (esta sera´ la dimensio´n de todas las
franjas salvo la u´ltima que tendra´ que, como 635 no es divisible entre 10 tendra´ que
recoger los p´ıxeles que sobran pasando a ser de 68 p´ıxeles de ancho) y se calculara´ el
error cuadra´tico medio para cada franja de los dos fotogramas. Finalmente, un vector
de 30 componentes (10 por cada color de los canales RGB) ma´s un nu´mero, que sera´
1 si la muestra es positiva y -1 si es negativa, sera´ guardado como una muestra que
se pasara´ al perceptro´n en el proceso de entrenamiento, validacio´n y test.
Con el objetivo de evaluar el rendimiento y precisio´n del sistema descrito a la hora
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Figura 4.1: Ejemplo de como son obtenidas las muestras de v´ıdeo y proporcionadas
como entradas para el perceptro´n.
de detectar movimiento de objetos en primer plano en el flujo de v´ıdeo proporcionado
por la Virtual PTZ, se han realizado una serie pruebas que consisten en el ca´lculo
de medidas generales de rendimiento que se utilizan habitualmente en procesos de
visio´n artificial, para diferentes topolog´ıas de la red neuronal utilizada.
Los perceptrones multicapa pueden ser calibrados mediante la modificacio´n de
sus diferentes para´metros con el objetivo de obtener tasas de rendimiento superiores
segu´n la tarea a la que se este´n aplicando. No obstante, como el nu´mero de combi-
naciones de los distintos para´metros del perceptro´n crecer´ıa de manera exponencial,
realizar pruebas del sistema variando todos los para´metros a la vez no ser´ıa pra´ctico,
por lo que para este trabajo, se ha considerado la modificacio´n de un so´lo para´metro
que sabemos que tenga una importante repercusio´n en el funcionamiento del per-
ceptro´n mientras que el resto se mantendra´n inalterados. Por todo ello, el para´metro
seleccionado sera´ el nu´mero de neuronas en la capa oculta del perceptro´n, quedando
las caracter´ısticas de la red neuronal como se indica en la tabla 4.1
Para asegurar la correcta evaluacio´n del rendimiento de la red neuronal del sis-
tema, se ha considerado un proceso de validacio´n cruzada del tipo 10-fold cross
validation o validacio´n cruzada de 10 iteraciones.
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Tipo de red neuronal Perceptro´n multicapa
Nu´mero de entradas 30
nu´mero de neuronas en la ca-
pa oculta
50-600
Nu´mero de salidas 1
Algoritmo de aprendizaje Retropropagacio´n
Nu´mero ma´ximo de etapas
en el entrenamiento
10000
Tasa de aprendizaje 0.7
Cuadro 4.1: Parametros de prueba par el perceptron multicapa
4.2. Validacio´n cruzada
La validacio´n cruzada o cross-validation es una te´cnica utilizada para evaluar
los resultados de un ana´lisis estad´ıstico y garantizar que son independientes de la
particio´n entre datos de entrenamiento y prueba. Consiste en repetir y calcular la
media aritme´tica obtenida de las medidas de evaluacio´n sobre diferentes particiones.
Se utiliza en entornos donde el objetivo principal es la prediccio´n y se quiere estimar
co´mo de preciso es un modelo que se llevara´ a cabo en la pra´ctica. Es una te´cnica
muy utilizada en proyectos de inteligencia artificial para validar modelos generados.
4.2.1. Validacio´n cruzada de K iteraciones (10-folds cross-
validation)
En la validacio´n cruzada de K iteraciones o K-fold cross-validation los datos de
muestra se dividen en K subconjuntos. Uno de los subconjuntos se utiliza como datos
de prueba y el resto (K-1) como datos de entrenamiento. El proceso de validacio´n
cruzada es repetido durante k iteraciones, con cada uno de los posibles subconjuntos
de datos de prueba. Finalmente se realiza la media aritme´tica de los resultados de
cada iteracio´n para obtener un u´nico resultado. Este me´todo es muy preciso puesto
que evaluamos a partir de K combinaciones de datos de entrenamiento y de prueba,
pero aun as´ı tiene una desventaja, y es que, a diferencia del me´todo de retencio´n, es
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lento desde el punto de vista computacional. En la pra´ctica, la eleccio´n del nu´mero
de iteraciones depende de la medida del conjunto de datos. Lo ma´s comu´n es utilizar
la validacio´n cruzada de 10 iteraciones (10-fold cross-validation) que es la que se ha
utilizado para nuestros experimentos.
4.2.2. Explicacio´n detallada del me´todo de validacio´n cruza-
da seguido en el proyecto
Como ya se ha indicado anteriormente, en este proyecto se ha utilizado el me´todo
10-fold Cross-Validation o validacio´n cruzada de 10 iteraciones. En primer lugar, se
divide el conjunto de muestras de que se dispone en 10 subconjuntos disjuntos (figura
4.2):
Figura 4.2: Conjunto de todas las muestras de que se dispone dividido en 10 subcon-
juntos.
A continuacio´n se separa uno de los subconjuntos y se aparta del resto. E´ste sera´
nuestro conjunto de test , el cual so´lo se utilizara´ estrictamente para probar la red.
Nunca en el proceso de entrenamiento ni validacio´n. A continuacio´n se realizan las
10 iteraciones del proceso de validacio´n cruzada con el resto de los subconjuntos tal
y como se indica en la figura 4.3.
Figura 4.3: Proceso de validacio´n cruzada con el resto de subconjuntos.
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En cada una de las k iteraciones de este tipo de validacio´n se realiza un ca´lculo
de error. El resultado final lo obtenemos a partir de realizar la media aritme´tica de







Es decir, se realiza el sumatorio de los K valores de error y se divide entre el valor
de K.
De este modo, se obtienen los valores que sera´n necesarios para el ca´lculo de
las medidas de rendimiento del sistema. Medidas que se explican en el apartado
siguiente.
4.3. Medidas de rendimiento
4.3.1. Exactitud (Accuracy)
Por su simplicidad, una de las medidas de rendimiento ma´s utilizada es la Exac-
titud (en adelante, Accuracy). La Accuracy es una medida que resulta de dividir el
nu´mero de predicciones acertadas por el nu´mero total de muestras de prueba [12]
como se indica en la fo´rmula siguiente:
Accuracy =
TP + TN
TP + TN + FP + FN
(4.2)
Donde:
TP es el nu´mero de valores positivos que la red ha sen˜alado como positivos.
TN es el nu´mero de valores negativos que la red ha sen˜alado como negativos.
FP es el nu´mero de valores negativos que la red ha sen˜alado como positivos.
FN es el nu´mero de valores positivos que la red ha sen˜alado como negativos.
Para calcular este valor y poder representarlo en forma gra´fica de manera ma´s
co´moda, se ha utilizado el framework Matlab. En concreto, los programas accurac-
yEntrenamiento.m, accuracyValidacion.m y accuracyTest, adjuntos a esta memoria
en el directorio matlabSources, sera´n los encargados de generar de forma definitiva
estos valores y el programa calculoEstad´ısticasAccuracy.m sera´ el encargado de re-
presentarlos en forma de gra´fico de barras de error. As´ı, la gra´fica de la izquierda de
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la figura 4.4 muestra los valores de la precisio´n en la prediccio´n para los conjuntos
de muestras de entrenamiento, validacio´n y prueba segu´n va variando el nu´mero de
neuronas en la capa oculta del perceptro´n.

































Figura 4.4: Gra´fico de barras de error correspondiente a la Precisio´n y F-Medida
para los conjuntos de entrenamiento, validacio´n y test versus nu´mero de neuronas en
capa oculta del perceptron.
4.3.2. F-Medida (F-Measure)
Aunque, la Exactitud es una medida que esta´ ampliamente bien considerada como
un criterio aceptable para la medida de rendimiento de un clasificador, especialmente
en casos como el que nos ocupa, donde el nu´mero de muestras positivas y negativas
esta´ bien equilibrado, es interesante ampliar nuestros resultados experimentales con
la F-Medida (F-measure en ingle´s) de rendimiento del clasificador ya que la esta´ tam-
bie´n bien considerada como medida de rendimiento siendo en algunos casos incluso
ma´s fiable que la misma Exactitud o Accuracy [12]. La deduccio´n de la expresio´n










F −Measure = 2 Precision ∗Recall
Precision+Recall
(4.5)
Y el resultado obtenido al realizar el ca´lculo de la F-Medida se puede ver en la
parte derecha de la figura 4.4. Los programas encargados del ca´lculo de la F-Medida
sera´n los siguientes: fEntrenamiento.m, fValidacion.m y fTest.m, adjuntos a esta
memoria en el directorio matlabSources. El programa calculoEstad´ısticasF.m sera´ el
encargado de representarlo en forma de gra´fico de barras de error.
4.3.3. A´rea Bajo la Curva ROC (AUC )
Como ya se ha dicho, la funcio´n de transmisio´n de las neuronas del perceptro´n
multicapa que utilizamos en nuestro sistema corresponde a una sigmoide que de-
volvera´ un valor entre 1 y -1 a su salida. Como se recordara´, entrenamos nuestra
red neuronal estableciendo que las muestras donde el sistema detectara movimiento
de objetos en primer plano se correspondera´ con el valor 1, asignando el valor -1
a aquellas muestras en las que no hay movimiento de objetos en primer plano. El
problema es que la salida de la red neuronal no so´lo sera´ un valor correspondiente
al conjunto {−1, 1}, sino que sera´ un valor perteneciente al intervalo [−1, 1], lo cual
hace necesario que se establezca un valor de umbral por debajo del cual, la salida
del perceptro´n se considerara´ negativa, considera´ndose positiva por encima de dicho
umbral. De forma que para calcular tanto la medida de Exactitud como la F-Medida
se ha situado el umbral en el valor 0 del intervalo, considerado que la salida de la
red neuronal sera´ negativa si pertenece al intervalo [−1, 0) y se considera positiva si
pertenece al intervalo [0, 1].
Dado que la tanto la Exactitud como la F-medida limitan su medicio´n del rendi-
miento a un solo valor de umbral se ha considerado necesario completar los resultados
mostrados en la figura 4.4 con una medida que tenga en cuenta todos los valores po-
sibles de umbral. Con este objetivo en mente se ha incorporado el ca´lculo del A´rea
Bajo la Curva o AUC para todos los modelos de redes neuronales considerados en
este trabajo. La expresio´n matema´tica que formaliza el ca´lculo de esta medida puede
ser observada a continuacio´n:
AUC =
∫
TPR(T )− (FPR′(T ))dT (4.6)
Donde:
TPR es la tasa de verdaderos positivos.
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FPR es la tasa de falsos negativos.
T es el umbral.
Los valores obtenidos para esta medida de rendimiento despue´s de realizar las
pruebas se pueden ver en la figura 4.5.

















Figura 4.5: Gra´fico de barras de error de la AUC para los conjuntos de validacio´n y
prueba (mejor cuanto ma´s alto sea).
De la misma forma que para el caso de las medidas anteriores, los programas que se
han utilizado para calcular la AUC sera´n AUCEntrenamiento.m, AUCValidacion.m
y AUCTest.m y su representacio´n en forma de gra´fico de barras de error sera´ llevada a
cabo por el programa calculoEstad´ısticasAUC.m, todos ellos adjuntos a esta memoria
en el directorio matlabSources.
Las tres gra´ficas presentadas revelan co´mo el modelo alcanza altos niveles de
rendimiento para una cantidad de 200 neuronas en adelante en su capa oculta y
a partir de ese punto aumenta su estabilidad conforme el nu´mero de neuronas en
capa oculta crece. Los resultados obtenidos tambie´n muestran co´mo para los tests en
configuraciones de 200 neuronas o ma´s, todas las medidas de rendimiento presentadas
presentan valores por encima del 80 %. Una consideracio´n importante que hay que
hacer es que con el objetivo de prevenir la pe´rdida de informacio´n y despue´s de
observar que no afecta de forma drama´tica al rendimiento del clasificador, todas las
medidas de rendimiento obtenidas anteriormente se han calculado a partir del flujo
de v´ıdeo tal y como viene de la ca´mara PTZ. Esto implica que no se ha realizado
ningu´n preprocesamiento de la imagen para corregir tanto el ruido proveniente del
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sensor CMOS de la ca´mara como la aberracio´n producida en los bordes de la imagen
por la lente de la ca´mara.
4.4. Medidas de tiempo
El rendimiento del sistema respecto al tiempo es una cuestio´n de importancia
capital cuando se trata de procesamiento de v´ıdeo en tiempo real. Esto se hace ma´s
patente cuando se utilizan microcontroladores para llevar a cabo procesos basados
en redes neuronales artificiales que consisten en deteccio´n de movimiento a partir
de flujos de v´ıdeo provenientes de una ca´mara PTZ como el que nos ocupa. Por
tanto, el algoritmo utilizado no so´lo tiene que ser fiable, sino que tambie´n tiene
que probar que los tiempo de entrenamiento esta´ dentro de unos l´ımites aceptables
y la clasificacio´n de las muestras de prueba es suficientemente ra´pida como para
proporcionar deteccio´n de movimiento de objetos en primer plano cuando se ejecuta
en una placa Raspberry Pi con las caracter´ısticas que se sen˜alaron en la seccio´n 2. En
la tabla nu´mero 4.2 se puede observar el tiempo medio de entrenamiento para cada
una de las redes entrenadas y el tiempo de clasificacio´n de una sola de las muestras
de prueba respecto al nu´mero de neuronas en capa oculta que se puede observar
cuando se ejecuta el algoritmo en la placa Raspberry Pi 3 Modelo B.








0.01959 0.01963 0.01969 0.01975 0.01982 0.01988 0.01995
Fps 51.03369 50.95048 50.78488 50.62035 50.45434 50.29447 50.13059
Cuadro 4.2: Tiempo medio de entrenamiento y testeo de muestras respecto al nu´mero
de neuronas en capa oculta.
Para proporcionar una idea ma´s clara del rendimiento del sistema que se docu-
menta en esta memoria, la tabla 4.2 tambie´n proporciona la velocidad media (medida
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en fotogramas por segundo o fps) a la que puede trabajar el sistema cuando recibe
un flujo directo de v´ıdeo desde la Virtual PTZ.
El tiempo medio de entrenamiento ha sido calculado a partir de los valores ob-
tenidos al lanzar el proceso de entrenamiento un total de 90 veces, cada una corres-
pondiendo al mismo nu´mero de neuronas en la capa oculta. La media del tiempo de
clasificacio´n obtenido y la velocidad de procesamiento en fps han sido calculados a
partir de los valores obtenidos despue´s de pasar al algoritmo un total de 72 muestras
de test combinadas con cada una de las redes neuronales entrenadas. Los resultados
mostrados en la tabla 4.2 reflejan una velocidad de procesamiento aproximada mayor
de 50 fotogramas por segundo, la cual constituye una tasa de fotogramas por segundo
excelente en te´rminos de procesamiento de v´ıdeo en tiempo real.
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Cap´ıtulo 5
Conclusiones y trabajo futuro
En el presente trabajo se ha llevado a cabo el disen˜o e implementacio´n de un
sistema de deteccio´n de movimiento de objetos en primer plano en tiempo real para
sistemas de videovigilancia basados en ca´maras de movimiento panora´mico.
El sistema incorpora un algoritmo capaz de procesar una secuencia de ima´genes
proveniente de un software de simulacio´n de una ca´mara PTZ dividiendo cada
imagen en un conjunto de franjas de una anchura determinada y comparan-
do cada una de ellas con la franja equivalente en el siguiente fotograma para
obtener un vector de nu´meros que pueda ser introducido como patrones de
entrenamiento, validacio´n y test en una red neuronal del tipo perceptro´n mul-
ticapa que estara´ encargada de indicar cuando hay o no objetos en movimiento
en primer plano en dicho flujo de v´ıdeo.
Con el objetivo de incrementar la eficiencia energe´tica del sistema y su portabili-
dad, el algoritmo ha sido optimizado para su implantacio´n un microcontrolador
modelo Broadcom BCM2837 montado sobre una placa Raspberry Pi 3 Modelo
B.
Despue´s de realizar determinadas bater´ıas de pruebas variando el nu´mero de
neuronas en la capa oculta del perceptro´n, los resultados obtenidos en medidas
de rendimiento ampliamente utilizadas, indican que es posible conseguir un
sistema con una precisio´n aceptable y un funcionamiento correcto en tiempo
real.
Las pruebas de rendimiento del sistema respecto a los tiempos de ejecucio´n
tambie´n indican tiempos de entrenamiento razonables y velocidades de proce-
samiento de v´ıdeo que superan los 50 fps, reafirmando el sistema descrito en
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esta memoria como una alternativa va´lida para la deteccio´n de movimiento en
tiempo real cuando se combina con ca´maras de movimiento panora´mico.
5.0.1. Trabajo Futuro
Teniendo en cuenta el rendimiento del sistema en su estado de desarrollo actual,
las l´ıneas futuras de investigacio´n del proyecto sera´n las siguientes:
Actualmente el sistema so´lo esta´ preparado para detectar movimiento en flujos
de v´ıdeo que provengan de una ca´mara PTZ que se mueva en sentido panora´mi-
co, no estando preparado para realizar la deteccio´n de movimiento cuando la
ca´mara se mueve en sentido vertical o cuando la ca´mara hace zoom. Una l´ınea
de desarrollo futura sera´ la adaptacio´n del algoritmo de deteccio´n de movimien-
to para que tambie´n funcione cuando la ca´mara se mueva en sentido vertical,
cuando haga zoom y con combinaciones de dichos movimientos.
Por otra parte, actualmente el algoritmo esta´ disen˜ado para realizar la deteccio´n
de movimiento cuando la ca´mara se mueve a velocidad constante. De modo que
una futura l´ınea de desarrollo pasa por adaptar el algoritmo para que funcione
cuando la velocidad de la ca´mara en cualquier direccio´n sea variable.
La linea de desarrollo futuro ma´s importante para nuestro proyecto consistira´
en hacer que nuestro sistema no so´lo sea capaz de detectar movimiento de
objetos en primer plano sino que adema´s sea capaz de reconocer y clasificar
dichos objetos. Este problema es mucho ma´s ambicioso, pero podr´ıa ser reso-
luble adaptando el algoritmo para que utilice una red neuronal convolucional
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