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Abstract 
In this thesis, second-order gauge-invariant perturbation theory is used to develop a self-
consistent framework in which the non-linear coupling between inflationary gravitational 
waves and a large-scale magnetic field is investigated, as means of amplifying the field to 
within the strength limits required to support the galactic dynamo. For the purpose of 
performing an entirely gauge-invariant analysis, the seed field and the gravitational wave 
spectrum are treated as small perturbations of a Friedmann-Lemaitre-Robertson-Walker 
(FLRW) background. The magnetic-gravito interaction is shown to produce a sufficient 
amplification of both a homogeneous and inhomogeneous magnetic field that is proportional 
to the magnitude of the gravitational wave induced shear anisotropy and the square of 
the field's initial comoving scale. Contrasting the results obtained using the weak field 
approximation to those emerging from our gauge-invariant approach, indicates that the 
methods agree in the limit of high conductivity, however their corresponding solutions are 
otherwise only compatible in the limit of infinitely long-wavelength gravitational waves. 
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Chapter 1 
Introduction 
Astrophysical observations indicate that almost all environments in the Universe are magne-
tized, and the more we search for extragalactic fields, the more pervading they are revealed 
to be. The next logical step is to ask why these large-scale magnetic fields are ubiquitous 
in a Universe as diverse as ours and how did these fields originate? The current properties 
of these magnetic fields should in principle, reflect their past and give clues to their origins, 
so we rely on observations to provide the necessary information to answer these questions. 
Measurements of fields in and around galactic clusters are tentative due to difficulties in 
determining the electron density of the intergalactic medium. Faraday rotation and Zee-
man splitting measurements indicate however, that galactic magnetic fields at high redshifts 
exist with the roughly the same strength as those found permeating the Milky way. This 
common property of large scale fields in different galaxies indicates that their origins may be 
intrinsically connected to cosmological repercussions of the interplay between gravitational 
and gauge interactions [24]. This suggests that their origins may indeed be primordial, in 
which case their presence in the very early Universe would have impacted strongly on the 
geometry of the Universe, as well as the various fundamental processes that sparked their 
generation [49] . For this reason , the determination of the origin and properties of cosmic 
magnetic fields is of extreme importance in Cosmology. 
This makes magnetogenesis one of the 'hot' topics in current Cosmology, however we have 
yet to arrive at a well-established theory for their generation with the strengths and scales 
measured today. The most popular theories include the amplification of a small field by the 
galactic dynamo and the adiabatic protogalactic collapse at the start of structure formation 
[49]. Although these mechanisms are shown to yield substantial enhancement, they are not 
self-sufficient as they presuppose the existence of seed fields . In addition, these seed fields 
must satisfy certain stringent strength and size criteria in order for the generated fields to 
agree with the magnitudes observed today. It is therefore, a pertinent problem to provide 
a mechanism that induces a large enough amplification of a realistically weak pre-existing 
seed field, such that the proposed mechanisms are physically viable. 
In this thesis, we investigate the coupling between a large-scale magnetic field and the 
gravitational wave (GW) spectrum which accompanies most inflationary scenarios. We aim 
to show that this interaction leads an amplification of the original field, that is sufficient 
1 
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CHAPTER 1. INTRODUCTION 2 
to bring its strength within the limits required for the dynamo mechanism to work. This 
builds on earlier work by Tsagas et at. [98] in which this idea was first introduced within 
the weak field approximation. 
The highly non-linear nature of the Einstein's field equations makes finding exact solu-
tions as well as applying numerical techniques , commonly very complex. In order to solve 
them analytically, severe symmetry assumptions are often required to simplify the physical 
models, which then restricts their application [71] . For this reason, we choose to tackle 
this problem using a perturbative approach, which entails decomposing the real physical 
Universe into a family of space-times. The properties of the large-scale structure we see 
today are perturbatively expanded about a fictitious idealized background model, such as a 
Friedmann-Lemaitre-Robertson-Walker (FLRW) spacetime. Before we can implement per-
turbation theory in a self-consistent way, we must give due attention to the issue of gauge 
invariance which has historically plagued such studies [701. If we consider a large-scale mag-
netic field residing in the background model as done by Tsagas et al. [98], the interaction 
with linearized gravitational waves manifests as a first-order perturbation of this back-
ground. Linear perturbation theory is far simpler because it involves fewer variables and is 
devoid of mode-mixing. We will see later that magnetic fields do not however satisfy the 
mathematical requirements for gauge-invariance. This is problematic, as gauge-dependant 
variables are in general not observable and the physical quantities to which they correspond 
is unclear [13]. For this reason, we introduce the held as a small vector perturbation on 
the background spacetime and invoke non-linear perturbation theory in order to study the 
interaction of interest. Within the context of second-order perturbation theory, we aim to 
find and solve a closed system of evolution equations for completely gauge-invariant vari-
ables which fully characterize the modes induced by the interaction . 
In the first part of the analysis, we consider a magnetic field that is on average homogeneous 
over its coherence scale, as in the work described in [98]. This allows us to directly compare 
the two studies, which is essential in determining whether the gauge-dependence of their 
formalism leads to different results. We subsequently consider the more general case where 
the original magnetic field is inhomogeneous over the same scales in a matter-dominated 
Universe. The introduction of magnetic spatial gradients at linear order requires a more 
subtle treatment of the 8,c;sociated spatial currents, necessitating the use of the magnetohy-
drodynamic approximation (MHD) to provide a framework in order to obtain a tractable 
solution. By comparing the results of our treatments of homogeneous and inhomogeneous 
fields, we hope to determine the implications of placing restrictions on the properties of the 
magnetic field. 
We use the 1+3 covariant approach [33 , 35, 41, 51] because as it allows Maxwell's equations 
and Einstein 's equations to be written in an intuitive and simple fashion [70]. The outline 
of this thesis is as follows: 
• In chapter (2), Einstein 's equations and related identities are discussed . 
• Chapter (3) entails a look at the facets of perturbation theory with an indepth study 
of the gauge problem described in terms of co-ordinates. The gauge problem provides 
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CHAPTER 1. INTRODUCTION 3 
an incentive to develop the formalism that we adopt in the application. The history of 
nonlinear perturbation theory is reviewed and finally, a procedure for tackling second-
order perturbation problems is outlined. 
• Chapter (4) covers the 1+3 covariant approach to Cosmology as well as the treatment 
of the matter and electromagnetic fields within this approach. The equations govern-
ing the dynamics are derived in terms of the defined covariant quantities and FLRW 
models are introduced. 
• We discuss the importance of magnetic fields in Cosmology in chapter (5) together 
with the current observations and the their accompanying strength constraints. The 
proposed mechanisms for magnetogenesis are reviewed. We investigate various ap-
proximation schemes commonly employed to reconcile the isotropy and homogeneity 
of the FLRW background and the directional nature of electromagnetic fields . 
• In chapter (6) the interaction of gravitational waves and a homogeneous magnetic field, 
defined as linear perturbations on an FLRW background, is studied for both dust-
and radiation-dominated Universes using second-order gauge-invariant perturbation 
theory. The generated magnetic field solutions are compared with those in Tsagas et 
at. [98]. 
• In chapter (7) , the result for a dust Universe in chapter (6) is recalculated for the case 
of an inhomogeneous magnetic field, using the MHD approximation. 
• In chapter (8) current values of the concomitant quantities are substituted into the 
magnetic field solutions from chapter (6) and (7) in order to obtain order of magnitude 
estimates of the resulting amplification. 
• In chapter (9) the results from chapter (6) are compared with those from chapter (7) 
and with the solutions given in Tsagas et at. [98]. 
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Chapter 2 
General Relativity: 
Einstein's incentive for developing the field of Relativity was the inconsistency between 
Maxwell's theory and Galilean Relativity. Einstein attempted to resolve this discrepancy 
by generalizing the principles of Galilean relativity to all physics and in so doing, Special 
Relativity emerged. One of the defining postulates of this theory was the principle of gen-
eral covariance, which states that the general laws of physics should remain the same in 
all co-ordinate systems. Mathematically, this suggests that the laws of physics should be 
tensor equations, as tensors are independent of the chosen frame of reference. Relativity 
also introduced the idea that the spatial and time coordinates are inter-related. The smooth 
continuous domain which they const itute, will be referred to from here on as the spacetime 
manifold. A point on the spacetime will be called an event, and the 'distance' (spacelike or 
timelike) between two events will be referred to as the interval. This first theory is referred 
to as 'special' because it is limited to bodies moving in the absence of a gravitational field. 
In 1916 Einstein successfully expanded Special Relativity to include the effect of the gravi-
tational field of a source (mass or energy) on the shape of space and the flow of time. 
According to General Relativity (GR), gravity may be interpreted as a manifestation of 
the curvature of spacetime due to the presence of a mass or energy source. This curvature 
is quantified by the Riemann tensor, Rabcd which describes how the orientation of a vector 
changes when transported parallel to itself along a curve. 
2.1 Ricci identities 
The Riemann tensor, being a llleasure of the spacetime curvature, represents the non-
commutivity of the second covariant derivatives. This definition gives rise to the Ricci 
identities. For any 4-vector field Xa , the following holds; 
(2.1) 
This is loosely analogous t.o the second derivative of any vector field characterizing the cur-
vature at the point. L,From (2.1) we see that if the manifold is fiat (Rabcd = 0), any vector 
that is transported parallel to itself, will return to its starting position unchanged . 
4 
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CHAPTER 2. GENERAL RELATIVITY: 5 
We can decompose the Riemann tensor into its trace (Rabae 
referred to as the \Veyl tensor Cabed; 
Rbe ) and trace-free part, 
The long-range curvature 
The vVeyl tensor Cubed represents the part of the curvature at a point that is not determined 
locally by a source but by the conditions of the spacetime elsewhere. It equivalently describes 
the free non-local part of the source's gravitational field that acts over a long range. 
It can be decomposed into 'electric' and 'magnetic' trace-free symmetric parts; 
H - IC st e d ab -"2 aeste bdU U . (2.3) 
Eab represents tidal forces which is a secondary effect of gravity. It arises from a relative ac-
celeration sourced by differences in the gravitational field at different points. The magnetic 
part Hab has no Newtonian analogue and describes among other things the propagation of 
oscillations in spacetime (gravitational waves) that are predicted by GR. These two tensors 
contribute to the Weyl tensor in the following way; 
C - ( , p r) Eqs + ( r + P) Hqs abcd - EabqEeds -r- 9abpqgedrs U U Eabq9cdrs U 9abpqEedsU , (2.4) 
where 
9abed = 9ae9bd- 9ad9bc' (2.5) 
The various symmetries of the curvature tensor 
Rabed = R[abJ[cd] = Redab, Ra[bed] = 0, (2.6) 
reduce the number of independent components of this tensor to 20 in 4-dimensions. The 
tensor Cabcd characterizing the conformal properties of spacetime contains 10 of these com-
ponents, while the remaining 10 are represented by its trace, the Ricci tensor Rab. 
Local curvature 
The Ricci tensor Rab obtained by contracting the Riemann tensor on the first and third 
indices (Racab), controls the local gravitational field of a nearby source [95]. The 10 degrees 
of freedom encompassed by Rub can be expressed in a single dynamical equation describing 
the properties of the local gravitational field surrounding a source, namely the Einstein 
equation 
(2.7) 
Here A is the cosmological constant 1 , Gab is the Einstein tensor and Tab is the energy-
momentum tensor describing the properties of the source. The contraction of the Ricci 
tensor is the Ricci scalar R = Ra a, which assigns a single real number to each point on 
lThe cosmologic;)1 const.::wt is the physical equivalent of the introduction of energy density into a vacuum. 
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CHAPTER 2. GENERAL RELATIVITY: 6 
the manifold, characterizing the intrinsic curvature at that point . gab is referred to as the 
metric. It is essentially a field which defines the spacetime interval and maps two 4-vectors 
to reals such that the geometrical properties of spacetime: 'distance' (in space or time), 
angle and area etc., become measurable quantities. By requiring these quantities to remain 
unchanged, the metric is forced to be covariantly constant and unique. If we now reconsider 
the principle of general covariance, we understand that it implies that the metric is the only 
spacetime quantity on which the general laws of physics can depend. 
The Einstein equation (2 .7) illustrates the intrinsic relationship between the geometry of 
spacetime (gab on LHS) and the matter/energy content (Tab on RHS). The remaining de-
grees of freedom manifest as the 10 unknown components of the metric gab and the energy-
momentum tensor Tab 2 If an analytic solution to the Einstein equation is sought, the 
degrees of freedom contained in (2.7) are expressed as a set of 10 non-linear equations. 
2.2 Bianchi identities 
We reiterate that coordinate systems are of no significance, in accordance with the invariance 
of the laws of physics under general coordinate transformations. For this reason, the physics 
governed by the Einstein equation should only give rise to 6 independent equations for 
determining the 10 elements of the metric tensor [4]. Four degrees of freedom (3 space, 1 
time) must remain unspecified so that a co-ordinate system (gauge) can be chosen, from 
which arbitrary constraints3 can be extracted and imposed to close the system. In order 
for the 4 metric coefficients to remain arbitrary, supplementary constraints on the Einstein 
equation are required. These are the Bianchi identities which are derived by taking the 
covariant derivative of the Riemann tensor 
V[aRbd]de = 0 .;=? VeRabcd + V dRabee + V cRabde = O. (2.8) 
Contracting (2.8) twice gives equivalent relations 
VaR~ = ~VcR =? VaGae = 0, (2.9) 
referred to as the contracted Bianchi identities. These relations ensure that only 6 of the 
10 equations are independent. We see that the Einstein equation (2.7) is only consistent 
provided the following holds 
(2.10) 
The Einstein equation (2.7) mathematically encapsulates the equivalence between space-
time and matter and demonstrates how a mass or energy source dictates how space curves, 
while the geometry of the Univprse manipulates matter in 3 directions. The fact that the 
source affects the very geometry of the space in which it dwells, gives rise to the inherent 
nonlinearity of this equation. As a result of the inter-dependence of the equations, the Ein-
stein equation cannot always be readily solved and the solutions to (2.7) that are obtained, 
may not be combined to generate new solutions. 
2The symmetric nature of these tensors g(ab), T(ab ) removes 6 of their 16 elements. 
3For example, an FLRvV Universe is specified by the imposition of the conditions goo = 1 and gOb = 0 
where a, b = 0 is the time dimension and a, b = 1, 2, 3 are the spatial dimensions. 
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Chapter 3 
Perturbation Theory and the 
Gauge problem 
The inherent non-linearity of the Einstein equations means that analytical studies are only 
possible if certain simplifying assumptions about the physical models they describe, are 
made. However , the exact solutions obtained for these models are commonly too idealized 
to sufficiently represent the realm of natural phenomena [58]. This is where the relativistic 
theory of perturbations comes into play. Perturbation theory essentially entails the refor-
mulation of a problem by the addition of a 'small' term to the mathematical description 
of an exactly solvable problem . In cosmological perturbation theory, we essentiaUy extract 
approximate solutions to the Einstein equation by treating them as perturbations of some 
known exact solution, referred to as the background [13]. There are various models that 
function as zeroth-order approximations of the real Universe on large scales (for example, 
FLRW and Bianchi models) for which the exact Einstein solutions are known. The observed 
Universe can then be modelled as a spacetime deviating to a small degree from this model. 
Mathematically, we perform a perturbative expansion of the matter and kinematic fields 
in some small parameter quantifying the deviation from the fields in the idealized space-
time. The higher order terms of this expansion become successively smaller and more 
unimportant. If this expansion is performed to linear order, it can be viewed as splitting 
the spacetime into two; a 'smooth' ficti t ious background spacetime (Mo, To) without per-
turbations (usually FLRW) and a 'lumpy' physical spacetime (M, T)l that represents the 
real inhomogeneous Universe as we experience it ('almost-FLRW'). The perturbations are 
described in terms of the unique relat ionship between the two. The perturbative value of a 
tensor oT is then taken as the difference between the values of a quantity in the background 
To and its value in the perturbed spacetime T; 
fiT == T - To (3.1) 
However, differential geometry tells LI S that the comparison of the quantities T and To is 
only physically meaningful when their values are compared at the same point [72]. In order 
IT is the tensor field representing the phys ical (matter , kinematic) quantities and the geometrical quan-
tities (such as the metric itself). 
7 
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CHAPTER 3. PERTURR1TION THEORY AND THE GAUGE PROBLEM 8 
to extract the perturbation value, we n~ed to specify a map that provides a pairwise identifi-
cation of points in the two manifolds. This is referred to as a gauge <P and it maps each point 
in one spacetime to a single corresponding 'image' point in the other spacetime. This map-
ping characterizes how each point in the idealized background manifold has been disturbed 
in order to genrrate the perturbed physical Universe. This gauge-fixing, involves imposing 
co-ordinate conditions in the two space-times where the gauge choice conventionally refers 
to a particular choice of co-ordinate system in M . Since co-ordinates in M correspond to 
specific chosen co-ordinates in M o, the co-ordinate choice in M immediately creates the 
desired mapping between the two manifolds [37]. We bear in mind that there is nothing 
intrinsic to the two manifolds that allows us to establish a one-to-one correspondence of the 
points between them [14]. Since the only imposed restriction is that the 'distance' between 
the two space-times must he small in some suitable sense [37], there is no reason to choose 
one mapping over another. This gauge Jreedom2 is the source of the gauge-problem. We 
will now look more closely at the process of creating this map. 
3.1 Specifying the Gauge <P 
The only measurements that can be made are of the real physical Universe. In reality, we 
therefore observe the lumpy spacetime M and choose how to relate the points therein to 
those in the fictitious slJacetime Mo (i.e. we specify the gauge). This immediately defines 
the perturbations and their evolutions. Finding the best way to make this correspondence 
is referred to as the 'fitting problem' for Cosmology [39, 77]. Although the choice of <P is 
not unique, there are 4 steps which are generally taken to fully specify the gauge: 
(A) We define a family of world lines .:yo in A10 and a corresponding set .:y in the spacetime 
M. It is along these paths that we compare the fluctuations in the quantities in the two 
manifolds and determine their relative evolutions. The fundamental fluid flow lines are an 
obvious choice in Mo, and are often the best choice in M. However, in some cases, it may 
be convenient to consider other choices such as the paths designated by the normals to a 
chosen set of surfaces. 
(B) We define a r.orresponJence between the individual worldlines ;;l~ in Mo and those .:yi 
in M. This assigns each observer in M to a specific observer in Mo whose observations we 
will then compare. In the case where the background model is FLRW or Bianchi, the des-
ignation of observers in Mo becomes insignificant as the spatial homogeneity characteristic 
of these space-times ensures that the observations of the observers .:y~ will be identical. 
(C) We define a family of spatial surfaces Eo in A10 and a family of spatial surfaces 
E in M. These are 3-spaces that are constant in time in the two manifolds. The logical 
choice for Eo in )\.10 is the set of surfaces of homogeneity (i.e. where to = constant), which 
forces the corresponding surfaces E (to = constant) in M to be the idealized surfaces of 
constant density (i.e. J.1o = constant). Essentially, the spatial surfaces where (t = constant) 
are actually taken to be those 3-spaces in )\.1 where (to = constant). Each spacelike surface 
2Here 'gauge-freedom' refers to the freedom available in the choice of mapping. 
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CHAPTER 3. PERTURBATION THEORY AND THE GAUGE PROBLEM 9 
Figure 3.1: The map CP may be created by making 4 specifications: (A) we choose a family of 
world lines in each spacetime; (B) we specify a unique correspondence between the world lines in the 
family in M and the time lines in the family in Mo; (C) we then choose a family of 3-surfaces in 
each spacetime; (0) we specify a particular correspondence between the spacelike surfaces in the 
family in M and t.he spacelike surfaces in the family in JV/o [37]. 
in the family then corresponds to a particular time value to. 
(D) We define a correspondence between each particular spatial surface tb that con-
stitutes the family to in Mo and each individual spatial surface ti in the family t in M. 
In doing this, we are effectively assigning a time value to in the background to each event 
q in the spacetime M. This is critical as this assigns a particular point q in M to a point 
in spacetime qo in Mo and completes the specification of the gauge. 
In choosing the families of world lines and 3.-surfaces in each spacetime in (A) and (C), 
the intersections of ;Y and t isolate points in M and Mo which are then paired up in a 
unique manner by our choices of (B) and (D). 
In this way, we identity the inherent freedom in selecting a gauge that arises from the choice 
of surfaces in perturbed spacetime and assigning values of quantities to these 3-spaces. This 
freedom leads to an arbitrariness of certain perturbations such as 8f.L . vVith t = to , if we 
then exercise the gauge freedom in (C) and select spacelike surfaces of constant density in 
conjunction with choosing (f.LO = f.L) as allowed by (D), we can specify a gauge where the 
perturbations in energy density are 1511. = O. Similarly, the perturbative values of the energy 
density and the other quantities can be tailored to any desired values by the choice of a 
suitable gauge, as illustrated in figure (3.2). 
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-I----+---+--~ 
Figure 3.2: Any desired value can be designated to the density perturbation (OJ.l = J.l - J.lo) at a 
point q by merely varying the correspondence between surfaces in Mo and M in (D) [37). 
3.2 The Gauge Transformation 
It has been shown that definitions of certain perturbations depend critically on the choice 
of mapping and will therefore , be affected when this correspondence is altered . We now 
consider the operation that is used to change the mapping which is referred to as a gauge 
transformation. It is represented by an infinitesimal co-ordinate transformation, given by 
(3.2) 
where Ea(X) is some arbitrary infinitesimal vector field . This operation can be thought of 
as merely relabelling the co-ordinates in Mo. The key point is that such a transformation 
induces a translation of the co-ordina teti in the background manifold while the physical 
spacetime is kept fixed. The operation effectively changes the point in the background M 0 
that corresponds to a point in the physical spacetime M. The points in Mo now correspond 
to co-ordinates that may have different characteristics in the perturbed spacetime. We 
use the standard transformation rules to see how an arbitrary tensor on the background 
spacetime is changed to first-order in c [27]; 
(3.3) 
Here L,T(x) is the Lie derivative of the background tensor field To along the vector field c. 
For scalars, vectors and tensors , this is 
V' aj(u, 
V'b Va(b + VbV'bta, 
V' cT ab fc -I- Tac V' bEc + Ten V' af. c . 
(3.4) 
(3.5) 
(3.6) 
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We can infer that the value of the perturbation in a quantity which has a non-zero back-
ground value and is a function of its co-ordinate position in the background, is affected by 
this same operation. Using (3.3), we can calculate how the perturbation changes under a 
gauge transformation 
oT/(x) = T(x) - T~(x) = (T(x) - To(x)) - L,To(x) = c5T(x) - L,To(x) . (3.7) 
Perturbations which are aff~c:ted in this manner are termed gauge-dependant. This depen-
dance is the source of the arbitrariness of certain perturbations (such as OJ.1 described in 
(3.1)) which is central to the gauge problem. 
Gauge-dependant variables become problematic when switching between gauges, because 
perturbations defined in one gauge <Pl which are affected by gauge transformations, will 
not necessarily correspond to variables in another <P2. If the gauge <P is only partially spec-
ified (i.e. (A)-(D) given in section (3.1) are not specified), the residual freedom prohibits 
the reconstruction of the map solely from observations of the real Universe M. The gauge-
dependant perturbations will then not be observable, following from the principle of general 
covariance [20]. Leaving some residual freedom may also allow physically different points in 
the background Mo to be mapped to each other as the limit (M = Mo) is approached [18]. 
This gives rise to spurious evolutionary modes of the linearized perturbations which are 
inherently unphysical. There are 3 ways of approaching the problem in order to side-step 
such unsatisfactory situations [96]: 
• We can initia lly choose an appropriate gauge, specify it completely (i .e. specify (A)-
(D) completely) and work within it throughout the treatment. The gauge-dependant 
perturbations, such as OJ.1, pose no problem here. This may however be impractical 
as different situations can be greatly simplified by a suitable choice of gauge. 
• The second approach was first explored by Lifshitz who acknowledged the gauge free-
dom present in the synchronous gauge3 , kept tabs on it and removed the spurious 
gauge modes that arose from it. The results must then be transformed into gauge-
invariant quantities in order to expose their physical meaning. Although this approach 
is fundamentally valid, it can become complicated and has in the past been littered 
with errors [82]. 
• The third llIeans of avoiding the problematic gauge modes is to establish a complete 
description of the perturbations in terms of Variables that are independent of the map-
ping and thus do not change under such transformations. These objects are referred 
to as gav,qe-invariant. Taking equation (3.7) and the definitions of Lie derivatives 
given in (3.4) -(3.6) into account, Stewart and Walker deduced a clear-cut definition 
of such quantities [8tl]: 
Lemma: The linear perturbation oT of a field To on the background spacetime Mo 
is said to he gauge-invariant (GJ) if and only if it fulfills at least one of the following 
criteria: 
3The synchronous gauge is the co-ordinate system where the proper time is the same as the co-ordinate 
time and constant spatial co-ordinates are orthogonal to constant time hypersurfaces. This is the natural 
frame of free-falling observers. 
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i.) To vanishes; 
ii.) To is a constant scalar; 
iii .) To is a linear combination of Kronecker deltas with constant co-efficients. 
This lemma makes sense if we consider how a gauge transformation alters a field T, 
given in equation (3.7). When the co-ordinate in the background Mo corresponding 
to a point in M is changed under a gauge transformation, the value of a perturbation 
of a quantity remains invariant because the background value of that quantity is the 
same everywhere (i.e. zero as in (i.) or constant as in (ii.)). 
Mathematically the above stated conditions ensure that the Lie derivative of the field 
To vanishes for a ll vec tor fields E on M. From (3.3) it is evident that if these conditions 
are satisfi ed , the field Ton NI and hence the perturbation remains unchanged by the 
gauge transformat ion. 
The refinement of an approach to tackle the GI dilemma was achieved over a long period of 
time and had various contributors. Hawking (1966) [51] was the first to develop an entirely 
covariant formalism by extending the previous work by Ehlers (1961) [33], that looked at 
perturbations of the curvature rather than of the metric. It was fully GI in terms of the 
tensor perturbations, however, it suffered from the same problems in that the variable 0: 
that he used in his analys is of density perturbations depended on the chosen gauge. Olson 
(1976) [77] managed to identi fy and remove most of these spurious gauge modes but could 
not eliminate all interpretation ambiguities born out of the gauge-dependant definition of 
the density pr.rturbations. Bardeen (1980) [2] recogn ized the need to develop an approach 
where gauge- invar iant variab les are employed throughout as dynamical degrees of freedom 
[18] and made the first presentation of a complete se t of GI variables that fully described the 
linear perturbed spacdime. These metr ic and mat ter variables comprised of appropriate 
linear combinations of gauge-dependant p erturbations such that the Stewart and Walker GI 
condition is satisfied. The aspect of this approach that is deemed unsatisfactory is that, by 
their construction, the variables are defin ed with respect to a particular co-ordinate system 
and their physical and geometrical meanings become clear only once a specific hypersurface 
condition (i.e a time gauge) is specified [ll] . Within his approach Bardeen also employs a 
non-local decomposition of variables into scalar , vector and tensor parts . The variables are 
thus, only gauge-invariant under a limitf.d set of gauge transformations which acknowledge 
this splitting. His formalism is also a linear theory and therefore, only applicable to small 
deviations froll1 t he FLR\i\T sym metry. Ellis and BlUni (1989) [37] recognized the poten-
tial for a significantly improved approach that is based on the fully covariant formalism 
presented by Hawking and Olson but where the choice of variable representing the density 
perturbat ions is guided by the Stewart and Walker lemma. The covariant definition of the 
variables ensures that their correlation to physically and geometrically significant quanti-
ties is immediate ly transp arent and their exact presentation gives them meaning in any 
spacetime. Most important ly, they are chosen such that their background values vanish, 
and are thus GI by definition. The advantage of this approach is that the scalar, vector 
and tensor perturbations :1.re treated in a unified manner; no decomposition is made, but it 
can be performed at a In tel' stage. Since no linear ization is performed when defining their 
covariant qllLmtit ies, the exact evolution equations can be found and then linearized with 
respect to a chosen backgrou nd later on. 
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vVe choose to move away from the standard approach, which follows the evolution of per-
turbations defined between observers in Mo and M Universes, related by a specific gauge. 
Instead of fixing the gauge freedom, we will adopt the Ellis and Bruni approach (which is 
generic to all reference frames) and extract only the GI part of the perturbations [96]. In 
this approach the fluctuations are defined with respect to two adjacent observers within the 
same perturbed Universe M. 
3.3 Non-linear perturbation theory 
As described in the first part of chapter (3), perturbation theory is one method that can 
used to solve the Einstein equations and involves perturbatively expanding them around 
a background model. The extent to which the expansion is performed is determined by 
the phenomena one wishes to probe. We estimate the order of the terms that will yield 
physically relevant measures of inhomogeneity and anisotropy of the real Universe [76] and 
eliminate quantities of higher order. In linear perturbation theory, the expansion of the 
kinematic, gravitational and matter quantities typically stops at first-order, however the 
fluctuations in the ohservables are then limited to small deviations from those in the back-
ground model. In order to determine when higher order perturbations become significant 
and must be dropped, it is common practice to compare the magnitudes of linearized vari-
ables to background quantities such as the energy density J.L. For example, in the Eulerian 
approach [65,81] to density perturbations, the concomitant equations are expressed in terms 
of the density contrast 
6J.L(X, t) = (J.L(x, t) - p,) /p,. (3.8) 
This variable can be perturbatively expanded, with solutions that are assumed to be suit-
ably handled by lineR)' theory provided (6J.L(x, t) « 1). However this linear approximation 
only probes the early stages of gravitational collapse; the density contrast of most structures 
in the Universe s ignificantly exceeds unity [40]. 
Alternatively, a Lagrangian approach may be adopted in which the variable that is cho-
sen to follow the evolution of the density fluctuations is the displacement of fluid element 
from its starting position [90]. Zel'dovich introduced the idea that a universal time function 
F(t) can be used to translate the final Eulerian position x to the initial Lagrangian position 
q [22]; 
X(q, t) "-' q + F(t)w(q), (3.9) 
where w(q) is the time-independent function of the Lagrangian density field. He also 
proposed a linear Lagrangian approximation for dust called the Zeldovich approximation 
[87, 105] in which the time function is approximated to first-order by the growth factor D(t) 
of the lineal' modes. The key aspect of the Zeldovich approximation is that a small per-
turbation in Lagrangian fluid element paths contains nonlinear information concerning the 
corresponding Eulerian quantities [85]. The displacements grow with the same rate D(t) 
everywhere, hmvever the growth rate of the density perturbations which they represent, 
vary with position . This means that displacements remains finite for all time, including 
those where bJ.L(x, t) '-7 00. This linear theory can therefore he used to probe non-linear 
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structure formation, however it is limited to the quasi-linear regime. Unfortunately there 
is no general rigorous procedure to establish when non-linearities need to be taken into 
account to avoid skipping over important physical effects [20]. To improve the accuracy of 
our models, we need to retain the higher order terms in the perturbative expansion of the 
solutions to the Lagrangian displacement . 
The pioneer in this regard was Buchert who extended previous work using the Lagrangian 
approximation within the context of Newtonian theory, to second [15] and third [16] order. 
Approaches which are based on Newtonian dyn amics are only valid on small scales; a rel-
ativistic approach is necessary to accurately model phenomena occurring on super-horizon 
scales. Lifshitz (see above) was the first to present a linear theory of perturbations with 
its basis in general relativity. Tomita (1967) [92] built on this work and calculated the 
second-order terms in the evolution of the scalar perturbations in an Einstein-de Sitte Uni-
verse within the synchronous gauge, one of the most widely used gauges in cosmological 
perturbation theory. Since the degrees of freedom in this gauge are not all fixed, care must 
be taken to monitor any fictitious modes that emerge. 
Materesse, Pantano and Saez [74, 75] recalculated this result using synchronous and co-
moving coordinates within a relativistic framework. The dynamics are monitored via the 
observable fluid variables (density, shear and vorticity) and tensors describing the curva-
ture, with the fluid flow equations expressed in Lagrangian form. The problem is simplified 
by considering an irrotational fluid where signal exchange by the gravitational field is ne-
glected (i.e. terms containing Hab are dropped). Russ et . al . [83] extended the above using 
a tetrad formalism, which is necessary for the implementation of the relativistic Zeldovich 
approximation, and included the second-order terms that arose from the mixing of growing 
and decaying linear scalar modes. 
Salopek, Stewart and Croudace [84] derived a relativistic non-linear Hamilton-Jacobi 4 equa-
tion to simplify the calculation of the higher order corrections to the Zeldovich approxima-
tion. Its solution was sought in terms of a spatial gradient expansion, which is advantageous 
as it allows the concomitant equations to be constructed such th at they are invariant under 
transformations of the spatial co-ordinates . In doing so, they calculated the second-order 
metric perturbations in the comoving synchronous gauge. 
Tomita [93] investigated the inclusion of tensor and vector modes at linear order as seeds 
for all 3 types of perturbations at second-order. 
In [72], Matarrese and co-authors followed the evolution of the perturbations in an Einstein-
de Sitte Universe , up to second-order within the synchronous gauge. Generalizing the con-
dition of GI at first-order to second-order, GI metric variables were defined, enabling a 
second-order gauge transformation to then be performed on the results to obtain the metric 
perturbations in the Poisson gauge. Within both co-ordinate set tings, mode-mixing was 
identified . 
. IHamiltonian-Jacobi t heory is widely used ill t he separation of variables. 
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Bruni and co-authurs have worked extensively on shaping the definition of gauge invari-
ance to an arbitrary order n, as wel! as generating formulae for the gauge transformations 
at higher order. In [13], the explicit rules for second- and third-order are presented, using 
the transformation of tensors between the synchronous and Poisson gauges as an example. 
The gauge dependence of non-linear perturbations based on two parameters was explored 
in [12, 89], leading to the derivation of the explicit higher-order gauge transformation rules 
and a rigorous definition of gauge invariance. 
It is evident that the literature in non-linear perturbation theory is limited and the cal-
culations in the bulk of the work are performed within a specific gauge, chosen to simplify 
the interpretation and evolution of the variables. Since the gauge is completely specified , 
the perturbatiuns become real geometrical objects and the issue of gauge invariance does 
not feature. In recent work by Clarkson [20], a semi-rigorous methodology for the treatment 
of perturbations up to second-order within a 1 +3 covariant frame work was presented . Us-
ing the proced ure to find second-order (two parameter) GI matter quantities set up in [76], 
Clarkson considered the sourcing of tensorial gravitational waves by scalar density pertur-
bations and visa-versa. This is performed under the assumption that an analogous method 
for linear perturbations exists. For our application, we choose to employ this methodology 
as a basis to construct a set of second-order covariant GI quantities describing the magnetic 
field-GW interaction in an 'almost-almost' FLRW Universe. 
Recipe for second-order covariant perturbation theory 
In what follows, we outline the general procedure for second-order perturbation theory using 
our own perturbation scheme to illustrate the method . 
• We start by choosing an appropriate background spacetime (FLRW in our case). From 
the properties of this spacetime we extract those quantities which are non-zero and 
thus zeroth order . 
• We perform the standard linearization procedure about this chosen backgTound space-
time. This is relatively simple and entails merely choosing which types of perturba-
tions to excite at this level. The point is that one can choose the perturbation scheme 
according to the effects one wishes tu examine. In our case we distinguish between 
two linear space-times to describe small deviations from FLRW background that are 
sourced by magnetic field and G\i\fs separately5. In the first 'almost FLRW' space-
time, only the m8gnetic field exists. It obeys IVIaxwel!'s equations and is therefore 
divergence-free at linear order. This spacetime may thus be regarded as a class of vec-
tor perturbations on the FLRW background. In the second 'almost FLRW' spacetime, 
the perturhations descrihing the gravitational waves are limited to purely tensorial 
ones. This choice of first-order variables is appropriate as the isotropic nature and 
conformal flatness of FLRW spacetime forces these variables to immediately vanish 
in the background and in so doing, makes them manifestly GI. Our treatment is sim-
SThe choice of the perturbative scheme described herr', will br. motivated at a later stage in section (5.4) 
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plified by this limited choice of perturbations but the more generic the first-order 
perturbations are chosen to be, the more complex the treatment becomes . 
• The inherent problem with using the covariant approach to non-linear order is that 
the gauge transformations at second-order and higher become extremely convoluted 
and performing these operations throughout the wide range of existing gauges would 
be far too cumbersome. The alternative is to establish a set of second-order gauge-
invariant variables that fully encompass the effects one wishes to study. Although 
simpler, this is also a non-trivial task. By definition, a second-order gauge-invariant 
variable is one that vanishes in both the background and the first-order space-times 
[13]. Again basing our choice on the physical effects we wish to study, we identify a set 
of these second-order GI (SOGI) variables (being either objects entering only at 0(2) 
or being constructed from zeroth and first-order quantities) and restate the relevant 
equations entirely in terms of these SOCIs. The appeal of using linear perturbation 
theory is that the separate scalar, vector and tensor modes evolve independently of 
each other. However at higher order we encounter mode-coupling, where the different 
perturbations may affect each others' evolutions. We choose to ignore one of these 
couplings, namely the back-reaction of the magnetic field on the CWs . 
• The equations governing the evolution of the main SOCIs are finally derived. In 
order to arrive J.t a closed set of equations, it may be necessary to find the evolution 
equations of auxiliary SOCIs that arise in the main equations. This is performed in 
an iterative manner. By converting all multiples of first-order quantities into new 
SOGIs, the system appears in the form of a set of hnear diffprential equations which 
makes finding their solutions simpler [20]. 
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The Covariant approach 
The ambiguities born out of the interpretation of gauge-dependant quantities led Hawking 
[51] to develop a perturbative approach based on the work presented in Ehlers' seminal pa-
per [33], in which covariant variables which take the same form in all co-ordinate systems, 
were introduced. Ellis extended and developed Ehlers' approach and performed the unique 
splitting given in [33] on the exact covariant fluid equations given in [51], into their com-
ponents in 3-dimensional space and time. This formalism was systematically presented in 
the famous Cargese lectures [35] and is referred to as the '1+3' covariant approach. In this 
approach to GR, the metr ic itself can not provide a covariant description and therefore, does 
not constitute the funJamental variables. Instead, the kinematic quantities of the fluid: the 
energy density, pressure, gravito-electric and magnetic quantities are the observables whose 
perturbations fully describe the inhomogeneity and anisotropy of the real Universe [68]. We 
will now review the details of the 1 +3 covariant formalism that was used to formulate the 
GI approach to perturbations by Ellis and Bruni [37]. 
In order to perform this 1+3 decomposition, we need to introduce a universal reference 
velocity field u a . This chosen field will form the basis of a reference frame relative to which 
all motion is defined and quantified. In accordance with the observed average recession of 
the galaxies, we assume tha.t the matter in the Universe has a locally well-defined preferred 
motion that can be represented by a unique 4-velocity vector field ua, satisfying uaua = -l. 
Based on the Copernican principle, we can assume that this holds at each point in the Uni-
verse. We then introduce a family of observers, called the fundamental observers, travelling 
such that this fi eld represents the congruence of their worldlines 1 . In so doing, any obser-
vations made are those relative to this preferred velocity. Since this timelike unit vector is 
tangent to the fundamental worldline curve, it is defined in terms of local co-ordinates by 
a dx Q 
u =-
dT ' 
( 4.1) 
where T is the proper time measured by the fundamental clock. In choosing this field to 
coincide with the average velocity of the matter in the Universe, it acquires an 'invariant 
significant ' such that the covariant quantities at every point which are defined with respect 
1 A worldline is a timelike curve which represents the history of a fixed point y'" in space through time. 
17 
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to u a , can be decomposed uniquely [35]. The 1+3 split is suitable in any spacetime that 
has a preferred timelike flow such as cosmological models. 
Frame choice: 
When adopting the viewpoint of these observers, our frame choice is referred to as the 
fundamental frame2 . We are at liberty to adopt any frame through the re-definition of a 
velocity field u a . Gau~e invariance however , requires us to choose a velocity that reduces 
to the 4-velocity of the fundamental' observers in the FLRW limit [18] . This velocity is 
then used in the definition of the covariant variables, which are picked (Jut to describe the 
perturbations as seen by observers comoving with this velocity. Given that the values of 
the variables depend on our choice of u a, the reference can be chosen so as to eliminate 
certain parts of the inhomogeneity and anisotropy. For example, we can choose u a such 
that the perturbation describing the acceleration ua vanishes, referred to as the geodesic 
frame. The above stated restriction on u a however, ensures that this frame-dependance 
does not introduce similar ambiguities to those encountered from the freedom in the gauge 
choice. Since the velocity used in their definition reduces to the same in the background, 
the variables are entirely GI. 
Comoving CO-Ol'dinates 
In certain instances, it is convenient to fix the spatial co-ordinates of the events in the 
spacetime We attach the spatial reference frame to the average positions of the galaxies such 
that the fundamental observers are at rest with respect to the local matter distribution. In 
terms of the manifold, we are in effect intersecting the fluid flow lines with local surfaces 
(7 = constant) and labelling the worldline with the spatial co-ordinates of the point of 
intersection. This intersection point will then evolve through time but will suffer no change 
in its co-ordinates (yl, y2, y3) relative to the reference frame. The 3-subspaces with (7 
= constant) are dragged along the worldlines onto surfaces with (7' = constant). The 
comoving co-ordinates are given by x a = (7, yO:) where T is the proper time measured along 
the fluid flow lines from the initial surface S. 
4.1 Projection tensors: 
Given that this unique timclike velOCity exists at each point, the other component of the 
spacetime at each point must be a preferred instantaneous rest-space that is constant in 
time. This is locally perpendicular to u a . Vie can then define a metric gab for the spacetime 
that decomposes into parts describing the projection of the vector-space tangent to each 
point, onto these 3D hypcrsurfaces and the ID timelike space itself U ab = -uaub [33]: 
(4.2) 
where 
(4.3) 
2The fundamental frame must be distinguished from the fluid frame, which refers to our frame ofreference 
other than the fundamental one. 
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The projection tensor hab has the following properties 
haa =gaa+uaua=3 habhbc = hac habua=O. 
19 
(4 .4) 
It is important to note the use of the term hypersurfaces. These sub-surfaces divide man-
ifolds into disconnected bulk regions and are only locally orthogonal to u a . Only in a 
non-rotating Universe , do these rest-spaces merge to form a surface lying perpendicular to 
u a. In this case hab becomes the metric of the spatial sections [36]. The operation of hab on 
any vector x a extracts the spatial component orthogonal to u a ; 
Xl..n = habXb Xn 0 l..ua = . 
We define the pseudotensor Eabcd with the properties 
Eabcd = E[abcd], f0123 = (-detgab)-1/2, 
and the corresponding projected tensor by 
(4.5) 
(4.6) 
(4.7) 
Since the contraction of a skew tensor with a symmetric one is zero, it is evident that all 
contractions of Eabc with the 4-velocity are identically zero, implying that Eabc is purely 
spatial. It is therefore interpreted as the effective volume element in the 3-space of the 
comoving observers. 
We can use this universaLly defined velocity field u a to define the covariant derivative of 
a quantity \J aTbc. This can then be split in the same manner into a comoving spatial 
derivative acting on projected quantities 
and the comoving timelike derivative along the flow lines parallel to u a 
Ta .. b = \J cTa ... bUc. 
(4.8) 
(4.9) 
The projection of a vector into the 3-space of the observer retains only the spatial part 
(4.10) 
while the projection of a second rank tensor T ab decomposes it into its irreducible trace, 
antisymmetric and projected symmetric trace-free (PSTF) components 
1 c 
Tab = 3Thab -I- (abeT + T<ab>, (4.11) 
where 
( 4.12) 
The decomposition of the variables into their irreducible parts in this manner forms the 
underlying basis of the 1+3 covariant approach. 
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4.2 Kinematics 
This section closely follows the discussion in [35]. 
The kinematics arc extracted by decomposing the covariant derivative of 4-velocity vec-
tor into its components parallel and orthogonal to u a 
( 4.13) 
where ub is the acceleration vector. This vector vanishes provided the flow lines describe 
the motion of the particles when they are ullaffected by any force other than gravity or 
inertia (geodesics). The spacelike field Vab defines the change in the preferred 4-velocity on 
the 3-space of the observer and effectively describes the relative velocities of the adjacent 
observers. 
This quantity can be further split into its symmetric and anti-symmetric components: 
(4.14) 
where nab is referred to as the expansion tensor and Wab == W[ab] = D[aUb] is the vorticity 
tensor. The decomposition of the symmetric part into its trace and PSTF parts gives 
( 4.15) 
where e = eaa = V aua is the expansion scalar. The quantity (Jab == D<aub> is referred to 
as the shear. The magnitudes of the shear and vorticity are given by 
( 4.16) 
Definitions of additional variables are needed to expose the physical meanings of above 
kinematic quantities characterizing the dyn am ics of the Universe. We start with the defi-
nition of a vector which relates the motion of two neighbouring particles along worldlines 
throughout time. Firs tly, ,ve choose a curve y" (i .e. T = constant) that connects two dis-
tinct world lines. In order to ensure that this curve connects the same two points throughout 
its progression with the worldlines, we invoke the use of comoving co-ordinates defined in 
(4). If the spatial positions of the two particles are described by yV and (yV + 8yV), then the 
vector joining them will have a time co-ordinate of 0 and position (jyV at all times. This is 
called the connecting vector and is generally defined by the relation 
Using the identity 
X a = ox
a (j v 
oyl' y . ( 4.17) 
( 4.18) 
its time derivative can be expressed in terms of the relative velocity vector defined above 
( 4.19) 
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Although the temporal component of the connecting vector xa is 0, it still has a time part 
and does not in general lie perpendicular to the preferred velocity u a (i.e. in some sense it 
may be tilted) . In order to define an entirely spatial vector, we must project xa into the 
rest space of the observer by multiplying by hab. The resulting vector 
(4.20) 
is referred to as the relative position vector and gives the displacement of the two observers 
in space only. The time derivative of the connecting vector then represents the rate at which 
the spatial displacement varies alld thus yields a spacelike vector describing the observers' 
differential velocity 
Vb :...: hau(XJJ. (4 .21) 
If we then apply (4.18) to the relative posi tiun vector 
(Xi) = '\lbua xi, (4.22) 
and multiply by hab , we obtain 
(4.23) 
since Vab is the spatial part of the '\lbUa. Being a vector, Xi can be expressed in terms of 
a magnitude and a unit direction within the 3-space 
1 
where eaea = 0, eaua = 0 and 8L = (habxa XU) 2. 
Taking the time derivative of the relative distance gives 
(8L) = ((Xb X )~). = ~ (Xi)(Xb) + ~ (Xb)(X1J. ~ b 2 (8L) 2 (8L) 
Using (4.19), (4.21) and (4.23), we obtain 
(oL) = 1 Va(Xb ) 1 ((Vab - UaUb)xa Xi) 2 (8L) + 2" (8L) 
1 VabXb(XV 1 Vab xa Xi 
2 (8L) +2 (8L) . 
If we substitute for the definition of Xl, we arrive at 
(4.24) 
( 4.25) 
(4.26) 
(4.27) 
(4.28) 
Since eaeb is symmetric, we retain only the symmetric variahles constituting Vab and arrive 
at 
( 4.29) 
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which is the generalized Hu~ble law. This indicates that the rate at which the distance 
between points changes (r5L) is proportional to their relative distance, where the ratio of 
proportionality depends on direction (since it contains the term a abeaeb) [36J . Using the 
same definitions, it can be shown that the rate of direction change is 
h b( ). _ (b b h b f g) a eb - Wa +aa -- aafge e eb· ( 4.30) 
This reveals the effects of the above defilled kinematical quantities on the direction and 
magnitude of the relative motion. 
9 Q Q 
j j j 
e (@ €) -\ f---\-:::-..-" ' ~ I ,f ~ t- / 
A. B. c. 
Figure 4.1: (A.) The action of e alone on a sphere is shown to produce another sphere with a 
different volume while preserving its orientatioll. (B.) The action of aab alone is shown to distort a 
sphere into an ellipsoid with the same volume, without changing the direction of the principle axes 
of the shear. (C.) The action of Wa alone is shown to give rise to a rotation of the sphere about a 
fixed axis [271 . 
The Expansion scalar 
If we consider only the contribution of 8 in (4.29), we see that a positive expansion will 
lead to an increase in the relative distances of particles by 
. 1 (6L) = - 8r5L 3 . (4.31 ) 
Since 
ea .. 0, ( 4.32) 
we infer that this variable does not affect the orientation of the particles in relation to each 
other. Since it is the trace of Vab , it represents the rate of change of the relative velocities 
of particles in the 3-space in the same direction as the change and quantifies the local rate 
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of isotropic expansion or contraction. It is convenient to define a length scale a(t) by the 
relation 
a 1 
-" = -8. 
a 3 
V 3a We can now describe the change in volume V along the flow line as V-a. 
The Shear 
(4.33) 
Eliminating all non-shear induced contributions to equations (4.29) and (4.30), we obtain 
(4.34) 
If we select an orthonormal basis of its eigenvectors, the 3 non-zero components of the shear 
are its diagonal elements. Its trace-free chnracter requires 
( 4.35) 
If one component of 0" ab is positive (in accordance with an expansion in that direction 
0"1 > 0), then the constraint (4.35) requires at least one to be negative (0"2 < 0), yielding 
contraction in that perpendicular direction. The action of the shear can then be viewed 
as distorting a spherical space into an ellipsoid without a change of volume (being trace-
free O"aa = 0). From the equations , we see that shear induces a change in the distance 
between particles along its principle axis O"u = O"abeaeb . Only the particles positioned in 
an eigendirection of the shear will remain ul\affected, although the cumulative change in 
direction will be zero on average. 
The Vorticity tensor 
Setting O"ab = Gab = 0 in equations (4.29) and (4.30), we obtain 
(8£) = 0, (4.36) 
We can infer that particles will remain at fixcd positions relative to each other over time 
but suffer a change in their orientation for non-zero Wab· To illustrate its action, we define 
the corresponding vorticity vector Wa which l"Ppresents the 3 components of Wab (as implied 
by its antisymmetric nature [74]) 
1 b cd 
wa = -EabcdU W 2 
(4.37) 
Since Wabub = 0 we see from (4.37) that Wa WaIJ = O. This indicates that Wa is an eigenvector 
of the tensor with a zero eigenvalue. This implies that if eb in the above equation is aligned 
with the vector W a , then no change in direc tion is registered. Since its action preserves 
all distances and changes the relative particle orientations in nil directions except one, the 
vorticity induces a pure rotation in the par ticle positions with respect to a locally inertial 
frame. Wa represents the axis of this rotation. If Wab = 0, there is no local rotation and 
the rest spaces of the particles mesh together to form a spacelike surface normal to ua, as 
mentioned earlier. 
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4.3 Matter 
It is standard practice to treat the entire cosmic substratum as a fluid and look to relativis-
tic fluid dynamics for an appropriate description. All information concerning the densities 
that characterize the matter field is contained within the symmetric tensor Tab, referred to 
as the energy-momentum tensor (EMT). vVe will define the EMT in terms of its components 
in some arbitrary frame. 
The momentum density in the a direction has a flux (time rate of flow) across a surface 
with normals pointing in the b direction which we denote Tab, where (a, b = 0, I, 2, 3) 
[28]. Given that the 0 index conventionally denotes the time co-ordinate, the elements TaO 
are interpreted as the flux per unit volume of the ath component of the 4-momentum across 
a surface of constant time. T Ob represents the rate of flow of the O-momentum component 
(energy densi ty) across the spatial surface of constant x b By deiiuition the TOO component 
is entirely non-dynamic and thus characterizes the relativistic ('llergy density of the matter 
field. Since the energy flux density and the momentum denSIty are both essentially the 
products of mass density and net velocity, TaO is required to be symmetric (i.e. TaO = T Ob ) . 
This illustrates the interchangibility of mass and relativistic energy. 
The remaining diagonal elements can be interpreted as the flux per unit volume moving in 
the same direction as the force (momentum density) inducing it . By definition, they rep-
resent the pressure. In the same regard , the off-diagonal elements encode the flux density 
of the momentum that flows in a direction perpendicular to ti: e momentum and contain 
the stress of the matter field. The conserv::ttion of angular mOl ll cntum requires Tab = Tba. 
This is necessary to prevent volume elements from experiencing' tl inite angular acceleration. 
The choice of the 4-velocity is however, not unique and can be chosen such that when 
the EMT is split up in the usual manner into its spatial and temporal parts, it takes on the 
following form 
( 4.38) 
where 
( 4.39) 
The component /l. = TabUaub gives the energy density of the j" lid. The component qa = 
-habTbcuc represents the elements TOb == Tao and is thus, the rC' ·).tivistic momentum density 
or the energy flux relative to u a . The spatial part Dab can then be decomposed further into 
its trace and trace-free components; 
where 
The diagonal elements (the trace) 
1 a b 
P = 3h oT a 
( 4.40) 
(4.41) 
( 4.42) 
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describes the isotropic pressure and 
( 4.43) 
represents the anisotropic part of this stress arising from viscosity and elasticity within the 
fluid . 
4.4 Perfect Fluids 
The standard definition of a perfect fluid is a comoving fluid with no particle intersections 
or interactions. The exclusion of any interactions means that the fluid can be characterized 
by zero viscosity and heat conduction. This forces the components of the EMT which are 
sourced by these properties, namely the energy-flux and anisotropic stress, to vanish 
(4.44) 
and in so doing, reduces the energy mon1P.ntum tensor to the form 
( 4.45) 
We identify these elements in the E:VIT as the directional quantities and can therefore 
describe a perfect fluid as one that appears isotropic in its own rest frame (since it is 
comoving). Hydrodynamically speaking, the fluid is in an equilibrium state where all fluid 
velocities are aligned so as to produce a new preferred hydrodynamical velocity and a 
corresponding projection tensor. The 1+3 splitting of the EMT using these new tensors 
yields the form of the fluid in equation (4.45) above. 
4.5 Energy-momentum Conservation 
If we want to solve Einstein's equations, we require auxiliary equations concerning the field 
of the matter source. We recall the cont.ract.cd Bianchi identities introduced in section (2.2); 
The equation where a = 0 describes the conservation of energy, while the equations where 
(a = b = 1, 2, 3) describes the conservation of each component of momentum. These parts 
are isolated using the standard space-time splitting. The component of the above identity 
in the direction of u a is the energy-cons p.T I'ation equation which gives the evolution of the 
relativistic energy density of the matter a long the flow lines, 
( 4.46) 
The spatial components that are isolated by projecting orthogonal to u a is the momentum-
conservation equation and describes the various pressure contributions to the total acceler-
ation 
(4.47) 
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We identify the term (p -i- p) in (4.47) as the inertial mass density. As previously mentioned, 
the consistency of the Einstein equation requires that all matter and energy fields combined 
obey these conservation equations. This illustrates the intrinsic connection between the 
invariance of physics under co-ordinate transformations and energy conservation which is 
embedded in OR [4]. 
4.6 Equation of state 
To close the system of fluid equations and complete its description, the conservation equa-
tions need to be supplemented by an equation relating the pressure and energy density; the 
equation of state. The cosmic substratum typically takes on the form of a barotropic fluid, 
for which the pressure can be represented by a function of the energy density p = p(p) only. 
The fluid is effectively assumed to be in a state of local thermodynamic equilibrium (perfect 
hydrostatic balance) so that the equation of state becomes 
p=wp, (4.48) 
where the barotropic constant w takes on various values for different types of fluids. To 
preserve causality the pressure p must be less than the energy density (i.e. 0 < w < 1). In 
our application in chapter (6) and (7) , we consider the following two types of barotropic 
fluids: 
• A non-relativistic perfect fluid is referred to as dust. Since the energy density dom-
inates over the pressure, we set w = O. This equation of state is typically used to 
describe the Universe at late times where the fluid particles have been suitably dis-
persed by the expansion such that the kinetic pressures are negligible . 
• Radiation refers photons or massive particles travelling at relativistic speeds. Here 
w = ~ suitably describes the faster fall-off of the energy density than the pressure 
with the expansion. This occurs because the radiation pArticles have momentum and 
consequently suffer additional loss in energy with redshift (not only a decrease in the 
number density of the particles). Radiation is commonly taken to be a perfect fluid. 
4.7 Electromagnetism in G R 
OR provides a complete description of the magnetic field via the antisymmetric and traceless 
Faraday tensor 
( 4.49) 
When moving with the 4-velocity u O , the observer perceives the electromagnetic field as an 
electric field 
and a magnetic field 
F * b obu = 
(4.50) 
(4.51) 
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where F;b = ~cabcdFed is the dual of the electromagnetic tensor. As a result of the total 
skewness of Pab and the alternating tensor Cabed in definition (4.51), the projection of these 
vectors along u a are identically zero 
( 4.52) 
since UaUb is symmetric. This implies that they are purely spatial with magnitudes 
(4.53) 
The equation for Pab has been formulated such that it describes the properties of the 
electromagnetic field under a frame transformation 
(4.54) 
We infer that the electric and magnetic fields are merely different manifestations of the 
same unified electromagnetic field. In our application in chapters (6) and (7), we will look 
at the physically measurable magnetic and electric components of the electromagnetic field 
rather than the Faraday tensor itself, as it gives rise to mathematical compactness and the 
physical meaning of the results is more clear when stated in terms of Ea and Ba [95]. 
Maxwell's equations 
Maxwell's equations are given in terms of operations on the Faraday tensor; the first has 
the form 
(4.55) 
where Ja is the 4-current giving rise to the electromagnetic field. This is made up of 
the charge density q = _Jaua and the spatial current measured in the rest frame of the 
fundamental observer J a = habJb. The second equation is a direct consequence of the 
existence of a 4-potential 
Isolating the temporal parts of IVIaxwell's equations yields the propagation equations 
. 2 I B Bb . bBe bEe 1. Ea + :leEa cur" + (Job + Cabe U + fabew + -]a, 
cO 
(4.56) 
( 4.57) 
( 4.58) 
which illustrat.e the conservation of momentum-density for a magnetized medium. The 
constraint equations are derived by projecting with hab 
(4.59) 
(4.60) 
where Pc must be zero for the divergi"'nce-free condition. The above indicate that in an 
irrotational Universe w a = 0, the electric and magnetic: fields are divergence-free and thus 
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have no scalar contributions. 
The Faraday tensor can be used to construct an energy-momentum tensor encompassing 
the properties of the EM fielJ 
T:r: = ~ (E2 + B2) (~hQh t- UaUb) + 2U(aCb)cdEc Bd + Dab, (4.61) 
where D<ab> = 1 (E2 + B"2) hab - EaEb - BaBb· We can easily identify the EM analogues 
to the components of the EMT of an imperfect fluid in (4.38) as seen by the fundamental 
observer 
P~m 1 (2 2) 2" E + B 'Uu.ub, (4.62) 
Pem 1 (2 2) "6 E + B hab, ( 4.63) 
q~m (QUCE B b c, (4.64) 
?fab 
em 
Dab. (4.65) 
Since 
1 (4.66) Pem = "3Pem, 
the EM field behaves like a radiation fluid with anisotropic stress and energy flux. The 
fluid description of the field however, does not account for its vector nature as well as its 
intrinsic coupling to the curvature [99]. 
Case of Infinite Conductivity 
An important assumption which commonly accompanies treatments of electromagnetic 
fields in Cosmology, is that of infinite conductivity of the cosmic medium. This suppo-
sition is valid for the majority of the Universe's evolution and is most applicable during 
very early stages in its evolution (cf. [7], for an example). Consider the following form of 
Ohm's law 
( 4.67) 
where ua is the velocity of the fluid and (J is the conductivity of the medium. If we project 
into the rest-fram<: of the observer hac) we: fiud 
(4.68) 
This shows that non-zero spatial current s ha cia can exist in the absence of an electric field 
provided the medium is perfectly conducting. This assumption allows us to set Ea = 0 
which greatly simplifies the manipul8tion of Maxwell's equations. 
The alternative means of discounting any electric fields while retaining coupling between 
the fluid and the magnetic field, is to ac-.;ume the presence of a pure magnetic field with 
no associated electric field and currents. \\·l1en the electric field propagation equation with 
Ea = ia = 0 is inserted into the exact momentum-conservation equation, the magnetic 
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field terms therein are removed , effectively eliminating the momentum exchange between 
the field and the fluid. We see that this assumption disconnects the fluctuations in en-
ergy density with those in the field [96]. vVhen implementing the weak field approximation 
(WFA) [96, 97, 99] (which will be discussed in depth at a later stage), the choice of infinite 
couductivity over setting Ea = Ja = 0 is even more important because the key assumption 
B2 « /-L additionally removes this coupling in the evolution equation of the spatial gradient 
of the expansion [9G]. 
4.8 Dynamics 
Returning to (2.7), we employ the decomposition of the energy-momentum tensor given in 
(4.38) and split the field equations into the spatial and timelike parts by performing a full 
contraction over hob and 'ua . This prod uces 3 equations which are equivalent to (2.7) 
RabU,au,b 
RabU,ahu c 
Rabha r h b d 
~(/-L + 3p) - A, 
-gc, 
(~(/-L - p) + A) hcd· 
( 4.69) 
(4.70) 
(4.71 ) 
These equations are the timelikc (0,0), space-time (O,/-L) and spacelike (a,/3) parts of the 
Einstein equation. These relations are equivalent to 10 equations of which all need to be 
satisfied . We will use Einstein equation in t.he form of (4.69)- (4.71) to derive equations 
governing the dynamics of the Universe. 
4.8.1 The Propagation equations 
The Ricci identity given in (2.1) must hold for any vector field and can therefore, be applied 
to the chosen 4-velocity fi eld 
(4.72) 
Isolating the part of this identity along u," gives an equation describing the evolution of the 
covariant derivativr of the preferred velocity along the fluid flow lines 
(4.73) 
We are now equipped to find the evolution equations of the individual kinematic quantities 
introduced in section (4.2). We can empl oy the 1+3 decomposition of (\7 dUa) in equation 
(4.13) and the field equation (4.69) and separate the resultant (4 .73) into its trace, anti-
symmetric and PSTF parts to find 3 equations. They are referred to as the propagation 
equations because they involve the time derivatives of the kinematic quantities. 
The Raychaudhuri equation 
The contraction of the propagation eq LIE! t ion (4.73) on the indices a and d isolates the trace 
( '<7a )' '<7a . , oa <: '<7 _ Ra b c _ R b c v u'a - v u,,, -;- v 71 v cu'a - bcaU u, - bcU, u, . (4.74) 
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We now substitute for the RHS from the equation (4.69) and replace \7aua = e and find 
the evolution of the expansion, or the Raychaudari equation 
(4.75) 
We now introduce the scale factor a(t) defined in section (4 .2) which relates physical coor-
dinates to comoving coordinates It shows how the physical separation between comoving 
fluid elements changes with time and is t.herefore related to the relative expansion of the 
Universe. If we replace the LHS of (/1./j ) using equation (4.33); 
8 = 3il 
a' 
we see that it is equivalent to the second derivative of the scale length and therefore gives 
the curvature. 
The contribution of the term - ~ (p -!- ~p) depends critically on the relationship between 
pressure and density as dictated by the equation of state. For normal matter (p + 3p > 0) 
this term is negative and thus slows dow n the expansion and is so identified as the active 
gravitational mass density of the fluid. The vorticity term favours the expansion of scale 
factor, as the local rotation along the lIuid flow tends to pull matter apart due to conserva-
tion of angular momentum. The shear terlll reduces the expansion rate because the positive 
spatial change that is represented by (Too is perpendicular to the direction of the average 
motion of matter. The outcome of this competition between these terms determines the 
fate of the Universe. 
The Vorticity propagation equation 
The antisymmetric part of the propagation equation (4.73) is found by multiplying it by 
Eadk and represents the evolution of the vorticity 
. 1 I ' 28 a a b W<a> = 'le ur U c - :3-w +0' bW . 
Evidently, the global vorticity is diluted by the expansion. 
The Shear propagation equation 
(4.76) 
If we project (4.73) on the indices a and (' and substitute only the trace-free symmetric part 
of Vao defined in equation (4.14), we arrive at the shear evolution equation 
. 28'" D' c C 1 E CJ ao = -:3 - CJab -t- U<aUb> + <aUo> - CJ <a CJb>c - W<acWo> +"2:T ab - abo (4.77) 
We note the aI->pearance of the electnc part of the Weyl tensor Eab and the anisotropic 
stress 7fab in the equation above. Tlli ,.; illustrates how the tidal gravitational field sources 
distortion in the fluid flow. 
4.8.2 The Constraint equations 
The propagation equations are complemented with 3 additional relations, which are the 
components of the Ricci identity (-1.72) Oltllogonal to u. a on the index d. They are referred 
to as the constraint equations as they cOI)[<1in no time derivatives uf thp. kinematic quantities, 
onlv spatial derivatives. 
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The (0,1/) component of the field equations 
The first equa.tion is found by contracting on a and c and substituting the RHS for the 
'space-time' component of the Einstein equation (4.70). This gives 
(4.78) 
which illustrates the direct relationship between the spatial inhomogeneities in the matter 
and the energy flux qa· 
The divergence of the vorticity equation 
To find the constraint equation involving the vorticity we exploit the symmetric nature of 
the Riemann tensor. The antisymmetric part of the Ricci identity, 
(4.79) 
directly implies that 
'V 1& 'V djUc = O. (4.80) 
Multiplying by (bed gives the identity 
(4.81) 
The magnetic part of the Weyl tensor 
Finally, we multiply the Ricci identity by fcdk and symmetrize on a and k to obtain an 
expression for the magnetic part of the Weyl tensor 
(4.82) 
Evidently, the tensor Hab characterizing gravitational waves is composed partly of the rota-
tion of the shear and the distortion of the vorticity. The action of the shear has been shown 
to induce distortion without a chan~e in the direction of its principle axis. The magnetic 
part of \Neyl tensor thus describes how this axis rotates. 
4.8.3 The other Bianchi identities 
The evolution of the shear is given in equation (4.77) is controlled by the electric Weyl com-
ponent Eab (and thus H ab ) whose propagation equations we have yet to find. To determine 
the evolution of the gTavitational field, we use the other Bianchi identities. These are the 
field equations that essentially govern the Weyl tensor, isolating tILe part of the spacetime 
curvature that is affected by the 1l1ntt.er distribution elsewhere [9;:;]. In 4 dimensions, the 
identity (2.8) is equivalent to 
(4.83) 
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By replacing the Weyl tensor by its form given in equation (2.4) and substituting equation 
(2.7), we obtain equations for Hab and E ab . Projecting them along u a gives Maxwell-like 
field equations that govern the evolution of the gravitational field 
Bab + GEab - curl H<ab;> + ~(I" I- p)O'ab + iG'll"ab + ~irab - 2Icd<aucHb>d 
+~D<aqb> - 3O'<ac (Eco> - i'll"b> C) - Ecd<aWc (Eb> d + ~'ll"b> d) = 0 (4.84) 
and 
Hab j- GHab + curl Eab ' - ~curl'll"ab + ~W<aqb> - 3(J <acHL 
(2 . cE d cH d 1 c d) · fc d<a U b> + W b> + 2(Jb> f] . (4.85) 
Contracting with hab gives the two complementary constraints 
DbE 1 D 3 bH 1 Db GIl b (3 b C bdHC ) 0 (4 86) ab-3" a/l- W ab+2 'll"ab+ 3"qa-2(Jabq + Eabc 2wq -a d = . 
and 
(4.87) 
We have defined the fundamental variables, their governing equations and the reference 
frame with which they are identified. We are now equipped to folluw the evolution of the 
perturbations of these quantities as seen by the fundamental obsen·ers. 
To summarize, we have derived a system of propagation and constraint equations which 
closes once the equation of state given in section (4.6) has been specified. The constraint 
equations are necessary when dealing with an initial value problem; they essentially give 
the initial conditions which must be satisfied by the evolution equations. An initial data set 
that satisfies these equations can then be sought. It is necessary to check that this set of 
equations is consistent, which involves confirming that the constraints are satisfied through 
time as a result of the propagation equations holding. This will be elaborated on in section 
(6,5) , 
4.8.4 The vorticity-free case 
In section (4.2) the vorticity Wa \Vas shown to give rise a rotation I ,f a local frame relative 
to the rest-frame of the galaxies. If W = 0, the 4-velocity u a satis(;L:; the relation3 
( 4.88) 
which leads to 
W = 0 ---- locally :3 functions T , t : u a = -r+.a · (4.89) 
In other words , W = 0 gives the condition for which u a is propor tional to a gradient t,a 
which is the tangent vector that lies orthogonal to the local surfaces El. (i.e. t = constant). 
We infer that w = 0 is then the condition for u a to be orthogonal to these individual local 
surfaces. Since all tangent 3-spaccs El. lie normal to ua , they J' ' ''h together to form a 
spacelike surface orthogonal every\Vhere to u a . 
3The ' ,' in the following equation denotes a partial derivative, definpd by I, II == -!fa. 
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The Gauss equation 
When w = 0, it is possible to define the intrinsic curvature of a family of these surfaces L:J.. 
We use the Ricci identity in 3-space applied to an arbitrary vector field X a in the 3-space 
(i.e. xaua = 0) 
(4.90) 
where 3 Rabcd is the curvature tensor of the 3-spaces. In 3 dimensions, the Ricci tensor has 
thp same number of independent components as the full Riemann tensor which means that 
the ::I-Riemann tensor can be written in terms of the 3-Ricci tensor as follows; 
(4.91) 
Substituting the definition of the covariant derivative of a vector field on these surfaces 
DbXa == hbdhae<:JdXc as well as hab and "\laud in (4 .13), we obtain an expression for the 
curvature tensor in 3-space in terms of the 4-dimensional curvature; 
(4.92) 
Contracting (4.92) over 2 indices and substituting for (2.7), (4.38) and (4.78), we obtain 
Contracting again 3 R = hab3 R ab gives the Ricci scalar of these 3-spaces; 
(4.94) 
This illustrates how the matter content influences the curvature of the 3D space. 
4.9 FLRW Models 
Since the process of solving the exac:t Einstein equations is highly non-trivial, the logical first 
step towards achieving this is to find a solution to a more simplified matter distribution 
[57, 78]. Given that the Universe is observed with a high degree of symmetry on large 
scales (larger than 100 Mpc [62]), it seemed reasonable to begin with a model in which the 
matter distribution has the same properties in all directions - a characteristic referred to as 
isotropy4. In an isotropic spacetime as shown in figure (4.2), points lying along a mapped-
out circle centered a t a point A, must have the same density. This is however only consistent 
with 2 other overlapping spheres of fixed density centered at points Band C if the density 
throughout the spacetime is constant [36]. This illustrates how the condition of isotropy 
immediately demands that the spacetime must the same on spatial surfaces orthogonal to 
the fluid flow and is said to exhibit homogp,neity. In fact, the assumption of isotropy between 
two distinct worldlines is all that we require to guarantee that the properties throughout 
th~ spacetime are indep~ndent of location. We note that the condition of homogeneity 
.1'Isotropy' refers to spatial isotropy i\1\(1 will continue to oe observed only by a comoving observer which 
moves with a uniJomt u". A different observer that travels with a constant velocity relative to the funda-
mental observers will see an anisotropic Universe [78]. 
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Figure 4.2: The assumption of isotropy requires spatial homogeneity to hold simultaneously [36]. 
does not however require isotropy to hold simultaneously. Bianchi models are examples of 
spacetimes that are homogeneous hut not isotropic (the Universe expands anisotropically). 
These models are known as the Friedmann-Lemaitre-Robertson-Walker (FLRW) models and 
are essentially the solutions to the Einstein equation which are homogeneous and isotropic 
about each point. The assumption of homogeneity and isotropy, initially made for purely 
aesthetic reasons, turned out to be an extremely good approximation of the real Universe 
provided we average over scales larger than clusters of galCL'<:ies [361. Besides the high level 
of isotropy now detected in the Cosmic microwave background, other observations such as 
galaxy counts as a function of magnitude, and number counts of galaxies lying inside cells 
spread throughout the Universe (for redshift surveys), support this description on large 
scales. Provided we assume that there is nothing special about our position in the Universe 
(i .e. the Copernican principle), this evidence for isotropy lays the basis for the belief in 
homogeneity and hence our assertion that the Universe is well-described by the FLRW 
model. FLRW Universes have become standard models of Cosmology and as the limits on 
anisotropy became stronger, the number of models based on anything but the FLRW metric 
become limited. Galaxies are however receding from us and for this reason we construct 
models that are homogeneous and isotropic but not static in time. 
Kinematics 
Relative to the congruence of fund ;,mental observers with 4-velocity u a , the kinematics are 
assumed to be locally isotropic. To eliminate preferred direction in the homogeneous spatial 
section, all vector quantities must vanish including the 4-acceleration ua = (\lbUa)Ub; 
Wa = (Tab = Ua = O. (4.95) 
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Since both the vorticity and the aceleration vanish, then 
w
a 
= 0 = ita ~ U[c;d[ = 0 {::} U[c,d] = 0, (4.96) 
which implies that u a is a gradiant; 
locally 3 a function t : ua = t ,a. (4.97) 
Since u a is unique, the above implies that the proper time t must be unique up to an 
additive constant. The surfaces of spatial homogeneity are thus the surfaces of simultaneity 
(t := constant) which are orthogonal to the flow lines [36]. 
Matter 
The condition of isotropy also demands the following constraints 
(4.98) 
to ensure that the EMT and thus the Ricci. tensor are isotropic. A perfect fluid is thus a 
necessary requirement of this model. 
Gravitational field 
If the constraints (4.95) and (4.98) are substituted into equations (4 .77) and (4.82), we see 
that the electric and magnetic components of the Weyl tensor and hence the Weyl tensor 
itself, vanish identically 
Eo.b = Ho.b = 0 =} Co.bcd = 0 . (4.99) 
We can then infer that these models are conformally flat. In addition, the spatial uniformity 
forces the spatial gradients of the energy density JL, the pressure p and the expansion e to 
vanish 
o = Do. JL = Do. e = Do. p. (4.100) 
Geometry 
To eliminate preferred spatial directions (i.e. the eigendirections of the 3-Ricci tensor) the 
3D Ricci tensor must also be isotropic and therefore proportional to the isotropic metric 
hab 
3 1 
Rab = -Rhab· 
3 
(4.101) 
Replacing the expression for the 3-Riemann tensor by (4.101) in equation (4.91) gives 
which implies that the 3-spaces have constant curvature 
3R 
c= - . 6 
(4.102) 
( 4.103) 
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The contracted Bianchi identities given in section (2.9) imply that the Ricci scalar is a 
function of time only and 
(4 .104) 
The scale factor a(t) here is the length scale in the homogeneous and isotropic FLRW 
spacetime. We can then write the constant C as 
K 
C = a2 (t )' (4.105) 
where K is a cons tant. From equation (4.103) we see that 3 R ;;~~)' where K is now 
referred to as the curvature constant. If we now substitute the restrictions on the kinematics 
stated in equation (4.95) above into (4.94) and replace 3 R, we obtain the Friedmann equation 
1 3K 
/I + A = _8 2 +-
,.. 3 a2 ' (4.106) 
describing the intrinsic curvature of the isotropic and homogeneous 3-spaces. The curvature 
constant K indicates the geometry of the Universe and can be normalized to K = +1,-1 
for open and closed models if it is not zero as in the case of a flat Universe. 
Despite its high symmetry, this model is employed to deal with non-uniformity; we treat 
any observed large scale structure as small perturbations in density to an otherwise ho-
mogeneous FLRW Universe. In tinear perturbation theory where the FLRW model forms 
the background spacetime, the remaining quantities that do not vanish in this spacetime 
are /L, p, 8 and are termed zeroth-order. We note that these variables appear in the exact 
equations as coefficients of the GI first-order variables and therefore need their background 
values only. 
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Chapter 5 
Magnetic fields in Cosmology 
This section is based primarily on the detailed reviews [42, 45, 46, 49, 104]. 
·With the exception of the baryon density and the spectrum of energy density fluctuations, 
there are no remnants of the fundamental processes of the very early Universe that can be 
detected today. The thermalized pre-recombination period smoothed out any observable 
effects [42]. Vlfe know from observations that large-scale magnetic fields are present in most 
environments today and if these fields are truly primordial, we speculate that they would 
have left their mark on many events in the thermodynamical history of the Universe. An 
example is Big-bang nucleosynthesis (BBN), where the interaction of a magnetic field with 
the magnetic moment of a neutrino may have given rise to a spin-flip and change of its 
handedness, introducing an additional neutrino degree of freedom [42]. Depending on their 
spectrum, magnetic fields existing in protogalactic clouds with strengths of 10- 12 - 1O-9 C 
may have played a significant role in structure formation [102]. The Lorentz force that 
acts on charges in an inhomogeneous (i.e. curl B -=I 0) magnetic field has been shown to 
induce perculiar velocities [54] which seed density perturbations, and in so doing alter the 
gravitational perturbations. The presence of primordial magnetic fields may thus provide 
the solution to the problem of insufficient luminous baryonic matter in the Universe. Hy-
permagnetic fields, hypothesized to emerge during the electroweak phase, have also been 
identified as the possible source of the observed baryon asymmetry of the Universe (BAU) 
[46]. 
To fully comprehend the part primordial magnetic fiplds played in the history of the Uni-
verse, we must understand their ori?;ins. Firstly, we need to gau?;e the stren?;th and size 
with which the fields had to be generated in order to agree with observations today. We 
review the observational tools used to measure the different types of magnetic fields and 
?;ive some current constraints on their strengths. These values obtained observationally 
are supplemented with estimates of how primordial fields would have affected the relative 
elemental abundances during BBN. These limits greatly impinge on the validity of thp 
proposed genprating mechanisms. 
37 
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5 .1 Observational tools 
Current ouservations reveal that magnetic fields are prevalent throughout galaxy clusters, 
disk and spiral galaxies as well as high-redshift condensations. We detect most of these 
fields indirectly by examining their effects on their immediate environments. 
The interaction between a magnetic field and the magnetic dipole moment associated with 
the orbital angular momentum of atoms, removes the degeneracy of certain energy leveb. 
This manifests as a sp litting of single spectral and recombination lines into multiple closely 
spaced lines, a phenomenon knOWtl as the Zeeman effect. The measurement of this split-
ting gives an estimate of the strr,ngth of the homogeneous component along t he line of 
site 
eB11 6.vz = --. (5.1) 27l'm e 
The induced shifts are small and limit the use of this observational tracer to local measure-
ments within our own galaxy. It does however, provide reliable information regarding the 
local direction of other magnetic fields, which is useful in advancing our understanding of 
their origins . 
Synchrotron emission arises due to the motion of free relativistic electrons in a mag-
netic field. As an energetic electron encounters a magnetic field, the crossed magnetic field 
and its electric field trap it along the field lines in a helical trajectory. Since the direction 
in which the electron moves is continuously changing, the electron is effectively accelerat-
ing and consequently emits this signature radiation. The frequency of this radio emission 
depends on the radius of the trajectory and the strength of the magnetic field . In addition 
it has an intrinsic polarization which is proportional to 
(5.2) 
Given that B is the homogeneous component, the amount of polarization provides a measure 
of the uniformity of the magnetic energy and gives an indication of the field's orientation. 
The electromagnetic radiation is proportional to n e B2 where ne is the local electron density. 
An independent measure of ne is thus needed and can in some cases be extracted from the 
X-ray emission from the hot electron gas typically found within galaxy clusters. Because 
this is not a lways possible it is standard to assume the equipartition of the field and fluid 
energy densities to estimate B. 
High-redshift magnetic fields and those spanning the intergalactic medium (IGM) are pri-
marily studied using the Faraday rotation of polarized electromagnetic radiation. The 
magnetic field induces a resonance effect, which causes polarized radiation passing through 
it to separate into two differently polarized rays . Due to the presence of free electrons the 
two propagation modes experience different refractive indices and consequently travel at dif-
ferent speeds. The mode that is polarized in the same direction as the current induced by 
the magnetic field: propagates with greater velocity causing the plane of the polarized light 
to rotate. The angle of rotation 6.X probes both the line-of-sight magnetic fifld strength Be 
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and the size of the field. The faraday rotation measure (RM) out to a maximum redshift 
Zm is given by [42] 
1 
where &(z) = 1O-6Hol(1 +z)(l +D z ) '5.dz Mpc. As in the case of synchrotron emission, 
the drawback of this method is its requirement of an independent measure of ne along the 
line of sight, as well as information regarding possible field reversals which would impact 
on the integral in (5.3). A value for n" can be calculated from the relative pulse delay and 
frequ~ncy of pulsars. The radio pulses from these objects propagate slower in an ionized 
interstellar medium than in vacuous space. The comparison of the delay in the arrival of 
different radio pulses at different wavelengths gives an indication of the column density of 
electrons. This is made difficult by the low density of the IGM and the faintness of these 
objects in very distant galaxies. RMs are thus used primarily to place upper limits on the 
field strengths. 
5.2 Current limits on primordial magnetic fields 
5.2.1 Observations 
:Magnetic Fields in Galaxies 
Various methods have been used to measure the magnetic field permeating the interstellar 
medium of the Milky Way and give a mean strength of 3 - 4 fLG. This value is in agreement 
with equipartition between the magnetic field, the cosmic radiation and the small-scale 
turbulence [59]. However, the equipartition of energy between a magnetic field and its 
environment is purely theoretical and this may not be regarded as clear-cut experimental 
evidence. Even though other galaxies such as NJ33 with a measured strength of 4 fLG appear 
to share this property, the fields inhabiting others such as M82 and the Magellanic Clouds 
are considerably stronger than their predicted equipartition strengths. 
Magnetic Fields in Clusters 
Measurements of the Faraday rotation of radia tion emitted by radio sources in and behind 
galactic clusters, allude to the presence of large-scale magnetic fields within 1 many of them. 
By comparing the R:"vls of sources through roughly 50 Abell clusters, a phenomenological 
equation describing the strength of a field within the inter-cluster medium was deriv~d [49] 
(5.4) 
where L irs is the reversal field length and h50 is the reduced Hubble constant. The typical 
values of L irs of 10 - 100 kpc correspond to strengths of 1 - 10 fLG. The Hydra A cluster 
IThp magnetic ficlcls 'within' clusters actually refer those in the inter-cluster medium and therefore, 
cannot be assigned to individual galaxies. 
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provides an examvle of a strongly magnetized cluster. The RMs taken continuously from 
the radio core out to a distance of 50 kpc, reveal strong asymmetry between its north and 
south lobes. This has been attributed to the presence of a field coherent over 100 kpc with a 
strength of 6 j.LG, with a superimposed tangled field of strength 30j.LG [91]. High resolution 
images of radio sources [34] within other clusters indicate that their central regions are 
permeated by extremely strong fields with strengths in the range of 10 - 30 j.LG, with some 
as large as 70 j.LG. In these cases the magnetic pressure exceeds the gas pressure indicated 
by X-ray data, suggesting that these strong fields may well influence the cluster dynamics. 
The reason for this drop in field strength from the central to the outer parts has not yet 
been established and may be related to the magnetic field structure, or merely an artifact 
of the decreasing gas pressure. The strong agreement between the strengths of fields within 
clusters and those residing in the considerably denser interstellar regions of galaxies, is 
surprising but entirely reasonahle if their origins are indeed primordial [42]. 
Magnetic Fields in High-redshift objects 
The Faraday measurements of high-redshift quasars allow us to gauge the properties of 
fields in the very distant past. In [59] the RM of the high-redshift quasar PKS 1229-021 
(z = 1.038) situated behind a spiral galaxy at z = 0.395 indicated the presence of a young 
galactic field with an amplitude in the range 1 - 4 j.iG. An intriguing observation was that 
the field reversals occur over distances roughly equal to the spiral arm separation, in much 
the same way as the magnetic field in the Milky way. 
Magnetic Fields in the IGM 
Faraday measurements of magnetic fields located outside galaxies are more difficult owing to 
the low-density of the rGM and the limited number of sources that can give an independent 
measure of ne. RMs of intergalactic magnetic fields have been recently performed on a 
sample of 309 galaxies and quasars. An upper limit of B :::; 1O- 9G (nJC hlOo/O.01) - 1 [100] 
was derived where nJc is a measure of the ratio of the ionized gas density to the critical 
density of the intergalactic plasma. The field was assumed to be homogeneous on horizon 
scales. 
CMB Observations 
:Vlagnetic fields present at last scattering, would have imprinted on the Cosmic Microwave 
background (CMB) leaving their mark on the large-angle anisotropies of its power spec-
trum. They can cause the Faraday rotation of the direction of linear E-type polarization to 
produce B-modes. Primordial gravitational waves predicted by inflation, also induce this 
curl-like polarization in the CMB [86]. Since their source (gravity) is a tensor field they also 
radiate in the weaker quadrupole mode and their signals therefore, need to be distinguished 
from those produced by magnetic fields. 
The anisotropic stress that is naturally induced by a magnetic field will also impact on 
the C:'vIB. Barrow, Ferreira and Silk [3] found that the shear anisotropy (JAin a general 
anisotropic Universe permeated by a large-scale magnetic fidd, is sourced by the magnetic 
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energy density 
(51\ 
H 
4 (/-LB Il9aS) K (-r - 2) 
-- -+-- +ut -y , 
2 - "( /-L /-L 
41 
(5.5) 
where 0 is a constant and 0 ::; "( ::; 4/3. Given that the angular anisotropy is proportional 
to (51\, they were able to extract an upper limit on a homogeneous magnetic fieJrl. of B ::; 
I 
3.4 x 1O- 9G (nOh~o)2 using the 4-year COBE data. This value is calculated under the 
assumption that the observed anisotropy is generated only by the field. 
5.2.2 Primordial Nucleosynthesis 
There an~ various ways that the presence of a magnetic field in the very early Universe could 
have influenced BBN. It has l)een argued that the contribution of a magnetic field to the 
energy density would lead to an increase in the rate of the expansion and subsequent cooling 
of the Universe. A temperature that is low enough for the binding energy of deuterium 
to exceed the mean energy per particle would have been reached more rapidly, thereby 
increasing the predicted abundance of 4He. In [4~] the authors calculate that a magnetic 
field with strength B = 1.2 X 10- 10 G is needed to increase the relative abundance of 
'tHe above 0.24. The presence of a field during this epoch increases the n <-> p reaction 
rates [19, 48]. In response, the 4He abundance drops and counteracts the above-mentioned 
increase in the expansion rate. This effect is however likely to be negligible. The presence 
of a magnetic field alters the statistical distribution of the electrons and the positrons. The 
wave character of the particles force an integral number of de Broglie wavelengths to fit 
the circumferences of their spiral pathways and in so doing, cause the Lamour radii of their 
orbits to become quantized. In this case the electrons and positrons occupy Landau energy 
states. In the more natural case where eB « T2, the magnetic field alters the degeneracy 
of each Landau level and they become bunched with discrete energy values. This causes a 
fraction of the e - p+ pairs to enter the ground Landau state, resulting in an increase in 
their number and energy densities which impacts on the Hubble expansion rate. Grasso 
and Rubinstein combined all these effects and calculated an uplJer limit on a homogeneous 
magnetic field of 
B::; 1 X 10- 11 G, (5.6) 
for T = W 9K and assuming the 4He abundance does not exceed 0.245 [48]. This limit weak-
ens to roughly 1O- 12 G if the field is assumed to contain inhomogeneities on scales smaller 
than the current horizon. 
We infer that primordial fields are likely to have existed with strengths of roughly lO- lO G. 
The field generation mechanisms that are proposed in the following section, must give rise 
to fields in this range in order to be viable. 
5.3 Magnetogenesis 
The origin of cosmological magnetic fields has generated much debate in recent years, with 
the majority of this work being focused on providing mechanisms that generate these galactic 
fields on large scales (see [49, 104] and references therein). The candidate mechanisms are 
diverse, often depending on the required seed field strengths given in section (5.2). 
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5.3.1 Primordial field amplification 
It has been suggested that the fields observed today could be a result of the amplification of 
relatively large seed fields through protogalactic collapse at the onset of structure formation 
[67]. The highly conductive nature of the cosmic plasma during this epoch suppresses the 
diffusion of the magnetic field and we can therefore assume that the magnetic flux is almost 
conserved. As a patch of matter gravitationally collapses to current measured densities, the 
flux lines of the frozen-in field are compressed, inducing ad iabatic amplificatioll 2 It can 
be shown that the magnetic field strength increases by the square of the decrea,se in the 
physical galaxy size L during the collapse. Due to flux conservation this can be related to 
the appropriate energy densities 
(5.7) 
J.Li and J.L f are the energy densities directly before and after the gravitational collapse respec-
tively. It is reasonable to assume that the mean energy density of the patch J.Li is roughly 
the critical value of the Universe. Using the current value of J.L f we obtain a factor of (7t) rv 106 . We conclude that this mechanism induces an amplification of roughly 4 orders 
of magnitude. Using the current strength measurements of the galactic fields of 10 - 6G 
given in section (5.2.1), a field present before structure formation needs to be 
Hi rv 10-10 G. (5.8) 
Although this mechanism is physically feasible, it requires reasonably strong seed fields to 
be consistent with current observations. 
5.3.2 Galactic Dynamo 
Another popular mechanism which requires a relatively weaker pre-existing field, is ampli-
fication via the galactic dynamo by means of parametric resonance [79 , 591. The combined 
effect of differential rotation across the disk and the cyclonic turbulent motions of the ion-
ized gas, is believed to lead to an exponential amplification of a smaller primordial field, by 
the conversion of the kinetic energy (associated with the electrically conducting flllid) into 
magnet ic energy. If we considpr the time evolution of the magnetic field 
DB 1 
-;:;- = '\1 x (v x B) + _'\1 2 B, 
ut 47rCT 
(5.9) 
we see that the dynamo mechanism is advocated when the second term in (5.9) (representing 
the diffusion of the magnetic field lines into the plasma) is dominated by the term describing 
the freezing-in of the fiC'!d. If the field is in a state of sufficiently luw resistiv ity, the combined 
differential rotation across the disk and the hydrody namical turbulence arising from the 
cyclic motions CRuse the magnetic fielct lines to dis tort . According to [1], the ratio of the 
magnetic field strength to the fluid energy df'l1sity JL behav<,s as the distance between the 
11m 
2The te rm adiabatic implies no loss of energy to the surroundings. As the area enc losed by field lines 
decreases , the energy of the magnetic field must corrpspondingly increase to conserve Aux. 
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fluid elements. The field is therefore amplified as it stretches in this manner. The theory 
predicts that the amplification continues until the dynamo 'saturate' [45]. This occurs when 
the back-reaction of the plasma is no longer negligible and the higher order terms 0 (B2) 
in (5.9) must be retained . This contribution opposes further growth and stabilizes the 
amplification. It is hypothesized to initiate once equipartition is achieved and the magnetic 
energy density is comparable with the kinetic energy of the plasma. This corresponds to an 
energy density of roughly J..LB ;::; 2 - 8J..LG. Equipartition is estimated to be achieved in about 
108 - 109 years; on these timescales this mechanism can potentially amplify fields as weak 
as 1O-2o G in a CDM dominated Universe with A = O. The dynamo will operate for longer 
in a universe with a non-vanishing cosmological constant and can therefore, amplify seeds 
as weak as 1O-30 G to the current measured values [46]. Although the dynamo mechanism 
is strongly supported by the close correlation between the observed structure of the galactic 
fields and the spiral pattern of galaxies, there is some argument over its efficiency and the 
amount of amplification that can be achieved. 
5.3.3 Origins of primordial seed magnetic fields 
The major problem with these two mechanisms is that they assume the presence of a pre-
existing seed field whose origin is still to be established. A further idea relies on turbulence 
(disrupted flow) and shocks, which occur during the stages of structure formation. This 
induces weaker magnetic fields via battery-type mechanisms, which operate as a result of 
large-scale misalignments of gradients in the electron number density and pressure (or tem-
perature) [23, 60, 63]. 
While the generation of intergalactic magnetic fields in the ejected magnetoplasma sur-
rounding galaxies can be argued within the boundaries of astrophysics as we understand 
them, the origins of primordial fields in regions devoid of baryonic matter requires a larger 
stretch of the imagination. There have been numerous attempts to generate early pre-
recombination magnetic fields with strengths suitable to support and maintain the dynamo, 
by exploiting the different out-of-equilibrium epochs that are believed to have taken place 
between the end of the inflationary era and decoupling [54]. These fields are facilitated by 
currents that arise from local charge separation generated by vortical velocity fields preva-
lent in the early plasma (cf. also [9, 71]). One problem with the above mechanisms is that 
they are casual in nature so the scales over which the fields are coherent cannot exceed the 
particle horizon during that epoch. Given that such phase transitions took place at very 
early times where the comoving horizon size was small, tight constraints must be placed 
on the coherence length of these fields. However, pre-big bang models based on string the-
ory [43], in which vacuum fluctuations of the magnetic field are amplified by the dilaton 
field, predict super-horizon fields. Inflation has long been suggested as a solution to the 
causality problem since it naturally achieves correlations on superhorizon scales. However 
adjustments to the standard inflationary models need to be made since magnetic fields 
surviving this epoch are smail, on account of the inability of vector fields to couple grav-
itationally to the conformally flat metric resulting from the exponentially fast expansion. 
A way around this obstacle is by breaking the conformal invariance of electromagnetism 
since this alters the way the underlying gauge fields couple to gravity. There are many ways 
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of doing this which explains the variety of the proposed mechanisms in the literature [26]. 
Though such inflationary scenarios have not been without critique [47]. 
To prevent the dilution of the strength of the field by the infiationary expansion, we need to 
break the gauge invariance of electromagnetism which demands the conservation of magnetic 
flux. In an attempt to destroy conformal invariance, alterations to the current gravitational 
couplings have been made such as the introJuction of additional high-energy couplings of 
photons directly to gravity or a scalar field. 
It has also been proposed that inflation is followed by a period of preheating in which 
the parametric resonance of the causal oscillations of the inflaton field and the accompany-
ing perturbations can lead to amplification on super-horizon scales [5]. Othcr authors have 
advocated the breakdown of Lorentz invariance either in the context of string theory and 
non-commutative varying speed of light theories, or due to the dynamics of large extra di-
mensions [44, 8]. The success of these proposals however, is usually achieved at the expcnse 
of simplicity. 
In order for these proposed mechanisms to be viable, they must in addition produce seed 
fields that satisfy the criteria for the subsequent amplification processes to work. To be 
a candidate seed field for the galactic dynamo, the induced field must exceed a minimum 
coherence scale in order to prevent the destabilization of the dynamo action. The time scale 
over which the amplification takes place also dictates a minimum field strength. For exam-
ple, in the case of a dark-energy dominated Universe we obtain B rv 10- 34 G on a coherence 
scale of 10 kpc. Davis et al. [24] proposed an inflationary mechanism that exploits the nat-
ural coupling between the Z-boson and the gravitational background. Unfortunately the 
produced fields only just fall within dynamo limits in the case of a dark energy dominated 
Universe. Recently the production of a magnetic seed field due to the rotational velocity of 
ions and electrons, caused by the nonlinear evolution of primordial density perturbations 
in the cosmic plasma during pre-recombination radiation and matter eras, was investigated 
in [73] and a rms amplitude B ;;::: 1O- 23(>-/\1pc)-2 G at recombination on cOllloving scales 
>- ~ 1 Mpc was reported. 
In this thesis an alternative mechanism is proposed that looks at the interaction of a pre-
existing field, such as the one proposed by Davis et al., with a gravit.ational wave (GW) 
spect.rum. We aim to show using perturbation theory that this interaction can produce a 
sufficiently large amplification of a seed field present at the end of inflation, to easily meet 
the above mentioned requirements for the dynamo to work. 
5.4 Approximation Schemes 
The FLRW model introduced in section (4.9) describes a smootll unperturbed Universe and 
is therefore chosen as the background spacetime in most perturbation problems. Its high 
symmetry is however incompatible with the direct.ional nature of E:vI fields and for this rea-
son, perturbative treatments with EM fields existing in an FLRVv background must be well 
argued. Because EM fields introduce additional variables, perturbation problems involv-
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ing such fields are generally more complicated and for this reason are usually accompanied 
by simplifying assumptions. We review some cowmon approximation schemes highlighting 
their treatment of magnetic fields . 
When dealing with EM fields in an FLRW context the logical approach is to introduce 
them as perturbations of this background. This resolves tl1e inconsistency between their 
vector nature and the properties of the background and ensures that the first-order ENI 
variables are gauge-invariant. When the linearization procedure is carried out in the usual 
manner, we see that the energy density which enters the treatment at 0(B2) is removed 
from the gravitational propagation equations; Maxwell's and Einstein's equations become 
decoupled [20]. This perturbation scheme is useful in approaches such as a multi-fluid 
treatment of the cosmic plasma. In [71] Marklund and co-authors view the globally neutral 
plasma as two imperfect fluids relative to the fundamental frame. In each fluids' own rest 
frame the energy-momentum tensor given in terms of its rest frame velocity u~i) is that of 
a perfect fluid . The expression for the anisotropic stress of each component 7f ~~ is of order 
(Vri)) 2 where vri) is t.he relative velocity of the fluid and the observer. Since the isotropy of 
the background prohibits preferred direction, any perculiar velocities only enter at 0(1). As 
a result the anisotropic stress contributions from the fluids are neglected to first-order. This 
approach is limiting as the effect of the EM field is only felt in the propagation equation 
uf the relative velucity of the two fluids va = !(Va(l) + Va (2))' In this equation the electric 
field sources linear velocity perturbations. 
Huwever when studying effects occurring over much larger time scales and spanning longer 
length scales than those characteristic of plasma effects, a 2-species plasma can be accu-
rately described using a single-component fluid model [70], often dubbed the magnetohydro-
dynamic (MHD) approximation. This handles low-frequency phenomena in a magnetized 
plasma from the perspective of fluid dynamics. A reduced description is achieved by defining 
appropriate one-fluid variables representing the bulk quantities. Ohm's law is often brought 
into MHD applications in order to determine the correct treatment of the associated electric 
field. It is common practise to take advantage of the high conductivity of the young cosmic 
plasma and employ the ideal MHD limit (0' --+ 00). In this limit the flux lines are effectively 
glued to the plasma elements which means that the associated electric fields become negli-
gible. In the non-ideal MHD limit [70] where 0' is assumed to large but not infinitely so, the 
electric field enters at linear order in the case of a first-order magnetic field. If the mean 
velocities are much smaller than the speed of light in a vacuum, then the Newtonian MHD 
approximation is implemented [46] where the fluid dynamics are described by Newtonian 
dynamics and the background expansion is given by the Friedmann equation. Given that 
the MHD approximation provides an accurate description of the cosmic medium on large 
scales where the geometry of the spacetime comes into play, it is commonly employed in the 
study of the evolution of large-scale magnetic fields in curved space-times. It is also suitable 
when studying phenolllena stemllling from turbulence [101. The descriptiun of the iVIHD 
approximation is further developed in section (7.2) when it is employed in our treatment of 
an inhomogeneous magnetic field. 
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In other work [55, 64] where authors exclude the field from the background, the linear 
perturbations in the Huid energy density are assumed to be sourced only by the magnetic 
field 3 . Since JJem '" 0 (B2) is first-order, the field B a is regarded as 'half-order'. The 
magnetic anisotropic stress can not be cancelled by that of the fluid as it is unperturbed. 
More importantly, 7r ab '" 0 (B2) and is therefore regarded as first-order and retained upon 
linearization about the FLRW background. This approximation is thus advantageous when 
one wishes to examine the role of magnetic anisotropies in phenomena such as in the sourcing 
of gravitational waves. Even though the magnetic field is not 0(1), it is still a perturbation 
of the background (although smaller) and thus vanishes in the background as required by 
gCluge-invariant condition. 
We now review treatments in which a primordial field is allowed to enter the background 
cosmology. Since the FLR\V spacetime can not accommodate the anisotropies naturally 
induced by a magnetic field, Battaner and co-workers [6] fully randomize the field so that 
there is effectively no average field on sufficiently large scales. Although the magnetic en-
ergy density is still finite < B2 >#- 0, there is no preferred direction on cosmological scales. 
Alternatively we can resolve this inconsistency by constraining its contribution to the total 
energy-momentum tensor to a sufficiently small fraction, so that it does not disturb the 
isotropy (i.e. 7r ab == - B<aBb> = 0.). This is referred to as the weak field approximation 
[96, 97, 99]. This is achieved if we assume that the energy density of the magnetic field is 
negligible compared with that of the cosmic fluid at recombination; 
(5.10) 
Although the upper limits on primordial magnetic fields resulting from measurements of the 
CMB anisotropy (stated in section (5.2.1)) support such weak initial conditions, there are 
various subtleties that demand attention. The weakness of the field may lead to negligible 
stress in background, however 7r ab CCln not be set identically to zero; it is merely pertur-
batively smaller than the energy density of the fluid and can thus only be eliminated in 
comparison to JJ. The treatment of the various magnetic terms becomes unclear; variables 
of the form BaBb are regarded as being directional and assigned as first-order, whilst terms 
such as B2 are viewed as energy density-like objects and thus zeroth-order despite them 
having the same dimensions. 
Given that the magnetic field is so weak, second-order matter contributions that are 
dropped during the linearization process may be of comparable magnitude to the first-order 
magnetic field terms that are retained. It has been argued [99] that these higher-order terms 
have negligible influence on the evolution of the density fluctuations to 0(1). One should 
thus take care when using this approximation in the analysis of other perturbations. The 
most problematic aspect of this approximation scheme is that the magnetic field resides in 
the hackground. 
Since it is not a scalar, it does not therefore satisfy the conditions for gauge invariance 
as defined by the Stewart and Walker lemma. 
3In these papers, electric field is nel';iected on the basis of the as;umption of high conductivity of the 
cosmic medium for the majority of its evolution. 
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The gauge dependance of Ba means that one can not guarantee that when calculating 
the part of the magnetic field produced by the couplinJ?; of the background field to linear 
perturbations of the FLRW background (such as gravitational waves), it will lead to phys-
ically meaningful results. 
A suitable approach that deals with a general magnetic field and does not encounter the GI 
problem stems from recent work of Clarkson et ai. [21, 20). The seed magnetic field is treated 
as an on average homogeneous linear perturbation of the background FLRW model and thus 
satisfies the Stewart and Walker definition of a GI variahle. The couplings to gravitational 
degrees of freedom that arise when perturbing the background, are taken to be second-
order in the perturbative scheme. We use this methodology to develop a self-consistent 
framework based on second-order perturbation theory, that facilitates rewriting :v1axwel!'s 
equations in a manner that makes them manifestly gauge-invariant to second-order, with 
interaction terms that clearly describe the modes induced by the gravity wave-magnetic 
field interaction. We compare our results with the s()lutions recovered using the WFA in 
oruer to identify discrepancies stemming from the differences in the approaches. 
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Chapter 6 
The homogeneous magnetic field 
case 
The initial restriction to a homogeneous seed field leads to simplification on the technical 
level, but still encapsulates the main features of the gravito-magnetic interaction. We 
investigate this coupling wi th an inhomogeneous seed in chapter (7). 
6.1 Perturbation scheme 
If we wish to study the interaction between gravitational waves and a magnetic field in 
a cosmological setting using the approach described in section (5.4), we immediately face 
a second-order problem in perturbation theory because both the magnetic field as well as 
CW are absent in the exact FLRW background, and may thus be individually regarded as 
first-order perturbations. It is convenient to introduce illfillitesimal smallness parameters to 
expose the physical meaning of the perturbations [76]. Using the 1 +3 covariant approach 
[33, 35, 41, 51]' we develop a two parameter expansion in two smallness parameters: CB 
represents the magnitude of a homogeneous magnetic field and C 9 represents the magnitude 
of the CW. The magnitude of the interaction CW x magnetic field is of order O(cBCg) as 
is the magnitude of the electromagnetic fields generated in such a manner. However, at 
second-order only terms of order O(cBEg) are kept while terms of order O(f~) and 0(E1) 
are discarded. The latter enter primarily via the Einstein equations and appear as products 
with first-order variables. These terms are then third order and are dropped accordingly. 
The perturbation space-times are divided up and denoted in the following way: 
• l3 = Exact FLRW as background spacetime, O(co); 
• FJ = FLR\"I perturbed by a homogeneous magnetic field whose energy density and 
curvature are neglected, O(fB); 
• F2 = FLRW with gravitational pf'rturbations O(c g); 
• S = Fl -+- F2 allows for inclusion of interactions terms uf ord<:r O(cBEg). 
48 
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We will generally refer to terms of oruer O(EB) and O(cg) appearing in F as 'first-order' 
and to variables of mixed order 0 (c Beg) appearing in S as 'second-order'. 
We will now work in the above defined spacetime S. It must be noted that the absence of 
an electric field in Fl and S does not necessarily imply that there is no electric field at all, 
but rather that the electric field is perturbatively smaller than the magnetic field (i.e. E a 
is of the order O(cBcB)). This is congruent with the standard assumption that the very 
early Universe was a good conductor (again see, for example, [7] for a calculation). The 
inclusion of an electric fielJ in FJ is possible in principle but wuuld require us to alter the 
perturbation scheme because the interactions between gravitational waves and the electric 
held would also then need to be taken into account 1. 
6.2 FLRW background 
The FLRW models are characterized by a perfect fluid matter tensor and the condition of 
everywhere-isotropy. Applying the restrictions given in section (4.9) which characterize this 
spacetime, the key background equations are the energy conservation equation (4.46) 
the Raychaudhuri equation (4.75) 
and the Friedmann equation (4.106) 
1 2 3K 
fl·+A= -8 +-2' 3 a 
where the constant K = 0, 1, . . 1 indicates the geometry of the spatial sections. 
6.3 First-order perturbations 
6.3.1 The homogeneous magnetic field Ba 
(6.1) 
(6.2) 
(6.3) 
We assume the magnetic field B a to be spatially homogeneous at first-order (DaBb = 0) 
and regard the gradient of B a as well as the magnetic anisotropy 7r ab = -B<aBb> as being 
of second-order. We presuppose that such a field was produced by some primordial process, 
which left a relic field on average homogeneous over a typical coherence length. Since there 
are no electric fields or charges in the Fl spacetime, the magnetic induction equation takes 
the form 
(6.4) 
1 A more realistic way of describing the interaction between gravitational waves and electromagnetic 
Ilclds would be to employ a ll1ulLi-nuid description 19,71] as discussed earlier , which allows for modelling 
the cu rrents . This is beyond the scope of this investigation . 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
CHAPTER 6. THE HOMOGENEOUS MAGNETIC FIELD CASE 50 
As a result, the magnetic field scales as 
(6.5) 
where a denotes the scale factor, e.g., 8 = 3 a/a = 3H and where H denotes the inverse 
Hubble length. The adiabatic decay evident in equation (6.5) arises from the expansion of 
the Universe which conformally dilutes the field lines due to flux conservation [55]. 
6.3.2 Gravitational waves 
In the c:ovariant approach to cosmology, linearized gravitational waves are purely tensorial 
and are monitored via the electric (Eab) and magnetic (Hab) Weyl constituents, which are 
not sourced by rotational (vector) and density (scalar) perturbations [17, 29]. The transverse 
nature of these PSTF tensors means that we only need to eliminate their vector parts in 
order for them to characterize frame-invariant GW. We isolate the linear tensorial modes 
by imposing the constraints 
(6.6) 
These restrictions ensure that the sources of vector modes (spatial gradients and vector 
perturhations themselves) vanish and lead to the constraints 
(6.7) 
Since the shear tensor is coupled to H ab and E ab , it can also be used as a measure of 
gravitational waves. Since the magnetic part of the Weyl tensor can be expressed in terms of 
the shear as shown in equation (4.82), the propagation of these tensor modes are completely 
governed by the following equations 
. 28 
a <ab> + "j-aab 
E<ab> + 8Eab 
- Eab, 
curl (curl (Jab) - ! (fL + p) aab, 
(6.8) 
(6.9) 
together with the background equations for 8 and fL . Since every FOGI tensor satisfies the 
linearized identity2 
(6.10) 
we note that the wave equation for the shear is closed 
(6.11 ) 
We see that the gravitational waves are completely determined by shear evolution and the 
(J - B terms will thus provide a suitable description of the interaction. 
2The covariant spatial Lap lacian is given by 0 2 :=: DaDa. 
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6.4 Second-order perturbations: The interaction 
The evolution of the magnetic field is governed by Maxwell's equations. If we require charge 
neutrality and neglect currents as well as the back-reaction of the induced second-order 
magnetic fields wi th tile shear, Maxwell's equations tak~ on the form: 
. 2 
E<a> + '38Ea curl Ba, (6.12) 
. ? 
B<a> -+- "38Ba -b O'nbB - curl Ea, (6.13) 
DaEa 0, (6.14) 
DaBa O. (6.15) 
Observe that the EM fields have to be divergence-free at all orders (since we disregard 
vorticity effects) and are thus purely vector perturbations on the background. In equation 
(6.13) the magnetic field-shear term (O'abBb) is identified as the variable describing their 
interaction. 
The current form of Ylaxwell's equations is problematic because it cumprises of first-ord0.r 
(O'ab) and second-order (Ea, curl Ea, curl Ba) variables. Furthermore, these equations are 
not second-order in the usual perturbative sense; the magnetic fields on the LHS and RHS 
of Maxwell's equations are not the same. In the S spacetime, the ma.gnetic field that ap-
pears on the LHS is the combined first- and second-order magnetic fields and has a non-zero 
contribution from the linear field in Fl. There are derivative operators of 0(1) acting on 
the first-order field that are additionally retained but the solution to the linear equation 
(6.4) does not indicate which modes they generate. As a result equation (6.13) cannot be 
integrated [20]. Unlike metric-based approaches the solutions for perturbative operators are 
never sought and they must therefore act on quantities of the same perturbative order [21], 
which is clearly not the case in equation (6.13). 
In order to isolate the purely second-order equations, we need to somehow eliminate the 
contribution at the FI level. In Special Relativity the standard procedure to disentangle 
the different magnetic field perturbations in a consistent way, involves using a power series 
expansion of the magnetic ficld 
(6.16) 
If this expansion is then substituted for Ba in Maxwell's equations in S, the Bf part which 
satisfies the magnetic induction equation (6.4) in F I , cancels out leaving only the B~ com-
ponent. :Vloreover, when the full field Ba is multipliecl by an F2 variable only the Bf 
contribution is retained. This expansion works provided the derivatives are partial deriva-
tives, however in this case where frame derivatives are involved, the commutator relations 
for the various differential operators (ef. the appendix) cannot be consistently satisfied. To 
illustrate this important point more clearly we consider the commutation relation between 
the (proper) time derivative and th~ spatial gradi~nt applied to the magnetic field. If the 
commutator relation is introduced after the expansion of B a we ubtain 
( 6.17) 
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Since the first-order part of the field Bf is free from spatial gradients , we eliminate Db Bf 
and arrive at 
CgCB ( 1.)b B2)1. 
t.gE8 [Db.82 _. ~eDb B2] , ( 6.18) 
where only the second-order field contributions are kep t. This does not agree with the 
case where the linear ized identity for (D a Bb)" is substituted hefore using the power series 
expansion (6.16) 
Db.8a - ~eDb B a + HbdcdacBc +- (jdc1.)C Ha 
c8Db [.8f - ~eBf] + EgC8 [Db.82 - ~eDb B2] + Hbdca cdBf + (jdrDc Bf 
(6.19) 
as the first-order contribution Bf appears in a term that is retained. Here .1 denotes projec-
tion onto the fundamental observer's rest space. The discrepancy arises from the interaction 
between the mal!;netic Weyl tensor and the magnetic field and illustrates how the commuta-
tor relations facilitate the coupling of Maxwell's equations and the curvature of spacetime 
via frame derivatives [20]. The inconsistency can only be resolved if the interaction terms 
are eliminated which will render the exercise pointless. For this reason we do not use this 
power series expansion. 
The problem stems from the fact that B a is not gauge-invariant. We recall the defini-
tion of second-order gauge-invariant (SOGI) variables given in section (3.:1). We see that 
B a has a non-zero contribution in FJ (Bf still contributes at this perturbative level) and 
does not therefore vanish at first and second-order as required for GI. 
So the need arises to define a new variable for the magnetic fi eld that vanishes at all 
lower orders and satisfactorily describes the effects that we wish to investigate. Examining 
rvIaxwell's equation (6.13) reveals that (Ja == .8<a> + ~8Ba is the sought SOGI variable 
which must be used at second-order instead of the magnetic field B a When the magnetic 
induction equation (6.4) is applied to f3 a, this new variable comprises solely of the second-
order magnetic field which vanishes in both the background Sand F J . The new variable is 
truly second-order and satisfies the criterion for gauge invariance. \""'e choose to describe the 
interaction in terms of the variable fa == (jabSb Maxwell's equations can now be rewritten 
in gauge-invariant terms at second-order, namely 
. 2 
E <a> + }8Ea 
f3a + curl Ea 
(6.20) 
(6.21) 
:'\lote that the term all contributions to tlw curl Ba term are at least second-order and thus 
satisfy the GI condition. As previously mentioned the re-definition of all multiples of first-
order quantities into new SOGb means that the sys tem appears in the forlll of a set of linear 
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differential equations. The usual zeroth-order harmonic functions can then be used to re-
move the tensorial nature of the SOGI equations as well as the spatial gradients, thereby 
converting the system into ordinary differential equations which are easily integrated. 
Since the SOGI {3a is constructed from pure vector modes, we expect the divergence of 
{3a to be O. Applying the standard constraints 0 = Da Ba = Da Ea to D a{3a yields 
(6.22) 
The latter is equivalent to the expression (J ablJa Bb which automatically vanishes since spa-
tial gradients are regarded as second-order. This illustrates consistency and we call infer 
that the interaction variable has no scalar modes. 
If the meJium is assumed to be infinitely conducting, all electric fields dissipate (or mani-
fest only at third order level or higher) and ::Ylaxwell's equation (6.21) reduce to {3a = Ja . 
In this case, once the solution for ra is known, the gauge-dependant generated magnetic 
field measured by the fundamental observer can be obtained via a standard integration of 
{3a. It is important to stress that {3a is the fundamental wl.riable whose deviation from 
zero quantifies the evolution of the magnetic field at second-order in a truly gauge-invariant 
manner. 
6.5 Consistency of the approximation schemes 
vVhen implementing a linearization scheme, it is necessary to check that the constraint 
equations defined in section (4.8.2) are preserved throughout the evolution along the fluid 
flow lines. This involves finding the time derivative of each constraint and checking that 
it is identically satisfied as a result of the accompanying propagation equations defined in 
section (4.8.1) being true. If this demonstrated for all constraints, we can then infer that 
provided a set of initial data is found that satisfies the initial conditions (given by the set of 
constraint equations) this set of equations will hold at a later time [111. The procedure is 
as follows; we define a variable whose elements are the constraint equations for the system 
(6.23) 
The next step is to check that 
(6.24) 
where FA does not contain any time derivatives and C B is a linear combination of the 
elements of C A If the constraints are satisfied on the initial surface (i.e. C A = 0 at t = to) 
then (6.24) implies that they are satisfied for all time. If an auxiliary constraint not con-
stitut.ing part of t.he initial set, such as Ci, is contained in C B , then this process must be 
repeated for this new equation C i (or new set C B ) until we arrive at an identically satisfied 
set. If too many non-trivial constraints cj arise the scheme is said to be inconsistent [111. 
Since our perturbative scheme places additional restrictions on these equations, it is crucial 
to check that the set is still consistr;nt up to second-order undrr these conditions. \Ve will 
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also check the evolution of the linear constraints in Tsagas et. al [98] . In both cases the cal-
cu lations will be performed for a flat irrotational Universe with zero cosmological constant 
given that these assumptions are made when calculating the final results in both treatments. 
Note that the absence of an electric field at first-order in both investigat ions removes the 
energy-fl ux qa to linear order. At second-order qa '" O( t:~) and is neglected in accordance 
with our perturbative scheme. The above mentioned conditions, in conjunction with the 
restrictions (6.6) required to isolate the GW modes , reduce the constraint equations in both 
investigations to 
Cj Db lTab = 0, 
C2 Hab _. (curl O")ab = 0, 
C3 Db Eab = 0, 
C4 DbHab = 0. 
The equations for the divergence and propagation of the vorticity (4.81) and (4.76) are 
trivially satisfied (i.e. ° = 0) and do not need to be checked. Maxwell's equations give rise 
to 2 constraints: 
An additional restriction 
DaBa = 0, 
DaEu = 0. (6.25) 
(6.26) 
is required to remove the magnetized scalar and vector modes in the WFA [98]. This 
removes the rotational parts of the magnetic anisotropic stress [69]; 
(6.27) 
This constraint is unnecessary in our treatment as it enters at O(t:~) level and is conse-
quently dropped. 
6.5.1 Consistency of the Weak field approximation 
The key assumption of the weak field approximation [96, 97, 99] is 
(6.28) 
The energy density of the magnetic field is fll::J = ~2 and assuming .a barotropic equation of 
state, the magnet ic pressure is PB = Wf.1B. Using (6.28) 
(6.29) 
and 
fiT + 3py = (f.1 + ~2) (1 + 3w) = fl(1 + 3w), ( 6.30) 
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where f-L is the energy density of the cosmic fluid. The field is sufficiently weak such that 
we can write 
f-LT = f-L (6.31) 
and 
f-L'T = - 8h = -8f-L(1 + w). ( 6.32) 
Constraints (C1 - C6 ) are found to be consistent: 
(;1 -8(CI --C3+~C7)=0, 
(;2 -8C2 = 0, 
63 -8C3 = 0, 
-18C4 = 0, 
-8C5 = 0, 
-8C6 = 0. (6.33) 
Invoking the linear evolution equation for the anisotropic stress in [99] 
. 48 2B2 1T ab = :3 - 1T ab -:3 0" ab , (6.34 ) 
we obtain 
. 5 
C7 = -3"8C7 = 0, (6 .35) 
which indicates that const.raint C 7 holds through time. 
6.5.2 Consistency of our scheme 
All constraints (C1 ) - (C6) are found to be consistent to second-order and evolve with time 
via the same equations as shown in (6.33). 
6.6 Wave equations for the maIn variables 
Having written the key Maxwell's equations as a system of differential equations of purely 
SOGr variables, we now turn to the derivation of wave equations for the electric and mag-
netic fields. vVe again make no assumptions about the spatial geometry or the equation of 
state and also retain the cosmological constant. This has the advantage of allowing us to 
draw some conclusions about how these parameters influence the interaction between G\V 
and magnetic fields . In particular , it will turn out that neglecting the current in Maxwell's 
equations and simultaneously requiring a homogeneous magnetic field at first-order level, 
leads to consistent equations only in spatially flat models. 
6.6.1 Wave equation for the interaction variable 
Let us first derive the wave equation for the interaction variable I a = 0" abEl'. Even though 
the shear 0" ab belongs to F2 and the magnetic field Ea to Fl, the commutator relations do 
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not lead to ambiguities for fa since they manifest themselves only at third-order in this 
case. Using equations (6.4) and (6.8), we obtain 
(6.36) 
We iJentify the auxiliary quantity Ja == Eab jjb Tu find the wave equation for P , we need 
the propagation equation of this new SOGI. Bringing in equations (6.4) and (6.9) we obtain 
- b - b . 
B Eab + B Eab 
( - ~8jjb) Eab -/- jjb (-8Eab -/- curl (curl O"ab) - ~ (p. -/- P)O"ab) 
5 -b -b 1 -6 
- "38EabB -/- curl (curl O"ab)B - '2 (p. -/- p) O"ab B . (6.37) 
Since curl Bb is at least second-order, the above term simplifies to 
curl (curl O"ab)Bb = curl curl (fa) - O"abcurl (curl Bb) = curl curl (fa). (6.38) 
Using equation (6.10) we obtain 
(6.39) 
Eliminating the auxiliary variable Ja, the general closed wave equation for fa is found to 
be 
( 6.40) 
In the case of infinite conductivity, the solution to equation (6.40) instantly yields the so-
lution of (3a from which the induced magnetic field measured by the fundamental observer 
may be obtained by integration. 
The remaining wave equations are found in the same manner shown above, however their 
explicit derivations will not be shown. 
6.6.2 Wave equation for the electric field 
To derive the wave equation for the induced electric field, we first differentiate equation 
(6.20) and equate the result with the second-order identity 
(6.41) 
to obtain 
(6.42) 
Secondly, using equation (6.21 ) to substitute for curl (3a above and the expansion 
( 6.43) 
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we find a forced wave equation for the induced electric field, namely 
(6.44) 
where the forcing term Ka == curlIa - HabBb = ccd[aDO'blcBb has no divergence. It is 
possible to show that the forcing term K a as well as curlIa and HabBb respectively, can be 
found from the wave equation 
(6.45 ) 
For example, the wave equation for curl I a follows by taking the curl of equation (6.40) and 
using the expansion (6.43), while the case HabBb is similar to the derivation of the wave 
equation for the interaction term P. 
It will be useful for later purposes to consider the electric field's rotation. By taking the 
curl of equation (6.44), we immediately arrive at 
(curl Ea),L D2 (curl Ea) + ~8 (curl Ea)',L 
+ [~82 + ~ (f.L - 9p) + ~Al curl Ea = curl Ka· ( 6.46) 
Because curl (HabBb) 
result 
- D2Ia + [- 15S 8 2 + ~ (Ii + A) 1 fa holds we note the interesting 
(6.47) 
From the above we see that curl K a = 0 for a cosmological model with flat spatial sections. 
We can infer that the electric field's rotation is not induced by the interaction between 
magnetic fields and GW at second-order level; the generated electric field is curl-free. Con-
sequently the interaction between magnetic fields and GWs in a spatially flat Universe 
produces the same magnetic field as in the limit of high conductivity. 
Upon closer inspection of the forcing term K a in equation (6.44) one discovers that this 
term is actually identically zero as a result of the identity [101] 
0= cabc Vi (D A d) - 2Vi ccd[a (D Abi) b d c bCd' ( 6.48) 
which holds for any vector Va und tensor Aab = A<ab> perpendicular to the congruence 
na. Equation (6.47) thus implies that our chosen perturbative scheme is only consistent if 
the cosmological model is spatially flat 3 We therefore see that the requirement of having a 
spatially homogeneous and thus curl-free magnetic field at first-order can be achieved only 
when the Universe is spatially flat. 
3In light of the commutator relation (6.43), which holds for BO in F l , the simultaneous requirement of 
DaBb = 0 and curl Bo = 0 is only consistent for a spatially Rat Universe - in an op('n or closecl l!niverse, a 
current is needed to uphold the magnetic field's homogeneity. 
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6.6.3 The generated magnetic field 
We found that the wave equations for the electric field and its rotation are unforced. Since 
they are introduced only at second-order , we can infer that they will remain perturbatively 
smaller than the magnetic field and can thprefore be neglected. The generated magnetic field 
now follows directly froO! the interaction variable sillce in this case we have Ja = fa. For 
closed or open models however, a wave equation fore a is needed to determine the induced 
magnetic field. The sought-after equation may be obtained by adopting the constraint 
equation (6.21) to equation (6.46) and substituting for curlKa via equation (6.47), which 
leads to 
(6.49) 
Observe that for models with flat spatial sections, the LHS and RHS of the above equa-
tion become identical, in agreement with the comment folJowing equation (6.46). A slight 
simplification is achieved by employing equation (6.40) yielding a forced wave equation for 
!3a: 
{J<a> -- D2!3a + ~8,6<a> + [~82 + k (p, - 9p) + iAl !3a 
-~8j<a> - [i~82 - ~ (p, + 2p - A)l fa· (6.50) 
It is evident that the variable P and hence gravitational waves source fluctuations in the 
magnetic field variable!3a Another way to derive equation (6.50) is by differentiating 
Maxwell's equation (6.21) twice, using equation (6.20) to remove the curl Ea-term and ap-
plying the corresponding commutation relations. This demonstrates the consistency of our 
approximation scheme. 
6.7 Solutions for fiat Universes 
After having derived the fundamental equations governing the interaction between GWs 
and magnetic fields as well as the generated electromagnetic fields, we turn to the task 
of solving them. For the sake of simplicity we investigate the solutions for spatially flat 
models with zero cosmolugical constant A only. We assume the matter to obey a barotropic 
equation of state, p = wp" with constant barotropic index w. 
A unified time variable 
The background equations (6.1)-(6.3), together with the assumptions stated above, imply 
the following evolution equation for the scale factor 
~ + - (1 + 3w) ~ = O. .. 1 ( . ) 2 
a 2 a 
(6.51) 
By choosing initial conditions such that 8 0 == 8(to) = 3Ho for some arbitrary initial time 
to with the Hubble radius H = a/a and intergrating once, we obtain the following relation 
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for the expansion 
1 Ii 2 
-8 = - = . 
3 a 3(1 + w)(t - to) + 21Ho 
Integrating once more we find for the scale factor the solution 
2 
a(t) = ao [~Ho (1 + w) (t - to) + 1]3(HW) . 
The introduction of a dimensionless time variable 7 , defined as 
3 
7 == 2 H 0 (1 + w) (t - to) + 1, 
59 
(6.52) 
(6.53) 
( 6.54) 
turns out to he useful. The new time variable allows for a convenient integration of almost 
all equations to be considered later, irrespective of the barotropic index and taking the initial 
conditions explicitly into account as well. For example, the scale factor evolves simply as 
u = ao 7 2/ (:'1(Hw)) and the Hubble radius as H = Ho/7 where the 3l'bitrary initial time to 
is now 7 = 1. 
Harmonic Decomposition 
Since we consider Universes with fiat spatial geometries only, the induced magnetic field 
can be found by integrating j3n To this end it suffices to solve for the interaction variable 
I a whose wave equation is given in equation (6.10). 
A harmonic decomposition [11, 31] is used to take care of the Laplacian operator. It is 
standard procedure to assume that the time and spatial dependance of each variable is 
separable such that the variable can be expressed as the product of the time part and the 
spatial part. This operation effectively decomposes the differential equation for the time 
variation of an entire perturbation into separate equations describing the time variation of 
each component of the spatial part of the perturbation each characterized by a comoving 
wavenumber. Since any disturbance in a quantity can be expressed as the superposition of 
normal modes, we can decompose the spatial part into the summation over a series of har-
monics Q which are covariantly constant Q(k) = 0 and are conveniently the eigenfunctions 
of the Laplace-Beltrami operator 
k2 
D2Q = -- 2 Q. (6.55) 
a 
Using these harmonics we expand arbitrary scalars , vectors and tensors in the following way 
S = L (S(k)Q(k)) , 
k 
Va = L (~V(k)Q~ + VU)Q~) , 
k 
Tab = L (:2T(k)Q~b + ~T(k)Q~b + T(k)Q;b) ' 
k 
where DaS(k) = Da V(k) = DaT(k) = 0 (i.e. timelike). 
(6.56) 
(6.57) 
( 6.58) 
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The use of harmonics is advantageous because the comoving wavenumber k characteriz-
ing each particular spatial variation encompasses the idea of comoving wavenumber k for 
the inhomogeneities [52] . We can then define a comoving scale A = 'IT:i! for each perturba-
tion. In our application, the harmonic decomposition is particularly useful as it allows us to 
distinguish the specific situation where the wavelengths of the perturbations are much larger 
than the Hubble scale e%a » H- 1), in which case the Laplacian operator in equation (6.55) 
that is proportional to k, can be eliminated in the wave equations of certain perturbations, 
yielding easily-solved differential equations. Although the use of a plane wave description is 
mathematically incorrect in curved space, it turns out that the only differencp that arises is 
the allowable values of the wavenumbers. For a Aat geometry (K = 0) the eigenvalues form 
a continous spectrum where k 2 :::: O. The spectrum for an open model (J( = +1) is discrete 
with k2 = a(a + 2) where a = 1, 2, 3 ... A spacetime with negative curvature (K = -1) 
can accomodate the eigenvalues k 2 = 1 + a 2 where a 2 :::: 0 [50]. 
As mentioned previously, G\Vs are purely tensorial and so we expand the representative 
shear variable as the tensor harmonics given in (6.58) 
(J =" (J(k)Q(k) 
ab L ab' (6.59) 
k 
where as usual Q' (k) = 0 and D2Q(k) = _(k2/a2 )Q(k) hold. Each gravitational wave mode <~> ~ ~ 
is associated with the physical wavelength 
AGW = 27fa/k. (6.60) 
The expansion of the magnetic field in pure vector (solenoidal) harmonics is 
13 =" B(n)Q(n) 
a L a 1 (661) 
n 
and these obey the relations Q~"2> = 0 and D2Q~n) = _(n2/a2)Q~k) Since the magnetic 
field in FI obeys curl Ba = 0, it follows that D2Ba = -curl (curl Ba) = O. For this condition 
to be satisfied, we see from equation (6.55) that n 2 must be O. The harmonic decomposition 
of the magnetic field therefore reduces to 
13 = B(O)Q(O) 
a a , (6.62) 
where 13(0) = BO(ao/a)2. This means that the magnetic fi e ld B a is spatially constant (i.e. 
in agreement with the assumption of homogeneity). Perturbations in S are conveniently 
decomposed with the vector harmonics 4 
Vie) = Q(k)Qb 
a - ab (n)' 
. (e) 
which are readily verified to fulfill the s tandard requirements V<a> 
_ (e2/a2)Va(e), where the wavenumber £ satisfies 
£2 = (ka -r na)(kQ -,- nil). 
( 6.63) 
(6.64) 
4l t should be kept in mind that all above introduced hannonics are exclusively defined on the background 
FLRW spacetime. 
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Here, k refers to the GW and n to the magnetic field. Generally there is a range of k and 
n combinations that correspond to a given £ mode. This is accounted for by a summation 
over all permutations of k and n. However because the magnetic field in Fl only has a 
zero mode (n = 0) in our investigation, the wavenumber £ coincides with the wavenumber 
k of the shear and only a single comoving gravitational wavenumber corresponds to a given 
interaction mode. 
Using the above defined unified time variable T and the haJ'monic decomposition above, 
we transform the wave equation (6.40) for the interaction variable 1a into an ordinary 
differential equation 
9 ( )2 /I 4" 1 + w I(e) + 27(1 +w) l' 2T (e) 
+ [( 
£ )2 __ 4 2S - 1SW] 
-- T 3(l+w) + l(e) = 0, 
n.oHo 2T2 (6.6S) 
where a prime means differentiation with respect to T. Initial conditions are chosen as 
follows: 
1(e) (to) 
l(e) (T = 1) 
(6.66) 
(6.67) 
Bo is the initial amplitude of the first-order magnetic field and CJ(k) (to) = 3/2Ho (1 + w) CT(k/1) 
was used. For every mode Ie we have initially CT(tO) = CTo and CT'(l) = CTb. 
6.8 Limiting case where £ ----+ 0 
In the case (£ --7 0), the solution of equation (6.6S) is found to be 
( ) 10 -5+3w 1 0 (T)=C1 T- 3(l +w) +C2T3(l+w), (6.68) 
where C1 and C2 are constants of integration. If the initial conditions (6.66)- (6.67) are 
chosen, the corresponding integration constants are 
C _ (-S + 3w) 1(£)(1) - 3 (1 + w) 1(e)(1) 
1 - -----------S--+-3-w------~~-- (6.69) 
and 
C = 101(f)(1)+3(1+w)l(e)(1) 
2 ---------S-+--3w----~~-· (6.70) 
This solution is in agreement with the result obtained by multiplying the first-order magnetic 
field (6.S) with the (e --70) solution of the shear equation (6.11). The total magnetic field 
in the limit (k --7 0) is then 
B(0)(T)=BoT- 3( l ~ W) [1 - B~~03(1~w) (T3<.i: : ) -1) 
+ B~~o 1 +\w (T 3(;~: ) - 1)] , (6.71) 
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where Bo is the magnitude of the first-order magnetic field interacting with the GWs at 
initial time to. For physical reasons, the induced magnetic field must vanish initially. The 
growing contribution in the second line of equation (6.71) means that the interaction al-
ways leads to an amplificatiol1 of the magnetic field for any physically acceptable choice of 
equa.tion of state. 
Some important special cases are now considered. For the sake of simplicity, we elimi-
nate any growth or decay of the interaction mode initially and set 1(£)(1) = 0 In t.he 
matter-dominated era where the matter is accurately described as dust (i.e. w = 0 and 
11 = aOT2/3) the magnetic field mode is 
(0) - (ao) 2 [ 2 ao {( ao) 3/2 } 2ao { a }] BOust(a) = Bo "; 1 + i Ho -; - 1 + Ho ao - 1 . (6 .72) 
For a radiation-dominat.ed era where w = 1/3 and a = aOTl/2, the total magnetic field is 
[ { ( )
2 }] 
(0) - aO 2 2 ao ao 5 ao a 
B (a) = Bo (-) 1 + - - {- - I} + - - -- 1 . 
Rad a 3 H 0 a 6 H 0 ao (6.73) 
In the limit (k -> 0) the amplification depends mainly on the scale factor and the magnitude 
of the initial GW distortion relative to the Hubble parameter (a / H)o. 
6.9 General case with e i= 0 
The general solution to the interaction equation (6.65) is 
· ·,+w [ (3W + 5 e 2 ~) I(£)(T) = T2(l+w} D 1 )1 , _____ T 3(I+w} 2(1+3w) aoHo1+3w 
+D2 h _____ T 3(I+w) ( 
3w + 5 e 2 1+3w )] 
2(1+3w)'aoHo l+3w ' (6.74) 
where D1 , D2 are integration constants and )1, h denote Bessel functions of the first 
and second kind, respectively. Observe that in the limit of e -> 0 the solution (6.68) is 
recovered. The generated magnetic field relative to the observer moving with 4-velocity u a , 
can be calculated from the solution (6.74) analytically for every barotropic parameter w. 
We will state here only the total magnetic field solution in the case of dust and radiation 
respectively. For dust where w = 0 and a = aOT2/ 3, the full magnetic field is 
B(e) ( ) = B (ao):! [1 + ~ (ACW)2 (~+ as ) + O( -I)] 
Dust a 0 a 41[2 A H 2H a. H 0 0 0 
(6.75) 
For radiation where w = 1/3 and a = aOTl/2, the total magnetic field modes obey 
(6.76) 
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We have introduced the gravitational wavelength AGW = 2na/k and the Hubble length 
AH = 1/ H. The un-displayed remainders O(a -1) in the expressions above contain functions 
which oscillate with amplitudes decaying at least as fast as the inverse scale factor a-I 
When the limit (k ----> 0) of the full solutions above is taken, the findings (6.72) and (6.73) 
are rediscovered. The results (6.75) ·(6.76) clearly show how the generated magnetic field 
depends on the initial conditions. The late time behaviour is almost identical for both dust 
and radiation. Physically, the interaction can only be effective if gravitational wavelength 
matches the size of the magnetic field region AGvV '" A R' 
• In the case of AGW » AS the magnetic firld cannot be physically affected uy the ew . 
• For AGW « AS the effect becomes negligible due to its quadratic dependence on AGW. 
If we divide the findings (6.75)(6.76) through by the energy density of the background 
radiation (which decays in the same manner as the original magnetic fi eld) the dominant 
contribution can be summarized as follows 
(6.77) 
where the wavenumber indices have been suppressed and ab = 0 was assumed. At late times, 
a significant amplification of the original magnetic field can be achieved for super-horizon 
gravitational waves. Note that a result almost identical to (6.77) was obtained in [98], 
wherein the factor 1/10 is instead replaced by 10. Our result however, holds for any finite 
gravitational wavelength AGW ~ AS while the result in [98] assumes AH « Ac.W. Somewhat 
contrived initial conditions leading to an abrupt amplification of the field were also used 
in [981 whereas we choose initial conditions such that there is no generated field when the 
interaction sets in. FUrthermore, the seed field iJ is thought to emerge from the electroweak 
phase transition after which it starts to interact with the inAationary gravitational wave 
spectrum. 
6.10 Comparison with the weak field approximation 
We now compare our results with those given in [98] in which this interaction has recently 
been investigated using the so-called weak field approximation [96, 97, 99]. We remind the 
reader that this scheme allows for a weak magnetic test field Ba in the background whose 
energy density, anisotropic stress and spatial dependence have negligible impact on the 
background dynamics: B2 « fJ, and nab = - B<aBb> ::::: 0 ::::: Daih to zeroth-order. In order 
to isolate linear tensor perturbations it is necessary to impose DaB2 = 0 = "abc Bb curl B C 
in addition to the standard constraints Wa = 0 = DafJ, = DaP associated with pure perfect 
fluid cosmologies. The ll1ain equations governing the induced magnetic field were derived 
in [98] for the case of a spatially flat Universe with vanishing cosmological constant A and 
a barotropic equation of state p = ww 
(6.78) 
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where the GWs are determined by the shear wave equation 
5 [1 k2 ] O"(k) + -8a(k) + - (1- 3w) 8 2 + 2" a(k ) = O. 3 6 a (6.79) 
Here, the shear is harmonically decomposed as a ab = a(k)Q~~), while for the induced mag-
netic field Bie) = B(i) Vale) with Vale) = Q~~)Q~n) was adopted. The background magnetic 
field evolves as Ea = E~(ao/a)2 and E~ = E~n)Q~n) is assumed. We now compare our 
results with the corresponding solutions in [98] to see whether the two formalisms lead to 
different results. For simplicity, we restrict ourselves here to the case of dust (w = 0). 
As pointed out above, the only allowed magnetic wavenumber for the interacting mag-
netic field is n = 0 when DaEb = 0, which leads to I! = k. The published solution for 
the generated magnetic field in the weak field approximation (equation (21) in [98]) is not 
however applicable in the limit n --+ O. This can be traced back to the choice for the initial 
conditions for the generated magnetic field made by the authors of [98] when solving equa-
tions (6.78)-(6.79) (see equation (19) in [98]). 
In what follows we solve equations (6.78)-·(6.79) again, including the full solution for the 
shear instead of merely keeping the dominant part as done in [981. We specify the initial 
conditions by choosing for every mode k of the shear a(k)(ao) = ao, a(k)(aO) = 0 and for 
every mode I! = k of the generated magnetic field B(e)(ao) = 0 = B(e)(ao). Note that 
this choice of initial conditions differs from that in [981 but agrees with our choice made in 
section (6.9). The solution including the background field, for an arbitrary wavenumber k 
of the shear, has the structure 
Bg~st (a) = Eo (~) 2 [1 + ~~ f ( va; k) + 0 (a - ~ ) ] , (6.80) 
where the function f (va; k) is built of several oscillatory terms with amplitude (>-c;w / AH)6 
at most and the un-displayed part falls of at least as fast as a -1/2. If this is compared 
with our result (6.75) , one ubserves that it differs by having another time behaviour. More 
striking however, is that the term f (Fa; k) now not only amplifies the seed field but also 
grows like va in the long wavelength limit (k/aoHo « 1). This is in clear contrast to the 
gauge-invariant result (6.75), where the seed undergoes amplification but then still decays 
adiabatically as a- 2 On the other hand , in the limit (k -, 0), the exact full solution is now 
(0) -
BOust(a) = Bo ( aO)2[ aO{20 (a)1/2 - 1 + - - - 14 -
a Ho 3 ao 
+ 356 (:J + l~ (~) 3/2} ] (6.81) 
Again, we obtain a solution whose time behaviour differs from that found in (6.72). However, 
the weak field solutions agree with our presented solutions in the case (k ---> 0) when only 
the dominant part of the solutions is considered (at least in the examples considered above). 
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A further important remark concerns the issue of conductivity. We have seen earlier that 
within our assumptions and for spatially flat Universes, the gravito-magnetic interaction 
leads to an induced Illagnetic field which is independent of the conductivity of the cosmic 
medium. This is due to the fact that the interaction does not generate rotational electric 
field modes which might affect the magnetic field . In the weak field approximation how-
ever, the situation is completely different. If one assumes that the conductivity of the cosmic 
medium is sufficiently high to cause the rapid dissapation of the electric fields to yield a 
curl-free induced magnetic field, then equation (6.78) no longer applies and one simply has 
to use 
(6.82) 
instead, while the equation for the shear (6.79) is unaltered. This means that the weak 
field approximation produces the same result as our gauge-invariant perturbation approach 
in the high conductivity limit, al1d for that case only. It is therefore evident that in the 
weak field approximation, the conductivity of the cosmic medium has a crucial bearing on 
the generated magnetic field, in stark contrast to the result of our p;auge-invariant approach 
(see also [20]). 
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Chapter 7 
The inhomogeneous magnetic field 
case 
The purpose of this next chapter is to provide a detailed comparison between the outcome 
of the magnetic-gravito interact ion with a homogeneous and inhomogeneous, magnetic field, 
with the intention of highlighting the repercussions of restricting the nature of the field 
namely spatial homogeneity. 
7.1 Formalism 
In order to investigate the more general case of an inhomogeneous magnetic field residing in 
the Fl spacetime, we adopt the same perturbative scheme given in section (5.4) but include 
spatial gradients of the field (D a B b) at this perturbative level: 
• Fl = FLRW perturbed by an inhomogeneous magnetic field whose energy density and 
anisotropic stress are neglected, O(E8). 
The additional Fl variable (DaBb) rv O(EB) complicates matters. The linearized commu-
tator for curl curl Ba (c.f, appendix) 
(7.1) 
reduces to 
curl curl Ba = .. D2 Ra (7.2) 
in the flat case. This means that if we wish to consider a curl-free, first-oruer magnetic 
field residing in a fl at Universe, then (DbBa) must vanish at linear-order for consistency. 
Vanishing spatial gradients however, correspond to a homogeneous first-order field. For 
non-redundant results we can then only consider open and closed models. This is restric-
tive as only a limited set of eigenvalues k can be accommodated by these geometries and we 
will not be able to com pare our results with those in chapter (6). To treat the gcneral case 
encompassing all geometries we must ther~fOl'e retain curl B a at the Fl p~rturLative level. 
Since the rotation of a magnetic field naturally induces a current ja = curl Ba, we require a 
model that provides a suitable treatmcnt of currents at this levd. For this we prescribe to 
66 
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magnetohyd rodyna.m ics (i'VIHD). 
Since the mean-free paths between the electron-ion collisions in a typical plasma are macro-
scopically long, it is not always obvious that a fluid description is indeed valid. On small 
scales these interactions are frequent and cause the two species to move relative to each 
other, generating charge separation effects referred to as plasma oscillations . If we consider 
much larger scales on which the individual collisions are not explicitly seen, the different 
species are observed to move together with a common average velocity, allowing the single 
fluid description of this 2-component system, introduced in section (5.4) as the MHD ap-
proximation. Since the young cosmic plasma being studied in this problem is assumed to 
be highly conducting, it may be described as a continuum without collisional effects and 
can thus be accurately modelled using the MHD approach . We now pay attention to how 
the currents, which are established due to the net motion of the fluid by induction, modify 
the field and in so doing couple the hydrodynamical equations to Maxwell's equations via 
Ohm's law. 
We perform the calculations in an irrotational Universe with non-zero A and assuming 
p = W/-L, as done in chapter (6). It has been argued that the reduced MHD description of a 
plasma as a fluid is only valid in the case of a cold plasma [56], where the fluid pressures are 
negligible compared with the magnetic pressure (i.e. p = 0). Furthermore, this extension of 
the analysis is being performed primarily for the sake of comparison with the homogeneous 
case. It is therefore sufficient to calculate the results for the case of dust only. We also adopt 
the geodesic frame in which the acceleration of the fluid frame ua vanishes to all orders. 
7.2 Basic equations of MHD 
vVe now define the magnetohydrodynamic variables assuming global charge neutrality (i.e. 
the number densities of the electrons and ions are roughly equal such that Pc = -e(ne-ni ) rv 
0). We assume that the interactions of the ions and electrons collectively isotropize their 
motions such that in a chosen frame, the properties of the fluid on macroscopic scales can 
be described in terms of an average velocity va. We take this mean motion to be the center 
of mass velocity of the electron-ion system, defined by 
a + a 
va = J.Lev(c) /-LiV( i ) 
/-Le + /-Li 
(7.3) 
where va coincides with the velocity of the fundamental observer at zeroth-order. The be-
haviour of the electromagnetic fields are now examined in terms of this bulk velocity. 
Ohm's law is generally formulated in the local rest frame of the conducting fluid and is 
assumed to hold to all orders 
(7.4) 
where the conductivity (J is regarded as a constant for simplicity. The 3-vector E a repre-
sents the field as observed from the rest-space of the fluid and the second term in (7.4) is 
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the apparent electric field associated with the fluid flow. We make the standard assump-
tion that the cosmic medium is illfiuitely conducting, referred to as the ideal MHD limit. 
This is valid considering the early epoch in which the interaction takes place and is also 
consistent with the treatment of a homogeneous magnetic field in a fiat l'niverse in chap-
ter (6); the magnetic-gravito interaction was shown in section (6.6.2) to generate the same 
magnetic field on flat spatial sec tions as in the limit of infinite conductivity. By assuming 
(a ---> (0), equation (7.4) ind icates that the effective electric field (Ea + Eabevb Be) must be 
identically zero in order for the spatial current j <a> to remain finite. The electric field is 
now determined jointly hy the fluid velocity and the magnetic field 
(7.5) 
We note that the electric field is of the order (f 8 f g) and thus enters the 5 spacetime. 
7.3 First-order perturbations 
7.3.1 The inhomogeneous magnetic field Ea 
We assume that the relic magnetic field residing in the Fl spacetime contains inhomo-
geneities on scales smaller than the typical coherence scales. The spatial gradients DbBa 
are thus of order 0(1'.8). Given that the magnetic field is a first-order perturbation on the 
background, the magnetic anisotropy 1f ab = - B <a Bb> '" 0(t1) is still neglected. Since the 
associated electric field is perturbatively smaller than the magnetic fi eld and enters only at 
5 , the magnetic induction equation has the same form as in equation (6.4) 
7.3.2 Gravitational waves 
The tensorial gravitational waves are again governed completely by the same shear evolution 
equation (6.8) 
We note that the time dependance of the first-order magnetic field and the shear, remain 
the same as in the homogeneous case. The evolution of the interaction variable is therefore 
unaffect.ed by the spatial variation of the magnetic field. 
7.4 Second-order perturbations: The interaction 
\"le look to Maxwell's equation to determine the nat.ure of the interaction between GWs 
and the magnetic field. If the back-reaction of the induced field with the shear is ignored, 
the induction equation now has the form 
(7.G) 
where the second term (curl Ea) describes tile dragging of the field lines by the fluid. Again 
we are faced with the problem of removing the primary magnetic field component of B a 
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from the LHS of (7.6) to ensurp that it is truly second-order. Given that the magnetic 
spatial gradients are now retained in F J , the commutator relation used as an example in 
the homogeneous case in section (6.4) 1 is now consistently satisfied when the power series 
expansion of B a 
is applied. Although this expansion does not immediately appear to be invalid, in the event 
that an inconsistency does exist we choose to represent the magnetic field using the same 
SOGI variable 
(7.7) 
identified in chapter (6) We select the same interaction variable fa = (J~Bb and denote the 
variable Fa = curl Ea == -2Db (V[aBbl). We can now restate Maxwell's equations in S as a 
system of differential equations in terms of these SOGI variables 
0, 
o. 
(7.8) 
(7.9) 
(7.10) 
To close the system, the Ea equation is replaced by the velocity propagation equation in 
the cold plasma limit, which comes out of the momentum-conservation equation as 
. J C\ bD b ·bBe Va f- "3CJva = -v bVa - - rJabV - tabcJ . (7.11) 
This equation indicates that the average fluid velocity which now constitutes the electric 
field, affects the evolution of the magnetic field which then modifips va in a back-reaction. 
Given that both va and B a are individually regarded as first-order, only the linear part of 
this equation is needed 
(7.12) 
The generated magnetic field B a can be fuund directly by integrating a linear combination 
of the fa and Fa solutions. 
If we take the divergence of (3a we obtain the relation 
(7.13 ) 
Substituting for fJa in terms of the magnetic field iJa and imposing the standard constraints 
0= DaBa = DaEa , consistently yields the same relation (7.13). Since spatial gradients now 
are regarded as first-order, the latter in equation (7.13) is equivalent to rJabuajjb which can 
not immediately be set to zero. Since we can not place any further constraints un relation 
(7.13), the variables are not necessarily divergence-free. 
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7.S Consistency of MHD approximation 
The constraints from Einstein's gravitational equations (Cd - (C6 ) take the same form as 
that given in chapter (6) which have been shown to be consistent. We need to check the 
consistency of Maxwell's equations (7.9) and (7.10) within the MHD approximation ; 
DaEa = 0, 
DaBa = O. 
Replacing Ea with equation (7.5) in (7.]1) above, gives 
Using equations (7.6) and (7.12), we arrive at 
- ~8C6 = 0, 
-8C7 + 2{Dbva ) (Da Bb) = O. 
(7.14) 
(7.15) 
(7.16) 
(7.17) 
(7.18) 
We must now check whether the additional constraint Cs = (Dbva)(Da Bb) = 0 is satisfied 
throughout its evolution along the fluid flow as a consequence of the propagation equations 
for va and Ba being true. Substituting equations (7.12) and (7.6) , we find 
68 = - 8Cs = 0, (7.19) 
indicating that Cs is conserved in time and yields a consistent set of equations. 
7.6 Re-scaled variables 
It is convenient to re-scale the primary magnetic field variable. By replacing Ea = Ba (a:) 2 
the homogeneous magnetic mode is removed and the quantity E a now represents the evolu-
tion of the field over and above its adiabatic decay. The part of the new variable representing 
the first-order magetic field is independent of time and remains equal to its initial amplitude 
of Eo = Bo throughout its evolution. The time dependence of Ea found in the fin al solutions 
then describes the evolution of the generated field only. The main variables become 
Using H = ~ = a/a we can restate equation (78) in terms of these variables 
Ba + Fa = Ia· 
(7.20) 
(7.21) 
Considering equation (7.21) at some arbitrary initial time to, we see that in order for the 
generated magnetic field to be zero initially, the following must hold; 
B(to) = aoBo - Fo = O. (7.22) 
This initial cond ition requires the magnitude of the electric field rotation to equal the initial 
interaction 
(7.23) 
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7.7 Evolution equations for the main variables 
It has been shown in equation (7.21) that the IIlagnetic field SOGI l3 a can he extracted 
directly by integrating a linear combination of the solutions to the interaction I a and the 
electric field rotation Fa. We turn to find the evolution equations for these variables, 
maintaining generality. 
7.7.1 Governing equation for the interaction variable 
In section (6.8) the solution for ra obtained by solving its wave equation, was found to 
agree with the result calculated from the multiplication of the time dependencies of the 
shear and background magnetic field determined individually. Solving the wave equation 
for the interaction variable however, requires a harmonic decomposition. As demonstrated 
in section (7.4), the interaction variable is not necessarily divergence-free and may have 
a non-zero scalar contrihution. Decomposing I a as a pure vector (as in the homogeneous 
case) may thus be incorrect, so we choose to find the solution for I a by solving for O"ab and 
the first-order part of l3b separately. 
We employ the standard harmonic decomposition described in (6.7) to deal with the Lapla-
cian operator present in the wave equation of the shear. Using the unified time variable T, 
the shear wave equation (6.11) describing the evolution of the GWs becomes 
21/ 15 I [1(3-9W) k2 -4] 9 (1 1- W) O"(k) + - (1 -I- W) O"(k) -I- - 2 -t 2 T 3( l h ) O"(k) = O. 
2T 2 T (Hoao) (7.24 ) 
The first-order magnetic field component of l3 remains constant over time with a magnitude 
Bo for all eigenvalues k. The solution for I(k) = O"(k)l3 will therefore only contain the 
gravitational wavenumber k. 
7.7.2 Propogation equation for Fa 
In the ideal MHD limit , the electric field is expressed 3.<; the prorluct of the primary magnetic 
field and the velocity. Using the linear velocity propagation equation (7.12), the equation 
describing the evolution of .the forcing term Fa is found to be 
I 2 
Fa -I- 3TFa = 0, (7.25) 
wlwre a prime means differentiation with respect to the unified time variable T. As shown 
in section (7.6) the magnitude of the vector Fa at some initial time (T = 1) is required 
to be Fo(1) = O"ol3o . The use of the unified time variable removes the barotropic index w. 
However, given that the velocity equation (7.12) used in its derivation was found assuming 
W = 0, equation (7.25) is therefore only valid for dust. 
7.S Solutions for fiat Universes 
For the sake of comparison, we investigate the dust solutions only for spatially Rat lllodeis 
with zero cosmological constant. 
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7.8.1 Limiting case where k -) 0 
In the limit (k --. 0) the solution to the shear wave equation for a dust Universe is 
where C1 and C2 are integration constants. If we specify the initial conditions as 
and 
a(0)(1) =-= a~ , 
the corresponding integration constants are 
and 
C _ -
5ao(1) - 3a~ 
1 - 5 
C
2 
= 10ao(1) + 3a~. 
5 
72 
(7.26) 
(7.27) 
(7.2R) 
(7. 29) 
(7.30) 
Dropping indices, the first-order magnetic np.ld represented by 3 = Bo has no time depen-
dence and is absorbed into the integration constants when calculating the solution to the 
interaction variable. 
The general equation (7.25) for the forcing term Fa is inuependent of a comuving wavenum-
ber and can thus be employed in this special case. Its solution is found by imposing the 
initial conditions (7.23) and integrating (7.25) 
(7 . .31) 
We are now equipped with the solutions of both forcing terms and can integrate to solve 
for the magnetic field in the limit of (k --. 0). To simplify matters, we eliminate any initial 
growth or decay of the interaction mode and set a~ = O. In the matter-dominated era where 
w = 0 and a = aOT2/ 3 , the magnetic field mode is 
3 (0) ()-B- [ 20'0 {(ao)3/2 } 6ao {a } , 20'0 {(ao)1/2 }] a - 0 1 + -- - - 1 + -- - -1 T - - -1 . 
Dust 15 Ho a 5Ho 00 Ho a 
(7.32) 
When comparing the above to the result (6.72) in the homo.e;eneous case, the last term in 
(7.32) is identifieo as the contrihution from the Fa = curl E a term. 
7.8.2 General case with k /: 0 
The general solution to the shear wave equation is found to be 
(7.33) 
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where C J , C2 a.re integration constants and J1, J2 denote Bessel functions of the first and 
second kind, respectively. To find the solution for the interaction variable I(k), we multiply 
(7.33) by the first-order magnetic field B = Bo. 
The magnetic field as seen by an observer moving with 4-velocity u a is found by adding 
solutions (7.39) and (7.31) and integrating. For every mode k we adopt the same initial 
conditions 0"(1) = 0"0 and 0"'(1) = O"b for convenience. The total magnetic field in the case 
of dust is 
B(k) (T) = B [1 + 3a2 (O"oHo) + 3a6 (O"b Ho ) _ 20"0 + 0(T-1/3)J . 
Dust. 0 ° k2 2 k2 Ho (7.34 ) 
To allow for direct comparison with the corresponding solution in chapter (6), we convert 
equation (7.34) into a function of the scale factor and introduce the initial gravitational 
wavelength (.\Gw)o = 27fao/k and Hubble length (AH)o = 1/ Ho· For dust the scale fa.ctor 
varies as a = aOT2/3 and the solution becomes 
(k) _ - [ _ ~(.\GW)2(0"0 ~)_(2ao) -1 /2 ] 
BOllst(a) - Bo 1 r 47f2 .\H 0 Ho + 2Ho Ho + O(a ) (7.35) 
1 
We do not give the remainders of the solution incorporated in O(a- z ) as these decay 
rapidly with time and can be neglected. The result (7.35) indicates that the magnitude of 
the amplification depends critically on the initial conditions , as shown by the dust solution 
(6.75) in the homogeneous field case. The solution (7.32) is recovered when taking the 
long-wavelength limit of the full solution stated above. 
We now present equation (7.34) in terms of the magnetic field variable B(kJ = B(k) (~) 2 to 
enable direct comparison with the result in chapter (6); 
B(k) (a) = B (ao)2 [1 + ~ (AGW)2 (~+ O"b ) _ (20"0) + 0(a- 1/2 )]. (7.36) 
Dust 0 a 47f2.\H 0 Ho 2Ho Ho 
To simplify matters, we again take O"(k (1) = 0 for granted. If we divide the result (7.36) 
through by the energy density of the background radiation, the dominant mode is then 
given by 
(7.37) 
where the wavenumber indices have been suppressed. \"le identify an additional term in the 
amplification factor ( re) that is sourced by curl E = - curl (v x B). 
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In order to estimate the amplification of the seed fi eld due to the interaction with GWs, we 
reproduce the analysis presented in [981 using the same parameter values . 
Given that the evolution of the spatially flat Universe is dominated by a dark energy 
component such as a cosmological constant or quintessence, the minimum seed required 
for the dynamo mechanism to work is of the order of 10-30 G at the time of completed 
galaxy formation, and coherent on a scale at least as large as the largest turbulent eddy, 
roughly rv 100 pc [25]. Using equation (5.7), we find that such a collapsed magnetic field 
wi th coherence length A B rv 10 kpc on a comoving scale, corresponds to a field of strength 
B = B (Li) 2 = 1O-30 G (102 pc) 2 =-= 1O- 34 G 
, j L j 104 pc ' 
(8.1) 
provided the field remains frozen into the cosmic plasma from the epoch of radiation decou-
piing to galaxy formation [25]. Its field strength compared to the energy density of the back-
ground radiation prior to structure formation , J.L" gives rise to the ratio B / J.L~/2 rv 10-29 , 
which stays constant as long as the magnetic flux is conserved and the magnetic field is 
frozen into the cosmic medium. 
The current models of inflation are based on the idea that a phase transition took place in 
the early Universe that generat.ed a vacuum energy density which then naturally induced 
the exponential expansion. The Hubble parameter H remains constant during this phase 
ano is related to the vacuum energy density II.injl dri ving it by 
H = j(J.Lin jt/3) 
mpi 
'"V-- , 
mpi 
(8.2) 
[24, 103] where the Planck mass mpl is the value for which the Schwarzschild radius and 
the Compton length are equal (i.e. the Planck length) (see [57, 7S] for example). A general 
prediction of all inflat.ionary scenarios is the production of la rge scale gravitational waves. 
l :sing the observed quadrupole anisotropy in the COBE CI\IB data, \Vhite extracted a 
value for tht' inflClt.ionary sCillc of H = )..~ rv 1O- 13 G [103], assuming that the anisotropy 
74 
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is sourced only by the inflationary CWs. The scale of the magnetic field therefore implies 
AiJIAH "-' 1020 at the end of inflation. The energy density of these CWs is roughly [98] 
( 1 )2(H)2 fJ-GW"-' -- --
-- AGW mpi (8.3) 
Here AGW denotes the wavelength of the CW. This implies an induced shear anisotropy [98] 
(8.4) 
where the zero suffix indicates the end of the inflationary epoch. Typical inflationary models 
predict H Impi "-' 10-6 , which lies comfortably within the bound H Impi :s 10-5 stemming 
from the quadrupole anisotropy of the eMB. 
The interaction of such a primordial magnetic field with CWs produced by inflation leads 
to a substantial amplificittion of the former. Returning to our result (6.77) for the homoge-
neOllS magnetic field case and applying (8.4), we find for the total magnetic field [9tl] 
(8. 5) 
Since the magnetic field and gravitational wavelengths need to Le of cumparable size for 
the interaction to be physically P.ffective, we can write 
(8.6) 
Substituting (AiJIAH)o '" 1020 and H impi "-' 10-6 into the above expression, we find that 
the gravito-magnetic interaction amplifies the original magnetic field as much as 13 orders of 
magnitude. This mechanism thus brings an inflationary seed such as in [24] up to '" 10 - 21 C, 
which is comfortably within the requirements of the galactic dynamo mechanism [25]. In 
"C niverses with zero cosmological constant, the minimum seed for the dynamo has to be 
raised from rv 10- 30 C to rv 10 --23 C [61] . 
If we now consider the final solution (7.37) to the inhomogeneous case, we identify an 
additional term (- H) 0 stelllming from the rotation of the electric field. Using equation 
(8.4) we calculate the magnitude of this contribution; 
(!!...) '" (~) (~) = (_1 ) (10 6) = 1026 H U - /\GW 0 mpi 1020 (8.7) 
This is negligible when compared to the amplification factor of", 10 13 This makes sense 
given that the ratio in (8.7) is independent of a comoving wavenmber; the time-dependence 
of the forcing term Fa is sought from a first-order propagation equation in which a Laplaci an 
does not appear. This term does not therefore contain the ratio of the coherence scales of 
the perturbation and the horizon, which is responsib le for the substantial amplification by 
the interaction. Vie can infer that the rotation of the associated second-order electric fielrl 
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does not give rise to a significant suppression of the ind uced magnetic field . 
We stress that the efficiency of the mechanism is highly dependent on the ratiu between 
the coherence length A8 uf the initial magnetic fidd and the initial size of the horizon 
AH. This ratio however, disappears when the limit (k --; 0) is taken (see section (6.8) and 
(7.8.1)). Even though the solutions (6.72), (6.73) and (7.32) show a growth proportional 
(quadratic) to the scale factor, the factor of proportionality (iJ/H)o (rv 10-26 from (8.7) in 
our example) is far too small in order to achieve an effective amplification. It follows that 
the interaction between G\iVs and on ;werage homogeneous and inhomogeneous magnetic 
fields is completely negligible in the limit of (k - -; 0). 
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Comparison and Discussion 
We recalculated the induced ma.gnetic field employing the weak-field approximation, ex-
tending previous results in [9SL and compared the solutions with ours derived in a gauge- . 
invariant manner using SOGr variables. It was found that there is a significant difference in 
the growth behaviour of the magnetic field when SOG1 variables are used, as compared to 
the case of a weak-field approximation scheme. While the two methods agree in the limit 
of high conductivity, they are otherwise compatible only in the limit of (k --> 0) when the 
dominant part of the solution is considered. The reason why the solutions obtained within 
the weak fielJ approximation are in general not equivalent to our solutions, comes from 
the non-gauge- invariance of the WFA; the magnetic field Ba interacting with the GWs is 
treated as a weak background field and does not vanish exactly in the FLRW background 
as required by the Stewart and Walk0,r lemma. We remind the reader once more that our 
procedure solves firstly for the gauge-invariant variable (3a = B<a> + ~eBa from which the 
magnetic field Ba measured in the fmme of reference of ua , can then subsequently be found. 
On integrating (3, generated magnetic field is found, which is gauge-invariant relative to an 
observer moving with velocity u a . In [9SL where a non-zero magnetic field exists in the 
background FLRW model, it is a non-trivial process to extract the part of the field that is 
produced by the interaction. 
The comparison of the homogeneous and inhomogeneous magnetic field cases indicates 
that the dominant parts of both solutions agree. The additional term in the amplification 
factor that stems from the rotation of the electric field in the inhomogeneous field case, is 
found to be negligible, the reason being that this forcing term is an artifact of the MHD 
approximation: it is introduced so that the spatial currents can be retained. Given that 
approximation to curl Ea ::::: -2Db (v:aBb]) is assumed to huld Oil each comoving scale, it::; 
solution is independent of wavenumber. Since it is the wavenumber k in the boost fac-
tor that introduces the gravitational wavelength which in turn gives rise to the resultant 
amplification, t.he electric field rotation does not produce a significant amplification. Fur-
thermore, the interaction between GWs and a homogeneous magnetic field generates, in 
this particular case, no electric fields (at least to second-order in the perturbative scheme). 
The presence of a spatially homogeneous field is only consistent in the flat Cniverse, whereas 
no restrictions on the spatial geometry arise at. any stage in the derivation of the evolution 
77 
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equations with (Db B a ) =I- O. This makes sense when we consider the spectrum of allowed 
wavenumbers for different geometries. For open models (K = l-l), the lowest wavenumber 
is n = 3. For closed models (K = -1), we find that n ::: 1. However, the spectrum of 
wavenumbers in a flat spacetime (K = 0) is continuous, with n ::: O. Given that the spatial 
homogeneity of the background field restricts its associated wavenumber to n = 0, we see 
that this eigenvalue can only be accommodated in a flat Universe. Y[ore interesting is the 
relationship between curvature and magnetic fields. Einstein's theory is geometrical which 
implies that vectors are directly coupled to the spacetime curvature via the Ricci identity 
[94]. In [96], Tsagas and Maartens find that the evolution equation of the spatial gradient of 
the magnetic fiekl contains a term EacdBc Hg rv O(E1:JEg), which alludes to a non-local cou-
pling to curvature. This result is confirmed in [991 with the appearance of a term containing 
the Riemann curvature tensor in the propagation equation of (DaBb) and indicates that the 
curvature sources magnetic inhomogeneities. In the case of a homogeneous magnetic field 
in chapter (6), the spatial gradients of the magnetic field are at least second-order. In order 
to preserve the spatial uniformity of the first-order field through time, the Riemann tensor 
may have to vanish to prevent it from sourcing (DaBb) so that the spatial gradients remain 
small and continue to contribute at higher-order only. In the analysis of the inhomogeneous 
magnetic field in chapter (7), magnetic spatial eddies exist at first-order and for this reason, 
the boost from the coupling between the field and the curvature need not necessarily be 
eliminated. 
Finally, our results show that in the presence of gravitational radiation, the magnitude of the 
magnetic field is amplified proportionally to the shear distortion caused by the propagating 
waves. Once the amplification is saturated, the magnetic field then dissipates adiabatically 
as usual. Crucially however, the gravitational boost is also proportional to the square of the 
field's original scale. This immediately suggests that the mechanism presented here could 
lead to Significant amplificat.ion when dealing with large scale magnetic fields. Indeed, when 
applied to fields of roughly 10-34 G spanning a comoving scale of roughly 10 kpc today, 
like those produced in [24], our mechanism leads to an amplification of up to 13 orders of 
magnitude. The size of the boost can easily bring these magnetic fields well within the 
galactic dynamo requirements, without the need for extra amplification during reheating. 
In fact, the enhancement is so effective that it can bring the field within the dynamo limits 
even within conventional cosmological models which are not dark-energy dominated. This is 
more easily achieved when the extra strengthening of the field due to the adiabatic collapse 
of the protogalaxy, is also taken into account. 
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Conclusion 
Although the focus of magnetogenesis in recent years has been the generation of large-scale 
magnetic fields, a self-sufficient mechanism still evades us. The galactic dynamo is indeed 
physically feasible and has been shown to generate fields with strengths matching current 
observations, but requires a reasonably stron?; seed field to work. To make this theory more 
robust, we need to find a way of producing seed fields that are suitable for subsequent 
amplification by the dynamo. In this thesis we aimed to provide one such mechanism by 
investi?;ating the properties of mal!;netic fields in the presence of cosmological gravitational 
waves using perturbation theory, building on the work using the weak field approximation 
in Tsagas et. al [98]. We regard the gauge-dependance of the magnetic field variahle in 
[98] as problematic and for this reason, set off in search of an alternative gauge-independent 
perturbative approach with which to investigate this magnetic-gravito coupling. 
After considering the problems stemmin?; from the inherent freedom in the gauge choice, we 
concluded that the 1+3 covariant gauge-invariant formalism developed by Ellis and Bruni 
[37] allows for the most clear interpretation of the effects. Aftering reviewing the approx-
imation schemes implemented in the literature, we selected a formalism based upon work 
presented in Clarksun et. al. [20, 21] as best suited to our purposes. The study of the inter-
action of a magnetic field with GWs using this perturbative scheme requires second-order 
perturbation theory. 
The full set of equations determining the evolution of the gravitational waves and the gen-
erated electromagnetic fields was presented initially for the case of a homogeneous ma?;netic 
field. The integration showed an amplification of the induced magnetic field arising from the 
original field's interaction with the GWs. We found that the treatment of a homogeneous 
field using our chosen perturbative scheme was only consistent in a spatially flat 1.; niverse. 
The results were discussed in different fluid regimes, in particular dust and radiation, and 
it was established that the dominant contribution to the magnetic field is the SRme in both 
of these regimes. Tht' interaction of GWs with a spatially inhomogeneous ma?;netic field in 
the dust regime was then studied using the magnetohydrodynamic approximation and was 
shown to yield an amplification of the same order of magnitude in all spatial geometries. 
The time behavior of till' magnetic field solutions differed appreciably from thL! results cal-
culated using the weak field <1pproximation. In summary, the magneto-G\i\l interaction was 
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found to boost both a homogeneous and inhomogeneous magnetic field by more than 10 
orrlers of magnitude, which is sufficient to bring primordial seed fi elds as predicted in [241 
within the required limits for amplification by the dynamo mechanism. 
Over and above the presentation of a physically viable mechanism for primordial magneto-
genesis, the more important achievement is the establishment of a form alism which guides 
the choice of proper second-order gauge-invariant variables (SOCI). Using this methodol-
ogy, one is able to obt.ain results in terms of clearly defined quant.ities, with no ambiguity 
concerning the physical validity of the variables. The discrepancies between the results 
obtained using the weak field approximation and our approach, indicates that a strictly 
gauge-invariant procedure is as necessary as formerly thought. 
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Appendix 
11.1 Identities 
Below we give some identities used in the calculations, where the variables used are defined 
in the text. 
cabcc ~ ~def 
abc 
t tapf 
.abcE t abf 
EabcEabc 
11.2 Commutation relations 
J ! hla dhb ehc] f 
2 h lb hcl 
e f' 
2 hC f ' 
3 ' . 
(1l.1) 
(1l.2) 
(11.3) 
(1l.4) 
Here we present various commutator relations which have been used in the text. The rela-
tions are given up to second-order in our perturbation scheme. The vanishing of vorticity, 
Wab = 0, is assumed throughout in conjunction with the constra ints Daft = DaP = 0 which 
isolate the pure tensor modes. All appearing tensors are PSTF, Sab = S <ab> , and all vectors 
Va, W a are purely spatial. 
Commutators for scalars f : 
. 1 b D ! - - 8D ! -- a Db! a J a a , 
curl Daf O. 
Commutators for first-order vectors Va: 
(Da Vb) L 
(curl Val l 
Dla Dul Vc 
DaVb - ~8DaVu - aacDcVb + Hadcdbc V C 
curl Va - !e curl Va - Eabc abd Dd V C -- Hab Vb 
[~ e2 - ! (~L + 1\)] Via hblc + oe acla - E cla ) Vb] 
+hcla (Ebld -- ~e abld ) V d 
81 
(1l.5 ) 
(11.6) 
(11.7) 
(11.8) 
(119) 
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Com mutators for first-order tensors Tab: 
(Danc).l 
(IiTab) -'-
(curl Tab).l 
curl curl Tab 
DaTbc - ~8Danc - (J adDdTbc + 2Ha d Cde(b Tr) P 
DbTab -- ~8 DbTab - (JbcDcTab + cabe Hbd Ten 
curl Tab - ~8 curl Tab - (J/ Ccd(a DeTb) d + 3Hr<aTb>c 
-- D2Tab -1- (f.1 + A - ~82) Tab + ~D<aDcTb> c 
+3Tc<a (Eb >c - ~8(Jb>C) 
Commutators for second-order vpctors Wa: 
(DaWbh 
Dla Db)Wc 
curl curl Wa 
. 1 
DaWb - 3"8 DaWb 
[~e2 - ~ (p, + A)] Wla hb)c 
- D2Wa + Da (div W) + ~ (f.1 + A - }82) Wa, 
82 
(ll.lO) 
(11.11) 
(1l ,12) 
(1 1.13) 
(11.14) 
(11.15) 
(1l,16) 
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