The communication of scientific research requires decisions about how to present quantitative data (e.g., Loftus, 1993). Many options are available for presenting data, especially with the increasing capabilities of wordprocessing, spreadsheet, and graphics software for creating tables and graphs. However, having all of these options may complicate decisions concerning the communication of the data. This article attempts to help researchers to sort through the options by distilling the research and state-of-the-practice literature into a set of guidelines.
INTRODUCTION
The communication of scientific research requires decisions about how to present quantitative data (e.g., Loftus, 1993) . Many options are available for presenting data, especially with the increasing capabilities of wordprocessing, spreadsheet, and graphics software for creating tables and graphs. However, having all of these options may complicate decisions concerning the communication of the data. This article attempts to help researchers to sort through the options by distilling the research and state-of-the-practice literature into a set of guidelines.
A concise statement of the philosophy of human factors is "know thy user." One way that this translates into specific design decisions concerning graphs is that designers should understand the tasks in which readers engage when they look at the displays. Users' tasks require certain sensory, perceptual, and cognitive operations (e.g., Gillan & Lewis, 1994; Lohse, 1993; Pinker, 1990; Simkin & Hastie, 1987) . For example, a well-designed line graph can ease the discrimination of differences in the slopes of the lines (or of the differences in the angles among lines), which is valuable if the user's task involves identifying statistical interactions. However, if the user's task involves adding the values of conditions at various points, then discriminating among slopes would be of little value. In other words, a well-designed graph achieves a correspondence between the task demands and the operations the graph affords.
The philosophy that underlies the guidelines presented here extends the maxim "know thy user" to "know your users' tasks" and "know the operations supported by your displays." Finally, knowledge of tasks and displaysupported operations can be integrated into "match the operations supported by your display to those the user needs to perform the task" (see also Larkin & Simon, 1987) .
Deciding How to Present Quantitative Data
Making decisions about how to present data involves a multistage process, as illustrated in Figure 1 . The first decision concerns the amount of data being presented. When presenting a small amount of data, authors should weigh the communication benefits of tabular or graphical presentation against the reader's cognitive costs (e.g., processing the data display and integrating the information from the display and text). Typically, a few data points that have a simple relation, such as one value being substantially greater than a second, would not require a graphical display for the reader to apprehend the difference; a table that simply showed the numbers would provide little communication benefit over listing those same numbers in the text. Consequently, those few data points might best be presented in the body of the text. In contrast, certain relations, even in a small amount of data, can be communicated more quickly and clearly by means of a graph. For example, if a 2 × 2 factorial experiment produced an interaction in the data, that interaction might best be communicated with two nonparallel lines in a graph, even though the lines would contain only two mean values each.
With a substantial amount of data, the next decision concerns readers' use of the data, especially the degree of precision that readers are likely to need. If they need to apprehend the relations within the data, not precise amounts, then the data would probably best be displayed in a graph (e.g., Loftus, 1993) . However, if the reader might need both precise values and specific visualizable relations, such as an interaction or a logarithmic function, then the data should be displayed in a graph with quantitative labels next to the indicators showing their values (e.g., see Figure 6B later in this paper; also see Hink, Wogalter, & Eustace, 1996) . If the reader needs precise values and the relations in the data do not lend themselves to visualization (e.g., an irregular pattern of means), then the data should be presented in a table.
Finally, different readers will have different needs for information as they read an article and look at the graphs and tables. For example, someone with a general interest in a topic but no specific interest may examine a graph holistically to get the main idea or ideas. For that person, the graph serves a communicative function. In contrast, readers who have done extensive work on a topic may examine the data in detail. For them, the graph should both communicate the major point and allow them to explore the data to generate their own hypotheses. In addition, some readers may change strategies -from a quick perusal to a detailed examination -during the course of reading an article. Ideally, the design of a data display should support readers' comprehension of its message and exploration of its details.
In the remainder of this article, the numbered paragraphs describe general considerations concerning users, graphs, and the interactions between users and graphs. Specific design implications derived from those general considerations appear after the numbered paragraphs in bulleted paragraphs.
CHOOSING THE GRAPH TYPE
Having decided to present the data in a graph, one's next decision concerns the type of graph. This decision depends on both the characteristics of the readers and of independent and dependent variables. Guidelines 1.1. The choice of graph type (e.g., line, bar, stacked bar, scatter plot, pie chart) depends on the readers' experience, knowledge, and expectations.
• Use common graphs with which all readers are likely to have experience (e.g., line graphs, bar graphs, pie charts, and scatter plots) except when (a) the data are normally shown in a certain format, such as a Receiver Operating Characteristic curve for signal detection data; (b) readers are familiar with a special-purpose graph (e.g., visual sensitivity functions in which increasing yaxis values indicate less sensitivity); or (c) readers need to accomplish a specific task for which the graph is well suited (e.g., a stacked bar graph for determining the sum value of several conditions).
1.2.
The choice of graph type depends on the readers' informational needs.
• Use either a line graph or a bar graph if readers need to determine relative or absolute amounts.
• Use a line graph if readers need to determine the rate of increase in the means of the dependent (criterion) variable as a function of changes in the independent (predictor) variable.
• Use a bar graph if readers need to determine the difference between the means of the dependent variable across different levels of the independent variable. • Use a pie chart or divided bar graph (i.e., stacked bar graph) if readers need to determine proportions but not absolute amounts. 1.3. The choice of graph type depends on the characteristics of the independent variable or variables in the research.
• Use a line graph to represent a continuous independent variable. • Use either a line graph or a bar graph to represent an ordinal independent variable. • Use a bar graph to represent a categorical independent variable. However, in a graph in which an interaction should be the main focus, using a line graph to represent a categorical independent variable would be appropriate, particularly if that variable contains more than two levels.
DESIGNING THE GRAPH
Designing a usable graph requires consideration of the readers' tasks in comprehending it. Software applications for the production of graphs may not support the design of a usable graph, especially if the graph designer uses default settings. If an application produces graphs that fail to support the readers' tasks, then the graph designer should (a) learn to use the optional settings on the software, (b) copy or otherwise transfer the graph into a general graphics program that provides control over the features of the graph and edit it into a usable graph, or (c) use a different application that provides the necessary control. "My software wouldn't let me produce a usable graph" is no more acceptable an excuse than "My response time recorder wouldn't record the data accurately." Articles bear the name of the author, not that of a software application. Consequently, unusable graphs will be attributed to the author and will impede readers' understanding. In addition, if readers have to exert a substantial amount of cognitive effort to read a paper, they may be less likely to finish it.
Definitions
Figure 2 provides a visual reference for the following definitions.
Indicators. Indicators are the elements in a graph that express the value of the dependent variable for a given value or category of an independent variable. Examples include the plotting symbols and lines in a line graph, bars in a bar graph, pie segments in a pie chart, and plotting points in a scatter plot.
Axes. The y axis is a vertical line at the left edge of the graph (and sometimes is repeated at the right edge). The x axis is a horizontal line at the bottom of the graph.
Labels. Verbal labels are used for variable names on the x and y axes. In addition, verbal labels can be used to name levels of a categorical independent variable. In a graph that contains only one independent variable, the levels would be represented as specific points on the x axis corresponding to bars in a bar graph or points in a line graph. In a figure that contains multiple independent variables, the levels of one categorical independent variable might be represented as separate lines in a line graph or as separate graphs; each level should have a unique label.
Quantitative labels include the scale values associated with the axes. Quantitative labels may also be used to provide values for levels of an independent variable.
Background. The background includes any graphical marks falling within the axes in addition to the indicators. In scientific graphs, one common background is an extension of the tick marks from one or both axes, forming a grid that appears to be behind the indicators. Tick marks. Tick marks are short lines that cross or meet an axis at regular intervals to signal a value or, sometimes, a level of a categorical independent variable (on the x axis). Tick marks may extend from the axis toward the labels, across the axis, or from the axis toward the indicators.
Guidelines 2.1. Graph designs should take into account readers' sensory capabilities and limitations. Graph designers have little influence over the conditions under which a reader may read a graph; for example, a degraded visual image may be caused by poor eyesight, reduced image size, a multigeneration photocopy, or a transparency rendering for an oral presentation (Wickens, 1992) . Figure 3 contrasts two graphs, one that violates the principles to be described in the following sections ( Figure 3A ) and one that follows those principles ( Figure 3B ).
2.1.1. Readers will need to detect all indicators, verbal labels, and quantitative labels.
• Indicators, verbal labels, and quantitative labels should be large.
• Indicators, verbal labels, and quantitative labels should be made salient in relation to the background by contrasting a light background with dark symbols and characters.
• If the lines or plotting symbols in a graph intersect with the axes, consider offsetting the axes to reduce perceptual clutter and impaired symbol detection (see Figures 3B,  4A , and 4B).
• Keep in mind that during layout of the article, graphs are often reduced to fit them into a single column. Try to make your graph reducible to this size. For example, avoid long verbal labels that extend horizontally beyond the graph.
2.1.2.
Readers may need to discriminate among different indicators (e.g., multiple lines and associated plotting symbols in a line graph or bars in a bar graph).
• Make all indicators discriminable from one another by selecting symbols or textures with distinctly different features.
• Code plotting symbols and lines redundantly, as shown in Figure 3B .
• Use large geometric shapes as the plotting symbols, as shown in Figure 3B . Small shapes are difficult to discriminate, especially if the paper has been photocopied. • When it is important to communicate information about the variability of data, scientific graphs often display error bars. Error bars typically indicate plus and minus one standard error of the mean by placing an "I" bar on each plotting symbol in a line graph or on the topmost horizontal line of a bar in a bar graph. When a line graph contains multiple lines, error bars may overlap so that the reader can't discriminate the error bars for data at the same level of the independent variable on the x axis. In such cases either (a) display the data in a bar graph (because the bar indicators for data at the same level of the independent variable are not vertically aligned, so the error bars won't overlap) or (b) show only the top half of the error bars on the upper line and the bottom half of the error bars on the bottom line.
2.2.
The graph design should take into account readers' perceptual tasks of comprehending the graph and determining its meaning.
2.2.1. Readers of graphs of the size published in journals tend to examine the global features of the graph and/or indicator before examining the local features.
• Make the main point of the graph available to the reader at the global level. In other words, avoid making the reader search for the main point in the details of the graph. Figure 4 provides two examples.
2.2.2.
Readers will process the most salient features of the graph first.
• Make the main point of the graph the most salient feature. In other words, attract the reader's attention to the data most relevant to the message of the paper.
• In bar graphs, use dark, heavy lines as the pattern code of a bar if the reader should pay particular attention to those data.
• In line graphs, use dark, filled plotting symbols or dark, thick lines if the reader should pay particular attention to those data.
• In scatter plots that show a best-fitting line that summarizes the data, make the bestfitting line thick and dark relative to the data points so that the reader will pay particular attention to the summary. • In line or bar graphs that use error bars to show variability, do not make the error bars thick and dark relative to the indicator. Longer error bars show the conditions with the greatest variability. Typically, readers want to attend to the conditions with the least variable, most reliable data points.
2.2.3.
Readers will engage in serial search across indicators.
• Unnecessary visual elements tend to slow search, so eliminate clutter by graphing only essential information. Make less essential information less salient by "ghosting" or "lowlighting" it (i.e., by representing it in a shade of gray that is visible but discriminably lighter than that used for more salient information). • Search will be particularly challenging for readers looking across multiple graphs with many levels of an independent variable. To design multiple graphs with many levels of an independent variable, an author might (a) place all graphs in one figure to facilitate search across graphs; (b) use spatial proximity for graphs that the reader might search in sequence (e.g., a series of response time A.
B. graphs for a sequence of conditions might be aligned horizontally); (c) maintain visual consistency across graphs (e.g., use the same size axes, the same types of indicators, and the same coding for indicators for the same variables); (d) maintain semantic consistency across graphs (e.g., use the same scale on the y axis); (e) eliminate redundant labels (e.g., in a series of horizontally aligned graphs, the labels for the y axes should be placed only by the leftmost graph, and the verbal label naming the x axis should be centered under the series); and (f) avoid using a legend to label indicators (a legend requires multiple scans between the indicators and the legend, thereby disrupting visual search). Figure 5 illustrates these approaches.
2.2.4.
Readers need to be able to determine the relations among elements of the graph quickly.
• Place indicators that will be compared close together.
• If the reader will perform arithmetic operations on indicators, place the indicators near the numerical labels either by placing labeled axes on both sides of the graph ( Figure 6A ) or by placing the numerical values next to the indicators ( Figure 6B ). • Place verbal labels close to the axis they label.
• Place labels close to the indicators to which they refer. For example, if a graph contains two independent variables -one independent variable plotted on the x axis and the second independent variable plotted as separate lines for each level of that variableplace the labels that specify the levels of the second independent variable close to the lines (see Figures 3, 4, and 5) . Sometimes, however, indicators are too close to be labeled unambiguously. Use a legend only in such cases. The legend should show symbols for all indicators clearly and, for each indicator, should show the entire symbol (e.g., both the redundantly coded plotting symbol and line for each line graph indicator) with the label in close proximity. Separate the legend visually from the indicators in the graph by placing it in a box. Put the legend close to the indicators to reduce scanning distance but not so close as to interfere with reading the indicators. The order of the symbols in the legend should match the order of the indicators in the graph.
2.2.5.
Minimize the number of perceptual operations required by the reader.
• If the reader will compare two indicators, orient them in the same direction. Different orientations of the indicators will increase graph reading time.
• If the reader will compare two indicators, use a common x axis. For example, if the reader needs to compare two indicators, do not display them in a graph that involves stacking indicators on top of each other (such as a stacked bar graph). Forcing the reader to compare two indicators that have x axes with different vertical positions will increase graph reading time and reduce accuracy.
• If the reader will judge a proportion (i.e., compare a part to a whole object), display the whole object, especially if the object consists of many parts. For example, a pie chart displays parts and whole simultaneously. To draw the readers' attention to one Figure 5 . Three graphs that represent three levels of an independent variable (type of graph). The figure design is based on Guideline 2.2.3. The graphs display the mean response times from an imaginary experiment in which three independent variables were manipulated: the type of graph, the number of visual elements in a graph, and the duration of preview time (in seconds) prior to receiving a task.
part from the whole, one approach is to separate that part from the whole (e.g., in an exploded pie chart). However, overuse of this technique by separating more than one part will lead to little increase in salience and will require the reader to perceptually reorganize the parts.
2.2.6. Although axes and tick marks do not communicate meaning directly, they help readers to determine the meaning of other elements of the graph. Specifically, axes help the reader to parse the graph; tick marks can help the reader to estimate the value of an indicator.
• Make the axes salient (e.g., by use of wide lines and high contrast between dark axes and the light background). However, the axes should not be more salient than the labels or indicators.
• Tick marks will be of no value if they provide information also provided by the quantitative labels for the scale values. Placing tick marks only next to each label is redundant and can increase the time to read a graph. Accordingly, either use tick marks between infrequent scale values on the y or x axis or use frequent scale values and no tick marks. Figure 7 provides examples concerning tick marks.
2.2.7.
Stevens's law describes the general relation between physical amount and perceived amount as a power function: perceived amount = a (physical amount) b (e.g., Stevens, 1975) . When the exponent b = 1.0, the increase in perceived amount corresponds to the increase in the physical amount; when b < 1.0, the perceived amount increases more slowly than the physical amount; and when b > 1.0, the perceived amount increases more rapidly than the physical amount. Because the physical dimensions that display simple linear extent in either vertical height or horizontal length produce Stevens's law exponents of 1.0, a reader's perception of extent with bar graphs and line graphs will accurately correspond to the physical distances shown in the graph.
In contrast, the physical dimensions of the area of a rectangle or a circle and the volume of a cube typically produce exponents in Stevens's law of less than 1.0, resulting in misestimation of the size of indicators. The physical dimension of the lightness of shades of gray typically produces an exponent in Stevens's law of greater than 1.0.
• shades of gray), because these may lead to misjudgments by the reader.
2.2.8.
Exercise caution in the use of "3D" (perspective) graphs. In general, the perception of the size of an object depends on its perceived distance from the viewer. If Object A and Object B have the same physical size (e.g., height) but Object B appears to be at a more distant location within a perspective image, then Object B will typically be perceived as greater in size. (This perceptual bias plays a key role in several well-known illusions of size, including the Mueller-Lyer illusion and the Ponzo illusion.) However, the amount of this increase in perceived size of Object B will depend on factors such as the number and fidelity of depth cues incorporated into the display. Specifically, more depth cues with high fidelity will reduce the perceptual bias. As a consequence, comparisons of height or length at different depths may be variable.
• Avoid using depth (i.e., distance in the z dimension) in a 3D graph to show the values of an independent variable; this can lead to misperception of the values of that variable and of the dependent variable. • A depth axis (i.e., z dimension) might be used only if it portrays two levels and if readers will not need to use the graph to determine the amount of difference in the z dimension.
• Rather than using a 3D graph to show the relation between two independent variables, consider using multiple lines in a line graph, one line for each level of the second predictor variable, or multiple bars with pattern coding (see Figure 8 for an example). Rather than using a 3D graph to show the relations among three independent or predictor variables, consider using multiple graphs, one for each level of the third predictor variable ( Figures 4B and 5 show examples of this design).
2.2.9.
Although the human visual system is typically very accurate and flexible, many wellknown illusions can affect graph perception. In general, the perceived length of a line can be affected by lines that surround it, and the perceived shape or angular size of an object can be affected by lines in the background or in its surround.
• Do not ask readers to compare or estimate the lengths of a vertical indicator and a horizontal indicator that it intersects. The length of the horizontal line will be underestimated relative to that of the vertical line (the hat illusion).
• Readers will tend to underestimate the values of indicators at the right of a line graph if they have to estimate it using only a y axis on the left. In addition, in line graphs containing a diagonal segment followed by a horizontal or a blank segment, then followed by another diagonal segment, the upper segment will appear to be higher than it actually is (the Poggendorf illusion). These effects can be overcome by the use of axes at the left and right of the graph.
• These illusions, as well as the perceptual biases inherent in Stevens's law and size constancy as described in Guidelines 2.2.7 and 2.2.8, will have a pronounced effect on performance if readers need to determine the precise quantitative amount of the indicators rather than the qualitative direction of the data.
2.2.10.
People tend to perceive similarlooking objects as part of a coordinated unit.
• Use similar patterns or shapes to indicate data from similar conditions in a study, as shown in Figure 4 .
• Do not use similar patterns or shapes for indicators for conditions intended to be distinguished.
2.2.11.
Readers will have certain expectations (or schemas) about the structure of a graph, based on their prior experience.
• The numerical scale on the y axis should go from the lowest number at the bottom of the axis to the highest number at the top.
• The numerical scale on the x axis should go from the lowest number at the left of the axis to the highest number at the right.
• The scaling of values (i.e., minimum and maximum values and spacing between them) on two adjacent graphs depicting the same variables should be the same.
• Whenever exceptions to the above conventions must be made, they should be clearly and explicitly stated when the figure is first introduced in the text and in the figure caption.
2.2.12.
Reading the axis and indicator labels in a graph involves letter identification, word recognition, and comprehension of a phrase or sentence. • Letters should be large and discriminable. Avoid the use of thick bold lines or unusual fonts that might interfere with readers' ability to extract the features from the letters. • When possible, use commonplace words in labels for easier word recognition.
• Use lowercase letters (or an uppercase first letter with the rest lowercase letters) so that readers can make use of shape cues to recognize words.
• Use simple phrases consistent with the text for labels (see also Guideline 2.3.1).
2.3.
The graph design should take into account readers' cognitive tasks. Cognitive tasks include integrating the meaning of the graph with the text and storing the meaning of the graph in long-term memory so that it can be retrieved accurately when needed.
2.3.1. Information in the graph should be congruent with the information in the text.
• Label the y axis with the name of the dependent variable used in the text.
• Label the x axis with the name of the relevant independent variable used in the text.
• Labels for indicators should use the same names as those in the text for the levels of the relevant independent variable. • The relations shown between the independent and dependent variables should both relate to the hypotheses described in the paper's introduction and reflect the analyses described in its results section.
2.3.2.
The graphical representation of the data should help the reader to interpret the results that are described in the text.
• Refer to the graph in the text early in the section in which its data are being described. Do not cite it only after describing the data.
• To the extent possible, coordinate the text and graph so that the same printed page will contain the graph(s) and text that describe the same data. For HFES proceedings papers, the author has this responsibility. For journals this is the typesetter's responsibility, but the author can do several things to increase the likelihood that the typesetter will put the graph and text together: (a) Put instructions for figure placement immediately before the paragraph where results are described, especially if the paragraph is long. 
2.3.
3. An article that presents a series of related experiments using the same basic experimental design and analytical methods should maintain consistent graph structures and symbol use. This consistency will allow the reader to perceive the related meaning across experiments and directly compare the data across experiments.
• Use the same type of graph across similar experiments. In other words, if a bar graph displays the data for Experiment 1, then a bar graph should display comparable data for Experiment 2.
• Use the same layout of the data in the graph across similar experiments. In other words, if a graph for Experiment 1 has "Type of Interface" on the x axis, then place "Type of Interface" on the x axis of the comparable graph for Experiment 2.
• Use the same symbols and patterns for coding the same independent variables (and levels thereof) across the graphs for different experiments.
• Use the same numerical scales on the axes across graphs from different experiments that display the same dependent variable.
• Make the critical feature that distinguishes each graph from its neighboring graphs visually prominent.
• If a study measures different dependent variables (e.g., response time, accuracy, and usability) and the reader is likely to compare the results for the different dependent variables (either to observe the same pattern of results or to observe differences), make the graphs visually similar to facilitate comparisons. Specifically, use the same type of graph (line, bar, etc.), same layout of data, same symbols and patterns for coding the independent variables, and same length and labeling for the x axes. In addition, keep the length of the y axis similar across the different graphs. (Because of differences in the values of the dependent variables, the graphs will most likely use different y axis scales.) Figure 9 provides an example.
2.3.4.
If different graphs are intended to communicate unrelated information within an experiment or between experiments (e.g., graphs addressing different hypotheses), visual differences can be used to discourage readers from making comparisons that are not meaningful.
• To create visual differences that match the differences in meaning between graphs, use different types of graphs across the different conditions or experiments.
• Use different coding symbols or patterns for the independent variables across the different graphs.
2.3.5.
Readers should be able to remember the data in relation to the hypothesis, theoretical point, or design implications of article.
• Design the graphs so that the most important variables for the hypothesis and/or applications are available to global perception and are most salient. • Refer to the relevant graph or graphs in the textual discussions relevant to the hypotheses or applications.
2.3.6. Readers' memories for graphical information may be subject to various memory biases. For instance, readers tend to remember the slope of a line in a graph as closer to 45°than it actually is. Likewise, readers tend to remember a curved line in a graph as more symmetrical than it actually is.
• Textual descriptions of the critical characteristics of the data should be clear, accurate, and consistent with the visual representation in the graph.
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