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ON lp NORMS OF FACTORABLE MATRICES
PENG GAO
Abstract. We study lp operator norms of factorable matrices and related results. We give appli-
cations to lp operator norms of weighted mean matrices and Copson’s inequalities. We also apply
the method in this paper to study the best constant in an inequality of Hardy, Littlewood and
Po´lya.
1. Introduction
Suppose throughout the paper that p 6= 0, 1p +
1
q = 1. When p ≥ 1, let l
p be the Banach space of
all complex sequences x = (xn)n≥1 with norm
||x||p := (
∞∑
n=1
|xn|
p)1/p <∞.
Let C = (cn,k) be a matrix acting on the l
p space. The lp operator norm of C is defined as
||C||p,p = sup
||x||p=1
∣∣∣∣∣∣C · x∣∣∣∣∣∣
p
.
It follows that for any Up ≥ ||C||p,p and any x ∈ l
p,
∞∑
n=1
∣∣∣ ∞∑
k=1
cn,kxk
∣∣∣p ≤ Up ∞∑
n=1
|xn|
p.
A prototype of the above inequality is the celebrated Hardy inequality ([10, Theorem 326]),
which asserts that for p > 1, the Cesa´ro matrix operator C, given by cn,k = 1/n, 1 ≤ k ≤ n and 0
otherwise, has norm p/(p− 1).
We say a matrix A = (an,k) is a lower triangular matrix if an,k = 0 for n < k and A is a factorable
matrix if it is a lower triangular matrix and in addition if an,k = anbk when 1 ≤ k ≤ n. We say a
factorable matrix A is a weighted mean matrix if its entries satisfy:
(1.1) an,k = λk/Λn, 1 ≤ k ≤ n,
where in this paper, we let (λn)n≥1 be a positive sequence and we assume all infinite sums converge.
For two integers N ≥ n ≥ 1, we define
Λn =
n∑
k=1
λk, Λ
∗
n =
∞∑
k=n
λk.(1.2)
Without loss of generality, we assume that the sequences x are positive in this paper and we further
denote
An =
n∑
k=1
λkxk
Λn
, ATn = λn
∞∑
k=n
xk
Λk
, A∗n =
∞∑
k=n
λkxk
Λ∗n
, A∗n
T = λn
n∑
k=1
xk
Λ∗k
.(1.3)
Hardy’s inequality motivates one to study the lp operator norm of weighted mean matrices.
Recently, the author [8] proved the following result:
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Theorem 1.1. [8, Theorem 3.1] Let p > 1 be fixed. Let A be a weighted mean matrix given by (1.1).
We have ||A||p,p ≤ p/(p − L) if for any integer n ≥ 1, there exists a positive constant 0 < L < p
such that
n∑
k=1
λk
Λn
n∏
i=k
(Λi+1/λi+1 − L/p
Λi/λi
)1/(p−1)
≤
p
p− L
.
The above theorem implies the following result in [6]:
Corollary 1.1. [6, Theorem 1.2] Let p > 1 be fixed. Let A be a weighted mean matrix given
by (1.1). We have ||A||p,p ≤ p/(p − L) if for any integer n ≥ 1, there exists a positive constant
0 < L < p such that
Λn+1
λn+1
≤
Λn
λn
(
1−
Lλn
pΛn
)1−p
+
L
p
.
The above corollary further implies the following well-known result of Cartlidge [3]:
Corollary 1.2. Let p > 1 be fixed. Let A be a weighted mean matrix given by (1.1). We have
||A||p,p ≤ p/(p − L) if
L = sup
n
(Λn+1
λn+1
−
Λn
λn
)
< p.(1.4)
We note that by slightly modifying the proof of Theorem 1.1 in [8], one obtains the following
analogue of Theorem 1.1 concerning the lp norms of factorable matrices:
Theorem 1.2. Let p > 1 be fixed. Let A = (an,k) be a factorable matrix satisfying an,k = anbk
when 1 ≤ k ≤ n and an > 0, bn > 0, a1 = b1. Let 0 < L < p and λp = (1 − L/p)
p. Then
||A||p,p ≤ p/(p − L) if for an integer n ≥ 1, the following condition is satisfied:
n∑
k=1
bk
an
n∏
i=k
(ai/bi+1 + 1− L/p
ai/bi
)1/(p−1)
≤
p
p− L
.
There is a need to study the lp norms and related results of factorable matrices besides the
class of weighted mean matrices, as they have many applications. For example, the following two
inequalities are related to the lp norms of the corresponding factorable matrices:
∞∑
n=1
(
λ1/pn Λ
−c/p
n
n∑
k=1
λ
1−1/p
k Λ
−(1−c/p)
k xk
)p
≤
(
p
c− 1
)p ∞∑
n=1
xpn, 1 < c ≤ p;(1.5)
∞∑
n=1
(
Λαn − Λ
α
n−1
λ
1−1/p
n Λαn
n∑
k=1
λ
1−1/p
k xk
)p
≤
(
αp
p− 1
)p ∞∑
n=1
xpn, p > 1, α > 0.(1.6)
Inequality (1.5) is equivalent to the following classical Copson inequalities [4, Theorem 1.1, 2.1]:
∞∑
n=1
λnΛ
p−c
n A
p
n ≤
(
p
c− 1
)p ∞∑
n=1
λnΛ
p−c
n x
p
n, 1 < c ≤ p;(1.7)
∞∑
n=1
λnΛ
p−c
n
(
1
Λn
∞∑
k=n
λkxk
)p
≤
(
p
1− c
)p ∞∑
n=1
λnΛ
p−c
n x
p
n, 0 ≤ c < 1 < p.(1.8)
ON lp NORMS OF FACTORABLE MATRICES 3
In fact, it is shown in [9] that the above inequalities are equivalent to each other and the following
inequalities of Leindler [11, (1)]:
∞∑
n=1
λnΛ
∗
n
p−c
(
1
Λ∗n
n∑
k=1
λkxk
)p
≤
(
p
1− c
)p ∞∑
n=1
λnΛ
∗
n
p−cxpn, 0 ≤ c < 1;(1.9)
∞∑
n=1
λnΛ
∗
n
p−cA∗n
p ≤
(
p
c− 1
)p ∞∑
n=1
λnΛ
∗
n
p−cxpn, 1 < c ≤ p.(1.10)
The constants in (1.7)-(1.10) are best possible.
Bennett [1, p. 411] observed that inequality (1.7) continues to hold for c > p with constant
(p/(p − 1))p. It is then natural to ask whether inequality (1.7) itself continues to hold for c > p.
Note that in this case the constant (p/(c − 1))p is best possible (see [9]). In [9], the following
extension of (1.7) is given:
Theorem 1.3. [9, Theorem 2.1] Let p > 1 be fixed. Let cp < 0 denote the unique number satisfying(
1 +
1− cp
p
)1−p
−
1− cp
p
= 0.
Then inequality (1.7) holds for all 1 < c ≤ p− (p − 1)cq.
It is shown in [9] that inequality (1.6) implies the following result of Bennett and Grosse-Erdmann
[2, Theorem 8], which asserts that for p ≥ 1, α ≥ 1,
∞∑
n=1
λn
(
∞∑
k=n
Λαkxk
)p
≤ (αp + 1)p
∞∑
n=1
λnΛ
αp
n
(
∞∑
k=n
xk
)p
.(1.11)
Here the constant is best possible. It is conjectured [2, p. 579] that inequality (1.11) (resp.
its reverse) remains valid with the same best possible constant when p ≥ 1, 0 < α < 1 (resp.
−1/p < α < 0). In [9], the following partial resolution on the above mentioned conjecture is given:
Theorem 1.4. Inequality (1.6) and hence (1.11) is valid for p > 1, α ≥ 1− 12p .
Motivated by the above example, it is our goal in this paper to study the lp norms of factorable
matrices and related results. We prove in the next section the following
Theorem 1.5. Let p > 1 be fixed. Let A = (an,k) be a factorable matrix satisfying an,k = anbk
when 1 ≤ k ≤ n and an > 0, bn > 0, a1 = b1. Let 0 < L < p and λp = (1 − L/p)
p. Then
||A||p,p ≤ p/(p − L) if for any integer n ≥ 1, the following condition is satisfied:
(λ1−1/pp
an+1
bn+1
+ 1− λ1−1/pp )
1
p−1
(
(λ1−1/pp
an
bn
+ 1− λp − λ
1−1/p
p )
1
p−1 + (
an
bn+1
)
p
p−1
)
(1.12)
≤
(
an+1
bn+1
) p
p−1
(λ1−1/pp
an
bn
+ 1− λp − λ
1−1/p
p )
1
p−1 .
For the weighted mean matrices case, we shall not compare Theorem 1.5 with Theorem 1.1 (or
rather, Corollary 1.1 as it is more practical in applications) in general here. We only point out that
when p = 2, Theorem 1.5 implies the following
Corollary 1.3. Let A be a weighted mean matrix given by (1.1) and let 0 < L < 2. Then
||A||2,2 ≤ 2/(2 − L) if for any integer n ≥ 1, the following condition is satisfied:
Λn+1
λn+1
−
Λn
λn
≤ L+
L2
4
·
1 + L2
1− L2
·
1
Λn+1
λn+1
+ L2
.(1.13)
4 PENG GAO
On the other hand, the condition given in Corollary 1.1 when p = 2 becomes
Λn+1
λn+1
−
Λn
λn
≤ L+
L2
4
·
1
Λn
λn
− L2
.(1.14)
It is then easy to see that inequality (1.13) and (1.14) are not comparable in general.
The proof of Theorem 1.3 given in [9] is via the study of an equivalent inequality of (1.7) by
the duality principle. Here and in what follows, we shall refer to the duality principle as the fact
that the norms of a bounded linear operator and its adjoint operator coincide (see for example, [14,
Chap. 4]) and that the lp and lq spaces (with p > 1) are dual spaces to each other (see for example,
[13, Chap. 19]). In Section 3, using different approaches to lp norms of factorable matrices, we give
two other proofs of Theorem 1.3. We also give two other proofs of Theorem 1.4 as well.
Now, we consider some examples that are closely related to the study of lp norms of factorable
matrices. They can be regarded as another motivation for the paper.
We note first that the above mentioned result of Cartlidge has the following strengthened form
(see [5]):
Theorem 1.6. Let p > 1 be fixed. Let A be a weighted mean matrix. If (1.4) is satisfied, then
∞∑
n=1
Apn ≤
(
p
p− L
) ∞∑
n=1
xnA
p−1
n .(1.15)
In particular, ‖A‖p,p ≤ p/(p− L).
As it is easy to show by Ho¨lder’s inequality (see [5]) that (1.15) implies that
∞∑
n=1
Apn ≤
(
p
p− L
)p ∞∑
n=1
xpn,(1.16)
the statement of Corollary 1.2 therefore follows from that of Theorem 1.6. Similar to Theorem 1.6,
we note the following
Theorem 1.7 ([9, Theorem 6.3]). Let p > 1 be fixed. If
L′ = sup
n
(
Λ∗n
λn
−
Λ∗n+1
λn+1
)
< p,(1.17)
then
∞∑
n=1
A∗n
p ≤
(
p
p− L
) ∞∑
n=1
xnA
∗
n
p−1.(1.18)
One can show by the method of sinister transpose [1, p. 408] that inequalities (1.15) and (1.18)
are equivalent. It follows from the duality principle that inequality (1.16) is equivalent to the
following (with L < p/(p − 1) )
∞∑
n=1
(ATn )
p ≤
(
p
p− (p − 1)L
)p ∞∑
n=1
xpn.(1.19)
It is then natural to expect the following inequality to hold under condition (1.4):
∞∑
n=1
(ATn )
p ≤
(
p
p− (p − 1)L
) ∞∑
n=1
xn(A
T
n )
p−1.(1.20)
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Again, it is easy to show that inequality (1.20) implies (1.19). By the method of sinister transpose,
the above inequality is equivalent to the following one under condition (1.17):
∞∑
n=1
(A∗n
T )p ≤
(
p
p− (p − 1)L
) ∞∑
n=1
xn(A
∗
n
T )p−1.(1.21)
In Section 4, we show that the expectation above is true by proving the following
Theorem 1.8. Let p > 1 be fixed. Let A be a weighted mean matrix. If (1.4) is satisfied, then
inequality (1.20) is valid. If (1.17) is satisfied, then inequality (1.21) is valid.
Also, motivated by Theorems 1.6 and 1.7, we show in Section 4 the following
Theorem 1.9. Let p > 1 and let c be a constant. Under the notations given in (1.2) and (1.3),
the following inequalities hold:
∞∑
n=1
λnΛ
p−c
n A
p
n ≤
p
c− 1
∞∑
n=1
λnΛ
p−c
n xnA
p−1
n , 1 < c ≤ p;(1.22)
∞∑
n=1
λnΛ
p−c
n
(
1
Λn
∞∑
k=n
λkxk
)p
≤
p
1− c
∞∑
n=1
λnΛ
p−c
n xn
(
1
Λn
∞∑
k=n
λkxk
)p−1
, 0 ≤ c < 1;(1.23)
∞∑
n=1
λnΛ
∗
n
p−c
(
1
Λ∗n
n∑
k=1
λkxk
)p
≤
p
1− c
∞∑
n=1
λnΛ
∗
n
p−cxn
(
1
Λ∗n
n∑
k=1
λkxk
)p−1
, 0 ≤ c < 1;(1.24)
∞∑
n=1
λnΛ
∗
n
p−cA∗n
p ≤
p
c− 1
∞∑
n=1
λnΛ
∗
n
p−cxnA
∗
n
p−1, 1 < c ≤ p.(1.25)
We point out here the case c = p of inequality (1.22) is shown by Copson in [4] and the case
c = 0 of inequality (1.24) is shown by Leindler in [11]. It it easy to see that the above inequalities
imply inequalities (1.7)-(1.10). Moreover, inequality (1.22) is equivalent to inequality (1.25) and
inequality (1.23) is equivalent to inequality (1.24) by the method of sinister transpose.
We end our introduction by considering an inequality of Hardy, Littlewood and Po´lya [10, The-
orem 345], which asserts that the following inequality holds for 0 < p < 1 with Cp = p
p:
∞∑
n=1
( 1
n
∞∑
k=n
xk
)p
≥ Cp
∞∑
n=1
xpn.(1.26)
It is noted in [10] that the constant Cp = p
p may not be best possible and the best constant
Cp = (p/(1− p))
p when 0 < p ≤ 13 was indeed obtained by Levin and Stecˇkin in [12, Theorem 61].
In [7], the following extension of the above result of Levin and Stecˇkin is given:
Theorem 1.10. [7, Theorem 1] Inequality (1.26) holds with the best possible constant Cp = (p/(1−
p))p for any 1/3 < p < 1/2 satisfying
(1.27) 2p/(1−p)
((1− p
p
)1/(1−p)
−
1− p
p
)
− (1 +
3− 1/p
2
)1/(1−p) ≥ 0.
In particular, inequality (1.26) holds for 0 < p ≤ 0.346.
We note that it is shown in [7] that inequality (1.26) with Cp = (p/(1− p))
p is equivalent to the
following one (note that xn > 0 in this paper):
∞∑
n=1
( n∑
k=1
xk
k
)q
≤
( p
1− p
)q ∞∑
n=1
xqn.(1.28)
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As the corresponding matrix of the above inequality is a factorable matrix, one can study the above
inequality using methods similar to those used in the study of lp norms of factorable matrices.
In Section 5, we study inequality (1.26) with Cp = (p/(1 − p))
p and (1.28). We first prove the
following
Theorem 1.11. Let 1/3 ≤ p < 1. Define a sequence (µn)n≥1 as
µ1 =
(
1− p
p
)p
, µn+1 = (n+ 1)
p
(
np/(p−1)µ1/(1−p)n − 1
)1−p
+
(
1− p
p
)p
, n ≥ 1.
If there exists an integer n0 ≥ 1 such that
µn0 ≥
(
p
1− p
)1−p
n0 +
1
2
·
(
1
p
− 1
)p
,
then inequality (1.26) holds with the best possible constant Cp = (p/(1 − p))
p.
If we take n0 = 1 in Theorem 1.11, then µ1 ≥ (p/(1 − p))
1−p + (1/p − 1)p/2 implies p ≤ 1/3.
If we take n0 = 2, then µ2 ≥ 2(p/(1 − p))
1−p + (1/p − 1)p/2 is precisely inequality (1.27). Thus,
Theorem 1.11 gives an improvement of Theorem 1.10. Calculations show that inequality (1.26)
holds for p = 0.35 by taking n0 = 4 in Theorem 1.11. One then expects that inequality (1.26) holds
for all 0 < p ≤ 0.35 but we shall not worry about these numerical values here.
Theorem 1.11 is proved by studying inequality (1.26) directly. We then study inequality (1.28)
to prove the following
Theorem 1.12. Let 1/3 ≤ p < 1. Define a sequence (µn)n≥1 as
µ1 = 0, µn+1 =
(
n−p + µ1−pn
)1/(1−p)
−
(
1
p
− 1
)p/(p−1)
, n ≥ 1.
If there exists an integer n0 ≥ 1 and a constant c such that
µn0 ≥ (1/p − 1)
1/(p−1)(n0 + c), c > −
1
2p
,(1.29) (
1
p
− 1
)
·
1
n0
+ (1 + c ·
1
n0
)1−p −
(
1 +
(
c+
1
p
)
·
1
n0
)1−p
≥ 0,
then inequality (1.26) holds with the best possible constant Cp = (p/(1 − p))
p.
One verifies that the conditions given in (1.29) are satisfied when p = 0.35, c = −1.33542621.
Hence Theorem 1.12 also implies that inequality (1.26) holds with Cp = (p/(1−p))
p when p = 0.35.
Again we shall leave further explorations on the numerical values of p that make the validity of
inequality (1.26) via Theorem 1.12 to the interested reader.
2. Proof of Theorem 1.5
Let p > 1 and let (an)n≥1, (bn)n≥1 be two sequences of positive sequences satisfying a1 = b1. We
seek for conditions on an, bn, such that the following inequality holds with a positive constant Up:
∞∑
n=1
( n∑
k=1
bkxk
an
)p
≤ Up
∞∑
n=1
xpn.(2.1)
For this, first note that in order for inequality (2.1) to be valid, it suffices to establish the validity
of it with the infinite sums replaced by finite sums from 1 to N , where N ≥ 1 is an arbitrary integer.
We define
n∑
k=1
bkxk
an
= yn.
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This allows us to recast inequality (2.1) as
(2.2) λp
N∑
n=1
ypn ≤
N∑
n=1
(an
bn
yn −
an−1
bn
yn−1
)p
,
where we set a0 = y0 = 0, λp = U
−1
p and we require that yn ≥ an−1yn−1/an ≥ 0.
For any integer n ≥ 1 and fixed constants α > 0, β > 0, yn ≥ 0, µn ≥ 0, we consider the following
function for 0 ≤ x ≤ αyn/β,
f(x) =
(
αyn − βx
)p
+ µnx
p.(2.3)
It is readily checked that f ′(x0) = 0 implies that
αyn − βx0 =
(µn
β
) 1
p−1
x0.
Solving this for x0, we obtain
x0 =
αβ
1
p−1 yn
µ
1
p−1
n + β
p
p−1
.
As µn ≥ 0, we have 0 ≤ x0 ≤ αyn/β. It is also easy to check that f
′′(x0) ≥ 0, thus for all
0 ≤ x ≤ αyn/β, we have
f(x) ≥ f(x0) =
αpµny
p
n(
µ
1
p−1
n + β
p
p−1
)p−1 .
We now set x = yn−1, α =
an
bn
, β = an−1bn to see that for all n ≥ 2, we have(an
bn
yn −
an−1
bn
yn−1
)p
≥
(an/bn)
pµn(
µ
1/(p−1)
n + (an−1/bn)p/(p−1)
)p−1ypn − µnypn−1.
As a0 = y0 = 0, we note that the above inequality continues to hold when n = 1 for µ1 = 1.
Summing up from n = 1 to N (with µN+1 ≥ 0 as well), we obtain
N∑
n=1
(an
bn
yn −
an−1
bn
yn−1
)p
≥
N∑
n=1

 (an/bn)pµn(
µ
1/(p−1)
n + (an−1/bn)p/(p−1)
)p−1 − µn+1

 ypn.
For 1 ≤ n ≤ N − 1, we define the values of µn inductively as follows (note that µ1 = 1):
µn+1 =
(an/bn)
pµn(
µ
1/(p−1)
n + (an−1/bn)p/(p−1)
)p−1 − λp.(2.4)
It is easy to see that the above values of µn lead to inequality (2.2) provided that the condition
µn ≥ 0 is satisfied.
To prove Theorem 1.5, we set λp =
(
1 − Lp
)p
in (2.4). We may assume N ≥ 3 and we proceed
inductively to see what conditions will be imposed on an, bn so that we can have µn ≥ aan−1/bn−1+b
for n ≥ 2 with constants a, b to be specified later so that µn ≥ 0 is satisfied. First note that we
must have a ≥ 0 and the case n = 2 implies that a+ b ≤ 1−λp. Suppose that µn ≥ aan−1/bn−1+ b
is satisfied for some 2 ≤ n ≤ N − 1, then we have
µn+1 ≥
(an/bn)
p(aan−1/bn−1 + b)(
(aan−1/bn−1 + b)1/(p−1) + (an−1/bn)p/(p−1)
)p−1 − λp.
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Thus, it suffices to find conditions on an, bn such that
(an/bn)
p(aan−1/bn−1 + b)(
(aan−1/bn−1 + b)1/(p−1) + (an−1/bn)p/(p−1)
)p−1 − λp ≥ aanbn + b.(2.5)
To proceed further, we restrict ourself to the weighted mean matrices case by setting an = Λn, bn =
λn with Λn =
∑n
i=1 λi. We then deduce that an−1/bn = an/bn−1 and we recast the above inequality
by letting y = an/bn, x = an−1/bn−1 as
(ay + b+ λp)
1/(p−1)
(
(ax+ b)1/(p−1) + (y − 1)p/(p−1)
)
− yp/(p−1)(ax+ b)1/(p−1) ≤ 0.(2.6)
To find the optimal values of a, b, we assume that y − x = L + O(1/y) and consider the case
y → +∞. We use Taylor expansion to determine the optimal values of a, b. As it is easy to show
that the O(1/y) term plays no role in this process, we may simply set x = y − L in (2.6) to cast
the left-hand side expression of (2.6) as
(ay)1/(p−1)
(
1 +
b+ λp
ay
)1/(p−1)(
(ay)1/(p−1)(1 +
b− aL
ay
)1/(p−1) + yp/(p−1)(1−
1
y
)p/(p−1)
)
(2.7)
− yp/(p−1)(ay)1/(p−1)(1 +
b− aL
ay
)1/(p−1).
We consider the Taylor expansions of the following terms of the above expression(
1 +
b+ λp
ay
)1/(p−1)
, (1 +
b− aL
ay
)1/(p−1), (1−
1
y
)p/(p−1)(2.8)
to see that the leading term in (2.7) is(
λp + a(L− p) + (p− 1)a
p/(p−1)
) a(2−p)/(p−1)y2/(p−1)
p− 1
.
It is easy to see that λp+ a(L− p)+ (p− 1)a
p/(p−1) ≥ 0 for a ≥ 0 with equality holding if and only
if a = λ
1−1/p
p . This implies that we must take a = λ
1−1/p
p . To determine the value of b, we proceed
as above by considering the Taylor expansions in (2.8) to see that the coefficients involving with b
of the second leading term y2/(p−1)−1 of (2.7) is
a1/(p−1)−2
p− 1
(
2ap/(p−1) −
pa
p− 1
+
(2− p)(λp + aL)
p− 1
)
b = −
a1/(p−1)−1L
p− 1
b.
This implies that we should take the value of b to be as large as possible. As a+ b ≤ 1−λp, we see
that we need to take b = 1− λp − a = 1− λp − λ
1−1/p
p .
Now, by setting a = λ
1−1/p
p , b = 1− λp − λ
1−1/p
p in (2.5) and by letting n→ n + 1 there, we see
that inequality (2.5) coincides with inequality (1.12) and this completes the proof of Theorem 1.5.
3. Copson’s inequalities and a related result
We first give two proofs of Theorem 1.3. Instead of (1.7), we study inequality (1.5) here. For
the first proof, we set an = λ
−1/p
n Λ
c/p
n , bn = λ
1−1/p
n Λ
−(1−c/p)
n , Up = (p/(c− 1))
p in (2.1) to see that,
from our discussion in the previous section, in order for inequality (1.5) to hold, it suffices to have
a non-negative sequence (µn)n≥1 defined inductively as in (2.4) with µ1 = 1. Explicitly, if we set
yn = λn/Λn for n ≥ 1 and y0 = 1, the recurrence relation (2.4) becomes
µn+1 =
y−pn µn(
µ
1/(p−1)
n + y
−1/(p−1)
n−1 y
−1
n (1− yn)(c−1)/(p−1)
)p−1 −
(
c− 1
p
)p
.(3.1)
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If there exists values of c > p such that µn ≥ (ayn−1)
−1 for all n ≥ 2, where a is a positive
constant to be determined in what follows, then these values of c make inequality (1.7) valid. To
simplify the notations, we set y = yn and substitute the lower bound of µn in (3.1) to see that it
suffices to find values of c > p such that for 0 ≤ y ≤ 1 (note that y = 1 corresponds to the case
n = 2),
1 + a
(
c− 1
p
)p
y ≤ (a−1/(p−1)y + (1− y)(c−1)/(p−1))1−p.(3.2)
By considering the coefficient of y of the Taylor expansions of the expressions on both sides of the
above inequality, we see that we must have
a
(
c− 1
p
)p
+ (p − 1)a−1/(p−1) − (c− 1) ≤ 0.
The left-hand side expression above, when regarded as a function of a, is minimized at a = ((c −
1)/p)1−p with value 0. Thus, we need to take a = ((c − 1)/p)1−p. We can thus simplify inequality
(3.2) as
1 +
(
c− 1
p
)
y ≤ (
c− 1
p
y + (1− y)(c−1)/(p−1))1−p.(3.3)
We point out that we can identify the above inequality with inequality (2.1) in [9] by setting
c = (p − c)/(p − 1), p = q, x = y there. We then deduce easily the statement of Theorem 1.3 by
Lemma 2.1 of [9].
We now give another proof of Theorem 1.3. Note that the discussion on the lp norms of weighted
mean matrices via the duality principle in Section 5 of [6] carries over to factorable matrices as
well, once one replaces Λn, λn by an, bn. In particular, the last equation on [6, p. 843] implies that
in order for inequality (2.1) to hold, it suffices to define a positive sequence (µn)n≥1:
µ1 = µn+1 −
1((
an/bn
)q/(q−1)
µ
−1/(q−1)
n − 1
)q−1
( an
bn+1
)q
= U−q/pp(3.4)
satisfying µn < (an/bn)
q.
We now set an = λ
−1/p
n Λ
c/p
n , bn = λ
1−1/p
n Λ
−(1−c/p)
n , Up = (p/(c−1))
p in (3.4) to see that inequality
(1.5) and hence inequality (1.7) follows provided that we can define a positive sequence (µn)n≥1:
µ1 = µn+1 −
( λnΛn )(
Λn
Λn+1
)(c−1)/(p−1)(Λn+1λn+1 )(
µ
−1/(q−1)
n −
(
λn/Λn
)q/(q−1))q−1 =
(
c− 1
p
)q
satisfying µn < (Λn/λn)
q.
If there exists values of c > p such that for n ≥ 1,
µn ≤
Λn
λn
(
λn
Λn
+ a
)1−q
,(3.5)
where a is a positive constant to be determined in what follows, then these values of c make
inequality (1.7) valid. To simplify the notations, we set y = λn+1/Λn+1 and substitute the upper
bound of µn in (3.5) to see that it suffices to find values of c > p such that for 0 ≤ y ≤ 1 (note that
y = 1 corresponds to the case n = 1),
(1− y)
c−1
p−1 + aq−1
(
c− 1
p
)q
y ≤ (1 +
y
a
)1−q.
Once again by considering the Taylor expansions, we see that we must take a = p/(c− 1) and the
above inequality then becomes inequality (3.3) and this gives another proof of Theorem 1.3.
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We now give two proofs of Theorem 1.4. We study inequality (1.6) here. For the first proof, we
set
an =
λ
1−1/p
n Λαn
Λαn − Λ
α
n−1
, bn = λ
1−1/p
n , Up =
(
αp
p− 1
)p
(3.6)
in (3.4) to see that inequality (1.6) is valid provided that we can define a positive sequence (µn)n≥1:
µ1 = µn+1 −
( λnΛn )(
Λn
λn+1
)(
µ
−1/(q−1)
n − (1− (Λn−1/Λn)
α)q/(q−1)
)q−1 =
(
p− 1
αp
)q
satisfying µn < (1− (Λn−1/Λn)
α)−q.
If there exists values of 0 < α < 1 such that for n ≥ 1,
µn ≤
(
(1− (Λn−1/Λn)
α)q/(q−1) +
(
a
λn
Λn
)1/(q−1))1−q
,(3.7)
where a is a positive constant to be determined in what follows, then these values of α make
inequality (1.6) valid. To simplify the notations, we set y = λn+1/Λn+1 and substitute the upper
bound of µn in (3.7) to see that it suffices to find the values of 0 < α < 1 such that for 0 < y ≤ 1
(note that y = 1 corresponds to the case n = 1),(
(1− (1− y)α)q/(q−1)
y1/(q−1)
+ a1/(q−1)
)q−1(
1− y
a
+
(
p− 1
αp
)q
y
)
≤ 1.
Once again by considering the Taylor expansions, we see that we must take a = αqqq−1 and the
above inequality then becomes exactly inequality (3.2) in [9]. It then follows from the argument in
[9] that this leads to a proof of Theorem 1.4.
For the second proof, we set an, bn and Up as in (3.6) and apply (2.4) to see that inequality (1.6)
is valid provided that we can define a positive sequence (µn)n≥1 such that µ1 = 1, µ2 = 1 − U
−p
p
and for n ≥ 2 (where Λ0 = 0),
µn+1 =
(1− (Λn−1/Λn)
α)−p(
1 + Λn−1λn ·
λn−1
Λn−1
(1− (Λn−2/Λn−1)
α)−p/(p−1) µ
−1/(p−1)
n
)p−1 −
(
p− 1
αp
)p
.
If there exists values of 0 < α < 1 such that for all n ≥ 2,
µn ≥
( λn−1Λn−1 )
p−1
ap−1
(
1− (1− λn−1Λn−1 )
α
)p ,(3.8)
where a is a positive constant to be determined in what follows, then these values of α make
inequality (1.6) valid. To simplify the notations, we set y = λn/Λn and substitute the lower bound
of µn in (3.8) to see that it suffices to find the values of 0 < α < 1 such that for 0 < y ≤ 1 (note
that y = 1 corresponds to the case n = 2),
(y + a(1− y))1−p ≥
(
p− 1
αp
)p
y
(
1− (1− y)α
y
)p
+ a1−p.
It is then easy to see that on setting a = p/(p − 1), one obtains inequality (3.2) in [9] again. This
gives another proof of Theorem 1.4.
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4. Proofs of Theorems 1.8-1.9
In this section, we use the notations given in (1.2) and (1.3) and we note that in order to prove
Theorem 1.6-1.9, one may replace the infinite sums by finites sums from 1 to N , with N ≥ 1 an
arbitrary integer. We shall hence assume all the sums in Theorem 1.6-1.9 are finite sums from 1 to
N in what follows. Let n ≥ 2 and let (an)n≥1, (bn)n≥1 be two positive sequences. We let
A˜n =
n∑
k=1
bkxk
an
, A˜Tn,N = bn
N∑
k=n
xk
ak
.
We assume that x1, . . . , xn−1 are fixed real numbers, not necessary positive, such that A˜n−1 ≥ 0.
We regard A˜n as a function of xn ≥ −an−1A˜n−1/bn (so that A˜n ≥ 0) only and let
g(xn) := µnA˜
p
n −
bn
an
xnA˜
p−1
n ,
where µn < 1 is a constant.
We want to find the maximal value of g(xn) for xn ≥ −an−1A˜n−1/bn. On setting g
′(xn) = 0, we
obtain
A˜n =
bn
an
p− 1
pµn − 1
xn.(4.1)
We assume µn 6= 1/p for the moment. Using the relation
A˜n =
an−1
an
A˜n−1 +
bn
an
xn,
we solve xn to be
xn =
an−1
bn
pµn − 1
p(1− µn)
A˜n−1.
Note that the above value of xn is > −an−1A˜n−1/bn. At this value of xn, it is easy to see that
g′′(xn) = p
(
bn
an
)2
A˜p−2n (µn − 1) < 0.(4.2)
It follows that for xn ≥ −an−1A˜n−1/bn, we have
g(xn) ≤ g
(
an−1
bn
pµn − 1
p(1− µn)
A˜n−1
)
.
After simplification, the above inequality yields
pan
bn
µnA˜
p
n − (1− µn)
1−p
(
1−
1
p
)p−1 an
bn
(
an−1
an
)p
A˜pn−1 ≤ pxnA˜
p−1
n .(4.3)
We note that the above inequality continues to hold when n = 1 with µ1 ≤ 1 and A˜0 = 0. It is also
easy to check that the above inequality is also valid for µn = 1/p when xn ≥ 0. Now we let N ≥ 1
be an integer. Summing the above inequality from n = 1 to n = N yields
paN
bN
µN A˜
p
N +
N−1∑
n=1
(
pan
bn
µn − (1− µn+1)
1−p
(
1−
1
p
)p−1( an
an+1
)p an+1
bn+1
)
A˜pn ≤ p
N∑
n=1
xnA˜
p−1
n .
We now set an = Λn, bn = λn in the above inequality to see that, in order for inequality (1.15) to
hold, it suffices to find a sequence {µn} with µ1 = 1, µn < 1 when n ≥ 2 such that
pΛn
λn
µn − (1− µn+1)
1−p
(
1−
1
p
)p−1( Λn
Λn+1
)p Λn+1
λn+1
≥ p− L.
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One obtains Theorem 1.6 on choosing
µn =
1
p
+ (1−
1
p
)
λn
Λn
.
By setting an = Λn, bn = λn, we can rewrite (4.3) as
pΛ1+p−cn µnA
p
n − (1− µn)
1−p
(
1−
1
p
)p−1
Λ1+p−cn
(
Λn−1
Λn
)p
Apn−1 ≤ pλnΛ
p−c
n anA
p−1
n .
We note that the above inequality continues to hold when n = 1 with µ1 ≤ 1 and A0 = 0. Again
we set µ1 = 1 and let N ≥ 1 be an integer. Summing the above inequality from n = 1 to n = N
yields
pΛN
λN
µNλNΛ
p−c
N A
p
N +
N−1∑
n=1
(
pΛn
λn
µn − (1− µn+1)
1−p
(
1−
1
p
)p−1( Λn
Λn+1
)c Λn+1
λn
)
λnΛ
p−c
n A
p
n
(4.4)
≤ p
N∑
n=1
λnΛ
p−c
n anA
p−1
n .
We now choose µn to be
µn = 1− (1−
1
p
)
(
1−
λn
Λn
) c−1
p−1
.
This choice is made so that
(1− µn+1)
1−p
(
1−
1
p
)p−1( Λn
Λn+1
)c Λn+1
λn
=
Λn
λn
.
It is readily checked that for the so chosen µn, when 1 < c ≤ p,
pΛn
λn
µn − (1− µn+1)
1−p
(
1−
1
p
)p−1( Λn
Λn+1
)c Λn+1
λn
=(p − 1)
Λn
λn
− (p− 1)
Λn
λn
(
1−
λn
Λn
) c−1
p−1
≥ c− 1.
It is easy to see that inequality (1.22) follows from this.
We note that inequality (4.4) continues to hold with Λn being replaced by Λ
∗
n. We now choose
µn = 1/p so that when 0 ≤ c < 1,
pΛ∗n
λn
µn − (1− µn+1)
1−p
(
1−
1
p
)p−1( Λ∗n
Λ∗n+1
)c Λ∗n+1
λn
=
Λ∗n
λn
(
1−
(
1−
λ∗n
Λ∗n
)1−c)
≥ 1− c.
One readily checks that inequality (1.24) follows from this. As inequalities (1.23) and (1.25) are
equivalent to inequalities (1.24) and (1.22), respectively, this completes the proof of Theorem 1.9.
Now, we let 1 ≤ n ≤ N − 1 and we assume that xn+1, . . . , xN are fixed real numbers, not
necessary positive, such that A˜Tn+1,N ≥ 0. We regard A˜
T
n,N as a function of xn ≥ −anA˜
T
n+1,N/bn+1
(so that A˜Tn,N ≥ 0) only and let
h(xn) := µn(A˜
T
n,N )
p −
bn
an
xn(A˜
T
n,N )
p−1,
where µn < 1 is a constant.
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We want to find the maximal value of h(xn) for xn ≥ −anA˜
T
n+1,N/bn+1. On setting h
′(xn) = 0,
we obtain a relation given by (4.1) with A˜n being replaced by A˜
T
n,N . Again we assume µ 6= 1/p
first and using the relation
A˜Tn,N =
bn
bn+1
A˜Tn+1,N +
bn
an
xn,
we solve xn to be
xn =
an
bn+1
pµn − 1
p(1− µn)
A˜Tn+1,N .
Note that the above value of xn is > −anA˜
T
n+1,N/bn+1. At this value of xn, it is easy to see that
h′′(xn) has an expression similar to that given in (4.2), except that one replaces A˜n by A˜
T
n,N there.
It follows that for xn ≥ −anA˜
T
n+1,N/bn+1, we have
h(xn) ≤ h
(
an
bn+1
pµn − 1
p(1− µn)
A˜Tn+1,N
)
.
After simplification, the above inequality yields
pan
bn
µn(A˜
T
n,N )
p − (1− µn)
1−p
(
1−
1
p
)p−1 an
bn
(
bn
bn+1
)p
(A˜Tn+1,N )
p ≤ pxn(A˜
T
n,N )
p−1.
We note that the above inequality continues to hold when n = N with µN ≤ 1 and A˜
T
N+1,N = 0.
It is also easy to check that the above inequality is also valid for µn = 1/p when xn ≥ 0. Summing
the above inequality from n = 1 to n = N (with µN ≤ 1) yields
pa1
b1
µ1(A˜
T
1,N )
p +
N∑
n=2
(
pan
bn
µn − (1− µn−1)
1−p
(
1−
1
p
)p−1(bn−1
bn
)p an−1
bn−1
)
(A˜Tn,N )
p
≤p
N∑
n=1
xn(A˜
T
n,N )
p−1.
We now set an = Λn, bn = λn in the above inequality to see that, in order for inequality (1.20) to
hold, it suffices to find a sequence (µn)n≥1 with µn < 1 such that
pΛn
λn
µn − (1− µn−1)
1−p
(
1−
1
p
)p−1(λn−1
λn
)p Λn−1
λn−1
≥ p− (p− 1)L, n ≥ 2;(4.5)
pΛ1
λ1
µ1 ≥ p− (p− 1)L.(4.6)
We now set for n ≥ 1,
µn = 1− (1−
1
p
)
λn
λn+1
,
so that
(1− µn−1)
1−p
(
1−
1
p
)p−1(λn−1
λn
)p Λn−1
λn−1
=
Λn−1
λn
.
It is easy to see that for the so chosen µn, inequalities (4.5) and (4.6) are implied by condition
(1.4). This completes the proof of Theorem 1.8.
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5. An inequality of Hardy, Littlewood and Po´lya
Our goal in this section is to study inequality (1.26) with Cp = (p/(1 − p))
p (we remark here
that it is shown in [7] that this value of Cp is best possible) and (1.28). In this section we let
1/3 ≤ p < 1. We first note that in order to establish inequality (1.26), it suffices to prove the
following inequality:
N∑
n=1
( 1
n
N∑
k=n
xk
)p
≥
(
p
1− p
)p N∑
n=1
xpn,(5.1)
where N ≥ 1 is an arbitrary integer.
By setting
yn =
1
n
N∑
k=n
xk, 1 ≤ n ≤ N,
we can recast inequality (5.1) as (with yN+1 = 0)
N∑
n=1
ypn ≥
(
p
1− p
)p N∑
n=1
(nyn − (n+ 1)yn+1)
p.
Here we require that yn ≥ 0 and yn ≥ (n + 1)yn+1/n. On setting bn = yn, λn =
1
n ,Λn = 1, q = p
in the function f(x) defined on [6, p. 843] and going through the argument there, it is easy to see
that for real numbers µn > n
p, we have
(nyn − (n+ 1)yn+1)
p ≤ µny
p
n − (n + 1)
p
(
np/(p−1)µ1/(1−p)n − 1
)1−p
ypn+1.
Summing the above inequalities from 1 to N , we obtain
N∑
n=1
(nyn − (n+ 1)yn+1)
p ≤ µ1y
p
1 +
N−1∑
n=1
(
µn+1 − (n+ 1)
p
(
np/(p−1)µ1/(1−p)n − 1
)1−p)
ypn+1.
We now set
µ1 = µn+1 − (n+ 1)
p
(
np/(p−1)µ1/(1−p)n − 1
)1−p
=
(
1− p
p
)p
.
Thus, in order for inequality (5.1) to hold for some 1/3 ≤ p < 1, it suffices to show that the sequence
(µn)n≥1 defined above satisfies µn > n
p for this p. We now proceed to see for what values of these
p, we can have µn ≥ an+ b for all n ≥ n0 with n0 some integer ≥ 1, with the constants a, b to be
determined in what follows. Assuming µn ≥ an + b for some n ≥ 1, then using the definition of
µn+1, we see that it suffices to have
(n+ 1)p
(
np/(p−1)(an+ b)1/(1−p) − 1
)1−p
+
(
1− p
p
)p
≥ a(n+ 1) + b.
Once again by using Taylor expansions, we see that the optimal values of a, b are (p/(1−p))1−p, (1/p−
1)p/2, respectively. With these values of a, b in the above inequality, we see that it becomes in-
equality (2.1) in [7] with y = 1/n, t = p/(1 − p) there and hence is valid by [7, Lemma 2.1]. Note
that this process also shows that µn > n
p for n ≥ n0. This now proves Theorem 1.11.
In the rest of the section, we study inequality (1.28), the equivalence of inequality (1.26). Once
again, it suffices to consider the following inequality:
N∑
n=1
( n∑
k=1
xk
k
)q
≤
( p
1− p
)q N∑
n=1
xqn,(5.2)
where N ≥ 1 is an arbitrary integer.
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For 1 ≤ n ≤ N , we set
yn =
n∑
k=1
xk
k
.
We further set y0 = 0 so that for 1 ≤ n ≤ N ,
xn = n(yn − yn−1).
We can thus recast inequality (5.2) as
N∑
n=1
yqn ≤
(
p
1− p
)q N∑
n=1
(nyn − nyn−1)
q,
where we assume yn > yn−1 > 0 for all n ≥ 2.
Note that our argument for the function f(x) defined in (2.3) is still valid when p < 0, provided
that we assume 0 < x < αyn/β. On setting x = yn−1, α = β = n, p = q there, we see that for all
n ≥ 2, yn > yn−1 > 0, µn ≥ 0, we have
(nyn − nyn−1)
q + µny
q
n−1 ≥
nq
(1 + nq/(q−1)µ
−1/(q−1)
n )q−1
yqn.
Together with the observation that yq1 ≥ y
q
1, we see on summing these inequalities from 1 to N (we
may assume N ≥ 2 here) that we have (with µN+1 ≥ 0)
N∑
n=1
(nyn − nyn−1)
q ≥ (1− µ2)y
q
1 +
N∑
n=2

 nq(
1 + nq/(q−1)µ
−1/(q−1)
n
)q−1 − µn+1

 yqn.
We now set µ1 = 0 and for n ≥ 1,
µn+1 =
nq(
1 + nq/(q−1)µ
−1/(q−1)
n
)q−1 −
(
1
p
− 1
)q
.
It is then easy to see that if the above defined sequence is positive when n ≥ 1 for some 1/3 ≤ p < 1,
then inequality (5.2) and hence inequality (1.26) holds for this value of p.
We now proceed to see for what values of these p, we can have µn ≥ an+ b for all n ≥ n0 with n0
some integer ≥ 1, with the constants a, b to be determined in what follows. Assuming µn0 ≥ an0+b
for some n ≥ n0, then using the definition of µn+1, we see that in order for µn ≥ an+ b to hold for
all n ≥ n0, it suffices to have, for all n ≥ n0,
(
n−p + (an+ b)1−p
)1/(1−p)
−
(
1
p
− 1
)p/(p−1)
≥ a(n + 1) + b.
Once again by using Taylor expansions, we see that the optimal value of a is (1/p − 1)1/(p−1).
Substituting this value of a in the above inequality, by setting y = 1/n, c = b/a, we can recast the
above inequality as
fc,p(y) :=
(
1
p
− 1
)
y + (1 + cy)1−p −
(
1 +
(
c+
1
p
)
y
)1−p
≥ 0.
One checks that fc,p(0) = f
′
c,p(0) = 0. If we assume c > −1/(2p), then f
′′
c,p(0) > 0. It follows that
the equation f ′′c,p(y) = 0 has at most one root in the interval (0, 1). One then deduces easily that
in order for fc,p(y) ≥ 0 for all 0 ≤ y ≤ 1/n0, it suffices to have fc,p(1/n0) ≥ 0. This combined with
our discussions above completes the proof of Theorem 1.12.
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