We present a parallel Knuth-Bendiz completion algorithm where the inner loop, deriving the consequences of adding a new rule to the system, is multi-threaded.
1 Introduction
Overview
This paper discusses data-structures and algorithms for parallel Knuth-Bendix completion of plain term-rewriting systems [17] . We work under the general restriction that no change of the completion strategy is allowed when going parallel.
We thus attack a facet of the completion process which is known to be hard to parallelism, but whose parallel form can be used by other versions which follow other strategies.
Our main contributions are that we achieve overall speed-ups of about 3 on 4 processors and that we use a systematic high-level parallel divide-and-conquer approach. Our work is within the well-defined framework of the PARSAC-2 parallel symbolic computation system [21] which also contains a number of parallel algebraic algorithms (cf. [22] ). All parallel constructs are provided by the S-threads parallelisation environment [23] , which is itself built upon a standard threads (lightweight processes) interface supported by most modern operating systems. Our hardware architecture is a shared memory multiprocessor such as a typical parallel workstation.
The parallel algorithms use no further application level assumptions on the architecture (sucht he number of processors etc. ) and do not contain low-level code such as explicit task schedulers or assignment of tasks to processors.
In order to achieve meaningful results we started with the high-quality sequential implementation of completion in the ReDuX system [8], which we parallelised gradually.
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Despite these restrictions we obtained good speed-ups on a standard 4 processor SPARC server.
We think that our results are significant because it had been argued before [31, 37] that the inner completion loop could not be profitably parallelised and that the parallelisation must include lowlevel code such as a specific scheduler.
In addition we re-used most sequential code and worked on a portable interface relying largely on standard UNIX. We now proceed as follows.
After motivating our work and relating it to other work in the area, we give an account of the completion process and of our parallelisation framework in Section 2. Section 3 states our parallel completion algorithm.
Section 4 explains how our sequential term datastructures were modified to allow their simultaneous use in multiple threads. Section 5 contains empirical data about the performance of our parallel completion algorithm. Section 6 presents our conclusion of the work.
Motivation
Completion, both in its term-rewriting and its polynomial ideal form, is an important computational process [4] . Incidentally, the relationship between both forms is by now well understood [6, 5, 7] so that advances with one version can frequently be transferred to the other; for parallelisations this has already been done to some extent in [10, 37] . The completion procedure is however notoriously hard to parallelism. This is due to several overlapping effects. First, completion is a chaotic process in the sense that it is extremely data-dependent and its course of action, and running time, are impossible to predict from the input data. Third, completion is at its core (cf. [31] ) and therefore is inherently a closure computation sequential in the sense that the n-th generation of consequences necessarily depends on the n -1st generation.
The amount of parallelism in the process is essentially limited by the size of the generations of consequences.
This applies particularly to converging processes.
If the number of consequences (and hence  the amount  of parallelism) is great, the completion process may be diverging.
If the process converges, the number of consequences (and hence the amount of parallelism) must somehow be limited.
As we shall see in Section 5, the number of consequences to be considered is typically small during large stretches of a converging completion run, but is several orders of magnitude larger in the remaining tight SDOtS.
' Still, because completion is an important computational method, it is interesting to explore to what degree it can be speeded up in practice through parallelisation, Because of the many facets of completion, it is important to parallelism the process at all levels of granularity.
Most theoretical work has so far focussed on extremely fine-grained subproblems such as parallel matching; practical work has focussed on the coarse-grained end of the spectrum where it is easier to get speed-ups.
In 
Multi-Threaded Symbolic Programming
In traditional operating systems, each process has an address space and a single thread of control.
The thread of control is an active entity, moving from statement to statement, calling and returning from procedures. A thread of control is an execution context for a procedure, much w a process is an execution context for a complete program. A threads system allows several threads, i.e. procedures, to be active concurrently.
A threads system can be implemented at the user level, but most modern operating systems, such as Mach, Solaris 2.x or 0S/2, provide kernel threads [34] . New threads can be created by a fork operation, Forking a new thread is similar to calling a procedure, except that the caller does not wait for the procedure to return. Instead, the parent continues to execute concurrently with the newly forked child; on a multiprocessor system this may result in true parallelism.
At some later time, the parent may rendezvous with the child by means of a join operation and retrieve its results (if any).
PARSAC-2
[21] is built upon a minimal threads abstraction called C Threads [12] . C Threads are directly supported by Mach and (at least to the extent that we need them) can be easily implemented using However, VS-threads keeps its own run-queues of micro-tasks, and it manages a small pool of C threads which it employs as workers.
On each fork, a record containing the fork parameters is put in the run-queue. These tasks can be asynchronously stolen by idle workers and executed as S-threads. However, if a join finds that the task was not yet stolen, the parent S-thread executes the task as a procedure call. Thus the number of available threads is virtually unlimited, and at the same time there is a significant reduction in the number of C-thread context switches through lazy evaluation of virtual threads. Furthermore, an abundant amount of logical (virtual) parallelism is dynamically reduced to a small
An abstract rendition of our parallelisation methodology wKlch can be described as divide-and-conquer in combination with virtual tasks, is roughly as in the piece of code in Figure 2 . A given list C of uniform data, e.g. not confluent yet. Therefore we decided to parallelism only steps (6)- (8) Figure 4 depicts the situation where the variable z (with index 3) of the term~(z, g(z)) is bound to j(y, z). Instead of a direct pointer from X3 to the bound term~(y, z) as it is conveniently used in the sequential implementation, we now consider variable bindings relative to the context in which the variable is used. Thus terms of a rule consist of term schemes rather than actual terms and they 'materialise' only when they are applied (or used in a context like critical pair computations).
With this technique we can avoid copying global data if only one global object i~umd (~ub~tituted) at a time in a parallel thread.
In case a thread accesses and modifies the variable bindings of more than one global item at a time, all private memory (stack) is a real change of global data, items which are to be coloured must be copied.
Luckily, during the Knuth-Bendix completion this situation occurs only in the critical pair computation process when the subterms of two rules are to be unified. We decided to always work with a (single) coloured copy of the newly oriented rule 1 + r and the original rules in 7?,. Note that this does not lead to extra copy-overhead compared to the sequential procedure if we copy the newly oriented rule because it must be copied anyway to obtain the critical pairs of the rule and itself.
Using the modifications described above, we could reuse all software for the basic operations from the sequential system after changing the macros to access the variable bindings.
Experimental Results
We ReDuX was translated to C using the ALDES-to-C Compiler produced by Michael Sperber [32] .
In addition to plain completion, ReDuX contains extensions for inductive completion and for rewriting modulo equational theories (such as associativity-commutativity). Our parallel code still contains the data-structures and hooks necessary for these extensions.
Table~1 and 2 and Figure 5 prewmt the result~(timeĩ n see) for several completion experiments. Columns 2 of Tables 1 and 2 show the times of the sequential ReDuX implementation and columns 3-6 give the timings for the parallelised code run on 1-4 processors.
Comparing columns 2 and 3 reveals a 3-770 penalty for using the parallel environment. According to our experiments the following grain sizes resulted in the best speed-ups: A single thread performed the normalisation of at least two equations or computed the critical pairs of a new rule and at least six old rules. Figure 5 shows to one with regard to the sequential implementation which is denoted as 'O' processors.
The overall speed-ups for the total completion (Table 1 ) are 1. 5-1.8 for two, 2.0-2.5 for three and 2 .4-3. 2 for four processors compared to the sequential implementation. Looking only at the parallelised part (Table 2) , we get speed-ups of 1.7-1.9 for two, 2.4-2.7 for three and 2.8-3.4 for four processors compared to one processor. The TRSS for experiments P6 and P7 are taken from [11] and that for Z22 is taken from
[1]2. D16 contains the three group equations and the relations of the dihedral group (a, b; a16, bz, ba = tib). Z22W is the same group as Z22 but specified using an explicit binary group operator and an inversion operator. Z22t is the extension of 2Note that we used different strategies than the other authors. for O < i < n -1. Figure  6 describes the experiment Z22.
The topmost plot shows a completion profile:
The upper graph denotes I&l (y-axis) and the lower graph is I'RI (y-axis) which are measured at step 2 in each round (x-axis) of the outer loop of COMPLETE. The profile given for Z22 is in our experience typical.
We see that only a rather small portion of the completion procedure provides the potential for good inner loop parallelisation. 
Conclusion
We have shown that the inner loops of the completion procedure can be parallelised with parallelised speed-ups of up to three on a four processor workstation.
Our programs use the fork/join paradigm in a threads environment. In our implementation, the parallel inner loops do not affect the completion strategy; they can be used in outer loop parallelisations which may give greater speed-ups but do affect the strategy. Our results present some hope that similar speed-ups are also possible for the inner loop of Buchberger's algorithm. Our speed-ups can probably be improved further by (1) specializing the code for plain completion, (2) swit thing to an operating system with native threads, 
