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Abstract
The main focus of this dissertation is to establish the necessary theory with nu-
merical illustrations for solving an atmospheric tomography problem. The inverse
problem is the reconstruction of some volume data from sparsely and non-uniformly
distributed tomographic measurement. For a given linear, compact and injective for-
ward operator T defined between some reflexive Banach space V and Hilbert space
H, T : V → H, we formulate the following convex minimization problem,
ϕδα ∈ arg min
ϕ∈V
Fα(ϕ, f δ)
with the general Tikhonov functional
Fα(ϕ, f δ) :=
1
2 ||T ϕ− f
δ||2H + αJ(ϕ),
where the smooth, i.e. Fréchet differentiable, and convex penalizer is J : V → R+.
We analyse the stable convergence of the expected regularized solution to the true
solution by a posteriori strategy for the choice of the regularization parameter, α =







where 0 < β < 1 and | · |2 is the usual Euclidean norm. We estimate a new lower
bound for the Bregman distance particularly associated with the penalty term JTVβ .
We further investigate the impact of TV regularization on inverse ill-posed problems
and convey the phenomenon of loss of contrast in TV regularization.
We demonstrate our regularization on simulated data, employing a novel reverse-
communication large-scale nonlinear optimization software and also compare the




1.1 Summary of This Dissertation
The aim of this work is to develop the theory and numerical methods for an atmo-
spheric tomography problem calledGPS-tomography, [15, 67, 93]. GPS-tomography
involves the reconstruction of some quantity, pointwise within a volume (e.g. humid-
ity) from measurements transmitted by non-uniformly distributed transducers (satel-
lites). These measurements are collected by non-uniformly distributed receivers on
the ground (ground stations) as illustrated in Figure 1.2. As with conventional to-
mography, the task here is the reconstruction of the density profile of a layer in the
atmosphere from a set of line integrals.
In the discretized form of the problem, it is assumed that each station receives
equal number of signals transmitted by the satellites. Also for the sake of simplicity,
we ignore any deviations from the shortest path between transmitters and receivers
due to atmospheric inhomogeneity. The received signal is then modelled as a line
integral along the shortest path between the satellites and the ground stations.
We study the variational formulation of the inverse problem: minimizing a least
squares functional with twice continuously Fréchet differentiable convex penalty. We
are tasked with reconstructing some volume data from sparsely distributed tomo-
graphic measurement. Since it is known that total variation regularizer promotes
sparsity, [16, p. 2], we make a particular choice of the penalty which is smooth
total variation penalty. Choice of a proper regularizer in variational regularization
depending on the smoothness of the target function has been discussed in [16, p. 2].
In our numerical illustrations, we have simulated a data with smooth intensity. The
regularizer of choice is total variation, or rather a smooth approximation thereof. By
this approach, we also introduce new way of solving this large scale problem.
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Organization of this work is as follows;
• Chapter 1: In the Section 1.2 of this chapter, we model our specific tomog-
raphy problem with discussing data collection procedure.
• Chapter 2: In this chapter, we introduce the foundations of the work that
are the base of entire mathematical development. In Subsection 2.3.2, we
introduce Bregman distance as the necessary tool for our convergence theory.
We express the Bregman distance as the remainder term of the 2nd order
Taylor expansion. By this expression, Hessian of twice continuously Fréchet
differentiable functional will actually be the Bregman distance associated with
the functional itself.
• Chapter 3: In this chapter, we emphasize the importance of variational in-
equalities in order to be able to show the convergence convex minimization
problem. We give a special choice of a concave index function that has been
introduced in [51, Eq (3.2)]. We discuss a posteriori strategy for the choice
of the regularization parameter α = α(δ, f δ). Under this a posteriori strategy
and the considered deterministic noise model, f δ ∈ Bδ(f †), in the measurement
space, the following rates will be able to be quantified;
1. T ϕδα(δ,fδ) ∈ BO(δ)(T ϕ†); norm of the discrepancy between T ϕδα(δ,fδ) and
T ϕ† by the rate of O(δ), i.e. ‖T ϕδα(δ,fδ) − T ϕ†‖L2(Z) = O(δ).
2. DJ(ϕδα(δ,fδ), ϕ†) = O(Ψ(δ)); upper bound for the Bregman distance DJ .
3. ϕδα(δ,fδ) ∈ BO(Ψ(δ))(ϕ†); convergence of the regularized solution ϕδα(δ,fδ) to
the true solution ϕ† by the rate of the noise amount O(Ψ(δ)).
In Section 3.4, we finally give necessary interpretation of the convex regular-
ization theory for our specific choice of the regularizer smoothed version of the
total variation. Particularly in Subsection 3.4.1, we summarise our new con-
vergence theory for the smoothed total variation regularization in one chain of
inequalities.
• Chapter 4: This chapter is only devoted for numerical illustration. After
reviewing fundamental knowledge about the gradient based algorithms, we
demonstrate our illustrations in different algorithms. Regularization as a result
of limited memory BFGS (L-BFGS) on simulated data is demonstrated by
employing a novel reverse-communication large-scale nonlinear optimization
software SAMSARA, [64]. In this software two popular penalty terms that are
of quadratic Tikhonov and smoothed-TV are tested.
3
1.2 Physical Problem: From Propagation in Time
to Propagation in Space
Let γ be the minimal path between any two points in R3. Then a light beam takes






where n is index of refraction. The linear relation between the refractivity profile N
and the refractive index n is expressed by N = 106(n − 1), [15, 67, 93]. Thus, if






The task here is to reconstruct the density function from some noisy travel time tomo-
graphic measurement which is provided by the set of line integrals over the signals
between non-uniformly and sparsely located transducers and again non-uniformly
and sparsely located ground stations.
We now introduce a ground-based model for the physical problem with its ge-
ometry. Denote by g some Lipschitz continuous function with its Lipschitz constant
Lg ∈ R+ for the surface of the earth,
g : [0, S]× [0, P ]→ [0, h∞), (1.2)
and denote by G the graph of the surface function g
G = graph(g) = {(x, y, z) | (x, y) ∈ [0, S]× [0, P ], z = g(x, y) ≥ 0}. (1.3)
Then a ground station s is a set of points in R3 located on earth with the coordinate
points (xs, ys, zs),
s := (xs, ys, zs) ∈ G, (1.4)
and likewise emitters e that are all located at the same altitude h∞ is also set of
points in R3,
e := {(xe, ye, ze) | (xe, ye) ∈ [0, S]× [0, P ] and ze = h∞}. (1.5)
4
Let (ρs, σs) be the polar angles of the station s as inclination and azimuth respectively.
Then in spherical coordinates, the location of any station s is given by
s = R
(





xs2 + ys2 + zs2. Our area of interest is a compact subdomain, i.e.
Ω ⊂ Ωo,
Ωo := {(x, y, z) ∈ [0, S]× [0, P ]× [0, h∞) | z > g(x, y)} . (1.6)
The unknown density function ϕ : Ω→ R is integrable and, by assumption, vanishes




ϕ(x) , for x ∈ Ω
0 , for x ∈ Ωo\Ω.
(1.7)
Following [68, Ch. 2] and [72, p. 45], the ray direction ~θ is reparametrized by
~θ = −
(
cos(ρr + ρs) cos(σr + σs), cos(ρr + ρs) sin(σr + σs), sin(ρr + ρs)
)T
,
where the inclination and the azimuth of the ray γ[s,~θ] : [zs, h∞]→ Ωo ⊂ R3 according
to the surface are denoted by (ρr+ρs, σr+σs) = (ρ̃, σ̃), see Figure 1.1 for this angular
parameterization. We present the domain of any integrated measurement f through
some ray γ[s,~θ] by
f : Z ⊂ Zo ⊂ G × S2 → R+, (1.8)
where the maximal set of measurement is defined by
Zo := {(s, ~θ) | ρ̃ ≥ | arctan(Lg)| , and π − ρ̃ > 0}.
Physically, there exist many rays in various directions ~θ ∈ S2. Denote by
Ss := {~θ ∈ S2|(s, ~θ) ∈ Z}, (1.9)
the set of directions. Then, in fact, the measured data f is obtained only for ~θ ∈ Ss.
We must also denote the directions that do not necessarily belong to the set of
directions Ss by ~θo ∈ S2\Ss. Note that Ss ⊂ S2 which is the partial information case.
5
Thus, there could be formulated a parameter function t(ε) := εsin (ρ̃) such that a ray
in R3 starting from the station s in the direction ~θ ∈ Ss is defined by
γ[s,~θ](ε) :=
s + εsin (ρ̃)~θ
∣∣∣∣∣∣ ε ∈ [zs, h∞]
 . (1.10)
It is well known that the incompleteness of data causes nonuniqueness issue in
inverse problems. See [70, p. 144] for tomographic interpretation. The assumption
of that Ω is a strict subset of Ωo is essential for the uniqueness of the inverse problem.
Assumption 1.2.1. [Geometric assumption] Area of interest Ω ⊂ Ωo is chosen





is open, and for each ~θo ∈ C there exists so ∈ G such that (so, ~θo) ∈ Z with
γ[so,~θo] ∩ Ω = ∅. (1.11)
To obtain measurement f, we apply fan-beam projection operator along the ray
γ[s,~θ] on some density profile defined by ϕ :=
1
c
(10−6N + 1) = n
c
. This operation is
formulated by
f(s, ~θ) = Tsϕ(~θ) = (T ϕ)(s, ~θ) =
∫
γ[s,~θ]
ϕ(r)dr, for r ∈ γ[s,~θ] ⊂ Ωo. (1.12)
Also, with the angular parameterization above, we then have,
Tsϕ(~θ) = T ϕ(ρ̃, σ̃), for (ρ̃, σ̃) ∈ (0, π)× (0, 2π).
The discretized integration from one point to the next one along the ray γ is
carried out via the parameter function t(ε) = εsin (ρ̃) , for all ε ∈ [zs, h
∞], see Figure
1.3. In the continuum form, we use ray transform in the direction ~θ(ρ̃, σ̃) ∈ Ss for
any angle pairs (ρ̃, σ̃), on the density function ϕ : Ωo → R+ where r ∈ γ[s,θ̃], as such








So as a linear operator equation, we have T ϕ = f where T represents the line
integration operating on the density profile ϕ to obtain measurement f.
We, below, only give the injectivity of the forward operator for the verification
of uniqueness principle.
Theorem 1.2.2. [Injectivity of the forward operator T ] [45, Theorems 5.1
- 5.6] and [70, Theorem 6.2]
Under the Assumption 1.2.1, the operator T is injective.
It is not possible to reconstruct the unknown function ϕ exactly from finite of
measurements. However, [45, Theorems 5.1 - 5.6] show that arbitrarily good
approximation can be obtained, (cf. [45, Section 6.]).
Figure 1.1: The sketch of angular parameterization. Intersection point between the central and
the ray lines is the ground station with the angles (ρs, σs).
7
Figure 1.2: A 3-D network together with simulated data ϕ, as the true solution ϕ†, is illustrated
over a non-uniformly scaled domain. Black dots indicate stations whilst signals penetrate the area
of interest through red dots. In this illustration, 15 ground stations (receiver) intercept signals
emitted by 30 transducers and all are randomly distributed over 27000 cubes.
8
Figure 1.3: Finite number of points denoted by blue stars along 12 rays are illustrated. These
points are found via the parameter function t(ε) = εsin (ρ̃) , for ε ∈ [zs, h
∞] where h∞ is the upper





We present the foundations of this work which are the base for the entire mathemat-
ical development.
2.1 Vector Calculus and Functional Analysis No-
tations
It is our task to reconstruct a non-negative, differentiable, scalar function defined on
a compact and convex subset Ω of R3, i.e. ϕ(x) : Ω ⊂ R3 → R+ where the spatial
coordinate is x = (x, y, z). By our specific choice of the regularization strategy, we
must review basics from the vector calculus. The gradient of a scalar valued function

























Divergence of a vector valued mapping Φ(x) : Ω ⊂ R3 → R3 is also given by

























Lp(Ω) are complete normed spaces, i.e. Banach spaces. For p ∈ (1,∞), they are
reflexive Banach spaces, [62, p. 242]. General Hilbert spaces will be denoted
throughout by H, in particular H = L2(Ω). Different from usual L2 space, we need
to define weighted form of it as we will need establish some convergence theory in the
weighted Hilbert space. Let the positive definite w : Ω → R+ be weight functional.








Let C(Ω) be the space of continuous functions that are defined on the compact
domain Ω with its Lipschitz boundary ∂Ω, denote by Dσ, where |σ| ≤ k for k ≥ 1,
the generalized derivative [92, Definitions 21.1-2 of Section 21.1]. Then, the
space of continuously differentiable functions Ck(Ω) is defined by
Ck(Ω) := {ϕ ∈ C(Ω)|Dσ(ϕ) ∈ C(Ω), ∀σ ∈ N with |σ| ≤ k}.
Recall from the subsection 2.1 that the target function ϕ is differentiable which is in
other words ϕ is C1(Ω) smooth. We also denote the space of compactly supported
functions by
Cc(Ω) := {ϕ| supp(ϕ) is compact }.
We will also need to work with Sobolev spaces, [2]. Sobolev space, for p ≥ 1 and
k ≥ 1, is defined by,
Wk,p(Ω) := {ϕ ∈ C(Ω)|Dσ(ϕ) ∈ Lp(Ω), ∀σ ∈ N with |σ| ≤ k}.
Additionally, functions of Sobolev space with zero boundary value is defined by
Wk,p0 (Ω) := {ϕ ∈ C(Ω)|Dσ(ϕ) ∈ Lp(Ω), ∀σ ∈ N with |σ| ≤ k, and ϕ(x) = 0 for x ∈ ∂Ω}.





Specifically, it is also known that C1c (Ω) =W1,2(Ω), see [92, p. 240-241] for details.
Furthermore, for the functions ϕ ∈ W1,1(Ω) a generalized form of Poincaré inequality
states a relationship between the spaces W1,1 and L1.
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Theorem 2.1.1. [Poincaré - Wirtinger Inequality][18, Theorem 3.1] Over
the compact domain Ω and with its volume |Ω|, there exists a constant CΩ such that







To find the unique solution for our specific application problem, we formulate a
convex minimization problem. This formulation will be introduced in the following
subsection. It is this work’s aim to find the solution to the minimization problem in
the class of Bounded Variation (BV) space. We now review some basics about BV
space.
2.2 Functions of Bounded Variation Space
In order to achieve a reconstruction in L1 space, we focus on the TV type regular-
ization and its relation with BV space functions. As has been stated by the problem
formulation, we aim to reconstruct a function in a Banach space from sparse tomo-
graphic data. It has been conveyed that the use of TV promotes sparsity of the
gradient, [16], which is one of the scientific motivations of this work that we focus
on the total variation (TV) of a a function. In our numerical illustrations, we have
simulated a data with smooth intensity, [16]. It is another reason why we choose
to formulate a smooth minimization problem which will be studied in the following
section. TV of a function that is defined over the compact domain Ω is given below.
Definition 2.2.1. [TV (ϕ,Ω)][6, Definition 3.4], [79, Definition 9.64], [86,
Definition 8.9] Over the compact domain Ω, total variation of a function ϕ ∈
L1(Ω) is defined in the weak sense as follows ,




ϕ(x)div Φ(x)dx : ||Φ||∞ ≤ 1
}
. (2.5)
Total variation type regularization targets the reconstruction of bounded varia-
tion (BV) class of functions that are defined by
BV (Ω) := {ϕ ∈ L1(Ω) : TV (ϕ,Ω) <∞} (2.6)
with the norm
||ϕ||BV := ||ϕ||L1 + TV (ϕ,Ω). (2.7)
BV function spaces are Banach spaces, [86]. Furthermore, the Sobolev space W1,1
is also a subspace of BV (Ω), [1, Theorem 2.1]. This fact is formulated below.
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Proposition 2.2.2. [W1,1(Ω) is a subspace of BV (Ω)][86, Proposition 8.13]





By the result in [1, Theorem 2.1], it is known that one can arrive, with a proper











where 0 < β < 1 is fixed. We also refer [24, 27, 33, 77, 87] where (2.8) has appeared.
By Definition 2.2.1, it is easy to obtain another TV form for the computerized
environment, see [1, Proof of Theorem 2.1]. Observe that, by Gauss’ divergence

















Again by Gauss’ divergence theorem and the Cauchy-Schwarz inequality,
∫
Ω











































In the following sections, we will formulate a convex, unconstrained minimization
problem associated with the smoothed form of (2.9). For a moment, let us define







It has been shown in [1, Theorem 2.2] that for Ω bounded and for any ϕ ∈ BV (Ω)
lim
β→0
TVβ(ϕ,Ω) = TV (ϕ,Ω). (2.10)
This limit with the smoothing parameter β → 0, smooth TV maintains the same
properties as nonsmooth TV. Moreover, still for Ω bounded and for any ϕ ∈ BV (Ω),
the following relation holds,
TV (ϕ,Ω) ≤ TVβ(ϕ,Ω) ≤ TV (ϕ,Ω) +
√
β|Ω|. (2.11)
2.3 General Regularization Theory
Henceforth, we will be working with Fréchet differentiable functionals. Fréchet
derivative is a derivative defined between normed spaces. In compliance with our the-
oretical establishment, we formally formulate the Fréchet derivative between Banach
spaces below.
Definition 2.3.1. [Fréchet Derivative] Let V and Y be Banach spaces. The
Fréchet derivative of an operator P : V → Y at the point a ∈ V is a bounded linear
operator P ′[a] : V → Y satisfying the following limit relation,
lim
h→0
‖P(a+ h)− P(a)− P ′[a] · (h)‖
‖h‖
= 0.
Remark 2.3.2. [[28, Theorem 3.5-3], [86, Definition 2.32], [91, Theorem
2.E]] According to Riesz representation theorem, if V is a Hilbert space, then for a
smooth functional P : V → R∪{∞}, then we can represent the Fréchet derivative in
the following form,
P ′[u∗] · (u− u∗) = 〈∇P(u∗), u− u∗〉,
with some ∇P(u∗) ∈ V called the gradient of P at u∗.
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As a restriction of the Radon transform our forward operator T : D(T ) ⊂ V → H
from a Hilbert space V to a Hilbert space H is compact, and by Theorem 1.2.2 it
is injective. Recall from the Subsection 1.2 that the image space of our forward
operator is in fact H = L2(Z) where Z ⊂ G × Ss, see (1.3) and (1.9) for the details.
As well known in the theory of integral equations (cf. [44, Section 3]), one may
also introduce generalized solutions of a linear operator equation T ϕ = f δ, such
that f δ ∈ R(T ) ⊕ R(T )⊥, by formulating the following least squares minimization
problem
ϕδ ∈ arg min
ϕ∈V
1
2 ||T ϕ− f
δ||2L2(Z). (2.12)
Then the generalized minimizer is given by ϕδ = T †f δ where T † := (T ∗T )−1T ∗
denotes the Moore-Penrose inverse. Let {µj;uj, vj}∞j=1 be a singular system for our
forward operator T . The singular values of T , for each j ∈ N, are ordered from
largest to smallest satisfying,
µ1 ≥ µ2 ≥ · · · ≥ µj ≥ · · · ≥ 0.
The SVD representation of the pseudoinverse, (cf. [35, Theorem 2.8] and [44, Eq.






〈f, vj〉uj , for all f ∈ D(T †). (2.13)
Rapid decay of the singular values µj causes instability of the solution to the problem
(2.12). Therefore, in order to avoid this instability, we include a penalty term J to
the problem (2.12) and formulate our main variational minimization problem,
ϕδα ∈ arg min
ϕ∈V
{1




Here, J : V → R+ ∪ {∞} is the lower semi-continuous, Fréchet differentiable and
convex penalty term, and the regularization parameter is denoted by α > 0. Of
particular interest to this work in terms of the penalty term, we choose a smooth
functional J . Discussion over the choice of penalty term in variational regularization
has been made in [16, p. 2].
Solving (2.14) amounts to finding an approximation of the unbounded Moore-
Penrose inverse operator T † : R(T ) ⊕ R(T )⊥ → V by a family of operator Rα :
H → V parameterized by α > 0 which is named as regularization operator, see [29,
Definition 4.3] and [63, Theorem 2.2].
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We prove convergence of the considered regularization strategy by showing that
some regularization strategy is admissible. The definition of an admissible regular-
ization strategy in the general sense is given below.
Definition 2.3.3. [59, Definition 2.3] Consider a compact forward operator de-
fined from a reflexive Banach space V to some Hilbert space H, T : V → H. A
regularization strategy, consisting of a family of operator Rα : H → V parameterized
by α > 0 and a parameter choice strategy α : R+ ×H → R+, is called admissible if
sup
{
||Rα(δ,fδ)f δ − ϕ†||V : f δ ∈ H, ||T ϕ† − f δ||H ≤ δ
}
→ 0, as δ → 0,
for every ϕ† ∈ V .
2.3.1 First order optimality condition
It is a fact that the regularized solution ϕδα for the problem (2.14) satisfies the first
order optimality condition. As has been formulated by the problem (2.14), we seek
minimizer for the objective functional given below,
Fα(ϕ, f δ) : V × L2(Z) −→ R+,
(ϕ, f δ) 7−→ Fα(ϕ, f δ) :=
1
2 ||T ϕ− f
δ||2L2(Z) + αJ(ϕ).
The Fréchet derivative of the functional Fα attains zero at the regularized solution
ϕδα, for some α > 0. This fact, from the Fréchet derivative, is given by
F ′α[ϕδα] · (ϕ− ϕδα) = 0 , for all ϕ ∈ V .
If V is a Hilbert space, then in the light of Remark 2.3.2, for all ϕ ∈ V , this can
represented by
F ′α[ϕδα] · (ϕ− ϕδα) = 〈∇Fα(ϕδα), ϕ− ϕδα〉 = 0.
From here the first order optimality condition is derived as such
〈T ∗(f δ − T ϕδα), ϕ− ϕδα〉 = α〈∇J(ϕδα), ϕ− ϕδα〉, for all ϕ ∈ V . (2.15)
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2.3.2 Convergence analysis and a preliminary result
In this work, the norm convergence estimations will be obtained by means of the
Bregman distance associated with the smooth potential J, [22]. Convergence of the
regularized solution ϕδα for the problem (2.14) to the true solution ϕ† requires one to
define a rule for the choice of the regularization parameter α, see Definition 2.3.3. As
we rather focuse on a posteriori strategy for the choice of regularization parameter
α = α(δ, f δ), Morozov’s discrepancy principle (MDP) is the strategy for this work
to choose the regularization parameter, [7]. Under this principle, one must be able
to choose such a regularization parameter α = α(δ, f δ) for the regularized solution
ϕδα(δ,fδ) of the problem (2.14) that,
τδ ≤ ||T ϕδα(δ,fδ) − f δ||L2(Z) ≤ τδ, for some fixed 1 < τ ≤ τ <∞,
holds. More information about the choice of regularization parameter through MDP
can be found in [35, Eq. (4.57) and (4.58)], [59, Definition 2.3]. We always
work with the given perturbed data f δ ∈ Bδ(f †) and introduce the convergence rates
in terms of the noise level δ. Note that we formulate Bregman distance as associated
with some Fréchet differentiable and convex functional.
Definition 2.3.4. [Bregman distance][79, Definitions 3.28 and 10.31] Let
P : V → R ∪ {∞} be a convex and Fréchet differentiable functional. Then, for
u, u∗ ∈ D(P) ⊆ V , the Bregman distance DP : V × V → R+ associated with the
functional P is given by
DP(u, u∗) = P(u)− P(u∗)− 〈∇P(u∗), u− u∗〉. (2.16)
The following formulation emphasizes the functionality of the Bregman distance
in proving the norm convergence of the minimizer ϕδα of the minimization problem
(2.14) to the true solution ϕ†.
Definition 2.3.5. [Total convexity][21, Definition 1], [51, Section A.2]
Let P : V → R ∪ {∞} be a Fréchet differentiable convex functional. Then P is
called totally convex in u∗ ∈ V , if,
P(u)− P(u∗)− 〈∇P(u∗), u− u∗〉 → 0⇒ ||u− u∗||V → 0.
It is said that P is q-convex in u∗ ∈ V with a q ∈ [2,∞), if for all M > 0 there exists
a c∗ > 0 such that for all ||u− u∗||V ≤M we have
P(u)− P(u∗)− 〈∇P(u∗), u− u∗〉 ≥ c∗||u− u∗||qV . (2.17)
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In addition to the traditional definition of Bregman distance in (2.17), the sym-
metric Bregman distance is also given below, (cf. [41, Definition 2.1]),
DsymP (u, u∗) := DP(u, u∗) +DP(u∗, u). (2.18)
From here, one can easily observe that
DsymP (u, u∗) ≥ DP(u, u∗). (2.19)
Same also holds if one replaces the right hand side by DP(u∗, u). In the next chapter,
we will derive convergence theorems based on the lower bound for the Bregman
distance DP(u, u∗), or equivalently for DP(u∗, u). By the relation (2.19), this lower
bound will surely be the lower bound for DsymP (u, u∗).
According to the estimation (2.17), to establish an L2 norm convergence, the
functional P must be then 2−convex functional. If the functional P is strongly (or,
strictly) convex, such constant can also be estimated by a lower bound of the Hessian
of the functional. We will see this in the next chapter. To this end, it is necessary
to express the Bregman distance as the remainder term of the 2nd order Taylor
expansion as formulated below.
Proposition 2.3.6. Let V be a Hilbert space and let P : V → R ∪ {∞} be some
convex and twice continuously differentiable functional. Then for all u, v ∈ V there




′′[w](u− v, u− v). (2.20)
Proof. Consider the Taylor expansion of f(t) := P(v + t(u − v)) with Lagrangian
remainder term for some τ ∈ (0, 1) below,
f(1) = f(0) + f ′(0) + 12f
′′(τ).
This translates into
P(u) = P(v) + P ′[v] · (u− v) + 12P
′′[u+ τ(v − u)](u− v, u− v),





For the given linear, compact forward operator T : V → H, defined from a Banach
space V into a Hilbert space H, and some noisy data f δ ∈ H with the classical
deterministic noise model f δ ∈ Bδ(f †), i.e. ||f † − f δ||H ≤ δ, we seek the minimizer
for the general Tikhonov type objective functional Fα : V ×H → R+ given by
Fα(ϕ, f δ) :=
1
2 ||T ϕ− f
δ||2H + αJ(ϕ), (3.1)
where the positive real valued penalty term J ∈ C2(V) is convex. In the Subsection
1.2, it has been introduced that the image space of the forward operator T is in fact
H = L2(Z), see (1.8). Thus, in what follows, the data fidelity term in the objective
functional Fα will be amended accordingly. Of particular interest, we are rather
concerned with solving the following problem,
ϕδα ∈ arg min
ϕ∈V
{1
2 ||T ϕ− f
δ||2L2(Z) + αJTVβ (ϕ)
}
. (3.2)
Here, the assumed solution space is V = Lp(Ω), for 1 ≤ p ≤ d/(d − 1) where d = 3
since this work focuses on three dimensional reconstruction, and the smooth-TV





|∇ϕ(x)|22 + βdx, (3.3)
where | · |2 is the Euclidean norm defined by (2.1).
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3.1 Existence and Uniqueness of the Minimizer
The motivation above leads us to seeking the regularized solution ϕδα on the space
V = W1,2. Note that for Ω bounded the inclusion W1,2(Ω) ⊂ W1,p(Ω) holds, where
1 ≤ p ≤ d/(d−1) with d = 3. Existence of the minimizer has been studied extensively
in [1, 50, 80, 86].
In order to ensure the existence and uniqueness of the regularizer, one must be
able to ensure the BV -coercivity of the objective functional Fα. In [1, Lemma
4.1], BV -coercivity of Fα has been proven only for the case of β = 0 due to the
inequalities in (2.11) and under the certain conditions on the forward operator T ,
one of which is T does not annihilate constant functions. This condition holds true
for our tomographic problem since the Radon transformation transforms any non-
zero constant function into another non-zero constant function. On the other hand,
it has been formulated in (1.11) that there are also rays with empty intersection. So,
the definition of T and the Assumption 1.2.1 convey the following facts about the
forward operator,
T 1 ≥ 0 and T 1 6= 0. (3.4)
Furthermore T is injective, as we have indicated by Theorem 1.2.2, then the objec-
tively functional (3.1) is strictly convex.
Let the mean value functional MV : L1(Ω)→ R be defined by





It has been stated in [1, Eq. (4.3)] that, for some bounded domain Ω, any u ∈
BV (Ω) has the following decomposition
u = ũ+MV [u]1, (3.6)
where
MV [ũ] = 0. (3.7)
It is due to this decomposition and the properties of our forward operator given in
(3.4) that the BV -coercivity of the functional (3.2) with β = 0 is guarenteed, [1,
Lemma 4.1]. That is
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Fα(ϕ, f δ)→∞, as ||ϕ||BV →∞.
BV -coercivity of the functional Fα in conjunction with the aforementioned facts
of the forward operator implies the existence of the minimizer. Uniqueness of the
minimizer is also another provided fact since the functional (3.1) is strictly convex.
Hence, the regularized minimizer ϕδα to the problem (3.2) exists and is unique in the
space W1,2(Ω) according to [1, Theorems 3.1 and 4.1].
3.2 Convexity of the Smooth TV Functional
Not only is this section dedicated to some discussion over the convexity of the smooth
TV functional (3.3), but also for a motivation for the convergence analysis which will
be developed in the later sections, a non-negative lower bound for the Hessian of JTVβ
will be beneficial for showing convergence. Convexity of JTVβ has been guaranteed in
[1, Theorem 2.4]. As has been stated by Proposition 2.3.6, the Hessian of JTVβ is
necessary to establish the convergence theory in the sense of Bregman distance. The
Hessian will be calculated following from the bilinear form of the Fréchet derivative




JTVβ (ϕ+ tΦ)|t=0 =
∫
Ω
(∇ϕ(x) + t∇Φ(x)) · ∇Φ(x)























(∇ϕ(x) + s∇Ψ(x)) · ∇Φ(x)















(∇Ψ(x) · ∇Φ(x)) (|∇ϕ(x)|22 + β)− |∇ϕ(x) · ∇Φ(x)|22
(|∇ϕ(x)|22 + β)
3/2 dx.
Here, the sign ‘·’ inside the integral indicates the inner product in Euclidean space.




|∇Φ(x)|22 (|∇ϕ(x)|22 + β)− |∇ϕ(x) · ∇Φ(x)|22
(|∇ϕ(x)|22 + β)
3/2 dx. (3.9)
From here, we are only able to estimate a non-negative lower bound for the Hessian of
JTVβ in the weighted L2 norm, recall that the weighted L2 norm definition introduced
in (2.3).
Theorem 3.2.1. [Strong convexity of the functional JTVβ ] Over the bounded
domain Ω ⊂ RN , where N = 2, or 3, let the function ϕ : Ω → R be in the class of
W1,1(Ω). Then, there can be derived a weight functional mβ : W1,1(Ω) → R+ such
that the Hessian of the smooth TV functional JTVβ ∈ C2 in the direction Φ ∈ C1c (Ω)
can be bounded below by,
(JTVβ )′′[ϕ](Φ,Φ) ≥ ||∇Φ||2L2mβ (Ω).














1More precisely this equals to,
∫
Ω













3/2 , for all x ∈ Ω, (3.11)




mβ(ϕ, x)|∇Φ(x)|22dx = ||∇Φ||2L2mβ (Ω). (3.12)
With a further assumption on the function ϕ, this lower bound can be reformu-
lated as such.
Corollary 3.2.2. Over the bounded domain Ω ⊂ RN , where N = 2, or 3, suppose




With this functional and a constant CΩ, in the direction Φ ∈ C1c (Ω), the following
lower bound holds,










Proof. Following from the weight functional defined by (3.11) in the proof of Theorem









≥ β(|∇ϕ(x)|2∞ + β)3/2
. (3.13)
So, according to (3.12),
(JTVβ )′′[ϕ](Φ,Φ) ≥ lβ(ϕ)
∫
Ω
|∇Φ(x)|22dx = lβ(ϕ)‖∇Φ‖2L2(Ω). (3.14)
Hence, after considering the Poincaré-Wirtinger inequality (2.4) in Theorem 2.1.1
and using the fact that || · ||L1(Ω) ≤
√
Ω|| · ||L2(Ω) for the bounded domain Ω, we have
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Remark 3.2.3. Note that we have obtained this lower bound estimation under the
condition that denominator can be bounded only if the target function ϕ ∈ W1,∞(Ω).
3.2.1 Geometric form of Hessian operator of TV functional
For the functions ϕ ∈ W1,1(Ω) and Φ ∈ C1c (Ω), where Ω ⊂ RN and N = 2, or 3 is






















|∇Φ(x)|22 (β + |∇ϕ(x)|22 sin2 ](∇ϕ(x);∇Φ(x)))
(|∇ϕ(x)|22 + β)
3/2 dx. (3.16)
Now, let us take β = 0 and recall by the physical properties of the unknown function













Before deriving the consequence from this geometric representation, let us perceive
the meaning of directional function Φ. If Q : R → R is some scaling function, then
the directional function is Φ = ϕ− ψ, where ψ = Q ◦ ϕ.
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∈ {0, π}, for any x ∈ Ω, that is if
∇Φ ‖ ∇ϕ, then,
(JTV0 )′′[ϕ](Φ,Φ) = 0,
which, by Proposition 2.3.6, implies
DJTV0 (Q ◦ ϕ, ϕ) = 0. (3.18)
Remark 3.2.5. From the result (3.18), we see that if ∇Φ and ∇ϕ are linearly
dependent, i.e. ∇Φ = λ∇ϕ for some λ ∈ R\{0}, then the magnitudes of these
vector fields will be proportional, i.e. |∇Φ|2 ∝ |∇ϕ|2. Thus, so are their TV norms,
TV (Φ) ∝ TV (ϕ). Nevertheless, distance between ϕ and Φ under the mapping TV in
the Bregman sense equals to zero when ∇Φ ‖ ∇ϕ.
3.3 Variational Convergence Analysis with Varia-
tional Source Condition
In this section, we will rather focus on unconstraint, smooth, convex minimization
problem formulated in the general form below
ϕδα ∈ arg min
ϕ∈V
{1




Here, the forward operator T : V → H is linear and compact, and J ∈ C2(V) is the
convex penalty term.
As alternative to well established Tikhonov regularization, [82, 83], studying
convex regularization strategy has been initiated by introducing a new image denois-
ing method named as total variation (TV), [77]. Due to nonlinearity in the Fréchet
derivative of TV penalty term, variational inequalities in convergence analysis for the
minimization problems in the form of (3.19) are useful. In the work [23], Bregman
distance has been introduced for stability analysis of the regularized solution of the
problem (3.19). Henceforth, usage of the Bregman distance has been adapted and
developed in several works, [23, 40, 41, 42, 53, 63] and references therein.
In a work by Hofmann and Mathé et al. 2012, [51], a priori and a posteriori
strategies for the choice of regularization parameter in Banach spaces under the
variational source condition to determine the total error estimation
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E(ϕδα(δ,fδ), ϕ†) := ||ϕδα(δ,fδ) − ϕ†||V , (3.20)
have been studied extensively. The objective of this section is to investigate the stable
convergence and convergence rates for the error measure E(ϕδα(δ,fδ), ϕ†) as the noise
amount δ → 0. Convergence rates results for some general operator T can be obtained
by formulating variational inequality which uses the concept of index functions. A
function Ψ : [0,∞)→ [0,∞) is called index function if it is continuous, monotonically
increasing and Ψ(0) = 0, [40, Eq. (1)], [51, Eq. (1.5)], [53, Eq. (2)]. Stability
analysis for the problem (3.19) with some general convex penalty term J : V →
R+ ∪ {∞} has been conducted extensively in the literature. Specifically in [51, Eq.
(1.5)] variational inequality assumption has been introduced together with a concept
of domain of validity M wherein the regularized ϕδα(δ,fδ) and the true ϕ† solutions
assume to exist. A similar argument had been discussed in [79, Assumption 3.13]
before the work by Hofmann & Mathé et. al 2012. The domain of validity M is
structured from the level sets of the penalty term J according to [51], or from the
functional itself Fα according to [79, Assumption 3.13]. However, a simpler form
of variational inequality assumption, which is the conventional form, still leads to the
desired convergence/stability results. In a more recent work by Hohage et al. 2015,
[53, Eq. (2)] and references therein, a conventional variational source condition with
a logarithmic index function Ψ has been derived for an inverse scattering problem. In
analogous to the works mentioned above and in accordance with the theoretical aim
of this work, we give the variational source condition associated with the Bregman
distance in the following assumption.
Assumption 3.3.1. [Variational Source Condition] There exists some con-
stant σ ∈ (0, 1] and a concave index function Ψ such that
σ
2DJ(ϕ, ϕ
†) ≤ J(ϕ)− J(ϕ†) + Ψ
(
||T ϕ− T ϕ†||L2(Z)
)
, for all ϕ ∈ V . (3.21)
Recall the fact that classical deterministic noise model f δ ∈ Bδ(f †) is taken into
account throughout our analysis. Moreover, the regularized solution must satisfy
the first order optimality condition given by (2.15). As we have listed in Subsection
2.3, under some a posteriori strategy for the choice of regularization parameter α =
α(δ, f δ) together with the aforementioned assumptions, it is possible to be able to
quantify the following rates;
1. T ϕδα(δ,fδ) ∈ BO(δ)(T ϕ†); norm of the discrepancy between T ϕδα(δ,fδ) and T ϕ† by
the rate of O(δ), i.e. ‖T ϕδα(δ,fδ) − T ϕ†‖L2(Z) = O(δ).
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2. DJ(ϕδα(δ,fδ), ϕ†) = O(Ψ(δ)); upper bound for the Bregman distance DJ .
3. ϕα(δ,fδ) ∈ BO(Ψ(δ))(ϕ†); convergence of the regularized solution ϕα(δ,fδ) to the
true solution ϕ† by the rate of the noise amount O(Ψ(δ)).
3.3.1 Choice of the regularization parameter with Morozov’s
discrepancy principle
We are concerned with asymptotic properties of the regularization parameter α for
the Tikhonov-regularized solution obtained by Morozov’s discrepancy principle. Mo-
rozov’s discrepancy principle (MDP) serves as an a posteriori parameter choice rule
for the Tikhonov type objective functionals (3.1) and has certain impact on the
convergence of the regularized solution for the problem in (3.19) with some general
convex penalty term J. As has been introduced in [5, Theorem 3.10] and [7], we
will make use of the following set notations in the theorem formulations that are
necessary to prove the norm convergence of the solution ϕα(δ,fδ) to the true solution
ϕ† for the problem (3.19).
S :=
{












where 1 < τ ≤ τ <∞ are fixed. Analogously, as well known from [35, Eq. (4.57)
and (4.58)], [59, Definition 2.3], in order to obtain tight rates of convergence for
||ϕδα(δ,fδ) − ϕ†||V we are interested in such a regularization parameter α(δ, f δ) with
some fixed 1 < τ ≤ τ <∞, that
α(δ, f δ) ∈ {α > 0 : τδ ≤ ||T ϕδα(δ,fδ) − f δ||L2(Z) ≤ τδ} = S ∩ S for given (δ, f δ).
(3.24)
In particular, if α(δ, f δ) ∈ S, then one can immediately conclude that,
||T ϕδα(δ,fδ) − T ϕ†||L2(Z) ≤ (τ + 1)δ. (3.25)
Furthermore, according to [51, Corollary 2], the regularization parameter α(δ, f δ) ∈
S can be bounded below by,
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α(δ, f δ) ≥ 14
τ 2 − 1
τ 2 + 1
δ2
Ψ((τ − 1)δ) , (3.26)
where Ψ is the concave index function appeared in Assumption 3.3.1. With this
lower bound, the possible singularity is avoided as α→ 0.
Lemma 3.3.2. Let the regularization parameter α = α(δ, f δ), for the minimizer
ϕδα(δ,fδ) ∈ D(Fα) of the objective functional Fα in (3.1), be chosen according to the
disrepancy principle α(δ, f δ) ∈ S ∩ S where the given data f δ ∈ Bδ(f †). Then this a
posteriori rule for the choice of the regularization parameter stabilises the following
J difference
J(ϕδα(δ,fδ))− J(ϕ†) = O(Ψ(δ)). (3.27)
Proof. Let α > 0. Since ϕδα ∈ D(Fα) is the minimizer of the objective functional Fα,




Here, the decrease in α will cause a blow-up on the right hand side. This is controlled
by the choice of the regularization parameter α = α(δ, f δ) ∈ S. Thus, we make use
of the lower bound for the regularization parameter given in (3.26) to have a stable
upper bound by using the facts that Ψ is a concave and increasing function,
δ2
2α ≤ 2
τ 2 + 1








τ − 1 Ψ(δ) (3.29)
Hence, this control over the trade-off between δ2 and α yields the desired result.
Counterparts to the following two results have been formulated in [51, Theorem
2] and in [79, Theorem 3.26]. As has been discussed above, both works involve
the concept of domain of validity developing from squentially pre-compact sublevel
sets which is not necessarily needed to develop the necessary bounds. Aside from
this, the introduced sublevel sets in the regarding work are not weakly sequentially
compact for TV functional.
1Since Ψ is an increasing function, then Ψ((τ − 1)δ) ≤ Ψ((τ + 1)δ).
2Due to the concavity of Ψ, Ψ((τ + 1)δ) ≤ (τ + 1)Ψ(δ) holds, see [51, Eq. 2.3 of Proposition
1].
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Example 3.3.3 (A counterexample showing that the sublevel sets for JTVβ are not








R ⊂ BV (Ω). To ensure that the sublevel sets are weakly sequentially
compact, one must show that every sequence ϕn ∈ M
JTVβ
R has a weakly convergent
subsequence with the limit inMJ
TV
β
R , i.e. the sequence ϕn ∈MJ
TV
β has a subsequence
{ϕnk}∞k=1 ⊂ {ϕn}∞n=1 such that ϕnk ⇀ ϕ∗ as k → ∞ where ϕ∗ ∈ M
JTVβ
R . However,
it can be shown that the sublevel sets MJ
TV
β
R contain sequence which does not have




the sequence ϕn(x) = ϕ̃(x) + n1, where x ∈ Ω. Although, for the defined sequence
JTVβ (ϕn) = JTVβ (ϕ̃) ≤ R holds for any n ∈ N the sequence ϕn cannot have weakly
convergent subsequence in BV (Ω) since
||ϕn − ϕm||BV (Ω) ≥ ||ϕn − ϕm||L1(Ω)
≥ |n−m||Ω| → ∞ as n→∞. (3.30)
Theorem 3.3.4. Let the true solution ϕ† satisfy Assumption 3.3.1. Under the same
conditions in Lemma 3.3.2, we have
DJ(ϕδα(δ,fδ), ϕ†) = O(Ψ(δ)), (3.31)
as δ → 0.
Proof. Since the true solution ϕ† satisfies Assumption 3.3.1,
DJ(ϕδα(δ,fδ), ϕ†) ≤ J(ϕδα(δ,fδ))− J(ϕ†) + Ψ
(





τ − 1 Ψ(δ) + Ψ ((τ + 1)δ)
≤ 2τ
2 + 1
τ − 1 Ψ(δ) + (τ + 1)Ψ(δ). (3.32)
The first term on the right hand side, the bound for the J difference, comes from
Lemma 3.3.2. As in the estimation (3.29) of Lemma 3.3.2, Ψ is concave function,
thus Ψ ((τ + 1)δ) ≤ (τ + 1)Ψ(δ).
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Theorem 3.3.5. Let the regularization parameter α = α(δ, f δ), for the minimizer
ϕδα(δ,fδ) ∈ D(Fα) of the objective functional Fα in (3.1), be chosen according to the
disrepancy principle α(δ, f δ) ∈ S ∩ S where the given data f δ ∈ Bδ(f †). Suppose
that the true solution ϕ† ∈ V , where T ϕ† = f †, satisfies Assumption 3.3.1 with the
concave and monotonically increasing index function Ψ : [0,∞)→ [0,∞). Then, this
a posteriori rule for the choice of regularization parameter yields the following rate,
DJ(ϕ†, ϕδα(δ,fδ)) = O(Ψ(δ)), (3.33)
as δ → 0.
Proof. Firstly, by Assumption 3.3.1, it can easily be observed that,
J(ϕ†)− J(ϕδα(δ,fδ)) ≤ Ψ
(
||T ϕδα(δ,fδ) − T ϕ†||L2(Z)
)
. (3.34)
From the early observation (3.25) and since Ψ is a monotonically increasing, concave
function, we obtain,
J(ϕ†)− J(ϕδα(δ,fδ)) ≤ Ψ ((τ + 1)δ) ≤ (τ + 1)Ψ(δ). (3.35)
Regarding the aimed upper bound for the Bregman distance, use the estimation
(3.35) for α(δ, f δ) ∈ S and observe the following,
DJ(ϕ†, ϕδα(δ,fδ)) = J(ϕ†)− J(ϕδα(δ,fδ))− 〈∇J(ϕδα(δ,fδ)), ϕ† − ϕδα(δ,fδ)〉
= J(ϕ†)− J(ϕδα(δ,fδ)) + 〈∇J(ϕδα(δ,fδ)), ϕδα(δ,fδ) − ϕ†〉
≤ (τ + 1)Ψ(δ) + 〈∇J(ϕδα(δ,fδ)), ϕδα(δ,fδ) − ϕ†〉 (3.36)
Since the regularized solution ϕδα(δ,fδ) satisfies first order optimality condition (2.15),
we then have,
DJ(ϕ†, ϕδα(δ,fδ)) ≤ (τ + 1)Ψ(δ) +
1
α(δ, f δ)〈T
∗(f δ − T ϕδα(δ,fδ)), ϕδα(δ,fδ) − ϕ†〉.
Now apply the Cauchy-Schwarz inequality and take into account the estimation
(3.25), ||T ϕδα(δ,fδ)−f δ||L2(Z) ≤ τδ for the choice of regularization parameter α(δ, f δ) ∈
S, to arrive at
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DJ(ϕ†, ϕδα(δ,fδ)) ≤ (τ + 1)Ψ(δ) +
1
α(δ, f δ) ||T ϕ
δ
α(δ,fδ) − f δ||L2(Z)||T ϕδα(δ,fδ) − T ϕ†||L2(Z)
≤ (τ + 1)Ψ(δ) + 1
α(δ, f δ)τδ||T ϕ
δ
α(δ,fδ) − T ϕ†||L2(Z)
≤ (τ + 1)Ψ(δ) + 1
α(δ, f δ)τ(τ + 1)δ
2
≤ (τ + 1)Ψ(δ) + 2τ
2 + 1
τ − 1 Ψ(δ).
Here, again, the lower bound for the regularization parameter α(δ, f δ) given in (3.26)
has controlled the trade-off between δ2 and α. Hence, this yields the stable upper
bound (3.33).
Upper bounds obtained in the theorems 3.3.4 and 3.3.5 provide upper bound for
the symmetric Bregman distance defined in (2.18).
Corollary 3.3.6. From the theorems 3.3.4 and 3.3.5, it is concluded that
DsymJ (ϕδα(δ,fδ), ϕ†) = O(Ψ(δ)), as δ → 0. (3.37)
3.4 Interpretation of Convex Variational Regular-
ization for Smooth-TV Functional
Eventually, in this section, we will be able to establish some convergence theory
specific to TV regularization by relying on the regularity property of the target
function ϕ. Unlike the available literature [1, 9, 11, 24, 25, 27, 33, 34, 87], we
will arrive at a new lower bound for the Bregman distance particularly associated
with the smooth-TV functional JTVβ . To this end, we will make use of the positive
lower bound for the Hessian of the functional JTVβ that has been found in Theorem
3.2.1. This lower bound will provide the convergence with its rates. Firstly, we need
to formulate necessary lemmata revealing the relation between function, image of
the function and function’s mean value.
Lemma 3.4.1. For all u ∈ L1(Ω), the left hand side of the Poincaré-Wirtinger





L1(Ω) − ||MV [u]||2L1(Ω) ≤ ||u−MV [u]||2L1(Ω). (3.38)
Proof. Assertion simply follows from an immediate consequence of the binomial for-
mula, which is 2ab ≤ a2 + b2 for a, b ∈ R+,
||u||2L1(Ω) ≤
(




||u−MV [u]||2L1(Ω) + ||MV [u]||2L1(Ω)
)
. (3.39)
Lemma 3.4.2. Assume there exists some γ satisfying
γ := sup
u⊥1
∣∣∣∣∣〈 T u‖T u‖H , T 1‖T 1‖H 〉
∣∣∣∣∣ < 1. (3.40)
Then, for all u ∈ L2(Ω), and for any operator T ∈ L(L2(Ω),H) satisfying T 1 6= 0,
there could be found some constant Cγ > 0 such that
||T u||2H ≥ Cγ|MV [u]|2 (3.41)
holds.
Proof. Assign the mean value functional of u to u := MV [u] and observe the following
||T u||2H = ||T (u− u) + T u||2H
= ||T (u− u)||2H + 2〈T (u− u), T u〉+ ||T u||2H
≥ ||T (u− u)||2H − 2γ||T (u− u)||H||T u||H + γ2||T u||2H + (1− γ2)||T u||2H
= (||T (u− u)||H − γ||T u||H)2 + (1− γ2)||T u||2H
≥ (1− γ2)||T u||2H = (1− γ2)||T 1||2HMV [u]2.
Hence, we have proven the assertion by defining the constant below
Cγ := (1− γ2)||T 1||2H. (3.42)
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Remark 3.4.3. Note that if a constant function is a singular vector of T , then
(3.40) holds true with γ = 0. In Radon transform the zeroth singular vector is the
constant function times the weight function, [66], [70, p. 145-146]. In other
words, the constant function is a singular vector up to a positive weight function.
Thus the assumption (3.40) seems reasonable for our tomography problem.







||Tu||2H ≤ ||u−MV [u]||2L1(Ω). (3.43)
Together with this last estimation, the lemmata established above will be beneficial
to the later development for the norm convergence. In order for preparation, we give
the following result.
Corollary 3.4.4. Let the regularization parameter α(δ, f δ) ∈ S be chosen a posteriori
for the regularized minimizer ϕδα(δ,fδ) of the problem (3.2). Then from the result (3.41)
and the estimation (3.25), we obtain the following estimation,
Cγ|MV [ϕδα(δ,fδ) − ϕ†]|2 ≤ (τ + 1)2δ2. (3.44)




α(δ,fδ) − ϕ†||2L1(Ω) −
|Ω|
Cγ
(τ + 1)2δ2 ≤
≤ ||ϕδα(δ,fδ) − ϕ† −MV [ϕδα(δ,fδ) − ϕ†]||2L1(Ω) (3.45)
3.4.1 Uniform convergence for smooth-TV regularization via
a new lower bound for DJTVβ
It is the desired conclusion of this work to show the norm convergence of the regular-
ized solution ϕδα of the problem (3.2) to the true solution ϕ†. In order to achieve this
by means of Bregman distance, lower and upper bound estimations must be estab-
lished. The upper bound for the Bregman distance has already been provided by the
general convex variational regularization in Theorem 3.3.5. As for the lower bound,
we have estimated a lower bound particulary for the Hessian of the smooth-TV op-
erator JTVβ in Theorem 3.2.1, and in Corollary 3.2.2, under certain conditions. Note
that, as we will formulate in the following first result, the lower bound is valid for
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some regularization parameter α > 0. However, by theorems 3.3.4 and 3.3.5, the up-
per bound is valid only for a posteriori chosen regularization parameter α = α(δ, f δ).
Our first result below just due to the TV functional is about the distance between
the gradients of the functions and we obtain this result in the weighted norm.
Theorem 3.4.5. Denote, for some α > 0 and the bounded domain Ω ⊂ RN where
N = 2 or 3, by ϕδα, ϕ† ∈ W1,2(Ω) ⊂ W1,1(Ω) the regularized and the true solutions
to the problem (3.2) respectively. Let us define w := ϕ† + τ(ϕδα − ϕ†) and the weight




, for all x ∈ Ω, (3.46)






† − ϕδα)||2L2mβ (Ω). (3.47)








β )′′[w](ϕ† − ϕδα, ϕ† − ϕδα). (3.48)
We now take into account the estimation (3.12) in the proof of Theorem 3.2.1 as
such,








= ‖∇(ϕ† − ϕδα)‖2L2mβ (Ω).
Hence, the desired result follows from plugging this into (3.48).
This result only yields that the difference between the gradients of the functions
ϕ† and ϕδα can be sufficiently small in the weighted norm sense. However, this
does not immediately imply the difference of the functions, which will bring us the
norm convergence of ϕδα to ϕ†. Recall that in Corollary 3.2.2 the term ‖∇(ϕ† −
ϕδα)‖L2mβ (Ω) has been bounded below by the Poincaré-Wirtinger inequality with the
further assumption w ∈ W1,∞(Ω). Also in the second assertion of Corollary 3.4.4, a
lower bound for the Poincaré-Wirtinger inequality has been developed depending on a
posteriori rule for the choice of the regularization parameter. These establishments
stated above allow one to be able formulate the norm convergence theorem. In
agreement with Theorem 3.3.5, we, then in the light of corollaries 3.2.2 and 3.4.4,
improve the result in Theorem 3.4.5 below.
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Theorem 3.4.6. Let the assumption (3.40) in Lemma 3.4.2 be hold for some con-
stant Cγ defined by (3.42). Furthermore, let the regularization parameter α(δ, f δ) ∈
S∩S be chosen a posteriori and let ϕδα(δ,fδ), ϕ† ∈ W1,∞(Ω) ⊂ W1,1(Ω) be the regular-
ized and the true solutions that are defined over the bounded domain Ω ⊂ RN where




which implies the following convergence,
‖ϕ† − ϕδα(δ,fδ)‖2L1(Ω) = O(Ψ(δ)), as δ → 0. (3.49)
Proof. It immediately follows from (3.14) and (3.15) that















where lβ(w) has been defined by (3.13) with w := ϕ† + τ(ϕδα(δ,fδ) − ϕ†) for some

















where the constant CΩ is from the Poincaré-Wirtinger inequality (2.4). Now the
















Here the constant Cγ on the right hand side comes from Lemma 3.4.2. In the general
sense, in Theorem 3.3.4 or equivalently in Theorem 3.3.5, Bregman distance has
been bounded above by the specified choice of the regularization parameter. After




α(δ,fδ) − ϕ†||2L1(Ω) ≤ O(Ψ(δ)) +
CΩ
2|Ω|Cγ
lβ(w)(τ + 1)2δ2. (3.51)
Hence, the rate of convergence asserted in (3.49) is obtained since the term O(Ψ(δ))
on the right hand side dominates the second term.
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Remark 3.4.7. [Invertibility of the functional lβ(w) in (3.51)] The proof
reveals that in the second assertion of Thoerem 3.4.6, the term O(Ψ(δ)) also contains
1
lβ(w)
, where w := ϕ† + τ(ϕδα − ϕ†) for some τ ∈ (0, 1). Invertibility of lβ(w) is
guaranteed by the regularity statement ϕδα, ϕ† ∈ W1,∞(Ω).
Remark 3.4.8. [Phenomenon of loss of contrast in TV regularization for
inverse problems] According to Remark 3.2.3, with the given further regularity
assumption ϕδα, ϕ† ∈ W1,∞(Ω), the denominator in (3.13) has been bounded and the
functional lβ has been derived. In the regions with moderate gradients, the recon-
struction error is expected to be small up to an additive constant by the Poincáre -
Wirtinger inequality (cf. [4]),









However, although edge preservation is not in the focus of this work, in the regions
that are enclosed by edges this constant may not be neglectible. This is the phe-
nomenon of loss of contrast in TV regularization for inverse problems. Refer to
recent works [3, 39] whereby this phenomenon has been demonstrated experimen-
tally.
Although theorems 3.4.5 and 3.4.6 have been stated for DJTV
β
(ϕ†, ϕδα(δ,fδ)), the
same results still hold forDJTV
β
(ϕδα(δ,fδ), ϕ†) under the regularity property ϕδα(δ,fδ), ϕ† ∈
W1,∞(Ω). Thus, due to definition given in (2.18), we can give the following twofold
results below.
Corollary 3.4.9. Over the bounded domain Ω ⊂ RN where N = 2 or 3, let the
regularization parameter α = α(δ, f δ) ∈ S∩S be chosen according to the discrepancy
principle, and denote by ϕδα(δ,fδ) ∈ W1,2(Ω) ⊂ BV (Ω) the regularized solution for
the problem (3.2). Also, let ϕ† ∈ V ⊆ W1,1(Ω) be the true solution satisfying the
variational source condition in Assumption 3.3.1. Then, in the light of Theorem
3.4.5, following chain of inequalities holds
1
2 ||∇(ϕ




(ϕδα(δ,fδ), ϕ†) = O(Ψ(δ)), as δ → 0. (3.53)
Furthermore, with the additional regularity property on the data, ϕδα, ϕ† ∈ W1,∞(Ω) ⊂








We devote this chapter solely to the illustration of our numerical results. We will
employ some well-known gradient based algorithms associated with convex objective
functional Fα in the problem (3.19). Impact of the regularization parameter on
the convergence analysis together with a detailed benchmarking against different
algorithms are provided.
To be able produce the optimal solution ϕν+1α , we implement different gradient-
based algorithms, with a suitable step length η, (cf. [13] and [14, Eq 2.1]),
ϕν+1α = ϕνα − η∇Fα(ϕνα). (4.1)
Recall that the objective functional Fα in the problem (3.19) is convex. We observe
sufficient decay in the following components that we can claim the optimum solution
as a result of any algorithm.




||ϕ†|| ; the relative error value of the reconstruction against the true solution
ϕ†,
• ‖∇F (ϕνα)‖; the norm of the gradient value of the functional at every updated
point ϕνα.
• ‖T ϕνα−f δ‖; the discrepancy of the image of the solution against the given data
f δ.
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4.1 Generation of the Synthetic Profile
We introduce the true function ϕ† for synthetically generated refractivity profile.
One can find the physics of atmosphere in [60, Ch. 4]. The vertical profile of
the refractivity ϕ† can be approximated by an exponential function with given scale














Linear functions of x and y would introduce gradients along these axes. Periodical
variations are modelled to define horizontal profile,














where ∆x = xmax− xmin and ∆y = ymax− ymin, N1 and N2 are the amplitudes of the
periodic variations, µx and µx are the corresponding frequencies which are normal-
ized to the x and y intervals. Combining everything one gets a three dimensional
refractivity field with number of parameters



























For the parameters defined as µx = 4, µy = 6, N0 = 350, H1c = 1, H2c = 7,
Nx = 30, Ny = 50, N1 and N2 can be chosen in a way N0 − N1 − N2 ≥ 200 and
N0 + N1 + N2 ≤ 400. Below in Figure 4.1, true and noisy functions can be seen for
the numerical experiments.
4.2 Discretized Form of the Minimization Prob-
lem and the Toy Model Setup
Up to this point, we have analysed the optimum solution to our minimization prob-
lem (3.19) in the infinite dimension. However, in the computerized environment we
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Figure 4.1: Simulated true and noisy solutions for the numerical experiments. The domain Ω has
been discretized by 30× 30× 30 points.
always work with finite dimensional setup. So, we now introduce our tomographic
application and the minimization problems with their components in the finite di-
mension. We consider the domain Ω = [0, 1] × [0, 1] × [0, 15] and the meshsize
∆x = 1/(N − 1) with some determined mesh point number N ∈ N for any point
x = (x, y, z) ∈ Ω ⊂ R3. Note that, here h∞ = 15 according to (1.13). Within our
compact domain Ω ⊂ R3, we then generate a point-to-point discretization by starting
from some point xi−1 ∈ Ω ⊂ R3 and iterating onward as such
xi = xi−1 + ∆x, for each i = 1, · · · , N.
In our experiments, we have developed Nx = Ny = Nz = 30 nodes to have N = 27000
nodes. The speed of light in (1.1) is taken c = 1, in order to be able to measure the
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propagation of the light beams in space instead of in time. Since this measurement
procedure takes place between finitely number of source and receiver setup, we collect
discrete data. Recall from the Section 1.2 by (1.13) that the electromagnetic signals
with the angles (ρr, σr) arrive in any receiver s with the polar angles (ρs, σs) in various
directions θ ∈ Ss ⊂ S2, where Ss has been introduced in (1.9). So the ray in R3 is
the set
γ[s,θ](ε) :=
s + εsin (ρ̃)θ
∣∣∣∣∣∣ ε ∈ [zs, h∞]
 , (4.5)
and the integral transformation that is used for data collection







The full path of the signal is the sum of the paths in the intercepted voxels. The model
can be interpreted as a system of linear equations. Let us denote the discretized
integration by T. With additive white Gaussian noise model vector zj ∼ N (0, 1) (cf.




ϕiwi,j = f †j + δzj = f δj , (4.6)
where j = 1, 2, · · ·S, S is the total number of signal paths from all visible satellites
in the network at a fixed time instant, N is the total number of pixel nodes, wi,j is
the length of jth ray passing through the node i, the ϕi are considered as density of
the corresponding node i, [67].
The parameter function t(ε) = εsin (ρ̃) in (4.5) permits one to determine the points
along each signal for any ε ∈ [zs, h∞] where h∞ is the upper boundary of the medium
as well as the line integral in (1.13), see Figure 4.3.
Regarding the discretized form of our minimization problem (3.19) with its com-
ponents, we are provided with the compact forward operator T : RN → RM and the
measurement vector f δ ∈ RM . As illustrated in Figure 4.2, 240 measurements are
distributed nonuniformly and sparsely over evenly meshed 27000 nodes, Fig. 4.4.
With this information, our objective functional is then Fα(ϕ, f δ) : RM×N → R+, and
we seek for the optimum solution to the problem
ϕν+1α ∈ arg min
ϕν∈RN
{
Fα(ϕν , f δ) =
1
2 ||Tϕ




Since we have focused on the smoothed total variation regularization in our analysis,
















where the smoothing functional Γβ(Φ) :=
√
|Φ|22 + β for some fixed β ∈ (0, 1) and












The optimum solution must satisfy the first optimality conditions in (2.15). That is
0 = ∇Fα(ϕν , f δ) = T ∗(Tϕνα − f δ) + α∇JTVβ (ϕνα).
Here ∇JTVβ (ϕ) is calculated by ddtJ
TV
β (ϕ + tΨ)|t=0 in the direction Ψ ∈ C1c (Ω) such
that ||Ψ|| ≤ 1. In analogous to the calculations in (3.8), it can be observed that
∇JTVβ (ϕ) = L(ϕ)ϕ with the nonlinear term L(ϕ),




















We will employ different gradient based algorithms in order for numerical illustration.
A gradient-based algorithm scheme, with a suitable step length η (cf. [13] and [14,
Eq 2.1]), is given by
ϕν+1α = ϕνα − η∇Fα(ϕνα). (4.10)
The gradient method takes at each iteration a step along the negative gradient di-
rection, which is steepest descent direction. Below, we review the essentials of any
gradient based algorithm which are step length, search directions and trust region.
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Figure 4.2: A 3-D network is illustrated over a non-uniformly scaled domain. Black dots indicate
stations whilst signals penetrate the area of interest through red dots. In this illustration, 20 ground
station (receiver) intercept signals emitted by 12 transducers and all are randomly distributed over
27000 cubes.
4.4 Step Length
In line search strategy, the algorithm produces the update ϕνα by moving along the
chosen direction pν . By solving the following problem with respect to the step length




At the new update ϕν , the functional value must decrease in comparison to the
previous step,
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Fα(ϕνα) ≥ Fα(ϕν−1α ).
At each iteration step ν, new search direction and step length are computed until a
sufficient decrease is obtained in the objective functional Fα. This process stops when
certain termination conditions for the line search algorithm are satisfied. The most
popular ones are that of the Wolfe conditions. According to the first requirement of
the conditions, the decrease in the objective function Fα(ϕνα) should be proportional
to both step length η and the directional derivative ∇Fα(ϕνα)Tpν . That is
Fα(ϕνα + ηpν) ≤ Fα(ϕνα) + c1η∇Fα(ϕνα)Tpν , (4.11)
for some constant c1 ∈ (0, 1). In practice, c1 can be chosen as quite small, say
c1 = 10−4. This condition is sometimes called the Armijo condition. The second
requirement is called the curvature condition, which requires η to satisfy
∇Fα(ϕνα + ηpν)Tpν ≥ c2∇Fα(ϕνα)Tpν , (4.12)
for some another constant c2 ∈ (c1, 1).
4.5 Search Directions for Line Search Methods
Taylor expansion of the functional Fα : RN → R+ for any search direction p and
step-length parameter η,
Fα(ϕνα + ηp) = Fα(ϕνα) + ηpT∇Fα(ϕνα) +
1
2η
2pT∇2F να (ϕνα + tp), (4.13)
for some t ∈ (0, η). Here pT∇Fα(ϕνα) is the rate of change in Fα along the direction
p at ϕνα. Hence, p is the solution to the problem
min
p
{pT∇Fα(ϕνα)}, subject to ||p|| = 1. (4.14)
By definition of inner product, [62, pp. 634, Subsection 3.2],
pT∇Fα(ϕνα) = ||p||||∇Fα(ϕνα)|| cos θ,
where θ is the angle between p and∇Fα(ϕνα).We have pT∇Fα(ϕνα) = ||∇Fα(ϕνα)|| cos θ,
from ||p|| = 1. So the objective in (4.14) is minimized when cos θ takes on its min-
imum value of −1 at θ = π radians, [71, pp. 22]. Hence, the solution to (4.14)
is
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Later we will also define another strategy named as trust region. Trust region is a
ball defined by ||p||2 ≤ ∆, where the scalar ∆ > 0 is called the trust region radius.
4.5.1 Newton search direction
Newton direction is one of the most important search direction method. It is derived
from the second-order Taylor expansion. Setting the step length parameter η = 1 in
(4.13) brings,








the Newton step. The Newton direction can be used in a line search method when
∇2Fα is positive definite, [71, p. 23].
4.5.2 Quasi-Newton search direction and approximate Hes-
sian
Unlike in the Newton search direction, quasi-Newton direction does not require the
calculation of the Hessian ∇2Fα. In the quasi-Newton line search strategy, in place
of the Hessian, we use an approximation matrix Bν . Along the determined search
direction, information about the second derivative of Fα is gained after updating the
matrix Bν at each iteration step ν = 1, 2, · · · .
Below we will review and employ some quasi-Newton methods for the numerical
illustration of our tomographic problem.
4.6 Lagged Diffusivitiy Fixed Point Iteration - (LDFP)
LDFP is also in the class of quasi-Newton search direction algorithm. We have tested
the LDFP algorithm with two different penalty terms which are quadratic Tikhonov
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and the smoothed-TV forms. In Section A.1 of Appendix A, the results of LDFP
associated with the quadratic Tikhonov type objective functional can be seen.
4.6.1 LDFP with smooth-TV objective functional
The favourite regularization strategy of this work is TV regularization. Therefore, we
would like to begin with one of the simplest algorithm to find approximate solution
for the problem (3.2). In (4.10), when the functional Fα(ϕ, f δ) is defined by
Fα(ϕ, f δ) =
1






then well-known lagged diffusivitiy fixed point iteration, [86, 87], is given by the
following scheme
ϕν+1α = ϕα,ν + (T ∗T + αL(ϕνα))−1∇Fα(ϕ, f δ)
= (T ∗T + αL(ϕνα))−1T ∗f δ = Rα(ϕνα), ν = 0, 1, · · · , (4.18)
where,






Direct implementation of this scheme would still be a costly iteration procedure since
L(ϕ) is highly nonlinear. Then, according to [86, Algorithm 8.2.3], the update
ϕν+1α is produced after the following linearization steps;
LDFP algorithm with smooth-TV penalty:
1. Compute Lν := L(ϕνα) anisotropic Laplacian;
2. Compute gν := T ∗(T ϕνα − f δ) + αLνϕνα gradient step;
3. Compute Kα = T ∗T + αLν approximate Hessian;
4. Solve Kαsν+1 = −gν quasi-Newton step;
5. Update ϕν+1α = ϕνα + sν+1;
In our experiments, we use usual CGNE for solving the inner system Kαsν = gν , see
[46].
In the Figure 4.5, we present the numerical results of LDFP algorithm with
smoothed-TV functional per different number of the measurements. We run the
algorithm only for 30 iteration steps to understand its behaviour.
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4.7 BFGS Algorithm
Theorem 4.7.1. [71, Theorem 2.1]
Suppose that Fα : RN → R is continuously differentiable and that p ∈ RN . Then
we have that
Fα(ϕα + p) = ∇Fα(ϕα) +
∫ 1
0
∇2Fα(ϕα + tp)pdt, (4.19)
and that
∇Fα(ϕα + p) = ∇Fα(ϕα) +∇Fα(ϕα)Tp+
1
2p
T∇2Fα(ϕα + tp)p, (4.20)
for some t ∈ (0, 1).
From this statement, we have by adding and subtracting ∇2Fα(ϕα)p in (4.20)
that




Since our functional Fα is smooth,
∇F (ν+1)α = ∇F (ν)α +∇2F (ν)α (ϕ(ν+1)α − ϕ(ν)α ) + o(||ϕ(ν+1)α − ϕ(ν)α ||).
We can also write that
∇2F (ν)α (ϕ(ν+1)α − ϕ(ν)α ) ≈ ∇F (ν+1)α −∇F (ν)α .
The new Hessian approximation Bν is defined in a way that the secant equation
Bνsν = yν (4.21)
holds, [65, p. 91], [71, p. 24-25]. Here,
sν = ϕ(ν+1)α − ϕ(ν)α , and yν = ∇F (ν+1)α −∇F (ν)α .
The most well-known formulae for updating the Hessian approximation Bν are that
of the symmetric-rank-one (SR1), [71, p. 25, Eq. 2.17], defined by
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and the Broyden-Fletcher-Goldfarb-Shanno (BFGS) formula, [71, p. 25, Eq. 2.18],
also given by










It is known that, (cf. [71, p. 25]), the BFGS update (4.23) generates positive
definite approximation as long as the initial approximation B0 is positive definite
and sTν yν > 0.
The quasi-Newton search direction is given by using Bν in place of the exact
Hessian in (4.17), that is,
pν = −B−1ν ∇F να . (4.24)
Consider the quadratic convex objective function




Here Bν is an N ×N symmetric positive definite matrix and it is updated at every
iteration. This convex quadratic objective function attains its minimum at
pν = −[Bν ]−1∇F να . (4.26)
The mimizer pν is used as the search direction,
ϕν+1α = ϕνα + ηνpν , (4.27)
where the step length ην satisfies the Wolfe conditions (4.11) and (4.12).
In order to be able to determine Bν uniquely, we solve the following problem
min
B
||B − Bν || (4.28)
subject to B = BT , Bsν = yν , (4.29)
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where sTν yν > 0. With these preparations having made, we can now introduce the
BFGS method.
BFGS method:
1. Given starting point ϕ0, convergence tolerance ε > 0, inverse Hessian approxi-
mation B0;
2. Start iteration while ||∇F να || > ε;
3. Compute search direction in (4.26);
4. Set ϕν+1α = ϕνα + ηpν , where η is the step length satisfying the Wolfe conditions
(4.11) and (4.12);
5. Define sν = ϕν+1α − ϕνα and yν = ∇F ν+1α −∇F να ;
6. Compute Bν by means of (4.23);
4.8 Large-Scale Quasi-Newton
The quasi-Newton methods cannot be directly applicable to large optimization prob-
lems because their approximations to the Hessian or its inverse are usually dense.
The storage and computational requirements grow in proportion to N2, and become
excessive for large N. In order to overcome this difficulty, limited-memory quasi-
Newton methods have been introduced, [65, 71]. Here, we particularly focus on
limited memory BFGS (L-BFGS) algorithm.
4.8.1 Limited memory BFGS (L-BFGS)
We begin description of the L-BFGS method with recalling the early knowledge
about BFGS. At each iteration step in BFGS, the update ϕν+1α is produced by
ϕν+1α = ϕνα − ηBν∇F να , ν = 0, 1, 2, · · · . (4.30)
Here the step length is denoted by η and the matrix Bν by means of





, Vν = I − ρνyνsTν (4.32)
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and
sν+1 = ϕν+1α − ϕνα, yν = ∇F ν+1α −∇F να . (4.33)
The matrix Bν+1 is obtained by updating Bν using the pair {sν , yν}. Limited memory
techniques amount to generating at each iteration the BFGS matrix from the m
(usually m ∈ [5, 10]) most recent of the pairs {sν , yν} and the initial matrix B0. The
choice of B0 is usually carried on by B0 = µI where I is the identity matrix and µ
is some scaling, see [65, Subsection 5.2.2 on p. 93] and [81]. According to [71,
Eq (9.6)], the scaling factor that attempts to estimate the size of the true Hessian






The L-BFGS algorithm can be stated formally as follows.
L-BFGS method:
1. Choose a starting point ϕ0, integer m > 0;
2. Initiate iteration ν = 0;
3. Compute pν ;
4. Compute ϕ(ν+1)α = ϕ(ν+1)α + ηνpν ;
if ν > m, then
5. Discard the vector pair {sν−m, yν−m} from storage;
end if
6. Compute and save sν+1 = ϕν+1α − ϕνα, yν = ∇F ν+1α −∇F να ;
We provide optimized solution from L-BFGS algorithm by employing a novel
reverse-communication large-scale nonlinear optimization software SAMSARA, [64].
4.8.2 TV gradient step in L-BFGS






The Fréchet derivative of the objective functional (3.1) with the smooth-TV penalty
term, also the application of the first order optimality condition (2.15) for the smooth-
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+ T ∗T )ϕδα = T ∗f δ (4.34)
to produce ϕδα ∈ V . We demonstrate different solution per different measurement
number, {1, 50, 100, 240, 360, 450}, in the figures 4.7, 4.8, 4.9, 4.10. It is observed
better and more stable convergence rate in the pre-image space with the more mea-
surement number in the image space. Furthermore, the figures 4.11 and 4.12 demon-
strate convergence in the pre-image/image spaces with varying amount of noise,
δ ∈ {20%, 10%, 5%, 2%, 0.1%, 0.005%, 0.001%}. As a common expectation from an
inverse ill-posed problem, the less amount of noise in the image space provides better
and stable convergence rates in the pre-image space.
4.9 Benchmark: LDFP vs SAMSARA with Smooth-
TV Penalty
A CPU time based benchmark test between SAMSARA and LDFP both associated
with the smoothed-TV gradient step has been conducted, see the figures 4.13, 4.14
and 4.15.
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Figure 4.3: Finitely number of points denoted by blue stars along 12 rays are illustrated. These
points are found via the parameter function t(ε) = εsin (ρ̃) , for ε ∈ [zs, h
∞] where h∞ is the upper
boundary of the line integral in (1.13).
51
Figure 4.4: Discretization of our area of interest. For illustration purpose, we only present 6×6×6
pixel nodes.
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Figure 4.5: LDFP algorithm with smoothed-TV gradient step numerical convergence results
per different number of the measurements, {1, 50, 100, 240, 360, 450}. Regularization parameter is
chosen according to the stable behaviour of the discrepancy ||T ϕνα − fδ|| after each iteration step
ν = 1, 2, 3, · · · .
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Figure 4.6: LDFP algorithm with smoothed-TV gradient step numerical reconstruction results
per different number of the measurements, {1, 50, 100, 240, 360, 450}.
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Figure 4.7: SAMSARA with TV gradient step numerical results per measurement. We
have conducted our experiment in the software SAMSARA for the measurement number
{1, 50, 100, 240, 360, 450}.
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Figure 4.8: SAMSARA with TV gradient step numerical reconstruction results per measurement
{1, 50, 100, 240, 360, 450}. Fixed regularization parameter α = 10−13 has been determined according
to the behaviour in the discrepancy.
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Figure 4.9: SAMSARA with TV gradient step numerical convergence from 360 signals.
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Figure 4.10: SAMSARA with TV gradient step numerical reconstruction from 360 signals.
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Figure 4.11: SAMSARA with TV gradient step convergence analysis per different noise amount
{20%, 10%, 5%, 2%, 0.1%, 0.005%, 0.001%}. Convergence in the pre-image space begins with δ ≤ 2%.
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Figure 4.12: SAMSARA with TV gradient step different reconstruction per different noise
amount. Corresponding numerical convergence analysis has been provided in Figure 4.11.
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Figure 4.13: LDFP with smoothed-TV gradient convergence analysis; This result has been ob-
tained from 450 measurements.
61
Figure 4.14: SAMSARA with smoothed-TV gradient numerics from 450 measurements.
62
Figure 4.15: Benchmark: SAMSARA and LDFP both with smoothed-TV gradient numerics
from 450 measurements. Recall from the figures 4.13 and 4.14 that LDFP got executed only for 30
iteration steps whereas SAMSARA 1000 iteration steps. Comparing the CPU times for each tests,
it would take SAMSARA only 14.9805 seconds to iterate 30 times. In other words, SAMSARA





We have considered solving an atmospheric tomography problem, and we have anal-
ysed this solution in the infinite dimensional sense. Although in reality, this is a time
dependent problem we only have considered fixed time step. That means we have
assumed to be provided with certain number of measurement at some fixed time
step, and our task is to provide an efficient method to reconstruct three dimensional
density profile of a medium. In time dependent case, one must keep in mind that the
distribution and the dimension of the measurement vector vary at each time step.
Thus, only a finite dimensional analysis enables us to understand the problem and its
solution. As for future prospect, a time dependent forward operator could be formu-
lated in order to observe this case. Furthermore, although non-negativity constraint
is the case of this problem, we have only focused on analysing stable reconstruction
by considering to solve unconstrained smooth minimization problem formulated in
(3.19).
As a common characteristic of inverse ill-posed problem, this problem has also in-
complete data case. This issue causes nonuniqueness and instability in the solution.
The developed analysis in Chapter 3 cannot overcome this issue. It is not possible to
reconstruct the unknown function ϕ exactly from finitely number of measurements.
However, [45, Theorems 5.1 - 5.6] show that arbitrarily good approximation can
be obtained, see Assumption 1.2.1 with Theorem 1.2.2 for details. Since we have
focused on TV regularization for an inverse ill-posed problem, it has been the task
of this work to analyse the impact of this specific regularization strategy on the
given problem. Thus, starting with the assumption that we have been provided with
sufficient measurement is reasonable. Theoretical results have been obtained and
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associated with the smooth-TV regularization only by some specific choice of the
regularization parameter which is Morozov’s discrepancy principle (MDP), Subsec-
tion 3.3.1. It could be worthwhile to develop an analagous work for Lepskĭi principle
which is another a posteriori strategy for the choice of regularization parameter.
It is well known that the efficient result by TV (or smoothed-TV) regularization
usually comes from image processing where the compact operator is mostly consid-
ered to be identity operator, i.e., T = I. Lagged diffusivity fixed point iteration
(LDFP) is the easily implementable algorithm in order to approximate the solution
for the problem (3.2), [27, 86, 87]. The LDFP algorithm is still widely used, see
[48] for an EIT application. The convergence of this algorithm has been shown
only for the case of T = I, [8, 27]. A tomographic application of total variation
regularization with some compact forward operator has been recently studied in [49].
As has been displayed in Figure 4.15, SAMSARA works 33 times faster than
usual LDFP algorithm. Although we have arrived at this empirical result only for
some certain number of measurement with certain dimension of Hessian, reader can






In the sections A.1 and A.2, we test our gradient based algorithms with quadratic
Tikhonov objective functional
Fα(ϕ, f δ) =
1





with some given initial guess ϕ0.
A.1 LDFP with Quadratic Tikhonov Functional
Now, in (4.10), we define the quadratic Tikhonov functional as our objective
Fα(ϕ, f δ) :=
1





with some given initial guess ϕ0. Then LDFP algorithm with Tikhonov penalty term
is formulated below
LDFP method with Tikhonov:
1. Compute gν := T ∗(T ϕνα − f δ) + α(ϕνα − ϕ0), gradient step;
2. Compute Kα = T ∗T + αI, approximate Hessian;
3. Solve K−1α sν+1 = −gν , quasi-Newton step;
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4. Update ϕν+1α = ϕνα + sν+1;
We present our numerical results in the Figures A.1 - A.2. Because of the elapsed
CPU time, we find it sufficient to iterate the algorithm only 5 times.
A.2 SAMSARA with Quadratic Tikhonov Gradi-
ent Step
Here, we present numerical results produced by SAMSARA, [64], with quadratic
Tikhonov type objective functional. Recall the usual Tikhonov type objective func-
tional,
Fα(ϕ, f δ) =
1





Then the gradient step to be implemented is
∇Fα(ϕ, f δ) = T ∗(T ϕ− f δ) + α(ϕ− ϕ(0)). (A.2)
We run our tests with different number of measurements {1, 50, 100, 240, 360, 450}.
Numerical convergence for each reconstruction is presented in Figure A.3. Each re-
construction is presented in Figure A.4.
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Figure A.1: LDFP numerics with Tikhonov functional. This optimum solution has been obtained
with α = 10−12 in LDFP algorithm with Tikhonov functional. A comparison of the functional value
during the iteration to its truth is also given.
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Figure A.2: LDFP with Tikhonov penalty term; Three dimensional visualization of the optimum
solution, when α = 10−12, presented in Figure A.1.
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Figure A.3: SAMSARA with Tikhonov gradient step numerical results per measurement.
We have conducted our experiment in the software SAMSARA for the measurement number
{1, 50, 100, 240, 360, 450}. Fixed regularization parameter α = 10−15 has been determined according
to the behaviour in the discrepancy after each iteration step ν = 1, 2, · · · .
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Figure A.4: SAMSARA with Tikhonov gradient step numerical reconstruction results per mea-
surement {1, 50, 100, 240, 360, 450} for the fixed regularization parameter α = 10−15
71
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