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ABSTRACT
The system under study is a convolutionally coded M -ary
orthogonal DS-CDMA system in time-varying frequency
selective Rayleigh fading channels. With emphasis on the
development of several soft demodulation algorithms, we
propose an iterative multi-function process integrating de-
modulation, decoding and multiuser detection in this paper.
The performance of the proposed algorithms are evaluated
numerically and proved to achieve substantial performance
gain compared to the conventional demodulation and de-
coding scheme, especially when the soft demodulator is
assisted by interference cancellation or suppression tech-
niques.
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1 Introduction
In this paper, we study a coded CDMA system with orthog-
onal signalling formats. The signal modulation is accom-
plished with a Walsh (Hadamard) code, which is used by
CDMA users as orthogonal spreading sequences and by the
coding community as an error correcting code. The use of a
Walsh code is widespread in practical CDMA systems. For
example, it is used in the IS-95 system for orthogonal mod-
ulation in the uplink and user separation in the downlink. In
3G systems, it is used for spreading and channelization.
It is well-known that multiuser detection (MUD) is an
effective tool to increase the capacity of interference lim-
ited CDMA systems. Several iterative MUD schemes were
proposed e.g., in [1, 2] for uncoded M-ary orthogonal sys-
tems with affordable complexity (much less than that of an
optimum receiver) and performance much better than the
standard receiver, especially in high-capacity networks in
which the multiple access interference (MAI) from other
users is large. Convolution coding is employed in this sys-
tem to improve the error detection and correcting capabil-
ity and power efciency of the system. It is believed that
CDMA systems exhibit their full potential when combined
with forward error correction (FEC) coding [3]. Combined
with FEC coding, MUD can overcome its limitations in
highly correlated multiuser systems [4]. Therefore, in some
proposed systems, MUD is employed in conjunction with
FEC coding to obtain greater capacity and throughput.
In [5, 6], the MAP demodulator and SOVA (soft-
output Viterbi algorithm) decoder were applied to a similar
system using M-ary modulation and FEC. A performance
gain of about 0.6dB at a bit error rate (BER) of 10−3 was
noticed for a single user system over the AWGN channel
when compared with the conventional non-SISO demod-
ulator and decoder. However, some important issues, e.g.,
MAI mitigation were not addressed in the above references.
In this paper, we provide a complete treatment of joint mul-
tiuser detection, demodulation and decoding for this se-
rially concatenated CDMA system over multipath fading
channels. Our focus is on the development of soft demod-
ulation algorithms, which is the main contribution of this
paper. Interference cancellation/suppression is proposed to
combat the effect of MAI and improve the reliability of the
demodulation process.
2 Integrated Demodulation, Decoding,
Channel Estimation System
The block diagram of the transmitter is shown in the upper
part of Fig. 1. The kth user’s lth information bit is de-
noted as bk[l] ∈ {+1,−1} (k = 1, . . . ,K, l = 1, . . . , Lb,
and Lb is the block length). The information bits are con-
volutionally encoded into code bits {uk[nl ]} ∈ {+1,−1},
where uk[nl ] denotes the nth code bit due to bk[l]. For
example, in the case of a rate 1/3 code, bk[l] is en-
coded into uk[0l ], uk[1l ], uk[2l ]. Code bits are subsequently
interleaved and each block of log2M coded and inter-
leaved bits {u′k[nl ]} ∈ {+1,−1} is mapped into wik(j) ∈
{w0, . . . ,wm, . . . ,wM−1}, which is one of the M Walsh
codewords. The subscript ik(j) ∈ {0, 1, . . . ,M − 1} de-
notes the kth user’s jth Walsh symbol index. The inter-
leaver and deinterleaver are denoted as Π and Π−1, respec-
tively, in Fig. 1, 2. The purpose of interleaving is to sepa-
rate adjacent code bits in time so that, ideally, each code bit
will experience independent fading.
The Walsh codeword wik(j) ∈ {+1,−1}M , is repeti-
tion encoded into
sk(j) = rep{wik(j), N/ log2(M)} ∈ {+1,−1}
N (1)
where rep{·, ·} denotes the repetition encoding opera-
tion, where its rst argument is the input bits and the
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Figure 1. Transmitter, channel and receiver front end.
second one is the repetition factor. Therefore, each bit
of the Walsh codeword is spread (repetition coded) into
Nc = N/M chips, and each Walsh symbol is repre-
sented by N chips and denoted as sk(j). The Walsh se-
quence sk(j) is then scrambled (randomized) by a scram-
bling code unique to each user to form the transmitted
chip sequence ak(j) = Ck(j)sk(j) ∈ {+1,−1}N where
Ck(j) ∈ {−1, 0,+1}N×N is a diagonal matrix whose di-
agonal elements correspond to the scrambling code for the
kth user’s jth symbol. The purpose of scrambling is to sep-
arate users. In this paper, we focus on the use of long codes,
e.g., the scrambling code differs from symbol to symbol.
The scrambled sequence ak(j) is pulse ampli-
tude modulated using a unit-energy chip waveform
ψ(t) to form the baseband signal, which is multiplied
with a carrier and transmitted over a Rayleigh fading
channel with noise power spectral density N0/2 and
with Lk resolvable paths, having time-varying complex
channel gains hk,1(t), hk,2(t), . . . , hk,Lk(t) and delays
τk,1, τk,2, . . . , τk,Lk (shown in Fig. 1). The received signal
is the sum of K users’ signals plus additive white complex
Gaussian noise n(t). After frequency down-conversion and
chip matched ltering (CMF), the received signal corre-
sponding to the kth user’s jth transmitted Walsh sequence
sk(j) can be written in vector form as
r(k, j) = A(k, j)h(j) + n(k, j)
= Xk(j)hk(j) + ISI(k, j) + MAI(k, j) + n(k, j) ∈ C
Nk
(2)
where the columns of the matrix A(k, j) are the delayed
version of transmitted chip sequences ak(j) for k =
1, 2, · · · ,K, one column per path. The length of the pro-
cessing window Nk, is larger than the symbol interval
N to account for the asynchronous and multipath nature
of the channel. The columns are weighted together by
h(j), whose elements are the path gains of all the users’
paths. The received vector r(k, j) can be written as the
sum of four terms: the signal of interest Xk(j)hk(j),
the intersymbol interference (ISI), the multiple access in-
terference (MAI), and the noise represented by n(k, j)
which is a vector of complex noise samples with zero
mean and variance N0. The columns of the matrix Xk(j)
are essentially the shifted versions of the chips due to
the kth user’s jth symbol, one column per path (the shift
is determined by the path delay). The vector hk(j) =
[hk,1(jT ) hk,2(jT ) · · · hk,l(jT ) · · · hk,Lk(jT )]
T corre-
sponds to the channel gains of the kth user’s paths, it is a
part of h(j).
The task of the receiver is to detect the informa-
tion bits transmitted from all users, i.e., detect bk[l] (l =
1, 2, . . . , Lb and k = 1, 2, · · · ,K) given the observation
r(k, j), for k = 1, 2, · · · ,K and j = 1, 2, · · · , Lblog
2
M
. To
this end, we rst need to demodulate the received signal
to the code bits {u′k[nl ]} which are subsequently trellis de-
coded to obtain an estimate of {bk[l]}. The output of the
channel decoder can be fed back to the demodulator to ob-
tain better estimates of the code bits. Maximum achievable
performance is obtained by iterating this demodulation and
decoding process.
The proposed iterative soft demodulation and decod-
ing scheme is illustrated in Fig. 2. The demodulator and
decoder are each implemented with a SISO algorithm and
operate in an iterative feedback mode. The soft met-
rics {λ(u′k[nl ];O)} from the demodulator are de-interleaved
into λ(uk[nl ]; I) = Π{λ(u′k[nl ];O}). We use the notations
λ(·, ; I) and λ(·, ;O) to denote the input and output ports of
a SISO device. They refer to the unconstrained LLRs when
the second argument is I , and modied LLRs according to
the code constraints when it is O. Based on the soft in-
put λ(uk[nl ]; I) and the trellis structure of the convolutional
code, the kth user’s Log-MAP decoder [7] computes an a
posteriori LLR of each information bit λ(bk[l];O) and each
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Figure 2. Integrated demodulation and Log-MAP decoding.
code bit λ(uk[nl ];O). The former is used to make a deci-
sion on the transmitted information bit at the nal iteration,
while the latter is fed back to the demodulator at the next
iteration. The interleaved code bits {uˆ′k[nl ]} are estimated
by making hard decisions on the outputs of the channel de-
coder, i.e., {uˆ′k[nl ]} = sgn(Π{λ(uk[nl ];O}). Then we go
through the modulation and spreading process to obtain an
estimate of the Walsh sequences sˆk(j), which is needed for
channel estimation and interference mitigation.
3 Soft Demodulation Algorithms
In a serially concatenated system, the quality of the in-
ner demodulation or decoding is decisive for the system
performance. The algorithm discussed above requires the
design of a soft demodulator that can produce soft reli-
ability values for each bit u′k[nl ] from the received vec-
tor r(k, j) in order to enable soft input channel decod-
ing. Assuming bits +1 and −1 are equally probable, i.e.,
P (u′k[
n
l ] = +1) = P (u
′
k[
n
l ] = −1), an a posteriori log-
likelihood ratio (LLR) for a transmitted +1 and a transmit-
ted −1 in the bit sequence {u′k[nl ]} is dened as [8]
λ(u′k[
n
l ];O) = ln
f(u′k[
n
l ] = +1|r)
f(u′k[
n
l ] = −1|r)
= ln
f(r|u′k[
n
l ] = +1)
f(r|u′k[
n
l ] = −1)
= ln
∑
m:u′
k
[n
l
]=+1 f(r|sm)∑
m:u′
k
[n
l
]=−1 f(r|sm)
≈ ln
maxm:u′
k
[n
l
]=+1 f(r|sm)
maxm:u′
k
[n
l
]=−1 f(r|sm)
(3)
where the approximation in (3) holds due to the fact that
one term will dominate each sum.
To simplify the notation, we suppress the index
k and/or j from sk(j),Ck(j), r(k, j), A(k, j), n(k, j),
Xk(j) and hk(j), etc., whenever no ambiguity arises.
3.1 Soft demodulation with matched filter
A noncoherent matched ler (MF) based soft demodula-
tor was derived using the MAP algorithm in [9]. Here, we
present a different, and somewhat simpler approach. Let
rk,l, (l = 1, 2, · · · , Lk) denote the delay aligned version
of the received vector due to the transmission of the jth
symbol from the kth user’s lth path and denote the vec-
tor r˜k,l ∈ CN = [r˜k,l(1) r˜k,l(2) · · · r˜k,l(N)] as rk,l
scrambled with the scrambling sequence Ck. The sym-
bols C,R denote the complex and real elds, respectively.
The descrambled vector r˜k,l can be expressed as r˜k,l =
skhk,l+mk,l+ik,l+nk,l, where sk ∈ {s0, s1, · · · , sM−1}
is the transmitted Walsh sequence. The desired signal vec-
tor skhk,l is due to the contribution from the kth user’s lth
path. The vectors mk,l and ik,l represent the MAI and ISI
term, respectively.
If we approximate both the MAI and ISI terms as
independent complex Gaussian random vectors: mk,l ∈
CN (0, NmIN ) and ik,l ∈ CN (0, NiIN ), then r˜k,l can be
reformed as r˜k,l = skhk,l + n˜k,l where n˜k,l = mk,l +
ik,l + nk,l ∈ CN has PDF n˜k,l ∼ CN (0, N ′0IN ) and
N ′0 = N0 +Nm +Ni. Also, n˜k,1, · · · , n˜k,Lk are uncorre-
lated after despreading due to descrambling. Therefore,
f(r|sm) =
Lk∏
l=1
f(r˜k,l|sm)
f(r˜k,l|sm) =
1
(piN ′0)
N
exp
(
−
‖r˜k,l − smhk,l‖
2
N ′0
)
λCMF(u
′
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n
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[n
l
]=+1
Lk∏
l=1
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exp(−
∑Lk
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=
2
N ′0
Lk∑
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Re
{
h∗k,ls
+∗r˜k,l − h
∗
k,ls
−∗r˜k,l
} (4)
In equation (4), s+ denotes the Walsh sequence sm
that corresponds to maxm:u′
k
[n
l
]=+1 f(r|sm), and s− is de-
ned similarly. The superscript operator ( )∗ denotes the
conjugate transpose operation. In the above equation, we
can omit the constant 2/N ′0 since it is just a scaling factor
for all the LLR values, therefore, does not have any effect
on the decision.
A non-coherent version of the MF soft demodulator
can be obtained similarly in a path-by-path manner as
λNMF(u
′
k[
n
l ];O) ≈
Lk∑
l=1
|s+∗r˜k,l| −
Lk∑
l=1
|s−∗r˜k,l| (5)
An estimate of the complex channel gain hk,l is not
needed to compute the LLR value for bit u′k[nl ] in the above
equation. This is particularly useful at the beginning of
the iteration process when the estimate of channel fading
process is not yet available. The coherent MF demodula-
tor expressed by (4) is not often used because the channel
is unknown at the initial stage. In the subsequent stages,
both channel and interference can be estimated in a de-
cision directed mode, and more powerful coherent MUD
techniques, such as interference cancellation/suppression
can be used. This will be discussed in Section 3.2 and 3.3.
3.2 Soft demodulation with interference cancellation
(IC)
Once the transmitted signals are estimated for all the users
at the previous iteration, interference can be removed by
subtracting the estimated signals of the interfering users
from the received signal r to form a new signal vector r′
for demodulating the signal transmitted from user k, i.e.,
r′ = r− yˆ + Xˆkhˆk (6)
where r ∈ CNk denote the received signal vector due to
the transmission of the jth symbol from the kth user, and
r′ ∈ CNk is its interference cancelled version after sub-
tracting the contributions from all the other users using hard
decision feedback. The vector yˆ = Aˆhˆ represents the es-
timated contribution from all the users calculated by using
the data matrix Aˆ and channel vector hˆ estimated at the
previous iteration. The vector Xˆkhˆk is the estimated con-
tribution from all paths of user k.
In case of perfect cancellation, r′ only contains the
contribution from the kth user plus original additive Gaus-
sian noise n ∈ CNk with PDF n ∼ CN (0, N0INk ), i.e.,
r′ = Xkhk + n. Therefore,
f(r′|sm) =
1
(piN0)Nk
exp
(
−
‖r′ −Xk,mhk‖2
N0
)
λIC(u
′
k[
n
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= ln
exp(−‖r′ −X+hk‖2/N0)
exp(−‖r′ −X−hk‖2/N0)
=
2
N0
Re
{
h∗kX
+∗r′ − h∗kX
−∗r′
} (7)
where Xk,m =
[
xk,1,m xk,2,m · · · xk,Lk ,m
]
, and
xk,l,m denotes the transmitted chip sequence due to the kth
user’s jth symbol from the lth path based on the hypothe-
sis that the mth Walsh symbol is transmitted. It is formed
by sm scrambled with Ck and compensated with the path
delay τk,l. In (7), X+ denotes the Xk,mthat corresponds to
maxm:u′
k
[n
l
]=+1 f(r
′|sm), and X− is dened similarly.
The original hk is unknown, and has to be estimated.
In (7), we should replace hk with its estimate hˆk instead.
An estimate of the channel vector hˆk can be obtained using
detected data from a previous iteration.
3.3 Soft demodulation with interference suppression
(IS)
The idea of interference suppression (IS) is to suppress
the estimated interference by ltering (orthogonal projec-
tion). To construct the suppression lter, we need to
know (or estimate) the structure of the interference. Con-
sider the matrix U ∈ RNk×(Ltot−Lk) dened as U =[
A1 · · · Ak−1 Ak+1 · · · AK
]
, which is formed
from A by deleting the columns that are due to the kth
user. The symbols Nk, Ltot, and Lk denote the processing
window length, the total number of paths of all the users,
and the number of paths for user k, respectively.
We can suppress the interference by projecting r on
the null space of U which is computed as P⊥
U
= I−UU†,
where U† = (U∗U)−1U∗ denotes the left pseudoinverse
of U (assume U has full column rank). This implies that
P⊥
U
Ai = 0 for all i 6= k, and thus
P⊥
U
r = P⊥
U
[Ah + n] =
K∑
i=1
P⊥
U
Aihi + P
⊥
U
n
= P⊥UAkhk + P
⊥
Un
The interference is suppressed by projecting r on P⊥
U
which is orthogonal to the subspace spanned by the MAI
(columns of U). It can be easily shown that P⊥
U
= P⊥∗
U
,
P⊥2
U
= P⊥
U
, and P⊥
U
= P⊥∗
U
P⊥
U
. Since a linear trans-
formation of a Gaussian random variable is still a Gaus-
sian random variable, and the original noise vector has the
statistics n ∼ CN (0, N0I), the covariance matrix for the
projected noise vector n˜ = P⊥
U
n is
E[n˜n˜
∗] = E[P
⊥
U
nn∗P⊥∗
U
] = P⊥
U
(N0I)P
⊥∗
U
= N0P
⊥
U
(8)
The conditional PDF can be approximated as
f(P⊥Ur|sm) ≈
1
(pi)Nk det(N0P⊥U)
exp
[
−
‖P⊥
U
r−P⊥
U
Xk,mhk‖
2
N0
]
(9)
The LLRs can thus be computed as
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(10)
In the above equation, hk and U need to be replaced
by hˆk and Uˆ; the constant 2/N0 in (7) and (10) can be
omitted for the same reason as stated earlier. The matrix
Uˆ is formed from Aˆ, the estimate of A at the previous
iteration by deleting the columns that are due to the kth
user. Note that the computation of the projected vector
P⊥
Uˆ
r involves matrix inversions at a symbol rate since the
MAI matrix U differs from symbol to symbol. On the con-
trary, the vector r′ is derived just by subtraction operations.
Therefore, the IC demodulator is less computationally in-
tensive than the IS demodulator.
4 Numerical Results
In the simulations, we employ a rate Rc = 1/3 Maximum
Free Distance (MFD) convolutional code with constraint
length 5 and generator polynomials (25, 33, 37) in octal
form for all the users. Each block of log2 8 = 3 interleaved
bits from each user is then converted into one of M = 8
Walsh codewords spread to a total length of N = 64 chips.
The number of chips per inner code bit isNc = N/M = 8.
The channels are independent multipath Rayleigh
fading channels. The channel gain hk,l(t) is a complex
circular Gaussian process with autocorrelation function
E[h∗k,l(t)hk,l(t + τ)] = Pk,lJ0(2pifDτ) where fD is the
maximum Doppler frequency, J0(x) is the zeroth order
Bessel function of the rst kind, and Pk,l is the power of
hk,l(t). The Doppler shifts on each of the multipath com-
ponents are due to the relative motion between the base
station and mobile units. Here, the normalized Doppler fre-
quency is assumed to be fDT = 0.01. Perfect slow power
control is assumed in the sense that Pk =
∑Lk
l=1 Pk,l, the
average received power, is equal for all users. The number
of multipath channels Lk is set to be 3, (Lk = L = 3) for
k. Channel estimation is conducted with the ML algorithm
presented in [1].
The long scrambling codes Ck are randomly as-
signed. The noise variance N0, and Ck as well as path
delays τk,1, τk,2, . . . , τk,Lk are assumed to be known to the
receiver. For each block, 4620 code bits are passed through
a block interleaver of size 66× 70. The simulation results
are averaged over random distributions of fading, noise, de-
lay, and scrambling code with minimum of 10 blocks of
data transmitted and at least 100 errors generated. To study
the behavior of each algorithm, the number of iterations is
set to 6, since it is observed that almost all the algorithms
would converge after 5 or 6 iterations.
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Figure 3. Comparison of different schemes. The curves for
IC/IS-LogMAP represent the 6th stage demodulation and
decoding.
In Fig. 3, we compare the performance of the IC and
IS algorithms in a 12-user system. The noncoherent MF
soft demodulator is used at the rst stage of the iteration
process to obtain an initial estimate of data for channel
and interference estimation, which are needed for subse-
quent stages of the IC/IS soft demodulation. One can see
from the gure that the IC demodulator produces better re-
sults than the IS demodulator. To achieve BER= 10−4,
Eb/N0 ≈ 6.5 dB is required by the IC-LogMAP; while
Eb/N0 ≈ 9 dB is required by the IS-LogMAP. There-
fore, the difference between the IC and IS scheme is 2.5
dB. The single user bound in Fig. 3 is obtained by the de-
modulation and Log-MAP decoding scheme in single user
environment. No interference cancellation/suppression is
needed in this case, and it gives a lower bound on the best
performance achievable by applying interference cancel-
lation/suppression technique. It can be seen that the IC-
LogMAP algorithm is very close to the single user bound,
which is not the case for the IS scheme. Since long codes
are employed in this system, the IS demodulation involves
matrix inversions at a symbol rate, therefore, it is more
computationally complex than the IC demodulation.
The behavior and convergence property of the IC-
LogMAP scheme is further investigated in Fig. 4 for a
15-user system. Apparently, the gain at each iteration in-
creases with increased SNR. A reasonable level of SNR
needs to be maintained in order to benet from the itera-
tion process. We also observe from the plot that the iter-
ative algorithm converges to maximum achievable perfor-
mance after 4  6 iterations, beyond which improvement
through the iteration process becomes insignicant. Com-
pared with the topmost curve which represents the rst non-
coherent stage using the MF demodulator, the subsequent
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Figure 4. Convergence property of the IC-LogMAP
scheme. Topmost curve represents a noncoherent rst stage
using MF demodulation and Log-MAP decoding, the sec-
ond curve from top represents the rst stage IC demodula-
tion and Log-MAP decoding, the bottommost curve repre-
sents the 6th stage IC demodulation and Log-MAP decod-
ing.
coherent IC demodulation stages greatly reduce error prob-
ability. Clearly, interference mitigation is needed to im-
prove the demodulation performance.
5 Conclusions
In this paper, we investigate the problem of iteratively de-
modulating and decoding orthogonally modulated and con-
volutionally coded signals in frequency selective channels,
with emphasis on the development of soft demodulation al-
gorithms. In order to remove the deteriorative effect of in-
terference, the demodulation process needs to be assisted
by interference cancellation/suppression, which can be im-
plemented using decisions from the channel decoder. The
IC and IS based soft demodulators are introduced and com-
pared. They differ in that the IC estimates and subtracts
interference from the received vector before demodulation;
the IS, on the other hand, removes the estimated interfer-
ence from the received vector by ltering. The IC soft
demodulator is preferred because it achieves better perfor-
mance with less complexity compared to the IS soft de-
modulator. Numerical results show that the demodulation
with interference cancellation is much superior to the non-
coherent demodulation, and that the best performance is
achieved when the joint IC soft demodulation and Log-
MAP decoding are performed in an iterative manner.
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