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Abstract
The bicategory LG of Landau-Ginzburg models has polynomials as objects and
matrix factorisations as 1-morphisms. The composition of these 1-morphisms pro-
duces infinite rank matrix factorisations, which is a nuisance. In this paper we define
a bicategory C which is equivalent to LG in which composition of 1-morphisms pro-
duces finite rank matrix factorisations equipped with the action of a Clifford algebra.
This amounts to a finite model of composition in LG.
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1 Introduction
The bicategory LGk of Landau-Ginzburg models [7] over a noetherian Q-algebra k is a
pivotal bicategory defined in terms of the geometry of isolated hypersurface singularities.
This bicategory has various applications [11, 9, 26] but an obstacle to further development
of the theory is that, while the objects, 1-morphisms and 2-morphisms of LGk are simply
described, the composition operation for 1-morphisms has an “infinitary” character which
makes it hard to work with. The current paper aims to resolve this problem.
The objects of LGk are a class of polynomialsW (x) called potentials, and 1-morphisms
W (x) −→ V (y) are finite-rank matrix factorisations [16] of the difference V (y)−W (x) over
k[x, y]. The idempotent completion of the homotopy category of such matrix factorisations
is denoted LGk(W,V ). For a third potential U(z), composition in LGk is a functor
LGk(V, U)× LGk(W,V ) −→ LGk(W,U) ,
(Y,X) 7−→ Y ◦X
defined for matrix factorisations Y of V − U and X of W − V by
(1.1) Y ◦X =
(
Y ⊗k[y] X, dY ⊗ 1 + 1⊗ dX
)
.
This is the analogue of convolution of Fourier-Mukai kernels in the matrix factorisation
setting and suffers from the same defect, namely, the resulting matrix factorisation Y ◦X is
a free module of infinite rank over k[x, z]. The problem of describing this a priori infinite
object in some finite way was studied in [15] and the partial solution provided there was to
explicitly describe a finite rank matrix factorisation together with an idempotent, splitting
in the homotopy category of matrix factorisations to Y ◦X . However this solution is not
sufficiently functorial to extent to a coherent description of the entire bicategory LGk.
The current paper refines [15] by presenting the idempotents developed there as arising
from representations of Clifford algebras (see Remark 3.18). This leads us to define a new
bicategory C in which the objects are again potentials and the 1-morphisms W −→ V are
finite rank matrix factorisations of V −W additionally equipped with the structure of a
representation of a Clifford algebra. This bicategory is equivalent to LGk, but it is simpler:
the composition operation is described by a finite number of polynomial functions of the
input data. More precisely, the composition of 1-morphisms in C is a functor
C(V, U)× C(W,V ) −→ C(W,U) ,(1.2)
(Y,X) 7−→ Y |X(1.3)
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which we call the cut operation, and this operation is polynomial in the sense that the
coefficients in the polynomials making up the matrix factorisation Y |X and its Clifford
action are themselves polynomial functions of the coefficients defining X, Y .
Let us describe the cut in the most important case, where Y,X are matrix factorisa-
tions as above, not equipped with any additional structure as representations of a Clifford
algebra. The Jacobi algebra JV = k[y1, . . . , ym]/(∂y1V, . . . , ∂ymV ) is a finitely generated
free k-module by the assumption that V (y) is a potential, and the cut is defined to be
the following finite rank matrix factorisation over k[x, z]
(1.4) Y |X = Y ⊗k[y] JV ⊗k[y] X
equipped with a family of odd closed k[x, z]-linear operators {γi, γ
†
i }
m
i=1 defined by
(1.5) γi = Ati , γ
†
i = −∂yi(dX)−
1
2
∑
q
∂yq∂yi(V ) Atq
where the Atq are Atiyah classes (Definition 3.8). These operators satisfy Clifford relations
(1.6) γiγj + γjγi = 0, γ
†
i γ
†
j + γ
†
jγ
†
i = 0, γiγ
†
j + γ
†
jγi = δij
up to homotopy (see Theorem 3.11). The differential on Y |X and the Clifford operators
can be written explicitly as matrices over k[x, z], where the coefficients of the monomials
in each row and column are polynomials in the monomial coefficients of dY , dX and V .
Thus, the cut operation is a polynomial function of its inputs and, in particular, infinite
rank matrix factorisations do not appear in the definition of C.
Let us sketch where the cut operation comes from, why Clifford algebras are involved,
and why there is an equivalence C ∼= LGk. In Section 1.1 we describe various applications.
By the results of [15] there is an isomorphism in the homotopy category of (infinite rank)
matrix factorisations of U −W over k[x, z] of the form
(1.7) Y |X
Φ−1
// Sm ⊗k (Y ⊗X)
Φoo
where Sm =
∧
(k⊕m[1]) denotes the exterior algebra as a Z2-graded module, on the space
k⊕m placed in degree one. The main theorem (Theorem 4.34) identifies the natural action
of the Clifford algebra Cm = Endk(Sm) on the right hand side of (1.7) with the action of
Cm via the aforementioned operators γi, γ
†
i on the left hand side.
There is a category called the Clifford thickening of the homotopy category of matrix
factorisations of U −W , in which objects are matrix factorisations equipped with a Cl-
action for some l (i.e. l is allowed to be different for different objects). In this category
Sm ⊗k (Y ⊗X) with its Cm-action is isomorphic to Y ⊗ X with no Clifford action, and
so (1.7) can be read as a natural isomorphism Y |X ∼= Y ⊗X . We prove this is suitably
functorial in Y,X and therefore defines an equivalence C ∼= LGk.
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The paper is structured as follows: in Section 2 we recall the definition of superbicat-
egories and Clifford algebras, and introduce the Clifford thickening of a supercategory.
The reason we need the formalism of supercategories is that we make extensive use of
Clifford actions on objects of linear categories, and for this to make sense the categories
themselves must be Z2-graded (that is, supercategories). In Section 3 we define C and in
Section 4 we prove it is equivalent to LGk as a superbicategory without units.
1.1 Applications
1.1.1 A∞-algebras and minimal models
As a special case of the deformation retract (1.7) we obtain in Section 4.5 for any potential
V (y) and matrix factorisations X,X ′ of V a deformation retract of Z2-graded complexes
of k-modules
(1.8) (X ′)∨ |X
Φ−1
// Sm ⊗k Homk[y](X
′, X)
Φoo
where Homk[y](X
′, X) denotes the Hom-complex. Observe that if k is a field this is infinite-
dimensional (with finite-dimensional cohomology) while (X ′)∨ |X is finite-dimensional.
In the case X = X ′ the right hand side is a DG-algebra and the deformation retract
may be taken as the input to the standard algorithms for producing an A∞-minimal model
of Endk[y](X). It turns out that this input is well-suited for actually doing computations,
which we hope to return to elsewhere.
1.1.2 A geometric enrichment of LGk
One of our motivations for introducing C is that it has an enrichment over affine schemes.
This is not true of LGk, precisely because the composition is infinitary. We hope to
return to this elsewhere, but for context we include a sketch assuming k is an algebraically
closed field of characteristic zero. Given potentials W (x), V (y), a matrix factorisation of
V (y)−W (x) is after choosing a homogeneous basis just a matrix
(1.9) D ∈M2r(k[x, y]) satisfying D
2 = (V (y)−W (x)) · I2r
where, dividing the matrix D into r×r blocks, the upper left and bottom right blocks are
zero matrices. If we fix the size r of the blocks and bound the degrees of the monomials
appearing in D by an integer s, then we can easily parametrise matrix factorisations by
the k-points of an affine scheme.
We may add further coordinates and equations to encode closed odd operators sat-
isfying Clifford relations (1.6) and, in this way, for a choice of parameters λ = (r, s, . . .)
define a scheme Mλ(W,V ) such that as sets
(1.10) ob(C(W,V )) =
⋃
λ
Mλ(W,V )k
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where Zk denotes the k-points of a scheme Z. The cut operation is a polynomial function
of its inputs, so there is an indexed family of morphisms of schemes
(1.11) Mµ(V, U)×Mλ(W,V ) −→ Mf(λ,µ)(W,U)
lifting the functor (1.2) on the level of objects for some function f(λ, µ) of indices. Finally,
using the approach of Section 4.5, we can define for each pair of potentialsW,V and tuple
of parameters λ a vector bundle of Clifford representations
(1.12) HomW,V,λ

Mλ(W,V )×Mλ(W,V ) ,
such that for matrix factorisations X,X ′ of V − W the fiber of this bundle over the
point (X ′, X) is the Clifford representation (X ′)∨ |X of (1.8), which is isomorphic to the
Hom-complex Homk[x,y](X
′, X) tensored with a suitable spinor representation.
The enrichment of C then consists of the family of schemes Mλ(W,V ), the composition
morphisms (1.11), the bundles (1.12), and various other data satisfying natural constraints
which encode the structure of the bicategory.
1.1.3 Semantics of linear logic
In forthcoming work we use the above enrichment of C to define a semantics of linear logic
[19] in which formulas are interpreted by tuples (X , k[x],W ) where X is a scheme and
W ∈ k[x] is a potential. Proofs in the logic are interpreted by certain correspondences
between these pairs. Let us briefly explain the general point which leads us to use C rather
than LG, for which we will use the denotation of the Church numeral 2 (see [30]).
Let α be a variable of the logic and suppose it has denotation JαK = (Spec(k), k[x],W )
in the semantics. Let M = M (W,W ) be the (indexed) affine scheme parametrising 1-
morphisms X :W −→W in C, as discussed above. Then the semantics works as follows:
Jα⊸ αK =
(
Spec(k), k[x, x′],W (x)−W (x′)
)
,
J!(α⊸ α)K =
(
M , k, 0
)
.
A proof of the sequent !(α ⊸ α) ⊢ α ⊸ α has for its denotation a correspondence
between J!(α⊸ α)K and Jα⊸ αK, which is a matrix factorisation of W (x)−W (x′) over
the scheme M ×Spec(k[x, x′]). For example, the Church numeral 2 has for its denotation
the matrix factorisation whose fiber over a loop X :W −→W , viewed as a point of M , is
the square X |X as a matrix factorisation of W (x)−W (x′) over Spec(k[x, x′]). For these
definitions to work, the coefficients of the monomials in the matrix factorisation X |X
need to be given explicitly as polynomial functions of the coefficients in X . This means
we have to use C rather than LGk.
Acknowledgements. Thanks to Nils Carqueville for helpful comments on the draft.
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2 Background
Throughout k is a noetherian Q-algebra.1 By default categories and functors are k-linear.
We write ∂x for the differential operator
∂
∂x
.
2.1 Supercategories
A superbicategory has for every 1-morphism F an associated 1-morphism ΨF with Ψ2 ∼= 1,
and in this sense the categories of 1-morphisms are Z2-graded. The bicategory of Landau-
Ginzburg models is an example of a superbicategory. Since Clifford algebras (which are
Z2-graded) play a fundamental role, superbicategories are the natural language. Our main
references for the foundations are [17, 22, 23], but we give the full definitions below as
these references work only with strict bicategories.
Definition 2.1.A supercategory is a category C together with a functor Ψ : C −→ C and
a natural isomorphism ξ : Ψ2 −→ 1C satisfying the condition
ξ ∗ 1Ψ = 1Ψ ∗ ξ
as natural transformations Ψ3 −→ Ψ. A superfunctor (F, γ) from a supercategory (C,ΨC)
to a supercategory (D,ΨD) is a functor F : C −→ D together with a natural isomorphism
γ : FΨC −→ ΨDF satisfying
1F ∗ ξ = (ξ ∗ 1F )(1Ψ ∗ γ)(γ ∗ 1Ψ) .
A supernatural transformation ϕ : F −→ G between superfunctors (F, γF ), (G, γG) is a
natural transformation making the following diagram commute:
FΨ
ϕΨ
//
γF

GΨ
γG

ΨF
Ψϕ
// ΨG
.
Example 2.2. If A is a Z2-graded k-algebra there is a supercategory A with set of objects
|A| = Z2 and morphisms A(0, 0) = A(1, 1) = A0,A(0, 1) = A(1, 0) = A1 with the obvious
composition and addition rules. The functor Ψ is defined on objects by Ψ(i) = i+ 1 and
on morphisms by the identity, while ξ = 1.
Let C be a supercategory. For objects X, Y ∈ C we define the Z2-graded k-module
C∗(X, Y ) =
∏
i∈Z2
C(X,ΨiY ) .
1The noetherian hypothesis is only needed in Section 2.2 when we pass from a ring to its adic comple-
tion with respect to the Jacobi ideal, and we wish to know the morphism from the ring to its completion
is flat. This completion is only done to ensure the existence of a suitable connection - if a connection can
be provided by other means (e.g. a grading) then the noetherian hypothesis could be dropped.
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There is for any triple X, Y, Z of objects a morphism of graded modules
C∗(Y, Z)⊗k C
∗(X, Y ) −→ C∗(X,Z)
given for instance by ϕ⊗ ψ 7→ ξΨ(ϕ)ψ when ϕ, ψ are both of degree one. This makes C
into a category enriched over the monoidal category of Z2-graded k-modules.
There are isomorphisms of graded modules C∗(X,ΨY ) ∼= ΨC∗(X, Y ) ∼= C∗(ΨX, Y )
where ΨV = V [1] denotes the grading shift on a Z2-graded k-module. For Z2-graded k-
modules V,W we write Hom0k(V,W ) for the module of degree zero maps and Hom
∗
k(V,W )
for the Z2-graded module of homogeneous maps. If A is a Z2-graded k-algebra then A
op
denotes the same underlying graded module with multiplication f ∗ g = (−1)|f ||g|gf .
Definition 2.3.Let A be a Z2-graded k-algebra and C a supercategory. A left A-module
in C is an object X ∈ C together with a morphism of Z2-graded algebras A −→ C
∗(X,X).
A morphism of left A-modules is a morphism in C which commutes with the A-action in
the obvious sense. The category of left A-modules in C is denoted CA. Right modules are
defined similarly, using Aop.
Remark 2.4.Viewing A as a supercategory A as in Example 2.2, there is an equivalence
between the category of A-modules in C and the category of superfunctors A −→ C and
supernatural transformations.
Remark 2.5.The idempotent completion Cω of a category C has as objects pairs (X, e)
consisting of an object X ∈ C and an idempotent endomorphism e : X −→ X . In Cω a
morphism φ : (X, e) −→ (Y, e) is a morphism φ : X −→ Y satisfying φe = φ and eφ = φ.
The identity on (X, e) is e. There is a fully faithful functor ι : C −→ Cω, ι(X) = (X, 1X)
which is an equivalence if C is idempotent complete (i.e. all idempotents split in C).
If C is a supercategory then there is a functor Ψω : Cω −→ Cω defined on objects
by Ψ(X, e) = (ΨX,Ψe) and a natural isomorphism ξ : Ψω ◦ Ψω −→ 1Cω defined by
ξ(X,e) = eξX . The tuple (C
ω,Ψω, ξω) is a supercategory.
For background on bicategories see [3, 2, 20, 25, 27]. We follow the notation of [7],
so that lower case letters a, b, . . . denote objects of a bicategory, while upper case letters
X, Y, . . . and greek letters α, β, . . . respectively denote 1-morphisms and 2-morphisms.
Units are denoted ∆, associators are α, and unitors are λ, ρ. The composition of Y,X is
denoted Y X or Y ◦X .
Definition 2.6.A superbicategory is a bicategory B together with the data:
• For each object a a 1-morphism Ψa : a −→ a and a 2-isomorphism ξa : Ψ
2
a −→ ∆a.
• For each 1-morphism X : a −→ b a natural 2-isomorphism γX : XΨa −→ ΨbX .
This data is required to satisfy the following axioms:
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• For each composable pair X, Y of 1-morphisms the diagram
(Y X)Ψ
γY X //
α

Ψ(Y X)
Y (XΨ)
1Y ∗γX
// Y (ΨX)
α−1
// (YΨ)X
γY ∗1X
// (ΨY )X
α
OO
commutes.
• For every object a, ξa ∗ 1Ψ = 1Ψ ∗ ξa.
• For every 1-morphism X : a −→ b, 1X ∗ ξa = (ξb ∗ 1X)(1Ψ ∗ γX)(γX ∗ 1Ψ).
Example 2.7. Small supercategories, superfunctors and supernatural transformations
form a superbicategory Catsupk .
A superbicategory can be constructed out of a bicategory B in which the categories
B(a, b) are all equipped with the structure of supercategories; see Appendix B.
Example 2.8.There is a bicategory of Z2-graded k-algebras where 1-morphisms are Z2-
graded bimodules and 2-morphisms are degree zero bimodule maps. Given a B-A-module
M the shift M [1] has the grading M [1]i = Mi+1 and the left and right action given by
b ·m = (−1)|b|bm, m · a = (−1)|a|ma .
This is a functor Ψ = (−)[1] on the category of B-A-bimodules and with ξ = 1 this defines
the structure of a supercategory on this category of bimodules. The usual isomorphisms
of bimodules τ
N [1]⊗M −→ (N ⊗M)[1], n⊗m 7→ n⊗m(2.1)
N ⊗M [1] −→ (N ⊗M)[1], n⊗m 7→ (−1)|n|n⊗m(2.2)
satisfy the conditions in Appendix B and therefore give the bicategory of Z2-graded alge-
bras and bimodules the structure of a superbicategory.
Definition 2.9.Given two superbicategories B, C a lax superfunctor Φ : B −→ C is a lax
functor together with, for each object a in B, a 2-morphism
κa : ΨΦa −→ Φ(Ψa)
satisfying two coherence conditions:
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(a) for all a, commutativity of
ΨΦaΨΦa
ξ

κ∗κ // Φ(Ψa)Φ(Ψa)

Φ(ΨaΨa)
Φ(ξ)

∆Φa // Φ(∆a)
(b) for each 1-morphism X : a −→ b in B, commutativity of
Φ(X)ΨΦa
γ

1∗κ // Φ(X)Φ(Ψa) // Φ(XΨa)
Φ(γ)

ΨΦbΦ(X) κ∗1
// Φ(Ψb)Φ(X) // Φ(ΨbX)
A strong superfunctor is a lax superfunctor with κa an isomorphism for every object a.
2.2 The superbicategory of Landau-Ginzburg models
A polynomial W ∈ k[x1, . . . , xn] is a potential if it satisfies the three conditions set out in
[7, Section 2.2], the two most important being that the partial derivatives ∂x1W, . . . , ∂xnW
form a quasi-regular sequence in k[x] and that the quotient JW = k[x]/(∂x1W, . . . , ∂xnW )
is a finitely generated free k-module. Typical examples are the ADE singularities [21, I
§2.4] of which the simplest are the AN -singularities WAN = x
N+1
1 + x
2
2 + · · ·+ x
2
n .
A matrix factorisation of W over k[x] is a Z2-graded free k[x]-module X = X
0 ⊕X1
together with an odd operator (the differential) dX : X −→ X satisfying d
2
X = W · 1X .
A matrix factorisation (X, dX) is finite rank if the underlying free module is finitely
generated. In this case we may, after choosing a homogeneous basis, write
dX =
(
0 d1X
d0X 0
)
for matrices of polynomials d0X , d
1
X . Morphisms of matrix factorisations are degree zero
k[x]-linear maps which commute with the differentials. There is a homotopy relation
on morphisms, and the homotopy category HMF(k[x],W ) of matrix factorisations has as
objects matrix factorisations and as morphisms the equivalence classes of morphisms of
matrix factorisations up to homotopy. By hmf(k[x],W ) we denote the full subcategory
of finite rank matrix factorisations. For background we refer to [33].
By hmf(k[x],W )⊕ we denote the full subcategory of HMF(k[x],W ) consisting of matrix
factorisations which are direct summands (in the homotopy category) of finite rank matrix
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factorisations. Since HMF(k[x],W ) is idempotent complete, there is an equivalence (see
Remark 2.5 for the notation)
(2.3) hmf(k[x],W )ω −→ hmf(k[x],W )⊕
sending a pair (X, e) to an infinite rank matrix factorisation splitting the idempotent e.
If (X, dX) is a matrix factorisation then so is (X [1],−dX), and this defines a functor
Ψ = (−)[1] on the homotopy category of matrix factorisations. Together with the identity
ξ : Ψ2 −→ 1 this makes HMF(k[x],W ) and hmf(k[x],W ) into supercategories.
The bicategory of Landau-Ginzburg models LG = LGk has for its objects pairs (x,W )
consisting of an ordered set of variables x = (x1, . . . , xn) and a potential W ∈ k[x] =
k[x1, . . . , xn]. Given potentials W ∈ k[x] and V ∈ k[y] the supercategory LG(W,V ) is
LG(W,V ) = hmf(k[x, y], V −W )⊕ .
Given a third potential U ∈ k[z] the composition law is a functor
LG(W,V )⊗k LG(V, U) −→ LG(W,U)
which sends a pair of 1-morphisms X : W −→ V and Y : V −→ U to the tensor product
(2.4) Y ⊗X = (Y ⊗k[y] X, dY⊗X = dY ⊗ 1 + 1⊗ dX) .
Thus Y ◦X := Y ⊗X . This statement requires some care: k[x, y, z] is an infinite rank free
module over k[x, z] and so Y ⊗X is an infinite rank matrix factorisation of U −W over
k[x, z]. However one can prove that Y ⊗X is a direct summand of a finite rank matrix
factorisation [15] and therefore a valid object in LG(W,U).
Let W ∈ k[x1, . . . , xn] be a potential and W (x
′) the same polynomial but in a second
set of variables x′1, . . . , x
′
n. Using formal symbols Θi of odd degree, we define the k[x, x
′]-
module
∆W =
∧( n⊕
i=1
k[x, x′] ·Θi
)
.
Equipped with a certain differential (see [7, (2.15)]) this is a matrix factorisation of
W (x) −W (x′) and defines the unit in LG(W,W ) for composition of 1-morphisms. For
the associator and unitor maps ρ : X ⊗∆W −→ X and λ : ∆V ⊗X −→ X we also refer
to ibid.
Lemma 2.10. LG is a superbicategory.
Proof. The categories LG(W,V ) are all naturally supercategories, and the same isomor-
phisms as in (2.1), (2.2) define the necessary natural isomorphisms τ to equip LG with
the structure of a superbicategory with ΨW = ∆W [1], using Appendix B.
The superbicategory structure on LG is used implicitly in [7, Section 7].
10
2.3 Partial derivatives as homotopies
Let R = k[x1, . . . , xn] be a polynomial ring and X a finite rank matrix factorisation of W
over R. Let us fix a homogeneous basis for X so that we may identify dX with a matrix,
and differentiate this matrix entry-wise to obtain the matrix λi = ∂xi(dX). It is easy to
check that
Lemma 2.11. The odd R-linear operator λi on X is independent, up to homotopy, of the
choice of basis.
Lemma 2.12. As operators on X we have [dX , λi] = ∂xiW · 1X .
Proof. Applying the Leibniz rule to the equation dXdX = W we obtain
(2.5) dX∂xi(dX) + ∂xi(dX)dX = ∂xiW
as claimed.
It follows that any element in the Jacobi ideal (∂x1W, . . . , ∂xnW ) acts null-homotopically
on any morphism in the homotopy category hmf(R,W ). Moreover these homotopies λi
are central, in the following sense:
Lemma 2.13. Let φ : X −→ X ′ be a morphism of matrix factorisations and write
λi = ∂xi(dX) and λ
′
i = ∂xi(dX′). There is a homotopy φλi ≃ λ
′
iφ.
Proof. From dX′φ = φdX we deduce
∂xi(dX′)φ+ dX′∂xi(φ) = ∂xi(φ)dX + φ∂xi(dX)
and hence
∂xi(dX′)φ− φ∂xi(dX) = ∂xi(φ)dX − dX′∂xi(φ)
as claimed.
Lemma 2.14. There is a homotopy [λi, λj] ≃ ∂xi∂xj (W ) · 1X .
Proof. Differentiating (2.5) with respect to j leaves
∂xj (dX)∂xi(dX) + dX∂xj∂xi(dX) + ∂xj∂xi(dX)dX + ∂xi(dX)∂xj (dX) = ∂xi∂xjW
from which we read off
λiλj + λjλi = ∂xi∂xjW + [d,−∂xj∂xi(dX)] .
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2.4 Clifford algebras
The cut operation in C produces objects which are representations of Clifford algebras. We
briefly recall the basic theory of these algebras and their modules; for a full discussion see
[18]. For n ≥ 0 the Clifford algebra Cn is the associative Z2-graded k-algebra generated
by odd elements γ1, . . . , γn and γ
†
1, . . . , γ
†
n subject to the following relations
(2.6) [γi, γj] = 0, [γ
†
i , γ
†
j ] = 0, [γi, γ
†
j ] = δij
for all 1 ≤ i, j ≤ n. In this paper all our commutators are graded, [a, b] = ab− (−1)|a||b|ba.
We set C0 = k. These Clifford algebras have essentially only one nontrivial representation,
sometimes called the spinor representation [18, p.14], defined as follows:
Definition 2.15.We use the Z2-graded k-module
(2.7) Fn = kθ1 ⊕ · · · ⊕ kθn
where the θi are formal variables of odd degree, and set
(2.8) Sn =
∧
Fn =
∧(
kθ1 ⊕ · · · ⊕ kθn
)
.
Definition 2.16.Left multiplication in the exterior algebra defines an odd operator
θi ∧ (−) : Sn −→ Sn ,
θj1 · · · θjr 7→ θiθj1 · · · θjr .
Contraction from the left defines an odd operator
θ∗i y (−) : Sn −→ Sn ,
θj1 · · · θjr 7→
r∑
l=1
(−1)(l−1)δi,jlθj1 · · · θ̂jl · · · θjr .
Usually we write simply θi for the operator θi ∧ (−) and θ
∗
i for the operator θ
∗
i y (−).
The spinor representation is defined by the next lemma, which also shows that the algebras
Cn are Morita trivial in the sense that they are isomorphic to the endomorphism algebras
of a finite rank free Z2-graded k-module.
Lemma 2.17. The map Cn −→ Endk(Sn) defined by
γ†i 7→ θi ∧ (−), γi 7→ θ
∗
i y (−)
is an isomorphism of Z2-graded k-algebras.
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In particular this means that every Z2-graded Cn-module is isomorphic to Sn⊗k V for
some Z2-graded k-module V . Using the isomorphism of k-modules
Fm ⊕ Fn ∼= Fm+n
which maps the ordered basis θ1, . . . , θm of Fm to the first m basis elements of Fm+n in
their given order, and the ordered basis of Fn to the last n basis elements, we define
Sm ⊗k Sn =
∧
Fm ⊗k
∧
Fn ∼=
∧
Fm+n = Sm+n .
From this we deduce an isomorphism of algebras
(2.9) Cm ⊗k Cn ∼= Cm+n .
Given m,n ≥ 0 we introduce notation for the Cm-Cn-bimodule
(2.10) Sm,n = Sm ⊗k S
∗
n
∼= Homk(Sn, Sm)
where S∗n = Homk(Sn, k). There is an isomorphism of Cl-Cn-bimodules
(2.11) Sl,m ⊗Cm Sm,n = Sl ⊗k S
∗
m ⊗Cm Sm ⊗k S
∗
n
∼= Sl,n .
Definition 2.18.For n ≥ 0 let en ∈ Cn denote the element
en = γ1 · · · γnγ
†
n · · · γ
†
1 .
This is the idempotent corresponding to the summand k · 1 of Sn.
Definition 2.19.More generally, given m,n ≥ 0 consider the k-linear map
Sn // k · 1
inc // Sm
given by the projection to k · 1 followed by the inclusion into Sm. This defines an element
ιm,n ∈ Homk(Sn, Sm) = Sm ⊗k S
∗
n .
Then obviously ιn,n = en.
Remark 2.20.Recall that given a finite rank free k-module V and a symmetric bilinear
form B : V ⊗kV −→ k the associated Clifford algebra Cl(V,B) is the associative k-algebra
generated by the elements of V subject to the relations
vw + wv = B(v, w) · 1 .
This is a Z2-graded k-algebra when we assign |v| = 1 for all v ∈ V and |1| = 0. If we take
F = kn, V = F ⊕ F ∗ with the bilinear form B under which B(F, F ) = 0, B(F ∗, F ∗) = 0
and for x ∈ F and ν ∈ F ∗, B(x, ν) = 1
2
ν(x), then the algebra Cn defined above is the
Clifford algebra of the pair (V,B).
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2.5 The Clifford thickening
Let T be a small idempotent complete supercategory. We construct a new supercategory
T • called the Clifford thickening in which the objects are pairs (X, n) of an integer n ≥ 0
and a left Cn-module X in T . Recall that if A is a Z2-graded k-algebra then TA denotes
the supercategory of A-modules in T with A-linear maps (see Definition 2.3).
Definition 2.21.LetM denote the superbicategory of Morita trivial Z2-graded k-algebras.
The 1-morphisms are Z2-graded bimodules which are finitely generated and projective over
k and the 2-morphisms are degree zero bimodule maps (see Example 2.8).
We will need to tensor objects of T with k-modules, which is recalled in Appendix A.
Proposition 2.22. The assignment of the supercategory TA to an algebra A and of the
superfunctor ΦV = V ⊗A (−) to a B-A-bimodule V determines a strong superfunctor
ΦT :M−→ Catsupk
to the superbicategory of small supercategories and superfunctors.
Proof. The isomorphism ΦW ◦ΦV ∼= ΦW⊗V is given by Lemma A.10, and apart from that
the only checking that needs to be done are straightforward coherence diagrams.
Next we construct a strong functor into M which picks out the Clifford algebras.
Definition 2.23.Let N denote the category of integers n ≥ 0 with a unique morphism
φm,n : n −→ m for each pair m,n.
We view N as a bicategory with only identity 2-morphisms.
Lemma 2.24. There is a strong functor N −→M defined by
n 7→ Cn = Endk(Sn),
φm,n 7→ Sm,n = Sm ⊗k S
∗
n .
The composite of these strong functors is a strong functor
(2.12) N //M
ΦT // Catsupk
sending n to the category of left Cn-modules in T and φm,n to the functor Sm,n ⊗Cn −.
There is a close connection between strong functors into the bicategory of small categories,
and what are called cofibered categories, given by the Grothendieck construction [32].
Definition 2.25.The Clifford thickening T • of the supercategory T is the category which
results from the Grothendieck construction applied to the strong functor (2.12).
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More concretely T • is the category with objects all pairs (X, n) of an integer n ≥ 0
and an object X ∈ T together with a left Cn-action. A morphism α : (X, n) −→ (Y,m)
is a morphism of Cm-modules α : Sm,n⊗CnX −→ Y . Composition of a pair of morphisms
(2.13) (X, n)
α // (Y,m)
β
// (Z, l)
is given by the morphism of Cl-modules
(2.14) Sl,n ⊗Cn X
∼= // (Sl,m ⊗Cm Sm,n)⊗Cn X
∼=

Sl,m ⊗Cm (Sm,n ⊗Cn X)
1⊗α // Sl,m ⊗Cm Y
β
// Z .
There is a canonical functor p : T • −→ N defined by p(X, n) = n, which defines a cofibered
category over N by the definition of the Grothendieck construction. This definition has the
benefit of being derived from a general construction, but there is an alternative description
of morphisms which is less cumbersome:
Definition 2.26.Let T ⋆ be the category with the same objects as T • and
T ⋆((X, n), (Y,m)) =
{
α ∈ T (X, Y ) |αγ†i = 0 for 1 ≤ i ≤ n and
γiα = 0 for 1 ≤ i ≤ m
}
.
Composition is as in T , but the identity on (X, n) in T ⋆ is the morphism
1∗(X,n) = en
where en is the action on X of the canonical idempotent from Definition 2.18.
Lemma 2.27. T ⋆ is a category and there is an equivalence of categories
Θ : T • −→ T ⋆
Proof. To prove that T ⋆ is a category it only needs to be checked that 1∗(X,n) really acts
as an identity. Let α : X −→ Y be a morphism in T ⋆ and consider
αen = αγ1 · · ·γnγ
†
n · · · γ
†
1
= α
(
γ1 · · · γn−1γ
†
n−1 · · ·γ
†
1 − γ1 · · · γ
†
nγn · · · γ
†
1
)
= αγ1 · · ·γn−1γ
†
n−1 · · ·γ
†
1
since in the second summand within the brackets, there is nothing to stop γ†n from com-
muting to the left and annihilating with α. Proceeding inductively, we see that αen = α.
The proof that enα = α is similar.
15
The functor Θ is defined to be the identity on objects, and given β : (X, n) −→ (Y,m)
in T • which is a morphism β : Sm,n ⊗Cn X −→ Y in T we define
Θ(β) : X −→ Y ,
Θ(β)(x) = β(ιm,n ⊗ x)
where ιm,n is as in Definition 2.19. We relegate the proof that this functor gives a bijection
on morphism sets to Lemma A.13. Functoriality is easily checked, and Θ(1X) = 1
∗
(X,n)
since by definition ιn,n = en.
Every Cn-module X in T is of the form Sn⊗kV for some object V . It will be important
later to know exactly how to extract the object V from X by splitting an idempotent.
Lemma 2.28. Let X be a Cn-module in T . The idempotent en : X −→ X splits, say
X
f0 //
V
g0
oo
with f0g0 = 1V and g0f0 = en and in T
• there are mutually inverse isomorphisms
(X, n)
f
//
(V, 0)
g
oo
induced by f0, g0. In particular
(2.15) S∗n ⊗Cn X
∼= V , Sn ⊗k V ∼= X .
Proof. The map f0 is a morphism (X, n) −→ (V, 0) in T
⋆ since
f0γ
†
i = f0enγ
†
i = f0γ1 · · · γnγ
†
n · · · γ
†
1γ
†
i = 0 .
Similarly g0 is a morphism (V, 0) −→ (X, n) in T
⋆. Let f, g be the morphisms in T •
corresponding to f0, g0 under the equivalence of Lemma 2.27. To prove that fg = 1(X,n)
and gf = 1(V,0) in T
• it suffices to prove that g0f0 = 1
∗
(X,n) = en and f0g0 = 1
∗
(V,0) = 1V in
T . But this is true by definition.
Lemma 2.29. T • is a supercategory and the functor ι : T −→ T • defined by ι(X) =
(X, 0) is an equivalence of supercategories.
Proof. The supercategory structure is given by the functor Ψ : T • −→ T • where Ψ(X, n) =
(ΨX, n) and ΨX has the Cn-action given by Definition A.8. The functor ι is fully faithful
and it follows from Lemma 2.28 that it is essentially surjective.
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3 The superbicategory C
In this section we define a superbicategory without units C. Later we will prove that this
bicategory is equivalent to LG, although this will not be apparent at first. The objects of
C are the same as LG, namely potentials (x,W ).
Definition 3.1.Given potentials (x,W ) and (y, V ) we define
(3.1) C(W,V ) =
(
hmf(k[x, y], V −W )ω
)•
,
where (−)ω denotes the idempotent completion (see Remark 2.5) and (−)• is the Clifford
thickening (see Section 2.5).
Thus a 1-morphism W −→ V in C is a finite rank matrix factorisation of V (y) −
W (x) together with an idempotent endomorphism e and a family of odd operators γi, γ
†
i
satisfying Clifford relations and the equations (all up to homotopy)
γie = γi = eγi , γ
†
i e = γ
†
i = eγ
†
i .
For matrix factorisations X, Y of V (y)−W (x) with respective Clifford actions {γi, γ
†
i }
a
i=1
and {ρj , ρ
†
j}
b
j=1 the 2-morphisms φ : (X, a) −→ (Y, b) in C are by Lemma 2.27 in bijection
with morphisms of matrix factorisations φ : X −→ Y satisfying
φγ†i = 0 , ρjφ = 0 , 1 ≤ i ≤ a, 1 ≤ j ≤ b .
Observe that the homotopy category LG(W,V )fin of finite rank matrix factorisations sits
fully faithfully inside C(W,V ) as the subcategory where all idempotents are identities and
there are no Clifford actions, and by Lemma 2.29 the inclusion of this subcategory into
C(W,V ) is an idempotent completion.
The first aim of this section is to define, for any object (z, U) of LG, a functor
C(V, U)⊗k C(W,V ) −→ C(W,U)
(Y,X) 7→ Y |X
which we call the cut functor. The cut operation is defined on matrix factorisations X of
V −W and Y of U − V as follows, assuming y = (y1, . . . , ym) and writing
(3.2) JV = k[y]/(∂y1V, . . . , ∂ymV ) .
Lemma 3.2. The Z2-graded k[x, z]-module
Y |X = Y ⊗k[y] JV ⊗k[y] X
with the differential dY ⊗ 1 + 1⊗ dX is a finite rank matrix factorisation of U −W .
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Proof. Since V is a potential JV is a finite rank free k-module, and it follows that Y |X
is a finite rank free k[x, z]-module.
Remark 3.3. If we choose a k-basis for JV then multiplication by yi, as a k-linear operator
JV −→ JV , gives a matrix [yi] over k. The cut Y |X has a differential which, as a matrix,
can be described by taking the matrix of dY ⊗ 1 + 1 ⊗ dX over k[x, y, z] and replacing
every occurrence of yi by the scalar matrix [yi] and 1 ∈ k by the identity matrix. This
“inflation” produces a matrix of polynomials over k[x, z].
Definition 3.4.Given morphisms of matrix factorisations φ : X −→ X ′ and ψ : Y −→ Y ′
we define the morphism of matrix factorisations
ψ | φ : Y |X −→ Y ′ |X ′
to be induced on the quotient by ψ ⊗ φ : Y ⊗ X −→ Y ′ ⊗ X ′. This is clearly functorial
in the sense that for morphisms φ′ : X ′ −→ X ′′ and ψ′ : Y ′ −→ Y ′′ we have
(ψ′ | φ′) ◦ (ψ | φ) = (ψ′ψ) | (φ′φ) ,(3.3)
and 1Y | 1X = 1Y |X .
The next step is to equip Y |X with a Clifford action. To do this we need to take the
technical step of passing to a completion of the ring k[y].
Definition 3.5.For 1 ≤ i ≤ m set ti = ∂yiV and let I = (t1, . . . , tm) ⊆ k[y]. Then
k̂[y] = lim
←−
r
k[y]/Ir
denotes the completion of k[y] at the ideal I, that is, along the critical locus of V .
We also define the completed tensor product of Y,X to be
(3.4) Y ⊗̂X = Y ⊗k[y] k̂[y]⊗k[y] X
Remark 3.6.By hypothesis k is noetherian, hence so is k[y] and therefore the canonical
ring morphism k[y] −→ k̂[y] is flat.
With Ω1k[t]/k
∼=
⊕m
i=1 k[t]dti denoting Ka¨hler diferentials, there exists by [15, Appendix
B] a k-linear flat connection (which is “standard” in the sense of [15, Definition 8.6])
(3.5) ∇ : k̂[y] −→ k̂[y]⊗k[t] Ω
1
k[t]/k
the components of which are k-linear operators ∂ti : k̂[y] −→ k̂[y]. A simple example of
such a connection is given in Section 4.5. Using a chosen homogeneous basis {ea ⊗ fb}a,b
for Y ⊗X we may extend the operators ∂ti extend to k[x, z]-linear operators
∂ti : Y ⊗̂X −→ Y ⊗̂X
ea ⊗ h(y)⊗ fb 7→ ea ⊗ ∂ti(h(y))⊗ fb .
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Lemma 3.7. For 1 ≤ i ≤ m the operator
(3.6) [dY⊗X , ∂ti ] = dY⊗X∂ti − ∂tidY⊗X : Y ⊗̂X −→ Y ⊗̂X
is k[t]-linear and passes to a k[x, z]-linear operator on Y |X ∼=
(
Y ⊗̂X
)
⊗k[t] k[t]/(t).
Proof. The fact that ∇ is a connection over k[t] means that the operators ∂ti obey the
Leibniz rule, that is
∂ti(tjh) = ∂ti(tj)h+ tj∂tih = δijh + tj∂tih
so [∂ti , tj ] = δij . We calculate
[[dY⊗X , ∂ti ], tj] = −[[tj , dY⊗X ], ∂ti ]− [[∂ti , tj ], dY⊗X ] = −[δij , dY⊗X ] = 0
which shows that [dY⊗X , ∂ti ] is k[t]-linear.
Definition 3.8.The ith Atiyah class is the odd k[x, z]-linear operator
AtY,Xi = [dY⊗X , ∂ti ] : Y |X −→ Y |X .
Usually we just write Ati where it will not cause confusion.
This operator is the ith Atiyah class of Y ⊗̂X relative to the ring morphism k[x, y] −→
k[x, y, t] as defined in [15, Section 9]. A reference for Atiyah classes is [4], but we will
prove the necessary properties here for the reader’s convenience.
Lemma 3.9. Ati is dY⊗X-closed, and if φ : X −→ X
′ and ψ : Y −→ Y ′ are morphisms
of matrix factorisations then there are k[x, z]-linear homotopies
(3.7) AtY
′,X′
i ◦ (ψ | φ) ≃ (ψ | φ) ◦ At
Y,X
i .
That is, the Atiyah classes are natural.
Proof. The Atiyah class is closed since (with d = dY⊗X)
[d,Ati] = [d, [d, ∂ti]] = 0 .
If κ : Y ⊗X −→ Y ′ ⊗X ′ is any k[x, y, z]-linear even closed operator,
[κ, [d, ∂ti ]] + [∂ti , [κ, d]] + [d, [∂ti , κ]] = 0
from which we deduce that [∂ti , κ] is a homotopy establishing (3.7).
The other ingredient in defining the Clifford action are the partial derivatives ∂yi(dX),
as discussed in Section 2.3. On Y ⊗X we have the odd operator ∂yi(dX) = 1 ⊗ ∂yi(dX)
which is a homotopy for the action of ∂yi(V −W ) = ∂yi(V ). Hence when we pass to the
quotient, ∂yi(dX) is a closed odd operator on Y |X .
19
Definition 3.10.On Y |X we define odd k[x, z]-linear closed operators
(3.8) γi = Ati , γ
†
i = −∂yi(dX)−
1
2
∑
q
∂yq∂yi(V ) Atq .
For a concrete example, see Section 4.5.
Theorem 3.11. Given matrix factorisations Y,X as above, the data
(3.9) Y |X =
(
Y ⊗k[y] JV ⊗k[y] X, {γi, γ
†
i }
m
i=1
)
defines a representation of Cm in the homotopy category of matrix factorisations, that is,
the γi, γ
†
i satisfy the Clifford relations (2.6) up to homotopy.
Proof. This will follow from the considerations of Section 4.3 but we feel it is worthwhile
to give a direct proof, both to demonstrate how straightforward it is and in order to have
written down explicit homotopies for the various relations.
With d = dY⊗X the differential on Y |X , we have by the graded Jacobi identity
[Ati,Atj ] = [Ati, [d, ∂tj ]]
= −[∂tj , [Ati, d]]− [d, [∂tj ,Ati]]
= [d,−[∂tj ,Ati]] .
Hence [γi, γj] = [d, hij] where hij = −[∂tj ,Ati]. Next we compute
[∂yi(dX),Atj] = [∂yi(dX), [d, ∂tj ]]
= −[∂tj , [∂yi(dX), d]] + [d, [∂tj , ∂yi(dX)]]
= −[∂tj , ti] + [d, [∂tj , ∂yi(dX)]]
= −δij + [d, [∂tj , ∂yi(dX)]] .
Again we set gij = [∂tj , ∂yi(dX)] for later use. We compute that
[γ†i , γj] =
[
− ∂yi(dX)−
1
2
∑
q
∂yq∂yi(V ) Atq,Atj
]
= δij − [d, gij]−
1
2
∑
q
∂yq∂yi(V )[Atq,Atj]
= δij − [d, gij]−
1
2
∑
q
∂yq∂yi(V )[d, hqj]
= δij +
[
d,−gij −
1
2
∑
q
∂yq∂yi(V )hqj
]
.
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Finally, using Lemma 2.14
[γ†i , γ
†
j ] =
[
∂yi(dX) +
1
2
∑
q
∂yq∂yi(V ) Atq , ∂yj (dX) +
1
2
∑
q
∂yq∂yj (V ) Atq
]
= [∂yi(dX), ∂yj (dX)] +
1
2
∑
q
∂yq∂yj (V )
[
∂yi(dX),Atq
]
+
1
2
∑
q
∂yq∂yi(V )
[
Atq, ∂yj (dX)
]
+
1
4
∑
p,q
∂yp∂yi(V )∂yq∂yj (V )
[
Atp,Atq
]
= ∂yiyj(V ) + [d,−∂yj∂yi(dX)]
+
1
2
∑
q
∂yq∂yj (V )
(
−δiq + [d, [∂tq , ∂yi(dX)]]
)
+
1
2
∑
q
∂yq∂yi(V )
(
−δjq + [d, [∂tq , ∂yj(dX)]]
)
+
1
4
∑
p,q
∂yp∂yi(V )∂yq∂yj (V )[d,−[∂tq ,Atp]]
= [d, cij]
where
cij = −∂yj∂yi(dX) +
1
2
∑
q
∂yq∂yj (V )[∂tq , ∂yi(dX)]
+
1
2
∑
q
∂yq∂yi(V )[∂tq , ∂yj(dX)]
−
1
4
∑
p,q
∂yp∂yi(V )∂yq∂yj (V )[∂tq ,Atp] .
Lemma 3.12. Given morphisms φ : X −→ X ′, ψ : Y −→ Y ′, the morphism of matrix
factorisations ψ | φ is a morphism of Cm-representations in the homotopy category.
Proof. This follows easily from the fact that Atiyah classes are natural (Lemma 3.9) and
the homotopies ∂yi(dX) are central (Lemma 2.13).
Proposition 3.13. The cut operation defines a functor
(3.10) C(V, U)⊗k C(W,V ) −→ C(W,U)
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Proof. What we have done so far in this section defines a functor
hmf(k[y, z], U − V )⊗ hmf(k[x, y], V −W ) −→ hmf(k[x, z], U −W )ω•
and since the latter category is idempotent complete, this lifts to a functor
hmf(k[y, z], U − V )ω ⊗ hmf(k[x, y], V −W )ω −→ hmf(k[x, z], U −W )ω• .
Explicitly, this functor is given for (Y, eY ) ∈ C(V, U) and (X, eX) ∈ C(W,V ) by
(Y, eY ) | (X, eX) = (Y |X, eY | eX) .
Now suppose we have representations (Y, {ρj , ρ
†
j}
r
j=1) of Cr in C(V, U) and (X, {τl, τ
†
l }
s
l=1)
of Cs in C(W,V ). Here Y,X may come equipped with idempotents but these are easily
handled so we ignore them in what follows. Since the cut operation is functorial, we have
representations of Cr and Cs on Y |X given by{
ρj | 1X, ρ
†
j | 1X
}r
j=1
,
{
1Y | τl, 1Y | τ
†
l
}s
l=1
.
The operators from the action of Cr anticommute with the operators from the action of
Cs because they act on different components of a tensor product. Moreover, both actions
anticommute with the new Cm action {γi, γ
†
i }
m
i=1 coming from the cut, by Lemma 3.12.
Thus Y |X is equipped with the structure of a Cr⊗Cm⊗Cs ∼= Cr+m+s-representation.
Definition 3.14.A (super)bicategory without units has all the data and satisfies all the
conditions of a (super)bicategory, with the exception of the existence of unit 1-morphisms,
unitors, and their coherence diagram.
Definition 3.15.The superbicategory without units C has
• Objects: same as LG, that is, potentials (x,W ).
• 1- and 2-morphisms: defined by (3.1).
• Composition: defined by the cut operation (3.10).
• Associators: given a triple of composable 1-morphisms
(3.11) (q, Q) (y, U)
Zoo (z, V )
Yoo (x,W )
Xoo .
with V ∈ k[z1, . . . , zm] and U ∈ k[y1, . . . , yp] the isomorphism
α : Z | (Y |X) −→ (Z | Y ) |X,
z ⊗ (y ⊗ x) 7→ (z ⊗ y)⊗ x
is Cm ⊗ Cp-linear (see Lemma 3.16 below) and is the associator for C.
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Lemma 3.16. The morphism α : (Z | Y ) |X −→ Z | (Y |X) is Cm ⊗ Cp-linear.
Proof. We prove the Cp-linearity of α, the proof for Cm is similar. The algebra Cp acts on
the cut between Z and Y involving the variables y1, . . . , yp. The action on Z | (Y |X) =
Z ⊗ JU ⊗ (Y ⊗ JV ⊗X) is via 1⊗ (∂yi(dY )⊗ 1) and the Atiyah classes of
M = Z ⊗k[y] k̂[y]⊗k[y]
(
Y ⊗k[z] JV ⊗k[z] X
)
relative to the ring morphism k[q, x] −→ k[q, x][∂y1U, . . . , ∂ypU ]. Specifically, the generator
γi of Cp is the commutator [dM , ∂s] where s = ∂yiU . But this operator can be identified
with an Atiyah class of
(3.12) Z ⊗k[y] k̂[y]⊗k[y]
(
Y ⊗k[z] k̂[z]⊗k[z] X
)
relative to the ring morphism
(3.13) k[q, x] −→ k[q, x][∂y1U, . . . , ∂ypU, ∂z1V, . . . , ∂zmV ] .
By the same argument the action of Cp on (Z | Y ) |X is via (1 ⊗ ∂yi(dY )) ⊗ 1 and the
Atiyah classes of
(
Z⊗k[y] k̂[y]⊗k[y] Y
)
⊗k[z] k̂[z]⊗k[z]X relative to the same ring morphism
(3.13). It is therefore clear that the associator α identifies these two actions.
Proposition 3.17. Thus defined C is a superbicategory without units.
Proof. The only thing to check is the coherence of the associator, which is trivial.
Remark 3.18.The cut operation presented here refines earlier work in [15]. To see
the connection, recall the idempotent em ∈ Cm of Definition 2.18 which corresponds to
projection onto k · 1 ⊂ Sm. The projector onto top degree k · θ1 · · · θm ⊂ Sm is
e′m = γ
†
1 · · · γ
†
mγm · · · γ1 .
Observe that each of the γ†i ’s acts as −∂yi(dX) because all of the γj’s to the right. Hence
e′m = (−1)
(m2 )γ†1 · · · γ
†
mγ1 · · · γm
= (−1)(
m+1
2 )λ1 · · ·λmAt1 · · ·Atm .
which is precisely the idempotent which appears in [15, Corollary 10.4].
In ibid. we constructed finite models of convolutions Y ◦X one pair (Y,X) at time. To
make this assignment of finite models coherently for all 1-morphisms in LG simultaneously
it is natural to identify the Clifford actions which underlie the idempotents, as we do here.
Remark 3.19.There is a question of whether or not the Cm-action on Y |X is canonical,
since it depends on the choice of connection ∇ and on a choice of homogeneous basis for X
and Y . But Atiyah classes are independent, up to homotopy, of the choice of connection.
23
4 The equivalence of C and LG
We prove that the cut functor defined in Section 3 models composition in LG by providing
an equivalence of this superbicategory with C. This is done by presenting the cut Y |X
with its Clifford action as the solution of the problem of finding a finite model for the
matrix factorisation Y ⊗X over k[x, z].
As was mentioned in Section 2.2, Y ⊗X is a matrix factorisation of infinite rank over
k[x, z]. The obvious notion of a “finite model” would be a finite rank matrix factorisation
to which Y ⊗X is homotopy equivalent, but providing such a finite model generically seems
impossible. We propose a different notion of finite model based on Clifford representations,
and solve the problem in this setting. The solution we give here builds on earlier progress
on this problem with Dyckerhoff [15].
Setup 4.1. The situation is as follows:
• (x,W ), (y, V ), (z, U) are objects of LG with k[y] = k[y1, . . . , ym].
• Y is a finite rank matrix factorisation of U − V over k[y, z].
• X is a finite rank matrix factorisation of V −W over k[x, y].
The strategy is to consider the direct sum of (shifted) copies
(4.1) Sm ⊗k (Y ⊗X) = (Y ⊗X)⊕ (Y ⊗X)[1]⊕ (Y ⊗X)⊕ · · ·
where Sm is the exterior algebra viewed as a Z2-graded k-module
Sm =
∧
(k[1]⊕m) .
We find a finite model of this larger object, and in addition record a method of extracting
the subobject Y ⊗X . Some necessary background is presented in Section 4.1 and Section
4.2, and finally the full construction is presented in Section 4.3. The overall strategy is:
Strategy 4.2.We show there is a differential dK (K stands for Koszul) such that
1) The complex (Sm⊗k(Y ⊗X), dK) has a finite model: there is a homotopy equivalence
(4.2) (Y |X, 0) ∼=
(
Sm ⊗k (Y ⊗X), dK
)
over k[x, z] where Y |X is the graded module from Section 3.
2) The perturbation lemma (Section 4.1) promotes this to a homotopy equivalence
(4.3) (Y |X, dY⊗X) ∼=
(
Sm ⊗k (Y ⊗X), dK + dY⊗X
)
by mixing in the differential dY⊗X on both sides.
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3) Using Section 4.2 we show there is a homotopy equivalence
(4.4)
(
Sm ⊗k (Y ⊗X), dK + dY⊗X
)
∼=
(
Sm ⊗k (Y ⊗X), dY⊗X
)
.
4) Combining (4.3) and (4.4) we have the desired finite model
(4.5) (Y |X, dY⊗X) ∼= (Sm ⊗k (Y ⊗X), dY⊗X) .
There is a canonical action of the Clifford algebra Cm on Sm and thus on the
right hand side, which “remembers” how to extract Y ⊗X from this larger object.
Transferring this action yields the operators {γi, γ
†
i }
m
i=1 on Y |X from Section 3.
In conclusion, there is an isomorphism of Clifford representations (4.5) in the homotopy
category of finite rank matrix factorisations of U −W over k[x, z], and this is our solution
to the problem of finding a finite model of Y ⊗X . Once we have established all of this,
proving that C and LG are equivalent bicategories will be straightforward.
4.1 Homological perturbation and fixed points
A fundamental role in this paper is played by the homological perturbation lemma. While
this result is usually stated for complexes the standard results generalise immediately to
linear factorisations, and in this section we collect these standard results. But we begin
by recalling the motivating problem for which the perturbation lemma is the solution.
Let Q be a complex of vector spaces (possibly infinite dimensional) with finite dimen-
sional cohomology, so that Q contains in some sense only a “finite” amount of information.
One way of making this finiteness manifest is to simply list the cohomology groups of Q,
but a more flexible and categorical solution is to find a finite representative in the homo-
topy equivalence class of Q.
A deformation retract of complexes is a pair of morphisms
(4.6) C
σ
// Q,
πoo
φ
and a degree −1 operator φ : Q −→ Q satisfying πσ = 1C , σπ = 1Q − [dQ, φ] so that π, σ
are mutually inverse homotopy equivalences. A deformation retract is strong if it satisfies
some additional conditions, listed below. The point is that if C is finitely generated, then
(4.6) gives the desired finite representative in the homotopy equivalence class of Q.
Example 4.3.Consider the following diagram of complexes of k-vector spaces
0

// k[x]
oo
x

k
σ
// k[x]
πoo
φ
hh
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in which the first column is the complex C which has k concentrated in degree zero, and
the second column Q is the Koszul complex on x. The map π : k[x] −→ k sends every
polynomial to its constant term, while σ : k −→ k[x] is the inclusion of the constants.
The operator φ is defined by φ(xn) = xn−1 and φ(1) = 0. Together these maps are a
deformation retract giving k as the “finite model” of Q.
Suppose now that a deformation retract computing a finite representative for Q cannot
be found immediately, but that we know how to decompose the differential as dQ = d+ τ
in such a way that there is a finite representative for the complex (Q, d). The perturba-
tion lemma allows us, with some conditions, to “mix in” the operator τ to obtain a finite
model for the original complex Q.
Let R be a commutative ring andW ∈ R. Everything we say applies, in the case where
W = 0, to both Z2-graded and Z-graded complexes. For our purposes the reformulation
of the perturbation lemma in terms of fixed points by Barnes and Lambe is more natural,
so we emphasise the “splitting homotopies” of [1].
Definition 4.4.A splitting homotopy on a linear factorisation (A, d) of W is a degree −1
operator φ on A satisfying
(i) φ2 = 0,
(ii) φdφ = φ.
A morphism (A, d, φ) −→ (A, d′, φ′) of splitting homotopies is a morphism α : A −→ A′
of linear factorisations satisfying φ′α = αφ.
The condition (ii) says that φ is a fixed point of the operator F (x) = xdx.
Definition 4.5.A strong deformation retract of linear factorisations of W is a pair of
morphisms of linear factorisations
(4.7) (M, d)
σ
// (A, d),
πoo
φ
together with a degree −1 operator φ : A −→ A satisfying
(i) πσ = 1M ,
(ii) σπ = 1A − [d, φ],
(iii) φ2 = 0,
(iv) φσ = 0,
(v) πφ = 0.
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A morphism of strong deformation retracts is a a pair of morphisms of linear factorisations
α : (M, d) −→ (M ′, d′) and β : (A, d) −→ (A′, d′) satisfying βσ = σ′α, απ = π′β, that is,
making the two squares implicit in the diagram
(M, d)
α

σ
// (A, d)
β

πoo
(M ′, d′)
σ′
// (A
′, d′)
π′oo
commute, and in addition satisfying φ′β = βφ.
Remark 4.6.We follow the conventions of [1] in defining strong deformation retracts; up
to a sign this the same as the special deformation retracts of [12] and [15]. Namely, a
strong deformation retract in the above sense is the same as a special deformation retract
in the sense of ibid. with h = −φ.
Lemma 4.7. There is an equivalence between the category of splitting homotopies C1 and
the category of strong deformation retracts C2.
Proof. We briefly recall the construction from [1, p.883], which is not stated in terms of
categories but is obviously functorial. Given a strong deformation retract (4.7) the data
(A, φ) is a splitting homotopy. In the reverse direction, if (A, φ) is a splitting homotopy
then e = 1A − [d, φ] is idempotent and we define the linear factorisation M = im(e) with
the associated projection π and inclusion σ. Then this is a strong deformation retract,
together with the original φ.
Here is the problem that the formalism is designed to solve: suppose (A, d) is a linear
factorisation of W and that τ is a degree +1 operator on A such that (A, d+ τ) is a linear
factorisation of V (possibly different to W ). This τ is called the perturbation.
Definition 4.8.Given a splitting homotopy φ on (A, d) and a perturbation τ in the above
sense, the transference problem is to find a splitting homotopy φ′ on (A, d+ τ) such that
Im(e) ∼= Im(e′) as graded R-modules, where e = 1A − [d, φ] and e
′ = 1A − [d+ τ, φ
′].
That is, with ξ = d+ τ the problem is to find a fixed point of the operator
F (x) = xξx
among operators with x2 = 0 satisfying the boundary condition Im(1A − [d, x]) ∼= Im(e).
If φτ has finite order, i.e. (φτ)m = 0 for some m, then
(4.8) φ∞ =
∑
m≥0
(−1)m(φτ)mφ = φ− φτφ+ φτφτφ− · · ·
is a solution of this fixed point problem:
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Theorem 4.9 (Perturbation lemma). Suppose φτ has finite order. Then φ∞ is a splitting
homotopy on the linear factorisation (A, ξ = d+τ) and satisfies the isomorphism condition
in the transference problem.
Proof. The proof for complexes [1, p.886] goes through unchanged for linear factorisations,
with some minor modifications that are elaborated in [7, §2.5].
The more common statement of the basic perturbation lemma involves the deformation
retract corresponding to the splitting homotopy φ∞ under the equivalence of Lemma 4.7.
The statement is that given a splitting homotopy φ as above with associated deformation
retract (4.7) there is a strong deformation retract
(4.9) (M, d∞)
σ∞
// (A, ξ = d+ τ),
π∞oo
φ∞
where C = τ(1 + φτ)−1 =
∑
m≥0(−1)
mτ(φτ)m and
σ∞ = σ − φCσ,
π∞ = π − πCφ,
d∞ = d+ πCσ .
As explained in [1], to derive these formulas one has only to notice that the sub-complex
in the deformation retract associated to φ∞ can, by the isomorphism
Im(1− [ξ, φ∞]) ∼= Im(e) = M
be identified with M , and the induced maps are the σ∞, π∞, d∞ given above. It is also
possible to give a direct proof as in [12]. In applications the most important output of
the construction are the formulas (4.8) for φ∞ and
(4.10) σ∞ =
∑
m≥0
(−1)m(φτ)mσ ,
which follows easily from the above.
4.2 Clifford actions and Koszul complexes
Let R be a k-algebra and (X, d) a complex of R-modules on which t1, . . . , tm ∈ R act
null-homotopically. Tensoring X with the Koszul complex K(ti) yields the same complex
as taking the cone of ti ·1X ≃ 0 : X −→ X , and therefore we have a homotopy equivalence
(4.11) K(ti)⊗R X ∼= cone(ti · 1X) ∼= X ⊕X [1] ∼= (k ⊕ k[1])⊗k X .
Iterating this operation we obtain a homotopy equivalence with K = K(t1, . . . , tm),
(4.12) K ⊗R X ∼=
∧
(k[1]⊕m)⊗k X
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where the left hand side is a complex with differential dK + d and the right hand side has
only the differential d. On the right hand side we have an obvious action of
(4.13) Cm = Endk
(∧
(k[1]⊕m)
)
and the purpose of this section is to compute the corresponding action of Cm via closed
odd endomorphisms of the complex K ⊗R X . In fact we will do this more generally:
Setup 4.10. Let R be a k-algebra and write ⊗ for ⊗R. Let (X, d) be a linear factorisation
of W ∈ R and t1, . . . , tm a sequence of elements of R acting null-homotopically on X. We
choose odd R-linear operators λi on X with [λi, d] = ti · 1X for 1 ≤ i ≤ m.
Remark 4.11.All equalities in this section mean equalities of linear maps. If we mean
homotopy, we will explicitly write ≃.
We introduce formal variables θ1, . . . , θm of odd degree and set
Sm =
∧
(kθ1 ⊕ · · · ⊕ kθm) .
On this Z-graded k-module there are canonical odd k-linear operators θi, θ
∗
i defined as in
Definition 2.16. The Koszul complex K of the sequence t1, . . . , tm is defined by
(4.14) K = Sm ⊗k R, dK =
m∑
i=1
tiθ
∗
i .
The tensor products K ⊗ X = (K ⊗ X, d + dK) and Sm ⊗k X = (Sm ⊗k X, d) are both
linear factorisation of W with isomorphic underlying graded modules. On this underlying
graded module K ⊗ X ∼= Sm ⊗k X we have the odd R-linear operators θ
∗
k = θ
∗
k ⊗ 1 and
θk = θk ⊗ 1 and we introduce the following even R-linear operators
δ =
m∑
i=1
λiθ
∗
i ,
exp(−δ) =
∑
n≥0
(−1)n
1
n!
δn .
Observe that δ is nilpotent so the exponential makes sense.
Proposition 4.12. There are mutually inverse isomorphisms of linear factorisations
(4.15) K ⊗X
exp(δ)
//
Sm ⊗k X
exp(−δ)
oo
where the left hand side has differential d+ dK and the right hand side has d.
29
We break the proof into a series of lemmas:
Lemma 4.13. [d, δn] = nδn−1dK for n ≥ 1.
Proof. The case of n = 1 is clear
[d, δ] =
∑
i
[d, λi]θ
∗
i = dK .
For n > 1 we use the case n = 1 to show that
[d, δn] =
n−1∑
i=0
δi[d, δ]δn−i−1 =
n−1∑
i=0
δidKδ
n−i−1 =
n−1∑
i=0
δiδn−i−1dK = nδ
n−1dK .
Lemma 4.14. [d, exp(−δ)] = − exp(−δ)dK and [d, exp(δ)] = exp(δ)dK.
Proof. We prove the first identity using Lemma 4.13, the second is the same:
[d, exp(−δ)] =
∑
n≥1
(−1)n
n!
[d, δn]
=
∑
n≥1
(−1)n
n!
nδn−1dK
= −
∑
n≥0
(−1)n
n!
δndK
= − exp(−δ)dK
Proof of Proposition 4.12. It suffices to show exp(−δ) is a morphism of linear factorisa-
tions. But using Lemma 4.14
(d+ dK) exp(−δ)− exp(−δ)d = [d, exp(−δ)] + dK exp(−δ) = 0
and similarly for the other equation.
Definition 4.15.Let γ be a homogeneous R-linear operator on Sm ⊗k X . We define the
transfer T (γ) to be the homogeneous R-linear operator on K⊗X induced by γ using the
equivalence (4.15), that is,
(4.16) T (γ) = exp(−δ)γ exp(δ) .
Remark 4.16.We do not necessarily require that γ be closed, but since
(4.17) [T (γ), dK + d] = T ([γ, d])
if γ is a closed operator then so is T (γ).
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Of particular interest are the transfers of the generators θi, θ
∗
i of the Clifford action.
The transfer of the contraction operator θ∗i is easy:
Lemma 4.17. T (θ∗i ) = θ
∗
i .
Proof. Since θ∗i anticommutes with δ.
However the calculation of T (θi) is much more involved. To compute T (γ) the strategy
is to try and commute γ past exp(−δ) and see what happens. To this end we must first
compute [γ, δm]. We begin the calculations with some general statements about graded
commutators.
To this end let A be a Z-graded Q-algebra and a, b, c homogeneous elements.
Lemma 4.18. We have
[ab, c] = a[b, c] + (−1)|b||c|[a, c]b ,(4.18)
[a, bc] = [a, b]c + (−1)|a||b|b[a, c] .(4.19)
We adopt the following notation for iterated commutators
Definition 4.19.The iterated commutator [a, b](n) is defined by [a, b](0) = b and
[a, b](n+1) = [a, [a, b](n)] .
Observe that [a, b](n) is a linear function of b, but not a.
Lemma 4.20. For n ≥ 1 we have
[a, bn] =
n−1∑
i=0
(−1)i|a||b|bi[a, b]bn−i−1 .
Proof. Easy proof by induction using (4.19).
Lemma 4.21. For n ≥ 1 we have
(4.20) an[a, b] =
∑
0≤i,j≤n
i+j=n
(
n
i
)
[a, b](i+1)aj .
Proof. By induction, with the case n = 1 being clear. Using the inductive hypothesis
an+1[a, b] =
∑
i+j=n
(
n
i
)
a[a, b](i+1)aj =
∑
i+j=n
(
n
i
)[
[a, b](i+2)aj + [a, b](i+1)aj+1
]
.
The powers of a range from 0 to n+ 1 and the coefficient of aj for 1 ≤ j ≤ n is(
n
n− j
)
[a, b](n−j+2) +
(
n
n− j + 1
)
[a, b](n−j+2) =
(
n + 1
n + 1− j
)
[a, b](n−j+2) .
The coefficient of a0 is [a, b](n+2) and the coefficient of an+1 is [a, b](1), so we are done.
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Lemma 4.22. Let odd elements ai, bi ∈ A be given for 1 ≤ i ≤ m such that [ai, bj ] = 0
for all 1 ≤ i, j ≤ m and define
D =
m∑
i=1
aibi .
Suppose [bi, c] = 0 for 1 ≤ i ≤ m. Then for n ≥ 0
(4.21) [D, c](n) = (−1)n|c|
∑
1≤q1,...,qn≤m
[aqn , [aqn−1, . . . , [aq1, c] · · · ]]bq1 · · · bqn .
Proof. For convenience we introduce, for any tuple of indices q = (q1, . . . , qn) of integers
1 ≤ qi ≤ m, the notation
τq = [aqn , [aqn−1 , . . . [aq1 , c] · · · ](4.22)
bq = bq1 · · · bqn .(4.23)
For n = 0 the right hand side of (4.21) is c by convention, so the statement is trivial. We
compute using the inductive hypothesis that
[D, c](n+1) = [D, [D, c](n)]
=
[
D, (−1)n|c|
∑
q
τqbq
]
= (−1)n|c|
∑
q
∑
i
[aibi, τqbq]
= (−1)n|c|
∑
q
∑
i
(aibiτqbq − τqbqaibi)
= (−1)n|c|
∑
q
∑
i
(
(−1)|c|aiτqbqbi − (−1)
nτqaibqbi
)
= (−1)(n+1)|c|
∑
q,i
[ai, τq]bqbi
which completes the proof.
Eventually we are going to substitute ai = λi, bi = θ
∗
i so that D = δ, and we will take
further c = γ. In this notation, the aim of all of this is to compute the commutators
[c,Dn] and then [c, exp(−D)]. Since most of the calculation can be done in A, we stick to
the general setting as long as possible, and maintain the notation ai, bi, c, D and (4.22),
(4.23) of the previous lemma.
Lemma 4.23. For n ≥ 1
[c,Dn] =
n−1∑
i=0
(−1)(i+1)|c|+1
∑
i≤p≤n−1
(
p
i
) ∑
q=(q1,...,qi+1)
τqbqD
n−i−1 .
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Proof. By Lemma 4.20 we have
(4.24) [c,Dn] =
n−1∑
p=0
Dp[c,D]Dn−p−1 = −
n−1∑
p=0
Dp[c,D]Dn−p−1 .
Then using Lemma 4.21 this becomes
(4.25) −
n−1∑
p=0
∑
i+j=p
(
p
i
)
[D, c](i+1)Dn−p−1+j
which by Lemma 4.22 equals
(4.26)
n−1∑
p=0
∑
i+j=p
(
p
i
)
(−1)(i+1)|c|+1
∑
q=(q1,...,qi+1)
τqbqD
n−i−1
which is what we needed to show.
Putting this all together:
Proposition 4.24. Let A be a Z2-graded Q-algebra and
• Let ai, bi ∈ A be odd elements with [ai, bj] = 0 for 1 ≤ i, j ≤ m.
• Assume that D =
∑m
i=1 aibi has finite order, that is, D
r = 0 for some r > 0.
• Let c ∈ A be an odd element, with [bi, c] = 0 for 1 ≤ i ≤ m.
Then
(4.27) [c, exp(−D)] = −
∑
n≥1
1
n!
∑
q1,...,qn
[aqn , [aqn−1, . . . [aq1, c] · · · ]bq1 · · · bqn exp(−D) .
Proof. Using Lemma 4.23
[c, exp(−D)] =
∑
n≥0
(−1)n
n!
[c,Dn]
=
∑
n≥0
(−1)n+i
n!
n−1∑
i=0
∑
i≤p≤n−1
(
p
i
) ∑
q=(q1,...,qi+1)
τqbqD
n−i−1 .
Rewriting this sum in terms of the variable t = n− i− 1 yields
−
∑
t≥0
∑
i≥0
(−1)t
(t+ i+ 1)!
∑
i≤p≤t+i
(
p
i
) ∑
q=(q1,...,qi+1)
τqbqD
t .
Using Lemma 4.25 below this may be rewritten as
−
∑
t≥0
∑
i≥0
(−1)t
t!
1
(i+ 1)!
∑
q=(q1,...,qi+1)
τqbqD
t
which clearly agrees with (4.27).
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Lemma 4.25. For integers a, b ≥ 0
(4.28)
b!
(a+ b+ 1)!
∑
a≤n≤a+b
(
n
a
)
=
1
(a+ 1)!
Proof. Denoting the left hand side of (4.28) by Ωa,b the proof is an induction on b, i.e. by
computing Ωa,b+1 in terms of Ωa,b.
Now let us return to the original problem, of calculating the transfer T (γ) from Defi-
nition 4.15. We will only need this in the following special case:
Corollary 4.26. Let γ be an odd R-linear operator on X. Then
(4.29) T (γ) = γ +
∑
n≥1
∑
q1,...,qn
1
n!
[λqn, [λqn−1 , . . . [λq1 , γ] · · · ]]θ
∗
q1
. . . θ∗qn
is the tranferred operator on K ⊗X, where the qj’s range over 1, . . . , m.
Proof. This is immediate from Proposition 4.24, substituting ai = λi, bi = θ
∗
i , c = γ, since
exp(−D)c exp(D) = c− [c, exp(−D)] exp(D) .
Remark 4.27.Observe that since the θ∗i square to zero, only sequences of distinct indices
q1, . . . , qn contribute in the sum (4.29). The low order terms are
(4.30) T (γ) = γ +
∑
q
[λq, γ]θ
∗
q +
1
2
∑
p,q
[λp, [λq, γ]]θ
∗
qθ
∗
p + · · ·
Finally, we compute the transfer of the operator θi on Sm ⊗k X :
Theorem 4.28. We have
(4.31) T (θi) = θi −
∑
n≥0
∑
q1,...,qn
1
(n + 1)!
[λqn , [λqn−1, [· · ·
[
λq1, λi] · · · ]θ
∗
q1 · · · θ
∗
qn .
Proof. Observe that Corollary 4.26 and the preceeding developments do not apply directly
to θi, because [θ
∗
j , θi] = δij whereas we have required the commutator [bj , c] = 0 to vanish
in the above. However, we do have
[δ, θi] =
∑
j
[λjθ
∗
j , θi] =
∑
j
λjδij = λi .
And we can adjust the calculations above as follows. Firstly, using Lemma 4.21 we obtain
δp[δ, θi] =
∑
i+j=p
(
p
i
)
[δ, θi]
(i+1)δj =
∑
i+j=p
(
p
i
)
[δ, λi]
(i)δj .
Tracking this through the rest of the calculation, as above, yields (4.31).
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Remark 4.29.The low order terms of (4.31) are
(4.32) T (θi) = θi − λi −
1
2
∑
q
[λq, λi]θ
∗
q + · · ·
It is immediate that
Theorem 4.30. The closed odd operators T (θi) and T (θ
∗
i ) = θ
∗
i on the linear factorisation
(K ⊗X, dK + d) form a representation of the Clifford algebra Cm.
By construction, Proposition 4.12 is now promoted to an isomorphism of representa-
tions of Cm, with T (θi), T (θ
∗
i ) acting on K ⊗X and the θi, θ
∗
i acting on Sm ⊗k X .
Remark 4.31. Suppose for each pair 1 ≤ i, j ≤ m that up to homotopy
(4.33) [λi, λj] ≃ fij · 1X
for elements fij ∈ R. Then the formula for T (θi) simplifies substantially: for any indices
i, j, k we have [λi, [λj, λk]] ≃ [λi, fjk] = 0 so that (4.31) becomes
(4.34) T (θi) ≃ θi − λi −
1
2
∑
q
fqiθ
∗
q .
4.3 The finite model
We proceed to rediscover Y |X with its Clifford action as a finite model of Y ⊗X . Using
this we prove in the next section that C and LG are equivalent bicategories. The notation
is as in Setup 4.1. We introduce formal variables θi of odd degree and set
Sm =
∧
(kθ1 ⊕ · · · ⊕ kθm) .
The Koszul complex K of the sequence t1, . . . , tm (where ti = ∂yiV ) is defined by
(4.35) K = Sm ⊗k k[y], dK =
m∑
i=1
tiθ
∗
i .
According to Strategy 4.2 the first step is to find a finite model of
(K ⊗k[y] (Y ⊗X), dK) = (Sm ⊗k (Y ⊗X), dK) .
First step. A finite model for (K, dK) is obtained using connections. The connection ∇
of (3.5) extends canonically to an operator on k̂[y] ⊗k[t] Ω
∗
k[t]/k where Ω
∗ =
∧
Ω1 is the
exterior algebra. By identifying dti with θi we may make the identification
K̂ := K ⊗k[y] k̂[y] ∼= Ω
∗
k[t]/k ⊗k[t] k̂[y]
so that∇ becomes identified with a degree −1 k-linear operator on K̂. It is straightforward
to check (see [15, Lemma 8.7]) that [dK ,∇] is invertible on the graded submodule K̂≤−1
of negative degree terms (in the usual Z-grading on the Koszul complex) and we define
H = [dK ,∇]
−1∇ .
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Proposition 4.32. H is a k-linear splitting homotopy on the complex (K̂, dK).
Proof. See [15, Section 8.1].
The associated strong deformation retract of Z-graded k-complexes is
(4.36) (JV , 0)
σ
// (K̂, dK),
πoo
H
where JV is the Jacobi algebra from (3.2), π : K̂ −→ JV is the canonical quasi-isomorphism
which vanishes on K≤−1 and is in degree zero the quotient map k̂[y] −→ JV , and σ is a
k-linear embedding of JV into k̂[y] uniquely determined by ∇. The splitting homotopy
H , or equivalently the deformation retract (4.36), is the desired finite model of K̂. Note
that (4.36) is [15, (10.1)], modulo the sign difference referred to in Remark 4.6.
Recall that the tensor product Y ⊗̂X of (3.4) is a finite rank matrix factorisation of
U −W over R = k[x, z] ⊗k k̂[y]. The connection ∇ extends to a standard k[x, z]-linear
flat connection on R. A choice of homogeneous basis for X and Y allows us to write
Y ⊗X ∼= k[x, y, z]⊗k Q for some Z2-graded free k-module Q, so
(4.37) K̂ ⊗
k̂[y]
(Y ⊗̂X) ∼= K̂ ⊗k̂[y] (R⊗k Q)
∼= K̂ ⊗k k[x, z]⊗k Q
In this way the k-linear splitting homotopy H on K̂ induces a k[x, z]-linear operator H⊗1
on K̂ ⊗
k̂[y]
(Y ⊗̂X), which we again denote by H . It is immediate that
Lemma 4.33. H is a k[x, z]-linear splitting homotopy on (K̂ ⊗
k̂[y]
(Y ⊗̂X), dK).
The associated strong deformation retract is
(Y |X, 0)
σ
// (K̂ ⊗k̂[y] Y ⊗̂X, dK),
πoo
H
The map π is R-linear induced by the map π : K̂ −→ JV , and σ = 1⊗ σ is defined using
map σ of (4.36) and the isomorphism (4.37). This is the desired finite model of K⊗Y ⊗X
equipped with only the differential dK .
Second step. We now view dY⊗X as a perturbation. The transference problem asks
how to define a splitting homotopy φ∞ on the matrix factorisation (K̂ ⊗k̂[y] Y ⊗̂X, dK +
dY⊗X) in such a way that the underlying graded module is Y |X . Since HdY⊗X has finite
order, it follows from the perturbation lemma (Theorem 4.9) with τ = dY⊗X , φ = H that
φ∞ =
∑
m≥0
(−1)m(HdY⊗X)
mH
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is k[x, z]-linear splitting homotopy achieving the desired aim. That is, by [15, Proposition
7.1] φ∞ is a k[x, z]-linear splitting homotopy on K̂ ⊗k̂[y] Y ⊗̂X and with
σ∞ =
∑
m≥0
(−1)m(HdY⊗X)
mσ
there is a k[x, z]-linear strong deformation retract of linear factorisations of U −W
(4.38)
(
Y |X, dY⊗X
)
σ∞
//
(
K̂ ⊗
k̂[y]
Y ⊗̂X, dK + dY⊗X
)
,
πoo
φ∞ .
Third step. Since each ti acts null-homotopically on Y ⊗X there is by Section 4.2
an isomorphism of linear factorisations
(4.39)
(
K̂ ⊗
k̂[y]
Y ⊗X, dK + dY⊗X
)
exp(δ)
//
(
Sm ⊗k Y ⊗̂X, dY⊗X
)exp(−δ)oo
where δ =
∑
i λiθ
∗
i for a choice λi of null-homotopy for the action of ti. From the identity
d2X = V −W we deduce that ∂yi(dX)dX + dX∂yi(dX) = ∂yiV = ti so that we may, and do,
choose λi = ∂yi(dX), see Section 2.3.
Fourth step. Combining (4.38) and (4.39) we have a homotopy equivalence of matrix
factorisations over k[x, z]
(4.40) Y |X
σ∞
// K̂ ⊗k̂[y] Y ⊗̂X
πoo
exp(δ)
// Sm ⊗k (Y ⊗̂X)
exp(−δ)
oo
.
By [15, Remark 7.7] the canonical map ǫ : Y ⊗X −→ Y ⊗̂X is a homotopy equivalence
over k[x, z] (here we use that k[y] −→ k̂[y] is flat, see Remark 3.6) so finally we have
Theorem 4.34. There is a homotopy equivalence of matrix factorisations over k[x, z]
(4.41) Y |X
Φ−1
// Sm ⊗k (Y ⊗X)
Φoo
where Φ = π exp(−δ)ǫ and Φ−1 = ǫ−1 exp(δ)σ∞.
The canonical action of Cm on the spinor representation Sm by wedge product and
contraction {θi, θ
∗
i }
m
i=1 (see Lemma 2.17) induces an action of Cm on Sm ⊗k (Y ⊗X). In
Definition 3.10 we gave an action of Cm on the cut Y |X by operators {γi, γ
†
i }
m
i=1, and it
remains to show that these two actions are compatible under (4.41).
Proposition 4.35. The map Φ is an isomorphism of Cm- representations in the homotopy
category. That is, there are homotopies for 1 ≤ i ≤ m
γ†iΦ ≃ Φθi , γiΦ ≃ Φθ
∗
i .
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Proof. We prove that γ†i ≃ ΦθiΦ
−1 and γi ≃ Φθ
∗
iΦ
−1. With the diagram (4.40) in mind,
and following the terminology of Section 4.2, we define the transfers of θi, θ
∗
i from closed
operators on Sm ⊗k (Y ⊗̂X) to operators on the intermediate object K̂ ⊗k̂[y] Y ⊗̂X by
T (θi) = exp(−δ)θi exp(δ) , T (θ
∗
i ) = exp(−δ)θ
∗
i exp(δ) .
Then we use Lemma 2.14, according to which there are homotopies
[λj, λk] = [∂yj (dX), ∂yk(dX)] ≃ ∂yjyk(V ) .
Therefore by Theorem 4.28 and Remark 4.31 we have T (θ∗i ) = θ
∗
i and a homotopy
(4.42) T (θi) ≃ θi − λi −
1
2
∑
q
∂yq∂yi(V )θ
∗
q .
It remains to compute the further transfer of these operators to Y |X . The key point is
proven in Lemma 4.36 below, where we show that there is a homotopy
(4.43) πθ∗q1 · · · θ
∗
ql
σ∞ ≃ Atq1 · · ·Atql
for any indices q1, . . . , ql. Hence
Φθ∗iΦ
−1 ≃ πT (θ∗i )σ∞ = πθ
∗
i σ∞ ≃ Ati = γi .
Since π projects onto θ-degree zero,
ΦθiΦ
−1 ≃ πT (θi)σ∞
≃ −πλiσ∞ −
1
2
∑
q
∂yq∂yi(V )πθ
∗
qσ∞
≃ −λi −
1
2
∑
q
∂yq∂yi(V ) Atq
= γ†i
which completes the proof.
Lemma 4.36. In the context of the diagram (4.40) there is a k[x, z]-linear homotopy
πθ∗q1 · · · θ
∗
ql
σ∞ ≃ Atq1 · · ·Atql
for any sequence of indices 1 ≤ q1, . . . , ql ≤ m.
Proof. This is implicit in [15, Section 10]. The formula σ∞ =
∑
m≥0(−1)
m(HdY⊗X)
mσ is
given there, and with ti = ∂ziV the calculation that takes place in [15, (10.3)] yields
(4.44) σ∞ =
∑
s≥0
∑
p1,...,ps
(−1)(
s+1
2 ) 1
s!
[dY⊗X , ∂tp1 ] · · · [dY⊗X , ∂tps ]θp1 · · · θps + (t terms) .
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That is, σ∞ is given modulo the submodule (t1, . . . , tm)K ⊗Y ⊗X by the formula above.
Since π vanishes on this submodule,
πθ∗q1 · · · θ
∗
ql
σ∞ =
∑
s≥0
∑
p1,...,ps
(−1)(
s+1
2 )
1
s!
πθ∗q1 · · · θ
∗
ql
Atp1 · · ·Atps θp1 · · · θps
=
∑
s≥0
∑
p1,...,ps
(−1)(
s+1
2 )+sl
1
s!
Atp1 · · ·Atps πθ
∗
q1 · · · θ
∗
ql
θp1 · · · θps .
Now π is non-vanishing only on terms of θ-degree zero, so the sum restricts to s = l and
to p a permutation of q. Since
θ∗q1 · · · θ
∗
ql
θqσ(1) · · · θqσ(l) = (−1)
|σ|(−1)(
l
2)
we have, using the fact that the Atiyah classes anti-commute,
πθ∗q1 · · · θ
∗
ql
σ∞ =
∑
σ∈Sl
(−1)|σ|
1
l!
Atqσ(1) · · ·Atqσ(l)
≃ Atq1 · · ·Atql
which completes the proof.
Finally, we will need naturality of Theorem 4.34.
Proposition 4.37. If φ : X −→ X ′ and ψ : Y −→ Y ′ are morphisms of matrix factori-
sations the diagram
(4.45) Y |X
ψ |φ

Sm ⊗k (Y ⊗X)
Φoo
ψ⊗φ

Y ′ |X ′ Sm ⊗k (Y
′ ⊗X ′)
Φ
oo
commutes up to k[x, z]-linear homotopy.
Proof. Given the formula Φ = π exp(−δ)ǫ it is clearly enough to show that ψ | φ commutes
up to homotopy with δ, and for this it is enough to show that there is a homotopy
∂yi(dX′)φ ≃ φ∂yi(dX)
for each i. But this is the content of Lemma 2.13.
This achieves our aim: we took direct sums of copies of Y ⊗X to form Sm⊗k (Y ⊗X)
and then used perturbation to find a finite model of this latter object. It is worth noting
that, in the language of splitting homotopies, the cut Y |X is the solution of a fixed point
problem formulated in terms of linear operators on the initial data Sm ⊗k (Y ⊗X).
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Remark 4.38.The isomorphism of Cm-representations in the homotopy category
Φ : Sm ⊗k (Y ⊗X) −→ Y |X
is straightforward to compute. Firstly, since Φ = π exp(−δ)ε and the operator δ =
∑
i λiθ
∗
i
annihilates the identity of the exterior algebra 1 ∈ Sm, the composite
(4.46) (k · 1)⊗k (Y ⊗X)
inc // Sm ⊗k (Y ⊗X)
Φ // Y |X
is just the quotient map Y ⊗X −→ Y |X , which we write as ν 7→ ν¯. Using
exp(−δ) = 1−
∑
i
λiθ
∗
i −
1
2
∑
i,j
λiλjθ
∗
i θ
∗
j + · · ·
we have for example
Φ(θ1θ2 ⊗ ν) = −
1
2
∑
i,j
πλiλjθ
∗
i θ
∗
j (θ1θ2 ⊗ ν)
=
1
2
(λ1λ2 − λ2λ1) (ν¯) .
4.4 The equivalence of C and LG
The bicategories LG and C have the same objects. Their morphism categories are
C(W,V ) =
(
hmf(k[x, y], V −W )ω
)•
,
LG(W,V ) = hmf(k[x, y], V −W )⊕
with the notation from Section 2.2. These are equivalent supercategories, via the following
chain of equivalences
(4.47) hmf(k[x, y], V −W )ω
ι
tt❥❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
F
))❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙
(
hmf(k[x, y], V −W )ω
)•
hmf(k[x, y], V −W )⊕
ZW,V
oo
where ι is the equivalence of a supercategory with its Clifford thickening, F is the functor
given earlier in (2.3) and we define ZW,V = ι ◦ F
−1 to make the diagram commute.
The functor F is defined by choosing for each object (X, e) a (possibly infinite rank)
matrix factorisation F (X, e) which splits the idempotent e. That is, such that there are
morphisms in the homotopy category
X
f
//
F (X, e)
g
oo
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with fg = 1 and gf = e. The inverse is defined by choosing, for each infinite rank matrix
factorisation T which is a summand in the homotopy category of something finite rank,
an actual finite rank X and morphisms f, g with fg = 1T , and defining
F−1(T ) = (X, gf) .
We may arrange these choices so that if T is already finite rank then F−1(T ) = (T, 1T ).
Definition 4.39.A strong superfunctor F : C −→ D between superbicategories without
units is a strong superfunctor in the sense of Definition 2.9, but without the data related
to units. We say further that F is an equivalence if
• for all a, b ∈ C, Fa,b : C(a, b) −→ D(Fa, Fb) is an equivalence of categories, and
• for all c ∈ D there exists a ∈ C with Fa ∼= c in the sense that there are 1-morphisms
f : Fa −→ c and g : c −→ Fa with fg ∼= 1 and gf ∼= 1.
Theorem 4.40. There is an equivalence Z : LG −→ C of superbicategories without units.
Proof. We define Z to be the identity on objects and ZW,V on 1- and 2-morphisms. The
only remaining content is to produce a 2-isomorphism
(4.48) ϕY,X : ZV,U(Y ) | ZW,V (X) −→ ZW,U(Y ⊗X)
in the usual situation of Setup 4.1, which is natural in both Y and X . Once we have done
this the rest follows by functoriality.
Since Y,X in this case are already finite rank Z(Y ) = Y and Z(X) = X . The
calculation of Z(Y ⊗X) is more interesting, because Y ⊗X is infinite rank over k[x, z].
However we know from Proposition 4.35 that there is an isomorphism in the homotopy
category of (infinite rank) matrix factorisations of U −W over k[x, z]
(4.49) Y |X
Φ−1
// Sm ⊗k (Y ⊗X)
Φoo
where Y |X is finite rank. Recall from Definition 2.18 that the idempotent
em = γ1 · · · γmγ
†
m · · · γ
†
1 ∈ Cm
represents projection onto k·1 in Sm. Since (4.49) is an isomorphism of Cm-representations
the idempotent em acting on Y |X must split to the same thing as the idempotent em
acting on the right hand side, which obviously splits to Y ⊗X . Put differently, there is a
diagram in the homotopy category
Y |X
f
//
Y ⊗X
g
oo
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where g is the quotient map, and fg = 1Y⊗X while gf = em.
2 Then we may take as our
definition
Z(Y ⊗X) = (Y |X, em) .
So the problem is to define a 2-isomorphism (4.48), that is,
ϕY,X : (Y |X, 1, {γi, γ
†
i }
m
i=1) −→ (Y |X, em)
in the Clifford thickening of the idempotent completion of hmf(k[x, z], U −W ), where the
left hand side is equipped with the idempotent 1 and the action {γi, γ
†
i }
m
i=1 of Cm while
the right hand side has no Clifford action and idempotent em.
But by Lemma 2.28 the identity map ϕY,X = 1Y |X is such an isomorphism, because
the object (Y |X, em) of the idempotent completion by definition splits the idempotent
em on Y |X . Naturality of (4.48) in Y,X is a consequence of the naturality of (4.49), see
Proposition 4.37.
Remark 4.41.Obviously the 1-morphisms ∆W : W −→ W which are the units in LG
are, by virtue of the equivalence Z, also units in C, so that this is an honest bicategory
and Z an equivalence of bicategories. The reason we do not begin with units in C is that
the unitors are no simpler in C than LG, so there is no real point to introducing them.
4.5 Example: the Hom complex
Using the bicategory C we can study the complex HomR(Y,X) for two finite rank matrix
factorisations X, Y of a potential V ∈ R = k[y1, . . . , ym]. The pair (k, 0) is an object in LG
and we may view X and the dual matrix factorisation Y ∨ of −V as a pair of 1-morphisms
(4.50) 0
X // V
Y ∨ // 0 .
The composite is a 1-morphism 0 −→ 0, that is, Z2-graded complex of k-modules. This
is the Hom complex of R-linear homogeneous maps Y −→ X ,
Y ∨ ⊗R X ∼= HomR(Y,X)
with the differential φ 7→ dX ◦ φ− (−1)
|φ|φ ◦ dY . The cut is
Y ∨ |X = Y ∨ ⊗R JV ⊗R X ∼= HomJV (Y¯, X¯)
where X¯ = X ⊗R JV , Y¯ = Y ⊗R JV . There is by Theorem 4.34 a Cm-linear isomorphism
in the homotopy category of Z2-graded complexes of free k-modules
(4.51) Φ : Sm ⊗k HomR(Y,X) −→ Y
∨ |X .
2f is Φ−1 followed by projection onto θ-degree zero.
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Example 4.42. Suppose V = yN in k[y] for N ≥ 2. Take matrix factorisations X, Y with
the same underlying free R = k[y]-module X = Y = R ⊕Rθ and differentials
dY = y
iθ + yN−iθ∗ =
(
0 yN−i
yi 0
)
, dX = y
jθ + yN−jθ∗ =
(
0 yN−j
yj 0
)
where 1 ≤ i, j ≤ N/2. Using the basis HomR(Y,X) = Rθθ
∗ ⊕Rθ∗θ ⊕ Rθ ⊕ Rθ∗,
(4.52) dHom =


0 0 yN−i yj
0 0 yN−j yi
−yi yj 0 0
yN−j −yN−i 0 0

 .
Let us now compute the cut Y ∨ |X , according to Definition 3.10. With
(4.53) JV = k[y]/y
N−1 = k · 1⊕ k · y ⊕ · · · ⊕ k · yN−2
the matrix of multiplication by y on JV is [y] =
(
0 0
IN−2 0
)
. The differential on
(4.54) Y ∨ |X = JV θθ
∗ ⊕ JV θ
∗θ ⊕ JV θ ⊕ JV θ
∗
is then obtained from (4.52) by replacing every y by the matrix [y].
The Clifford algebra C1 acts on Y
∨ |X by generators γ, γ†. To determine their matrices
in the basis determined by (4.53) and (4.54), note that with t = ∂y(V ) = Ny
N−1, k[y] is a
free k[t]-module with basis 1, . . . , yN−2. Given a polynomial f(y) we may uniquely write
it as f(y) =
∑N−2
l=0 fl · y
l with fl ∈ k[t]. There is a connection ∇ : k[y] −→ k[y]⊗k[t]Ω
1
k[t]/k
whose associated k-linear operator ∂t is
∂t : k[y] −→ k[y], ∂t(f) =
N−2∑
l=0
∂
∂t
(fl)y
l
where ∂
∂t
is the usual operator on k[t]. For q < N−1 we have ∂t(y
q) = 0 and ∂t(y
N−1+q) =
1
N
yq, so the k-linear operator
Ra : JV −→ JV , y
q 7→ ∂t(y
a+q)
has the following block form for 0 ≤ a ≤ N − 2
[Ra] =
1
N
(
0 Ia
0 0
)
.
The Atiyah class is the operator At = [dHom, ∂t] = dHom∂t − ∂tdHom. For example,
At(yqθθ∗) = −∂tdHom(y
qθθ∗) = ∂t(y
i+q)θ − ∂t(y
N−j+q)θ∗ .
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The matrix of the Atiyah class as an operator γ on Y ∨ |X is therefore
(4.55) γ =


0 0 −[RN−i] −[Rj ]
0 0 −[RN−j ] −[Ri]
[Ri] −[Rj ] 0 0
−[RN−j ] [RN−i] 0 0

 .
Whereas the matrix of ∂y(dX) = jy
j−1θ + (N − j)yN−j−1θ∗ on Y ∨ |X is
∂y(dX) =


0 0 0 j[yj−1]
0 0 (N − j)[yN−j−1] 0
0 j[yj−1] 0 0
(N − j)[yN−j−1] 0 0 0

 .
By definition
γ† = −∂y(dX)−
1
2
N(N − 1)yN−2γ
which completes the description of the cut (Y ∨ |X, {γ, γ†}).
A Tensor products in supercategories
Let C be an idempotent complete supercategory.
Definition A.1.Let V be a Z2-graded k-module and X an object of C. An object of C
representing the functor Hom0k(V, C
∗(X,−)) is denoted V ⊗kX if it exists. That is to say,
the tensor product consists of an object V ⊗k X and a natural isomorphism
ρY : C(V ⊗k X, Y ) −→ Hom
0
k(V, C
∗(X, Y )) .
Such a pair is unique up to unique isomorphism, if it exists.
Remark A.2.From ρ we also obtain an isomorphism of Z2-graded k-modules
C∗(V ⊗k X, Y ) ∼= Hom
∗
k(V, C
∗(X, Y )) .
The tensor product V ⊗kX is made functorial in V and X in such a way that ρ is natural
in all its variables.
Example A.3. If V = k⊕n ⊕ k[1]⊕m is finite and free then
V ⊗k X = X
⊕n ⊕ΨX⊕m
is a representing object, with the obvious isomorphism ρ.
Lemma A.4. If C is idempotent complete and V is a finitely generated projective Z2-
graded k-module, then V ⊗k X exists for any object X.
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Proof. Let V ′ be a finite free k-module with f : V ′ −→ V, g : V −→ V ′ satisfying fg = 1.
This determines an idempotent 1 ⊗ e on V ′ ⊗k X , which splits by hypothesis in C. The
object splitting this idempotent has the right property to be V ⊗k X .
More generally, let A be a Z2-graded k-algebra.
Definition A.5.Given a right Z2-graded A-module V and an object X of C, we denote
by V ⊗A X the object representing the functor Hom
0
A(V, C
∗(X,−)) if it exists. That is,
the tensor product is an object V ⊗A X together with a natural isomorphism
(A.1) ρY : C(V ⊗A X, Y ) −→ Hom
0
A(V, C
∗(X, Y )) .
As before, the tensor product is functorial in both V and X .
Henceforth we concentrate our attention on Z2-graded k-algebras A which are Morita
trivial in the sense that they are isomorphic to an algebra of the form Endk(P ) for a finite
rank free Z2-graded k-module P .
Lemma A.6. If P is a finite rank free Z2-graded k-module and A ∼= Endk(P ), then for
any A-module X in C there is an object X˜ and an isomorphism of A-modules X ∼= P⊗kX˜.
Proof. The natural idempotents in A act as idempotents on X , which split.
Lemma A.7. If A is Morita trivial and V is a Z2-graded right A-module which is finitely
generated and projective as a k-module, then V ⊗A X exists for any A-module X.
Proof. Write A ∼= Endk(P ) and P
∗ = Homk(P, k) so that V ∼= V˜ ⊗kP
∗ as right A-modules
for some Z2-graded k-module V˜ . Since V is finitely generated projective over k, so is V˜ .
By the previous lemma, X ∼= P ⊗k X˜ for some object X˜ , so we might expect that
V ⊗A X ∼= (V˜ ⊗k P
∗)⊗A (P ⊗k X˜) ∼= V˜ ⊗k X˜
Working backwards: V˜ ⊗k X˜ exists and has the right universal property since
C(V˜ ⊗k X˜, Y ) ∼= Homk(V ⊗A P, C
∗(X˜, Y ))
∼= HomA(V, P
∗ ⊗k C
∗(X˜, Y ))
∼= HomA(V, C
∗(X, Y ))
as claimed.
From now on A,B,C are Morita trivial k-algebras. Recall from Definition 2.3 that CA
denotes the category of left A-modules in C.
Definition A.8.Given a left A-module X in C, the object ΨX is a left A-module, where
a ∈ A0 acts by Ψ(a) and a ∈ A1 acts by
Ψ(X)
Ψ(a)
// ΨΨ(X)
−1 // ΨΨ(X) .
This determines a functor Ψ : CA −→ CA.
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Lemma A.9. (CA,Ψ) is a supercategory.
Proof. The natural isomorphism ξX : ΨΨ(X) −→ X is given by the identity in C.
Let V be a B-A-bimodule which is finitely generated and projective over k. If X is a
left A-module in C then V ⊗A X is made into a left B-module in C uniquely such that
(A.1) is a natural isomorphism of B-modules. Hence the tensor product gives a functor
ΦV = V ⊗A (−) : CA −→ CB .
Given a B-A-bimodule V and an object X for which V ⊗A X exists, there are natural
isomorphisms of B-modules
ΨV ⊗A X ∼= Ψ(V ⊗A X) ∼= V ⊗A ΨX
induced from the isomorphisms
HomA(ΨV, C
∗(X,−)) ∼= HomA(V,ΨC
∗(X,−)) ∼= HomA(V, C
∗(ΨX,−)) .
It follows that ΦV is a superfunctor.
Lemma A.10. Let W be a C-B-bimodule and V a B-A-bimodule in C. Then for any left
A-module X in C there is a natural isomorphism of C-modules
(W ⊗B V )⊗A X ∼= W ⊗B (V ⊗A X) .
Proof. This follows from the isomorphism
HomA(W, C
∗(V ⊗A X,−)) ∼= HomA(W,Hom
∗
A(V, C
∗(X,−)))
∼= HomA(W ⊗A V, C
∗(X,−)) .
Now we specialise to the Clifford algebras Cn and their modules.
Lemma A.11. Let X be a left Cn-module in C. There is a k-linear isomorphism
Hom0Cn(Sn, X)
∼=
{
x ∈ X0 | γi · x = 0 for all 1 ≤ i ≤ n
}
defined by f 7→ f(1). If X is a right Cn-module there is a k-linear isomorphism
Hom0Cn((Sn)
∗, X) ∼=
{
x ∈ X0 | x · γ†i = 0 for all 1 ≤ i ≤ n
}
defined by f 7→ f(1∗).
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Lemma A.12. For an Cn-module Y there is a k-linear isomorphism
CCn(Sn ⊗k X, Y )
∼= {δ ∈ C(X, Y ) | γi ◦ δ = 0 for all 1 ≤ i ≤ n}
defined by sending α : Sn ⊗k X −→ Y to the composite
X ∼= k ⊗k X
ι⊗1 // Sn ⊗k X
α // Y
where ι : k −→ Sn is defined by ι(1) = 1.
Proof. This follows from Lemma A.11 and the isomorphism
CCn(Sn ⊗k X, Y )
∼= HomCn(Sn, C
∗(X, Y )) .
More generally
Lemma A.13. Let X ∈ CCp and Y ∈ CCq . There is a k-linear isomorphism
CCq(Sq,p ⊗Cp X, Y )
∼= {δ : X −→ Y | δ ◦ γ
†
i = 0 for 1 ≤ i ≤ p and
γi ◦ δ = 0 for 1 ≤ i ≤ q}
defined by sending α : Sq,p ⊗Cp X −→ Y to the composite
X ∼= Cp ⊗Cp X
ι⊗1 // Sq,p ⊗Cp X
α // Y
where ι : Cp −→ Sq,p is defined by ι(1) = 1⊗ 1
∗.
Proof. Using the previous lemma and Lemma A.11,
CCq(Sq,p ⊗Cp X, Y )
∼= Hom0Cp−Cq−bimod(Sq ⊗k S
∗
p , C
∗(X, Y ))
∼= Hom0Cq(Sq,Hom
∗
Cp(S
∗
p , C
∗(X, Y )))
∼= {δ ∈ Hom0Cq(S
∗
p , C
∗(X, Y )) | γi ◦ δ = 0 for 1 ≤ i ≤ q}
∼= {δ : X −→ Y | δ ◦ γ
†
i = 0 for 1 ≤ i ≤ p and γi ◦ δ = 0 for 1 ≤ i ≤ q}
as claimed.
B Constructing superbicategories
This appendix collects the data needed for constructing a superbicategory B from a col-
lection of supercategories B(a, b). Given a bicategory B and for each pair of objects a, b
the structure of a supercategory on B(a, b), we denote composition by
T : B(b, c)⊗k B(a, b) −→ B(a, c) .
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Since our main example is constructing the superbicategory associated to the cut op-
eration, we write T (Y,X) as Y |X . We denote the associator by α, the units in B by
∆a : a −→ a, and the unitors forX : a −→ b by λX : ∆b |X −→ X and ρX : X |∆a −→ X .
Suppose that for all objects a, b, c we are given natural isomorphisms
T ◦ (Ψ⊗ 1) −→ Ψ ◦ T, T ◦ (1⊗Ψ) −→ Ψ ◦ T
both of which will be denoted τ . We define for an object a the 1-morphism Ψa = Ψ(∆a)
and the 2-isomorphism ξa to be the following composite (using the structure maps of B
and isomorphisms τ)
ξa : Ψa |Ψa = Ψ(∆a) |Ψ(∆a) ∼= Ψ(∆a |Ψ(∆a)) ∼= Ψ
2(∆a |∆a) ∼= ∆a |∆a ∼= ∆a .
Similarly given a 1-morphism X : a −→ b we have a 2-isomorphism γX
γX : X |Ψa = X |Ψ(∆a) ∼= Ψ(X |∆a) ∼= Ψ(X) ∼= Ψ(∆b |X) ∼= Ψ(Λb) |X = Ψb |X .
Given a 1-morphism X : a −→ b in B there are diagrams
∆b |Ψ(X)
λΨa
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏
τ // Ψ(∆b |X)
Ψ(λ)
zztt
tt
tt
tt
tt
tt
tt
Ψ(X)
(B.1)
Ψ(X) |∆a
τ //
ρ
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏
Ψ(X |∆a)
Ψ(ρ)
zztt
tt
tt
tt
tt
tt
tt
Ψ(X)
(B.2)
whose commutativity expresses compatibility of the functors Ψ with the units, while for
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a composable triple X, Y, Z the commutativity of the diagrams
(Z | Y ) |Ψ(X)
τ

α // Z | (Y |Ψ(X))
τ

Z |Ψ(Y |X)
τ

Ψ((Z | Y ) |X) α
// Ψ(Z | (Y |X))
(B.3)
(Z |Ψ(Y )) |X
τ

α // Z | (Ψ(Y ) |X)
τ

Ψ(Z | Y ) |X
τ

Z |Ψ(Y |X)
τ

Ψ((Z | Y ) |X) α
// Ψ(Z | (Y |X))
(B.4)
(Ψ(Z) | Y ) |X
τ

α // Ψ(Z) | (Y |X)
τ

Ψ(Z | Y ) |X
τ

Ψ((Z | Y ) |X) α
// Ψ(Z | (Y |X))
(B.5)
expresses compatibility of Ψ with the associator of B. Finally, commutativity of
(B.6) T (1⊗Ψ2)
τ //
T (1⊗ξ)

ΨT (1⊗Ψ)
τ // Ψ2T
ξ∗1T

T
1T
// T
(B.7) T (Ψ2 ⊗ 1)
τ //
T (ξ⊗1)

ΨT (Ψ⊗ 1)
τ // Ψ2T
ξ∗1T

T
1T
// T
(B.8) T (Ψ⊗Ψ) τ //
−τ

ΨT (1⊗Ψ)
τ

ΨT (Ψ⊗ 1) τ
// Ψ2T
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expresses that T is a superfunctor.
Lemma B.1. Given a bicategory B with the structure of a supercategory on B(a, b) for
all pairs a, b, and natural isomorphisms τ , suppose that (B.1)-(B.8) commute. Then with
Ψ, ξ and γ defined as above, B is a superbicategory.
Proof. The proof is an easy but somewhat lengthy exercise, which we omit.
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