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I. INTRODUCTION
U NDERSTANDING the mechanisms of magnetization reversal in ferromagnetic samples of nanoscale size is of interest in the study of the magnetic recording process, in particular in computer disks and in computer memory cells, such as MRAMs [1] , [2] . Numerical simulation has become an important tool in the study of both static and dynamic issues in ferromagnetic materials [3] - [11] , and in particular, the magnetization reversal process has been the subject of a large number of experimental studies. Most studies coincide that the presence of magnetization vortices inside a ferromagnetic sample has a dramatic effect in the magnetization reversal process [12] - [16] . It is therefore necessary to resolve numerically length scales comparable to the size of magnetic vortices in order to carry out realistic micromagnetics simulations.
The Landau-Lifshitz equation [17] , [18] (1)
describes the relaxation process of the magnetization in a ferromagnetic material. In (1) , is the saturation magnetization, and is usually set to be a constant far from the Curie temperature, and is the permeability of vacuum ( N A in the S.I.). The first term on the right-hand side is the gyromagnetic term, with being the gyromagnetic ratio. The second term in the right-hand side is 
In (2), is the exchange constant, is the exchange interaction between the spins, is the field due to material anisotropy, is the external applied field, is the volume occupied by the material, and finally, the last term in (2) is the field induced by the magnetization distribution inside the material. This induced field can be computed by solving in outside (3) together with the jump conditions (4) at the boundary of the domain . In (4), we denote by the jump of at boundary of Currently, the most commonly used methods for the simulation of the Landau-Lifshitz equation are explicit numerical schemes, such as fourth-order Runge-Kutta, or predictor-corrector schemes, with some kind of adaptive time stepping procedure. Although explicit schemes may achieve a high order of accuracy both in space and time, the time step size is severely constrained by the stability of the numerical scheme. For physical constants characteristic of the permalloy ( A m, J m , J m, T s ), with a cell size m (256 grid points in a 1-m-long sample), and using fourth-order Runge-Kutta, we need to use a time step roughly of the order ps for numerical stability. If the cell size is decreased by a factor of 10, the time step must be reduced by a factor of 100. This time step restriction is even more severe when considering the stochastic Landau-Lifshitz equations with Langevin dynamics. In such case, with a cell size m, a time step fs is needed [19] , [20] .
A simple, efficient, and unconditionally stable scheme for (1), the Gauss-Seidel projection method (GSPM), was introduced 0018-9464/03$17.00 © 2003 IEEE by Wang et al. in [21] . With this method, we were able to carry out fully resolved calculations for the switching of the magnetization in micron-size elements. The same method has been used by Wang et al. to study the dependence of the switching field on film thickness and the structure of cross-tie walls [22] .
The time step size necessary for numerical stability of the GSPM was found to be independent of the spatial grid size. However, a dependence on the damping parameter was pointed out by Scheinfein [23] . For , one can perform accurate simulations with ps. For , one needs to use a time step size ten times smaller. In this paper, we present an improvement of the GSPM that allows us to use a time step ps with . With the new method, we have been able to carry out fully resolved simulations of the stochastic Landau-Lifshitz equations, with time step size ps, for a cell size m. The rest of the paper is organized as follows: In Section II, we describe the main ideas behind the GSPM. A more detailed description can be found in [21] . The improved GSPM is presented in Section III. Finally, some numerical results are presented in Section IV.
II. GAUSS-SEIDEL PROJECTION METHOD
To illustrate the main ideas behind the GSPM, let us consider first the case when only the exchange term is kept in (2) . For clarity, all the constants are ignored. In this case, and the Landau-Lifshitz (1) reduces to (5) In order to overcome the stability constraint of explicit schemes, one usually resorts to implicit schemes [8] . However, due to the strong nonlinearities present in both the gyromagnetic and damping terms in the Landau-Lifshitz (1), a direct implicit discretization of the system is not efficient and is difficult to implement.
When only the damping term is present, (5) becomes (6) A simple projection scheme for this equation was introduced by E and Wang [24] . This scheme was shown to be unconditionally stable and more efficient than other schemes used for the simulation of (6) . The focus in [21] was the gyromagnetic term in the Landau-Lifshitz equation (7) To overcome the nonlinearity of the equation, consider the following simple fractional step scheme:
The advantage of the scheme (8) is that the implicit step is now linear, comparable to solving heat equations implicitly, and is easy to implement. It is easy to check that the scheme (8) is consistent with (7) and is first order accurate in time. However, direct numerical implementation of (8) shows that the scheme is unstable. The main idea in the GSPM is to use a Gauss-Seidel type of technique to improve the stability properties of (8) . Let (9) The update in the GSPM is defined as follows: (10) Note that the newly updated value is used to compute , and these two new values are used to update .
III. IMPROVED GAUSS-SEIDEL PROJECTION SCHEME FOR THE FULL LANDAU-LIFSHITZ EQUATION
For the full Landau-Lifshitz (1), we couple the above implicit Gauss-Seidel scheme with the projection method developed earlier in [24] , in a fractional step framework. Since and have the same physical dimensions, we can write , , , and . Without loss of generality, we will assume that the material is uniaxial, and , where , , and . Equation (1) is rewritten as (11) where (12) The constant has dimensions of the reciprocal of time (
). Therefore, we rescale in time , and we rescale the spatial variable where is the diameter of . The equation becomes (13) where (14) Here, we have defined the dimensionless parameters , and . For our splitting procedure, we define the vector field (15) We solve (16) in three steps.
Step 1) Implicit Gauss-Seidel: 
Step 2) Heat flow without constraints:
Step 3) Projection onto :
Note that the stray field is recomputed using the intermediate values of in (17), and (19) . In the original implementation of the GSPM [21] , the stray field was not recomputed using these intermediate values. Instead, the value was used in (17) and (19) .
IV. NUMERICAL RESULTS
To illustrate the improved properties of the new GSPM, we have carried out fully resolved simulations of the full Landau-Lifshitz (1). In our first simulation, we simply illustrate the deficiency of the original GSPM by presenting the results obtained with the original GSPM for . In our second simulation, we have considered the stochastic Landau-Lifshitz equation with Langevin dynamics and simulated the magnetization reversal process at room temperature.
In our implementation of the GSPM, we divided the computational domain into cells. In each cell, we approximated the magnetization by a vector with constant magnitude, but free to rotate in any direction. We approximated the stray field by its average value in each cell. This stray field was computed using fast Fourier transform (FFT). The Helmholtz-type equations that appear in steps 1 and 2 of the GSPM were solved via an FFT-based fast Poisson solver.
The results of our first experiment are shown in Fig. 1 . We compare the results obtained using the old GSPM for two different values of the damping parameter, and , and without an applied field. For both simulations, we considered a time step size ps and a cell size m. The initial state was fully saturated, and the sample was let to relax without external field. The results for are presented in the left column, and the results for are presented in the right column. We show in Fig. 1(a) and (c) a grayscale plot of the angle between the in-plane magnetization and the axis. In Fig. 1(b) and (d), we plot the actual in-plane magnetization field that corresponds to Fig. 1(a) and (c), respectively. The results obtained with the old GSPM for suffer a complete loss of accuracy. A time step size ps was needed to obtain accurate results. This time step size was found to be independent of the spatial grid size, confirming the unconditional stability properties of the numerical scheme.
For our second experiment, we considered the LandauLifshitz equation with stochastic forcing. The Langevin dynamical equations are (22) In (22) , represents the effect of thermal fluctuations, and it is uncorrelated, independent Gaussian white noise, characterized by the moments (23) In (23), represents the expected value of the random variable , is the Boltzmann constant ( J deg), is the absolute temperature, and is the gyromagnetic ratio. The subindices in represent different spatial locations, and the superindices represent each vector component of .
The effect of vortices in the magnetization reversal process has been studied thoroughly in the past few years [16] , [14] , [25] . In the experiments presented in [25] , the nucleation of vortices was observed during the reversal process. These vortices facilitated the growth of magnetic domains with increasing fields, and disappeared after the reversal was complete. The vortex state was found to be stable, in the sense that the sample stayed in the vortex state for a wide range of external fields. In the numerical experiments performed in [25] , the magnetization reversal always occurred by vortex nucleation. However, the vortices only appeared momentarily at the switching field. For a sample of dimensions 1 m 0.2 m 300 Å, this field was found to be 190 Oe experimentally and 900 Oe numerically. The results at room temperature ( K), for several values of the damping parameter , are shown in Figs. 2 and 3 . In all cases, we were able to compute the hysteresis loop using a time step size ps, for a cell size m. For comparison, note that the numerical integration of the stochastic Landau-Lifshitz equation using the Heun method, for a cell size m, requires a time step size fs [19] , [20] . Our method provides an improvement of approximately four orders of magnitude in the time step size required.
In our simulations, we considered a permalloy sample with dimensions 1 m 0.2 m 300 Å. A positive external field was applied to obtain the metastable state shown in Fig. 3(a) , frequently known as S state. The hysteresis loop was calculated quasi-statically. Starting from a value Oe, the applied field was decreased in steps of 4 Oe when equilibrium was reached. At zero temperature, two criteria were used to determine that a steady state had been reached: either the simulation had run for 10 ns, or the relative change in the average magnetization after 10 steps was less than 10 . At room temperature, the simulation was run for 10 ns for each different field.
Our results are consistent with the numerical simulations presented in [25] . The magnetization reversal occurred by vortex nucleation: a couple of vortices appeared near the end domains, and they moved quickly, reversing the magnetization. The vortices only appeared momentarily at the switching field. The switching field obtained in our computations at zero temperature was about Oe. At room temperature, the reversal occurred at about
Oe. This small change in the switching field seems to indicate that thermal effects are not responsible for the nucleation of these vortices.
V. CONCLUSION
We have introduced a simple modification to the GSPM, which enhances the accuracy and stability properties of the original method. The new method allows us to perform fully resolved micromagnetics simulations in the presence of thermal 
