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ABSTRACT
The multiple constant multiplication (MCM) operation is a fundamental operation in
digital signal processing (DSP) and digital image processing (DIP). Examples of the
MCM are in finite impulse response (FIR) and infinite impulse response (IIR) filters,
matrix multiplication, and transforms. The aim of this work is minimizing the com-
plexity of the MCM operation using common subexpression elimination (CSE) tech-
nique and redundant number representations. The CSE technique searches and elimi-
nates common digit patterns (subexpressions) among MCM coefficients. More common
subexpressions can be found by representing the MCM coefficients using redundant
number representations.
A CSE algorithm is proposed that works on a type of redundant numbers called the
zero-dominant set (ZDS). The ZDS is an extension over the representations of minimum
number of non-zero digits called minimum Hamming weight (MHW). Using the ZDS
improves CSE algorithms' performance as compared with using the MHW representa-
tions. The disadvantage of using the ZDS is it increases the possibility of overlapping
patterns (digit collisions). In this case, one or more digits are shared between a number
of patterns. Eliminating a pattern results in losing other patterns because of eliminat-
ing the common digits. A pattern preservation algorithm (PPA) is developed to resolve
the overlapping patterns in the representations.
A tree and graph encoders are proposed to generate a larger space of number
representations. The algorithms generate redundant representations of a value for a
given digit set, radix, and wordlength. The tree encoder is modified to search for
common subexpressions simultaneously with generating of the representation tree. A
complexity measure is proposed to compare between the subexpressions at each node.
The algorithm terminates generating the rest of the representation tree when it finds
subexpressions with maximum sharing. This reduces the search space while minimizes
the hardware complexity.
A combinatoric model of the MCM problem is proposed in this work. The model is
obtained by enumerating all the possible solutions of the MCM that resemble a graph
called the demand graph. Arc routing on this graph gives the solutions of the MCM
problem. A similar arc routing is found in the capacitated arc routing such as the
winter salting problem. Ant colony optimization (ACO) meta-heuristics is proposed to
traverse the demand graph. The ACO is simulated on a PC using Python programming
language. This is to verify the model correctness and the work of the ACO. A parallel
simulation of the ACO is carried out on a multi-core super computer using C++ boost
graph library.
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Chapter 1
INTRODUCTION
There is market demand to manufacture efficient digital signal processing (DSP) and
digital image processing (DIP) based devices. An efficient DSP/DIP system should be of
minimum cost, minimum power consumption, and maximum processing speed. Exam-
ples of DSP/DIP systems are wireless communication, machine vision, and telescopes.
The reasons for seeking efficient DSP/DIP implementation are shown by considering
three different applications.
In wireless communication systems, a new generation appears approximately every
10 years. The 1G system was introduced in 1981 with frequency bands up to 30 kHz, 2G
in 1992 and up to 200 kHz, 3G in 2001 and up to 5 MHz, and 4G in 2011 and up to 40
MHz [Wang et al., 2014]. It would not be unreasonable to expect 5G to appear sometime
in 2020 with either higher frequency band, lower battery consumption, better coverage,
or less price. This has made the problem of finding a low cost, low-power, and high
throughput digital signal processing (DSP) system an active research area [Wang and
Roy, 2005] [Mathew et al., 2008] [Vinod and Lia, 2005] [Kamp and Bainbridge-Smith,
2007] [Aksoy et al., 2010]. The most computationally intensive part of the wireless
communication systems is the finite impulse response (FIR) digital filter. For example,
the channelizer in the receiver extracts multiple narrowband channels from a wideband
signal using a bank of bandpass FIR filters. The bandpass filter could be of order 200
to 1200 and have a sharp transition [Mathew et al., 2008]. In addition, filter banks
should work at a very high speed with low power consumption in order to be useful in
battery operation.
Micro aerial vehicles (MAVs) are a developing research area during the last decade.
They are bug-size flyers that could be used, for example, in spying, mine detection,
environmental monitoring, and search and rescue missions in collapsed buildings (such
as searching for survivors in a damaged building after an earthquake) [ScienceDaily,
2009]. They should be made efficient enough for long missions. Building a low-power
vision systems helps flying robots to navigate and identify objects [IEEESpectrum,
2013]. Digital image processing (DIP) algorithms like edge detection, image filtering,
and feature extraction should run on battery-powered platforms. Since most of these
algorithms are two dimensional FIR filters, these filters should work at a high speed
with low power consumption.
The Square Kilometer Array (SKA) is a new generation radio telescope that has a
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discovery potential 10,000 times greater than the best present-day instruments [SKA,
2013]. It gives astronomers remarkable insights into the formation of the early Uni-
verse, including the emergence of the first stars, galaxies, and other structures. The
SKA is a signal processing based instrument, with the receiver being the most extreme
system for processing requirements. Polyphase digital filter banks and Fast Fourier
Transforms (FFT) are being actively developed as the core elements of beamformers,
spectrometers, and cross-correlators. For example, the polyphase digital filter bank
in the baseband receiver is a 16384-tap FIR filter and a 2048-point Discrete Fourier
Transform (DFT) [SKA, 2013]. The FIR filter part is arranged as 2048 distinct 8-
tap subfilters. Power demand of the SKA may reach up to 100 MW which is divided
equally between the array and the computer center which includes the high performance
DSP [Hall, 2011]. Therefore, using a technique to design a low power DSP for the SKA
will save a remarkable amount of power.
Two common themes can be extracted in the DSP/DIP systems mentioned above;
first they require an efficient DSP/DIP implementation, and second the core computa-
tional operation is the multiple constant multiplication (MCM) such as the FIR and IIR
filters. The MCM implements the dot-product operation of a signal vector with a vec-
tor of fixed coefficients. Since the MCM is a core operation of most DSP/DIP systems,
implementing an efficient MCM operation is critical to building efficient DSP/DIP sys-
tems. Three objectives for the design engineer when looking for efficient MCM operation
are:
1. Minimize the use of resources.
2. Minimize the critical path length.
3. Minimize power consumption.
Minimizing the resources used reduces the static power consumption which is the prod-
uct of the CMOS device leakage current and the supply voltage [Sarwar, 1997]. On
the other hand, the existence of a long critical path in the MCM circuit increases the
chance of glitch occurring which increases the dynamic power consumption. Dynamic
power consumption of the CMOS device is due to the switching of transistors from one
logic state to another and to the charging of external load capacitance [Sarwar, 1997].
Therefore, minimizing critical path(s) length minimizes dynamic power consumption
and maximizes the processing speed simultaneously. Where, the critical path in the
MCM is the longest path that the signal passes through from the input to the output.
Using a digital multiplier to implement the MCM operation contradict with achieving
these objectives. This is because the digital multiplier consumes a large area, high
power, and has a long delay (critical path) [Aksoy et al., 2011]. In other words, the
digital multiplier is a bottleneck element in DSP/DIP systems. Therefore, it is impor-
tant to remove the multiplication operation from the MCM operation to increase its
efficiency when implemented on ASICs and FPGAs [Farahani et al., 2010].
Removing the explicit multiplication operation from the implementation of MCM
makes the latter a multiplieless. In this case, the multiplication operation is substituted
3with simpler ones of add/subtract and shift. It is required to develop an optimization
procedure that works on the multiplierless MCM to maximize the achieving of the above
objectives. There are several optimization procedures in the literature that tackle the
MCM problem. Among them the common subexpression elimination (CSE) technique is
found to be the most reliable one because it can compromise between the three objectives
better than other techniques. However, using this technique requires searching a large
space of solutions to find the optimum one. Therefore, the aims of this research are:
1. Review and classify CSE methods.
2. Introduce new CSE methods to reduce the complexity of MCM.
3. Introduce use different search spaces for CSE methods.
This chapter is structured as follows: Section 1.1 illustrates removal of the multipli-
cation operation from a single multiplier. The MCM operation is studied in Section 1.2.
Making the MCM operation multiplierless is described in Section 1.3. The concept of
CSE is described in Section 1.4. Radix number system is introduced in Section 1.5.
Finding the subexpressions from number representations is described in Section 1.6. Sec-
tion 1.7 is dedicated to explain the coefficient adder step concept. A summary of the
chapter is given in Section 1.9.
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1.1 MULTIPLICATION WITHOUT MULTIPLICATION
In this section we consider a simple case of one multiplier to show the disadvantage
of using digital multiplier in DSP/DIP systems. It also illustrates the advantage of
removing the explicit multiplication operation even from a single multiplier. Assume
an MCM with N coefficients, w0, · · · , wN−1, and a signal variable xn multiplies these
coefficients, where the subscript n is the discrete time variable. Consider the multipli-
cation of the coefficient w0 by xn given by w0xn. If the signal wordlength equals L = 4
bit (assume binary representation) and the coefficient wordlength equals 3 bit, their
binary multiplication is shown in Figure 1.1. The symbol x<n,j> represents the jth bit
of the binary representation of xn, similarly for w<0,j>. Each bit multiplication of the
form w<0,i>x<n,j> implemented using logical AND operation.
x<n,0>
+
w<0,0>
w<0,1>w<0,2>
x<n,1>x<n,2>
w<0,0>w<0,0>
w<0,0>
x<n,0>x<n,1>x<n,2>
x<n,3>
w<0,0> x<n,3>
w<0,1>w<0,1>w<0,1> x<n,0>x<n,1>x<n,2>w<0,1> x<n,3>
w<0,2>w<0,2>w<0,2> x<n,0>x<n,1>x<n,2>w<0,2> x<n,3>
O0cout O1O2O3O4O5
Figure 1.1: The binary multiplication of w0 with xn. w0 wordlength equals L = 3
bits and xn wordlength equals L = 4 bits. The symbol ⊕ is the logical exclusive OR
operation.
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The hardware realization of the multiplication shown in Figure 1.1 requires using
a 4 × 3 digital multiplier as shown in Figure 1.2. The digital multiplier in Figure 1.2
consists of an array of nine full adders (FA) arranged to implement three level addition.
The block diagram for the full adder is shown in Figure 1.3. It has three input IN1, IN2,
and CARRY IN, and has two outputs, the Sum and CARRY OUT. The FA sums the
inputs and results outputs according to the truth table shown in Figure 1.3. In Fig-
ure 1.2, the carry propagates diagonally and horizontally resulting in a critical path of
length five FA as shown in red. For example, the carry ci,j propagates to position i
at level j. We conclude that using an L × L general purpose digital multiplier costs
f(L) = (L − 1) × L FA with a critical path of length 2L − 1 FA, while an adder of
wordlength L costs L FA. The function f(L) can be written as f(L) = L2 − L. The
big-oh notation of f(L) is given by f(L) = O(L2) [Roberts and Tesman, 2009]. There-
fore, an array multiplier with wordlength L occupies an area of O(L2), whereas that for
the adder is O(L) [Bull and Horrocks, 1991].
FAFAFA
FAFAFA
FAFAFA
O0cout
w<0,0>
c1,0= 0 c2,0= 0 c3,0= 0 
c2,1  c3,1  c4,1  
c3,2  c4,2  c5,2  
c3,3= 0 
c4,3= 0 c5,3= 0 
O1O2O3O4O5
w<0,0>w<0,0>w<0,0>
w<0,1>w<0,1>w<0,1>w<0,1>
w<0,2>w<0,2>w<0,2>
w<0,2>
x<n,0>
x<n,2> x<n,1>
x<n,1>
x<n,1>x<n,2>
x<n,3>
x<n,2>
x<n,0>
x<n,0>
x<n,3>
x<n,3>
Figure 1.2: Using a 4× 3 bit multiplier to implement the multiplication w0xn.
FA
IN1 IN2
SumCARRY 
OUT
CARRY 
IN
I1 I2
cin
cout O
I1 I2 cin O cout
0 0 0 0 0
0 0 1 1 0
0 1 0 1 0
0 1 1 0 1
1 0 0 1 0
1 0 1 0 1
1 1 0 0 1
1 1 1 1 1
Figure 1.3: A schematic diagram of the full adder and its truth table.
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Assume the coefficient w0 is of value equals to 5 or 101 in binary, the correspond-
ing bits are w<0,0> = 1, w<0,1> = 0, and w<0,2> = 1. The multiplication 5xn is
shown in Figure 1.4 and its hardware implementation using digital multiplier is shown
in Figure 1.5. Alternatively, if the coefficient 5 is decomposed to 5 = 4 + 1, it can be
synthesized as shown in Figure 1.6 which is multiplication free. When the signal xn
passes through the left branch in Figure 1.6, it undergoes a shift to the left by two po-
sitions. This shift operation is indicated by the symbol  2, where  i means shifting
the value to the left by i positions which is equivalent to multiplying it by the power of
two 2i. The shift operation can be implemented in hardware for free by redirecting the
signal xn on the data path. Figure 1.7 shows the case when the signal xn passes through
the data path (d0 − d7) without undergoing any shift. While Figure 1.8 illustrates the
case of shifting xn to the left by two positions to produce 4xn on the data path. The
implementation of the addition xn + 4xn is shown in Figure 1.9. The total number
of FA in this realization is reduced to five and the critical path reduced to four. This
reduction has a significant impact on the cost and power consumption.
x<n,0>
+
01
x<n,1>x<n,2>
1
x<n,3>
cout
x<n,0>x<n,1>x<n,2>x<n,3>
0000
x<n,0>x<n,1>x<n,2>x<n,3>
c4,2
c4,3
x<n,0>     x<n,2> + x<n,1>     x<n,3>      c3,2++   x<n,2>     c4,2     c4,3+ +
c3,2
c5,3
+x<n,3>      c53
cout
+ ++
+
++
++
x<n,1> x<n,0>
Figure 1.4: The multiplication of w0 = 101 with xn bits. It is assumed w0 is with three
bit wordlength and xn is with four bit.
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FAFAFA
FAFAFA
FAFAFA
O0=x<n,0>cout
c1,0= 0 c2,0= 0 c3,0= 0 
c2,1=0  
c3,2  
c3,3= 0 
c4,3 c5,3 
c3,1=0  c4,1=0  
O1=x<n,1>O3= x<n,1>     x<n,3>      c3,2
c4,2  
c5,2=0  
w<0,0>=1
w<0,1>=0
w<0,2>=1
w<0,0>=1w<0,0>=1 w<0,0>=1
w<0,1>=0
w<0,1>=0
w<0,1>=0
w<0,2>=1
w<0,2>=1 w<0,2>=1
x<n,3>
x<n,1>
x<n,1>
x<n,1>
x<n,2>
x<n,2>
x<n,2> x<n,0>
xn,0>
x<n,0>
x<n,3>
x<n,3>
x<n,2>x<n,3>
x<n,2>
++O5=x<n,3>     c53+ O4=x<n,2>    c4,2    c4,3+ + +O2= x<n,0>     x<n,2> 
Figure 1.5: Using a 4× 3 bit multipliers to implement the multiplication 5xn.
xn
+
2
4xn xn
5xn
Figure 1.6: Multiplierless realization of 5xn.
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x<n,0>x<n,1>x<n,2>x<n,3>0000
d1 d0d2d3d4d5d6d7
Figure 1.7: A 4-bit signal xn passes through the lower nibble of 8-bit data lines d0−d7.
0 0 0 0
d1 d0d2d3d4d5d6d7
x<n,0>x<n,1>x<n,2>x<n,3>
Figure 1.8: Redirecting the signal xn to pass through the lines d2−d5 which is equivalent
to shifting it to the left by two positions (multiplying by 4).
FAFAFA
O0= x<n,0>cout
c4,3 c5,3 
O1= x<n,1>
FA
c3,2 
FA
c4,2 
0 0
x<n,1> x<n,0>
x<n,2>x<n,3>
x<n,0>x<n,1>
x<n,2>x<n,3>
O5=x<n,3>     c53+ O4=x<n,2>    c4,2    c4,3+ + +O2= x<n,0>     x<n,2> O3= x<n,1>     x<n,3>      c3,2++
0
+  x<n,1>     x<n,3> 
Figure 1.9: Using a dedicated hardware to implement the multiplierless realization of
5xn.
1.2 MULTIPLE CONSTANT MULTIPLICATION 9
1.2 MULTIPLE CONSTANT MULTIPLICATION
The MCM is found in most computationally intensive DSP/DIP such as FIR filters, IIR
filters, correlators, DSP transforms, edge detection, etc. [Aksoy et al., 2010]. Therefore
implementing an efficient MCM operation is a major concern in the design of low
cost, high-speed, and low-power DSP/DIP systems [Aksoy et al., 2011; Vinod and Lia,
2005; Mathew et al., 2008; Aksoy et al., 2012b]. To solve the multiplier problem, the
MCM is designed to be a multiplication free (multiplierless) by substituting the explicit
multiplication with operations of shift and add/subtract [Yao et al., 2004; Johansson
et al., 2011] in a similar way that described in Section 1.1. The FIR filter is considered
in this development as an important example of the MCM operation. Figure 1.10 shows
the canonical structure of the FIR filter. The structure inside the dashed box contains
the multipliers and delay elements. The adders out of the box are called the structure
adders. The MCM can be written as:
yn =
N−1∑
k=0
xn−kwk, (1.1)
where wk is a set of coefficients, N the filter's order, and xn the input variable. Equa-
tion 1.1 accomplishes the convolution of the signal xn with the coefficients wn. An-
other mathematical form for Equation 1.1 is shown in yn = X
T
nW which is the inner
product between the coefficient vector, W = [w0w1 · · ·wN−1]T , and the signal vector
Xn = [xnxn−1 · · ·xn−(N−1)]T , where T means vector transpose. The direct parallel im-
plementation of Figure 1.10 requires using N digital multipliers and N−1 adders. Since
the digital multiplier is more complex than the adder, filter's complexity is measured
by its order N which is the number of multipliers required to realize the filter.
xn
z−1
×w0
+
xn−1
×w1
+
+
z−1
+
z−1
xn−(N−1)
×
wN−1
+
+
yn
Figure 1.10: The canonical structure of the digital FIR filter.
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To tackle the multiplier problem in the FIR filter, an alternate filter structure is
used which is the transposed structure that is shown in Figure 1.11. It results from
transposing the delay line in Figure 1.10 to be as shown in Figure 1.11. Using the
transposed structure helps in reducing the hardware complexity of the filter without
affecting its performance [Dempster and Macleod, 1995]. The block inside the dashed
rectangle in Figure 1.11 is called the multiplier block (MB). The signal xn is multiplied
by the coefficients inside the MB and the partial products that come out of the block
are accumulated. Therefore, the dot product operation of the original canonical struc-
ture is transformed to the MCM operation. Since the input signal now multiplies the
coefficients simultaneously therefore it is easy to synthesize the coefficients by finding
and sharing the common factors among them.
xn
×
wN−1
z−1
+ +
×
wN−2
+
z−1
+
z−1
×
w0
+
+
yn
MB
Figure 1.11: The transposed structure of the FIR filter.
An example of coefficient sharing is found in the symmetric FIR filter. The impulse
response of this type of FIR filters is designed to be symmetric around the origin to ob-
tain a linear phase operation. In this case, synthesis half the symmetric impulse response
synthesizes all the coefficients. For example, consider an FIR filter with coefficient set
W = {5, 10, 10, 5}. The canonical realization of the filter is shown in Figure 1.12 which
requires using 4 digital multipliers. If the filter structure is transposed as shown in Fig-
ure 1.13, the coefficients w0 = 5 and w3 = 5 can share the same multiplier 5. Similarly
the coefficients w1 = 10 and w2 = 10 share the multiplier 10. The new filter structure
after sharing the coefficients is shown in Figure 1.14. In this case, two multipliers are
saved. More saving is obtained from noticing that the coefficient 10 can be obtained
from shifting 5 to the left by one position. This shift is represented arithmetically by
10 = 5  1. The power of two relation between the coefficients 5 and 10 reduces the
number of multipliers to only one as shown in Figure 1.15. The whole filter operation
can be implemented now by just generating the signal un = 5xn as shown in Figure 1.15.
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Z
-1
Z
-1
Z
-1
5 10 10 5
yn
xn
Figure 1.12: An example of symmetric FIR filter.
Z
-1
Z
-1
5 10 10 5
yn
xn
Z
-1
Figure 1.13: The transposed structure of the FIR filter shown in Figure 1.12.
Z
-1
Z
-1
Z
-1
10
5
ynxn
U=5xn
U=5xn
10xn10xn
Figure 1.14: Sharing the multiplier between the same value coefficients.
Z
-1
Z
-1
Z
-1
5
xn
<<1 <<1
yn
5xn 5xn
10xn 10xn5xn 5xn
Figure 1.15: Finding the power of two common factors between the coefficients increases
the sharing between them. The symbol i means this path shifts the signal to the left
by i positions.
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1.3 MULTIPLIERLESS MULTIPLE CONSTANT
MULTIPLICATION
The approach described in Section 1.1 shows how to remove the explicit multiplication
from a single coefficient. The same approach can be applied for multiple coefficients.
Removing the multiplication operation from the MCM makes it multiplierless. To
illustrate the procedure, consider the following FIR filter
yn = 47xn + 37xn−1 + 5xn−2. (1.2)
The canonical structure of the filter is shown in Figure 1.16 and its transposed form
is shown in Figure 1.17. The MB in Figure 1.17 is enclosed by a box indicating that
this is the most intensive computing part in the MCM and a minimizing procedure is
required to reduce its complexity. For this reason the MB circuit is shown separately
in Figure 1.18. The multiplierless realization of the coefficient 5 is shown in Figure 1.6.
The coefficient 37 can be decomposed into a sum/difference of the power of two factors.
A possible decomposition for 37 is 37 = 7 × 4 + 9 = 7  2 + 9 which results in the
multiplierless realization shown in Figure 1.19. Similarly the coefficient 47 is decom-
posed to 47 = 15× 2 + 17 = 15 1 + 17 with a realization shown in Figure 1.20. The
multiplierless realization of the coefficients 5, 37, and 47 is shown in Figure 1.21. Since
the shift operation is carried out for free and the hardware cost of the addition and sub-
traction is the same [Yao et al., 2004; Ho et al., 2008; Farahani et al., 2010; Thong and
Nicolici, 2011], the hardware complexity of the multiplierless MB is measured by two
metrics, the number of adders in the block and the longest path of consecutive adders
(the critical path). The number of adders is called the logic operators (LO) [Vinod and
Lia, 2005], while the adder depth is called the logic depth (LD). Both the LO and LD
determine the complexity of the MCM. The MB in Figure 1.21 costs LO = 7 adders
and its logic depth (shown in red) LD = 2 adders. An optimization procedure usually
follows this step to minimize the complexity of the multiplierles MB. The next section
considers one such optimization procedure which is the CSE.
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xn
×
47 37 5
× ×
z−1 z−1
++
yn
Figure 1.16: An example of FIR filter with coefficient set {5, 37, 47}.
xn
×
5 37 47
× ×
z−1 z−1 ++
yn
MB
Figure 1.17: The transposed structure of the filter {5, 37, 47}.
xn
×5
5xn 37xn 47xn
×37 ×47
Figure 1.18: The multiplier block of the filter in Figure 1.17.
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xn
−+
3
8xn
+
3
8xn
+
2
37xn
9xn
28xn
7xn
Figure 1.19: A possible multiplierless realization of the coefficient 37.
xn
−+
4
16xn
+
4
16xn
+
1
47xn
17xn
30xn
15xn
Figure 1.20: A possible multiplierless realization of the coefficient 47.
xn
+
2
4xn
5xn
−+
3
8xn
+
3
8xn
+
2
37xn
9xn
28xn
7xn
−+
4
16xn
+
4
16xn
+
1
47xn
17xn
30xn
15xn
Figure 1.21: A possible multiplierless realization for the coefficients 5, 37, and 47.
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1.4 COMMON SUBEXPRESSION ELIMINATION
In computer science, common subexpression elimination (CSE) is a compiler optimiza-
tion method. It is a transformation that removes re-computations of common subex-
pressions and replaces them with saved values [Steven, 1997]. The same concept is used
to minimize the MCM complexity by identifying and sharing common factors (subex-
pressions) within, and across, the coefficients. Finding and sharing the common factors
among the coefficients requires first removing the multiplication operation from the
MB. For example consider the MB shown in Figure 1.17, for which the multiplierless
realization of the coefficient 5 is shown in Figure 1.6. Now, the coefficient 37 can be
decomposed to 32+5. The number 32 is just a shift to the left by 5 positions which can
be obtained by redirecting the connections. The coefficient 5 is already synthesized, so
it can be shared between the two coefficients. The result of sharing the computation
between 5 and 37 is shown in Figure 1.22. The value 5 here is called a common subex-
pression and its sharing between the coefficients is the elimination process. In the same
way, the constant 47 can be decomposed to 37+10 = 37+5×2 = 37+5 1. Figure 1.23
shows the result of sharing the computation between the three coefficients. The total
cost of the MB shown in Figure 1.17 is three adders, i.e LO = 3 and its logic depth is
LD = 3 adders. However, if the coefficients are synthesized separately then the total
cost is LO = LO5 + LO37 + LO47 = 1 + 2 + 3 = 6 adders.
xn
5
32xn
+
2
4xn
5xn
+
37xn
Figure 1.22: Sharing the computation between the coefficients 5 and 37.
Searching for different realizations is possible by selecting alternative decomposi-
tions for the coefficients. Consider the following decompositions for 37 and 47
37 = 32 + 5 (1.3)
47 = 7 + 8× 5 (1.4)
The number 5 in Equation 1.3 and Equation 1.4 is in red to indicate it is a common
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subexpression. The result of sharing the computation between the three coefficients is
shown in Figure 1.24. Here, the logic depth is reduced to two adders at the expense of
increasing the logic operators by one adder.
xn
5
32xn
+
2
4xn
5xn
+
37xn
+
47xn
1
10xn
Figure 1.23: Sharing the computation between the coefficients {5, 37, 47} after removing
the multiplication operation.
xn
+
3
8xn −
+
2
4xn
5
32xn
+
3
47xn
7xn
40xn
5xn
+
37xn
Figure 1.24: Another possible subexpression sharing between the coefficients {5, 37, 47}.
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1.5 RADIX NUMBER SYSTEM
This section introduces the concept of the radix number system and specifically the
redundant number system. The reason is the dependency of Chapters 2 and 3 on this
concept. However, an algebraic development of redundant number systems is given
in Chapter 4. The radix (positional) number system is characterized by the radix, r,
and digit set, D. Such number system represents a value using a string of digits picked
from the digit set D. Each digit in this string has a weight specified by its position
in the string. The value v is evaluated from its representation using the evaluation
mapping [Kornerup and Matula, 2010]
v =
L−1∑
i=0
dir
i, (1.5)
where di ∈ D is a digit, L is the wordlength, d0 is the least significant digit (LSD), and
dL−1 is the most significant digit (MSD).
A number system is redundant if |D| > |r|, i.e. the number of digits in the digit
set (its cardinality) is greater than the radix [Kornerup and Matula, 2010]. Redundant
number systems provide multi-representations for at least some decimal values. These
systems were first introduced by Avizienis [1961] to speed up the addition operation
through elimination of the carry propagation [Avizienis, 1961; Jaberipur and Saeid,
2010; Parhami, 1988; Phatak et al., 2001]. On the other hand, the number system is non-
redundant if |D| = |r|. In this case, each value has only one representation. For example,
consider the traditional binary number system defined by r = 2 and D = {0, 1}. This
number system is non-redundant because |D| = |r| = 2. However, adding the digit 1,
which is of value −1, to the digit set makes the number system redundant. The resulting
number system is called the binary signed digit (BSD) which is defined by r = 2 and
D = {1, 0, 1}. The value 25 for example can be represented in BSD by 111111,111011,
or 101001. The number of non-zero digits in a representation is called the Hamming
weight (H) of the representation. Representations with a minimum number of non-
zero digits are called minimum Hamming weight (MHW) representations. A unique
non-redundant type of MHW is the canonical signed digit (CSD) representation. It is
unique because the product of any two adjacent digits equals zero. For example, the
representation 101001 is CSD with H = 3.
1.6 FINDING SUBEXPRESSIONS FROM REPRESENTATIONS
The number of possible decompositions for a given value is infinite. For example, the
number 5 can be found from the decompositions 5 = 4 + 1 = 3 + 2 = 1 + 1 + 1 + 2 =
7 − 2 = 1005 − 1000 = · · · . To limit this number, these decompositions are related
to the number representation. To explain the idea, consider the following FIR filter
example,
yn = 7xn + 11xn−1. (1.6)
Assume that the coefficients are represented using BSD with wordlength L = 4. If
the representations (1001) and (1101) are chosen to represent the numbers 7 and 11
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respectively, then substituting these representations in Equation 1.6 yields
yn = (1001)xn + (1101)xn−1,
= xn  3− xn + xn−1  3 + xn−1  2− xn−1. (1.7)
Rearranging Equation 1.7 gives
yn = −xn + xn  3− xn−1 + xn−1  3 + xn−1  2,
= (−xn + xn  3) + (−xn−1 + xn−1  3) + xn−1  2. (1.8)
Identifying the term sn = −xn + xn  3 as a common subexpression in Equation 1.8
reduces it to
yn = sn + sn−1 + xn−1  2. (1.9)
The multiplierless realization for Equation 1.9 is shown in Figure 1.25(a) with MB
LO = 2 and LD = 2. Change the representation of 11 to (10101) results another
realization as shown in Figure 1.25(b) which is with LO = 3 and LD = 2. The increment
in the LO is because there is no common subexpressions can be found in the last choice
of representations. This example shows the tight relation between the representations
and subexpression elimination.
xn
3
−
sn
+
+
z−1
+
2
yn
(a)
xn
2
− −
−5xn 16xn
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43
−
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Figure 1.25: Synthesizing the filter yn = 11xn + 7xn−1 using CSE and coefficient rep-
resentations: (a) 7 = 1001 and 11 = 1101. (b) 7 = 1001 and 11 = 10101.
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1.7 COEFFICIENT'S COST AND ADDER STEP
A coefficient's cost is the number of adders required to synthesize the coefficient from its
CSD representation (because it is of MHW). A coefficient is of cost 1 if it is synthesized
using only one adder and of cost 2 if its synthesized using two adders and so on. A
coefficient's adder step, δ, is the minimum number of adder steps required to synthesize
the coefficient from its CSD representation. The coefficient's adder step terminology
differs than the logic depth of the MCM because the latter is the longest path (MB
critical path) of consecutive adders. Since the coefficients have a range of adder steps,
the longest one specifies the minimum LD in the MCM. This minimum LD may be
relaxed in some problems to increase the sharing between the coefficients to minimize
the LO at the expense of the LD. To illustrate the difference between the coefficient
adder step and the MCM logic depth, consider synthesis of the coefficient 103 with a
CSD 10101001 as shown in Figure 1.26(a). The cost of the coefficient 103 is LO = 3
adders or alternatively the coefficient is of cost 3. The adder step of the coefficient 103
equals δ = 2 adders as shown in Figure 1.26(a). Then consider synthesis of the coefficient
281 with CSD 100101001 as shown in Figure 1.26(b). The coefficient's cost is LO = 3
and its adder step equals δ = 2. If the two coefficients are synthesized separately, the
overall cost of the two realizations is LO = 6 adders with LD = 2. However, synthesis
the two coefficients commonly results in the realization shown in Figure 1.26(c) with
total cost of LO = 4 adders and LD = 3.
Briefly, coefficient cost and adder step are metrics used to measure the complexity
of a coefficient. While logic operator and logic depth measure the complexity of MCM.
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Figure 1.26: (a) The synthesis of 103 from its CSD representation 10101001 costs
LO = 3 adders with δ = 2. (b) The synthesis of 281 from its CSD representation
100101001 costs LO = 3 adders with δ = 2. (c) The synthesis of 103 and 281 commonly
by sharing the subexpression 101001 between them reduces the total cost to LO = 4
adders and increases the logic depth to LD = 3 adders.
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1.8 LOWER BOUND AND OPTIMALITY
The lower bound of the MCM problem is the solution that results in realizations with
the same minimum number of LO's under a given LD constraint. These solutions are
considered optimal in the sense that there are no other solutions for the problem with a
lower number of LO's under the same LD constraint [Gustafsson, 2007b]. The minimum
possible lower bound value of an MCM with N coefficients is equal to N adders. In this
case, no extra subexpressions are required to synthesize the N coefficients. An example
of an optimal solution is shown in Figure 1.27 for the coefficient set 3, 21, 53 under the
constraint LD = 3. The number of logic operator equals LO = N = 3. However, if
the logic depth constraint is tightened to LD = 2, an extra subexpression of a value
equals to 5 is required to share the coefficient 3 to synthesize the coefficient 53 as shown
in Figure 1.28. This is also an optimal solution because there is no lower bound below
the value LO = 4 adders that can be found as an optimal solution under the constraint
LD = 2.
1
+ 1-
 4  
+ 32  
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 1 -
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Figure 1.27: An example of the optimal solution for the coefficient set {3, 21, 53}. Logic
depth constraint is relaxed to LD = 3.
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Figure 1.28: An example of the optimal solution for the coefficient set {3, 21, 53}. Logic
depth constraint is tightened to LD = 2.
One of the hard instants of MCM is results when all the coefficients have the same
value of adder step δm such that δm > 2. The minimum number of additional adders
required to synthesize a chain of subexpressions from the signal node (node of value 1)
to reach the coefficient set is equal to δm−1. Synthesizing all the coefficients using this
chain of subexpressions gives a lower bound of LO = N + δm − 1 under the minimum
logic depth constraint of LD = δm. If not all the coefficients have been synthesized using
δm − 1 extra adders under the LD constraint of δm, then the number of extra adders
that required to synthesize the coefficients becomes > δm − 1. The lower limit of LD is
obtained when all the N coefficients are synthesized from the same extra subexpressions
as describe above, while the upper limit of LD result from synthesizing all the coefficients
as a chain ofN adders (as in the graph dependent methods). This means that for MCMs
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with large orders (large values of N), the logic depth will be in the order of N + δm−1.
In this case, the range of logic depth is between δm ≤ LD ≤ N + δm − 1.
A coefficient is synthesized optimally if its constituted subexpressions are already
synthesized. To minimize the LO and LD, each coefficient is assumed to be composed of
two additive parts (subexpressions). In this case, the optimal cost of a coefficient equals
one adder. Synthesizing a group of coefficients commonly using a set of subexpressions
is optimal if the number of adders that required to synthesize them equals to the number
of coefficients. If some of the group subexpressions are not synthesized yet, then the
CSE algorithm tries to find a best sharing (maximum sharing) group of subexpressions
to synthesize a group of coefficients. The best sharing is achieved when the number of
extra adders required to synthesize the subexpressions is minimum.
1.9 CHAPTER SUMMARY
There is a market demand to design efficient DSP/DIP systems of low cost, consume
low power, and work at high speed. The most computational intensive part of DSP/DIP
systems is the MCM operation. The MCM is a core operation in DSP/DIP systems
in which one variable multiplies many constants (coefficients). Therefore, finding an
efficient MCM operation means that the underlying DSP/DIP system is efficient. The
aim of this work is to find a method(s) that searches the possible MCM realizations for
the optimum one.
The inherent multiplication operation in the MCM is a major obstacle to optimize
its operation. Therefore, it is essential to remove the multiplication operation and sub-
stitute it with simpler ones of add/subtract and shift. It is possible to do that because
the coefficients of the MCM are constants. The resulting MCM becomes multiplierless.
However, doing this may not be straightforward because DSP/DIP structures are real-
ized with the dot product operation such as in FIR and IIR filters. A transformation
is required to convert the dot product operation to a MCM. An example is transform-
ing the canonical structure (dot product) of the FIR filter to the transposed structure
(MCM). Because the multiplication operation is substituted with add/subtract and
shift, the new operations become metrics for the MCM complexity. The shift operation
can be realized in hardware for free, while the cost of the hardware adder equals that of
the subtracter. Therefore, the number of adders required to synthesize the MCM is con-
sidered as the number of logic operators and the critical path of the consecutive adders
is the logic depth. Minimizing these two metrics will optimize the MCM operation, or
in other words make it efficient.
The CSE is chosen as a powerful method to minimize the LO and LD. The method
can outperform other techniques because it searches a large space of subexpressions. The
subexpression space is generated from the redundant number representations. Trimming
the search space without losing important information is considered in this work.
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1.10 CONTRIBUTIONS IN THIS WORK
The work in this thesis presents a new direction in the field of solving the MCM by using
CSE methods that depend on number representations. There are several important
contributions have that been made in this field of science which include:
1. A numerous CSE methods are found in the literature. However, these methods
can be classified into several types. We found that it is important to the research
in this field to have a classification for the CSE methods. Therefore, the work
introduced a classification of CSE methods according to the search space and
how the method work. The classification shows that there are two main methods
which are Hartley's table and multiplier block methods. Hartley's method used
to tabulate the representations in N × L tables, where N is the order of the
MCM and L is the wordlength of the MCM coefficients. Then the search starts
to find the common patterns between the representations. On the other hand,
the multiplier block used to search a space of subexpressions that either extracted
from coefficient representations or calculated to achieve some criteria like reducing
the search space.
2. Develop the pattern preservation algorithm (PPA) to resolve complicated overlap-
ping patterns occur in Hartley's table method when using number representation
sets that are larger than CSD and MHW. A set of redundant representations that
larger than the MHW but less than the BSD is used to be the search space of
the PPA. The set is called the zero-dominant set (ZDS). The number of repre-
sentation combinations is smaller than BSD. However, the quality of solution is
not too far than that obtained from using the whole BSD. The PPA itself follows
a new method of searching Hartley's table which takes care of not eliminating a
subexpression at the expense of losing another subexpressions.
3. Developing a tree and graph encoders using the concept of polynomial ring. The
encoders are used to generate number representations of a given positional number
system. Developing such algorithms is important to the research in this field
because they can generate all of redundant representation.
4. A new direction of CSE algorithms is introduced that customize the tree en-
coder to search for common subexpressions simultaneously with the generation
of number representations. This differs than traditional CSE methods that used
to generate the search space then search for common subexpressions. Fusing
representation generation and CSE in one process is an elegant way to make a
non-exhaustive search of subexpressions. This because the CSE method tries find-
ing optimal sharing between the coefficients during the process of representations
generation. This part of work also introduced a mathematical development of the
size of search space.
5. Developing a combinatorial model of the MCM using the subexpression space con-
cept presented in this work. The model is a graph we called it the demand graph.
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It is found that MCM problem is an arc routing problem. Solving the problem
becomes a routing over the demand graph to find the routes with minimum com-
plexity. Each route is correspond to a candidate solution for the MCM. However,
only solutions of high quality are survived. Ant colony optimization metaheuris-
tic algorithm is introduced to search the demand graph in parallel using com-
putational ant agents. Metaheurstic algorithms like ant colony optimization can
replace heuristic methods that is traditionally used to solve the MCM problem
such as CSE and graph dependent GD methods. This is because the search space
is now is the possible solutions of the MCM and solutions the was obtained from
different heuristics can be obtained from routing the demand graph.
1.11 THESIS OVERVIEW
The chapters of this thesis are sorted hierarchically according to the development of our
work. The reader will find a strong dependency and connection between the subsequent
chapters. A brief overview for each chapter is presented in this section as follows.
Chapter 2 includes a literature survey on the CSE and GD methods. The two
methods are the most common heuristics used to tackle the MCM. A historical devel-
opment for the GD method is given. More space is given for the CSE method because
it is the subject of this thesis. A classification for the most common CSE methods is
presented in this chapter. Each CSE method is explained with an illustrative example.
A new common subexpression elimination algorithm called the pattern preservation
algorithm (PPA) is developed in Chapter 3. The algorithm uses a set of redundant
representations called the zero-dominant set to increase the number of identical digit
patterns among the coefficient representations. The PPA tabulates the digits of the zero-
dominant representations in anN×L table called Hartley's table, whereN is the number
of MCM coefficients and L is the wordlength. Each representation occupies a row in
the table. The rows are ranked according to the coefficient ranks in the MCM. The
columns are indexed by the digit positions in the representation starting from the least
significant digit to the most significant digit. After tabulating the representations, the
algorithm starts searching the table for horizontal common patterns (subexpressions).
The patterns are prevented from being lost due to the collision (overlapping patterns)
at the far/near end of the representation by introducing a digit set/reset technique. The
overlapping occurs when one or more digits are shared between a number of patterns.
Therefore, eliminating one pattern causes losing other patterns because of eliminating
some of the common digits. This requires that the PPA uses two passes in searching
each representation. In the first pass it searches for CSD patterns and in the second
pass searches for clustered patterns. Before starting the second pass, the PPA resets the
digit at the inner border of the far/near end stream of clustered non zero digits. The
PPA sets the inner border digit to its original value after finishing its second pass. In
this way the other patterns are saved from being destroyed so they can be used in the
subsequent search. The drawback of using the PPA is the large number of representation
combinations [Roberts and Tesman, 2009] which equal to the number of Hartleys' tables
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and the difficulty of constraining the logic depth.
Chapter 4 presents an algebraic development for radix number systems. This de-
velopment is fundamental to develop the tree and graph algorithms for generating re-
dundant number representation as shown in Chapter 5. A polynomial ring is considered
to find the sufficient and necessary conditions of a complete digit set. A digit set is
considered complete if it can represent all the elements of the corresponding ring (i.e
the ring of integer numbers Z). Evaluating each polynomial to a single value partitions
the representations to equivalent classes. A redundant number system arises if there is
more than one polynomial evaluated to the same value.
Graph and tree algorithms are developed in Chapter 5 depending on the algebraic
development shown in chapter 4. The algorithms are designed to generate the number
representations (non-redundant and redundant) for any radix and digit set. The graph
algorithm enumerates the representations on a graph while the tree algorithm generates
the representation tree. The advantage of developing these algorithms is that they can
be customized to search for common subexpressions. This customizing is a new direction
in the CSE heuristics design. The size of the search space is determined by the size of
the representation trees. Markov's transition matrix concept is used to find a closed
form for the size of the representation tree.
A new subexpression elimination algorithm called the subexpression tree algorithm
(STA) is developed in chapter 6 by customizing the representation tree. The STA
searches for the subexpressions that maximize the sharing between the coefficients si-
multaneously with generating the representation tree. New subexpressions are gener-
ated at each born node. These subexpressions are used to find the decompositions of
the value to be encoded. The algorithm examines these decompositions at each node to
find the one with optimal sharing. The STA is designed to terminate the tree generation
when it finds a decomposition with a maximum sharing. Only decompositions of two
parts are considered because each decomposition consumes only one adder which is the
minimum number of adders that required to compose a value. Decomposing a value into
two parts is mathematically described by A−operation. This relation is used to make
each part indivisible by the radix which is called co-prime. The STA can find MCM
realizations with minimum logic depth where other algorithms miss these realizations.
Chapter 7 addresses the final goal of this research which is deriving a combinato-
rial model for the MCM problem called the demand graph. The demand graph is a
multigraph that is obtained from combining the MCM solutions after transforming the
shift operation on the arcs to subexpression information. The solution of the MCM is
found by constructing tours on the demand graph with each tour being a solution. A
subexpression attached to an arc is considered as a demand on the arc traversal. This is
considered as dynamic behavior because each new demand changes the tour plan to syn-
thesize the demand itself. The dynamic behavior of the touring over the demand graph
requires using metaheuristic algorithms to construct the tours. Ant colony optimization
metaheuristic is proposed as a proper method to search the demand graph.
In Chapter 8, the ant colony optimization algorithm (ACO) is implemented to
search the demand graph in parallel. The algorithm uses ant agents that search the
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graph independently. Ant tours are compared for the one with minimum cost which is
called minimum iteration tour. The minimum iteration tour become as a best-so-far tour
if there is no other minimum iteration tour of cost less than it yet. Two implementation
for the ACO algorithm are introduced in this chapter to search the demand graph. A
serial implementation and a distributed computing implementation that use the C++
parallel boost graph library (PBGL).

Chapter 2
COMMON SUBEXPRESSION ELIMINATION
The MCM problem was defined as the problem of minimizing the logic operators (LO)
and logic depth (LD). This problem is classified as NP-hard (unless NP=P) [Cappello
and Steiglitz, 1984; Gustafsson, 2008; Voronenko and Püschel, 2007]. In other words, the
optimum solution currently cannot be found in polynomial time and the computation
time grows exponentially with the problem size. Heuristic techniques are often used to
find good solutions. However, it is difficult to guarantee that a heuristic can find the
minimum solutions for all possible MCM. Two optimization methods identified as being
efficient techniques to tackle the MCM problem in polynomial time are the common
subexpression elimination (CSE) technique proposed by Hartley [1991], and the graph
dependent (GD) method proposed by Bull and Horrocks [1991].
The CSE technique searches for the most common subexpressions (patterns) in the
coefficient representations [Yao et al., 2004; Dempster et al., 2004; Mahesh and Vinod,
2008; Banerjee et al., 2007; Thong and Nicolici, 2009]. Each common subexpression is
synthesized once and its value is shared. On the other hand, the GD method repre-
sents the coefficients on a graph such that each coefficient is synthesized from that in
the graph set [Dempster and Macleod, 1995; Gustafsson, 2008; Voronenko and Püschel,
2007; Gustafsson, 2007a; Gustafsson et al., 2006; Dempster and Macleod, 1994; Aksoy
et al., 2010]. A typical GD consists of two parts [Dempster and Macleod, 1995], optimal
and heuristic. In the optimal part, a GD method tries synthesizing an N coefficients
MCM using only N adders. This may result in a long chain of N consecutive adders
and consequently a very long LD [Yao et al., 2004]. Implementing MCM blocks with
long logic depths increases the dynamic power consumption [Faust and Chang, 2010]
and decreases the processing speed, which is one of the main concerns in mobile com-
munication systems. Since the CSE methods searches a larger space of subexpressions,
they have the potential to find solutions with shorter LD. Dempster et al. [2004] showed
that it is better to use the CSE method for complex dot product problems while the GD
method performs faster for simpler problems. Unifying the GD and the CSE methods
requires finding an analogy to the MCM problem. To our knowledge, there is no obvious
work in the literature that develops this analogy. The reason may be the nature of the
problem which is NP-hard [Ho et al., 2008; Thong and Nicolici, 2011; Gustafsson, 2008;
Voronenko and Püschel, 2007].
Usually CSE methods are designed to search small sets of number representations
such as binary [Smitha and Vinod, 2007; Chang and Faust, 2010], canonical signed
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digit [Farahani et al., 2010; Vinod et al., 2010], or some small subset of the binary signed
digit (BSD) such as the minimum Hamming weight (MHW) representations [Park and
Kang, 2001; Aksoy et al., 2012a], or MHW with an extension [Ho et al., 2008]. Searching
such representations is possible because of their relatively small size, compared to the
set of binary signed digit (BSD) representations. For example, searching the MHW
representations means searching only those with the minimum number of nonzero digits.
The search space is further reduced to a minimum size if the canonical signed digit
(CSD) representation is used. Reducing the search space may cause losing of some
subexpressions
This chapter is structured as follows: Section 2.1 presents a historical overview of the
GD methods and how these methods solve the MCM problem. Section 2.2 introduces the
classification of the CSE methods. Hartley's table methods are considered in Section 2.3.
Multiplier block CSE methods are considered in Section 2.4. A summary of the chapter
is given in Section 2.5.
2.1 GRAPH DEPENDENT METHODS
Bull and Horrocks [1987] proposed the first graph dependent algorithm, this later
became known as the Bull-Horrocks algorithm (BHA). The algorithm synthesizes the
coefficients regardless of their parity (odd or even). The coefficients are synthesized
in ascending order using the partial sums in the graph (its vertices), otherwise the
algorithm searches for partial sums with shorter distance from the graph. These partial
sums require minimum additional adders to be synthesized from the graph set. Shift
operations are realized using adders. To explain the BHA, consider the following FIR
filter:
yn = −42xn + 44xn−1 − 40xn−2. (2.1)
We need to only consider the positive coefficients resulting the set {40, 42, 44}, as simple
negation can synthesize a negative value. A directed signal flow graph is used to show
the multiple product formation as shown in Figure 2.1. Nodes with a power of two
values are first added to the graph, these are nodes 2, 4, 8, 16, and 32. These partial
sums are used to synthesize the coefficients. The coefficient 40 is obtained from adding
8 and 32, 42 from adding 40 and 2, and 44 from adding 42 and 2.
1 2 4 8 16 32 40 42 44
Figure 2.1: Directed graph showing the BHA.
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The same authors improved this work in [Bull and Horrocks, 1991] by increasing
the partial sums set through forming a power of two subgraph on every vertex in the
graph. This was the early work that recognized the shift operation as the logic operator
with lowest cost when compared with addition or subtraction. Dempster and Macleod
[1994] modified the BHA algorithm by permitting the partial sums to have values greater
than the coefficients to be synthesized. Only odd fundamentals (coefficients and partial
sums) are used. In the same paper, they proposed an algorithm which considers all the
possible graph topologies (shown in Figure 2.5) of an integer to find the one that results
in the minimum adder cost.
Logic depth concerns were considered in [Dempster et al., 2002] by testing the
effect of each coefficient on the resulting adder depth before synthesizing this coefficient.
However, the authors stated that the algorithm is computationally intensive.
Gustafsson [2008] proposed a hypergraph approach to solve the multiple constant
multiplication (MCM) problem. In this method, an optimal solution is found by using
the minimum spanning tree with the shortest length to connect the whole set of co-
efficients. If the algorithm does not find directed paths from the root vertex to some
coefficients, Steiner vertices [Gustafsson, 2008] are found such that the resulting span-
ning tree is of minimum cost and depth. To reduce the length of the spanning tree,
extra intermediate vertices and edges may be added to the graph. Han and Park [2008]
proposed a multiple adder graph algorithm to take into account the future effect of
a particular coefficient on the rest of the coefficients. The authors showed that the
computational complexity to find all the possible adder graphs is high even for one
coefficient. An exact depth-first search algorithm to find the minimum solution is pro-
posed by Aksoy et al. [2010]. A comprehensive study of GD methods can be found
in [Voronenko and Püschel, 2007].
In general, the GD method is summarized as follows:
1. Fundamentals are represented on an acyclic directed graph with the root vertex
being the signal node and equal 1. Each vertex (except the root) has in-degree
21. There is no limit to the out-degree [Dempster and Macleod, 1995].
2. Negative fundamentals are made positive.
3. Even values are made odd by successive right shifting.
4. Any repetition in the resulting positive odd fundamentals is removed.
5. Try synthesizing the coefficients from that in the graph set using minimum number
of additional adders.
6. Each newly synthesized fundamental is moved to the graph set.
1In-degree of a vertex is the number of input edges to this vertex
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For example consider the filter in Equation 2.1, its canonical structure is shown
in Figure 2.2 (a). Making the coefficients positive odd results in
−42→ 21, 44→ 11, −40→ 5.
The structure in Figure 2.2 (b) is obtained by transferring the negative signs from the
coefficients to the input of the structure adders and assigning the shift operations to
the signal paths.
x
×−42 44 −40× ×
z−1 z−1
++
yn
MB
(a)
x
×21 11 5
 1
−
×
 2
×
−
 3
z−1 z−1
++
yn
MB
(b)
Figure 2.2: Using the GD method to synthesize the coefficient set {−42,−40, 44}. (a)
The canonical structure of the filter. (b) Making the coefficients positive odds.
The transposed structure of the filter is shown in Figure 2.3 (a). The dashed
box in Figure 2.3 (a) encloses the multiplier block (MB). The graph method starts by
synthesizing all of the cost 1 coefficients. In this example, there is only one coefficient
with cost 1, which is 5. After synthesizing 5, the graph set is now {1, 5}. The coefficient
11 can be synthesized from the graph set because 11 = 1 4− 5 = 16− 5. The graph
set is now {1, 5, 11}. The last coefficient 21 is synthesized as 21 = 11+5 1 = 11+10.
The result of synthesizing the coefficients is shown in Figure 2.3 (b). Here, each vertex
inside the MB (except the signal node) is an adder and its output becomes the vertex
label. These adders are called multiplier block adders (MBA). The other two adders
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outside the MB of Figure 2.3 (b) are the structure adders. The number of logic operators
in the MB is LO = 3 and the logic depth is LD = 3. The overall filter cost equals 5
adders (neglecting delay elements cost).
x
×
5 11 21
× ×
z−1 z−1 ++
 3
−
 2  1
−
yn
MB
(a)
11xn 5 21
1
4
16
-1 1
2
 3  2  1
−
z−1 z−1+ +−
yn
MB
(b)
Figure 2.3: (a) The transposed structure of the filter in Figure 2.2. (b) Synthesis the
filter using the GD method.
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Another example is to synthesize the filter shown in Figure 2.4 (a) with coefficient
set {5, 37, 47}. The steps of synthesizing the MB are shown in Figure 2.4 (b)-(d). These
graphs represent the different graph topologies [Johansson, 2008]. Examples of other
graph topologies are shown in Figure 2.5. Graph methods precompute and store all
these topologies then search them for the minimum realization.
x
×5 37 47× ×
z−1 z−1 ++
yn
MB
(a)
1
4
1 5
(b)
1
4
1 5
32
37
(c)
1
4
1 5
32
37
2
47
(d)
Figure 2.4: Synthesis of the multiplier block (MB) of the FIR filter with coefficient
set {5, 37, 47}. (a) The transposed structure of the filter. (b) The coefficient 5 is
synthesized using cost 1 graph topology. (c) The coefficient 37 is found from 5 using
one of cost 2 topologies. (d) A cost 3 graph topology is found such that the coefficient
47 is synthesized from 5 and 37.
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1 adder 2 adders 3 adders 4 adders
Figure 2.5: Examples of different graph topologies.
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2.1.1 The N-Dimensional Reduced Adder Graph Algorithm
The N-Dimensional Reduced Adder Graph (RAG-N) algorithm was proposed by Demp-
ster and Macleod [1995]. The algorithm consists of two parts: Firstly, the optimal part
which is designed to find the realization of N , non-repeated odd, coefficients using only
N adders. This number of adders is the lower bound of the MCM problem because it is
impossible to synthesize N distinct coefficients using M adders for M < N [Dempster
and Macleod, 1995]. The algorithm synthesize the fundamentals using those in the
graph set (synthesized). Each synthesized fundamental is composed using at most one
adder. Secondly, the heuristic part uses lockup tables that shown in Figure 2.5 to store
the optimum costs of a single coefficient and the different possibilities of fundamentals
that can be used to implement it [Dempster and Macleod, 1995].
The RAG-N algorithm steps are as following:
1. Make all coefficients positive odd fundamentals and remove all duplication and
cost-0 fundamental if any is exist (all power of two fundamentals are reduced to
1). Move these fundamentals to incomplete set.
2. Calculate the cost of each coefficient by using the cost lookup table.
3. Move all cost 1 fundamentals if any from the incomplete set to the graph set.
These fundamentals are composed by using only one adder. For example, the
number 7 is of cost 1 because it can be composed as 7 = 8− 1.
4. For all possible fundamental pairs in the graph set, check whether their sum or its
multiplications by power of two numbers equals to coefficients in the incomplete
set.
5. Remove all the coefficients produced in step 4 from the incomplete set to the
graph set. Since these coefficients are synthesized using only one adder, they are
of distance 1 adder from the graph set.
6. Repeat step 5 until no more fundamentals are added to the graph set.
The solution is optimal if all the coefficients are synthesized by the end of step 6
and the incomplete set becomes empty coefficient set if it is to be an optimal cost
block.
The heuristic part of the algorithm continues as follows:
7. Find the difference between each coefficient in the incomplete set and each fun-
damental in the graph set. If any difference is found of cost 1, this difference is
synthesized and the corresponding coefficient is synthesized too by summing the
difference coefficient and the examined fundamental in the graph set.
8. Find the difference between each coefficient in the incomplete set and the sums
of every pair of fundamentals in the graph set. If any difference is found of value
zero, this difference is synthesized and the corresponding coefficient is synthe-
sized too by summing the difference coefficient and the sum of the examined two
fundamentals in the graph set.
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9. Repeat steps 6, 7, and 8 until no new distance 1 or 2 fundamentals are found.
10. Synthesize residual coefficients in the incomplete set by choosing arbitrary funda-
mentals of lowest sum. This procedure starts with selecting from the incomplete
set the coefficient of minimum cost. While, the selected fundamentals are added
to the incomplete set.
11. Repeat steps 6-10 until all coefficients are synthesized.
The RAG-N is a powerful heuristic used to synthesize the MCM. However, its
optimal part may accomplished at the expense of LD. For example, if the RAG-N is
used to synthesize the coefficients 5, 21, 23, 205, 843, 3395 it results in the realization
shown in Figure 2.6. This realization is optimal because it results from the optimal
part of the algorithm with each coefficient is at distance 1 from the graph set. The
cost of the realization in Figure 2.6 is LO = 6 and the logic depth is LD = 6 adders.
This shows that the optimal part may result in realizations with long logic depth which
is a disadvantage in high speed, low power consumption DSP systems. Synthesis the
same coefficients using the CSE method that proposed in [Yao et al., 2004] results
the realization shown in Figure 2.7. In this example, the CSE method succeed in
synthesizing the MCM using a shorter logic depth of 3 adders but at the expense of
increasing the number of LO which raised to 10 adders. The method in reference [Yao
et al., 2004] is described in details in Subsection 2.4.2.
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Figure 2.6: Synthesis the coefficients 5, 21, 23, 205, 843, 3395 using RAG-N algorithm
results in LO = 6 and LD = 6.
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Figure 2.7: Synthesis the coefficients 5, 21, 23, 205, 843, 3395 using the CSE method of
reference [Yao et al., 2004] results in LO = 10 and LD = 3.
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2.2 COMMON SUBEXPRESSION ELIMINATION
Common subexpression methods can be classified into two main categories as shown
in Figure 2.8. Firstly, Hartley's method [Hartley, 1991, 1996] which works on the FIR
filter canonical structure. Hartley's method in turn is classified into four methods,
the horizontal common subexpressions (HCSE), the vertical common subexpressions
(VCSE), the oblique common subexpressions (OCSE), and the mixed common subex-
pression elimination (MCSE). Secondly, the multiplier block (MB) method which works
only on the transposed structure of the filter. In turn MB methods can be subclassi-
fied into an HCSE that works on the multiplier block and denoted by HCSE-M, and
representation independent (RI) methods. These classifications are considered in more
details in the next sections.
CSE Methods
Hartley Method MB
RIHCSE-M
(i.e., Yao method)
HCSE VCSE OCSE MCSE
Figure 2.8: Classification of the CSE Methods.
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2.3 HARTLEY'S METHOD
Hartley's method arranges the representations in a N ×L table, called Hartley's table,
where N is the number of coefficients and L is the wordlength. The table is searched
for the common patterns (subexpressions). The number and type of subexpressions are
affected directly by the representations. Three types of digit patterns can be identified
in the Hartley's table as shown in Figure 2.9, the horizontal common subexpressions
(HCSs) shown in red, the vertical common subexpressions (VCSs) shown in green, and
the oblique common subexpressions (OCSs) shown in blue. Therefore, CSE algorithms
that work on Hartley's table can be classified into HCSE, VCSE, OCSE, and MCSE
as shown in Figure 2.8. The MCSE method works on two or more types of common
subexpressions, i.e. horizontal and vertical, vertical and oblique, and so on.
0 0 1 0 1
1 0 1 0 1
1 0 1 0 1
24 23 22 21 20
0 1 0 0 1 HCSs
1 1 0 1 1
0 0 1 0 1
1 0 0 1 1
VCSs
1 1 0 0 1
w0
w1
w2
w3
w4
w5
w6
w7
OCSs
Figure 2.9: The three possible patterns that can be found in Hartley's table.
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2.3.1 Horizontal Common Subexpression Elimination
The HCSE method finds and eliminates the HCSs such as {101, 101, 1001, · · · }. These
subexpressions are found in the CSD or BSD representations. To explain the HCSE
method, consider the FIR filter
yn = 21xn + 11xn−1 + 5xn−2. (2.2)
The BSD representations are calculated using an exhaustive enumerating of all the
possible combinations of the digits 1, 0, 1 with a length of 5 digits as shown in Table 2.1.
Then, using the evaluation mapping in Equation 5.2 maps the representations to their
corresponding values as shown in the second column of Table 2.1. The other subsets
of BSD such as the MHW and CSD can be obtained from Table 2.1 by considering
their characteristics (i.e., MHW are representations with minimum number of non-
zero digits). In this case, the BSD representations of the coefficients {5, 11, 21} are
shown in Figure 2.2. Finding the optimal solution requires searching all the possible
combinations of the representations shown in Figure 2.2. These combinations are given
by:
1. (11011), (10101), (11011)
2. (11011), (10101), (11111)
...
If the number of coefficients is N and the coefficient w0 has nw0 representations,
the coefficient w1 has nw1 representations, and so on. The number of combinations C
(Hartleys' Tables) is given by [Roberts and Tesman, 2009]:
C = nw0 × nw1 · · · × nwN−1 . (2.3)
For the example in Table 2.2, the number of combinations equals to:
C = n5 × n11 × n21 = 8× 8× 5 = 320.
This means that the HCSE method should search 320 Hartley's table to find the optimal
solution. For example, the combination 00101, 10101, and 10101 is chosen arbitrary
corresponding to 5, 11, and 21 respectively. These representations are tabulated in
Hartley's table as shown in Table 2.3. This is mathematically equivalent to substitute
the representations in Equation 2.2 which results in
yn = (10101)xn + (10101)xn−1 + (00101)xn−2. (2.4)
The patterns 101 and 101 shown in Table 2.3 are enclosed by rectangles to indicate
that these are calculated to the same value (same subexpression). It can be identified
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mathematically by rewriting Equation 2.4 as
yn = (xn  4 + xn  2 + xn) + (xn−1  4− xn−1  2− xn−1) + (xn−2  2 + xn−2),
= (xn  4 + sn) + (xn−1  4− sn−1) + sn−2, (2.5)
where
sn = xn + xn  2. (2.6)
Table 2.1: Enumerate the BSD representations with wordlength equals L = 5.
rep. value type
00000 0 -
00001 1 CSD
00001 −1 CSD
00010 2 CSD
00011 3 MHW
00011 1 BSD
00100 4 CSD
00101 5 CSD
00101 3 CSD
00110 6 MHW
00111 7 BSD
00111 5 BSD
01000 8 CSD
01001 9 CSD
01001 7 CSD
...
Figure 2.10 shows the realization of the filter after applying the HCSE method.
Hartley's methods use the canonical structure of the FIR filter, therefore the number of
logic operators represents the total adder cost of the filter. In this case, the adder cost
of the filter equals LO = 5 adders. To compare this result with that of other methods
(like GD), the number 5 is broken into 2 structure adders and 3 adders that correspond
to the MB adders in the GD methods. In this case, the value of 3 adders is equal to
that obtained in the GD method described in Section 2.1. The logic depths are the
same for the two methods ands equal to LD = 3.
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Table 2.2: BSD representations of the
coefficients {5, 11, 21}.
5 11 21
(11011) (10101) (11011)
(01011) (11101) (11111)
(11111) (01101) (10111)
(01111) (10111) (11101)
(00111) (11111) (10101)
(11101) (01111)
(01101) (11011)
(00101) (01011)
Table 2.3: Finding the HCSs among
the representations of the coefficients
{5, 11, 21}.
0 0 1 0 1
1 0 1 0 1
1 0 1 0 1
24 23 22 21 20
w2 = 5
w1 = 11
w0 = 21
xn
z−1
42
sn = xn + xn2
+
+
+
+
−
+
yn
z−1
4
z−1
Figure 2.10: The result of using the HCSE to synthesize the coefficients {5, 11, 21}.
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Another variation of the HCSE was proposed by Potkonjak et al. [1996] which is
called the iterative matching algorithm (ITM). The algorithm finds the best matched
patterns across each coefficient pair. Sign digit (SD) representations are used in this
work. The authors used a greedy algorithm to select the best SD representations. A
modified iterative matching (MITM) algorithm is proposed by Farahani et al. [2010].
The MITM algorithm calculates the number of nonzero bits for all pairs of coefficients
to detect and eliminate more common subexpressions. To explain the basis of both the
ITM and MITM, consider the coefficient set {200, 206, 655, 281} given in [Farahani et al.,
2010]. The CSD representations of the coefficients are shown in Table 2.4. The number
of bitwise matches among all pairs of constants is calculated as shown in Table 2.5.
The method requires calculating the number of nonzero bits for all pairs of constants as
shown in Figure 2.6. Only N pairs are survived from the previous calculations, where
N is number of coefficients. The selection is made according to the maximum number
of bitwise matches found in Table 2.5 and in the same time have a minimum number
of nonzero bits that found in Table 2.6. An evaluating function is used to find the
best match in the set of candidate pairs. It is based on both the immediate saving in
the LO and the later saving. The results of evaluating the function for the example
in Table 2.4 shows that the pair w2 and w3 is the best match with a common pattern
0000101001 as shown in Table 2.7. Eliminating the pattern 0000101001 from the CSD
representations of the coefficients w2 and w3 results in a new CSD representations as
shown in Figure 2.8. The coefficients in Figure 2.8 are searched for the common patterns
101001 and 101001. These patterns are found in w0 and w1 respectively and identified
by bold as shown in Figure 2.8. After eliminating these patterns, the process continue
until there is no bitwise matches larger than 1.
coefficient value csd
w0 200 0101001000
w1 206 0101010010
w2 655 1010101001
w3 281 0100101001
Table 2.4: CSD representations of the coefficients {200, 206, 655, 281}.
coefficient w0 w1 w2 w3
w0 - 2 0 1
w1 2 - 0 1
w2 0 0 - 3
w3 1 1 3 -
Table 2.5: The number of bit-wise matches among all pairs of coefficients.
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coefficient w0 w1 w2 w3
w0 - 7 8 7
w1 7 - 9 8
w2 8 9 - 9
w3 7 8 9 -
Table 2.6: The number of nonzero bits for all pairs of constants.
w2 1010101001
0000101001
w3 0100101001
Table 2.7: A best match is found in the pair w2 and w3 with a common pattern
0000101001.
coefficient value csd
w0 200 0101001000
w1 206 0101010010
w2 655 1010000000
w3 281 0100000000
Table 2.8: The coefficients after eliminating the common pattern 0000101001.
The other variation of HCSE proposed by Pa²ko et al. [1999] in which the CSE
problem is formulated as a linear transform where a L×N matrix is used to represent
Hartley's table. The coefficients are represented using CSD. Common patterns are
searched across the rows starting with the ones of largest Hamming weight. A steepest
descent approach was used to select the pattern with the highest frequency. Selecting
the pattern with the highest frequency splits the matrix into two matrices, the common
subexpression matrix and the remainder. The process is repeated recursively until no
common subexpressions can be found in the remainder matrix. Marcos et al. [2002]
modified the method proposed in [Pa²ko et al., 1999] by decreasing subexpressions
sharing to elevate the recursive use of a common subexpression. However, this could be
at the expense of increasing the LO.
2.3.2 Vertical Common Subexpression Elimination
The VCSE method searches and eliminates the VCSs. This method may give better
results than the HCSE for some coefficient sets. Vinod et al. [2010] showed such a case,
but in the same article the authors mentioned that the VCSE may be not so useful in
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realizing symmetric coefficients. In this case, additional adders are required to keep the
symmetry which increases the number of LO. To explain the VCSE method, consider
the same filter example used in Subsection 2.3.1. The representations are tabulated as
shown in Figure 2.11. The vertical pattern 111 is chosen to be a common subexpression.
The equation for this pattern is given by
sn = xn − xn−1 + xn−2, (2.7)
and the output equation is
yn = sn + sn  2 + xn  4 + xn−1  4. (2.8)
The number of LO in Equation 2.8 is 5 adders which is the same of that obtained from
using the HCSE described in Subsection 2.3.1.
0 0 1 0 1
1 0 1 0 1
1 0 1 0 1
24 23 22 21 20
w2 = 5
w1 = 11
w0 = 21
Figure 2.11: Finding the vertical common subexpressions (VCSs) among the CSD rep-
resentations of the coefficients {5, 11, 21}.
2.3.3 Oblique Common Subexpression Elimination
Vinod et al. [2010] showed that OCSE is like VCSE because they may destroy the
symmetry of the coefficients in symmetric filters which require using additional adders
to keep the symmetry. Figure 2.12 shows the oblique patterns for the same coefficients
shown in Section 2.3.1. The equation of the oblique common subexpression is
sn = xn  2− xn−1. (2.9)
The output equation is reduced to
yn = xn + sn + sn  2 + xn−1  4 + xn−2 + xn−2  2. (2.10)
Realizing Equation 2.10 costs LO = 6 adders.
2.3.4 Mixed Common Subexpression Elimination
It is possible to find more than one type of patterns in the Hartley's table. For exam-
ple, HCSs+VCSs, HCSs+OCSs are possible patterns. The CSE method that work
on mixed pattern combinations is called mixed common subexpression elimination
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0 0 1 0 1
1 0 1 0 1
1 0 1 0 1
24 23 22 21 20
w2 = 5
w1 = 11
w0 = 21
Figure 2.12: Finding oblique common subexpressions (OCSs) in the CSD representa-
tions of the coefficients {5, 11, 21}.
(MCSE). Samadi and Ahmadi [2007] used an identification graph to contain the in-
formation about all the horizontal and vertical subexpressions. After constructing the
identification graph, the problem of finding the best common subexpression is repre-
sented using a Hamiltonian Walk. A genetic algorithm is proposed to find an opti-
mal Hamiltonian Walk that leads to the maximum number of subexpression elimina-
tion. The concept of forming super-subexpressions (SSs) in Hartley's table is proposed
by Vinod and Lia [2005]. The SSs are formed from three and four nonzero digits usu-
ally found in the CSD representations. A similar technique is used by Mahesh and
Vinod [2008] but with the coefficients are represented in binary. The authors stated
that the reason for using binary is that most of the non zero bits form subexpressions
of two bits. Therefore, it will leave a smaller number of unpaired bits as compared with
CSD. Examples of the MCSE methods are found in [Takahashi et al., 2004, 2008; Kato
et al., 2009; Vinod et al., 2010]. Vinod et al. [2003] proposed a MCSE method that first
searches for the horizontal common subexpressions (HCSs) in the CSD representations,
then searches for the vertical common subexpressions (VCSs) by examining the residual
digits in the Hartley's table.
To illustrate the MCSE method, consider the example shown in Figure 2.13. The
horizontal pattern 101 and the vertical 11 are identified in this table. The equation for
the horizontal common pattern is given by
sn = xn − xn  2, (2.11)
and for the vertical common pattern is given by
tn = xn + xn−1. (2.12)
The output equation is reduced to
yn = sn  1 + sn−2  2 + tn + tn  4. (2.13)
The number of adders is 5. However, it becomes 6 adders when using only one type of
pattern.
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1 0 1 0 0
1 0 0 0 1
1 1 0 1 1
24 23 22 21 20
w2 = −12
w1 = 17
w0 = 11
Figure 2.13: An example of the MCSE.
2.4 MULTIPLIER BLOCK COMMON SUBEXPRESSION
ELIMINATION
The MB common subexpression elimination methods work only on the transposed struc-
ture of the FIR filter. The delay line should be transposed before applying the optimiza-
tion procedure. These methods have mixed features from the CSE and GD methods
because they start with an optimizing phase similar to that in the GD but the CSE
methods can also be used to constrain the logic depth. This makes this type of CSE
methods the most powerful. There are two distinct types of MB algorithm (Figure 2.8),
the representation independent (RI) methods and the horizontal common subexpression
elimination works on multiplier block (HCSE-M).
2.4.1 Representation Independent Common Subexpression Elimina-
tion
Representation independent (RI) methods solve the MCM problem irrespective of the
coefficients' representations. They try to find new coefficients that satisfy the frequency
response specifications of the designed filter. Frequency response specifications may
have some allowable tolerance that can provide some degree of freedom to find alternate
values for the coefficients. In other words, it is possible to find a smaller coefficient
set than the original one, without violating the frequency domain specifications. For
example, Shi and Yu [2011] proposed an algorithm to find the optimum filter coefficients.
The algorithm uses mixed integer linear programming (MILP) to traverse the integer
space. The authors mentioned that increasing the wordlength for some filters could
result in a runtime of several days. Yao and Sha [2010] proposed an algorithm that
constructs the binary tree to find a cost-effective solution. The algorithm uses an
expanded subexpression search to find the discrete coefficients. A branch and bound
algorithm (B&B) [Walukiewicz, 1991] is used to limit the size of the tree as the tree
grows exponentially with the filter length. However, the logic depth is unconstrained
in this algorithm. A two stage FIR filter is used in [Shi and Yu, 2010] to reduce the
adder depth. The two subfilters are optimized simultaneously using a MILP search.
All the possible filters are explored to find a cascade design with minimum number of
adders. The method gives better results in terms of the total number of adders, adder
depth, and effective wordlength when compared with [Gustafsson and Wanhammar,
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2002]. In reference [Yu et al., 2008b], the coefficients are approximated by extrapolating
the impulse response of the FIR filter without constraining the adder depth. This
reduces the dynamic range of the coefficients and results in coefficients with identical
values. Residual compensation is proposed to preserve filter performance by restoring
the coefficient values to the original optimum ones.
To illustrate the RI methods, consider the algorithm in [Yu et al., 2008b]. A MILP
method is used to minimize the normalized peak ripple of the filter frequency response.
The optimization method results in an optimum coefficient set of real values. The algo-
rithm uses a predefined subexpression set (for example {0,±1,±3,±5}) to approximate
the real coefficients to integers. Only combinations of at most k subexpressions are used
to compose the coefficients. A B&B algorithm (Figure 2.14) is used to minimize the
number of subexpressions required to construct the coefficients. The algorithm starts
with the optimum continuous (real) coefficients P0,s. The coefficients are selected in
succession such that each time one of them is picked to branch on it. For example,
in Figure 2.14 the first picked coefficient is x3. Two subproblems P1 and P2 are created
by imposing the bounds x3 ≤ bx3c and x3 ≥ dx3e, respectively. Let x3 = 7.4 and k = 2,
then the closest integer to x3 is obtained from summing the subexpressions 3 and 5,
i.e. 8. This integer is greater than x3, therefore the algorithm considers this integer as
the ceiling value of x3 and searches for the floor integer in the space which is 7. Since
the algorithm branches on the floor value, the ceiling node is stored as an unsolved
problem. The algorithm tries to find the closest integer to 7 using exhaustive search for
the subexpression combinations. In this case, the closest floor is 6. Another continu-
ous optimum solution is found by solving for this floor constraint. When the algorithm
reaches a node where all the coefficients are integers, this node is fathomed. A fathomed
node is defined as the one that stores the integer solution and there is no profit from
searching beyond this node. Fathomed nodes are shown in bold in Figure 2.14. The
algorithm backtracks to the previous depths to solve each stored problem. Branching
and backtracking continues until fathoming all the nodes. The integer solution with
minimum objective function is selected.
2.4.2 Multiplier Block Horizontal Common Subexpression Elimina-
tion
Multiplier block HCSE methods search the MB for the HCSs. Hence, they are de-
noted by HCSE-M. For example, Kuo et al. [2011] proposed a HCSE-M algorithm in
which the process of filter coefficients quantization is combined with the CSE. A new
complexity-aware allocation of non-zero terms is proposed to take into account the
CSE. Comparison results showed that the proposed algorithm results in more adders
than RAG-N [Dempster and Macleod, 1995] but the former has a smaller area complex-
ity. Ho et al. [2008] used a 0-1 MILP method to tackle the MCM. The method extends
the MHW space with shifted sums or differences (SSD) of the coefficients. Then it tries
to synthesize the coefficients using a minimum number of subexpressions. Adder depth
is used as a constraint at the top of the problem. The drawback of this technique is the
computational complexity which increases exponentially with the wordlength and the
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P0
P1
P3 P4
P2
P5 P6
P7 P8
x3 ≤ bx3c x3 ≥ dx3e
x0 ≤ bx0c x0 ≤ dx0e
Figure 2.14: An example of a branch and bound tree.
number of variables. To explain the concept of SSD, consider the filter in Equation 2.1
with coefficient representations shown in Table 2.2. The representations that are en-
closed by rectangles are chosen to illustrate the concept. The value 5 is synthesized
from its representation as
00101 = 1 2 + 1 = 5.
The SSD of the subexpressions 1 and 5 synthesize the coefficients 11 and 21 from their
representations as 10101 = 1 4− 5 = 11,
10101 = 5 4 + 1 = 21.
This simple example results the realization directly as shown in Figure 2.15 without
need for using the MILP.
+
11
xn
+ 5
21
+
1 -
1
4
1
16
4
z−1 z−1+ +
yn
MB
Figure 2.15: Filter coefficients {21, 11, 5} are synthesized using the method proposed
by Ho et al. [2008].
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Another example of the HCSE-M methods is the algorithm proposed by Yao et al.
[2004]. In this algorithm, filter coefficients are represented using CSD representation.
A subexpression set is constructed from the coefficients' CSD representations. The
coefficients and subexpressions are classified according to their adder step. The filter
adder step is used as a constraint in the algorithm. The algorithm contains three loops
that iterate over the coefficients from the highest adder step coefficients to the lowest.
Each coefficient is synthesized by using no more than two subexpressions to minimize
the adder step. In the first loop, the algorithm tries to compose each coefficient from
the synthesized subexpressions and common subexpressions (zero cost subexpressions).
In the second loop, residual coefficients are synthesized as follow: One part is from
the zero cost subexpressions, while the other part is from the CSD subexpression set.
Subexpressions that require minimum additional adders are preferred. Then a minimum
set of the most common subexpressions is chosen. In the third loop, the two parts of each
coefficient are taken from the CSD subexpression set. These candidates subexpressions
are searched for the minimum set. The algorithm is summarized as follows
1. Construct the subexpression set Nh from the CSD representations of the coeffi-
cients that exist in the set Hn;
2. Classify all numbers in Hn and Nh according to their minimum adder step MAS;
3. Let Hp = ∅ be the set of synthesized coefficients.
4. Loop while Hn 6= ∅:
(a) Loop1: Iterate over Hn's partitions starting with the one with the highest
MAS;
i. For each coefficient hn in Hn;
ii. Try to decompose hn using only two parts, hn = ±2ip1 ± 2jp2, where
p1, p2 ∈ Hp
⋃
Hn
⋃{1}.
(b) Loop2: Iterate over Hn's partitions starting with the one with highest MAS;
i. For each coefficient hn in Hn;
ii. Try to decompose hn using only two parts, hn = ±2ip1 ± 2jp2, where
p1 ∈ Hp
⋃
Hn
⋃{1} and p2 ∈ Nh;
iii. Find Smin = the smallest set of the most common p2's that result in
minimum additional circuitry.
(c) Loop3: Iterate over Hn's partitions starting with one with the highest MAS;
i. For each coefficient hn in Hn;
ii. Try to decompose hn using only two parts, hn = ±2ip1 ± 2jp2, where
p1, p2 ∈ Nh;
iii. Find Smin = the smallest set of the most common p1's and p2's that
result in minimum additional circuitry.
The method in [Yao et al., 2004] may lack the optimal solution if some of the
subexpressions are not in the CSD representations of the coefficients. For example,
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the algorithm fails in finding the optimal solution for the filter {105, 411, 815, 831}
when the required filter adder depth is 3 as shown in Figure 2.16. In this case, the
subexpression 129 requires one extra adder to be synthesized making the filter cost 7
adders as compared with 6 adders in the optimal realization shown in Figure 2.17.
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Figure 2.16: Yao algorithm realization for the filter {105, 411, 815, 831} with filter adder
step constraint of 3 adders.
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Figure 2.17: The optimal realization for the filter {105, 411, 815, 831} with filter adder
step constraint of 3 adders.
2.5 CHAPTER SUMMARY
A literature review of the GD and CSE methods is presented in this chapter. The GD
method uses an acyclic directed graph to optimize the MCM. Optimal realization is
obtained when the graph set is the coefficient set and there is no need to compute extra
partial products. In other words, the method tries with a small space of fundamentals
and carefully adds more partial products with a minimum distance from the graph. This
limits the search space and the method does not explicitly optimize the logic depth.
A classification of the CSE methods is introduced in this chapter. Two main cat-
egories of the CSE methods are identified in this classification which are the Hartley's
table method and the MB method. Hartley's method tabulates coefficient representa-
tions in N×L table, where N is the number of coefficients and L is the wordlength. Four
types of the subexpression patterns are found in Hartley's table which are the HCSE,
VCSE, OCSE, and MCSE. The HCSE is preferred since the other methods could de-
stroy the symmetry of the FIR filter coefficients. The method is explored in the next
chapter to examine the effect of using larger set of the redundant representations than
the MHW or CSD.
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Multiplier block methods work on the transposed structure of the FIR filter. There-
fore, these methods of CSE combine the advantages of the GD and Hartley's methods.
Optimization algorithms such as branch and bound (B&B) and integer programming
can be used to search for best subexpressions sharing. The MB algorithms are able to
constrain the logic depth of the block by putting it as a constraint at the top of the
MCM problem. Therefore, these methods can search for solutions with minimum logic
operators simultaneously with minimizing the logic depth.
Chapter 3
PATTERN PRESERVATION ALGORITHM
We showed in the previous chapter that the performance of the common subexpression
elimination (CSE) methods is effected by the number representations. Therefore it is
difficult to separate the CSE algorithm from number representations. Furthermore,
making the algorithm calculates all the possible patterns and clusters of digits would
boost its ability to detect and resolve hard overlapping patterns. Doing this may be
infeasible when the search space is the whole binary signed digit (BSD) representations
and an exhaustive search is required to find a multiple constant multiplication (MCM)
with minimum complexity. The search space should be reduced to develop a polynomial
time algorithm. On the other hand, reducing the search space should not be at the
expense of losing a valuable subexpressions that could result in optimal solution equals
to the lower bound as described in Section 1.8, otherwise the lower bound would be
increased resulting in a sub-optimal solution. Therefore, choosing a proper search space
of number representations could improve the CSE algorithm performance and find the
solution in polynomial time. One of the redundant representations that could satisfy
this compromise is the zero-dominant set (ZDS). This set is proposed by Kamp [2010]
for hardware optimization in DSP systems. It is slightly larger than the MHW but
this difference is of significant advantage for CSE because it is related to the relative
position of the zero digit among the representations. This increases the number of
common patterns that can be found in the representations. The effect of using the ZDS
in the CSE is investigated in this chapter.
The chapter is structured as follows: Section 3.1 considers generating the ZDS. A
comparison between the ZDS and canonical signed digit (CSD) representation is made
in Section 3.2. Pattern preservation algorithm (PPA) is proposed in Section 3.3 to search
the ZDS. The results of comparing the PPA with other works is shown in Section 3.5.
A chapter summary is presented in Section 3.6.
3.1 ZERO-DOMINANT SET GENERATION
The ZDS was proposed by Kamp [2010] to provide near optimum packing in the partial
product packing problem. Partial product packing is used to speed up the accumu-
lation of the partial products in symmetric FIR filters. It is different from the CSE
which is used to minimize the LO and LD by eliminating the common subexpressions
among coefficients' representations. The ZDS algorithm uses the concept of Pareto-
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optimality [Kamp, 2010]. It gives a score of 1 for each non-zero digit position in the
representation and score of 0 if the digit is zero. The algorithm is based on the hypoth-
esis that there is no other representation where the score of a position can be reduced
(improved) without increasing the score of other positions [Kamp, 2010]. In this case, a
representation A is said to be zero-dominate (Pareto-improve) representation B when
both:
1. A has a zero digit in every position that B has a zero digit and;
2. A has a lower cumulative score than B.
This implies that each zero-dominant representation has at least one zero digit in a
position that any other zero-dominant representation has a non-zero digit. An example
of dominant relation is shown in Table 3.1 for the value 115. To explain the dominance
relation between two representations, consider the first row in Table 3.1. Representation
A satisfies condition 1 above because it has zero digit at every position B has zero digit.
These digits are shown in red color in the first row of Table 3.1. Condition 2 is satisfied
too because representation A has at least one zero digit (shown in blue) in a place that
B does not. The cumulative score of A equals 4, while B score equals 5 which result
in making A dominates B. A same conclusion is obtained for the rest of Table 3.1.
Therefore, the ZDS of 115 is the five representations of A which are listed in the first
column of Table 3.1.
Table 3.1: Dominance relations for the representations of the value 115.
A dominant relation B
(1, 0, 0, 0, 1, 1, 0 , 1) dominates (1, 0, 0, 0, 1, 1, 1, 1)
(1, 0, 0, 1, 0, 1, 0, 1) dominates (1, 0, 0, 1, 1, 1, 0, 1)
(1, 0, 0, 1, 0, 0, 1, 1) dominates (1, 0, 1, 1, 0, 0, 1, 1)
(0, 1, 1, 1, 0, 1, 0, 1) dominates (0, 1, 1, 1, 0, 1, 1, 1)
(0, 1, 1, 1, 0, 0, 1, 1) dominates (1, 1, 1, 1, 0, 0, 1, 1)
A branch and bound technique is used to generate the ZDS by checking for dom-
inance while generating the representation tree (shown in the next chapter). Nodes
which lead to non-dominant representations can be removed before traversing all the
branches. This prevents generating and searching all of the representations for dom-
inance, except those with unique zero-digit positions and with minimized Hamming
weight [Kamp, 2010]. Figure 3.1 depicts the relation between CSD, MHW, ZDS, and
BSD representations using Venn diagram.
Putting importance on the zero positions increase the possibility of obtaining rep-
resentations with a higher frequency of common patterns and digits than that found in
the CSD and MHW. Therefore, using the ZDS could improve the performance of the
CSE algorithm. It also could prevent generating and searching all of the BSD represen-
tations. For example, the number of ZDS representations for the value 115 equals to
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BSD
ZDS
MHW
CSD
Figure 3.1: Venn diagram illustrating the relationship between CSD, MHW, ZDS, and
BSD representations.
5 representations as shown in Table 3.1. While the number of BSD representations for
the same value and using the same wordlength (in this case the wordlength is L = 8)
equals to 22 representations.
In general, the number of BSD representations with a digit set D and wordlength
L equals |D|L, where |D| is the digit set cardinality (the number of elements in the set).
However, the average number of representations of a value can be estimated as,
Γ = d(|D|/r)Le , (3.1)
where r is the radix [Kamp, 2010]. For example, if |D| = 3, L = 16, and r = 2 then
Γ = 657.
3.2 ZERO-DOMINANT SET VERSUS CANONICAL SIGNED
DIGIT
In this section we compare the HCSE-H method using ZDS and CSD. A 5th order FIR
filter is considered in Equation 3.2 for comparison.
yn = −149xn − 135xn−1 − 41xn−2 + 53xn−3 + 113xn−4. (3.2)
The result of using the CSD to find horizontal common subexpressions (HCSs) is shown
in Figure 3.2.
The corresponding filter output yn of Hartley's table in Figure 3.2 is given by:
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yn =− sn − xn  4− xn  7 + tn−1 − xn−1  7− xn−2
− sn−2  3 + sn−3 − xn−3  4 + xn−3  6
+ xn−4 − tn−4  4, (3.3)
where sn = xn + xn  2, and tn = xn − xn  3. (3.4)
In this case, the number of LO and LD are 13 and 3 respectively.
If the ZDS is used to represent the coefficients in Equation 3.2 it results a multi
representations for each coefficient as shown in Table 3.2. In this case the number of
ZDS combinations that should be searched to find the minimum realization is calculated
according to Equation 2.3 and is found equals to C = n−149×n−135×n−41×n53×n11 =
7× 3× 4× 5× 3 = 1260, where n−149 is the number of representations of the coefficient
−149 and similarly for the other coefficients.
Coefficient # of ZDS representations
−149 7
−135 3
−41 4
53 5
11 3
Table 3.2: The ZDS of the coefficients {−149,−135,−41, 53, 11}.
Picking one of the ZDS combinations and tabulating the representations in Hartley's
table results in the table shown in Figure 3.3. The output for Figure 3.3 is given by:
yn =tn + tn  2 + sn  5 + sn−1 − xn−1  7
+ tn−2 + sn−2  3 + sn−3 + tn−3  2
+ tn−4 + xn−4  7, (3.5)
1 −1 1
1 −1 1 1
−1 −1 −1
−1 −1 1
−1 −1 −1 −1
28 27 26 25 24 23 22 21 20
h4
h3
h2
h1
h0
Figure 3.2: Horizontal common subexpressions among CSD representations of the co-
efficients, {−149,−135,−41, 53, 11}.
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where
sn = xn − xn  3, and tn = −xn + xn  4. (3.6)
1 −1 1
1 −1 −1 1
−1 1 1 −1
−1 −1 1
−1 1 1 1 −1 −1
28 27 26 25 24 23 22 21 20
h4
h3
h2
h1
h0
Figure 3.3: Finding the HCSs in one combination of the ZDS representations of the
coefficients {−149,−135,−41, 53, 11}.
Implementing Equation 3.5 results in LO = 12 and LD = 3. Therefore, using the
ZDS reduced the LO by one adder as compared with the CSD while there is no change
in the LD value.
The number of BSD combinations in the example of Equation 3.2 is C = 50× 29×
40× 44× 30 = 76, 560, 000 as compared with only 1260 for the ZDS. This comparison
between the ZDS and BSD is for small filter example. For large filters, a huge space is
required to be searched in the case of BSD.
3.3 PATTERN PRESERVATION ALGORITHM
An algorithm for CSE elimination is proposed in this section The algorithm is called the
pattern preservation algorithm (PPA). The PPA uses Hartley's table method that de-
scribed in Subsection 2.3.1 to search for the Horizontal common subexpressions (HCSs).
The PPA scans each representation in Hartley's table twice to search for the common
subexpressions. In the first pass of the search phase, it searches for the CSD patterns
and leave other non CSD patterns for the next pass. Statistics are made about the
number of occurrence of each CSD subexpression. In the second pass of the search
phase, the algorithm searches for the other forms of subexpression patterns and update
the statistics. Once the algorithm is complete the search phase it enter the elimination
phase that use the statistics which is built in the search phase. The algorithm use the
statics to eliminate the most common subexpression from all the representations. Then
it repeats the process for the next most common subexpression until there is no more
subexpressions can be eliminated. This elimination phase is implemented using two
pass similar to that used in the search phase but with additional feature or mechanism
which is a digit set/reset. The algorithm determine if there is a pattern of all non-zero
digits clustered at the far end from the search starting point. If this pattern is of value
equal the searched subexpression then the digit at the inner border of the pattern is
reset. This digit is set again once the second pass of elimination a subexpression is
completed.
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The PPA is proposed to have two pass because of using the ZDS instead of the
CSD introduces two problems. Firstly, the ZDS provides representations that may
contain multi patterns for the same value. This requires the algorithm uses a particular
search method to find these patterns. Secondly, the ZDS may result in overlapping
patterns and eliminating a pattern may result in losing other useful patterns. For
example, consider Figure 3.4(a) in which the upper representation is for the coefficient
1327 before starting the search and elimination process for the subexpression 111 (7).
Assume that the search goes from the left to the right and it encountered a pattern
with a value of 7 (shown by the three ones that enclosed by a square). The algorithm
eliminates this pattern as shown in the lower representation of Figure 3.4(a). Suppose
that the next subexpression to be searched is 5. The number of occurrences of the
value 5 in the lower representation of Figure 3.4(a) equals to 1 which corresponds to
the pattern 101 (enclosed by an ellipse). However, there were two patterns of value 5 in
the original representation. Loosing one of the patterns 101 is due to the elimination of
the pattern 111. To save the second pattern, consider Figure 3.4(b) in which the value
7 is eliminated by zeroing the three ones (enclosed by the square) that clustered at the
far end of the representation. In this case, the number of 101 patterns is two as shown
by the two enclosed ellipses in the lower representation of Figure 3.4(b).
1 0 1 0 0 1 0 1 1 1 1
1 0 1 0 0 1 0 0 0 0 1
(a) A case of pattern over-
lapping results in destroy-
ing the pattern 101.
1 0 1 0 0 1 0 1 1 1 1
1 0 1 0 0 1 0 1 0 0 0
(b) Preserving the pattern
101 using pattern preserva-
tion algorithm.
Figure 3.4: Solving the overlapping problem for the far/near end pattern.
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The pattern preservation idea shown in Figure 3.4(b) is developed to a pattern
preservation algorithm (PPA) described in Figure 3.5. The PPA uses two pass with a
digit set-reset mechanism to resolve the overlapping patterns. The first pass searches
for the CSD common subexpressions. For example, assume that the algorithm searches
for the subexpression 3, then the first pass will search for the patterns 101 and 101
as shown in Figure 3.5(a). The result of eliminating the subexpression 3 is shown
in Figure 3.5(b). The first pass is finished at this point because no more CSD patterns
can be found for 3. In the second pass, the algorithm searches for clusters of non-zero
digits as shown in Figure 3.5(c). This cluster is at the far end of the representations.
To make the elimination from right to left, which is in reverse of the scan direction,
the algorithm calculates the value of the non-zero digits at the far end. The digit at
the inner border of the far end pattern is excluded from this calculation to not destroy
other possible patterns to the left of this digit. This step is illustrated in Figure 3.5(c)
by enclosing the calculated digits by a square. Because the value of these digits equals
to the value of the common subexpression 3, the digit at the inner border is reset as
shown in Figure 3.5(d). The second pass can start by searching for the patterns {11,
1 1} as shown in Figure 3.5(e). Therefore the common subexpression 3 is eliminated
safely as shown in Figure 3.5(f). The value of the inner border digit is recovered at the
end of the second pass as shown in Figure 3.5(g). It also shows that the PPA succeed
in saving the pattern 100001 = 33 instead of 10000001 = 129. The subexpression
33 is favored over 129 because it results in a shorter adder wordlength than that of
129. The subexpression 129 is obtained when removing the digit set-rest mechanism
from the PPA. The resulting algorithm is called the two pass algorithm (TPA) as shown
in Figure 3.6. The algorithm chose to eliminate the pattern 11 as shown in Figure 3.6(c)
leaving the pattern 10000001 instead of 100001 for the next search step.
Other forms of the PPA can be obtained when the algorithm is modified to search
for only subexpressions that are not CSD like the pattern 11 in the last example. This
means the search is limited by the second pass of the PPA, which are the steps shown
in Figure 3.6(c) to Figure 3.6(d). In this case, the algorithm is called the single pass
algorithm (SPA). A final form of the PPA, is that algorithm which constrains the
search for CSD numbers or canonical pattern search algorithm (CSA), implemented in
steps Figure 3.6(a) and Figure 3.6(b) only.
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1 0 1 1 0 1 1 0 1 1 1
(a) Pass1 searches for the
subexpression 3 as (101)2,
(101)2 patterns.
0 0 0 1 0 1 1 0 1 1 1
(b) Pass1 eliminates the
subexpression 3.
0 0 0 1 0 1 1 0 1 1 1
(c) Pass2 calculates the
value of the nonzero digits
at the far end.
0 0 0 1 0 1 1 0 0 1 1
(d) Pass2 resets the inner
border digit.
0 0 0 1 0 1 1 0 0 1 1
(e) Pass2 searches for the
expression 3 as (11)2, (11)2
patterns.
0 0 0 1 0 0 0 0 0 0 0
(f) Pass2 eliminates the
subexpression 3.
0 0 0 1 0 0 0 0 1 0 0
(g) Pass2 sets the inner bor-
der digitl before return.
Figure 3.5: An example illustrates the mechanism of the pattern preservation algorithm.
1 0 1 1 0 1 1 0 1 1 1
(a) Pass1 searches for the
subexpression 3 as (101)2,
(101)2 patterns.
0 0 0 1 0 1 1 0 1 1 1
(b) Pass1 eliminates the
subexpression 3.
0 0 0 1 0 1 1 0 1 1 1
(c) Pass2 searches for the
expression 3 as (11)2, (11)2
patterns.
0 0 0 1 0 0 0 0 0 0 1
(d) Pass2 eliminates the
subexpression 3.
0 0 0 1 0 0 0 0 0 0 1
(e) The coefficient after
eliminating the subexpres-
sion 3. The subexpression
129 is left instead of 33
that obtained when using
the PPA.
Figure 3.6: An example illustrates the mechanism of the two pass algorithm (TPA).
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3.4 ALGORITHM COMPLEXITY
The time complexity of the PPA can be estimated as:
TPPA = C ×N × L2, (3.7)
where C is the number of ZDS combinations as defined in Equation 2.3, N is filter order,
and L is the wordlength. This estimation is found from the work of the PPA algorithm
which used to search C Hartleys' tables each of dimensions L × N . Where N is the
number of coefficients of the MCM and L is the wordlength. Squaring the wordlength
because the algorithm uses double scan for each row to calculate the subexpressions.
3.5 RESULTS
A comparison is made between the performance of the PPA when it uses minimum
Hamming weight representations and when it uses the ZDS as shown in Table 3.3.
Three FIR filter examples each with 5 coefficients were used. It was found that using
the ZDS results in realizations with smaller LO than using the MHW.
Filter Coefficients LO (ZDS) LO (MHW)
−149,−135,−41, 53, 113 12 13
−1071,−123, 43, 333, 773 12 13
−1033,−895, 227, 363, 445 13 14
Table 3.3: A comparison between the PPA performance using the zero-dominant set
(ZDS) and the minimum Hamming weight (MHW) representations.
A second comparison was made between the PPA, TPA, and SPA using the ZDS.
The result of the second comparison is shown in Table 3.4. The result shows that
the PPA has a better detecting ability than the other algorithms. This is because the
algorithm outperforms the TPA and SPA in the case of existing overlapping patterns.
In addition, it outperforms the SPA because of the two pass search. The CSA is found
to be lagging behind all the other algorithms because its search is limited to the CSD
patterns only.
Filter Coefficients PPA TPA SPA CSA
−149,−135,−41, 53, 113 12 12 12 13
−1071,−123, 43, 333, 773 12 13 13 13
−1033,−895, 227, 363, 445 13 13 13 13
Table 3.4: A comparison between the pattern preservation algorithm (PPA), the two
pass algorithm (TPA), the single pass algorithm (SPA), and the CSD algorithm (CSA).
A third comparison was made between the PPA using ZDS, N-dimensional reduced
graph adder (RAG-N) algorithm [Dempster and Macleod, 1995], Hartley's method us-
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ing the CSD [Hartley, 1996], and Hartley's method using the BSD with an extended
wordlength by one position [Dempster et al., 2004]. The original comparison was pre-
sented in [Dempster et al., 2004]. We added to this comparison the results of our
proposed algorithm as shown in Table 3.5.
Two metrics are used in Table 3.5 for comparison which are the adder cost and
the filter cost shown in the form adder cost/filter cost. In the case of the graph de-
pendent method, the adder cost means the number of adders required to realize the
multiplier block (MB) of the MCM [Dempster and Macleod, 1995]. In Hartley's CSD
method [Hartley, 1996] and Hartley's BSD, the adder cost represents the number of
terms in Hartley's table. The filter cost in all the cases equals the overall adders re-
quired to realize the filter. This is because the number of adders required to compose
the common subexpressions in Hartley's CSD and Hartley's BSD tables was not spec-
ified in [Dempster et al., 2004]. We calculated this number in the case of Hartley's
CSD method from tabulating the CSD representations and search for HCSs. While
it is estimated in the case of Hartley's method that work on BSD. The estimation is
by substituting the number of filter adders with a range of numbers. The minimum
number in this range represents the number of adders that obtained from adding the
number of terms in Hartley's table to the number of adders required to construct the
common subexpressions in the pattern preservation algorithm. While the maximum
range equals to the number of overall adders obtained from applying the algorithm on
the ZDS.
Coefficients RAG-N Hartley Hartley PPA
on CSD on all SD on ZDS
195, 117, 5 5/7 5/7 5/7 5/7
52, 172, 215 5/7 6/8 4/6-8 5/7
3892, 947, 2486 6/8 9/11 7/9-11 8/10
3832, 3756, 1680 5/7 7/9 5/7-9 7/8
15567, 3787, 9943 9/11 10/12 8/10-12 10/12
7962, 14603, 12486 9/11 10/12 8/10-11 9/11
7479, 303, 13458, 7286 10/13 11/14 9/12-14 11/14
10083, 12975, 15103, 12095 11/14 10/15 9/11-14 12/14
814, 63, 3095, 1823, 3871 8/12 11/15 10/13-15 12/15
3122, 1870, 76, 3364, 1822 9/13 12/15 9/11-12 12/14
569, 831, 814, 2473, 1115 10/14 13/16 10/≤ 13 13/16
3892, 947, 2486, 1991, 3651 10/14 12/17 10/≤ 14 13/17
Table 3.5: A comparison between: PPA with ZDS, N-dimensional reduced adder graph
(RAG-N) method, Hartley's method for CSD, and Hartley's method for BSD, with
wordlength extended by one digit.
3.5 RESULTS 61
The result of the comparison shown in Table 3.5 indicates that the PPA has a
comparable performance to that of the RAG-N algorithm when using small coefficient
sets. But as stated in Chapter 3.2, graph dependent methods may produce realizations
with a long critical path [Yao et al., 2004]. The PPA has a better performance than the
Hartley's CSD method while this performance lags behind the Hartley's BSD method.
This is because the latter searches the whole BSD space while the PPA searches a subset
of these representations which is the ZDS.
The algorithm was compared with the difference based adder graph (DBAG) algo-
rithm shown in [Gustafsson, 2007a], and Yao method that given reference [Yao et al.,
2004]. Coefficient sets are compared for the wordlenght range from 6 to 15. Each set
is of length 5 taps. For each wordlength a hundred filter sets are used for comparison.
The result of comparing the average number of adders for the three methods is shown
in Figure 3.7. The DBAG shows a superior adder saving than the PPA and Yao meth-
ods which is expected form a graph method that try search for minimum realization at
the expense of LD. This scarification in the LD is shown in Figure 3.8 where the PPA
and Yao have a same minimum LD curve as compared with the DBAG method. The
last comparisons between the three methods is in run time as shown in Figure 3.9. The
PPA shows worst time complexity than the other two methods because of the number
of ZDS representations still large. For example, it is found in the last experiment with
wordlength L = 15 that the average number of combinations is 25754. This mean
searching this number of tables for the optimal subexpression elimination.
6 7 8 9 10 11 12 13 14 15
L
5
6
7
8
9
10
11
12
13
LO
DBAG
PPA
Yao
Figure 3.7: A comparison between the number of adders that obtained from using the
PPA, DBAG [Gustafsson, 2007a], and Yao [Yao et al., 2004].
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Figure 3.8: A comparison between LD's that obtained from using DBAG [Gustafsson,
2007a], and PPA.
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Figure 3.9: The run time comparison between the algorithms PPA, DBAG [Gustafsson,
2007a], and Yao [Yao et al., 2004].
3.6 CHAPTER SUMMARY
Finding minimum realizations for the MCM requires searching representations that are
larger than the MHW. A class of redundant representations called the zero-dominant
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set is proposed to be used in the CSE method. The set is considered as a compromising
between using the MHW and the BSD. Representations from the ZDS are tabulated
in Hartley's table to find the horizontal common subexpression between them. Using
the ZDS produces a pattern overlapping problem. To prevent losing patterns when
searching for other patterns a new algorithm named the pattern preservation algorithm
(PPA) is proposed. The proposed algorithm preserves the patterns from being lost by
using two pass search with digit set-reset mechanism. Comparison results show that
using the ZDS results in fewer adders than using the MHW or CSD. The ZDS can
provide a compromise between using the BSD representations and the MHW or CSD
but this is true for some extend. In other words, reducing the BSD space still causes
the loss of minimum solutions for the MCM. Though using the ZDS reduces the search
space to be less than the BSD, the search space is still large.

Chapter 4
REDUNDANT NUMBERS
This chapter covers a number of important properties about numbers and their rep-
resentations, which will be used in the subsequent chapters. Number and numeral
systems are not a new invention. The earliest human methods of counting and enu-
merating were by using similar objects such as their fingers, pebbles in piles or rows,
notches on wooden sticks or bones. The early positional number system was used to
group a number of the same objects and substitute them with a single different object.
In other words these objects have different weight according to their position in the
number system [Kornerup and Matula, 2010].
Additive systems and hybrid systems were developed by the earliest human civi-
lizations [Ifrah, 2001]. Examples of such number systems are the Egyptian hieroglyphic
system, the Roman numerals, and the Greek alphabetic number system. In the additive
systems, a combination of symbols represent the number and the value is found by sum-
ming all the symbols irrespective of their position. Hybrid numeral systems differ from
the additive systems in the use of the fundamentals of addition and multiplication. An
example of a hybrid number system is the Chinese number system. Both the additive
number systems and the hybrid systems have drawbacks which make them difficult to
use because they are static (unsuitable for arithmetic), require a lot of space to rep-
resent big numbers, and have no clear notation for the numbers. All these drawbacks
have been solved by using positional number systems.
In positional number systems, the weight of each symbol depends on the position
of that symbol in the number representation. Neighboring position weights need to
not be related by a constant ratio. If the ratio between adjacent symbol position is
constant then the corresponding positional number system is called a radix system.The
oldest example of such system is that used by the Babylonians who used radix 60 for
astronomical calculations [Kornerup and Matula, 2010]. The decimal numbers with a
fixed radix point was used in India about 600 CE. After this, many radix positional
number systems have been developed.
This chapter considers radix positional number systems as they are used in com-
puter arithmetic. A radix number system is defined by two things, the radix and the
digit set. When the number of digits in the digit set is equal to the radix, each numer-
ical value has only one representation and the corresponding number system is called
nonredundant. If the number of digits in the digit set is allowed to be greater than
66 CHAPTER 4 REDUNDANT NUMBERS
the radix value, the corresponding number system is called a redundant number sys-
tem (redundant non-positional number system is also possible). In redundant number
systems, each numerical value has one or more representation. This redundancy is use-
ful in implementing carry free addition. It also provides a higher degree of freedom
than nonredundant systems in providing representations that are used to simplify the
arithmetic circuit.
This chapter is structured as follows: A classification of positional number systems
is presented in Section 4.1. In Section 4.2 the ring of polynomials is developed. Radix
polynomials are presented in Section 4.3. Making the radix polynomial to be over a
digit set is given in Section 4.4. The necessary and sufficient conditions for a digit set
to be a complete residue system modulo radix are given in Section 4.5.
4.1 CLASSIFICATION OF RADIX NUMBER SYSTEMS
Different number systems can be obtained by changing the digit set and/or radix.
Choosing the number system that optimizes the algorithm and the technology is not a
trivial task. For example, if the critical path of the MCM is determined by the carry
propagation, using redundant number arithmetic can provide a carry propagation free
addition. In addition, redundancy may reveal some hidden relationships between the
subexpressions which are difficult to discover using nonredundant number systems.
Parhami [1990] presented a classification of positional number systems as shown
in Figure 4.1. He introduced the generalized signed-digit (GSD) representation which is
a more general class of redundant number systems. This class includes number systems
with symmetric and asymmetric digit sets. The symmetric digit set has both the digits
d and −d. An example of the symmetric digit set is the ordinary signed digit (OSD)
number system [Avizienis, 1961] and BSD. An example of asymmetric digit set is the
binary carry-save with r = 2 and digit set D = {0, 1, 2}. However, only regular digit
sets are considered in the classification in [Parhami, 1990]. Regular digit sets have
consecutively valued digits (ignoring the digits that are multiple of the radix [Kamp,
2010]). For example the digit set D = {1, 0, 3} radix 2 is regular. Kamp [2010] introduced
an algorithm to generate redundant representations for irregular number systems. An
example of an irregular number system is the one with D = {1, 0, 5} and radix 2. The
irregular digit set class is added here to the classification of Parhami [1990] as shown
in Figure 4.1.
The redundancy in number systems is measured relative to the non-redundant
case. For example, consider the number system with radix r and regular digit set
D = {dn, dn + 1, · · · ,−1, 0, 1, · · · , dp − 1, dp}. If dn = −α is the most negative digit
and dp = β is the most positive, then the redundancy index ρ of the positional number
system is given by,
ρ = α+ β + 1− r. (4.1)
For example, a non-redundant conventional number system is one with α = 0 and
β = r − 1, i.e., |D| = r. On the other hand, a redundant number system is with
α + β + 1 > r. An example of the redundant number systems is the OSD number
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system [Avizienis, 1961; Parhami, 1990]. The redundancy range of the OSD number
system is given by,
Minimum redundancy : α = β = b1
2
rc+ 1, 2 ≤ ρ < r,
Maximum redundancy : α = β = r − 1, ρ = r − 1.
More examples of redundant number systems are shown in Table 4.1.
Radix-r positional
Nonredundant
ρ = 0
Conventional
α = 0
Nonredundant
signed-digit
α > 0
Generalized
signed-digit
(GSD)
ρ ≥ 1
Irregular
GSD
Regular
GSD
Nonminimal
GSD
ρ ≥ 2
Minimal
GSD
ρ = 1
Asymmetric
minimal GSD
α 6= β
Nonbinary
(SD)
α = 1
(r 6= 2)
Carry-
Save (CS)
α = 0
BCS
r = 2
Symmetric
minimal GSD
α = β
(even r)
BSD or
BBS
r = 2
Symmetric
nonminimal
GSD
α = β
Ordinary
signed-digit
OSD
α < r
Minimally
redundant
OSD
α = br/2c+ 1
Maximally
redundant
OSD
α = r − 1
Asymmetric
nonminimal
GSD
α 6= β
Unsigned-digit
redundant (UDR)
α = 0
CBS
α = 1
β = 1
BCBS
r = 2
Figure 4.1: Classification of positional number systems [Parhami, 1990].
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Number System Parameters Example
Binary Carry-Save (BCS) r = 2, A = {0, 1, 2}, ρ = 1 (122102)2
Binary Carry-or-Borrow-Save (BCBS) r = 2, A = {1, 0, 1, 2}, ρ = 2 (121102)2
BSD or Binary Borrow-Save (BBS) r = 2, A = {1, 0, 1}, ρ = 1 (101111)2
Radix-r Carry-Save (CS) A = {0, 1, · · · , r}, ρ = 1 (130232)3
Radix-r Borrow-Save (BS) A = {1, 0, 1, · · · , r − 1}, ρ = 1 (122101)3
Radix-r Carry-or-Borrow-Save (CBS) A = {1, 0, 1, · · · , r}, ρ = 2 (132101)3
Minimally Redundant ODS r = 5, A = {3, 2, 1, 0, 1, 2, 3}, ρ = 2 (210321)5
Maximally Redundant ODS r = 5, A = {4, 3, 2, 1, 0, 1, 2, 3, 4}, ρ = 4 (210421)5
Irregular Redundant Number Systems r = 2, A = {1, 0, 1, 5}, ρ = 2 (110501)2
Table 4.1: Examples of redundant number system classes.
4.2 POLYNOMIAL RING
Positional number systems can be defined in terms of the theory of polynomial rings.
A polynomial ring over a ring R (described in Section C.3) is denoted by R[x] and its
elements have the form
P (x) = dmx
m + dm−1xm−1 + · · ·+ d0, (4.2)
where P (x) is a polynomial in x, di ∈ R are the coefficients of the polynomial, and x is
an indeterminate. The ring R is a subring (Section C.3) of the ring R[x] [Hungerford,
1997]. If the polynomials are of the form
P (x) = dmx
m + dm−1xm−1 + · · ·+ dixi + · · ·+ dlxl, (4.3)
where −∞ < l ≤ i ≤ m <∞, then P (x) is an extended polynomial. The set that con-
tains the extended polynomials is defined by R∗[x] which forms an extended polynomial
ring.
Adding or multiplying two extended polynomials produces another extended poly-
nomial. This can be shown by considering the following polynomials
P (x) = dmx
m + dm−1xm−1 + · · ·+ dlxl, (4.4)
Q(x) = bnx
n + bn−1xn−1 + · · ·+ bkxk. (4.5)
Adding the two polynomials results
P (x) +Q(x) = (ds + bs)x
s + (ds−1 + bs−1)xs−1 + · · ·+ (dt + bt)xt, (4.6)
where s = max(m,n) and t = min(l, k). Their multiplication is
P (x)×Q(x) = cn+mxn+m + cn+m−1xn+m−1 + · · ·+ bl+kxl+k, (4.7)
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where
cj = dlbj−l + dl+1bj−l−1 + · · ·+ dj−kbk. (4.8)
Since the coefficients in Equation 4.6 and Equation 4.7 are in R then the set of extended
polynomials is closed under the two operations of addition (+) and multiplication (×).
It is easy now to prove that if R is an integral domain (Section C.3), then so is R∗[x].
A ring R is considered an integral domain if and only if it has the following cancellation
property:
∀d ∈ R, d 6= 0R, and db = dc ∈ R, then b = c.
4.3 RADIX POLYNOMIALS
The focus of this thesis is on the ring of integer numbers Z. The ring of extended
polynomials in this case is denoted by Z∗[x]. If the indeterminate variable x is fixed
to some integer value r, where |r| > 1, the resulting extended polynomial may be used
as a representation of real numbers. The fixed value r is called the base or radix and
the coefficients of the polynomial are the symbols or the digits. Each symbol in the
representation has a weight equal to some power of the radix. The resulting polynomial
is called the extended radix polynomial and is given by
P ([r]) = dm[r]
m + dm−1[r]m−1 + · · ·+ dl[r]l, (4.9)
where the notation [r] means this is undetermined, dm, dm−1, · · · , dl ∈ Z (the set of
integer numbers) and −∞ < l ≤ m <∞. The set of radix-r polynomials is given by
P[r] = {P
∣∣∣ P = P ([r])}, (4.10)
where the set P[r] includes the zero element of the ring Z∗[x].
The expression in Equation 4.9 is an unevaluated expression. Evaluating the poly-
nomial at particular value of r determines the real value that the polynomial represents.
The evaluation mapping is given by:
||P ([r])|| = P (x)|x=r = P (r) =
m∑
i=l
dir
i. (4.11)
Since r and di are integers, the value v =
∑m
i=l dir
i calculated by Equation 4.11 is a
rational number [Kornerup and Matula, 2010] and belongs to
Qr = {irj
∣∣∣ i, j ∈ Z}, (4.12)
where Qr ∈ Q is the set of radix-r numbers and Q is the set of rational numbers.
Examples of these numbers are the set of the binary numbers Q2, the ternary numbers
Q3, the octal numbers Q8, and the hexadecimal numbers Q16. Thus, the arithmetic in
the ring Qr corresponds to the arithmetic in the ring P[r].
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The evaluation mapping ||.|| in Equation 4.11 is a homomorphism (Section C.4)
from P[r] to Qr. This partitions P[r] into residue classes. The elements of each class
are polynomials evaluated to the same value. The residue class whose elements are
evaluated to v is given by the definition:
Vr(v) = {P (x) ∈ Z∗[x]
∣∣∣ P (x)|x=r = v}. (4.13)
To prove that any polynomial in Equation 4.13 is evaluated to the same value v for
x = r, let P (x) and Q(x) be polynomials in the same class Vr(v). Since the two
polynomials are in the same residue class, they are congruent to each other according
to the relation P (x) ≡ Q(x) mod (x − r) [Kornerup and Matula, 2010]. This can also
be written as
P (x) = Q(x) + (x− r). (4.14)
Evaluating Equation 4.14 at x = r results in
||P (r)|| = ||Q(r)||, (4.15)
which proves that the polynomials in Equation 4.13 are evaluated to the same value for
x = r. The set Vr(v) is also defined by the set of redundant representations of v. For
example consider the following unevaluated polynomials:
P [r] = [r]4 + [r] + 1,
Q[r] = [r]4 + [r]2 − 1,
F [r] = [r]4 + [r]3 − [r]2 − 1.
Evaluating the polynomials at r = 2 yields:
P (2) = 24 + 2 + 1 = 19,
Q(2) = 24 + 22 − 1 = 19,
F (2) = 24 + 23 − 22 − 1 = 19.
That is, P [2], Q[2], and F [2] are all in the residue class V2(19).
4.4 DIGIT SETS FOR RADIX REPRESENTATION
A digit set (denoted by D) is a finite subset of the ring Z which always contains the
zero of the ring. If the coefficients of a radix polynomial are taken from D, the radix
polynomial will be over D. In this case, the elements of the digit set (alphabet) are
called digits (symbols). Both the radix r and digit set D characterize the number
system. Radix polynomials over a digit set are the same as those given by Equation 4.9
except the digits are now taken from the set D, i.e., dm, dm−1, · · · , dl ∈ D. The set of
radix-r polynomials over D is given by
P[r,D] = {P
∣∣∣ P = P ([r])}, (4.16)
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If the numbers to be represented are integers with zero fractional part, then the radix
polynomial over D is given by
P ([r]) = dm[r]
m + dm−1[r]m−1 + · · ·+ d0[r]0. (4.17)
The condition that a radix polynomial over D represents all the elements of the ring Z
is given by
∀v ∈ Z : ∃P ([r]) ∈ P[r,D]
∣∣∣ ||P ([r])|| = v. (4.18)
The condition in Equation 4.18 is known as the completeness condition and the digit
set D that satisfies this condition is called complete radix r. Thus, it is also complete
for Qr numbers and the condition in Equation 4.18 becomes
∀v ∈ Qr : ∃P ([r]) ∈ P[r,D]
∣∣∣ ||P ([r])|| = v. (4.19)
For the ring Z, it can be shown that the evaluation mapping ||.|| in Equation 4.11 is
a homomorphism from P[r] to Z, which partitions P[r,D] into residue classes as shown
in Figure 4.2. The elements of each class are polynomials evaluated to the same value.
||.||
P1([r])
P2([r])
vi
P3([r])
...
P4([r]) vj
P5([r]) vk
Pn([r])
P[r] Z
Figure 4.2: The mapping ||.|| is a homomorphism from P[r] to Z.
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Similar to Equation 4.13, the residue class Vr(v) with elements evaluated to v is
defined by
Vr(v) = {P ([r]) ∈ P[r,D]
∣∣∣ ||P ([r])|| = P (r) = v} (4.20)
Equation 4.20 implies that if P ([r]), Q([r]) ∈ Vr(v), then P ([r]) ≡ Q([r])( mod ([r]−r)).
The set Vr(v) is also defined by the set of redundant representations of v. If the
radix polynomials over D can represent all the elements of the ring Z, then this radix
polynomial will satisfy the completeness condition given by
∀v ∈ Z : ∃P ([r]) ∈ P[r,D]
∣∣∣ ||P ([r])|| = v (4.21)
The digit set, D, in Equation 4.21 is complete radix r because it contains a complete
residue system modulo |r|.
4.5 NECESSARY AND SUFFICIENT CONDITIONS FOR
COMPLETE RESIDUE SYSTEM MODULO RADIX
The concepts of ideal, cosets, and quotient group are introduced to find the necessary
and sufficient conditions for D to be a complete residue system modulo |r| [Nielsen,
1997]. Assume that the set J is a subgroup of the ring Z. The subgroup J is called
an ideal in Z if it has the property dr ∈ J and rd ∈ J for all r ∈ J and d ∈ Z. If
b ∈ Z, then the set b + J is termed the left-coset of J in Z. Similarly, J + b is called
the right coset of J in Z. Since the additive group of the ring Z is abelian (described
in Section C.2), then d + J = J + d [Ayres and Jaisingh, 2004]. The quotient group
Z/J = {b + J : b ∈ Z} is the set of all distinct cosets (residue classes) of J in Z.
The quotient group Z/J is a ring with respect to addition and multiplication of cosets
(residual classes). Now, two elements d, b ∈ Z are considered congruent modulo J if
and only if d−b ∈ J or alternatively d ≡ b mod J . A set D is a complete residue system
modulo J if it has exactly one element from each distinct co-set in Z/J [Nielsen, 1997].
As an illustrative example, consider the ring Z. The ideal generated by r ∈ Z, is
denoted by Jr and given by:
Jr = {dr
∣∣∣ d ∈ Z},
= {· · · ,−2r,−r, 0, r, 2r, · · · }.
That is, if c ∈ Jr, then c mod r = 0. The distinct left cosets (similarly for right cosets)
that can be formed are given by
0 + Jr = {· · · ,−2r,−r, 0, r, 2r, · · · }, (4.22)
1 + Jr = {· · · , 1− 2r, 1− r, 1, 1 + r, 1 + 2r, · · · }, (4.23)
... (4.24)
|r|−1 + Jr = {· · · , |r|−1−2r, |r|−1−r, |r|−1, |r|−1 + r, |r| − 1 + 2r, · · · }, (4.25)
which is a complete residue system modulo |r| and the number of distinct left (right)
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cosets in this system is given by |r|. For example consider the following left coset
3 + Jr = {· · · , 3− 2r, 3− r, 3, 3 + r, 3 + 2r, · · · }.
For the particular value r = 5,
3 + J5 = {· · · , 3− 10, 3− 5, 3, 3 + 5, 3 + 10, · · · }, (4.26)
3 + J5 = {· · · ,−7,−2, 3, 8, 13, · · · }. (4.27)
The relation between the elements of the coset 3 + J5 can be determined by choosing
two arbitrary elements, say 13 and 3, then subtracting them which results in:
13− 3 = 10 ∈ J5
i.e., 13 ≡ 3 mod 5. The particular coset 3 + J5 is denoted by [3] [Nielsen, 1997]. The
distinct cosets modulo 5 are denoted by [0], [1], · · · , [4]. Generally, the distinct cosets
modulo |r| are denoted by [0], [1], · · · , [|r| − 1]. Taking one element from each distinct
coset forms the set D = {0, 1, · · · , |r| − 1}, which is a complete residue system modulo
|r|. That is, the cardinality (number of elements) of the set Z/Jr denoted by |Z/Jr| is
given by
|Z/Jr| = |r|. (4.28)
The following theorems and definitions give the necessary and sufficient conditions
for completeness, non-redundancy, and redundancy of D [Nielsen, 1997; Kornerup and
Matula, 2010].
Theorem 4.5.1. If a digit set D is complete radix r for the ring Z, then D contains a
complete residue system modulo |r|, hence |D| ≥ |Z/Jr|.
Proof. Let L ∈ Z, since D is complete there exists a polynomial P ∈ P[r,D] with
P ([r]) = dL[r]
L + dL−1[r]L−1 + · · ·+ d0[r]0, di ∈ D,
such that ||P || = b for b ∈ Z, so ||P || ≡ d0 ≡ b mod |r| and the element b is represented
by the residue class d0 + Jr where d0 ∈ D. Since 0 ∈ D, D contains a complete residue
system modulo |r| and |D| ≥ |r|.
The converse statement does not hold. For example the digit set D = {0, 1} is a
complete residue system modulo 2. However, no negative integers can be represented
using D, so it is not complete radix 2 for Z.
Theorem 4.5.2. A digit set D is considered redundant radix r if it is complete radix
r and |D| > |Z/Jr|.
Proof. Let P ∈ P[r,D] such that
P ([r]) = dL−1[r]L−1 + dL−2[r]L−2 + · · ·+ d0[r]0. (4.29)
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If dˆ = max{|d|
∣∣∣ d ∈ D}, then for all P ∈ P[r,D],
| ||P || | ≤ dˆ (|r|L−1 + |r|L−2 + · · ·+ 1), (4.30)
= dˆ |r|
L−1
|r|−1 . (4.31)
For symmetric digit set, the range of represented integers on number line is given
by [
− dˆ |r|
L − 1
|r| − 1 , dˆ
|r|L − 1
|r| − 1
]
. (4.32)
The number of the represented integers (number line length) is
2dˆ
|r|L − 1
|r| − 1 . (4.33)
But the number of all the possible representations that can be obtained from using the
digit set D is given by
Γ =
L−1∏
l=0
|D| = |D|L ≥ ||r|+ 1|L, (4.34)
so
lim
L→∞
2dˆ |r|
L−1
|r|−1
||r|+ 1|L = 0, (4.35)
i.e., the number of polynomials over D is larger than values to represent, thus D is
redundant radix r [Nielsen, 1997] [Kornerup and Matula, 2010].
As an example of the number of representations, consider the number system with
r = 2, D = {1, 0, 1}, and L = 8. The range of represented integers is
[−28 + 1, 28 − 1],
and the number of values to represent is shown to be
2
28 − 1
1
= 510.
The number of all possible representations is given by,
38 = 6561,
Therefore the average number of representations for a value is given by
6561
510
≈ 13.
Theorem 4.5.1 and Theorem 4.5.2 are essentials to develop Lemma 5.1.1 in the
next chapter. This lemma is the algebraic basis for tree and graph algorithms presented
in Chapter 5 to generate redundant numbers.
Chapter 5
GENERATING THE REDUNDANT
REPRESENTATIONS
Number representations (encoding) of a value can be obtained by generating a directed
graph. The generating starts from the root which is the value to be encoded and
ends at leaf nodes with value zero. New child nodes spawn from its parent according
to the congruent relation (shown later) which partition the digit set into equivalent
classes. This relation can be described on a graph by branching from a parent node
to its children. If the parent-child relation is restricted such that each child has only
one parent, the generated graph is expanded to a representation tree. On the other
hand, removing this restriction collapses the representation tree to a graph. Therefore,
graph and tree algorithms (encoders) are presented in this chapter to generate the
representations of a value for a given digit set and radix. The two algorithms are
important to solve the multiple constant multiplication (MCM) problem because each
one can be customized differently to search for the optimal subexpression sharing. The
tree algorithm is selected to study the size of the representation tree because it is more
illustrative than the graph encoder. The size of representation tree is derived using a
Markov transition matrix and verified through simulation. The development considered
the binary singed digit (BSD) representations and a study of generalizing it to include
other number systems is presented.
The chapter is structured as follow: The tree encoder is described in Section 5.1.
The graph encoder is described in Section 5.2. In Section 5.3, a closed-form is derived for
the size of representation tree. The tree and graph encoders performance is investigated
in Section 5.4. A chapter summary is given in Section 5.5.
5.1 REPRESENTATION TREE ALGORITHM
The major contribution in this chapter is providing a new interpretation of Lemma 5.1.1
in [Kornerup and Matula, 2010] to develop the representation tree algorithm as follows.
Lemma 5.1.1 is derived from Equation 4.11 and Equation 4.21 to find a representation
from the polynomial, P ([r]), as
Lemma 5.1.1. Let D be a digit set which is complete residue modulo |r|, v ∈ Z, and
d0 ∈ D such that v ≡ d0 mod |r|. Then there exists a radix polynomial P ∈ P[r,D]
such that ||P || = v if and only if there exists P ′ ∈ P[r,D] with ||P ′|| = v−d0r .
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Proof. For the if part let P ∈ P[r,D] such that ||P || = v. Then
P =
m∑
i=0
dir
i, (5.1)
so
||P || = v =
m∑
i=0
dir
i ≡ d0 mod |r|, (5.2)
where d0 ∈ D, and v ≡ d0 mod |r| is called v congruent to d0 modulo r. Therefore,
v − d0
r
=
m∑
i=1
dir
i−1. (5.3)
Consequently P ′ =
∑m
i=1 dir
i−1 ∈ P[r,D] with
||P ′|| = v′ = v − d0
r
. (5.4)
For the only if part assume P ′ ∈ P[r,D] with ||P ′|| = v−d0r . Now, define P (r) =
P ′(r) + d0, then P ∈ P[r,D] and
||P || = ||P ′||r + d0 = v − d0
r
r + d0 = v. (5.5)
Applying Equation 5.4 recursively until reaching a zero polynomial, generates a
string of digits that represent the value v. Here, the digit d0 is the least significant digit
(LSD) and the digit dm is in the position of the most significant digit (MSD).
From Equation 5.2, we conclude that the congruent relation, ||P || ≡ d0 mod |r|,
partitions the digit set, D, into |r| residue classes (disjoint sets). This partitioning is
shown in Figure 5.1.
≡|r|
di
dj
d0
dk
...
dl d1
dm d2
...
dr−1
D Dc
Figure 5.1: The congruent relation, ≡|r|, partitions the digit set D into |r| disjoint sets,
where Dc is non redundant complete residue modulo |r|, i.e. |Dc| = |r|.
5.1 REPRESENTATION TREE ALGORITHM 77
The tree encoder is developed by rewriting Equation 5.2 as
v =
L−1∑
i=0
dir
i = d0 + d1r + · · ·+ dL−1rL−1, (5.6)
or
v − d0 = d1r + · · ·+ dL−1rL−1. (5.7)
We observe that the difference v − d0 is divisible by the radix r, or alternatively v is
congruent to d0 modulo r as shown in Equation 5.2.
If the digit set is redundant, then there could be more than one d0 satisfying Equa-
tion 5.2. For example, consider using the BSD to encode v = 281. Both of the two
digits {1, 1} satisfy Equation 5.2 and thus
(281− 1)/2 = 140 and (281− (−1))/2 = 141. (5.8)
Equation 5.8 can be visualized on a tree as shown in Figure 5.2. In this case, the value
281 is the root node while 140 and 141 are the left and right children respectively. The
edge values are the digits 1, 1 computed from Equation 5.8.
281
140 141
1 1
Figure 5.2: Visualization of the first depth division of 281 by r = 2 with D = {1, 0, 1}.
Proceeding in the same way with the children 140 and 141 results in growing the
representation tree of 281 shown in Figure 5.3. Tree growth can be expressed by for-
mulating Equation 5.8 as a recursion given by
vc =
vp − d
r
, (5.9)
where vp is the parent node value, vc is the child node value, and d is the edge value
between them. Edge attributes are obtained by applying Equation 5.2. These are digits
released from their sets when the modulo operation is applied at a node. The modulo
operation partitions the digit set into r disjoint sets as
D =
|r|−1⋃
γ=0
Dγ , (5.10)
where the disjoint set γ is given by
Dγ = {di : di mod r = γ}, (5.11)
and di ∈ D. For example, in the BSD number system the digit set is partitioned into
two disjoint sets, D0 = {0} and D1 = {1, 1}.
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The tree encoder algorithm is shown in Listing 1. The inputs to the algorithm are
the value to be encoded v, digit set D, radix r, and wordlength L. The representation
tree list is initialized with the root node of value v as shown in step 2 of Listing 1.
A breadth first search is used to generate the tree as shown in step 3. In this case,
the wordlength value limits the tree from growing to infinity. An empty child's list is
initialized in step 4. The loop in step 5 causes each node at depth l to spawn a list of
children at depth l+ 1. The branching from a node at depth l to another one at depth
l + 1 is according to the digit set partitioning in steps 6 and 7. The value of the new
born child is calculated in step 8. The child node is born at step 9 and appended to
child list C as shown in step 10. Only children at depth l + 1 are stored in the tree
list as shown in step 11. This is because each node stores the string of released digits
(starting from the LSD) in its data structure.
1: procedure Tree(v,D, r, L)
2: T ← {NewNode(v)} . Tree with only root node
3: for l← 0 to L do . Breadth-first traversing
4: C← {} . Empty child list
5: for each node ∈ T do
6: vp = node.v . Parent node value
7: γ ← mod (vp, r) . Partition index
8: for each d ∈ D do . Iterate over digits
9: if mod (d, r) = γ then . Partition digit set according to Equation 5.10
10: vc ← (vp − d)/r . Calculating child node value vc as in Equation 5.9
11: child← NewNode(vc) . New child is born
12: C← C + {child} . Concatenate child list
13: T ← C . Next generation
14: return T
Listing 1: Tree algorithm to generate an encoding tree, T , for a value v, with
wordlength L, digit set D, and radix r.
Figure 5.3 shows the result of applying the algorithm in Listing 1 to find the BSD
representation tree of the value v = 281. The growth of the tree shown in Figure 5.3
starts from the root node of value 281. The modulo devision 281 mod 2 = 1 results in
releasing the digits in the set D1 = {1, 1}. So two edges are emitted from the root node
with attributes 1 and 1 respectively. Each digit is in the position of the least significant
digit (LSD). The left and right child of 281 are 140 and 141, respectively, which are
generated according to Equation 5.9. The process of generating nodes continues until
reaching nodes of zero value (leaf nodes). Valid representations are obtained when
reaching leaf nodes. Thus, leaf edges are in the position of the most significant digit
(MSD). A representation is obtained from tracking edge attributes from the MSD to
the LSD. For example, the representation 100011001 is obtained from tracking the red
path in Figure 5.3.
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Figure 5.3: An example of the representation tree for the value v = 281 using BSD with
wordlength L = 9. Edge values are the digits of the representations.
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281
94-1
93
2
311 101 31 10 01
310 101 31 10 01
Figure 5.4: An example of the encoding tree for the value v = 25 using number system
with r = 3 and D = {1, 0, 1, 2}.
Another example of applying the algorithm in Listing 1 is the encoding of the value
281 using the number system with r = 3 and D = {1, 0, 1, 2} as shown in Figure 5.4.
The digit set is partitioned to three disjoint sets which are D0 = {0}, D1 = {1}, and
D2 = {1, 2}. The tree shown in Figure 5.4 indicates that the tree size is related to the
radix and digit set of the used number system. This relation is further investigated
in Section 5.4.
5.2 GRAPH ENCODER
The tree encoder described in Section 5.1 generates the representation tree in breadth
first search. It restrict the parent-child relation such that each child at depth Li has
only one parent at depth Li−1. If the restriction parent-child relation is removed,
the representations of a value v is found by traversing a graph. For example, the
representation tree shown in Figure 5.3 is collapsed to the graph shown in Figure 5.5.
A possible implementation for the graph encoder algorithm is shown in Listing 2.
It builds the encoding graph recursively by using depth first search (DFS) as shown in
step 8. At each node the DFS traverses only one of the node out edges. Other edges
are stored due to the recursion implementation and traversed later when the algorithm
backtrack. This method of constructing the graph encoder helps in enumerating the
representations of a value in succession.
1: procedure Graph(G, v, D, r)
2: AddNode (G, v) . Add node v to graph G
3: γ ← mod (v, r) . Partition index
4: for each d ∈ D do . Iterate over digits
5: if mod (d, r) = γ then . Partition digits
6: v′ ← (v − d)/r . Next node value
7: if v′ 6∈ G then
8: Graph(G, v′, D, r) . Build recursively
9: AddEdge (G, v, v′, d) . Add edge d
Listing 2: An algorithm to generate encoding graph G for a value v with digit set
D and radix r.
Consider the encoding graph shown in Figure 5.5. A representation is generated
starting from the root of value 281 (which is in the position of LSD) and ending at the
node of zero value (which is in the position of MSB). The self loop at node 0 yields
5.2 GRAPH ENCODER 81
zero padding at the left of a representation. The number of traversing the self loop is
specified by the wordlength. Next representations are generated when the algorithm
backtrack to the stored unvisited yet edges. Another example is shown Figure 5.6
which depict the graph encoder of the value 281 using the number system with r = 3
and D = {−1, 0, 1, 2}.
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Figure 5.6: An example of the encoding graph for the value v = 25 using the number
system with r = 3 and D = {1, 0, 1, 2}.
5.3 REPRESENTATION TREE SIZE
The complexity of tree algorithm is specified by the size of representation tree, where
this size is equal to the number of nodes in the tree. Developing a closed form for the
tree size can help in determining the complexity of the tree algorithm. This will be
more clear in the next chapter that modifies the tree algorithm to search for common
subexpression. Therefore, it is the purpose of this chapter is drive a closed forms for
the size of representation tree, number of representations, and number of nodes at a
certain depth of the tree.
The growth of the representation tree depends on the digit set, radix, and partitions.
This requires defining the tree growth factor g. For a consistent digit set (has equal
cardinality partitions) the growth factor is g = |D0| = |D1| = · · · = |Dr−1|, where |Dγ |
is defined in Equation 5.10. If the digit set is inconsistent then it is required to find the
cardinality of the largest partition
|Dm| = max(|D0| , · · · , |Dr−1|). (5.12)
A maximum tree growth occurs when |Dγ | = |Dm| for γ = 0, · · · , r − 1. In this case,
the cardinality of the digit set equals to r |Dm| > |D|. Therefore, the growth factor is
reduced by the ratio |D|r|Dm| and the growth factor for an inconsistent digit set becomes
g = |Dm| ∗ |D|
r |Dm| =
|D|
r
(5.13)
When g > 1 the average size of the tree will grow exponentially as a result of
summing a geometric series. Hence the average tree size at depth L, denoted T (L) is:
T (L) =
L∑
k=0
gk (5.14)
=
gL+1 − 1
g − 1 , g 6= 1 (5.15)
For BSD, g = 3− (2×2)/3 = 1.66 resulting in an exponential growth of the tree. When
g = 1, such as for the case of binary, L'Hôpital's rule needs to be applied to Equa-
tion 5.15, resulting in a linear growth of the tree which equals to L.
The tree growth changes once the tree depth L is large enough to reach a zero node.
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This is the minimum wordlength (Lmin) required to encode the value. An example of
Lmin is shown in Figure 5.7 which results from encoding the value 25 in BSD using the
tree encoder. The corresponding Lmin on the graph encoder of the value 25 is shown
in Figure 5.8.
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Figure 5.7: An example of the encoding tree for the value v = 25 using BSD. Lmin is
the minimum wordlength to reach a zero node.
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Figure 5.8: An example of the encoding graph for the value v = 25 using BSD. Lmin is
the minimum wordlength to traverse a self loop.
In this case, Lmin is defined as the minimum wordlength required to finish traversing
a self loop. To find Lmin, consider Equation 4.32 of Theorem 4.5.2 (page 70). Assign
the symbol v− to the lower limit of Equation 4.32 and v+ for the upper limit results,
[v−, v+] =
[
− dˆ |r|
L− − 1
|r| − 1 , dˆ
|r|L+ − 1
|r| − 1
]
. (5.16)
Consider a general case of asymmetric digit set such that, d↑ is the most positive digit
in D, and d↓ is the most negative one, then for the upper limit (in BSD d↑ = 1 and
d↓ = −1),
v+ = d↑
|r|L+ − 1
|r| − 1 , (5.17)
so
v+
d↑
(|r| − 1) = |r|L+ − 1, (5.18)
then
|r|L+ = v
+
d↑
(|r| − 1) + 1, (5.19)
which results
L+ = dlogr(
v+
d↑
(|r| − 1) + 1)e. (5.20)
Similarly for L−
L− = dlogr(
v−
|d↓|(|r| − 1) + 1)e. (5.21)
In this case, Lmin is found using the following formula
Lmin = max(L−, L+). (5.22)
A conservative ciel function is used to find L− and L+ as shown in Equation 5.20
and Equation 5.21 respectively. An example of calculating Lmin is for the range
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[v−, v+] = [−256, 256] using BSD. In this case, it is found that Lmin = 9.
Mathematically speaking, the nodes after L > Lmin are belong to a reduced set S.
An example of the reduced set is the set S =
{
1, 0, 1
}
for the BSD as shown in Figure 5.9.
−1
0
1
−1
1
−1
1
0
Negative
Positive
Figure 5.9: BSD state transitions in the recursive region.
The transitions between the states in S shown in Figure 5.9 can be described by a
Markov transition matrix Q [Wai-K and Michael, 2006], where the matrix element qij
is the number of paths from state i to state j. If we define the average state proportions
in the tree at depth L by a vector p(L), then after k transitions the proportions will be
given by
p(L+ k) = Qkp(L). (5.23)
The total tree size can be found by summing these proportions to yield
T (Lmin +K) = T (Lmin) +M(Lmin)1
T
[
K∑
k=1
Qk
]
p(Lmin), (5.24)
where 1 is the ones vector of length |S|, and M(Lmin) is the number of nodes at depth
Lmin, i.e
M(Lmin) = T (Lmin)− T (Lmin − 1). (5.25)
In the case of BSD, the transition matrix for S = {−1, 0, 1} is
Q =

1 0 0
1 1 1
0 0 1
 (5.26)
and so after k transitions
Qk =

1 0 0
k 1 k
0 0 1
 , (5.27)
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and thus
K∑
k=1
Qk = K

1 0 0
(K + 1)/2 1 (K + 1)/2
0 0 1
 . (5.28)
The average proportion vector at L = Lmin can be calculated from the ratios of different
states transitions that shown in Figure 5.9. In the case of encoding negative values, the
proportion vector is given by
p−(Lmin) =
[
1
3
2
3 0
]T
. (5.29)
Substituting Equation 5.28 and Equation 5.29 into Equation 5.24 yields
T (Lmin +K) = T (Lmin) +M(Lmin)K
(
K + 7
6
)
. (5.30)
The proportion vector for encoding positive values is given by
p+(Lmin) =
[
0 23
1
3
]T
. (5.31)
Substituting Equation 5.28 and Equation 5.31 into Equation 5.24 yields the same result
as Equation 5.30. This shows that the average size of the tree grows quadratically once
L > Lmin.
5.4 INVESTIGATING THE PERFORMANCE OF THE GRAPH
AND TREE ALGORITHMS
The performance of the graph and tree algorithms were investigated by generating re-
dundant representations for several examples. The tree algorithm was used to generate
BSD representations for the numbers in the range [−256, 256]. The value of Lmin was
evaluated for each number in the given range according to Equation 5.22. The theo-
retical tree size was calculated according to Equation 5.15 for L ≤ Lmin and according
to Equation 5.30 for L > Lmin. The measured tree size was recorded using programming
in Python. The theoretical and measured tree sizes were averaged for each wordlength
and compared as shown in Figure 5.10. The result in Figure 5.10 shows that the mea-
sured average tree size agrees with the theoretical one because the derivation was for
BSD.
A set of experiments was carried out to compare between the size of representation
tree computed using Equation 5.30 (theoretical) with that obtained from the simulation
(experimental) for several number systems. The purpose of this comparison is to deter-
mine the possibility of generalizing Equation 5.30. The results of comparison are shown
in Figure 5.11 to Figure 5.16. Inspecting the plots shows that the overlap between the
theoretical and experimental results is perfect only in the case of BSD. Other number
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Figure 5.10: A comparison between theoretical and measured average BSD tree size for
the number range [−256, 256].
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Figure 5.11: Average tree size, T , for the range [−256, 256]. Plots (I) and (II) are
respectively the theoretical and measured average tree size which obtained from using
number system with r = 3, D = {1, 0, 1, 2}. Plots (III) and (IV) are respectively the
theoretical and measured tree size obtained from using number system with r = 3,
D = {1, 0, 1, 2, 3}. Plots (V) and (VI) are respectively the theoretical and measured
tree size obtained from using number system with r = 3, D = {2, 1, 0, 1, 2}.
systems show less degree of overlapping. Therefore, it is clear that Equation 5.30 cannot
be generalized to find tree size of other number systems than BSD. A similar derivation
to that given in Equation 5.25 to Equation 5.30 to find a closed form for the tree size
obtained from using other number systems than BSD.
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Figure 5.12: Average tree size, T , for the range [−256, 256]. Plots (I) and (II) are
respectively the theoretical and measured average tree size which obtained from using
number system with r = 4, D = {1, 0, 1, 2, 3}. Plots (III) and (IV) are respectively
the theoretical and measured tree size obtained from using number system with r = 4,
D = {1, 0, 1, 2, 3, 4}. Plots (V) and (VI) are respectively the theoretical and measured
tree size obtained from using number system with r = 4, D = {3, 2, 1, 0, 1, 2, 3}.
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Figure 5.13: Average tree size, T , for the range [−256, 256]. Plots (I) and (II) are
respectively the theoretical and measured average tree size which obtained from using
number system with r = 5, D = {1, 0, 1, 2, 3, 4}. Plots (III) and (IV) are respectively
the theoretical and measured tree size obtained from using number system with r = 5,
D = {1, 0, 1, 2, 3, 4, 5}. Plots (V) and (VI) are respectively the theoretical and measured
tree size obtained from using number system with r = 5, D = {4, 3, 2, 1, 0, 1, 2, 3, 4}.
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Figure 5.14: Average tree size, T , for the range [−256, 256]. Plots (I) and (II) are
respectively the theoretical and measured average tree size which obtained from using
number system with r = 3, D = {0, 1, 2, 3}. Plots (III) and (IV) are respectively the
theoretical and measured tree size obtained from using number system with r = 3,
D = {1, 0, 1, 2, 3}. Plots (V) and (VI) are respectively the theoretical and measured
tree size obtained from using number system with r = 3, D = {2, 1, 0, 1, 2}.
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Figure 5.15: Average tree size, T , for the range [−256, 256]. Plots (I) and (II) are
respectively the theoretical and measured average tree size which obtained from using
number system with r = 4, D = {0, 1, 2, 3, 4}. Plots (III) and (IV) are respectively
the theoretical and measured tree size obtained from using number system with r = 4,
D = {1, 0, 1, 2, 3, 4}. Plots (V) and (VI) are respectively the theoretical and measured
tree size obtained from using number system with r = 4, D = {3, 2, 1, 0, 1, 2, 3}.
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Figure 5.16: Average tree size, T , for the range [−256, 256]. Plots (I) and (II) are
respectively the theoretical and measured average tree size which obtained from using
number system with r = 5, D = {0, 1, 2, 3, 4, 5}. Plots (III) and (IV) are respectively
the theoretical and measured tree size obtained from using number system with r = 5,
D = {1, 0, 1, 2, 3, 4, 5}. Plots (V) and (VI) are respectively the theoretical and measured
tree size obtained from using number system with r = 5, D = {4, 3, 2, 1, 0, 1, 2, 3, 4}.
The time elapsed by the tree algorithm was recorded for generating the representa-
tions of bunches of numbers with the same Lmin as shown in Figure 5.17 and Figure 5.18.
Each curve in these figures represents the average of all the numbers with the same Lmin.
The values of Lmin were 6, 7, · · · , 13. Each curve is rising exponentially until Lmin as
described in Equation 5.14. After Lmin, the time curve continue rising with a steepest
slope. The steepest slope is due to the near duplication in the number of nodes at depth
Lmin + 1 as compared with that at Lmin.
The algorithm were also used to generate the BSD representations of the coeffi-
cients for filters: L1 (as given in Example 1 of Lim and Parker [1983]) and S2 (as given
in Examples 2 of Samueli [1989]). These filters are symmetric with lengths 121 and
60, respectively. Figure 5.19 shows the number of BSD representations plotted against
wordlength L for the two filters. The wordlength was varied from Lmin to a maximum
wordlength of 32 digits. The result in Figure 5.19 show the exponential growth of num-
ber of representation with wordlength. It also show that the larger filter (L1 in this
case) results in larger set of representations and consequently larger search space. Sim-
ilar results are obtained when the algorithm used to generate the BSD representations
for the filters: L3 with length 36 (as given in Example 3 of Lim and Parker [1983]) and
S1 with lengths 25 (as given in Example 1 of Samueli [1989]) as shown in Figure 5.20.
Though the tree continue grow exponentially even when L > Lmin, it is possible to
reduce the algorithm computational complexity by preventing nodes of zero value from
spawn a child node. Nodes with zero value has no effect on the number of representations
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Figure 5.17: Elapsed time in seconds to generate the BSD representations for bunches
of numbers with Lmin = 6, 7, 8, and 9 respectively.
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Figure 5.18: Elapsed time in seconds to generate the BSD representations for bunches
of numbers with Lmin = 10, 11, 12, and 13 respectively.
at the next depth, they are just appeared as zero padding to the left of a representation.
For example, consider the tree of value 25 shown in Figure 5.7. The branches beyond
zero valued nodes are pruned as shown in Figure 5.21. This make the number of
generated representations at each new depth after Lmin constant (equals to 7 in this
example) as shown in Figure 5.21.
To study the effect of digit set cardinality on the number of representations, five
digit sets radix-2 were chosen as shown in Figure 5.22. In this figure, the y-axis is
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Figure 5.19: Number of BSD representations Γ versus wordlength L for the filters L1
and S2.
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Figure 5.20: Number of BSD representations Γ versus wordlength L for the filters: L3
and S1.
the average number of representations and the x-axis is the digit sets radix-2 given by
{1, 0, 1}, {1, 0, 1, 2}, {1, 0, 1, 2, 3}, {1, 0, 1, 2, 3, 4}, and {1, 0, 1, 2, 3, 4, 5}. The plot shows
that increasing the number of digits causes the average number of representations to
increase. This is because increasing the digit set cardinality increases the branching
factor.
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Figure 5.21: The encoding tree for the value v = 25 using BSD. The branches after zero
nodes are pruned.
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Figure 5.22: The average number of representations Γˆ versus digit set cardinality |D|
for the values in the range [−256, 256] using number systems with r = 2, L = 8, and
alphabets {1, 0, 1}, {1, 0, 1, 2}, {1, 0, 1, 2, 3}, {1, 0, 1, 2, 3, 4}, and {1, 0, 1, 2, 3, 4, 5}.
5.5 CHAPTER SUMMARY
Graph and tree algorithms are proposed to generate redundant representations. The
difference between the graph and tree encoder is in their traversal. The graph encoder
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is generated recursively using depth first search, while the tree encoder is generated
using breadth first search. A mathematical model is derived to find the size of the tree
for BSD. The size of the tree grows as a function of the growth factor which is in turn
depends on the digit set partition. Tree growth in the region Lmin is exponential on the
growth factor. However, the tree may continue to grow exponentially or even linearly
within L > Lmin.
Markov transition matrix Q [Wai-K and Michael, 2006] was used to find a closed
form for the size of tree. It is found that the value of the nodes after L > Lmin belong to
a reduced set S. The transition matrixQ is found with the states are the elements of the
set S. A proportion vector, p(Lmin), is derived to have its elements associated with the
states to calculate the states afterK transitions. An attempt was made to generalize the
BSD closed form to find tree size for other number systems. The generalizing is failed
which indicates that each number system require finding its own parameters which are:
the reduced set S, transition matrix Q, and proportion vector p(Lmin).
The tree encoder was used to generate the BSD for a number of number bunches.
Each bunch contains numbers with the same value of Lmin. The results show that a
bunch of larger numbers consumes longer run time to generate the representations of
the numbers in the bunch. The tree encoder was used to find the representations of
several benchmark filters that found in the literature. The results showed that larger
filters consumes longer run time to generate the representations.
Tree growth after Lmin can be slowed down by stopping the branching from nodes
with zero value because it is just pad zeros to the left of a representation. Results showed
that the average number of representation increases (as expected) with the number of
digits in the digit set as a result of increasing the growth factor.

Chapter 6
SUBEXPRESSION TREE ALGORITHM
There are variety of common subexpression elimination (CSE) methods designed to
work on subsets of the binary signed digit (BSD) representations. For example, Park
and Kang [2001] proposed an algorithm to generate the minimum Hamming weight
(MHW) representations from canonical signed digit (CSD). The algorithm replaces
the CSD sequences of (10101 · · · 101)2 with MHW sequences (01010 · · · 011)2 and the
CSD sequences of (10101 · · · 101)2 with MHW sequences (01010 · · · 011)2. The authors
showed that using MHW representations with the CSE method yields better results
than that obtained from using CSD. Dempster and Macleod [2004] proposed a tree-
like method to find binary signed-digit (BSD) representations. They concluded that
using BSD representations improves performance of the CSE methods as compared with
CSD or MHW representations. However, the search for common subexpressions occurs
after BSD generation. This forces the CSE procedure to search the whole BSD space
to find the best subexpression sharing. Ho et al. [2008] proposed a 0-1 mixed integer
linear programming (MILP) common subexpression elimination method to optimize the
MCM. In this work, the MHW set is extended to include some other representations.
The authors stated that this extension improves the performance of the MILP method.
However, the work did not show how to generate these additional representations. In our
work [Al-Hasani et al., 2011], we proposed using a reduced search space called the zero
dominant set. The space is derived by Kamp [2010] to include the MHW representations
and some other representations. The other representations are obtained by giving equal
scores for zero digit positions and MHW. We found that using the zero dominant set
improves the CSE algorithm performance.
In this chapter we develop a common subexpression elimination method that in-
tegrates the search for best subexpression sharing with BSD generation. The method
differs from the conventional approach that generates the representations first then
searches for common subexpressions [Vinod et al., 2010] [Potkonjak et al., 1996] [Yu
and Lim, 2009]. The proposed method uses the representation tree concept presented
in Subsection 5.1 to find BSD representations of a coefficient. Possible subexpressions
at each node are calculated during tree traversal. The subexpressions are used to find
different decompositions for the coefficient to be encoded. This enlarges the search
space and increase the possibility of finding solutions for the MCM with shorter logic
depths. To reduce the search space, the algorithm terminates the tree's growth when it
finds subexpressions with maximum sharing. Pruning the representation tree reduces
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it to a subexpression tree and the algorithm is called the subexpression tree algorithm
(STA).
This chapter is structured as follows: In Section 6.1 the concept of subexpres-
sion space is introduced including the formulation of the A−operation [Voronenko and
Püschel, 2007]. The subexpression tree algorithm is developed in Section 6.3. The
results of comparing the algorithm with other algorithms are shown in Section 6.4. A
summary of the chapter is given in Section 6.5.
6.1 SUBEXPRESSION SPACE
We have shown in the previous chapters that using redundant number systems provides
multi-representations for a value. Each representation in turn can be considered as
a set of weighted digits of cardinality equal to the representation Hamming weight,
H. Picking all the possible combinations of the weighted digits in each set forms the
subexpression space. A mathematical development is introduced to determine the size
of the subexpression space. Consider one of the BSD representations of 25 given by
111111. This representation can be expressed by the set P = {25,−24, 23, 22,−21,−20}
of cardinality H = 6. The number of k-combinations found in P is equal to the binomial
coefficient [Roberts and Tesman, 2009],(H
k
)
=
H!
k!(H− k)! . (6.1)
Note that k is restricted to 2 ≤ k ≤ H, because all the single digit subexpressions are
of values {±2j : j = 0, 1, · · · , L− 1} and they evaluate to 1. The set containing all the
possible subexpressions in the representation i is known as the subexpression subspace
Si. The number of subexpressions in the set Si equals its cardinality, |Si|, and given by
|Si| =
H∑
k=2
(H
k
)
+ 1. (6.2)
The value 1 is added to the sum of binomial coefficients shown in Equation 6.2 to
represent the value of all the single digit subexpressions. Using the identity in [Roberts
and Tesman, 2009]
H∑
k=0
(H
k
)
= 2H, (6.3)
and rewriting Equation 6.2 as
|Si| =
∑H
k=2
(H
k
)
+
(H
1
)− (H1)+ (H0)− (H0)+ 1,
=
∑H
k=0
(H
k
)− (H1)− (H0)+ 1, (6.4)
gives a tractable expression for the cardinality of Si as
|Si| = 2H −H, (6.5)
which equals the total number of subexpressions in the set Si.
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If the number of representations for a value is B, then the resulting subexpression
space is given by
S = S1
⋃
S2 · · ·
⋃
SB (6.6)
6.2 A−OPERATION
For a particular k-combination subexpression, s′1, there must be a matching subexpres-
sion s′2 such that the value v is given by v = s′1 + s′2. Therefore, the Hamming weight
of s′2 will be H − k. This decomposes the value v into two additive parts. Using two
part decompositions requires only a single adder to compose the value. To eliminate the
redundancy in computing, each additive part should be made co-prime with the radix,
or simply co-prime [Ayres and Jaisingh, 2004]. For a number system with radix r, the
subexpression s is co-prime if s mod r 6= 0. Decomposing the value v into two parts is
defined by an A−operation proposed by Voronenko and Püschel [2007] for radix 2 num-
ber systems. The A−operation is refined in this work with an algebraic development
that considers radix r number systems.
Definition 6.2.1 (A−operation). An A−operation with two co-prime positive integers
s1 and s2 as inputs and one co-prime positive integer as an output is given by
Aw(s1, s2) = |ris1 ± rjs2| (6.7)
= |(s1  i)± (s2  j)|,
where Aw(s1, s2) is the decomposition of w,  denotes left shift, and i, j ≥ 0.
The following theorem is introduced to specify the restrictions on the A−operation
to make the output always a co-prime positive integer.
Theorem 6.2.1. Each co-prime positive integer can be decomposed using two co-prime
positive integers s1 and s2, with only one of them shifted to the left by zero or more
positions.
Proof. Let w = (s1r
i) ± (s2rj), where w mod r 6= 0, s1 mod r 6= 0, and s2 mod r 6= 0.
If i 6= 0 and j 6= 0, then (s1ri) mod r = 0 and (s2rj) mod r = 0. So ((s1ri) ±
(s2r
j)) mod r = (s1r
i) mod r± (s2rj) mod r = 0 and consequently w mod r = 0 which
is a contradiction. Now, if i = 0 and j > 0, then s1 mod r 6= 0 and (s2rj) mod r = 0
and consequently s1 mod r ± (s2rj) mod r 6= 0. The case of i = j = 0 requires further
inspection to determine whether the sum s1 ± s2 is co-prime or not. For BSD, a co-
prime number must be odd and the summation of two odd numbers is even which is
not co-prime with 2.
Following Theorem 6.2.1 and letting i = 0, the A−operation is refined to
Aw(s1, s2) = |s1 ± rjs2|. (6.8)
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Since s1 in Equation 6.8 can be found from the representation of w, the value of s2 is
calculated from Equation 6.8 as
s2  j = w − s1,
s2 = |(w − s1) mod 2 6= 0|. (6.9)
Example 6.2.1. Consider the BSD representation 111111 of 25. The representation
is of Hamming weight H = 6. So the size of the resulting subspace is obtained from
applying Equation 6.5
|S1| = 26 − 6 = 58.
Table 6.1 illustrates four arbitrary samples of finding the subexpressions s1 and s2 from
the above representation. Consider the third row in the table, the computing steps are
1. s1 is found to equal 5.
2. Using Equation 6.9, we are trying to find the smallest number that has a non zero
modulo 2 result s2 = |(25− 5)/4| = |20/4| = 5.
Table 6.1: Subexpressions comprising of two or more digits found in one of the 25 BSD
representations, 111111. s′1 and s′2 are the raw subexpressions. s1 and s2 are positive
co-prime subexpressions.
BSD s′1 → s1 s′2 → s2
11111 1 −1→ 1 26→ 13
1111 11 −3→ 3 28→ 7
11 1 1 11 5→ 5 20→ 5
1 1 11 1 1 −18→ 9 43→ 43
...
6.3 SUBEXPRESSION TREE ALGORITHM
In this section, the subexpression tree algorithm (STA) is developed. The STA al-
gorithm customizes the tree algorithm to search for CSE. At the beginning of the
algorithm, the coefficients are made positive co-prime numbers with respect to the
radix. The resulting co-prime coefficients are classified according to their complex-
ity. Low complexity coefficients are that with the lowest Hamming weight and shortest
wordlength. The algorithm starts looping over the coefficients by picking one coefficient
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at a time and generate the representation tree for it. The looping over the coefficients
can be started from coefficients of maximum complexity then descend to coefficients
of minimum complexity. The is is called a descending search. The other direction of
looping over the coefficients starts from coefficients with minimum complexity towards
that of maximum complexity. This is called an ascending search. It determines all
possible decompositions of the value to be encoded at each new generated node by us-
ing released digit. This enabled checking the subexpressions at each depth to find if
they were used earlier to synthesize other coefficients. Optimal sharing is obtained if
such subexpressions are found. At this point, the algorithm stops from generating the
rest of the representation tree which makes it a subexpression tree. If the algorithm
couldn't find optimal sharing, it determine the best sharing or maximum sharing that
can be obtained from share the subexpressions with other coefficients without doing
any synthesizing. At the end of generating the trees of subexpressions and coefficients,
the algorithm search shared sets of subexpressions for the one of minimum cost but can
realize maximum number of coefficients. If there are still unsynthesized coefficients, the
algorithm starts looping over these coefficients in a direction that reverse to the first
loop.
6.3.1 Subexpressions Determination
The tree algorithm described in Section 5.1 can be enhanced to simultaneously search for
the possible subexpressions in each representation. New subexpressions are computed
at each newly generated node and added to the parent subexpression set. Each node
has the following attributes: Node value, subexpression set S, decomposition pairs, and
subexpression subspace S. Computation complexity can be reduced by letting each child
node inherit all of its parents' attributes. So the algorithm tracks the generation of s1
only by adding a released weighted digit to each s1 that come from the parent. In other
words, the subexpression subspace that is formed from an incomplete representation is
Sc = Sp
⋃
{rl × d}
⋃
{s1 + rl × d,∀s1 ∈ Sp}, (6.10)
where l is the tree depth, d is the edge connecting child node with its parent, and Sp
and Sc are the parents' and childs' subexpression sets, respectively. To illustrate the
process, consider the red branch of the tree of 281 shown in Figure 5.3. This branch
is redrawn separately as shown in Figure 6.1. Each subexpression set Snl is calculated
using Equation 6.10, where l is the tree depth and n is the rank of nodes at this
depth. The complete representation at the leaf node should be 100011001. However,
the whole representation is unknown when the algorithm starts generating the nodes.
The algorithm starts from the root 281 with an empty set of attributes. The LSD digit
1 is assigned to s1 forming the subexpression set S
0
0 = {1}. The subexpression s2 is
computed to be 35 using Equation 6.9, as shown in step-II. The resulting decomposition
consists of the pair (1, 35) which is stored in the attributes of node 140 (step-III).
Similarly the subexpression space in step-IV, S00 is stored in node 140 attributes.
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281
d0 = 1
(l = 0)
I. S00 = {1}
II. 100011 00 1 = 280 + 1 = (353) + 1
III. {(s1, s2)} = {(1, 35)}
IV. S00 = {1, 35}
140
d1 = 0
(l = 1)
S01 = S
0
0 , {(s1, s2)} = {(1, 35)} , S01 = S00
(no computing at this depth)
70
d2 = 0
(l = 2)
S02 = S
0
1 , {(s1, s2)} = {(1, 35)} , S02 = S01
(no computing at this depth)
35
d3 = 1
(l = 3)
I. S03 = S
0
2
⋃{8, 1 + 8} = {1}⋃{8, 9} = {1, 8, 9}
II. 10001 1 00 1 = 273 + 8 = 273 + (13) , 10001 1001 = (174) + 9
III. {(s1, s2)} = {(1, 35), (1, 273), (9, 17)}
IV. S03 = S02
⋃{9, 17, 273} = {1, 9, 17, 35, 273}
17
d4 = 1
(l = 4)
I. S04 = S
0
3
⋃{16, 1 + 16, 8 + 16, 9 + 16} = {1, 8, 9, 16, 17, 24, 25}
II. 1 0001 1 00 1 , 1 000 11001 , 1 000 11 00 1
III. {(s1, s2)} = {(1, 35), (9, 17), (1, 273), (17, 33), (25, 1)︸ ︷︷ ︸
p=0
, (3, 257)}
IV. S04 = S03
⋃{3, 17, 25, 33, 257} = {1, 3, 9, 17, 25, 33, 35, 257, 273}8
d5 = 0
(l = 5)
terminate the generation
4
d6 = 0
(l = 6)
2
d7 = 0
(l = 7)
1
d8 = 1
(l = 8)
0
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Figure 6.1: A branch of the representation tree of 281 results in a non-exhaustive search.
6.3 SUBEXPRESSION TREE ALGORITHM 103
The next positional digit is 0 and released at depth l = 1 of the tree. A zero digit
value has no effect on the parent attributes according to Equation 6.10. So node 70
attributes are that of the parent and no subexpressions are computed at this depth as
shown in Figure 6.1. Similarly at depth l = 2, only parent attributes are inherited.
At depth l = 3, the released digit 1 is of weight 8. The weighted digit 8 is added to
each subexpression value that comes from the parent as shown in step-I of depth l = 3
in Figure 6.1. The subexpression set is S30 = {1, 8, 9}. No new decompositions can be
obtained from the subexpressions 1 and 8. Only the subexpression s1 = 9 is used to find
a decomposition. So, the value of s2 = 17 is computed using Equation 6.9 as illustrated
in step-II of depth l = 3 in Figure 6.1. The new decomposition pair (9, 17) is stored in
the decomposition pair set as shown in step-III. However, the subexpression subspace
contains all the values of s1 and s2 (step-IV).
Repeating the same procedure for depth l = 4 results in finding three new decom-
positions as shown in step-II of Figure 6.1. The corresponding decomposition pairs are
(17, 33), (25, 1), and (3, 257) as shown in step-III. Tree generation can be terminated
at this point because the decomposition (25, 1) is optimal. The decomposition (25, 1)
is considered optimal because both of its subexpressions are of zero cost. The subex-
pression 1 is already in the synthesized coefficient set and the subexpression 25 is in the
coefficient set and will not require any additional cost over its inevitable synthesizing.
This is known as a nonexhaustive algorithm because the entire representation tree has
not been generated. If we do proceed to find the entire encoding of the representation
then we will have performed an exhaustive search.
6.3.2 Decomposition Complexity
We have shown in Section 6.1 that using redundant representations results in many
decompositions (subexpression pairs). Decompositions with maximum sharing among
the coefficients are preferred. These decompositions are proposed to be of minimum
complexity to guide the algorithm to find them. So, the complexity of a decomposition
is based on, in descending order of importance, the priority, Hamming weight, and
wordlength. The priority metric favours decompositions with maximum sharing. If
there is no such decompositions, the algorithm searches for ones with minimum adder
step using the Hamming weight as a metric. Similarly, subexpressions with shorter
wordlength are preferred to reduce adder width.
The complexity measure of the decomposition χ(Aw(s1, s2)) can be defined as
χ(Aw(s1, s2)) = c× p+ b×Hs + Ls, (6.11)
where c and b are weighting factors, p is the priority of Aw(s1, s2), and
Hs = max(Hs1 ,Hs2), (6.12)
104 CHAPTER 6 SUBEXPRESSION TREE ALGORITHM
is the maximum Hamming weight of the subexpression pairs (s1, s2), and
Ls = max(Ls1 , Ls2), (6.13)
is the maximum wordlength of (s1, s2). The priority value, p, is selected according
to Table 6.2 to increase the possibility of finding an early solution without exploring the
whole space. Preference is given to the synthesized subexpressions and to the common
subexpressions to minimize the number of logic operators. One choice to achieve this
is:
b = Lmax + 1. (6.14)
The weight c converts the high priority information to low complexity. If the
algorithm finds two decompositions with the same priority, it choses the one with the
smallest Hamming weight to minimize the LO and LD. If the Hamming weights are
the same, the decomposition with shorter wordlength is preferred. One choice of c to
achieve this is:
c = b×Hmax, (6.15)
where Hmax is the maximum Hamming weight that can be found in the representations.
This can be taken to be equal the largest wordlength in the coefficients.
Example 6.3.1. Consider realizing the filter F1 in [Farahani et al., 2010] with coefficient
set W = {25, 103, 281, 655}. The synthesised coefficient set is initialized to T = {},
while the shared subexpression set is Ss = {}. The maximum wordlength is that of
the coefficient 655 and equal to Lmax = 10, making Hmax = 10 (i.e. the representation
1111111111). Using Equation 6.14 and Equation 6.15 the weights are b = 11 and
c = 110.
Since there are no coefficients with H = 2, the algorithm tries to explore the subex-
pression space in descending order. This increases the possibility of finding subex-
pressions with H = 2 and maximum sharing. The algorithm starts generating the
representation tree of the coefficient 655. The complexity value, χ(Aw(s1, s2)), of each
Table 6.2: Priority values for the subexpression tree algorithm. W is the set of coef-
ficients and subexpressions (fundamentals) waiting for synthesis, T is the set of syn-
thesized fundamentals, and Ss is the set of shared (common) subexpressions. A low
priority number is more desirable.
s1, s2 p
s1, s2 ∈W
⋃
T
⋃
Ss 0
s1 ∈W
⋃
T
⋃
Ss, s2 /∈W
⋃
T
⋃
Ss 1
s1 /∈W
⋃
T
⋃
Ss, s2 ∈W
⋃
T
⋃
Ss 1
s1 = s2 /∈W
⋃
T
⋃
Ss 1
s1 6= s2 /∈W
⋃
T
⋃
Ss 2
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decomposition pair (s1, s2) is calculated according to Equation 6.11. These values are
compared during tree growth to delete the pairs with highest complexity. Table 6.3
shows samples of decomposition complexity calculations for the coefficient 655. It is
found that the decomposition χ(A655(15, 5)) has minimum complexity (shown in row 2
of Table 6.3). The decomposition pair (15, 5) is moved to the set Ss. Then, the represen-
tation tree of 281 is generated as shown in Figure 5.3. The decomposition χ(A281(25, 1))
is found at depth l = 4 with priority p = 0 (as described in Section 6.3.1). Generating
the tree of 103 results in finding the decomposition χ(A103(25, 1)) at depth l = 4 with
p = 0. The last tree generated is that of 25. The decomposition χ(A25(5, 5)) is found
at depth l = 3 with priority p = 0 as shown in row 4 of Table 6.3. This decomposition
is with maximum priority value because the subexpression 5 is already in the sharing
set Ss. The resulting filter realization is shown in Figure 6.2.
Table 6.3: Samples of the decomposition complexity values obtained from the represen-
tation tree of 655.
w (s1, s2) CSD(s1) CSD(s2) Hs Ls p χ(Aw(s1, s2))
655 (7, 81) 1001 1010001 3 7 2 110× 2 + 11× 3 + 7 = 260
655 (15, 5) 10001 101 2 5 2 220 + 11× 2 + 5 = 247
25 (1, 3) 1 101 2 3 1 110 + 11× 2 + 3 = 135
25 (5, 5) 101 101 2 3 0 11× 2 + 3 = 25
1
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Figure 6.2: Realization of the filter F1 in [Farahani et al., 2010] with coefficient set
W = {25, 103, 281, 655} using the STA.
The listing of the subexpression tree algorithm (STA) is shown in Listing 3. The
algorithm generates the representation tree for each coefficient in breadth first manner
(line 4 of Listing 3). Hence, decompositions with p = 0 could be found at shallow depth
as shown in line 12 otherwise the algorithm continues finding new decomposition pairs
(line 10). These decompositions form the subexpression space given by the set Ss in line
21. Listing 4 shows other modules used in conjunction with the STA algorithm. The Sort
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function in line 26 of the main program sorts the coefficients in ascending/descending
order. The set Ss in line 11 is the set of subexpressions.
1: procedure STA(w,W, T, Ss)
2: χ′A ←∞ , S′ ← {} . Initiate minimum complexity and subexpression subspace
3: Tree← {(root.v ← w, root.s← {})} . Tree node list
4: for l← 0 to w.L do . Generate the tree in a breadth-first manner
5: C← {} . Empty child list
6: for each node ∈ Tree do
7: for each d ∈ {m : m ≡2 (node.v);m ∈ {1, 0, 1}} do . Partition digit set
8: child← NewNode(node, d, l) . New child is born
9: for each s1 ∈ child.s do
10: s2 ← |(w − s1) mod 2 6= 0| . Find the decomposition of w as
in Equation 6.9
11: p, χ(Aw)← Complexity(w, s1, s2,W, T, Ss) . Find the complexity
as in Equation 6.11 and Table 6.2
12: if p = 0 then . Optimum case
13: return Synthesise(w, s1, s2,W, T, Ss) . Prune the tree
14: else if χ(Aw) < χ′A then . Compare the complexity
15: χ′A ← χ(Aw) . Best minimum found yet
16: S′ ← {s1, s2}
17: else if χ(Aw) = χ′A then
18: S′ ← S′⋃{s1, s2} . Trim the subexpression subspace
19: C← C + {child} . Concatenate child list
20: Tree← C . Next generation
21: Ss ← Ss
⋃
S′ . Minimum complexity subexpression space
22: return W,T, Ss
23:
24: procedure NewNode(parent, d, l) . Child node value
25: child.v ← (parent.v − d)/2
26: child.s1 ← parent.s1
⋃{rl × d}⋃{s1 + 2l × d : s1 ∈ parent.s1} . Update child
subexpression set as in Equation 6.10
27: return child
Listing 3: Subexpression tree algorithm (STA).
6.3.3 Multiple Iterations
The coefficients can be synthesised either in ascending or descending order of complexity.
The complexity χ(w) of the coefficient w is defined as
χ(w) = b×Hw + Lw, (6.16)
where Hw is the Hamming weight of w, Lw the wordlength of w, and b is given in Equa-
tion 6.14. The search in ascending order is preferred if there are coefficients with H = 2.
Here, the algorithm tries to maximize coefficient sharing without violating the logic
depth constraint. Synthesis in descending order is used when the MCM misses coeffi-
cients with H = 2. This search type enables the algorithm to explore a larger space to
find subexpressions with H = 2 and maximum sharing.
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1: procedure Synthesise(w, s1, s2,W, T, Ss)
2: if s1 6∈W and s1 6∈ T then
3: W ←W ⋃{s1} . Prepare s1 for synthesis
4: if s2 6∈W and s2 6∈ T then
5: W ←W ⋃{s2} . Prepare s2 for synthesis
6: W ←W \ {w} . Remove w from W
7: T ← T ⋃{w} . w is synthesised
8: Ss ← Ss \ {s1, s2} . Remove s1 and s2 from Ss
9: return W,T, Ss
10: main
11: input H, LD . Input coefficient set and logic depth
12: T ← {1} . Synthesised fundamental set
13: W ← Prepare(H) . Make coefficients unique
14: W, ord← Sort(W, ord = True) . Descending order
15: for i ∈ [0, 1] do
16: for each w ∈W do . One iteration
17: W,T, Ss ← STA(w,W, T, Ss)
18: if W = {} then
19: Break
20: W,T ← BestShare(Ss) . Best shared subexpressions
21: W, ord← Sort(W, ord) . Reverse W order
22: end main
Listing 4: Modules of the STA algorithm.
When the STA iterates over the coefficients in ascending order it is denoted by
STAa if it has only one iteration and by STAaa for two ascending iterations. Similarly,
it is denoted by STAd and STAdd for one and two iterations in descending order. Mixed
iterations are also possible, hence the algorithm is denoted by STAad if the first iteration
in ascending order and the second in descending. It is denoted by STAda for iterating
in descending order then in ascending.
6.3.4 Search Space Size
The subexpression space that derived in Section 6.3.1 considers finding the number of
subexpressions in the coefficient representations. This might be not the case in the
STA algorithm. The STA used to generate the representation tree for coefficients and
calculate the decompositions along all the branches whether the latter ended with zero
node (a representation) or not. On the other hand, the algorithm is used to terminate
tree generation when it finds a decomposition with p = 0. This makes determining
the size of search space a hard task. The worst situation occurs when the algorithm
generates the whole representation trees for all the coefficients. The number of branches
that contribute the search space equals to the number of leaf nodes (with any value).
The worst case of search space size can be found from Equation 6.6 which is derived to
find the space that results from B representations of arbitrary value. In this case the
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subspace results from generating the representation tree of coefficient wi is given by:
Swi = S<i,0>
⋃
S<i,1> · · ·
⋃
S<i,M<wi,L>> (6.17)
where Swi is the subexpression subspace generated by the tree of coefficient wi, S<i,j>
is the subspace contribution of branch j of wi tree, and M<wi,L> is the number of leaf
nodes at depth L of the tree of wi. The set union operation shown in Equation 6.17
implies removing any duplication in the subexpressions of the branches. A hypothetical
worst case is obtained if:
S<i,0>
⋂
S<i,1> · · ·
⋂
S<i,M<wi,L>> = ∅ (6.18)
In this case, the number of subexpressions in the space Swi is obtained from using Equa-
tion 6.5 and Equation 6.17 as:
|Swi | = [(2H<wi,0>−H<wi,0>)+(2H<wi,1>−H<wi,1>)+· · ·+(2H<wi,M<wi,L>>−H<wi,M<wi,L>>)]
(6.19)
where, M<wi,L> is the number of leaf nodes at depth L of the tree of the coefficient
wi, and H<wi,j> is the Hamming weight of the branch ranked j in the tree of the
coefficient wi. For a MCM with N coefficients, the space results from generating all the
representation trees of coefficients is given by:
N−1⋃
i=0
Swi = Sw0
⋃
Sw1 · · ·
⋃
SwN−1 (6.20)
A hypothetical worst case is obtained if:
Sw0
⋂
Sw1 · · ·
⋂
SwN−1 = ∅ (6.21)
In this case, the number of overall subexpressions is obtained from using Equa-
tion 6.19 and Equation 6.20 as:
N−1∑
i=0
|Si| = [(2H<w0,0> −H<w0,0>) + (2H<w0,1> −H<w0,1>)
+ · · ·+ (2H<w0,M<0,L>> −H<w0M<0,L>>)]
+ · · ·+ [(2H<wN−1,0> −H<wN−1,0>) + (2H<wN−1,1> −H<wN−1,1>)
+ · · ·+ (2H<wN−1,M<N−1,L>> −H<wN−1M<N−1,L>>)] (6.22)
where, M<i,L> is the number of leaf nodes at depth L of the tree of the coefficient wi,
and H<i,Mi> is the Hamming weight of the representation ranked Mj in the tree of the
coefficient i.
The actual size of search space is expected to be smaller than the worst case shown
in Equation 6.22 because of the duplication in the subexpressions. In addition, the
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STA used to trim the representation tree when it find a decomposition of optimal
value. Therefore the STA algorithm used to reduce the subexpression space during the
iteration over the coefficients.
6.4 RESULTS
The STA algorithm was implemented using Python language. The resulting code was
run on a platform with the following specifications: 3.6 GHz Quad Core CPU with 8
GB RAM. The exhaustive and non-exhaustive algorithms were compared to synthesise
several FIR filters found in the literature. These filters are: S2 (as given in Example
2 of Samueli [1989]), L1, L2 (as given in Examples 1 and 2 of Lim and Parker [1983]),
and D (as given in Dempster and Macleod [1995]). These filters are all symmetric with
lengths 60, 121, 63, and 25, respectively. Tests were also conducted against randomly
generated coefficients. The resulting logic depth (LD) and logic operators (LO) for
the filters were compared. The exhaustive and non-exhaustive algorithms both show
similar performance levels. Since the execution time for the former is usually longer, it is
sufficient to use only the non-exhaustive algorithm. It was also found that it is sufficient
to use either STAad or STAda. However, the compromising between them depends on
the search space. If the whole subexpression space is generated, the algorithm STAad
was found to be faster than STAda for some filters and the reverse was correct for other
filters. In addition, the execution time for some filters was impractical. So the search
space is reduced as shown in steps 14-18 of Listing 3 with only minimum complexity
decomposition pairs kept. However, there was some difference in the performance of
the two algorithms in the case of reducing the search space, with the longest execution
time found with the algorithm STAda. Since this choice of iteration sequence always
ensures finding both minimum LO and LD so it will be used in the rest of this section.
Other possibilities were introduced to explore the characteristics of the algorithm.
The STA algorithm was compared with the algorithms (MITM) in [Farahani et al.,
2010], difference based adder graph (DBAG) in [Gustafsson, 2007a], and Yao in [Yao
et al., 2004], as shown in Table 6.4 and Figure 6.3. The two algorithms DBAG [Gustafs-
son, 2007a], and Yao [Yao et al., 2004] were implemented in this work using python lan-
guage and the same platform described above. The filters F1 and F2 [Farahani et al.,
2010] each with order N = 4 are used in the comparison. The results for filter F1 show
that the STAda algorithm outperforms the MITM in both LD and LO, DBAG in LD,
and Yao in both LD and LO. For the filter F2, the STA
da algorithm outperforms the
MITM in both LD and LO, DBAG in LD, and results the same LO and LD of Yao. The
time comparison in Table 6.4 shows that the STAda algorithm requires more time than
the DBAG and Yao methods. However, the former can find realizations with minimum
LD because it searches a larger space of subexpressions.
The other comparison was between the STAda and the algorithms Tsao [Tsao and
Choi, 2010], BCSE [Smitha and Vinod, 2007], DBAG [Gustafsson, 2007a], and Yao [Yao
et al., 2004]. The algorithms synthesise the filters S2 and L1 and the results are shown
in Table 6.5. The results again show that the proposed algorithm can find realizations
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Filter N MITM DBAG Yao STAda
LD LO LD LO t(s) LD LO t(s) LD LO t(s)
F1 4 3 9 4 6 0.04 3 7 0.1 3 6 0.78
2 7 0.54
F2 4 5 12 5 6 0.17 3 6 0.17 3 6 0.76
Table 6.4: A comparison between the STAda algorithm and the algorithms MITM [Fara-
hani et al., 2010], DBAG [Gustafsson, 2007a], and Yao [Yao et al., 2004] to realize the
filters F1 and F2 in Farahani et al. [2010].
with shorter logic depth than the others but it consumes more time.
Filter N Tsao BCSE DBAG Yao STAda
LD LO LD LO LD LO t(s) LD LO t(s) LD LO t(s)
S2 60 3 32 4 29 5 26 4.6 3 26 2.8 3 26 6
2 28 1.6 2 28 3.2
L1 121 5 58 4 58 6 52 23 4 52 18 4 52 1100
3 54 20.14 3 53 640
Table 6.5: A comparison between the STAda algorithm and the algorithms Tsao [Tsao
and Choi, 2010], BCSE [Smitha and Vinod, 2007], DBAG [Gustafsson, 2007a], Yao [Yao
et al., 2004] to realize the filters S2 and L1.
The STA was compared with the algorithms RAG-n [Dempster and Macleod, 1995],
C1 [Dempster et al., 2002], MILP [Ho et al., 2008], and DBAG [Gustafsson, 2007a] to
realize the filter D [Dempster and Macleod, 1995] with order N = 25. The results of this
comparison are shown in Table 6.6. In this case, the STA also has a better performance
than other algorithms in finding minimum logic depth realization but require longer
time.
Filter N RAG-n C1 Yao MILP DBAG STAda
LD LO LD LO LD LO LD LO LD LO t(s) LD LO t(s)
D 25 9 18 4 19 4 18 3 18 7 17 84 3 18 242
Table 6.6: A comparison between the algorithms RAG-n [Dempster and Macleod,
1995], C1 [Dempster et al., 2002], Yao [Yao et al., 2004], MILP [Ho et al., 2008],
DBAG [Gustafsson, 2007a], and STAda to realize the filter D in [Dempster and Macleod,
1995] with N = 25.
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Figure 6.3: The synthesis of the filter F1 with coefficients {25, 103, 281, 655} using (a)
STAda algorithm with LD = 3 results LO = 6. (b) STAda algorithm with LD = 2 results
LO = 7. (c) Yao [Yao et al., 2004] with LD = 3 results LO = 7. (d) DBAG [Gustafsson,
2007a] results LO = 6 and LD = 4.
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Another set of comparisons was made to estimate the performance of the STA. In
this case, a set of 100 MCM each of length N = 5 was used to compare the STA with
the algorithms PPA, DBG [Gustafsson, 2007a], and Yao [Yao et al., 2004]. A minimum
LD constraint was at the top of the problem in the case of STA and Yao algorithms.
The DBG and PPA are designed to minimize the LO at the expense of LD. The result
of comparing the LO that shown in Figure 6.4 shows the DBAG has better adder saving
than other algorithms. The STA and PPA have better adder saving than Yao. The
STA performance in terms of LD is the same as Yao but it is better than the other
algorithms as shown in Figure 6.5. The result of time complexity of the algorithms is
shown in Figure 6.6. The PPA shows a worst case of run time because of searching all
the possible combinations of Hartley's table. Yao algorithm shows a best performance
in terms of run time, while STA and DBAG are of same performance.
The same experiments are repeated for another set of 100 MCM but of length
N = 10. The PPA algorithm excluded from comparison because of its long run time.
The STA performance in terms of adder saving is found similar to DBAG as shown
in Figure 6.7. Both algorithms have better adder saving performance than Yao. The
STA performance in terms of LD is better than DBAG as shown in Figure 6.8. In
this comparison, Yao algorithm is excluded because it has a similar performance like
STA and their curves are coincided exactly. The result of comparing both the LO
and LD shows in this time the STA outperforms all algorithms including DBAG. The
improvement is due to increase the coefficient set cardinality which increase the size of
search space as shown in Equation 6.22 which increase the chance of optimizing both
LO and LD simultaneously. The time complexity comparison shown in Figure 6.9 shows
that Yao is of better performance than DBAG. The STA starts rising faster than DBAG
once L > 15.
The STA was compared with the algorithm Hcub [Voronenko and Püschel, 2007]
that argued as one of the best GD methods [Voronenko and Püschel, 2007]. A website
named Spiral Multiplier Block Generator uses the Hcub algorithm to synthesize MCMs
up to 32-bit and 20 tap. Spiral website is http://spiral.ece.cmu.edu/mcm/gen.html.
It is found for these samples that the STA can beat the Hcub though it is supposed to
find the optimal solution for any MCM [Voronenko and Püschel, 2007].
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Figure 6.4: A comparison between the number of adders that obtained from using the
algorithms DBAG [Gustafsson, 2007a], PPA, Yao [Yao et al., 2004], and STA used to
synthesize random MCMs of 5 coefficients.
6 7 8 9 10 11 12 13 14 15
L
2
3
4
5
LD
DBAG
PPA
STA
Figure 6.5: A comparison between the LD's that obtained from using the algorithms
DBAG [Gustafsson, 2007a], PPA, Yao [Yao et al., 2004], and STA used to synthesize
random MCMs of 5 coefficients.
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Figure 6.6: The run time comparison between the algorithms DBAG [Gustafsson,
2007a], PPA, Yao [Yao et al., 2004], and STA used to synthesize random MCMs of
5 coefficients.
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Figure 6.7: A comparison between the number of adders that obtained from using
the algorithms DBAG [Gustafsson, 2007a], Yao [Yao et al., 2004], and STA used to
synthesize random MCMs of 10 coefficients.
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Figure 6.8: A comparison between the LD's that obtained from using the algorithms
DBAG [Gustafsson, 2007a], and STA used to synthesize random MCMs of 10 coeffi-
cients. Yao [Yao et al., 2004] and STA have the same LD.
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Figure 6.9: The run time comparison between the algorithms DBAG [Gustafsson,
2007a], Yao [Yao et al., 2004], and STA used to synthesize random MCMs of 10 coeffi-
cients.
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Home Generator Benchmarks Publications Software Hardware Grants Team Related Internal
Return to the Multiplier Block Generator.
Output
Algorithm: Hcub
Auxiliary distance estimate: CSD-Cost(z)
Depth bound: 0
Secondary optimization: none, randomize (reload the webpage to see different random graphs)
Bitwidth: 8 mantissa + 0 fractional = 8 total
Integer constants: 49 188 248 251 245 37 129 206 207 83
./synth/acm1  -maxdepth 0 -expensive -aux  -b 8  '49' '188' '248' '251' '245' '37' '129' '206' '207' '83' -dotcode ./dags/dot1390691735 2>&1 > ./d
Solution infeasible with MAX_DEPTH=0. Increasing MAX_DEPTH=2.
cat ./dags/dot1390691735 | ./dot.sh ./dags/dag1390691735 
/usr/bin/convert -resize 425x425 ./dags/dag1390691735.large.png ./dags/dag1390691735.png
// Cost: 14 adds/subtracts 17 shifts 0 negations
// Depth: 2
./firgen/multBlockGen.pl  '49' '188' '248' '251' '245' '37' '129' '206' '207' '83' -inData X -outData Y -fractionalBits 0 -acmOutput ./dags/mcm139
Download C output
Download Verilog output
More information
Return to the Multiplier Block Generator.
Copyright (c) 2006-2009 by Yevgen Voronenko for the Spiral project, Carnegie Mellon University
Contact: yvoronen at ece.cmu.edu
SPIRAL Multiplier Block Generator http://spiral.ece.cmu.edu/mcm/generate2.php
1 of 1 1/26/2014 12:15 PM
Figure 6.10: Realizing the filter {49, 188, 248, 251, 245, 37, 129, 206, 207, 83} using Hcub
method.
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Figure 6.11: Realizing the filter {49, 188, 248, 251, 245, 37, 129, 206, 207, 83} using STA.
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Home Generator Benchmarks Publications Software Hardware Grants Team Related Internal
Return to the Multiplier Block Generator.
Output
Algorithm: Hcub
Auxiliary distance estimate: CSD-Cost(z)
Depth bound: 0
Secondary optimization: none, randomize (reload the webpage to see different random graphs)
Bitwidth: 10 mantissa + 0 fractional = 10 total
Integer constants: 105 831 621 815
./synth/acm1  -maxdepth 0 -expensive -aux  -b 10  '105' '831' '621' '815' -dotcode ./dags/dot1390691346 2>&1 > ./dags/mcm1390691346 
Solution infeasible with MAX_DEPTH=0. Increasing MAX_DEPTH=3.
cat ./dags/dot1390691346 | ./dot.sh ./dags/dag1390691346 
/usr/bin/convert -resize 482x482 ./dags/dag1390691346.large.png ./dags/dag1390691346.png
// Cost: 8 adds/subtracts 8 shifts 0 negations
// Depth: 3
./firgen/multBlockGen.pl  '105' '831' '621' '815' -inData X -outData Y -fractionalBits 0 -acmOutput ./dags/mcm1390691346 -outFile ./dags/MultBlock1390691346.v 2>&1 
Download C output
Download Verilog output
More information
Return to the Multiplier Block Generator.
Copyright (c) 2006-2009 by Yevgen Voronenko for the Spiral project, Carnegie Mellon University
Contact: yvoronen at ece.cmu.edu
SPIRAL Multiplier Block Generator http://spiral.ece.cmu.edu/mcm/generate2.php
1 of 1 1/26/2014 12:09 PM
Figure 6.12: Realizing the filter {4105, 831, 621, 815} using Hcub method.
129
+ 1 -
1
+ 1  
 128  
+ 16  
 1 -
+ 16 -
105
+
 2 -
621
15 + 1 -
 8  
 64  
815
831
 1  
 1  
Figure 6.13: Realizing the filter {105, 831, 621, 815} using STA.
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Home Generator Benchmarks Publications Software Hardware Grants Team Related Internal
Return to the Multiplier Block Generator.
Output
Algorithm: Hcub
Auxiliary distance estimate: CSD-Cost(z)
Depth bound: 0
Secondary optimization: none, randomize (reload the webpage to see different random graphs)
Bitwidth: 10 mantissa + 0 fractional = 10 total
Integer constants: 105 831 411 815
./synth/acm1  -maxdepth 0 -expensive -aux  -b 10  '105' '831' '411' '815' -dotcode ./dags/dot1390661634 2>&1 > ./dags/mcm1390661634 
Solution infeasible with MAX_DEPTH=0. Increasing MAX_DEPTH=3.
cat ./dags/dot1390661634 | ./dot.sh ./dags/dag1390661634 
/usr/bin/convert -resize 495x495 ./dags/dag1390661634.large.png ./dags/dag1390661634.png
// Cost: 7 adds/subtracts 7 shifts 0 negations
// Depth: 3
./firgen/multBlockGen.pl  '105' '831' '411' '815' -inData X -outData Y -fractionalBits 0 -acmOutput ./dags/mcm1390661634 -outFile ./dags/MultBlock1390661634.v 2>&1 
Download C output
Download Verilog output
More information
Return to the Multiplier Block Generator.
Copyright (c) 2006-2009 by Yevgen Voronenko for the Spiral project, Carnegie Mellon University
Contact: yvoronen at ece.cmu.edu
SPIRAL Multiplier Block Generator http://spiral.ece.cmu.edu/mcm/generate2.php
1 of 1 1/26/2014 3:54 AM
Figure 6.14: Realizing the filter {105, 831, 411, 815} using Hcub method.
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Figure 6.15: Realizing the filter {105, 831, 411, 815} using STA.
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6.5 CHAPTER SUMMARY
A common subexpression elimination algorithm is proposed to minimize the complexity
of the MCM operation. The algorithm used BSD representation tree to find the possible
decompositions. The results show that the possibility of finding MCM realizations with
minimum logic depth is increased because of the subexpression space becomes larger.
A comparison with other algorithms supports this argument where the algorithm has
superior performance in realizing the coefficients with wordlengths up to 16 bits. This
is useful in realizing short wordlength DSP systems such as in mobile communications
in which power consumption is the main concern. However, the algorithm can be
modified in the future to synthesize longer wordlength coefficients. A possible choice is
to use number system other than BSD by letting the digit set include the synthesized
fundamentals (non-constant digit set). In this case, the search space could be reduced
to the minimum Hamming weight. Another possibility to reduce the search space is by
using number systems with variable radix and/or digit set. However, these arguments
require further investigation.
This work also introduced the concept of co-prime subexpressions as a generaliza-
tion for the positive odd coefficients terminology used in the literature with respect to
the BSD representations. This allows the work to be extended in the future to include
other redundant number systems.

Chapter 7
COMBINATORIAL MODEL OF MULTIPLE
CONSTANT MULTIPLICATION
The MCM problem has been an active research area for the last two decades. Many
heuristic algorithms are proposed in the literature to solve this problem (as we have
seen in the previous chapters). Finding a more efficient search algorithm than heuristics
requires developing a combinatorics model for the MCM problem. Once this model is
found, metaheuristics algorithms can be used instead of heuristics to search a very
large space of candidate solutions. Examples of metaheuristics include evolutionary
computation [De Jong, 2006] and ant colony optimization [Dorigo and Stützlea, 2004].
One definition for metaheuristics can be found in [Dorigo and Stützlea, 2004] which sates
that "a metaheuristic can be seen as a general-purpose heuristic method designed to
guide an underlying problem-specific heuristic toward promising regions of the search
space containing high-quality solutions". According to our best of knowledge, there
is no combinatoric model in the literature that describes the MCM problem. In this
chapter we develop a model to the MCM problem using the subexpression space concept
proposed in Chapter 6. We combine the individual subexpression spaces into one large
space resulting in an acyclic directed graph. In this way, subexpressions are shared which
makes the problem of minimizing the MCM a graph traversal. Traversing an arc on
the graph costs a number of adders determined by the complexity of the subexpression
attached to this arc. The traversed arc becomes a deadheading which means there is no
cost when visiting this arc in the next time [Evans and Minieka, 1992]. The tours on the
demand graph are analogized to the real life problem of dynamic winter gritting. The
Ant Colony Optimization (ACO) technique is proposed as an efficient metaheuristic
method that can search a graph in parallel.
This chapter is structured as follows: Some basic arc routing problems are discussed
in Section 7.1. In Section 7.2, we propose the concept of the decomposition, demand,
and augmented demand graphs. We propose in Section 7.3 the winter gritting problem
as an analogy for the MCM problem. The ACOmetaheuristic is explained in Section 7.4.
7.1 ARC ROUTING PROBLEMS
Graph routing problems are classified into two main categories which are vertex (node)
routing and arc (edge) routing problems [Evans and Minieka, 1992]. Vertex routing in-
cludes problems where service (demand) occurs at the vertices of the graph. Examples
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include traveling salesman, traveling tourist, etc. Arc routing includes problems where
the service occurs on the graph arcs. Examples include street maintenance, garbage
collection, milk or mail delivery, school bus tour, electric meter reading, and winter
gritting. The MCM belongs to the arc routing category (this will be shown in Sec-
tion 7.3). A literature review is given in the following subsections that considers some
of the arc routing problems.
7.1.1 The Chinese Postman Problem
The Chinese Postman Problem (CPP) is a graph arc route inspection problem proposed
by Meigu Guan, a mathematician at the Shaugtun Normal College who spent sometime
as a post office worker during the Chinese Culture Revolution [Eiselt et al., 1995a]. The
problem is stated as follows: Suppose the mailman needs to deliver mail to a suburb
as shown in Figure 7.1. His route starts and ends at the Depot. The mailman needs
to go through every street at least once. However, he wants to find the shortest route
through the streets. If the graph has an Eulerian Circuit (Section A.4), this circuit is
the ideal solution. Only the directed or undirected (Section A.1) CPP can be solved in
polynomial time. The mixed problem is raised when there are directed (one way) and
undirected (two way) arcs which is shown to be NP-hard [Eiselt et al., 1995a].
Depot 140m 40m 100m
160m
30m
110m140m
160m
213m
160m
190m
;
Figure 7.1: Streets that must be traversed by a mailman.
7.1.1.1 Problem Formulation
Let G(V,A) be a connected graph (Section A.3), V = {v1, v2, · · · , vn} is the vertex
set, and A = {(vi, vj) : vi, vj ∈ V and i 6= j} is the arc set such that there is
a distance (cost) cij associated with arc (vi, vj). The graph should be unicursal
(Section A.4) so the postman is able to make a complete tour (circuit). This
requires augmenting the graph with extra arcs if it contains vertices with odd
in-out-degree (Section A.1). Consider the graph G in Figure 7.2 (a). Since the
in-degree is not equal to the out-degree for the vertices 17, 31, and 33, no Eu-
lerian tour can be found in the graph. Applying an augmentation procedure by
adding one arc from vertex 33 to vertex 17 and two arcs from vertex 31 to vertex
33, results in the symmetric graph Gˆ shown in Figure 7.2 (b). An Eulerian tour
can be found in Gˆ which corresponds to an optimal postman tour. For example, the tour
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Figure 7.2: An example of making a non-unicursal graph G to unicursal one Gˆ. (a) A
graph G with the in-degree not equal the out-degree for the vertices 17, 31, and 33. (b)
A graph Gˆ with in-degree equals out-degree for all the vertices.
((15, 31), (31, 33), (33, 17), (17, 31), (31, 33), (33, 17), (17, 5), (5, 31), (31, 33), (33, 5), (5, 15))
is Eulerian.
Generally, let fij be the number of extra arcs (vi, vj) required to augment G, δ(i)
the set of arcs incident to vi, and let U ⊆ V be the set of vertices with the in-degree
not equal to the out-degree, then the CPP is
Minimize
∑
(vi,vj)∈V
cijfij , (7.1)
subject to:
∑
(vi,vj)∈δ(i)
fij =

1 if vi ∈ U
0 if vi ∈ V \ U,
(7.2)
where vi ∈ V \ U ≡ vi ∈ V and vi 6∈ U . For the example in Figure 7.2, vi = 33, U
={17,31,33}, f(33)(17) = −1, f(31)(33) = 2. The negative sign is for the arcs departing a
vertex, while the positive sign is for the arcs arriving at the vertex.
7.1.2 The Capacitated Chinese Postman Problem
The Capacitated Chinese Postman Problem (CCPP) arises when one vehicle or more
(called a fleet of vehicles) is/are required to service a set of customers or network of roads
with constraints on vehicle capacity, fuel amount, and time. Examples include postmen
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deriving mail by fleet of vehicles with the amount of fuel, or limited capacity vehicle as
constraints on each vehicle. Another example of limited capacity vehicles is when a fleet
of vehicles is required to service a network of roads. Each vehicle is assigned a feasible
route of roads to service them such that each road (arc) has a positive demand. Thus,
the CCPP determines a set of routes from the depot (place of vehicle departure) that
services all the roads with minimum cost without violating vehicle capacity constraints.
The CCPP is shown to be NP-hard [Li and Eglese, 1996].
7.1.3 The Capacitated Arc Routing Problem
The Capacitated Arc Routing Problem (CARP) arises when some of the arcs have zero
demand. In this case, only a subset R ⊆ A of arcs require servicing. Other arcs that
do not require servicing are used to deadhead between arcs that require service. In
this case, deadheading corresponds to traveling on roads that do not require service.
Usually we wish to minimize deadheading. The CARP is NP-hard [Evans and Minieka,
1992]. An example of the CARP is the rural postman problem (RPP) [Eiselt et al.,
1995b]. In the rural postman problem not all street segments require service. Here, the
postman traverses deadheading streets to arrive at the street segments to be serviced.
The undirected and the directed rural postman problems are NP-hard so heuristics are
required to solve the problem. Another example of the CARP is the winter gritting or
salting problem described in the next section.
7.1.4 Winter Gritting (Salting) Problem
When roads become hazardous due to ice or snow, a de-icing agent (usually salt) is
spread on them for safety reasons. The problem of winter gritting is how to design
routes for a fleet of vehicles departing from a depot to minimize the costs. A depot is
where the vehicles are loaded with salt. This problem belongs to the CARP, therefore
it is an NP-hard problem [Li and Eglese, 1996; Eiselt et al., 1995a,b]. Many constraints
may be imposed on the driver such as time constraints, different priorities of roads, and
limited vehicle capacity.
7.1.5 Dynamic Winter Gritting (Salting) Problem
In snowy weather, the most significant problem is in the priority of which roads to
grit [Handa et al., 2005]. A wrong decision of spreading salt on roads that do not
require service is a financial loss. On the other hand, untreated roads are a major
hazard. Therefore the decision should be taken on dynamic basis. This means that the
driver may re-plan the route according to newly received weather forecast information.
The route in this case become dynamic and using static heuristics may be insufficient
to find a solution.
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7.2 DECOMPOSITION, DEMAND, AND AUGMENTED
DEMAND GRAPHS
Each MCM may have many individual realizations. Combining all of these realizations
in one graph establishes the sharing among them. For example, consider the realizations
shown in Figure 7.3 for the coefficients {5, 37, 47}. Combining these realizations results
in the decomposition graph shown in Figure 7.4 (a). In this figure, the arcs with similar
color represent the input of the A−operation defined in Equation 6.8.
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Figure 7.3: Three possible realizations for the coefficients {5, 37, 47}.
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Figure 7.4: (a) Combining the realizations in Figure 7.3 results in the decomposition
graph. (b) Transforming the decomposition graph results in the demand graph.
126 CHAPTER 7 COMBINATORIAL MODEL OF MULTIPLE CONSTANT MULTIPLICATION
To make the graph unicursal (routable), a transformation should be applied to
the A−operation. The transformation steps are shown in Figure 7.5. The graph rep-
resentation for the A−operation is shown in Figure 7.5 (a). In this case, the arcs only
carry the shift information. Figure 7.5 (b) combines the addition vertex with vertex w
(the output of the A−operation). The last step that shown in Figure 7.5 (c) illustrates
replacing the shift information with subexpression information. The subexpression in-
formation is considered as a demand on a traversed arc. Thus, traversing the arc from
vertex s1 to w requires synthesizing (servicing) vertex s2. Similarly, traversing the
arc from vertex s2 to w requires servicing vertex s1. Applying this transformation to
the decomposition graph, shown in Figure 7.4 (a), results in the demand graph shown
in Figure 7.4 (b).
+
s1
s2
±rj
1
w
(a)
w
s1
s2
±rj
1
(b)
w
s1
s2
s2
s1
(c)
Figure 7.5: Transforming the shift information to a subexpression information. (a)
Representing the A−operation where the arcs carry shift information. (b) Combining
the addition vertex with the output vertex. (c) A new representation for the two part
decomposition.
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Augmenting the demand graph in Figure 7.4 (b) with deadheading arcs make it
unicursal as shown in Figure 7.6. The deadheading arcs are of zero cost because there
is no demand to do any services when traversing these arcs. The realizations shown
in Figure 7.3 are just a subset of the realization set. This is because we considered only
a subset of the subexpression space of the coefficients {5, 37, 47}. Considering all the
subexpression space results in the demand graph shown in Figure 7.7. The augmented
demand graph is shown in Figure 7.8. There is an enormous number of possible routes
on the graph in Figure 7.8. Finding the optimum route(s) can be compared with other
real life arc routing problems as described in Section 7.3.
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5
Figure 7.6: Adding deadheading arcs to the demand graph shown in Figure 7.4 (a).
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7.3 DYNAMIC WINTER GRITTING ANALOGY
The existence of demands on the arcs of the graph in Figure 7.6 makes it a dynamic
routing problem. It is similar to other dynamic arc routing problems. One particular arc
routing is the dynamic winter gritting problem discussed in Subsection 7.1.5. Consider
one possible tour on the graph shown in Figure 7.9(a). This tour results in the realization
shown in Figure 7.3(a) with logic operator LO = 4 adder and logic depth constraint of
LD = 2 adder. The analogy of the tour in Figure 7.9(a) is the winter gritting route
shown in Figure 7.9(b). In this case, a vehicle departs from the depot to service the
roads 5, 37, and 47. The blocks are just for illustration and not necessary represent city
blocks because such service usually occurs on high way road networks. To make things
simple, the capacity of the vehicle is assumed to be 20 tons and each road consumes 10
tons of salt. Assuming that the cost correspondence between the salt weight and adder
cost is that each 10 tons ≡ 1 adder. The correspondence between the adder depth
constraint and vehicle capacity is that violating the constraint LD = 2 is equivalent to
violating the vehicle capacity which is 20 tons. The depot in Figure 7.9(b) corresponds
to the signal vertex in Figure 7.9(a), with label 1. Assume that due to a change in the
weather forecast, road 15 becomes more hazardous than other roads and requires urgent
servicing. Therefore, the station would signal to the driver to service road 15 first. The
driver in this case should re-plan his/her route and go to service road 15. Again for
simplicity and to illustrate the concept, road 15 is draw to be next to the depot and in
the reality the deriver could drive a long distance from the depot when he/she received
the redirection. The corresponding movement on the graph in Figure 7.9(a) is to go
from vertex 1 to synthesize coefficient 15. The red arrow in Figure 7.9(b) illustrates
this service which is labeled by (1, 15). The corresponding movement in Figure 7.9(a)
is shown by the red arc (1, 15). The cost of servicing road 15 equals 10 tons which
is indicated by the plus sign on the direction (arrow) of the vehicle. The plus sign
here is introduced to keep the corresponding with the augmented demand graph. After
servicing road 15, the driver returns to the original plan and finds that road 47 is the
shortest distance to his/her position as shown in Figure 7.9(b). The service of road
47 from the end of 15 is labeled by (15, 47) which consumes another 10 tons. The
corresponding movement on Figure 7.9(a) is to synthesize 47 from 15 resulting LD = 2
adders. At this point the vehicle became empty and the deriver cannot continue to
serve other roads. Therefore, the driver decides to return to the depot through the
deadheading roads 47 and 15 indicated by the red dashed lines shown in Figure 7.9(b).
These roads are considered deadheading because they have been serviced. Similarly for
the demand graph, synthesizing other coefficients from 47 (for example 5 or 37) will
violate the logic depth constraint. The corresponding movement of the demand graph is
traversing the dashed red arcs (47, 15) and (15, 1) respectively as shown in Figure 7.9(a).
These arcs are also deadheading because their attached subexpressions were synthesized.
The route is now (depot→ 15→ 47→ 15→ depot) which is corresponding to the tour
(1, 15), (15, 47), (47, 15), (15, 1) on the demand graph in Figure 7.9(a). Then the driver
services road 5 with 10 tons of salt and this service is denoted by (1, 5). The last road
is 37, which is serviced after road 5 and require 10 tons of salt. This is correspond to
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synthesize 5 from 1 in Figure 7.9(a), then synthesize 37 from 5. The resulting logic depth
after synthesizing 37 equals 2 adders which will not violate the logic depth constraint.
On the other hand, the winter gritting route ends after finishing road 37 and the driver
returns to the depot via the deadheading arcs. The vehicle route is now (depot→ 15→
47 → 15 → depot → 5 → 37 → 5 → depot). The corresponding tour on the graph
in Figure 7.9(a) is ((1, 15), (15, 47), (47, 15), (15, 1), (1, 5), (5, 37), (37, 5), (5, 1)). This is a
feasible tour on the demand graph because it will not violate the adder depth constraint.
The resulting LO of this tour equals 4 adders. The LO would be compared with that
results from other tours to find the one(s) with minimum cost and not violating logic
depth constraint. Another possible tour on the demand graph is shown in Figure 7.10(a)
and its corresponding winter gritting route is shown in Figure 7.10(b). This tour results
in the realization shown in Figure 7.3(b) with LO = 4 and LD = 2.
Obtaining realizations with smaller LO is possible if the LD constraint is relaxed
(increased). This can be illustrated by using the same example of the coefficients 5, 37,
and 47 when LD is allowed to be of maximum value of 3 adders. In the corresponding
winter gritting route, the vehicle is assumed to be upgraded to have a capacity of
30 tons. In this case, the driver can serve roads 5, 37, and 47 in succession without
violating vehicle capacity as shown in Figure 7.11(b). The corresponding tour on the
demand graph is illustrated in Figure 7.11(a) which results in the realization shown
in Figure 7.3(c) with LO = 3 and LD = 3. The same realization would be obtained
using the graph dependent method.
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Figure 7.9: (a) A possible tour on the augmented demand graph results in the realization
shown in Figure 7.3(a). (b) The corresponding winter gritting route. A solid arrow
with plus sign indicates the salting action and the label preceding each arrow is the
next destination after this road. A dashed arrow means traversing a deadheading road.
The roundabouts are labeled by the road number and the road is labeled by the path
between two roundabouts.
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Figure 7.10: (a) A possible tour on the augmented demand graph results in the realiza-
tion shown in Figure 7.3(b). (b) The corresponding winter gritting route.
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Figure 7.11: (a) A possible tour on the augmented demand graph results in the realiza-
tion shown in Figure 7.3(c). (b) The corresponding winter gritting route.
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Another example of the touring on the demand graph is shown in Figure 7.12 for
the coefficients {45, 195}. A possible tour on this graph under the constraint LD = 2
is shown in blue color. The tour starts from the depot to the subexpression 65 with
no demand, then from 65 to 195 with demand 65 which is already synthesized. Going
beyond 195 violates the adder depth constraint and therefore it is required to return
to the depot through the blue dashed path. The tour is continued from the depot to
the subexpression 3 with no demand, then from 3 to 45 with no demand too because
the subexpression 3 is already synthesized. The tour ends with a realization of LO = 4
and LD = 2 adders. The LO can be reduced if the logic depth constrained is relaxed
to LD = 3. This is shown by the tour shown in green. This tour starts from the depot
to the subexpression 15 with no demand. Traversing the arc from 15 to 45 is now with
zero cost because the demand 15 is already synthesized. Crossing the arc from 45 to
195 is for free too for the same reason. The tour finished with a realization of LO = 3
and LD = 3 adders. Again, this realization could be obtained from using the graph
dependent method. In conclusion, the routing on the demand graph gives solutions that
can be obtained from using the CSE and GD methods. This is a big contribution in
this branch of science that different heuristics used to solve the MCM are unified when
traversing the demand graph. Therefore developing the demand graph in this work is
considered a significant step towards finding optimum solutions for any MCM.
Consider the tour that starts from the depot to synthesize 17 then moves to 45
through the demand 31. At this point, the coefficient 45 cannot be synthesized because
the demand 31 is unsynthesized. The tour is redirected by searching for synthesized
ancestors of 31 which is the depot in this case. Therefore, instead of going from 45
to 195, the tour is redirected to the depot which is considered a dynamic behavior.
The tour continues from the depot to the subexpression 31 with a demand is 1. The
subexpression is synthesized and the tour goes from 31 to 45 through the arc with de-
mand 17. This crossing is free because 17 has been already synthesized. Therefore, the
coefficient 45 is completely synthesized because its decomposition parts of 17 and 31
are both synthesized. Going from 45 to 195 requires synthesizing the demand 15. The
tour is redirected to go from 195 to the depot then to 15 which is now fully synthe-
sized. The tour can cross from 15 to 195 with zero cost because the arc is of demand 45
which has already been synthesized. Therefore, the coefficient 195 is completely synthe-
sized. This tour is isolated from the demand graph as shown in Figure 7.13(a). In this
case, Figure 7.13(a) shows the realization of the coefficients by considering solid arrows
and neglecting the dashed arrows. Each vertex includes addition operation except the
depot. The dynamic behavior in this tour is obvious because the demand on the arcs
forces the router to search for their synthesized ancestor instead of going to the next
vertex. The corresponding winter gritting route is shown in Figure 7.13(b). Letter signs
are added here to help the reader track the route easily.
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Figure 7.12: Two possible tours on the demand graph for the coefficients {45, 195}.
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Figure 7.13: (a) The tour (depot → 17 → 45 → 17 → depot → 31 → 45 → 195 →
depot → 15 → 195 → depot) on the demand graph for the coefficients {45, 195}. (b)
The corresponding winter gritting route.
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7.4 ANT COLONY OPTIMIZATION
We have shown in Section 7.3 that the routing on the augmented demand graph is
analogous to the dynamic winter gritting. Therefore, the MCM problem is a dynamic
capacitated arc routing problem. The ant colony optimization algorithm (ACO) has
been used successfully to tackle a large variety of the dynamic vehicle routing problems
including the dynamic capacitated arc routing problems [Silvia and Irene, 2004; Yu
et al., 2008a; Montemanni et al., 2002; Ding et al., 2012]. The ACO algorithm is a
metaheuristics proposed by Colorni et al. [1991] to solve combinatorial optimization
problems. The algorithm is inspired by the swarm intelligence of the real life ant colony
when searching for food. Each ant excretes a chemical factor called pheromone and
puts it on its trail. The quantity of the pheromone on the shortest paths to the food is
reinforced by the successive passing of other ants. On the other hand, the pheromone
on the longer paths evaporates during that time. Since ants choose the path with high
pheromone concentrations, most of the other ants select that path too. While a minority
selects alternative paths. Rizzoli et al. [2004] showed that the behavior of this minority
is important because these ants continue searching for a better solution.
The ACO algorithms use artificial ant agents that search a graph concurrently by
traversing the arcs. Each artificial ant builds its solution by constructing a tour on the
graph. The tour starts from the source vertex and ends at the destination vertex. The
ants use the stored information at arcs to decide the next destination. Each arc on the
graph stores information about the pheromone quantity and the heuristic value associ-
ated with this arc. The heuristic values could be the length of the arc as in the CCPP
problems. Before the ants start their first tour, graph arcs are initialized with an equal
pheromone level. Arcs with low heuristic values and stronger pheromone quantities are
more attractive to the ants. The ants start constructing their solutions by routing on
the graph. After each ant finishes its tour, the pheromone level should be reduced on
all the graph arcs. An evaporation formula is used to determine the evapuration rate.
Then each ant deposits a pheromone on the arcs of its constructed tour. Pheromone
evaporation and depositing continue until no more improvement on the solutions quality
can be obtained from making more iterations under the given setting of parameters. If
the lower bound of the MCM is known, then the solutions optimality can be examined.
Since the artificial ants construct their solutions in parallel, ant colony optimization
algorithms can easily amend themselves to parallel computing [Pedemonte et al., 2011;
Yu et al., 2011]. There are four basic different ACO algorithms considered in this work.
They are the Ant System (AS), Elitist Ant System (EAS), Rank based Ant System
(ASrank), and MAX-MIN Ant System (MMAS) [Dorigo and Stützlea, 2004] [Doerner
et al., 2004]. Other algorithms are derived from these basic algorithms.
7.4.1 Ant System
In AS, m artificial ants are distributed randomly on chosen graph vertices. Before the
ants start their first tour, the pheromone's level should be initialized. The initial value
of the pheromone, τ0, should not be too low, otherwise the search is quickly biased
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by the first tours generated by the ants [Dorigo and Stützlea, 2004]. On the other
hand, choosing high τ0 may slow the convergence of the algorithm. After depositing
τ0 on all the graph arcs, ants start their movement on the graph. The ants construct
their solution such that each one determines its next move according to a probabilistic
formula. The probability with which ant k, currently at vertex vi chooses to cross to
vertex vj [Dorigo and Stützlea, 2004] is
pk(vi,vj) =
[τ(vi,vj)]
α[η(vi,vj)]
β∑
l∈V kvi
[τ(vi,vl)]
α[η(vi,vl)]
β
, if vj ∈ V kvi , (7.3)
where:
• The terms in the form [x]y means the value x is raised to the power y, while xy
means y is a superscript.
• τ(vi,vj) is the strength of the pheromone on the arc (vi, vj).
• η(vi,vj) is a heuristic related to the cost of traversing arc (vi, vj). For example,
η(vi,vj) may represent the distance between two cities in the case of salesman prob-
lem. In MCM, the value of η(vi,vj) represents the complexity of the subexpression
(demand) attached to the arc (vi, vj). Synthesized demand is of zero complexity
(most favored). More details about arch complexity is given in the next chapter.
• α and β are two parameters which determine the relative influence of the
pheromone trail and the heuristic information.
• V kvi is the set of vertices that ant k has not visited yet from vertex vi.
Equation 7.3 is interpreted as follows. The probability of the ant k to cross from vertex
vi to vertex vj increases with the value of pheromone trail τ(vi,vj) on this arc and with
the heuristic value η(vi,vj) associated with this arc [Dorigo and Stützlea, 2004].
After each ant has constructed its tour, a pheromone update cycle starts with the
pheromone evaporation
τˆn(vi,vj) = (1− ρ)τn−1(vi,vj), ∀(vi, vj) ∈ A, (7.4)
where τˆn(vi,vj) is the pheromone strength after evaporation, τ
n−1
(vi,vj)
is the pheromone
strength of the last iteration, 0 < ρ ≤ 1 is the pheromone evaporation rate and A is
the arc set. After evaporation, all the ants deposit pheromone on the arcs they have
crossed in their tour according to,
τn(vi,vj) = τˆ
n
(vi,vj)
+
m∑
k=1
∆τk(vi,vj), ∀(vi, vj) ∈ A, (7.5)
where τn(vi,vj) is the new pheromone strength, and ∆τ
k
(vi,vj)
is the pheromone quantity
deposited by ant k on the arcs visited by this ant. This value is chosen to reflect the
solution quality of the ant k. For example, if ant k found a shortest path solution with
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length Rk, then a possible selection of ∆τ
k
(vi,vj)
is
∆τk(vi,vj) =

1
Rk
, if arc (vi, vj) belongs to the tour of ant k;
0, otherwise.
(7.6)
7.4.2 Elitist Ant System
The EAS is an improvement on the AS proposed by Colorni et al. [1991]. In this method,
additional pheromone level is added to the best-so-far tour, Rbs. This tour is the best
one since the start of the algorithm. Pheromone evaporation is defined in Equation 7.4,
while pheromone updating is now
τn(vi,vj) = τˆ
n
(vi,vj)
+
m∑
k=1
∆τk(vi,vj) + ∆τ
bs
(vi,vj)
, (7.7)
where ∆τk(vi,vj) is defined in Equation 7.6 and ∆τ
bs
(vi,vj)
is defined as follows:
∆τk(vi,vj) =

1
Rbs
, if arc (vi, vj) belongs to the best-so-far tour;
0, otherwise.
(7.8)
7.4.3 Rank-Based Ant System
The ASrank is another improvement over AS proposed by Bullnheimer et al. [1999]. The
modification here includes ranking the ants according to their solution quality. The ant
with the lowest solution quality is considered of the highest rank and deposits the lowest
pheromone level and vice versa. Not all the ants are selected to deposit pheromone,
only the e < m best-ranked ants are chosen [Dorigo and Stützlea, 2004]. The ant that
resulted in the best-so-far tour is selected to deposit pheromone too. Therefore, the
pheromone update equation in ASrank is given by:
τn(vi,vj) = τˆ
n
(vi,vj)
+
e∑
k=1
(e− k + 1)∆τk(vi,vj) + e∆τbs(vi,vj), (7.9)
where ∆τk(vi,vj) and ∆τ
bs
(vi,vj)
are given in Equation 7.6 and Equation 7.8 respectively.
7.4.4 Max-Min Ant System
The MMAS was introduced by Stüetzle and Hoos [1997] to modify the original AS.
The algorithm allows either the best-so-far ant or the best-iteration ant (the ant that
produced the best tour in the current iteration) to deposit pheromone. To prevent the
early stagnation (all the ants follow a particular tour), the pheromone level is limited to
the range [τmin, τmax]. When the algorithm starts, the pheromone levels are initialized
to τmax. If the algorithm reaches a stagnation state or there is no improvement in
the solution, the pheromone level is reinitialized. The value of τmax is estimated from
the best-so-far tour solution, i.e. τmax =
1
Rbs
. In other words, the value of τmax is
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updated each time a new best-so-far solution is found. The lower pheromone levels is
estimated to τmin =
τmax
b , where b is a parameter that can be tuned to prevent the
stagnation [Dorigo and Stützlea, 2004]. The equation of pheromone evaporation is the
same as Equation 7.4, while pheromone updating is given by:
τn(vi,vj) = τ
n−1
(vi,vj)
+ ∆best(vi,vj), (7.10)
where
∆best(vi,vj) =

1
Rbi
, if best-iteration tour is chosen;
1
Rbs
, if best-so-far tour is chosen.
(7.11)
The algorithm alternate using the best-so-far and the best-iteration updating rules.
The frequency of the alternating between these rules is related to the problem size.
It has been shown for small combinatorial problems that the algorithm gives better
results when using only best-iteration tour. With larger combinatorial problems, the
best-so-far tour gives better results [Dorigo and Stützlea, 2004].
7.5 CHAPTER SUMMARY
A combinatoric model for the MCM is found in this chapter. The model is a graph which
is called the demand graph and the MCM problem become an arc routing problem.
Finding complete tours with minimum LD and LO solves the MCM problem. Some of
the real life arc routing problems are considered to find the class of the MCM problem.
The considered arc routing problems are the Chinese Postman Problem, Capacitated
Chinese Postman Problem, Capacitated Arc Routing, Winter Gritting, and Dynamic
Winter Gritting. The Chinese Postman Problem is the basic one and therefore the
problem formulation is considered. The Capacitated Arc Routing is the general class
for the Capacitated Chinese Postman and Winter Gritting problems. This class of
problems arises when there is a need to service a number of costumers or roads using
a fleet of vehicles under some constraints such as the vehicle capacity. Winter gritting
is an example of such tours since each vehicle carries a certain amount of salt. This
requires the planning of the tour for each vehicle to not violate the vehicle capacity.
However, this plan could be changed because of changes in weather forecast. This is
called dynamic behavior.
The development of the MCM model is started by observing that the problem
has many candidate solutions which are possible realizations. These realizations are
enumerated and the subexpressions are shared between them resulting in an acyclic
graph named the decomposition graph. The next step in our development is to make this
graph routable. This requires transforming the A−operation graph to a subexpression
graph. In other words, the shift information attached to the decomposition graph arcs
is transformed to subexpression information. The resulting transformed graph is named
the demand graph. The demand graph is augmented with dead heading arcs to make the
touring on it possible. It is found that the touring on the demand graph has a dynamic
behavior because of existing demands on its arcs. Each demand is a subexpression to
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be synthesized. Servicing a demand requires to re-plan the tour in a similar way to the
dynamic winter gritting.
The demand graph includes enormous number of candidate solutions and therefore
it is a large scale graph. Evolutionary algorithms are the most efficient algorithms to
search such a large space of solutions. An example of evolutionary algorithms is the Ant
Colony Optimization algorithm. This algorithm is proposed in this work to search the
demand graph in parallel. It includes distributing a number of computational ants over
a set of graph vertices and letting each ant searches for a single solution. A probability
formula is used by an ant to determine its next move which is determined by a heuristics
value represents the cost of crossing an arc and the pheromone strength of the arc. Four
basic ant colony algorithms are discussed which are the Ant System, Elitist Ant System,
Rank based Ant System, and MAX-MIN Ant System.
The solutions of the MCM are found by constructing routes over the demand graph
which are similar to the dynamic winter gritting routes described in Section 7.3. We
have shown in the last chapter that winter gritting belongs to the capacitated arc
routing problem (CARP). Parallel ant colony optimization (ACO) algorithms are used
effectively to solve the CVRP (for example consider [Doerner et al., 2004]). Therefore it
is straightforward to induce that the routing over the demand graph can be implemented
easily on a multi-core computer cluster using ACO algorithms. This is because each
ant agent can traverse the graph independently and can construct a complete route. In
this chapter a parallel ant colony algorithm is proposed to search the demand graph.
This preceded by a serial implementation of the algorithm using a single core platform
to proof the validity of the routes and to adjust the pheromone parameters that would
be used later in the parallel implementation.
This chapter is constructed as follows: Heuristics parameters for the ACO are
defined in Section 8.1 to accommodate the MCM problem. The serial and parallel
implementations of the ACO are presented in Section 8.2 and Section 8.3 respectively.
A chapter summary is given in Section 8.4.
Chapter 8
ANT COLONY IMPLEMENTATION
The solutions of the MCM are found by constructing routes over the demand graph
which are similar to the dynamic winter gritting routes described in Section 7.3. We
have shown in the last chapter that winter gritting belongs to the capacitated arc
routing problem (CARP). Parallel ant colony optimization (ACO) algorithms are used
effectively to solve the CARP (for example consider [Doerner et al., 2004]). Therefore it
is straightforward to induce that the routing over the demand graph can be implemented
easily on a multi-core computer cluster using ACO algorithms. This is because each ant
agent can traverse the graph independently and can construct a complete route. In this
chapter a parallel ant colony algorithm is proposed to search the demand graph. This
is preceded by a serial implementation of the algorithm using a single core platform to
proof the validity of the routes and to adjust the pheromone parameters that would be
used later in the parallel implementation.
This chapter is constructed as follows: Heuristic parameters for the ACO are defined
in Section 8.1 to accommodate the MCM problem. The serial and parallel implemen-
tations of the ACO are presented in Section 8.2 and Section 8.3 respectively. A chapter
summary is given in Section 8.4.
8.1 HEURISTICS PARAMETERS OF THE MCM
Equation 7.3 should be modified to become suitable for the routing over the de-
mand graph. In the demand graph each vertex is a subexpression, therefore each
vertex notation in Equation 7.3 is changed from vi to si. The other important mod-
ification is that Equation 7.3 considers the case of searching a graph while the de-
mand graph is a multigraph. In this case, each ant choses to cross one of the arcs
A(si,sj) = {(si, sj)1, (si, sj)2, · · · , (si, sl)1, (si, sl)2, · · · } that depart from subexpression
si. Therefore the probability of an ant k crosses from si to sj using arc (si, sj)h ∈ A(si,sj)
is given by:
pk(si,sj)h =
[τ(si,sj)h ]
α[ 1χ(si,sj)h
]β∑
sl∈V ksi ,(si,sl)n∈A(si,sl)
[τ(si,sl)n ]
α[ 1χ(si,sl)n
]β
, if sj ∈ V ksi and (si, sl)n ∈ A(si,sl)
for n = 1, 2, · · · (8.1)
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sj
si
sh
Figure 8.1: An ant cross arc (si, sj)h with a demand of sh.
where
1. pk(si,sj)h is the probability of ant k to cross arc (si, sj)h which connects the subex-
pressions si and sj and h = 1, 2, · · · is arc rank.
2. τ(si,sj)h is the pheromone strength on arc (si, sj)h.
3. χ(si,sj)h is the complexity (heuristics value) of arc (si, sj)h which is calculated as
shown in Equation 8.2.
4. α and β are two parameters which determine the relative influence of the
pheromone trail and the heuristic information
5. Ak(si,sl) is a feasible arc set which does not violate the logic depth constraint when
an ant k is being at vertex si and want to cross to vertex sl.
6. V ksi is the set of unvisited vertices for ant k when being at vertex si.
Consider arc (si, sj)h that shown in Figure 8.1. It describes the situation of an ant
tries crossing from the subexpression si to synthesize sj via an arc of demand sh. The
complexity of this arc is the complexity of its demand sh which is given by:
χ(si,sj)h = pi + Lsh ∗ Hsh + Lsh (8.2)
where Lsh and Hsh are respectively the wordlength and Hamming weight of the demand
sh, pi is the priority of crossing arc (si, sj)h and calculated according to Table 8.1. The
quantities in this table are: W is the set of coefficients waiting for synthesis, T is the
set of traversed vertices (synthesized subexpressions), 1 ≤ a ≤ 1 are constants used to
determine the priorities.
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Table 8.1: Priority values of the demand sh associated with arc (si, sj)h. W is the
set of subexpressions waiting for synthesis, T is the set of synthesized subexpressions,
a > b > 1 are constants.
si sh sj pi
T T W ∞
W T W a
T W W a
W W W ab
6∈W ∪ T T W a
b2
T 6∈W ∪ T W a
b2
6∈W ∪ T W W a
b3
W 6∈W ∪ T W a
b3
6∈W ∪ T 6∈W ∪ T W a
b4
T T 6∈W a
b5
W T 6∈W a
b6
T W 6∈W a
b6
W W 6∈W a
b7
6∈W ∪ T T 6∈W a
b8
T 6∈W ∪ T 6∈W a
b8
6∈W ∪ T W 6∈W a
b9
W 6∈W ∪ T 6∈W a
b9
6∈W ∪ T 6∈W ∪ T 6∈W 0
8.2 SERIAL IMPLEMENTATION
It is shown in Section 7.3 that the solutions of MCM can be obtained by constructing
routes on the demand graph. In this section, the MMAS ant system that described
in Subsection 8.5 is implemented serially using single process. The MMAS was simulated
using python high level language and run on a platform with 3.6 GHz Quad Core CPU
and 8 GB RAM. Ants' routes are constructed by distributing them over vertices with
δ = 1. Each ant implements a re-directed depth first search as shown in Listing 6 to find
a feasible complete route in which all the coefficients should be visited with a minimum
cost. Graphs are implemented using Networkx. The demand graph was generated first
as shown in step 4 of Listing 5 by using the subexpression tree algorithm described
in Section 6.3. An ant agent is created (step 6) as another graph which grows when the
ant crosses from one vertex to another. Pheromone levels are reinitialized to prevent
early stagnation as shown in steps 16 and 17. Pheromone levels are reinitialized when
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their values on some arcs became greater than an upper limit of τmax or less than a
lower limit of τmin. The reinitialize is accomplished by adding a small increment, ∆, to
the initial pheromone levels which is work as an auto tunning to these levels. A choice
of this increment is to be the reciprocal of best-so-far tour length, i.e. ∆ = 1Rbs .
1: main
2: input H, LD, α, β, τmax . Input parameters
3: W ← Prepare(H) . Make the coefficients unique
4: DemandGraph← GenerateDemand(W,LD) . Generate the demand graph
5: DemandGraph← Initialize(DemandGraph, τ0) . Initialize pheromone levels
6: ANTS← GenerateAnts(DemandGraph,M,W ) . M ant graphs being stored in
ANTS array
7: while (true) do
8: ANTS = DistributeAnts(DemandGraph,ANTS,W,LD, α, β) . Distribute the
M ants over the coefficients with δ = 1 and start depth first search.
9: for each ant ∈ ANTS do
10: if PathLength(ant) < bs then . Check for best-so-far tour
11: bs = PathLength(ant) . Save the new best-so-far tour cost
12: antbs = ant . Best-so-far ant graph
13: DemandGraph← PheromoneEvaporate(DemandGraph,ANTS) . Pheromone
evaporation phase
14: DemandGraph← PheromoneUpdate(DemandGraph,ANTS) . Pheromone
updating phase
15: for each edge ∈ DemandGraph do
16: if τedge = τmax then . Check if the pheromone level exceed the maximum
levels
17: DemandGraph← Initialize(DemandGraph, τ0 + 1bs) . Re-initialize
pheromone levels
18: if bs = LowerLimit then . Stop search once finding the minimum realization
19: break
20: end main
Listing 5: The implementation of MMAS ant system.
An ant calculates its next move by determining the arc with minimum heuristic
value and maximum pheromone level. It do this by calling a 'sort' function that sorts
arcs according to their complexity determined from heuristic value and pheromone level.
The function sorts the arcs in ascending order of complexity and pushes them onto the
stack in this order. Therefore an arc with minimum complexity will be at the top
of the stack. A random shue is applied on the rest of the sorted edges to equally
likely visit the other arcs and prevent any possible stagnation. If an ant crosses an
arc with unsynthesized demand (as shown in step 17 of Listing 6), a predecessor map
is searched recursively (steps 18-21) until finding first synthesized ancestors (step 22).
This is actually the implementation of dynamic behavior. The popped edge in step 7 is
pushed again onto the stack as shown in step 25. The out edges of the demand vertex
are sorted according to step 26 then pushed onto the stack as shown in step 27. When
an ant reaches a vertex that violates the logic depth constraint, it is used to prune the
corresponding path that led to this vertex.
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1: procedure AntTour(DemandGraph,ant, parent, W, LD, α, β)
2: ant.W ←W . Coefficient set
3: ant.T ← {1} . Synthesized coefficients set
4: stack← φ
5: stack.push(parent.edges) . Push parent out edges in stack
6: while (stack.empty() = false) do
7: (s1, s2,w)← stack.pop() . Pop an edge from the top of stack
8: if w 6∈ ant.T then
9: δw ← max(δs1 , δs2) + 1
10: if δw ≤ LD then . Check adder step
11: if s2 ∈ ant.T then . Synthesized demand
12: ant← Synthesise(ant, w, s1, s2, ant.W, ant.T ) . Synthesize w
13: if ant.W = φ then . Stop search on empty coefficient set
14: return ant.T
15: w.edges← SortEdges(w.edges,DemandGraph, α, β) . Sort out
edges
16: stack.push(w.edges)
17: else
18: predecessors← Predecessors(DemandGraph, s2) . Get
predecessor map if the demand is unsynthesized
19: pred← predecessors.pop()
20: while (preds1 6∈ ant.T or preds2 6∈ ant.T ) do . Find synthesized
demand predecessors
21: pred← predecessors.pop()
22: ant← Synthesise(ant, s2,preds1 ,preds2 , ant.W, ant.T ) .
Synthesise demand
23: if ant.W = φ then
24: return ant.T
25: stack.push(s1, s2, w)
26: s2.edges← SortEdges(s2.edges,DemandGraph, α, β)
27: stack.push(s2.edges)
28: return ant.T
Listing 6: An ant agent implemented as depth first search.
The parameters α and β were tuned experimentally to find the best setting for
them. A set of 100 MCM with N = 5 and wordlengths 8 ≤ L ≤ 12 was used. The
percentage of the number of ants that found best-so-far tour was recorded against the
values of α and β as shown in Figure 8.2. The number of generations (iterations) was 10
with each generation used 4 ants. A best setting is found when α = 1 and β = 2. This
result also coincides with the experiments of Dorigo and Stützlea [2004] (P71) about
parameters setting for MMAS.
The MMAS ant system was tested using several filters found in the literature.
The first used filter is F1 [Farahani et al., 2010] which is of order N = 4. The ini-
tial pheromone level was adjusted to the value τ0 = 0.125 (after several experiments)
whereas the maximum pheromone level was set to τmax = 1. Therefore pheromone
levels are re-initialized every eight generations. However, pheromone evaporation and
updating are implemented as shown in Chapter 7. The number of ant agents was 17
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Figure 8.2: Percentage of ants found the best-so-far tour against the parameters α and
β. A set of 100 MCM with N = 5 and wordlengths 8 ≤ L ≤ 12 was used. The number
of generations (iterations) is 10 and each generation used 4 ants.
which equals the out-degree of the depot vertex. This number was reduced to 5 ants to
accelerate the program. The results of synthesizing the filter F1 are shown in Table 8.2.
In this case, eight solutions were found for the filter under the constraint LD = 3. Only
five out of the eight solutions were distinct. The time of finding each solution is recorded
as shown in Table 8.2. The last two columns in the table show the size of the demand
graph. The same procedure was carried on the filter F1 under logic depth constraint
of LD = 2 for the same pheromone parameters. A total of six solutions were recorded
with only two of them were distinct. The solution time was faster than that of LD = 3
because the size of the demand graph is smaller for shorter logic depth constraints.
Table 8.2: Synthesis the filter F1 [Farahani et al., 2010] using MMAS ant system.
LD LO Generation Solutions Ant t(s) Vertices Edges
3 6 1 2 3 4 - 245 286 - 336 289776
2 2 2 4 - 556 678 -
3 2 2 3 4 819 825 873
4 3 2 3 4 1105 1525 2215
2 7 1 0 - - - - - - 18 68
2 3 1 2 4 0.36 2.7 4.7
3 1 1 - - -6.9 - -
4 2 2 4 - 18.26 29.47 -
Another filter with coefficient set {21, 53, 171} was synthesized using the MMAS
as shown in Table 8.3. The result of the last row of the table shows that the number
of solutions was increased to 2 at the fourth generation. In other words, increasing
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the number of ant generations would increase the opportunity for the ants to explore
the search space and find other minimum solutions. This also related to the stochastic
behavior of the algorithm which is due to the pheromone updating and the random
shuing of output edges.
Table 8.3: Synthesis the filter {21, 53, 171} using MMAS ant system.
LD LO Generation Solutions Ant t(s) Vertices Edges
4 4 1 1 4 - - 178 - - 112 169344
2 0 - - - - - -
3 1 1 - - 514.4 - -
4 1 1 - - 863.7 - -
3 4 1 1 3 - - 33.7 - - 209 121473
2 1 1 - - 77.6 - -
3 1 1 - - 151.8 - -
4 2 1 2 - 226.3 228.53 -
The MMAS was compared with the algorithms: MITM [Farahani et al., 2010],
DBAG [Gustafsson, 2007a], and Yao [Yao et al., 2004]. The used filter examples were
F1 and F2 [Farahani et al., 2010], and S2 [Samueli, 1989]. The result of this comparison
is shown in Table 8.4. It shows that the MMAS ant system has a performance similar
to the STA algorithm in synthesizing short logic depth filters as in the cases of filters F1
and S2 Table 8.4. However, increasing the logic depth increases the size of search space
and the time required to search it. For example, it is found that the demand graph
of the filter S2 has 1040 vertices and 1935407 edges when the logic depth constraint is
relaxed to LD = 3. In this case it is found that the average time for an ant to complete
its tour is 2 hours and this time would be increased to be more than one day when
using 17 ants for example. Fortunately, the serial simulation is mainly to verify that
the demand graph is the combinatorial model of the MCM and to investigate the ant
colony optimization algorithm. These two targets are now assured and the next step is
to implement the MMAS algorithm in parallel on a multi-core computer cluster.
Table 8.4: A comparison between the MMAS ant system, and the algorithms
DBAG Gustafsson [2007a], Yao Yao et al. [2004], and STAda used to realize the fil-
ters F1 Farahani et al. [2010], F2 Farahani et al. [2010], and S2 [Samueli, 1989] .
Filter N DBAG Yao STAda MMAS
LD LO t(s) LD LO t(s) LD LO t(s) LD LO t(s)
F1 4 4 6 0.04 3 7 0.1 3 6 0.78 3 6 245
2 7 0.54 2 7 0.36
F2 4 5 6 0.17 3 6 0.17 3 6 0.76 3 6 1916.4
S2 60 5 26 4.6 3 26 2.8 3 26 0.28
2 28 1.6 2 28 10.52 2 28 1.4
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The serial implementation of MMAS algorithm was compared with the PPA and
STA using a set of 100 MCM with N = 5. Minimum logic depth constraint is used
in the STA and MMAS algorithms. A best adder saving performance was obtained
from using the MMAS as shown in Figure 8.3. This is because ACO search a large
space of candidate solutions and there is higher possibility to find one or more optimal
solutions (if exist) because of using multi computational agents to search the demand
graph. However, searching such a large space in sequence by ant agents make the
performance of the serial MMAS algorithm in terms of run time poorer than that of
PPA and STA as shown in Figure 8.4. Another comparison of the LO was made between
the proposed algorithms PPA, STA, and MMAS and the algorithms DBAG and Yao
as shown in Figure 8.5. The results show that the MMAS performance is as good
as the DBAG method. However, the MMAS shows a worst run time than the other
algorithms as shown in Figure 8.6. This is because the MMAS uses a number of ant
agents to search the solution space. The LD was compared between the algorithms
MMAS, PPA, and DBAG as shown in Figure 8.7. The LD was used as a constrained
at the top of the in the case of MMAS. The other two methods of PPA and DBAG
were unconstrained and the values of LD are obtained after solving the problem. The
MMAS shows it is the best one among other algorithms because it can minimize the
LO and LD simultaneously.
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Figure 8.3: A comparison between the number of adders obtained from using the algo-
rithms PPA, STA, and the serial implementation of MMAS used to synthesize random
MCMs of 5 coefficients.
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Figure 8.4: The run time comparison between the algorithms PPA, STA, and the serial
implmentation of MMAS used to synthesize random MCMs of 5 coefficients.
152 CHAPTER 8 ANT COLONY IMPLEMENTATION
6 7 8 9 10 11 12 13 14 15
L
5
6
7
8
9
10
11
12
13
LO
DBAG
PPA
Yao
STA
MMAS
Figure 8.5: A comparison between the number of adders obtained from using the al-
gorithms DBAG [Gustafsson, 2007a], PPA, Yao [Yao et al., 2004], STA, and the serial
implmentation of MMAS used to synthesize random MCMs of 5 coefficients.
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Figure 8.6: A comparison between the run time of the algorithms DBAG [Gustafsson,
2007a], PPA, Yao [Yao et al., 2004], STA, and the serial implmentation of MMAS used
to synthesize random MCMs of 5 coefficients.
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Figure 8.7: A comparison between LD for the methods MMAS, PPA, and
DBAG [Gustafsson, 2007a].
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8.3 PARALLEL IMPLEMENTATION OF ANT COLONY
ALGORITHM
The parallel MMAS algorithm was implemented using the Boost Graph Library (PBGL)
which is a C++ template graph library Siek et al. [2002] Edmonds et al. [2009]. Parallel
computing was carried out using the IBM Power755 cluster of the super computer
BlueFern of Canterbury University Mencl [2009]. The IBM Power755 cluster contains 11
Linux nodes, each one contains 128 Gigabytes of memory and 32 3.3 GHz IBM Power7
processor cores. The demand graph is generated on three stages of to speed up the
computation time. Firstly, the representation tree of each subexpression is generated
described in Section 5.1. Secondly, each representation tree is traversed using depth
first search (DFS) algorithm Edmonds et al. [2009]. The DFS is modified to work as
the subexpression tree algorithm proposed in Section 6.3. Subexpressions calculation
is distributed between the processes. Therefore, the demand graph is partitioned into
n parts, where n is the number processes. Each process save its part to the disk
independently to avoid any communication between the processes. The third and final
stage implies reading the n parts from the disk using only one processes. The single
process combine the graph parts into one container of the demand graph.
The C++ Eigen template library for linear algebra was used to handle fast vector
operations for calculating the subexpressions Free Software [2013].
The demand graph is used as a common data structure between the processes. Each
processes is implement a computational ant which search the demand graph indepen-
dently. Listing 7 shows the implementation of the parallel MMAS algorithm. Steps 9-12
show that each ant is assigned a process rank. Ants depart from subexpressions with
δ = 1 in similar way to that described in Section 8.2. The difference is the ants now
search the graph concurrently. At each new iteration a random shue is applied on the
departure subexpressions (step 8) to prevent any possible stagnation. An ant has four
containers as shown in steps 14-16 and step 19 of Listing 7. These containers are as
follows:
1. ant[m].w contains subexpressions waiting for synthesizing.
2. ant[m].t contains synthesized subexpressions.
3. ant[m].r contains serviced arcs.
4. ant[m].stack touring stack.
If an ant reached vertex vk, it starts calculating its next move using a 'sort' function
that sorts the out arcs of vk in ascending order of complexity, the pushes these arcs onto
the stack in this order (step 19). If it chosen to cross an arc with unsynthesized demand
(as shown in steps 28 and 32 of Listing 7), a predecessor map is searched recursively
(steps 29 and 33) until finding the first synthesized ancestors. This requires pushing
again the last popped arc onto the stack (step 30). At this point the tour is redirected
to the ancestors of the demand as shown in steps 31 and 35 of Listing 7. The Synthesize
function in step 25 checks the adder step of the vertex w before an ant move beyond this
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vertex. When an ant reaches a vertex that violates the logic depth constraint, it is used
to prune the corresponding path that led to this vertex. Punning also includes paths
that led to leaf subexpressions not in W (subexpressions waiting for synthesis). Costs
of ant tours are calculated and compared using the function Cost which is called in
step 49 of Listing 7. This function return the value of best-so-far tour (bs). Pheromone
evaporation and updating functions are called in steps 50 and 51 respectively. Each
function is implemented to loop over the graph arcs and change the pheromone levels
according to the pheromone updating formulas given in Equation 7.4 and Equation 7.10.
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1: main
2: input H, LD, α, β, τmax, P . Input parameters
3: W ← Prepare(H) . Make the coefficients unique
4: G← GenerateDemand(W,LD) . Generate the demand graph
5: G← Initialize(G, τ0) . Initialize pheromone
6: ant← ant.resize(M) . Number of ants M ≤ P
7: for (k = 0 ; k ≤ 30 ; ++ k) do . Number of iterations
8: W2 ← RandomShuffle(W2) . Random shue of δ = 1 subexpressions
9: start← rank . Distribute computation between processes
10: stop← start + 1
11: for (m = start ;m < stop ; ++m) do . Ants departure
12: w2 ←W2[m] . Get departure vertex value w2
13: ant[m]← ant[m].clear() . Clear ant m containers
14: ant[m].w ←W . Initialize coefficients container
15: ant[m].t← {1} . Initialize synthesized coefficients container
16: ant[m].r ← {} . Initialize visited arcs container
17: ant[m]← Synthesize(ant[m], w2, 1, 1,LD) . Synthesis w2
18: ant[m].r ← ant[m].r + arc(1,w2) . Add visited arc to ant m path
19: ant[m].stack ← SortArcs(ant[m].stack,Vertex(w2, G)) . Best next move at
the top of stack container
20: while (ant[m].stack 6= φ ∧ ant[m].w 6= φ) do
21: arc(s1,w)← Pop(ant[m].stack) . Extract s1 and w from popped arc
22: (s2, τ)←Weight(arc, G) . Find arc attributes, s2 and τ
23: if w 6∈ ant[m].t then . Unsynthesized vertex
24: if s1 ∈ ant[m].t ∧ s2 ∈ ant[m].t then . Optimum case
25: ant[m]← Synthesize(ant[m], w, s1, s2,LD) . Synthesis vertex w
26: ant[m].r ← ant[m].r + arc(s1,w)
27: ant[m].stack ← SortArcs(ant[m].stack,Vertex(w,G))
28: else if s1 ∈ ant[m].t ∧ s2 6∈ ant[m].t then
29: arc(p1, p2)← predecessors(s2, G) . Find synthesized predecessors
of s2
30: ant[m].stack ← Push(ant[m].stack, arc(s1, w))
31: ant[m].stack ← Push(ant[m].stack, arc(p1, p2)) . Redirect the
tour
32: else if s2 ∈ ant[m].t ∧ s1 6∈ ant[m].t then
33: arc(p1, p2)← predecessors(s1, G)
34: ant[m].stack ← Push(ant[m].stack, arc(s1, w))
35: ant[m].stack ← Push(ant[m].stack, arc(p1, p2))
36: else if (ant[m].stack = φ ∧ ant[m].w 6= φ) then . Check if all the
required arcs have been serviced
37: for each u2 ∈W2 do . Paths for the non serviced arcs
38: if arc(1, u2) 6∈ ant[m].r then
39: ant[m]← Synthesize(ant[m], u2, 1, 1,LD)
40: ant[m].r ← ant[m].r + arc(1,u2)
41: ant[m].stack ← SortArcs(ant[m].stack,Vertex(w2, G))
42: break
43: bs← Cost(G, ant) . Calculate the best-so-far tour cost
44: G← PheromoneEvaporate(G, ant)
45: G← PheromoneUpdate(G, ant,bs)
46: for arc ∈ G do . Check for stagnation
47: if τarc ≥ τmax ∨ τarc ≤ τmin then
48: G← Initialize(G, τ0 + 1bs) . Re-initialize pheromone levels
49: break
50: end main
Listing 7: Parallel implementation of the MMAS algoritm.
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The proposed parallel ant colony algorithm was used to synthesize the filters: S2
(as given in Examples 2 of Samueli [1989]), L1 (as given in Examples 1 Lim and Parker
[1983]), and D1 (as given in Dempster and Macleod [1995]). The umber of iteration
was equal to 20. The result of using the algorithm to synthesize these filters is shown
in Table 8.5. In this table, the time required to generate the demand graph is denoted
by tg and that required to search the graph is denoted by ts. An ant were implemented
to sort the arcs according to their heuristics values and pheromone levels and push
them to the stack. The routing stops once the ant synthesize the set W . In addition,
the parallel MMAS was implemented to consider the best-so-far route in pheromone
updating. These modifications helped the algorithm to success in obtaining realizations
with minimum logic depth constraint. The longer synthesis time required by the parallel
MMAS is due to the stack were allowed to keep all the arcs in the neighbor of the vertex
that an ant on it.
Table 8.5: Synthesis the filters S2 , L1, and D using the parallel MMAS algorithm. tg
and ts are the generating and the search time respectively.
Filter # vertices # edges # ants tg ts LD LO
S2 45 503 22 3.5 2 2 28
D 649 861623 20 70 980 3 18
L1 1203 2375596 24 420 3620 3 53
The advantage of implementing the MMAS algorithm on multi-core cluster over
single process computer is the speed gain. The run time of parallel and serial imple-
mentations of the MMAS algorithm was compared as shown in Figure 8.8. Sets of
MCM with N = 5 and variable wordlengths were used in this comparison. The paral-
lel implementation shows better run time performance than the serial implementation.
However, the former results a longer run time when compared with the algorithms STA,
DBAG, and Yao as shown in Figure 8.9. This is expected since the stack growing issue
that explained above is persist even in the parallel implementation.
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Figure 8.8: Run time comparison of the algorithm MMAS between its parallel imple-
mentation MMASp and the serial implementation MMASs.
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Figure 8.9: Run time comparison between the algorithms PPA, STA, and the parallel
implmentation of MMAS (MMASp) when they used to synthesize random MCMs of 5
coefficients.
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8.4 CHAPTER SUMMARY
The MMAS ant system is implemented in this chapter to solve the MCM. The first
part of work was carried out using a single process PC and python language. The
main purpose of this part is to prove that the routing over the demand graph can solve
the MCM operation or alternatively to prove that the demand graph is the model of
MCM operation. Several filters found in the literature are used for this purpose and to
compare the algorithm performance with other algorithms. It is found that the run time
grows rapidly when increasing the input size. However, the algorithm can find more
than one solution (if exist) which is difficult to find them when using other heuristics
methods.
The parallel implementation was carried out using the the IBM Power755 cluster
and the C++ parallel boost graph library. The algorithm is implemented identically
to the above serial one. However, the ants are now search the graph concurrently by
assigning a process for each ant. This make the algorithm run faster than the serial one
with the same quality of solution.
Chapter 9
CONCLUSIONS AND SUGGESTIONS FOR FUTURE
WORK
The work in this thesis concerns using the redundant number representations with
common subexpression elimination (CSE) algorithms to optimize the multiple constant
multiplication (MCM). The CSE is preferred over the graph dependent (GD) methods
because it searches a large space of subexpressions and therefore it can find MCM
solutions with shorter logic depth (LD). The CSE methods are classified mainly into
two types which are the Hartley's table and the multiplier block (MB) methods. The
two methods are investigated in this research with greater focus on the MB method. A
common subexpression elimination algorithm of Hartley's table type is proposed. The
algorithm is called pattern preservation which is designed to work on the zero-dominant
set (ZDS) redundant representations. The ZDS is larger than the minimum Hamming
weight (MHW) representation that usually used in the literature. It is found that using
the ZDS improves the performance of the CSE algorithm.
Achieving further improvement in the CSE algorithms' performance requires using
larger sets of redundant representations. However, the improvement will be at the ex-
pense of increasing the CSE algorithm complexity. The CSE method is integrated with
the process of generating the redundant representations to avoid any exhaustive search.
A tree and graph encoders are proposed in this work to generate the representations.
An efficient CSE algorithm called the subexpression tree algorithm (STA) is developed
in this work to customize the tree encoder by integrating the search for the common
subexpressions with the process of representations generation. The novelty in this al-
gorithm is it trims the representation tree when it finds subexpressions with maximum
sharing.
It is shown that the MCM problem is NP-hard. Solving such a combinatorial
problem may require using metaheuristics algorithms whereas both the CSE and GD
methods are heuristics. In other words, to find the optimum solution for any MCM in
polynomial time requires developing the combinatorial model of the MCM operation.
We have succeed in this work in developing this model by enumerating all the solutions
of MCM then combining these solutions resulting a cyclic multigraph called the demand
graph. Actually, enumerating all the solutions is not necessary because this is equivalent
to connecting the subexpressions with each others using the decomposition process
described in Chapter 6. The demand graph is augmented with deadheading arcs to
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make the touring on it possible. Ant colony optimization metaheuristics is proposed to
search the graph for minimum solutions.
This chapter includes conclusions and suggestions for future work on each proposed
CSE algorithm. It is structured as follows: Section 9.1 discusses the pattern preser-
vation algorithm. Suggestions for future work regarding the graph encoder is given
in Section 9.2. Conclusion and future work about the subexpression tree algorithm is
given in Section 9.3. Section 9.4 includes conclusions about the ant colony algorithm.
9.1 PATTERN PRESERVATION ALGORITHM
A pattern preservation algorithm (PPA) was proposed in Chapter 3 by introducing a
two pass search with digit set/reset feature to improve the Hartley's CSE methods. It
was found that the added features improve the PPA detecting ability for overlapping
patterns and common subexpression simultaneously. Comparison results with other
algorithms showed that the PPA gives better or comparable results when compared
with other algorithms found in the literature.
The PPA (similarly for other Hartley's table methods [Hartley, 1991, 1996]) tries
to find similar patterns in the representations. The difficulty of specifying the number
of common patterns in a representation increases the difficulty to constrain the logic
depth. To resolve this drawback, a new number system should be developed to provide
representations that can be easily partitioned into two patterns. Another suggestion is
to enlarge the search space by using BSD representations. In this case, the algorithm
should be modified to resolve a more complicated patterns overlapping found in BSD.
9.2 GRAPH ENCODER
The graph encoder presented in Chapter 5 can be costumized for CSE. One way to
customize the graph encoder is to construct the it for each coefficient and search the
individual graphs in consequence for shortest paths and have most common edges.
Coefficients with δ = 1 are added to the digit set to be in the edge set. If there is no
coefficient with δ = 1, trails are required to find the best numbers with δ = 1 to be added
to the digit set. To show how the customized graph encoder work, consider synthesizing
the filter F1 given in [Farahani et al., 2010]. Its coefficients are {25, 103, 281, 655}.
Consider generating the BSD graph for each coefficient. Since there is no coefficient
with δ = 1, several trails are made to find the best digit set which is D = {1, 0, 1, 5, 15}.
The shortest path for each coefficient are {25: [5 15], 103 : [1 0 0 0 0 0 0 25], 281 :
[1 0 0 0 0 0 0 0 25], 655 : [5 0 0 0 0 0 0 15]}. The resulting multiplier block of
the filter is shown in Figure 9.1. However, adding digits to the digit set increase the
branching factor and hence the size of the encoder graphs. The idea presented here can
be developed in the future to implement a CSE method based on the graph encoder.
One way is search the encoder graphs for paths of minimum Hamming weight
subexpressions with best subexpression sharing. Synthesized subexpressions are added
to the digit set starting from that with adder step equals to δ = 1. However, increasing
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Figure 9.1: Synthesis of the filter F1 in [Farahani et al., 2010] using the customized
graph encoder results in a realization with LO = 6.
the digit set cardinality increases the encoding graph branching factor and consequently
the complexity of the CSE algorithm. A suggestion is to use a multi-core platform
and implementing a distributed Dijkstra's algorithm. One of choices to implement the
distributed Dijkstra's algorithm is using the C++ parallel boost graph library (PBGL).
The library includes the distributed Dijkstra's algorithm that finds shortest paths on
a graph [Edmonds et al., 2009; Siek et al., 2002]. Another suggestion to reduce the
algorithm complexity is to use a number system with adaptive radix to reduce the
branching factor and therefore the size of search space.
9.3 SUBEXPRESSION TREE ALGORITHM
The results of using the subexpression tree algorithm (STA) showed that the possi-
bility of finding MCM realizations of minimum logic depth is improved because the
subexpression space became larger. Comparison with other algorithms supports this
argument where the algorithm has a superior performance in realizing coefficients with
wordlengths up to 16 bits. This is useful in realizing short wordlength DSP systems such
as in mobile communications, where power consumption is the main concern. However,
the algorithm can be modified in the future to synthesize longer wordlength coefficients.
A possible choice is to use number system other than BSD by letting the digit set in-
clude the synthesized fundamentals (non-constant digit set). In this case, the search
space could be reduced to the minimum Hamming weight. Another possibility to reduce
the search space is by using a number system with variable radix and/or digit set.
The concept of co-prime subexpressions is introduced as a generalization for the
positive odd coefficients terminology used in the literature with respect to the BSD
representations. This helps to extend the work in the future to include other redun-
dant number systems to reduce the search space. In addition, using redundant number
systems provides the possibility of designing a carry free adder such as the compres-
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sor. However, using the redundant adder could increase the cost of the MCM and a
compromise between cost and speed should be made.
9.4 ANT COLONY OPTIMIZATION ALGORITHM
Two simulation methods were used in this work to search the demand graph, firstly a
serial program in python language that works on a single process platform and secondly
a parallel program that use the C++ parallel boost graph library. The serial imple-
mentation of the MMAS is designed to emulate the dynamic winter gritting. A swarm
of fixed number of ants (called generation) are designed to depart from the coefficients
with δ = 1. The result showed that an increase in the number of ant generations
increases the probability of exploring new routes and hence finding more than one min-
imum solutions for some MCM. Using random shue of output edges alongside with
pheromone updating enhances the stochastic behavior of the algorithm to not stagnate
at a local minimum.
The parallel implementation was carried out using the IBM Power755 cluster and
the C++ parallel boost graph library. The demand graph is distributed over the cluster
and a distributed BFS algorithm is used to make ants find shortest paths from the depot
to the coefficients. The pheromone traces result from using the BFS help in reducing
the graph size. The resulting reduced demand graph is searched again using the serial
implementation described in Section 8.2. In this case, the resulting ant colony algorithm
is called a MCM demand graph search using MMAS (MDM). The MDM algorithm is
found to be stagnated at one of the minimum LD solutions because of dominating the
heuristics value over the pheromone levels which prevent the algorithm from finding
other minimum solutions. The work can be developed by mitigating the reduction
ratio of demand graph and keep some of parallel arcs that could lead to other minimum
solutions. However, the most novel work of proposing the demand graph and ant colony
algorithm to search it was accomplished in this thesis. There are quite many directions
for future research which include but not limited to:
1. Develop a new distributed directed depth search algorithm that emulate the dy-
namic winter gritting.
2. Tuning the reduction ratio of the demand graph by increasing the number of
propagated solutions in the first reduction stage.
3. Tuning the number of eliminated parallel edges in the second reduction stage.
4. Tuning the heuristics and pheromone updating parameters.
5. Tuning the number and position of ant agents over the demand graph.
6. Compare the work with other ant system methods.
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The MCM problem is an active research for more than two decades. Many heuristics
have proposed to solve the problem. There are two potential and competitive heuristics
which are the GD and the CSE methods. Our research focuses on the CSE. Three CSE
algorithms are proposed in this work which are the PPA, STA, and MMAS. They are
differ in the technique (the class of the CSE), the search space, and performance. This is
true if we look at the three methods as unrelated separated algorithms. Actually there
is a tight hierarchy research relation between them. The following research development
steps shows this relation:
1. In the last few years, the research in CSE become a little sluggish because the
method depends on number representations and going beyond the MHW is an
adventure. We crossed to the hazardous region by using the ZDS first. The PPA is
designed to search the ZDS representations tabulated in Hartleys' tables. The ZDS
is an expanding of the MHW by few but important representations that provide
larger space of patterns. The results were found promising as compared with the
CSD and MHW which cause us jump to larger space of BSD representations.
2. The STA algorithm is developed to search the BSD. The STA itself is not just a
CSE algorithm, it is actually a new style of CSE methods that incorporate the
generation of representations with CSE. Other important developments accom-
panied the STA which are the subexpression space concept and generalizing the
A-operation.
3. The relation between the coefficients and their decompositions pave the road to
derive the combinatorial model of the MCM which is the demand graph. The
search space is now the solutions of the MCM which is another new direction in
the search space representation. The problem of MCM is now solved by finding
tours of minimum length over the demand graph. This is a significant contribution
in the field of CSE in that solving the MCM problem become an arc routing which
has analogies in the operation research field.
4. The search showed that no matter how clever a GD or CSE method is, it may fail
in finding an optimal solutions for some MCM instants without considering the
whole space.
The technical differences between the three methods are shown in Table 9.1. The
PPA works on Hartley's table method. The method may result in a short LD and
minimum LO but the number of combinations is large. The main advantage of this
method is it works on the canonical structure of the FIR filter. Therefore, the delay
line is fused with the multiplier block which reduce the critical path and the pipelining
cost.
The STA algorithm showed better performance than the PPA in terms of LO, LD,
and run time. However, the STA is a HCSE-M method that use the transpose structure
of the FIR filter. This isolate the multiplier block than the delay line which may increase
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the pipelining cost. However, the STA algorithm is a genuine competitive of the best
known graph methods. The algorithm solved problem scaled to 16 bit. This scale may
be increased if there is a possibility to improve the implementation.
The last algorithm is the MMAS. The serial implementation of the algorithm is the
one with worst run time result though it showed a better performance than PPA and
STA in terms of LO and LD. However, the main objective of implementing the serial
MMAS is to verify the correctness of the demand graph model and find the setting of
the tunable parameters. The parallel implementation can solve the run time issue and
scale the problem to search large size demand graphs. However, this work is developing
now.
Table 9.1: A comparison between the PPA, STA, and MMAS algorithms.
Algorithm CSE Class Search Space
PPA Hratley's HCSE ZDS
STA HCSE-M BSD
MMAS Not Classified (Arc Routing) Demand Graph
Appendix A
GRAPH
A graph G consists of a set of vertices (nodes), V = {v1, v2, v3, · · · }, and a set of arcs
(edges), A = {(vi, vj) : vi, vj ∈ V }.
A.1 BASIC TERMS
The following are some definitions of the graph theory [Vasudev, 2006]:
Definition A.1.1. Undirected graph G ( Figure A.1) consists of a set V of vertices
and a set A of arcs such that each arc in G is an unordered pair, i.e. (vi, vj) = (vj , vi).
Definition A.1.2. A directed graph or digraph G ( Figure A.2) consists of a set V of
vertices and a set A of arcs such that each arc (vi, vj) is an ordered pair.
Definition A.1.3. A multigraph G ( Figure A.3) is a graph where more than one arc
can join tow vertices. A multidigraph G is a digraph where more than one arc can join
two vertices.
For abbreviation the name graph would mean graph, digraph, multigraph, or mul-
tidigraph.
Definition A.1.4. The number of arcs incident on a vertex vi is the degree of vi. The
in-degree of the vertex vi is the number of arcs arriving at vi. The out-degree of vi is
the number of arcs departing from vi.
For example vertex 1 in Figure A.3 is with in-degree = 1, out-degree = 3, and total
degree = 4.
Definition A.1.5. A graph G is symmetric if the in-dgree for each vertex vi in G equal
the out-degree of vi.
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Figure A.1: An example of undirected graph G.
1
33
31
7
Figure A.2: An example of directed graph G.
1
33
31
7
Figure A.3: An example of multidigraph G.
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A walk between vertex vi and vj in the graphG is a finite alternating sequence of vertices
and arcs. For example, in the graph in Figure A.4 the sequence (33, (33, 1), 1, (1, 7), 7)
is a walk between vertex 33 and vertex 7 [Balakrishnan, 1997]. A trail in the graph G
is a walk in which no arc is repeated. For example, the walk (1, (1, 33), 33, (33, 31), 31)
in the graph shown in Figure A.4 is a trail. A closed walk in a graph is a walk between
a vertex and itself. For example, the walk (33, (33, 1), 1, (1, 7), 7, (7, 1), 1, (1, 33), 33)
in Figure A.4 is a closed walk. A circuit is a closed walk in which no arcs repeat. The
closed walk (1, (1, 7), 7, (7, 1), 1) in Figure A.4 is a circuit. A cycle is a circuit with no
repeated vertices. For example, the circuit (1, (1, 7), 7, (7, 31), 31, (31, 33), 33, (33, 1), 1)
in Figure A.4 is a cycle.
1
33
31
7
Figure A.4: A connected graph example.
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A.3 CONNECTED GRAPH
A pair of vertices in a graph are connected if there is a path between them. A graph
G is a connected graph if every pair of its vertices is a connected pair; otherwise, it is
a disconnected graph [Balakrishnan, 1997]. An example of connected graph is shown
in Figure A.4. The graph in Figure A.5 is disconnected because each vertex in the vertex
set V = {1, 7, 31, 33} is disconnected with each vertex in the vertex set U = {17, 43, 53}.
1
33
31
7
17
53
43
Figure A.5: An example of disconnected graph.
A.4 EULERIAN GRAPH
An Eulerian trail in a connected graph G is a trail between two distinct vertices in
G that contains all the arcs of G. An Eulerian circuit in a graph G is a circuit that
contains all the arcs of G. A unicursal graph is a graph that has a Eulerian trail. An
Eulerian graph is a graph that has an Eulerian circuit.
For example, the graph in Figure A.6 is unicursal because it has an Eulerain
trail between the vertices 1 and 7 which is (1, (1, 15), 15, (15, 31), 31, (31, 15), 15,
(15, 31), 31, (31, 7), 7, (7, 33), 33, (33, 17), 17, (17, 33), 33, (33, 17), 17, (17, 1), 1, (1, 7), 7).
However, the graph in Figure A.6 is not an Eulerian graph [Balakrishnan, 1997].
The graph in Figure A.7 is an Eulerian graph because it has the Eulerian circuit
((1, 15), 15, (15, 31), 31, (31, 15), 15, (15, 7), 7, (7, 31), 31, (31, 17), 17, (17, 7), 7, (7, 1), 1,
(1, 17, ), 17, (17, 1), 1). That is, the circuit includes all the arcs of the graph and no arc
is repeated more than once. In addition, the circuit is started with vertex 1 and ended
with the same vertex.
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15 17
7
31 33
Figure A.6: An example of unicursal graph.
1
15
17
7
31
Figure A.7: An example of Eulerian graph.

Appendix B
ADDER
Computer arithmetic is based on the arithmetic operations of multiplication, division,
subtraction, addition, and exponentiation. All these operations can be built using
only addition. This makes the adder be the most important element in arithmetic
circuits because it determines the speed, power consumption, and cost of these circuits.
Since the carry propagation is inherent in the nonredundant positional number systems
including binary, a binary adder, is also called carry propagate adder which slows down
the speed of arithmetic circuits. There are many solutions to speed up the binary adder
such as using the carry look-ahead, conditional sum, prefix , Ling, carry-select, carry-
skip, and carry-save adders [Koren, 2002]. Other methods to remove the carry propagate
include using redundant number system adder such as carry-save adder (CSA).
B.1 BINARY ADDER
Binary number system is well known and easy to use in computer hardware. This is be-
cause its digit set D = {0, 1} fits the two states of transistor switches (on-off). Consider
adding two 4-bit binary numbers given by (d3d2d1d0)2 and (b4b2b1b0)2 respectively. The
hardware implementation of this addition is shown in Figure B.1, where ai and bi are
the binary bits of the inputs and ci is the incoming carry. The function of the circuit
in Figure B.1 can be expressed by the following Boolean equations:
wi = ai ⊕ bi ⊕ ci, (B.1)
and
ci+1 = dibi + ti(di + bi), (B.2)
where di ⊕ bi is the exclusive OR operation, wi is the sum bit, dibi is the logical AND
operation between the bits di and bi, and di + bi is the logical OR operation between
the two bits.
For example, consider adding two 4-bit binary numbers given by (1101)2 and
(0011)2 as shown in Figure B.2. In this case, the addition operation results in a worst
case of carry propagation because the result should wait until the end of carry ripple
process. Therefore the delay increase with the wordlength, L, and this increment is in
the order of O(L).
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Figure B.1: 4-bit carry propagate adder.
1 1 0 1
0 0 1 1
0 0 0 01
111
+
Figure B.2: Addition of two 4-bit operands.
B.2 CARRY-SAVE ADDER
The worst case of carry propagation that may result when adding two L bit binary
operands is the carry ripples L stages before computing the output, where L is the
operand wordlength. For three operands, carry propagation delay will be 2L and for
k operands it will be (k − 1)L. There are several methods to eliminate the carry
propagation in multi-operand addition. The most common method is the carry save
addition in which the carry propagates only in the last stage. This stage is implemented
using a carry propagate adder (CPA), while other stages use carry save adders (CSA).
An example of four 4-bit operand carry save addition is shown in Figure B.3. The
addition of the first three operands is free of carry given the output sum digits cast in
[0, 3]. In binary, the digits in the range [0, 3] can be represented by using 2-bit signals
(two operands). Thus, the addition of three operands using carry save format is a
reduction from 3 to 2 and the corresponding CSA is called a 3 : 2 counter. The name
of counter is obvious from the result of conversion the first position sum from the range
[0, 3] to the carry save digits {0, 1, 2}. Each digit in the position sum represents the
number of ones that come to the full adder at that position. The same principle can be
applied in the addition of the fourth operand, which is in this case will require another
level of CSA as shown in Figure B.4. The last stage is the carry propagate adder which
sums the last interim sums and the transfer digits to yield the final addition result in
binary. The example of Figure B.3 shows that a carry has occurred out of the last stage.
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1 1 0 1 First binary operand
1 0 1 1 Second binary operand
2 1 1 2 Position sums in [0, 2]
1 1 0 1 Third binary operand
+
+
3 2 1 3 Position sums in [0, 3]
1 0 1 1 Interim sums in [0, 1]
1 0 11 Transfer symbol in [0, 1]
1 2 0 2 1 Position sums in [0, 2]
1 0 0 1 Fourth binary operand
3 0 2 21 Position sums in [0, 3]
1 1 0 0 0 Interim sums in [0, 1]
0 1 110 Transfer symbol in [0, 1]
0 1 1 1 01
1
Sum symbols in [0, 1]
Figure B.3: Addition of four binary operands using carry save addition.
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e3 c3 b3
a3
e2 c2 b2
a2
e1 c1 b1
a1
e0 c0 b0
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FA FA FA FA
FA FA FA FA
w0
FA
w4w5
FA
w3
FA
w2
FA
w1
CSA
CSA
CPA
Figure B.4: Four operand carry-save adder (CSA). Note the final stage requires a carry
propagate adder (CPA).
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Although the CSA implies a carry free addition, the final stage of addition results
in carry propagation. The speed of processing will deteriorate because of the carry
propagation. This can be avoided by using the generalized signed-digit (GSD). The price
of implementing redundant arithmetic is the requirement for more signals to represent
the digits. For example, the BSD number system with r = 2 and D = {1, 0, 1} requires
two bits to encode these digits. A possible encoding of these digits is to use negative
and positive bits (n, p). In this case, −1 is encoded as (10)2, 0 is encoded as (00)2, and
1 is encoded as (01)2. The carry free addition algorithm for adding two GSD operands
A = (dL−1 · · ·d0)r and B = (bL−1 · · ·b0)r is given by [Parhami, 1990],
1. Calculate the position sums pi = di + bi.
2. Decompose the position sum pi into a transfer digit ti+1 and an interim sum
ei = pi − rti+1.
3. Find the sum digits wi from the addition of the interim sum with the coming
transfer wi = ei + ti.
To specify the range of the interim sums and transfer digits, consider the GSD number
system with a radix r and digit set in the range [−α, β]. The values of the transfer
digit ti ∈ [−ε, η]. The permissible interim sum values should be in [−α + ε, β − η] to
absorb the incoming transfer digit and to not produce a carry in the last step of the
algorithm. Figure B.5 shows an example of carry free addition of the operands (1203)4
and (1112)4 with r = 4 and D = {2, 1, 0, 1, 2, 3} or wi ∈ [−2, 3]. In this case, the
transfer digit values should be bounded by the range [−1, 1]. The addition is performed
in two steps limiting the carry propagation delay to only one position irrespective of the
wordlength. The circuit diagram of the 4-digit redundant adder is shown in Figure B.6.
1 2 0 3 First operand digits ai ∈ [−2, 3]
1 1 1 2 Second operand digits bi ∈ [−2, 3]+
2 3 1 5 Position sums pi ∈ [−4, 6]
2 1 1 1 Interim sums ei ∈ [−1, 2]
1 0 10 Transfer digits ti ∈ [−1, 1]
0 1 1 0 1 Sum digits wi ∈ [−2, 3]
Figure B.5: Adding two redundant 4-digit numbers with r = 4, D = {2, 1, 0, 1, 2, 3},
and ti = {1, 0, 1}.
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Y3 X3 Y2 X2 Y1 X1 Y0 X0
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w3
t4
P4
TW
w2
t3
P0
TW
w1
t2
P1
TW
w0
t1
P2
t0
∑
P3
∑ ∑ ∑
Figure B.6: An example of a 4-digit redundant adder. TW denotes the stage of de-
composition of the position sum Pi = wi + rti+1.
Appendix C
ABSTRACT ALGEBRA
This appendix includes some of the fundamentals algebraic concepts that are used in
the thesis.
C.1 CONGRUENCE
Definition C.1.1. Let Z = {0,±1,±2, · · · } be the set of all integers, and a, b, r ∈ Z,
then a is said congruent to b modulo r (written a ≡ b( mod r)) to mean r divides (a−b),
or alternatively (a − b) is divisible by r [Hungerford, 1997]. Example of congruence
relation is 11 ≡ 1(mod 2) because 11 − 1 = 10 is divisible by 2. Another example is
8 ≡ 2(mod 3).
It is easy to show that the congruence relation is an equivalence relation because
for all a, b, r ∈ Z:
1. a ≡ a(mod r) (reflexive).
2. if a ≡ b(mod r), then b ≡ a(mod r) (symmetric).
3. if a ≡ b(mod r) and b ≡ c(mod r), then a ≡ c(mod r) (transitive).
Therefore, the congruence relation divides the set Z into equivalence (congruence)
classes as shown in the next definition.
Definition C.1.2. If a, r ∈ Z, then the congruence class of a mod r is
a = {b|b ∈ Z and b ≡ a(mod r)}, (C.1)
which is the set of all integers that are congruent to a(mod r).
For example, the congruence class of 1 mod 3 is given by
1 = {· · · ,−5,−2, 1, 4, 7, · · · },
i.e., the set of integers that when subtracting 1 from each, the result is divisible by 3.
For example, 7− 1 = 6 is divisible by 3. Similarly, the classes
0 = {· · · ,−6,−3, 0, 3, 6, · · · },
2 = {· · · ,−4,−1, 2, 5, 8, · · · },
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are congruence mod 3. The equivalence classes 0, 1, and 2 are distinct (disjoint) mod
3. All other classes are identical to one of these three distinct classes. For example, the
class 4 is
4 = {· · · ,−5,−2, 1, 4, 7, · · · } = 1.
The set that contain these three classes is denoted by Z3 and equals to
Z3 = {0, 1, 2}, (C.2)
which is also named the set of residual classes.
Definition C.1.3. The set of all congruence classes mod r (denoted Zr) is given by
Zr = {0, 1, 2, · · · , r−1}. (C.3)
The set Zr contains exactly r distinct classes mod r (0, 1, 2, · · · , r−1).
The sum of the classes a and b is a ⊕ b = a+b, where the symbol ⊕ represents
the addition of residue classes. Example of addition in Z3 is 6 ⊕ 5 = 6 + 5 = 11 = 2.
The product of a and b is a  b = a · b. Example of classes multiplication in Z3 is
2 5 = 2 · 5 = 10 = 1.
C.2 GROUPS
Definition C.2.1. A group G is a non empty set on which a binary operation ◦ is
defined if for all a, b, c ∈ G the following properties hold [Jaisingh and Ayres, 2004]:
1. if a, b ∈ G then a ◦ b = c ∈ G.
2. (a ◦ b) ◦ c = a ◦ (b ◦ c).
3. There exists uR such that a + uR =
uR + a = a for all a ∈ G.
4. For each a ∈ R there exists a−1 ∈ R
such that a ◦ a−1 = a−1 ◦ a = uR .
(closure for ◦)
(associative law)
(existence of an identity element)
(existence of inverse)
The set Z of all integers is a group with respect to addition. The identity element
is 0 and the inverse of a is −a [Jaisingh and Ayres, 2004].
Definition C.2.2. A group G is called abelian group if for all a, b ∈ G then a◦ b = b◦a
(the commutative law).
The set Q of all rational numbers is an abelian group with respect to multiplication.
For example 3 ◦ 4 = 4 ◦ 3 = 12, where ◦ represents the multiplication operation.
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Definition C.3.1. A non empty set R forms a ring with respect to the binary opera-
tions of addition (+) and multiplication (·) if the following hold for any a, b, c ∈ R:
1. a+ b, b+ c, a+ c ∈ R.
2. (a+ b) + c = a+ (b+ c).
(closure for addition)
(associative law of addition)
3. a+ b = b+ a.
4. There exists 0R such that a+0R = a.
5. For each a ∈ R there exists −a ∈ R.
6. (a · b) · c = a · (b · c).
7. a · (b+ c) = a · b+ a · b and
(a+ b) · c = a · c+ b · c.
(commutative law of addition)
(existence of additive identity)
(existence of additive inverse)
(associative law of multiplication)
(distributive laws)
These axioms are the minimum requirements for an algebraic system (a set with the
binary operations) to be a ring. Examples of ring are the sets Z and Zr with the binary
operations of addition and multiplication. These two rings have additional properties
as shown in the next definitions.
Definition C.3.2. A ring R is called abelian (commutative) with respect to the mul-
tiplication operation if for a, b ∈ R the following hold:
a · b = b · a
Definition C.3.3. A ring R is called a ring with identity if it contains an element 1R
with the following property:
a · 1R = 1R · a = a, ∀a ∈ Z.
Definition C.3.4. A commutative ring R is called integral domain if the following hold
for all a, b ∈ R:
if a · b = 0R then either a = 0R or b = 0R.
For example, the set Z3 is a commutative ring with zero element 0 and identity
1. The residual classes in Z3 = {0, 1, 2} have the addition and multiplication tables
shown in Table C.1 and Table C.2 respectively. In addition, the set Z3 is an integral
domain. It can be shown that all the sets Zr are integral domain if r is a prime number.
Consider a non prime congruence set Z6, the multiplication of the classes 2 and 3 equals
2 · 3 = 6 = 0 while 2 6= 0 and 3 6= 0.
Definition C.3.5. A subset S of R is a subring of R if itself forms a ring.
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Table C.1: The addition table in Z3.
+ 0 1 2
0 0 1 2
1 1 2 0
2 2 0 1
Table C.2: The multiplication table in Z3.
 0 1 2
0 0 0 0
1 0 1 2
2 0 2 1
C.4 RING HOMOMORPHISM
If R and R′ are rings, then a ring homomorphism is a function f : R → R′ such that
1. f(a+ b) = f(a) + f(b) for all a, b ∈ R.
2. f(ab) = f(a)f(b) for all a, b ∈ R.
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