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Introduction
This thesis contributes to a specific branch of nonparametric statistics called
“functional data analysis”. While classical statistics deals with the analysis of
random scalars, vectors, and matrices, functional data analysis (FDA) refers to
the statistical analysis of random functions. Examples of random functions in-
clude biological and biomechanical data, e.g., growth curves, which can be sam-
pled (nearly) without noise at (in principle) arbitrary discretization points. This
type of functional data was the motivating starting point for the development of
suitable statistical methods [see Rao (1958) for an early reference].
The next generation of methods for functional data focuses on latent random
functions from which we observe only finitely many, noisy discretization points—a
situation typically encountered in economic contexts. Here, the functional nature
of the data represents a qualitative assumption on the underlying data-generating
process. Examples in the literature of this kind of functional data include the
analysis of ebay auction prices, production indices, and implied volatility func-
tions [see, e.g., Wang et al. (2008b), Ramsay & Ramsey (2002), and Benko et al.
(2009)].
The potentially infinite dimension of functional data demands for methods
of dimensionality reduction in advance of almost any further statistical analysis.
In this regard, the functional version of principal components analysis (FPCA)
became the de facto standard for decomposing random functions into useful basis
components. The resulting decomposition of random functions into linear combi-
nations of basis functions (called eigenfunctions) and univariate random variables
(called scores), leads to the well-known Karhunen-Loève decomposition [see, e.g.,
Ash & Gardner (1975)]. The underlying idea is that of a function space with
pairwise orthonormal basis functions. FPCA chooses basis functions, in an op-
1
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timal way such that a low number of basis functions suffices to approximate the
original random functions with high accuracy.
Nowadays many classical statistical models are generalized for the case of
random functions and very often FPCA builds the core method that allows for
this kind of generalization. Prominent examples are functional linear regression
models, functional auto regressive models, and functional canonical correlation
analysis [see Ramsay & Dalzell (1991), Bosq (2000) and He et al. (2003)]. How-
ever, there are also statistical topics and problems exclusively encountered in
FDA, such as the statistical analysis of differential equations and the problem
of registration in the case of misaligned functions [see, e.g., Ramsay (1996) and
Kneip & Ramsay (2008)]. An excellent overview of FDA methods can be found
in the monographs of Ramsay & Silverman (2005) and Ferraty & Vieu (2006).
FPCA is well studied for the classical case, where it is assumed that a sample
of functions is observed precisely; however, this is a situation rarely fulfilled in
practice. Recent work focuses on the more realistic case of latent functional data
with (finitely many) noisy discretization points per function.
Generally, there are two different strategies for conducting FPCA in these
more challenging cases: First, one can either pre-smooth each function and then
estimate the covariance function. Second, one can estimate the covariance func-
tion directly from the noisy discretization points using nonparametric smoothing
procedures. The former possibility is applied in Chapters 1 and 2, while the latter
is used in Chapter 2.
The latter possibility has the further advantage that it also works for sparse
functional data with only very few observations per function. But both strate-
gies involve nonparametric smoothing procedures, and those procedures crucially
depend on an appropriate choice of smoothing parameters. This problem is of
particular interest and is carefully treated in all of the following chapters. Con-
trary to the usual case, optimization has to be done with respect to the common
basis (or eigen-)functions and not with respect to the single random functions.
In this thesis we focus on the following three classical statistical models and
their application in the context of functional data analysis: Chapter 1 deals with
the functional factor model, in Chapter 2 we introduce multivariate nonparamet-
ric regression model as a tool for FPCA, and in Chapter 3 we discuss panel data
3models that allow for functional factor structures in the error term.
In Chapter 1, we propose a new perspective on modeling and forecasting elec-
tricity spot prices. Our approach is motivated by the data-generating process
of electricity spot prices, which is well described what is called the merit order
model. The merit order model is a micro economic model based on the assump-
tion that spot prices on electricity exchanges are determined by the marginal
generation costs of the last power plant that is required to cover the demand.
The resulting merit order curve reflects the increasing generation costs of the in-
stalled power plants. Correspondingly, we suggest interpreting hourly electricity
spot prices as noisy discretization points of smooth price functions.
These price functions are modeled by a functional factor model (FFM) for
which we discuss a two-step estimation procedure. The first step is a classical
pre-smoothing step in order to estimate the single price functions from the noisy
discretization points. The second step then aims for a robust estimation of a finite
set of common basis functions from the pre-smoothed price functions. In doing
this, we carefully consider the issue of finding an optimal smoothing parameter.
The presentation of our functional factor model concludes with an extensive
forecast study which compares our FFM with alternative time series models that
have been successfully applied in the literature on electricity spot prices. The
forecast study clearly confirms the superior power of our functional factor model
and the use of price functions as underlying structures of electricity spot prices
in general.
A slightly modified version of Chapter 1 is forthcoming as a single-authored
article in The Annals of Applied Statistics; see Liebl (2013).
Chapter 2 further discusses the problem of modeling electricity spot prices.
On the one hand, we extend the concept of price function introduced in Chapter 1
by two additional covariables. On the other hand, we focus on a generally deeper
theoretical consideration of the involved multivariate nonparametric regression
model, which is used as a tool for FPCA.
We extend existing theoretical results with respect to FPCA for sparse func-
tional data by considering the asymptotic bias and variance of the multivariate
local linear estimator of the mean and the covariance functions. Here, we carefully
consider the effects of between-correlations, which are caused by the time series
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context, and the effects of within-correlations, which are caused by the functional
nature of the data.
In order to demonstrate the usefulness of our model we analyze the effects
of Germany’s nuclear moratorium on March 14, 2011. This event describes a
natural experiment, since in the course of Germany’s nuclear moratorium on
March 14, 2011, eight nuclear power plants were phased out [Nestle (2012)]. The
data set analyzed in Chapter 2 covers exactly one year before and one year after
Germany’s nuclear power phase-out. We apply our model separately to these two
time spans in order to contrast the different market situations.
Chapter 2 is based on a joint research project together with Prof. Dr. Alois
Kneip (University Bonn). All paperwork as well as theoretical work is done by the
author of this thesis, Prof. Dr. Alois Kneip checks plausibility of the theoretical
work.
In Chapter 3 we pick up the successful application of FDA within the literature
on panel data models. Recent panel data models allow us to control for complex
unobserved heterogeneity effects by the incorporation of latent factor models.
This new kind of panel data models extends the classical concept of individual
random (scalar) effects to random processes or random functions [see, e.g., Bai
et al. (2009), Bai (2009), and Kneip et al. (2012a)].
Even though this class of panel models is of high relevance for practical prob-
lems such as stochastic frontier analysis, they are still rarely applied in the empir-
ical literature. Our implementation of these methods in the statistical software
package of Bada & Liebl (2013b) provides a first step towards facilitating their
application. Beyond this, we solve some open estimation problems, extend the
suggested models for classical fixed effects, and introduce a new Hausman-type
specification test.
As the estimation procedure of Kneip et al. (2012a) involves nonparametric
smoothing methods, the choice of a reliable procedure to find an optimal smooth-
ing parameter is most important for implementing the estimation procedure in
a statistical software package. We consider this problem and suggest using Gen-
eralized Cross Validation (GCV) in order to determine an upper bound for the
optimal smoothing parameter. However, it is impossible to apply the classical
GCV formulas as proposed, e.g., in Craven & Wahba (1978) since we do not
5know the parameters β and vi(t). Our computational algorithm for determin-
ing the GCV smoothing parameter is based on the parameter cascading method
suggested in Cao & Ramsay (2010).
This GCV smoothing parameter builds an upper bound for the optimal smooth-
ing parameter, since it does not account for the qualitative assumption of an un-
derlying factor structure. The final optimal smoothing parameter lies somewhere
between the GCV smoothing parameter and zero. Knowledge of this interval
allows for a reasonable implementation of the computationally costly cross vali-
dation criterion.
A slightly modified version of Chapter 3 is accepted as a co-authored article for
the Journal of Statistical Software; see Bada & Liebl (2013a). The main sections
of this article are Section 3.2, which describe the implementation of the estimation
procedures proposed by Kneip et al. (2012a), and Section 3.4, which describe the
implementation of the estimation procedures proposed in Bai (2009). The author
of this thesis is responsible for Section 3.2, while the co-author of the article,
Oualid Bada (Univeristy Bonn), is responsible for Section 3.4. Sections 3.3 and
3.5 discuss further estimation problems, model extensions, as well as specification
tests. Generally speaking, those parts, which refer to the panel model of Kneip
et al. (2012a) are written by the author of this thesis, those parts, which refer to
the panel model of Bai (2009), are written by the co-author. The remaining parts
of the latter sections, which refer to both models, as well as the introductory and
the concluding Sections 3.1 and 3.6 are joint works of both authors.
The outline of this thesis is as follows: In Chapter 1 we present our perspective
on modeling and forecasting electricity spot prices. In Sections 2.3 and 1.2 we
motivate the conceptual idea and discuss peculiarities of electricity market data.
In Sections 1.3 and 1.4 we introduce the functional factor model and the two step
estimation procedure. Chapter 1 is completed by an application of the model
in Section 1.5 and a forecast study in Section 1.6. The results are discussed in
Section 1.7.
In Chapter 2 we introduce multivariate nonparametric regression as a tool for
FPCA. In Sections 2.1 and 2.2 we discuss the general ideas and the data. The
nonparametric regression models as well as the multivariate local linear estimator
are discussed in Section 2.3. In Section 2.4 we present our main theoretical results.
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In Section 2.5 we apply the procedures to real data. Chapter 2 completed by the
conclusion in Section 2.6.
In Chapter 3 we introduce our statistical software package Bada & Liebl
(2013b). Section 3.1 discusses the implemented panel data models at a general
level. In Sections 3.2 and 3.4 the models are discussed in more detail. In Section
3.3 we present several criteria to determine the factor dimension. In Section
3.5 we augment the panel data models for classical fixed effects and propose a
Hausman-type specification test. In Section 3.6 we outline an example of the
application of the procedures. Chapter 3 is completed by a short summary in
Section 3.7.
Chapter 1
Modeling and Forecasting
Electricity Spot Prices: A
Functional Data Perspective
Classical time series models have serious difficulties in modeling and forecast-
ing the enormous fluctuations of electricity spot prices. Markov regime switch
models belong to the most often used models in the electricity literature. These
models try to capture the fluctuations of electricity spot prices by using different
regimes, each with its own mean and covariance structure. Usually one regime is
dedicated to moderate prices and another is dedicated to high prices. However,
these models show poor performance and there is no theoretical justification for
this kind of classification. The merit order model however, the most important
micro-economic pricing model for electricity spot prices, suggests a continuum of
mean levels with a functional dependence on electricity demand.
We propose a new statistical perspective on modeling and forecasting elec-
tricity spot prices that accounts for the merit order model. In a first step, the
functional relation between electricity spot prices and electricity demand is mod-
eled by daily price-demand functions. In a second step, we parameterize the series
of daily price-demand functions using a functional factor model. The power of
this new perspective is demonstrated by a forecast study that compares our func-
tional factor model with two established classical time series models as well as
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two alternative functional data models.
1.1 Introduction
Time series of hourly electricity spot prices have peculiar properties. They differ
substantially from time series of equities and other commodities because elec-
tricity still cannot be stored efficiently and, therefore, electricity demand has an
untempered effect on the electricity spot price [Knittel & Roberts (2005)].
The development of models for electricity spot prices was triggered by the
liberalization of electricity markets in the early 1990s. Hourly electricity spot
prices are usually considered to be multivariate (24-dimensional) time series since
for each day t the 24 intra-day spot prices are settled simultaneously the day
before [Huisman et al. (2007)].
However, classical time series models adopted for electricity spot prices such
as autoregressive, jump diffusion, or Markov regime switch models reduce the
multivariate time series to univariate time series either by taking daily averages
of the 24 hourly spot prices [Weron et al. (2004), Kosater & Mosler (2006), and
Koopman et al. (2007)] or by considering each hour h separately [Karakatsani &
Bunn (2008)]. These unnatural aggregations and separations of the data neces-
sarily come with great losses in information.
Our model, a functional factor model (FFM), is not a mere adaption of a
classical time series model but is motivated by the data-generating process of
electricity spot prices itself. Pricing in power markets is explained by the merit
order model. This model assumes that the spot prices at electricity exchanges are
based on the marginal generation costs of the last power plant that is required to
cover the demand. The resulting so-called merit order curve reflects the increasing
generation costs of the installed power plants. Often, nuclear and lignite plants
cover the minimal demand for electricity. Higher demand is mostly served by
hard coal and gas fired power plants.
Due to its importance the merit order model is referred to as a fundamental
market model [Burger et al. (2008), Chapter 4]. Essentially, the consideration of
this fundamental model yields to the superior forecast performance of our FFM
in comparison to state of the art time series models and alternative functional
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data models.
It is important to emphasize that the merit order model is not a static model.
The merit order curve rather depends on the variations of the daily prices for
raw materials, the prices of CO2 certificates, the weather, plant outages, and
maintenance schedules of power plants.
The merit order curve is most important for the explanation of electricity spot
prices in the literature on energy economics and justifies our view on the set of
hourly electricity spot prices {yt1, . . . , yt24} of day t. We do not interpret them
as 24-dimensional vectors but rather as noisy discretization points of a smooth
price-demand function Xt, which can be formalized as follows:
yth = Xt(uth) + εth,
where uth denotes electricity demand at hour h of day t and εth is assumed to be
a white noise process.
The price-demand function Xt(u) can be seen as the empirical counterpart
of the merit order curve estimated non-parametrically from the N = 24 hourly
price-demand data pairs (yt1, ut1), . . . , (ytN , utN). Five exemplary estimated price-
demand functions Xˆt(u) are shown in the lower panel of Figure 1.1. Figure 1.2
visualizes the temporal evolution of the time series of price-demand functions by
showing the univariate time series Xˆ1(u), . . . , XˆT (u) for a fixed value of electricity-
demand u = 58, 000 MW for the whole observed time span of T = 717 work days
(Mo.-Fr.) from January 1, 2006 to September 30, 2008.
In order to capture the dynamic component of the price-demand functions we
assume them to be generated by a functional factor model defined as
Xt(u) =
K∑
k=1
βtkfk(u),
where the factors or basis functions fk are time constant and the corresponding
scores βtk are allowed to be non-stationary time series.
We do not specify a constant mean function in our FFM, since we allow the
time series of price-demand functions (Xt(u)) to be non-stationary. Consequently,
the classical interpretation of the factors fk as perturbations of the mean does
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Hours
G
W
0 20 40 60 80 100 120
39
49
58
67
Time Series of Electricity Spot Prices (5 Work days: March 3−7, 2008)
Hours
E
U
R
/M
W
h
0 20 40 60 80 100 120
20
40
60
80
Time Series of Price−Demand Functions (5 Work days: March 3−7, 2008)
GW
E
U
R
/M
W
h
20
40
60
80
l
l
l
l
l
l
l
l
l
lll
ll
ll
ll
ll
39 51 62 46 56 66 46 56 66 43 54 64 48 57 67
lll
l
l
l
l
l
ll
l
l
l
l
ll
llllll
l
ll
l
l
l
l
l l
ll
l
l
l
l
ll
lll
l
l
l
l
l
l
ll
l
lll
l
l
l
l
l
ll
l
ll
l
l
lll
l l
lll
ll
ll
l
l
l
l
ll
lll
Figure 1.1: Upper Panel: Time series of electricity demand (uth), measured
in GW (1 GW = 1000 MW). Middle Panel: Electricity spot prices (yth).
Lower Panel: Price-demand functions (Xˆt) with noisy discretization points
(yt1, ut1), . . . , (ytN , utN).
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not apply—as common in the literature on dynamic (functional) factor models;
see, e.g., Hays et al. (2012).
Note that the five price-demand functions in the lower panel of Figure 1.1
are observed on different domains. This distinguishes our functional data set
from classical functional data sets, where all functions are observed on a common
domain. We refer to this feature as random domains and its consideration in
Sections 1.4.3 and 1.4.5 is a central part of our estimation procedure.
We use a two-step estimation procedure. The first step is to estimate the daily
price-demand functions Xˆt by cubic spline smoothing for all days t ∈ {1, . . . , T}.
The second step is to determine a K <∞ dimensional common functional basis
system {f1, . . . , fK} for the estimated price-demand functions Xˆ1, . . . , XˆT . Given
this system of basis functions we model the estimated daily price-demand func-
tions by a functional factor model—using the basis functions as common factors.
The fitted discrete hourly electricity spot prices yˆth are then obtained through
the evaluation of the modeled price-demand functions at the corresponding hourly
values of demand for electricity; formally written as: yˆth = Xˆt(uth).
Functional data analysis (FDA) can share our perspective on electricity spot
prices. A broad overview of many different FDA methods can be found in the
monographs of Ramsay & Silverman (2005) and Ferraty & Vieu (2006). Particu-
larly, Chapter 8 in Ramsay & Silverman (2005) and the non-parametric methods
for computing the empirical covariance function as proposed in Staniswalis & Lee
(1998), Yao et al. (2005), Hall et al. (2006), and Li & Hsing (2010) are important
methodological references for this paper.
The application of models from the functional data literature to electricity
market data is not new. For example, there is a vast literature on modeling and
forecasting electricity demand; see, e.g., Ferraty & Vieu (2006) and Antoch et al.
(2010). However, modeling and forecasting electricity spot prices is much more
difficult than modeling and forecasting electricity demand. The semi-functional
partial linear model (SFPL) of Vilar et al. (2012) is one of the very rare cases in
which FDA methods are used to forecast electricity spot prices.
Two very recent examples of other functional factor models are given by the
functional factor analysis in Liu et al. (2012) and the functional dynamic factor
model (FDFM) in Hays et al. (2012). Liu et al. (2012) propose a new rotation
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scheme for the functional basis components. Hays et al. (2012) model a time
series of yield curves and estimate their model by the EM algorithm. In contrast
to the FDFM of Hays et al. (2012) we do not have to make a priori assumptions
on the stochastic properties of the time series of scores in order to estimate our
model components. Furthermore, we are able to model and forecast functional
time series observed on random domains.
Very close to the FDFM of Hays et al. (2012) is the Dynamic Semiparametric
Factor Model (DSFM) of Park et al. (2009). As our functional factor model the
DSFM does not need a priori assumptions on the time series of scores. This
and the fact that the DSFM was already successfully applied to electricity prices
[Borak & Weron (2008) and Härdle & Trück (2010)] makes the DSFM a perfect
competitor for our FFM.
The main difference between the FDFM of Hays et al. (2012) and the DSFM
of Park et al. (2009) in comparison to our FFM is that the FFM can deal with
functional times series observed on random domains. Furthermore, Park et al.
(2009) use an iterating optimization algorithm to estimate the basis functions of
the DSFM, whereas we standardize the elements of the time series (Xt) so that
we can robustly estimate the basis functions by functional principal component
analysis. Our estimation procedure is much simpler to implement and faster with
respect to computational time than the Newton-Raphson algorithm suggested in
Park et al. (2009).
The next section is devoted to the introduction of our data set and to a critical
consideration of the stylized facts of electricity spot prices usually claimed in
the electricity literature. In Section 1.3 we present our functional factor model
and in Section 1.4 its estimation. An application of the model to real data is
presented in Section 1.5. Finally, the performance of the functional factor model
is demonstrated by an extensive forecast study in Section 1.6.
1.2 Electricity data
We demonstrate our functional factor model by modeling and forecasting elec-
tricity spot prices of the German power market traded at the European Energy
Exchange (EEX) in Leipzig. The German power market is the biggest power
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Figure 1.2: Univariate time series of fitted price-demand functions
Xˆ1(u), . . . , XˆT (u) evaluated at u = 58000 MW. Gaps correspond to holidays.
market in Europe in terms of consumption. The wholesale market is fragmented
into an Over The Counter (OTC) market and the EEX. While the OTC mar-
ket has a continuous trade, the EEX has a single uniform price auction with a
gate closure for the day ahead market at 12 p.m. the day before physical deliv-
ery. Although three-fourths of the trading volume is settled via bilateral OTC
contracts, the EEX spot price is of fundamental importance as benchmark and
reference point for other markets, such as OTC or forward markets [Ockenfels
et al. (2008), Chapter 1].
The data for this analysis stem from three different publicly available sources.
The hourly spot prices of the German electricity market are provided by the
European Energy Exchange (www.eex.com), hourly values of Germany’s gross
electricity demand are provided by the European Network of Transmission System
Operators for Electricity (www.entsoe.eu), and German wind power infeed data
are provided by the EEX Transparency Platform (www.transparency.eex.com).
In the German electricity market, as in most of the electricity markets in the
world, renewable energy sources are usually provided with purchase guarantees.
Therefore, not the hourly values of gross electricity demand are relevant for the
pricing at the EEX but rather the hourly values of gross demand minus the
hourly electricity infeeds from renewable energy sources. We consider only wind
14 Modeling Electricity Spot Prices
power infeed data since the influences of other renewable energy sources such
as photovoltaic and biomass on electricity spot prices are still negligible for the
German electricity market (and their explicit consideration essentially would lead
to the same results).
The data consists of pairs (yth, uth) with yth denoting the electricity spot price
and uth the electricity demand of hour h ∈ {1, . . . , 24} at day t. We define
electricity demand uth as the gross electricity demand of hour h and day t minus
the wind power infeed of electricity at the corresponding hour h and day t.
The data set analyzed in this article covers T = 717 work days (Mo.-Fr.)
within the time horizon from January 1, 2006 to September 30, 2008. For the
sake of clarity, only working days are considered in our analysis since for weekends
there are different compositions of the power plant portfolio. The same reasoning
applies to holidays and so-called Brückentage, which are extra days off that bridge
single working days between a bank holiday and the weekend. Therefore we set
all holidays and Brückentage to NA-values.
As a referee noted, the time span of our data set is peculiar. Starting around
January, 2007 a price bubble for raw commodities such as coal and gas was formed,
which induced a strong increase in the electricity spot prices. Interestingly, the
increase in the electricity spot prices is hardly visible in the original time series
as shown in Figure 1.6. But it catches the eye in the plot of Figure 1.2, which
shows the time series of price-demand functions (Xˆt(u)|u) evaluated for a certain
value of electricity demand u = 58, 000 MW. The reason is that at this relatively
high value of electricity demand usually coal and gas fired power plants cover the
demand.
Very few (only 0.5%) of the data pairs (yth, uth) with prices yth > 200 EUR/MWh
have to be treated as outliers since they cannot be explained by the merit order
model. Even in exceptional situations the marginal costs of electricity produc-
tion do not exceed the value of 200 EUR/MWh. Prices above this threshold are
referred to as price spikes and have to be explained using an additional scarcity
premium [Burger et al. (2008), Chapter 4]. The analysis of price spikes is a re-
search topic on its own [Christensen et al. (2009)] and is not within the scope of
this paper.
We exclude the outliers for the estimation of our model and denote the amount
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of data pairs of day t used for estimation by Nt ≤ N = 24. Nevertheless, we
use the whole data set, including the outliers, in order to assess the forecast
performance of our model in Section 1.6.
Review: Stylized facts of electricity data Our functional perspective on
electricity spot prices allows us to review critically the so-called “stylized facts”
of hourly electricity spot prices (yth). Usually, time series of electricity spot
prices are assumed (i) to have deterministic daily, weekly and yearly seasonal
patterns, (ii) to show price dependent volatilities, and (iii) to be stationary (after
controlling for the seasonal patterns); see Huisman & De Jong (2003), Knittel
& Roberts (2005), Kosater & Mosler (2006), Huisman et al. (2007), and many
others.
At first glance these stylized facts seem to be reasonable; see the middle panel
in Figure 1.1. However, the first two stylized facts, (i) and (ii), are mislead-
ing since both have their origins in the time series of electricity demand: the
characteristics of electricity demand are rather carried over to the time series of
electricity spot prices.
This can be explained by a micro-economic point of view, again using the
merit order model. The merit order curve induces a monotone increasing sup-
ply function for electricity, which implies higher electricity spot prices for higher
values of electricity demand, where electricity demand can be considered as in-
elastic. Given this micro-economic point of view, we can regard the daily supply
functions for electricity as diffusers in the transmission from electricity demand
uth to the electricity spot price yth.
Additional diffusion comes from the variations of the daily supply functions
caused by the varying input-costs of, e.g., coal and gas. Compare to this the time
series of electricity demand with the time series of electricity spot prices shown in
the upper and middle panels of Figure 1.1 respectively. The seasonal patterns of
electricity spot prices are just a diffused version of the smoother seasonal patterns
of electricity demand.
Price dependent volatility (ii) can be explained by the slope of the merit order
curve, which is increasing with electricity demand. Changes in electricity demand
have greater price effects for greater values of electricity demand and therefore
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cause greater volatilities than is the case for lower values of electricity demand.
Stationarity (iii) has to be considered critically, too. Recently, Bosco et al.
(2010) were able to show empirically that electricity spot prices at the EEX have
a unit root. The authors point out that the stationarity assumption might be
wrong in markets that are influenced by price-enhancing sources such as prices
for coal and gas since time series of coal and gas prices are commonly found to
be non-stationary. Our functional factor model allows for non-stationarity in the
time series of price-demand functions (Xt) and, in fact, tests indicate that the
estimated series of price-demand functions is non-stationary; see Section 1.5.2.
This short review of electricity spot prices demonstrates that electricity data
are complex with dynamics induced by the variations of the merit order curve
(mainly caused by varying input-costs) and separate additional dynamics induced
by electricity demand. To the best of our knowledge, our functional factor model
is the first model that allows for a separate consideration of these two stochastic
sources. The variations dedicated to the dynamics of the merit order curve are
captured by the price-demand functions and modeled by our functional factor
model. The problem of modeling and forecasting electricity demand is “out-
sourced” and the statistician can choose powerful specialized models for time
series of gross electricity demand [Antoch et al. (2010)] and time series of wind
power [Lau & McSharry (2010)]. This separation corresponds to the real data
generating process.
1.3 Functional factor model
As mentioned above, electricity spot prices yt1, . . . , yt24 are actually one-day-
ahead future prices since they are settled simultaneously at day t − 1. This
implies that there is some degree of uncertainty about the next day world in the
electricity spot price yth, which we model non-parametrically as
yth = Xt(uth) + εth. (1.1)
The error terms εth are assumed to be iid white noise errors with finite vari-
ance V(εth) = σ2ε and each function Xt is assumed to be continuous and square
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integrable.
For each function Xt the values of electricity demand uth are only observed
within random sub-domains D(Xt) = [at, bt], where [at, bt] ⊆ [A,B] ⊂ R. The
unobserved univariate time series (at) and (bt) are assumed to be time series
processes with A ≤ at < bt ≤ B and marginal pdf’s of at and bt given by
fa(za) > 0 and fb(zb) > 0 for all za, zb ∈ [A,B] and t ∈ {1, . . . , T}.
The price-demand functions are relatively homogeneous. All of them look very
similar to the five randomly chosen price-demand functions shown in the lower
panel of Figure 1.1. The underlying reason for this homogeneity is that, on the
one hand, the merit order curve induces rather simple monotone increasing price-
demand functions. On the other hand, the general portfolio of power plants, which
is reflected by the merit order curve, is changing very slowly and can be considered
as constant over the period of our analysis. We formalize this homogeneity of the
price-demand functions by the assumption that the time series of price-demand
functions (Xt) is generated by a functional factor model with time constant basis
functions.
Given this assumption, every price-demand function Xt can be modeled by
the same set of K < ∞ (unobserved) basis functions f1, . . . , fk, . . . , fK with
fk ∈ L2[A,B], which span the K-dimensional functional space HK ⊂ L2[A,B]
such that we can write
Xt(u) =
K∑
k=1
βtkfk(u) for all u ∈ [at, bt], (1.2)
where the common basis functions fk as well as the scores βtk are unobserved and
have to be determined from the data. We use the usual orthonormal identifica-
tion restrictions for the basis functions, which require that
∫ B
A f
2
k (u) du = 1 and∫ B
A fk(u)fl(u) du = 0 for all k < l ∈ {1, . . . , K}.
The K real time series (βt1), . . . , (βtK) are defined as

βt1
...
βtK
 =

∫ bt
at
f 21 · · ·
∫ bt
at
f1fK
... . . . ...∫ bt
at
f1f2 · · · ∫ btat f 2K

−1
∫ bt
at
f1Xt
...∫ bt
at
fKXt
 (1.3)
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and are allowed to be arbitrary non-stationary processes. Note that for at = A
and bt = B the definition of the scores βtk corresponds to the classical definition,
given by βtk =
∫ B
A Xt(u)fk(u) du.
In the following section we propose an estimation algorithm for the functional
factor model.
1.4 Estimation procedure
As outlined in Sections 2.3 and 1.2 we do not observe the series (Xt) directly
but have to estimate each price-demand function Xt from the corresponding data
pairs (yt1, ut1),. . . ,(ytNt , utNt). After this initial estimation step, which is discussed
in Section 1.4.1, we show in Section 1.4.2 how to determine an orthonormal
K-dimensional basis system {f1, . . . , fK} for the classical functional data case
when all price-demand functions X1, . . . , XT are observed on the deterministic
domain D(Xt) = [A,B]. In Section 1.4.3 we generalize the determination of
the orthonormal K-dimensional basis system {f1, . . . , fK} to our case, where the
price-demand functionsXt are observed only on random domains D(Xt) = [at, bt].
Finally, we define our estimator {fˆ1, . . . , fˆK} in Section 1.4.4.
As usually for (functional) factor models, the set of factors {f1, . . . , fK} in
Eq. (1.2) is only determined up to orthonormal rotations. Furthermore, the deter-
mination of an orthonormal K-dimensional basis system {fˆ1, . . . , fˆK} for a given
series (Xˆt) is, in the first instance, a mere algebraic problem. But it is also a sta-
tistical estimation problem in the sense that HˆK , with HˆK = span(fˆ1, . . . , fˆK), is
a consistent estimator of the theoretical counterpart HK . The crucial assumption
is that Xt comes from the FFM (1.2). Consistency of the estimation follows from
the consistency of the single non-parametric estimators Xˆt(u), which converge in
probability against Xt(u) as Nt → ∞ for all u ∈ [at, bt] and all t ∈ {1, . . . , T}
[Benedetti (1977)]. Below in Section 1.4.5 we consider this issue in more detail.
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1.4.1 Estimation of the price-demand functions Xt
The estimation of the functions Xt from the data pairs (yt1, ut1), . . . , (ytNt , utNt)
is done by minimizing
d(X |t) =
Nt∑
h=1
(yth − X (uth))2 + b
∫ bt
at
(D2X (u))2 du (1.4)
over all twice continuously differentiable functions X , whereD2X denotes the 2nd
derivative of X and b > 0 is a preselected smoothing parameter. Spline theory
assures that any solution Xˆt of the minimization problem (1.4) can be expanded
by a natural spline basis [De Boor (2001a)]. Therefore we can use the expansion
X (u) = c′φ(t) , where φ is the (Nt + 2)-vector of natural spline basis functions
of degree 3 and c is the (Nt + 2)-vector of coefficients over which Eq. (1.4) is
minimized. This procedure is usually denoted as cubic spline smoothing and the
interested reader is referred to the monographs of De Boor (2001a) and Ramsay
& Silverman (2005).
An important issue that remains to be discussed is the selection of the smooth-
ing parameter b. Usually, the optimal smoothing parameter bopt is chosen by
(generalized) cross-validation such that the trade-off between bias and variance
of the estimate Xˆt is optimized asymptotically with respect to the mean inte-
grated squared error (MISE) criterion. However, our aim is not an optimal single
estimate Xˆt but rather an optimal estimation of the basis system {f1, . . . , fK}
for which we can use the information of all price-demand functions X1, . . . , XT .
Consequently, we do not have to optimize the MISEs of the single estimators
Xˆt but those of their weighted averages fˆ1, . . . , fˆK . In this case an undersmooth-
ing parameter bK < bopt has to be chosen. This was discussed for the first time in
Benko et al. (2009). The underlying reason is that the estimators fˆ1, . . . , fˆK es-
sentially are weighted averages over all Xˆ1, . . . , XˆT . Averaging reduces the overall
variance and therefore opens the possibility for a further reduction in the MISEs
of the estimators fˆ1, . . . , fˆK by a further reduction of the bias-component through
choosing bK < bopt in the minimization of Eq. (1.4). Benko et al. (2009) propose
to approximate an optimal undersmoothing parameter bK by minimizing the
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following cross-validation criterion:
CV (bK) =
T∑
t=1
Nt∑
i=1
{
yth −
K∑
k=1
γˆtkfˆk,−t(uth)
}
, (1.5)
over 0 ≤ bK ≤ ∞, where γˆtk are the OLS estimators of βˆtk and fˆk,−t denote
the estimators of ftk based on the data pairs (ysh, ush) with s ∈ {1, . . . , t− 1, t+
1, . . . , T}. We denote the estimators ofXt based on an undersmoothing parameter
bK by X˜1, . . . , X˜T and those based on bopt by Xˆ1, . . . , XˆT .
As can be seen in Eq. (1.5) an optimal undersmoothing parameter bK de-
pends on the dimension K. The problem of choosing K can be seen as a model
selection problem, which generally can be solved using information criteria. For
our application in Section 1.5 we use the simple cumulative variance criterion as
well as the AIC type criterion proposed in Yao et al. (2005).
1.4.2 Estimation of the basis system {f1, . . . , fT}
Our estimation procedure uses the property that any orthonormal basis system
{f1, . . . , fK} of the series (Xt) has to fulfill the minimization problem
T∑
t=1
||Xt −
K∑
k=1
βtkfk||22 = min
BK
T∑
t=1
min
γt1,...,γtK∈R
||Xt −
K∑
k=1
γtkgk||22 (1.6)
over all possible K-dimensional orthonormal basis systems BK = {g1, . . . , gK},
where g1, . . . , gK ∈ L2[A,B] and ||.||2 denotes the functional L2 norm ||x||2 =√∫ B
A x
2(u) du for any x ∈ L2[A,B]. This property is a direct consequence of the
FFM (1.2).
The minimization problem (1.6) can be used to define an estimator for a basis
system {f1, . . . , fK}. We would only have to replace the unobserved functions Xt
with their undersmoothed estimators X˜t and try to find a basis system that min-
imizes the right hand side (rhs) of Eq. (1.6) using functional principal component
analysis (FPCA).
Before we present the analytic solution we adjust the minimization prob-
lem (1.6). This adjustment yields a robustification, which is needed since we
allow the K time series (βt1), . . . , (βtK) to be non-stationary processes. The non-
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stationarity of the scores (βt1), . . . , (βtK) implies that different functions Xt and
Xs can be of very different orders of magnitude, i.e., ||Xt||2  ||Xs||2. In such
cases, the squared L2-norm on the rhs of Eq. (1.6) sets an overproportional weight
on functions with great orders of magnitude, and a functional principal compo-
nent estimator based on Eq. (1.6) would be distorted toward those functions Xs
that have great orders of magnitude ||Xs||2.
If we were only interested in the determination of some set of basis functions
{f1, . . . , fK} that spans the same space HK as the set of functions {X1, . . . , XT},
we would not have to care about functions Xs with great orders of magnitude
||Xs||. However, if we are interested in the interpretation of the basis functions
fk we want them to be representative for all functions X1, . . . , XT .
A general solution to this problem is to replace the price-demand functions Xt
in (1.6) with their standardized counterparts X∗t = Xt/||Xt||, which have equal
orders of magnitude ||X∗t || = 1 for all t ∈ {1, . . . , T}. Using this replacement
yields the following new minimization problem:
T∑
t=1
||X∗t −
K∑
k=1
β∗tkf
∗
k ||22 = min
BK
T∑
t=1
min
γt1,...,γtK∈R
||X∗t −
K∑
k=1
γtkgk||22 (1.7)
Solving Eq. (1.7) by FPCA generally will yield different basis functions f ∗k
than solving Eq. (1.6). However, both minimization problems (1.6) and (1.7)
are equivalent in the sense that both sets of basis functions {f ∗1 , . . . , f ∗K} and
{f1, . . . , fK} are equivalent up to orthonormal rotations and therefore span the
same space HK . The standardization yields to a simple base change, which can
be seen by the fact that the original price-demand functions Xt can be written
in terms of the basis functions f ∗k as Xt =
∑K
k=1(||Xt|| · β∗tk)f ∗k .
The standardization of all price-demand functions Xt in the minimization
problem (1.7) allows us to establish a non-distorted estimator {fˆ1, . . . , fˆK} that
represents all price-demand functions equally well. This approach is similar to
robust estimation procedures proposed by Locantore et al. (1999) and Gervini
(2008) but differs conceptually insofar as we do not consider any functional ob-
servation Xt as an outlier.
We construct our estimator {fˆ1, . . . , fˆK} from the analytic solution of the
minimization problem (1.7). The solutions of the inner minimization problem
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with respect to the scores γtk are given by least squares theory, and we can write
T∑
t=1
||X∗t −
K∑
k=1
β∗tkf
∗
k ||22 = min
BK
T∑
t=1
||X∗t − P gKX∗t ||22, (1.8)
where P gK , defined as P
g
KX
∗
t =
∑K
k=1
(∫ B
A X
∗
t (v)gk(v)dv
)
gk, is a linear projection
operator that projects the standardized price-demand functions X∗t into the sub-
space of L2[A,B] spanned by the orthonormal basis system BK = {g1, . . . , gK}.
It is well known that a solution of the minimization problem (1.8) with respect
to all K-dimensional orthonormal basis systems BK can be determined by FPCA.
This so-called “best basis property” of the empirical eigenfunctions eT,1, . . . , eT,K
is of central importance for this paper; see Section 8.2.3 in Ramsay & Silverman
(2005), among others. Note that the eigenvalues λT,k with k ∈ {1, . . . , K} may
be of multiplicity L > 1; in this case eT,k ∈ Ek with Ek = span(eTk,1, . . . , eTk,L).
A solution of (1.8) is given by the set of eigenfunctions {eT,1, . . . , eT,K} that
belong to the first K greatest eigenvalues λT,1 > λT,2 > · · · > λT,K > 0 of the
empirical covariance operator ΓT defined as
(ΓTx)(u) =
∫ B
A
γT (u, v)x(v)dv for all x ∈ L2[A,B], (1.9)
where the empirical covariance function γT (u, v) is defined as local linear surface
smoother in Eq. (1.10). We use this non-parametric version of γT (u, v), since it
can be applied to the classical case of deterministic domains Dt(Xt) = [A,B] as
well as to the case of random domains Dt(Xt) = [at, bt] discussed in the following
Section 1.4.3. Contrary to this, the classical textbook definition of γT (u, v) cannot
be applied to the case of random domains1.
1.4.3 Random domains D(Xt) = [at, bt]
From a computational perspective, functional data observed on random domains
cause problems similar to sparsely observed functional data. For the latter case
there is already a broad stream of literature based on the papers of Staniswalis
& Lee (1998), Yao et al. (2005), Hall et al. (2006), and Li & Hsing (2010).
1The classical definition is given by γT (u, v) = T−1
∑T
t=1Xt(u)Xt(v).
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We follow Yao et al. (2005) and compute the covariance function γT by lo-
cal linear surface smoothing. Here, γT (u, v) = βT,0 and βT,0 is determined by
minimizing
T∑
t=1
Nt∑
i,j=1
κ2
(
(uti − u)
bγ
,
(utj − v)
bγ
)
{X∗t (uti)X∗t (utj)− f(βT , (u, v), (uti, utj))}2 (1.10)
over βT = (βT,0, βT,11, βT,12)′ ∈ R3, where f(βT , (u, v), (uti, utj)) = βT,0+βT,11(u−
uti) + βT,12(v − utj), uti are the observed values of electricity demand, bγ is the
smoothing parameter that can be determined, for instance, by (generalized) cross-
validation, and κ2 : R2 → R is a two-dimensional kernel function such as the
multiplicative kernel κ2(x1, x2) = κ(x1)κ(x2) with κ being a standard univariate
kernel such as the Epanechnikov kernel. See Yao et al. (2005) and Fan & Gijbels
(1996) for further details.
1.4.4 The estimator {fˆ1, . . . , fˆK}
Given the analytic solution of the minimization problem (1.8) we can now define
the estimator {fˆ1, . . . , fˆK}. The only thing that we have to do is to replace the
standardized price-demand functions X∗t in Eq. (1.10) by their undersmoothed
and standardized estimators X˜∗t , where X˜∗t = X˜t/||Xˆt||2.
Note that we scale the undersmoothed estimator X˜t with the L2 norm of the
estimator Xˆt, which is optimally smoothed with respect to the single observation
Xt. Undersmoothing of the price-demand functions is always important if the
target quantity, such as the covariance function γT (u, v), consist of an average
over all functions. The approximation of the norm ||Xt|| does not involve averages
over all functions, such that we are better off to use the norm of the classically
smoothed curves ||Xˆt||.
Let us denote the estimator of the empirical covariance operator ΓT by ΓˆT ,
defined as
(ΓˆTx)(u) =
∫ B
A
γˆT (u, v)x(v)dv for all x ∈ L2[A,B], (1.11)
where γˆT (u, v) is determined by minimizing Eq. (1.10) after replacing X∗t =
Xt/||Xt|| by X˜∗t = X˜t/||Xˆt||2. Accordingly, we denote the first K ordered eigen-
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values and the corresponding eigenfunctions of ΓˆT by λˆT,1 > · · · > λˆT,K and
eˆT,1, . . . , eˆT,K .
The estimator {fˆ1, . . . , fˆK} is then defined as any orthonormal rotation of the
orthonormal basis system {eˆT,1, . . . , eˆT,K} determined by Eq. (1.8). The trivial
case would be to use the empirical eigenfunctions eˆT,1, . . . , eˆT,K directly as basis
functions such that fˆk = eˆT,k for all k ∈ {1, . . . , K}. It is generally left to the
statistician to choose an appropriate orthonormal rotation scheme, which facili-
tates the interpretation. In our application we use the well-known VARIMAX-
rotation.
Following our assumptions on the data generating process in Eq. (1.2) we use
the basis system {fˆ1, . . . , fˆK} in order to re-estimate the functions X1, . . . , XT by
Xˆft =
K∑
k=1
βˆtkfˆk, (1.12)
where the parameters βˆtk are defined according to Eq. (1.3). This is a crucial
step of the estimation procedure. Given that our model assumption in Eq. (1.2)
is true, the original single cubic smoothing splines estimates Xˆt will be much
less efficient estimators of the price-demand functions Xt than the estimators Xˆft
since the latter use the information of the whole data set.
1.4.5 A note on convergence
Assume that we are able to observe the (unobservable) set of functions {X1, . . . , XT}
as defined in Eq. (1.2) but with deterministic domains D(Xt) = [A,B]. In this
case theK empirical eigenfunctions eT,1, . . . , eT,K can be determined from the em-
pirical covariance operator ΓT as defined in Eq. (1.9) based on the classical defini-
tion of the empirical covariance function γT (u, v) = K−1
∑K
k=1Xtk(u)Xtk(v). Ac-
tually, only a subset of at least K linear independent functions, say Xt1 , . . . , XtK ,
would suffice to determine the K empirical eigenfunctions eT,1, . . . , eT,K .
In this case, the determination of the basis system {eT,1, . . . , eT,K} is a mere
algebraic problem. Furthermore, the space HK spanned by the basis system
{eT,1, . . . , eT,K} does not depend on the data. By the definition in Eq. (1.2), two
sets of functions {X1, . . . , XT} and {X1, . . . , XT ′} span the same space HK for
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all T ′ ≥ T ≥ K, such that also the corresponding basis systems {eT,1, . . . , eT,K}
and {eT ′,1, . . . , eT ′,K} span the same space HK .
Though, we do not observe the functionsXt but the noisy discretization points
yth = Xt(uth) + εth. Starting with the first scenario of deterministic domains
D(Xt) = [A,B], the determination of the estimated basis system {eˆT,1, . . . , eˆT,K}
can be done from the estimated empirical covariance operator ΓˆT defined in
Eq. (1.11). Again, this on its own is a mere algebraic problem but it yields
to our consistency argument.
The estimated eigenfunction eˆTk we can written as a continuous function of
Xˆ1, . . . , XˆT , say eˆTk = gk(Xˆ1, . . . , XˆT ). By the continuous mapping theorem
eˆTk = gk(Xˆ1, . . . , XˆT ) converges to eTk = gk(X1, . . . , XT ) as Xˆt(u)→ Xt(u), e.g,
in probability as Nt →∞ for all u ∈ [A,B] and t ∈ {1, . . . , T} with T ≥ K. We
additionally have to assume that all involved smoothing parameters go against
zero appropriately fast such that NbK → ∞, Nbopt → ∞, and NTbγ → ∞
[Benedetti (1977)]. Eigenfunctions ek are determined up to sign changes and it
is assumed that the correct signs are chosen.
In this sense we can state that HˆK = span(eˆT,1, . . . , eˆT,K) converges to HK =
span(eT,1, . . . , eT,K), which is all we can achieve for (functional) factor models,
since the single factors fk remain unidentifiable.
Finally, it only remains to consider the scenario of random domains D(Xt) =
[at, bt]. Also in this case any two points (u, v) ∈ [A,B] have to be covered by
at least K price-demand functions, which is fulfilled asymptotically. By our
assumptions the time series (at) and (bt) are processes with A ≤ at < bt ≤ B
and the marginal pdf’s of at and bt are given by fa(za) > 0 and fb(zb) > 0 for all
za, zb ∈ [A,B] and t ∈ {1, . . . , T}. This yields that
Pr (at ∈ [A,A+ ε]) > 0 and Pr (bt ∈ [B − ε, B]) > 0 for any ε > 0,
such that for T → ∞ with probability one there are sub-series (as) and (bs) of
(at) and (bt) for which the boundary points A and B are accumulation points.
From this it follows that as T → ∞ we can find always more than K functions
Xt that cover the points u, v ∈ [A,B].
To conclude, consistency of our estimation procedure relies on our model
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assumptions in Eq.’s (1.1) and (1.2) and is driven by the consistency of the first
step estimators of the price-demand functions Xt(u).
1.5 Application
In this section we apply our estimation procedure of the FFM described in Section
1.4 to the data set described in Section 1.2. In Section 1.5.1 we show how to
interpret the factors and demonstrate an exemplary analysis of the scores and in
Section 1.5.2 we validate the crucial model assumptions.
A drawback of the cross-validation criterion in Eq. (1.5) is that it depends on
the unknown dimension K. Therefore, we, first, determine optimal undersmooth-
ing parameters bK for several values of K and, second, choose the dimension K,
which minimizes the AIC of Yao et al. (2005).
The AIC type criterion indicates an optimal dimension of K = 2 (AIC values
in Table 1.1 are shown as differences from the lowest AIC value). These first two
basis functions are able to explain 99.95% of the variance. The minimization of
the cross-validation criterion (1.5) forK = 2 yields an undersmoothing parameter
of b 2 that is only two tenth of the usual cross-validation smoothing parameter
bopt; see Table 1.1.
K bK/bopt AIC Cum. Var.
1 0.1 596.4 92.62%
2 0.2 0 99.95%
3 0.3 52.9 99.97%
Table 1.1: Undersmoothing parameters bK (shown as fractions of the usual cross-
validation smoothing parameter bopt), AIC values (shown as differences from the
lowest AIC value), and cumulative variances for the dimensions K ∈ {1, 2, 3}.
Based on the undersmoothed and scaled estimators X˜∗t = X˜t/||Xˆt|| we com-
pute the estimator γˆT of the empirical covariance function γT by local linear
surface smoothing, as explained in Section 1.4.4. The result is shown in the left
panel of Figure 1.3. The plot of the estimator γˆT shows clearly that the sample
variance of the standardized price-demand functions X˜∗t increases monotonically
with electricity demand.
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The estimators of the first two empirical eigenfunctions eˆT,1 and eˆT,2 are de-
termined from the eigendecomposition of a discretized version of the estimated
empirical covariance function γˆT using an equidistant grid of n×n discretization
points of the plane [A,B]2. The estimation of the smooth eigenfunctions by dis-
cretizing the smooth covariance function is common in the FDA literature; see,
e.g., Rice & Silverman (1991).
In order to find an appropriate number n of discretization points there is the
following trade off, which has to be considered: On the one hand n must be small
enough that the algorithm to compute the eigendecomposition runs stable. On
the other hand n must be great enough that the n × n-matrix of discretization
points forms a good approximation to the covariance function. The choice of
n = 50 appears to be appropriate for our application. As a robustness check we
also tried values of n ranging from 20 to 70, which yield nearly identical results.
We rotate the basis system of the estimated eigenfunctions {eˆT,1, eˆT,2} by the
VARIMAX-criterion in order to get interpretable basis functions fˆ1 and fˆ2. The
two rotated basis functions fˆ1 and fˆ2 explain 58.63% and 41.32% of the total
sample variance of the price-demand functions Xˆt.
It is convenient to choose an appropriate scaling of the graphs of the basis
functions fˆ1 and fˆ2 in order to plot them with a reasonable order of magnitude.
We scale the graphs by their corresponding average scores ¯ˆβ.i = T−1
∑T
t=1 βˆti for
i ∈ {1, 2}. In the right panel of Figure 1.3 the graph of fˆ1 ¯ˆβ.1 is plotted as a solid
line, whereas the graph of fˆ2 ¯ˆβ.2 is plotted as a dashed line.
Given the basis system {fˆ1, fˆ2} we re-estimate the functions X1, . . . , XT by
Eq. (1.12) such that
Xˆft = βˆt1fˆ1 + βˆt2fˆ2.
To simplify the notation we write Xˆt = Xˆft from now on. The coefficients βˆt1
and βˆt2 are determined by OLS regressions of Xˆt simultaneously on fˆ1 and fˆ2
after discretizing the functions at the Nt observed values of electricity demand
ut1, . . . , utNt . The time series of the scores are shown in Figure 1.4.
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Figure 1.3: Left Panel: Empirical covariance function γˆT . Right Panel:
VARIMAX rotated basis functions fˆ1 (solid line) and fˆ2 (dashed line), scaled by
the average scores ¯ˆβ.1 and ¯ˆβ.2, respectively.
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Figure 1.4: Time series of the first scores (βˆt1) (solid line) and second scores (βˆt2)
(dashed line). The vertical red line separates the initial learning sample from the
initial forecasting sample. Gaps in the time series correspond to holidays.
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1.5.1 Interpretation of the factors and exemplary analysis
of the scores
Remember that we do not use a mean function in our FFM. Consequently, the
classical interpretation of the factors fˆk as perturbations of the mean does not
apply. A reasonable interpretation of the estimated factors fˆ1 and fˆ2 can be
derived from the classical micro-economic point of view on electricity spot prices;
see also the discussion in Section 1.2.
This point of view allows us to interpret the price-demand functions Xˆt(u) =
βˆt1fˆ1(u)+ βˆt2fˆ2(u) as daily empirical merit order curves or empirical supply func-
tions, where the shape of the curves Xˆt is determined by the factors fˆ1 and fˆ2 and
the scores βˆt1 and βˆt2. For example, steep empirical supply functions have high
score ratios βˆt1/βˆt2 and vice versa. Since steep supply functions are associated
with high prices we could interpret the first factor fˆ1 as the high-price component
and the second factor fˆ2 as the moderate-price component. In general, any inter-
pretation of the factors has to be done with caution since they are only identified
up to orthonormal rotations.
Particularly, the scores βˆt1 and βˆt2 are useful for a further analysis of the
dynamics of the empirical supply functions. For example, researchers or risk
analysts, who wish to predict days with high electricity prices, could try to predict
days with steep empirical supply functions Xˆt.
Days with steep supply functions represent market situations with capacity
constraints, i.e., situations in which power plants with high generation costs are
needed to supply the demanded amount of electricity. There are several causes
for capacity constraints, such as extreme temperatures or power plant outages.
In fact, the time varying steepness of the empirical supply functions (quanti-
fied as time series of score ratios (βˆt1/βˆt2)) is Granger-caused by the time series
of extreme temperatures (defined as absolute temperature deviations from the
mean temperature), where the temperature data is available from the German
Weather Service (www.dwd.de). Figure 1.5 shows the p-values of the correspond-
ing Granger-causality tests (Granger, 1969).
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Figure 1.5: P-values of Granger-causality tests of whether the time varying
steepness of the price-demand functions (quantified as time series of score ra-
tios (βˆt1/βˆt2)) is Granger-caused by past values of the time series of extreme
temperatures.
1.5.2 Validation of the model assumptions
The overall in-sample data fit of the estimated spot prices yˆth = Xˆt(uth), measured
by the R2-parameter, is given by R2 = 0.92 and indicates a good model fit.
Nevertheless, our implicit stability assumption in (1.2) that Xt ∈ HK for all
t ∈ {1, . . . , T}, i.e., that all functions Xt are elements of the same space HK , may
be seen as critical.
In our context it is impossible to validate the stability assumption by statisti-
cal tests such as in Benko et al. (2009) since we do not assume that the time series
of the scores (βt1) and (βt2) are stationary. However, we can compare different
basis systems estimated from subsets of the data with each other. The stability
assumption can be seen as supported if all of these subset-basis-functions span
the same space HˆK .
We define half-yearly data-subsets 6-1, 6-2, 7-1, 7-2, and one nine-month
data-subset 8-1 by choosing according subsets of the index set {1, . . . , T} and
investigate the R2-parameters from subset regressions—such as, e.g., eˆ(6-1)1 (u)
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simultaneously on eˆ(6-2)1 (u) and eˆ
(6-2)
2 (u). This assesses whether the eigenfunc-
tion eˆ(6-1)1 can be seen as an element of the space spanned by the basis system
{eˆ(6-2)1 , eˆ(6-2)2 }.
The results are given in Table 1.2 and clearly support our assumption that
Xt ∈ HK for all t ∈ {1, . . . , T}. The R2-values with respect to the first eigenfunc-
tions eˆ(6-1)1 , eˆ
(6-2)
1 , . . . , eˆ
(8-1)
1 and eˆT,1 are all greater than or equal to 0.99. Also,
the R2-values with respect to the second eigenfunctions eˆ(6-1)2 , eˆ
(6-2)
2 , . . . , eˆ
(8-1)
2 , and
eˆT,2 indicate no clear violation of our model assumption.
The R2-values with respect to the second eigenfunctions are systematically
smaller than those with respect to the first eigenfunctions, since the first order bias
term of an estimated eigenfunction is inversely related to the pairwise distances
of its eigenvalue to all other eigenvalues; see Benko et al. (2009), Theorem 2 (iii).
By construction, these distances are greatest for the first eigenvalue.
eˆ
(6-1)
1 eˆ
(6-1)
2 eˆ
(6-2)
1 eˆ
(6-2)
2 eˆ
(7-1)
1 eˆ
(7-1)
2 eˆ
(7-2)
1 eˆ
(7-2)
2 eˆ
(8-1)
1 eˆ
(8-1)
2
{eˆ(6-1)1 , eˆ(6-1)2 } — — 0.99 0.95 1.00 0.96 1.00 0.89 1.00 0.99
{eˆ(6-2)1 , eˆ(6-2)2 } 0.99 0.95 — — 0.99 0.83 1.00 0.98 1.00 0.95
{eˆ(7-1)1 , eˆ(7-1)2 } 1.00 0.96 0.99 0.83 — — 1.00 0.78 1.00 0.95
{eˆ(7-2)1 , eˆ(7-2)2 } 1.00 0.89 1.00 0.98 1.00 0.78 — — 1.00 0.89
{eˆ(8-1)1 , eˆ(8-1)2 } 1.00 0.99 1.00 0.95 1.00 0.95 1.00 0.89 — —
{eˆT1, eˆT2} 1.00 0.99 1.00 0.96 1.00 0.95 1.00 0.90 1.00 0.99
Table 1.2: Descriptive validation of the assumption that Xt ∈ HK for all t ∈
{1, . . . , T}. The list elements are R2-values, which stem from subset regressions
of, e.g., the eigenfunction eˆ(6-1)1 on the eigenfunctions {eˆ(6-2)1 , eˆ(6-2)2 } in the upper
left case with R2 = 0.99.
Finally, we test for (non-)stationarity of the time series of the scores (βˆt1) and
(βˆt2) using the usual testing procedures such as the KPSS-tests for stationarity
and ADF-tests for non-stationarity (with a 5%-significance level for all tests).
The results allow us to assume that the time series of the scores (βˆt1) and (βˆt2)
are non-stationary. Detailed reports are not shown for reasons of space.
This section demonstrates a very good and stable in-sample fit of our FFM.
Of course, this cannot guarantee a good out-of-sample performance.
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1.6 Forecasting
For our forecasting study we divide the data set into a learning sample of days
t ∈ {1, . . . , TL} and a forecasting sample of days t ∈ {TL + 1, . . . , T}, where the
initial TL + 1 corresponds to January 1, 2008 and T to September 30, 2008. The
learning sample is used to estimate the parameters and the forecasting sample
is used to assess the forecast performance. We enlarge the learning sample after
each ` days ahead forecast by one day. For ` ∈ {1, . . . , 20} days ahead forecasts
this leads to T − TL− (`− 1) = 717− 521− (`− 1) = 197− ` work days that can
be used to assess the forecast performance of our model.
Figure 1.6 shows the whole data set of 717 ·24 = 17, 208 hourly electricity spot
prices along with the indicated time spans of the initial learning and forecasting
sample. Gaps in the time series correspond to holidays. At least from a visual
perspective, the learning sample and the forecasting sample are of comparable
complexity.
In the following Section 1.6.1 we discuss forecasting of electricity spot prices
using the FFM. In Section 1.6.2 we formally introduce four competing forecasting
models (two classical and two FDA models), and in Section 1.6.3 we compare their
predictive performance.
As noted above for the FFM, the two competing FDA models also use learning
data with electricity spot prices below 200 EUR/MWh only. In contrast, the
forecasting sample retains all data, including those with spot prices above 200
EUR/MWh. Advanced outlier forecast procedures, which might yield better
predictive performances, are beyond the scope of this paper.
1.6.1 Forecasting with the FFM
The computation of the ` days ahead forecast yˆTL,h(`) ∈ R of the electricity spot
price yTL+`,h given the information set of the learning sample, say ITL , involves the
computation of the conditional expectation of a nonlinearly transformed random
variable, namely E[fk(uTL+`,h)|ITL ]. We approximate the latter using the naive
plug-in predictor fˆk(uˆTL,h(`)), where uˆTL,h(`) = E[uTL+`,h|ITL ]. This yields to
yˆTL,h(`) = βˆTL,1(`)fˆ1 (uˆTL,h(`)) + βˆTL,2(`)fˆ2 (uˆTL,h(`)) , (1.13)
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Figure 1.6: The whole data set of 17, 208 hourly electricity spot prices. The
vertical red line separates the initial learning sample from the initial forecasting
sample. Gaps in the time series correspond to holidays.
where βˆTL,1(`), βˆTL,2(`), and uˆTL,h(`) are the ` days ahead forecasts of the scores
βˆTL+`,1, βˆTL+`,2, and of the electricity demand value uTL+`,h.
The naive plug-in predictor fˆk(uˆTL,h(`)) is a rather simple approximation of
the conditional expectation E[fk(uTL+`,h)|ITL ]. Here, it performs very well be-
cause the basis functions are relatively smooth. In the case of more complex basis
functions it might be necessary to improve the approximation using higher order
Taylor expansions of fˆk around uˆTL,h(`).
We use the following univariate SARIMA(0, 1, 6)×(0, 1, 1)5-models to forecast
the time series of the scores (βˆti) with i ∈ {1, 2}:
(
1−B
)(
1−B5
)
βˆti =
(
1 +
6∑
l=1
δilB
l
)(
1 + δSi B5
)
ωti, (1.14)
where B is the back shift operator. In order to ensure that the SARIMA models
(1.14) are not sample dependent, we select them from a set of reasonable alterna-
tive SARIMA models, where all of them are confirmed by the usual diagnostics
on the residuals. Each of the confirmed models is applied to different subsets of
the learning sample and the final model selection is done by the AIC. As usual,
the ` days ahead forecasts βˆTL,1(`) and βˆTL,2(`) are given by the conditional ex-
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pectations of βˆTL+`,1 and βˆTL+`,2 given the data from the learning sample; see,
e.g., Brockwell & Davis (1991).
A first visual impression of the forecast performance is given in Figure 1.7,
which compares the 24 hourly spot prices yth with the 1 day ahead forecast of
the price-demand function Xt. The 1 day ahead forecast of the price-demand
function Xt is defined as
XˆTL(`) = βˆTL,1(`)fˆ1 + βˆTL,2(`)fˆ2 ∈ L2[A,B]. (1.15)
Additionally, a 95% forecast interval is plotted as a gray shaded band. The
forecast interval is computed on the basis of the 95% forecast intervals of the
SARIMA forecasts βˆTL,1(`) and βˆTL,2(`) and has to be interpreted as a conditional
forecast interval given the realizations fˆ1 and fˆ2.
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Figure 1.7: A comparison of the 24 hourly electricity spot prices yth (circles) and
the 1 day ahead forecast of the price-demand function Xt (dashed line) of January
25, 2008. The 95% forecast interval is plotted as a gray shaded band.
In order to be able to forecast the hourly electricity spot prices yth, we also
have to forecast the hourly values of electricity demand uth; see Eq. (1.13). Given
our definition of electricity demand in Section 1.2, a ` days ahead forecast of
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electricity demand uTL,h(`) involves forecasting gross demand for electricity as well
as wind power infeed data. The statistician has to choose appropriate models—
one for gross electricity demand such as that proposed in Antoch et al. (2010)
and another for wind power such as that proposed in Lau & McSharry (2010).
For the sake of simplicity, we use the two reference cases of a “persistence” and
an “ideal” forecast of electricity demand:
persistence The persistence (or “no-change”) forecast uˆpersiTL,h (`) is given by the
last value of electricity demand that is still within the learning sample, i.e,
uˆpersiTL,h (`) = uTL,h.
ideal The ideal forecast is given by uTL+`,h itself, i.e., uˆidealTL,h(`) = uTL+`,h
This yields a range for possible electricity demand forecasts with bounds that can
be easily interpreted.
A first visual comparison of the observed hourly electricity spot prices yTL+1,h
with their 1 day ahead forecasts yˆTL,h(1) is given in Figure 1.8. The left panel
demonstrates the ideal forecast case and shows the spot prices yth (circles) and
their 1 day ahead forecasts yˆTL,h(1) (dotted line) based on the electricity demand
forecasts uˆidealTL,h(1). The right panel demonstrates the persistence case and shows
the spot prices yth (circles) and their 1 day ahead forecasts yˆTL,h(1) (dotted line)
based on the electricity demand forecasts uˆpersiTL,h (1). The 95% forecast intervals
are plotted as gray shaded bands. The forecast interval shown in the right panel
is much broader than that shown in the left panel. This is because the forecasted
electricity spot prices based on the persistence electricity demand forecasts are
too high, and higher electricity spot prices have broader 95% forecast intervals;
see Figure 1.7.
1.6.2 Competing forecast models
In this section we introduce the four competing forecast models (two classical and
two FDA models). The two classical models, referred to as AR and MR models,
are archetypal representatives of the classical approaches in the literature on
forecasting electricity spot prices; see, e.g., Kosater & Mosler (2006). The AR
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Figure 1.8: Left Panel: Comparison of the spot prices yth (circles) and the
1 day ahead forecasts yˆTL,h(`) (dashed line) of January 25, 2008 based on ideal
demand forecasts. Left Panel: Comparison of the spot prices yth (circles) and
the 1 day ahead forecasts yˆTL,h(`) (dashed line) of January 25, 2008 based on
persistence demand forecasts. Both Panels: The 95% forecast intervals are
plotted as gray shaded bands.
model is an autoregressive model and the MR model is the Markov regime switch
model for electricity spot prices proposed by Huisman & De Jong (2003).
The two FDA models are the above-discussed DSFM model of Park et al.
(2009) and the semi-functional partial linear (SFPL) model of Vilar et al. (2012).
Both of these FDA models have been successfully applied to forecast electricity
spot prices [Härdle & Trück (2010) and Vilar et al. (2012)] and are expected to
be more challenging competitors for our FFM than the two classical models.
Before the formal introduction of the four alternative forecast models, we need
some unifying notation. The problem is that the two classical models, AR and
MR, are designed to forecast only daily aggregated peakload and baseload spot
prices defined as
yPt = log
(
1
12
20∑
h=9
yth
)
and yBt = log
(
1
24
24∑
h=1
yth
)
.
In contrast to this, the three FDA models are designed to forecast the hourly
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electricity spot prices yth. Therefore, we define the forecasts of the peakload-
aggregates yˆPTL(`|Model) and baseload-aggregates yBTL(`|Model) of the FDA models
as
yˆPTL(`|Model) = log
(
1
12
20∑
h=9
yˆTL,h(`|Model)
)
and
yˆBTL(`|Model) = log
(
1
24
24∑
h=1
yˆTL,h(`|Model)
)
,
where yˆTL,h(`|Model) is the ` days ahead hourly electricity spot price forecast
of the Model ∈ {FFM,DSFM, SFPL}. By Jensen’s inequality these definitions
yield aggregated forecasts of the FDA models, which tend to be too high, i.e.,
E[yATL+`|ITL ] ≤ yˆATL(`|Model) with A ∈ {P,B}. Therefore, the RMSEs of the
FDA models shown in Figure 1.9 tend to be inflated and can be interpreted as
being conservative.
In the following we formally introduce the four competing forecast models.
Further details can be found in Kosater & Mosler (2006), Park et al. (2009), and
Vilar et al. (2012).
AR The first benchmark model is the classical AR(1) model with an additive
constant drift component and a time varying deterministic component. The AR
model can be defined as
yAt = dA + gAt + α yAt−1 + ωAt , ωAt ∼ N (0, σ2ωA), (1.16)
where A ∈ {P,B} refers to the type of aggregation (peakload or baseload), dA is
the constant drift parameter, and gAt captures daily, weekly and yearly determin-
istic effects of the peakload and baseload prices respectively.
MR The second benchmark model is the Markov regime switch model proposed
by Huisman & De Jong (2003). The MR model extends the AR model (1.16)
and distinguishes between two different regimes RAt ∈ {M,S}, where M denotes
the regime of moderate prices and S denotes the regime of price spikes. The MR
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model can be defined as
yAM,t = dA + αA yAM,t−1 + ωAM,t (1.17)
yAS,t = µAS + ωAS,t,
where A ∈ {P,B} refers to the type of aggregation (peakload or baseload), ωAM,t ∼
N (0, σ2MA), and ωAS,t ∼ N (0, σ2SA). The conditional probabilities of the transitions
from one regime to another given the regime at t−1 are captured by the transition
matrix P (RAt = M |RAt−1 = M) P (RAt = M |RAt−1 = S)
P
(
RAt = S |RAt−1 = M
)
P
(
RAt = S |RAt−1 = S
)  =
 q 1− p
1− p p

and have to be estimated, too.
DSFM The third model, the DSFM of Park et al. (2009), is a functional factor
model, which is very similar to our FFM. Its application to electricity spot prices,
as suggested by Härdle & Trück (2010), differs from our application, since it
models the hourly spot prices yth based on the classical time series point of view
on electricity spot prices. That is, Härdle & Trück model and forecast non-
parametric price-hour functions, say χt(h), and thereby fail to consider the merit
order model. The DSFM can be written as
yth = χt(h) + ωth, h ∈ {1, . . . , 24} (1.18)
with χt ∈ L2[1, 24] defined as
χt(h) = fDSFM0 (h) +
L∑
l=1
βDSFMtl f
DSFM
l (h),
where fDSFM0 (h) is a non-parametric mean function, fDSFMl (h) are non-parametric
functional factors, βDSFMtl are the univariate scores, and ωth is a Gaussian white
noise process.
Park et al. suggest selecting the number of factors L by the proportion of
explained variation. We choose the factor dimension Lˆ = 2, since this factor di-
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mension yields the same proportion of explained variation as the factor dimension
Kˆ = 2 for our FFM.
Given the estimates of the time invariant model components, fˆDSFM0 (h),
fˆDSFMl (h), and Lˆ, forecasting of the daily price-hour functions χt(h) can be done
by forecasting the estimated univariate time series of scores. As for our FFM we
use SARIMA models to forecast the univariate time series (βˆDSFMt1 ) and (βˆDSFMt2 ),
where the model selection procedure for the SARIMA models is the same as for
our FFM.
SFPL The fourth model, the SFPL model of Vilar et al. (2012), is a very recent
functional data model, which was exclusively designed for forecasting electricity
spot prices. The SFPL has the nice property of allowing us to include the values
of electricity demand uth as additional co-variables. Vilar et al. use dummy
variables for work days and holidays as additional covariates, which we do not
have to do, since we consider only work days. Note that, like the DSFM, the
SFPL model uses price-hour functions χt(h) and therefore does not consider the
merit order model. The definition of the SFPL is given in the following:
yt+`,h = αuth +m(χt(h)) + ωth, (1.19)
where m : L2[1, 24] → R is a function that maps the price-hour function χt to a
real value and ωth is a Gaussian white noise process.
Forecasting electricity spot prices yth with the SFPL model can be easily done
using the R package fda.usc of Febrero-Bande & Oviedo de la Fuente (2012).
However, in order to compute the forecasts yˆTL,h(`|SFPL) of the electricity spot
prices yTL+`,h we also need forecasts of the electricity demand values uTL+`,h. We
cope with this problem as suggested above for our FFM by using a persistence
forecast and an ideal forecast.
1.6.3 Evaluation of forecast performances
The two plots of Figure 1.9 show the values of the RMSEs for the ` ∈ {1, . . . , 20}
days ahead forecasts of the peakload prices (left panel) and the baseload prices
(right panel). The two gray shaded regions in each plot show the possible RMSE
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values of the FFM (solid line borders) and the SFPL model (dotted line borders).
The lower bounds of the regions are based on the ideal electricity demand forecast
uˆidealTL,h(`). The upper bounds are based on the persistence forecast of electricity
demand uˆpersiTL,h (`).
The poor performance of the two classical time series models, AR and MR, in
comparison to the three FDA models, FFM, DSFM, and SFPL, can be explained
by the different approaches to model the aggregated peakload and baseload prices.
The two classical models try to forecast the aggregated prices directly, whereas the
three FDA models try to forecast the hourly electricity spot prices; aggregation
is done afterward.
The superior performance of our FFM in comparison to the other two FDA
models, DSFM and SFPL, can be explained by the FFM’s explicit consideration of
the merit order model. Both models, the DSFM and the SFPL, work with daily
price-hour functions χt(h), which are based on a rather simple transfer of the
classical time series point of view to a functional data point of view. By contrast,
the FFM works with daily price-demand functions Xt(u), which are based on
the merit order model, the most important model for explaining electricity spot
prices; see our discussion in Section 2.3. Finally, the DSFM generally performs
better than the SFPL model. This might be explained by the fact that the SFPL
model of Vilar et al. (2012) is an autoregressive model of order one. Vilar et al. do
not discuss the possibility of extending the order-structure of their SFPL model.
The above study of the RMSE’s only gives us insights into the forecast per-
formances with respect to point forecasts. In order to complement the forecast
comparisons, we also consider interval forecasts. In this regard, the interval score,
proposed by Gneiting & Raftery (2007), is a very informative statistic. The in-
terval score can be defined as
Sintα (h, `) = (bˆu − bˆl) +
2
α
(bˆl − yTL+`,h)I{yTL+`,h < bˆl}
+ 2
α
(yTL+`,h − bˆu)I{yTL+`,h > bˆu},
where bˆu = bˆu,TL,h(`) and bˆl = bˆl,TL,h(`) are the lower and upper bounds of the
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Figure 1.9: Root mean squared errors of the FFM (solid lines) and the alternative
models, DSFM (short-dashed lines), SFPL (dotted lines), AR (dash-dotted lines),
and MR (long-dashed lines) for peakload prices yPt (left panel) and baseload prices
yBt (right panel). The gray shaded regions for the FFM and the SFPL model are
lower bounded based on the ideal demand forecast, and upper bounded based on
the persistence forecast.
(1−α)% forecast interval for the electricity spot price yTL+`,h. The interval score
punishes a broad prediction interval (bˆu− bˆl) and adds an additional punishment
if the actual observation yTL+`,h is not within the prediction interval. In general,
a lower interval score is a better one.
Unfortunately, we cannot compute the interval scores for all five models. For
example, Vilar et al. (2012) do not propose any prediction intervals for the SFPL
model. Furthermore, while it is easy to compute forecast intervals of the FFM
and the DSFM for hourly sport prices, it is not trivial to compute them for the
aggregated (peakload and baseload) prices.
Therefore, we focus on the hourly forecasts of electricity spot prices of the
FFM and DSFM models. For both models, the 95% forecast intervals can be
computed on the basis of the 95% forecast intervals of the SARIMA forecasts
given the estimated factors.
Due to the enlargement of the learning sample after each ` days ahead forecast
by one day and due to pooling all hours h ∈ {1, . . . , 24} we have for each ` days
ahead forecast 24 · (197 − `) interval scores Sintα (h, `) in order to compare the `
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days ahead forecast performances of our FFM and the DSFM. In Figure 1.10 we
present the (trimmed) mean values of these pooled interval scores Sintα (h, `) with
α = 0.05 for each ` ∈ {1, . . . , 20}. The 5% trimmed mean values are used, since
for both models there are some extreme values of the interval score (due to the
outliers in the forecast sample), which distort the mean values.
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Figure 1.10: Mean and trimmed mean values of the interval scores Sintα (h, `),
pooled for all hours h ∈ {1, . . . , 24}. A low interval score stands for precise
predictions with narrow prediction intervals. The dashed line corresponds to the
interval scores of the DSFM of Park et al. (2009). The gray shaded regions for the
FFM are lower bounded based on the ideal demand forecast, and upper bounded
based on the persistence forecast.
Figure 1.10 clearly confirms the good forecast performance of the FFM. Be-
sides some technical issues, the main conceptual difference between the DSFM
and our FFM is that the DSFM works with daily price-hour functions χt(h),
whereas our FFM works with daily price-demand functions Xt(u), which are sug-
gested by the merit order model. This demonstrates that the consideration of the
merit order model yields better point forecasts as well as better interval forecasts.
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1.7 Conclusion
In this paper we suggest interpreting hourly electricity spot prices as noisy dis-
cretization points of smooth price-demand functions. This functional data per-
spective on electricity spot prices is motivated as well as theoretically underpinned
by the merit order model—the most important pricing model for electricity spot
prices.
We propose a functional factor model in order to model and forecast the non-
stationary time series of price-demand functions and discuss a two-step estimation
procedure. In the first step we estimate the single price-demand functions from
the noisy discretization points. In the second step we robustly estimate from
these a finite set of common basis functions. The careful consideration of the
merit order model yields a very parsimonious functional factor model with only
two common basis functions, which together explain over 99% of the total sample
variation of the price-demand functions.
Our approach allows us to separate the total variations of electricity spot
prices into one part caused by the variations of the merit order curves (mainly
variations of input-costs) and another part caused by the variations of electricity
demand. The first part is modeled by our FFM and the second part can be
modeled by specialized methods proposed in the literature. We decided to keep
the model parsimonious; nevertheless, it is easily possible to include the input cost
for resources (coal, gas, etc.) into our FFM. Researchers are invited to extend
the FFM for these co-variables.
The presentation of our functional factor model is concluded by a real data
application and a forecast study which compares our FFM with four alternative
time series models that have been proposed in the electricity literature. The real
data application demonstrates the use of the functional factor model and a possi-
ble interpretation of the unobserved common basis functions. The forecast study
clearly confirms the power of our functional factor model and the use of price-
demand functions as underlying structures of electricity spot prices in general.
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Chapter 2
A fundamental model for
electricity spot prices using
functional data analysis
Contrary to usual financial market data, electricity spot prices can be predicted
very well by a simple micro economic auction model, the so-called merit order
model. This model assumes that the electricity spot prices come from price
functions, called merit order curves.
Motivated by the merit order model, we suggest a functional data model for
the analysis of electricity spot prices, but here we face a rare and interesting case
of functional data. The noisy discretization points of the price functions are only
observed within random subintervals of the electricity demand domain, which
causes problems similar to the case of sparse functional data. We extend existing
theoretical results by considering the asymptotic bias and variance of the local
linear estimator of the mean and the covariance function for the case of time
dependent functional data observed on random subintervals.
2.1 Introduction
The merit order model assumes that the spot prices at electricity exchanges are
based on the marginal generation costs of the last power plant that is required
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to cover the demand. The resulting (monotonically increasing) merit order curve
reflects the increasing generation costs of a specific portfolio of power plants.
Often, nuclear and lignite plants cover the minimal demand for electricity. Higher
demand is mostly served by hard coal and gas fired power plants [Burger et al.
(2008), Chapter 4, and Nestle (2012) Figure 1].
On the European Electricity Exchange (EEX), as at many other electricity
exchanges, each of the 24 hourly electricity spot prices of a day t is determined
in a separate auction, and all 24 auctions are settled simultaneously at 12 am at
day t − 1 [Ockenfels et al. (2008), Chapters 2 & 4]. In contrast to the temporal
dependencies between whole days, it is not necessary to consider temporal depen-
dencies of the 24 spot prices within a day t due to the simultaneity of settlements
[Huisman et al. (2007)]. The prices are determined by the intersection of the ag-
gregated supply and demand functions, where in the case of perfect competition
the supply function equals the merit order curve.
Daily mean merit order curves, or more generally, price functions Pt can be
estimated from the n = 24 data pairs (Pit,Dit) of hourly electricity spot prices
Pit and electricity demand values Dit with i ∈ {1, . . . , n} and t ∈ {1, . . . , T}; see
the left panel of Figure 2.1.
Modeling and forecasting electricity spot prices using this functional data
point of view turns out to be very useful and yields a superior forecast performance
[Liebl (2013)]. This paper can be seen as an extension of Liebl (2013) inasmuch
as we use the concept of price functions Pt, but augment it by two additional
covariables.
The first covariable is a dummy (or indicator) variable that allows us to con-
dition on the peak hours (8am – 8pm) and off-peak hours (all non-peak hours).
This leads to daily mean peak price functions and off-peak price functions, which
account for the different market situations during the day- and night-time. The
left panel of Figure 2.1 demonstrates the effect of conditioning on peak and off-
peak hours for a randomly chosen day. This was not considered in Liebl (2013),
since the estimation procedure used therein would suffer from this halving of the
amount of discretization points per price function.
The introduction of this dummy variable corresponds to a trivial split of the
dataset. Notationally, we do not differentiate between peak and off-peak price
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functions, but simply refer to them as price functions Pt. If not otherwise stated,
all Figures are produced for the case of peak price hours.
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Figure 2.1: Left Panel: Off-peak and peak price functions of the randomly
chosen day October 12, 2010. Right Panel: Scatter plot of daily peak price
functions (from March 14, 2010 to March 14, 2011); only every 3rd price function
is plotted in order to maintain a clear plot.
The second covariable is the daily air temperature, which means that we re-
gard electricity spot prices as noisy discretization points of daily bivariate random
price functions Pt with prediction points electricity demand Dit and temperature
Tt, such that
Pit = Pt(Dit, Tt) + it, (2.1)
where it is an iid mean zero error term having finite variance. The dependencies
of electricity spot prices Pit over the time t are modeled using the assumption that
the price functions Pt come from a weakly stationary process of square integrable
random functions. We do not use hourly air temperature values, since the merit
order curve is determined on a daily basis.
Using the well-known Karhunen-Loève decomposition, the time series of bi-
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variate random price functions can be written as
Pt(Dit, Tt) = µ(Dit, Tt) + Zt(Dit, Tt) with (2.2)
Zt(Dit, Tt) =
∞∑
k=1
βtk(Tt)pk(Dit, Tt),
where µ is a common bivariate mean function, the function pk(, Tt) is the kth con-
ditional eigenfunction given the temperature value Tt, which belongs to the kth
(decreasingly ordered) conditional eigenvalue λk(Tt) of the autocovariance opera-
tor of the random functions Pt. The random variables βtk(Tt) are the conditional
principal component scores, where our assumption in Eq. (2.1) of a weakly sta-
tionary process of random functions (Pt) yields that the time series (βtk(Tt)) are
weakly stationary stochastic processes for all k ∈ {1, 2, . . . } and fixed Tt = τ [see,
e.g., Rice & Silverman (1991) for the introduction of the unconditional Karhunen-
Loève decomposition].
The effect of electricity demand on electricity spot prices can be described
by a simple, strictly monotonically increasing relationship; see the left panel of
Figure 2.1. The effect of temperature on electricity spot prices is a bit more
involved. On the one hand, high/low temperatures induce a left/right shifts of
the price functions Pt, caused by seasonal differences in the composition of the
power plant portfolio; see the right panel of Figure 2.1.
On the other hand, there is also an indirect relationship through electricity
demand, which itself also depends on temperature [Engle et al. (1986), Harvey &
Koopman (1993)]. The latter dependency is visualized by the red line in Figure
2.2, which shows a local linear estimate for the smooth conditional mean function
of electricity demand given the observed temperature values.
The scatter plot shown in Figure 2.2 visualizes two further very interesting
peculiarities of our functional data set. First, the discretization points of single
price functions are clustered. Second, due to physical constraints there are lower
and upper bounds, say a(τ) and b(τ), for electricity demand, which depend on
the temperature τ ; see the gray shaded region in Figure 2.2. The lower bound
represents the amount of electricity needed to ensure the minimal maintenance
level (e.g., for medical care, etc). The upper bound for electricity demand is given
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Figure 2.2: Scatter plot of the prediction points (Dit, Tt) for the time span one
year before the moratorium (from March 15, 2010 to March 14, 2011). The red
line visualizes a local linear estimate for the smooth conditional mean function of
electricity demand given the observed temperature values. The prediction points
of four particular days are emphasized by color-filled circle points, where the days
are chosen to have season-specific median temperatures; see Figure 2.1 for the
color code.
by the maximum amount of electricity that can be provided by the power plant
portfolio, since demand cannot exceed supply. In the following we refer to the set
that is described by the interval [a(τ), b(τ)] as
S = {(δ, τ) ∈ R2|δ ∈ [a(τ), b(τ)], τ ∈ IT },
where IT ⊂ R and 0 < a(τ) < b(τ) < ∞. Here and in what follows, we denote
realizations of Dit as δ and realizations of Tt as τ .
The model in Eq. (2.1) is a so-called fundamental model for electricity spot
prices based on the fundamental (or exogenous) variables electricity demand and
air temperature. Despite the fact that the model is theoretically well underpinned
by the merit order model, it sets a counterpart to the literature on modeling
electricity spot prices, which is dominated by the usage of classical time series
models such as autoregressive, jump diffusion, or Markov regime switch models.
Classical time series models also try to capture the temperature effects and
account for them by the incorporation of classical seasonal additive model compo-
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nents. However, as discussed above, the merit order model suggests other, more
involved relationships. Furthermore, the adoption of classical time series model
for electricity spot prices is not straight forward. This is reflected by the fact that
usually only daily aggregates of the hourly electricity spot prices are considered,
such as daily averages [Weron et al. (2004), Kosater & Mosler (2006), and Koop-
man et al. (2007)] or each hour separately [Karakatsani & Bunn (2008)]. These
unnatural aggregations and separations of the data necessarily come with great
losses in information.
In order to estimate the model components in Eq. (2.2) we use functional prin-
cipal component analysis (FPCA). FPCA is a core method for analyzing func-
tional data and is well studied for the situation when the functions can be assumed
to be observed precisely [Ramsay & Dalzell (1991), Besse & Ramsay (1986), and
Hall & Hosseini-Nasab (2006)]. In economic contexts, however, we usually ob-
serve only finitely many, noisy discretization points per function. Generally, there
are two different FPCA strategies in this case. One can either pre-smooth each
function and then estimate the covariance function. Or one can estimate the
covariance function directly by smoothing the pooled noisy discretization points.
The latter possibility has the advantage that it works also for sparse functional
data with only a few noisy discretization points per function randomly spread
over the whole common domain.
FPCA for sparse functional data is considered for the first time in Yao et al.
(2005). Based on a “large-T, small-n” asymptotic, the authors derive upper
bounds describing uniform-in-probability convergence of the empirical mean func-
tion, covariance function, eigenvalues and eigenfunctions. More precise uniform-
in-probability convergence rates for the eigenvalues and eigenfunctions are de-
rived in the follow-up paper of Hall et al. (2006). Li & Hsing (2010) reconsider
the problem and derive uniform, almost sure convergence rates. In the latter
two papers, the authors take a unifying point of view and derive convergence
rates for all possible scenarios between “large-T, small-n” and “large-T, large-n”
asymptotics.
The case of sparse functional data is related to our situation, but there are
three important differences. First, it is rather borderline to speak of sparse func-
tional data, when considering n = 12 discretization points per price function.
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Therefore, we adopt the unifying point of view as in Hall et al. (2006) and Li &
Hsing (2010) and allow the number of discretization points n = (T ) to remain
bounded as T diverges, as well as to diverge with T . Second, we consider a
time series context, which has not been done for sparse functional data so far.
Third, in contrast to the usual assumption, the discretization points of the price
functions are not spread over the whole domain, but only observed within some
random subintervals. This has implications for the estimation of the principal
component scores, which we discuss in Section 2.4.3.
All of the above-cited theoretical work on sparse functional data considers
local linear estimators [Fan & Gijbels (1996)]. We contribute to this literature by
deriving explicit asymptotic bias and variance expressions of the multivariate local
linear estimator, where we account for the temporal dependencies between the
random price functions, as well as the dependencies between spot prices coming
from the same price functions.
In order to demonstrate the usefulness of our model we analyze the effects
of Germany’s nuclear moratorium on March 14, 2011. This event describes a
natural experiment, since in the course of it eight nuclear power plants were
phased-out [Nestle (2012)]. The data set analyzed in this paper covers exactly
one year before and one year after Germany’s nuclear power phase-out. We apply
our model separately to these two time spans in order to contrast the different
market situations. This separation of the data set will not be made notationally
explicit, but will be clear from the context.
2.2 Data
As already mentioned above, we demonstrate our model using electricity spot
prices of the German power market traded at the European Energy Exchange
(EEX) in Leipzig. The German power market is the biggest power market in Eu-
rope in terms of consumption. The EEX spot price is of fundamental importance
as benchmark and reference point for other markets, such as over the counter and
forward markets [Ockenfels et al. (2008), Chapter 1].
Nowadays, electricity markets usually provide purchase guarantees for re-
newable energy sources (RES). This applies to the German electricity market,
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where our data comes from, as well as to almost all other electricity markets
in the world. In this case it is not gross electricity demand, say Git, that is
relevant for pricing, but rather gross electricity demand minus electricity in-
feeds from RES. Correspondingly, (residual) electricity demand Dit is defined
as Dit = Git − RES.Infeedit.
The data for our analysis stem from three different publicly available sources.
The hourly spot prices of the German electricity market are provided by the
European Energy Exchange (www.eex.com), hourly values of Germany’s gross
electricity demand are provided by the European Network of Transmission System
Operators for Electricity (www.entsoe.eu), German wind and solar power infeed
data are provided by the EEX Transparency Platform (www.transparency.eex.
com), and German air temperature data are available from the German Weather
Service (www.dwd.de).
Very few (only 0.2%) of the data pairs (Pit,Dit) with prices Pit > 200 EUR/MWh
have to be treated as outliers since they cannot be explained by the merit order
model. Even in exceptional situations the marginal costs of electricity produc-
tion do not exceed the value of 200 EUR/MWh. Prices above this threshold are
referred to as price spikes and have to be explained using an additional scarcity
premium [Burger et al. (2008), Chapter 4]. We simply set the few spot prices
that exceed the value of 200 EUR/MWh equal to 200 EUR/MWh. The analysis
of price spikes is a research topic on its own [Christensen et al. (2009)] and is not
within the scope of this paper.
2.3 Model & estimators
We model the electricity spot price Pit ∈ R of hour i ∈ {1, . . . , n} and day
t ∈ {1, . . . , T} as a noisy discretization point of a weakly stationary time series
of square integrable, bivariate random functions with hourly electricity demand
Dit ∈ [a(Tt), b(Tt)] and daily temperature Tt ∈ IT as prediction points, where
[a(Tt), b(Tt)] ⊂ R and IT ⊂ R.
Bringing together Eq.’s (2.1) and (2.2) we can write our statistical model for
the electricity spot price as the following nonparametric multivariate regression
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problem
Pit = µ(Dit, Tt) + Zt(Dit, Tt) + it with (2.3)
Zt(Dit, Tt) =
∞∑
k=1
βtk(Tt)pk(Dit, Tt), (2.4)
where it is a uncorrelated, mean zero error term having finite variance and µ is a
common bivariate mean function. The random functions Zt ∈ L2[S] are elements
of the space of square integrable functions on the compact domain S ⊂ R2 with
E(Zt(δ, τ)) = 0 for all δ ∈ [a(τ), b(τ)] and τ ∈ IT .
Model (2.3) is a nonparametric multivariate regression model with a nonstan-
dard error term, which is composed of a random functional part Zt and a random
scalar part it. In order to estimate the mean function µ, we have to take into
account the stochastics of this composed error term. The scalar error term does
not introduce any remarkable difficulties. However, the functional error term im-
poses within-function covariances, which are typical for functional error terms, as
well as between-function covariances, which are caused by our time series context.
See Section 2.3.1 below for a more formal discussion of the latter covariances.
Besides estimation of the mean function µ, it is of practical interest to es-
timate the unobserved smooth price functions Pt(., Tt) ∈ L2[a(Tt), b(Tt)] for the
observed realizations of Tt. This requires to approximate the unobserved realiza-
tions of random functions Zt(., Tt) (remember Eq. (2.2)). The Karhunen-Loève
decomposition in Eq. (2.4) justifies to approximate specific realizations of Zt(., Tt)
using the first, say K, principal component scores and eigenfunctions, i.e.,
Zt(., Tt) ≈
K∑
k=1
βtk(Tt)pK(., Tt),
where βtk(Tt) is the kth conditional principal component score given the temper-
ature value Tt. Indeed the well known best-basis property of the eigenfunctions
assures that a rather small number of, e.g., K = 2 or K = 3 leads to satisfac-
tory approximations in practical problems. Here and in what follows we assume
the eigenfunctions pk(., Tt) to be ordered according to the decreasing sequence of
nonzero eigenvalues, say λk(Tt) [see Section 8.2.3 in Ramsay & Silverman (2005)].
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A prerequisite to estimate the first K conditional eigenfunctions and eigen-
values is the estimation of the conditional covariance function
γ((δ, δ′), τ) = Cov(Zt(δ, τ), Zt(δ′, τ)).
Note that we use only one temperature value τ , since we anyways observe only
one realization of the prediction point Tt per each time point t. The corresponding
covariance operator Γ is then defined by
(Γz) (δ, τ) =
∫
[a(τ),b(τ)]
γ((δ, δ′), τ) z(δ′, τ) dδ′ (2.5)
for any function z(., τ) ∈ L2[a(τ), b(τ)].
Once an estimate of the covariance operator is determined, the conditional
eigenfunctions pk(., τ), the corresponding eigenvalues λk(τ), as well as the condi-
tional principal component scores
βtk(τ) =
∫
[a(τ),b(τ)]
Zt(δ, τ)pk(δ, τ)dδ
can be (in principle) estimated using FPCA. However, the above discussed non-
standard random design of the predictions points Dit and Tt imposes some further
difficulties with respect to the estimation of the conditional principal component
scores βtk(τ). A possible solution is discussed in Section 2.4.3.
In the following we demonstrate that the estimation of the mean function µ
and the estimation of the covariance function γ are both essentially the same
nonparametric multivariate regression problems, which then allows us to develop
our theory with respect to a common unifying regression model. The reason for
this is simple: the problem of estimating the variance of a random variable, sayX,
is equivalent to the problem of estimating the mean of the transformed random
variable (X − E(X))2. Correspondingly, in order to estimate the covariance
function γ, we simply have to transform the original data triples (Pit, (Dit, Tt))
into new data tuples
(Cijt, (Dit,Djt, Tt)) with t ∈ {1, . . . , T},
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where Cijt ∈ R are so-called “raw covariances” defined as
Cijt = (Pit − µ(Dit, Tt))(Pjt − µ(Djt, Tt)) (2.6)
[see also Yao et al. (2005)].
By inserting Eq. (2.3) into Eq. (2.6), it follows that each raw covariance ac-
tually comes from the following nonparametric multivariate regression problem
Cijt = γ((Dit,Djt), Tt) +Gt((Dit,Djt), Tt) + εijt (2.7)
again with a nonstandard error term composed of a functional part and a scalar
part
Gt((Dit,Djt), Tt) = Zt(Dit, Tt)Zt(Djt, Tt)− γ((Dit,Djt), Tt)
εijt = Zt(Dit, Tt) jt + Zt(Djt, Tt) it + itjt, (2.8)
where Gt is an element of a weakly stationary time series process (Gt) of ran-
dom, square integrable functions with mean E(Gt((δ, δ′), τ) = 0 and covariance
function
ρ((δ, δ′), (δ′′, δ′′′), τ) = Cov(Gt((δ, δ′), τ), Gt((δ′′, δ′′′), τ))
for all (δ, δ′), (δ′′, δ′′′) ∈ [a(τ), b(τ)]2 and τ ∈ IT . The corresponding covariance
operator, say R, is defined as
(Rg)((δ, δ′), τ) =
∫
[a(τ),b(τ)]2
ρ((δ, δ′), (δ′′, δ′′′), τ)g((δ′′, δ′′′), τ) d(δ′′, δ′′′), (2.9)
for all functions g(., ., τ) ∈ L2[[a(τ), b(τ)]2]. Note that, it is necessary to delete
the diagonal terms, for which i = j, since for these we have E(εiit|Dit, Tt) =
E(itit) = σ2 > 0, which would introduce a systematic bias. This peculiarity is
considered in the definition of the index sets in the right column of Table 2.1.
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Common notation (i) Mean function µ (ii) Covariance function γu
(see Eq. (2.10)) (see Eq. (2.3)) (see Eq. (2.7))
Yit ∈ R Pit ∈ R Cijt ∈ R
m(Xit, Qt) µ(Dit, Tt) γ((Dit,Djt), Tt)
Wt(Xit, Qt) Zt(Dit, Tt) Gt((Dit,Djt), Tt)
νit it εijt
n n n2 − nI(u = 0)
i ∈ {1, . . . , n} i ∈ {1, . . . , n} ij ∈
{ {{1, . . . , n}2| i 6= j} , u = 0
{1, . . . , n}2, u > 0
t ∈ {1, . . . , T} t ∈ {1, . . . , T} t ∈ {1, . . . , T − u}
Table 2.1: Unifying notation for the nonparametric regression models in
Eq.’s (2.3) and (2.7). In the lower part of the table we are slightly abusing
the notation. There, the rows shall be understood as re-definitions, i.e., as
nnew := n2 − nI(u = 0) and inew := ij, but without the usage of the confounding
superscripts “new”; I denotes the indicator function.
2.3.1 Unifying regression model
The notation for our nonparametric regression problems in Eq.’s (2.3) and (2.7) is
rather cumbersome. A long-winded notation, might be useful for implementation
and specific interpretations, but confounds any theoretical consideration. Fortu-
nately, the regression problems in Eq.’s (2.3) and (2.7) can be seen as particular
versions of an interesting common nonparametric regression problem, since their
error components
Zt(Dit, Tt) + it (see Eq. (2.3)) and
Gt((Dit,Djt), Tt) + εijt (see Eq. (2.7))
consist both of a functional part and a scalar part. Therefore, we define in Table
2.1 a unifying common notation, which shall act as a clarifying reference point.
This unifying notation allows us to write the nonparametric regression models
of Eq.’s (2.3) and (2.7) more conveniently as
Yit = m(Xit, Qt) + ηit, (2.10)
where the nonstandard error term ηit = Wt(Xit, Qt) + νit has a random, mean
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zero, square integrable functional part Wt and a random, mean zero, scalar part
νit, both with finite variances. This composition of ηit makes it a heteroscedastic
and autocorrelated error term, where the heteroscedasticity is a function of the
prediction points Xit ∈ CX(q) and Qt ∈ CQ with CX(q) ⊂ Rd1 and CQ ⊂ Rd2 ,
where we define d = d1 + d2.
For our specific real data problem we have
CX(q) =
 [a(q), b(q)] ⊂ R if m , µ[a(q), b(q)]2 ⊂ R2 if m , γ
and CQ = IT ⊂ R in both cases.
As already mentioned above, the error term ηit actually bears two different
types of autocovariances, which have to be considered in our theoretical work. On
the one hand, there are within-function covariances, on the other hand, there are
temporal between-function covariances. In the following we discuss these different
types of autocovariances in more detail.
Let’s define the conditional covariance operator of Wt(., q), and the corre-
sponding conditional covariance function as
(Ψw)(x, q) =
∫
C(q)
ψ((x, x′), q) w(x′, q) dx′ (2.11)
ψ((x, x′), q) = Cov(Wt(x, q),Wt(x′, q)) (2.12)
with x, x′ ∈ CX(q), q ∈ CQ, w(., q) ∈ L2[CX(q)], and Wt(., q) ∈ L2[CX(q)]. The
covariance operator Ψ is the analogue to the specific covariance operators Γ and
R in Eq.’s (2.5) and (2.9).
Note that the covariance function ψ((., .), q) inherits its smoothness properties
from the random functions W (., q) ∈ L2[CX(q)]. In fact, it are these smoothness
properties, which lead to so-called within-function covariances, since necessarily
ψ((x, x′), q)/(
√
ψ((x, x), q)ψ((x′, x′), q))→ 1 as ||x− x′||2 → 0.
The temporal between-function covariances are related to our assumption that
Wt(., q) comes from a time series of weakly stationary random functions. In order
to formalize our assumption on the strength of the temporal dependencies, we
also need to introduce the conditional autocovariance function, say ψu, which
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describes the covariances between random functions Wt(, q) and Wt+u(., q′) with
u ∈ {1, 2, . . . }. We define
ψu((x, x′), (q, q′)) = Cov(Wt(x, q),Wt+u(x′, q′)), (2.13)
with x ∈ CX(q), x′ ∈ CX(q′), and q, q′ ∈ CQ. Furthermore, we do not assume
any specific time series model, but a short-range dependence, which we formalize
using a geometrically bounded autocovariance function
|ψu((x, x′), (q, q′))| ≤ Cψru, (2.14)
where 0 < Cψ <∞ and 0 < r < 1. This assumption includes the important case
of functional ARMA processes, so-called autoregressive Hilbertian processes as
discussed, e.g., in Bosq (2000).
Interpretation of the nonparametric regression model (2.10) can be done, as
usual, on a conditional basis, i.e., m(Xit, Qt) = E(Yit|Xit, Qt). Note, however, the
different stochastic natures of the prediction points Xit and Qt; while the former
has an hourly stochastic the latter has a daily stochastic. The consideration
of these different stochastics leads to a (slightly) nonstandard theory for the
nonparametric local linear estimator, since we cannot assume that the prediction
points Xit and Qt are drawn from a common multivariate distribution function.
Before we introduce the local linear estimator for the nonparametric function
m, we want emphasize that the above discussed within-function covariances have
nothing to with our time series context. They are typical for functional error
terms and have to be considered also for the case of cross sectional functional
data. To the best of our knowledge, this particular composition of the error term
differs from situations studied so far in the literature on multivariate local linear
regression.
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2.3.2 The estimator
In order to introduce the local linear estimator, we define the following vectors
and (partitioned) matrices:
Dimensions:
Yt = (Y1t, . . . , Ynt)T n× 1
Y = (Y1, . . . , YT )T Tn× 1
Xt = (X1t, . . . , Xnt)T n× d1
X = (X1, . . . , XT )T Tn× d1
~Qt = ιn ⊗Qt n× d2
Q = ( ~Q1, . . . , ~QT )T Tn× d2
(X,Q) = ((X1, ~Q1), . . . , (XT , ~QT ))T Tn× d
with ιn ∈ Rn being a column vector full of ones and “⊗” denoting the Kronecker
product. Furthermore, remember that d = d1 + d2 and that for m , µ we have
d1 = d2 = 1 and for m , γ we have d1 = 2 and d2 = 1.
Using these vector notations and our definitions for the unifying regression
model in Eq. (2.10), a typical diagonal element of the Tn × Tn conditional co-
variance matrix Cov(Y |(X,Q)) is given by ψ((Xit, Xit), Qt) + σ2ν(Xit, Qt), while
a typical off-diagonal element is given by ψu((Xit, Xjt+u), (Qt, Qt+u)).
We analyze the following multivariate nonparametric local linear estimator:
mˆ(x, q;H) = eT1 ((Xx, Qq)TWxq(Xx, Qq))−1(Xx, Qq)TWxqY (2.15)
for all x ∈ CX(q) and q ∈ CQ. The (d + 1) × 1 vector e1 denotes the unit vector
e1 = (1, 0, . . . , 0)T . The Tn×(d+1) matrix (Xx, Qq) denotes the regressor matrix,
centered around x, plus an additional column vector of ones, and is defined as
(Xx, Qq) = (ιTn, (X − ιTn ⊗ x), (Q− ιTn ⊗ q)). The Tn × Tn matrix Wxq is a
diagonal weighting matrix with typical diagonal elements KH((Xit, Qt)− (x, q)),
where KH(u) is defined as KH(u) = |H|1/2K(H1/2u) with u ∈ Rd and K being a
d-variate symmetric probability density function (pdf) having compact support.
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For the sake of preciseness, we define K as a product kernel such that
K(u) = KX((u1, . . . , ud1)) ·KQ((ud1+1, . . . , ud))
with KX((u1, . . . , ud1)) =
∏d1
i=1 κ(ui), KQ((ud1+1, . . . , ud)) =
∏d
j=(d1+1) κ(uj), and
κ being a standard univariate kernel such as the Epanechnikov kernel. The band-
width matrix H is a symmetric d × d block diagonal bandwidth matrix defined
as
H =
HX 0
0 HQ
 ,
where the d1×d1 sub-matrixHX has elements [HX ]ij = h2X,ij with i, j ∈ {1, . . . , d1}
and the d2×d2 sub-matrix HQ has elements [HQ]kl = h2Q,kl with k, l ∈ {1, . . . , d2}.
The estimator in Eq. (2.15) is simply a weighted least squares estimator. A
detailed theoretical consideration of the classical version of this estimator can be
found in Ruppert & Wand (1994).
2.3.3 Random design of the prediction points
Distributional assumptions on the prediction points have to be made with care,
since they need to guarantee that the prediction points (Xit, Qt) ∈ Rd become
dense within the considered domain as the sample size T becomes large. Usually,
this is assured by the simple assumption that the underlying d-variate proba-
bility density function (pdf) is bounded away from zero everywhere within the
considered domain. Here, this is more involved due to the specific nature of the
prediction points Dit and Tt. Below, we begin with the notationally simpler case
m , µ for which the prediction points are given by Xit = Dit and Qt = Tt.
We model the phenomenon of clustered electricity demand values by the as-
sumption that the conditional random variable (rv) Dit|At, Bt, Tt = τ has real-
izations within the random sub interval [At, Bt] ⊂ [a(τ), b(τ)], where a(τ) and
b(τ) are unobserved, deterministic, two times continuously differentiable func-
tions with 0 < a(τ) < b(τ) <∞.
The random interval [At, Bt] is used to describe the clustering of electricity
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demand, where we make the simplifying assumption that Bt = At + c(τ) with
0 < c(τ) <∞ being an unobserved, deterministic, two times continuously differ-
entiable function. That is, the temperature dependent range of electricity demand
c(τ) ∈ R is randomly shifted by the conditional random variable At|Tt = τ with
pdf fA(α|Tt = τ) > 0 for all α ∈ [a(τ), b(τ) − c(τ)] and zero otherwise. These
random shifts describe the random electricity infeeds from RES; remember the
definition of Dit in Section 2.2.
A realistic assumption on the random variable of daily air temperature in-
cludes a smooth, time varying mean temperature component and allows for au-
tocorrelation [see, e.g., Campbell & Diebold (2005)]. Correspondingly, we model
Tt by a time-point specific pdf fT (τ |t/T ), which varies smoothly with t, and as-
sume autocovariance-stationarity for the centered times series (Tt − E(Tt)) with
a geometrically bounded autocovariance function |Cov(Tt, Tt+u)| ≤ CT ru, where
0 < CT <∞, and 0 < r < 1.
Altogether, we model the pdf of the conditional random variable of (residual)
electricity demand Dit|At = α, Tt = τ of a specific day t as
fD(d|At = α, Tt = τ) > 0 for all d ∈ [At, Bt] and zero otherwise,
which describes the underlying density of the n clustered prediction points of a
specific day t. Without conditioning on At, we have
fD(d|Tt = τ) =
∫ b(τ)−c(τ)
a(τ)
fD(d|At = α, Tt = τ)fA(α|Tt = τ)dα
with fD(d|Tt = τ) > 0 for all d ∈ [a(τ), b(τ)] and zero otherwise.
The distributional assumptions for the case m , γ, with prediction points
(Xit, Qt) = ((Dit,Djt), Tt), follow directly from our above discussions by gen-
eralizing the univariate random variable Dit to the bivariate random variable:
Dit := (Dit,Djt). For our theoretical considerations, we will use the unifying
notation fX(x|Qt = q) in order to denote the d1 variate conditional pdf of the
random prediction points Xit|Qt = q. Furthermore, fQ(q|t/T ) shall denote the
d2 variate conditional pdf of Qt given a specific day t.
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For our specific real data problem we have
fX(x|Qt = q) =
 fD(d|Tt = τ) if m , µfD(d|Tt = τ) if m , γ
and fQ(q|t/T ) = fT (τ |t/T ) in both cases.
2.3.4 Boundary estimators
An interesting peculiarity of our empirical study are the random and deterministic
intervals of the random variable electricity demand Dit ∈ [At, Bt] ⊂ [a(τ), b(τ)].
The estimation of the interval bounds is related with active research topics such
as the estimation of frontiers and density boundaries. The simplest estimators are
extremum estimators, for example, At and Bt can be estimated consistently by
Amint = min{Dt1, . . . ,Dtn} Bmaxt = max{Dt1, . . . ,Dtn} as long as n = n(T )→∞
with T →∞; see Gijbels & Peng (2000) for a consideration of similar estimators.
For the estimation of the bounds a(τ) and b(τ) we take advantage of our
assumption that a(τ) and b(τ) are smooth, two times continuously differentiable,
bounds. This allows us to estimate these bounds consistently as T → ∞ even
if n(T ) remains bounded. However, the scatter plot in Figure 2.2 suggests a
nonstandard assumption on the shape of a(τ) and b(τ), which excludes the usage
of classical boundary estimators such as free disposal hull (FDH) estimators or
data envelope estimators [see, e.g., Deprins et al. (1984) and Kneip et al. (1998)].
Instead, we use nonparametric local linear regression in order to estimate the
bounds a(τ) and b(τ). On the one hand, this allows us to estimate arbitrary
smooth boundary functions; on the other hand, it seamlessly fits to our unify-
ing nonparametric regression problem in Eq. (2.15). We use the deterministic
frontier regression model proposed by Martins-Filho & Yao (2007), which can be
formulated for our case as
Amint = a(Tt)Rat and Bmaxt = b(T )Rbt , (2.16)
where the multiplicative error components Rat and Rbt are assumed to have realiza-
tions Rat ∈ [1,∞) and Rbt ∈ [0, 1]. If Ras = 1 and Rbt = 1, then the corresponding
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observations Amins and Bmaxt lie exactly on the boundary functions with Amins and
Bmaxt being the above introduced extremum estimators.
The first two moments of the multiplicative error terms Rat and Rbt are as-
sumed to exist and to be independent of Tt such that E(Rat |Tt = τ) = µaR,
E(Rbt |Tt = τ) = µbR, V ar(Rat |Tt = τ) = σ2aR, and V ar(Rbt |Tt = τ) = σ2bR. These
assumptions are needed to ensure identifiability of the boundary functions. In
contrast to the assumptions of Martins-Filho & Yao (2007), we also allow for au-
tocorrelated errors with geometrically decreasing bounds on the autocovariances
|Cov(Rat , Rat+u)| ≤ Caru and |Cov(Rbt , Rbt+u)| ≤ Cbru, where 0 < Ca, Cb <∞, and
0 < r < 1.
Martins-Filho & Yao (2007) propose a three-step estimation procedure. The
first two steps consist of two separate nonparametric local linear regressions,
which aim to estimate the shape of the frontier functions. The third estimation
step is done in order to estimate the location of the frontier functions. Particu-
larly, the second regression problem is prone to outlier problems, since it involves
smoothing the squared residuals from the first regression. In contrast, we propose
a simpler more robust, two step estimation procedure, which avoids the need to
smooth squared residuals.
First, we estimate the shapes, say ma(τ) and mb(τ), of the log-transformed
boundary functions log[a(τ)] and log[b(τ)] using the following two nonparametric
regression problems
log
(
Amint
)
= ma(Tt) + ηat and log (Bmaxt ) = mb(Tt) + ηbt , (2.17)
wherema(Tt) = [log (a(Tt)) + E (log (Rat ))], ηat = [log (Rat )− E (log (Rat ))],mb(Tt) =[
log (a(Tt)) + E
(
log
(
Rbt
))]
, and ηbt =
[
log
(
Rbt
)
− E
(
log
(
Rbt
))]
with E(ηat |Tt =
τ) = 0, E(ηbt |Tt = τ) = 0, ηat ∈ [0,∞), and ηbt ∈ (−∞, 0].
The final second step concerns the estimation of ca = E (log (Rat )) and cb =
E
(
log
(
Rbt
))
, which determines the locations of the boundary functions; note
that by construction ca ≥ 0 and cb ≤ 0. In this step, we follow Martins-Filho &
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Yao (2007) and estimate ca and cb using the following extremum estimators
cˆa = (−1) ·mint∈{1,...,T}
(
log
(
Amint
)
− mˆa(Tt)
)
cˆb = (−1) ·maxs∈{1,...,T}
(
log
(
Bmins
)
− mˆb(Ts)
)
,
where |cˆa| denotes the absolute value of the larges residual of all observations
below the regression function mˆa; vice versa for |cˆb|. This is equivalent to a
normalization such that Ras = 1 and Rbt = 1 for those observations s and t,
which fulfill the above maximization and minimization problems. The estimates
of the boundary functions are then defined as aˆ(τ) = exp (mˆa(τ)− cˆa) and bˆ(τ) =
exp (mˆb(τ)− cˆb).
The models in Eq. (2.17) are standard nonparametric regression problems
and, in particular, are special cases of our unifying nonparametric regression
model (2.10) with m , ma, m , mb and error terms, ηit , ηat and ηit , ηbt . Our
theoretical considerations of the estimator (2.15) include this case as a special
case; see also our discussion of Theorem 2.4.1 in Section 2.4.
2.4 Technical assumptions & main results
In this section we present our main theoretical results. The asymptotic condi-
tional bias and variance of the estimator mˆ(x;H) are given in Theorem 2.4.1.
Consistency of the estimated eigencomponents is stated in Theorem 2.4.2.
For simplicity, we consider only interior points x ∈ {z ∈ CX(q)|Bz,HX ⊂
CX(q)} and interior points q ∈ {r ∈ CQ|Br,HQ ⊂ CQ}, where Bz,HX is the HX-ball
centered around z, defined as Bz,HX = {x ∈ Rd1 : H−1/2X (x−z) ∈ supp(KX)} with
supp(KX) = [−1, 1]d1 ; correspondingly for Br,HQ . The consideration of boundary
points does not add any new insights as it is straightforward to generalize our
results for the case of boundary points using the theory of Ruppert & Wand
(1994).
Our technical assumptions are in line with the standard assumptions in the
literature on nonparametric regression and functional principal component anal-
ysis. The following list contains assumptions that are adopted from the papers
of Ruppert & Wand (1994) and Kneip & Utikal (2001):
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(A0) The dependent random variable Yit comes from the data generating process
as defined in Eq. (2.10). The random design of the prediction points Xit
and Qt is as discussed in Section 2.3.3.
(A1) The kernel function K is assumed to be a compactly supported, symmetric,
d-variate density function, in order to assure that
∫
[−1,1]d u
l1
1 · · ·uldd K(u)du =
0 for all non negative integers l1, . . . , ld such that their sum is odd. Further-
more, it is assumed that
∫
[−1,1]d uu
′K(u)du = µ2(K)Id with µ2(K) 6= 0 and
Id being the d × d dimensional identity matrix, R(K) = ∫[−1,1]d K(u)2du,
and R(KQ) =
∫
[−1,1]d2 KQ(w)2dw.
(A2) The pdf fQ(q|s) is continuously differentiable at any point q ∈ CQ and any
point s with 0 ≤ s ≤ 1. Furthermore, fQ(q, s) > 0 for all q ∈ CQ and
0 ≤ s ≤ 1. The covariance functions ψ((x, x′), q) and ψu((x, x′′), (q, q′′))
are continuously differentiable for all u ∈ {1, 2, . . . }, all x, x′ ∈ CX(q), all
x′′ ∈ CX(q′′), and all q, q′′ ∈ CQ. Furthermore, all second-order derivatives
of m are continuous.
(A3) The sequence of bandwidth matricesHX = HX,Tn is such that (Tn)−1|HX |−1/2
and all elements of HX tend to zero as Tn → ∞, where HX remains sym-
metric and positive definite. Correspondingly, the sequence of bandwidth
matrices HQ = HQ,T is such that T−1|HQ|−1/2 and all elements of HQ tend
to zero as T → ∞, where HQ remains symmetric and positive definite.
Furthermore, the ratios of the largest and smallest eigenvalues of HX and
HQ are assumed to be bounded for all Tn and all T . The sequence of
n = n(T ) ≥ 2 is assumed to be n(T ) ∼ T β with 0 ≤ β < ∞. (We write
“an ∼ bn” in order to denote that an and bn are asymptotically equivalent
up to some positive constant 0 < c <∞, i.e., that limn→∞(an/bn) = c.)
(B1) The kth eigenvalue λk(τ) of the matrixM(τ) shall be such that mins=1,...,n;s 6=r |λk(τ)−
λs(τ)| ≥ neC3,r, where the ne×ne dimensional matrixM(τ) is defined below
in Definition 2.4.1. This assumption is an adopted version of assumption
A2 in Kneip & Utikal (2001).
The assumption that the number of discretization points n is a sequence n =
n(T ) ∼ T β (Assumption A3) is actually not necessary for our asymptotic results;
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there it suffices to assume that n ≥ 2. It is just an auxiliary assumption, which
allows us to interpret the influence of different scenarios for the sequence n(T ) in
a simple manner.
An integral part of our empirical study is the comparison of the electricity
market situations one year before and one year after Germany’s nuclear mora-
torium on March 14, 2011. The most obvious advantage of such a year-wise
consideration is that the estimation results can be easily contrasted. A further
advantage, which is particularly important in our case, is that year wise con-
siderations yield to year-wise averages of all time-varying variables that are not
explicitly considered by our model (2.1), such as the steady nonlinear integration
of renewable energy sources and the expansion of the grid infrastructure, etc.
The explicit consideration of these variables is practically impossible due to the
course of dimensionality in nonparametric regression problems.
Correspondingly, we are considering a year-wise fill-in asymptotic as T →∞
with T being the number of price auctions per year. Our theoretical results can
be interpreted for the case in which the number of traded spot prices within each
auction n = n(T ) remains bounded as well as when n(T ) diverges with T .
Of course, the given auction design at the EEX, does not allow for a sim-
ple increase of the sample size, but this is a not an unusual empirical problem.
Nevertheless, in principle it is possible to organize electricity markets with more
than one auction per day. For example, at the Australian electricity market
n = 6 five-minute-wise spot prices are settled simultaneously within half-hourly
auctions, such that T = 365 · 48 [Wolak (2000)].
Theorem 2.4.1. Conditional asymptotic bias and variance of the d-variate local
linear estimator mˆ(x, q;H), as T → ∞ and n = n(T ) ≥ 2, with x and q being
interior points of CX(q) and CQ.
(i) Conditional bias:
E(mˆ(x, q;H)−m(x)|(X,Q)) = 12 µ2(K) tr {HHm(x, q)}+ op(tr(H))
= Op(tr(H)),
where Hm(x, q) is the d× d Hessian matrix of the regression function m at
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the point (x, q).
(ii) Conditional variance:
V ar(mˆ(x, q;H)|(X,Q)) =
= (Tn)−1|H|−1/2
{
R(K) (ψ((x, x), q) + σ2ν(x, q))
fXQ,T (x, q)
}(
1 +Op(tr(H1/2))
)
+T−1Cf (x, q)
[(
n− 1
n
)
|HQ|−1/2R(KQ)ψ((x, x), q) + Cr(x, q)
]
+Op(T−1 tr(H1/2))
= Op((Tn)−1|H|−1/2 + T−1|HQ|−1/2),
where Cf (x, q) is a positive constant Cf (x, q) < 1, defined as
Cf (x, q) =
f 2XQ,T (x, q)
(fXQ,T (x, q))2
= T
−1∑T
t=1(fX(x|q)fQ(q|t/T ))2
(T−1∑Tt=1 fX(x|q)fQ(q|t/T ))2 ,
and Cr(x, q) is a non-negative constant Cr(x, q) ≤ 2Cψr1−r < ∞, defined as
Cr(x, q) = 2
∑T−1
u=1 ψu((x, x), (q, q)).
Discussion
1. Part (i) of Theorem 2.4.1 corresponds to the classical asymptotic condi-
tional bias result of Ruppert & Wand (1994). Also, the first summand
in the variance part (ii) of Theorem 2.4.1, which considers the variances
V ar(ηit|(X,Q)) = ψ0((x, x), q) + σ2ν(x, q), is in line with the results in Rup-
pert & Wand (1994). However, the second and third summands, which
consider the covariances Cov(ηit, ηjs|(X,Q)), with i 6= j and t 6= s, differs
from the results in Ruppert & Wand (1994) and comes from the partic-
ular composition of the error term ηit = Wt(Xit, Qt) + νit of the unifying
regression model in Eq. (2.10).
The pure cross sectional case is included in Theorem 2.4.1 by the limiting
value of Cr(x, q) → 0 as r → 0, where r quantifies the speed at which the
autocovariances decay as u = |t− s| → ∞.
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The case of sparse functional data as in Yao et al. (2005), where n is assumed
to be an independent discrete random variable, say N , with E(N) <∞ and
realizations in {2, 3, . . . }, is also a special case of our asymptotic analysis.
Here, the quantities “n” in part (ii) of Theorem 2.4.1 simply have to be
replaced by E(N).
In the case that m , µ, Theorem 2.4.1 is also valid if n ≥ 1. But if m , γ
we need n ≥ 2, otherwise it is impossible to compute the raw covariances
in Eq. (2.6).
2. Our particular assumptions on the random design of the prediction points
in Section 2.3.3 lead to a further non-standard variance component in part
(ii) of Theorem 2.4.1: The scaling factor 0 < Cf (x, q) < 1 would be equal
to one in the case of classical assumptions on the random design of the
prediction points.
3. The additional effect of having to estimate the mean function µ before
being able to estimate the covariance function γ is negligible under our
smoothness assumptions (Assumption A2), where we assume the existence
of at least two derivatives for µ as well as γ. We do not discuss this issue
in detail, since Wang et al. (2008a) already discuss this exhaustively under
similar conditions.
4. The variance components ψ((x, x), q) and σ2ν(x, q) of part (ii) of Theorem
2.4.1 have different meanings depending on whether m , µ or m , γ. In
order to facilitate interpretation, we provide Proposition 2.4.1.
Proposition 2.4.1. Case wise definitions of ψ ((x, x′), q) and σ2ν(x, q).
(i) Case m , µ:
ψ ((x, x′), q) , γ((δ, δ′), τ) = Cov(Zt(δ, τ), Zt(δ′, τ))
σ2ν(x, q) , σ2 = V ar(it),
where δ, δ′ ∈ [a(τ), b(τ)] and τ ∈ IT .
(ii) Case m , γ:
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ψ ((x, x′), q) , ρ((δ, δ′), (δ′′, δ′′′), τ) = Cov(Gt((δ, δ′), τ), Gt((δ′′, δ′′′), τ))
σ2ν(x, q) , σ2ε((δ, δ′), τ) = V ar(εijt|(Dit,Djt, Tt) = (δ, δ′, τ))
= γ((δ, δ), τ) + γ((δ′, δ′), τ) + 4σ2 ,
where δ, δ′, δ′′, δ′′′ ∈ [a(τ), b(τ)] and τ ∈ IT .
2.4.1 Optimal bandwidth selection
In the following, we optimize the bandwidth matrix with respect to the classical
mean integrated squared error (MISE) loss function. Here and in what follows, we
focus on the simpler problem of choosing one global bandwidth variable h, with
HX = hId1 and HQ = hId2 , since the use of a single global bandwidth variable
yields satisfactory and stable results in our empirical analysis. In this case the
MISE of mˆ(x, q;h) is given by
MISE{mˆ(x, q;h)|(X,Q)} = (2.18)
= E
[∫
CQ
∫
CX(q)
(mˆ(x, q;h)−m(x, q))2 fXQ,T (x, q) dxdq|(X,Q)
]
= (Tn)−1h−dR(K)
∫
CQ
∫
CX(q)
(
ψ((x, x), q) + σ2ν(x, q)
)
dxdq
+T−1h−d2R(KQ)
(
n− 1
n
) ∫
CQ
∫
CX(q)
(Cf (x, q)ψ((x, x), q)fXQ,T (x, q)) dxdq
+14h
4 (µ2(K))2
∫
CQ
∫
CX(q)
(tr {Hm(x, q)})2 fXQ,T (x, q) dxdq
+op((Tn)−1 h−d + T−1 h−d2 + h4),
where (tr {Hm(x, q)})2 =
(∑d1
i=1
∂2m
∂xi∂xi
(x, q) +∑dj=d1+1 ∂2m∂qj∂qj (x, q))2.
For the further minimization of the MISE with respect to h we face the prob-
lem that it remains unclear, which of the two variance rates Op((Tn)−1h−d) and
Op(T−1h−d2) dominates the other; except, of course, for the case of n being a
constant, then Op(T−1h−d2) = op((Tn)−1h−d), since d > d2. In the following we
differentiate between the two possible cases:
• If Op(T−1h−d2) = op((Tn)−1h−d), e.g., if n = n(T ) remains constant as
T →∞.
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hMISE =
 dR(K) ∫CQ ∫CX(q) (ψ((x, x), q) + σ2ν(x, q)) dxdq
(µ2(K))2
∫
CQ
∫
CX(q) (tr {Hm(x, q)})
2 fXQ,T (x, q) dxdq Tn
1/(d+4) ,
(2.19)
which corresponds to the usual optimal bandwidth result for d-variate
nonparametric regression problems.
• If Op((Tn)−1h−d) = op(T−1h−d2), i.e., if n = n(T ) diverges sufficiently fast
as T →∞.
hMISE =
d2R(KQ)
(
n−1
n
) ∫
CQ
∫
CX(q) (Cf (x, q)ψ((x, x), q)fXQ,T (x, q)) dxdq
(µ2(K))2
∫
CQ
∫
CX(q) (tr {Hm(x, q)})
2 fXQ,T (x, q) dxdq T
1/(d2+4) ,
(2.20)
which is surprising, since this rate is the optimal bandwidth result for a
d2-variate nonparametric regression problem with d > d2.
These MISE-optimal bandwidth results are still not exhaustive, but direct to
further research.
Generally, an optimal bandwidth for estimating a nonparametric covariance
function usually is not the optimal bandwidth for estimating its eigencomponents.
In fact, Theorem 2.4.2 below suggests to choose a bandwidth h ∼ (Tn)−δ with
(1/4)d ≤ δ < 1.
2.4.2 Estimation of the eigencomponents
For our asymptotic analysis of the estimated eigenvalues λˆk(τ) and eigenfunctions
pˆk(., τ), we take the point of view of a discretized covariance functions γ(., ., τ).
This is a relevant point of view, since any practical implementation of FPCA
actually is based on discretized versions of the covariance functions. We define
the following discretized, conditional covariance functions:
Definition 2.4.1. Let Mˆ(τ) and M(τ) be ne × ne discretization matrices of the
covariance functions γˆ(., ., τ) and γ(., ., τ) such that
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Mˆ(τ) has typical elements Mˆij = γˆ(ei, ej, τ ;h) ∈ R and
M(τ) has typical elements Mij = γ(ei, ej, τ) ∈ R,
where ei and ej with i, j ∈ {1, . . . , ne} are evaluation points suitably chosen such
that they build, e.g., a regular grid within the domain [a(τ), b(τ)]2. The number
of discretization points ne is assumed to be constant such that 0 < ne <∞.
The corresponding empirical eigenvalues and eigenvectors will be denoted by
λˆk(τ) ∈ R and pˆk(τ) ∈ Rne . Furthermore, we regard the more simple case of a
global bandwidth as already considered above.
Theorem 2.4.2. In-probability convergence rates of the empirical eigenvalues
λˆk(τ) and eigenvectors pˆk(τ).
Let n ≥ 2 and |H|1/2 = hd ∼ (Tn)−δ with 14d ≤ δ < 1. Then
(i) Eigenvalues:
λˆk(τ)− λk(τ) = pk(τ)T [Mˆ(τ)−M(τ)]pk(τ) +Op((Tn)−1)
= Op((Tn)−1/2)
(ii) Eigenvectors:
||pˆk(τ)− pk(τ)||2 = Op((Tn)−1/2),
where ||.||2 denotes the Euclidean norm on Rne.
2.4.3 Estimation of the principal component scores
In this section we discuss the problem of finding a K dimensional approxima-
tion for the latent price functions Pt. With our estimates µˆ and pˆk at hand,
this approximation problem reduces to a parametric estimation problem of the
temperature dependent principal component scores βtk(Tt). We point to some
estimation problems induced by the consideration of the non standard random
design of electricity demand Dit. The arguments within this section lack of math-
ematical rigor and have to be understood as a first general consideration of the
problem.
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Given our assumptions on model (2.3) the best K dimensional approximation
is given by
Pt(d, Tt) ≈ µ(d, Tt) +
K∑
k=1
βtk(Tt) pk(d, Tt), (2.21)
with d ∈ [a(τ), b(τ)], where the approximation error goes against zero as K →
∞. Due to the well-known best basis property of the eigenfunctions, usually a
low number of, e.g., K = 3 is sufficient to yield satisfactory approximations in
practical problems [see Section 8.2.3 in Ramsay & Silverman (2005)].
Note that the approximation problem in Eq. (2.21) has to be read condition-
ally for a given (unobserved) realization of the random function Pt; consequently,
the score parameters βtk(Tt) are fixed values. The only stochastic source, which
we have to consider in the estimation of the parameters βtk(Tt) comes from the
error term it of Eq. (2.3), since we observe the noisy discretization points Pit
instead of Pt(d, Tt). A prerequisite for a consistent estimation of the score pa-
rameter βtk(Tt) is that the number n of discretization points per function is large,
i.e., we henceforth assume that n = n(T )→∞ as T →∞.
The classical way to approach the approximation problem in Eq. (2.21) is to
plug in the corresponding estimates µˆ and pˆk and to approximate the integrals
βtk(Tt) = ∫ (Pt(x, Tt)−µ(x, Tt))pk(x, Tt)dx by∑ni=1(Pit−µˆ(Dit, Tt))pˆk(Dit, Tt)(Di−1t−
Dit) with D0t = aˆ(Tt). However, this procedure is inappropriate in our case as we
face the problem that the random variable Dit has only realizations within the
subinterval [At, Bt] ⊆ [a(Tt), b(Tt)]. The problem is that the eigenfunctions are
not necessarily orthogonal to each other when considered only on the subintervals
[At, Bt].
The ordinary least squares estimator accounts for non-orthogonal basis func-
tions (regressors); therefore, it is convenient to state the approximation problem
in Eq. (2.21) as a regression problem
(Pit − µ(Dit, Tt)) =
K∑
k=1
βtk(Tt) pk(Dit, Tt) + ∗it, (2.22)
where ∗it is an augmented error term defined as ∗it =
∑∞
l=K+1 βtl(Tt) pl(Dit, Tt)+it
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with mean value E(∗it) =
∑∞
l=K+1 βtl(Tt) pl(Dit, Tt) 6= 0. After plugging in the
estimates µˆ and pˆk we can try to estimate the score parameter βtk(Tt) using the
corresponding ordinary least squares estimator, say βˆtk(Tt).
Obviously, the estimator βˆtk(Tt) suffers from an omitted variable bias. Whether
the order of magnitude of this bias may be negligible or not depends on how fast
the sequence of the βtl’s converges against zero, and of course on the choice of
K. Indeed, very often the first three eigenfunctions allow for very accurate ap-
proximations; in such cases a choice of, e.g., K = 5 shall lead to a reasonable low
omitted variables bias.
Additionally, the restriction that Dit has only realizations within the subin-
terval [At, Bt] can induce a multicollinearity problem. As the price functions
are rather smooth objects, the first eigenfunctions will be rather smooth, too.
This has the unpleasant effect that the first eigenfunctions considered within the
subintervals [At, Bt] resemble simple linear functions, which are likely to have
an approximate linear relationship with each other. This is particularly true
if the subintervals [At, Bt] are relatively small in comparison to the intervals
[a(Tt), b(Tt)]. The model fit of the regression problem in Eq. (2.22) within the
subintervals [At, Bt] is not affected by this multicollinearity problem. But it is
a problematic issue, if prediction of the parts outside of the subinterval is of
interest.
Experiences with our data set show that there the multicollinearity problem
is a much worse problem than the omitted variable bias; see also Figure 2.6.
However, there may be possibilities so improve the imprecise estimation of the
score parameters by using the knowledge that price functions are monotonically
increasing, since this imposes additional restriction on the parameters.
Yao et al. (2005) consider the case of truly sparse functional data with only a
few discretization points per function and propose to estimate the principal com-
ponent scores by their conditional expectation given the observed discretization
points. This approach works well as long as the discretization points are scattered
over the whole domain, but leads to unsatisfactory results in our case.
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2.5 Application
In this section we apply our previously discussed estimation procedure to our
data set introduced above in Section 2.2. We use a slightly modified version of
the plug-in estimator of hMISE suggested by Ruppert et al. (1995) in order to
approximate the unknown quantities in Eq. (2.19). For the estimation of the
eigencomponents, we simply use the same plug-in bandwidth.
The usefulness of our model is demonstrated by contrasting the estimation
results for the time span one year before and one year after Germany’s nuclear
moratorium on March 14, 2011. In order to differentiate between the estimated
quantities for the two different time spans we henceforth use self-explanatory
superscripts t.sp ∈ {bef, aft} such as, e.g., µˆbef and µˆaft.
Germany’s nuclear moratorium on March 14, 2011 describes a natural exper-
iment, in which eight nuclear power plants were permanently phased-out [Nestle
(2012)]. As a price reaction to this treatment, the micro economic merit order
model predicts a horizontal left shift of the monotonically increasing merit order
curves. Given that demand for electricity is nearly inelastic, this shift of the merit
order curve should be reflected by the price functions.
In fact, the estimated mean function µˆbef(d, τ ;h) with (d, τ) ∈ Sbef is through-
out beneath of the estimated mean function µˆaft(d, τ ;h) with (d, τ) ∈ Saft. Com-
pare to this Figure 2.3, where the graphs of µˆbef and µˆaft are plotted as a red and
green shaded contour plots. Note that the plots refer to peak price hours only.
The two corresponding estimates of the mean functions, which refer to off-peak
price hours, are not separately plotted, due to reasons of space.
This increase in the mean price function only potentially leads as well to
higher electricity spot prices. Ultimately, it depends on the level of electricity
demand whether the mean electricity spot prices increase or not. A first rough
impression of the differences in (residual) electricity demand before and after the
moratorium can be gained by considering the estimated lower and upper bound-
aries [aˆbef(τ ;h), bˆbef(τ ;h)] and [aˆaft(τ ;h), bˆaft(τ ;h)], which define the boundaries
of the red and green shaded regions in Figure 2.3. Specifically, during the cold
winter days the range of (residual) electricity demand after the moratorium is
considerably lower than before the moratorium.
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This shift has to be explained mainly by the reduction of gross electricity
demand; remember the definition of (residual) electricity demand in Section 2.2.
The ratio between mean gross electricity demand one year before and one year
after the moratorium is about G¯aft ≈ 0.9 G¯bef. The corresponding ratio conditional
on days with temperatures below zero degree Celsius is about G¯aft|Tt < 0 ≈
0.8 G¯bef|Tt < 0. Additionally the electricity infeeds from renewable energy sources
increased, but this effect is two decimal powers smaller than the reduction of gross
electricity demand and therefore negligible.
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Figure 2.3: Contour plots of the estimated mean functions one year before the
nuclear moratorium on March 14, 2011 (red shaded) and one year after (green
shaded). The contour lines correspond to the following mean price levels: 40
EUR/MWh, 50 EUR/MWh, 60 EUR/MWh, 70 EUR/MWh, and 80 EUR/MWh.
The tempering effect of a reduced electricity demand is visualized by the con-
tour lines in Figure 2.3. For each of the estimated mean functions µˆbef and µˆaft,
there are five contour lines, which correspond to the price levels: 40 EUR/MWh,
50 EUR/MWh, 60 EUR/MWh, 70 EUR/MWh, and 80 EUR/MWh. These con-
tour lines show that the ranges of mean electricity prices before and after the
moratorium are actually about the same.
In fact, taking the averages over all discretization points, say µˆbefit = µˆbef(Dbefit , T beft ;h)
and µˆaftit = µˆaft(Daftit , T aftt ;h), leads to rather comparable mean values. In Table
2.2 we report these averages along with the average values over the discretization
points of the two estimated mean functions that refer to off-peak hours. In order
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to contrast also the estimated autocovariance functions γˆbef and γˆaft we take a
look at the corresponding eigenfunctions pˆbefk and pˆaftk . A direct visualization of
the estimated covariance functions is not practicable as these are mappings from
R3 to R. We abstain from a rotation of the eigenfunctions, since the applica-
tion of the widely accepted VARIMAX rotation scheme lead to nearly the same
shapes of the eigenfunctions and more advanced rotation schemes are not within
the scope of this paper.
The empirical covariance function γˆt.sp can be approximated by the first K
ordered, empirical eigencomponents, such that
γˆt.sp(d, d′, τ ;h) ≈
K∑
k=1
λˆt.spk (τ) pˆ
t.sp
k (d, τ) pˆ
t.sp
k (d′, τ),
where the eigenfunction pˆt.spk can be approximated from the vector pˆk using, e.g.,
B-spline basis expansions. The accuracy of the approximation is quantified by the
cumulative variance criterion: ∑Kk=1 λˆt.spk (τ)/∑Ll=1 λˆt.spl (τ), where L denotes the
number of positive eigenvalues. We choose K = 2, which allows for an approx-
imation with 95% (or more) accuracy for both time spans and all temperature
values τ .
In Figure 2.4 the eigenfunctions are plotted as univariate functions of elec-
tricity demand for different fixed temperature values τ . Eigenfunctions are only
determined up to sign changes, but in order to get a clearly arranged plot, we
show the eigenfunctions for one common direction only.
It is important to plot eigenfunctions at a meaningful scale in order to get a
visual impression of their relative importance. The eigenfunctions are principal
(pairwise orthonormal) variance directions of the random price functions. There-
Mean-Prices Peak hours Off-peak hours
Before Moratorium 57 EUR/MWh 42 EUR/MWh
After Moratorium 61 EUR/MWh 46 EUR/MWh
Table 2.2: Empirical mean values over all discretization points of the four esti-
mated mean functions. The two mean functions, which refer to peak price hours,
are plotted in Figure 2.3; the two other mean functions, which refer to off-peak
price hours, are not plotted.
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fore, a natural choice for a scaling parameter for the kth eigenfunction is the
square root of the kth eigenvalue. This is equivalent to scaling the kth eigen-
function by one standard deviation of the random functions with respect to the
corresponding variance direction.
Correspondingly, in Figure 2.4 we plot the graphs of the scaled eigenfunctions√
λˆt.spk (τ) pˆ
t.sp
k (d, τ) with d ∈ [aˆt.sp(τ), bˆt.sp(τ)] and τ equal to different tempera-
ture quantiles; in particular, we use the 0.025, 0.05, . . . , and 0.975 temperature
quantiles.
Conditional eigenvalues for given temperature values, can be approximated by
the eigenvalues of the ne × ne dimensional discretization matrices Mˆ t.sp(τ) with
typical elements Mˆ t.sp(τ)ij = γˆt.sp(ei, ej, τ ;h), where ei and ej are evaluation
values for the interval [aˆt.sp(τ ;h), bˆt.sp(τ ;h)] with i, j ∈ {1, . . . , ne}. We used the
following discretization scheme with ne = 50 evaluation points: di = aˆt.sp(τ) +
(i− 1) · [(bˆt.sp(τ)− aˆt.sp(τ))/(ne − 1)].
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Figure 2.4: First and second eigenfunctions plotted as univariate functions of
electricity demand for fixed temperature quantiles. (Selected temperature quan-
tiles are: 0.025, 0.05, . . . , and 0.975.) The lower/upper sets of eigenfunctions refer
to the time spans one year before/after Germany’s nuclear moratorium on March
14, 2011.
The temperature dependent variance shares are visualized by the amount of
how much the conditional eigenfunctions in Figure 2.4 deviate from the zero lines,
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where the conditional variance shares are defined as λˆt.spk (τ)/
∑L
l=1 λˆ
t.sp
l (τ) with
k ∈ {1, 2} and L being the number of positive eigenvalues. In both time spans,
the first conditional eigenfunction explains between 60% and 90% of the total
variance depending on the conditioning temperature values. The second condi-
tional eigenfunctions explain still between 10% and 40% of the total variance; see
also Figure 2.5.
A more eye-catching visualization of the temperature dependent variance
shares is given in Figure 2.5. There the graphs of the dependent variance shares
visualize an interesting peculiarity. In both time spans, the variance shares for
the first/second eigenfunctions show global minima/maxima at about 10 degrees
Celsius before the moratorium and about 15 degrees Celsius after the moratorium.
This phenomenon has to be explained by seasonal changes in the compositions
of the power plant portfolios.
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Figure 2.5: Visualization of the temperature dependent variance shares explained
by the first (left panel) and the second (right panel) eigenfunctions.
Generally, the shapes of the eigenfunctions are more or less comparable, but a
profound empirical analysis of the eigenfunctions demands for advanced rotation
schemes, which are out of the scope of this paper.
Any specific interpretation of the eigenfunctions has to be done with care. For
example, the first conditional eigenfunctions with respect to very cold tempera-
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tures shows steeper slopes for the time span after the moratorium than before;
see the left panel of Figure 2.4. It suggests itself to attribute this finding to
the effects of the nuclear moratorium. However, the underlying reason is given
by surprisingly cold winter-days in February 2012, which caused relatively high
electricity spot prices. (In both time spans February is the coldest month, but
the average temperature in February 2012 was minus three degrees Celsius below
that of February 2011.)
In order to compare the eigenfunctions across the two time spans it is also of
interest whether the eigenfunctions before the moratorium span the same space
than those ofter the moratorium. Different eigenspaces across the time spans
may point to structural changes in the underlying power plant portfolios. A
very simple and intuitive way to check for differences in the eigenspaces is given
by regression analysis. We regress discretized versions of the first and second
conditional eigenfunctions of the time span before the moratorium on the first two
conditional eigenfunctions of the time span after the moratorium. If the resulting
R2 values of the regressions are low, we have a descriptive hint on a difference
between the corresponding eigenspaces. Of course, these regressions have to be
done for common temperature values τ and overlapping parts of the intervals,
i.e., [max(aˆbef(τ ;h), aˆaft(τ ;h)),min(bˆbef(τ ;h), bˆaft(τ ;h))]. The resulting R2 values
are all greater or equal to 0.96, which indicate that the eigenspaces conditionally
on common temperature values are almost the same across the time periods.
In the remainder of this section we discuss the results from fitting the unob-
served price functions Pt. This goes without comparisons of the two time spans
of our data set such that we can abstain from using the superscripts “t.sp”, “bef”,
and “aft”.
Fitting the unobserved price functions
As mentioned in the introduction, we face a somewhat borderline case of sparse
functional data. In fact, within the random subintervals [At, Bt] the observed
realizations of the discretization points Dit are relatively densely sampled, but
outside of these intervals there are no observations at all. This interesting phe-
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nomenon is visualized Figure 2.6, where we plot the graphs of the functionals
Pˆt(d, Tt) = µˆ(d, Tt) +
2∑
k=1
βˆtk(Tt) pˆk(d, Tt)
with d ∈ [aˆ(Tt), bˆ(Tt)] and βˆtk(Tt) being the ordinary least squares estimate of
βtk(Tt) as discussed in Section 2.4.3. The black colored parts of the graphs indicate
the regions of the random subintervals [At, Bt] on which the discretization points
are actually observed, where At and Bt are estimated by the extremum estimators
Amint and Bmint as discussed in Section 2.3.4.
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Figure 2.6: Four fitted price functions, where the days are chosen to have season-
specific median temperatures for the time span one year before the moratorium
(from March 15, 2010 to March 14, 2011). The same days are also emphasized
in Figure 2.2.
Figure 2.6 complements our discussion of the ordinary least squares estima-
tor βˆtk(Tt) in Section 2.4.3. The four fitted price functions are representative
examples for whole data set: The model fit of the parts within the subintervals
[Amint , Bmaxt ] are throughout satisfactory. (The R2 value for the whole data set is
given by 0.92.) However, the prediction of the parts outside of the subintervals
[Amint , Bmaxt ] is generally not reliable, except for some exceptions such as shown
by the graph of the fitted price function for December 22, 2010.
This visualizes nicely the problem of multicollinearity induced from observing
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realizations of electricity demand only within subintervals of the whole domain. A
numerical document for the four fitted price functions in Figure 2.6 can be given
by the R2 values from regressing the first eigenfunctions on the corresponding
second eigenfunctions—under consideration of the respective subintervals. The
R2 value associated with the winter day December 22, 2010 is given by 0.43. By
contrast, the R2 values of the other three regressions are greater or equal 0.87 and
point to an approximate linear relationship between the corresponding sub-parts
of the eigenfunctions.
2.6 Conclusion
In this paper we propose to model hourly electricity spot prices as noisy dis-
cretization points of smooth random price functions, where the random price
functions are specified as bivariate functions of the fundamental prediction vari-
ables electricity demand and air temperature. Theoretical foundation of this
functional data point of view on electricity spot prices is given by the merit order
model—the most important pricing model for electricity spot prices.
The consideration of the peculiar random design of the prediction variables
induces problems similar to the case of sparse functional data. Within this en-
vironment, multivariate nonparametric regression is an important tool for func-
tional principal component analysis. Our asymptotic bias and variance results
for the multivariate local linear estimator account for the temporal dependencies
between the random price functions, as well as the dependencies between spot
prices coming from the same price functions.
Our theoretical considerations are concluded by a real data application. There,
we apply our model to German electricity market data one year before and one
year after Germany’s nuclear phase-out on March 14, 2011 and contrast the esti-
mation results. The real data study clearly confirms the usefulness of our func-
tional data point of view on electricity spot prices.
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2.7 Appendix: Proofs
In this section we give proofs our propositions and theorems. In order to facili-
tated readability we present a rather detailed version of the proof.
2.7.1 Proof of Proposition 2.4.1
The result for conditional variance of the error εijt in part (ii) of Proposition
2.4.1:
σ2ε((δ, δ′), τ) = V ar(εijt|(Dit,Djt, Tt) = (δ, δ′, τ))
= γ((δ, δ), τ) + γ((δ′, δ′), τ) + 4σ2
can be seen by applying the conditional variance operator on the definition of
εijt in Eq. (2.8) and using formula (2) for the variance of products of mutually
independent variables proposed by Goodman (1962).
All other results of Proposition 2.4.1 follow directly from our assumptions on
the data-generating processes (2.3) and (2.7).
2.7.2 Proof of Theorem 2.4.1
Our proof of Theorem 2.4.1 follows that of Ruppert & Wand (1994), where the
main difference is given by our Lemmas 2.7.1-2.7.3 below in the proof of Theorem
2.4.1, part (ii).
Proof of Theorem 2.4.1, part (i):
Let x ∈ CX(q) and q ∈ CQ be an interior points. Using d-variate Taylor-
expansion, the conditional bias of the estimator mˆ(x, q;H), defined in Eq. (2.15),
can be written as
E(mˆ(x, q;H)−m(x, q)|(X,Q)) (2.23)
= 12e
T
1 ((Tn)−1(Xx, Qq)TWxq(Xx, Qq))−1(Tn)−1(Xx, Qq)TWxq
(1
2Qm(x, q) +Rm(x, q)
)
,
where Qm(x, q) is a Tn× 1 vector defined as Qm(x, q) =
(((X11, Q1)− (x, q))THm(x, q)((X11, Q1)− (x, q)), . . . , ((XnT , QT )− (x, q))THm(x, q)((XnT , QT )− (x, q)))T
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with Hm(x, q) being the d × d Hessian matrix of the regression function m at
(x, q) and Rm(x, q) is a Tn× 1 vector of remainder terms defined as Rm(x, q) =
(o(((X11, Q1)− (x, q))T ((X11, Q1)− (x, q))), . . . , o(((XnT , QT )− (x, q))T ((XnT , QT )− (x, q))))T
Next, we derive asymptotic approximations for the two (d + 1) × (d + 1)
matrices ((Tn)−1(Xx, Qq)TWxq(Xx, Qq))−1 and (Tn)−1(Xx, Qq)TWxqQm(x, q) of
the right hand side of Eq. (2.23). Using standard procedures from kernel density
estimation it is easy to derive that (Tn)−1(Xx, Qq)TWxq(Xx, Qq) =fXQ,T (x, q) +Op(tr(HX)) +Op(tr(HQ)) µ2(K)DfXQ,T (x, q)TH + op(1TH)
µ2(K)HDfXQ,T (x, q) + op(H1) µ2(K)HfXQ,T (x, q) + op(H)
 ,
where fXQ,T (x, q) = fX(x|q)T−1∑Tt=1 fQ(q|t/T ), H =
HX 0
0 HQ
, and 1 is a
generic vector or matrix having appropriate dimensions and with all elements
equal to one.
Standard results on inversion of block matrices yield
(
(Tn)−1(Xx, Qq)TWx,q(Xx, Qq)
)−1
= (2.24)
(fXQ,T (x, q))−1 +Op(tr(HX)) +Op(tr(HQ)) −DfXQ,T (x, q)T (fXQ,T (x, q))−2 + op(1TH2)
−DfXQ,T (x, q) (fXQ,T (x, q))−2 + op(H21) (µ2(K)HfXQ,T (x, q))−1 + op(H)
 .
The second (d + 1) × (d + 1) matrix, namely (Tn)−1(Xx, Qq)TWxqQm(x, q),
can be partitioned as following:
(Tn)−1XTxWxQm(x, q) =
upper element
lower bloc
 ,
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where the upper element is a scalar variable equal to
(Tn)−1
∑
it
KX,HX (Xit − x)KQ,HQ(Qt − q)(Xit − x,Qt − q)Hm(x, q)((Xit − x)T , (Qt − q)T )T
=
∫
[−1,1]d2
∫
[−1,1]d1
KX(u)KQ(v)(uTH1/2X , vTH
1/2
Q )Hm(x, q)(H1/2X u,H1/2Q v)T · (2.25)
·fXQ,T (x+H1/2X u, q +H1/2Q v)dudv + op(1TH1)
= Op(1TH1)
and the d× 1 dimensional lower bloc is equal to
(Tn)−1
∑
it
{
KHX (Xit − x)KHQ(Qt − q)(Xit − x,Qt − q)Hm(x, q)((Xit − x)T , (Qt − q)T )T
}
·((Xit − x)T , (Qt − q)T )T (2.26)
= Op(H3/21).
Remember that at the beginning of Section 2.3.2 we define Xit and Qt as 1× d1
and 1× d2 row-vectors.
Using the above derived expressions for the matrices ((Tn)−1(Xx, Qq)TWxq(Xx, Qq))−1
(see Eq. (2.24)) and (Tn)−1(Xx, Qq)TWxqQm(x, q) (see Eq.’s (2.25) and (2.26)),
we can compute the first summand of the conditional bias expression in Eq. (2.23),
which yields the scalar variable
1
2e
T
1 ((Tn)−1(Xx, Qq)TWxq(Xx, Qq))−1(Tn)−1(Xx, Qq)TWxqQm(x, q) =
1
2(fXQ,T (x, q))
−1
∫
[−1,1]d2
∫
[−1,1]d1
KX(u)KQ(v)(uTH1/2X , v
TH
1/2
Q )Hm(x, q)(H1/2X u,H1/2Q v)T
·fXQ,T (x+H1/2X u, q +H1/2Q v)dudv + op(tr(H)).
Furthermore, it is easily seen that the second summand of the conditional bias
expression in Eq. (2.23), which holds the remainder term, is given by
1
2e
T
1 ((Tn)−1(Xx, Qq)TWxq(Xx, Qq))−1(Tn)−1(Xx, Qq)TWxqRm(x, q) = op(tr(H)).
Summation of the two latter expressions and Taylor expansion of fXQ,T (., .)
around (x, q) yields the asymptotic approximation of the conditional bias
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E(mˆ(x, q;H)−m(x, q)|X) =
= 12(fXQ,T (x, q))
−1
∫
[−1,1]d2
∫
[−1,1]d1
KX(u)KQ(v)(uTH1/2X , v
TH
1/2
Q )Hm(x, q)(H1/2X u,H1/2Q v)T
·
[
fXQ,T (x, q) +O(tr(H1/2X )) +O(tr(H1/2Q ))
]
dudv + op(tr(H)).
Using that K((u, v)T ) = KX(u)KQ(v) and that H is a block diagonal matrix
with diagonal blocks HX and HQ we can integrate with respect to (u, v)T . This
leads to the following compact expression: E(mˆ(x, q;H)−m(x, q)|X) =
= 12 µ2(K) tr {HHm(x)}+ op(tr(H)) = Op(tr(H)),
which shows our bias statement of Theorem 2.4.1, part (i).
Proof of Theorem 2.4.1, part (ii): In the following we derive the conditional
variance of the d-variate local linear estimator V ar(mˆ(x, q;H)|X) =
= eT1 ((Xx, Qq)TWxq(Xx, Qq))−1
(Xx, Qq)TWxq · Cov(Y |(X,Q)) ·Wxq(Xx, Qq)
((Xx, Qq)TWxq(Xx, Qq))−1e1
(2.27)
= eT1 ((Tn)−1(Xx, Qq)TWxq(Xx, Qq))−1
((Tn)−2(Xx, Qq)TWxq · Cov(Y |(X,Q)) ·Wxq(Xx, Qq))
((Tn)−1(Xx, Qq)TWxq(Xx, Qq))−1e1,
where Cov(Y |X) is the Tn× Tn matrix with typical elements
Cov(Yit, Yjs|Xit, Xjs, Qt, Qs)
= ψ|t−s|((Xit, Xjs), (Qt, Qs)) + σ2ν(Xit, Qt)I (i = j and t = s)
with I(true) = 1 and zero otherwise.
We begin with analyzing the (d+ 1)× (d+ 1) matrix
(Tn)−2(Xx, Qq)TWxq · Cov(Y |(X,Q)) ·Wxq(Xx, Qq)
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using the following three Lemmas 2.7.1-2.7.3.
Lemma 2.7.1. The upper-left scalar (block) of the matrix
(Tn)−2(Xx, Qq)TWxqCov(Y |(X,Q))Wxq(Xx, Qq) is given by
(Tn)−21TWxqCov(Y |(X,Q))Wxq1
= (Tn)−1fXQ,T (x, q)|H|−1/2R(K)
(
ψ((x, x), q) + σ2ν(x, q)
) (
1 +Op(tr(H1/2))
)
+ T−1f2XQ,T (x, q)
[(
n− 1
n
)
|HQ|−1/2R(KQ)ψ((x, x), q) + Cr(x, q)
]
+ Op(T−1 tr(H1/2)) +Op(T−2)
= Op((Tn)−1|H|−1/2) +Op(T−1|HQ|−1/2),
where fXQ,T (x, q) = T−1
∑T
t=1 fX(x|q)f(q|t/T ),
f 2XQ,T (x, q) = T−1
∑T
t=1(fX(x|q)f(q|t/T ))2, and Cr(x, q) is a non-negative con-
stant such that 0 ≤ Cr(x, q) ≤ 2Cψr1−r , defined as Cr(x, q) = 2
∑T−1
u=1 ψu((x, x), (q, q)).
Lemma 2.7.2. The 1× d dimensional upper-right block of the matrix
(Tn)−2(Xx, Qq)TWxqCov(Y |(X,Q))Wxq(Xx, Qq) is given by
(Tn)−21TWxqCov(Y |(X,Q))Wxq

(X11 − x,Q1 − q)
...
(XnT − x,QT − q)

= (Tn)−1fXQ,T (x, q)|H|−1/2(1TH1/2)R(K)
(
ψ((x, x), q) + σ2ν(x, q)
) (
1 +Op(tr(H1/2))
)
+ T−1f2XQ,T (x, q)(1TH1/2)
[(
n− 1
n
)
|HQ|−1/2R(KQ)ψ((x, x), q) + Cr(x, q)
]
+ Op(T−1 tr(H1/2)) +Op(T−2)
= Op((Tn)−1|H|−1/2(1TH1/2)) +Op(T−1(1TH1/2)|HQ|−1/2).
The d×1 dimensional lower-left block of the matrix (Tn)−2XTxWxCov(Y |X)WxXx
is simply the transposed version of the latter result.
Lemma 2.7.3. The d× d lower-right block of the matrix
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(Tn)−2(Xx, Qq)TWxqCov(Y |(X,Q))Wxq(Xx, Qq) is given by
(Tn)−2
(
((X11 − x)T , (Q1 − q)T )T , . . . , ((XnT − x)T , (QT − q)T )T
)
·WxqCov(Y |(X,Q))Wxq

(X11 − x,Q1 − q)
...
(XnT − x,QT − q)

= (Tn)−1fXQ,T (x, q)|H|−1/2HR(K)
(
ψ((x, x), q) + σ2ν(x, q)
) (
1 +Op(tr(H1/2))
)
+ T−1f2XQ,T (x, q)H
[(
n− 1
n
)
|HQ|−1/2R(KQ)ψ((x, x), q) + Cr(x, q)
]
+ Op(T−1 tr(H1/2)) +Op(T−2)
= Op((Tn)−1|H|−1/2H) +Op(T−1H|HQ|−1/2).
Using the approximations for the bloc-elements of the matrix
(Tn)−2(Xx, Qq)TWxqCov(Y |(X,Q))Wxq(Xx, Qq), given by the Lemmas 2.7.1-2.7.3,
and the approximation for the matrix
(
(Tn)−1(Xx, Qq)TWxq(Xx, Qq)
)−1
, given
in Eq. (2.24), we can approximate the conditional variance of the bivariate local
linear estimator, given in Eq. (2.27). Some tedious yet straightforward matrix
algebra leads to V ar(mˆ(x, q;H)|(X,Q)) =
(Tn)−1|H|−1/2
{
R(K)
(
ψ((x, x), q) + σ2ν(x, q)
)
fXQ,T (x, q)
}(
1 +Op(tr(H1/2))
)
+T−1Cf (x, q)
[(
n− 1
n
)
|HQ|−1/2R(KQ)ψ((x, x)q) + Cr(x, q)
]
+Op(T−1 tr(H1/2)) +Op(T−2),
where Cf (x, q) is a non-negative constant 0 < Cf (x, q) < 1 for all x ∈ CX(q) and
q ∈ CQ, defined as
Cf (x, q) =
f 2XQ,T (x, q)
(fXQ,T (x, q))2
=
∑T
t=1(fX(x|q)fQ(q|t/T ))2
(∑Tt=1 fX(x|q)fQ(q|t/T ))2 .
Which of the above terms Op(T−1 tr(H1/2)) and Op(T−2) dominates the other
depends on the order of magnitude of tr(H1/2). The assumption that (Tn)−1|H|−1/2 →
0 as Tn → ∞ and that T−1|HQ|−1/2 → 0 as T → ∞ (Assumption A3) leads to
|H|−1/2 ∼ (Tn)δ and |HQ|−1/2 ∼ T δ2 for some δ and δQ with 0 < δ < 1 and
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0 < δQ < 1. Using the assumption that n = n(T ) ∼ T β, with β ≥ 0, is can be
easily derived that tr(H1/2) ∼ d1T (δQ−(1+β)δ)d1 +d−δQ/d22 . From this it follows that
the term O(T−1tr(H1/2)) always dominates the term O(T−2), since it is always
the case that −1 < −δQ/d2 < 0.
Next we proof Lemma 2.7.1; the proofs of Lemmas 2.7.2 and 2.7.3 can be done
correspondingly. Lemma 2.7.1 can be shown by considering the convergences of
the mean and the variance of (Tn)−21TWxqCov(Y |(X,Q))Wxq1 against zero as
T →∞. It is convenient to split the sum such that
(Tn)−21TWxqCov(Y |(X,Q))Wxq1 = M1 +M2 with
M1 = (Tn)−2
∑
it
(KX,HX (Xit − x)KQ,HQ(Qt − q))2V ar(Yit|Xit, Qt) (2.28)
M2 = (Tn)−2
∑
ij
∑
ts
t6=s
KX,HX (Xit − x)KQ,HQ(Qt − q)Cov(Yit, Yjs|Xit, Xjs, Qt, Qs)
·KX,HX (Xjs − x)KQ,HQ(Qs − q)
+(Tn)−2
∑
ij
i 6=j
∑
t
KX,HX (Xit − x)[KQ,HQ(Qt − q)]2Cov(Yit, Yjt|Xit, Xjt, Qt)
·KX,HX (Xjt − x).
(2.29)
Note that the factor [KQ,HQ(Qt − q)]2 in sum M2 leads to the nonparametric
convergence rate with respect to T .
First, we compute of the mean E (M1) =
(Tn)−1
∫
CQ
∫
CX(v)
(KX,HX (u− x)KQ,HQ(v − q))2V ar(Y1t|u, v)fXQ,T (u, v) dudv
with V ar(Y1t|u, v) = ψ((u, u), v) + σ2ν(u, v), substituting H−1/2X (u − x) = w and
H
−1/2
Q (v−q) = z, Taylor-expansions around (x, q), and using the usual arguments
leads to
E (M1) = (Tn)−1|H|−1/2fXQ,T (x, q)R(K)
(
ψ((x, x), q) + σ2ν(x, q)
)
(2.30)
+O((Tn)−1|H|−1/2 tr(H1/2)),
where |H|−1/2 = |HX |−1/2|HQ|−1/2, R(K) := ∫[−1,1]d K((w, z)T )2d(w, z)T and
fXQ,T (x, q) = fX(x|q)T−1∑Tt=1 fQ(q|t/T ).
2.7. Appendix: Proofs 89
Second, we compute the mean E (M2) =
n2
(Tn)2
∑
ts
t6=s
∫
CQ
∫
CQ
∫
CX(v)
∫
CX(v˜)
KX,HX ((u− x))KQ,HQ((v − q))ψ|t−s|((u, u˜), (v, v˜))
·KX,HX ((u˜− x))KQ,HQ((v˜ − q))fX(u|v)fQ(v|t/T )fX(u˜|v˜)fQ(v˜|s/T ) dudu˜dvdv˜
+n
2 − n
(Tn)2
∑
t
∫
CQ
∫
CX(v)
∫
CX(v)
KX,HX ((u− x))[KQ,HQ((v − q))]2ψ((u, u˜), v)
·KX,HX ((u˜− x))fX(u|v)fQ(v|t/T )fX(u˜|v)fQ(v|t/T ) dudu˜dv
Substituting H−1/2X (u − x) = w, H−1/2X (u˜ − x) = w˜, H−1/2Q (v − q) = z, and
H
−1/2
Q (v˜ − q) = z˜, Taylor-expansions around (x, q), using the short-range depen-
dence assumption that ψ|t−s|((x, x), q) ≤ Cψr|t−s|, and using the usual arguments
leads to the following approximation of E (M2) =
= 1
T 2
∑
ts
t6=s
[ψ|t−s|((x, x), (q, q))fX(x|q)fQ(q|t/T )fX(x|q)fQ(q|s/T ) +O(r|t−s|tr(H1/2))]
+n− 1
T 2n
∑
t
|HQ|−1/2R(KQ) · ψ((x, x), q) ·
(
(fX(x|q)fQ(q|t/T ))2 +O(tr(H1/2))
)
Further Taylor-expansion of fQ(q, s/T ) around fQ(q, t/T ) and using that∑
t6=s ψ|t−s|((x, x), (q, q)) = O(T ) yields to E (M2)
= 1
T 2
(
T
{(
1
T
T∑
t=1
(fX(x|q)fQ(q|t/T ))2
)
Cr(x, q) +O(T−1)
}
+O(T tr(H1/2))
)
+n− 1
T 2n
(
T
{(
1
T
T∑
t=1
(fX(x|q)fQ(q|t/T ))2
)
|HQ|−1/2R(KQ)ψ((x, x), q)
}
+O(T tr(H1/2))
)
,
where Cr(x, q) is a non-negative constant with 0 ≤ Cr(x, q) ≤ 2Cψr1−r <∞, defined
as Cr(x, q) = 2
∑T−1
u=1 ψu((x, x), (q, q)). Further simplification leads to
E(M2) =
1
T
f2XQ,T (x, q)Cr(x, q) +O(T−2) +O(T−1tr(H1/2))
+ 1
T
f2XQ,T (x, q)
(
n− 1
n
)
|HQ|−1/2R(KQ)ψ((x, x), q) +O(T−1tr(H1/2)),
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where f 2XQ,T (x, q) = T−1
∑T
t=1(fX(x|q)fQ(q|t/T ))2.
Finally, we can derive that E(M2) =
= 1
T
f2QX,T (x, q)
[(
n− 1
n
)
|HQ|−1/2R(KQ)ψ((x, x), q) + Cr(x, q)
]
+O(T−1tr(H1/2)) +O(T−2). (2.31)
Eq.’s (2.30) and (2.31) together describe the speed of convergence of the mean
of (Tn)−21TWxqCov(Y |(X,Q))Wxq1 against zero as T → ∞. In order to com-
plete the proof, it remains for us to show that the variance convergences against
zero as well. Here, we do not have to derive precise convergence rates, but only
need to show that V ar((Tn)−21TWxqCov(Y |(X,Q))Wxq1) = o(1). This follows
from standard arguments on averages over weakly dependent random variables.
Lemmas 2.7.2 and 2.7.3 differ from Lemma 2.7.1 only with respect to the
additional factors 1TH1/2 and H. These come in due to the usual substitution
step for the additional data parts (Xit − x,Qt − q).
2.7.3 Proof of Theorem 2.4.2
In the following we proof Theorem 2.4.2.
For the asymptotic behavior of the eigenvalues λˆk of the matrix Mˆ we proof
the following claims
λˆk(τ)− λk(τ) = pk(τ)T [Mˆ(τ)−M(τ)]pk(τ) +Op(T−1) and (2.32)
= Op(T−1/2). (2.33)
For the asymptotic behavior of the eigenvectors pˆk(τ) of the matrix Mˆ(τ) we
proof the claim that
||pˆk(τ)− pk(τ)||2 = Op
(
T−1/2
)
, (2.34)
where ||.||2 is the Euclidean norm on Rne .
We start with our proofs regrading the convergence results for the eigenvalues
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in Eq.’s (2.32) and (2.33). Using Eq.’s (20)-(22) of Kneip & Utikal (2001) we can
derive for the difference between the matrices Mˆ(τ) and M(τ):
||(Mˆ(τ)−M(τ))||22 = sup
||v||2=1
(vT (Mˆ(τ)−M(τ))T (Mˆ(τ)−M(τ))v)
= sup
||v||2=1
tr
(
(Mˆ(τ)−M(τ))T (Mˆ(τ)−M(τ))vvT
)
≤ tr
(
(Mˆ(τ)−M(τ))T (Mˆ(τ)−M(τ))
)
=
∑
ij
(Mˆ(τ)ij −M(τ)ij)2
= Op
(
n2etr(H)2
)
||(Mˆ(τ)−M(τ))||2 = Op (ne tr(H)) .
For our further computations we use part a) of the Lemma A.1. in Kneip &
Utikal (2001), where for simplicity we consider only the case of eigenvalues with
multiplicity one:
Lemma A.1. a) of Kneip & Utikal (2001)
λˆ(τ)k − λ(τ)k = p(τ)Tr (Mˆ(τ)−M(τ))p(τ)r +R(τ)1
|R(τ)1| ≤ 6||(Mˆ(τ)−M(τ))||
2
2
minλ(τ)∈EG(M(τ)),λ(τ)6=λ(τ)k |λ(τ)− λ(τ)k|
,
where EG(M(τ)) = {λ1(τ), . . . , λne(τ)} with λ1(τ) > · · · > λne(τ).
Using Assumption B1, i.e., mins=1,...,n;s 6=r |λk(τ)−λs(τ)| ≥ neC3,r, the remain-
der term R1(τ) can be simplified such that:
λˆk(τ)− λk(τ) = pk(τ)T (Mˆ(τ)−M(τ))pk(τ) +Op(ne tr(H)2),
where tr(H)2 = dh4. Using the assumption that |H|1/2 = hd ∼ (Tn)−δ with
1
4d ≤ δ < 1, it can be shown that tr(H)2 = O((Tn)−1). This shows Claim
(2.32).
92 A fundamental model for electricity spot prices
A more raw quantification of the estimation error is given in the following:
E
(
pk(τ)T [Mˆ(τ)−M(τ)]pk(τ)
)
= pk(τ)TE(Mˆ(τ)−M(τ))pk(τ)
= tr(pk(τ)TE(Mˆ(τ)−M(τ))pk(τ))
≤ tr(E(Mˆ(τ)−M(τ)))
=
ne∑
i=1
E(Mˆ(τ)ii −M(τ)ii)
= ne (Op(tr(H))) ,
which yields pk(τ)T (Mˆ(τ)−M(τ))pk(τ) = Op(ne tr(H)). By the same arguments
as above, we have tr(H) = O((Tn)−1/2). This shows the Claim (2.33).
In the following we show Claim (2.34), which is based on part b) of the Lemma
A1 of Kneip & Utikal (2001):
pˆk(τ)− pk(τ) = −Sk(Mˆ(τ)−M(τ))pk(τ) +R2(τ)
Sk(τ) =
∑
s 6=r
1
λs(τ)− λk(τ)ps(τ)ps(τ)
T
R2(τ) ≤ 6 ||(Mˆ(τ)−M(τ))||
2
2
minλ(τ)∈EG(M(τ)),λ(τ)6=λk(τ) |λ(τ)− λk(τ)|2
.
This allows us to formalize the following approximation:
||pˆk(τ)− pk(τ)|| ≤ ||Sk(Mˆ(τ)−M(τ))pk(τ)||2 + ||R2(τ)||
Using Assumption B1, i.e., mins=1,...,n;s 6=r |λk(τ)− λs(τ)| ≥ neC3,r, and our above
derived approximation ||(Mˆ(τ)−M(τ))||22 = Op(tr(H)2) it is easily seen that:
||R2(τ)|| = Op(tr(H)2).
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Furthermore:
||Sk(Mˆ(τ)−M(τ))pk(τ)||2 = ||(
∑
s 6=r
1
λs(τ)− λk(τ)ps(τ)ps(τ)
T )(Mˆ(τ)−M(τ))pk(τ)||2
≤ ||( 1
lk
∑
s 6=r
ps(τ)ps(τ)T )(Mˆ(τ)−M(τ))pk(τ)||2
= 1
lk
||∑
s 6=r
p(τ)str(ps(τ)T (Mˆ(τ)−M(τ))pk(τ))||2
≤ 1
lk
||tr(Mˆ(τ)−M(τ))∑
s 6=r
ps(τ)||2
= 1
lk
||(
ne∑
i=1
[Mˆ(τ)ii −M(τ)ii])
∑
s 6=r
ps(τ)||2,
where lk = min{|λr−1(τ) − λr(τ)|, |λr+1(τ) − λr(τ)|}. With lk = O(ne) and
E(mˆ(x, q;H)−m(x, q)) = Op(tr(H)) we have
||Sk(Mˆ(τ)−M(τ))pk(τ)||2 = Op (tr(H)) .
This shows Claim (2.34), since
||pˆk(τ)− pk(τ)|| ≤ ||Sk(Mˆ(τ)−M(τ))pk(τ)||2 + ||R2(τ)||
= Op (tr(H)) +Op
(
tr(H)2
)
= Op (tr(H)) .
By the same arguments as above, we have tr(H) = O((Tn)−1/2).
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Chapter 3
The R-package phtt: Panel Data
Analysis with Heterogeneous
Time Trends
The R-package phtt provides estimation procedures for panel data with large
dimensions n, T , and general forms of unobservable heterogeneous effects. Par-
ticularly, the estimation procedures are those of Bai (2009) and Kneip et al.
(2012b), which complement one another very well: both models assume the un-
observable heterogeneous effects to have a factor structure. The method of Bai
(2009) assumes that the factors are stationary, whereas the method of Kneip et al.
(2012b) allows the factors to be non-stationary. Additionally, the phtt package
provides a wide range of dimensionality criteria in order to estimate the number
of the unobserved factors simultaneously with the remaining model parameters.
3.1 Introduction
One of the main difficulties and at the same time appealing advantages of panel
models is their need to deal with the problem of unobserved heterogeneity. Clas-
sical panel models, such as fixed effects or random effects, try to model unob-
served heterogeneity using dummy variables or structural assumptions on the
error term (see, e.g., Baltagi (2005)). In both cases the unobserved heterogeneity
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is assumed to remain constant over time within each cross-sectional unit—apart
from an eventual common time trend. This assumption might be reasonable for
approximating panel data with fairly small temporal dimensions T ; however, for
panel data with large T this assumption becomes implausible.
Nowadays, the availability of panel data with large cross-sectional dimensions
n and large time dimensions T has triggered the development of a new class of
panel data models. Recent discussions by Ahn et al. (2006), Pesaran (2006), Bai
(2009), Bai et al. (2009), and Kneip et al. (2012b) have focused on advanced
panel models for which the unobservable individual effects are allowed to have
heterogeneous time trends that can be approximated by a factor structure. The
basic form of this new class of panel models can be presented as follows:
yit =
P∑
j=1
xitjβj + νit + it, for i ∈ {1, . . . , n}, and t ∈ {1, . . . , T}, (3.1)
where yit is the dependent variable for each individual i at time t, xitj is the
jth element of the vector of explanatory variables xit ∈ RP , and it is the id-
iosyncratic error term. The time-varying individual effects νit ∈ R of individual
i for the time points t ∈ {1, . . . , T} are assumed to have a d-dimensional factor
structure. The following two specifications of the time-varying individual effects
νit are implemented in the R package phtt:
νit =
 vit =
∑d
l=1 λilflt, for the model of Bai (2009),
vi(t) =
∑d
l=1 λilfl(t), for the model of Kneip et al. (2012b).
(3.2)
Here, λil are unobserved individual loadings parameters, flt are unobserved com-
mon factors for the model of Bai (2009), fl(t) are the unobserved common factors
for the model of Kneip et al. (2012b), and d is the unknown factor dimension. We
consider the standard case of iid error terms it with E(it) = 0 and V(it) = σ2.
Note that the explicit consideration of an intercept in model (3.1) is not
necessary but may facilitate interpretations. If xit includes an intercept, the time-
varying individual effects νit are centered around zero. If xit does not include an
intercept, the time-varying individual effects νit are centered around the overall
mean.
3.1. Introduction 97
Model (3.1) includes the classical panel data models with additive time-
invariant individual effects and common time-specific effects. This model is ob-
tained by choosing d = 2 with a first common factor f1t = 1 for all t ∈ {1, . . . , T}
that has individual loadings parameters λi1, and a second common factor f2t that
has the same loadings parameter λi2 = 1 for all i ∈ {1, . . . , n}.
An intrinsic problem of factor models lies in the fact that the true factors
are only identifiable up to rotation. In order to ensure the uniqueness of these
parameters, a number of d2 restrictions are required. The usual normalization
conditions are given by
(a) 1
T
∑T
t=1 f
2
lt = 1 for all l ∈ {1, . . . , d},
(b) ∑Tt=1 fltfkt = 0 for all l, k ∈ {1, . . . , d} with k 6= l, and
(c) ∑Ni=1 λilλik = 0 for all l, k ∈ {1, . . . , d} with k 6= l.
For the model of Kneip et al. (2012b), flt in conditions (a) and (b) has to be
replaced by fl(t). As usual in factor models, a certain degree of indeterminacy
remains, because the factors can only be determined up to sign changes.
Kneip et al. (2012b) consider the case in which the common factors fl(t)
show relatively smooth patterns over time. This includes strongly positive auto-
correlated stationary as well as non-stationary factors. The authors propose to
approximate the time-varying individual effects vi(t) by smooth functions ϑi(t).
In this way (3.1) becomes a semi-parametric model and its estimation is done
using a two-step estimation procedure, explained in more detail in Section 3.2.
Alternatively, Bai (2009) proposes an iterated least squares approach to es-
timate (3.1) for stationary time-varying individual effects vit such as ARMA or
white noise processes. The estimators are the result of an iterative procedure
solving a system of non-linear equations. However, Bai (2009) assumes the factor
dimension d to be a known parameter, which is usually not the case. Therefore,
the phtt package uses an algorithmic refinement of Bai’s method proposed by
Bada & Kneip (2010) in order to estimate the number of unobserved common
factors d jointly with the remaining model parameters; see Section 3.4 for more
details.
Besides the implementations of the methods proposed by Kneip et al. (2012b),
Bai (2009), and Bada & Kneip (2010) the R package phtt comes with a wide range
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of criteria (13 in total) for estimating the factor dimension d. The main functions
of the phtt package are given in the following list:
• KSS() : Computes the estimators of the model parameters according to the
method of Kneip et al. (2012b); see Section 3.2
• Eup() : Computes the estimators of the model parameters according to the
method of Bai (2009) and Bada & Kneip (2010); see Section 3.4
• OptDim() : Allows for a comparison of the estimated factor dimensions dˆ
obtained from many different panel criteria; see Section 3.3
• checkSpecif() : Tests whether to use a classical fixed effects panel model
or a panel model with individual effects νit; see Section 3.5.1
The functions are provided with print()-, summary()-, plot()-, coef()- and
residuals()-methods.
Standard methods for estimating models for panel and longitudinal data are
also implemented in the R R Development Core Team (2012) packages plm (Crois-
sant & Millo, 2008), nlme (Pinheiro, Bates, DebRoy, Sarkar & R Core team,
2012), and lme4 (Bates, Maechler & Bolker, 2012); see Croissant & Millo (2008)
for an exhaustive comparison of these packages. Recently, Millo & Piras (2012)
published the R package splm for spatial panel data models. The phtt package
further extends the toolbox for statisticians and econometricians and provides the
possibility of analyzing panel data in the case when the unobserved heterogeneity
is time-varying.
To the best of our knowledge, the phtt package Bada & Liebl (2012) is the first
software package that offers the estimation methods of Bai (2009) and Kneip et al.
(2012b). Regarding the different dimensionality criteria (in total 13) that can by
accessed via the function OptDim() only those of Bai & Ng (2002) are publicly
available as MATLAB codes (The MathWorks Inc., 2012) from the homepage of
Serena Ng (http://www.columbia.edu/~sn2294/).
To demonstrate the use of our functions, we re-explore the well known Cigar
dataset, which is frequently used in the literature of panel models. The panel
contains the amounts of cigarette consumption of n = 46 American states from
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1963 to 1992 (T = 30) as well as data about the income per capita and cigarette
prices in the same states during the same period (see, e.g., Baltagi & Levin (1986)
for more details on the dataset).
We follow Baltagi & Li (2004), who estimate the following panel model:
ln(Consumptionit) = µ+ β1 ln(Priceit) + β2 ln(Incomeit) + eit. (3.3)
Here, Consumptionit presents the sales of cigarettes (packs of cigarettes per
capita), Priceit is the average real retail price of cigarettes, and Incomeit is the
real disposable income per capita. The index i ∈ {1, . . . , 46} denotes the single
states and the index t ∈ {1, . . . , 30} denotes the year.
Baltagi & Li (2004) assume the error term eit to be affected by time-varying
spatial correlations between neighboring states. To estimate the model, the au-
thors use a pre-defined n × n spatial weights matrix W = {ωij}i,j=1,...,n, where
ωij is equal to one if state i and state j are neighboring states and zero else. If
a state i has more than one neighboring state then the corresponding ωij’s are
normalized to sum up to one.
However, the model of Baltagi & Li (2004) is very restrictive, since the assump-
tions on the structure of the error term eit are fixed a priori. Instead, we apply
the panel methods introduced above and allow for the state-cross-correlations in
the error term eit to be approximated from the data by a multidimensional factor
structure such that
eit =
d∑
l=1
λilflt + it.
The Cigar dataset can be obtained from the phtt package using the function
data("Cigar"). The panels of the variables ln(Consumptionit), ln(Priceit), and
ln(Incomeit) are shown in Figure 3.1.
Section 3.2 is devoted to a short introduction of the method of Kneip et al.
(2012b), which is appropriate for relatively smooth common factors fl(t). Sec-
tion 3.3 presents the usage of the function OptDim(), which provides access to
a wide range of panel dimensionality criteria recently discussed in the literature
on factor models. Section 3.4 deals with the explanation as well as application
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Figure 3.1: Plots of the dependent variable ln(Consumptionit) and regressor vari-
ables ln(Priceit) and ln(Incomeit).
of the panel method proposed by Bai (2009), which is appropriate for stationary
and relatively unstructured common factors flt.
3.2 Panel models for heterogeneity in time trends
The panel model proposed by Kneip et al. (2012b) can be presented as follows:
yit =
P∑
j=1
xitjβj + vi(t) + it, (3.4)
where the time-varying individual effects vi(t) are parametrized in terms of com-
mon non-parametric basis functions f1(t), . . . , fd(t) such that
vi(t) =
d∑
l=1
λilfl(t). (3.5)
The asymptotic properties of this method rely on second order differences of
vi(t), which apply for continuous functions as well as for classical discrete stochas-
tic time series processes such as (S)AR(I)MA processes. Therefore, the functional
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notation of the time-varying individual effects vi(t) and their underlying common
factors f1(t), . . . , fd(t) does not restrict them to a purely functional interpreta-
tion. The main idea of this approach is to approximate the time series of the
time-varying individual effects vi(t) by smooth functions ϑi(t).
The estimation approach proposed by Kneip et al. (2012b) relies on a two-
step procedure: first, estimates of the common slope parameters βj and the
time-varying individual effects vi(t) are obtained semi-parametrically. Second,
functional principal component analysis is used to estimate the common factors
f1(t), . . . , fd(t), and to re-estimate the time-varying individual effects vi(t) more
efficiently. In the following we describe both steps in more detail.
Step 1: The unobserved parameters βj and vi(t) are estimated by the mini-
mization of
n∑
i=1
1
T
T∑
t=1
yit − P∑
j=1
xitjβj − ϑi(t)
2 + n∑
i=1
κ
∫ T
1
1
T
(
ϑ
(m)
i (s)
)2
ds, (3.6)
over all βj ∈ R and all m-times continuously differentiable functions ϑi, where
ϑ
(m)
i denotes the mth derivative of the function ϑi. A first approximation of
vi(t) is then given by v˜i(t) := ϑˆi(t). Spline theory implies that any solution ϑˆi(t)
possesses an expansion in terms of a natural spline basis z1(t), . . . , zT (t) such that
ϑˆi(t) =
∑T
s=1 ζˆiszs(t); see, e.g., De Boor (2001b). Using the latter expression, we
can rewrite (3.6) to formalize the following objective function:
S(β, ζ) =
n∑
i=1
(
||Yi −Xiβ − Zζi||2 + κζ>i Rζi
)
, (3.7)
where Yi = (yi1, . . . , yiT )>, Xi = (x>i1, . . . , x>iT )>, xit = (xit1, . . . , xitp)>, β =
(β1, . . . , βp)>, ζi = (ζi1, . . . , ζiT )>, Z and R are T × T matrices with elements
{zs(t)}s,t=1,...,T and {∫ z(m)s (t)z(m)k (t)dt}s,k=1,...,T respectively. κ is a preselected
smoothing parameter to control the smoothness of ϑˆi(t). We follow the usual
choice of m = 2, which leads to cubic smoothing splines.
The semi-parametric estimators βˆ, ζˆi = (ζˆi1, . . . , ζˆiT )>, and v˜i = (v˜i1, . . . , v˜iT )>
can be obtained by minimizing S(β, ζ) over all β ∈ Rp and ζ ∈ RT×n.
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The solutions are given by
βˆ =
(
N∑
i=1
X>i (I − Zκ)Xi
)−1 ( N∑
i=1
X>i (I − Zκ)Yi
)
, (3.8)
ζˆi = (Z>Z + κR)−1Z>(Yi −Xiβˆ), and (3.9)
v˜i = Zκ
(
Yi −Xiβˆ
)
, where Zκ = Z
(
Z>Z + κR
)−1
Z>. (3.10)
Step 2: The common factors are obtained by the first d eigenvectors γˆ1, . . . , γˆd
that correspond to the largest eigenvalues ρˆ1, . . . , ρˆd of the empirical covariance
matrix
Σˆ = 1
n
n∑
i=1
v˜iv˜
>
i . (3.11)
The estimator of the common factor fl(t) is then defined by the lth scaled eigen-
vector
fˆl(t) =
√
T γˆlt for all l ∈ {1, . . . , d}, (3.12)
where γˆlt is the tth element of the eigenvector γˆl. The scaling factor
√
T yields
that fˆl(t) satisfies the normalization condition 1T
∑T
t=1 fˆl(t)2 = 1 as listed above
in Section 3.1. The estimates of the individual loadings parameters λil are ob-
tained by ordinary least squares regressions of
(
Yi −Xiβˆ
)
on fˆl, where fˆl =
(fˆl(1), . . . , fˆl(T ))
′ . Recall from conditions (a) and (b) that λˆil can be calculated
as follows:
λˆil =
1
T
fˆ>l
(
Yi −Xiβˆ
)
. (3.13)
The time-varying individual effects vi(t) are re-estimated by vˆi(t) :=
∑d
l=1 λˆlfˆl(t),
where the factor dimension d can be determined, e.g., by the sequential testing
procedure of Kneip et al. (2012b) or by any other dimensionality criteria. In
Section 3.3 we introduce several such criteria.
To determine the optimal smoothing parameter κopt, Kneip et al. (2012b)
propose the following cross validation (CV) criterion:
CV (κ) =
n∑
i=1
||Yi −Xiβˆ−i −
d∑
l=1
λˆ−i,lfˆ−i,l||2, (3.14)
where βˆ−i, λˆ−i,l, and fˆ−i,l are estimates of the parameters β, λ, and fl based on
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the dataset without the ith observation. Unfortunately, this criterion is computa-
tionally very costly and requires determining the factor dimension d in advance.
To overcome this disadvantage, we propose a plug-in smoothing parameter that
is discussed in more detail in Section 3.2.1.
Kneip et al. (2012b) derive the consistency of the estimators as n, T → ∞
and show that the asymptotic distribution of common slope estimators is given
by Σˆ−1/2β (βˆ − E(βˆ)) d→ N(0, I), where
Σˆβ = σ2
(
n∑
i=1
X>i (I − Zκ)Xi
)−1 ( n∑
i=1
X>i (I − Zκ)2Xi
)(
n∑
i=1
X>i (I − Zκ)Xi
)−1
.
(3.15)
A consistent estimator of σ2 can be obtained by
σˆ2 = 1(n− 1)T
n∑
i=1
||Yi −Xiβˆ −
dˆ∑
l=1
λˆi,lfˆl||2. (3.16)
3.2.1 Computational details
A problem that remains to be discussed is the determination of the smoothing
parameter κ in (3.8), (3.12), and (3.13). Generally, it is possible to determine κ
by the CV criterion in (3.14); however, for relatively large dimensions T and n
cross validation is computationally very costly. Moreover, Kneip et al. (2012b) do
not explain how the factor dimension d is to be specified during the optimization
process, which is critical since dˆ itself depends on κ; see (3.21) in Section 3.3.
We propose to determine the smoothing parameter κ by generalized cross
validation (GCV). However, we cannot apply the classical GCV formulas as pro-
posed, e.g., in Craven & Wahba (1978) since we do not know the parameters
β and vi(t). Our computational algorithm for determining the GCV smoothing
parameter κGCV is based on the method of Cao & Ramsay (2010), who pro-
pose optimizing objective functions of the form (3.7) by updating the parameters
iteratively in a functional hierarchy. Formally, the iteration algorithm can be
described as follows:
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1. For given κ and β, we optimize (3.7) with respect to ζi to get
ζˆi = (Z ′Z + κR)−1Z>(Yi −Xiβ). (3.17)
2. By using (3.17), we minimize (3.7) with respect to β to get
βˆ =
(
N∑
i=1
X>i Xi
)−1 ( N∑
i=1
X>i (Yi − Zζˆi)
)
(3.18)
3. Once (3.17) and (3.18) are obtained, we optimize the following GCV crite-
rion to calculate κGCV :
κGCV = arg min
κ
1
n
T
tr(I − Zκ)2
n∑
i=1
||Yi −Xiβˆ − Zκ(Yi −Xiβˆ)||2. (3.19)
The program starts with initial estimates of β and κ and proceeds with steps
1, 2, and 3 in recurrence until convergence of all parameters, where the initial
value βˆstart is defined in (3.45) and the initial value κstart is the GCV-smoothing
parameter of the residuals Yi −Xiβˆstart.
The advantage of this approach is that the inversion of the P × P matrix
in (3.18) does not have to be be updated during the iteration process. Moreover,
the determination of the GCV-minimizer in (3.19) can be easily performed in R
using the function smooth.spline(), which calls on a rapid C-routine.
The GCV smoothing parameter κGCV in (3.19) does not explicitly account
for the factor structure of the time-varying individual effects vi(t) as formalized
in (3.2). However, given the assumption of a factor structure, the goal is not to
obtain optimal estimates of vi(t) but rather to obtain optimal estimates of the
common factors fl(t), which implies that the optimal smoothing parameter κopt
will be smaller than κGCV ; see Kneip et al. (2012b).
We use the GCV smoothing parameter κGCV as an upper bound for κopt,
which provides a quick-and-dirty approximation. Alternatively, it is possible to
optimize the CV criterion (3.14). In this case, the optimal smoothing parameter
κopt is selected from the interval (0, κGCV ) and the factor dimension d in (3.14)
is estimated by (3.21) using the plug-in estimator κplug-in.
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3.2.2 Application
This section is devoted to the application of the method above discussed, which
is accessible through the function KSS(). In total, the function KSS() has the
following arguments:
R> args(KSS)
function (formula, additive.effects = c("none", "individual",
"time", "twoways"), consult.dim.crit = FALSE, d.max = NULL,
sig2.hat = NULL, factor.dim = NULL, level = 0.01, spar = NULL,
CV = FALSE, convergence = 1e-06, restrict.mode = c("restrict.factors",
"restrict.loadings"), ...)
NULL
The argument additive.effects makes it possible to extend the model (3.4)
for additional additive individual, time, or twoways effects as discussed in Sec-
tion 3.5. If the logical argument consult.dim.crit is set to TRUE all dimen-
sionality criteria discussed in Section 3.3 are computed and the user is asked to
choose one of their results.
The arguments d.max and sig2.hat are required for the computation of some
dimensionality criteria discussed in Section 3.3. If their default values are main-
tained, the function internally computes d.max=
⌊
min{√n,√T}
⌋
and sig2.hat
as in (3.16), where bxc indicates the integer part of x. The argument level allows
us to adjust the significance level for the dimensionality testing procedure (3.21)
of Kneip et al. (2012b); see Section 3.3.
The factor dimension d can also be pre-specified by the argument factor.dim.
Recall from restriction (a) that 1
T
∑T
t=1 fˆl(t)2 = 1. Alternatively, it is possible to
standardize the individual loadings parameters such that 1
n
∑n
i=1 λˆil = 1, which
can be done by setting restrict.mode = "restrict.loadings".
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As an illustration we estimate the Cigarettes model (3.3) introduced in Sec-
tion 3.1:
ln(Consumptionit) = µ+ β1 ln(Priceit) + β2 ln(Incomeit) + eit (3.20)
with eit =
d∑
l=1
λil fl(t) + it,
where vi(t) =
∑d
l=1 λil fl(t). In the following lines of code we load the Cigar
dataset and take logarithms of the three variables, Consumptionit, Priceit/cpit
and Incomeit/cpit, where cpit is the consumer price index. Please note that we
store the variables as T × n-matrices. This is necessary, because the formula
argument of the KSS()-function takes the panel variables as matrices in which
the number of rows has to be equal to the temporal dimension T and the number
of columns has to be equal to the individual dimension n.
Note that the function KSS() is written for balanced panels, and eventually
missing values have to be replaced in a pre-processing step by appropriate esti-
mates.
R> library("phtt")
R> data("Cigar")
R> N <- 46
R> T <- 30
R> l.Consumption <- log(matrix(Cigar$sales, T, N))
R> cpi <- matrix(Cigar$cpi, T, N)
R> l.Price <- log(matrix(Cigar$price, T, N)/cpi)
R> l.Income <- log(matrix(Cigar$ndi, T, N)/cpi)
The model parameters β1, β2, the factors fl(t), the loadings parameters λil,
and the factor dimension d can be estimated by the KSS()-function with its
default arguments. Inferences about the slope parameters can be obtained by
using the method summary().
R> Cigar.KSS <- KSS(formula = l.Consumption ~ l.Price + l.Income)
R> (Cigar.KSS.summary <- summary(Cigar.KSS))
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Call:
KSS.default(formula = l.Consumption ~ l.Price + l.Income)
Residuals:
Min 1Q Median 3Q Max
-0.11 -0.01 0.00 0.01 0.12
Slope-Coefficients:
Estimate StdErr z.value Pr(>z)
(Intercept) 4.0600 0.1770 23.00 < 2.2e-16 ***
l.Price -0.2600 0.0223 -11.70 < 2.2e-16 ***
l.Income 0.1550 0.0382 4.05 5.17e-05 ***
---
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
Additive Effects Type: none
Used Dimension of the Unobserved Factors: 6
Residual standard error: 0.000725 on 921 degrees of freedom
R-squared: 0.99
The effects of the log-real prices for cigarettes ln(Priceit) and the log-real
incomes ln(Incomeit) on the log-sales of cigarettes ln(Consumptionit) are highly
significant and in line with results in the literature. The summary output reports
an estimated factor dimension of dˆ = 6. In order to get a visual impression of the
six estimated common factors fˆ1(t), . . . , fˆ6(t) and the estimated time-varying indi-
vidual effects vˆ1(t), . . . , vˆn(t), we provide a plot()-method for the KSS-summary
object.
R> plot(Cigar.KSS.summary)
The left panel of Figure 3.2 shows the six estimated common factors fˆ1(t), . . . , fˆ6(t)
and the right panel of Figure 3.2 shows the n = 46 estimated time-varying individ-
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Figure 3.2: Left panel: Estimated factors fˆ1(t), . . . , fˆ6(t). Right panel:
Estimated time-varying individual effects vˆ1(t), . . . , vˆn(t).
ual effects vˆ1(t), . . . , vˆn(t). Obviously, there is one nearly time-invariant common
factor; this suggests extending the model (3.20) by additive individual effects;
see Section 3.5 for more details.
By setting the logical argument consult.dim.crit=TRUE, the user can choose
from other dimensionality criteria, which are discussed in Section 3.3. Note that
the consideration of different factor dimensions d would not alter the results for
the slope parameters β since the estimation procedure of Kneip et al. (2012b) for
the slope parameters β does not depend on the dimensionality parameter d.
3.3 Panel criteria for selecting the number of
factors
In order to estimate the factor dimension d, Kneip et al. (2012b) propose a se-
quential testing procedure based on the following test statistic:
KSS(d) = n
∑T
r=d+1 ρˆr − (n− 1)σˆ2tr(ZκPˆdZκ)
σˆ2
√
2N · tr((ZκPˆdZκ)2)
a∼ N(0, 1), (3.21)
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where Pˆd = I − 1T
∑d
l=1 flf
>
l with fl = (fl(1), . . . , fl(T ))>, and
σˆ2 = 1(n− 1)tr((I − Zκ)2)
n∑
i=1
||(I − Zκ)(Yi −Xiβˆ)||2. (3.22)
The selection method can be described as follows: choose a significance level α
(e.g., α = 1%) and begin with H0 : d = 0. Test if KSS(0) ≤ z1−α, where z1−α is
the (1 − α)-quantile of the standard normal distribution. If the null hypothesis
can be rejected, go on with d = 1, 2, 3, . . . until H0 cannot be rejected.
The dimensionality criterion of Kneip et al. (2012b) can be used for stationary
as well as non-stationary factors. However, this selection procedure has a ten-
dency to ignore factors that are weakly auto-correlated. As a result, the number
of factors can be underestimated.
More robust against this kind of underestimation are the criteria of Bai &
Ng (2002). The basic idea of their approach consists simply of finding a suitable
penalty term gnT , which countersteers the undesired variance reduction caused
by an increasing number of factors dˆ. Formally, dˆ can be obtained by minimizing
the following criterion:
PC(l) = 1
nT
n∑
i=1
T∑
t=1
(yit − yˆit(l))2 + lgnT (3.23)
for all l ∈ {1, 2, . . .}, where yˆit(l) is the fitted variable for a given factor dimension
l. To estimate consistently the dimension of stationary factors Bai & Ng (2002)
propose specifying gnT by one of the following penalty terms:
g
(PC1)
nT = σˆ2
(n+ T )
nT
log( nT
n+ T ) (3.24)
g
(PC2)
nT = σˆ2
(n+ T )
nT
log(min{n, T}) (3.25)
g
(PC3)
nT = σˆ2
log(min{n, T})
min{n, T} , (3.26)
where σˆ2 is a consistent estimator of σ2, the variance of it. The proposed criteria
are denoted by PC1, PC2, and PC3, respectively. In practice, σˆ2 can be obtained
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by
σˆ2(dmax) =
1
nT
n∑
i=1
T∑
t=1
(yit − yˆit(dmax))2, (3.27)
where dmax is an arbitrary maximal dimension that is larger than d. This kind
of variance estimation can, however, be inappropriate in some cases, especially
when (3.27) underestimates the true variance σ2. The latter can be the case, if
the error terms are auto-correlated. To overcome this problem, Bai & Ng (2002)
propose three additional criteria (IC1, IC2, and IC3):
IC(l) = log
(
1
nT
n∑
i=1
T∑
t=1
(yit − yˆit(l))2
)
+ lgnT (3.28)
with
g
(IC1)
nT =
(n+ T )
nT
log( nT
n+ T ) (3.29)
g
(IC2)
nT =
(n+ T )
nT
log(min{n, T}) (3.30)
g
(IC3)
nT =
log(min{n, T})
min{n, T} . (3.31)
Under similar assumptions, Ahn & Horenstein (2013) propose selecting d by
maximizing the ratio of adjacent eigenvalues (or the ratio of their growth rate).
The criteria are referred to as Eigenvalue Ratio (ER) and Growth Ratio (GR)
and defined as following:
ER = ρˆl
ρˆl+1
GR = log(
∑T
r=l ρˆr/
∑T
r=l+1 ρˆr)
log(∑Tr=l+1 ρˆr/∑Tr=l+2 ρˆr) .
Note that the theory of the above dimensionality criteria PC1, PC2, PC3, IC1,
IC2, IC3, ER, and GR is developed for stationary factors. In order to estimate
the number of unit root factors, Bai (2004) proposes the following panel criteria:
IPC(l) = 1
nT
n∑
i=1
T∑
t=1
(yit − yˆit(l))2 + lgnT (3.32)
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where
g
(IPC1)
nT = σˆ2
log(log(T ))
T
(n+ T )
nT
log( nT
n+ T ) (3.33)
g
(IPC2)
nT = σˆ2
log(log(T ))
T
(n+ T )
nT
log(min{n, T}) (3.34)
g
(IPC3)
nT = σˆ2
log(log(T ))
T
log(min{n, T})
min{n, T} . (3.35)
Alternatively, Onatski (2010) has introduced a threshold approach based on
the empirical distribution of the sample covariance eigenvalues, which can be
used for both stationary and non-stationary factors. The estimated dimension is
obtained by
dˆ = max{l ≤ dmax : ρˆl − ρˆl−1 ≥ δ},
where δ is a positive threshold, estimated iteratively from the data.
3.3.1 Application
The dimensionality criteria introduced above are implemented in the function
OptDim(), which has the following arguments:
R> args(OptDim)
function (Obj, criteria = c("PC1", "PC2", "PC3", "IC1", "IC2",
"IC3", "IPC1", "IPC2", "IPC3", "KSS.C", "ED", "ER", "GR"),
standardize = FALSE, d.max, sig2.hat, spar, level = 0.01)
NULL
The desired criteria can be selected by one or several of the following character
variables: "KSS.C", "PC1", "PC2", "PC3", "IC1", "IC2" , "IC3", "ER", "GR",
"IPC1", "IPC2", "IPC3", and "ED". The default significance level used for the
"KSS"-criterion is level = 0.01. The values of dmax and σˆ2 can be specified
externally by the arguments d.max and sig2.hat. By default, d.max is computed
internally as d.max=
⌊
min{√n,√T}
⌋
and sig2.hat as in (3.22) and (3.27). The
input variable can be standardized by choosing standardize = TRUE. In this
112 The R-package phtt
case, the calculation of the eigenvalues is based on the correlation matrix instead
of the covariance matrix.
As an illustration, imagine that we are interested in the estimation of the fac-
tor dimension of the variable ln(Consumptionit) with the dimensionality criterion
"PC1". The function OptDim() requires a T × n matrix as input variable.
R> OptDim(Obj = l.Consumption, criteria = "PC1")
Call: OptDim.default(Obj = l.Consumption, criteria = "PC1")
---------
Criterion of Bai and Ng (2002):
PC1
7
OptDim() offers the possibility of comparing the result of different selection
procedures by giving the corresponding criteria to the argument criteria. If the
argument criteria is left unspecified, OptDim() automatically compares all 13
dimensionality selection procedures.
R> (OptDim.obj <- OptDim(Obj = l.Consumption, criteria = c("PC3", "ER", "GR",
+ "IPC1", "IPC2", "IPC3"), standardize = TRUE))
Call: OptDim.default(Obj = l.Consumption, criteria = c("PC3", "ER",
"GR", "IPC1", "IPC2", "IPC3"), standardize = TRUE)
---------
Criterion of Bai and Ng (2002):
PC3
8
--------
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Criteria of Ahn and Horenstein (2008):
ER GR
3 3
---------
Criteria of Bai (2004):
IPC1 IPC2 IPC3
3 3 2
In order to help users to choose the most appropriate dimensionality criterion
for the data, OptDim-objects are provided with a plot()-method. This method
displays, in descending order, the magnitude of the eigenvalues in percentage
of the total variance and indicates where the given criteria detect the optimal
dimension: see Figure 3.3.
R> plot(OptDim.obj)
In this regard, the function KSS() offers us the ability to compare the results
of all dimensionality criteria and to select one of them. If the KSS()-argument
consult.dim = TRUE the results of the dimensionality criteria are printed on the
console of R and the user is asked to choose one of the results.
R> KSS(formula = l.Consumption ~ -1 + l.Price + l.Income, consult.dim = TRUE)
-----------------------------------------------------------
Results of Dimension-Estimations
-Bai:
PC1 PC2 PC3 IC1 IC2 IC3 IPC3 IPC2 IPC3
7 6 7 5 5 5 3 3 3
-KSS:
KSS.C
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Figure 3.3: Scree plot produced by the plot()-method for OptDim-objects. Most
of the dimensionality criteria (ER, GR, IPC1 and IPC2) suggest using the di-
mension dˆ = 3.
6
-Onatski:
ED
3
-RH:
ER GR
3 4
-----------------------------------------------------------
Please, choose one of the proposed integers:
After entering a number of factors, e.g., 6 we get the following feedback:
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Used dimension of unobs. factor structure is: 6
-----------------------------------------------------------
Note that the maximum number of factors that can be given, cannot exceed
the maximal number of all proposed factor dimensions (here maximal dimension
would be 7). A higher dimension can be chosen using the argument factor.dim.
3.4 Panel models with stationary common fac-
tors
The panel model proposed by Bai (2009) can be presented as follows:
yit =
P∑
j=1
xitjβj + vit + it, (3.36)
where
vit =
d∑
l=1
λilflt. (3.37)
Combining (3.36) with (3.37) and writing the model in matrix notation, we get
Yi = Xiβ + FΛ>i + i (3.38)
where Yi = (yi1, . . . , yiT )>, Xi = (x>i1, . . . , x>iT )>, i = (i1, . . . , iT )>, Λi =
(λ1, . . . , λn)> and F = (f1, . . . , fT )> with λi = (λi1, . . . , λid), ft = (f1t, . . . , fdt),
and i = (i1, . . . , iT )>.
The asymptotic properties of Bai’s method rely, among others, on the follow-
ing assumption:
1
T
F>F
p→ ΣF as T →∞, (3.39)
where ΣF is a fixed positive definite d× d matrix. This rules out a large class of
non-stationary stochastic processes such as unit root processes.
3.4.1 Model with known number of factors d
Bai (2009) proposes to estimate the model parameters β, F and Λi by minimizing
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the following least squares objective function:
S(β, F,Λi) =
n∑
i
||Yi −Xiβ − FΛ>i ||2 (3.40)
For each given F , the OLS estimator of β can be obtained by
βˆ(F ) =
(
n∑
i=1
X>i PdXi
)−1 ( n∑
i=1
X>i PdYi
)
where Pd = I −F (F>F )−1F> = I −FF>/T . If β is known, F can be estimated
by using the first d eigenvectors γˆ = (γˆ1, . . . , γˆd) corresponding to the first d
eigenvalues of the empirical covariance matrix Σˆ = (nT )−1∑ni=1wiw>i , where
wi = Yi −Xiβ. That is,
Fˆ (β) =
√
T γˆ.
The idea of Bai (2009) is to start with initial values for β or F and calculate the
estimators iteratively. The method requires, however, the factor dimension d to
be known, which is usually not the case in empirical applications.
3.4.2 Model with unknown number of factors d
Bada & Kneip (2010) propose an algorithmic refinement of the method of Bai
(2009) in order to provide a joint estimation of the factor dimension d together
with the other parameters β, F , and Λi. In this case, the optimization criterion
can be defined as a penalized least squares objective function:
S(β, F,Λi, l) =
N∑
i
||Yi −Xiβ − FΛ>i ||2 + lgnT (3.41)
The role of the additional term lgnT is to pick up the optimal dimension dˆ, of the
unobserved factor structure. The penalty factor gnT can be chosen according to
Bai & Ng (2002). Alternatively, gnT can be replaced by the threshold δ proposed
by Onatski (2010). The estimation algorithm is based on the parameter cascading
method of Cao & Ramsay (2010) that can be described as follows:
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1. Minimizing (3.41) with respect to Λi for each given β, F and d, we get
Λˆ>i (β, F, d) = F> (Yi −Xiβ) /T. (3.42)
2. Introducing (3.42) in (3.41) and minimizing with respect to F for each given
β and d, we get
Fˆ (β, d) =
√
T γˆ(β, d), (3.43)
where γˆ(β, d) is a T × d matrix that contains the first d eigenvectors cor-
responding to the first d eigenvalues ρ1, . . . , ρd of the covariance matrix
Σˆ = (nT )−1∑ni=1wiw>i with wi = Yi −Xiβ.
3. Reintegrating (3.43) and (3.42) in (3.41) and minimizing with respect to β
for each given d, we get
βˆ(d) =
(
N∑
i=1
X>i Xi
)−1 ( N∑
i=1
X>i
(
Yi − Fˆ Λˆ>i (βˆ, d)
))
. (3.44)
4. Optimizing (3.41) with respect to l given the results in (3.42), (3.43),
and (3.44) allows us to select dˆ as
dˆ = argminl
N∑
i
||Yi −Xiβˆ − Fˆ Λˆ>i ||2 + lgnT , for all l ∈ {0, 1, . . . , dmax}.
The final estimators are obtained by alternating between an inner iteration to
optimize βˆ(d), Fˆ (d), and Λˆi(d) for each given d and an outer iteration to select
the optimal dimension dˆ. The updating process is repeated in its entirety till the
convergence of all the parameters. This is why the estimators are called entirely
updated estimators (Eup).
It is notable that the objective functions (3.41) and (3.40) are not globally
convex. There is no guarantee that the iteration algorithm converges to the global
optimum. Therefore, it is important to choose reasonable starting values dˆstart
and βˆstart. We propose to select a large dimension dmax and to start the iteration
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with the following estimate of β:
βˆstart =
(
N∑
i=1
X>i (I −GG>)Xi
)−1 ( N∑
i=1
X>i (I −GG>)Yi
)
, (3.45)
where G is the T ×dmax matrix of the eigenvectors corresponding to the first dmax
eigenvalues of the augmented covariance matrix
ΓAug = 1
nT
n∑
i=1
(Yi, Xi)(Y >i , X>i )>.
The intuition behind these starting estimates relies on the fact that the unob-
served factors cannot escape from the space spanned by the eigenvectors G. The
projection of Xi on the orthogonal complement of G in (3.45) eliminates the effect
of a possible correlation between the observed regressors and unobserved factors,
which can heavily distort the value of β0 if it is neglected. Greenaway-McGrevy
et al. (2012) give conditions under which (3.45) is a consistent estimator of β.
According to Bai (2009), the asymptotic distribution of the slope estimator βˆ
for known d and i.i.d. it is:
√
nT (βˆ(d)− β) a∼ N(0,Σβ),
where Σβ = D−10 σ2. Here, σ2 = Var(it) and D0 = plim 1nT
∑n
i=1 Z
>
i Zi with
Zi = PdXi − 1n
∑n
k=1PdXiaik and aik = Λi( 1n
∑n
i=1 Λ>i Λi)−1Λ>k . Bada & Kneip
(2010) show that if limn,T→∞ P (dˆ = d) = 1, the entirely updated estimator
βˆ = βˆ(dˆ) will have the same asymptotic distribution as βˆ(d). The asymptotic
variance of the estimator βˆ can be estimated as follows:
Σˆβ = ςˆ2
(
1
nT
n∑
i=1
Z>i Zi
)−1
,
where ςˆ2 = 1
nT
∑n
i=1 ˆ
>
i ˆi and ˆi = Yi −Xiβˆ − Fˆ Λˆ>i .
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3.4.3 Application
The above described methods are implemented in the function Eup(), which takes
the following arguments:
R> args(Eup)
function (formula, additive.effects = c("none", "individual",
"time", "twoways"), dim.criterion = c("PC1", "PC2", "PC3",
"IC1", "IC2", "IC3", "IPC1", "IPC2", "IPC3", "ED"), d.max = NULL,
sig2.hat = NULL, factor.dim = NULL, double.iteration = TRUE,
start.beta = NULL, max.iteration = 500, convergence = 1e-06,
restrict.mode = c("restrict.factors", "restrict.loadings"),
...)
NULL
The argument additive.effects gives the possibility of extending the model (3.38)
for additional additive effects as discussed in more detail in Section 3.5. The
argument dim.criterion specifies the dimensionality criterion to be used if
factor.dim is left unspecified and defaults to dim.criterion = "PC1". The
arguments d.max and sig2.hat are required for the computation of some dimen-
sionality criteria discussed in Section 3.3. If their default values are maintained,
the function internally computes d.max as min{√n,√T} and sig2.hat according
to (3.27).
Setting the argument double.iteration=FALSE may speed up computations,
because the updates of dˆ will be done simultaneously with Fˆ without waiting for
their inner convergences. However, in this case, the convergence of the parameters
is less stable than in the default setting.
The argument start.beta allows us to give a vector of starting values for the
slope parameters βstart. The maximal number of iteration and the convergence
condition can be controlled by max.iteration and convergence. Finally, by
choosing restrict.mode = c("restrict.loadings"), the restriction 1
T
∑
t f
2
lt =
1 will be replaced by the restriction 1
n
∑
i λ
2
il = 1 for all l ∈ {1, . . . d}.
In our application, we take first-order differences of the observed time series.
This is because some factors show temporal trends, which can violate the sta-
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tionarity condition (3.39); see Figure 3.2. We consider the following modified
Cigarettes model:
O ln(Consumptionit) = β1O ln(Priceit) + β2O ln(Incomeit) + eit,
with eit =
d∑
l=1
λilflt + it,
where Oxt = xt − xt−1. In order to avoid notational mess, we use the same
notation for the unobserved time-varying individual effects vit =
∑d
l=1 λilflt as
above in (3.20). The O-transformation can be easily performed in R using the
standard diff()-function as follows:
R> d.l.Consumption <- diff(l.Consumption)
R> d.l.Price <- diff(l.Price)
R> d.l.Income <- diff(l.Income)
As previously mentioned for the KSS()-function, the formula argument of
the Eup()-function takes balanced panel variables as T ×n dimensional matrices,
where the number of rows has to be equal to the temporal dimension T and the
number of columns has to be equal to the individual dimension n.
R> (Cigar.Eup <- Eup(d.l.Consumption ~ -1 + d.l.Price + d.l.Income,
+ dim.criterion = "PC3"))
Call:
Eup.default(formula = d.l.Consumption ~ -1 + d.l.Price + d.l.Income,
dim.criterion = "PC3")
Coeff(s) of the Observed Regressor(s) :
d.l.Price d.l.Income
-0.3171044 0.1838808
Additive Effects Type: none
3.4. Panel models with stationary common factors 121
Dimension of the Unobserved Factors: 7
Number of iterations: 115
Inferences about the slope parameters can be obtained by using the method
summary().
R> summary(Cigar.Eup)
Call:
Eup.default(formula = d.l.Consumption ~ -1 + d.l.Price + d.l.Income,
dim.criterion = "PC3")
Residuals:
Min 1Q Median 3Q Max
-0.09340 -0.01170 0.00063 0.01260 0.07690
Slope-Coefficients:
Estimate Std.Err Z value Pr(>z)
d.l.Price -0.3170 0.0237 -13.40 < 2.2e-16 ***
d.l.Income 0.1840 0.0372 4.95 7.48e-07 ***
---
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
Additive Effects Type: none
Dimension of the Unobserved Factors: 7
Residual standard error: 0.0006995 on 807 degrees of freedom,
R-squared: 0.78
The summary output reports that "PC3" detects 7 common factors. The effect
of the log-real prices for cigarettes on the log-sales is negative and amounts to
−0.317104. The estimated effect of the real disposable log-income per capita is
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0.183882, which is smaller than the effect estimated by the method of Kneip et al.
(2012b).
The estimated factors fˆtl as well as the individual effects vˆit can be plotted
using the plot()-method for summary.Eup-objects. The corresponding graphics
are shown in Figure 3.4.
R> plot(summary(Cigar.Eup))
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Figure 3.4: Left Panel: Estimated factors fˆ1t, . . . , fˆ7t. Right panel: Esti-
mated time-varying individual effects vˆ1t, . . . , vˆnt.
3.5 Models with additive and interactive unob-
served effects
Even though the classical additive "individual", "time", and "twoways" effects
can be absorbed by the factor structure, there are good reasons to model them
explicitly. On the one hand, if there are such effects in the true model, then
neglecting them will result in non-efficient estimators; see Bai et al. (2009). On
the other hand, additive effects can be very useful for interpretation purposes.
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Consider now the following model:
yit = µ+ αi + θt + x>itβ + νit + it (3.46)
with
νit =
 vit =
∑d
l=1 λilflt, for the model of Bai (2009),
vi(t) =
∑d
l=1 λilfl(t), for the model of Kneip et al. (2012b),
where αi are time-constant individual effects and θt is a common time-varying
effect.
In order to ensure identification of the additional additive effects αi and θt,
we need the following further restrictions:
(d) ∑ni=1 λil = 0 for all l ∈ {1, . . . , d}
(e) ∑Tt=1 flt = 0 for all l ∈ {1, . . . , d}
(f) ∑ni=1 αi = 0
(g) ∑Tt=1 θt = 0
By using the classical within-transformations on the observed variables, we can
eliminate the additive effects αi and θt, such that
y˙it = x˙>itβ + νit + ˙it,
where y˙it = yit− 1T
∑T
t=1 yit− 1n
∑n
i=1 yit+ 1nT
∑T
t=1
∑n
i=1 yit, x˙it = xit− 1T
∑T
t=1 xit−
1
n
∑n
i=1 xit+ 1nT
∑T
t=1
∑n
i=1 xit, and ˙it = it− 1T
∑T
t=1 it− 1n
∑n
i=1 it+ 1nT
∑T
t=1
∑n
i=1 it.
Note that restrictions (d) and (e) insure that the transformation does not affect
the time-varying individual effects νit.
The parameters β and νit can be estimated by the above introduced estima-
tion procedures. All possible variants of (3.46) are implemented in the functions
KSS() and Eup(). The appropriate model can be specified by the argument
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additive.effects = c("none", "individual", "time", "twoways"):
"none" yit = µ+ x>itβ + νit + it
"individual" yit = µ+ αi + x>itβ + νit + it
"time" yit = µ+ θt + x>itβ + νit + it
"twoways" yit = µ+ αi + θt + x>itβ + νit + it.
The presence of µ can be controlled by -1 in the formula-object: a formula with
-1 refers to a model without intercept. However, for identification purposes, if a
twoways model is specified, the presence -1 in the formula will be ignored.
As an illustration we continue with the application of the KSS()-function in
Section 3.2. The left panel of Figure 3.2 shows that one of the six estimated
factors is nearly time-invariant. This motivates us to augment the model (3.20)
for a time-constant additive effects αi. In this case it is convenient to use an
intercept µ, which yields the following model:
ln(Consumptionit) = µ+ β1 ln(Priceit) + β2 ln(Incomeit) + αi + vi(t) + εit,(3.47)
where vi(t) =
d∑
l=1
λil fl(t).
The estimation of the augmented model (3.47) can be done using the following
lines of code.
R> Cigar2.KSS <- KSS(formula = l.Consumption ~ l.Price + l.Income,
+ additive.effects = "individual")
R> (Cigar2.KSS.summary <- summary(Cigar2.KSS))
Call:
KSS.default(formula = l.Consumption ~ l.Price + l.Income, additive.effects = "individual")
Residuals:
Min 1Q Median 3Q Max
-0.11 -0.01 0.00 0.01 0.12
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Slope-Coefficients:
Estimate StdErr z.value Pr(>z)
(Intercept) 4.0500 0.1760 23.10 < 2.2e-16 ***
l.Price -0.2600 0.0222 -11.70 < 2.2e-16 ***
l.Income 0.1570 0.0381 4.11 3.88e-05 ***
---
Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
Additive Effects Type: individual
Used Dimension of the Unobserved Factors: 5
Residual standard error: 0.000734 on 951 degrees of freedom
R-squared: 0.99
Again, the plot() method provides an useful visualization of the results.
R> plot(Cigar2.KSS.summary)
The "individual"-transformation of the data does not affect the estimation
of the slope parameters but reduces the estimated dimension from dˆ = 6 to
dˆ = 5. The remaining five common factors fˆ1, . . . , fˆ5 correspond to those of
model (3.20); see the middle panel of Figure 3.5. The estimated time-constant
state-specific effects αi are shown in the left plot of Figure 3.5. The extraction of
the αi’s from the factor structure yields a denser set of time-varying individual
effects vˆi shown in the right panel of Figure 3.5.
3.5.1 Specification tests
Model specification is an important step for any empirical analysis. The phtt
package is equipped with two types of specification tests: the first is a Hausman-
type test appropriate for the model of Bai et al. (2009); see Section 3.5.1.1. The
second one examines the existence of a factor structure in Bai’s model as well as
in the model of Kneip et al. (2012b); see Section 3.5.1.2.
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Figure 3.5: Left Panel: Estimated time-constant state-specific effects
αˆ1, . . . , αˆn. Middle Panel: Estimated common factors fˆ1(t), . . . , fˆ5(t). Right
Panel: Estimated time-varying individual effects vˆ1(t), . . . , vˆn(t).
3.5.1.1 Testing the sufficiency of classical additive effects
For the case in which there are only one or two factors (1 ≤ d ≤ 2), it is in-
teresting to check whether or not these factors can be interpreted as classical
"individual", "time", or "twoways" effects. Bai et al. (2009) considers the
following testing problem:
H0: vit = αi + θt
H1: vit =
∑2
l=1 λilflt
The model with factor structure, as described in Section 3.4, is consistent under
both hypotheses. However, it is less efficient under H0 than the classical within
estimator, while the latter is inconsistent under H1 if xit and vit are correlated.
These conditions are favorable for applying the Hausman test:
JBai = nT
(
βˆ − βˆwithin
)
∆−1
(
βˆ − βˆwithin
)
a∼ χ2P , (3.48)
where βˆwithin is the classical within least squares estimator, ∆ = V ar
(
βˆ − βˆwithin
)
,
P is the vector-dimension of β, and χ2P is the χ2-distribution with P degree of
freedom.
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The null hypothesis H0 can be rejected, if JBai > χ2P,1−α, where χ2P,1−α is the
(1− α)-quantile of the χ2 distribution with P degrees of freedom.
To calculate JBai we can replace ∆ by its consistent estimator
∆ˆ =
( 1
nT
n∑
i=1
Z>i Zi
)−1
−
(
1
nT
n∑
i=1
T∑
t=1
x˙>i x˙i
)−1 σˆ2, (3.49)
where
σˆ2 = 1
nT − (n+ T )dˆ− P + 1
n∑
i=1
T∑
t=1
(yit − x>it βˆ −
dˆ∑
l=1
λˆilfˆlt)2. (3.50)
The test is implemented in the function checkSpecif(), which takes the
following arguments:
R> checkSpecif(obj1, obj2, level = 0.05)
The arguments obj1 and obj2 take both objects of class Eup produced by the
function Eup():
obj1 Takes an Eup-object from an estimation with "individual", "time", or
"twoways" effects and a factor dimension equal to d = 0; specified as
factor.dim = 0.
obj2 Takes an Eup-object from an estimation with "none"-effects and a positive
factor dimension 1 ≤ d ≤ 2:
factor.dim=1 for testing "individual" or "time" effects.
factor.dim=2 for testing "twoways" effects.
The argument level is used to specify the significance level.
However, the Hausman test of Bai et al. (2009) has a clear disadvantage.
It is applicable only in situations of one or two factors (1 ≤ d ≤ 2). This
is, e.g., not fulfilled in our demonstrations using the Cigar dataset, where the
estimated factor dimension dˆ lies between six and seven; see Figures 3.2 and 3.4.
The problem is that in such cases the matrix ∆ˆ in (3.49) can become negative
definite, which would yield a negative test statistic JBai in (3.48). If the test is
applied in such situations, an error message is printed:
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R> twoways.obj <- Eup(d.l.Consumption ~ -1 + d.l.Price + d.l.Income,
+ factor.dim = 0, additive.effects = "twoways")
R> not.twoways.obj <- Eup(d.l.Consumption ~ -1 + d.l.Price + d.l.Income,
+ factor.dim = 2, additive.effects = "none")
R> checkSpecif(obj1 = twoways.obj, obj2 = not.twoways.obj, level = 0.01)
Error in checkSpecif(obj1 = twoways.obj, obj2 = not.twoways.obj, level = 0.01) :
The assumptions of the test are not fulfilled.
The (unobserved) true number of factors is probably greater than 2.
An alternative test for the sufficiency of a classical additive effects model is
given by the following test proposed by Kneip et al. (2012b). This test can be
applied for arbitrary factor dimensions d.
3.5.1.2 Testing the existence of common factors
This section is concerned with testing the existence of common factors. In con-
trast to the Hausman type statistic discussed above, the goal of this test is not
merely to decide which model specification is more appropriate for the data, but
rather to test in general the existence of common factors beyond the possible
presence of additional classical "individual", "time" , or "twoways" effects in
the model.
This test relies on using the dimensionality criterion proposed by Kneip et al.
(2012b) to test the following hypothesis after eliminating eventual additive "individual",
"time", or "twoways" effects:
H0: d = 0
H1: d > 0
Under H0 the slope parameters β can be estimated by the classical within estima-
tion method. In this simple case, the dimensionality test of Kneip et al. (2012b)
can be reduced to the following test statistic:
JKSS =
n tr(Σˆw)− (n− 1)(T − 1)σˆ2√
2n(T − 1)σˆ2
a∼ N(0, 1),
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where Σˆw is the covariance matrix of the within residuals. The reason for this
simplification is that under H0 there is no need for smoothing, which allows us
to set κ = 0.
We reject H0: d = 0 at a significance level α if JKSS > z1−α, where z1−α is
the (1− α)-quantile of the standard normal distribution. It is important to note
that the performance of the test depends heavily on the accuracy of the variance
estimator σˆ2. We propose to use the variance estimators (3.16) or (3.50), which
are consistent under both hypotheses as long as dˆ is greater than the unknown
dimension d. Internally, the test procedure sets dˆ =d.max.
This test can be performed for Eup- as well as for KSS-objects by using the
function checkSpecif() leaving the second argument obj2 unspecified. In the
following we apply the test for both models:
R> Eup.obj <- Eup(d.l.Consumption ~ -1 + d.l.Price + d.l.Income,
+ additive.effects = "twoways")
R> checkSpecif(Eup.obj, level = 0.01)
----------------------------------------------
Testing the Presence of Interactive Effects
Test of Kneip, Sickles, and Song (2012)
----------------------------------------------
H0: The factor dimension is equal to 0.
Test-Statistic p-value crit.-value sig.-level
13.29 0.00 2.33 0.01
R> KSS.obj <- KSS(l.Consumption ~ -1 + l.Price + l.Income,
+ additive.effects = "twoways")
R> checkSpecif(KSS.obj, level = 0.01)
----------------------------------------------
Testing the Presence of Interactive Effects
Test of Kneip, Sickles, and Song (2012)
----------------------------------------------
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H0: The factor dimension is equal to 0.
Test-Statistic p-value crit.-value sig.-level
104229.55 0.00 2.33 0.01
The null hypothesisH0: d = 0 can be rejected for both models at a significance
level α = 0.01.
3.6 Interpretation
This section is intended to outline an exemplary interpretation of the panel
model (3.47), which is estimated by the function KSS() in Section 3.5. The in-
terpretation of models estimated by the function Eup() can be done accordingly.
For convenience sake we re-write the model (3.47) in the following:
ln(Consumptionit) = µ+ β1 ln(Priceit) + β2 ln(Incomeit) + αi + vi(t) + εit,
where vi(t) =
d∑
l=1
λil fl(t).
A researcher, who chooses the panel models proposed by Kneip et al. (2012b)
or Bai (2009) will probably find them attractive due to their ability to control
for very general forms of unobserved heterogeneity. Beyond this a further great
advantage of these models is that the time-varying individual effects vi(t) provide
a valuable source of information about the differences between the individuals
i. These differences are often of particular interest as, e.g., in the literature on
stochastic frontier analysis.
The left panel of Figure 3.5 shows that the different states i have considerable
different time-constant levels αˆi of cigarette consumption. A classical further
econometric analysis could be to regress the additive individual effects αˆi on
other time-constant variables, such as the general populations compositions, the
cigarette taxes, etc.
The right panel of Figure 3.5 shows the five estimated common factors fˆ1(t), . . . , fˆ5(t).
It is a good practice to start the interpretation of the single common factors with
an overview about their importance in describing the differences between the
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vi(t)’s, which is reflected in the variances of the individual loadings parameters
λˆil. A convenient depiction is the quantity of variance-shares of the individual
loadings parameters on the total variance of the loadings parameters
coef(Cigar2.KSS)$Var.shares.of.loadings.param[l] = V(λˆil)/
dˆ∑
k=1
V(λˆik),
which is shown for all common functions fˆ1(t), . . . , fˆ5(t) in the following table:
Common Factor Share of total variance of vi(t)
fˆ1(t) coef(Cigar2.KSS)$Var.shares.of.loadings.param[1] = 66.32%
fˆ2(t) coef(Cigar2.KSS)$Var.shares.of.loadings.param[2] = 24.28%
fˆ3(t) coef(Cigar2.KSS)$Var.shares.of.loadings.param[3] = 5.98%
fˆ4(t) coef(Cigar2.KSS)$Var.shares.of.loadings.param[4] = 1.92%
fˆ5(t) coef(Cigar2.KSS)$Var.shares.of.loadings.param[5] = 1.50%
Table 3.1: List of the variance shares of the common factors fˆ1(t), . . . , fˆ5(t).
The values in Table 3.1 suggest to focus on the first two common factors, which
explain together about 90% of the total variance of the time-varying individual
effects vˆi(t).
The first two common factors
coef(Cigar2.KSS)$Common.factors[,1] = fˆ1(t) and
coef(Cigar2.KSS)$Common.factors[,2] = fˆ2(t)
are plotted as black solid and red dashed lines in the middle panel of Figure 3.5.
Figure 3.6 visualizes the differences of the time-varying individual effects vi(t)
in the direction of the first common factor (i.e: λˆi1fˆ1(t)) and in the direction
of the second common factor (i.e: λˆi2fˆ2(t)). As for the time-constant individual
effects αˆi a further econometric analysis could be to regress the individual loadings
parameters λˆi1 and λˆi2 on other explanatory time-constant variables.
Generally, for both models proposed by Kneip et al. (2012b) and Bai (2009)
the time-vaying individual effects
νit =
d∑
l=1
λilflt
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Figure 3.6: Left Panel: Visualization of the differences of the time-varying
individual effects vi(t) in the direction of the first factor fˆ1(t) (i.e: λˆi1fˆ1(t)).
Right Panel: Visualization of the differences of the time-varying individual
effects vi(t) in the direction of the second factor fˆ2(t) (i.e: λˆi2fˆ2(t)).
can be interpreted as it is usually done in the literature on factor models. An
important topic that is not covered in this section is the rotation of the common
factors. Often, the common factors fl can be interpreted economically only after
the application of an appropriate rotation scheme for the set of factors fˆ1, . . . , fˆdˆ.
The latter can be done, e.g., using the function varimax() from the stats package.
Sometimes it is also preferable to standardize the individual loadings parameters
instead of the common factors as it is done, e.g., in Ahn et al. (2001). This can be
done by choosing restrict.mode = c("restrict.loadings") in the functions
KSS() and Eup() respectively.
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3.7 Summary
This paper introduces the R package phtt for the new class of panel models pro-
posed by Bai (2009) and Kneip et al. (2012b). The two main functions of the
package are the Eup()-function for the estimation procedure proposed in Bai
(2009) and the KSS()-function for the estimation procedure proposed in Kneip
et al. (2012b). Both of the main functions are supported by several print, sum-
mary, and plot methods. While parts of the method of Bai (2009) are available
for commercially available software packages, the estimation procedure proposed
by Kneip et al. (2012b) is not available elsewhere. A further remarkable feature
of our phtt package is the OptDim()-function, which provides an ease access to
many different dimensionality criteria proposed in the literature on factor models.
The usage of the functions is demonstrated by a real data applications.
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Conclusion
The common theme underlying the chapters of this thesis is the use of functional
data analysis as a valuable tool for statistical modeling of economic data. While
many theoretical economic models build upon smooth functions, economic data
are usually observed discretely with some additional uninformative noise compo-
nents. We demonstrate that functional data analysis can bridge this gap in a
most natural way. Consequently this thesis covers conceptual work, which shows
the strength of functional data methods, when applied to economic contexts. Be-
yond this, this thesis covers methodological contributions, which are motivated
from problems encountered in our applied work.
Regarding the conceptual part, a new functional data point of view on mod-
eling and forecasting time series of hourly electricity spot prices is introduced.
Motivated from the so-called merit order model we interpret electricity spot prices
as noisy discretization points of smooth random price functions. In contrast to
classical time series models, this approach provides a much more convenient way
for the development of statistical models, which are well-interpretable in the con-
text of electricity data.
With respect to the methodological contributions, we discuss in detail mul-
tivariate nonparametric regression as a tool for functional principal component
analysis. Our theoretical considerations account for the temporal dependencies
between the functional data as well as for dependencies between discretization
points that are induced by the particular nature of functional data. As this con-
tribution is motivated from the problem of modeling electricity spot prices, we
consider also specific peculiarities in the random design of the prediction points
electricity demand and air temperate.
In Chapter 1 a two-step method of estimating basis functions for the ran-
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dom electricity price functions is presented. The initial estimation step is a pre-
smoothing step, which takes into account the second estimation step, which aims
for the statistical approximation of the underlying basis functions. The chapter
concludes with an exhaustive real data study, which demonstrates the superior
forecast performance of our model in comparison to many alternative forecast
models for electricity spot prices.
In Chapter 2 we discuss multivariate nonparametric regression analysis as a
tool for functional principal component analysis. Specifically, we consider the
asymptotic properties of the multivariate local linear estimator when applied to
smoothing discretization points of temporal dependent functional data. Beyond
this, we extend our model for electricity spot prices introduced in Chapter 1
by considering further covariables. This yields a statical model, which is well-
suited to for a comparison of different electricity market situations. The chapter
concludes with a real data study, which contrasts the market situation one year
before Germany’s nuclear phase-out on March 14, 2011 and one year after.
In Chapter 3 we discuss a new type of panel data models that allows for
complex, time-varying unobserved heterogeneity effects by the incorporation of
latent factor models. An integral part of this chapter is the introduction of the
statistical software package of Bada & Liebl (2013b), which contains estimation
procedures for the models of Bai (2009) and Kneip et al. (2012a) that prototypical
for this new type of panel data models. We extend these models for classical fixed
effects, and introduce a new Hausman-type specification test. Particular attention
is paid to the development of a reliable procedure to approximate the optimal
smoothing parameter, which is needed in the estimation procedure proposed by
Kneip et al. (2012a).
As the American economist and sociologist Thorstein Veblen (1857-1929) fe-
licitously summed up, research makes two questions grow where only one grew
before. Correspondingly, this thesis rises many new research questions and we
name two of them: First, our work on electricity prices is based on the concept
of smooth random price functions. However, it seems likely that the non-smooth
deviations from these price functions also bear information, which can be of
particular benefit in modeling extreme price events called price spikes. This is
a challenging as well as active research topic and recent developments in the
literature on functional data analysis can contribute to this. Second, our discus-
sion of the multcollinearity problem in the estimation the principal component
scores points in Chapter 2 (pp. 69) to a possible solution, which is based on the
non-restrictive assumption that the price functions are monotonically increasing
functions. Future research should examine under which conditions this proposal
actually provides a practical solution to this multicollinearity problem.
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