Abstract. We prove infinite-dimensional integration by parts formulae for the laws of the Brownian Meander, of the Bessel Bridge of dimension 3 between z, z ≥ 0 and of the Brownian Motion on the set of all paths taking values greater than or equal to a nonpositive constant. We give applications to SPDEs with reflection.
Introduction and main result
Let (B(t)) t∈ [0, 1] , (M (t)) t∈ [0, 1] and (b z z (t)) t∈ [0, 1] be, respectively, a Brownian motion, a Brownian Meander and a Bessel Bridge of dimension 3 between z and z ≥ 0 over the time interval [0, 1]; see [6] . All the processes here are defined on a complete probability space (Ω, F , P).
The aim of this paper is to prove the infinite-dimensional integration by parts formulae (1.2)-(1.4) below for the laws of (M (t)) t∈ [0, 1] , (b z z (t)) t∈ [0, 1] and (B(t)) t∈ [0, 1] on the convex set of paths K α := {x : [0, 1] → [−α, ∞) continuous}, α ≥ 0. In the last section, we also give applications of (1.2)-(1.4) to SPDEs with reflection. In the spirit of [7] , we identify the reflecting terms in the SPDEs as families of additive functionals whose Revuz measures are equal to the boundary measures of (1.2)-(1.4).
We introduce the space E := {u ∈ C([0 
Then, the main result of the paper is the following: 
Integration by parts formulae are important tools in infinite-dimensional analysis; see, e.g., [4] . However, the measures that are usually considered in the literature are supported by suitable topological vector spaces and give strictly positive measure to every open set. The supports of the measures that are considered in (1.2)-(1.4) are instead infinite-dimensional closed convex non-affine sets. From this point of view, formulae (1.2)-(1.4) generalize the integration by parts formulae (1)-(2) of [7] , which are, in fact, particular cases of (1.4) with z = z .
Consider, for instance, (1. Without loss of generality, we can assume that
By Theorem 2.1, we have 
The key point is the following: for i = 1, . . . , n, since h i ≥ h i−1 , and
Indeed, V (r, M,M ) attains its minimum − √ rM (1) only at time r. Then we obtain for all t ≥ 0 and i = 1, . . . , n,
Proceeding by induction on n we obtain by Theorem 2.2,
Then we obtain
Now set I
where both sums are finite, since h is bounded. Then f n ≤ h ≤ g n , f n and g n converge uniformly on [0, 1] to h as n → ∞, and
and by (2.1),
so that (1.3) is proved. In order to prove (1.2), we recall that
as α → 0. We divide (1.3) by P(B ∈ K α ). Since h has compact support in (0, 1) and the laws of e r 0,α are weakly continuous in α ≥ 0, we can let α ↓ 0 in the last term of (1.3). Then we apply Theorem 2.3 to the first and second term in (1.3) and the proof of (1.2) is complete. Now we prove (1.4). We choose h = k ∈ C 2 c (0, 1). Since k has compact support in (0, 1), we have for all z ≥ 0,
Therefore, we can write (1.3) in the following way:
We set for z, z ≥ 0 and > 0,
Then we have
.
Since k has compact support in (0, 1), we have k(1) = 0, and therefore,
, M) .
Notice now that
By the Reflection Principle (see, e.g., III.3.14-(4) in [6] ), for all f : R → R bounded and Borel we have
Moreover, by Theorem 2.2, M (1) has the Rayleigh density xe
Therefore, by Theorem 2.2, letting ↓ 0 in (2.3) for all z, z > 0, we obtain
and (1.4) is proved.
SPDEs with reflection
Arguing as in [7] , the formulae (1.2)-(1.4) find applications to SPDEs with reflection (see [5] ). Let {W (t, θ) : t ≥ 0, θ ∈ [0, 1]} be a Brownian Sheet. 
where 
