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(http://creativecommons.org/licenses/by-nc-nd/4.0/).Introduction We refer the reader to [2–5] for the definitions and conventionsIn the earliest version of an exact solution to the 3D Navier–
Stokes equation [1], it was observed that the hydrodynamic vari-
ables like field velocities and pressure approach steady state. It
would then be desirable to confirm this analytically. Starting from
our 3D solutions, we specialize to 1D and 2D and show that analyt-
ically, there is indeed this ergodic behavior. In arriving at this
result, we may have developed techniques that could be used to
generalize the proof for 3D.
Our results will be derived from the following time evolution
equation whose derivation is given in [5]:
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We drop S, but we are first obliged to show that normalization
is preserved. To quickly show this we integrate over momentumZ
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The last integral of Eq. (3) is zero andZ
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Normalization is indeed preserved. We may continue using our
finite number of terms in Eq (1).
Suppose
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then we may write for uniform initial data
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Differentiating Eq. (4) with respect to time,
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Now consider the formal operator equation
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Next we use the Feynman definition of the inverse operator
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Eq. (10) is still in 3D, and the three spatial integrals are equal.
We will use the pair-potential
Vðr  r0Þ ¼ gexpðaððx x0Þ2 þ ðy y0Þ2 þ ðz z0Þ2ÞÞ ð11ÞApproach to a steady state in one and two dimensions
Using Eqs. (6) and (9)
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All operators above act on right hand side expressions.
We have to evaluate our Feynman integral
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still using the 3D pair-potential.
We evaluate the space integral in a box of dimensions x from
W to W, y from W to W, and z from Z to Z, then put
y ¼ x ¼ 0 to get
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which approaches zero as W ! 0. In one dimension, there is a rig-
orous approach to steady state.
The above procedure may be repeated for a box of dimension 2X
by 2Y by 2Z, then evaluating the limit as Z ! 0, resulting in zero F.
In 2D, there also exists an approach to steady state.
We conclude that in 1D and 2D, from Eq (14), @f ðx;px ;tÞ
@t ¼ 0 as
t !1, there is an approach to a steady state for any initial
momentum distribution. The final momentum distribution has a
memory of the initial data.
For 3D, new techniques will be needed to show an approach to
steady state, an open problem to be solved in a succeeding paper.
The rest of this paper will illustrate the consequences of the
approach to steady state in 1D.
Hydrodynamic variables
We review our most general result from [4] for the time evolu-
tion of hydrodynamic variables:
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Applying two successive integration by parts, and boundary
conditions for the momentum distribution, the above equation
may be transformed toZ
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Whether to use Eq. (17) or Eq. (18) for calculations depends on
the ease of evaluating the analytic expressions. For all examples we
have evaluated, the results are the same.
Let us restrict ourselves to 1D and illustrate the approach to a
steady state for a system that is initially uniform. Henceforth we
replace px by p for one dimension.
From Eq (18) we get
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Fig. 1. Short time evolution of density for short times for
no ¼ 1; L ¼ 10;000; m ¼ 1; po ¼ 10; g ¼ 1. To display the result for periodic
boundary condition, we use the transformation ¼ Lsinð#Þ.
464 A. Muriel / Results in Physics 6 (2016) 461–467obtained from Eq (17) by two successive integration by parts and
the boundary condition (zero) of the expressions for the integrals.
We have normalized the spatial distribution function to 1 at
t ¼ 0.
Note that from the top of the column matrix of Eq. (19), we get
the single-particle distribution function
f ðx; p; tÞ ¼ f ðx;p;0Þ þ n
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To digress historically, the objective of the Boltzmann transport
equation is to find a solution to yield f ðx; p; tÞ, which now simply
stares at us in the face. Does our f ðx; p; tÞ solve the Boltzmann
transport equation? No, but we will study this question in
Section 6.
f(x, p, t) from Eq. (20) will be used to evaluate integrals over
space and momentum to study recurrence of global momentum
and global energy as opposed to local momentum and local energy
which are dependent on x.
To reflect the use of symbolic computation to check our analytic
results, we rewrite
f ðx; p; tÞ ¼ fxpt uðp;0Þ ð21Þ
where fxpt may be taken as the symbolic computation result from
Eq. (20)
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Recurrence occurs for the global momentum and kinetic energy
as shown below in Section 4.
To calculate the local density, local momentum and local kinetic
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we use:
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It is apparent that the density at later times will not be uniform
as the system adjusts to the potential energy.
We will use the pair potential between two particles
Vðx x0Þ ¼ g  expðaðx x0Þ2Þ ð29Þ
The above mentioned variables from Eqs. (25–29), to be calcu-
lated by any kinetic theory of particles with a given pair-
potential between any two particles, are exact for an initially uni-
form system without correlations. The evolved density will no
longer remain uniform as the particles adjust their kinetic energies
and potential energies. This is a major departure from the Boltz-
mann final state of a dilute gas. We will illustrate this for
uðp;0Þ ¼ dðp p0Þ.
Illustrative results
The most direct way of summarizing the results of this work is
to display the plots for the time evolution of the density, potential
energy, velocity, and kinetic energy with some appropriate assign-
able parameters. We may choose the controllable parameters to
highlight the features of time evolution, which procedures may
be adopted from [3]. Then, to demonstrate the approach to steady
state, we show the long-time exact expressions for the density,
potential energy, velocity, and kinetic energy as a function of posi-
tion. In all illustrations, all integrals over space are done for x from
0 to L (see Figs. 1–8 and 10).
An interesting variation is to change the coupling parameter to
a negative value. This feature of the solutions will be examined in a
later paper.
Fig. 2. Steady state density.
Fig. 3. Short time evolution of the local potential energy.
Fig. 4. Local potential energy for positive coupling constant g for long time for
L ¼ 1;000;000; no ¼ 1: g ¼ 1; m ¼ 1; po ¼ 10. This plot reflects the steady state
density shown in Fig. 2.
Fig. 5. Short time evolution for the momentum for the same parameters in Fig. 1.
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By not integrating over momentum in the top expression of the
column matrix in Eq. (18), one gets the time evolution of the one-
particle distribution function (an obvious change in notation is
used to reflect analytic checks of solution by hand using symbolic
computation):
Integrating over x, we get the momentum distribution function
which may be checked by symbolic computation result fpt. This
expression multiplies the initial momentum distribution. Details,
which we don’t repeat here maybe found in [3].
Thus, we have verified that the long time limits of the global
momentum and global kinetic energy approach a constant.Despite the rise and fall of the hydrodynamic variables, they
settle down to analytic values for long times.
Comparison with the Boltzmann equation
From our expression for f ðx; p; tÞ given earlier, it is quite
straightforward to calculate the left hand side of the Boltzmann
equation, first written in 1872,
@f ðx; p; tÞ
@t
þ p
m
@f ðx;p; tÞ
@x
¼ Collision term ð30Þ
Fig. 6. Short time evolution of the local kinetic energy.
Fig. 7. Time evolution of the second term of the kinetic energy from Eq. (27),
showing return to the initial value. The steady state local kinetic energy is p2o=2m.
Fig. 8. Time evolution for global momentum for L ¼ 100; g ¼ 1; no ¼ 1;
m ¼ 1; po ¼ 10.
Fig. 9a. Time evolution of global kinetic energy for L ¼ 100; g ¼ 1; no ¼ 1;
m ¼ 1; po ¼ 10.
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which is the analog of the conventional Boltzmann collision inte-
gral. The analytic behavior of our collision term is illustrated in
Fig. 9a. We illustrate it in polar coordinates using the transforma-
tion x ¼ L  sinh for time t.
Fig. 9b may well be first graphic illustration of a collision inte-
gral, not necessarily Boltzmannian. For later times, the saddle
shape flattens toward zero.
For large L and long time limit T ,
CollisionLT :¼  1
16
no g2 m/0e
2ðmxp tÞ2
L2m2
p
ð31Þwhich goes to zero for long times. In this limit, what remains is
the left hand side of Eq. (31), with any solution of the form
F x pt
m
;p; t
 
For a uniform system, the Maxwellian solution stays Maxwel-
lian. But for any other initial condition uðp; 0Þ the system evolves
out of the initial momentum distribution due to the pair-
potential. But, the global momentum and global kinetic energy
eventually go back to their initial condition after infinite time, fur-
ther illustrating recurrence.
Historically, a Poincare recurrence time is obtained from the full
many-body Liouville equation, not from the Boltzmann equation. It
is surprising that we also come to a recurrence time even from the
Fig. 9b. Analog of the Boltzmann collision term for g ¼ no ¼ m ¼ 1;
p0 ¼ 2; L ¼ 100; t ¼ 2.
A. Muriel / Results in Physics 6 (2016) 461–467 467Boltzmann transport equation when the Boltzmann collision term
is replaced by our own collision term. Recurrence occurs only for
global momentum and global kinetic energy in our time evolution
approach.
Summary and future problems
In this paper we have shown that starting with a uniform distri-
bution and with a pair potential of the form shown in Eq. (30),
there is a rigorous approach to steady state values of the field
velocities – and therefore from the Navier–Stokes equation, pres-
sure as well – in one and two dimensions. The analogous result
in 3D is still an open problem.
To illustrate the rigorous results in 1D and 2D, we use an initial
Dirac delta distribution in momentum. In 1D we used Eq. (29) for
our pair-potential and display the steady state values of the den-
sity, field velocity, potential and kinetic energy. We calculate both
local and global variables, featuring recurrence phenomena in glo-
bal momentum and total kinetic energy. We show that a uniform
system evolves into a final non-uniform system.
There is an irreversible approach to a non-constant density with
a corresponding local potential energy that is consistent with the
final non-uniform density. We displayed the plots for short times,
and specify the final values of the hydrodynamic variables. We do
not have a unique Maxwellian final state, but a final state never-
theless, with a memory of the initial data. It will be desirable to
show an H-theorem for full 3D systems and more general pair-
potentials.
In future work, we will generalize our results to include arbi-
trary initial data [5], including non-uniform systems, thus produc-
ing a more general approach to steady state, as a proposed
alternative to Boltzmann’s H-theorem. If such a program were
completed, we will have added a stronger justification for the
use of our time evolution approach as a better alternative to the
Boltzmann equation and the Navier–Stokes equation, both ofwhich have not been completely successful in past applications.
Our results for the production of shocks, non-linear sound [6],
and a one and two dimensional ergodic phenomena further justify
our suggestion that time evolution equations hold better promise
than the historic Boltzmann equation and its descendant, the
Navier–Stokes equation.
Now for some general observations on irreversibility, the first
equation displayed in this work comes from a more general equa-
tion with an infinite number of terms shown in [5]. Four remarks
follow:
First, when this exact infinite series is rewritten for a factored
initial condition, meaning, product functions of one-particle distri-
butions, and proceeding from the full many-body Liouville equa-
tion with arbitrary pair potential, the following statement was
proven: when the initial data are even in momentum, the system
is reversible. When there is any asymmetry, no matter how small,
the system is irreversible [6].
Second, for a finite number of terms of the series, six in all, our
analysis for one dimension in this paper exhibits irreversibility in
the time evolution of hydrodynamic variables, regardless of
symmetry in the initial momentum distribution function. This con-
clusion comes from the contraction of the Liouville equation to a
one-particle distribution function. In this simplification, the global
momentum and global kinetic energy display recurrence. Recur-
rence is not the same as reversibility. One observation is clear, if
the initial conditions include binary molecules, possible for nega-
tive coupling constant g, our analysis no longer applies. To extrap-
olate, if a dynamical system of binary stars is used, represented by
correlations in the initial data, then all our remarks about
reversibility from the Liouville equation no longer apply.
Third, it is a matter of time to prove that all solutions of the
Navier–Stokes equation tend to steady states. For all solutions so
far published, this is true.
Fourth, the use of our preferred pair-potential merely facilitates
all our conclusions. Other choices of pair-potentials, certainly more
difficult, probably will not change our conclusions.
Further qualifications of the above four remarks are needed in
order to discuss irreversibility and the arrow of time. Such a dis-
cussion will lead us from our results – merely technical – to some
general philosophy [7–15].
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