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1 Einfu¨hrung
1.1 Motivation und Ziel der Arbeit
Die industrielle Funkortung hat in den letzten Jahren stetig an Wichtigkeit
gewonnen. Die Anwendungen umfassen die Verfolgung hochwertiger Gu¨ter,
beispielsweise teure Werkzeuge in großen prozesstechnischen Anlagen, die
Lagerhaltung von kleinen und großen Lagerbesta¨nden, die Navigation in
unbekanntem und bekanntem Terrain, die Kollisionsvermeidung und Re-
lativpositionierung von Maschinen und die Verfolgung von Personen in Si-
cherheitsbereichen. Die Notwendigkeit der Funkortung ist in der Industrie
somit im Innenbereich von Geba¨uden und Hallen ebenso gegeben wie in
Außenbereichen großer Lager oder Tagebauten [1, 2, 3, 4].
Die Genauigkeitsanforderung an die Positionsbestimmung ist dabei stark
von der Anwendung abha¨ngig. Die ho¨chste Genauigkeit von wenigen Mil-
limetern ist meist bei eindimensionaler Abstandsmessung gefordert. Der
mittlere Genauigkeitsbereich, wenige Zentimeter bis Dezimeter in zwei oder
drei Dimensionen, ist fu¨r viele Anwendungen ausreichend, die sich mit der
Lagerhaltung und Relativpositionierung befassen. Geringe Genauigkeit im
Bereich weniger Meter bis hin zu einer raumweisen Positionsbestimmung
ist fu¨r das Auffinden großer Maschinen und Werkzeuge sowie fu¨r das Pro-
tokollieren des Aufenthaltsorts von Personen in Geba¨uden ausreichend.
Der grobe Genauigkeitsbereich ist mittlerweile technisch gut abgedeckt
durch zellen- und feldsta¨rkebasierte Funkortungssysteme, die vorhandene
Funkinfrastruktur wie DECT, WLAN oder GSM benutzen. Im Außenbe-
reich eignen sich globale Satellitennavigationssysteme wie GPS oder zu-
ku¨nftig Galileo, um Ortungs- und Navigationsaufgaben in großem Maß-
stab zu erfu¨llen. Die Messauflo¨sung zur Unterdru¨ckung von Mehrwegen ist
bei diesen Systemen ha¨ufig sehr eingeschra¨nkt, weshalb sie sich fu¨r den
Einsatz in anspruchsvollen Umgebungen, beispielsweise innerhalb großer
Hallen oder in tiefen Schluchten eines Tagebaus, nicht eignen.
Fu¨r die mittlere und hohe Genauigkeit wurden in den letzten Jahren
zahlreiche spezialisierte Funkortungssysteme entwickelt, die in der Regel
eine eigene Infrastruktur beno¨tigten und spezielle, breitbandige Ortungssi-
gnale aussenden, um Mehrwege besser auflo¨sen zu ko¨nnen. Dadurch eignen
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sie sich u¨berall dort, wo feldsta¨rke- oder satellitenbasierte Funkortungs-
systeme versagen. Die hohe Genauigkeit und die breite Einsetzbarkeit ste-
hen hohen Systemkosten gegenu¨ber, bestehend aus Hardwarekosten fu¨r In-
frastruktur und Ortungstransponder, Softwarekosten und den Kosten fu¨r
Einrichtung und Einmessung durch Fachpersonal. Speziell bei einer großen
Zahl von zu ortenden Objekten, die selber nur einen geringen Wert dar-
stellen, ist der Einsatz eines solchen Systems ha¨ufig nicht zu rechtfertigen.
Gleichzeitig zeigt sich, dass immer mehr Werkzeuge in der Lagertech-
nik, der Prozess- und Fertigungsautomatisierung und in der Geba¨udetech-
nik mit Funkmodulen ausgestattet sind, die zur U¨bertragung von Sens-
ordaten mit niedriger Datenrate geeignet sind und, aufgrund einer ge-
ringen elektrischen Leistungsaufnahme, lange Wartungszyklen aufweisen.
In der Industrie weit verbreitet sind RFID, Bluetooth und Kommunika-
tionssysteme basierend auf IEEE 802.15.4. Speziell auf die letztgenann-
te Bitu¨bertragungs- und Sicherungsschicht eines Standards fu¨r drahtlose
und energiesparende Sensorkommunikation hat die Industrie große Hoff-
nungen gesetzt. Tatsa¨chlich ist heute eine große Zahl von Gera¨ten damit
ausgestattet, jedoch hat sich bis jetzt keine ho¨here Netzwerkschicht durch-
setzen ko¨nnen. Das urspru¨nglich vorgesehene Multihop-Routingprotokoll
ZigBee hat sich als zu komplex erwiesen, um einfache Systeme damit rea-
lisieren zu ko¨nnen. Daher sind die meisten bekannten Implementierungen
von IEEE 802.15.4 mit proprieta¨ren Netzwerkschichten ausgestattet. Als
aussichtsreicher Standard wird derzeit WirelessHART, eine drahtlose Er-
weiterung des HART-Standards, von der Automatisierungsindustrie getes-
tet. Eine Funkortung mit mittlerer Genauigkeit als reine Softwarelo¨sung,
basierend auf existierenden Funkmodulen, ist eine wu¨nschenswerte Erwei-
terung des Funktionsumfangs von Automatisierungsgera¨ten. Vorarbeiten
sind bekannt, die allerdings auf Zeitmessungen mit geringer Signalband-
breite beruhen und Mehrwege nur bedingt auflo¨sen ko¨nnen. Die Genauig-
keit der bekannten Ansa¨tze bewegen sich im Bereich einiger Dezimeter bis
weniger Meter [5, 6].
Das Ziel der vorliegenden Arbeit ist daher die koha¨rente Kombination der
Kommunikationssignale von IEEE 802.15.4-Gera¨ten in einer großen Zahl
von Funkkana¨len, um eine deutlich ho¨here Auflo¨sung von Mehrwegen zu
erreichen und die Genauigkeit um eine Gro¨ßenordnung zu verbessern. Dazu
wurde ein Frequenzbelegungsschema entwickelt, das in Kommunikations-
pausen zur Ortsbestimmung angewendet wird. Zwar beno¨tigt das in die-
ser Arbeit entwickelte System weiterhin Infrastrukturkomponenten, doch
ko¨nnen die zu ortenden Ortungstransponder sehr gu¨nstig als Softwareer-
weiterung bestehender Funkmodule realisiert werden. Die Demonstration
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des in dieser Arbeit konzeptionierten Funkortungssystems in einer realisti-
schen Industrieumgebung soll die Abscha¨tzung der erzielbaren Genauigkeit
ermo¨glichen.
1.2 Gliederung der Arbeit
Eine eingehende Betrachtung des Forschungs- und Industriezweigs Fun-
kortung wird in Kapitel 2 vorgenommen. Neben einer Systematik zur Un-
terteilung moderner Positionsmesssysteme werden auch beispielhaft einige
kommerziell erha¨ltliche oder wissenschaftlich behandelte Systeme vorge-
stellt, die den Stand der Technik repra¨sentieren.
Der theoretische Kern dieser Arbeit, die koha¨rente Kombination von
Kommunikationssignalen, ist in Kapitel 3 dargelegt. Neben einem voll-
sta¨ndigen Signalmodell werden mo¨gliche Frequenzbelegungsschemata und
unterschiedliche Methoden zur vorteilhaften Ausnutzung derselben disku-
tiert. Ein neuartiger Ansatz zur Vermeidung von Mehrdeutigkeiten, fu¨r
den Patentschutz beim Deutschen Patent- und Markenamt erteilt wurde
[7], findet sich in 3.5.
Kapitel 4 zeigt unterschiedliche mathematische Ansa¨tze zur mehrdimen-
sionalen Positionsscha¨tzung bei TDOA-Systemen auf. Ein gut zur Beurtei-
lung der Rohgenauigkeit von Funkortungssystemen geeigneter Grid-Search-
Algorithmus wird eingehend behandelt.
Das im Rahmen der vorliegenden Arbeit entwickelte Demonstratorsys-
tem wird in Kapitel 5 vorgestellt. Der Hardwareaufbau der Sender und
Empfa¨nger wird ebenso besprochen wie die Ausgestaltung der Signalverar-
beitung. Zur Visualisierung der Scha¨tzergebnisse werden mehrere Verfah-
ren verglichen.
Mit dem Demonstratorsystem und einem entsprechenden Simulations-
modell durchgefu¨hrte Simulationen und Messungen werden in Kapitel 6
ausfu¨hrlich erla¨utert. Einflu¨sse auf das Messsystem werden systematisch
untersucht. Eine repra¨sentative Messung in einem Demonstrationsraum bei




2 Systematik der Positionsmesssysteme
In der Literatur existieren zahlreiche unterschiedliche Ansa¨tze zur Syste-
matisierung von Positionsmesssystemen, beispielsweise in [1, 2, 8, 9]. Die
im Folgenden verwendete Systematik ist auf die Bedu¨rfnisse industrieller
Anwender zugeschnitten.
Nach einer Begriffsdefinition zur Unterscheidung der heute gela¨ufigen
Vokabeln zur Bezeichnung von Vorga¨ngen der Positionsbestimmung er-
folgt die Eingliederung von Positionsmesssystemen innerhalb der Katego-
rien Messgro¨ße, ausgenutztes physikalisches Pha¨nomen und Bezugssystem.
Anschließend werden Funkortungssysteme weiter unterteilt hinsichtlich der
verwendeten Signalform. Jeder behandelte Aspekt wird mit Beispielen aus
Industrie und Wissenschaft belegt. Beispiele fu¨r moderne Positionsmess-
systeme werden am Ende des Kapitels pra¨sentiert.
2.1 Begriffsdefinitionen
Die Feststellung der Position oder des Aufenthaltsorts eines Objekts mit
technischen Hilfsmitteln in einem absoluten oder relativen Bezugssystem
wird gemeinhin als Ortung (orten, engl. location, to locate) bezeichnet.
Zusammengesetzte Wo¨rter auf dieser Basis bezeichnen beispielsweise Or-
tungssysteme, einen Ortungsvorgang oder die Funkortung.
Ebenfalls gela¨ufig, wenn auch nicht so scharf abgegrenzt, ist die Positio-
nierung (positionieren, engl. positioning, to position), die neben der Ortung
auch das absichtliche Platzieren eines Objekts an einem Ort bezeichnet. Da
Verwechslungen nicht auszuschließen sind, ist die Bezeichnung im deut-
schen Sprachraum selten anzutreffen. Im englischen Sprachraum dagegen
werden Funkortungsverfahren ha¨ufig auf Basis des Worts positioning be-
zeichnet, beispielsweise Local Positioning Measurement [10] und das Local
Positioning Radar [11], um die lokal begrenzte Wirkung der dort eingesetz-
ten Funkortungstechnologie hervorzuheben.
Aus heutiger Sicht zu vermeiden ist die Verwendung des Begriffs Lo-
kalisierung (lokalisieren, engl. localization, to localize), auch wenn er un-
ter anderem die Ortung bezeichnet. In den vergangenen Jahren hat sich
dieser Begriff vor allem in der Informationstechnologie fu¨r die Anpassung
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einer Hardware oder Software an lokale Gegebenheiten, beispielsweise an
den am Zielort verwendeten Schriftsatz, die Sprache oder die Maßeinhei-
ten, eingebu¨rgert. Aufgrund der Na¨he der beiden technischen Gebiete –
industriell eingesetzte Ortungssysteme werden in der Regel mit informa-
tionstechnischen Anlagen verbunden – sollte die Verwendung des Begriffs
Lokalisierung, im Sinne einer Marke, fu¨r Ortung unterbleiben, falls Ver-
wechslungspotenzial vorhanden ist.
2.2 Messgro¨ßen
Die Ortsbestimmung eines Objekts mit technischen Hilfsmitteln geschieht
u¨ber die Messung von Eigenschaften absichtlich oder unabsichtlich ausge-
sendeter oder reflektierter Signale. Bei bekannter Ausbreitungsgeschwin-
digkeit ist die Signallaufzeit ein beliebtes Mittel, doch auch die Signalsta¨r-
ke wird ha¨ufig verwendet. Andere Signaleigenschaften, wie beispielsweise
die inhaltliche Botschaft eines modulierten Signals, ko¨nnen ebenfalls zur
Positionsbestimmung herangezogen werden.
2.2.1 Signallaufzeit
Bei bekannter Signalausbreitungsgeschwindigkeit c und der ra¨umlichen Di-
stanz R zwischen dem Signal aussendenden und dem empfangenden Ob-
jekt kann die Signallaufzeit τ bestimmt werden: τ = R/c.1 Auf Basis dieser
U¨berlegung ist die Entfernungs- und Positionsbestimmung mit Hilfe fast
aller Signale emittierenden Pha¨nomene mo¨glich, sofern die Ausbreitungsge-
schwindigkeit hinreichend konstant ist und Mo¨glichkeiten gefunden werden,
die Signallaufzeit zu messen.
In Abbildung 2.1 werden vier unterschiedliche Verfahren vorgestellt, die
Signallaufzeit direkt oder indirekt zu verwerten. In allen Fa¨llen sind mobi-
le Teilnehmer mit unbekannten Positionen und Infrastrukturkomponenten
mit bekannten Positionen beteiligt. Ziel ist die Ortsbestimmung der Mobil-
teilnehmer mit Hilfe von Ortungssignalen, die fu¨r die Ortung vorteilhafte
Eigenschaften besitzen. Dabei sollte beachtet werden, dass die in den Ab-
bildungen eingezeichneten Signalwege auch umgekehrt verlaufen ko¨nnen,
indem Sender und Empfa¨nger vertauschte Rollen einnehmen. Der Unter-
schied zwischen beiden Modi liegt dabei meist im Synchronisierungsauf-
1c = 299792458m/s bei der Ausbreitung elektromagnetischer Wellen im Vakuum und
c = 343m/s bei der Ausbreitung von Schallwellen in Luft mit einer Temperatur von
20◦C und einem Druck von 1013 hPa.
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wand der Teilnehmer, in der jeweiligen Komplexita¨t der Hardware und
darin, wo die Berechnung der Positionen der Mobilteilnehmer stattfindet.
Fu¨r industrielle Anwendungen ha¨ngt die Wahl der Konfiguration meist
davon ab, wie viele Mobilteilnehmer geortet werden sollen, wie groß das
abzudeckende Areal und damit die Zahl der beno¨tigten Infrastrukturkom-
ponenten ist und wo die gewonnene Ortinformation verwendet werden soll.
Die Erla¨uterung der Verfahren im Folgenden deckt zur Vereinfachung nur
die eingezeichneten Fa¨lle ab.
Round-trip time of flight (RTOF)
In Abbildung 2.1(a) ist das Verfahren Round-trip time of flight (RTOF)
dargestellt, bei dem ein Ortungssignal von einem Teilnehmer zu einem an-
deren gesendet wird, der sich anhand dieses Signals zeitlich auf den ersten
Teilnehmer synchronisiert. Der zweite Teilnehmer sendet dann nach einer
festen und bekannten Wartezeit seinerseits ein Ortungssignal an den ers-
ten Teilnehmer, der aus der Rundreisezeit (round-trip time) zwischen der
ersten Aussendung und dem Empfang des zweiten Signals die Entfernung
zwischen beiden Ortungsteilnehmern berechnen kann. Wird der Vorgang
mit weiteren Teilnehmern wiederholt, die idealerweise ortsbekannte Infra-
strukturkomponenten darstellen, kann der ortsunbekannte Mobilteilnehmer
seine eigene Position aus den gemessenen Signallaufzeiten berechnen. Der
Vorgang wird als Multilateration2 bezeichnet und geht geometrisch auf den
Schnitt mehrerer Kreise in der Ebene bzw. Kugeln im Raum zuru¨ck. Das
ebene Problem mit genau drei gemessenen Absta¨nden ist auch als Trila-
terion bekannt. Heute existieren zahlreiche Algorithmen zur geschlossenen
oder iterativen Berechnung der Position aus einer großen Zahl von gemesse-
nen Signallaufzeiten und den bekannten Positionen der u¨brigen Teilnehmer,
beispielsweise [12, 13].
Der große Vorteil von RTOF liegt darin, dass die Ortungsteilnehmer
nicht alle zum selben Zeitpunkt synchronisiert werden mu¨ssen, sondern die
Synchronisation paarweise als Teil der Entfernungsbestimmung vorgenom-
men wird. Dass sa¨mtliche Teilnehmer vollwertige Sender und Empfa¨nger
fu¨r Ortungssignale aufweisen mu¨ssen wirkt sich ha¨ufig nachteilig auf die
Systemkomplexita¨t und damit in der Regel auch auf die Kosten aus. Zu-
dem mu¨ssen die Entfernungsmessungen zu den einzelnen Infrastrukturkom-
ponenten sequenziell erfolgen, was die mo¨gliche Messrate bei einer großen
Zahl von Teilnehmern stark reduziert.
2lat. lateral = seitlich
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Abbildung 2.1: Arten der Ortung mit Laufzeitmessungen. ◦ sind ortsunbe-
kannte Mobilteilnehmer,  sind ortsbekannte Infrastruk-
turkomponenten. Fett eingezeichnete Teilnehmer sind zeit-
lich synchronisiert. −→ ist ein Ortungssignal. τ ist eine
Signallaufzeit mit der Ausbreitungsgeschwindigkeit c0 und
α ist der Eintreffwinkel eines Signals.
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In [5, 6] wird ein Funkortungssystem in RTOF-Konfiguration bei 2, 4GHz
vorgestellt, das Transceiver verwendet, die den Kommunikationsstandard
IEEE 802.15.4 unterstu¨tzen. Dieser Standard wird auch von dem in dieser
Arbeit entwickelten Funkortungssystem ausgenutzt und eignet sich auf-
grund der geringen Datenrate und der damit einhergehenden geringen
Hardware-Komplexita¨t besonders fu¨r ausgedehnte, drahtlose Sensornetz-
werke.
Time of arrival (TOA)
Werden alle Ortungsteilnehmer miteinander zeitlich synchronisiert und ist
sowohl der Aussendezeitpunkt des Ortungssignals eines ortsunbekannten
Mobilteilnehmers, als auch der Eintreffzeitpunkt dieses Signals an meh-
reren ortsbekannten Infrastrukturkomponenten bekannt, kann die Positi-
on des Mobilteilnehmers erneut mit Hilfe der Multilateration berechnet
werden. Dieses in Abbildung 2.1(b) dargestellte Verfahren wird Time of
arrival (TOA) bezeichnet. Aufgrund der Forderung nach einer zeitlichen
Synchronisation aller Teilnehmer, die insbesondere fu¨r mobile Teilnehmer
problematisch ist, findet das Verfahren aufgrund der hohen Ausbreitungs-
geschwindigkeit selten bei der Funkortung Anwendung. Ultraschallsysteme,
die mittels Funksignalen synchronisiert werden, verwenden dagegen ha¨u-
fig TOA, da sich Schallwellen in Luft wesentlich langsamer ausbreiten als
elektromagnetische Wellen.
TOA-Systeme beno¨tigen fu¨r die Ortungssignale auf einer Seite – Mo-
bilteilnehmer oder Infrastruktur – ausschließlich Sender und auf der Ge-
genseite Empfa¨nger. Dadurch kann die beno¨tigte Hardware klein und kos-
tengu¨nstig gehalten werden. Fu¨r die Positionsbestimmung eines Mobilteil-
nehmers ist nur die Aussendung eines einzigen Ortungssignals notwendig,
das von allen Infrastrukturkomponenten empfangen wird. Daher kann ein
TOA-System mit einer hohen Messrate betrieben werden.
Time difference of arrival (TDOA)
Ist die Synchronisation aller Mobilteilnehmer nicht realisierbar, bietet sich
an, nur die Infrastrukturkomponenten zeitlich zu synchronisieren und die
Mobilteilnehmer asynchron zu betreiben. Abbildung 2.1(c) zeigt das Ver-
fahren Time difference of arrival (TDOA). Aufgrund der fehlenden Syn-
chronisierung der Mobilteilnehmer ist den Infrastrukturkomponenten nicht
bekannt, zu welchem Zeitpunkt das Ortungssignal ausgesendet wurde. Der
unbekannte Zeitoffset τoffs fu¨hrt dazu, dass nicht die Entfernungen direkt
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gemessen werden, sondern sogenannte pseudo ranges, die alle mit demsel-
ben unbekannten Offset behaftet sind. Durch paarweise Differenzbildung
wird der Offset entfernt, jedoch sind nur noch die Laufzeitunterschiede zu
zwei Infrastrukturkomponenten bekannt. Durch die Differenzbildung wer-
den nicht mehr Kreise oder Kugeln, sonder Hyperbeln in der Ebene oder
Hyperboloide im Raum zum Schnitt gebracht. Das in dieser Arbeit ent-
wickelte Funkortungssystem wird in TDOA-Konfiguration betrieben. Eine
detaillierte U¨bersicht u¨ber Algorithmen zur Ortsbestimmung mit TDOA
findet sich deshalb in Kapitel 4.
Bei TDOA-Systemen wird die Synchronisation ha¨ufig mit einem ortsbe-
kannten Referenzsender durchgefu¨hrt, der, zeitnah zum Mobilteil, seiner-
seits ein Ortungssignal aussendet. Die Infrastrukturkomponenten empfan-
gen dieses Signal und synchronisieren sich nach Kompensation der bekann-
ten Signallaufzeiten.
Wie bei den TOA-Systemen ko¨nnen TDOA-Systeme u¨ber unterschied-
liche Hardware auf Mobil- und Infrastrukturseite verfu¨gen. Auch fu¨r die
Messrate gelten fu¨r beide Verfahren dieselben U¨berlegungen.
Angle of arrival (AOA)
Kann der Winkel, unter dem ein Signal bei einem Empfa¨nger eintrifft,
messtechnisch ermittelt werden, so kann er zur Positionsbestimmung ge-
nutzt werden. Das zugeho¨rige Verfahren Angle of arrival (AOA) ist in
Abbildung 2.1(d) dargestellt. Ein ortsunbekannter Mobilteilnehmer sendet
Ortungssignale aus, die von mehreren ortsbekannten Infrastrukturkompo-
nenten empfangen werden. Zur eindeutigen Winkelbestimmung muss zu-
sa¨tzlich die ebene oder ra¨umliche Ausrichtung der Komponenten bekannt
sein. Die Position des Mobilteilnehmers kann aus den gemessenen Winkeln
und den bekannten Positionen und Ausrichtungen mit Hilfe der Triangu-
lation3 berechnet werden. Ha¨ufig wird dieses Verfahren nicht allein einge-
setzt, sondern in Kombination mit anderen, meist RTOF oder TDOA. In
vielen Anwendungen ist es beispielsweise no¨tig, die Entfernung und La-
ge zweier Mobilstationen relativ zueinander zu bestimmen. Diese Aufgabe
kann durch RTOF allein nicht gelo¨st werden, denn erst mit AOA kann die
relative Lage bestimmt werden.
AOA ist nicht zwingend ein System, das Signallaufzeiten auswertet.
Das ist nur dann der Fall, wenn Signale u¨ber mehrere Antennen koha¨rent
empfangen und die Phasenunterschiede aufgrund der geringen Laufzeit-
3lat. triangulum = Dreieck
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unterschiede zwischen den Antennen ausgewertet werden. Solch ein Fun-
kortungssystem ist in [14] beschrieben. Wird stattdessen eine dreh- oder
schwenkbare Antenne verwendet, oder eine Antenne, deren Abstrahlcha-
rakteristik vera¨ndert werden kann (sog. Beam Forming oder Beam Stee-
ring), erfolgt die Richtungsbestimmung meist u¨ber die Maximierung der
empfangenen Signalsta¨rke [15, 16, 17].
Senderortung
Ein Gebiet der Ortung befasst sich mit der Senderortung (engl. emitter lo-
cation). Aufgabe dabei ist die Positionsbestimmung eines unkooperativen
Senders, der, meist unbeeinflusst von der Ortungsinfrastruktur, Kommuni-
kationssignale aussendet. Die Signale sind nicht speziell fu¨r Ortungszwecke
gestaltet worden, so dass sie ha¨ufig keine fu¨r die Ortung vorteilhaften Ei-
genschaften aufweisen. Da der Ortungsvorgang von dem Sender nicht be-
merkt werden soll, kommen nur TDOA- und AOA-Verfahren in Frage, die
Signallaufzeiten, Eintreffwinkel und ha¨ufig auch eine Dopplerverschiebung
auswerten, um die Position und die Geschwindigkeit des Senders relativ
zur Ortungsinfrastruktur zu bestimmen. Der Einsatz geschieht meist im
milita¨rischen Umfeld oder bei der Strafverfolgung [18].
Das ist in dieser Arbeit entwickelte Funkortungssystem weist einige, aber
nicht alle Eigenschaften einer Senderortung auf, weshalb es nicht dazu ge-
za¨hlt werden kann. Die Sender benutzen zwar Kommunikationssignale, die
nicht fu¨r Ortungszwecke spezialisiert sind, jedoch werden diese Signale mit
einem fu¨r alle Teilnehmer verbindlichen Frequenzbelegungsschema ausge-
sendet. Die Sender ko¨nnen daher nicht als unkooperativ angesehen werden.
Die Verwendung eines TDOA-Verfahrens mit Referenzsender ermo¨glicht
zudem, dass die Mobilsender auf den Zweck des Referenzsenders schließen
ko¨nnen und der Ortungsvorgang nicht unbemerkt bleibt.
2.2.2 Signalsta¨rke
Modellierung der Signalausbreitung
Die Wellenausbreitung bei technischen Systemen erfolgt in der Regel nicht
beliebig stark gerichtet, wie beispielsweise bei einem idealen Laserstrahl,
sondern in einem Raumsektor. Mit steigender Entfernung zum Sender fa¨llt
die Leistungsdichte im Signal ab, da sich die Leistung auf einer stetig wach-
senden Fla¨che verteilt. Dieser sogenannte Large-Scale-Effekt wird mathe-
matisch modelliert, fu¨r elektromagnetische Wellenausbreitung beispielswei-
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se mit der Friis-Gleichung [19, 20], und kann zur Entfernungsbestimmung
herangezogen werden. Aufgrund von nichtidealen Effekten, wie der zusa¨tz-
lichen Signalda¨mpfung an atmospha¨rischen Sto¨rungen oder der U¨berla-
gerung zeitverzo¨gerter Signalkopien, die u¨ber Mehrwege den Empfa¨nger
erreichen, eignen sich diese Modelle jedoch ha¨ufig nur vereinzelt fu¨r eine
akzeptable Messgenauigkeit. In Innenra¨umen versagen diese Algorithmen
dagegen regelma¨ßig aufgrund der komplexen Kanaleigenschaften [21].
Ein Beispiel fu¨r die Anwendung eines Modells ist die barometrische Ho¨-
henmessung, wobei die Ho¨he in der Atmospha¨re oder die Tiefe in einem
Gewa¨sser u¨ber den barometrischen Luft- oder Wasserdruck ermittelt wird
[22]. Man sieht daran auch, dass fu¨r eine Positionsbestimmung – hier fu¨r
die Bestimmung der Ho¨he – nicht zwingend die Aussendung von Signa-
len notwendig ist, wenn ein vorhandenes Feld, im Fall der barometrischen
Ho¨henmessung das Gravitationsfeld der Erde, einen Gradienten aufweist.
Fingerprinting und Pattern Matching
Falls sich einfache Ausbreitungsmodelle nicht zur Entfernungsmessung eig-
nen, kann ein komplexeres Modell erstellt werden, das mo¨glichst viele der
sto¨renden Effekte beru¨cksichtigt. Ha¨ufig stellt sich dabei jedoch das Pro-
blem, dass die Effekte nicht deterministisch auftreten, sondern statistisch
im Messraum verteilt sind [23]. So verursachen sogenannte Small-Scale-
Effekte beim Vera¨ndern der Sender- oder Empfa¨ngerpositionen innerhalb
weniger Zentimeter Leistungsschwankungen, die deutlich gro¨ßer sein ko¨n-
nen als die zu messenden Large-Scale-Effekte. Zudem sind auch die Large-
Scale-Effekte sehr stark von der Antennenwahl und der Platzierung der
Sender abha¨ngig, was in einfachen Ausbreitungsmodellen nicht beru¨cksich-
tigt wird.
Ein Ansatz ist daher die Messung der Signalsta¨rke an vielen Punkten im
Raum zu mehreren Gegenstationen und die Eintragung dieser n-Tupel in
eine Karte des Messraums. Dieser Vorgang wird als Fingerprinting bezeich-
net, da der Messraum anhand der lokalen Kanaleigenschaften charakteri-
siert wird. Werden anschließend Messungen mit unbekanntem Aufenthalts-
ort durchgefu¨hrt, kann ein Vergleich der Messung mit der Karte, vorteilhaft
u¨ber eine zuru¨ckgelegte Strecke, Aufschluss u¨ber die gesuchte Position ge-
ben. Diese als Pattern Matching bekannte Methode ist im Ansatz bereits
in [21, 24] zu finden und wurde durch [25, 26] gru¨ndlich erforscht. Die An-
wendung auf DECT-4 und WLAN-Netze findet sich beispielsweise in [27].
4Digital Enhanced Cordless Telecommunications
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Vorteilhaft ist dabei, dass keine zusa¨tzliche Infrastruktur beno¨tigt wird und
die ohnehin zur Kommunikation ausgesendeten Signale verwendet werden
ko¨nnen. Ein großer Nachteil solcher Systeme ist der hohe Einmessaufwand
und die Forderung nach einem zeitinvarianten Umfeld. Die erzielbare Ge-
nauigkeit der zitierten Systeme liegt im Bereich der Gro¨ße maßgeblicher
Strukturen des Messraums (z.B. Wa¨nde) und somit bei einigen Metern.
Die moderne Forschung richtet derzeit das Augenmerk auf lernende Sys-
teme, bei denen die Karte des Messraums nicht anhand eines aufwendigen
Einmessvorgangs, sondern u¨ber eine Langzeitbeobachtung ohne Ru¨ckmel-
dung der tatsa¨chlichen Position erfolgt [27]. Mit dieser als Simultaneous
Localization and Learning (SLL) bezeichneten Methode konvergiert die
Messgenauigkeit gegen das erzielbare Optimum eines voll eingemessenen
Raums. Werden Vera¨nderungen durchgefu¨hrt, wie beispielsweise das Ent-
fernen einer Wand oder der Austausch von Antennen, sinkt die Genauigkeit
kurzzeitig lokal ab, um anschließend wieder gegen das Optimum zu streben
[28, 29, 30]. Neueste Untersuchungen zeigen, dass die Selbstlernung solcher
Kanaleffekte die Messgenauigkeit auch fu¨r laufzeitmessende Systeme deut-
lich verbessern kann [31].
Mikrowellentomographie
Ein neuartiger Ansatz zur Ortung unkooperativer Objekte ist der Einsatz
derMikrowellentomographie. [32] und [33] zeigen, dass einfache und kosten-
gu¨nstige Funk-Transceiver fu¨r drahtlose Sensornetzwerke, in großer Zahl
um einen Messraum verteilt, die Positionen von Objekten in ihrer Mit-
te berechnen ko¨nnen. Die gemessene Signalsta¨rke jeder Funkverbindung
zwischen zwei Transceivern entspricht dabei dem Linienintegral u¨ber alle
Effekte, die die Signalsta¨rke auf dem direkten Weg beeinflussen [32] und
die zusa¨tzlich durch Reflexionen und Beugung verursacht werden [33]. Ge-
eignete Transformationsvorschriften, die auch der Computertomographie
zugrunde liegen, rekonstruieren aus den Linienintegralen die Geometrie
des Objekts im Messraum [34]. Die Messgenauigkeit liegt im Bereich eini-
ger Dezimeter bei einer Signalfrequenz von 2, 4GHz. Auch die Messung
durch Wa¨nde hindurch ist mo¨glich [35, 36]. Anwendung finden ko¨nnte
dieses einfache und kostengu¨nstige Messverfahren beispielsweise bei der
Brandbeka¨mpfung in unbekannten Geba¨uden [37] oder bei der unsichtba-
ren und somit wu¨rdevollen Beobachtung a¨lterer Menschen in ihrem natu¨r-
lichen Umfeld zur Erkennung von Krankheitszusta¨nden [38].
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2.2.3 Andere Signaleigenschaften
Die meisten Ortungssysteme bedienen sich der Signallaufzeit oder -feld-
sta¨rke, doch auch andere Signaleigenschaften ko¨nnen Ortsinformationen
beinhalten.
Die Rotverschiebung des Lichts weit entfernter Galaxien wird genutzt,
um deren Entfernung zur Erde abzuscha¨tzen. Dabei wird die Hubblekon-
stante, also die Expansionsrate des Universums, in Relation zur Wellen-
la¨ngendifferenz zwischen des auf der Erde empfangen Lichts der gesuchten
Galaxie und einer Galaxie bekannter Entfernung gesetzt [39].
Ein anderes Beispiel ist die regionale und in Zukunft vielleicht sogar
globale Ortung eines WLAN-Gera¨ts anhand der Kennungen aller Basissta-
tionen in seinem Umfeld. Es handelt sich dabei ebenfalls um eine Ortung
anhand der Signalfeldsta¨rke – Signal vorhanden oder nicht, Proximity Sen-
sing genannt; ausgenutzt beispielsweise in [40] – doch ermo¨glichen erst die
Kennungen einer sehr großen Zahl von Basisstationen die hohe Genauig-
keit [41]. Dies gelingt vor allem in urbanen Gegenden sehr gut, wo ha¨ufig
mehr als zehn WLAN-Netze an einem Punkt empfangen werden ko¨nnen.
Bei Google Maps kann diese Funktion unter anderem in Deutschland ak-
tiviert werden und liefert im Fall der Wohnung des Autors dieser Arbeit
im Stadtgebiet Mu¨nchens einen Fehler von weniger als einer Ha¨userbreite
bei sieben gleichzeitig empfangbaren WLAN-Netzkennungen. Die Nutzung
des modulierten Inhalts verfu¨gbarer Signale zur Ortsbestimmung ist auch
Gegenstand aktueller Forschungen, siehe Kapitel 2.5.3.
2.3 Physikalische Pha¨nomene
Neben den in dieser Arbeit hauptsa¨chlich behandelten Funkortungssyste-
men werden auch andere physikalische Pha¨nomene genutzt, um Signale
in Form von Wellen oder Teilchen auszusenden und zu empfangen und
daraus eine Ortsinformation zu berechnen. Im Folgenden werden optisch
arbeitende Ortungssysteme ebenso behandelt wie solche, die sich Schallwel-
len zunutze machen. Den Abschluss bilden elektromagnetisch betriebene






Fu¨r Menschen sichtbares Licht mit Wellenla¨ngen zwischen 380 und 780 nm
eignet sich gut zur Ortsbestimmung, da unsere Umwelt mit, fu¨r uns sicht-
baren, Wegweisern und Orientierungspunkten bereits gut ausgestattet ist.
Doch wa¨hrend der Mensch mit u¨berragenden sensorischen und kognitiven
Fa¨higkeiten ausgeru¨stet ist, um optische Informationen zu verarbeiten, wa-
ren technische Systeme, aufgrund geringer Rechenleistung, Datenu¨bertra-
gungskapazita¨ten und Speichergro¨ße, lange Zeit unterlegen. Moderne bild-
verarbeitende Kamerasysteme ko¨nnen ihre Position in unbekannten Um-
gebungen anhand erkannter Strukturen bestimmen. Beispiele sind Spur-
halteassistenten in Fahrzeugen [42] und autonom steuernde Fahrzeuge in
urbanen oder la¨ndlichen Umgebungen [43]. Spezielle Ortungssysteme ar-
beiten mit Laserstrahlung (LIDAR5) [44, 45] oder auffa¨lligen Wegmarken.
Die gleichzeitige Erstellung von Umgebungskarten und Navigation ist Ge-
genstand aktueller Forschung (SLAM, Simultaneous Localization and Map-
ping) [46, 47]. Selbst Spielkonsolen sind heute mit Systemen zur Gestener-
kennung und -steuerung ausgestattet [48, 49]. Aufgrund der zuku¨nftigen
Nutzung von normalen Lichtquellen in Ra¨umen zur Aussendung von digi-
talen Daten mit hoher Datenrate ist davon auszugehen, dass auch damit
Ortungsfunktionen verbunden werden [50].
Sichtbares Licht la¨sst sich sehr stark bu¨ndeln (vgl. Laser) und mit ein-
fachsten Mitteln komplett abschatten. Es reflektiert, bricht und beugt ge-
ma¨ß einfacher Gesetzma¨ßigkeiten. Im Freien ist die Reichweite durch atmo-
spha¨rische Sto¨rungen und die Erdkru¨mmung eingeschra¨nkt. In Innenra¨u-
men ist die Reichweite meist durch die Raumbegrenzungen gegeben und
je nach Anordnung und Ausgestaltung der Leuchtquelle und des Lichtsen-
sors kann sie noch deutlich geringer sein. Systeme, die mit Laserstrahlung
operieren, mu¨ssen sicherstellen, dass Menschen in ihrer Umgebung nicht
verletzt werden. Das gro¨ßte Hindernis beim Einsatz optischer Ortungssys-
teme in industriellen Umgebungen ist die Funktionsbeeintra¨chtigung durch
Staub und Schmutz [1].
5Light Detection and Ranging
15
2 Systematik der Positionsmesssysteme
Infrarotstrahlung
Infrarotstrahlung hat eine gro¨ßere Wellenla¨nge als sichtbares Licht6, ist je-
doch denselben Gesetzma¨ßigkeiten unterworfen. Da Infrarotstrahlung fu¨r
das menschliche Auge unsichtbar ist, eignet es sich sehr gut zur unbemerk-
ten Datenu¨bertragung und ist immer noch weit verbreitet bei Fernbedie-
nungen. Aufgrund der hohen erzielbaren Richtwirkung und der sehr einfach
mo¨glichen Abschattung eignet sie sich insbesondere auch dort fu¨r Daten-
u¨bertragung, wo eine Begrenzung auf engstem Raum notwendig ist, bei-
spielsweise bei drahtlosen Informationssystemen in Museen. Infrarotlicht
kann sehr kostengu¨nstig erzeugt und empfangen werden.
Ein vergleichsweise altes Ortungssystem auf der Basis von Infrarotstrah-
lung ist Active Badge7, das bereits 1991 vorgestellt wurde [51]. Weitere
Systeme nennen sich Firefly8 und Optotrack 9.
2.3.2 Schallwellen
Ultraschall
Schallwellen mit Frequenzen u¨ber etwa 16 kHz werden als Ultraschall be-
zeichnet und sind fu¨r Menschen nicht ho¨rbar10. Schon fu¨r Ultraschall mit
der niedrigsten Frequenz ist die Wellenla¨nge mit rund 2 cm klein im Ver-
gleich zu den Signalen vieler Funkortungssysteme. Fu¨r medizinische An-
wendungen werden Schallwellen mit Frequenzen im Bereich einiger Me-
gahertz erzeugt, wodurch sehr feine Strukturen aufgelo¨st werden ko¨nnen
[52]. Aufgrund der sehr hohen frequenzabha¨ngigen Da¨mpfung in Luft rei-
chen zur Ortung verwendete Schallwellen jedoch nur wenige Meter weit.
Dennoch haben sich einige Ortungssysteme etabliert, beispielsweise Active
Bat11 [53, 54], Cricket12 [55, 56] und Sonitor 13 [57]. Da sich elektromagne-
tische Wellen fast 106 mal schneller in Luft ausbreiten als Schall, ko¨nnen
Funksysteme zur Synchronisation der Ultraschall-Infrastruktur eingesetzt
und die Ortung im vorteilhaften TOA-Modus durchgefu¨hrt werden.
6Infrarotstrahlung zur drahtlosen Datenu¨bertragung weist Wellenla¨ngen zwischen 880
und 950 nm auf.
7Urspru¨nglich Olivetti Research, heute Cambridge University
8Cybernet Systems Corporation
9Northern Digital Inc.
10Sehr junge Menschen nehmen Schall bis ca. 20 kHz wahr.
11University of Cambridge





Auch Schallwellen mit sehr großer Wellenla¨nge, sogenannter Infraschall14,
ko¨nnen zur Ortsbestimmung herangezogen werden. Dies ist vor allem im
Erdboden und in Gewa¨ssern von Vorteil, da sich Schallwellen niedriger
Frequenz u¨ber sehr weite Strecken ausbreiten ko¨nnen. Die Ozeanographie
bescha¨ftigt sich daher schon la¨nger mit der Ortung und Verfolgung von
mit Infraschall kommunizierenden Meerestieren anhand der von ihnen aus-
gesendeten Schallwellen [58, 59]. Die industrielle Verwertbarkeit erscheint
gering, jedoch sind die verwendeten Messanordnungen und Algorithmen




Die magnetische Komponente eines elektromagnetischen Feldes wird zur
Ortung von Bohrlo¨chern im Meeresboden verwendet, da ein Magnetfeld
mit einer Frequenz der Gro¨ßenordnung 100 kHz bis 100MHz bestimmte
Gesteinsarten und Sande durchdringen kann und somit Reichweiten von
wenigen zehn Metern erlaubt [61]. Auch fu¨r hochgenaue Anwendungen in
schwierigem Umfeld, etwa bei der Ortung einer Sonde im menschlichen
Ko¨rper, kommen magnetische Ortungssysteme zum Einsatz. So kann eine
dreidimensionale Messanordnung die Position einer magnetischen Sonde
auf wenige Millimeter genau im Ko¨rper orten aufgrund der weitestgehend
homogenen Magnetfeldausbreitung und der guten Durchdringbarkeit von
Flu¨ssigkeiten [62, 63].
Elektrisches Feld
Wird ein elektrisches Feld zur Ortung genutzt, spricht man von einem kapa-
zitiven Ortungssystem. [64] und [65] zeigen beispielsweise, wie die Position
von Menschen in einem mit Bodenelektroden und einer Deckenelektrode
ausgestatteten Raum auf einige Dezimeter genau bestimmt werden kann,
indem Kapazita¨tsvera¨nderungen ausgewertet werden, die der Mensch als
Dielektrikum verursacht15. Auch [66] nutzt Kapazita¨tsschwankungen zwi-
schen zwei Sensoren zur Detektion eines unbefugten Eindringens in eine
14Die Frequenz von Infraschall reicht von einigen Millihertz bis etwa 16Hz.
15Die relative Permittivita¨t von Luft betra¨gt etwa 1, die des menschlichen Ko¨rpers kann
mit der des Wasser (r ≈ 80) angena¨hert werden.
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Automatisierungsanlage. Die Reichweite solcher Systeme ist auf wenige
Meter beschra¨nkt. Von Vorteil ist jedoch die Mo¨glichkeit des unsichtbaren
Einbaus in Decken und Wa¨nde und die sehr geringe elektrische Leistungs-
aufnahme.
Funkortung
Funkortungssysteme senden und empfangen elektromagnetische Wellen im
Frequenzbereich 100 kHz bis 24GHz16 und ermo¨glichen die Positionsbe-
stimmung ortsunbekannter Teilnehmer durch Auswertung der Signalam-
plitude und -phase. Aufgrund des großen abgedeckten Frequenzbereichs
operieren Funkortungssysteme global, regional oder lokal; eine Definition
dieser Begriffe erfolgt in Kapitel 2.4. Zahlreiche vorteilhafte Signalformen
fu¨r die Funkortung sind bekannt und werden in Kapitel 2.5 vorgestellt. Ei-
nige moderne Funkortungsverfahren fu¨r den industriellen Einsatz werden
in Kapitel 2.6 diskutiert.
Wichtigste Dimensionierungsmerkmale von Funkortungssystemen sind
die Signalfrequenz und -bandbreite. So ist fu¨r die bodengestu¨tzte, glo-
bale Ortung eine Frequenz bei rund 100 kHz aufgrund einer erzielbaren
Reichweite von u¨ber 1000 km von Vorteil, wa¨hrend lokale Ortungssysteme
meist bei mehreren GHz und mit einer großen Bandbreite operieren, um
die quasi-optischen Ausbreitungseigenschaften mit einer hohen Auflo¨sung
zu kombinieren. Im industriellen Umfeld wird meist die Robustheit gegen-
u¨ber Verschmutzung der Antennen im Vergleich zu optischen Systemen
vorteilhaft bewertet [1].
Viele industrielle Funkortungssysteme operieren in sogenannten ISM-
Ba¨ndern17, also Bereichen des elektromagnetischen Spektrums, in denen
das Aussenden von Signalen nicht an bestimmte Anwendungen oder In-
stitutionen geknu¨pft ist, sondern u¨ber technische Eigenschaften, wie die
Sendeleistung oder die Modulationsart, reguliert wird. Diese Ba¨nder sind
ha¨ufig schon durch andere Funkdienste stark frequentiert, was zum Ausfall
oder zur Verschlechterung einzelner Dienste fu¨hren kann. Diesem Nachteil
von Funkortungssystemen wird ha¨ufig mit Funkplanung begegnet [67].




2.4 Bezugssysteme fu¨r Funkortungssysteme
2.3.4 Sensorfusion
Werden mehrere der vorgestellten physikalischen Pha¨nomene und eventu-
ell noch andere Informationsquellen miteinander verknu¨pft, spricht man
von Sensorfusion (engl. sensor fusion). Das Ziel ist meist die Verbesserung
der Ortungsgenauigkeit und in seltenen Fa¨llen auch die Vergro¨ßerung des
Anwendungsbereichs. Sehr ha¨ufig werden Sensoren zur Messung der Erdan-
ziehungskraft in drei Dimensionen, sogenannte Inertialsensorik, eingesetzt,
um die Lage eines Objekts im Raum zu erfassen. Die Fusion der Daten
unterschiedlicher Sensoren geschieht zweckma¨ßig mit Trackingfiltern, bei-
spielsweise einem Kalmanfilter. Beispiele fu¨r Sensorfusion finden sich in
[68, 69, 70, 71]. Ein allgemeiner U¨berblick zur Verknu¨pfung von Satelliten-
navigation und Intertialsensorik findet sich in [72].
2.4 Bezugssysteme fu¨r Funkortungssysteme
Das Ziel der Funkortung ist die Entfernungs-, Positions- oder Geschwindig-
keitsbestimmung von Objekten in einem Bezugs- oder Koordinatensystem.
Die Ausdehnung der verwendeten Ortungsinfrastruktur setzt dabei meist
die ra¨umlichen Grenzen des Bezugssystems und la¨sst sich anhand der heute
u¨blichen Systeme in globale, regionale und lokale Funkortung unterteilen.
2.4.1 Globale Ortung
Die globale Ortung bezeichnet die Mo¨glichkeit, die eigene Position nahe-
zu weltweit in einem globalen Bezugssystem feststellen zu ko¨nnen. Man
unterscheidet zwischen bodengestu¨tzter und satellitengestu¨tzter globaler
Ortung.
Die bodengestu¨tzte globale Ortung wird durch eine große Zahl von auf der
Erdoberfla¨che verteilten Sendemasten ermo¨glicht, die Ortungssignale sehr
niedriger Frequenz, beispielsweise 100 kHz bei LORAN-C, ausstrahlen. Ein
ortsunbekannter Empfa¨nger kann, aus den gemessenen Laufzeitdifferenzen
der Signale dreier Sender und mit Kenntnis u¨ber die Standorte der Sender,
seine Position auf der Erdoberfla¨che nach dem TDOA-Verfahren berech-
nen. Bodengestu¨tzte Systeme sind den satellitengestu¨tzten hinsichtlich der
erzielbaren Genauigkeit unterlegen und werden heute zunehmend außer
Dienst gestellt.
Satellitengestu¨tzte globale Ortung (GNSS18) verwendet ein Netz aus Sa-
18Global Navigation Satellite System
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telliten im Erdorbit, die kontinuierlich Ortungssignale in Richtung Erdbo-
den senden. Auch hier kann ein ortsunbekannter Empfa¨nger seine Position
mittels TDOA in einem globalen Koordinatensystem bestimmen. Bekannte
Vertreter sind das amerikanische GPS19, das europa¨ische Galileo, das russi-
sche GLONASS und das chinesische Compass. Alle Systeme werden zurzeit
entweder ganz neu aufgebaut (Galileo, Compass) oder umfassend moder-
nisiert (GPS, GLONASS). Die Signale werden auf Frequenzen zwischen
1 und 2GHz mit einem Codespreizverfahren ausgesendet, um die Signale
mehrerer Satelliten und Systeme untereinander auf denselben Frequenzen
aussenden zu ko¨nnen. Die Unterscheidung nach dem Codemultiplexver-
fahren (CDMA) geschieht anhand unterschiedlicher Codes. Zusa¨tzlich sind
meist noch Datenbits geringer Bitrate aufmoduliert, um den Empfa¨ngern
Daten u¨ber die Satellitenbahnen zu u¨bermitteln. Die Empfa¨nger ermit-
teln die Laufzeitdifferenzen anhand der Codephase und, mit verbesserter
Genauigkeit, durch die Tra¨gerphase. Einen guten U¨berblick gibt [73]. Die
Genauigkeit liegt heute im Mittel bei etwa 10m; bei der Verwendung spe-
zieller Antennen in mehrwegearmen Umgebungen auch deutlich darunter.
Moderne Signalformen und hohe Bandbreiten von bis zu 50MHz sollen zu-
ku¨nftig auch Genauigkeiten im Dezimeterbereich ermo¨glichen [74, 75]. Mit
dem heute u¨blichen zivilen L1-Code von GPS, mit einer Chiprate20 von
1, 023MHz, ist auch eine weltweite, zeitliche Synchronisation von Gera¨ten
mit einer Genauigkeit von etwa 1µs mo¨glich. Der gro¨ßte technische Nachteil
der Satellitenortung ist die mangelnde Durchdringbarkeit von Geba¨uden
und dichter Bewaldung, da die Signale mit sehr geringer Leistungsdich-
te am Erdboden eintreffen. In tiefen Ha¨userschluchten ist die Genauigkeit
stark reduziert [76]. Aus wirtschaftlicher Sicht sind Satellitensysteme sehr
teuer in der Anschaffung und im Unterhalt, wa¨hrend die Ortungssignale
weltweit ohne Bezahlung empfangen werden ko¨nnen. Daher ist beabsich-
tigt, Premiumdienste von Galileo nur kostenpflichtig anzubieten, indem die
Signale verschlu¨sselt werden [77].
Die Kombination der einzelnen Satellitensysteme untereinander und mit
der bodengestu¨tzten globalen Ortung zur Erzielung von Vorteilen, bei-
spielsweise ho¨here Genauigkeit oder u¨bergangslose Innen- und Außenor-
tung, ist Gegenstand aktueller Forschung [78, 79].
Das Hauptanwendungsgebiet der globalen Ortung ist die Navigation von
Fahrzeugen am Erdboden, auf dem Wasser und in der Luft, sowohl zivil
als auch milita¨risch. Die Verfolgung von Containern und anderen sperrigen
19Global Positioning System
20Ein Chip ist ein
”
Bit“ des Codes, nicht zu verwechseln mit einem Datenbit.
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Frachtgu¨tern mit GPS wird ha¨ufig angewendet. Wachsende Bereiche sind
die Verbrechensbeka¨mpfung21 und der Strafvollzug22 [80]. Da viele Smart-
phones heute mit GPS-Empfa¨ngern ausgestattet sind, wird die Verbreitung
der eigenen Position in sozialen Netzwerken und die Identifizierung lokaler
Angebote (engl. Location Based Services) als Zukunftsmarkt gesehen [81].
2.4.2 Regionale Ortung
Die meisten Nationen der Erde sind heute mit einer großen Zahl von
drahtlosen Kommunikationsnetzen ausgestattet, wozu neben den Mobil-
funknetzen23 auch lokale Nahbereichsfunknetze24 za¨hlen. All diese Netze
bieten die Mo¨glichkeit, einen Netzteilnehmer regional, also auf die Netz-
abmessungen beschra¨nkt, zu orten. Bei den in Zellen organisierten Mo-
bilfunknetzen spricht man von Zellenortung, da zur Ortung die Zellen-
Identifikationsnummer der na¨chstgelegenen Zellenbasisstation herangezo-
gen wird und die Ortungsgenauigkeit auf die Zellenabmessungen beschra¨nkt
und somit fu¨r viele Anwendungen nur in Großsta¨dten ausreichend ist [82].
Die Kombination mit Feldsta¨rkemessungen kann die Genauigkeit erho¨hen,
siehe Kapitel 2.2.2.
Da die netzbildende Infrastruktur bereits vorhanden ist, ist die Zellen-
ortung als Zusatzdienst besonders kostengu¨nstig und meist rein software-
basiert realisierbar. Genutzt wird sie hauptsa¨chlich fu¨r die Verbrechens-
beka¨mpfung und Strafverfolgung, doch auch eine Grobortung des eigenen
Mobiltelefons ist heute bereits mo¨glich und wird zuku¨nftig vermutlich wei-
ter kombiniert werden mit Location Based Services [83, 84].
2.4.3 Lokale Ortung
Findet die Ortung auf lokal eng begrenztem Raum statt, so spricht man
von lokaler Ortung (engl. local positioning). In einer industriellen Umge-
bung ist der Messraum ha¨ufig durch einen physikalisch vorhandenen Raum,
eine Halle oder ein Grundstu¨ck begrenzt. Bei der Relativortung von Ma-
schinen ist der Messraum auf die Abmessungen der beteiligten Maschinen
beschra¨nkt.
21Ortung gestohlener Fahrzeuge und automatischer Notruf mit U¨bermittlung der Posi-
tion an eine Notrufzentrale.
22elektronische Fußfessel
23GSM, UMTS, LTE und vergleichbare
24WLAN, DECT
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(b) Ortung durch die Infrastruktur
Abbildung 2.2: Selbst und fremd geortetes Mobilteil M in einem TDOA-
Ortungssystem. Der ortsbekannte Referenzsender R dient
in beiden Fa¨llen dazu, die Infrastrukturkomponenten I zu
synchronisieren. In a) berechnet M seine Position selber,
wa¨hrend die Berechnung in b) aus den Messdaten aller I
erfolgen muss.
Absolute Ortung
Bei der absoluten Ortung wird ein lokal gu¨ltiges Bezugssystem gebildet,
mit dem die Ortungsinfrastruktur u¨blicherweise starr verbunden ist. Die
Mobilteile befinden sich in einem durch die Infrastrukturkomponenten auf-
gespannten Raum und werden in dem Bezugssystem geortet. Dies geschieht
meist mit dem Verfahren TDOA, seltener RTOF. Speziell bei der absoluten,
lokalen Ortung ist die Unterscheidung zwischen sich selbst ortenden Mobil-
teilen und solchen, die von der Infrastruktur geortet werden, entscheidend
fu¨r die Systemkosten. Ist die Zahl der Mobilteile groß und die Umgebung
vergleichsweise klein, wie es beispielsweise in einem Hochregallager der Fall
ist, sollten die Mobilteile geringe Kosten und Abmessungen sowie eine hohe
Batterielebensdauer mit einem langen Wartungszyklus aufweisen. Die ge-
ringe Zahl der Infrastrukturkomponenten ko¨nnen dagegen aufwendig und
teuer sein und mu¨ssen die hauptsa¨chlichen Ortungsaufgaben u¨bernehmen.
Sollen dagegen wenige hochwertige Gu¨ter oder Maschinen auf einem großen
Grundstu¨ck geortet werden, wie es beispielsweise in einem Containertermi-
nal eines großen Hafens der Fall ist, ist es zweckma¨ßig, dass sich das Mobil-
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teil zu den Infrastrukturkomponenten selbst ortet und somit die teuerste
Komponente darstellt [85]. Die beiden Verfahren sind in Abbildung 2.2
beispielhaft anhand eines TDOA-Ortungssystems dargestellt und wurden
auch schon in Kapitel 2.2.1 kurz angesprochen. Das in dieser Arbeit ent-
wickelte Absolutortungssystem verwendet die in Abbildung 2.2(b) gezeigte
Konfiguration.
Die Absolutortung ist in der Industrie dementsprechend weit verbreitet
und ermo¨glicht die lu¨ckenlose Verfolgung hochwertiger Gu¨ter oder Per-
sonen, Navigation, erweiterte Realita¨t (engl. augmented reality) und die
Organisation von Lagersystemen [1, 11, 46].
Relative Ortung
Seit einigen Jahren mehren sich die Anwendungen zur relativen Ortung
von zwei oder mehr Fahrzeugen oder Maschinen zueinander. So gibt es
beispielsweise im Tagebau zahlreiche Problemstellungen dieser Art [9, 86].
Diese auch als elektronische Deichsel (engl. eletronic drawbar) bezeichnete
Ausgestaltung eines Ortungssystems besteht u¨blicherweise aus mehreren
baugleichen Komponenten auf allen beteiligten Maschinen in RTOF- und
vorteilhaft auch AOA-Konfiguration. Methoden zur Abstands- und Win-
kelmessung werden kombiniert, um die Komponentenzahl zu minimieren
[9]. Da die absolute Position und Ausrichtung der Maschinen nicht an-
gegeben werden kann, muss ein relatives Bezugssystem gebildet werden,
das u¨blicherweise starr an eines der beteiligten Fahrzeuge gekoppelt ist.
Angewendet werden Relativortungssysteme meist als Sensorsysteme zur
Regelung von automatisierten Vorga¨ngen und zur Kollisionsvermeidung.
2.5 Signalformen fu¨r Funkortungssysteme
Funkortungssysteme ko¨nnen zahlreiche unterschiedliche Signalformen zur
Ortung einsetzen. Fu¨r alle Signale gilt, dass das Auflo¨sungsvermo¨gen von
Mehrwegen ∆R umgekehrt proportional zur Signalbandbreite B ist, ∆R ≈
c0/B, mit der Ausbreitungsgeschwindigkeit elektromagnetischer Wellen im
Vakuum c0. Die zur Ortung genutzten Signale haben daher die Tendenz zu
hoher Bandbreite, die auf unterschiedliche Weise erzeugt werden kann. Die
bei industrieller Funkortung am ha¨ufigsten eingesetzten Signale werden im
Folgenden vorgestellt.
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Abbildung 2.3: a) Puls bei 5GHz mit einer Pulsdauer von etwa 2 ns
und b) zugeho¨riges Spektrum. c) FMCW-Rampe von
0 bis 50MHz mit einem Anstieg von 20MHz/µs und
d) zugeho¨riges Spektrum. e) BPSK-moduliertes DSSS-
Kommunikationssignal im Basisband mit einer Chiprate
von 2MHz und f) zugeho¨riges Spektrum.
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2.5.1 Pulse
Pulse der Dauer T haben eine Bandbreite von etwa B ≈ 1/T , siehe Ab-
bildungen 2.3(a) und 2.3(b). Die Erzeugung sehr kurzer Pulse ermo¨glicht
somit das Aussenden von Ortungssignalen mit sehr hoher Bandbreite. Mo-
derne UWB-Systeme25 machen sich diese Eigenschaft zunutze, indem sie
Pulse mit Bandbreiten gro¨ßer 500MHz verwenden, die eine sehr geringe
Leistungsdichte aufweisen und in vielen La¨ndern speziell reguliert sind [87].
Erst der technisch anspruchsvolle koha¨rente Empfang stellt sicher, dass die
Pulsenergie wieder komplett aufgesammelt wird. Die Erzeugung solcher
Pulse ist dagegen mit einfachen Schaltungen und geringer Leistungsauf-
nahme zu realisieren. In [88, 89] wird ein UWB-Pulsortungssystem mit
einer Bandbreite von mehreren GHz, also mit Pulsen ku¨rzer als 1 ns, vor-
gestellt, mit dem eine Ortungsgenauigkeit von wenigen Zentimetern erzielt
wurde.
2.5.2 FMCW-Rampen
Der koha¨rente Empfang sehr kurzer Pulse stellt hohe Anforderungen an
die Empfa¨nger. Wird die Signalenergie dagegen u¨ber einen la¨ngeren Zeit-
raum auf die gesamte Bandbreite verteilt, vereinfacht sich die Empfa¨nger-
architektur. FMCW-Signale26 werden u¨ber einen Zeitraum T linear in der
Frequenz vera¨ndert von einer Startfrequenz f0 bis zur Endfrequenz f0+B.
T und B sind frei wa¨hlbar und ha¨ngen nicht mehr wie bei Pulsen explizit
zusammen, siehe Abbildungen 2.3(c) und 2.3(d). Wird die Frequenz schritt-
weise vera¨ndert, spricht man von FSCW-Signalen27, die am Empfa¨nger nur
im eingeschwungenen Zustand abgetastet werden. FMCW-Signale werden
in der Regel mit einer Fractional-N-PLL oder einer Kombination aus DDS28
und Integer-PLL erzeugt. Fu¨r die Erzeugung von FSCW-Signalen ist eine
PLL29 ausreichend [90, 91, 92, 93]. Um die volle, durch die Signalband-
breite B gegebene Auflo¨sung nutzen zu ko¨nnen, muss die FMCW-Rampe
hinreichend linear sein [94, 95].
25Ultra Wideband
26Frequency Modulated Continuous Wave
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2.5.3 Kommunikationssignale
Auch andere Signale mit großer Bandbreite, beispielsweise Kommunika-
tionssignale, ko¨nnen zur Ortung eingesetzt werden. So werden die Signa-
le heute bekannter globaler Satellitenortungssysteme mit dem Verfahren
DSSS 30 spektral gespreizt, indem jedem Datenbit eine lange Codesequenz
mit wesentlich ho¨herer Modulationsrate als der eigentlichen Datenrate zu-
gewiesen wird, siehe Abbildungen 2.3(e) und 2.3(f). Auch das in dieser Ar-
beit entwickelte System benutzt DSSS-Signale zur Ortung. Die Bandbreite
wird durch die Modulationsart und die sogenannte Chip- oder Coderate
vorgegeben. Ausschlaggebend ist, dass die Autokorrelation der verwende-
ten Signale ein ausgepra¨gtes, schmales Maximum mit niedrigen Nebenkeu-
len aufweist [96].
Ebenfalls sehr gut zur Ortung geeignet sind OFDM-Signale31, deren Da-
tenbits auf eine mitunter sehr große Zahl von Subtra¨gern verteilt sind, die
insgesamt eine große Bandbreite einschließen ko¨nnen. Ein Beispiel dafu¨r
ist das Ortungssystem des WPI32 [97, 98].
Ein moderner Forschungszweig ist die Ortung anhand vorhandener Si-
gnale (engl. signals of opportunity), beispielsweise mit analog modulierten
Radiosignalen [99], und digital modulierten DVB-T- [100] oder Mobilfunk-
signalen [101].
2.6 Moderne industrielle Funkortungsverfahren
Neben den in den vorangegangenen Kapiteln genannten Beispielen fu¨r Or-
tungssysteme sollen im Folgenden einige Funkortungsverfahren und deren
Umsetzung detaillierter vorgestellt werden. Alle haben gemein, dass Sie
sich im industriellen Einsatz befinden. Die Aufza¨hlung erhebt keinen An-
spruch auf Vollsta¨ndigkeit und gibt stattdessen einen fundierten U¨berblick
u¨ber einige der bekanntesten und leistungsfa¨higsten Systeme, die heute
verwendet werden.
Backscatter-Ortung
Unter modulierter Ru¨ckstreuung (engl. modulated backscattering) versteht
man die beabsichtigte Modulation des Radarru¨ckstreuquerschnitts eines
Radarziels zur U¨bermittlung von Informationen an ein Sekunda¨rradar [102,
30Direct Sequence Spread Spectrum
31Orthogonal Frequency Division Multiplex
32Worcester Polytechnic Institute
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Abbildung 2.4: Entfernungsmessung mit einem FMCW-Radar (links) zu
einem Backscatter-Transponder (rechts). Die periodische
Modulation des Ru¨ckstreuquerschnitts erlaubt die Tren-
nung des aktiven von passiven Radarzielen.
103]. Diese Modulationsart kann mit sehr geringer elektrischer Leistungs-
aufnahme am Radarziel durchgefu¨hrt werden, da keine Signalerzeugung
und -abstrahlung stattfindet, sondern ein eintreffendes Signal anhand eines
verstellbaren Reflexionskoeffizienten manipuliert und reflektiert wird. Das
macht das Backscattering fu¨r industrielle Anwendungen attraktiv, bei de-
nen ha¨ufig lange Wartungszyklen zum Tausch von Energiequellen verlangt
werden. Neben der Datenu¨bertragung kann die modulierte Ru¨ckstreuung
auch zur Darstellung eines kooperativen Radarziels zur Laufzeit- und Dop-
plermessung verwendet werden [104]. Aus diesen Gru¨nden wurde das Back-
scattering schon fu¨r die lokale Funkortung eingesetzt, wobei man das Ra-
darziel dort u¨blicherweise als Transponder bezeichnet. Die Anwendungen
reichen von der Abstandsmessung, beispielsweise zur Wirkbereichsbegren-
zung [105], bis zur zweidimensionalen Lokalortung [4]. Die stark begrenzte
Reichweite, die durch sorgfa¨ltige Anpassung zwischen der Schaltung und
der Antenne des Transponders optimiert werden kann [106], beschra¨nkt die
Anwendungen auf die Lokalortung im unmittelbaren Umfeld der verwen-
deten Radargera¨te.
Die Abfrage eines RFID-Transponders33 mit einem FMCW-Radar zur
Abstandsmessung wird in [107] beschrieben und ist in Abbildung 2.4 sche-
matisch dargestellt. Wa¨hrend in der Vergangenheit ha¨ufig semi-passive, al-
so durch eine integrierte Energiequelle betriebene, Transponder verwendet
wurden [108], sind auch passive RFID-Transponder zur Entfernungsmes-
sung bekannt [109, 110, 111]. Die zur Modulation beno¨tigte elektrische Leis-
tung wird dabei dem elektromagnetischen Funkfeld entzogen. Die Genau-
igkeit liegt bei einigen Dezimetern bei Verwendung von FMCW-Signalen
mit einer Bandbreite von 80MHz.
33Radio Frequency Identification
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Abbildung 2.5: Entfernungsmessung mit einem FMCW-Radar (links) zu
einem koha¨rent anschwingenden Oszillator (rechts) im
LPR-A-System.
Wird neben der Laufzeitdifferenz zusa¨tzlich die Signalphase ausgewertet,
kann die Genauigkeit deutlich gesteigert werden [112, 113]. Da sequenzi-
elle Messungen aufgrund des Messprinzips phasenkoha¨rent sind, ko¨nnen
diese bei Transponder- oder Radarbewegung mittels synthetischer Apertur
(SAR, engl. synthetic aperture radar) zu einer mehrdimensionaler Ortung
mit minimalem Infrastrukturaufwand kombiniert werden [114, 115]. Um
den Berechnungsaufwand gegenu¨ber echtem SAR zu reduzieren, wurde in
[46, 116, 117] ein Schema vorgestellt, mit dem koha¨rente Phasenmessungen
zu einem ortsunbekannten und einem oder mehreren ortsbekannten Trans-
pondern SAR-a¨hnlich in Relation gesetzt werden. Die Genauigkeit wird bei
Verwendung von 80MHz breiten FMCW-Signalen und bei Auswertung der
Phaseninformation u¨bereinstimmend im Bereich weniger Dezimeter ange-
geben. Als Anwendungen werden die Suche nach Beha¨ltern in Lagern und
die Ortung von Fahrzeugen und Personen genannt.
LPR-A
Die geringe Reichweite ru¨ckgestreuter Signale bei der Backscatter-Ortung
verhindert deren Anwendung in großen Hallen und auf ausgedehnten Pla¨t-
zen. Die Reichweite eines Ortungssystems kann, bei gleichbleibender Emp-
fa¨ngerempfindlichkeit, durch einen aktiv sendenden Transponder deutlich
erho¨ht werden. Eine sehr einfache und kostengu¨nstige Realisierung ist das
aktive Versta¨rken und Zuru¨cksenden eines empfangenen, breitbandigen Si-
gnals. Der Versta¨rker und die Ru¨ckkopplung in Abbildung 2.5 bilden einen
Oszillator, der nach dem Einschalten kurzzeitig koha¨rent zu einem eintref-
fenden Signal anschwingt. Wird der Versta¨rker periodisch an- und ausge-
schaltet, wird das aktiv reflektierte Signal in der Frequenz so verschoben,
dass es sich von passiven Radarzielen abhebt. Durch das koha¨rente An-
schwingen sind die abgestrahlten Signalkopien koha¨rent zum anregenden
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Abbildung 2.6: Symmetrisches LPR-B-System mit umschaltbaren Sende-
(links) und Empfangseinheiten (rechts).
Signal, was die Messung der Signallaufzeit mit RTOF ermo¨glicht, indem die
Eintreffzeit des reflektierten Signals mit der Abstrahlzeit des anregenden
Signals in der Basisstation verglichen wird [11, 85, 118].
Solch ein System, das zur Anregung FMCW-Signale im ISM-Band bei
5, 8GHz verwendet, wird als Local Positioning Radar (LPR-A) durch die
Symeo GmbH vertrieben. Im Gegensatz zu den meisten anderen erha¨lt-
lichen Ortungssystemen verwendet das LPR-A eine Systemtopologie, bei
der die Infrastruktur aus zahlreichen, kostengu¨nstigen Transpondern be-
steht, wa¨hrend das deutlich aufwendiger gestaltete Radarmodul zum Er-
zeugen und Empfang der Ortungssignale seine eigene Position relativ zu
den Transpondern ermittelt. Das LPR-A-System eignet sich dadurch be-
sonders zur Ortung weniger hochwertiger Gu¨ter und Fahrzeuge auf einem
großen Gela¨nde. Von entsprechenden Installationen im Containerumschlag
des Hamburger Hafens – geortet werden hier die Transportfahrzeuge zur
Dokumentation der Containerpositionen – und zur Ortung von Gabelstap-
lern in der Logistik wird in [119] und [120] berichtet.
Eine aktualisierte Beschreibung und Analyse des koha¨rent schaltenden
Oszillators (engl. switched injektion-locked oscillator) findet sich in [121,
122]. Die Anwendung zur Entfernungsmessung bei 13, 56MHz wurde in
[123] gezeigt. Eine weitere Realisierung im ISM-Band bei 5, 8GHz und die
teilweise Integration der Transponderelektronik in einem 0, 18µm-CMOS-
Prozess ist in [124] dokumentiert.
LPR-B
Das LPR-B der Symeo GmbH besteht aus mindestens zwei identisch aufge-
bauten Transpondern, siehe Abbildung 2.6. Beide sind in der Lage, FMCW-
Frequenzrampen im ISM-Band bei 5, 8GHz zu erzeugen und zu empfangen.
Der bistatische Aufbau mit einer Umschaltung zwischen Sende- und Emp-
fangsbetrieb ermo¨glicht eine ho¨here Empfa¨ngersensitivita¨t als beispielswei-
29
2 Systematik der Positionsmesssysteme
D
ADSP
Abbildung 2.7: Mobil- und Referenztransponder (rechts) senden FMCW-
Rampen an eine LPM-Basisstation (links).
se mit dem monostatischen Aufbau einer LPR-A-Basisstation. Fu¨r eine
RTOF-Entfernungsmessung sendet ein Transponder eine Frequenzrampe
aus, nach deren Empfang sich der zweite Transponder mit dem ersten syn-
chronisiert. Nach einer festgelegten Totzeit sendet der zweite Transponder
ebenfalls eine Frequenzrampe aus, die der erste Transponder empfa¨ngt und
damit die gesuchte Signallaufzeit berechnen kann [125, 126]. Ein Kommu-
nikationsprotokoll ermo¨glicht die Unterstu¨tzung von mehr als zwei Teilneh-
mern [127]. Werden jeweils zwei FMCW-Rampen mit gegenla¨ufigem Fre-
quenzverlauf (sog. Up Sweep und Down Sweep) miteinander kombiniert,
kann ein Dopplereffekt kompensiert [128] oder die Relativgeschwindigkeit
der Teilnehmer in radialer Richtung bestimmt werden [129].
Die Anwendung des LPR-B ist in zahlreichen Vero¨ffentlichungen nach-
zulesen. So zeigt [130] die ebene Ortung und Bestimmung der Ausrichtung
eines Gabelstaplers mit einem erweiterten Kalmanfilter. Die ra¨umliche Or-
tung und Verfolgung von Tieren mit Hilfe eines Partikelfilters ist in [131]
dargestellt. Die Ortung von Fahrzeugen relativ zu Infrastrukturkomponen-
ten zeigen [132, 133]. Die Relativortung von Fahrzeugen in einem Contai-
nerterminal eines Hafens wird in [134, 135] untersucht.
LPM
Der symmetrische Aufbau des LPR-B und die damit verbundene hohe
Komplexita¨t aller Teilnehmer stellt eine Hu¨rde beim Einsatz einer großen
Zahl von Transpondern dar. Wird auf die paarweise Zeitsynchronisation
und somit auf eine direkte Laufzeitmessung verzichtet und stattdessen ein
TDOA-Ansatz verfolgt, kann der Aufbau einer Seite stark vereinfacht wer-
den, siehe Abbildung 2.7. Der Empfangsteil im Transponder wurde kom-
plett entfernt und der Sender fu¨r FMCW-Frequenzrampen im ISM-Band
bei 5, 8GHz stark vereinfacht. Aufgrund des TDOA-Ansatzes wird ein orts-
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Abbildung 2.8: Rekonfigurierbare Basisstationen des RESOLUTION-
Systems. Gestrichelte Blo¨cke und Signalwege sind optional.
MIMO-Anordnung mit n×m Frontends mo¨glich.
bekannter Referenztransponder zur Zeitsynchronisation der Basisstationen
beno¨tigt. Die Transponder werden u¨ber einen FSK-modulierten Teleme-
triekanal zum Aussenden von Frequenzrampen veranlasst. Die Basisstatio-
nen empfangen die Signale und messen die Pseudo Ranges. Die Position
des Mobilsenders kann nun anhand der Messdaten mehrerer Basisstationen
berechnet und zur Verfu¨gung gestellt werden. Die systemtheoretische Be-
schreibung und Analyse des Local Position Measurement-Systems (LPM)
der Abatec AG kann in [10, 136, 137, 138, 139, 140, 141] nachgelesen
werden. Neben dem einfacheren Transponderaufbau ermo¨glicht der Ansatz
auch eine simultane Messung durch eine große Zahl von Basisstationen, die
dasselbe Transpondersignal gleichzeitig empfangen. Die hohe Messrate und
das geringe Transpondergewicht sind insbesondere fu¨r schnelle Sportereig-
nisse vorteilhaft, wo das System oft eingesetzt wird.
RESOLUTION
Im Rahmen des von der Europa¨ischen Union gefo¨rderten Projekts RE-
SOLUTION 34 wurde ein Ortungssystem entwickelt, das im ISM-Band bei
5, 8GHz sowohl zur RTOF-, als auch TDOA-basierten Positionsbestim-
mung verwendet werden kann [142, 143]. Das in Abbildung 2.8 dargestell-
te System [9] a¨hnelt dem LPR-B und zeigt hauptsa¨chlich Unterschiede
in der Erzeugung der FMCW-Frequenzrampen mit Hilfe eines integrier-
ten PLL-basierten Synthesizers [144]. Der Empfa¨nger kann, a¨hnlich dem
beim LPM verfolgten Konzept, zur Reduktion der Komplexita¨t weggelas-
sen werden, wodurch nur noch TDOA-Messungen mit einem Referenztrans-
ponder mo¨glich sind. Der verbleibende Sender ist klein genug, um in einer
CompactFlash-Bauform betrieben werden zu ko¨nnen [8]. Auch ein LPR-A
34Reconfigurable Systems for Mobile Local Communication and Positioning
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nachempfundenes Systemkonzept kann mit RESOLUTION realisiert wer-
den. Der dafu¨r beno¨tigte koha¨rent schaltende Oszillator wurde ebenfalls
integriert [124].
Durch die Vervielfa¨ltigung der Frontends in einer Basisstation und die
koha¨rente Speisung aller getakteten und signalerzeugenden Elemente kann
eine RESOLUTION-Basisstation auch den Eintreffwinkel (AOA) eines Si-
gnals bestimmen. Zusa¨tzlich kann ein senderseitiges Beam Steering vorge-
nommen werden, indem die Initialphasen mehrerer sequenziell abgestrahl-
ten FMCW-Rampen vor jeder Rampe deterministisch zuru¨ckgesetzt wer-
den [14]. Die empfa¨nger- und senderseitige Winkelbestimmung ermo¨glicht
sehr leistungsfa¨hige Relativortungssysteme mit einer geringen Zahl von Ba-
sisstationen auf beiden Seiten und gleichzeitig hoher Ortungsgenauigkeit.
Die beschriebenen FMCW-Ortungssysteme LPR-B, LPM und RESO-
LUTION werden mit Bandbreiten von rund 150MHz im ISM-Band bei
5, 8GHz betrieben und erzielen Genauigkeiten von wenigen Zentimetern
bis Dezimetern. Die Genauigkeit ha¨ngt dabei, wie bei allen Funkortungs-
systemen, sehr stark von der Umgebung ab. Die Pra¨zision, also die Abwei-
chung wiederholter Messungen, ist eine Gro¨ßenordnung besser im Bereich
einiger Millimeter bis Zentimeter. Die Winkelmessung des RESOLUTION-
Systems erfolgt mit einer Genauigkeit von 0, 1◦ bis 1◦ und kann die Genau-
igkeit der Positionsbestimmung um bis zu eine Gro¨ßenordnung verbessern.
Die Einflu¨sse auf die Genauigkeit kooperierender FMCW-Ortungssyste-
me wie LPR-B und RESOLUTION wird in [145, 146] untersucht. Es stellt
sich heraus, dass unkorreliertes Phasenrauschen in den beteiligten Sendern
und Empfa¨ngern die Genauigkeit beschra¨nkt, falls thermische Rauscheffek-
te aufgrund ausreichend hoher Signalpegel am Empfa¨nger vernachla¨ssigt
werden ko¨nnen.
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Das im Rahmen dieser Arbeit entwickelte Funkortungssystem dient der
absoluten, lokalen Funkortung und wird ausschließlich in TDOA-Konfigu-
ration betrieben. Einer oder mehrere ortsunbekannte Mobilteilnehmer sen-
den Kommunikationssignale nach einem festgelegten Frequenzbelegungs-
schema aus. Mehrere ortsfeste Infrastrukturkomponenten empfangen die
Signale und bestimmen die Laufzeitdifferenzen. Alle beteiligten Infrastruk-
tureinheiten werden u¨ber einen Referenzsender synchronisiert, der ebenfalls
Kommunikationssignale aussendet. Die Positionsberechnung erfolgt auf der
Seite der Infrastruktur, nachdem alle Messdaten an zentraler Stelle zusam-
mengefu¨hrt wurden.
Da die Messung einer Laufzeitdifferenz von der Berechnung der Mobil-
teilposition in der Ebene oder im Raum klar abtrennbar ist, behandelt
dieses Kapitel ausschließlich eine eindimensionale Abstandsdifferenzmes-
sung zwischen einem Mobilteilnehmer und einem Referenzsender zu zwei
Infrastrukturkomponenten. Die Kombination mehrerer Laufzeitdifferenzen
zur Scha¨tzung einer Position wird in Kapitel 4 thematisiert.
Kapitel 3.1 gibt die Systemtopologie vor und definiert Begriffe, die im
Folgenden verwendet werden. In Kapitel 3.2 wird das zugrundeliegende Si-
gnalmodell hergeleitet. Das im Rahmen dieser Arbeit entwickelte Frequenz-
belegungsschema wird in Kapitel 3.3 angegeben und verifiziert. Mo¨glich-
keiten zur Laufzeitdifferenzbestimmung werden in Kapitel 3.4 verglichen.
Kapitel 3.5 zeigt eine Lo¨sung gegen das Entstehen von Mehrdeutigkeiten
aufgrund der Mittelung von Phasenwerten auf, fu¨r die Patentschutz beim
Deutschen Patent- und Markenamt erteilt wurde [7].
3.1 Systemtopologie und Begriffe
Abbildung 3.1 zeigt die grundlegende Anordnung von jeweils zwei Sendern
T und Empfa¨ngern R. Der Betrag des Abstands zwischen einem Sender T
und einem Empfa¨nger R sei r
[T,R]
0 . Diese Anordnung wurde bereits in dem
im Rahmen dieser Arbeit vero¨ffentlichten Konferenzpapier [147] vorgestellt.
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Abbildung 3.1: Allgemeine Sender- und Empfa¨ngeranordnung fu¨r die Her-
leitung des Signalmodells. Die Pfeile entsprechen der posi-
tiven Za¨hlweise.
Die Empfa¨nger, die gleichzeitig die Infrastruktur des Ortungssystems bil-
den, sind ortsfest zueinander; die Sender weisen gegenu¨ber den Empfa¨ngern
die relativen Geschwindigkeiten ~v
[T ]
0 auf, die in ihre Tangential- und Ra-
dialkomponenten zerlegt werden ko¨nnen. An dieser Stelle soll nur die Ra-
dialkomponente in das Signalmodell aufgenommen werden. Die stark von
einem Bewegungsmodell abha¨ngige Tangentialkomponente wird dagegen in
einer Simulation in Kapitel 6.1.6 untersucht. Ein Sender ist der ortsunbe-
kannte Mobilteilnehmer, der andere ist ein ortsfester Referenzsender. Mit
der Ausbreitungsgeschwindigkeit des Signals im verwendeten Medium c0
ergeben sich die Zeitdauer zwischen Aussendung und Empfang τ [T,R] sowie











Gesucht ist die der Laufzeitdifferenz τ0,
τ0 = τ
[T1,R1]
0 − τ [T1,R2]0 − τ [T2,R1]0 + τ [T2,R2]0 , (3.2)
































Abbildung 3.2: Vereinfachte Sender- und Empfa¨ngeranordnung mit an-
schaulicher Darstellung der gesuchten und zur Laufzeitdif-
ferenz proportionalen Strecke d0.
Es ist zu beachten, dass die Strecke d0 in Abbildung 3.1 nicht enthal-
ten ist, da sie keiner direkten Verbindung der Senderpositionen entspricht.
Weder die direkte Sichtverbindung d0,dir, noch die auf die Verbindungsli-
nie der Sender projizierte Strecke d0,proj ist fu¨r den allgemeinen Fall gleich
der gesuchten Strecke. Um die Herleitung anschaulicher zu gestalten, kann
daher der Sonderfall in Abbildung 3.2 herangezogen werden. Die Sender
und Empfa¨nger befinden sich dort auf einer Geraden. Die Geschwindig-
keit besteht nur aus einer radialen Komponente. Fu¨r den gezeigten Fall ist
d0 = d0,proj = d0,dir.
Der grundlegende Aufbau der Sender ist in Abbildung 3.3(a), der der
Empfa¨nger in Abbildung 3.3(b) dargestellt. Das bandbegrenzte Basisband-
signal wird im Sender mit einem Lokaloszillator auf die Hochfrequenz ge-
mischt und u¨ber eine Antenne abgestrahlt. Die Takte fu¨r den Digitalteil,
den Digital-Analog-Wandler und den Referenztakt des Lokaloszillators wer-
den alle vom selben Grundtaktoszillator abgeleitet. Deren Taktfehler sind
somit korreliert und die Oszillatoren werden als koha¨rent bezeichnet. Der
Heterodynempfa¨nger mischt die Hochfrequenz mit einem Lokaloszillator
auf eine Zwischenfrequenz und tastet das bandbegrenzte Signal ab. Der
Abtasttakt ist auch hier koha¨rent zu dem Lokaloszillator. Die weiteren
Verarbeitungsschritte finden in der digitalen Signalverarbeitung statt.
Die Sender emittieren zu unterschiedlichen Zeitpunkten P Signale (Pa-
kete) in unterschiedlichen Kana¨len c
[T ]
p mit deren Mittenfrequenzen fRI,c[T ]p .
Die Folge c
[T ]
p wird als Frequenzbelegungsschema, auch Hoppingschema oder
Hoppingsequenz, bezeichnet. Die Signale werden von den Empfa¨ngern emp-
fangen und bearbeitet. Abbildung 3.4 stellt die zeitlichen Beziehungen aller
relevanten Zeitpunkte und Takte in den beteiligten Gera¨ten dar und dient
zur Verdeutlichung der folgenden Herleitung.
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Abbildung 3.3: Blockschaltbilder von a) Sender und b) Empfa¨nger
3.2 Signalmodell
Das im Rahmen dieser Arbeit hergeleitete Modell fu¨r die Aussendung und
den Empfang eines Kommunikationssignals wurde vorab vom Autor in
[148] und [149] vero¨ffentlicht. Wa¨hrend in [148] eine ausfu¨hrliche Herlei-
tung fu¨r unbewegte Teilnehmer gegeben wurde, pra¨sentiert [149] erstmals
das Signalmodell mit Relativbewegung zwischen den Teilnehmern, aller-
dings ohne explizite Herleitung. In beiden Vero¨ffentlichungen wurden alle
Taktgeber im System als inkoha¨rent angenommen, auch die Taktgeber fu¨r
den Lokaloszillator und die Analog-zu-Digital-Umsetzung im Empfa¨nger.
Abweichend davon wird in dieser Arbeit die ausfu¨hrliche Herleitung fu¨r
Teilnehmer mit Relativbewegung gegeben, allerdings mit koha¨renten Takt-
gebern im Empfa¨nger. Die Oszillatoren des Senders und des Empfa¨ngers
werden weiterhin als inkoha¨rent angenommen. Diese Konfiguration spiegelt
die technische Realisierung im Demonstrator wieder, wie sie in Kapitel 5
ausfu¨hrlich vorgestellt wird. Dort wird der Lokaloszillator fu¨r die Frequen-
zumsetzung des HF-Signals auf eine Zwischenfrequenz und der Abtasttakt
vom selben Referenztaktgeber abgeleitet, da ein Breitbandempfa¨nger zur
Umsetzung des gesamten ISM-Bandes bei 2, 4GHz auf eine Zwischenfre-
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Abbildung 3.4: Zeitliche Beziehungen in den Sendern und Empfa¨ngern. Die eingezeichneten Takte und Schwin-
gungen sind nicht maßstabsgetreu.37
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dem Sender den Kanal und somit die Lokaloszillatorfrequenz wechselt sei
erga¨nzend auf [148] verwiesen.
Die Herleitung des Signalmodells beginnt mit der Betrachtung des Fre-
quenzfehlers des Grundtaktgebers t
[T ]
C im Sender T . Es wird davon ausge-
gangen, dass der Sender u¨ber nur einen Taktgeber verfu¨gt, von dem alle
beno¨tigten Takte abgeleitet werden. Dazu geho¨ren heruntergeteilte Takte
im Digitalteil und eine PLL-stabilisierte Hochfrequenz im Analogteil des
Senders. Der Takt ist beispielhaft als Rechtecksignal mit Schaltereignissen
auf den positiven Flanken dargestellt, doch auch andere Signalformen und




















C0 ist die Phase zum Zeitpunkt t = 0. Der Frequenzfehler ist
fu¨r ga¨ngige Taktgeber deutlich kleiner als 1 und wird u¨blicherweise in der
Einheit ppm = 10−6 (parts per million) angegeben.
Der Datentakt t
[T ]
D zur Erzeugung der Datenbits, -symbole oder -chips, je
nach verwendeter Kodierung und Modulationsart, wird von diesem fehler-
behafteten Grundtakt durch ganzzahlige Teilung in digitaler Schaltungs-





















mit dem ganzzahligen Teilerverha¨ltnis der Takte fCI
fDI
. Die Generierung des
ersten Chips des Pakets p wird nach der Flanke n
[T ]
D,p des Grundtakts begon-
nen. Ein zusa¨tzlicher Phasenoffset ϕD0 zur letzten Flanke des Grundtakts
wird zusa¨tzlich beru¨cksichtigt, um Setup- und Holdzeiten in den digitalen
Schaltungsgliedern zu beru¨cksichtigen.
Das Signal eines Datenpakets im Basisband, welches zum Zeitpunkt t = 0
unter Ausschluss von Fehlern generiert wird, sei s0(t). Aufgrund der Takt-
fehler und einer zeitlichen Verschiebung aufeinanderfolgender Pakete ergibt
sich das tatsa¨chliche Basisbandsignal s
[T ]

























Der Einfachheit halber wird angenommen, dass die Signale in allen Paketen
identischen Inhalts sind, d.h. dieselbe Folge von Bits, Symbolen oder Chips
aufweisen.
Das abzustrahlende Hochfrequenzsignal wird durch heterodyne Mischung
mit einem Tra¨ger viel ho¨herer Frequenz generiert. Diese Lokaloszillation t
[T ]
R
sei durch ganzzahlige Frequenzvervielfachung aus dem Grundtakt abgelei-







p gilt fu¨r die Momentanpha-

































Die Kanalnummer wird dem Frequenzbelegungsschema des jeweiligen Sen-
ders T entnommen. Die Gro¨ße n
[T ]
R,p gibt die Anzahl der Grundtakte zwi-
schen t
[T ]
C [0] und der Umschaltung der Frequenzsynthese auf die neue Fre-





in Bezug auf die vorhergehende Flanke des Grundtakts ist charakteristisch
fu¨r einen Kanal c, jedoch konstant u¨ber die Zeit und zwischen mehreren
Sendern.
Der Mischvorgang selber kann durch eine Multiplikation beschrieben
werden. Fu¨r das gesamte Frequenzbelegungsschema, bestehend aus P ein-

















Das Empfangssignal ist eine um die Signallaufzeit τ [T,R] verzo¨gerte und










τ [T,R] + τ˙ [T,R]t
))
. (3.9)
Wie zu Beginn erla¨utert wurde, wird fu¨r den Empfa¨nger ebenfalls die
Annahme getroffen, dass sa¨mtliche Takte im Analog- und Digitalteil von
nur einem Grundtakt abgeleitet werden. Der fehlerbehaftete Lokaloszillator
t
[R]
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LO zum Zeitpunkt t = 0 im Empfa¨nger.










wobei die Zwischenfrequenz durch die konstante Frequenz des Lokaloszil-
lators mit der Kanalzahl variiert. Eine endgu¨ltige Mischung des Signals in
das Basisband wird erst nach der Abtastung vorgenommen. Dieser Ansatz
mit variabler Zwischenfrequenz erlaubt es, auf eine schnelle Umschaltung
der Frequenz der Lokaloszillatoren in den Empfa¨ngern zu verzichten, um
die Signalsynthese auf ein niedriges Phasenrauschen zu optimieren. Der
Nachteil ist eine hohe Abtastrate, die beno¨tigt wird, um alle Kana¨le abde-
cken zu ko¨nnen. Wie bereits eingangs erwa¨hnt wurde, kann jedoch gezeigt
werden, dass ein Empfa¨nger, der ebenfalls den Kanal wechselt, auch zur
Ortung nach dem hier beschriebenen Verfahren geeignet ist. Aus Gru¨nden
der U¨bersichtlichkeit sei fu¨r dieses abgewandelte Empfa¨ngerprinzip jedoch
auf die im Rahmen dieser Arbeit entstandene Vero¨ffentlichung [148] ver-
wiesen.
Die auf den Mischvorgang folgende Abtastung des Signals geschieht zu
a¨quidistanten Zeitpunkten t
[R]
S [n]. Das Signal liegt anschließend nur noch in
zeitdiskreter Form an den ganzzahligen Stu¨tzstellen n vor. Der Abtasttakt
t
[R]
S wird aus demselben Grundtakt wie der Lokaloszillator gebildet und ist
mit demselben relativen Fehler δω
[R]
L behaftet. Mit dem idealen Abtasttakt
fSI und einer Anfangsphase ϕ
[R]
SO zum Zeitpunkt t = 0 im Empfa¨nger ergibt
sich die Momentanphase zu:
ϕ
[R]




















Fu¨r das abgetastete Signal von Paket p mit einem Abstand von N Abtast-
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punkten zwischen zwei Signalen gilt somit:
s
[T,R]














S [n+ pN ]
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Das Signal wird an dieser Stelle nicht mehr als Summation u¨ber alle P
Pakete dargestellt, sondern nur fu¨r ein einzelnes Paket p. Damit wird die
Herleitung ohne Einschra¨nkung der Gu¨ltigkeit vereinfacht und die Lesbar-
keit verbessert. Voraussetzung ist eine Begrenzung der Signale im Zeit- und
Frequenzbereich.
Der endgu¨ltige Mischvorgang ins Basisband findet im Zeitdiskreten statt













(n+ pN) , (3.15)
und anschließender Multiplikation mit dem abgetasteten Signal:
s
[T,R]





















Dabei muss darauf geachtet werden, dass das Nyquist-Kriterium eingehal-
ten wird. Es muss somit eine geeignete Tiefpassfilterung zwischen der Mi-
schung ins Basisband und der Dezimierung der Abtastrate vorgenommen
werden. Das zeitdiskrete und dezimierte Basisbandsignal lautet nun:
s
[T,R]



























































































































































































Die fehlerfreien Signale s0 wurden um n
[T,R]
F,p zeitlich verzo¨gert und um T
[T,R]
F
gestaucht oder gestreckt, um k
[T,R]
F,p spektral gestaucht oder gestreckt sowie
um ϕ
[T,R]










Die Gleichungen (3.20) und (3.22) aus Kapitel 3.2 enthalten zahlreiche
Abweichungen aufgrund eines unbekannten Laufzeitoffsets, die eine Scha¨t-
zung der Signallaufzeit aus der Messung der Signalverzo¨gerung und -phase
unmo¨glich machen. Erst die Kombination der Messungen aus vier Verbin-
dungen zwischen zwei Sendern T1, T2 und zwei Empfa¨ngern R1, R2 sowie
die Verwendung eines im Rahmen dieser Arbeit entwickelten Frequenz-
belegungsschemas ermo¨glichen die Elimination der meisten Fehlerterme.
Die Anforderungen an solch ein Frequenzbelegungsschema, auch Hopping-
schema genannt, und deren Verifikation finden sich in Kapitel 3.3.1. Die
Untersuchung bekannter Hoppingschemata bestehender Kommunikations-
standards findet sich in 3.3.2.
3.3.1 Anforderungen und Verifikation
Das Frequenzbelegungsschema eines Senders T besteht aus P Zeitschlitzen
mit den Kanalnummern c
[T ]
p mit p = 0, 1, ..., P − 1, in denen nacheinan-
der jeweils ein Signal gema¨ß Kapitel 3.2 ausgesendet wird. Ein Kanal c ist
gekennzeichnet durch eine ideale Mittenfrequenz fRI,c, die zur Signalerzeu-
gung verwendet wird und eine Kanalbandbreite. Die Signalbandbreite darf
die Kanalbandbreite nicht u¨bersteigen, auch du¨rfen sich die Kana¨le nicht
u¨berlappen. Das Signal muss also bandbegrenzt sein. Fu¨r die Herleitung
wird zuna¨chst davon ausgegangen, dass die Mittenfrequenzen aller verwen-
deten Kana¨le eine Rampe mit konstanter Frequenzsteigung ∆fR bilden,
die allen Sendern gemein ist:
fRI,c = fR0 + c∆fR. (3.23)
Neben dem konstanten Frequenzabstand aller verwendeten Kana¨le muss
außerdem eine zeitliche Bedingung fu¨r die Aussendezeitpunkte aufeinan-
derfolgender Signale bestehen. Formuliert werden kann dies durch die For-
derung nach einer festen Anzahl von Grundtakt- und somit auch Daten-









Die Verletzung einer der Bedingungen (3.23) oder (3.24) fu¨hrt zu einer
nichtlinearen Rampe, die, wie auch beim FMCW-Radar, zu Fehlern auf der
Laufzeitdifferenzscha¨tzung fu¨hrt [94]. Eine nicht-a¨quidistante Kanalwahl
wird in Kapitel 3.4.4 gesondert behandelt.
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Um nicht nur die Laufzeitterme n
[T,R]
F,p , sondern auch die Phasenterme
ϕ
[T,R]
F,p auswerten zu ko¨nnen, muss eine konstante Beziehung zwischen dem






D,p +∆nR,c[T ]p . (3.25)
Dabei gilt zu beachten, dass ∆nR,c fu¨r alle Sender gleich sein muss. Die Syn-
these der zur Mischung des Basisbandsignals verwendeten Hochfrequenz
muss also in allen Sendern gleichartig realisiert sein, z.B. durch Verwendung
einer Ganzzahl-PLL. Falls diese Phasenbeziehung zwischen den Sendern
nicht gegeben ist, kann sie durch einmalige Referenzmessungen hergestellt
werden. Voraussetzung ist stets, dass der Frequenzgang im Sendezweig fu¨r
alle Sender zeitlich konstant ist.
Eine weitere Bedingung ist die Symmetrie der Hoppingschemata aller
Sender um die Mitte eines Schemas, also um P−1
2
:
c[T ]p = c
[T ]
P−1−p. (3.26)
Alle an der Positionsbestimmung beteiligten Sender (Referenzsender und
Mobilsender) mu¨ssen im Verlauf des Hoppingschemas dieselbe Menge an
Kana¨len benutzen. Nur Kana¨le, fu¨r die von allen beteiligten Empfa¨ngern
und Sendern entsprechende Laufzeit- und Phasenmessungen vorliegen, ko¨n-
nen zur Positionsbestimmung benutzt werden:{
c[T1]p
∣∣p = 0, 1, ..., P − 1} = {c[T2]p ∣∣p = 0, 1, ..., P − 1} = C. (3.27)
Diese Forderung darf verletzt werden, falls einzelne Sender mit schlechterer
Genauigkeit geortet werden sollen. Dann genu¨gt fu¨r den Mobilsender auch
eine Teilmenge der Kana¨le, die der ortsfeste Referenzsender verwendet. Die
Anzahl der u¨bereinstimmenden Kana¨le darf zur erfolgreichen Auswertung
der Signalphasen jedoch nie kleiner zwei sein.
Um die Signalform s0(t) nicht einschra¨nken zu mu¨ssen, du¨rfen zwei oder
mehr Sender niemals denselben Kanal zur selben Zeit belegen:
c = c[T1]p1 = c
[T2]
p2
(p1 6= p2). (3.28)
Diese Forderung kann fallengelassen werden, wenn die verwendeten Signal-
formen so gestaltet sind, dass sie in den Empfa¨ngern durch Korrelations-
verfahren getrennt verarbeitet werden ko¨nnen. Eine Mo¨glichkeit ist die Ver-











Abbildung 3.5: Beispielhafte Hoppingschemata mit zwei oder drei Sendern,
die durch unterschiedliche Symbole dargestellt sind.
Sechs beispielhafte Hoppingschemata fu¨r zwei bis drei Sender, die den
Gleichungen (3.24)-(3.28) genu¨gen, sind in Abbildung 3.5 dargestellt.
Mit dem aus den Gleichungen (3.23) bis (3.28) gebildetem Frequenzbe-
legungsschema kann die gesuchte Laufzeitdifferenz τ0,c in einem Kanal c
sowohl aus einer Kombination von n
[T,R]
F,p als auch ϕ
[T,R]
F,p bestimmt werden.
















































































Unter Anwendung zweier Vereinfachungen,
1 + δ
1 + 
≈ 1 + δ −  ∧ δ ·  ≈ 0 ∀ δ  1 ∧  1, (3.31)
und unter Annahme sehr kleiner relativer Frequenzfehler,
δω
[R]
L  1 ∧ δω[T ]T  1, (3.32)
1Code Division Multiple Access
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ergibt sich fu¨r die Phase:
ϕF,c ≈ −2pifRI,c
(


















































mit der gesuchten Laufzeitdifferenz τ0, die als τ0,ϕ angegeben wird, um
ihren Ursprung in den Phasenmessungen zu verdeutlichen.
Term I ist die Signallaufzeit zwischen T und R und betra¨gt rund 3ns pro
Meter Abstand zwischen Sender und Empfa¨nger. Term II ist der Phase-
noffset des Abtasttakts, beaufschlagt mit dem Fehler δω
[R]
L des Empfa¨nge-
roszillators und einem Geschwindigkeitsterm 1− τ˙ [T,R]. Beide Fehler liegen
im Bereich weniger ppm. Der Phasenoffset ϕ
[R]
S0 liegt im Bereich [0, 2pi] und
erzeugt somit einen Gesamtfehler kleiner einer Periode 1/f
[R]
S des Abtast-
takts. Term III betra¨gt in etwa PN/fSI und entspricht somit einer Zeit-
spanne der halben Hoppingsequenz, erneut gewichtet mit dem Fehler des
Empfa¨ngeroszillators und der relativen Geschwindigkeit. Auf den ersten
Blick kann dieser Term deutlich gro¨ßer werden als die gesuchte Gro¨ße, je-
doch relativiert sich dieser Einfluss, wenn (3.31) in (3.33) eingesetzt wird.
Term III wird in (3.33) zu
(
τ˙ [T1,R1] − τ˙ [T1,R2] − τ˙ [T2,R1] +τ˙ [T2,R2])PN/fSI
und liegt somit fu¨r beliebige relative Geschwindigkeiten im Bereich der zu-
ru¨ckgelegten Strecke wa¨hrend einer Hoppingsequenz. Anders ausgedru¨ckt:
Bewegen sich Sender und Empfa¨nger relativ zueinander, ist der gemessene
Abstand der, den das System zur Hoppingmitte innehatte. Fu¨r unbeweg-
te Systeme hat Term III keinen Fehler zur Folge. Term IV gewichtet die
Terme I bis III mit dem Fehler des jeweiligen Sendeoszillators δω
[T ]
T im Be-
reich weniger ppm. Bezogen auf eine Distanz von 10m und einem Fehler
von 100ppm entspricht dieser einem Fehler von 1mm. Es kann somit ge-




























































mit der Laufzeitdifferenz τ0, basiernd auf Laufzeitmessungen in Kanal c,
τ0,n,c.
Term I ist erneut die Signallaufzeit zwischen T und R. Die Terme II und
III werden aus den Phasenoffsets der Grund- und Datentakte gebildet sowie
aus der Anzahl der Grundtakte bis zum ersten Datentakt. Da diese Takte in
der Regel im Digitalteil der Sender gebildet werden, sind diese Beziehungen
bekannt, konstant und oft auch kontrollierbar. Findet die Synchronisation
beider Sender innerhalb 1µs statt und haben die Sende- und Empfangsos-
zillatoren Fehler kleiner 50ppm, so liegt der maximale Fehler durch diese
Terme im Bereich 30mm. Auch ein um mehrere µs oder ms zeitversetztes
Senden eines Senders erzeugt keine gro¨ßeren Fehler, falls die Verzo¨gerung
bekannt ist und die Synchronisation weiterhin im Bereich 1µs erfolgt. Term
IV erzeugt erneut Fehler im Bereich der Strecke, die ein Sender wa¨hrend
eines halben Hoppingschemas relativ zu einem Empfa¨nger zuru¨cklegt. Die
Herleitung im Nachgang zu (3.34) kann auch auf (3.36) angewendet wer-
den. Term V gewichtet die Terme I bis IV mit dem Fehler des jeweiligen
Empfa¨ngeroszillators δω
[R]
L und der Relativgeschwindigkeit zwischen Sen-
der und Empfa¨nger. Gema¨ß Abbildung 3.6 u¨berwiegt der Oszillatorfehler
den Geschwindigkeitsfehler auch fu¨r hohe Geschwindigkeiten um mehrere
Gro¨ßenordnungen, bleibt jedoch, je nach technischer Ausfu¨hrung der Os-
zillatoren, im Bereich einiger ppm.
Zur Kontrolle werden sa¨mtliche Fehlerquellen und die Teilnehmerbewe-
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L = −1 ppm







Abbildung 3.6: Durch Term V in (3.36) hervorgerufener geschwindigkeits-













τ˙ [T1,R1] = τ˙ [T1,R2] = τ˙ [T2,R1] = τ˙ [T2,R2] = 0, (3.37)
und es ergibt sich fu¨r Phase und Zeitverzug:
ϕF,c = −2pifRI,c
(














Diese stimmen mit den idealen Gleichungen zur Bestimmung des Zeitver-
zugs und der Phasendifferenz u¨bereinstimmen, vgl. (3.2) und (3.3).
3.3.2 Bestehende Frequenzbelegungsschemata
Einige weit verbreitete Funkkommunikationssysteme benutzen Frequenz-
sprungverfahren zur spektralen Spreizung ihrer Signale. Dazu geho¨ren Blue-
tooth, Bluetooth Low Energy und WirelessHART. In diesem Kapitel wird
untersucht, ob das in dieser Arbeit entwickelte Funkortungssystem auf die-
se Kommunikationsstandards unter Ausnutzung der jeweils spezifizierten
Hoppingschemata anwendbar ist. Zusa¨tzlich wird analysiert, ob die Lo-
kalisierung von Teilnehmern eines WLAN-Netzes mo¨glich ist, obwohl die




Bluetooth ist ein Kommunikationsstandard gema¨ß IEEE 802.15, der seit
1998 von der Bluetooth Special Interest Group (SIG) entwickelt wird. Be-
trachtet wird Version 4.0 vom Dezember 2009 [150]. Bluetooth dient der
Kommunikation zwischen Gera¨ten u¨ber kurze Entfernungen mit Datenra-
ten zwischen 1 und 3MBit/s. Typisches Einsatzgebiet ist die Kommunika-
tion zwischen Computern, Mobiltelefonen, mobilen Headsets und Fernbe-
dienungen, auch im Automobil. Die Industrie setzt ebenfalls Bluetooth ein,
beispielsweise in der Prozessautomatisierung. Die Ortung von Bluetooth-
Teilnehmern nach dem in dieser Arbeit beschriebenen Verfahren ko¨nnte in
allen beispielhaft dargestellten Bereichen interessant sein, etwa zur Sicher-
stellung, dass sich ein Mobiltelefon oder Headset tatsa¨chlich im Automobil
befindet, oder zum Auffinden von beweglichen Feldgera¨ten im industriellen
Automatisierungsumfeld.
Bis zur Version 2.1 kommuniziert Bluetooth in 79 Kana¨len zwischen
2402 und 2480MHz mit einem Kanalabstand von 1MHz. Die verwendeten
Modulationsarten sind GFSK fu¨r die Datenrate 1MBit/s und pi/4-DQPSK
und 8DPSK fu¨r die Datenraten 2 und 3MBit/s. Die Symbolrate betra¨gt in
jedem Fall 1MSym/s. Die Kommunikation erfolgt paketbasiert mit einem
einheitlichen Header, der immer GFSK-moduliert ausgesendet wird.
Die Teilnehmer bilden Piconetze, die sich anhand ihrer Frequenzsprung-
folge unterscheiden. Innerhalb eines Piconetzes sind alle Teilnehmer zeit-
und hopsynchronisiert. Ziel der Frequenzspreizung ist die Ermo¨glichung der
Koexistenz vieler Piconetze innerhalb des Bandes und die Erho¨hung der
Robustheit der Kommunikation durch Frequenzdiversita¨t. Zudem schrei-
ben viele nationale Regulierungen die Verwendung mindestens eines Spreiz-
verfahrens bei der Kommunikation in ISM-Ba¨ndern vor. Kana¨le mit un-
gu¨nstigen Ausbreitungseigenschaften ko¨nnen von der Benutzung ausge-
schlossen werden, wodurch sich ein sogenanntes Adaptiertes Piconetz mit
mindestens 20 Kana¨len ergibt.
Es stellt sich die Frage, ob die Frequenzsprungvorschrift von Bluetooth
bis Version 2.1 dazu geeignet ist, die in Kapitel 3.3.1 gestellten Anforde-
rungen an das in dieser Arbeit entwickelte Hoppingschema zu erfu¨llen. Die
zeitliche Abfolge der Frequenzspru¨nge ist starr geregelt, die La¨nge eines
Zeitschlitzes betra¨gt 312, 5µs. Es ko¨nnen bis zu fu¨nf aufeinanderfolge Zeit-
schlitze miteinander kombiniert werden, um la¨ngere Pakete auszusenden.
Die beiden Teilnehmer einer Kommunikation, bezeichnet als Master und
Slave, senden abwechselnd. Die Hoprate betra¨gt somit maximal 1600Hz.
Das Timing darf maximal 1µs vom Sollwert abweichen. Der daraus resul-
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(b) Ausschnitt
Abbildung 3.7: Beispielhaftes Hoppingschema von Bluetooth Version 2.1.
tierende Jitter kann bereits Gleichung (3.24) verletzen.
Weiterhin muss gewa¨hrleistet sein, dass die zur Ortung verwendeten
Kana¨le symmetrisch angesprungen werden gema¨ß Gleichung (3.26). Da-
zu muss der Algorithmus zur Bestimmung der Kanalfolge na¨her unter-
sucht werden. Die Berechnungsvorschrift ist vergleichweise komplex, es ge-
hen zahlreiche Daten in die Berechnung ein. Unter anderem ein fu¨r je-
des Piconetz einmaliger Access Code. Der gesamte Algorithmus wird als
pseudozufa¨llig bezeichnet, jedoch sind regelma¨ßig wiederkehrende Abfol-
gen erkennbar, siehe Abbildung 3.7(b). In Abbildung 3.7(a) ist außerdem
ein u¨ber mehrere Sekunden linear ansteigender Mittelwert der Kanalnum-
mer erkennbar. Dieser ergibt sich aus der Forderung, zu jedem Zeitpunkt
nur in einem 32MHz breiten Segment zu springen. Erst nach mehreren
Sekunden ist jeder Kanal im ISM-Band mindestens zweimal angesprungen
worden. Untersuchungen mit unterschiedlichen Parametern haben gezeigt,
dass zu keinem Zeitpunkt eine symmetrische Sprungfolge in der berechne-
ten Kanalfolge enthalten ist. Gleichung (3.26) wird demnach verletzt und
eine Ortung nach dem in dieser Arbeit beschriebenen Verfahren erscheint
unmo¨glich.
Bluetooth Low Energy
Einige der Eigenschaften des Bluetooth-Standards haben sich im Laufe der
Zeit als ungu¨nstig fu¨r die Verwendung in Batterie-betriebenen Kleingera¨-
ten, wie etwa drahtlosen Temperatursensoren, erwiesen. So dauert die Eta-
blierung einer Verbindung mitunter mehrere Sekunden und die hochwer-
tigen Modulationsverfahren ab 2MBit/s erfordern komplexe Sender- und
Empfa¨ngerstrukturen. Ab Version 4.0 der Bluetooth-Spezifikation findet
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sich die Betriebsart Bluetooth Low Energy (BLE) [150], die die angespro-
chenen Defizite abschafft und noch weitere Verbesserungen, wie beispiels-
weise bei der Abho¨rsicherheit, mitbringt. Mo¨gliche Anwendungsgebiete der
Ortung mit Bluetooth Low Energy sind beispielsweise Sensoren, die zur
Messwerterfassung wahllos im Raum verteilt werden und deren Messwerte
in einen o¨rtlichen Bezug gebracht werden mu¨ssen.
Als Modulationsart ist ausschließlich GFSK mit einer festen Symbol-
und Datenrate von 1MBit/s spezifiziert. Die Kanalbreite betra¨gt 2MHz
und es sind 40 Kana¨le im ISM-Band bei 2, 4GHz definiert. Davon sind drei
Kana¨le ausschließlich fu¨r die Suche nach Gespra¨chspartnern reserviert2, der
Rest darf nur fu¨r die eigentliche Kommunikation verwendet werden. Das
Aussparen einzelner Kana¨le ist ebenfalls mo¨glich, bis hinunter zu nur zwei
genutzten Kommunikationskana¨len.
Der Paketaufbau ist einfacher als bei Bluetooth bis Version 2.1 und auch
die Berechnung der Frequenzsprungfolgen wurde in ihrer Komplexita¨t stark
reduziert. Der Algorithmus lautet:
unmappedChannel = (lastUnmappedChannel + hopIncrement) mod 37
remappingIndex = unmappedChannel mod numUsedChannels
Die Variable remappingIndex wa¨hlt anschließend in der Liste aller ak-
tiven Kana¨le den na¨chsten anzuspringenden Kanal aus. Der Parameter
hopIncrement ist fu¨r alle Teilnehmer einer Verbindung identisch und kann
Werte zwischen 5 und 16 annehmen. Die entstehende Sequenz weist nicht
mehr den bei Bluetooth bis Version 2.1 linear ansteigenden Mittelwert u¨ber
Segmente der Breite 32MHz auf. Die Periodendauer eines Hoppingschemas
betra¨gt 37, bevor es sich wiederholt.
Untersuchungen aller mo¨glichen Kombinationen aus hopIncrement und
numUsedChannels haben gezeigt, dass sich auch bei Bluetooth Low Energy
keine symmetrischen Hoppingsequenzen nennenswerter La¨nge ergeben. Die
la¨ngste gefundene Hoppingsequenz, die Gleichung (3.26) erfu¨llt, beinhaltet
zwei Kana¨le, siehe Abbildung 3.8 fu¨r
hopIncrement=16,
numUsedChannels=32.
Bereits eine symmetrische Rampe aus drei Kana¨len ist nicht generierbar.
22402, 2426 und 2480MHz
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Abbildung 3.8: Beispielhaftes Hoppingschema von Bluetooth Low Energy.
Die fett eingezeichneten Linien bilden das symmetrische
Hoppingschema der Kanalindizes 3 und 19.
WirelessHART
Der Kommunikationsstandard HART, 1989 von der HART Communication
Foundation (HCF) erstmals verabschiedet, erlaubt die drahtgebundene Da-
tenu¨bertragung zwischen Feldgera¨ten in einem Feldbus. Diese meist in der
Industrieautomatisierung platzierte Anwendung erfordert sehr zuverla¨ssi-
ge und robuste Kommunikationswege mit Echtzeitfa¨higkeit. Der im Jahr
2007 erstmals spezifizierte Zusatz WirelessHART ermo¨glicht die Realisie-
rung drahtloser Feldbusse [151] und basiert auf der physikalischen Schicht
IEEE 802.15.4-2006, wie auch das in dieser Arbeit vorgestellte Ortungs-
system [152]. Eine detaillierte Beschreibung dieser Luftschnittstelle findet
sich daher in Kapitel 5.2.
Das von WirelessHART verwendete Zugriffsverfahren TDMA3 erlaubt
jedem Netzteilnehmer das Aussenden von Datenpaketen in festgelegten
Zeitschlitzen (engl. slots). Um die Robustheit der Datenu¨bertragung zu
erho¨hen, wird die Frequenz fu¨r jeden Slot gewechselt. Die insgesamt 16 zur
Verfu¨gung stehenden und jeweils 5MHz breiten Kommunikationskana¨le im
ISM-Band bei 2, 4GHz werden dabei nach folgender Berechnungsvorschrift
ausgewa¨hlt:
ActiveChannel = (ChannelOffset + AbsoluteSlotNumber)
mod NumberActiveChannels
Channel = ActiveChannelArray [ ActiveChannel ]
3Time Division Multiple Access
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802.11 Kana¨le (EU) Signal- Spreiz- Modulations-
bandbreite verfahren verfahren
a (5180 + k · 20)MHz 20MHz OFDM BPSK,QPSK,
k = 0 . . . 7, 16 . . . 26 QAM
b (2407 + k · 5)MHz 20MHz DSSS CCK
k = 1 . . . 13




n alle aus a und b/g 20, 40MHz OFDM BPSK,QPSK,
QAM
Tabelle 3.1: Luftschnittstellenparameter der WLAN-Standards.
Die Parameter ChannelOffset und NumberActiveChannels sowie die
Kanalliste ActiveChannelArray sind jedem etablierten Netz eigen und er-
zeugen eine zu anderen Netzen versetzte Sprungfolge.
Die Variable AbsoluteSlotNumber wird, beginnend bei 0 zur Gru¨n-
dung des Netzes, kontinuierlich mit jedem verstrichenen Zeitschlitz inkre-
mentiert. Fu¨r die Kommunikation auszusparende Kana¨le, etwa begru¨ndet
durch gleichzeitige Nutzung eines nicht zu sto¨renden WLAN-Netzes, wer-
den nicht in die Kanalliste aufgenommen.
Die Bildungsvorschrift des Hoppingschemas ist mit der von Bluetooth
Low Energy identisch, lediglich die Parameter ko¨nnen andere Werteberei-
che einnehmen. Es kann daher auch hier gezeigt werden, dass keines der
vielen mo¨glichen Frequenzbelegungsschemata von WirelessHART symme-
trische Eigenschaften aufweist, die mehr als zwei Kana¨le umfassen und
Gleichung (3.26) genu¨gen.
WLAN
Weit verbreitet sind lokale Funknetze, die nach einem der Standards IEEE
802.11 a,b,g,n [153] aufgebaut werden. Diese als Wireless LAN (WLAN)
bekannten Netze sind meist auf einzelne Geba¨ude oder Geba¨udeteile be-
grenzt und bieten Datenraten zwischen 1 und 600MBit/s. Die Luftschnitt-
stellenparameter der Standards sind in Tabelle 5.1 zusammengefasst.
Frequenzsprungverfahren sind wa¨hrend der Kommunikation zwischen
zwei oder mehreren Partnern nicht vorgesehen, jedoch ko¨nnen die Teil-
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nehmer aus einer Mehrzahl von Kana¨len auswa¨hlen. Der Initiator eines
Netzwerks, genannt Access Point, wa¨hlt einen Kanal aus, der gute Kom-
munikationseigenschaften bietet. Die anderen Teilnehmer suchen das Netz-
werk auf allen verfu¨gbaren Kana¨len und treten diesem bei, sobald sie es an-
hand von regelma¨ßig ausgesendeten Funkmarken identifiziert haben. Diese
Frequenzagilita¨t kann, a¨hnlich dem in dieser Arbeit vorgestellten Ortungs-
system, fu¨r die Funklokalisierung verwendet werden. Dabei ist zwischen
den beiden Spreizverfahren DSSS und OFDM zu unterscheiden, die unter-
schiedliche Ansa¨tze bieten.
Das spektrale Spreizverfahren DSSS wird auch bei dem Funkstandard
IEEE 802.15.4 angewendet, der fu¨r den Aufbau des im Rahmen dieser Ar-
beit entwickelten Demonstrationssystems verwendet wurde. Eine Anwen-
dung des in den Kapiteln 3 und 4 hergeleiteten Algorithmus fu¨r die ein-
oder mehrdimensionale Positionsbestimmung erscheint mo¨glich. Wichtig
ist, dass die in den Gleichungen (3.24) bis (3.26) formulierten Forderungen
von der verwendeten Hard- und Software eingehalten werden ko¨nnen. Auf-
grund der weitaus gro¨ßeren Komplexita¨t von IEEE 802.11 la¨sst sich das
nicht pauschal beantworten und wu¨rde den Rahmen dieser Arbeit u¨ber-
steigen.
Ein Funkortungssystem vom WPI, das eine große Zahl von Untertra¨gern
eines OFDM-modulierten Signals zur koha¨renten Phasenmessung ausnutzt,
wurde bereits in Kapitel 2.5.3 angesprochen.
3.4 Laufzeitdifferenzbestimmung
Gleichungen (3.33) und (3.35) erlauben die Bestimmung der Laufzeitdiffe-
renz zwischen zwei Sendern und zwei Empfa¨ngern mit Hilfe von Phasen-
und Laufzeitmessungen gema¨ß (3.29) und (3.30). Dieses Kapitel beschreibt
Mo¨glichkeiten zur Berechnung der Laufzeitdifferenz aus den Einzelmessun-
gen.
3.4.1 Parameterextraktion an einem einzelnen Signal
Um die Parameter einer beliebigen Signalform fu¨r ein einzelnes Signal zu
bestimmen, kann eine Least-Squares-Parameterscha¨tzung formuliert wer-
den, wie bereits vorab in der im Rahmen dieser Arbeit entstandenen Ver-
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o¨ffentlichung [148] dargelegt wurde:
θ = [T0 n0 k0]
T ,
J(θ) =

































Dabei ist s1 das abgetastete und somit zeitdiskret vorliegende Empfangssi-
gnal und s0 das zeitkontinuierlich definierte Referenzsignal. S0 und S1 sind
die jeweiligen (diskreten) Fouriertransformierten dieser Signale. N gibt die
Anzahl der von s0 vorhandenen Abtastpunkte an. Der Parametervektor θ
entha¨lt die zu scha¨tzende Abtastperiode T0, den Zeitversatz n0 und den
Frequenzversatz k0. Der Phasenversatz wird erst in einem zweiten Schritt
gescha¨tzt.
Gleichung (3.39) stellt die bekannte Ambiguita¨tsfunktion dar, mit deren
Hilfe Zeitversatz und Dopplerverschiebung von Radarsignalen bestimmt
werden ko¨nnen. Es wird dabei zwischen schmal- und breitbandigen Funk-
tionen unterschieden, wobei in diesem Fall die breitbandige verwendet wird,
da neben dem Frequenzversatz auch eine zeitliche Dehnung des Signals
beru¨cksichtigt werden muss [154]. Die Formulierung von (3.39) im Zeit-
und Frequenzbereich deutet an, wie die Parameter nˆ0 und kˆ0 zweckma¨ßig
bestimmt werden ko¨nnen: Anstelle einer mehrdimensionalen Optimierung
aller drei Parameter wird das Optimum schrittweise bestimmt. Der Para-
meter nˆ0 kann fu¨r konstante kˆ0 und Tˆ0 mit Hilfe einer diskreten Fourier-
transformation im Zeitbereich bestimmt werden. Der Parameter kˆ0 hinge-
gen kann fu¨r konstante nˆ0 und Tˆ0 durch eine diskrete inverse Fouriertrans-
formation im Frequenzbereich ermittelt werden. Eine Wiederholung der
beiden Schritte fu¨hrt zu einer Reduktion der Restfehler. Falls no¨tig, ko¨n-
nen die gefundenen Lo¨sungen von nˆ0 und kˆ0 als Startpunkt einer iterativen
Optimierung hinsichtlich aller drei Parameter, und somit insbesondere von
Tˆ0, verwendet werden. Unter Annahme kurzer Signale s0 und s1 und klei-
ner Oszillatorfehler im Bereich weniger ppm kann auf diesen letzten Schritt
verzichtet und Tˆ0 = T0 als bekannt vorausgesetzt werden.
Sind Tˆ0, nˆ0 und kˆ0 bekannt, kann die komplexwertige Gewichtung von
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∣∣∣S0 ( 2piNT0k)∣∣∣2 . (3.40)
Die gescha¨tzten Parameter eines Signals des Pakets p von Sender T im
Empfa¨nger R werden schließlich wie folgt abgebildet:
T
[T,R]
F = Tˆ0 ∧ n[T,R]F,p = nˆ0
∧ k[T,R]F,p = kˆ0 ∧ ϕ[T,R]F,p = ∠aˆ0. (3.41)
Der Laufzeitterm n
[T,R]
F,p und der Phasenterm ϕ
[T,R]
F,p ko¨nnen nun fu¨r die Be-
stimmung der Laufzeitdifferenz τ0 herangezogen werden. Auch eine Kom-
bination ist mo¨glich, wie in den na¨chsten Kapiteln dargelegt wird.
3.4.2 Laufzeitterm
Die Berechnung der Laufzeitdifferenz nF,c in Kanal c verlangt die Messung
von acht Zeitverschiebungen n
[T,R]
F,p und deren Verknu¨pfung gema¨ß (3.30).





















um statistisch unabha¨ngige Rauscheinflu¨sse zu reduzieren [155]. Je nach
Autokorrelationseigenschaften der verwendeten Signalform bleibt die ef-
fektive Bandbreite des gesamten Hoppingschemas fu¨r die Messung mittels
Zeitverschiebung Bn maximal auf die 3 dB-Bandbreite eines einzelnen Si-
gnals B0 beschra¨nkt, da eine koha¨rente Verknu¨pfung wie bei Phasenmes-
sungen nicht mo¨glich ist:
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Abbildung 3.9: Die Kreuze geben 201 Auswertungen des Laufzeitterms an.
Die durchgezogene Linie ist der Mittelwert, die gestrichelte
Linie ist die Standardabweichung. Die tatsa¨chliche Entfer-
nung zwischen den Sendern betrug 5m.
Bei ungu¨nstigen Autokorrelationseigenschaften kann Bn auch deutlich klei-
ner sein als B0. Ein Ansatz zur Erho¨hung der Auflo¨sung bei Verwendung
eines Wienerfilters anstelle der Kreuzkorrelation findet sich in [96].
Eine Reihe von Messungen der Entfernung zwischen den beiden Sendern
und die Auswertung des Zeitterms findet sich in Abbildung 3.9.
3.4.3 Phasenterm bei a¨quidistanter Kanalwahl
Anders als bei Laufzeitmessungen ko¨nnen die Phasenverschiebungen der
Einzelsignale dazu genutzt werden, die effektive Bandbreite der Laufzeitdif-
ferenzbestimmung mit den schmalen Kommunikationssignalen und damit
das Auflo¨sungsvermo¨gen einer Vielzahl von Zielen – beispielsweise gebildet
von Mehrwegen – zu erho¨hen. Dazu ist es notwendig, die Phasenmessun-
gen in den einzelnen Kana¨len koha¨rent miteinander zu verknu¨pfen. Die
Berechnung der Laufzeitdifferenz in einem Kanal c, ϕF,c, verlangt die Mes-
sung von acht Phasenverschiebungen ϕ
[T,R]
F,p und deren Verknu¨pfung gema¨ß
(3.29). Die Parameterextraktion fu¨r ein einzelnes Signal wurde dabei in
Kapitel 3.4.1 beschrieben.
Die Phasenrampe entspricht nach (3.23), (3.33) und (3.34) der Form:
ϕF,c = −2pi (fR0 + c∆fR) τ0,ϕ. (3.45)
Abgeleitet nach der Kanalnummer c ergibt sich die sogenannte induzierte
57






die fu¨r fehlerfreie Systeme u¨ber alle Kana¨le konstant ist. Fu¨r lineare und
a¨quidistante Frequenzrampen wie (3.23) und fehlerbehaftete Systeme bie-
ten sich somit Fourier-basierte Ansa¨tze zur Scha¨tzung der induzierten Pha-
senverschiebung an [156]. Da (3.46) im Frequenzbereich notiert ist, kann









C ∀ k ∈ [0, C − 1]. (3.47)
Der Amplitudengang wird vernachla¨ssigt und auf 1 gesetzt. Das Maximum





die gema¨ß (3.46) wiederum proportional zur gesuchten Laufzeitdifferenz
ist:
τ0,ϕ = −argmaxk |Φ[k]|
2pi∆fR
. (3.49)
Um die Auflo¨sung der Maximumsuche zu verbessern, wird Φ[k] in der Re-
gel nicht nur an C Stu¨tzstellen berechnet, sondern an deutlich mehr. Dieses
sogenannte Zero-Padding fu¨hrt zur Interpolation der IDFT mit der Funk-
tion sinx
x
, bietet aber keine zusa¨tzliche Auflo¨sung von Mehrwegen [157].
Abbildung 3.10 zeigt eine gemessene Phasenrampe und die dazugeho¨rige
IDFT mit unterschiedlicher La¨nge F . Der Index der IDFT k ist fu¨r bei-
de La¨ngen auf die tatsa¨chliche Entfernung zwischen den beiden Sendern
normiert worden:
d[k] = − kC/F
2pi∆fR
c0 ∀ k = 0, . . . , F − 1. (3.50)
Wa¨hrend bei Radarsystemen mit Φ[k] die Kanalimpulsantwort h(t) be-
stimmt wurde, ist bei diesem System das Ergebnis nach (3.29) eine arith-
metische Verknu¨pfung von vier Kanalimpulsantworten,






































Abbildung 3.10: a) Phasenrampe und b) inverse diskrete Fouriertransfor-
mation einer Messung mit geringem Mehrwege-Anteil. F
ist die La¨nge der IDFT.
weshalb von einer Systemimpulsantwort gesprochen werden kann. Der Ope-
rator ∗ bezeichnet dabei die Faltung von zwei einzelnen Kanalimpulsant-
worten; ·¯ ist die konjugiert komplexe Entsprechung von ·. ΨExy bezeichnet
die Kreuzkorrelationsfunktion von x und y. Es ist leicht ersichtlich, dass
die vier Kanalimpulsantworten derart miteinander verknu¨pft sind, dass eine
Trennung ohne zusa¨tzliches Wissen nicht mo¨glich ist. Dies wirkt sich auch
auf die Auflo¨sung der Laufzeitdifferenzbestimmung aus. Auf die Messung
und Ausnutzung der Amplitudeninformation wird verzichtet, da unbekann-
te U¨bertragungsfunktionen in den Sendern und Empfa¨ngern beru¨cksichtigt
werden mu¨ssten.
Bei Radarsystemen gilt im allgemeinen, dass ein Puls mit der zeitlichen
Ausdehnung T in etwa die Bandbreite B = 1/T belegt, jeweils definiert
bei einem Leistungsabfall von 3 dB. Zwei Pulse sind dann noch zu trennen,
wenn ihre Leistung an der 3 dB-Grenze gleich groß ist, also im zeitlichen




⇒ ∆R = c0
2B
. (3.52)
Gleichung (3.52) gilt als untere Abscha¨tzung der Auflo¨sung fu¨r alle Ra-
darsysteme. Der tatsa¨chliche eingesetzte Scha¨tzer zur Trennung der Ziele
kann diesen Wert jedoch vera¨ndern; so fu¨hrt die Verwendung einer Fens-
terfunktion bei Fourier-basierten Scha¨tzern zu einer Verschlechterung der
Auflo¨sung im Bereich 1 . . . 2 [158].
Fu¨r das in dieser Arbeit entwickelte System mit dem Fourier-basierten
Scha¨tzer ist die effektive Bandbreite der Frequenzbereich zwischen dem
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ho¨chsten und dem niedrigsten verwendeten Kanal. Die Verknu¨pfung der
Kanalimpulsantworten gema¨ß (3.51) fu¨hrt zu einer Verschlechterung der
Auflo¨sung, wodurch sich die tatsa¨chlich nutzbare effektive Bandbreite fu¨r






Fu¨r eine a¨quidistante Kanalwahl ohne Auslassen einzelner Kana¨le kann die
effektive Bandbreite auch abgescha¨tzt werden:
Bϕ ≤ C∆fR, (3.54)
mit der Zahl aller genutzten Kana¨le C. Es gilt zu beachten, dass die ef-
fektive Bandbreite bei Auswertung der Phasenterme unabha¨ngig von der
Bandbreite B0 eines einzelnen Signals ist. Fu¨r B0 < Bϕ liefert diese Art
der Laufzeitdifferenzbestimmung somit eine bessere Auflo¨sung von Mehr-
wegen, verglichen mit der Auswertung der Laufzeitterme gema¨ß Kapitel
3.4.2.
Falls B0 = Bϕ ist die erzielbare Auflo¨sung mit beiden Verfahren iden-
tisch, denn sowohl durch Auswertung der Laufzeitterme als auch der Pha-
senterme wird die Laufzeitdifferenz gemessen. Der Unterschied besteht le-
diglich in der Doma¨ne, in der die Systemimpulsantwort gemessen wird.
Bei Auswertung der Laufzeitterme wird sie direkt im Zeitbereich ermittelt,
wa¨hrend die Phasenterme koha¨rent kombiniert werden, um die zugeho¨rige
Systemu¨bertragungsfunktion an C Stu¨tzstellen im Frequenzbereich abzu-
tasten. Eine Transformation zwischen der Impulsantwort und der U¨bertra-
gungsfunktion ist mit der (inversen) Fouriertransformation jederzeit mo¨g-
lich. Dieser Unterschied entspricht dem zwischen im Zeitbereich messen-
den Pulsradaren und im Frequenzbereich messenden FSCW- oder FMCW-
Radaren. Das im Rahmen dieser Arbeit entwickelte Funkortungssystem
arbeitet demnach nach dem FSCW-Prinzip mit Synchronisation der Emp-
fa¨nger durch einen Referenzsender. Die Weiterentwicklung besteht darin,
mit den Einschra¨nkungen der vorgegebenen Kommunikationssignale und
der integrierten Sendertechnologie eine Funkortung mit hoher Auflo¨sung
und gleichzeitig großem Eindeutigkeitsbereich zu realisieren.
3.4.4 Phasenterm bei unregelma¨ßiger Kanalwahl
Werden fu¨r die Zusammensetzung des Hoppingschemas nicht a¨quidistante
Kana¨le gema¨ß (3.23) verwendet, sondern unregelma¨ßige Kanalabsta¨nde,
beispielsweise durch das Auslassen einzelner Kana¨le in einem vorgegebenen
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Frequenzplan, so ist der Fourier-basierte Ansatz aus Kapitel 3.4.3 nicht
direkt anwendbar.
Es gibt prinzipiell zwei Ansa¨tze, um unregelma¨ßig abgetastete Werte in
einen Bildbereich zu u¨berfu¨hren: Die Interpolation der Werte auf einen re-
gelma¨ßigen Zeitstrahl (resampling) mit anschließender Fouriertransforma-
tion, und die Formulierung einer ungleichfo¨rmigen Fouriertransformation
(non-uniform Fourier Transform, NFT), die als Eingabe direkt die un-
regelma¨ßig abgetasteten Werte und deren Abtastzeitpunkte erwartet. Die
Entwicklung solch spezieller Abbildungsfunktionen liegt in der Filtertheo-
rie begru¨ndet. Viele Filter werden als Faltung im Bildbereich definiert und
beno¨tigen somit die Fouriertransformation, um das zu filternde Signal vor
und nach der Filterung zu transformieren. Fu¨r weiterfu¨hrende Informatio-
nen siehe [159, 160, 161, 162, 163].
Die inverse, ungleichfo¨rmige, diskrete Fouriertransformation (INDFT)









Bϕ ∀ k ∈ [0, K − 1], (3.55)
mit der insgesamt eingeschlossenen Bandbreite des Hoppingschemas Bϕ ge-
ma¨ß (3.53) und einer Anzahl von a¨quidistanten Stu¨tzstellen im Bildbereich
K > C. Bei a¨quidistanter Kanalwahl geht (3.55) fu¨r große C und K = C
in (3.47) u¨ber. Die Auswertung des Maximums der Betragsfunktion erfolgt
analog zu (3.49):
τ0,ϕ = −argmaxk |Φ[k]|
2piB/K
. (3.56)
3.4.5 Eindeutigkeitsbereich und Korrektur
Bei der Auswertung von (3.33) mit Hilfe von Fourier-basierten Ansa¨tzen
werden die Differenzen der Phasenmessungen bei unterschiedlichen Stu¨tz-
frequenzen fRI,c in den Kana¨len c zur Bestimmung der Laufzeitdifferenz
τ0,ϕ herangezogen. Fu¨r zwei aufeinanderfolgende Kana¨le ergibt sich somit
die Phasendifferenz ∆ϕF ,
∆ϕF = ϕF,c − ϕF,c−1 = −2pi∆fRτ0,ϕ, (3.57)
die messtechnisch nur im Intervall [−pi; pi] bestimmt werden kann:
|∆ϕF | < pi. (3.58)
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Nach Einsetzen von (3.57) in (3.58) und durch Verwendung der zur Lauf-
zeitdifferenz proportionalen Strecke dˆ0 =
1
2




der sich in beide Richtungen (positives und negatives Vorzeichen) unendlich
oft wiederholt. Bei einem Kanalabstand von ∆fR = 5MHz ergibt sich ein
Eindeutigkeitsbereich von |dˆ0| < 15m. Bei einer beispielhaften Raumgro¨ße
von 100 × 100m2 kann der Eindeutigkeitsbereich somit mehrfach durch-
fahren werden. Doch auch in kleinen Ra¨umen kann dieser Effekt zu einer
starken Verfa¨lschung der Laufzeitdifferenzscha¨tzung fu¨hren, na¨mlich dann,
wenn Mehrwege gro¨ßer (3.59) existieren, die mit dem direkten Weg kleiner
(3.59) in den ersten Nyquistbereich abgebildet werden. Man spricht von
Aliasing, der nicht umkehrbaren Faltung der einzelnen Nyquistbereiche.
Um diese Auswirkung zu vermeiden, gilt, dass der la¨ngste vorkommende
Mehrweg mit nennenswerter Signalleistung dmax noch im ersten Eindeutig-
keitsbereich liegen muss [154]. Anders ausgedru¨ckt gilt fu¨r den maximalen
Kanalabstand:
∆fR ≤ c0
4 |dmax| . (3.60)
Abbildung 3.11 zeigt fu¨r eine Messung mit dem in Kapitel 5 beschrie-
benen Demonstratorsystem beispielhaft den Zusammenhang zwischen der
Eindeutigkeit der Phasenmessung und der Zeitmessung. Wa¨hrend sich die
IDFT nach Gleichung (3.47) mit jedem Durchschreiten des 30m breiten
Eindeutigkeitsbereichs wiederholt, weist das Korrelationsergebnis des Zeit-




Um dennoch eine Laufzeitdifferenzbestimmung auf Fla¨chen bzw. in Ra¨u-
men mit moderater Mehrwegeausbreitung durchfu¨hren zu ko¨nnen, deren
Abmessungen gro¨ßer sind als der Eindeutigkeitsbereich bei vorgegebener
Kanalzahl, ko¨nnen andere Informationen herangezogen werden, um ein so-
genanntes Range Gating durchzufu¨hren, bei dem Radarziele nur in einem
begrenzten Entfernungsbereich akzeptiert werden. Zu diesen Zusatzinfor-
mationen ko¨nnen geho¨ren:
Informationen des eigenen Sensors
Zusa¨tzlich zur Auswertung der Phasenterme kann eine Laufzeitdifferenz-
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Abbildung 3.11: Sich mit jedem Mehrdeutigkeitsbereich wiederholende
IDFT des Phasenterms (du¨nne Linie) und Korrelation des
Zeitterms (fette Linie).
gen. Dieses Verfahren benutzt Daten des eigenen Sensorsystems und ist
somit ohne zusa¨tzliche Elektronik oder Modellierung anwendbar unter der
Voraussetzung, dass der Fehler der Korrelation kleiner ist als der Eindeu-
tigkeitsbereich. Die Korrektur erfolgt nach der im Rahmen dieser Arbeit
entstandenen Vero¨ffentlichung [147] mit:















Informationen eines zusa¨tzlichen Sensors
Stehen Informationen anderer Sensoren zur Verfu¨gung, ko¨nnen diese mit-
tels Sensorfusion mit den hier gewonnenen Laufzeitdifferenzwerten derart
verknu¨pft werden, dass die Auswahl des korrekten Eindeutigkeitsbereichs
mo¨glich ist. Als Beispiel fu¨r solch eine Zusatzinformation sei die Empfangs-
feldsta¨rke der Signale an den Empfa¨ngern genannt, die unter gewissen Vor-
aussetzungen und mit entsprechenden Modellen in eine Distanzinformation
umgewandelt werden ko¨nnen. Auch hier ist darauf zu achten, dass der Feh-
ler der zusa¨tzlichen Sensordaten kleiner ist als der Eindeutigkeitsbereich.
Die Empfangsfeldsta¨rke kann mit dem realisierten System ohne Mehrauf-
wand gemessen werden, lediglich ein Modell zur Berechnung einer Laufzeit
aus den gemessenen Signalamplituden muss noch implementiert werden.
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A priori Informationen
Ha¨ufig stehen Informationen a priori zur Verfu¨gung, die zur Eingrenzung
des mo¨glichen Eindeutigkeitsbereichs genutzt werden ko¨nnen. Dazu za¨hlen
beispielhaft die maximale Raumgro¨ße oder die exakten Raumgrenzen und
die maximale Kommunikationsreichweite der Funkverbindungen. Reichen
diese Angaben nicht aus, um die Zahl mo¨glicher Eindeutigkeitsbereiche
auf 1 zu reduzieren, mu¨ssen noch weitere der oben genannten Verfahren
angewendet werden.
3.5 Vermeidung von Mehrdeutigkeiten
Gleichung (3.29) zeigt, dass die Phase der kombinierten Kanalimpulsant-
wort ϕF,c in einem Kanal c erst nach einer Halbierung der Summation
aller einzelnen Phasenmesswerte ϕF,p eine physikalische Entsprechung hat,
na¨mlich die Entfernung zwischen beiden Sendern auf der Verbindungsachse
der beiden an der Messung beteiligten Empfa¨nger. Der Faktor 1
2
wirkt sich
dabei wie eine paarweise Mittelung zweier Phasenmesswerte aus. Da ein
einzelner Phasenwert eindeutig im Intervall [0, 2pi[ ist,
ϕ = ϕ∗ + n · 2pi ∀ n ∈ Z0, (3.63)






























Zum erwarteten arithmetischen Mittelwert aus ϕA und ϕB wird ein ganz-
zahliges Vielfaches von pi addiert, was dazu fu¨hrt, dass jede Kombination
aus zwei gemessenen Phasenwerten im Intervall [0, 2pi[ zwei um pi verschie-






ejϕA · ejϕB . (3.65)
Die n-te Wurzel aus einer komplexen Zahl hat genau n Lo¨sungen, die gleich-
ma¨ßig auf dem Einheitskreis verteilt sind. Die Quadratwurzel aus einer
komplexen Zahl hat somit genau zwei Lo¨sungen, deren Phasen sich um pi
unterscheiden [164].
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Da fu¨r jeden Kanal c genau zwei mo¨gliche Lo¨sungen fu¨r (3.29) existieren,
ist die Funktion ϕF,c mit einer wertdiskreten Fehlerfunktion ψ(c) behaftet,
welche 2C mo¨gliche Zusta¨nde besitzt, wobei C die Anzahl der genutzten
Kana¨le ist:
ϕ∗F,c = ϕF,c + ψ(c) mit ψ(c) ∈ {0, pi} . (3.66)
Aufgrund der Eindeutigkeit einer Phaseninformation im Intervall [0, 2pi[
gilt gleichzeitig auch:
ϕ∗F,c = ϕF,c − ψ(c). (3.67)
Die Auswirkungen werden deutlich, wenn die Phasendifferenzfunktion
ϕ∗F,c anstelle von ϕF,c mit Gleichung (3.47) in den Zeitbereich transformiert




F,c = ejϕF,c · ejψ(c),y y y IDFT {·}
Φ∗[k] = Φ[k] ∗ Ψ[k],
(3.68)
mit dem Faltungsoperator ∗. Abbildung 3.12 zeigt die mo¨glichen Auswir-
kungen. Die Fehlerfunktion verfa¨lscht die Systemimpulsantwort auf eine
Weise, die eine Laufzeitdifferenzbestimmung unmo¨glich macht. Dabei ist
d[k] der in einen Abstand transformierte Index k der IDFT nach Gleichung
(3.50).
Zur Vermeidung dieses Effektes kann auf die Mittelung in Gleichung
(3.29) verzichtet werden. Das fu¨hrt jedoch zu einer Halbierung des Eindeu-
tigkeitsbereichs und weiteren Problemen, wie in Kapitel 3.5.1 dargestellt
werden wird. Im Rahmen der vorliegenden Dissertation sind zwei Ansa¨tze
entwickelt worden, um der Halbierung des Eindeutigkeitsbereichs entgegen-
zuwirken. Am 24. Juli 2008 wurden fu¨r die in diesem Kapitel enthaltenen
Ausfu¨hrungen Patentschutz beim Deutschen Patent- und Markenamt be-
antragt, der am 30. September 2010 unter der Nummer DE 10 2008 034
567 B4 erteilt wurde [7]. Diese Ansa¨tze werden in den Kapiteln 3.5.2 und
3.5.3 behandelt.
3.5.1 Halbierung des Eindeutigkeitsbereichs
Ein Ansatz zur Vermeidung der Fehlerfunktion ψ(c) auf der Phasendiffe-
renzfunktion ϕF,c ist der Verzicht auf die paarweise Mittelung der einzelnen
65










































































−15 −5 0 5 15
(f)
Abbildung 3.12: Auswirkung der Fehlerfunktion ψ(c) auf die Scha¨tzung der
Systemimpulsantwort Ψ[k].






































Anschließend mu¨ssen auch die Gleichungen (3.33), (3.38), (3.45), (3.46),
(3.57), (4.9) mit 2 und die Gleichungen (3.49), (3.56) mit 1
2
multipliziert
werden, um weiterhin korrekte Ergebnisse zu erhalten. Ein Nachteil dieser
Vorgehensweise besteht darin, dass nun nicht mehr d0, sondern 2d0 be-
stimmt wird. Der Eindeutigkeitsbereich bei der Messung von d0 halbiert
sich somit, ebenso wie das Auflo¨sungsvermo¨gen von Mehrwegen, die nun
ebenfalls doppelt so lang sind. Das entspricht physikalisch einer Halbierung
der effektiven Bandbreite auf 1
2
Bϕ, obwohl weiterhin eine Bandbreite von
Bϕ eingeschlossen wird. Dieser Nachteil wird mit dem Umstand erkauft,
dass keine Bestimmung der Fehlerfunktion ψ(c) notwendig wird und der
Algorithmus somit in allen Umgebungen eingesetzt werden kann, unabha¨n-
gig vom Kanalmodell und von der Ausgestaltung der Hoppingsequenz.
Die Auswirkung der Halbierung des Eindeutigkeitsbereich in Umgebun-
gen mit starken Mehrwegen ist in Abbildung 3.13 anhand eines Beispiels
verdeutlicht. Die Systemimpulsantwort in 3.13(a) zeigt den Hauptpfad bei
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(b) Halbierter Eindeutigkeitsbereich
Abbildung 3.13: Auswirkung der Halbierung des Eindeutigkeitsbereichs in
Umgebungen mit starken Mehrwegen auf die Systemim-
pulsantwort Φ[k].
5m und einen etwas schwa¨cheren Nebenpfad bei −8m. Nach der Hal-
bierung des Eindeutigkeitsbereichs in 3.13(b) ist der Hauptpfad deutlich
schwa¨cher als ein durch Aliasingeffekte des Nebenpfads entstandener Pfad
bei −1, 5m. Die Laufzeitdifferenzbestimmung anhand des globalen Ma-
ximums mit Gleichung (3.49) liefert fu¨r dieses Beispiel einen Fehler von
6, 5m.
3.5.2 Einfaches Kanalmodell
Ist die in Kapitel 3.5.1 beschriebene Halbierung des Eindeutigkeitsbereichs
und des Auflo¨sungsvermo¨gens nicht hinnehmbar, kann die Annahme eines
Kanalmodells zur Ermittlung der Fehlerfunktion beitragen. Die Rechnung
wird beispielhaft fu¨r ein sehr einfaches Kanalmodell durchgefu¨hrt. Es ist
jedoch auch denkbar, andere Kanalmodelle zu verwenden.
In reflexionsarmen Umgebungen, wie beispielsweise offenen Fla¨chen und
sehr großen Hallen, entha¨lt der Betrag der Systemimpulsantwort idealer-
weise nur ein ausgepra¨gtes Maximum bei der gesuchten Entfernungsdiffe-
renz. Ausgehend von (3.67) gilt fu¨r diese Grundannahme:
Φ∗[k] ∗Ψ[k] != δ[k − k0], (3.70)
mit dem um die unbekannte Entfernungsdifferenz zwischen beiden Sendern
und beiden Empfa¨ngern k0 verschobenen Diracpuls δ[·]. Transformiert in
den Zeitbereich ergibt dies:
ejϕ
∗
F,c · ejψ(c) = ejk0c
⇒ ϕ∗F,c + ψ(c) = k0c. (3.71)
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Um einen einzelnen Peak im Bildbereich zu erhalten, muss die Phase er-
wartungsgema¨ß linear mit der Kanalnummer c ansteigen. Das gilt nur fu¨r
eine a¨quidistante Kanalwahl gema¨ß Gleichung (3.23).










⇔ ϕ∗F,c − 2ϕ∗F,c−1 + ϕ∗F,c−2 = −
(
ψ(c)− 2ψ(c− 1) + ψ(c− 2)
)
⇒ ψ(c) = −
(
ϕ∗F,c − 2ϕ∗F,c−1 + ϕ∗F,c−2
)
− ψ(c− 2)
∀ c = 2, . . . , C − 1.
mit Vereinfachung durch 2ψ(c − 1) = 0. Weil ψ(c) definitionsgema¨ß nur
Werte aus der Menge {0, pi} annehmen kann, muss der in (3.72) ermittelte
Wert ψ(c) fu¨r jedes c auf einen Wert aus dieser Menge phasenrichtig abge-
bildet werden. Dafu¨r ist in der Regel eine Rundungsoperation notwendig,
wobei zweckma¨ßig zum na¨chsten Vielfachen von pi gerundet wird.
Die Fehlerfunktion ψ(c) la¨sst sich also ohne Kenntnis von k0 durch ei-
ne einfache Abfolge von Additionen und Subtraktionen bestimmen, wenn
vorab sinnvolle Annahmen fu¨r ψ(0) und ψ(1) getroffen wurden. Es wird
ψ(0) = 0 angenommen, da ein konstanter Phasenoffset auf ϕF,c auf den
Betrag des IDFT-Operators keine Auswirkung hat. Es ist jedoch unmo¨g-
lich eine Annahme fu¨r ψ(1) zu treffen. Es verbleibt somit eine Zweideu-
tigkeit auf ψ(c), je nachdem, welcher Wert fu¨r ψ(1) aus der Menge {0, pi}
angenommen wird. Die beiden mo¨glichen Entfernungsdifferenzscha¨tzungen
unterscheiden sich um den halben Eindeutigkeitsbereich.
Das Auflo¨sungsvermo¨gen von Mehrwegen wird mit diesem Ansatz wie-
derhergestellt, der Eindeutigkeitsbereich bleibt jedoch halbiert. Eine Wie-
derherstellung des vollen Eindeutigkeitsbereichs ist mo¨glich, wenn eine
Scha¨tzung fu¨r k0 existiert. Aufgrund des sehr einfachen Kanalmodells kann
diese Scha¨tzung mit Hilfe des Algorithmus in Kapitel 3.5.1 gewonnen wer-
den. Auch andere Informationen, wie beispielsweise die Laufzeitdifferenz-
scha¨tzung nF,c gema¨ß Kapitel 3.4.2, ko¨nnen herangezogen werden.
Wenn die Grundannahme des Kanalmodells stimmt und kaum Mehrwege
vorhanden sind, ist dieser Algorithmus gut geeignet, um die volle effekti-
ve Bandbreite Bϕ des Messsystems zu bewahren. Die Ausgestaltung der
Hoppingsequenz spielt dabei keine Rolle. Sollte das Kanalmodell jedoch
falsch gewa¨hlt worden sein, wird die Systemimpulsantwort mit Hilfe dieses
Ansatzes in eine Form gezwungen, die eventuell nur noch wenig mit der
tatsa¨chlichen gemein hat, was wiederum zu einem sehr großen Scha¨tzfehler
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auf der gesuchten Entfernungsdifferenz fu¨hren kann. Da eine große effek-
tive Bandbreite und ein damit einhergehendes hohes Auflo¨sungsvermo¨gen
nur in Mehrwege-behafteten Umgebunden wichtig ist, bringt dieser Ansatz
kaum Vorteile.
3.5.3 Ausnutzung des Signalmodells
Die Ansa¨tze in den beiden vorangegangenen Kapiteln sind nur in Umge-
bungen anwendbar, die eine geringe Mehrwegeausbreitung aufweisen. Fu¨r
beliebige Umgebungen eignet sich dagegen der im Folgenden pra¨sentierte
Ansatz, der Besonderheiten des Signalmodells des in dieser Arbeit pra¨sen-
tierten Ortungssystems vorteilhaft ausnutzt.
In Gleichung (3.29) werden alle gemessenen Phasenwerte in einem Ka-
nal c direkt miteinander verknu¨pft. Eine Unterteilung der gesamten Hop-
pingsequenz in einen Teil links und einen rechts von der Symmetrieachse in
der Mitte des Hoppingschemas erlaubt jedoch eine andere Art der Verknu¨p-
fung. Der linke Teil der Hoppingsequenz wird im Folgenden als Up Ramp
bezeichnet, analog zur Nomenklatur bei FMCW-Radaren. Urspru¨nglich gilt
diese Bezeichnung nur, wenn die Kanalnummer linear mit der Paketnum-
mer ansteigt. Um eine Vergleichbarkeit mit der FMCW-Theorie zu ermo¨g-
lichen, wird der linke Teil jedoch unabha¨ngig von der Ausgestaltung der
Hoppingsequenz als Up Ramp bezeichnet. Analog dazu wird der Teil rechts
von der Symmetrieachse als Down Ramp bezeichnet [128]. Die Phasendif-






















mit den Indizes up fu¨r die Up Ramp und dn fu¨r die Down Ramp. Um die
bisher u¨bliche Phasendifferenz ϕF,c zu erhalten, mu¨ssen beide Teile nur wie








Im Folgenden soll betrachtet werden, welche Erkenntnisse sich aus der Sub-
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Da in (3.75) ein Faktor 1
2
enthalten ist, ist auch auf ϕF,c,sub mit einer
Fehlerfunktion aufgrund der Mehrdeutigkeit der Phaseninformation gema¨ß
(3.64) zu rechnen. Bemerkenswert ist jedoch, dass diese Fehlerfunktion mit



































nup + ndn = nup − ndn , da ejnpi = e−jnpi ∀ n ∈ Z0.
Es gilt somit, die auf ϕ∗F,c,sub,
ϕ∗F,c,sub = ϕF,c,sub ± ψ(c), (3.77)
enthaltene Fehlerfunktion ψ(c) zu bestimmen, um ϕF,c mit den Gleichungen
(3.66) oder (3.67) rekonstruieren zu ko¨nnen.












































































c,dn des Hoppingschemas c
[T ]
p . Sie
beschreiben, welche Paketnummer das Signal in Kanal c des Senders T
innerhalb der Up bzw. Down Ramp hat. Es gilt zu beachten, dass (3.78)
keinen Bezug mehr auf die Signallaufzeiten τ [T,R] oder die Anfangsphasen
der Oszillatoren in den Empfa¨ngern ϕ
[R]
S0 hat. Die einzigen Unbekannten
sind die Radialgeschwindigkeiten τ˙ [T,R] zwischen allen Teilnehmern und




L der Taktgeber in den Sendern bzw.
Empfa¨ngern.
Unter Ausnutzung der auch hier gu¨ltigen Vereinfachungen in (3.31) und
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(3.32) kann (3.78) weiter vereinfacht werden:












































Dabei ist auch beru¨cksichtigt, dass τ˙ [T,R]  1 fu¨r Geschwindigkeiten ga¨n-
giger Transportmittel. Die Fehler der Senderquarze sind nicht mehr ent-
halten. Findet keine Relativbewegung statt und sind die Empfa¨ngerquar-
ze fehlerfrei bzw. mit demselben Fehler behaftet, also fu¨r τ˙ [T,R] = 0 und
δω
[R]




L , ist ϕF,c,sub ≈ 0. In jedem anderen Fall sind
die Relativgeschwindigkeiten und Quarzfehler zumindest konstant fu¨r hin-















mit den beiden konstanten und unbekannten Gro¨ßen k1 und k2. Aus den
Gleichungen (3.26) und (3.28) folgt:
p[T1]c,up − p[T1]c,dn 6= p[T2]c,up − p[T2]c,dn ∀ c = 0, . . . , C − 1. (3.81)
Werden Relativgeschwindigkeiten vorerst vernachla¨ssigt, τ˙ [T,R] = 0, ist



















mit der fu¨r das Hoppingschema charakteristischen Funktion pc.
Wird das Hoppingschema nun so konstruiert, dass pc = const., so kann
die Fehlerfunktion ψ(c) auf ϕ∗F,c,sub sehr einfach bestimmt werden, falls gilt:∣∣∣∣ ddcϕF,c,sub
∣∣∣∣ < pi2 . (3.83)
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Fu¨r das im Rahmen dieser Arbeit aufgebaute Demonstratorsystem und
dessen Parameter in Tabelle 5.1 ergibt sich die Forderung nach einem
maximalen Unterschied zwischen den Fehlern der Empfa¨ngerquarze von∣∣∣δω[R2]L − δω[R1]L ∣∣∣ < 20 ppm. Fu¨r ga¨ngige temperaturkompensierte Quarzos-
zillatoren (TCXO) ist eine Langzeitstabilita¨t von weniger als 10 ppm u¨blich.
Durch Wahl eines kleineren Frequenzhubs oder zeitlich ku¨rzeren Hops kann
die Forderung zudem weiter entspannt werden.
Ist die Forderung in (3.83) erfu¨llt und die charakteristische Funktion pc
der Hoppingsequenz konstant, kann die Fehlerfunktion ψ(c) durch Einset-



























⇒ ψ(c) = ψ(c− 1) + k − ϕ∗F,c,sub + ϕ∗F,c−1,sub ∀ c = 1, . . . , C − 1.
Die konstante Gro¨ße k ist unbekannt, kann fu¨r den Algorithmus jedoch zu
k = 0 angenommen werden, da nach jedem Rechenschritt der neue Wert
ψ(c) auf das na¨chste ganzzahlige Vielfache von pi gerundet und anschließend
phasenrichtig auf einen Wert aus der Menge {0, pi} abgebildet werden muss.
Fu¨r |k| < pi/2 fu¨hrt dieses Vorgehen auch dann zum richtigen Ergebnis,
wenn k fa¨lschlicherweise zu 0 angenommen wurde. Es wird erneut ψ(0) = 0
angenommen, ohne den Betrag des IDFT-Operators zu beeinflussen. Die
Fehlerfunktion ψ(c) ist nun bekannt und kann von ϕ∗F,c gema¨ß Gleichung
(3.66) oder (3.67) durch Subtraktion bzw. Addition entfernt werden.
Es bleibt zu kla¨ren, fu¨r welche Hoppingsequenzen die charakteristische
Funktion pc konstant ist. Nach (3.82) muss dafu¨r der Abstand ∆p zwi-
schen beiden Sendern wa¨hrend der Up Ramp und der Down Ramp jeweils
konstant, also unabha¨ngig von der Kanalnummer c, sein. Da mit (3.26)
zusa¨tzlich Symmetrie um die Mitte der Hoppingsequenz gefordert ist, kann
die Forderung nur fu¨r lineare Up und Down Ramps erfu¨llt werden. Die
Menge aller mo¨glichen Hoppingschemata gema¨ß Kapitel 3.3.1 wird durch
die Forderung nach einer konstanten charakteristischen Funktion demnach
sehr stark eingeschra¨nkt. Es verbleiben lediglich zwei grundsa¨tzliche For-
men u¨brig mit dem zeitlichen Abstand zwischen beiden Sendern ∆p als
Parameter, wie Abbildung 3.14 zeigt.
Fu¨r nicht konstante charakteristische Funktionen pc, also fu¨r Hoppingse-
quenzen, deren Up und Down Ramps nicht u¨ber den gesamten Frequenz-
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Abbildung 3.14: Mo¨gliche Hoppingschemata zur Vermeidung von Mehr-
deutigkeiten.
bereich linear sind, ergibt sich an jeder Unstetigkeit ein mitunter großer
Sprung auf ϕ∗F,c,sub, so dass bei der Rekonstruktion der Fehlerfunktion ψ(c)
pro Unstetigkeit eine Zweideutigkeit auf ψ(c) hinzukommt. Von der Ver-
wendung solcher Hoppingsequenzen sollte bei Anwendung dieses Ansatzes
zur Wiederherstellung der Eindeutigkeit daher abgesehen werden.
Wa¨hrend der Herleitung wurde von Gleichung (3.80) zu (3.82) ange-
nommen, dass die Radialgeschwindigkeiten der Sender und Empfa¨nger un-
tereinander Null sind. Tatsa¨chlich kann es jedoch vorkommen, dass die
Wiederherstellung der Eindeutigkeit auch bei Bewegung der Teilnehmer
zueinander stattfinden muss [129]. In dem Zusammenhang wird auf den
geringen Einfluss der Geschwindigkeitsterme τ˙ [T,R] verwiesen, wie er selbst
fu¨r hohe Geschwindigkeiten in Abbildung 3.6 identifiziert wurde. Um (3.84)
auch bei Relativbewegung anwenden zu ko¨nnen, sollte daher die doppelte
maximale Geschwindigkeit in Ungleichung (3.83) beru¨cksichtigt werden.
Fu¨r eine maximale Geschwindigkeit von 100m/s ergibt sich nach (3.1)
τ˙ [T,R] ≤ 0, 33 ppm und somit ein verbleibender maximaler Quarzfehler von∣∣∣δω[R2]L − δω[R1]L ∣∣∣ < 19, 3 ppm.
Der große Vorteil des in diesem Kapitel pra¨sentierten Ansatzes ist des-
sen Unabha¨ngigkeit von einem Kanalmodell und anderen Voraussetzungen
bezogen auf die Messumgebung. Der Eindeutigkeitsbereich und das Auflo¨-
sungsvermo¨gen von Mehrwegen wird vollsta¨ndig wiederhergestellt, so dass
die gesamte effektive Bandbreite Bϕ des Messsystems genutzt werden kann.
Nachteilig wirkt sich dagegen aus, dass nur lineare und stetige Hopping-
sequenzen genutzt werden ko¨nnen und zudem Einschra¨nkungen bezu¨glich
der maximalen Empfa¨ngerquarzfehler gemacht werden mu¨ssen.






Ein Scha¨tzwert der Laufzeitdifferenz in einem TDOA-basierten Funkor-
tungssystem kann fu¨r jede Kombination aus zwei Empfa¨ngern gebildet wer-
den, wobei die Reihenfolge der beiden Empfa¨nger innerhalb der Kombina-
tion keine Rolle spielt. Die maximale Anzahl der Empfa¨ngerkombinationen








2(E − 2)! , (4.1)
mit der Zahl der Empfa¨nger E. Tabelle 4.1 gibt die Zahl der Empfa¨nger-










Empfa¨nger, die das Signal eines Senders nicht empfangen ko¨nnen, nehmen
nicht an der Ortung teil. Je nach Geometrie der Ra¨umlichkeiten, in de-
nen die Infrastruktur installiert ist, und in Abha¨ngigkeit von der Position
des mobilen Senders und der Referenzsender, sinkt die Zahl der nutzbaren
Empfa¨ngerkombinationen. Die minimal beno¨tigte Anzahl von Empfa¨ngern
fu¨r eine eindimensionale Ortung betra¨gt zwei, fu¨r eine zweidimensionale
drei und fu¨r eine dreidimensionale vier, da neben den Koordinaten des
Senders auch ein zeitlicher Offset zur Synchronisation der Empfa¨nger mit
dem mobilen Sender gescha¨tzt werden muss.
Die pro Empfa¨ngerkombination bestimmten Laufzeitdifferenzen τ0 ko¨n-
nen auf unterschiedliche Weise derart miteinander verknu¨pft werden, dass
eine Ortsbestimmung der mobilen Sender in der Ebene oder im Raum er-
mo¨glicht wird. Im Folgenden wird davon ausgegangen, dass nur genau zwei
E 2 3 4 5 6 7 8 9 10 100
K 1 3 6 10 15 21 28 36 45 4950
Tabelle 4.1: Zahl der Empfa¨ngerkombinationen K bei E Empfa¨ngern.
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Sender an der Ortsbestimmung teilnehmen, na¨mlich der mobile Sender
T1 und ein, von allen Empfa¨ngerkombinationen sichtbarer, Referenzsen-
der T2. Eine gemessene Laufzeitdifferenz wird als τ
x,y
0 bezeichnet, mit den
beiden an der Kombination beteiligten Empfa¨nger Rx und Ry und mit
x, y = 1, 2, . . . , E.
Kapitel 4.1 zeigt, wie die Ortsbestimmung durch Aufstellen eines u¨ber-
bestimmten Gleichungssystems gelo¨st werden kann. Heute ha¨ufig verwen-
dete Optimierungsverfahren finden sich in Kapitel 4.2. Ein Ansatz, der gut
zur Beurteilung der Rohgenauigkeit des Ortungssystems verwendet werden
kann, ist in Kapitel 4.3 dargestellt. In Kapitel 4.4 wird ein Kalman-Filter
vorgestellt, das ein Bewegungsmodell zur Pra¨diktion des Ortes verwendet.
Ein moderner Ansatz, der in der Lage ist, mehrere Hypothesen gleichzeitig
zu verfolgen, ist in Kapitel 4.5 nachzulesen.
Alle vorgestellten Lo¨sungsansa¨tze sind sowohl in der Ebene als auch im
Raum anwendbar.
4.1 Hyperbelschnittverfahren
Fu¨r jede Empfa¨ngerkombination kann eine Gleichung aufgestellt werden,
die den Zusammenhang zwischen den bekannten Positionen der Empfa¨nger
und des Referenzsenders, der unbekannten Position des mobilen Senders so-
wie den gemessenen Laufzeitdifferenzen τx,y0 bildet, siehe auch Abbildungen
3.1 und 3.2 sowie Gleichungen (3.1) und (3.3):
τx,y0 c0 = r
[T1,Rx]
0 − r[T1,Ry ]0 − r[T2,Rx]0 + r[T2,Ry ]0 (4.3)
= |P Rx − P T1| −
∣∣P Ry − P T1∣∣− |PRx − P T2 |+ ∣∣PRy − P T2∣∣ .
Die kartesischen Koordinaten des Gera¨ts J seien in dem Vektor P J =
(xJ , yJ , [zJ ]) zusammengefasst. Bei K Empfa¨ngerkombinationen ergibt sich
ein Gleichungssystem mit K Gleichungen zur Bestimmung der zwei oder
drei unbekannten Eintra¨ge des Vektors P T1 . Da die letzten beiden Terme
von (4.3) a priori bekannt und konstant sind, ko¨nnen sie zusammengefasst
und das Gleichungssystem vereinfacht werden:
τx,y0 c0 + dRx,Ry ,T2 = |PRx − P T1| −
∣∣P Ry − P T1∣∣ , (4.4)
dRx,Ry ,T2 = |PRx − P T2 | −
∣∣P Ry − P T2∣∣ = const. (4.5)
Gleichung (4.4) weist die Struktur einer Hyperbel im zweidimensiona-
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Abbildung 4.1: Beispiel eines Hyperbelschnitts mit 4 Empfa¨ngern in der
Ebene. Die 6 Hyperbeln der 6 Empfa¨ngerkombinationen
schneiden sich im Aufenthaltsort des mobilen Senders T1.
sich der Name Hyperbelschnittverfahren erkla¨rt. Die Empfa¨ngerpositionen
sind die Brennpunkte der Hyperbeln, und die Menge aller Punkte P T1 ,
die das Gleichungssystem erfu¨llen, kommen als Aufenthaltsort des mobilen
Senders T1 in Frage. Abbildung 4.1 verdeutlicht den Hyperbelschnitt in der
Ebene. Eine gute Abhandlung u¨ber die geometrischen Zusammenha¨nge am
Beispiel des mittlerweile außer Dienst gestellten maritimen und aeronau-
tischen Funknavigationssystems LORAN findet sich in [165]. Geschlossene
Lo¨sungen des Gleichungssystems sind ebenfalls bekannt, beispielsweise der
Bancroft-Algorithmus [166].
Es ist leicht ersichtlich, dass das in der Regel u¨berbestimmte Gleichungs-
system bei realen, also beispielsweise verrauschten, Messwerten τx,y0 keine
Lo¨sung hat. Bei ungu¨nstiger Wahl der Empfa¨nger- und Referenzsender-
positionen ist zudem eine sehr große Lo¨sungsmenge mo¨glich. Die Lo¨sung
des nichtlinearen Systems erfordert einen aufwendigen Algorithmus. Spe-
ziell bei Ortungssystemen, die eine Kanalimpulsantwort messen, stellt die
Konzentration der gesamten Impulsantwort auf den sta¨rksten Pfad einen
großen Informationsverlust dar. Aus den genannten Gru¨nden wird auf die
explizite Lo¨sung des Gleichungssystems (4.4) verzichtet. Stattdessen wur-
den im Lauf der Zeit andere Verfahren entwickelt, die eine implizite Lo¨sung
liefern und auf Messfehler deutlich toleranter reagieren.
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4.2 Least-Squares-Verfahren
Neben der direkten Lo¨sung des Gleichungssystems (4.4) ist auch eine For-
mulierung als Optimierungsproblem mo¨glich, bei dem das Minimum einer
quadratischen Kostenfunktion die optimale Lo¨sung im Sinne der minimalen
quadratischen Abweichung darstellt:
P T1 = argmin
P
( ∣∣P Rx − P ∣∣− ∣∣P Ry − P ∣∣− (τx,y0 c0 + dRx,Ry ,T2))2 .
(4.6)
Fu¨r die Lo¨sung von (4.6) und damit verwandten Gleichungen existiert
heute eine große Zahl von Ansa¨tzen, die sich hinsichtlich der Anzahl der
beno¨tigten Rechenschritte, der erzielbaren Genauigkeit und der, fu¨r die
Algorithmenimplementierung wichtigen, Vorhersagbarkeit der Laufzeit un-
terscheiden. Eine Linearisierung des TDOA-Problems findet sich in [167],
doch auch nichtlineare Lo¨sungen sind bekannt [12]. Eine Transformation
in spha¨rische Gleichungen findet sich in [168, 169]. Ein moderner Ansatz
mit Constrained Linear Least Squares, also einer Optimierung eines linea-
ren Problems unter Beru¨cksichtigung von Randbedingungen, findet sich in
[170].
Einen direkten Vergleich zwischen einem geschlossenen Ansatz von Ban-
croft und einem Least-Squares-Verfahren stellt [171] an. Sind einzelne Mes-
sungen mit Ausreißern behaftet, ist der geschlossene Ansatz unterlegen.
4.3 Grid-Search-Verfahren
Motiviert durch die große Informationsmenge, die bei Ortungssystemen
anfa¨llt, deren Scha¨tzgro¨ße aus einer gemessenen Kanal- oder Systemimpul-
santwort extrahiert wird, wurde fu¨r das in dieser Arbeit entwickelte Sys-
tem ein Grid-Search-Verfahren implementiert, das nicht nur den sta¨rksten
Pfad, sondern die gesamte Systemimpulsantwort ausnutzt. Dazu wird ein
zwei- oder dreidimensionales Gitter (Grid) aufgebaut, dessen Stu¨tzstellen
a¨quidistant sind und das den Messraum repra¨sentiert. Die mit Gleichung
(3.47) berechneten Systemimpulsantworten aller Empfa¨ngerkombinationen
werden nach Gleichung (4.3) auf dieses Grid projiziert.
Die Systemimpulsantwort Φ[k] wird als inverse, diskrete Fouriertrans-
formation auf den berechneten Phasendifferenzwerten ϕF,c in C Kana¨len
berechnet. Gesucht ist die induzierte Phasenverschiebung fips, die fu¨r feh-
lerfrei messende Systeme und fu¨r reine AWGN-Kana¨le tatsa¨chlich monofre-
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quent ist. Unter realen Bedingungen wird sich jedoch eine Summation un-
terschiedlich gewichteter und zeitverzo¨gerter Pfade ergeben, so dass |Φ[k]|
in der Regel mehrere unterschiedlich große lokale Maxima aufweist. Da
eine Fouriertransformation als Optimalfilter (matched filter) fu¨r harmoni-
sche Signale konstanter Frequenz aufgefasst werden kann, zeigt uns |Φ[k]|
als Korrelationsergebnis die Wahrscheinlichkeit an, mit der ein Signal einer
bestimmten Frequenz in dem Verlauf von ϕF,c enthalten ist. Voraussetzung
dafu¨r ist die Normierung der Systemimpulsantwort der Empfa¨nger x und





Die Verknu¨pfung der normierten Systemimpulsantworten der einzelnen
Empfa¨ngerkombinationen geschieht mittels Multiplikation, um der Inter-
pretation als Wahrscheinlichkeiten gerecht zu werden. Die Vorschrift zur
Berechnung der Kostenfunktion G des Grids an der Stu¨tzstelle P lautet
somit:
G (P ) =
∏
∀x,y
Φ∗x,y [g (x, y,P )] , (4.8)
mit dem Index g (x, y,P ),
g (x, y,P ) = −2pi∆fR
c0
(
|PRx − P | −
∣∣PRy − P ∣∣− dRx,Ry ,T2) , (4.9)
der auf eine ganze Zahl gerundet und beim Verlassen des Wertebereichs
wieder in den Bereich projiziert werden muss. Andere Verfahren verknu¨pfen
die Impulsantworten additiv, beispielsweise SAR [172].
Letztendlich wird das absolute Maximum im gesamten Grid gesucht und
als zwei- oder dreidimensionale Position des mobilen Senders ausgewiesen:
P T1 = argmax
P
G (P ) . (4.10)
Der Vorteil dieses Verfahrens ist der skalierbare und dennoch determinis-
tische Rechenaufwand. Einzelne Empfa¨ngerkombinationen ko¨nnen flexibel
ausgelassen werden. Große Ausreißer wirken sich nicht sehr stark auf die
Positionsscha¨tzung aus, wenn sie zwischen den Empfa¨ngerkombinationen
unkorreliert sind und dadurch eine geringe Gesamtwahrscheinlichkeit im
Grid bewirken. Fu¨r die Charakterisierung des in dieser Arbeit entwickelten
Ortungssystems ist das Grid-Search-Verfahren sehr gut geeignet, da es kein
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(b) Auflo¨sung 0, 1m
Abbildung 4.2: Zweistufiges Grid-Search-Verfahren mit 4 Empfa¨ngern
(weiße Kreise) in der Ebene. Der Referenzsender ist als wei-
ßes, der Mobilsender als schwarzes Kreuz dargestellt. Eine
helle Fu¨llfarbe entspricht einem großen G, eine dunkle Fu¨ll-
farbe einem kleinen G.
Modell der Senderbewegung benutzt und keine Filter anwendet, und somit
die Beurteilung der Rohgenauigkeit des Messsystems erlaubt.
Nachteilig sind der hohe Rechenaufwand und der große Speicherbedarf
pro Messung fu¨r große Ra¨ume und kleine Grid-Absta¨nde. Sollten diese
Kriterien den Einsatz des Grid-Search-Verfahrens behindern, empfiehlt sich
eine Vorgehensweise, die dem Hineinzoomen in ein Bild a¨hnelt: Im ersten
Schritt wird ein Grid mit großen Absta¨nden berechnet. In dem groben Grid
wird das absolute Maximum gesucht und an dieser Stelle ein neues, deutlich
feineres Grid kleiner Abmessung aufgezogen, das zur Bestimmung der fein
aufgelo¨sten Position herangezogen wird. Abbildung 4.2 verdeutlicht solch
ein zweistufiges Vorgehen beispielhaft.
Beispiele fu¨r TDOA-Ortungssysteme, die zur Positionsscha¨tzung Grid-
Search-Verfahren einsetzen finden sich in [9, 89]. Aufgrund der stetig wach-
senden verfu¨gbaren Ressourcen Rechenleistung und Speicher in modernen
Signalverarbeitungssystemen, finden sich in ju¨ngster Zeit vermehrt Grid-





Die probabilistischen Filter wurden 1949 von Wiener mit einer wegwei-
senden Vero¨ffentlichung begru¨ndet, die sich intensiv mit dem Einfluss sto-
chastischer Gro¨ßen auf die Scha¨tzung und Regelung von Zustandsgro¨ßen
bescha¨ftigte [178]. In den Jahren 1960 bis 1961 wurden durch Kalman [179]
und Bucy [180] die Grundlagen fu¨r eine Klasse von Filtern gelegt, die den
mittleren quadratischen Fehler einer Messung gegenu¨ber der Vorhersage
eines Modells minimieren ko¨nnen. Dieser als Kalmanfilter (KF) bekannt-
gewordene Ansatz wurde vermutlich erstmals bei den Apollomissionen der
NASA eingesetzt, um die Navigation von Weltraumfahrzeugen pra¨ziser zu
gestalten.1 Kalmanfilter basieren auf einem Zustandsmodell, das die Vera¨n-
derung eines Zustandsvektors zwischen zwei Zeitpunkten beschreibt, und
einem Beobachtungsmodell, das einen Zustandsvektor, dessen Komponen-
ten mitunter nicht direkt messbar sind, auf messbare Gro¨ßen abbildet. Die
Modelle mu¨ssen linear sein und ihre Verknu¨pfung mit dem Zustandsvektor
xk und dem Mess- oder Ausgangsvektor yk wird beschrieben durch:
xk = F k · xk−1 +wk, (4.11)
yk =Hk · xk + vk, (4.12)
mit dem vorherigen Zustand xk−1 und den Rauschvektoren wk und vk,
die durch die Kovarianzmatrizen Q bzw. R charakterisiert werden. Da die
Messung dieser Gro¨ßen meist erschwert ist, werden sie ha¨ufig analytisch
modelliert. Die Matrizen F k und Hk beschreiben lineare Zustandsu¨ber-
ga¨nge. Gleichungen (4.11) und (4.12) bilden somit einen ra¨umlichen Gauß-
Markov-Prozess. Die Besonderheit gegenu¨ber a¨lteren Ansa¨tzen ist, dass
die mit dem Zustandsvektor xk verknu¨pfte Kovarianzmatrix P k bei jedem
Filterschritt aktualisiert wird. F k und Hk ko¨nnen ebenfalls zu jedem Fil-
terschritt angepasst werden, auch wenn diese Forderung zum Zeitpunkt der
ersten Vero¨ffentlichungen noch nicht bestand.
Ein Filtervorgang mit einem Kalmanfilter wird in zwei Abschnitte un-
terteilt: Vorhersage und Korrektur. Die Vorhersage unterteilt sich weiter
in die Zustandsvorhersage sowie die Scha¨tzung der Zustandskovarianzma-
trix. Die Korrektur besteht aus der Berechnung der sogenannten Kalman-
Versta¨rkung und der Aktualisierung des Zustands und der Zustandskova-
rianzmatrix. Vor der ersten Anwendung sind dabei Grundannahmen u¨ber
x0, P 0, Q, R, F 0 und H0 zu treffen.
1Diese Aussage entstammt einer frei zuga¨nglichen Enzyklopa¨die im World Wide Web
und ist nicht belegt. Angesichts der technischen Herausforderungen dieser Zeit ist
sie dennoch plausibel.
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Fu¨r die Zustandsvorhersage und die Vorhersage der Zustandskovarianz-
matrix gilt:
x′k = F k · xk−1, (4.13)
P ′k = F k · P k−1 · F Tk +Q. (4.14)






Hk · P ′k ·HTk +R
)−1
. (4.15)
Nur wenn der Zustandsraum linear ist, stellt die mit (4.15) beschriebene
Gewichtungsmatrix Kk eine Optimallo¨sung dar [179].
Die korrigierte Scha¨tzung des Zustandsvektors, basierend auf dem ak-




k +Kk (yk −Hk · x′k) , (4.16)
P k = (I −Kk ·Hk) · P ′k, (4.17)
mit der Einheitsmatrix I. Der durch (4.13)-(4.17) festgelegte Algorith-
mus wiederholt sich fu¨r jede neue Messung mit a¨quidistanten Zeitabsta¨n-
den. Doch auch unregelma¨ßig abgetastete Systeme lassen sich filtern, wenn
das zeitvera¨nderliche Abtastzeitintervall T (t) in das Modell aufgenommen
wird.
Die Anwendung eines Kalmanfilters zur Positionsscha¨tzung in einem
TDOA-basierten Ortungssystem erfordert die Modellierung der einzelnen
Gro¨ßen. Der Zustandsvektor xk entha¨lt zweckma¨ßig die unbekannte Positi-
on P T1 des mobilen Senders und die Eintra¨ge des Geschwindigkeitsvektors
in einem lokalen Koordinatensystem. Bei sehr dynamischen Bewegungen
des Mobilsenders wird ha¨ufig auch der Beschleunigungsvektor in den Zu-
standsvektor aufgenommen. Die Matrix F k zur Beschreibung des Zustands-
u¨bergangs stellt somit ein Bewegungsmodell in der Ebene oder im Raum
dar, je nach gewa¨hlter Dimensionalita¨t. Der Messvektor yk entha¨lt die ge-
messenen Laufzeitdifferenzen aller Empfa¨ngerkombinationen. Die Schwie-
rigkeit besteht nun darin, das nichtlineare Gleichungssystem (4.3) in die
Matrix Hk fu¨r eine lineare Abbildung des Zustandsvektors auf den Mess-
vektor zu u¨berfu¨hren.
Die Theorie des sogenannten erweiterten Kalmanfilters (EKF) [181] er-
setzt die linearen Transfermatrizen F k und Hk durch nichtlineare Funk-
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tionen f (x) und h (x):
xk = f (xk−1) +wk, (4.18)
yk = h (xk) + vk. (4.19)
Die Zustandsvorhersage in (4.13) wird somit zu:
x′k = f (xk−1) . (4.20)
Die Vorhersage der Zustandskovarianzmatrix in (4.14) la¨sst sich dagegen
nicht direkt mit der nichtlinearen Funktion durchfu¨hren, weshalb diese um









Die Vorhersage der Zustandskovarianzmatrix erfolgt mit:
P ′k = F
′
k · P k−1 · F ′Tk +Q. (4.22)
Die Kalmanversta¨rkung in (4.15) la¨sst sich ebenfalls nicht direkt mit der












k ·H ′Tk ·
(
H ′k · P ′k ·H ′Tk +R
)−1
. (4.24)
Wa¨hrend die Korrektur des Zustandsvektors mit der nichtlinearen Funk-
tion h (x) erfolgen kann, muss zur Korrektur der Zustandskovarianzmatrix
erneut die linearisierte Form verwendet werden:
xk = x
′
k +Kk (yk − h (x′k)) , (4.25)
P k = (I −Kk ·H ′k) · P ′k. (4.26)
Das erweiterte Kalmanfilter, beschrieben durch die Gleichungen (4.20)-
(4.26), ist in der Lage, die Position, Geschwindigkeit und, falls notwen-
dig, auch Beschleunigung eines Mobilsenders in einem TDOA-basierten
Ortungssystems zu scha¨tzen. Die Scha¨tzung erfolgt jedoch nicht mehr nach
einem Optimalkriterium aufgrund der Vernachla¨ssigung nichtlinearer Ter-
me, was unter anderem zu Divergenz fu¨hren kann. Eine Anwendung auf
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TDOA-Systeme findet sich beispielhaft in [182, 183]. Eine Anwendung auf
ein RTOF-System findet sich in [130].
Ein moderner Ansatz zur Reduzierung des Scha¨tzfehlers und zur Er-
ho¨hung der Robustheit bei Verwendung nichtlinearer Modelle ist das so-
genannte Unscented Kalmanfilter (UKF) [184]. Zur Vorhersage der Zu-
standskovarianzmatrix wird dabei keine Linearisierung der Modellgleichun-
gen durchgefu¨hrt, sondern mehrere sogenannte Sigma-Punkte, die nach ei-
ner gegebenen Gesetzma¨ßigkeit im Zustandsraum um den Zustandsvektor
verteilt sind, nichtlinear transformiert. Aus dem Ergebnis dieser Transfor-
mation la¨sst sich die Zustandskovarianz deutlich genauer vorhersagen als
durch bloße Vernachla¨ssigung aller nichtlinearen Terme einer Taylorreihen-
Entwicklung wie beim EKF. Aufgrund der hohen Komplexita¨t dieses An-
satzes wird auf eine detaillierte Darstellung in dieser Arbeit verzichtet, eine
Anwendung auf Ortungssysteme findet sich jedoch beispielsweise in [70].
4.5 Multihypothesenfilter
Neben den bereits angesprochenen Schwierigkeiten von Kalmanfiltern und
erweiterten Kalmanfiltern mit linearen Modellen und nicht-gaußschem Pro-
zessrauschen, existiert eine weitere Unzula¨nglichkeit, die gerade beim Auf-
spu¨ren und Verfolgen von Objekten in Ortungsverfahren problematisch sein
kann. Kalmanfilter ko¨nnen zu jedem Zeitpunkt nur eine Hypothese verfol-
gen und lassen sich nur durch Reinitialisierung dazu bringen, bei man-
gelnder Konvergenz nach einer passenderen Hypothese zu suchen. Bei Na-
vigationssystemen treten Zusta¨nde mit mehreren, anfangs gleichwertigen
Hypothesen jedoch sehr ha¨ufig auf, beispielsweise bei dem Befahren einer
von mehreren parallel und in geringem Abstand zueinander verlaufenden
Straßen, oder beim Durchfahren eines Tunnels mit mehreren Ausga¨ngen
ohne Sichtkontakt zu GPS-Satelliten. In beiden Fa¨llen muss das Navigati-
onssystem mehrere Hypothesen nebeneinander verfolgen und mit der Zeit,
wenn sich eine Hypothese als wahrscheinlicher herausstellt, die anderen
nach und nach fallen lassen. Ebenso treten mit der Zeit neue Hypothesen
hinzu, deren Wahrscheinlichkeit groß genug ist, um sie wiederum fu¨r einige
Zeit zu verfolgen.
Beru¨hmte Vertreter dieserMultihypothesenfilter sind sequenzielle Monte-
Carlo-Verfahren, auch als Partikelfilter bekannt. Grundgedanke ist die Ver-
folgung nicht eines, sondern mehrerer Zustandsvektoren, hier Partikel ge-
nannt, gleichzeitig unter Angabe von Gewichtungen. Die Erforschung be-
gann 1990 und wird bis heute fortgefu¨hrt, ein wichtiger Entwicklungsschritt
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wurde durch [185, 186] begru¨ndet.
Wichtigstes Dimensionierungsmerkmal eines Partikelfilters ist die Anzahl
der Partikel, welche meist direkt von der verfu¨gbaren Hardware in Form
von Rechenleistung und Speicher, und von der verlangten Aktualisierungs-
rate des Filters abha¨ngt. Eine ho¨here Partikelzahl bedeutet dabei generell
eine Verbesserung der Scha¨tzung. Der Einschwingvorgang wird dagegen
eher von ku¨rzeren Aktualisierungsintervallen verbessert, es muss somit ein
Kompromiss gefunden werden. Einige Tausend Partikel sind heute meist
das Minimum.
Die Initialisierung des Filters geschieht durch sogenanntes Sampling. Da-
bei werden die Zustandsvektoren der Partikel nach einer Vorschrift erzeugt
und gewichtet. In der Regel geht man dabei von einer bekannten Dichte-
funktion aus und platziert die Partikel so, dass deren Anzahl und Gewichte
mit steigender Wahrscheinlichkeit ansteigt. Die Partikel eines Ortungssys-
tems, das in einem kleinen Raum angewendet wird, ko¨nnten beispielsweise
gleichverteilt mit gleicher Gewichtung sein, da keine Vorzugsposition des
Mobilsenders existiert. Das Sampling wird ha¨ufig nicht nur einmalig bei
der Initialisierung durchgefu¨hrt. Stattdessen wird regelma¨ßig u¨berpru¨ft,
ob noch genu¨gend Partikel mit ausreichend hoher Gewichtung innerhalb
vorgegebener Grenzen des Zustandsvektors existieren. Ist dies nicht der
Fall, wird ein Resampling durchgefu¨hrt, das im einfachsten Fall einer Rei-
nitialisierung gleichkommt. Existieren dagegen noch verwertbare Informa-
tionen aus fru¨heren Filterschritten, beispielsweise die ungefa¨hre letzte Auf-
enthaltsposition und Geschwindigkeit des Mobilsenders, ko¨nnen diese zur
gezielteren Platzierung der Partikel genutzt werden. Die optimierte Aus-
gestaltung des Resampling-Schritts ist Gegenstand aktueller Forschungen
[187, 188, 189].
Das Filter selber gliedert sich in die Schritte Auswahl, Zustandsscha¨t-
zung, Messung und Gewichtung, die wiederholt nacheinander ausgefu¨hrt
werden, bis ein Resampling notwendig wird. Im Auswahlschritt werden
Partikel nach einer Vorschrift pseudo-zufa¨llig so ausgewa¨hlt, dass Partikel
mit ho¨herem Gewicht ha¨ufiger gewa¨hlt werden als solche mit niedrigem.
Das fu¨hrt dazu, dass etliche Partikel gelo¨scht und viele dupliziert werden.
Anschließend werden die neuen Zusta¨nde aller Partikel anhand einer U¨ber-
gangsvorschrift gescha¨tzt. Im einfachsten Fall kann dies ein lineares Modell
wie in (4.11) sein, doch auch andere Vorschriften sind denkbar. Durch eine
Messung wird nun ein Beobachtungsvektor ermittelt und die Partikel an-
hand der Verteilungsfunktion der Messanordnung gewichtet und u¨ber alle
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∣∣∣xk = s(j)k ) , (4.27)
mit dem Gewicht pi
(n)
k des n-ten Partikels im Filterschritt k, der Anzahl
der Partikel N , dem Beobachtungsvektor zk und dem Zustandsvektor des
n-ten Partikels s
(n)
k . p(zk|xk) beschreibt dabei die Wahrscheinlichkeit, mit
der der Zustand xk bei Beobachtung von zk vorliegt. Diesem Filterschritt
liegt die Eingliederung der Partikelfilter in die Klasse der probabilistischen
oder auch Bayes-Filter zugrunde. Das Partikelfilter hat seinen Zyklus mit
der Gewichtung beendet. Meist wird noch das Partikel mit dem ho¨chsten
Gewicht als aktuell beste Lo¨sung pra¨sentiert, wa¨hrend das Partikel mit
der zweitho¨chsten Gewichtung die zweite Hypothese darstellt, die jedoch
ha¨ufig nicht visualisiert wird.
Die Darstellung zeigt, dass Partikelfilter keine starre Rechenvorschrift
bilden wie beispielsweise Kalmanfilter, sondern stattdessen ein Geru¨st dar-
stellen, das mit eigenen Modellen und Vorschriften gefu¨llt werden muss.
Fu¨r Ortungssysteme, die Objekte verfolgen (engl. to track), gibt beispiels-
weise [190] solch ein Partikelfiltermodell wieder. Fu¨r die dreidimensionale
Verfolgung von Tieren wurde in [131] ein Kalman-basiertes Partikelfilter
eingesetzt.
Ein Vorteil eines Partikelfilters gegenu¨ber eines Kalmanfilters ist, a¨hn-
lich wie beim Grid-Search-Algorithmus, die Mo¨glichkeit, die gesamte Sys-
temimpulsantwort auszunutzen und nicht nur deren lokale Maxima. Auf
eine Implementierung im Rahmen dieser Arbeit wurde dennoch verzichtet
zugunsten der Vergleichbarkeit mit den Ortungssystemen in [9, 89], auch
wenn dank der Arbeiten von [70] ein leistungsfa¨higes Framework zur Im-




Zur Demonstration der in Kapitel 3 hergeleiteten Zusammenha¨nge zur ko-
ha¨renten Kombination von Kommunikationssignalen wurde ein System, be-
stehend aus zwei Sendern und sechs Empfa¨ngern, aufgebaut. Das System
wurde fu¨r Messungen im Freien und in unterschiedlichen Ra¨umen verwen-
det. Nach Abschluss dieser Arbeit wurde das System an die Siemens AG
Industry Automation in Karlsruhe u¨bergeben. Dort ist es weiterhin zu De-
monstrationszwecken in der sogenannten Smart Automation, einer Prozess-
und Fertigungsautomatisierungsanlage, installiert.
5.1 Systemkonzept
Ziel war es, ein System gema¨ß der in Kapitel 3 dargestellten koha¨renten
Kombination von standardkonformen Kommunikationssignalen zu entwi-
ckeln, das zu Demonstrationszwecken jederzeit vorfu¨hrbereit ist. Als In-
stallationsort wurde die Smart Automation in Karlsruhe gewa¨hlt, ein L-
fo¨rmiger Raum mit den in Abbildung 5.1 dargestellten Abmessungen. In
dem Raum werden unterschiedliche Produkte der Siemens AG fu¨r die
Prozess- und Fertigungsautomatisierung demonstriert. Abbildung 5.2 zeigt
den Raum und einen installierten Empfa¨nger des Ortungssystems.
Aufgrund der großen prozesstechnischen Anlagen wurden sechs Einbau-
positionen fu¨r Empfa¨nger ausgewa¨hlt, die ebenfalls in Abbildung 5.1 ein-
gezeichnet sind. Ein ortsfest installierter Referenzsender und ein mobiler
Handsender komplettieren das Ortungssystem. Die Einbauho¨hen der Emp-
fa¨nger und des Referenzsenders betragen jeweils 2, 7m, was zu einer Plat-
zierung aller Gera¨te knapp unterhalb der 3m hohen Decke fu¨hrt. Eine un-
gesto¨rte, direkte Sichtverbindung aller Empfa¨nger zum Referenzsender ist
gegeben. Die Ortung soll in zwei Dimensionen, das heißt in der Fla¨che, er-
folgen. Die Ho¨he des mobilen Senders wird nicht mitgescha¨tzt, sondern als
konstant angenommen. Die sechs Empfa¨nger sind mittels Ethernet-Kabeln
mit einem PC verbunden. Die Scha¨tzung der Phasen- und Laufzeitdiffe-
renzen findet in den Empfa¨ngern statt, die endgu¨ltige Positionsscha¨tzung
nimmt eine Software vor, die auf dem PC la¨uft.















Abbildung 5.1: Grundriss des Demoraums mit Hauptabmessungen. Raum-
ho¨he 3m. Schwarze Ka¨sten sind Betonsa¨ulen, dunkelgraue
Linien sind Betonwa¨nde, hellgraue Fla¨chen sind Schreib-
tische. Rote Linien sind sechs nummerierte Empfa¨ngeran-
tennen mit der Normalen als Blickrichtung zur Raummitte.
Roter Kreis ist der Referenzsender.
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(a) U¨berblick (b) Installierter Empfa¨nger
Abbildung 5.2: Bilder des Demoraums und eines Empfa¨ngers.
senden. Dies ermo¨glicht den Betrieb des Systems als Short Range Device
(SRD) im lizenzfreien ISM-Band bei 2, 4GHz. Die Anbindung der Emp-
fa¨nger erfolgt u¨ber Ethernetkabel an einen Power-over-Ethernet Midspan,
der die Empfa¨nger mit Energie versorgt. Ein zusa¨tzliches Stromkabel ist
somit unno¨tig und die Installation wird vereinfacht. Zudem ero¨ffnet sich
damit die Mo¨glichkeit, alle Empfa¨nger gleichzeitig und zentral ein- und
auszuschalten. Weiterhin kann die Empfa¨nger-Firmware u¨ber die Ether-
netverbindung aktualisiert werden. Die Empfa¨nger und Sender wurden in
pra¨sentationsfa¨hige Geha¨use eingebaut.
Nach einem kurzen U¨berblick u¨ber die Signale gema¨ß IEEE 802.15.4
werden in den folgenden Kapiteln die einzelnen Systemkomponenten im
Detail beschrieben.
5.2 Kommunikationsstandard IEEE 802.15.4
Der Kommunikationsstandard IEEE 802.15.4-2006 wurde zur Realisierung
von sogenannten Personal Area Networks (PAN) geschaffen [152]. Dabei
handelt es sich um paketorientierte, drahtlose Netzwerke, die sich im per-
so¨nlichen Umfeld einzelner Personen befinden, wie beispielsweise bei der
Heimautomatisierung. In dem Standard sind die beiden untersten Schich-
ten, die Bitu¨bertragungsschicht (physical layer, PHY) und die Sicherungs-
schicht (medium access layer, MAC), geregelt. Von den im Standard ent-
haltenen Luftschnittstellen wird nur die im ISM-Band bei 2, 4GHz na¨her
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betrachtet, da sie fu¨r das in dieser Arbeit entwickelte Ortungssystem be-
nutzt wird und die gro¨ßte Bandbreite zur Verfu¨gung stellt.
Zur Signalerzeugung werden bina¨re Nutzdaten in adressierte Pakete ver-
packt. Der resultierende Bitstrom wird bei einer festen Bitrate von 250
kbit/s auf einen Symbolstrom mit einer Symbolrate von 62, 5 kSym/s ab-
gebildet. Jeweils 4 Bit bilden dabei ein Symbol. Der Symbolstrom wird an-
schließend mittels DSSS auf eine Chiprate von 2MChip/s gespreizt. Jedem
Symbol wird eines von 16 bina¨ren Codeworten der La¨nge 32 zugewiesen.
Der resultierende Chipstrom wird mit der Modulationsart Offset Quadra-
ture Phase Shift Keying (OQPSK) mit sinusfo¨rmigem Puls moduliert. Die-
se Art der Modulation ist auch als Minimum Shift Keying (MSK) bekannt
und zeichnet sich durch eine konstante Einhu¨llende aus. Die gesamte Mo-
dulationsinformation befindet sich in der Signalphase. Die 3 dB-Bandbreite
des resultierenden Signals betra¨gt etwa 2MHz. Dieses Basisbandsignal wird
auf eine von 16 Hochfrequenzen zwischen 2405 und 2480MHz umgesetzt,
wodurch 16 Kana¨le mit einer Kanalbandbreite von je 5MHz entstehen. Der
Kommunikationsstandard sieht in der neuesten Fassung eine Frequenzagi-
lita¨t vor; die Kommunikationsfrequenz kann bei schlechten Ausbreitungs-
bedingungen gewechselt werden. Somit existieren in IEEE 802.15.4 zwei
Techniken zur Erho¨hung der Robustheit der Kommunikation: Codesprei-
zung mittels DSSS und Frequenzagilita¨t. Beide Eigenschaften konnten fu¨r
das in dieser Arbeit entwickelte Ortungssystem vorteilhaft ausgenutzt wer-
den.
Eine Kommunikation gema¨ß IEEE 802.15.4 findet in mehreren ho¨her-
wertigen Netzwerkstandards Verwendung. Die erste Anwendung fand mit
ZigBee statt, einem Routing-basierten Multi-Hop-Netzwerk fu¨r die Geba¨u-
deautomatisierung. Erste Produkte aus der Heimautomatisierung sind be-
reits erha¨ltlich, die mit diesem Netzwerkprotokoll ausgestattet sind. Auf-
grund der erwarteten starken Verbreitung des Standards haben zahlrei-
che Hersteller integrierte Schaltkreise auf den Markt gebracht, die sowohl
IEEE 802.15.4 als auch zum Teil ZigBee unterstu¨tzen. Die hohe Komple-
xita¨t des ZigBee-Protokolls hat jedoch letztlich dazu gefu¨hrt, dass sehr
viele proprieta¨re Netzwerkprotokolle auf der Basis von IEEE 802.15.4 ent-
wickelt wurden, die untereinander bis auf die Bitu¨bertragungsschicht in-
kompatibel sind. Auch fu¨r das in dieser Arbeit entwickelte Ortungssys-
tem wird nicht auf ZigBee gesetzt, sondern nur auf die unteren Schichten
von IEEE 802.15.4. Gru¨nde dafu¨r sind das komplexe Binding von ZigBee-
Gera¨ten sowie das unberechenbare und teilweise pseudo-zufa¨llige Timing,
das den Anspru¨chen an das Hoppingschema nicht genu¨gen kann. Ein an-
deres Netzwerk-Protokoll, das auf IEEE 802.15.4 basiert, ist Wireless-
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Abbildung 5.3: Codewort 0 einer IEEE 802.15.4-Pra¨ambel mit I- (du¨nn ge-
druckt) und Q-Anteil (fett gedruckt). Eine komplette Pra¨-
ambel besteht aus vier dieser Codewo¨rter und ist insgesamt
64µs lang.
HART. Diese Weiterentwicklung des drahtgebundenen HART -Protokolls
dient der Prozess- und Fertigungsautomatisierung und hat nach heutigem
Stand einen gro¨ßeren wirtschaftlichen Erfolg als ZigBee. WirelessHART
setzt, aufgrund der strengen Anforderungen bezu¨glich Verfu¨gbarkeit und
Echtzeitfa¨higkeit in Automatisierungsanwendungen, auf die Frequenzagili-
ta¨t, um die Robustheit der Kommunikation zu erho¨hen. Eine Untersuchung
der Anwendbarkeit des in dieser Arbeit entwickelten Ortungsverfahrens auf
WirelessHART-Produkte findet sich in Kapitel 3.3.2.
Abbildung 5.3 zeigt das zur Bildung einer Paketpra¨ambel vier Mal wie-
derholte Codewort 0. Durch den Offset zwischen I- und Q-Anteil von einem
halben Chip ergibt sich eine Wortla¨nge von 16, 5µs, die bei Aneinander-
reihung mehrerer Codeworte auf 16µs schrumpft. Im Bild gut zu erkennen
sind die sinusfo¨rmigen Pulse, die, zusammen mit dem Offset, dazu fu¨hren,
dass sich die Signalphase bei einer konstanten Signalamplitude von 1 auf
einem Einheitskreis bewegt. Die vierwertige Modulationsart OQPSK kann
koha¨rent und, dank der Codespreizung mittels DSSS, auch nichtkoha¨rent
demoduliert werden.
Abbildung 5.4 zeigt die Autokorrelationsfunktion des in Abbildung 5.3
gezeigten Codeworts. Gut zu erkennen ist das ausgepra¨gte Maximum bei
16, 5µs. Die weiteren Maxima weisen maximale eine Ho¨he von 28, 4% der
Ho¨he des Hauptmaximums auf. Die Breite der Hauptmaximums an der
3 dB-Grenze betra¨gt ca. 0, 5µs, entsprechend der Signalbandbreite von
rund 2MHz. Die Kreuzkorrelationsfunktion zwischen den Codewo¨rtern 0
und 15 zeigt kein ausgepra¨gtes Maximum, alle lokalen Maxima bleiben
weit unter dem Hauptmaximum der Autokorrelationsfunktion. Ein a¨hnli-
ches Verhalten zeigt die Autokorrelationsfunktion des Spektrums von Co-
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Abbildung 5.4: Autokorrelationsfunktion eines Pra¨ambel-Codeworts 0
(fett) und Kreuzkorrelationsfunktion zwischen den Code-
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(b) Autokorrelationsfunktion des Spektrums
Abbildung 5.5: Spektrum und logarithmierte Autokorrelationsfunktion des
Spektrums des Pra¨ambel-Codeworts 0. Beide Darstellun-
gen sind auf den jeweiligen Maximalwert normiert.
sich rund 135 dB u¨ber dem na¨chsten lokalen Maximum. Diese Eigenschaft
ist wichtig fu¨r die Scha¨tzung der Signalphase nach Kapitel 3.4.1.
Abbildung 5.6 zeigt das im Demonstratorsystem verwendete Hopping-
schema, das allen Anforderungen in Kapitel 3.3.1 genu¨gt, und das die An-
wendung des in Kapitel 3.5 vorgestellten Verfahrens zur Vermeidung von
Mehrdeutigkeiten erlaubt. In insgesamt P = 40 Zeitschlitzen senden ent-
weder beide oder nur ein Sender jeweils ein Signal aus. Die Kana¨le werden
dabei gema¨ß c
[T1]
p fu¨r den mobilen Handsender und c
[T2]
p fu¨r den Referenz-
sender gewa¨hlt. Die Symmetrieachse liegt nach (3.26) genau in der Mitte
des Hoppingschemas. Die Form der Sequenz ist linear und stetig fu¨r beide
Sender, und der Paketabstand ist mit ∆p = 4 konstant, um eine U¨ber-
lappung der Signalspektren auszuschließen. Durch diesen großen Abstand
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Abbildung 5.6: Hoppingschema des Demonstrationssystems.
verla¨ngert sich das Schema auf 40 Zeitschlitze.
Abbildung 5.7 beschreibt die zeitlichen Absta¨nde innerhalb eines Hop-
pingschemas. Ein Ortungsvorgang beginnt mit dem Aussenden jeweils eines
Triggersignals pro Sender. Dabei gilt folgende Vorgehensweise: Der mobile
Handsender generiert das erste Triggerpaket, ein standardkonformes IEEE
802.15.4-Kommunikationssignal mit eindeutiger Adressierung an den Refe-
renzsender. Die Nutzdaten des Pakets bestehen aus einer laufenden Num-
mer und einer eindeutigen Bezeichnung des Hoppingschemas. Letztere An-
gabe ist fu¨r zuku¨nftige Erweiterungen des Systems gedacht und ermo¨glicht
die Verwendung verschiedener Hoppingschemata bei aufeinanderfolgenden
Messvorga¨ngen. Empfa¨ngt der Referenzsender das Triggersignal des mo-
bilen Handsenders, wird von ihm ein zweites Triggerpaket generiert und
an die Empfa¨nger adressiert. Wie in Kapitel 5.4 dargestellt, beinhaltet je-
der Empfa¨nger eine den Sendern baugleiche Platine zum Empfang und zur
Dekodierung von IEEE 802.15.4-Signalen. Das zweite Triggerpaket bein-
haltet die selben Nutzdaten wie das erste. Nach den beiden Triggerpaketen
erzeugen beide Sender die auf ca. ±500 ns synchronisierten Ortungssigna-
le. Diese Signale bestehen jeweils aus den ersten 50µs der Pra¨ambel eines
IEEE 802.15.4-Signals.
Die Triggerpakete beider Sender werden in Kanal 0 ausgesendet, dement-
sprechend ho¨ren auch alle Sender und Empfa¨nger zwischen zwei Hop-
pingsequenzen auf genau diesem Kanal. Die Kana¨le, in denen die Ortungs-
signale ausgesendet werden, ko¨nnen Abbildung 5.6 entnommen werden.
Die zeitlichen Absta¨nde im Hoppingschema sind so gewa¨hlt, dass die


















Abbildung 5.7: Timingdiagramm des Hoppingschemas, bestehend aus zwei
Triggersignalen (dunkelgrau) und 40 Zeitschlitzen fu¨r Or-
tungssignale (hellgrau).
arbeitung der Kommunikationssignale haben. Die hohe Dauer von 625µs
zwischen zwei Ortungssignalen resultiert aus dem Einschwingen des PLL-
Regelkreises in den Sender-ICs und la¨sst sich fu¨r die gewa¨hlten Schaltkreise
nicht weiter verkleinern. Das Einhalten dieses nach (3.24) konstanten Ab-
stands zwischen zwei Ortungssignalen ist entscheidend fu¨r die koha¨rente
Kombination der einzelnen Signale.
Nach dem Ablauf einer Hoppingsequenz wird eine Pause von 11, 7ms ein-
gefu¨gt, bevor eine neue Sequenz startet. Ein kompletter Ortungsvorgang
dauert 43ms, was zu einer maximalen Messrate von 23, 25Hz fu¨hrt. Dabei
ist festzuhalten, dass die Erho¨hung der Empfa¨ngerzahl nicht zu einer Erho¨-
hung der Messdauer fu¨hrt, solange die Signale beider Sender alle Empfa¨nger
erreichen. Das Hinzufu¨gen weiterer Sender ist mo¨glich und fu¨hrt in diesem
Fall nur zu einer geringen Reduzierung der Messrate, indem weitere Fre-
quenzrampen zeitverschoben in das bestehende Hoppingschema integriert
werden.
5.3 Sender
Der Senderaufbau in Abbildung 5.8 stellt eine konkrete Umsetzung des all-
gemeinen Blockschaltbilds in Abbildung 3.3(a) dar. Der Grundtaktgeber ist
ein Quarzoszillator (XO) mit der nominellen Frequenz fCI = 16MHz. Die





































Abbildung 5.8: Blockschaltbild eines Referenz- oder Handsenders, beste-
hend aus zwei integrierten Schaltkreisen von Texas In-
struments (Radio-Frontend CC2420 und Mikrocontroller
MSP430) sowie einem Quarzoszillator.
ker mit Antennenanschluss ist in dem integrierten Schaltkreis CC2420 von
Texas Instruments enthalten. Als Antenne wird eine Chipantenne verwen-
det, siehe Abbildung 5.9(a). Der zeitliche Ablauf des Hoppingschemas und
das Beantworten der Triggerpakete ist als C- und Assembler-Programm
in dem Mikrocontroller MSP430 von Texas Instruments realisiert. Dieser
wird von dem Funkchip mit einem Datentakt versorgt, der der halbierten
Frequenz des Grundtakts entspricht, es gilt also fDI = 8MHz. Auch der Lo-
kaloszillator, realisiert mit einer Ganzzahl-PLL (integer PLL) im CC2420,
bekommt den Grundtakt als Referenztakt. Dadurch sind, wie in Kapitel
3.1 verlangt, alle Takte des Senders von nur einem Grundtakt abgeleitet.
Die digitale Modulation erfolgt auf einer Zwischenfrequenz von 2MHz.
Der Funkchip CC2420 von TI kann Signale gema¨ß IEEE 802.15.4 im
2, 4GHz-Band erzeugen und empfangen. Die zu sendenden Daten werden
in einen FIFO geschrieben, dessen Inhalt auf Kommando ausgelesen, mo-
duliert und auf eine Hochfrequenz gemischt wird. Untersuchungen haben
ergeben, dass dieses Kommando in einem asynchronen System auf eine Pe-
riodendauer des Grundtakts genau abgearbeitet wird, der maximale Jitter
betra¨gt somit ±31, 25 ns. In einem synchronen System ist der Jitter nicht
mehr vorhanden, da alle Register starr getaktet sind. Die PLL (phase locked
loop) erzeugt im gesamten ISM-Band ganzzahlige Vielfache der durch 16
geteilten Frequenz des Grundtakts, also ganzzahlige Vielfache von 1MHz.
Alle in IEEE 802.15.4 definierten Kana¨le sind somit realisierbar. Die Struk-
tur einer Ganzzahl-PLL sorgt fu¨r die Phasenkoha¨renz des Grundtakts und
des Lokaloszillators und erfu¨llt die Forderung nach einer konstanten Pha-




(a) Platine (b) Geha¨use
Abbildung 5.9: Mobiler Handsender und Referenzsender.
Der Mikrocontroller MSP430 besitzt eine RISC-Architektur mit einer
Wortbreite von 16 bit. Durch die Versorgung mit einem Datentakt, der von
dem Grundtakt um einen ganzzahligen Teiler abgeleitet wurde, bilden der
Mikrocontroller und der Funkchip ein synchrones System, deren Register
koha¨rent getaktet sind. Die Verarbeitung einzelner Kommandos auf Ma-
schinensprachenebene dauert eine bis vier Perioden des Datentakts, also
125 bis 500 ns. Um die Forderung nach einer konstanten Zahl von Daten-
takten zwischen zwei aufeinanderfolgenden Signalen eines Hoppingschemas
in Gleichung (3.24) erfu¨llen zu ko¨nnen, muss diese zeitliche Unsicherheit
in der Befehlsverarbeitung zusa¨tzlich umgangen werden. In dem entwickel-
ten Demonstratorsystem wurde dazu der Timer-Interrupt mit einer spe-
ziellen Synchronisation auf Maschinensprachenebene versehen, die diesen
Jitter entfernt. Das restliche Programm ist, fu¨r einfache Wartbarkeit und
Erweiterbarkeit, in der Hochsprache C realisiert worden.
Abbildung 5.9(a) zeigt die Platine eines Senders, wie sie in allen Hand-
sendern und mobilen Sendern, und zusa¨tzlich als Triggereinheit in allen
Empfa¨ngern, eingebaut ist. Links ist die Chipantenne zu erkennen, in der
Mitte der Funkchip CC2420 und rechts der Mikrocontroller MSP430. In
Abbildung 5.9(b) ist das Geha¨use des Handsenders zu sehen. Links unter
dem Schild
”
M“ sitzt die Antenne, rechts sind ein Batteriefach fu¨r eine
9V-Blockbatterie und ein Ein-/Ausschalter zu erkennen.
5.4 Empfa¨nger
Ein Empfa¨nger gema¨ß Abbildung 3.3(b) kann prinzipiell auf zwei Arten
realisiert werden: Als breitbandiger Einkanalempfa¨nger oder als schmal-
bandiger Mehrkanalempfa¨nger. Ein Mehrkanalempfa¨nger, der die Signale
aller zeitgleich aktiven Sender in getrennten Empfangsketten verarbeitet,
kann vergleichsweise gu¨nstig hergestellt werden. Die Flexibilita¨t ist jedoch
stark eingeschra¨nkt, da die Anzahl der gleichzeitig aktiven Sender sowie
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die Kanalbandbreite a priori bekannt sein mu¨ssen. Eine nachtra¨gliche A¨n-
derung ist nur mit A¨nderungen an der Hardware mo¨glich. Daher wurde ein
Breitbandempfa¨nger realisiert, der das gesamte ISM-Band bei 2, 4GHz ab-
tasten kann. Die Trennung der einzelnen Signale erfolgt in der digitalen Si-
gnalverarbeitung. Auf diese Weise ist die Zahl der gleichzeitig aktiven Sen-
der und deren Signalbandbreite nur durch die ISM-Bandbreite beschra¨nkt.
Das ermo¨glicht die Verwendung der Hardware zum Empfang breiterer Si-
gnale, beispielsweise von WLAN-Gera¨ten. Nachteilig ist die eingeschra¨nkte
Dynamik dieser Empfa¨ngerlo¨sung, da ein starkes Signal im Band die Demo-
dulation eines schwachen Signals in einem Nachbarkanal erschweren kann.
Dieses sogenannte Near-Far-Problem la¨sst sich auch durch eine automa-
tische Versta¨rkerregelung (AGC) nicht beheben ohne den Analog-Digital-
Wandler (ADC) zu u¨bersteuern.
Das Blockschaltbild des Breitbandempfa¨ngers ist in Abbildung 5.10 dar-
gestellt. Das Empfangssignal s
[T,R]
R wird durch einen Versta¨rker mit niedri-
ger Rauschzahl (LNA) versta¨rkt und durch einen OFW-Filter (engl. SAW
filter) auf das ISM-Band begrenzt. Die weitere Verarbeitung ist durchge-
hend reellwertig auf einer Zwischenfrequenz realisiert. Das bandbegrenz-
te Signal bei 2400 . . . 2483, 5MHz wird mit einem Lokaloszillator fLI =
2490MHz als unteres Seitenband auf den Frequenzbereich 6, 5 . . . 90MHz
gemischt. Das Rauschen auf der Spiegelfrequenz wurde zuvor von dem
OFW-Filter unterdru¨ckt. Der Lokaloszillator wird, ebenso wie der Takt
des Analog-Digital-Wandlers, von einem temperaturkompensierten Quar-
zoszillator (TCXO) mit einer nominellen Frequenz von fSI = 200MHz
abgeleitet. Die Frequenzfehler beider Takte sind in der Schleifenbandbrei-





S . Nach der Abtastung wird das digitalisierte Signal in ei-
nem FPGA Spartan-3A DSP von Xilinx verarbeitet, der auf der Entwick-
lungsplattform XtremeDSP enthalten ist. Das analoge Frontend bis zum
ADC wurde auf einer 4-lagigen Leiterplatte (PCB) aus FR-4 aufgebaut
und mittels Steckverbindern von Samtec, die fu¨r die U¨bertragung differen-
zieller, digitaler Signale mit hoher Datenrate geeignet sind, auf der FPGA-
Entwicklungsplatine befestigt.
Die Signalverarbeitung im FPGA ist in Abbildung 5.11 dargestellt. Das
reellwertige Signal s
[T,R]
S mit einer Abtastrate von 200MHz wird einer dis-
kreten Fouriertransformation zugefu¨hrt, die als schnelle Fouriertransforma-
tion (FFT) ausgefu¨hrt ist. Die 8192 Abtastwerte, die fu¨r die FFT verwendet
werden, entsprechen einem 41µs langen Zeitsignal. Der Imagina¨rteil des Si-
gnals wird auf 0 gesetzt. Das resultierende Spektrum hat eine Frequenzauf-







































Abbildung 5.10: Blockschaltbild eines Empfa¨ngers.
durch 205 Bins der FFT dargestellt werden. Da eine FFT nur fu¨r ganz-
zahlige Zweierpotenzen definiert ist, wird die Breite auf 256 aufgerundet.
Fu¨r jeden Sender werden also die um die Mittenfrequenz zentrierten 256
aus 8192 Bins ausgeschnitten. An dieser Stelle ist die Dynamik der Signa-
le mo¨glicherweise stark unterschiedlich, weshalb die Signalpegel normiert
werden. Eine anschließende inverse, schnelle Fouriertransformation (IFFT)
transformiert die komplexwertigen, bandbegrenzten Signalspektren zuru¨ck
in den, nun ebenfalls komplexwertigen, Zeitbereich. Die Abtastrate wird
dabei um N/M = 32 auf 6, 25MHz reduziert.
Die Scha¨tzung der Signalparameter Frequenz kˆ0, Zeitverschiebung nˆ0
und der komplexwertigen Amplitude aˆ0 erfolgt gema¨ß Kapitel 3.4.1. Die
Abtastrate Tˆ0 wird dabei auf die nominelle Abtastrate gesetzt, da deren
Einfluss fu¨r sehr kurze Signale zu vernachla¨ssigen ist. Die Scha¨tzung der
Zeitverschiebung erfolgt durch eine inverse, diskrete Fouriertransformation




0 gema¨ß (3.39). Die Posi-
tion des Maximums im Betrag der IFFT ist proportional zur gesuchten
Zeitverschiebung. Die anderen Parameter ko¨nnen durch diskrete Fourier-





(3.39) und (3.40) ermittelt werden. Die Position des Maximums im Betrags-
spektrum der FFT ist proportional zur gesuchten Frequenzverschiebung.
Die komplexwertige Amplitude des Maximums entspricht dem gesuchten
Amplituden- und Phasenwert.
Zur Realisierung der Signalverarbeitung im FPGA wurde die Softwa-
re SystemGenerator von Xilinx verwendet. Zusa¨tzlich ist ein Microblaze-
Prozessor mit der Software EDK von Xilinx im FPGA integriert worden,
der u¨ber einen UDP/IP-Netzwerkstack verfu¨gt und fu¨r die Kommunika-









































































Abbildung 5.11: Signalverarbeitungskette eines Empfa¨ngers. Du¨nn gedruckte Linien fu¨r reellwertige Signale und
fett gedruckte Linien fu¨r komplexe Signale (Real- und Imagina¨rteil bzw. Amplitude und Phase).
99
5 Demonstratorsystem
Abbildung 5.12: Empfa¨nger im Geha¨use.
der mit TCP/IP-Anbindung ist ebenfalls realisiert worden, um komplexere
Aufgaben u¨ber das Netzwerk erledigen zu ko¨nnen, wie beispielsweise ei-
ne Aktualisierung der Firmware mittels Ethernet oder das Ausfu¨hren von
Testroutinen zur U¨berpru¨fung von analogen Bauteilen wie PLL und ADC.
Abbildung 5.12 zeigt einen Empfa¨nger in einem Geha¨use der Serie Sca-
lance der Siemens AG. In diesen Geha¨usen werden u¨blicherweise WLAN
Access Points fu¨r den Außeneinsatz angeboten. Im geo¨ffneten Geha¨use sind
die großen Platinen des FPGA-Entwicklungsboards und des analogen Fron-
tends hinter einer Antenne von Huber+Suhner zu erkennen. Die zirkular
polarisierte Antenne bietet einen Gewinn von 8 dBi bei einem horizontalen
O¨ffnungswinkel von 75◦. Links ist eine Senderplatine als Triggereinheit zu
sehen, am unteren Rand befindet sich ein Power-over-Ethernet-Splitter, der
die Spannung von 48V, die auf den ungenutzten Litzen des Ethernetkabels
anliegt, auf 9V regelt. Bei geschlossenem Deckel sind 8 rote LEDs sichtbar,
die fu¨r Statusanzeigen genutzt werden.
Tabelle 5.1 fasst alle Parameter des Demonstratorsystems zusammen, die
fu¨r die Anwendung der in dieser Arbeit hergeleiteten Algorithmen beno¨tigt
werden.
5.5 Positionsscha¨tzer
Das in dieser Arbeit entwickelte und aus E = 6 Empfa¨ngern bestehende
Ortungssystem verwendet einen PC, um aus den, von den Empfa¨ngern
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Parameter Wert Quelle Gleichung
E 6 Festlegung
K 15 Festlegung (4.1)
fCI 16MHz Festlegung (3.4)
fDI 2MHz IEEE 802.15.4 (3.5)
s0 Abbildung 5.3 IEEE 802.15.4 (3.6), (3.39)
S0 Abbildung 5.5(a) IEEE 802.15.4 (3.6), (3.39)
B0 = Bn 2MHz IEEE 802.15.4 (3.44)
fLI 2490MHz Festlegung (3.10)






N 125000 Abstand 625µs (3.14)
M 3906 N/M = 32 (3.17)
fR0 2405MHz IEEE 802.15.4 (3.23)
∆fR 5MHz IEEE 802.15.4 (3.23)
C 16 IEEE 802.15.4 (3.27)
P 40 Abbildung 5.6
pc 8 Abbildung 5.6 (3.82)
Tabelle 5.1: Parameter des Demonstratorsystems.
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gemessenen, Zeit-, Frequenz-, Phasen- und Amplitudeninformationen der,
von den Sendern ausgesendeten, Signale eine Ortinformation zu scha¨tzen.
Nach (4.1) ko¨nnen K = 15 Empfa¨ngerkombinationen gebildet werden.
Abbildung 5.13 zeigt die Zusammenfassung des Algorithmus, der aus
den Einzelmessungen einer Empfa¨ngerkombinationen (Rx, Ry) einen Wert
fu¨r die Laufzeitdifferenz τx,y0 scha¨tzt, deren Auflo¨sung auf einer effektiven
Bandbreite des Hoppingschemas Bϕ beruht und die mit Hilfe der Zeitmes-
sungen τ0,n in den korrekten Eindeutigkeitsbereich abgebildet wurde.
Aus den K Laufzeitdifferenz-Scha¨tzwerten τx,y0 fu¨r alle Empfa¨ngerkom-
binationen muss letztendlich die Position des mobilen Handsenders P T1 ge-
scha¨tzt werden. Dazu wird der Grid-Search-Algorithmus nach Kapitel 4.3
verwendet, da er ohne Bewegungsmodell des mobilen Senders auskommt
und keine Filterung vornimmt, so dass die Rohgenauigkeit des Ortungssys-
tems beurteilt werden kann. Das gewa¨hlte zweidimensionale Grid hat eine
Abmessung von 17m mal 13m, bei einem Gridabstand von 10 cm in beiden
Dimensionen. Nach der Berechnung aller normierten Systemimpulsantwor-
ten Φ∗x,y[k] mit 1024 Stu¨tzstellen gema¨ß (4.7) wird das Grid nach Gleichung
(4.8) gefu¨llt und anschließend das absolute Maximum mit (4.10) ermittelt.
Das gefundene Maximum wird noch zweidimensional parabolisch interpo-
liert, um bei der Angabe von P T1 nicht auf den Gridabstand beschra¨nkt
zu sein. Die PC-Software wurde mit LabWindows/CVI von National In-
struments in der Hochsprache C realisiert.
5.6 Visualisierung und Auswertung
Ein nicht zu unterscha¨tzender Teil des im Rahmen dieser Arbeit reali-
sierten Demonstrationssystems ist die Visualisierung und Auswertung der
gescha¨tzten Ortinformation. Zur Visualisierung wurde die Software Sine-
ma der Siemens AG verwendet. Fu¨r die Auswertung der Daten wurde das
Abspeichern in einem MATLAB-kompatiblen Format ermo¨glicht.
5.6.1 Visualisierung mit Sinema
Sinema ist ein Softwareprodukt der Siemens AG und dient der Planung
von WLAN-Funknetzen in Geba¨uden. Die Software gliedert sich grob in
drei Bereiche, siehe Abbildung 5.14. Es gibt einen 2D-Editor zum Erstel-
len von Umgebungsmodellen, bestehend aus Wa¨nden, Decken und Bo¨den,
Einrichtungsgegensta¨nden und installierter WLAN-Infrastruktur, inklusive
deren Ausrichtung im Raum. Die von Siemens angebotenen WLAN-Gera¨te
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Gleichungen (3.30) und (3.29)











Gleichungen (3.61) und (3.62)
τx,y0




Abbildung 5.14: Funknetzplanungssoftware Sinema der Siemens AG und
Visualisierung einer Ortinformation (dunkelblau) mit Un-
sicherheitsbereich (hellblau transparent).
sind in einer Datenbank mit allen beno¨tigten Detailangaben hinterlegt.
Der dritte Softwareteil ermo¨glicht die Simulation der Signalausbreitung
in dem modellierten Geba¨ude(-teil) und eine teilautomatische Optimie-
rung der Access-Point-Parameter Funkkanal und Sendeleistung. Fu¨r dieses
Demonstrationssystem wurde der Editor so umfunktioniert, dass er zur
Visualisierung der Ortinformation benutzt werden kann. Dazu wurde der
Software eine TCP/IP-Schnittstelle hinzugefu¨gt, die Ortangaben von der
PC-Software des Ortungssystems akzeptiert. Die zu visualisierenden An-
gaben, die u¨ber diese Schnittstelle u¨bertragen werden, sind eine Teilneh-
merbezeichnung, ein Zeitstempel, die X-, Y- und Z-Koordinaten des Ortes
sowie ein Unsicherheitsbereich der Ortsbestimmung, jeweils in Millimetern.
Der Ort des Teilnehmers und der Unsicherheitsbereich werden durch zwei
konzentrische und mit einer Farbe gefu¨llte Kreise visualisiert, deren Trans-
parenz nach außen zunimmt. Diese Lo¨sung ist in der Lage, mehrere Sender
zeitgleich in unterschiedlichen Farben darzustellen. Auch die hohe Messrate
des realisierten Systems wird unterstu¨tzt.
Die Darstellung ungefilterter Rohdaten mit einer hohen Messrate erzeugt
in realen Umgebungen ha¨ufig eine unruhige Visualisierung. Das Rauschen
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auf den Scha¨tzgro¨ßen sowie systematische Fehler, wie beispielsweise ort-
abha¨ngige Ausreißer, empfindet der technisch nicht versierte Benutzer als
sto¨rend. In Folge sinkt das Vertrauen in die Ortsbestimmung. Teil der Ar-
beit war daher auch eine Untersuchung von Mo¨glichkeiten zur Steigerung
des Benutzervertrauens in die Ortsbestimmung, die im Folgenden kurz vor-
gestellt werden.
Unsicherheitsbereich
Jede auf Messungen beruhende Scha¨tzung ist mit stochastischen und de-
terministischen Fehlern behaftet. Beide Fehler lassen sich modellieren, bei-
spielsweise mit Wahrscheinlichkeitsdichtefunktionen, die parameterabha¨n-
gig sein ko¨nnen. So gibt es nach Kapitel 6.1.8 einen ortabha¨ngigen, de-
terministischen Fehler, der auf das Systemkonzept TDOA zuru¨ckzufu¨hren
ist. Ein Beispiel fu¨r einen stochastischen Fehler ist das Phasenrauschen der
Sender- und Empfa¨ngeroszillatoren gema¨ß Kapitel 6.1.3.
Gelingt die Modellierung der Wahrscheinlichkeitsdichtefunktion (proba-
bility densitify function, PDF) des Gesamtfehlers, kann eine daraus abge-
leitete Gro¨ße dem Benutzer eine Information zur Vertrauenswu¨rdigkeit der
Scha¨tzgro¨ße liefern. Fu¨r das realisierte System wird die 1σ-Ungenauigkeit
der PDF als Unsicherheitsbereich um die gescha¨tzte Position eingezeich-
net. Zur Vereinfachung wird dieser Bereich kreisfo¨rmig angenommen und
ist vorberechnet hinterlegt. Zusa¨tzliche Einflu¨sse, wie geringe Signalsta¨r-
ken, fließen wa¨hrend der Scha¨tzung ebenfalls mit ein und vergro¨ßern den
Unsicherheitsbereich relativ. Die Darstellung dieses Bereichs erfolgt mit
Hilfe eines halbtransparenten Kreises, siehe Abbildung 5.14.
Versuche mit Benutzern haben gezeigt, dass die Einblendung des Un-
sicherheitsbereichs, der bei dem realisierten System meist zwischen einem
und drei Metern Durchmesser aufweist, die Toleranz gegenu¨ber Scha¨tzfeh-
lern stark anhebt, da sich die tatsa¨chliche Position mit einer hohen Wahr-
scheinlichkeit in dem Unsicherheitsbereich befindet. Doch auch ein Bereich
mit konstantem Durchmesser, der durchaus kleiner sein kann als der tat-
sa¨chlich mo¨gliche Fehler, bewirkt eine tolerantere Bewertung von Fehlern.
Filterung
Trotz der Einblendung eines halbtransparenten Unsicherheitsbereichs bleibt
das Rauschen auf den Scha¨tzgro¨ßen sichtbar, das besonders bei hoher Mess-
rate stark auffa¨llt. Hier bietet sich an, die Ortinformation im zeitlichen



























Abbildung 5.15: Filterantworten der gleitenden Mittelung (gestrichelt) und
der gewichteten gleitenden Mittelung (gepunktet) im Zeit-
bereich auf ein Eingangssignal (durchgezogen).
tionsscha¨tzung vorgenommen wurde, beispielsweise mit einem erweiterten
Kalmanfilter, bietet sich auch die nachtra¨gliche Filterung der zu visuali-
sierenden Informationen an. Die fu¨r eine einfache Filterung variierbaren
Parameter sind die Filterla¨nge und die Filterkoeffizienten, die den Fre-
quenzgang des Filters maßgeblich bestimmen. Abbildung 5.15 zeigt die
Filterantworten der gleitenden Mittelung und der mit dem Kehrwert der
quadrierten Varianz gewichteten gleitenden Mittelung, zwei sehr einfach zu
realisierende Filter.
Versuche mit Benutzern haben gezeigt, dass die Darstellung gefilterter
und mithin gegla¨tteter Ortinformationen als positiv und vertrauensbildend
empfunden wird, falls die Filterla¨nge und somit die Gruppenlaufzeit nicht
zu groß sind, da schnelle Richtungsa¨nderungen des mobilen Senders sonst
nur merklich verzo¨gert zur Anzeige kommen. Auch ist das Verhalten bei
Ausreißern, also sehr großen ortabha¨ngigen Fehlern, kritisch fu¨r die Ak-
zeptanz durch den Benutzer. Die gewichtete gleitende Mittelung hat sich
dabei als besonders vorteilhaft erwiesen, da sie kurzzeitig auftretende Aus-
reißer stark unterdru¨ckt, gleichzeitig aber bei Richtungsa¨nderungen schnell
einschwingt.
Einfaches Bewegungsmodell
Wurde wa¨hrend der Ortsbestimmung noch kein Filter mit Bewegungsmo-
dell eingesetzt, kann dies auch wa¨hrend der Visualisierung geschehen. Der
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(a) Bewegung an der Raumgrenze (b) Erweitertes Bewegungsmodell
Abbildung 5.16: (a) Eine lineare Bewegung an der Raumgrenze wird in
die Gangmitte projiziert. (b) Erweitertes Bewegungsmo-
dell bestehend aus Knoten (rote Kreise) und Kanten (rote
Linien).
Ansatz ist, ein einfaches Modell mo¨glicher Senderbewegung aufzustellen,
das Grenzen hinsichtlich der maximal auftretenden Beschleunigung und
Verzo¨gerung entha¨lt. Ausreißer widersprechen diesem Modell und werden
nicht visualisiert. Auch absolute Positionsgrenzen, wie die Raumabmessun-
gen, sind realisierbar. In der Radartechnik werden solche Maßnahmen auch
Speed Gating und Range Gating genannt [154].
Versuche mit Benutzern haben gezeigt, dass der Einfluss des Speed Ga-
ting nicht explizit erkannt wird, da das Ausbleiben von Ausreißern als
selbstversta¨ndlich angesehen wird. Das Begrenzen der Positionsscha¨tzung
auf die Raumabmessungen dagegen wird erkannt, da der Fehler durch
Mehrwege gema¨ß Kapitel 6.1.4 in dem Demonstrationsraum in Richtung
der a¨ußeren Raumabmessungen tendiert. Um diesen als negativ empfunde-
nen Effekt weniger offensichtlich erscheinen zu lassen, ko¨nnen die Raumab-
messungen etwas kleiner hinterlegt werden, als sie tatsa¨chlich sind. Dadurch
wandert die Positionsscha¨tzung mittig auf den Wegen um den Maschinen-
park herum, was als besonders positiv empfunden wird und in Abbildung
5.16(a) dargestellt ist.
Erweitertes Bewegungsmodell
Wird neben dem einfachen Bewegungsmodell des Senders auch die Umge-
bung mit modelliert, ergibt sich ein erweitertes Bewegungsmodell, das mit
einem Navigationssystem verglichen werden kann. Unmo¨gliche U¨berga¨nge
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in kurzer Zeit, beispielsweise durch Wa¨nde oder u¨ber hohe Maschinen hin-
weg, wie in Abbildung 5.16(b) dargestellt, werden dabei nicht zugelassen.
Vergeht zwischen zwei Messungen mehr Zeit und wird die daraus resultie-
rende Sendergeschwindigkeit von dem einfachen Bewegungsmodell zuge-
lassen, wird der U¨bergang erlaubt. Solch ein Modell ist sehr komplex und
muss laufend an die Gegebenheiten vor Ort angepasst werden. Zudem wer-
den Sonderfa¨lle, wie das Reichen eines Senders u¨ber die Maschinen hinweg
an einen zweiten Benutzer, nicht abgedeckt und fu¨hren zu großen Fehlern,
die erst nach einiger Zeit korrigiert werden. Fu¨r den gegebenen Demons-
trationsraum hat sich das erweiterte Bewegungsmodell nicht als vorteilhaft
erwiesen.
Ortdiskriminierung
Der in dieser Arbeit realisierte Demonstrator beinhaltet keine explizite Ein-
schra¨nkung der Auflo¨sung der Ortsbestimmung. Erst die Datenu¨bertra-
gung der Ortinformation an Sinema erfolgt auf ganze Millimeter gerundet.
Durch die Umrechnung in Bildschirmkoordinaten liegt die endgu¨ltige Aus-
lo¨sung der Visualisierung bei wenigen Millimetern pro Bildschirmpunkt.
Die Anforderung vieler Applikationen setzt keine so hohe Auflo¨sung vor-
aus, zumal das System aufgrund seiner zahlreichen, in Kapitel 6.1 ange-
sprochenen, Fehlerquellen eine deutlich geringere Genauigkeit aufweist. Ein
Ansatz zur Nutzung dieses Umstands ist, den visualisierten Ort deutlich
gro¨ber zu quantisieren als auf benachbarte Bildschirmpunkte. Abbildung
5.17(a) zeigt solch eine Ortdiskriminierung. Erst wenn sich die, intern wei-
terhin fein gescha¨tzte, Senderposition einem der eingezeichneten Punkte
anna¨hert, wird dieser als Ort des mobilen Handsenders visualisiert. Wird
dieses Verfahren zusa¨tzlich um eine Hysterese erweitert, entfa¨llt das bei
dieser Art der Visualisierung als besonders negativ empfundene Springen
zwischen zwei benachbarten Punkten. Bei der Wahl der Punkte ist darauf
zu achten, dass sie in etwa a¨quidistant sind und natu¨rliche Bewegungspfa-
de, wie die Wege um die Maschinen herum, mittig abdecken. Auch sollte in
jeder Wegbiegung und -gabelung jeweils ein Punkt mittig platziert werden.
Große Fla¨chen werden gleichma¨ßig bedeckt, wobei die Ra¨nder der Fla¨che
wieder so belegt sein sollten, dass ein ausreichender Abstand zur na¨chsten
Wand vorliegt.
Versuche mit Benutzern haben gezeigt, dass eine Ortdiskriminierung als
sehr angenehm empfunden wird, da die zur Verfu¨gung stehende Informa-
tion bei der vorliegenden Anwendung als ausreichend fu¨r die Lokalisierung
gilt. Zudem schra¨nkt die intern weiterhin hohe Messrate nicht die Visuali-
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(a) Ortdiskriminierung (b) Zeitdiskriminierung
Abbildung 5.17: Beispielhafte Ort- und Zeitdiskriminierung fu¨r eine gemes-
sene Sendertrajektorie.
sierung besonders schnell bewegter Handsender ein. Die Wahl des Punktab-
standes hat sich dabei als wichtigste Variable erwiesen. Vorteilhaft ist ein
Abstand, der maximal so groß ist wie der Radius des Unsicherheitsbereichs.
Dies besta¨rkt den Eindruck, dass die Messungenauigkeit des Systems mit
der ortdiskriminierten Anzeige harmoniert.
Zeitdiskriminierung
In Abbildung 5.17(b) ist eine Zeitdiskriminierung dargestellt. Die Ortin-
formation wird fein aufgelo¨st und die Messung erfolgt weiterhin mit hoher
Messrate, damit die Filter und das Bewegungsmodell korrekte Werte lie-
fern. Die Visualisierung des Ortes erfolgt jedoch nur nach dem Ablauf eines
vorbestimmten Zeitintervalls. Angezeigt wird der Wert, der bei Ablauf die-
ses Intervalls vorliegt.
Versuche mit Benutzern haben gezeigt, dass die Akzeptanz der Zeitdis-
kriminierung stark von dem gewa¨hlten Zeitintervall abha¨ngt. Der technisch
nicht versierte Nutzer setzt die Visualisierungsrate mit der Messrate gleich
und zweifelt an der Leistungsfa¨higkeit des Systems. Ein Zeitintervall von
maximal 200ms scheint vorteilhaft zu ein, gro¨ßere Werte fu¨hren zu Desori-
entierung bei schnellen Bewegungen, da ein Durchqueren des Raumes dann
nur noch durch sehr wenige Punkte dargestellt wird, die von dem Benutzer
nicht mehr als zusammengeho¨rig wahrgenommen werden. Die Ortdiskri-
minierung ist der Zeitdiskriminierung daher vorzuziehen. Eine Ausnahme
bildet die geschwindigkeitsabha¨ngige Zeitdiskriminierung, die eine Ortdis-
kriminierung in Bewegungsrichtung darstellt.
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5.6.2 Auswertung mit Matlab
Neben der Visualisierung der Daten ist auch eine eingehende Analyse der
aufgezeichneten Daten unumga¨nglich. Dazu wurde eine MATLAB-kompa-
tible Schnittstelle implementiert, die fu¨r jede Messung einen Zeitstempel
und zahlreiche Mess- sowie Scha¨tzgro¨ßen in eine Datei schreibt. Dies er-
laubt das nachtra¨gliche Durchrechnen einer Messung mit vera¨ndertem Al-
gorithmus, ebenso wie die Extraktion von Genauigkeitsangaben. Die meis-
ten in dieser Arbeit vorgestellten Genauigkeitsangaben des realisierten De-
monstrationssystems wurden unter Zuhilfenahme dieser Schnittstelle pro-
tokolliert.
110
6 Simulationen und Messungen
Das in Kapitel 5 beschriebene Demonstrationssystem wurde wa¨hrend der
Entwicklung ha¨ufig fu¨r Messungen eingesetzt. Kapitel 6.1 zeigt Simula-
tionen zur Bewertung des Einflusses unterschiedlicher Fehlergro¨ßen, die




Die Fehlerabscha¨tzung wird durch Simulationen unterstu¨tzt. Ein mit MAT-
LAB/Simulink erstelltes Simulationsmodell ist in Abbildung 6.1 zu sehen.
Es ist geeignet, ein einzelnes Signal eines Senders in einem Empfa¨nger dar-
zustellen. Ein ohne Fehler generiertes MSK-moduliertes Signal wird einmal
durch realistische Effekte im Sender, Kanal und Empfa¨nger modifiziert,
und ein zweites Mal unvera¨ndert ausgegeben. Das Modell wird von ei-
nem Matlabskript fu¨r jeden Sender, jeden Empfa¨nger und jeden Hop des
Hoppingschemas konfiguriert und aufgerufen. Das Skript unterstu¨tzt die
Sender- und Empfa¨ngeranordnung in den Abbildungen 3.1 und 3.2.
Der Signalgenerator des Simulationsmodells ist in Abbildung 6.2 darge-
stellt. Die Parameter der Modulation entsprechen dem aufgebauten De-
monstratorsystem gema¨ß Kapitel 5. Das Signal wird mit dem Faktor 25
u¨berabgetastet generiert und anschließend um 32 dezimiert, um den gebro-
chen rationalen Wert von 3, 125 Abtastpunkten pro DSSS-Chip zu generie-
Abbildung 6.1: Simulationsmodell, erstellt mit MATLAB/Simulink.
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Abbildung 6.2: MSK-Signalgenerator mit Oversampling im Modulator und
anschließender Dezimation.
Abbildung 6.3: Realistische Sendereffekte.
ren. Dieses Submodul erlaubt außerdem die Einstellung der Sendeleistung.
Die Modellierung der realistischen Effekte im Sender sind in Abbildung
6.3 zu sehen. Der erste Block bildet eine Verzo¨gerungsleitung mit gebro-
chen rationaler Verzo¨gerung. Ein konstanter Phasen- und Frequenzversatz
kann ebenso konfiguriert werden wie das Phasenrauschen des Senders. Os-
zillatorfehler ko¨nnen als Kombination aus Verzo¨gerung, Phasen- und Fre-
quenzversatz modelliert werden.
Die Kanaleigenschaften sind in Abbildung 6.4 dargestellt. Die Signalaus-
breitung im Freiraum wird gebildet aus einer gebrochen rationalen Verzo¨-
gerungsleitung, einem Phasenversatz und einer Freiraumda¨mpfung. Diese
drei Blo¨cke haben den Abstand zwischen Sender und Empfa¨nger und die
Signalmittenfrequenz als Parameter. Ein Mehrweg mit parametrierbarem
Abstand und Leistung, jeweils relativ zum Hauptpfad, wird additiv hin-
zugefu¨gt. Eine Dopplerverschiebung kann als Frequenzversatz eingestellt
werden.
Die Empfa¨ngereigenschaften sind in Abbildung 6.5 dargestellt. Der Emp-
Abbildung 6.4: Realistische Kanaleffekte mit einem Mehrweg.
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Abbildung 6.5: Realistische Empfa¨ngereffekte.
fa¨nger weist eine Rauschzahl auf, die in dB parametriert werden kann. Zur
Darstellung von Oszillatorfehlern kann ein Phasen- und Frequenzversatz
eingestellt werden. Das Phasenrauschen im Empfa¨nger ist getrennt vom
Sender konfigurierbar.
Die zur Darstellung der Modulation und der realistischen Effekte ver-
wendeten Blo¨cke entstammen den Signal Processing und Communications
Blocksets von Mathworks und wurden vorab in Einzelbetrachtungen ve-
rifiziert. Die Rauschquellen in dem Modell sind unkorreliert. Nicht durch
die Simulation abgedeckt sind Oszillatorjitter bei der Analog/Digital- und
Digital/Analog-Wandlung sowie diffuse Mehrwegeausbreitung. Das Simu-
lationsmodell wird von einem Matlabskript aufgerufen, das fu¨r jedes Signal
die einzelnen Parameter Zeit-, Frequenz- und Phasenversatz scha¨tzt und
anschließend den Abstand zwischen beiden Sendern gema¨ß Abbildung 5.13,
getrennt nach Laufzeit- und Phasendifferenz, berechnet.
Zur Visualisierung des Einflusses einzelner Parameter auf das Messergeb-
nis wird fu¨r die Phasen- und Zeitmessung die Differenz aus der gemessenen





τ0,ϕc0 − d0 ∧ n = 1
2
τ0,nc0 − d0. (6.1)
6.1.2 Additives, weißes Rauschen
In jedem elektronischen und signalverarbeitenden System gibt es mehrere
Rauschquellen, die begrenzend auf die Genauigkeit des Systems einwir-
ken. Dazu za¨hlen das thermische Rauschen und das Phasenrauschen in
analogen Bauelementen – aktiven wie passiven – und das Quantisierungs-
rauschen in der digitalen Signalverarbeitung. Zur Trennung der Einflu¨sse
dieser Rauscharten werden Simulationen durchgefu¨hrt, bei denen jeweils
nur eine Rauschquelle aktiv ist.
113





[T1, R1] 2, 5m 48, 1 dB
[T1, R2] 7, 5m 57, 7 dB
[T2, R1] 7, 5m 57, 7 dB
[T2, R2] 2, 5m 48, 1 dB
Tabelle 6.1: Teilnehmerabsta¨nde und resultierende Freiraumda¨mpfungen
fu¨r die Simulation mit AWGN.
Das thermische Rauschen in den Bauteilen des Senders und des Emp-
fa¨ngers ist mittelwertfrei und weist eine konstante Rauschleistungsdichte
u¨ber eine große Bandbreite auf. Das Gesamtrauschen ist dabei die Summe
einer sehr großen Zahl von unkorrelierten Rauschquellen im Sender und
Empfa¨nger. Aus diesem Grund wird thermisches Rauschen meist als addi-
tives, normalverteiltes Rauschen (additive white Gaussian noise, AWGN)
im Empfa¨nger modelliert [191].
Fu¨r die Simulation des Einflusses von AWGN auf den Fehler bei der Ent-
fernungsbestimmung wird die Sendeleistung von −45 dBm bis −24 dBm in
Schritten von 3 dBm variiert. Die Entfernungen der Sender und Empfa¨nger
gema¨ß Abbildung 3.2 sind Tabelle 6.1 zu entnehmen. Daraus ergibt sich
auch die Freiraumda¨mpfung der Signale auf der Luftschnittstelle bei einer
mittleren Frequenz von fm = 2440MHz, die sich wie folgt in dB errechnet:






Die Teilnehmer weisen keine Relativgeschwindigkeit zueinander auf.
Das thermische Rauschen wird im Empfa¨nger als mittelwertfreies, nor-
malverteiltes Rauschen, unkorreliert zwischen Real- und Imagina¨rteil des
Signals, modelliert. Dazu wird dem Empfa¨nger die Rauschzahl 10 dB bei
einer Abtastrate von 6, 25MHz zugewiesen. Weitere Rausch- und Fehler-
quellen sind nicht vorhanden.
Das Ergebnis der Simulation ist in Abbildung 6.6 dargestellt, getrennt
nach Phasen- und Zeitmessungen. Aufgetragen ist die Statistik des absolu-
ten Fehlers ϕ und n u¨ber jeweils 200 Simulationsdurchla¨ufe mit zwischen
den Durchga¨ngen unkorreliertem Rauschen. Der Einfluss thermischen Rau-
schens ist mittelwertfrei und zeigt einen a¨hnlichen Verlauf fu¨r Phasen- und
Zeitmessungen u¨ber der Sendeleistung. Der Fehler ist bei Zeitmessungen
jedoch zwischen 18 und 23 mal gro¨ßer als bei Phasenmessungen.



































Abbildung 6.6: Simulationsergebnis mit AWGN. Die mittlere horizontale
Linie zeigt den Median an, die Rechtecke die 25%- und
75%-Perzentile. Die a¨ußeren horizontalen Linien zeigen die
Minimal- und Maximalwerte an.
des Fehlers bei Phasenmessungen kleiner als 0, 1m, der Maximalwert des
Fehlers ab −33 dBm. Fu¨r eine angenommene tatsa¨chliche Sendeleistung
von 0 dBm ergibt sich daraus nach (6.2) ein mo¨glicher Abstand zwischen
T1 und R2 von 1335m und zwischen T2 und R1 von 335m zur Erreichung
der beiden Grenzwerte.
Um die Verteilungsdichtefunktion des Rauscheintrags auf den Fehler bei
der Abstandsdifferenzmessung abscha¨tzen zu ko¨nnen, wurden zudem 2000
Messungen mit unkorreliertem thermischen Rauschen und einer konstan-
ten Sendeleistung von −45 dBm simuliert. Die Histogramme der absoluten
Fehler, getrennt nach Phasen- und Zeitmessungen, sind in Abbildung 6.7
dargestellt.
Die Mittel- bzw. Erwartungswerte µ, µ = E(), und Standardabwei-
chungen σ der Messreihen, σ =
√
Var(), finden sich in Tabelle 6.2. Die
Normalverteilungen N (µ, σ2) beider Messgro¨ßen sind als Kurven auf den
Histogrammen in Abbildung 6.7 eingezeichnet. Die gute U¨bereinstimmung
der Verteilungsfunktion von ϕ und n mit der Normalverteilung besta¨tigt
auch der χ2-Test gegen eine Normalverteilung auf einem Signifikanzniveau
von 5%. Die Nullhypothese H0 kann fu¨r beide Messgro¨ßen nicht zuru¨ckge-
wiesen werden. Die Wahrscheinlichkeit p, dass die in Tabelle 6.2 aufgefu¨hr-
ten Normalverteilungen zutreffen betra¨gt 92, 9% fu¨r Phasen- und 21, 1% fu¨r
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Phasenmessungen 0, 0033m 0, 087m 92, 9%
Zeitmessungen −0, 158m 1, 857m 21, 1%
Tabelle 6.2: Mittelwerte und Standardabweichungen passender Normalver-
teilungen bei Simulation mit AWGN.
Zeitmessungen. Das normalverteilte, thermische Rauschen bewirkt normal-
verteilte Fehler auf den Scha¨tzgro¨ßen. Der Einfluss thermischen Rauschens
auf das Scha¨tzergebnis kann also durch Mittelung einer großen Zahl von
Messungen reduziert werden.
Die empirischen, kumulativen Verteilungsfunktionen (cumulative distri-
bution function, CDF) der Fehlerbetra¨ge |ϕ| und |n| sind in Abbildung
6.8 dargestellt. Der Fehlerbetrag bei Zeitmessungen ist bei Simulationen
mit einer Sendeleistung von −45 dBm in etwa um den Faktor 21 ho¨her als
bei Phasenmessungen.
6.1.3 Phasenrauschen
Neben dem in Kapitel 6.1.2 besprochenen thermischen Rauschen fu¨gt jeder
Oszillator in den Sendern und Empfa¨ngern Phasenrauschen hinzu. Dieses
Rauschen beeinflusst nicht die Amplitude, sondern die Momentanphase
des Signals, beispielsweise des Lokaloszillators. Jeder Fundamentaloszilla-
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(b) Zeitmessung
Abbildung 6.8: Empirische, kumulative Verteilungsfunktionen der Fehler-
betra¨ge bei Simulation mit AWGN.
eingesetzte Phasenregelkreis (phase-locked loop, PLL). Angegeben wird das
Phasenrauschen als Leistungsdichte in einem 1Hz breiten Band, bezogen
auf die Tra¨gerleistung; die Einheit ist dBc/Hz. Das Phasenrauschen eines
Fundamentaloszillators fa¨llt nach dem Leeson-Modell tra¨gernah mit 1/f 3
ab und geht in eine 1/f 2-Verteilung u¨ber, bis es vom thermischen Rauschen
u¨berdeckt wird [192]. Durch die Ru¨ckkopplung in einem Phasenregelkreis
wird das Phasenrauschen innerhalb der Bandbreite des Schleifenfilters stark
unterdru¨ckt, indem die Phase des spannungsgeregelten Oszillators (voltage
controlled oscillator, VCO) kontinuierlich mit der eines Referenzoszilla-
tors niedrigerer Frequenz verglichen wird [193]. Alle hier vorkommenden
Rauscharten ko¨nnen modelliert werden, jedoch steht in der Communica-
tions Toolbox von Mathworks nur ein 1/f -verteiltes Phasenrauschen als
Rauschquelle zur Verfu¨gung, weshalb dieses verwendet wird [194].
Zur realita¨tsnahen Simulation des Einflusses von Phasenrauschprozessen
auf die Messgenauigkeit des Systems wird das modulierte Signalspektrum
im Sender mit einem Phasenrauschspektrum gefaltet, wobei die Einhu¨llen-
de der Amplitude konstant gehalten wird. Die Leistungsdichte wird mit
PdB(f) = 20 log10 (1Hz/f) + P0,dB modelliert, wobei ein Punkt (fx|Px,dB)
der Kurve fest vorgegeben werden muss, wodurch P0,dB bestimmt werden
kann:
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Die Erzeugung und Faltung des Spektrums geschieht fu¨r 400 Punkte bei
einer Abtastrate von fs = 6, 25MHz, was zu einer Frequenzauflo¨sung von
15, 625 kHz fu¨hrt. Als Frequenzoffset wird fx = 1kHz mit einer maximalen
Rauschleistungsdichte von Px,dB = −60dBc/Hz festgelegt.
Die geometrische Anordnung der Sender und Empfa¨nger wurde wie bei
der Simulation des thermischen Rauschens in Kapitel 6.1.2 gewa¨hlt. Das
thermische Rauschen, Frequenz- und Phasenoffsets wurden wa¨hrend der Si-
mulation zu Null angenommen. Auch Teilnehmerbewegung und Mehrwege
wurden nicht simuliert. Das Phasenrauschen wurde mit gleicher Leistungs-
dichte in allen Sendern und Empfa¨ngern modelliert. Dabei wurde jedoch
darauf geachtet, dass die Rauschwerte zwischen allen Teilnehmern unkor-
reliert sind. Die Initialisierung der Zufallszahlengeneratoren wird vor jeder
Simulation mit einem ebenfalls zufa¨lligen Wert durchgefu¨hrt, um eine Kor-
relation zwischen aufeinanderfolgenden Simulationsdurchla¨ufen zu vermei-
den. Simuliert wurden 200 Messungen pro Phasenrauschleistungsdichte.
Die Auswertung der simulierten Messfehler ist in Abbildung 6.9 darge-
stellt. Der Messfehler ist logarithmiert aufgetragen, um den starken Abfall
angemessen visualisieren zu ko¨nnen. Sowohl die Zeit- als auch die Pha-
senmessungen zeigen einen linearen Zusammenhang zwischen der Phasen-
rauschleistungsdichte und der Standardabweichung des Messfehlers. Dabei
zeigen die Zeitmessungen einen um 5 bis 9 gro¨ßeren Mittelwert des Fehlers
als die Phasenmessungen.
6.1.4 Mehrwegeausbreitung
Neben Rauscheinflu¨ssen ist vor allem die Robustheit gegen Mehrwegeaus-
breitung eine wichtige Eigenschaft von Funkortungssystemen, die in Um-
gebungen mit vielen Reflektoren eingesetzt werden. Dazu geho¨ren insbe-
sondere Industrieumgebungen mit zahlreichen ortsfesten und beweglichen
Maschinen, Regalen und Menschen. Wie in Kapitel 3.4.3 dargelegt, ist
die Auflo¨sungsfa¨higkeit des Messsystems bei Phasenmessungen bestimmt
durch die eingeschlossene Bandbreite zwischen der niedrigsten und ho¨chs-
ten Signalmittenfrequenz. Fu¨r Laufzeitmessungen gilt dagegen, dass das
Auflo¨sungsvermo¨gen von der Signalbandbreite eines einzelnen Signals fest-
gelegt wird, ungeachtet der Zahl der verwendeten Kana¨le. Es wird erwartet,
dass sich diese Behauptung auch in den Simulationsergebnissen widerspie-
gelt.
Die geometrische Anordnung der Sender und Empfa¨nger ist in Abbildung
6.10 dargestellt. Wa¨hrend beide Empfa¨nger R1 und R2 sowie der Referenz-













































Abbildung 6.9: Simulation des Einflusses von Phasenrauschen.
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Abbildung 6.10: Simulationsmodell mit Mehrweg.
zwischen R1 und T2 bewegt. Daraus resultieren 199 Simulationsdurchla¨ufe.
Fu¨r jeden Durchlauf wird der Abstand der virtuellen Wand rm in Schrit-
ten von 20 cm bis 25m variiert. Weitere Fehlereinflu¨sse wie thermisches
Rauschen, Phasenrauschen oder Teilnehmerbewegung existieren nicht. Es
werden alle 16 Kana¨le zur Simulation herangezogen, woraus nach (3.54)
eine Bandbreite von Bϕ = 80MHz resultiert. Die Signalbandbreite betra¨gt
dagegen nur etwa Bn = 2MHz. Die Signalausbreitung wird auf den ge-
strichelten und gepunkteten Strecken simuliert und beru¨cksichtigt einen
Zeit- und Phasenversatz. Der Mehrweg ist stets 10 dB schwa¨cher als der
Direktpfad, unabha¨ngig von der Pfadla¨nge.
Um die Abstandsfehler ϕ und n aussagekra¨ftig darstellen zu ko¨nnen,
wird die Quadratwurzel der mittleren quadratischen Abweichung (root













Diese Vorgehensweise ist u¨blich zur Beurteilung des Fehlers eines Ortungs-
systems. Große Fehler gehen wesentlich sta¨rker in den RMSE ein als kleine
Fehler, wodurch große Ausreißer den RMSE maßgeblich bestimmen ko¨n-
nen.
Die RMSE fu¨r die Phasen- und Zeitmessungen sind in Abbildung 6.11
im Vergleich dargestellt. Wa¨hrend die Zeitmessungen fu¨r Wandabsta¨n-
de kleiner 4, 3m etwas kleinere mittlere Fehler produzieren, sind Phasen-
messungen ab diesem Abstand deutlich u¨berlegen mit einem Fehler von
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(b) Zeitmessung
Abbildung 6.12: Simulation eines Mehrweges mit rm = 2, 4m.
bis zu 70 cm. Abbildung 6.12 zeigt die Einzelfehler bei einem Wandab-
stand rm = 2, 4m. Die Korrelation zwischen den dargestellten Kurven der
Phasen- und Zeitmessungen ist sehr hoch und die sta¨rkere Oszillation des
Fehlers der Phasenmessungen fu¨hrt dazu, dass die Zeitmessung einen klei-
neren RMSE aufweist. Fu¨r kurze Mehrwege, die unterhalb der Auflo¨sung
der Phasenmessungen liegen, ist somit kein Vorteil der Phasenmessungen
gegenu¨ber der Zeitmessungen gegeben. Erst bei Mehrwegen oberhalb des
Auflo¨sungsvermo¨gens zeigt sich ein deutlicher Vorteil der Phasenmessun-
gen, wie in Abbildung 6.13 dargestellt ist. Die Korrelation der beiden Kur-
ven ist sehr gering und die Zeitmessungen zeigen Einzelfehler bis zu 2m.
Die dargestellten Ergebnisse zeigen, dass die Verbesserung der Robust-
heit gegen Mehrwegeausbreitung durch Phasenmessungen bei unterschied-
lichen Signalmittenfrequenzen und durch die koha¨rente Kombination der
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(b) Zeitmessung
Abbildung 6.13: Simulation eines Mehrweges mit rm = 17m.
Signalphasen gegeben ist. Nur bei sehr kurzen Mehrwegen ist der Vorteil
nicht vorhanden, was die Wahl eines Lokalisierungssystems von der zu er-
wartenden Messumgebung abha¨ngig machen sollte.
6.1.5 Einfluss der Bandbreite
Kapitel 6.1.4 demonstriert das verbesserte Auflo¨sungsvermo¨gen von Mehr-
wegen bei der koha¨renten Kombination der Signalphasen im Vergleich zu
den reinen Zeitmessungen. Dabei ist die insgesamt eingeschlossene Band-
breite Bϕ nach Kapitel 3.4.3 umgekehrt proportional zum Auflo¨sungsver-
mo¨gen ∆R. Die Mehrwegesimulation wurde daher fu¨r C = 4 und 8 Kana¨le
wiederholt, wobei der Kanalabstand mit ∆fR = 5MHz konstant gehalten
wurde. Daraus resultieren die eingeschlossenen Bandbreiten der Phasen-
messungen von Bϕ,4 = 20MHz und Bϕ,8 = 40MHz nach (3.54). Verglichen
werden die Simulationsergebnisse mit denen der eingeschlossenen Band-
breite von 16 Kana¨len, Bϕ,16 = 80MHz. Bei allen Simulationen bleibt die
Signalbandbreite konstant bei etwa Bn = 2MHz.
Der Vergleich der RMSE nach (6.4) bei Phasenmessungen ist in Ab-
bildung 6.14 dargestellt. Mit sinkender Bandbreite Bϕ steigen sowohl der
Betrag als auch der Wandabstand des maximalen Fehlers an. Fu¨r 4 Kana¨le
ist außerdem zu erkennen, dass der Fehler nach dem Erreichen eines lokalen
Minimums nicht mehr anna¨hernd konstant bleibt, sondern weiterhin mit
großer Amplitude oszilliert.
Fu¨r Zeitmessungen sind die RMSE in Abbildung 6.15 u¨ber dem Wan-
dabstand aufgetragen. Fu¨r kurze Mehrwege zeigt sich ein a¨hnliches Bild
wie bei den Phasenmessungen und auch fu¨r eine kleinere Kanalzahl sind

























Abbildung 6.14: Simulationsergebnis eines Mehrweges mit unterschiedli-























Abbildung 6.15: Simulationsergebnis eines Mehrweges mit unterschiedli-
chen Bandbreiten fu¨r Zeitmessungen.
sen die Fehler schnell an und auch hier verha¨lt sich der maximale Fehler
umgekehrt proportional zur Kanalzahl.
Der Einfluss der eingeschlossenen Bandbreite auf das Auflo¨sungsvermo¨-
gen la¨sst sich gut anhand der Systemimpulsantwort Φ[k] visualisieren. Ab-
bildung 6.16 zeigt die normierten Systemimpulsantworten bei einem Wan-
dabstand von rm = 6, 2m und dem Senderabstand d0 = 4, 325m. Fu¨r
Bϕ = 80MHz ist rechts neben dem globalen Maximum ein ausgepra¨g-
tes lokales Maximum zu sehen, das von den Mehrwegen gebildet wird.
Fu¨r geringere Kanalzahlen verschmelzen diese Maxima zu einem globalen
Maximum mit steigendem Entfernungsfehler. Die 3 dB-Breite der Maxima
wa¨chst zudem mit sinkender Kanalzahl an und repra¨sentiert das Auflo¨-
sungsvermo¨gen ∆R des Systems.
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Abbildung 6.16: Simulation eines Mehrweges mit unterschiedlichen Band-
breiten. Dargestellt sind die Systemimpulsantworten Φ[k].
6.1.6 Teilnehmerbewegung
Bereits in Kapitel 3.3.1 wurde auf den geschwindigkeitsabha¨ngigen Fehler
durch Relativbewegung zwischen einem Sender und einem Empfa¨nger ein-
gegangen. Wie jedoch in Kapitel 3.1 eingangs erla¨utert, wurde dabei nur
die Radialkomponente der Geschwindigkeit modelliert, die Tangentialkom-
ponente jedoch nicht. Die Radialkomponente hat nur einen sehr kleinen
Einfluss auf den Messfehler, wie in Abbildung 3.6 dargestellt ist. Die Tan-
gentialkomponente kann dagegen einen weitaus gro¨ßeren Fehler produzie-
ren, wenn die Geschwindigkeit in Relation zur Dauer des Hoppingschemas
groß ist. Aufgrund der großen Abha¨ngigkeit von einem Bewegungsmodell
wurde darauf in der Herleitung des Signalmodells in Kapitel 3.2 verzichtet.
Die Teilnehmeranordnung in Abbildung 6.17 wird verwendet, um diesen
Fehler stattdessen in einer Simulation abzuscha¨tzen. Die Empfa¨nger R1
und R2 sowie der Referenzsender T2 sind fest angeordnet, der Mobilsender
T1 bewegt sich auf einer Kreisbahn mit Radius r = 2, 5m um T2. Die Ab-





Der Betrag der Geschwindigkeit von T1 wird von v = |~v| = 1m/s bis
10m/s in 10 Durchla¨ufen mit der Schrittweite 1m/s simuliert. Wa¨hrend
eines Durchlaufs ist der Betrag der Geschwindigkeit konstant.
Fu¨r jede Geschwindigkeit v werden 360 Simulationen durchgefu¨hrt, so
dass der Winkel α den gesamten Kreis mit einer Schrittweite von 1◦ ab-
gedeckt. Der Winkel α ist dabei so definiert, dass er die Position von T1



















Abbildung 6.17: Simulationsmodell mit Senderbewegung.



























und die Simulation durchgefu¨hrt. Dabei gilt:
αp = α + ωT
(





mit der Winkelgeschwindigkeit ω = v/r und der Zeitspanne zwischen der
Aussendung zweier Signale T = N · fSI . Es werden keine weiteren Fehle-
reinflu¨sse wie thermisches Rauschen, Phasenrauschen oder Mehrwege be-
trachtet. Die Bandbreite betra¨gt Bϕ = 80MHz.
In Abbildung 6.18 sind die absoluten Fehler der Zeit- und Phasenmessun-
gen u¨ber der Geschwindigkeit v und dem Winkel α aufgetragen. Bei beiden
Messmodi ist der Fehler bei α = 90◦ und 270◦ nahezu Null, da dort nur der
sehr kleine Fehler aufgrund der Dopplerverschiebung bei Radialbewegung
auftritt. Fu¨r α = 0◦ und 180◦ ist der Betrag der Fehler maximal, da dort
ausschließlich die Tangentialkomponente der Geschwindigkeit wirkt. Auf-
fa¨llig ist, dass der maximale Fehler bei Zeitmessungen n,max = 22mm fu¨r
alle v betra¨gt, wa¨hrend sich der maximale Fehler bei Phasenmessungen mit
steigendem v stetig vergro¨ßert und mit ϕ,max(v) = 30mm fu¨r v = 5m/s
bereits gro¨ßer ist als n,max.
Erkla¨ren la¨sst sich dieser Umstand mit der starken Abha¨ngigkeit des
Scha¨tzergebnisses von den gemessenen Phasenwerten. Bei reiner Radialbe-
wegung eines Senders relativ zu allen Empfa¨ngern wird zwar der Peak im
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Abbildung 6.18: Absolute Fehler der Simulation mit Senderbewegung.
Spektrum geweitet, sein Maximum bleibt jedoch bei der gesuchten Lauf-
zeitdifferenz erhalten. Eine Tangentialkomponente der Bewegung kann da-
gegen innerhalb des Hoppingschemas fu¨r ein An- und Absteigen einzelner
Absta¨nde r0 sorgen und somit den Peak nicht nur aufweiten, sondern gleich-
zeitig auch verschieben. Bei Zeitmessungen ha¨ngt der Fehler nicht von der
Geschwindigkeit v ab. Es handelt sich dort um einen Effekt, der, unab-
ha¨ngig von der Geschwindigkeit, nur von den vier Teilnehmerabsta¨nden
r
[T1,2,R1,2]
0 zur Hoppingschemamitte abha¨ngt.
Ins Gewicht fa¨llt die starke Geschwindigkeitsabha¨ngigkeit der Phasen-
messungen vor allem bei zweidimensionalen Szenarien mit schneller Be-
wegung und schnellen Richtungsa¨nderungen einzelner Teilnehmer. Durch
Reduzierung des Hopabstands T oder der Paketzahl des Hoppingschemas
P kann die Auswirkung der Tangentialgeschwindigkeit begrenzt werden.
Eine Reduzierung der Bandbreite Bϕ ist dazu ebenfalls geeignet, reduziert
jedoch gleichzeitig das Auflo¨sungsvermo¨gen von Mehrwegen.
6.1.7 Ungenauigkeit durch TDOA in der Ebene
Die Wahl des Messprinzips TDOA kann dazu fu¨hren, dass der absolute
Fehler bei der Positionsbestimmung des Mobilsenders in der Ebene oder
im Raum deutlich gro¨ßer ist als Messfehler auf einzelnen Empfa¨ngerkombi-
nationen. Abbildung 6.19 zeigt die Ausdehnung des Gebiets gro¨ßter Aufent-
haltswahrscheinlichkeit fu¨r einen Mobilsender an der Position (5|5)m und
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(b)
Abbildung 6.19: Aufenthaltswahrscheinlichkeit zwischen 0 und 1 bei zwei
unterschiedlichen Empfa¨ngerkombinationen (a) und (b).
Die fett gestrichelte Linie zeigt die Raumabmessungen.
Die beteiligten Empfa¨nger sind als • eingezeichnet, der
mobile Sender als ◦. × zeigt den Aufenthaltsort des Refe-
renzsenders. Das Gebiet mit einer Aufenthaltswahrschein-
lichkeit > 90% ist grau eingefa¨rbt.
der Messung beteiligten Empfa¨ngern, wie in Abbildung 6.19(a) dargestellt
ist, so ist das Gebiet auf der Verbindungsachse beider Empfa¨nger schmal
und senkrecht dazu stark ausgedehnt. In Abbildung 6.19(b) befindet sich
der Mobilsender außerhalb des Gebiets zwischen beiden Empfa¨ngern. Das
Gebiet gro¨ßter Aufenthaltswahrscheinlichkeit ist sehr groß und erlaubt nur
Ru¨ckschlu¨sse auf die Raumha¨lfte, in der sich der Mobilsender befindet. Bei
E = 6 Empfa¨ngern fu¨hrt die U¨berlagerung aller K = 15 dieser Gebiete
nach Gleichung (4.8) dazu, dass die endgu¨ltige Genauigkeit der Positions-
bestimmung ortsabha¨ngig ist.
Zur Quantifizierung dieser Abha¨ngigkeit der Genauigkeit der Positions-
scha¨tzung von der Mobilsenderposition wurden Simulationen an allen Punk-
ten der Ebene durchgefu¨hrt, die in X- und Y-Richtung jeweils 5 cm ent-
fernt sind. An jeder Mobilsenderposition wurden 100 komplette Messungen
simuliert, wobei die einzelnen Zeitdifferenzmessungen aller K Empfa¨nger-
kombinationen mit Rauschgro¨ßen beaufschlagt wurden. Die Verteilung der
K Zufallsvariablen entspricht jeweils einer Normalverteilung N (µ, σ2), wo-
bei fu¨r den Mittelwert µ und die Standardabweichung σ gilt:
−10−5m ≤ µ ≤ 10−5m,
(0, 1− 10−5)m ≤ σ ≤ (0, 1 + 10−5)m. (6.8)
Zudem sind alleK Zufallsvariablen statistisch unabha¨ngig. Auf diese Weise
127
6 Simulationen und Messungen
ist gewa¨hrleistet, dass das Ergebnis nicht durch unbeabsichtigte Abha¨ngig-
keiten der Variablen oder durch große Abweichungen von der gewu¨nschten
Verteilungsfunktion verfa¨lscht wird.
Abbildung 6.20 zeigt die resultierenden mittleren quadratischen Abwei-
chungen (RMSE) in Metern fu¨r 4 und 6 Empfa¨nger. Die Kombination der
K = 6 bzw. 15 Empfa¨ngerkombinationen geschieht mit Hilfe des in Kapi-
tel 4.3 vorgestellten Grid-Search-Verfahrens. Es ist zu erkennen, dass der
la¨ngliche Raum mit 6 Empfa¨ngern gleichma¨ßiger und mit einem insge-
samt kleineren Fehler abgedeckt werden kann als mit 4 Empfa¨ngern in den
vier Raumecken. Innerhalb der von den Empfa¨ngern aufgespannten Fla¨-
che ergibt sich ein RMSE, der stets kleiner ist als die Standardweichung
von 10 cm auf den einzelnen Messungen. Die mathematische Verknu¨pfung
der K Empfa¨ngerkombinationen gema¨ß Gleichung (4.8) fu¨hrt dazu, dass
Einzelfehler nicht mehr so stark ins Gewicht fallen, falls sie statistisch un-
abha¨ngig sind. Erst außerhalb des Messraums ergeben sich deutlich gro¨ßere
Fehler von bis zu 40 cm im Abstand von 2m.
Das Messverfahren TDOA setzt demnach voraus, dass die Empfa¨nger so
im Messraum verteilt werden, dass ein Mobilsender mo¨glichst nicht außer-
halb der von allen Empfa¨ngern aufgespannten Fla¨che positioniert werden
kann. Dann ist sichergestellt, dass der RMSE bei der Positionsbestimmung
maximal so groß ist wie Fehler bei der Lautzeitdifferenzscha¨tzung einzelner
Empfa¨ngerkombinationen. Diese Aussage gilt nicht bei statistisch abha¨n-
gigen Fehlern auf den Einzelscha¨tzungen, wie sie beispielsweise bei Mehr-
wegeausbreitung ha¨ufig auftreten.
6.1.8 Ho¨henversatz
Bisher wurde stets angenommen, dass alle Sender und Empfa¨nger des Or-
tungssystems auf einer Geraden angeordnet sind und dieselbe Ho¨he u¨ber
Grund aufweisen. In realistischen Anwendungen, speziell bei der Ortung
in einer Ebene (2D), ergibt sich jedoch ha¨ufig ein Ho¨henversatz zwischen
einzelnen Teilnehmern. Gerade der zu ortende Mobilsender ist bei vielen
Anwendungen nicht in der Ho¨he festgelegt, beispielsweise bei dem Tragen
in der Hand. Die vier bei der Simulation verwendeten Empfa¨nger sind in
den Ecken des in Abbildung 5.1 dargestellten Raums in einer Ho¨he von
2, 76m befestigt und in der Abbildung von 0 bis 3 durchnummeriert. Die
dargestellten Empfa¨nger 4 und 5 nehmen an der Simulation nicht teil. Der
Referenzsender befindet sich in der Raummitte in einer Ho¨he von 2, 45m.
Abbildung 6.21 zeigt das geometrische Simulationsmodell in der Seiten-
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(b) 6 Empfa¨nger
Abbildung 6.20: Mittlere quadratische Abweichungen (RMSE) in Metern
bei der Verwendung von (a) 4 und (b) 6 als • einge-
zeichneten Empfa¨ngern. Die fett gestrichelte Linie zeigt
die Raumabmessungen. × zeigt den Aufenthaltsort des
Referenzsenders.
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Abbildung 6.21: Simulationsmodell 2D mit Ho¨henversatz ∆h des Mobil-
senders.
tatsa¨chlichen Ho¨he des Mobilsenders ht und der bei der Positionsscha¨tzung
angenommenen Ho¨he ha:
∆h = ht − ha. (6.9)
Die Scha¨tzung der Position des Mobilsenders aus den einzelnen Laufzeit-
differenzen wird gema¨ß dem in Kapitel 5.5 erla¨uterten Algorithmus des
Demonstratorsystems durchgefu¨hrt, um eine gro¨ßtmo¨gliche Vergleichbar-
keit zu gewa¨hrleisten.
Der Scha¨tzfehler ist nicht von der tatsa¨chlichen Ho¨he des Mobilsenders
ht, sondern nur von dem Ho¨henversatz ∆h abha¨ngig. Abbildung 6.22 zeigt
den Verlauf der Positionsscha¨tzungen fu¨r unterschiedlichen Ho¨henversatz
zwischen −250 und 250 cm bei linearer Bewegung des Mobilsenders auf
der gestrichelten Linie. Die Geschwindigkeit des Mobilsenders wird bei der
Simulation nicht beru¨cksichtigt. Auch andere Fehlerquellen wie thermisches
Rauschen, Phasenrauschen und Mehrwege bleiben unberu¨cksichtigt.
Ohne Ho¨henversatz (ht = ha) wird die Position des Mobilsenders stets
korrekt gescha¨tzt. Positiver Ho¨henversatz (ht > ha) fu¨hrt zu einem Scha¨tz-
fehler, der nach außen gerichtet ist und mit der Mobilsenderho¨he ansteigt.
Negativer Ho¨henversatz (ht < ha) bedingt einen in die Raummitte ge-
richteten Scha¨tzfehler, der mit sinkender Mobilsenderho¨he ansteigt. Diese
kissenfo¨rmige Verzeichnung hat besonders große Fehler in den Raumecken
zur Folge, wa¨hrend die Fehler an den La¨ngsseiten vergleichsweise gering
sind. Scha¨tzfehler bis zu 1m sind bei großem Ho¨henversatz jedoch an fast
allen Punkten des Raums zu erwarten.
Zur Reduzierung des Einflusses eines Ho¨henversatzes auf das Scha¨tz-













































Abbildung 6.22: Simulationsergebnis mit Ho¨henversatz des Mobilsenders
und ha = 150 cm.
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exakt gemessen oder gescha¨tzt werden. Dies kann entweder durch die Er-
weiterung des Ortungssystems auf die dritte ra¨umliche Dimension gesche-
hen oder durch ein zweites Messsystem. Falls keine Messung mo¨glich ist,
sollte die Ho¨he so abgescha¨tzt werden, dass der Fehler in typischen Anwen-
dungen klein und nach innen gerichtet ist. Eine Fixierung des Mobilsenders
in einer definierten Ho¨he fu¨hrt dazu, dass der Fehler vernachla¨ssigt werden
kann.
6.1.9 Mehrwegeausbreitung in der Ebene
Zur Untersuchung des Einflusses von Mehrwegeausbreitung auf einen zwei-
dimensionalen Aufbau des Ortungssystems wird dasselbe Systemsetup wie
bei der Simulation des Ho¨henversatzes in Kapitel 6.1.8 zugrunde gelegt.
Zusa¨tzlich zum Ho¨henversatz werden die Maschinen jedoch als undurch-
dringbare Quader modelliert, siehe Abbildung 6.23. Die elektromagneti-
schen Signale des Mobilsenders werden an der Raumdecke reflektiert, wenn
der Direktpfad von einem Maschinenteil blockiert wird. Der Referenzsen-
der hat stets Sichtverbindung zu den vier Empfa¨ngern in den Raumecken
und die Signale werden ohne Reflexionsanteile propagiert. Der Mobilsen-
der umrundet die Maschinen in einem Abstand von 0, 75m zur Wand. Die
Ho¨he des Mobilsenders wird stets zu ha = 100 cm angenommen.
Abbildung 6.22 zeigt das Simulationsergebnis der einzelnen Durchla¨u-
fe bei unterschiedlichem Ho¨henversatz. An der oberen La¨ngsseite und der
rechten Querseite des Weges zeigt sich nahezu dasselbe Bild wie bei rei-
nem Ho¨henversatz. Auch bei drei von vier Ecken ist dies der Fall. Die
untere La¨ngsseite und die linke Querseite dagegen weisen einen großen zu-
sa¨tzlichen Fehler auf, der nach außen zeigt. Die Stirnseiten der Maschinen
erzeugen diesen Fehler ebenfalls. Mit steigendem Abstand zur Raumde-
cke, also mit sinkendem Ho¨henversatz, steigt dieser Fehler aufgrund des
la¨nger werdenden Reflexionspfades stark an. Bei einem Ho¨henversatz von
∆h = −100 cm kann der zusa¨tzliche Scha¨tzfehler durch Mehrwege bereits
bis zu 2m betragen.
Sind einzelne Ausbreitungspfade stark von Mehrwegeausbreitung betrof-
fen, ihre Pfade sind also signifikant la¨nger als der Direktpfad, so werden die
gescha¨tzten Laufzeitdifferenzen stets in Richtung der weniger stark betrof-
fenen Empfa¨nger verschoben. Fu¨r das gewa¨hlte Modell ergibt sich daher die
zu beobachtende Konsequenz, dass eine Abschattung der entfernt liegenden
Empfa¨nger durch die Maschinen zu einem Schnitt der Hyperbeln gleicher
Aufenthaltswahrscheinlichkeit in Richtung der sichtbaren Empfa¨nger, al-
























Abbildung 6.23: Simulationsmodell mit Mehrwegeausbreitung in der Ebe-
ne. Der Referenzsender ist zusa¨tzlich gestrichelt in einer
Alternativposition fu¨r die Simulation in Kapitel 6.1.10
eingezeichnet.
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Abbildung 6.24: Simulationsergebnis mit Mehrwegeausbreitung in der
Ebene und ha = 100 cm.
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6.1 Simulatorische Fehlerabscha¨tzung
und bekannt, ko¨nnen sie in das Modell integriert und die Fehler durch
Mehrwegeausbreitung reduziert werden. Auch Ansa¨tze zur automatischen
Identifizierung und Modellierung des Einflusses solcher Objekte existieren
bereits [31].
6.1.10 Referenzsenderpositionierung
Kapitel 6.1.9 hat gezeigt, wie groß der Einfluss von Mehrwegeausbreitung
der Signale vom Mobilsender auf den Positionsscha¨tzfehler sein kann. Es
zeigt aber auch, dass die Position in Bereichen ohne Mehrwegeausbreitung
mit hoher Genauigkeit gescha¨tzt wird, falls der Ho¨henversatz des Mobil-
senders vernachla¨ssigbar ist. Wird dagegen der Referenzsender so platziert,
dass der Direktpfad zu einzelnen Empfa¨ngern stets blockiert ist und die Si-
gnale nur u¨ber Reflexionen ihr Zeit erreichen, so tritt ein systematischer
Scha¨tzfehler an allen Raumpositionen auf. Abbildung 6.23 zeigt die fu¨r
diese Simulation zugrundeliegende geometrische Anordnung mit dem Refe-
renzsender in der gestrichelt dargestellten Alternativposition. Die Maschi-
nen stellen erneut undurchdringbare Quader dar. Der Referenzsender hat
also nur zu einem Empfa¨nger direkte Sichtverbindung. Die angenommene
Ho¨he der Mobilsenders betra¨gt ha = 150 cm.
Abbildung 6.25 zeigt die Auswirkung der Abschattung des Referenzsen-
ders auf die Positionsscha¨tzung. Unabha¨ngig vom Ho¨henversatz des Mobil-
senders wird ein zusa¨tzlicher Fehler von rund 0, 5m in Richtung Su¨dwest
induziert. An einigen Stellen kann dieser systematische Fehler die u¨brigen
Fehlerursachen – Ho¨henversatz und Mehrwege – ausgleichen. Die meiste
Zeit wird der Scha¨tzfehler durch die ungu¨nstige Referenzsenderpositionie-
rung jedoch gro¨ßer.
Bei ortsfesten Abschattungen des Referenzsenders ist der Fehler syste-
matisch und fu¨r alle Raumpositionen und Ho¨henversatz nahezu konstant
in Richtung und meist auch Betrag. Eine einfache Reduzierung des Fehlers
durch Subtraktion des mittleren Fehlervektors von der Positionsscha¨tzung
in der Ebene ist mo¨glich. Die einfachste Mo¨glichkeit ist jedoch die Platzie-
rung aller Empfa¨nger und des Referenzsenders auf eine Weise, die direkte
und reflexionsarme Sichtverbindungen zwischen den genannten Teilneh-
mern erlaubt.
135
































1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
∆h = −150 cm
∆h = 0 cm





Wa¨hrend der Entwicklung des Demonstratorsystems wurden zu unterschied-
lichen Zeitpunkten Messungen durchgefu¨hrt, die dem Entwicklungsstand
des Systems zum jeweiligen Zeitpunkt angepasst waren. Eindimensionale
Abstandsscha¨tzungen in den Kapiteln 6.2.1 und 6.2.2 wurden mit jeweils
zwei Empfa¨nger und zwei Sendern auf einer Geraden durchgefu¨hrt. Mit
steigender Empfa¨ngerzahl wurden zweidimensionale Messungen auf einer
Fla¨che mo¨glich, wie Kapitel 6.2.3 zeigt. Das fertiggestellte Demonstrator-
system wurde anschließend eingehend in dem Demoraum Smart Automa-
tion der Siemens AG in Karlsruhe vermessen, wie in Kapitel 6.2.4 nachzu-
lesen ist.
6.2.1 Außenmessungen
Abbildung 6.26(a) zeigt den Messaufbau fu¨r die eindimensionale Außen-
messung in einer parka¨hnlichen Umgebung auf dem Gela¨nde der Siemens
AG in Mu¨nchen-Neuperlach. In einer Entfernung von rund 30 Metern zum
Messaufbau befindet sich Geba¨ude 31. Gelegentlicher Auto- und Fußga¨n-
gerverkehr war wa¨hrend der Messung unvermeidbar. Die Sende- und Emp-
fangsantennen der vier Teilnehmer sind in einer Ho¨he von 100 cm u¨ber dem
Boden montiert. Kurze Mehrwege u¨ber den diffus reflektierenden Boden
(Grasbewachsung) und lange Mehrwege u¨ber die spiegelnd reflektierenden
Geba¨udeteile (lackierte Metallverkleidungen) stellen somit Sto¨rquellen dar.
Der Messaufbau nach Abbildung 3.2 weist einen Empfa¨ngerabstand von
10m auf. Die beiden Sender befinden sich stets auf einer Geraden mit den
Empfa¨ngern. Der Senderabstand d0 wird von 0 bis 9m in Schritten von 1m
variiert, der Abstand der Sender zu den Empfa¨ngern ist dabei wechselseitig
gleich groß. Alle Teilnehmer sind wa¨hrend der Aufzeichnung von rund 200
Einzelmessungen je Senderabstand unbewegt.
Die Statistiken der Messfehler ϕ und n sind, getrennt nach Zeit- und
Phasenmessungen, in Abbildung 6.27 aufgefu¨hrt. Der mittlere Fehler be-
wegt sich fu¨r Phasenmessungen zwischen −24 und 19 cm, die Standardab-
weichung zwischen 2, 4 und 7, 4 cm. Mit Zeitmessungen sind diese Werte um
den Faktor 2, 5 bis 16 gro¨ßer. Vergleiche von Messungen bei unterschied-
lichen Windsta¨rken und Belaubungssituationen der umstehenden Ba¨ume
zeigen eine starke Abha¨ngigkeit der Standardabweichung der Messfehler
von den Laubbewegungen. Ein χ2-Konfidenztest gema¨ß Kapitel 6.1.2 zeigt,
dass die Fehlerverteilungen von sieben Messreihen der Phasenmessungen
und acht Messreihen der Zeitmessungen auf einem Signifikanzniveau von
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(a) Außenbereich (b) Gang































Abbildung 6.27: Statistik der Außenmessung.
5% Normalverteilungen entsprechen.
Das Hinzufu¨gen von zwei weiteren Empfa¨ngern, die den Aufbau zu ei-
nem Rechteck erweitern, und der Einsatz eines zweidimensionalen Positi-
onsscha¨tzers gema¨ß Kapitel 4.3 ermo¨glichte Messungen in der Ebene. Die
Abmessungen des Messfeldes betrugen 14m mal 12m. Der Referenzsen-
der wurde in der Mitte platziert. Alle Teilnehmer befanden sich erneut auf
derselben Ho¨he. Der Mobilsender wurde von einem Mitarbeiter in unter-
schiedlichen Mustern in Schrittgeschwindigkeit u¨ber das Messfeld bewegt.
Da kein Referenzmesssystem zur Verfu¨gung stand, kann nur eine qualita-
tive Bewertung des Messergebnisses stattfinden.
Abbildung 6.28 zeigt zwei verschiedene Muster, die abgelaufen wurden.









































Abbildung 6.28: Visualisierung der Außenmessung.
weisen eine gute Linearita¨t der beiden Strecken auf. Das Umgehen des
Referenzsenders ist als Schwenk erkennbar. Alle Punkte waren bei dieser
Messung innerhalb des Messfeldes. Schwieriger ist der in 6.28(b) dargestell-
te Pfad auf den Außenkanten des Messfeldes. Auf jeder der vier Strecken
haben jeweils zwei Empfa¨nger aufgrund der gerichteten Antennen keine
direkte Sicht auf den Mobilsender. Dennoch ist der Pfad erkennbar, der
Fehler nimmt jedoch zu.
6.2.2 Gangmessung
Anspruchsvoller als eine Außenmessung mit moderater Mehrwegebelastung
ist eine Messung in einem langen Gang, wie er in Abbildung 6.26(b) zu se-
hen ist. Stahlbetonteile und Holztu¨ren mit dahinterliegenden Stahlrohren
fu¨r die Medienversorgung des Geba¨udes 31 der Siemens AG in Mu¨nchen-
Neuperlach bilden eine komplexe Mehrwegesituation. Am Ende des Gangs
befindet sich eine Mauer, die einen Aufzugschacht verdeckt. Auf der dem
Betrachter abgewandten Seite ist eine Fensterfront. Die zahlreichen Re-
flektoren in unmittelbarer Na¨he des Messaufbaus (nicht im Bild) erzeugen
in Summe eine starke, anna¨hernd diffuse Reflexion. Der Aufzugschacht in
einer Entfernung von rund 20m erzeugt eine spiegelnde Reflexion. Gema¨ß
Kapitel 6.1.4 wirken sich kurze Mehrwege negativ auf die Genauigkeit der
Phasenmessungen aus, wa¨hrend lange Mehrwege eher scha¨dlich fu¨r Zeit-
messungen sind. Gelegentlicher Publikumsverkehr, auch hinter den im Bild
nicht sichtbaren, ho¨lzernen Labortu¨ren, war wa¨hrend der Messung nicht
auszuschließen.
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Abbildung 6.29: Statistik der Gangmessung.
Die Anordnung nach Abbildung 3.2 weist einen Empfa¨ngerabstand von
20m entlang des Gangs auf. Die beiden Sender waren mittig angeordnet
und wurden mit unterschiedlichen Absta¨nden zueinander platziert. Abbil-
dung 6.29 zeigt die Statistik der Messfehler fu¨r je rund 200 Einzelmessun-
gen pro Senderabstand. Die Mittelwerte streuen deutlich sta¨rker als bei der
Außenmessung. Fu¨r Zeitmessungen ergeben sich zudem sehr große absolu-
te Fehler von mehreren Metern. Die Standardabweichungen der Fehler bei
Phasenmessungen sind insgesamt niedriger als bei den Außenmessungen,
was auf die fehlende Belaubung in unmittelbarer Na¨he des Messaufbaus
zuru¨ckzufu¨hren ist. Bei Zeitmessungen ergibt sich der Vorteil nicht. Auf-
fallend sind die großen Betra¨ge der Fehlerminima und -maxima. Ausreißer
sind in der Messumgebung im Gang deutlich ha¨ufiger und ausgepra¨gter zu
beobachten als bei Außenmessungen, was durch den Verkehr in unmittel-
barer Na¨he des Messaufbaus bedingt ist.
6.2.3 Großraummessung
Das Messsystem, bestehend aus vier Empfa¨ngern und zwei Sendern, wurde
im Mitarbeiterrestaurant
”
Forum 1“ der Siemens AG in Mu¨nchen-Neuper-
lach eingesetzt, siehe Abbildung 6.30(a). Es handelt sich um einen großen
Raum mit einer hohen Decke und zu drei Seiten verglaster Fassade. Die
Einrichtung besteht aus Tischen und Stu¨hlen, die aus Metallrohren und
Holz gefertigt sind. Die Empfa¨nger wurden in einem Rechteck mit den
Maßen 20m mal 13m aufgestellt, der Referenzsender befand sich in der




























































Abbildung 6.31: Statistik der Großraummessung.
dieser Anordnung wird ein starker Mehrweg durch Reflexion der Signale
am Stahlbetonboden erwartet. Weitere Mehrwege u¨ber die Decke oder die
unverglaste Raumseite sind lang. Einige zusa¨tzliche Einbauten ko¨nnen als
starke Reflektoren dienen, darunter eine große metallene Brandschutztu¨r.
Messungen an vier unterschiedlichen Punkten innerhalb des abgedeckten
Messfeldes sind in Abbildung 6.30(b) dargestellt. Die dazu passende Sta-
tistik findet sich in Abbildung 6.31. Dargestellt sind ausschließlich Phasen-
messungen. Tabelle 6.3 zeigt die mittlere quadratische Abweichung gema¨ß
Gleichung (6.4). Die Standardabweichungen sind aufgrund der fehlenden
Bewegung innerhalb des Raums gering, die Mittelwerte zeigen Betra¨ge bis
zu 1m, vor allem in der Na¨he des Messfeldrandes.
In dem Raum wurden drei Fahrten des Mobilsenders auf einem Servier-
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Messpunkt P1 P2 P3 P4
RMSE in m 0, 50 1, 01 0, 13 0, 83
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Abbildung 6.32: Visualisierung der Großraummessung.
wagen in Schrittgeschwindigkeit durchgefu¨hrt. Die wa¨hrend der Fahrten
mit hoher Messrate gescha¨tzten Positionen des Mobilsenders sind in Ab-
bildung 6.32 dargestellt. In 6.32(a) wurden zwei gerade Strecken in der
Raummitte abgefahren. Neben einigen Ausreißern sind die Wege klar er-
kennbar. In 6.32(b) ist der Weg entlang der verglasten Außenwand dar-
gestellt. Genau in der Mitte des Verfahrwegs wurde eine große metalle-
ne Brandschutztu¨r in einer kurzen Entfernung von ca. 50 cm passiert. An
dieser Stelle reißen die Positionsscha¨tzungen weit aus und liegen zeitwei-
se nicht mehr in dem vom Grid-Search-Algorithmus abgedeckten Bereich.
Die starken, kurzen und zeitvarianten Mehrwege im Bereich der Metalltu¨r
stellen ein großes Problem fu¨r die Positionsscha¨tzung anhand von Phasen-
messungen dar.
6.2.4 Messungen in einer Industrieumgebung
Das im Rahmen dieser Arbeit entwickelte Ortungssystem in voller Ausbau-
stufe mit sechs Empfa¨ngern und zwei Sendern wurde im Demoraum Smart
Automation der Siemens AG in Karlsruhe installiert. Der Raum wurde
bereits in Kapitel 5.1 vorgestellt und ist in Abbildung 5.1 schematisch dar-
gestellt. Im Gegensatz zu den bisher verwendeten vier Empfa¨ngern wurde































Abbildung 6.33: Messfehler und Histogramm einer Langzeitmessung in ei-
ner Industrieumgebung.
fast raumhohen Maschinen im linken Raumteil Ga¨nge ausbilden, in die zur
besseren Abdeckung zwei dedizierte Empfa¨nger gerichtet sind. Der obere
rechte Raumteil, der den rechteckigen Raum zu einer L-Form erweitert,
wird nicht explizit abgedeckt.
Abbildung 6.33 zeigt die Auswertung einer Langzeitmessung aus 3000
Einzelmessungen an einem Punkt des Raums. In 6.33(a) ist der Fehler
der 129 Sekunden dauernden Messreihe dargestellt. Es fa¨llt auf, dass der
Fehler nicht normalverteilt ist. Das Histogramm in 6.33(b) besta¨tigt die-
se Vermutung. Auch ein χ2-Test weist die Nullhypothese, das es sich bei
der Verteilung des Fehlers um eine Normalverteilung handle, auf dem Si-
gnifikanzniveau von 5% zuru¨ck. Die Untersuchung ku¨rzerer Abschnitte der
gesamten Messung weist dagegen auf einen normalverteilten Fehler hin.
Die niederfrequenten Anteile des Fehlers sind somit deterministisch, wa¨h-
rend die hochfrequenten Anteile stochastisch sind. Erkla¨rt werden kann dies
mit zeitvarianten Effekten in der Sender- und vor allem Empfa¨ngerhard-
ware, wie beispielsweise das Erwa¨rmen der Schaltung. Auch menschliche
Bewegung in dem Raum, wenn auch nicht in unmittelbarer Na¨he des Mo-
bilsenders, kann den Determinismus erkla¨ren.
Neben der Fehlerverteilung ist die Genauigkeit im statischen und dyna-
mischen Messfall von Bedeutung. Statisch bedeutet dabei, dass keine Sen-
derbewegung stattfindet, wa¨hrend der Mobilsender im dynamischen Fall im
Schritttempo von einem Mitarbeiter getragen wird. Abbildung 6.34 stellt
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Abbildung 6.34: Statische Messungen an 59 Raumpunkten in einer Indus-
trieumgebung. × zeigt die Aufenthaltspunkte des Mobil-
senders und ◦ zeigt die Positionsscha¨tzungen.
die mittlere quadratische Fehlerabweichung (RMSE) nach Gleichung (6.4)
fu¨r Messungen an 59 Raumpunkten dar. Der Mobilsender war dabei in
einer Ho¨he von 170 cm auf einem Stativ montiert. An jedem Raumpunkt
wurden rund 50 Einzelmessungen aufgezeichnet. Die zugeho¨rige kumulative
Verteilungsfunktion (CDF) des absoluten Fehlers findet sich in Abbildung
6.35(a). Der RMSE liegt unter 1, 25m in 50% der Fa¨lle. Die Mobilsender-
position konnte an jedem zehnten Raumpunkt nur mit einem mittleren
quadratischen Fehler gro¨ßer 3, 85m gescha¨tzt werden. Es fa¨llt auf, dass
viele Messungen an der Wand zu Positionsscha¨tzungen in Richtung Raum-
a¨ußeres fu¨hren. Dieser Einfluss der Signalabschattung durch die Maschinen
wurde bereits in Kapitel 6.1.9 hergeleitet.
Wird der Mobilsender von einem Mitarbeiter im Schritttempo durch den
Raum bewegt, zeigen sich die Einzelscha¨tzungen wie in Abbildung 6.36. Die
Scha¨tzungen werden an den Wa¨nden des Raumes begrenzt, wodurch sich
eine vorteilhafte kumulative Verteilungsfunktion ergibt, siehe Abbildung
6.35(a). Die linke Raumha¨lfte wird aufgrund der raumhohen Maschinen
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(b) Reproduzierbarkeit
Abbildung 6.35: Kumulative Verteilungsfunktionen fu¨r statische, dy-
namische und reproduzierte Messungen in einer
Industrieumgebung.
nur schlecht abgedeckt und die obere rechte Ha¨lfte entha¨lt keine Empfa¨n-
ger, was ebenfalls zu einer Verschlechterung der Positionsscha¨tzung fu¨hrt.
Es fa¨llt erneut auf, dass viele Scha¨tzungen aufgrund von Mehrwegeaus-
breitung in Richtung Rauma¨ußeres erfolgen. Bei 50% aller Messungen war
der RMSE kleiner 76 cm. Jede zehnte Messung hatte einen mittleren qua-
dratischen Fehler von mehr als 1, 31m zur Folge. Die CDF wurde erstellt,
indem der mo¨glichst unbeschleunigte Rundgang des Mitarbeiters an den
Eckpunkten des Weges mit einer Stoppuhr protokolliert wurde. Die daraus
erstellte Referenzbewegung wurde an jedem Messpunkt mit der Scha¨tzung
verglichen. Diese Vorgehensweise kann zusa¨tzliche Fehler induzieren.
Um eine Aussage daru¨ber treffen zu ko¨nnen, wie stark die Verteilungs-
funktion bei zeitlich auseinanderliegenden Messungen variiert, wurden 13
Messungen in einem gut abgedeckten Bereich wiederholt durchgefu¨hrt, sie-
he Abbildung 6.37. Die Punkte decken einen Bereich von 2, 5m × 1m ab,
die Scha¨tzungen liegen innerhalb eines Rechtecks mit den Abmessungen
3, 8m×1, 9m. Die beiden kumulativen Verteilungsfunktionen in Abbildung
6.35(b) a¨hneln sich sehr stark, die Reproduzierbarkeit der Messungen an
gut abgedeckten Raumpunkten ist demnach gegeben.
6.3 Genauigkeit des Funkortungssystems
Zur Abscha¨tzung des Einflusses unterschiedlicher Fehler auf die Genau-
igkeit der Abstands- und Positionsbestimmung wurden Simulationen und
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Abbildung 6.36: Dynamische Messung in einer Industrieumgebung mit Be-
wegung des Mobilsenders im Schritttempo. Die gestrichel-
te Linie zeigt die zuru¨ckgelegte Strecke, die Punkte die
Einzelscha¨tzungen.
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Abbildung 6.37: Messungen zur Reproduzierbarkeit in einer Industrieum-
gebung. × zeigt die Aufenthaltspunkte des Mobilsenders,
◦ zeigt die Scha¨tzungen der ersten Messung und  die der
Wiederholungsmessung.
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Messungen durchgefu¨hrt. Das Simulationsmodell ist dem Demonstratorsys-
tem nachempfunden. Beru¨cksichtigt wurden bei der Modellierung Frequenz-
und Phasenversatz im Sender und Empfa¨nger, ein AWGN-Kanal mit einem
Mehrweg, Phasenrauschen der Oszillatoren sowie thermisches Rauschen im
Empfa¨nger.
Die Simulation mit AWGN zeigt, dass sich thermisches Rauschen auf
den Fehler der Abstandsscha¨tzung bei Zeitmessungen 18 bis 23 mal sta¨rker
auswirkt als bei Phasenmessungen. Wird ein maximaler Scha¨tzfehler von
10 cm bei einer Sendeleistung von 0 dBm festgelegt, ko¨nnen die Sender und
Empfa¨nger jeweils einen Abstand von bis zu 335m zueinander aufweisen.
Der Fehler ist normalverteilt. Phasenrauschen im Sender und Empfa¨nger
wirkt sich bei Zeitmessungen 5 bis 9 mal sta¨rker auf den Scha¨tzfehler aus
als bei Phasenmessungen. Unterhalb einer 1/f -verteilten Phasenrauschleis-
tungsdichte von −70 dBc/Hz bei einem Frequenzoffset von 1 kHz ist der
maximale Fehler bei Phasenmessungen kleiner 10 cm. Bei Zeitmessungen
gilt dies erst unterhalb −80 dBc/Hz.
Mehrwege mit einer La¨nge unterhalb des Auflo¨sungsvermo¨gens erzeugen
bei Phasenmessungen im Mittel einen bis zu 20% gro¨ßeren Fehler als bei
Zeitmessungen, wenn der Direktpfad 10 dB sta¨rker ist. Bei la¨ngeren Mehr-
wegen sind Phasenmessungen dagegen deutlich im Vorteil. Eine Reduzie-
rung der eingeschlossenen Bandbreite durch Verringerung der Kanalzahl
bewirkt eine proportionale Verschlechterung der Genauigkeit bei beiden
Messarten, was sich auch in der geringeren Auflo¨sung der Systemimpul-
santwort zeigt.
Radiale Teilnehmerbewegung erzeugt nur einen sehr kleinen Fehler im
Bereich weniger ppm aufgrund einer Dopplerverschiebung. Tangentiale Be-
wegung, beispielsweise auf einer Kreisbahn, kann dagegen einen großen, ge-
schwindigkeitsproportionalen Fehler bei Phasenmessungen erzeugen. Zeit-
messungen sind davon nicht in dem Maße betroffen.
Wird das Messsystem mit mindestens vier Empfa¨ngern in der Ebene
eingesetzt, so bedingt ein Ho¨henversatz des Mobilsenders einen Fehler von
bis zu 1m; in den Ecken des Messfeldes und bei einem Ho¨henversatz von
mehr als 2, 5m kann dieser auch deutlich gro¨ßer sein. Die Abschattung der
Sichtverbindung des Mobil- oder Referenzsenders zu einzelnen Empfa¨nger
erzeugt einen großen, systematischen Scha¨tzfehler in Richtung der nicht
verdeckten Empfa¨nger. In Ga¨ngen oder Ra¨umen mit mittig platzierten Ma-
schinen kann dies regelma¨ßig zu einer Scha¨tzung der Mobilsenderposition
außerhalb des eigentlichen Messfeldes fu¨hren.
Messungen in unterschiedlichen Umgebungen und sowohl mit zwei als
auch mit vier und sechs Empfa¨ngern haben die Simulationsergebnisse wei-
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testgehend besta¨tigt. Bei nahezu ungesto¨rten Außenmessungen zeigen sich
sehr kleine Scha¨tzfehler im Bereich weniger Zentimeter und die deutli-
che U¨berlegenheit der Phasen- gegenu¨ber der Zeitmessungen. Große Ra¨u-
me mit langen Mehrwegen wirken sich ebenfalls nicht sehr stark auf die
Genauigkeit aus. Messungen in einer Industrieumgebung zeigen dagegen
die große Abha¨ngigkeit der Genauigkeit von Empfa¨ngerabschattung und
kurzen Mehrwegen. Bei einem Rundgang in Schrittgeschwindigkeit zeigen
sich mittlere quadratische Fehler von 76 cm. Jede zehnte Messung weist
Fehler gro¨ßer 1, 31m auf. Dabei wurde die Scha¨tzfla¨che des Grid-Search-
Algorithmus auf die tatsa¨chlichen Raumabmessungen beschra¨nkt. Bedingt
durch die Abschattung durch Maschinen wird die Position ha¨ufig in Rich-
tung der Raumwa¨nde gescha¨tzt. Die Fehlerverteilung ist reproduzierbar.
Eine Langzeitmessung zeigt einen Fehler, der in ho¨heren Frequenzanteilen
normalverteilt und in niedrigen deterministisch ist.
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7 Zusammenfassung und Ausblick
Das Ziel dieser Arbeit war die Entwicklung, Bewertung und Demonstration
eines Funkortungssystems, das Kommunikationssignale von IEEE 802.15.4-
Gera¨ten in mehreren Funkkana¨len koha¨rent kombiniert, um eine hohe Auf-
lo¨sung von Mehrwegen und damit eine hohe Ortungsgenauigkeit in an-
spruchsvollen Industrieumgebungen zu ermo¨glichen. Dazu wurde ein Si-
gnalmodell aufgestellt, das die Erzeugung der Kommunikationssignale in
den mobilen Sendern, die Ausbreitung zu den infrastrukturbildenden Emp-
fa¨ngern und die Signalverarbeitung in den Empfa¨ngern beschreibt. Bei
der Modellierung wurden zahlreiche Fehlerquellen, insbesondere inkoha¨-
rente Taktquellen in den beteiligten Teilnehmern und Relativgeschwindig-
keit, beru¨cksichtigt. Das Signalmodell wurde genutzt, um Anforderungen
an ein Frequenzbelegungsschema zu formulieren, das in einem TDOA-
Ortungssystem die koha¨rente Kombination von Signalen ermo¨glicht. Die
Synchronisation der Empfa¨nger u¨bernimmt dabei ein Referenzsender. Die
Scha¨tzung der Parameter Amplitude, Frequenzversatz, Laufzeit und Si-
gnalphase aus den empfangenen Signalen und verschiedene Ansa¨tze zur
Kombination der Messungen in einzelnen Kana¨len wurden vorgestellt. Da-
bei wurde die Kombination von Laufzeitmessungen ebenso untersucht wie
die koha¨rente Kombination der Signalphasen bei a¨quidistanter und nicht-
a¨quidistanter Kanalwahl. Das dabei auftretende Problem der Mehrdeu-
tigkeit der Phaseninformation wurde mit einem neuartigen Ansatz begeg-
net, fu¨r den Patentschutz beim Deutschen Patent- und Markenamt erteilt
wurde. Dieser beruht auf der Scha¨tzung der Fehlerfunktion anhand des
hergeleiteten Signalmodells. Das Auflo¨sungsvermo¨gen des in dieser Arbeit
entwickelten Funkortungssystems ist umgekehrt proportional zu der, von
dem Frequenzbelegungsschema eingeschlossenen, Bandbreite und ist der
Mittelung von Laufzeitmessungen u¨berlegen.
Zahlreiche, zur mehrdimensionalen Positionsscha¨tzung bekannte, Algo-
rithmen wurden vorgestellt. Fu¨r das in der vorliegenden Arbeit entwickelte
Funkortungssystem wurde ein Grid-Search-Algorithmus ausgewa¨hlt, da er
geeignet ist, die Rohgenauigkeit des Messsystems darzustellen.
Das in dieser Arbeit entwickelte Funkortungssystem wurde mit zwei Sen-
dern und sechs Empfa¨ngern aufgebaut, um Messungen in unterschiedlichen
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Umgebungen vornehmen zu ko¨nnen. Dazu wurden IEEE 802.15.4-konforme
integrierte Schaltkreise von Texas Instruments in den Mobil- und Referenz-
sendern eingesetzt, die fu¨r die Signalsynthese zusta¨ndig sind. Die Empfa¨n-
ger wurden diskret aufgebaut und sind in der Lage, das gesamte ISM-
Band bei 2, 4GHz breitbandig abzutasten. Die Signalverarbeitung wurde
in einem FPGA integriert, um die hohe Datenrate verarbeiten zu ko¨nnen.
Die Messrate des aufgebauten Funkortungssystems betra¨gt 23, 25Hz. Das
Frequenzbelegungsschema besteht aus 40 Zeitschlitzen mit zwei vorange-
stellten Kommunikationspaketen zur Grobsynchronisation aller Teilnehmer
und nutzt alle 16 Kana¨le des IEEE 802.15.4. Die eingeschlossene Band-
breite betra¨gt 80MHz, die eine Mehrwegeauflo¨sung von 4m ermo¨glicht.
Die eigentlichen Ortungssignale bestehen jeweils aus den ersten 50µs der
Paketpreambel.
Ein dem Demonstratorsystem nachempfundenes Simulationsmodell wur-
de mit MATLAB/Simulink erstellt und zur Abscha¨tzung des Einflusses
einiger Fehlerarten eingesetzt. Dabei zeigte sich, dass die koha¨rente Kom-
bination der Signalphasen unter dem Einfluss verschiedener Fehler eine
5 bis 20 mal ho¨here Genauigkeit aufwies als die Mittelung von Zeitmes-
sungen. Nur Mehrwege unterhalb des Auflo¨sungsvermo¨gens fu¨hren mit
Zeitmessungen zu einem etwas kleineren Fehler. Mehrwege oberhalb des
Auflo¨sungsvermo¨gens werden von dem Messsystem dagegen klar vom Di-
rektpfad abgetrennt. Messungen in unterschiedlichen Umgebungen zeigen
die Leistungsfa¨higkeit des Funkortungssystems. So liegt die Genauigkeit
in mehrwegearmen Umgebungen bei wenigen Zentimetern. In einer großen
Halle mit langen Mehrwegen liegt die Genauigkeit bei wenigen Dezime-
tern und nur Messungen in der direkten Na¨he einer Metalltu¨r konnten die
Genauigkeit deutlich verschlechtern. Eine realistische Industrieumgebung
mit einer prozess- und fertigungstechnischen Anlage zeigte die Genauigkeit
in einer anspruchsvollen Umgebung. Mit dem Mobilsender in der Hand
eines Menschen, der sich in der Anlage bewegt, lag die mittlere quadrati-
sche Abweichung bei der Ha¨lfte der Messungen unterhalb 76 cm. Nur jede
zehnte Messung war mit einem Fehler gro¨ßer 1, 31m behaftet. Das Ziel,
ein Funkortungssystem mit mittlerer Genauigkeit zu entwickeln, das auf
standardkonformen IEEE 802.15.4-Funksendern basiert, wurde erfu¨llt.
Die Zukunft des in dieser Arbeit entwickelten Ortungssystems liegt in
der Integration der Signalphasenmessung in existierende oder zuku¨nftige
integrierte Schaltkreise, die Kommunikationssignale nach IEEE 802.15.4
senden und empfangen ko¨nnen. Dadurch sinkt die Komplexita¨t der heute
noch diskret aufgebauten Empfa¨nger auf das Niveau der Mobil- und Re-
ferenzsender. Erste Anstrengungen der Halbleiterhersteller sind bekannt.
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Auch die Integration in andere, weit verbreitete Funkstandards, wie bei-
spielsweise Bluetooth oder WLAN, kann zahlreiche neue Anwendungen er-
o¨ffnen. Speziell das 150MHz breite WLAN-Band bei 5, 8GHz kann eine
weitere Erho¨hung der Ortungsgenauigkeit ermo¨glichen.
Die durchgefu¨hrten Simulationen und Messungen in einer realistischen
Industrieumgebung zeigen, dass Mehrwege und eine ungu¨nstige Infrastruk-
turpositionierung die Ortungsgenauigkeit systematisch negativ beeinflus-
sen ko¨nnen. Die selbstlernende Modellierung und teilweise Kompensation
dieser Effekte wurde in [31] demonstriert. Die Untersuchungen basieren auf
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