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As a rule, the classical Michael-type selection theorems for the existence of single-valued
selections are analogues and, in certain respects, generalisations of ordinary extension
theorems. In contrast to this, the theorems for the existence of multi-selections deal with
natural generalisations of cover properties of topological spaces. This paper continues the
study of the latter problem, and its main purpose is to furnish a mapping characterisation
of a cover-extension property—the so-called Kateˇtov spaces.
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1. Introduction
For a space Y , we will use 2Y to denote the power set of Y , i.e. the set of all subsets of Y . Also, let
F (Y ) = {S ∈ 2Y : S = ∅ and S is closed}, and
C (Y ) = {S ∈F (Y ): S is compact}.
A map Φ : X → 2Y is usually called a set-valued (or, multi-valued) mapping, and sometimes also a multifunction. For
Φ : X → 2Y and a subset B ⊂ Y , let
Φ−1[B] = {x ∈ X: Φ(x) ∩ B = ∅}.
A mapping Φ : X → 2Y is lower semi-continuous, or l.s.c., if the set Φ−1[U ] is open in X for every open U ⊂ Y . A mapping
Ψ : X → 2Y is upper semi-continuous, or u.s.c., if the set
Ψ #[U ] = X \ Ψ −1[Y \ U ] = {x ∈ X: Ψ (x) ⊂ U}
is open in X for every open U ⊂ Y . We say that Ψ : X → 2Y is usco if it is u.s.c. and nonempty-compact-valued.
A map f : X → Y is a selection (or, a single-valued selection) for Φ : X → 2Y if f (x) ∈ Φ(x) for every x ∈ X . A set-valued
mapping ψ : X → 2Y is a multi-selection (or, a set-valued selection) for Φ : X → 2Y if ψ(x) ⊂ Φ(x) for every x ∈ X . For
convenience, let us agree to write ψ ⊂ Φ to express that ψ(x) ⊂ Φ(x) for every x ∈ X , i.e. that ψ is a multi-selection for Φ .
As a rule, the classical Michael-type selection theorems for the existence of single-valued selections are analogues and, in
certain respects, generalisations of ordinary extension theorems. In contrast to this, most of the theorems for the existence
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Michael and will be of particular interest in this paper.
Theorem 1.1. ([12]) If X is a paracompact space, Y is a completely metrizable space, and Φ : X → F (Y ) is an l.s.c. mapping, then
there exists a pair of mappings 〈ϕ,ψ〉 : X →C (Y ) such that ϕ is l.s.c., ψ is u.s.c. and ϕ ⊂ ψ ⊂ Φ .
Let us remark that, for a discrete Y , Theorem 1.1 is reduced to the deﬁnition of paracompactness. This is based on a sim-
ple and well-known construction of associating a set-valued mapping to a cover and vice versa (see, e.g., [7, Proposition 3.1]).
Namely, given a cover U of X , endow it with the discrete topology, and deﬁne Φ : X →F (U ) by Φ(x) = {U ∈U : x ∈ U },
x ∈ X . Then, U = Φ−1[{U }] for every U ∈U , consequently lower semi-continuity of Φ is now equivalent to the property of
U to be open, while multi-selections are just transformed into indexed reﬁnements.
Considering a problem for extending set-valued mappings relative to Theorem 1.1, Ivailo Shishkov obtained the following
characterisation of hereditarily normal Kateˇtov spaces.
Theorem 1.2. ([17]) A T1-space X is hereditarily normal and Kateˇtov if and only if given a closed subset A ⊂ X and a completely
metrizable space Y , every usco mapping ψ0 : A →C (Y ) can be extended to an usco mapping ψ : X →C (Y ).
Here, ψ : X → 2Y is called an extension of ψ0 : A → 2Y if ψ  A = ψ0. The Kateˇtov spaces were introduced by Kateˇtov [9],
and were named in this way in [16]. A space X is Kateˇtov if it is normal and given a closed subset A ⊂ X and a locally-ﬁnite
cover U of A of open subsets of A, there exists an open locally-ﬁnite cover {VU : U ∈ U } of X such that VU ∩ A = U
for every U ∈U . Every Kateˇtov space is collectionwise normal, but the converse is not true, see [16, Example 3]. In the
presence of normality, every expandable space in sense of Krajewski [10] (i.e., countably paracompact and collectionwise
normal [9]) is Kateˇtov, but the converse fails again [16, Example 1 (V = L)]. That is, the Kateˇtov spaces form a class which
is strictly between the collectionwise normal spaces and the normal expandable ones.
Going back to Theorem 1.2, let us emphasise that it also represents a particular cover property which can be recognised
immediately in the special case of a discrete range. In this case, according to [17, Corollary 2.3], given a closed subset A ⊂ X
and a locally-ﬁnite closed cover H of A, there exists a locally-ﬁnite closed cover {FH : H ∈H } of X such that FH ∩ A = H ,
for every H ∈H . That is, in contrast to the original deﬁnition of Kateˇtov spaces, hereditarily normal Kateˇtov spaces were
characterised by extension of closed rather than open covers.
We are now ready to state also the main purpose of this paper. Namely, in this paper we provide a pure mapping char-
acterisation of Kateˇtov spaces. In order to state our result, following [3] (see also [14]), we shall say that a pair of mappings
〈ϕ,ψ〉 : X → C (Y ) is a Michael pair if ϕ is l.s.c., ψ is u.s.c. and ϕ ⊂ ψ . This concept has been motivated by Theorem 1.1.
From another perspective, in terms of covers (i.e., for a discrete Y ), the “l.s.c.” part of a Michael pair corresponds exactly to
“open and locally-ﬁnite”, see Section 3. So, it is natural to expect that Kateˇtov spaces will have some property of “extending”
such pairs. Indeed, the following theorem will be proved in this paper.
Theorem 1.3. A normal space X is Kateˇtov if and only if given a closed subset A ⊂ X, a completely metrizable space Y and a Michael
pair 〈ϕ0,ψ0〉 : A →C (Y ), there exists a Michael pair 〈ϕ,ψ〉 : X →C (Y ) such that
ϕ  A = ϕ0 and ψ0 ⊂ ψ  A.
Let us remark that normality is not crucial for extending locally-ﬁnite open covers, it is present in Theorem 1.3 because of
the deﬁnition of Kateˇtov spaces. Also, the condition ψ0 ⊂ ψ  A is not important to derive that X is Kateˇtov, see Theorem 4.2.
It is maybe interesting to characterise the class of spaces X for which every Michael pair 〈ϕ0,ψ0〉 : A → C (Y ), from
a closed subset A ⊂ X into a completely metrizable space Y , can be extended to a Michael pair 〈ϕ,ψ〉 : X → C (Y ), see
Question 1. According to Proposition 5.2, every such space must be at least hereditarily normal and Kateˇtov. In this regard,
let us remark that extending only the “u.s.c.” part of a Michael pair is equivalent to collectionwise normality of the domain,
see Lemma 5.1.
Finally, a word should be said also for the paper itself. This paper is based on a technique developed in a series of pre-
vious papers (see [6–8]). Its key ingredients are trees of open sets and branch spaces associated to them, while all mapping
constructions are achieved by composing two set-valued mappings—one corresponding to completeness (a polar mapping)
and another one corresponding to a system of reﬁnements (an inverse polar mapping). In classical terms, such trees are
known as sieves of open sets, while branch spaces play the role of metric structures. The technique is illustrated best in the
next section where we obtain a general sieve decomposition of arbitrary set-valued mappings (see Lemma 2.2) which holds
as far as the range is completely metrizable (see Proposition 2.3). The interested reader may compare this decomposition
with the one in [5, Theorem 2.3] to see that things are now simpliﬁed signiﬁcantly. The mapping constructions are now
reduced to sieve constructions, but sieves are obtained by simply rewriting the cover properties—the case of Kateˇtov spaces
is illustrated in Section 4, see Lemma 4.1. The l.s.c. part of Michael pairs is related to multi-selections of usco mappings, the
latter property is completely characterised in Section 3, see Lemma 3.2. The proof of Theorem 1.3 is ﬁnalised in Section 4,
in fact we prove a slightly more general result, see Theorem 4.2. The paper is accomplished in Section 5 by discussing some
possible generalisations and applications, see Lemma 5.1 and Theorems 5.3 and 5.6.
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Given Φ : X → 2Y , the inverse mapping Φ−1 : Y → 2X of Φ is deﬁned by Φ−1(y) = Φ−1[{y}], y ∈ Y . In particular, we
always have that (Φ−1)−1 = Φ . Whenever S ⊂ X , let Φ[S] = ⋃{Φ(x): x ∈ S}. Then, we may also compose set-valued
mappings by letting for Φ : X → 2Y and Ψ : Y → 2Z that Ψ ◦ Φ(x) = Ψ [Φ(x)], x ∈ X . Finally, to every mapping Φ : X → 2Y
we will associate another one Φ : X → 2Y deﬁned by Φ(x) = Φ(x), for every x ∈ X . The mapping Φ will play the role of a
point-wise closure of Φ .
We now turn to some basic terminology for sieves. A partially ordered set (T ,) is a tree if {s ∈ T : s t} is well-ordered
for every t ∈ T . For a tree (T ,), we use T (0) to denote the set of the minimal elements of T . Given an ordinal α, if T (β)
is deﬁned for every β < α, then T (α) denotes the minimal elements of T \⋃{T (β): β < α}. The set T (α) is called the
αth-level of T , while the height of T is the least ordinal α such that T =⋃{T (β): β < α}. We say that (T ,) is an α-tree
if its height is α. A maximal linearly ordered subset of a tree (T ,) is called a branch, and B(T ) is used to denote the set
of all branches of T . A tree (T ,) is pruned if every element of T has a successor in T , i.e. if for every s ∈ T there exists
t ∈ T , with s ≺ t . In these terms, an ω-tree (T ,) is pruned if each branch β ∈B(T ) is inﬁnite.
For a tree (T ,) and t ∈ T , the node of t in T is the subset node(t) ⊂ T of all immediate successors of t . For convenience,
let node(∅) = T (0). Given a set X and a pruned ω-tree (T ,), a set-valued mapping S : T → 2X is a sieve on X if
(i) X =S [node(∅)], and
(ii) S (t) =S [node(t)] for every t ∈ T .
To every mapping S : T → 2X deﬁned on a tree (T ,), we associate another one 	S :B(T ) → 2X , called the polar
mapping, by letting
	S (β) =
⋂{
S (t): t ∈ β}, β ∈B(T ). (2.1)
The value 	S (β) for a branch β ∈B(T ) is called the polar of β by S . The inverse mapping 	−1S : X → 2B(T ) of a polar
mapping 	S will be denoted by S . Thus, for every x ∈ X , we have that
S (x) = {β ∈B(T ): x ∈ 	S (β)}. (2.2)
Following [2], a nonempty-open-valued sieve S : T → 2Y on a space Y will be called a (λ)-sieve if for every β ∈B(T )
there exists a y(β) ∈ Y such that if U is a neighbourhood of y(β), then S (t) ⊂ U for some t ∈ β . This clearly implies
that y(β) ∈ S (t) = S (t) for every t ∈ β . Hence, for a Hausdorff space Y , we have that 	S (β) = {y(β)} and, therefore,
the polar mapping 	S :B(T ) → 2Y is singleton-valued. Since every singleton-valued mapping has the same graph as a
single-valued one (representing the same relation), we will make no difference between such mappings. Thus, in this case,
the polar mapping 	S :B(T ) → 2Y is a usual map.
Following Nyikos [15], for a tree (T ,) and t ∈ T , let
O(t) = {β ∈B(T ): t ∈ β}. (2.3)
If (T ,) is a pruned ω-tree, then the family {O(t): t ∈ T } is a base for a completely metrizable non-Archimedean topology
on B(T ). We will refer to this topology as the branch topology, and to the resulting topological space as the branch space.
Throughout this paper, B(T ) will be always endowed with the branch topology when it comes to consider it as a topological
space. It is well known that the branch space B(T ) is compact if and only if all levels of (T ,) are ﬁnite.
Let S : T → 2Y be a nonempty-open-valued sieve on a regular space Y . If S is a (λ)-sieve, then 	S :B(T ) → 2Y is
singleton-valued. If β ∈B(T ) and U is a neighbourhood of 	S (β), then, by the properties of S , there exists t ∈ β with
S (t) ⊂ U . So, 	S (γ ) ⊂ U for every γ ∈O(t), which implies that 	S is continuous because Y is regular. Thus, we have
the following proposition.
Proposition 2.1. IfS : T → 2Y is a nonempty-open-valued (λ)-sieve on a regular space Y , then	S is a singleton-valued continuous
mapping.
We now turn to the main result of this section.
Lemma 2.2. Let Y be a regular space,S : T → 2Y be a nonempty-open-valued (λ)-sieve on Y , and let Φ : X →F (Y ). Then,
	S ◦Φ−1◦S ⊂ Φ ⊂ 	S ◦Φ−1◦S .
In particular, all these mappings coincide.
Proof. Take a point x ∈ X . If y ∈ 	S ◦Φ−1◦S (x), then y ∈ 	S (β) for some β ∈Φ−1◦S (x). According to (2.1) and (2.2),
we get that Φ(x) ∩S (t) = ∅ and y ∈S (t), for every t ∈ β . Hence, y ∈ Φ(x) because S is a (λ)-sieve. Indeed, if y /∈ Φ(x),
then Y \ Φ(x) is a neighbourhood of y, so S (t) ⊂ Y \ Φ(x) for some t ∈ β because Y is regular. This is clearly impossible.
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β ∈ B(T ) such that y ∈ S (t) for every t ∈ β . In particular, y ∈ 	S (β) ⊂ 	S (β). Also, x ∈ Φ−1[S (t)] for every t ∈ β ,
which, by (2.2), implies that β ∈Φ−1◦S (x). Therefore y ∈ 	S ◦Φ−1◦S (x), and the proof is completed. 
We shall say that a sieve S : T → 2Y on a space Y is locally-ﬁnite if each cover {S (t): t ∈ T (n)}, n < ω, is locally-ﬁnite.
Let us explicitly mention the well-known fact that every complete metric space (Y ,d) has a nonempty-open-valued locally-
ﬁnite (λ)-sieve. For instance, use [13, Lemma 2.2] to get a nonempty-open-valued locally-ﬁnite sieve S : T → 2Y such that
diamd(S (t)) < 2−n for every t ∈ T (n) and n < ω. Then, S is a (λ)-sieve by the Cantor Theorem.
Proposition 2.3. Every completely metrizable space has a nonempty-open-valued locally-ﬁnite (λ)-sieve.
3. Almost upper semi-continuity
Recall that a subset B ⊂ Y of a topological space Y is bounded if for every locally-ﬁnite collection (equivalently, cover)
U of open subsets of Y , only ﬁnitely many members of U meet B; a space Y is called μ-complete if each bounded subset
of Y has a compact closure, see [1]. It is easily seen (and well known) that a subset B of a Tychonoff space Y is bounded
if and only if for any continuous real-valued function f : Y →R, the image f (B) is bounded in R. Hence, each Dieudonné-
complete space (in particular, each paracompact space) is μ-complete, see [4, 8.5.13(c)]. In what follows, we shall say that
a mapping ϕ : Z → 2Y is locally bounded if every point z ∈ Z has a neighbourhood Vz such that ϕ[Vz] is bounded. If Y
is a μ-complete space, then ϕ : Z → 2Y is locally bounded if and only if every point z ∈ Z has a neighbourhood Vz such
that ϕ[Vz] is compact. Let us explicitly remark that the term “locally bounded” was used by other authors with a different
meaning, see, for instance, [18].
In the present section, we are interested in the following common point of view of locally bounded and usco mappings.
Namely, we shall say that a nonempty-valued mapping ϕ : X → 2Y is almost usco if for every locally-ﬁnite open cover U
of Y , every z ∈ Z has a neighbourhood Vz such that ϕ[Vz] intersects only ﬁnitely many members of U . The following
proposition collects some very basic properties of almost usco mappings that may give an idea for the proper place of these
mappings.
Proposition 3.1. For a nonempty-valued mapping ϕ : Z → 2Y between topological spaces Z and Y , the following hold:
(a) If ϕ is locally bounded or a multi-selection for some usco mapping, then it is almost usco.
(b) ϕ is almost usco if and only if {ϕ−1[U ]: U ∈U } is a locally-ﬁnite cover of Z for every locally-ﬁnite open coverU of Y .
(c) If ϕ is almost usco, then so is ϕ .
(d) If ϕ is almost usco and Y is μ-complete, then ϕ : Z →C (Y ).
Proof. Let U be a locally-ﬁnite open cover of Y and z ∈ Z . If ϕ is a multi-selection for some usco mapping ψ : Z →C (Y ),
then
Vz = ψ#
[
Y \
⋃{
U : U ∈U and U ∩ ψ(z) = ∅}
]
is a neighbourhood of z such that ϕ[Vz] intersects only ﬁnitely many members of U because so does ψ[Vz]. Hence,
ϕ is almost usco. If ϕ : Z → 2Y is locally bounded, then it is almost usco by the deﬁnition of a bounded set. Thus, (a)
holds. For (b), suppose that U is a cover of Y and z ∈ Z . Then, for a neighbourhood V z of z and U ∈ U , we have that
ϕ[Vz] ∩ U = ∅ if and only if Vz ∩ ϕ−1[U ] = ∅, which is (b). The statement of (c) follows immediately from the fact that if
U ⊂ Y is open, then ϕ(z)∩U = ∅ iff ϕ(z)∩U = ∅. As for (d), observe that each ϕ(z), z ∈ Z , is a bounded subset of Y because
ϕ(z) ⊂ ϕ[V ] for every neighbourhood V of z. Hence, each ϕ(z) = ϕ(z), z ∈ Z , is compact because Y is μ-complete. 
We now turn to the main result of this section showing that, under very general hypotheses, almost usco mappings are
actually multi-selections of usco mappings.
Lemma 3.2. Let Y be a paracompact Cˇech-complete space. Then, a nonempty-valued mapping ϕ : Z → 2Y is almost usco if and only if
it is a multi-selection for some usco mapping.
Proof. Since Y is paracompact and Cˇech-complete, by [13, Lemma 2.2] (see also [7, Corollary 4.8]), Y has an open-valued
locally-ﬁnite sieve S : T → 2Y such that 	S :B(T ) → 2Y is usco. If ϕ is almost usco, then, according to Proposition 3.1,
F (t) = ϕ−1[S (t)], t ∈ T , deﬁnes a closed-valued locally-ﬁnite sieve F : T → 2Z on Z . By [6, Lemma 5.3], F : Z → 2B(T )
is usco, hence so is the composition ψ = 	S ◦ F : Z → 2Y . The mapping ϕ is a multi-selection for ψ , which can be
shown repeating the arguments in the second part of the proof of Lemma 2.2. Since the converse follows by Proposition 3.1,
the proof is completed. 
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Proposition 3.3. Let Y be a locally compact space. Then, a nonempty-valued mapping ϕ : Z → 2Y is a multi-selection for some usco
mapping if and only if every point z ∈ Z has a neighbourhood V z such that ϕ[Vz] is compact. Moreover, if Y is also paracompact, then
ϕ is locally bounded if and only if it is almost usco.
Proof. Suppose that every z ∈ Z has a neighbourhood Vz such that ϕ[Vz] is compact, and let B(z) be the set of all such
neighbourhoods of z. Deﬁne a mapping ψ : Z →C (Y ) by
ψ(z) =
⋂{
ϕ[B]: B ∈B(z)}, z ∈ Z .
Take a neighbourhood U ⊃ ψ(z) for some z ∈ Z . Since B(z) is coﬁnal in the set of all neighbourhoods of z, there is some
B ∈B(z) with ϕ[B] ⊂ U . Since B ∈B(y) for every y ∈ B , the mapping ψ is u.s.c. By construction, ϕ is a multi-selection
of ψ . The other direction is obvious, which completes this part of the proof. The second part follows by Lemma 3.2 and the
ﬁrst one. 
4. Proof of Theorem 1.3
In this section, we accomplish the proof of Theorem 1.3. To this end, we need the following lemma transforming cover
properties into sieve properties.
Lemma 4.1. Let X be a space, and A ⊂ X be a closed subset with the property that for every locally-ﬁnite coverU of A of open subsets
of A there exists a locally-ﬁnite open cover {VU : U ∈U } of X such that VU ∩ A = U for every U ∈U . Then, for every open-valued
locally-ﬁnite sieveL : T → 2A on A there exists an open-valued locally-ﬁnite sieveR : T → 2X on X such thatR(t) ∩ A =L (t) for
every t ∈ T .
Proof. Suppose that L : T → 2A is an open-valued locally-ﬁnite sieve on A. Since {L (t): t ∈ T (0)} is a locally-ﬁnite
and open (in A) cover of A, by hypothesis, there exists an open locally-ﬁnite cover {R(t): t ∈ T (0)} of X such that
R(t) ∩ A =L (t), for every t ∈ T (0). Take an element s ∈ T (0). Then, {L (t): t ∈ node(s)} is a locally-ﬁnite family of open
subsets of A which covers R(s) ∩ A. By adding A to this family, we get a locally-ﬁnite cover of A of open subsets of A.
So, by hypothesis, there exists a locally-ﬁnite family {Rt : t ∈ node(s)} of open subsets of X such that Rt ∩ A =L (t), for
every t ∈ node(s). Take a ﬁxed element p ∈ node(s), and then deﬁne R(p) = (R(s) \ A)∪ (Rp ∩R(s)) and R(t) = Rt ∩R(s)
for t ∈ node(s) \ {p}. Thus, we get a locally-ﬁnite family {R(t): t ∈ node(s)} of open subsets of X which covers R(s) and
R(t) ∩ A =L (t), for every t ∈ node(s). Repeating the construction for every s ∈ T (0), we get an open locally-ﬁnite cover
{R(t): t ∈ T (1)} of X such that R(t) ∩ A =L (t), t ∈ T (1), and R(s) =⋃{R(t): t ∈ node(s)}, s ∈ T (0). We can proceed in
an obvious manner by induction on the levels of the tree (T ,) to get an open-valued locally-ﬁnite sieve R : T → 2X on X
such that R(t) ∩ A =L (t) for every t ∈ T . The proof is completed. 
We are now ready for the proof of Theorem 1.3. In fact, we will prove the following slight generalisation of this theorem.
Theorem 4.2. For a normal space X, the following are equivalent:
(a) X is Kateˇtov.
(b) For every Michael pair 〈ϕ0,ψ0〉 : A →C (Y ), where A ⊂ X is a closed subset and Y is a completely metrizable space, there exists
a Michael pair 〈ϕ,ψ〉 : X →C (Y ) such that ϕ  A = ϕ0 and ψ0 ⊂ ψ  A.
(c) Every l.s.c. almost usco mapping ϕ0 : A →C (Y ), where A ⊂ X is a closed subset and Y is a completely metrizable space, can be
extended to an l.s.c. almost usco mapping ϕ : X →C (Y ).
Proof. (a) ⇒ (b). Suppose that X is Kateˇtov, A ⊂ X is closed, Y is completely metrizable, and 〈ϕ0,ψ0〉 : A → F (Y ) is a
Michael pair. By Proposition 2.3, Y has a nonempty-open-valued locally-ﬁnite (λ)-sieve S : T → 2Y . By Proposition 3.1, the
composition L = ϕ−10 ◦S : T → 2A is an open-valued locally-ﬁnite sieve on A. Since X is Kateˇtov, by Lemma 4.1, there
exists an open-valued locally-ﬁnite sieve R : T → 2X on X which extends L , i.e.
R(t) ∩ A =L (t), for each t ∈ T . (4.1)
Deﬁne a pair of mappings 〈ϕ, θ〉 : X → 2Y by
ϕ = 	S ◦R and θ = 	S ◦R.
Since R is open-valued and locally-ﬁnite, by [6, Propositions 5.1 and 5.2], the inverse polar mapping R is nonempty-
compact-valued and l.s.c. Since R is closed-valued and locally-ﬁnite, by [6, Lemma 5.3],  is usco. Since R(t) ⊂R(t),R
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tion 2.1, the mapping 	S is singleton-valued and continuous. Thus, 〈ϕ, θ〉 : X →C (Y ) is also a Michael pair. According to
(4.1) and Lemma 2.2, we have that
ϕ  A = 	S ◦R  A = 	S ◦ (R  A) = 	S ◦ϕ−10 ◦S = ϕ0.
Finally, deﬁne another usco mapping ψ : X →C (Y ) by ψ(x) = ψ0(x)∪ θ(x) if x ∈ A and ψ(x) = θ(x) otherwise. Then, 〈ϕ,ψ〉
remains a Michael pair because ϕ ⊂ θ ⊂ ψ , while we now have that ψ0 ⊂ ψ  A.
The implication (b) ⇒ (c) follows from Lemma 3.2. To show ﬁnally that (c) ⇒ (a), let A ⊂ X be closed and U be a
locally-ﬁnite cover of A of open subsets of A. Endow U with the discrete topology, and deﬁne a mapping ϕ0 : A →F (U )
by ϕ0(x) = {U ∈ U : x ∈ U }, x ∈ A. Since ϕ−10 [{U }] = U , U ∈ U , the mapping ϕ0 is l.s.c. Also, every point z ∈ A has
a neighbourhood Vz intersecting only ﬁnitely many elements of U , hence ϕ0[Vz] is a bounded set (being ﬁnite) and,
therefore, ϕ is almost usco (being locally bounded). So, by (c), ϕ0 can be extended to an l.s.c. almost usco mapping ϕ : X →
C (U ). Then, {ϕ−1[{U }]: U ∈U } is an open cover of X such that
ϕ−1
[{U }]∩ A = ϕ−10
[{U }]= U , U ∈U .
Finally, by Proposition 3.1, {ϕ−1[{U }]: U ∈U } is locally-ﬁnite in X because {{U }: U ∈U } is an open discrete cover of U .
Thus, X must be Kateˇtov. 
5. Some possible applications and generalisations
In this section, we ﬁrst show that extending the “u.s.c.” part of Michael pairs is characterising collectionwise normality.
In fact, this statement is more related to multi-selections rather than extension of set-valued mappings.
Lemma 5.1. A T1-space X is collectionwise normal if and only if given a closed subset A ⊂ X, a completely metrizable Y and a Michael
pair 〈ϕ0,ψ0〉 : A →C (Y ), there exists a Michael pair 〈ϕ,ψ〉 : X →C (Y ) such that
ϕ  A ⊂ ϕ0 and ψ  A = ψ0.
Proof. Take a discrete family F of closed subsets of X . Endow it with the discrete topology, and deﬁne a mapping
θ :
⋃
F → C (F ) by θ(x) = {F } if x ∈ F for some F ∈ F . Then, θ is both l.s.c. and u.s.c. If it can be extended to an
usco mapping ψ : X →C (F ), then {ψ#[{F }]: F ∈F } is a pairwise disjoint (actually, discrete) family of open subsets of X
such that F ⊂ ψ#[{F }], F ∈F . This implies that X is collectionwise normal.
Conversely, suppose that X is collectionwise normal, A ⊂ X is closed, Y is completely metrizable and 〈ϕ0,ψ0〉 : A →C (Y )
is a Michael pair. Deﬁne an l.s.c. mapping Φ : X →F (Y ) by Φ(x) = ϕ0(x) if x ∈ A and Φ(x) = Y otherwise. Since each Φ(x)
is either compact or the entire space, by a result of Choban and Nedev [3] (see also [14, Theorem 4.4]), there exists a
Michael pair 〈ϕ, θ〉 : X →C (Y ) such that θ ⊂ Φ . According to the deﬁnition of Φ , we also have that θ  A ⊂ ψ0. This allows
to deﬁne an usco mapping ψ : X →C (Y ) by ψ(x) = θ(x) ∪ ψ0(x) = ψ0(x) if x ∈ A and ψ(x) = θ(x) otherwise. Then, 〈ϕ,ψ〉
is a Michael pair such that ϕ  A ⊂ ϕ0 and ψ  A = ψ0. The proof is completed. 
The following question naturally arises in view of Theorem 1.3 and Lemma 5.1.
Question 1. Under what conditions on a space X , for every closed A ⊂ X and completely metrizable Y , every Michael
〈ϕ0,ψ0〉 : A →C (Y ) can be extended to a Michael pair 〈ϕ,ψ〉 : X →C (Y )?
Below we provide a necessary condition on X for such extensions.
Proposition 5.2. Let X be a T1-space such that for every closed A ⊂ X and completely metrizable Y , everyMichael pair 〈ϕ0,ψ0〉 : A →
C (Y ) can be extended to a Michael pair 〈ϕ,ψ〉 : X →C (Y ). Then, X is hereditarily normal and Kateˇtov.
Proof. First of all, let us show that X is hereditarily normal, which can be done modifying slightly the proof of [5, Propo-
sition 1.4]. Namely, let A0, A1 ⊂ X be such that Ai ∩ A1−i = ∅, i = 0,1. We are looking for open sets U0,U1 ⊂ X such that
U0 ∩ U1 = ∅ and Ai ⊂ Ui , i = 0,1 (see, for instance, [4, Theorem 2.1.7]). To this end, set A = V2 = A0 ∪ A1, Vi = A \ A1−i ,
i = 0,1, and Y = {0,1,2}. Note that Ai ⊂ Vi ⊂ Ai , i = 0,1. Deﬁne now a pair of mappings 〈ϕ0,ψ0〉 : A → C (Y ) by letting
for x ∈ A that
ϕ0(x) = {i ∈ Y : x ∈ Vi} and ψ0(x) = {i ∈ Y : x ∈ Vi}.
Thus, we get a Michael pair 〈ϕ0,ψ0〉 : A →C (Y ) and, by hypothesis, it can be extended to a Michael pair 〈ϕ,ψ〉 : X →C (Y ).
Then, U0 = ϕ−1[{0}] is an open set such that U0∩ A = ϕ−1[{0}] = V0 ⊃ A0. Let us also observe that U0∩ A ⊂ ψ−1[{0}]∩ A =0
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the veriﬁcation that X is hereditarily normal. According to Theorem 1.3, X must be also Kateˇtov. 
Let τ be an inﬁnite cardinal number. All cover-extension properties considered in this paper have natural generalisations
by restricting the cardinality of the covers that could be extended. Namely, a space X is τ -Kateˇtov (see [16]) if it is normal
and given a closed subset A ⊂ X and a locally-ﬁnite and open (in A) cover U of A, with |U |  τ , there exists an open
locally-ﬁnite cover {VU : U ∈U } of X such that VU ∩ A = U for every U ∈U . In the same way, a space X is τ -collectionwise
normal if for every discrete collection H of closed subsets of X , with |H | τ , there exists a discrete collection {VH : H ∈
H } of open subsets of X such that H ⊂ VH for every H ∈ H . We now have that X is Kateˇtov (resp., collectionwise
normal) iff it is τ -Kateˇtov (resp., τ -collectionwise normal) for every τ . It is an immediate observation that Theorem 4.2
remains valid by assuming that X is τ -Kateˇtov and restricting the topological wight w(Y ) of Y to at most τ .
The beneﬁt of doing this is that one can obtain some interesting results for the special case of τ = ω. In fact, in this
case, we have the following characterisation of countably Kateˇtov spaces in terms of locally bounded mappings.
Theorem 5.3. For a normal space X, the following are equivalent:
(a) X is countably Kateˇtov.
(b) Every locally bounded l.s.c. mapping ϕ0 : A → C (Y ), where A ⊂ X is closed and Y is a separable locally compact metrizable
space, can be extended to a locally bounded l.s.c. mapping ϕ : X →C (Y ).
(c) Every locally bounded l.s.c. mapping ϕ0 : A →C (R), where A ⊂ X is closed, can be extended to a locally bounded l.s.c. mapping
ϕ : X →C (R).
Proof. For a locally compact paracompact range, by Proposition 3.3, a mapping is almost usco if and only if it is locally
bounded. Hence, (a) ⇒ (b) is an immediate consequence of Theorem 4.2 for the case τ = ω, while (b) ⇒ (c) is obvious.
To show that (c) ⇒ (a), let A ⊂ X be closed, and let U be a countable locally-ﬁnite cover of A of open subsets of A.
It suﬃces to show that U can be extended to a locally-ﬁnite family of open subsets of X . To this end, just like in the
proof of Theorem 4.2, endow U with the discrete topology, and deﬁne a locally bounded l.s.c. mapping ϕ0 : A →C (U ) by
ϕ0(x) = {U ∈U : x ∈ U }, x ∈ A. Since U is a countable discrete space, it can be embedded as a closed discrete subset of R
(in fact, mapped bijectively on a subset of the natural numbers). Hence, ϕ0 : A →C (R) is a locally bounded l.s.c. mapping
and, by (c), it can be extended to a locally bounded l.s.c. mapping ϕ : X → C (R). Take a discrete family {VU : U ∈ U }
of open subsets of R with U ∈ VU , U ∈ U . Then, {ϕ−1[VU ]: U ∈ U } is a locally-ﬁnite family of open subsets of X , by
Proposition 3.1. Moreover, ϕ−1[VU ] ∩ A = ϕ−10 [VU ] = ϕ−10 [{U }] = U for every U ∈U . The proof is completed. 
We conclude this paper with an application of Theorem 5.3 for extending semi-continuous functions in countably Kateˇtov
spaces. To this end, let us recall that a real-valued function g : Z →R is lower semi-continuous (upper semi-continuous) if for
every r ∈ R and every z ∈ Z , with g(z) > r (resp., g(z) < r), there exists a neighbourhood V of z such that g(y) > r (resp.,
g(y) < r), for every y ∈ V . For convenience, for functions g,h : Z → R, we will write that g  h if g(z)  h(z) for all
z ∈ Z . Let us also agree on the following terminology: we will say that 〈g,h〉 : Z → R is an LU-pair of functions if g is
lower semi-continuous, h is upper semi-continuous and g  h; similarly, we will say that 〈g,h〉 is a UL-pair if g is upper
semi-continuous, h is lower semi-continuous and g  h.
Using the fact that every hereditarily normal space is countably Kateˇtov (i.e., ω-Kateˇtov) [16, Theorem 5], Shishkov
applied his Theorem 1.2 to obtain a “semi-continuous” analogue of the famous Urysohn’s extension characterisation of
normality. Namely, he proved in [17, Theorem 1.7] that a T1-space X is hereditarily normal iff given a closed subset A ⊂ X ,
every LU-pair 〈0,u0〉 : A → R can be extended to an LU-pair 〈,u〉 : X → R. Here, by extension we mean that   A = 0
and u  A = u0. The idea of this result is based on a natural construction relating pairs of functions and multifunctions, it is
well known (see, e.g., [11]) and is summarised below.
Proposition 5.4. Let θ : Z → C (R) be a mapping such that θ(z) = [g(z),h(z)], z ∈ Z , for some functions g,h : Z → R. Then, the
following holds:
(a) θ is usco if and only if 〈g,h〉 is an LU-pair.
(b) θ is l.s.c. if and only if 〈g,h〉 is a UL-pair.
Using the same idea, we provide a similar characterisation of countably Kateˇtov spaces. For this purpose, we need the
following consequence of Proposition 3.3; see also [18, Proposition 3.1].
Corollary 5.5. A function f : Z →R is locally bounded if and only if it is a selection for some uscomapping θ : Z →C (R). In particular,
if g,h : Z →R are locally bounded and g  h, then the set-valued mapping ϕ(z) = [g(z),h(z)], z ∈ Z , is also locally bounded.
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for an usco mapping θ1 : Z → C (R), and h—a selection for some usco θ2 : Z → C (R). Then, ϕ is a multi-selection for
ψ(z) = conv(θ1(z) ∪ θ2(z)), z ∈ Z . Hence, by the same reason, ϕ is also locally bounded because ψ remains usco. 
Now we have also the following characterisation of countably Kateˇtov spaces.
Theorem 5.6. For a normal space X, the following are equivalent:
(a) X is countably Kateˇtov.
(b) If A ⊂ X is closed, then every UL-pair 〈u0, 0〉 : A → R of locally bounded functions can be extended to a UL-pair 〈u, 〉 : A → R
of locally bounded function.
Proof. For (a) ⇒ (b), suppose that X is countably Kateˇtov, A ⊂ X is closed and 〈u0, 0〉 : A → R is a UL-pair of locally
bounded functions. By Proposition 5.4 and Corollary 5.5, ϕ0(x) = [u0(x), 0(x)], x ∈ A, deﬁnes a locally bounded l.s.c. map-
ping ϕ0 : A →C (R). Hence, by Theorem 5.3, ϕ0 can be extended to a locally bounded l.s.c. mapping ϕ : X →C (R). Deﬁne
functions u,  : X →R by u(x) = minϕ(x) and (x) = maxϕ(x), x ∈ X . Next, deﬁne another l.s.c. mapping ϕ1 : X →C (R) by
ϕ1(x) = conv(ϕ(x)) = [u(x), (x)], x ∈ X (see [11, Proposition 2.3]). Thus, by Proposition 5.4, 〈u, 〉 is a UL-pair which extends
〈u0, 0〉 because ϕ  A = ϕ0. Since ϕ is locally bounded and u and  are selections for ϕ , they are also locally bounded (by
Corollary 5.5), i.e. 〈u, 〉 is as in (b).
To show ﬁnally that (b) ⇒ (a), we are going to use Theorem 5.3. Namely, let A ⊂ X be closed and ϕ0 : A → C (R) be
a locally bounded l.s.c. mapping. Just like before, applying Proposition 5.4 to the l.s.c. mapping θ0(x) = conv(ϕ0(x)), x ∈ A,
we may deﬁne a UL-pair 〈u0, 0〉 : A → R by u0(x) = min θ0(x) = minϕ0(x) and 0(x) = max θ0(x) =maxϕ0(x), x ∈ A. By
Corollary 5.5, these functions are locally bounded, hence, by (b), the pair 〈u0, 0〉 can be extended to a UL-pair 〈u, 〉 : X →R
of locally bounded functions. According to Proposition 5.4, θ(x) = [u(x), (x)], x ∈ X , is an l.s.c. mapping which extends θ0
because u  A = u0 and   A = 0. Also, θ is locally bounded because so are u and . Finally, deﬁne another locally bounded
l.s.c. mapping ϕ : X → C (R) by ϕ(x) = ϕ0(x) if x ∈ A and ϕ(x) = θ(x) otherwise. Then, ϕ is an extension of ϕ0 and, by
Theorem 5.3, X is countably Kateˇtov. 
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