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La continua e crescente diﬀusione dei dispositivi mobili di ultima gene-
razione ha reso possibile considerare l'utente non solo come semplice utiliz-
zatore di dati, ma anche come fornitore dei dati stessi. Infatti i moderni
smartphone mettono a disposizione una serie di sensori atti alla misurazio-
ne di fenomeni ambientali; da tali misurazioni possono essere estrapolate
numerose informazioni utili ad una nuova classe di applicazioni sensibili al-
l'ambiente. Applicazioni di questo tipo sono alla base dei progetti di urban
sensing, che si occupano di analizzare una serie di problematiche relative
all'ambito urbano avendo a disposizione dati raccolti sul campo mediante
sensori. Il presente lavoro di tesi riguarda la progettazione, realizzazione e
valutazione di un sistema software che identiﬁca le condizioni di traﬃco su
strade cittadine a partire da rilevazioni GPS raccolte dai singoli veicoli in
movimento. L'identiﬁcazione avviene mediante il riconoscimento di speciﬁci
modelli di traﬃco costruiti basandosi sull'osservazione di una serie di carat-
teristiche che sono state ritenute preponderanti nella diﬀerenziazione delle
diverse tipologie di condizioni di traﬃco. La fase di testing mostra come con




The continuous and growing spread of last generation mobile devices has
made possible to consider the end user not only as the simple data consumer
but also as a data producer. The contemporary smartphones oﬀer a set
of sensors that produce the measurements of environmental phenomenons:
from those measurements, numerous informations useful to a new class of
environment-aware applications can be extracted. Such applications are the
basis for urban sensing projects that analyse a series of urban issues rely-
ing on data collected from sensors. The following work is about designing,
implementing and testing a software system that identiﬁes traﬃc conditions
on streets starting from GPS location data collected from on-road vehicles.
Identiﬁcation is based upon speciﬁc traﬃc patterns built using a set of fea-
tures that distinguish the diﬀerent types of traﬃc conditions. Testing results
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l traﬃco rappresenta uno dei più grandi problemi che chiunque viaggi in
automobile si trova a dovere aﬀrontare quotidianamente. Condizioni di
traﬃco pesante, specialmente in ambito cittadino, portano alla congestione
della viabilità e alla formazione di code. Fondamentale diventa quindi cer-
care di prevenire tali situazioni mediante il monitoraggio costante dei ﬂussi
di traﬃco e avvertendo i guidatori in tempo reale. Da tempo sono usate
stazioni ﬁsse, installate in determinate locazioni lungo un tratto di strada,
che eﬀettuano tale monitoraggio misurando tramite sensori alcune caratte-
ristiche quali la velocità e il numero di veicoli e la distanza tra essi. Tale
metodologia è alla base dei sistemi ITS (Intelligent Transportation System),
tuttora diﬀusi in qualsiasi centro cittadino. Il problema principale dei sistemi
ITS è dato dall'elevato costo di installazione e manutenzione delle stazioni di
rilevamento; se a questo si unisce il fatto che per avere una visione completa
di un intero tratto stradale è necessaria la presenza di un elevato numero
di stazioni, risulta evidente come tale approccio non sia praticabile in larga
scala.
Una soluzione eﬃciente è quella di utilizzare informazioni raccolte da
sensori mobili presenti all'interno delle singole automobili: in questo modo
sono eliminati tutti i costi di installazione e si passa ad un'architettura to-
talmente distribuita. La spinta fondamentale verso una soluzione di questo
tipo può venire dalla crescente diﬀusione degli smartphone di ultima gene-
razione. Con smartphone si intendono dispositivi portatili che abbinano alle
classiche funzionalità di un telefono cellulare, la possibilità di eseguire ope-
razioni hardware e software paragonabili a quelle dei personal computer. Di
particolare interesse è la presenza di svariati tipologie di sensori all'interno
del dispositivo, che permettono la raccolta e la pubblicazione di dati relativi
all'ambiente circostante. Tornando al caso dell'analisi della viabilità, è ipo-
1
Figura 1.1: Architettura base
tizzabile uno scenario in cui uno smartphone presente su un'automobile invia
periodicamente ad un server di raccolta le informazioni circa la posizione e
velocità del veicolo rilevate tramite il sensore GPS del dispositivo. Tali in-
formazioni verranno prelevate da un'apposita applicazione di monitoraggio
che le utilizzerà per produrre delle stime sulle condizioni di traﬃco relative
a quel tratto di strada in quel determinato momento. L'utente possessore
dello smartphone potrà così ricevere tramite il dispositivo aggiornamenti in
tempo reale. L'architettura di base è mostrata in Figura 1.1.
Scopo di questo lavoro di tesi è la realizzazione del lato applicativo di
tale architettura, tramite un'applicazione chiamata TraﬃcAnalysis, che si
interfaccerà con un server atto alla raccolta dei dati ambientali prodotti dai
sensori. Viene inoltre presentata una semplice web application, chiamata
TraﬃcMaps, che fornisce all'utente i risultati prodotti dalla TraﬃcAnlysis
in un formato graﬁco di immediata comprensione mediante l'utilizzo delle
Google Maps. 1
1Servizio sviluppato da Google ed accessibile dal relativo sito web che consente la




Per comprendere meglio le ﬁnalità e l'ambito operativo del presente lavo-
ro, vengono di seguito illustrati i concetti base riguardanti l'interazione tra
reti di sensori e applicazioni distribuite.
1.1.1 Cloud Computing
Con Cloud Computing (in breve CC) si intende un insieme di tecno-
logie informatiche che permettono l'utilizzo di risorse hardware e software
distribuite in remoto. Il CC si presenta come un paradigma orientato alla
realizzazione del cloud, cioè una piattaforma di calcolo che viene oﬀerta, at-
traverso una rete a banda larga, a clienti che necessitano di ingenti risorse
computazionali, secondo il tipico schema client-server. Il cloud oﬀre quindi
servizi e risorse all'utente, senza che quest'ultimo sia a conoscenza delle ca-
ratteristiche delle risorse e dell'implementazione dei servizi.
È possibile distinguere tra tre tipologie di ruoli fondamentali:
• fornitore di servizi: oﬀre servizi e risorse, sia hardware che software.
• cliente amministratore: conﬁgura i servizi oﬀerti dal fornitore per
adattarli alle esigenze del cliente ﬁnale.
• cliente ﬁnale: utilizza i servizi oﬀerti dal fornitore, opportunamente
conﬁgurati dall'amministratore.
Lo stack del CC prevede cinque diﬀerenti livelli:
• client layer: hardware e software lato client che si limita a rappresen-
tare localmente l'esecuzione di un servizio remoto e ad inoltrare verso
il cloud i comandi dell'utente. In questo caso si parla anche di thin
client.
• application layer: è composto dalle applicazioni sul cloud, che nel loro
insieme formano il cosiddetto Software as a Service (SaaS), che oﬀrono
il software come un servizio eseguibile in remoto su Internet, senza ne-
cessità da parte dell'utilizzatore di installare ed eseguire un'applicazione
sul proprio dispositivo.
• platform layer: detto anche Platform as a Service (PaaS), è con-
cettualmente simile ad Saas, con la diﬀerenza che viene fornita una
piattaforma software remota, che può essere usata dall'utilizzatore per
sviluppare le proprie applicazioni.
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• infrastructure layer: detto anche Infrastructure as a Service (IaaS),
permette l'utilizzo di risorse hardware in remoto.
• server layer: risorse hardware e software lato server, tramite le quali
viene implementato il cloud.
1.1.2 Mobile Cloud Computing
Con il termine Mobile Cloud Computing (MCC) si intende l'uso combi-
nato di tecniche di Cloud Computing e di dispositivi mobili. Di particolare
interesse è il cosiddetto Sensors as a Service (SeaS), cioè la possibilità di
usufruire tramite il cloud delle informazioni ambientali ottenute da tali di-
spositivi. Servizi di questo tipo sono detti context-aware: si tratta di appli-
cazioni distribuite in grado di fornire un risultato a partire da informazioni di
contesto riguardanti l'ambiente circostante. Un'applicazione context-aware
prevede due attori principali:
• context provider: entità che produce le informazioni di contesto, ad
esempio un determinato sensore.
• context consumer: entità che richiede e riceve le informazioni di
contesto.
Come accennato nel precedente paragrafo, un'applicazione context-aware ha
lo scopo di fornire un determinato risultato; in base a tale ﬁnalità è possibile
distinguere due categorie [1]:
• context information source: l'applicazione si limita a memorizza-
re le informazioni ricevute in strutture dati permanenti, mettendole a
disposizione, tramite un meccanismo di interrogazioni dette context-
query, di un'applicazione cliente che le utilizzerà per trarre conclusioni
circa fenomeni di interesse.
• context synthesis service: l'applicazione analizza ed elabora i dati
raccolti per fornire direttamente un servizio complesso all'applicazione
cliente.
Generalmente è utile disaccoppiare le due entità mediante l'utilizzo di una
infrastruttura middleware, che raccoglie le informazioni da più providers e le
oﬀre al consumer attraverso una speciﬁca API.
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1.1.3 Mobile Phone Sensing
Un sottoinsieme dei servizi context-aware è dato dalle applicazioni Mo-
bile Phone Sensing (MPS) [2], cioè da applicazioni distribuite che utilizzano
informazioni di contesto provenienti da smartphone, in particolare dai sen-
sori integrati in essi. In base all'utilizzo che viene fatto dei dati raccolti, è
possibile distinguere tre diverse tipologie di servizi:
• personal sensing: i dati raccolti dallo smartphone forniscono risultati
di interesse esclusivamente per l'utente possessore dello smartphone.
• group sensing: i dati raccolti da ogni smartphone vengono messi a
disposizione di un gruppo ben deﬁnito di utenti che partecipano ad
un'attività comune.
• community sensing: i dati raccolti da un numero rilevante di smart-
phone sono utilizzati per oﬀrire un servizio di pubblica utilità, come
ad esempio un'analisi del traﬃco cittadino. In questo caso all'utente
possessore del dispositivo deve essere garantito un determinato livello
di privacy, in quanto il servizio non deve avere alcun interesse riguardo
l'identità del produttore di informazioni.
Un ulteriore classiﬁcazione può essere fatta in base al ruolo che l'utente svolge
nel processo di rilevazione dati, in particolare per quanto riguarda il grado di
controllo che il possessore del dispositivo ha sulla partecipazione del proprio
smartphone all'applicazione:
• participatory sensing: l'utente ha la possibilità di gestire e regolare
il ﬂusso di informazioni raccolte e rese disponibili dal dispositivo.
• opportunistic sensing: l'utente si limita ad avviare l'applicazio-
ne sul proprio smartphone, senza avere nessun tipo di controllo sulle
informazioni che vengono prodotte.
Nel seguito verrà considerata un'applicazione che segue il paradigma di par-
ticipatory sensing, con il vantaggio che l'utente può stabilire quando e come
fornire dati, evitando ad esempio l'invio di informazioni non necessarie o inu-
tilizzabili da parte del servizio. L'utente ha inoltre maggiore controllo su
risorse proprie dello smartphone: ad esempio, può ﬁssare una soglia massima
alla frequenza di rilevazione, permettendo un minore uso della batteria del
dispositivo, e alla frequenza di invio dei dati al centro di raccolta, gestendo
così l'utilizzo della connessione wireless. Il principale svantaggio riguarda
proprio il ruolo 'attivo' svolto dall'operatore umano nel processo: è infatti
necessario che l'utente abbia un minimo grado di conoscenza del servizio cui
5
1.2. PANORAMICA DEL SISTEMA
partecipa per potere settare adeguatamente il proprio dispositivo. Il modello
di opportunistic sensing dispensa l'utente da ogni compito gestionale, facen-
do sì che venga prodotto un ﬂusso continuo ed ininterrotto di informazioni:
se da un lato questo fatto permette all'applicazione di ottenere dati senza
alcun vincolo temporale da rispettare, dall'altro può produrre un notevole
overhead di informazioni non necessarie allo scopo.
1.2 Panoramica del sistema
Tornando all'architettura di base presentata in precedenza, è adesso pos-
sibile identiﬁcare con maggiore chiarezza le varie componenti del sistema
all'interno del quale si inserisce l'applicazione TraﬃcAnalysis. Il sistema si
basa sul paradigma del Mobile Cloud Computing: i context providers sono
gli smartphone, che rilevano la posizione del dispositivo mediante i propri
sensori GPS; il context consumer è un servizio web di raccolta dati installato
su un server web. La comunicazione tra providers e consumer sarà gestita
attraverso un sistema di middleware.
L'applicazione context-aware è di tipo context information source, cioè si li-
mita alla raccolta dei dati ambientali e li rende disponibili all'applicazione
cliente; tale applicazione cliente è proprio TraﬃcAnalysis. Poichè TraﬃcA-
nalysis si propone di oﬀrire un servizio di pubblico interesse quale il moni-
toraggio del traﬃco, siamo nell'ambito del community sensing. Per quanto
riguarda la produzione dei dati, l'utente possessore del dispositivo avrà il
controllo sulla tempistica e la tipologia di informazioni da rendere disponibi-
li, secondo il modello del participatory sensing.
Nel successivo capitolo verranno presentati in modo dettagliato i software
che implementano tale applicazione context-aware. Va comunque messo in
evidenza ﬁn da ora come TraﬃcAnalysis comunichi esclusivamente con il
context consumer, attraverso una speciﬁca API, e non preveda alcun tipo di
interazione diretta con gli smartphone e con gli utenti che li gestiscono.
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Capitolo2
Algoritmi e tecnologie usate
I
n questo capitolo saranno esaminati gli algoritmi teorici e gli strumenti
software utilizzati per la realizzazione dell'applicazione TraﬃcAnalysis.
Gli algoritmi che sono stati implementati nella realizzazione del progetto ri-
guardano il data mining, ovvero l'estrazione di pattern 1 da grandi quantità
di dati attraverso metodi automatici o semi-automatici. Per quanto riguarda
gli strumenti software di supporto all'applicazione, verranno illustrati breve-
mente il framework SWE (Sensor Web Enablement) messo a disposizione dal
consorzio 52North e il sistema di acquisizione dati da sensori CloudSensor.
2.1 Algoritmi di classiﬁcazione
Alla base del processo di data mining c'è l'applicazione di una serie di
metodi statistici e di intelligenza artiﬁciale ad un insieme di dati per scopri-
re dei pattern comuni a due o più sottoinsiemi di tali dati. Il primo passo
consiste nell'estrarre dai dati grezzi a disposizione, comunemente deﬁniti os-
servazioni, una serie di caratteristiche di interesse, dette features, che meglio
descrivono e riassumono le principali proprietà delle osservazioni. Il vetto-
re a N dimensioni che rappresenta tali caratteristiche è detto feature vector,
mentre lo spazio N-dimensionale nel quale sono rappresentati i feature vector
è detto feature space.
Con pattern recognition si intende l'assegnamento di un valore di output ad
uno speciﬁco feature vector in ingresso; ogni valore di output rappresenterà
un determinato pattern. Quando tale output è discreto viene deﬁnito label,
o etichetta, e identiﬁca la classe di uscita alla quale il feature vector ap-
1In questo contesto, con pattern si intende uno schema regolare che si riscontra
all'interno di un insieme di oggetti osservati
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partiene; il processo di pattern recognition prende il nome di classiﬁcazione.
Per ottenere una corretta classiﬁcazione è indispensabile una fase preliminare
di apprendimento, detta fase di machine learning, durante la quale il siste-
ma impara automaticamente a riconoscere pattern complessi e a prendere
decisioni. Esistono due principali metodologie di learning:
• Supervised Learning
• Unsupervised Learning
La tecnica di supervised learning (apprendimento supervisionato) si ba-
sa su una serie di esempi detti training examples ; l'insieme di tali esempi è
detto training set. Ogni training example è formato da un valore di input,
rappresentato da un feature vector, e dal valore di output desiderato. Si
parla di apprendimento supervisionato perché la label di output è assegnata
a mano in base a considerazioni eﬀettuate dall'operatore umano. L'algorit-
mo di learning analizza i training example per generare una funzione, detta
classiﬁcatore, che mappa ogni oggetto in input valido in una corretta label
di uscita. Fondamentale risulta quindi essere la scelta del training set, che
deve essere rappresentativo di tutte le possibili situazioni che si possono ve-
riﬁcare. Il vantaggio di questa tipologia di algoritmi è soprattutto la facilità
di implementazione della fase di classiﬁcazione, mentre lo svantaggio princi-
pale è dovuto alla necessità di un intervento umano esterno nelle operazioni
di labeling e scelta del training set. Generalmente solo un sottoinsieme di
esempi vengono utilizzati per creare il training set; i restanti costituiscono il
cosiddetto test set che viene usato per valutare l'accuratezza della funzione
di classiﬁcazione ottenuta.
La tecnica di unsupervised learning (apprendimento non supervisionato)
non prevede l'uso di feature vector preclassiﬁcati ma cerca di determinare
automaticamente il modo in cui i dati sono organizzati. La forma più diﬀusa
di unsupervised learning è il clustering : il clustering consiste nel dividere un
set di oggetti in sottoinsiemi, chiamati clusters, in modo tale che gli elementi
nello stesso cluster siano simili tra di loro. In questo ambito con il termi-
ne oggetto si intende una proprietà o un fenomeno ricavabile dall'analisi dei
dati grezzi. Il criterio di similarità si basa sulla distanza tra i feature vector
rappresentativi di tali oggetti nel feature space: minore sarà la distanza tra
due feature vector, maggiore la somiglianza tra i due oggetti corrispondenti.
Utilizzando questa tecnica non è necessaria nessuna interazione con l'opera-
tore umano: è infatti suﬃciente passare all'algoritmo un set di feature vector
unlabeled di dimensioni suﬃcientemente elevate. Il lato negativo nell'uso
del meccanismo di clustering è dato dalla mancanza di controllo sulle divi-
sioni eﬀettuate dall'algoritmo: non sempre è garantito che il set di cluster
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sia rappresentativo di tutte le condizioni che si veriﬁcano nel mondo reale,
ed inoltre può presentare delle diﬃcoltà stabilire una corrispondenza tra il
singolo cluster ed una particolare classe di output. Una soluzione parziale
al problema è quella di passare all'algoritmo il numero di cluster in cui sarà
suddiviso il set di partenza.
Nei seguenti sottoparagraﬁ verranno presentati due algoritmi di classiﬁ-
cazione basati sulle due tecniche appena descritte.
2.1.1 Algoritmo K-NN
L'algoritmo K-nearest neighbors (K-NN) è un metodo di classiﬁcazione
basato sulla tecnica di supervised learning. I training example sono mappati
come vettori nel feature space, ognuno avente una label associata; di con-
seguenza la fase di training si limita alla memorizzazione in una tabella del
feature vector e della label corrispondente. L'oggetto da classiﬁcare viene
anch'esso trasformato in un feature vector e mappato nel feature space: a
questo punto vengono selezionati i K training example più vicini nello spazio
N-dimensionale e all'oggetto viene assegnata la label più frequente tra quelle
dei K vicini, secondo il criterio di majority voting. Nel caso limite K=1, l'og-
getto è quindi assegnato alla classe cui appartiene il nearest neighbor; negli
altri casi si procede con il majority voting.
La scelta del parametro K è a carico dell'operatore umano e dipende dai dati
trattati. Generalmente, maggiori valori di K riducono l'eﬀetto del rumore
sulla classiﬁcazione, ma allo stesso tempo possono rendere i conﬁni tra classi
diverse meno distinti, in quanto nei K vicini si potrebbero venire a trovare
anche vettori appartenenti a diverse classi. Viceversa, un piccolo valore di K
può portare a classiﬁcazioni erronee, dovute alla selezione di pochi training
example male etichettati che possono venire a trovarsi molto lontano dalla
maggioranza degli example appartenenti a quella classe.
Come criterio di vicinanza tra coppie di vettori viene utilizzata la distanza
euclidea in uno spazio N-dimensionale.
In Figura 2.1 è riportato un esempio di classiﬁcazione binaria 2 in uno spa-
zio 2-dimensionale con l'algoritmo K-NN avente parametro K=4: il feature
vector unlabeled verrà assegnato alla classe 'blu'.
K-NN è ampiamente usato soprattutto per la sua facilità di implementa-
zione e per il fatto di essere multiclass, cioè supporta la classiﬁcazione in un
qualsiasi numero di classi di uscita. Inoltre, come già detto in precedenza, la
fase di training è veloce e non comporta alcun costo computazionale. Vice-
2Con classiﬁcazione binaria si intende una classiﬁcazione in cui sono coinvolte solo due
classi di uscita
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Figura 2.1: Algoritmo K-NN
versa la classiﬁcazione è computazionalmente pesante, in quanto si richiede il
calcolo della distanza euclidea tra coppie di vettori a N-dimensioni per ogni
training example memorizzato. Va inoltre sottolineato come il criterio di ma-
jority voting tenda a privilegiare label cui sono associati un gran numero di
training example: di conseguenza è importante che il training set contenga
un numero simile di example per ogni diversa classe.
2.1.2 Algoritmo K-means
L'algoritmo K-means è un algoritmo di clustering che partiziona un set
di oggetti in K cluster: ogni oggetto appartiene al cluster il cui centroide
è più vicino al feature vector rappresentativo dell'elemento. Il centroide (o
punto medio) di un cluster viene calcolato come la media aritmetica di tutti i
punti appartenenti al cluster. Anche in questo caso come criterio di vicinanza
viene usata la distanza euclidea in uno spazio N-dimensionale. Il parametro
K viene scelto dall'operatore umano in base al numero di classi di uscita
che si vogliono ottenere. L'algoritmo standard usa una tecnica iterativa di
raﬃnamento:
1. Vengono generati in maniera random K punti che vengono assunti come
centroidi dei K cluster
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Figura 2.2: Algoritmo K-means
2. Step di assegnazione: ogni feature vector viene assegnato al cluster
avente il centroide più vicino
3. Step di aggiornamento: per ogni cluster viene ricalcolato il centroide
4. Vengono ripetuti gli step 2 e 3 ﬁnché l'algoritmo non converge, cioè
non si hanno più modiﬁche negli assegnamenti
In Figura 2.2 è riportato un esempio della procedura di creazione dei cluster.
Tale procedura è computazionalmente pesante, avendo una complessità NP-
hard, e non garantisce il raggiungimento dell'ottimalità: infatti l'algoritmo
è instabile, poiché diﬀerenti inizializzazioni possono dare luogo a diﬀerenti
risultati ﬁnali.
Una volta terminata la fase di training, la classiﬁcazione di un feature
vector unlabeled risulta essere di semplice implementazione: è infatti suf-
ﬁciente calcolare la distanza tra il vettore e i vari centroidi, selezionare il
cluster cui appartiene il centroide più vicino, ed assegnare al feature vector
la label associata a tale cluster. Per rendere il sistema più adattivo, è possi-
bile aggiornare dinamicamente i cluster dopo ogni classiﬁcazione di un nuovo
vettore, ricalcolando tutti i vari centroidi; in questo modo si può ottenere
un'evoluzione dinamica del sistema, senza dovere ricorrere periodicamente
ad una nuova fase di inizializzazione dell'algoritmo.
Come detto, sia l'algoritmo K-means sia il K-NN sono basati su crite-
ri di vicinanza tra vettori che calcolano la distanza euclidea in uno spazio
N-dimensionale: in questo modo ognuna delle N componenti che formano
un vettore dà il suo contributo al calcolo di tale distanza. Per ottenere una
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buona accuratezza delle classiﬁcazioni è fondamentale che non siano pre-
senti feature irrilevanti e che gli ordini di grandezza delle misurazioni delle
varie componenti siano comparabili, in modo tale che tutte le componenti
abbiano una simile inﬂuenza sul calcolo della distanza complessiva. In ca-
so di ordini di grandezza diversi è quindi necessaria una fase preliminare di
ridimensionamento delle componenti secondo un opportuno fattore di scala.
2.2 Sensor Web Enablement
In questa sezione viene fornita una descrizione del framework Sensor Web
Enablement (SWE) utilizzato per implementare il servizio di raccolta dei dati
provenienti dai sensori. Tale software è messo a disposizione gratuitamente
dal consorzio 52◦ North, e ha lo scopo di deﬁnire interfacce di interoperabi-
lità e codiﬁche di metadata che permettano l'integrazione di reti di sensori
eterogenei all'interno dell'infrastruttura di rete, portando avanti un processo
di standardizzazione avviato dall'Open Geospatial Consortium (OGC) 3. In
questo modo applicazioni e servizi saranno in grado di accedere a sensori di
qualsiasi tipologia attraverso reti come Internet usando le stesse tecnologie e
gli stessi protocolli sui quali si basa il Web. In Figura 2.3 è mostrato come
SWE funga da interfaccia tra reti di sensori e il mondo esterno.
2.2.1 Architettura SWE
Le principali funzionalità oﬀerte da SWE riguardano il discovery dei sen-
sori, il processo di tasking e lo scambio ed elaborazione delle osservazioni
prodotte dai sensori. Il processo di discovery permette il rilevamento au-
tomatico di istanze di sensori presenti in rete, mentre il tasking regola la
produzione di osservazioni da parte di tali sensori. Con il termine osservazio-
ne si intende una misurazione di fenomeni ambientali eﬀettuata dal sensore e
codiﬁcata secondo un formato standardizzato. Nel seguito si farà riferimento
ad un'applicazione cliente che utilizza i servizi oﬀerti dal SWE per accedere
alle osservazioni prodotte e comandare operazioni di tasking sui sensori.
Attualmente sono deﬁniti i seguenti standard e le seguenti interfacce:
3OGC è un'organizzazione internazionale no-proﬁt che si occupa di deﬁnire speciﬁche
tecniche per i servizi geospaziali e di localizzazione, con l'obiettivo di sviluppare ed imple-
mentare standard per il contenuto, i servizi e l'interscambio di dati geograﬁci che siano
aperti ed estensibili
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Figura 2.3: SWE Framework
• Observations & Measurement (O&M): speciﬁca modelli e schemi
XML standard per codiﬁcare le osservazioni fornite da un sensore, sia
archiviate sia real-time.
• Sensor Model Language (SensorML): speciﬁca modelli e schemi
XML standard per descrivere sistemi di sensori e processi associati alle
osservazioni dei sensori; fornisce le informazioni necessarie per il proces-
so di discovery dei sensori, per conoscere la locazione delle osservazioni
ed elaborarle, e per listare le proprietà dei task attivabili.
• Transducer Model Language (TML): speciﬁca modello concettua-
le e schemi XML standard per descrivere i trasduttori (sia ricevitori che
trasmettitori), i dati da essi prodotti, i fenomeni misurati e i metadata
di supporto, e per fornire il supporto allo streaming real-time dei dati
da e verso i sistemi di sensori.
• Sensor Observation Service (SOS): deﬁnisce un'interfaccia stan-
dard per la richiesta, il ﬁltraggio e il recupero delle osservazioni e del-
le informazioni su sistemi di sensori; agisce da intermediario tra un
database di osservazioni e un'applicazione cliente.
• Sensor Planning Service (SPS): deﬁnisce un'interfaccia standard
che permette la gestione di sistemi di sensori, ad esempio richiedendo;
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Figura 2.4: Costellazione di sensori
agisce da intermediario tra un'applicazione cliente e un ambiente di
gestione di un insieme di sensori.
• Sensor Alert Service (SAS): deﬁnisce un'interfaccia standard che
permette all'applicazione cliente di registrarsi e ricevere in maniera
asincrona dai sensori messaggi che notiﬁcano la produzione di osser-
vazioni.
• Web Notiﬁcation Service (WNS): deﬁnisce un'interfaccia standard
che permette all'applicazione cliente di comunicare con altri servizi,
quali il SAS e il SPS, in modo asincrono tramite scambio di messaggi.
Nelle successive sezioni verranno approfonditi il Sensor Observation Service
e il Sensor Planning Service, i cui metodi saranno ampiamente utilizzate
dall'applicazione TraﬃcAnalysis. Questi due servizi verranno installati come
web service su un server web, accessibili tramite il protocollo HTTP.
2.2.2 Sensor Observation Service (SOS)
Il Sensor Observation Service fornisce una API per la memorizzazione, la
gestione, la distribuzione e il recupero di dati e metadati relativi ai sensori e
alle osservazioni.
Sensori di vario tipo, ad esempio sensori dinamici e statici, vengono acceduti
con modalità analoghe attraverso il servizio oﬀerto dal SOS; questo è reso
possibile raggruppando tali sensori in insiemi, detti costellazioni, che vengo-
no indirizzati dall'esterno come entità unitarie.
In Figura 2.4 è mostrata una possibile conﬁgurazione di una costellazio-
ne di sensori eterogenei. Di seguito viene precisata la terminologia usata
nell'ambito del SOS.
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Osservazione
Con osservazione si intende l'atto di osservare una proprietà o un feno-
meno con l'obiettivo di produrre una stima del valore della proprietà; viene
modellata come un evento il cui risultato è un valore numerico.
L'istanza di un osservazione è classiﬁcata in base a:
• eventTime: periodo temporale per il quale è stata ottenuta l'osserva-
zione.
• featureOfInterest: oggetto identiﬁcabile su cui il sensore sta facendo
osservazioni (ad esempio un'area geograﬁca).
• observedProperty: fenomeno che viene osservato (ad esempio un
sensore GPS osserverà le coordinate di latitudine/longitudine).
• procedure: dispositivo che fornisce l'osservazione (generalmente un
sensore).
Observation Oﬀering
Con Observation Oﬀering si intende un raggruppamento logico di osserva-
zioni, oﬀerte da un servizio, che sono in relazione tra loro. Una oﬀering deve
essere densa, cioè i parametri che limitano la oﬀering devono essere deﬁniti
in maniera tale che una richiesta di osservazione che rispetti tali parametri
non fornisca come risultato una risposta vuota.
Le proprietà che la caratterizzano sono:
- lo speciﬁco sistema di sensori che fornisce le osservazioni.
- il periodo di tempo per il quale sono richieste osservazioni.
- i fenomeni che sono rilevati.
- la regione geograﬁca che contiene i sensori.
- la regione geograﬁca che contiene i fenomeni soggetti all'osservazione
da parte dei sensori.
Va notato che questi ultimi due parametri coincidono nel caso vengano usati
sensori in-situ, ma possono essere diversi nel caso di sensori remoti.
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Sensor Data Consumer
Un sensor data consumer è l'applicazione cliente interessata ad ottenere
osservazioni da uno o più sensori. Il consumer può essere direttamente a
conoscenza dei singoli sensori e richiedere osservazioni per ciascuno di essi
(sensor-centric point of view) oppure richiedere esclusivamente dati prove-
nienti da una speciﬁca area geograﬁca (observation-centric point of view).
Per prima cosa il consumer eﬀettua una service discovery interrogando una
istanza dell'apposito servizio CS-W (Catalog Service Web) che fornisce una
lista di istanze del SOS che sono in grado di fornire le osservazioni richieste.
A questo punto il consumer può ottenere direttamente le osservazioni dal
SOS, eﬀettuare un'ulteriore discovery a livello di servizio per avere infor-
mazioni dettagliate sulle oﬀering disponibili, oppure ottenere metadata dai
sensori annunciati in una oﬀering.
Le tre operazioni fondamentali per il sensor data consumer sono fornite dal
Core Proﬁle del SOS:
• GetObservation: recupera le osservazioni dal database del SOS tra-
mite una query spazio-temporale; la ricerca può essere ﬁltrata in base
al fenomeno osservato, all'intervallo temporale di produzione dell'osser-
vazione e all'identiﬁcatore del sensore che ha prodotto l'osservazione.
• GetCapabilities: fornisce metadata, codiﬁcati in documenti XML,
relativi ad una speciﬁca istanza del SOS; in particolare viene restituita
la lista dei sensori associati a quel SOS e l'elenco delle oﬀering che il
server è in grado di fornire.
• DescribeSensor: fornisce metadata dettagliati, codiﬁcati in linguag-
gio SensorML o TML, sulle caratteristiche hardware dei sensori e sui
processi che generano le misurazioni.
In Figura 2.5 è rappresentata la sequenza temporale delle operazioni che il
Data Consumer deve compiere per arrivare all'ottenimento dei dati relativi
ad un'osservazione.
Sensor Data Producer
Un sensor data producer (detto anche publisher o provider) è l'entità che
produce le osservazioni ed usa i servizi oﬀerti dal Transactional Proﬁle
del SOS: tale proﬁlo permette di registrare dinamicamente sistemi di sensori
e pubblicare le osservazioni prodotte. Generalmente la comunicazione non
avviene direttamente tra il SOS e i sensori, ma attraverso un modulo inter-
medio (il producer stesso) che si interfaccia con i singoli sensori.
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Figura 2.5: Sequenza temporale operazioni eﬀettuate dal Data Consumer
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Anche in questo caso può essere presente una fase di service discovery, in
quanto il producer deve venire a conoscenza di un'istanza del SOS con cui
comunicare; in alternativa, il producer può essere conﬁgurato manualmente
con la locazione del SOS.
Le operazioni oﬀerte dal transactional proﬁle (SOS-T) sono:
• RegisterSensor: permette al producer di registrare un nuovo sensore
al SOS; il SOS assegnerà al sensore un identiﬁcatore univoco che verrà
restituito nelle successive risposte a richieste di GetCapabilities. Le
osservazioni eﬀettuate da un qualsiasi sensore possono essere pubblicate
solo nel caso in cui il sensore sia stato precedentemente registrato.
• InsertObservation: permette al producer di inserire una nuova os-
servazione di un sensore, codiﬁcata in XML secondo lo standard O&M,
e restituisce l'ID dell'osservazione. Il SOS provvederà in seguito a im-
pacchettare le singole osservazioni in oﬀerings e renderle disponibili al
data consumer.
In Figura 2.6 e' rappresentata la sequenza temporale delle operazioni che il
Data Provider deve compiere per la registrazione di nuovi sensori e nuove
osservazioni al SOS.
2.2.3 Sensor Planning Service (SPS)
L'SPS fornisce una API per la gestione dei sensori e dei sistemi di sup-
porto che li circondano. Tramite questo servizio, l'applicazione cliente può
determinare la fattibilità di un processo di rilevazione per uno o più sensori,
e può inviare le richieste di tasking ai sensori stessi. L'insieme di uno o più
task che collaborano per raccogliere i dati richiesti viene deﬁnito collection
request.
Le operazioni del SPS si dividono in due gruppi: quelle oﬀerte dal informatio-
nal proﬁle sono utilizzate per il recupero di informazioni sui sensori gestiti,
mentre le operazioni oﬀerte dal functional proﬁle gestiscono il processo di
tasking.
SPS Informational Proﬁle
L'Informational Proﬁle comprende le seguenti quattro operazioni:
• GetCapabilities: fornisce metadata, codiﬁcati in documenti XML,
che descrivono le caratteristiche di una speciﬁca istanza del server
SPS; in particolare viene ritornata la lista degli identiﬁcatori univoci
assegnati ai sensori registrati presso quel SPS.
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Figura 2.6: Sequenza temporale operazioni eﬀettuate dal Data Producer
19
2.2. SENSOR WEB ENABLEMENT
• DescribeTasking: permette all'applicazione cliente di richiedere le
informazioni necessarie per preparare una richiesta di tasking rivolta
ai sensori supportati dal SPS; il server ritornerà informazioni circa i
parametri che il client dovrà usare nell'operazione di Submit.
• DescribeResultAccess: fornisce all'applicazione cliente le informa-
zioni circa il modo in cui i dati prodotti da un sensore possono essere
acceduti dal client. La risposta del server può contenere link ai diversi
tipi servizi di accesso dati OGC, come ad esempio il SOS.
• GetStatus: fornisce informazioni circa lo stato corrente del task ri-
chiesto, il cui identiﬁcatore è passato come parametro. Viene restituito
un messaggio che speciﬁca la fase in cui si trova il task.
SPS Functional Proﬁle
Il secondo proﬁlo comprende le seguenti quattro operazioni:
• GetFeasibility: fornisce all'applicazione cliente la possibilità di ese-
guire uno studio di fattibilità di un task. Il server SPS può limitarsi a
controllare la correttezza dei parametri della richiesta oppure può ef-
fettuare altre operazioni più complesse per determinare la disponibilità
del sensore di eseguire quel particolare task secondo quei determinati
parametri. Se il controllo ha successo, il server ritorna un identiﬁcatore
detto feasibilityID.
• Submit: eﬀettua il submit della richiesta di tasking al SPS; la richiesta
può contenere i valori di tutti i parametri di tasking, oppure il feasibli-
tyID ritornato da una precedente operazione di GetFeasibility. In caso
di esito positivo, la risposta contiene l'identiﬁcatore univoco assegnato
al task appena attivato, il taskID.
• Update: permette all'applicazione cliente di modiﬁcare i parametri
di esecuzione di un task precedentemente postato, di cui viene for-
nito l'identiﬁcatore univoco. Viene restituito un valore binario che
rappresenta l'esito dell'operazione.
• Cancel: permette all'applicazione cliente di interrompere e cancellare
un task precedentemente postato, di cui viene fornito l'identiﬁcato-
re univoco. Viene restituito un valore binario che rappresenta l'esito
dell'operazione.
In Figura 2.7 è rappresentata la sequenza temporale delle operazioni
eﬀettuate dal client SPS.
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In questa sezione viene illustrato un sistema, chiamato CloudSensor, che
permette la rilevazione di dati ambientali da dispositivi mobili Android e la
loro pubblicazione sul server SOS.
Come già discusso nella precedente sezione, il SOS e il SPS forniscono un
middleware che permette all'applicazione cliente di comandare l'acquisizione
di dati e recuperare dal database tali dati senza doversi interfacciare diret-
tamente con i vari sensori. Il CloudSensor è anch'esso un middleware che si
conﬁgura come l'astrazione di una rete dinamica di sensori i cui nodi sono i
vari sensori incorporati all'interno degli smartphone.
L'architettura del sistema presenta due componenti distinte: il Cloud-
Sensor Service (CSS) e il CloudSensor Acquisition and Management System
(CSAMS). Il CSS costituisce il front-end del sistema, eseguito su un calco-
latore ﬁsso, mentre il CSAMS è l'applicazione in esecuzione sul terminale
mobile.
CSS
Il CSS è un servizio web, accessibile attraverso il protocollo HTTP, che of-
fre un sottoinsieme delle operazioni rese disponibili da SOS e SPS. È formato
da tre componenti:
• Naming Service: gestisce i binding <numero telefonico, indirizzo
IP>, che devono essere periodicamente aggiornati in quanto l'indi-
rizzo IP assegnato ad uno smartphone non è statico. Ogni richiesta
indirizzata ad un dispositivo mobile, identiﬁcato dal numero di telefo-
no, implica quindi un'interrogazione del Naming Server per ottenere il
corrispondente indirizzo IP.
• SPS Plugin: strato software di mediazione tra SPS e dispositivi mobi-
li, implementa gli handler delle operazioni SPS supportate dal sistema
(registrazione del sensore, Submit e Cancel).
• SOS Plugin: riceve le osservazioni grezze da CSAMS, le codiﬁca in
documenti XML (secondo le speciﬁche del SWE) e le invia al SOS.
Il lato server del CloudSensor è quindi composto dalle tre componenti proprie
del CSS e dalle istanze dei servizi web SOS e SPS, come mostrato in Figu-
ra 2.8. Le applicazioni clienti comunicano direttamente con i servizi SOS e
SPS, mentre l'applicazione CSAMS si interfaccia con il CSS.
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Figura 2.8: Architettura CloudSensor
CSAMS
Il CSAMS ha il compito di gestire i singoli sensori installati sullo smart-
phone, sia in fase di attivazione che in fase di produzione dati. CSAMS mette
a disposizione del possessore dello smartphone un'interfaccia graﬁca che con-
sente di speciﬁcare una serie di parametri per la gestione delle rilevazioni,
come ad esempio la massima frequenza con cui queste possono avvenire, e
selezionare quali sensori rendere accessibili al mondo esterno; si è quindi nel-
l'ambito del participatory sensing.
Una volta avviato il sistema, i sensori selezionati vengono registrati al SOS
e al SPS, attraverso la comunicazione con gli appositi plugin, e sono dunque
accessibili da parte di un'applicazione cliente; in particolare, possono essere
attivati a generare osservazioni tramite l'operazione di submit SPS. Il SPS
Plugin gestisce tale richiesta e la inoltra al CSAMS, che esegue uno studio
di fattibilità per veriﬁcare se dispone delle risorse necessarie ad eseguire il
task richiesto; in caso positivo avvia il rilevamento dati. I dati raccolti sono
inviati tramite query string al SOS Plugin, che provvederà all'inserimento
nel database del SOS.
Riassumendo, i compiti del CSAMS sono i seguenti:
• Registrazione dei sensori supportati a SOS e SPS in fase di bootstrap
dell'applicazione.
• Studio di fattibilità delle richieste di operazione.
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• Chiamate alle librerie di gestione dei sensori per eseguire le operazioni
richieste.
• Rilevamento dati ambientali.
• Invio al SOS Plugin delle osservazioni prodotte; tali osservazioni 'grez-
ze' sono composte dalla seguente quadrupla:
- valore della misurazione
- timestamp dell'istante di produzione dell'osservazione
- identiﬁcatore SOS del sensore che ha prodotto l'osservazione
- identiﬁcatore del fenomeno misurato
Va notato come, in fase di registrazione, sia necessario associare un iden-
tiﬁcatore univoco ad ogni sensore: l'identiﬁcatore viene costruito utilizzando
un codice che identiﬁca la tipologia del sensore (ad esempio '0' indica un
sensore di posizione GPS) e il numero di telefono dello smartphone.
Nel seguito si farà riferimento ad osservazioni ottenute dal sensore GPS
di uno smartphone Samsung Galaxy S dotato di sistema operativo Android,





n questo capitolo verrà descritta l'architettura software secondo cui è strut-
turata l'applicazione TraﬃcAnalysis. Saranno analizzati in particolare lo
scopo e le funzionalità dei vari moduli componenti, rimandando al successivo
capitolo i dettagli implementativi.
Alcune scelte progettuali sono state obbligate dalla presenza di software
di terze parti con il quale è stato necessario interfacciarsi, come ad esem-
pio il modulo che interroga il SOS per ottenere una serie di osservazioni: in
questo caso saranno riportati gli standard di comunicazione utilizzati. Al-
tri moduli si occupano dell'implementazione degli algoritmi di classiﬁcazione
standard riportati nel capitolo precedente, aggiungendo una serie di funzio-
nalità speciﬁche di supporto al presente ambito applicativo. Un ulteriore
settore dell'applicazione sarà inﬁne dedito alla creazione dei feature vector,
cioè il procedimento tramite il quale vengono estratte dai raw data prodotti
dai sensori delle caratteristiche di interesse per la rilevazione di condizioni di
traﬃco. La scelta di tali feature rappresenta il punto focale dell'intero lavoro,
in quanto qualunque operazione di classiﬁcazione è subordinata alla presen-
za di parametri che bene descrivano le diverse situazioni del mondo reale
da analizzare. All'argomento sarà dedicata un'intera sezione dove saranno
elencate le caratteristiche selezionate, mostrando il modo in cui forniscono
informazioni utili per realizzare un sistema che riesca a distinguere le diverse
condizioni di traﬃco.
A questo proposito è necessaria una breve deﬁnizione del concetto di condi-
zione di traﬃco e a come tale concetto venga inteso nel presente lavoro. Per
condizione di traﬃco si intende un comportamento macroscopico rilevabile
dall'osservazione dell'andamento di un autoveicolo su un determinato tratto
stradale. Nel seguito si focalizzerà l'attenzione su due particolari condizioni:
la condizione di traﬃco intenso e la condizione di traﬃco scarso o assente. È
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evidente come tali due situazioni rappresentino una schematizzazione molto
generica del problema, ma allo stesso tempo siano le principali condizioni di
interesse per il singolo guidatore, interessato soprattutto a sapere se un deter-
minato percorso presenta una buona viabilità. Il vantaggio di tale approccio
si riscontra anche durante la fase di training di un sistema supervised quale
K-NN, durante la quale un operatore umano deve classiﬁcare 'a mano' una
serie di osservazioni; in questo caso l'operatore deve dare un giudizio secondo
l'esperienza personale delle condizioni riscontrate sul tratto stradale appena
percorso. Tale operazione risulta essere immediata e non presenta grandi
diﬃcoltà nel caso della classiﬁcazione binaria scelta; viceversa, se venissero
considerate un maggior numero di possibili condizioni sarebbe più complesso
decidere quale condizione meglio si adatta al singolo caso, ed aumenterebbe
notevolmente la probabilità di errore.
Un ultimo aspetto da trattare riguarda la gestione dei tratti stradali sui
quali si è interessati ad eﬀettuare il monitoraggio del traﬃco: ognuno di essi
presenterà infatti caratteristiche peculiari e sarà quindi necessaria un'analisi
speciﬁca ed indipendente di ogni singolo tratto. Nel seguito si mostrerà come
è possibile aﬀrontare tale situazione e quali strumenti sono stati utilizzati per
distinguere i vari tratti.
3.1 Struttura ad alto livello
L'architettura dell'applicazione TraﬃcAnalysis è riassunta in Figura 3.1.
Il server sul quale sono installate i web service del Sensor Observation Service
(SOS) e del Sensor Planning Service (SPS) rappresenta l'unico punto di con-
tatto dell'applicazione con il sistema di rilevamento dati. In questo modo è
possibile un'astrazione completa del sottostante strato di sensori, e il compito
dell'applicazione si riduce all'utilizzo delle osservazioni prodotte, senza alcun
interesse circa la tipologia di dispositivi che ha originato tali osservazioni.
Le osservazioni di interesse sono costituite esclusivamente da tre campi:
- coppia di valori GPS latitudine/longitudine che rappresenta la posizio-
ne nello spazio del dispositivo
- timestamp dell'osservazione che rappresenta l'istante temporale in cui
l'osservazione ha avuto luogo
- identiﬁcatore univoco che rappresenta il dispositivo che ha prodotto
l'osservazione
Il modulo Gestore Osservazioni ha la funzione di interfacciarsi via
HTTP con il SPS e il SOS, utilizzando gli standard predeﬁniti dalle speciﬁche
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Figura 3.1: Architettura TraﬃcAnalysis
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OGC. Tramite il SPS viene recuperato l'elenco dei dispositivi disponibili ed
è possibile l'attivazione alla produzione di dati di uno o più di essi; tramite
il SOS vengono recuperate le osservazioni prodotte. Le osservazioni così
ottenute vengono passate al modulo Gestore features che ha il compito
di estrarre dai dati grezzi le feature di interesse e di inserirle nei feature
vector. Il processo di classiﬁcazione è realizzabile attraverso due moduli
distinti, il Classiﬁcatore K-NN e il Classiﬁcatore K-means: il primo
classiﬁca utilizzando l'algoritmo supervised K-nearest neighbor, il secondo
utilizza l'algoritmo unsupervised k-means.
Un database esterno di appoggio è necessario per la memorizzazione di una
serie di informazioni utili all'applicazione. Il DB contiene:
• informazioni circa i tratti di strada sui quali viene eﬀettuata l'analisi
del traﬃco
• risultati di tutte le classiﬁcazioni eﬀettuate
• training example utilizzati dall'algoritmo K-NN
• centroidi dei cluster utilizzati dall'algoritmo K-means
L'interazione con l'utente amministratore dell'applicazione è gestita at-
traverso un'interfaccia graﬁca, che oﬀre un menù tramite il quale è possibile
eﬀettuare la conﬁgurazione di una serie di parametri relativi agli algoritmi
di classiﬁcazione e la gestione del DB.
3.2 Scelta delle feature
Per poter determinare una classiﬁcazione del traﬃco a partire da una se-
rie di rilevamenti della posizione è necessario estrarre da tali dati una serie
di caratteristiche che riescano a catturare e descrivere le varie condizioni di
traﬃco. Utilizzando il sensore GPS degli smartphone, sono disponibili esclu-
sivamente le coordinate di latitudine e longitudine e l'istante temporale nel
quale è avvenuta la misurazione. Nel seguito sarà considerata una frequenza
di campionamento dei sensori di un secondo: tale scelta permette di ottenere
rilevazioni suﬃcientemente vicine da consentire di analizzare accuratamente
l'andamento dell'autoveicolo in esame. Ovviamente se venisse aumentata la
frequenza di rilevamento, si otterrebbe un maggior numero di informazioni,
ma ciò provocherebbe anche una serie di svantaggi e problemi. In primo luogo
si avrebbe un uso maggiore delle risorse dello smartphone, sia hardware che
software, che andrebbero a gravare sul consumo della batteria e della banda
necessaria a trasferire le informazioni raccolte al SOS. Inoltre va considerato
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che il sistema GPS ha sempre un margine di errore di qualche metro, e con-
seguentemente non può essere utilizzato per ottenere misurazioni di grande
precisione: risulta quindi evidente come non vi sia la necessità di diminuire
l'intervallo di aggiornamento delle coordinate per ottenere una visione più
dettagliata del movimento del veicolo, in quanto l'errore introdotto dal GPS
vaniﬁcherebbe tale sforzo.
Avendo a disposizione i dati riguardanti la posizione è possibile calcolare la
velocità istantanea punto per punto; è infatti suﬃciente calcolare la distanza
tra due punti successivi e dividerla per l'intervallo temporale tra le due os-
servazioni. Per il calcolo della distanza tra due punti espressi sotto forma di
coordinate latitudine/longitudine viene utilizzata la formula di Haversine:
d = 2R arcsin
√√√√sin2 (γ2 − γ1
2
)







dove d rappresenta la distanza, R è il raggio terrestre (considerato a 6371
km), (γ1,λ1) e (γ2,λ2) sono le coordinate dei due punti.
Con un procedimento di questo tipo si ottiene una approssimazione della ve-
locità istantanea per ogni punto, senza però risentirne eccessivamente nella
fase di estrazione delle feature; infatti tali feature riguardano comportamenti
macroscopici, che non sono inﬁciati dalla presenza di piccoli errori di appros-
simazione. L'ostacolo maggiore è in realtà dovuto alla necessità di calcolare
la distanza per ogni coppia di punti, aumentando così il carico computa-
zionale dell'applicazione; il problema potrebbe venire risolto mediante l'uso
di sensori GPS capaci di calcolare direttamente la velocità istantanea, che
verrebbe quindi aggiunta alle informazioni memorizzate nel SOS per ogni
osservazione.
Nelle successive sottosezioni verranno presentate le cinque feature che
sono state selezionate, motivandone la scelta tramite una serie di esempi
graﬁci. Si suppone di avere a disposizione un intero set di osservazioni, prese
in successione dal medesimo sensore su un singolo tratto stradale, e di avere
già calcolato le velocità istantanee per ogni punto.
3.2.1 Tempo di percorrenza
Per illustrare lo scopo di questa feature e delle successive, verranno analiz-
zati due set di rilevazioni eﬀettuate sul medesimo tratto stradale in presenza
di due diverse condizioni di traﬃco: il primo gruppo riguarda una situazione
di traﬃco assente, il secondo una situazione di traﬃco intenso con presenza
di code.
Gli andamenti delle velocità istantanee in funzione dell'istante di rilevazione
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per i due casi sono riportati in Figura 3.2, dove sull'asse delle ordinate so-
no riportate le velocità misurate in metri al secondo, sulle ascisse gli istanti
temporali a partire dall'istante '0' iniziale. Come si può osservare dai due
graﬁci, il numero di rilevazioni è signiﬁcativamente diverso: nel primo graﬁco,
relativo al caso di assenza di traﬃco, si è nell'ordine delle 125 rilevazioni; nel
secondo, relativo al caso di traﬃco intenso, si superano le 350. Poiché l'in-
tervallo tra due rilevazioni successive è di un secondo, si può considerare tale
numero come una grandezza comparabile al tempo necessario a percorrere il
tratto stradale. A questo punto risulta immediata e di facile comprensione
la scelta del tempo di percorrenza come primo criterio di diﬀerenziazione tra
diverse condizioni di traﬃco: un tempo maggiore implica un ﬂusso più lento
e quindi una condizione di maggiore traﬃco.
Nella pratica, l'applicazione non calcolerà il tempo di percorrenza come nu-
mero di campioni, in quanto tale numero potrebbe essere soggetto a vari
disturbi in fase di rilevamento (ad esempio il sensore potrebbe temporanea-
mente perdere il segnale GPS e non produrre osservazioni in quel lasso di
tempo); più semplicemente verrà calcolata la diﬀerenza in secondi tra il ti-
mestamp dell'osservazione relativa all'istante in cui si entra nel tratto stradale
di riferimento e il timestamp al momento dell'uscita.
3.2.2 Media velocità istantanee
Come detto in precedenza, il dato più signiﬁcativo prodotto dalle osser-
vazioni è la velocità istantanea per ogni punto. Eﬀettuando una media tra
tutti i valori delle velocità rilevati su un tratto di strada è possibile avere
un indicatore delle condizioni lungo quel tratto. Quando una massiccia pre-
senza di veicoli genera code e rallentamenti, le velocità istantanee saranno
molto basse, con pochi picchi isolati; viceversa, in condizioni di strada libera
si avranno velocità elevate e tendenzialmente costanti.
Risulta evidente come la media delle velocità istantanee e il tempo di percor-
renza siano concettualmente strettamente collegate, seppure calcolate sepa-
ratamente utilizzando metodi completamenti diversi. Le informazioni fornite
dalle due feature sono sostanzialmente le stesse, e si è quindi in presenza di
una ridondanza che potrebbe essere facilmente eliminabile. In questo caso
speciﬁco è però conveniente mantenere tale forma di ridondanza in quanto
risulta essere vantaggiosa in fase di classiﬁcazione. Infatti le varie feature
rappresentano le componenti di un vettore in uno spazio N-dimensionale;
maggiore è il numero delle componenti signiﬁcative che presentano notevoli
diﬀerenze di valore numerico nelle due diverse situazioni possibili, maggiore
sarà la distanza tra i feature vector cui appartengono. Sarà quindi più pro-
babile ottenere uno spazio in cui vettori appartenenti a classi diverse siano
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Figura 3.2: Velocità istantanea in funzione dell'istante di rilevazione
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distanti tra loro, rendendo la classiﬁcazione più semplice e meno soggetta ad
errori.
In Figura 3.3 sono riportati gli stessi graﬁci della sottosezione precedente,
sui quali è stata tracciata una linea rossa tratteggiata in corrispondenza del-
la media delle velocità istantanee: si può notare come nel caso di assenza di
traﬃco tale valori superi i 7 m/s, nell'altro caso si attesti intorno ai 2 m/s.
3.2.3 Media velocità non nulle
Analizzando i graﬁci delle velocità istantanee si nota l'esistenza, anche
in condizioni di traﬃco scarso o assente, di serie di osservazioni consecutive
aventi velocità nulle. Tali occorrenze sono imputabili a rallentamenti dovuti
alla presenza lungo il tratto stradale di incroci e, soprattutto, di semafori.
Una sosta ad un semaforo può durare anche parecchi secondi, ed è totalmente
indipendente dal livello di traﬃco. Specialmente in ambito cittadino, dove
sono molto numerosi, è opportuno considerare gli eﬀetti che possono avere
sulle feature analizzate in precedenza nei casi di assenza di traﬃco. Per
quanto riguarda il tempo di percorrenza, questo può aumentare notevolmente
tendendo ad avvicinarsi ai valori caratteristici di situazioni di traﬃco intenso;
viceversa, una lunga serie di velocità nulle abbasserà notevolmente la media
delle velocità istantanee.
Per evitare di tenere conto di queste soste forzate viene utilizzato il criterio
della media delle velocità non nulle, dove sono considerati esclusivamente i
campioni aventi velocità diversa da 0. Ovviamente la media delle velocità
non nulle verrà a coincidere con la media delle velocità istantanee nel caso
in cui non vi siano soste lungo il tratto considerato; anche in questo caso si
ha a che fare con una situazione di ridondanza positiva, come spiegato nel
paragrafo precedente.
In Figura 3.3 la media delle velocità istantanee non nulle relative ai due casi
è indicata da una linea verde tratteggiata.
3.2.4 Percentuale velocità sopra soglia
Generalmente in condizioni di strada libera un veicolo tende a mantenere
una velocità elevata, con pochi e sporadici rallentamenti; viceversa, in pre-
senza di code, sarà molto meno probabile avere lunghi tratti in cui si riesce
a raggiungere una tale velocità. Fissando una determinata soglia rappresen-
tativa di una velocità considerata suﬃcientemente alta, è possibile calcolare
la percentuale di campioni sopra soglia. Un'alta percentuale indicherà un
maggior numero di tratti in cui il ﬂusso di veicoli scorre velocemente e, di
conseguenza, in cui si è in presenza di condizioni di traﬃco scarso.
32
3.2. SCELTA DELLE FEATURE
Figura 3.3: Medie delle velocità istantanee
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La scelta del valore di soglia presenta una serie di problematiche legate alle
notevoli diﬀerenze che possono esistere tra diverse tratti di strada, in quan-
to è praticamente impossibile comparare, ad esempio, strade a scorrimento
veloce con strade cittadine. Poiché l'applicazione TraﬃcAnalysis si propone
come ambito operativo proprio l'analisi del traﬃco in città, seppure possa
essere applicata anche a diverse tipologie di viabilità, è stata scelta una ve-
locità di soglia di 6 m/s (pari a poco più di 20 Km/h): tale valore basso
consente un'accurata analisi nel nostro caso di interesse, mentre potrebbe
rivelarsi limitativo se venissero analizzate strade extraurbane.
In Figura 3.4 sono evidenziati in rettangoli verdi campioni aventi velocità
superiori alla soglia, identiﬁcata da una linea gialla tratteggiata.
3.2.5 Numero di stop
Fino a questo momento sono state considerate una serie di caratteristi-
che dipendenti esclusivamente dalla velocità con la quale un veicolo si muove
lungo un tratto di strada. L'ultima feature si propone invece di analizzare il
numero di fermate che l'autovettura compie durante il tragitto; con il termine
fermate, o stop, si indica il numero di occorrenze non consecutive di campioni
aventi velocità nulla. In pratica si ha uno stop ogni volta che l'auto rallenta
ﬁno a bloccarsi: nel caso di strada libera, ciò avverrà solamente in prossimità
di semafori o incroci, mentre in condizione di traﬃco pesante la frequenza
delle fermate sarà molto maggiore. Infatti è caratteristico delle situazioni in
cui vi sia una coda che l'andamento sia di tipo stop-&-go, cioè il ﬂusso di
veicoli tende ad avere brevi accelerazioni per poi fermarsi nuovamente dopo
pochi istanti.
Come già accennato, anche in questo caso la presenza di semafori può inﬂuire
negativamente sull'analisi, in quanto provoca degli stop non riconducibili al
traﬃco. Tuttavia l'errore introdotto risulta essere ampiamente trascurabile,
in quanto gli stessi semafori, rallentando ulteriormente un ﬂusso già con-
gestionato, tenderanno ad aumentare notevolmente il numero di fermate in
situazioni di traﬃco intenso, generando quindi una maggiore distanza tra i
valori assunti dalla feature nei due diversi casi.
In Figura 3.4 sono evidenziati con una freccia rossa i vari stop, in entrambi
i casi di interesse: risulta evidente la notevole diﬀerenza tra l'unica fermata
nella situazione di assenza di traﬃco e le undici che si hanno nella situazione
di traﬃco pesante.
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Figura 3.4: Percentuale sopra soglia e numero di stop
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Feature Traﬃco scarso Traﬃco pesante
Media velocità istantanee (m/s) 7.32 2.38
Media velocità non nulle (m/s) 7.99 4.50
Numero di stop 1 11
Percentuale sopra soglia (%) 69.2 10.5
Tempo di percorrenza (s) 130 378
Tabella 3.1: Riassunto valori feature
Condizione di traﬃco Feature vector
Assenza di traﬃco 〈73.2, 79.9, 10, 69.2, 13.0〉
Traﬃco pesante 〈23.8, 45.0, 110, 10.5, 37.8〉
Tabella 3.2: Feature vector
3.2.6 Dimensionamento delle feature
Nella Tabella 3.1 sono riportati i valori esatti delle feature nei due casi
di esempio che sono stati analizzati. Si può notare la diversità di ordine di
grandezza delle diverse caratteristiche, in particolare in riferimento al tempo
di percorrenza e alle medie delle velocità. Questo implica che nel calcolo
della distanza tra i due feature vector la componente tempo di percorrenza
è predominante, mentre la componente media delle velocità istantanee of-
fre un contributo molto limitato e quasi trascurabile. Ovviamente una tale
situazione non è accettabile, in quanto alcune delle feature diventerebbero
totalmente irrilevanti.
Per risolvere il problema sono stati assegnati dei coeﬃcienti di scala alle varie
caratteristiche, in modo da uniformarne i valori. I coeﬃcienti utilizzati sono
i seguenti:
- media delle velocità istantanee, media delle velocità non nulle e numero
di stop: i valori sono moltiplicati per un coeﬃciente α = 10
- percentuale sopra soglia: il valore viene mantenuto inalterato
- tempo di percorrenza: il valore viene moltiplicato per un coeﬃciente β
= 0.1
I valori così ottenuti sono poi assegnati alle varie componenti dei feature
vector; in Tabella 3.2 sono riportati tali vettori.
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3.3 Gestione tratti di strada
Un requisito fondamentale per stimare le condizioni di traﬃco è la de-
ﬁnizione di un insieme di tratti di strada sui quali eﬀettuare l'analisi. Il
concetto di tratto di strada è volutamente ambiguo e lascia spazio a diverse
interpretazioni: un tratto di strada può essere formato da un segmento di
una singola via oppure da un insieme di diverse vie. Proprio per lasciare la
massima libertà all'utilizzatore ﬁnale dell'applicazione, un tratto di strada, o
percorso, viene semplicemente deﬁnito da un punto di inizio e da un punto di
arrivo: il primo, detto entry point, rappresenta il punto di ingresso all'interno
del percorso, mentre l'exit point ne identiﬁca il punto di uscita. Entrambi
sono espressi tramite le coordinate di latitudine e longitudine.
La deﬁnizione di un percorso è possibile dal menu dell'applicazione, e
consiste nel passaggio di alcuni parametri che verranno usati per identiﬁcare
univocamente quel dato tratto; tali informazioni saranno poi salvate in un
database ed accedute ogni volta che si renderà necessario caricare i dati
relativi a quel percorso. Sarà possibile in qualunque momento eliminare,
aggiungere o aggiornare il set di percorsi memorizzati.
I parametri sono i seguenti:
- nome con il quale viene univocamente identiﬁcato il percorso
- coordinate di latitudine/longitudine dell'entry point
- coordinate di latitudine/longitudine dell'exit point
- lunghezza complessiva in metri del tratto considerato
L'analisi del traﬃco viene eﬀettuata esclusivamente sui tratti memorizza-
ti nel DB: infatti per ogni osservazione prodotta dai sensori viene veriﬁcata
la sua appartenenza ad uno dei tratti, e solo in caso positivo tale osservazio-
ne sarà elaborata per estrarre le informazioni di interesse. Un'osservazione
esterna a tutti i percorsi è totalmente inutile allo scopo dell'applicazione e
quindi può essere tralasciata. Una osservazione viene ritenuta appartenente
ad un percorso quando il veicolo su cui è presente il dispositivo che la produce
si trova all'interno di tale percorso, ovvero è entrato dall'entry point e non è
ancora uscito dal corrispondente exit point.
A questo punto è necessario un criterio tramite il quale deﬁnire quando un
veicolo attraversa uno dei due punti di conﬁne di un percorso. Il criterio
utilizzato è il seguente: si consideri un cerchio immaginario tracciato intorno
al punto di ingresso (o di uscita) avente raggio di 10 metri; quando la po-
sizione dell'auto, ricavata dalla coppia di coordinate latitudine/longitudine
prodotte dal sensore GPS, si troverà all'interno di tale cerchio si dirà che il
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punto è stato raggiunto. Nella pratica è suﬃciente calcolare la distanza tra la
posizione attuale e il punto di entry/exit e veriﬁcare se è inferiore alla soglia
prestabilita. La scelta di un raggio di 10 metri potrebbe sembrare eccessiva,
ma è necessaria a causa dell'errore di imprecisione, tipicamente di pochi me-
tri, sulle misurazione eﬀettuate tramite il GPS.
In Figura 3.5 sono mostrati i quattro percorsi che sono stati utilizzati nella
progettazione e nel testing dell'applicazione: gli esempi usati precedentemen-
te nella sezione dedicata alle feature sono relativi al tratto 4.
L'uso degli entry e exit points sempliﬁca notevolmente la creazione e la
gestione dei vari tratti, ma comporta anche una serie di inconvenienti. Per
prima cosa il metodo prevede che, una volta entrati in un percorso, se ne esca
solo attraverso il punto di uscita: ovviamente tale comportamento è richiesto
anche dall'applicazione, in quanto si potrà svolgere l'analisi sui dati raccolti
solo se tutto il percorso è stato completato. Il problema si ha quando un
veicolo entra in un tratto dall'entry point ma ne esce da un punto diverso
dall'exit point, ad esempio prendendo una diramazione: in questo caso l'ap-
plicazione continuerebbe a ricevere ed elaborare le osservazioni attendendo
un raggiungimento dell'exit point che non avverrà. Si entrerebbe quindi in un
ciclo potenzialmente inﬁnito. La soluzione che è stata adottata nel progetto
prevede che l'applicazione tenga conto, oltre all'attraversamento del punto
di uscita, anche della distanza complessiva percorsa dal veicolo dopo essere
entrato nel tratto. Avendo a disposizione la lunghezza totale del percorso,
calcolata a priori e memorizzata nel database, è così possibile interrompere
l'analisi quando la distanza percorsa supera tale lunghezza, indipendente-
mente dall'attraversamento dell'exit point: nel caso in cui si veriﬁchi tale
eventualità viene supposto che il veicolo abbia lasciato il percorso e pertanto
i dati raccolti ﬁno a quel momento vengono scartati.
Ricapitolando, il procedimento di riconoscimento dei vari percorsi segue il
seguente schema ricorsivo:
1. Analisi della posizione del veicolo per veriﬁcare l'attraversamento di
un entry point di uno qualunque dei percorsi memorizzati. In caso di
attraversamento si considera il veicolo entrato nel percorso e si passa al
punto 2, altrimenti si continua con l'analisi dell'osservazione successiva.
2. Analisi della posizione del veicolo per veriﬁcare l'attraversamento del-
l'exit point per quel determinato percorso. In caso di attraversamento
si considera il veicolo uscito dal percorso e si salta al punto 4, altrimenti
si passa al punto 3.
3. Aggiornamento della distanza percorsa e confronto con la lunghezza
del percorso. Nel caso in cui la distanza percorsa ecceda la lunghezza
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Figura 3.5: Percorsi analizzati
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Nome Entry point Exit point Lunghezza
tratto 1 〈43.7202773, 10.3907897〉 〈43.7136547, 10.3897185〉 1000 m
tratto 2 〈43.7138181, 10.3901828〉 〈43.7163841, 10.4019025〉 1050 m
tratto 3 〈43.7162431, 10.4023591〉 〈43.7101647, 10.4093341〉 1200 m
tratto 4 〈43.7101024, 10.4074876〉 〈43.7108248, 10.4189283〉 950 m
Tabella 3.3: Riassunto valori percorsi
si ritiene che il veicolo abbia abbandonato il percorso senza terminarlo
e si ritorna al punto 1; altrimenti si continua l'analisi di una nuova
osservazione tornando al punto 3.
4. Raggiunto l'exit point del percorso; si torna al punto 1.
Per concludere la sezione, in Tabella 3.3 sono riportati i valori dei parametri
che identiﬁcano un percorso per tutti e quattro i tratti di strada analizzati.
3.4 Gestore osservazioni
Il modulo di gestione delle osservazioni svolge due funzioni distinte, una
durante la fase di inizializzazione e terminazione dell'applicazione, l'altra du-
rante l'esecuzione dell'analisi di traﬃco vera e propria.
In fase di inizializzazione il gestore interroga il Sensor Planning Service uti-
lizzando l'operazione di GetCapabilities per ottenere la lista dei dispositivi
registrati al servizio; in base a tale elenco viene oﬀerto all'utente dell'applica-
zione la possibilità di scegliere un sottoinsieme di tali sensori da cui ricevere
le informazioni utili. Una volta selezionati i dispositivi richiesti, il gestore ne
richiede l'attivazione all'invio di dati tramite l'interfaccia oﬀerta dal SPS; ta-
le operazione di Submit può anche restituire un risultato negativo, nel caso
in cui un sensore non sia attualmente disponibile a generare osservazioni.
Una volta esauritosi il compito dell'applicazione, è possibile disattivare l'in-
vio dati con la Cancel: in questo modo verrà evitato che i vari dispositivi
producano dati quando non è in esecuzione nessun programma in grado di
utilizzarli. Va tuttavia ricordato che le informazioni vengono memorizzate
nel database del SOS indipendentemente dalla presenza di una applicazione
cliente e possono essere accedute in seguito per analisi non real-time.
Terminata la fase di selezione e attivazione dei dispositivi, l'applicazio-
ne comincia ad analizzare i vari dati ottenuti: tali dati sono resi disponibili
dal gestore delle osservazioni tramite una serie di interrogazioni al Sensor
Observation Service eﬀettuate per mezzo del metodo GetObservations. Il
SOS memorizza tutte le misurazioni eﬀettuate da tutti i sensori attivi, e ne
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Figura 3.6: Diagramma di ﬂusso del gestore osservazioni
permette l'estrazione tramite speciﬁche operazioni. Il gestore invierà periodi-
camente delle richieste speciﬁcando una tipologia di misurazione (nel presente
caso le coordinate di posizione GPS), l'identiﬁcatore di uno speciﬁco sensore
e un intervallo temporale. La risposta all'interrogazione sarà un documento
XML che, in caso di esito positivo, conterrà la lista dei valori di interesse
estratti dalle osservazioni che soddisfano i requisiti.
Il gestore ha anche il compito di eﬀettuare il parsing del documento di ri-
sposta, per potere fornire agli altri moduli che ne fanno uso solamente i dati
utili, eliminando le ridondanze intrinseche nella struttura XML.
In Figura3.6 viene rappresentato il diagramma temporale degli scambi di
messaggi che avvengono tra il gestore osservazioni e i web service SPS e
SOS; nel prossimo capitolo sarà approfondita la sintassi di tali messaggi.
3.5 Gestore features
Lo scopo del gestore delle features è la creazione dei feature vector a par-
tire dai dati grezzi provenienti dal gestore delle osservazioni. Il procedimento
può essere scomposto in quattro diverse fasi:
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• recupero dati grezzi attraverso il gestore delle osservazioni
• veriﬁca dell'ingresso o dell'uscita da un determinato percorso
• elaborazione dei dati per calcolare la velocità istantanea in ogni punto
interno ad un percorso
• creazione delle varie feature, e del corrispondente feature vector, tra-
mite l'elaborazione delle velocità istantanee
Il feature vector così creato sarà poi inviato al modulo classiﬁcatore per
essere classiﬁcato. In Figura3.7 è riportato il diagramma di ﬂusso dell'intero
procedimento.
Le operazioni tramite le quali vengono prelevate nuove osservazioni pre-
vedono una comunicazione con il gestore delle osservazioni, che a sua volta
interrogherà il SOS; il risultato saranno una o più coppie di coordinate lati-
tudine/longitudine e i timestamp associati. Poiché si è interessati esclusiva-
mente a cosa accade in determinati tratti di strada, il gestore delle features
ha il compito di veriﬁcare se un sensore si trova all'interno di uno dei percorsi
e solo in tal caso procedere con l'analisi. Per fare ciò, il gestore recupera dal
database le informazioni relative a tutti i percorsi memorizzati e le usa per
stabilire quando un veicolo si viene a trovare in prossimità dell'entry point
per uno qualsiasi dei tratti considerati; nel caso in cui non si abbia match,
viene prelevata e veriﬁcata la successiva osservazione disponibile, secondo un
procedimento ciclico.
Una volta che il veicolo risulta essere entrato nel percorso, il procedimento
viene ripetuto con la diﬀerenza che adesso è l'exit point di quel percorso ad
essere ricercato. Fino a quando si è dentro il tratto, dai dati di posizione
e timestamp di ogni osservazione viene ricavata e memorizzata la velocità
istantanea. Al momento dell'uscita dal tratto, la rilevazione viene considera-
ta conclusa e si procede alla creazione delle varie feature tramite l'uso delle
informazioni di velocità precedentemente salvate. Nel capitolo seguente sarà
dettagliata tale procedura; per adesso è suﬃciente considerare che, al termine
dell'operazione, il feature vector descrittivo della situazione di traﬃco speri-
mentata lungo il percorso viene passato all'apposito modulo che eﬀettuerà la
classiﬁcazione.
Generalmente, come si può notare anche dal diagramma, il gestore di
features è costantemente attivo, cioè dopo la produzione di un feature vector
torna al punto di partenza per ricominciare la ricerca di un nuovo entry point.
In pratica tale modulo rappresenta il punto focale di tutta l'applicazione
TraﬃcAnalysis, essendo sempre in esecuzione e gestendo le chiamate agli
altri moduli presenti. Il gestore terminerà la sua esecuzione soltanto quando
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Figura 3.7: Diagramma di ﬂusso del gestore features
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non avrà più osservazioni sulle quali lavorare, cioè quando nessun sensore tra
quelli abilitati invierà più dati al SOS.
3.6 Classiﬁcatore
Il compito primario dell'applicazione è l'assegnamento di un feature vec-
tor, ricevuto dal gestore delle features, ad una delle due classi che rappresen-
tano le possibili condizioni di traﬃco. L'utente può scegliere tra due diversi
algoritmi per eseguire tale classiﬁcazione: indipendentemente dalla proce-
dura selezionata, in entrambi i casi il risultato ﬁnale sarà composto dalle
seguenti informazioni:
• tratto di strada cui si riferisce la classiﬁcazione (identiﬁcato tramite il
nome univoco del percorso
• condizione del traﬃco rilevata
• istante temporale in cui è avvenuta la classiﬁcazione
Tali dati saranno memorizzati in una apposita tabella del database di
appoggio per potere poi essere utilizzati da altre applicazioni, che le analiz-
zeranno per estrarre ulteriori informazioni di interesse; ad esempio si potrà
veriﬁcare come il ﬂusso di traﬃco su un determinato percorso varia nel tem-
po, oppure si ricercheranno le entries più recenti per osservare la situazione
della viabilità in tempo reale.
3.6.1 Classiﬁcatore K-NN
Il classiﬁcatore K-NN implementa l'algoritmo K-nearest neighbor, intro-
dotto nel paragrafo 2.1.1. Tale metodo necessita di un set di training example
pre-classiﬁcati, cioè un insieme di feature vector aventi associati una label
che identiﬁca la condizione di traﬃco cui fanno riferimento. Ogni diverso
percorso dovrà avere un proprio insieme di training example, in modo da
tenere conto delle diﬀerenze intrinseche dei diversi tratti di strada.
In fase di inizializzazione è quindi necessario che l'utente fornisca al siste-
ma un numero suﬃciente di training vector classiﬁcati; tali vettori vengono
memorizzati in un'apposita tabella del database, insieme all'identiﬁcatore del
percorso su cui sono stati rilevati e la condizione di traﬃco associata, e sa-
ranno recuperati dalle successive operazioni di classiﬁcazione. Nello sviluppo
e testing del presente lavoro sono stati considerati 40 vettori, classiﬁcati in
base all'esperienza dell'operatore che ha eﬀettuato le rilevazioni, per ognuno
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Figura 3.8: Diagramma di ﬂusso della classiﬁcazione K-NN
dei quattro tratti di strada analizzati; metà di questi vettori sono stati rac-
colti in condizioni di traﬃco scarso o assente, l'altra metà in condizioni di
traﬃco pesante. In questo modo si evitano disparità nel numero di esempi
appartenenti alle due classi, che avrebbero potuto creare problemi nell'uso
del criterio di majority voting.
Passando alla fase di classiﬁcazione, l'unico parametro da fornire all'algo-
ritmo è il valore K che indica il numero di training example vicini dei quali
considerare la label associata. Come già spiegato, la scelta di tale parametro è
a discrezione dell'utilizzatore, con il solo vincolo che non superi la cardinalità
del training set. In Figura3.8 è riportato il diagramma di ﬂusso dei vari steps
che vengono eseguiti dal classiﬁcatore. Va sottolineato come l'informazione
circa il percorso associato al feature vector è presente nella struttura dati che
rappresenta il vettore stesso, quindi il classiﬁcatore caricherà esclusivamente




Il classiﬁcatore K-means implementa l'algoritmo K-means, introdotto nel
paragrafo 2.1.2. In questo caso non è necessaria la preventiva creazione da
parte dell'utente di un set di esempi classiﬁcati: l'algoritmo infatti costruisce
dei cluster a partire da una serie di feature vector non etichettati. Nella
pratica è possibile utilizzare un modulo simile al gestore delle features, che
prende in esame un alto numero di osservazioni per costruire una serie di
feature vector; tali vettori saranno poi usati come set di partenza attraverso
il quale verranno costruiti i cluster.
Le osservazioni possono essere passate oﬀ-line dall'utente, ma risulta molto
più conveniente prelevarle dal SOS. Con questa tecnica, oltre ad avere il
vantaggio di azzerare completamente l'interazione con l'operatore umano,
il set di partenza verrà costruito dinamicamente utilizzando informazioni
recenti e quindi più rappresentative delle condizioni di un tratto di strada.
Un esempio è quella di costruire i cluster basandosi sulle osservazioni raccolte
nelle ultime 24 ore, supponendo che in questo arco temporale siano state
riscontrate tutte le possibili condizioni di traﬃco. Il sistema così ottenuto
sarà sicuramente più adattivo a eventuali cambiamenti che possono avvenire
lungo un percorso (si pensi alla presenza temporanea di cantieri) rispetto ad
un sistema in cui il set di partenza viene stabilito a priori.
L'algoritmo richiede come argomenti il set di partenza e il valore del pa-
rametro K, che determina il numero di cluster in cui dividere il set: nel caso
della classiﬁcazione qui discussa si possono avere solo due diverse condizioni
di traﬃco, quindi a K sarà assegnato il valore 2. Al termine della procedura
saranno generati due cluster, identiﬁcati dal loro centroide; il centroide può
essere considerato anch'esso un feature vector a tutti gli eﬀetti, in quanto
ogni sua componente sarà il valore medio delle corrispondenti componenti di
tutti i feature vector di partenza che appartengono a quel cluster.
Un problema si presenta al momento di assegnare ai due cluster la classe
a cui fanno riferimento; per automatizzare tale decisione senza alcun inter-
vento dell'utente, si esaminano i due centroidi e si cerca di ricavare da essi
l'informazione sulla condizione di traﬃco che rappresentano. Il processo non
presenta alcuna diﬃcoltà in quanto, ipotizzando una clusterizzazione corret-
ta e coerente con il risultato desiderato, è suﬃciente veriﬁcare i valori di una
qualunque delle feature dei centroidi; se ad esempio si considera la media del-
le velocità istantanea, il centroide avente il valore minore sarà sicuramente
rappresentativo della situazione di traﬃco pesante.
I cluster così ottenuti verranno salvati in un'apposita tabella del databa-




Figura 3.9: Diagramma di ﬂusso K-means
• percorso cui si riferisce il cluster
• vettore rappresentativo del centroide
• condizione di traﬃco associata al cluster
Ogni volta che si eﬀettua una classiﬁcazione di un feature vector per
mezzo dell'algoritmo K-means, vengono recuperati dal database i centroidi
relativi al percorso e si veriﬁca quale dei due sia più vicino, nello spazio 5-
dimensionale, al feature vector da classiﬁcare. A questo punto è suﬃciente
assegnare al vettore l'etichetta associata al cluster identiﬁcato dal centroide
più vicino.
Completata la classiﬁcazione è possibile ricalcolare i centroidi consideran-
do anche il contributo dato dal vettore appena etichettato: in pratica ogni
classiﬁcazione ha anche lo scopo di aggiornare dinamicamente i cluster, mi-
gliorando ulteriormente il livello di adattabilità del sistema alle variazioni
real-time delle condizioni di traﬃco.
Il procedimento appena analizzato è riassunto nei due diagrammi di ﬂusso
di Figura3.9: a sinistra è rappresentata la fase di inizializzazione dell'algorit-





n questo capitolo verranno descritti i dettagli implementativi dei seguenti
moduli, che costituiscono l'applicazione TraﬃcAnalysis:
• Graphical User Interface (GUI)
• Gestore delle osservazioni
• Gestore del database
• Gestore delle features
• Classiﬁcatore K-NN
• Classiﬁcatore K-means
Il linguaggio di programmazione utilizzato è Java.
4.1 GUI
L'interazione con l'utente viene gestita attraverso un'interfaccia graﬁca
che permette il settaggio di una serie di parametri e la scelta delle operazioni
da compiere.
4.1.1 Finestra principale
Il primo menu è costituito da quattro schede:
1. Settings: permette di scegliere uno dei due algoritmo di classiﬁcazione
disponibili, settarne i parametri e procedere al menù successivo
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2. Tracks: permette la gestione dei vari percorsi
3. Database: permette la gestione del database
4. Testing: permette la gestione della fase di testing
Settings
La scheda Settings oﬀre la possibilità di scegliere uno tra i due algoritmi
K-NN e K-means tramite un radio button; a seconda della scelta eﬀettuata
viene visualizzato un menù tramite il quale l'utente può settare i parametri
che determinano il comportamento dell'algoritmo selezionato.
In Figura4.1 è riportato lo screenshot relativo all'algoritmo K-NN. Il cam-
po Parameter K richiede l'inserimento del valore che verrà assegnato al pa-
rametro K dell'algoritmo; è previsto un valore di default pari a 5. Nel caso
in cui venga selezionata la checkbox Update training set, l'utente può inseri-
re il path di una cartella contenente una serie di ﬁle; all'interno di ogni ﬁle
saranno presenti una serie di osservazioni e un'etichetta che identiﬁca una
condizione di traﬃco. Usando tali informazioni sarà possibile costruire nuo-
vi feature vector da aggiungere al training set e memorizzarli nel database.
Quando l'utente clicca sul pulsante Browse si apre una ﬁnestra di dialogo che
permette di navigare all'interno del ﬁlesystem e di selezionare una cartella;
premendo il pulsante Update sarà eseguita l'operazione di aggiornamento.
Al termine viene aperta una ﬁnestra di alert che riporta l'esito dell'aggior-
namento. Una volta terminata la fase di settaggio si può procedere allo step
successivo tramite il pulsante Launch.
In Figura4.2 è riportato lo screenshot relativo all'algoritmo K-means. Tra-
mite il radio button Update method l'utente può scegliere se aggiornare o
meno i cluster una volta eﬀettuata la classiﬁcazione di un nuovo feature vec-
tor. Il radio button Clusters management permette la gestione dei cluster:
nel caso sia selezionato Load clusters l'applicazione accederà al database per
recuperare i centroidi dei cluster per tutti i percorsi e l'algoritmo K-means
salterà la fase di inizializzazione. Viceversa, se viene selezionato Create clu-
sters l'algoritmo creerà dei nuovi cluster a partire da una serie di osservazioni
prelevate dal SOS. Il parametro Number of training vectors speciﬁca quanti
vettori considerare per il set di partenza; in pratica l'applicazione continuerà
a prelevare osservazioni ﬁntanto che non sarà riuscita a creare il numero ri-
chiesto di feature vector. L'utente può decidere quali osservazioni utilizzare
speciﬁcando un intervallo temporale nel quale prelevare le osservazioni (ad
esempio utilizzando le rilevazioni prodotte nell'ultimo giorno). Come nel caso
precedente, si può proseguire allo step successivo tramite il pulsante Launch.
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Figura 4.1: Screenshot K-NN
Figura 4.2: Screenshot K-means
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Figura 4.3: Screenshot gestione percorsi
Tracks
La scheda Tracks viene utilizzata per aggiungere, aggiornare ed eliminare
i percorsi dal database. Lo screenshot relativo a questa scheda è proposto in
Figura4.3.
La checkbox Insert/Update track, se selezionata, oﬀre all'utente il pulsante
Browse cliccando sul quale viene aperta una ﬁnestra di dialogo che permette
di scegliere un determinato ﬁle dal ﬁlesystem: tale ﬁle conterrà le informa-
zioni necessarie alla creazione di una nuova track (o all'aggiornamento se
nel database è già presente un percorso con quel nome). Il pulsante proceed
avvia l'operazione, al termine della quale un ﬁnestra alert riporterà l'esito
dell'operazione. Per cancellare una o più track è necessario cliccare sul radio
button View list che mostrerà l'elenco dei percorsi attualmente memorizzati
nel database, identiﬁcati tramite il nome: a questo punto l'utente può se-
lezionare le varie checkbox e procedere all'eliminazione mediante il pulsante
delete.
Database
La scheda Database permette la cancellazione dal database cui l'applica-
zione si appoggia di tutti i training vector utilizzati dall'algoritmo K-NN e
di tutti i cluster memorizzati dall'algoritmo K-means. Va ricordato come,
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Figura 4.4: Screenshot gestione database
una volta eliminati tali dati, sia necessario ripetere le fasi di creazione del
training set o dei cluster prima di eﬀettuare classiﬁcazioni; in caso contrario
entrambi gli algoritmi falliranno e ritorneranno messaggi di errore.
Viene inoltre oﬀerta la possibilità di interagire direttamente con il database
del SOS, cancellando tutte le osservazioni meno recenti. Come si può ve-
dere dallo screenshot in Figura4.4, l'unico parametro è relativo all'età delle
osservazioni da cancellare, espresso come numero di ore. Il pulsante Proceed
avvierà l'esecuzione dell'operazione, al termine della quale una ﬁnestra di
alert riassumerà tutte le cancellazioni eﬀettuate.
Testing
La scheda Testing permette di eseguire dei test sul sistema, secondo moda-
lità che saranno descritte nel dettaglio nel capitolo 5. Per adesso è suﬃciente
sapere che il testing richiede una serie di ﬁles contenenti set di osservazioni
etichettate, in modo analogo al meccanismo di creazione dei training example
K-NN: l'utente deve quindi inserire, tramite il pulsante Browse, il path della
cartella al cui interno si trovano i ﬁles. Un sottoinsieme di questi ﬁles, la cui
cardinalità è speciﬁcata dal campo Parameter N, verrà usato come training
set; l'altro sottinsieme costituirà il test set. La scheda permette poi di sce-
gliere l'algoritmo tramite cui eseguire il test, settando alcuni dei parametri
fondamentali: il valore del parametro K per K-NN, il metodo di aggiorna-
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Figura 4.5: Screenshot testing
mento a seguito di una classiﬁcazione per K-means. Il test viene lanciato
tramite il pulsante Start test ; al termine, una ﬁnestra di alert riassume i set-
taggi usati e riporta i risultati ottenuti. Gli screenshots corrispondenti alla
scheda e alla ﬁnestra di alert sono visibili in Figura4.5.
Eﬀettuate le operazioni oﬀerte tramite il primo menù, si passa ad un'altra
ﬁnestra che dà la possibilità di scegliere i dispositivi da cui si vuole ricevere
le osservazioni e di mandare in esecuzione l'algoritmo selezionato. Durante
l'esecuzione, i risultati prodotti saranno mostrati in una diﬀerente ﬁnestra.
Queste due ﬁnestre sono dettagliate nelle prossime sezioni.
4.1.2 Scelta dei dispositivi
Dopo avere scelto e settato un determinato algoritmo nella scheda Set-
tings ed avere cliccato sul pulsante, viene aperta una nuova ﬁnestra, chiamata
User Selection. Le caratteristiche di questo menù sono le stesse per entrambi i
possibili metodi di classiﬁcazione, con le uniche diﬀerenze nella nomenclatura
del titolo della ﬁnestra e del pulsante di avvio. Nello screenshot di Figura4.6
si fa riferimento all'algoritmo K-means. In alto viene stampato il numero di
sensori attualmente registrati al SPS e quindi pronti ad inviare dati; l'utiliz-
zatore ha a disposizione tre radio button per scegliere se selezionare tutti i
dispositivi disponibili, se selezionarne uno inserendo il suo identiﬁcatore in
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Figura 4.6: Screenshot scelta dispositivi
un text-ﬁeld, oppure può visualizzare la lista completa. In quest'ultimo caso,
ad ogni sensore è associata una checkbox e risulta quindi possibile eﬀettuare
selezioni multiple. Premendo il pulsante Start K-Means verrà lanciata l'ap-
plicazione vera e propria, che attiverà i dispositivi all'invio delle osservazioni
e comincerà ad analizzare tali osservazioni.
4.1.3 Finestra di log
Durante la sua esecuzione, l'applicazione produrrà una serie di risultati,
come ad esempio il rilevamento delle condizioni di traﬃco sui diversi percorsi:
l'utente viene informato di tali avvenimenti tramite una ﬁnestra che contiene
una area di testo in cui verranno stampati una serie di messaggi di interesse.
Le varie tipologie di messaggi sono le seguenti:
• Informazioni sullo stato dell'applicazione (started/stopped)
• Eventuale notiﬁca della creazione dei cluster (solo per K-means)
• Lista dei sensori attivati




Figura 4.7: Screenshot ﬁnestra di log
• Eventuale avviso della mancata produzioni di rilevazioni da parte di un
sensore
Per mezzo del pulsante Stop l'utente può terminare in qualsiasi momento
l'esecuzione dell'applicazione, terminando l'analisi e disabilitando i vari sen-
sori all'invio dei dati.
Lo screenshot in Figura4.7 mostra un esempio dei messaggi generati nel caso
in cui siano attivi due sensori e venga utilizzato l'algoritmo K-means (con
preventiva creazione dei cluster).
4.1.4 Realizzazione GUI
L'interfaccia graﬁca è stata realizzata utilizzando le librerie Java Abstract
Window Toolkit e Java Swing, estensione di AWT. Tali librerie oﬀrono classi
che permettono di creare ﬁnestre, schede e oggetti graﬁci come caselle di
testo e di selezione, pannelli e pulsanti.
Le classi componenti la GUI di TraﬃcAnlysis sono contenute nel package gui
e sono le seguenti:
• Gui: classe contenente il main dell'applicazione, lancia l'interfaccia
graﬁca
• MainFrame: implementa la ﬁnestra principale dell'applicazione
55
4.1. GUI
• MainPanel: pannello della ﬁnestra principale, contiene le 4 schede
Settings, Tracks, Database e Testing
• ClassFrame: implementa la ﬁnestra relativa alla scelta dei dispositivi
• ClassPanel: pannello contenente il menù per la scelta dei dispositivi
• ResultFrame: implementa la ﬁnestra di log
• ResultPanel: pannello contenente l'area di testo in cui vengono stam-
pati i messaggi di log
• Log: oﬀre un meccanismo di logging personalizzato, che permette di
scrivere sullo standard output o sul ResultPanel
• ResultHandler: handler usato dal meccanismo di logging per rediri-
gere l'output sul ResultPanel
• Alert: implementa una ﬁnestra di alert
• OpHandler: esegue le operazioni richieste tramite la GUI
Nel seguito si analizzerà nel dettaglio solamente la classe OpHandler, tra-
mite la quale avviene l'interazione tra l'interfaccia e gli altri moduli dell'appli-
cazione; le altre classi si limitano ad utilizzare strumenti standard oﬀerti dal-
le librerie, e non sono dunque di grande interesse nell'ambito dell'argomento
trattato.
OpHandler
L'oggetto OpHandler svolge la funzione di intermediario tra l'interfaccia
graﬁca e i moduli operativi dell'applicazione. OpHandler mette a disposi-
zione della GUI un set di metodi tramite cui vengono eseguite le operazioni
che l'utente può richiedere; ogni metodo ha il compito di preparare corretta-
mente i parametri, richiamare l'oggetto predisposto ad eseguire tale opera-
zione e gestirne gli eventuali valori di ritorno, fornendo alla GUI un feedback
del risultato. Di seguito viene riportato l'elenco dei metodi e una sintetica
descrizione:
• public void startKmeans(ClassFrame parent, Params params, ArrayLi-
st<String>selected): avvia l'esecuzione dell'algoritmo K-means; i pa-
rametri necessari all'inizializzazione dell'algoritmo sono contenuti nella
struttura dati di tipo Params, mentre la lista di stringhe selected con-
tiene gli identiﬁcatori dei sensori che verranno attivati. Il modulo si
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occupa anche della gestione delle ﬁnestre, nascondendo la ﬁnestra re-
lativa alla scelta dei dispositivi (passata tramite il parametro parent e
rendendo visibile la ﬁnestra di log.
• public void startKnn(ClassFrame parent, int K, ArrayList<String>se-
lected): avvia l'esecuzione dell'algoritmo K-NN; l'intero K è il parame-
tro necessario all'inizializzazione dell'algoritmo, mentre la lista di strin-
ghe selected contiene gli identiﬁcatori dei sensori che verranno attivati.
Il modulo si occupa anche della gestione delle ﬁnestre, nascondendo la
ﬁnestra relativa alla scelta dei dispositivi (passata tramite il parametro
parent e rendendo visibile la ﬁnestra di log.
• public void stopAlg(): richiede la terminazione dell'algoritmo attual-
mente in esecuzione.
• public String UpdateTracks(String path): inoltra all'oggetto DbMana-
ger la richiesta di inserimento (o aggiornamento) nel database di un
nuovo percorso, le cui informazioni sono contenute nel ﬁle identiﬁ-
cato dal path. Restituisce un messaggio testuale che riporta l'esito
dell'operazione.
• public String UpdateKnn(String path): inoltra all'oggetto TrainingSet
la richiesta di creazione di un set di training example e la loro memoriz-
zazione nel database; il parametro path contiene il percorso alla cartella
che conterrà i ﬁles da cui verranno estratte le osservazioni e la labels.
Restituisce un messaggio testuale che riporta l'esito dell'operazione.
• public ArrayList<String> getUsers(): recupera e restituisce, trami-
te una richiesta al SPS eﬀettuata dal'oggetto SensorMng, la lista dei
sensori attualmente disponibili.
• public ArrayList<String> getTracks(): recupera e restituisce, tramite
una ricerca nel database eﬀettuata dal DbManager, la lista dei percorsi
attualmente memorizzati.
• public int deleteObs (int h): cancella, tramite un query eﬀettuata dal
DbManager, le osservazioni più vecchie di h ore presenti nel database
del SOS. Restituisce il numero di osservazioni eliminate.
• public int deleteFv(): cancella, tramite un query eﬀettuata dal Db-
Manager, tutti i training feature vector presenti nel database e ne
restituisce il numero.
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• public int deleteClusters(): cancella, tramite un query eﬀettuata dal
DbManager, tutti i cluster presenti nel database e ne restituisce il
numero.
• public void deleteTracks(ArrayList<String>selected): cancella, tramite
un query eﬀettuata dal DbManager, i percorsi i cui identiﬁcatori sono
contenuti nella lista selected.
Come si vede dall'analisi dei vari metodi, OpHandler non accede diretta-
mente al database né comunica con il SOS/SPS, limitandosi a delegare tali
compiti all'oggetto appropriato.
4.2 Gestore delle osservazioni
La gestione delle osservazioni prevede una comunicazione con i web ser-
vice SOS e SPS utilizzando degli standard XML. Le operazioni supportate
dai sistemi SOS/SPS sono state presentate nella sezione 2.2. Il package clas-
siﬁcation.sensors contiene le tre classi SensorMng, Request e Answer che
permettono la creazione delle richieste XML, l'invio di tali richieste al server
appropriato e il parsing delle risposte XML.
4.2.1 SensorMng
La classe SensorMng ha la funzione di interfacciarsi con l'esterno, met-
tendo a disposizione una serie di metodi per ottenere di informazioni dai web
service e delegando agli oggetti Request e Answer il compito di interagire con
i due servizi. La classe oﬀre i seguenti metodi:
• public ArrayList<String> getObservations(String sensorID, String be-
ginTime, String endTime): recupera tramite il SOS un set di osserva-
zioni prodotte da un determinato sensore in un determinato intervallo
temporale. Restituisce tali osservazioni sotto forma di lista di stringhe.
• public ArrayList<String> getSensors(): recupera e restituisce la lista
degli identiﬁcatori dei sensori registrati al SPS.
• public String submitRequest(String sensorID): invia al SPS una richie-
sta di operazione di Submit per il sensore identiﬁcato dal parametro
sensorID ; nel caso in cui l'operazione di attivazione ha successo, viene
restituito il TaskID assegnato al sensore.
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• public boolean cancelRequest(String taskID): invia al SPS una richiesta
di operazione di Cancel per il task identiﬁcato dal parametro taskID ;
viene restituito un boolean che rappresenta l'esito dell'operazione.
In tutti e quattro i casi, il corpo della funzione prevede la chiamata del
corrispondente metodo dell'oggetto Request, il cui ritorno è salvato in una
stringa; tale stringa viene poi passata ad un metodo dell'oggetto Answer ed
il risultato ricevuto viene inoltrato come valore di ritorno.
4.2.2 Request
La classe Request è utilizzata per costruire richieste XML conformi al-
lo standard richiesto dal framework SWE ed inviarle tramite il protocollo
HTTP al SOS e al SPS. Per potere aprire una connessione con i due servizi
è necessario essere a conoscenza del loro URL; tali indirizzi sono contenuti
in un ﬁle, chiamato ogcServer contenuto nella cartella di conﬁgurazione del-
l'applicazione.
Come detto le richieste devono seguire una struttura standard; per questo
motivo nell'apposita cartella requests sono contenuti i ﬁle XML degli schemi
di base delle quattro operazioni di GetObservation, GetCapabilities, Submit
e Cancel. Le versioni utilizzate di SOS e SPS supportano esclusivamente
richieste di tipo HTTP POST per queste operazioni, ed il documento XML
va inserito nel body della richiesta.
Nei listati seguenti sono riportati gli schemi XML delle quattro diverse tipo-
logie di richieste.
GetObservation
<?xml version=" 1 .0 " encoding="UTF−8"?>
<GetObservation xmlns=" ht tp : //www. openg i s . net / sos /1 .0 "
xmlns:ows=" ht tp : //www. openg i s . net /ows /1 .1 "
xmlns:gml=" ht tp : //www. openg i s . net /gml"
xmlns:ogc=" ht tp : //www. openg i s . net /ogc"
xmlns:om=" ht tp : //www. openg i s . net /om/1 .0 "
xmlns :x s i=" ht tp : //www.w3 . org /2001/XMLSchema−i n s t ance "
xs i : s chemaLocat ion=" ht tp : // schemas . openg i s . net / sos /1 . 0 . 0 /
sosGetObservat ion . xsd"
s e r v i c e="SOS" version=" 1 . 0 . 0 " srsName="
urn :ogc :de f : c r s :EPSG:4326 ">
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<ogc:PropertyName>om:samplingTime</ogc:PropertyName>
<gml:TimePeriod>
<gml :beg inPos i t i on>BEGIN_TIME</ gml :beg inPos i t i on>




<procedure>urn :ogc :ob jec t : f ea ture :Sensor : c loudsensor :SENSOR_ID
</procedure>
<observedProperty>urn : c l oud s en so r : d e f : phenomenon : l a t i t ude
</ observedProperty>
<observedProperty>urn : c l oudsenso r :de f : phenomenon : l ong i tude
</ observedProperty>
<f e a t u r eO f I n t e r e s t>
<ObjectID>GPS</ObjectID>
</ f e a t u r eO f I n t e r e s t>
<responseFormat>text /xml ; subtype=&quot ;om/1.0.0& quot ;
</ responseFormat>
</GetObservation>
Si può notare un preambolo iniziale caratteristico delle richieste al Sensor
Observation Service, seguito dalla speciﬁca della oﬀering CLOUDSENSOR
caratteristica del sistema di rilevazione utilizzato. L'intervallo temporale nel
quale ricercare le osservazioni sarà speciﬁcato sostituendo a BEGIN_TIME
e END_TIME i valori desiderati. Il campo procedure conterrà l'identiﬁcato-
re del sensore che ha generato le osservazioni, e sarà suﬃciente sostituire a
SENSOR_ID il numero di telefono del dispositivo su cui è installato il sen-
sore. Le proprietà di interesse in questo caso saranno la coppia di coordinate
di latitudine/longitudine.
GetCapabilities
<?xml version=' 1 .0 ' encoding='UTF−8 ' ?>
<GetCapab i l i t i e s xmlns=' h t tp : //www. openg i s . net / sps /1 .0 ' s e r v i c e='
SPS ' />
La versione della GetCapabilities() usata non richiede il passaggio di al-
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<?xml version=" 1 .0 " encoding="UTF−8"?>
<Submit xmlns=" ht tp : //www. openg i s . net / sps /1 .0 "
xmlns:gml=" ht tp : //www. openg i s . net /gml"
xmlns:swe=" ht tp : //www. openg i s . net /swe /1 .0 " s e r v i c e="SPS" version
=" 1 . 0 . 0 ">
<sensorParam>












L'operazione di Submit permette di attivare un determinato sensore al-
l'invio di dati; l'identiﬁcatore del dispositivo viene speciﬁcato inserendone il
numero di telefono al posto della stringa SENSOR_ID. Da notare come il
campo measurementPeriod permetta di indicare il periodo di rilevazione: in
questo caso è settato a 1000 millisecondi, in modo da avere un osservazione
ogni secondo.
Cancel
<?xml version=" 1 .0 " encoding="UTF−8"?>
<Cancel xmlns=" ht tp : //www. openg i s . net / sps /1 .0 " s e r v i c e="SPS"
version=" 1 . 0 . 0 ">
<taskID>TASKID</taskID>
</Cancel>
L'operazione di Cancel prevede solamente l'inserimento al posto di TA-
SKID dell'identiﬁcatore del task associato al sensore che si vuole disattivare.
A questo punto è facile comprendere la struttura dei metodi della classe
Request: ognuno di essi estrarrà dal corrispondente ﬁle lo schema XML e
procederà, dove necessario, alla sostituzione dei parametri. La richiesta sarà
poi passata ad un altro metodo, sendPostRequest(), che procederà all'invio
ﬁsico dei dati al server.
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• public String getObservationRequest(String sensorID, String beginTi-
me, String endTime): crea la richiesta di GetObservation inserendo i
parametri senosrID, beginTime e endTime nello schema base XML ed
invia la stringa così ottenuta al metodo sendPostRequest(). Restituisce
la risposta XML ricevuta dal server.
• public String getCapabilitiesRequest(): crea la richiesta di GetCapabi-
lities e la invia al metodo sendPostRequest(), restituendo la risposta
XML ricevuta dal server.
• public String submitRequest(String sensorID): crea la richiesta di Sub-
mit inserendo l'identiﬁcatore del sensore richiesto e la invia al metodo
sendPostRequest(), restituendo la risposta XML ricevuta dal server.
• public String cancelRequest(String taskID): crea la richiesta di Cancel
inserendo l'identiﬁcatore del task da disattivare e la invia al metodo
sendPostRequest(), restitundo la risposta XML ricevuta dal server.
• public String sendPostRequest(String xml_request, boolean server): ri-
ceve il documento XML e lo invia al server appropriato con il metodo
POST; il parametro booleano server indica di aprire la connessione con
il SPS se vale true, con il SOS se vale false. Una volta terminato l'invio
attende di leggere la risposta, la salva in una stringa e la restituisce.
4.2.3 Answer
Le risposte XML ricevute da SOS e SPS contengono generalmente una
lunga serie di campi privi di interesse per lo scopo dell'applicazione e ne-
cessitano quindi di essere analizzate per estrarne le informazioni utili: tale
operazione di parsing viene eﬀettuata dalla classe Answer. I suoi metodi,
tramite l'uso del package javax.xml.parsers, che fornisce il DOM Parser, e
di semplici operazioni di manipolazione oﬀerte dalla classe String, naviga-
no all'interno del documento XML ﬁno a trovare i dati signiﬁcativi, che poi
vengono restituiti sotto forma di stringhe.
• public ArrayList<String> parseGetSPSCap(String answer): estrae dal-
la risposta ad una GetCapabilities() la lista dei sensori che oﬀrono le
osservazioni richieste dall'applicazione e la restituisce.
• public ArrayList<String> parseGetSOSObs(String answer): estrae dal-
la risposta ad una GetObservation() le singole osservazioni, le salva in
una stringa e restituisce la lista di tutte le osservazioni.
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• public String parseSubmit(String answer): estrae dalla risposta ad una
Submit() il task identiﬁer assegnato al sensore attivato e lo restituisce.
• public boolean parseCancel(String answer): analizza la risposta ad una
Cancel() per veriﬁcare se l'operazione ha avuto successo: in caso posi-
tivo restituisce il valore booleano true.
4.3 Gestore del database
Come ampiamente visto nei capitoli precedenti, l'applicazione TraﬃcA-
nalysis necessita di un database locale in cui memorizzare una serie di in-
formazioni necessarie per la sua corretta esecuzione. È quindi necessario un
modulo, denominato Gestore del database, che gestisca le transazioni con
tale database: in particolare deve sottomettere una serie di interrogazioni e
restituire i risultati ottenuti. Tali funzionalità sono fornite dalla classe Db-
Manager, appartenente al package classiﬁcation.obj.
Prima di passare all'analisi dei metodi della classe DbManager, sarà fornita
una descrizione della struttura del database, con una spiegazione dettagliata
delle tabelle che lo compongono.
4.3.1 Database
Il database utilizzato è PostgreSQL, un database relazionale ad oggetti
open source, che utilizza il linguaggio SQL per eseguire query sui dati. Per
permettere ad un programma scritto in Java la connessione al database è
necessario utilizzare il PostgreSQL JDBC Driver. Una volta caricato tale
driver, sarà possibile l'accesso al DB, la creazione ed esecuzione delle query
e il recupero dei risultati semplicemente usando i metodi forniti dalle classi
contenute nel package java.sql.
Nel database, chiamato Traﬃc, sono presenti le seguenti quattro tabelle:
• clusters: contiene i cluster creati dall'algoritmo K-means.
• fv: contiene i training feature vector necessari all'algoritmo K-NN.
• tracks: contiene i percorsi.
• traﬃc_cond: contiene tutte le condizioni di traﬃco rilevate dalle
varie classiﬁcazioni eﬀettuate.
Uno schema riassuntivo è mostrato in Figura4.8; le tabelle saranno analizzate
nel dettaglio nei successivi paragraﬁ.
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Figura 4.8: Tabelle database
Tabella cluster
La struttura della tabella prevede tre colonne:
1. track_name: nome del percorso cui si riferisce il cluster.
2. vector: vettore a 5 componenti che rappresenta il centroide del cluster.
3. label: singolo carattere che identiﬁca la condizione di traﬃco associata
al cluster: il valore '1' indica una condizione di traﬃco scarso, il valore
'2' una condizione di traﬃco pesante.
Il campo track_name è una stringa di lunghezza massima 20 caratteri, men-
tre il campo vector è di tipo array di double precision, che sono dati numerici
su 8 bytes che supportano ﬁno a 15 cifre decimali. La chiave primaria è for-
mata dai campi track_name e label : non sarà possibile quindi avere cluster
diversi relativi alla stessa condizione per uno stesso percorso. Ogni percorso
ha associato due cluster, uno per ogni possibile situazione di traﬃco; nel caso
di quattro percorsi si avranno quindi otto righe nella tabella.
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Tabella fv
Sono previste tre colonne:
1. track_name: nome del percorso cui si riferisce il training feature
vector.
2. vector: vettore a 6 componenti: la prima è un intero che identiﬁca la
condizione di traﬃco (valore '1' se traﬃco scarso, '2' se traﬃco pesante),
le altre 5 sono le componenti del feature vector.
3. creation_time: rappresenta l'istante temporale, espresso in unixtime,
in cui è stato creato il feature vector.
Il campo creation_time è di tipo double precision; gli altri due campi sono
analoghi a quelli presenti nella tabella clusters. La chiave primaria è compo-
sta dall'insieme dei tre campi, in quanto non c'è nessun vincolo sulla quantità
di training vector associati ad un determinato percorso.
Tabella tracks
La tabella è composta da sei colonne:
1. track_name: identiﬁcatore univoco del percorso.
2. entry_point: vettore a due componenti che rappresenta il punto di in-
gresso del percorso: la prima componente è la coordinata di latitudine,
la seconda la longitudine.
3. exit_point: vettore a due componenti che rappresenta il punto di
uscita del percorso: la prima componente è la coordinata di latitudine,
la seconda la longitudine.
4. latitude: vettore formato da un numero arbitrario di componenti: con-
tiene un elenco di coordinate di latitudine, che permettono il traccia-
mento del percorso su una mappa.
5. longitude: vettore formato da un numero arbitrario di componen-
ti: contiene un elenco di coordinate di longitudine, che permettono il
tracciamento del percorso su una mappa.
6. length: lunghezza del percorso espressa in metri.
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Tutti i campi, escluso track_name, usano il tipo numerico double precision.
La chiave primaria è il nome del percorso. L'uso dei valori entry_point,
exit_point e length è già stato ampiamente descritto in precedenza; diver-
so discorso per i campi latitude e longitude, che come detto sono elenchi di
coordinate di latitudine e longitudine. Tali campi sono stati introdotti per
permettere ad un'eventuale applicazione graﬁca di potere disegnare i per-
corsi su una mappa: i vettori sono costruiti in modo tale che prendendo
l'i-esimo elemento dei due array si otterrà l'i-esimo punto interno al percor-
so. Tale procedimento verrà chiarito in appendice A, in cui sarà presentata
l'applicazione TraﬃcMaps.
Tabella traﬃc_cond
La tabella è formata da tre colonne:
1. track_name: nome del percorso sul quale è stata rilevata la condi-
zione di traﬃco.
2. condition: singolo carattere che identiﬁca la condizione di traﬃco:
il valore '1' indica una condizione di traﬃco scarso, il valore '2' una
condizione di traﬃco pesante.
3. creation_time: rappresenta l'istante temporale, espresso in unixtime,
in cui è stato rilevata la condizione.
La chiave primaria è composta dall'insieme dei tre campi. Una nuova riga
viene aggiunta alla tabella ogni volta che una classiﬁcazione viene prodotta
da uno dei due algoritmi; per un esempio di utilizzo di tali informazioni si
rimanda anche in questo caso alla descrizione dell'applicazione TraﬃcMaps.
4.3.2 DbManager
La classe DbManager oﬀre una serie di metodi per permettere di operare
sul database. Per prima cosa è necessario che il DbManager sia a conoscenza
dell'indirizzo del database per potere aprire una connessione: tale indirizzo,
del tipo jdbc:postgresql://localhost:5432/nome_db, viene letto da un ﬁle di
conﬁgurazione, al cui interno sono anche riportati lo username e la password
per accedere al DB. Esiste anche la possibilità di interagire direttamente con
i dati memorizzati dal SOS, per cancellare osservazioni non più necessarie:
in questo caso il ﬁle di conﬁgurazione dovrà contenere anche l'indirizzo del
database utilizzato del SOS.
Attraverso l'uso della libreria java.sql è possibile eseguire una ricerca nel
database eseguendo i seguenti passi:
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1. aprire la connessione tramite il metodoDriverManager.getConnection(),
cui vengono passati come parametri l'URL del database, lo username
e la password.
2. creare un oggetto Statement che permette la comunicazione con il db
3. creare ed eseguire una query sull'oggetto Statement; saranno possibili
query di ricerca (select), di aggiornamento (update), di inserimento
(insert) e di cancellazione (delete).
4. accedere tramite l'oggetto ResultSet al risultato della query; tale risul-
tato sarà una tabella in cui ogni riga rappresenta un record che soddisfa
i criteri di ricerca.
Passiamo ora alla presentazione dei singoli metodi.
• public ArrayList<String> getTracks(): recupera dalla tabella tracks la
lista degli identiﬁcatori dei percorsi memorizzati e la restituisce.
• public ArrayList<CoordPoint> getPoints(): recupera dalla tabella tracks
i punti di ingresso e uscita per tutti i percorsi; ogni coppia di punti vie-
ne salvata all'interno di un'apposita struttura dati. Viene restituita la
lista di tali strutture.
• public double getLength(String track_name): recupera dalla tabella
tracks la lunghezza del percorso il cui identiﬁcatore viene ricevuto come
parametro.
• public String insertPath(String path): inserisce nella tabella tracks un
nuovo percorso: i valori dei vari campi sono estratti dal ﬁle il cui path
viene ricevuto come argomento. Il metodo esegue una query prelimi-
nare per veriﬁcare se nel DB è già presente un percorso con lo stesso
nome: in caso positivo eﬀettua un'operazione di aggiornamento, in caso
negativo inserisce un nuovo record.
• public void deleteTracks(ArrayList<String> selected): cancella dalla
tabella tracks i record relativi ai percorsi i cui identiﬁcatori sono ricevuti
come argomento.
• public ArrayList<String> loadTs(String track_name): estrae dalla ta-
bella fv tutti i training feature vector relativi al percorso ricevuto co-
me parametro; i dati relativi ad ogni vettore vengono salvati in forma
testuale all'interno di una stringa.
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• public void insertTsFv(Instance inst): inserisce nella tabella fv un nuo-
vo training feature vector, rappresentato nell'apposita struttura dati
ricevuta come argomento.
• public int deleteFv(): cancella tutti i record contenuti nella tabella fv,
restituendo il numero di righe eliminate.
• public void insertClusters(String trak_name, double[] vec, int label): in-
serisce nella tabella clusters un nuovo cluster, identiﬁcato dal percorso
cui si riferisce, da un vettore rappresentante il centroide e dall'etichet-
ta associata. Il metodo esegue una query preliminare per scoprire se
nel DB è già presente un cluster relativo a quella condizione di traf-
ﬁco su quel determinato percorso: in caso positivo aggiorna la entry,
altrimenti inserisce un nuovo record.
• public String loadClusters(String track_name, int label): recupera dalla
tabella clusters il vettore rappresentante il centroide del cluster asso-
ciato al percorso e alla condizione di traﬃco passate come argomento.
Il vettore viene restituito sotto forma di stringa.
• public int deleteClust(): cancella tutti i record contenuti nella tabella
clusters, restituendo il numero di righe eliminate.
• public void insertTraﬃcCondition(String track_name, int label, long
time): inserisce nella tabella traﬃc_cond un nuovo record rappresen-
tante una condizione di traﬃco; sono passate al metodo le informazioni
da inserire nei vari campi, cioè il nome del percorso, la condizione
riscontrata e l'istante temporale in cui è stata rilevata.
• public int deleteObs(String deleteTime): cancella dal database del SOS
tutte le osservazioni il cui timestamp è minore del timestamp ricevuto
come argomento, restituendo il numero di righe eliminate.
4.4 Gestore delle features
Nella sezione 3.5 è stato introdotto il modulo che si occupa della creazione
dei feature vector a partire dalle semplici osservazioni ricevute attraverso il
SOS. Riassumendo brevemente la sequenza di passi da eseguire, il gestore
delle features ha il compito di prelevare le osservazioni dal SOS, veriﬁcare il
raggiungimento di entry e exit points e creare dei feature vector da passare al
classiﬁcatore. Prima di analizzare nel dettaglio come questa procedura viene
realizzata nella pratica, è necessario introdurre di una serie di oggetti che
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vengono utilizzati sia in questa fase che nella successiva fase di classiﬁcazione
per implementare strutture dati e operazioni di supporto. Tali strutture da-
ti, contenute nel package classiﬁcation.obj sono utilizzate per rappresentare
delle entità complesse composte da diﬀerenti tipi primitivi.
4.4.1 CoordPoint
La classe CoordPoint rappresenta la coppia di entry e exit points di un
determinato percorso; ogni punto è a sua volta composto da una coppia di
coordinate di latitudine e longitudine.
I membri dato sono i seguenti:
• String track_name: identiﬁcatore del percorso.
• double[] entry_coords : vettore a due dimensioni in cui vengono memo-
rizzate le coordinate di latitudine e longitudine del punto di ingresso
del percorso.
• double[] exit_coords : vettore a due dimensioni in cui vengono memo-
rizzate le coordinate di latitudine e longitudine del punto di uscita del
percorso.
I metodi messi a disposizione dalla classe permettono il settaggio ed il
recupero dei valori dei tre membri dato.
4.4.2 Feature
La classe Feature rappresenta una singola caratteristica di interesse, come
ad esempio la media delle velocità istantanee o il numero di stop. Una feature
viene identiﬁcata univocamente da un nome e dal valore della misurazione
ad essa associata; la classe avrà pertanto solo due membri dato:
• String name: nome della feature.
• double value: valore della feature.
I metodi messi a disposizione dalla classe permettono il settaggio ed il
recupero dei valori dei due membri.
4.4.3 Instance
La classe Instance rappresenta un feature vector. Un feature vector è
costituito da un vettore le cui componenti sono i valori delle singole feature
69
4.4. GESTORE DELLE FEATURES
considerate; ogni feature vector è relativo al percorso sul quale sono stati
raccolti i dati necessari alla sua costruzione ed ha associata un'etichetta.
Tale etichetta, che identiﬁca la classe di condizioni di traﬃco cui il vettore
appartiene, può essere inserita a priori nel caso di training vector oppure
essere il risultato dell'operazione di classiﬁcazione. I membri dato sono i
seguenti:
• String track_name: identiﬁcatore del percorso associato al feature
vector.
• int label : identiﬁcatore della condizione di traﬃco; vale '1' nel caso di
traﬃco scarso, '2' nel caso di traﬃco pesante.
• ArrayList<Feature> attributes : lista di oggetti di tipo Feature, ognuno
dei quali rappresenta una componente del vettore.
I metodi messi a disposizione dalla classe permettono il settaggio ed il
recupero dei valori dei tre membri dato.
4.4.4 Params
La classe Params implementa una struttura dati che contiene i vari pa-
rametri caratterizzanti gli algoritmi K-NN e K-means. I membri dato di tale
classe sono i seguenti:
• int algorithm: identiﬁca l'algoritmo cui la struttura si riferisce: il valore
'1' indica K-means, '2' K-NN.
• boolean classMethod : identiﬁca il metodo di classiﬁcazione di K-means:
se vale true, i cluster vengono aggiornati dopo ogni classiﬁcazione,
altrimenti sono lasciati inalterati.
• boolean loadClust : identiﬁca il metodo di gestione dei cluster di K-
means: se vale true, in fase di inizializzazione i cluster sono caricati
dalla tabella clusters nel database; in caso contrario vengono creati
dall'algoritmo.
• int numVectors : indica il numero di feature vector utilizzati da K-
means in fase di creazione dei cluster.
• int age: indica l'età delle osservazioni a partire dai quali sono creati i
feature vector utilizzati in fase di creazione dei cluster.
• int paramK : valore del parametro fondamentale dell'algoritmo K-NN.
I metodi messi a disposizione dalla classe permettono il settaggio ed il
recupero dei valori dei membri dato.
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4.4.5 Distance
La classe Distance implementa l'operazione di calcolo della distanza tra
due punti espressi mediante le loro coordinate di latitudine/longitudine, at-
traverso l'uso della formula di Haversine (riportata nell'equazione 3.1). L'u-
nico metodo è il seguente:
• public double calc_distance(double lat1, double lng1, double lat2, double
lng2): calcola e restituisce la distanza tra due punti le cui coordinate
sono ricevute come argomento.
Gli oggetti appena presentati vengono ampiamente utilizzati dalle due
classi che implementano la procedura di creazione dei feature vector. La
prima classe, CreateFV, oﬀre le tre funzioni che svolgono i compiti principali
del gestore delle features: calcolare il valore delle feature a partire dai dati
di velocità istantanea e veriﬁcare l'ingresso e l'uscita da un percorso.
L'altra classe, chiamata User, utilizza tali funzioni, oltre ai metodi oﬀerti
dal gestore delle osservazioni e dal classiﬁcatore, per gestire le informazioni
provenienti dai singoli sensori; può essere considerata il componente centrale
dell'intera applicazione TraﬃcAnalysis, in quanto organizza e sincronizza le
varie operazioni da eﬀettuare.
4.4.6 CreateFV
La classe CreateFV prevede tre metodi pubblici:
• public Instance build_fv(String name, int label, ArrayList<Double>
speeds, long total_time): calcola il valore delle varie feature e restituisce
l'oggetto Instance che rappresenta il feature vector.
• public String check_entry_point(String line): veriﬁca il raggiungimen-
to di un entry point e in caso positivo restituisce il nome del percorso
cui appartiene tale entry point.
• public boolean check_exit_point (String line, String track_name): ve-
riﬁca il raggiungimento dell'exit point del percorso ricevuto come ar-
gomento e in caso positivo restituisce il valore true.
build_fv()
Il metodo build_fv() riceve come primo parametro il nome del percorso
al quale si riferiscono le rilevazioni eﬀettuate. L'argomento label rappresenta
la condizione di traﬃco associata al vettore ed è signiﬁcativa esclusivamente
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per la creazione dei training vector utilizzati nella fase supervised learning
dell'algoritmo K-NN; in tutti gli altri casi, la fase di creazione del feature
vector è precedente alla classiﬁcazione e quindi non sarà ancora possibile co-
noscere il valore della label.
Per calcolare il valore delle feature deﬁnite sono fondamentali i successivi
due argomenti: il primo è un vettore contenente tutte le velocità istanta-
nee ricavate da ogni osservazione relativa al percorso considerato; il secondo,
total_time, rappresenta la misurazione in millisecondi del tempo trascorso
dall'istante del raggiungimento dell'entry point all'istante in cui viene attra-
versato l'exit point.
Per ogni elemento del vettore delle velocità si procede nel seguente modo:
- veriﬁca se la velocità è maggiore di 0; in caso positivo viene incremen-
tato il contatore non_zero che tiene traccia del numero di velocità non
nulle rilevate
- se la velocità attuale è nulla e la velocità del precedente elemento del
vettore era non nulla, viene incrementato il contatore stops che tiene
traccia del numero di fermate
- se la velocità è superiore ad un determinato valore di soglia, viene
incrementato l'apposito contatore up_threshold
Una volta analizzati tutti gli elementi del vettore, è immediato calcolare il
valore delle singole feature, che verranno memorizzate in una lista di oggetti
di tipo Feature:
• media velocità istantanee = somma delle velocità istantanee / car-
dinalità del vettore
• media velocità istantanee non nulle = somma delle velocità istan-
tanee non nulle / valore del contatore non_zero
• numero di fermate = valore del contatore stops
• percentuale velocità sopra soglia = (cardinalità vettore * 100) /
valore contatore up_threshold
• tempo di percorrenza = valore del parametro total_time
Il passo ﬁnale consiste nella creazione dell'oggetto Instance che viene resti-
tuito dalla funzione.
Per evitare che l'analisi sia inﬂuenzata da eventi non riconducibili alle con-
dizione della viabilità, la funzione prevede un controllo sulla durata di ogni
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singola fermata: nel caso in cui questa sia superiore ad un tempo preﬁssato,
ad esempio cinque minuti, si suppone che lo stop sia di durata eccessiva per
essere stato determinato dalla presenza di semafori o code e la creazione del
feature vector viene abortita. Possibili cause di tali situazioni possono essere
delle soste di carattere personale eﬀettuate dal conducente del veicolo che,
se venissero considerate, inﬁcerebbero pesantemente la corretta analisi del
traﬃco.
check_entry_point()
Il metodo check_entry_point analizza una stringa, ricevuta come argo-
mento, contenente una coppia di coordinate latitudine/longitudine che iden-
tiﬁca la posizione rilevata dal sensore. Tale posizione viene confrontata con
tutti gli entry points dei vari percorsi, caricati dalla tabella coords nel data-
base: se la distanza tra un entry point e l'attuale posizione del dispositivo
risulta essere minore di 10 metri, viene ritenuto raggiunto quel determina-
to punto di ingresso e la funzione restituisce l'identiﬁcatore del percorso al
quale il punto appartiene. Viceversa viene restituita un'apposita stringa per
informare il chiamante dell'esito negativo del controllo. Per il calcolo della
distanza viene utilizzato l'oggetto Distance.
check_exit_point()
Il metodo check_exit_point riceve come argomento una stringa contenen-
te una coppia di coordinate latitudine/longitudine, che identiﬁca la posizione
rilevata dal sensore, e il nome di un percorso. Tale posizione viene confron-
tata l'exit point del percorso speciﬁcato, prelevato dalla tabella coords : se
la distanza tra l'exit point e l'attuale posizione del dispositivo risulta essere
minore di 10 metri, viene ritenuto raggiunto il punto di uscita e la funzione
restituisce il valore booleano true, altrimenti restituisce false per segnalare
l'esito negativo del controllo. Per il calcolo della distanza viene utilizza-
to l'oggetto Distance. Va notato come, a diﬀerenza della ricerca dell'entry
point, in questo caso il controllo viene eseguito esclusivamente sul punto di
uscita del percorso sul quale si trova al momento il dispositivo; ciò deriva dal
fatto che l'applicazione è strutturata in modo tale che è necessario uscire da
un percorso prima di potere entrare in un altro.
4.4.7 User
La classe User è un'estensione della classe predeﬁnita Thread: in tale
modo la sua esecuzione può avvenire in parallelo con l'esecuzione del thread
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principale che gestisce l'interazione con l'utilizzatore. La classe ha lo scopo di
analizzare tutte le osservazioni provenienti dai sensori selezionati per estrarre
una serie di feature vector unlabeled che vengono poi passati al classiﬁcatore
appropriato. Il costruttore della classe richiede vengano passati come argo-
menti la lista di tali sensori attivi e il tipo di algoritmo che si utilizzerà per la
classiﬁcazione, che verranno salvati nei corrispondenti membri dato. L'elenco
dei principali membri dato è il seguente:
• ArrayList<String> sensors : lista contenente tutti i sensori attivi.
• boolean alg : se vale true indica che le classiﬁcazioni verranno eﬀettuate
usando l'algoritmo K-NN; se vale false si utilizzerà il K-means.
• dataStructure[] ds : array di oggetti di tipo dataStructure; la struttura
e l'uso di tali oggetti verrà discusso in seguito.
• private boolean[] stopped : array di booleani avente la stessa cardina-
lità della lista dei sensori attivi; se l'i-esimo elemento ha valore false
signiﬁca che il sensore corrispondente è attivo.
• int inactive: contatore che tiene traccia del numero di sensori diventati
inattivi.
Il thread viene mandato in esecuzione tramite l'invocazione del suo me-
todo run(): il corpo del metodo prevede un ciclo while all'interno del quale
sono richiamati due metodi privati della classe che eseguono le due fasi in cui
la procedura può essere divisa. La prima fase, detta fase di loading prevede
il recupero dal SOS, tramite l'apposito gestore, di tutte le osservazioni pro-
dotte dai dispositivi nel periodo di tempo trascorso dalla precedente richiesta
di osservazioni. Nella seconda fase, detta fase di elaborazione le osservazioni
ricevute vengono elaborate per estrarre i feature vector. Il ciclo verrà ripetu-
to ﬁno a quando ci saranno sensori che producono rilevazioni; quando tutti i
dispositivi risulteranno essere inattivi il thread terminerà la sua esecuzione.
Un riassunto graﬁco è proposto in Figura4.9.
Prima di approfondire la descrizione delle due fasi, è necessaria una con-
siderazione sulla frequenza temporale con la quale richiedere le osservazioni.
Una frequenza elevata, ad esempio dell'ordine di una richiesta ogni pochi
secondi, provoca un continuo scambio di documenti XML tra l'applicazione
ed il SOS: ciò comporta un notevole consumo della banda disponibile e delle
risorse del server che ospita il SOS ed inoltre, considerando che un dispositivo
produce un'osservazione ogni secondo, il documento di risposta contiene un
numero limitato ed insuﬃciente di rilevazioni. Viceversa con una frequenza
molto bassa, come ad esempio una richiesta ogni dieci minuti, occorre troppo
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Figura 4.9: Ciclo di User
tempo per potere ottenere classiﬁcazioni e quindi aggiornamenti sulla situa-
zione real-time del traﬃco. Tenute presenti queste considerazioni, è stato
scelto di richiedere un nuovo set di osservazioni ogni minuto. Nella pratica il
thread si interrompe per 60 secondi prima di eﬀettuare la fase di loading, e
in tale fase richiede le osservazioni prodotte in quell'ultimo minuto.
Oggetto dataStructure
È importante sottolineare come ogni dispositivo venga analizzato indi-
pendentemente dagli altri e necessiti quindi di un proprio set di variabili:
ad esempio, tutte le osservazioni relative ad un singolo sensore devono esse-
re memorizzate in una lista che sarà poi acceduta in fase di analisi di quel
sensore. La classe privata dataStructure rappresenta la struttura dati all'in-
terno della quale vengono salvate tutte le informazioni utili durante le fasi
di elaborazione; istanziando un array di tali oggetti di dimensione pari al
numero di sensori sarà quindi possibile associare ad ogni sensore la propria
struttura dati privata. I principali membri dato della classe dataStructure
sono riportati in seguito:
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• ArrayList<String> obs : lista che conterrà le osservazioni prelevate dal
SOS, memorizzate sotto forma di stringa.
• ArrayList<Double> speeds : lista che conterrà le velocità istantanee
calcolate all'interno di un percorso.
• String track_name: nome del percorso in cui si trova il dispositivo.
• String initTime, String endTime: istante iniziale e ﬁnale da inserire
nella successiva richiesta di GetObservation().
• boolean track_entered : se vale true indica che il sensore si trova all'in-
terno di un percorso.
• boolean limit_ﬂag : viene settato a true quando la distanza percorsa
dal veicolo dopo essere entrato in un percorso eccede la lunghezza del
percorso stesso; quando si veriﬁca questa situazione viene svuotata la
lista speeds e si abbandona il percorso, passando alla ricerca di un nuovo
entry point.
• int index : indice usato per scorrere la lista delle osservazioni; viene
resettato al valore 0 al termine di ogni fase di loading.
Sono presenti anche apposite variabili per la memorizzazione dei dati relativi
all'attuale e alla precedente osservazione: tali dati (latitudine, longitudine e
timestamp) sono necessari per il calcolo delle velocità istantanee che verranno
aggiunte alla lista speeds.
Fase di loading
La fase di loading prevede il recupero dal database del SOS delle osserva-
zioni prodotte da ogni sensore nell'ultimo minuto. Viene realizzata attraverso
il metodo privato boolean load() che restituisce un booleano: se il valore è
true signiﬁca che sono disponibili nuove rilevazioni, altrimenti vale false. Se
si veriﬁca quest'ultima eventualità signiﬁca che tutti i sensori sono inattivi e
si è raggiunta la condizione di terminazione del thread.
Il metodo prevede la chiamata dell'operazione di GetObservations dell'og-
getto SensorMng per ogni sensore attivo: se la risposta non contiene al-
cuna osservazione, il sensore è considerato inattivo, viene settato a true il
corrispondente elemento dell'array stopped, viene incrementato il contatore
inactive, e tale sensore non sarà più considerato nelle successive fasi di loa-
ding ed elaborazione. Se invece sono presenti osservazioni, queste vengono
memorizzate nell'apposito campo obs dell'oggetto dataStructure associato.
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Fase di elaborazione
La fase di elaborazione prevede la chiamata, per ogni sensore, del metodo
privato void buildClassInstances(int i); l'argomento del metodo rappresenta
un indice all'interno della lista dei sensori attivi. Attraverso la struttura da-
ti associata al sensore viene prelevato l'elenco delle osservazioni recuperate
durante l'ultima fase di loading: seguendo l'ordine cronologico e partendo
dalla meno recente, si analizzano in successione le osservazioni per veriﬁca-
re il raggiungimento di entry o exit points e, nel caso ci si trovi all'interno
di un percorso, si calcolano le velocità istantanee. Una volta raggiunto un
exit point viene prodotto il feature vector attraverso la chiamata del metodo
CreateFV dell'oggetto CreateFV, cui viene passato il vettore delle velocità
istantanee; l'oggetto di tipo Instance restituito dal metodo viene poi passato
al classiﬁcatore e la procedura ricomincia da capo con la ricerca di un nuovo
entry point.
Si prosegue in questo modo ﬁnché tutte le osservazioni sono state utilizzate: a
questo punto la funzione memorizza, per mezzo della variabile track_entered
della struttura dati, lo stato in cui si trova il sensore e termina la sua esecuzio-
ne. La successiva fase di elaborazione ripartirà dallo stato precedentemente
salvato. Gli stati possibili sono due:
- ricerca entry point: il sensore non è all'interno di alcun percorso (en-
tered_track avrà valore false)
- ricerca exit point: il sensore si trova all'interno di un percorso (ente-
red_track avrà valore true)
La diﬀerenza sostanziale riguarda l'uso che viene fatto delle rilevazioni nelle
due situazioni: nella prima vengono solamente estratte le due coordinate di
posizione per passarle al metodo check_entry_point() dell'oggetto Create-
FV, che veriﬁcherà l'eventuale raggiungimento di un punto di ingresso. Nella
seconda diventa signiﬁcativo anche l'istante temporale in cui è avvenuta la
rilevazione, che verrà usato, assieme alle coordinate di posizione, per il calco-
lo della velocità istantanea; le coordinate di latitudine e longitudine saranno
anche passate al metodo check_exit_point() per rilevare il raggiungimento
del punto di uscita.
L'oggetto dataStructure mantiene tutte le informazioni necessarie per il ripri-
stino dell'analisi in esecuzione al momento dell'interruzione nella precedente
fase di elaborazione; per quanto riguarda lo stato di ricerca di entry point è
di interesse esclusivamente la variabile track_entered, mentre per lo stato di
ricerca exit point sono utilizzati tutti i campi della struttura per potere dare
continuità all'operazione creazione delle feature.
77
4.4. GESTORE DELLE FEATURES
Di seguito viene riportato il codice Java del metodo run() e uno pseudo-
codice dei metodi load() e buildClassInstances().
Metodo run()
public void run ( ) {
while ( true ) {
// car i ca o s s e r v a z i on i per ogni sensore
i f ( ! load ( ) )
return ;
// ana l i z z a o s s e r v a z i on i per ogni sensore a t t i v o
for ( int i = 0 ; i < s en so r s . s i z e ( ) ; i++) {
i f ( stopped [ i ] == fa l se )





private boolean load ( ) {
<at t e s a d i un minuto : chiamata metodo s l e e p ( )>
for ( int i = 0 ; i < s en so r s . s i z e ( ) ; i++) {
<preparaz ione parametr i de l metodo getObservat ions ( )>
ds [ i ] . obs = sensorMng . getObservat ions ( s en so r s . get ( i ) , ds [ i ] .
initTime , ds [ i ] . endTime ) ;
// c on t r o l l o presenza d i o s s e r v a z i on i
i f ( ds [ i ] . obs . s i z e ( ) == 0) {
stopped [ i ] = true ;
i n a c t i v e ++;
}
}
// se t u t t i i s en so r i sono i n a t t i v i r e s t i t u i s c e f a l s e
i f ( i n a c t i v e == sen so r s . s i z e ( ) )




private void bu i l dC l a s s I n s t anc e s ( int i ) {
while ( true ) {
// r i p r i s t i n o s t a t o r i c e r c a entry po in t
i f ( ds [ i ] . t rack_entered == fa l se ) {
// c i c l a f i no a quando non v iene ragg iun to un entry po in t
while ( ( ds [ i ] . track_name = createFV . check_entry_point ( ds [ i




<se tu t t e l e o s s e r v a z i o n i in obs sono s t a t e an a l i z z a t e
sa lva l o s t a t o e r i t o rna>
}
<ragg iunto entry po int per un perco r so : modi f i ca stato>
}
// s t a t o r i c e r c a e x i t po in t
// c i c l a f i no a quando non v iene ragg iun to l ' e x i t po in t
while ( createFV . check_exit_point ( ds [ i ] . obs . get ( ds [ i ] . index ) ,
ds [ i ] . track_name ) == fa l se ) {
index++;
<c a l c o l o v e l o c i t a i s t an tanea e s a l v a t agg i o in array speeds>
<se tu t t e l e o s s e r v a z i o n i in obs sono s t a t e an a l i z z a t e
sa lva l o s t a t o e r i t o rna>
}
// ragg iun to e x i t po in t : c reaz ione f e a t u r e vec t o r
<aggiorna s t a to e c a l c o l a total_time>
ds [ i ] . fv = createFV . bui ld_fv ( ds [ i ] . track_name , 0 , ds [ i ] .
speeds , ds [ i ] . tota l_time ) ;
<c l a s s i f i c a f e a tu r e vec to r chiamando appos i to metodo de l




Il modulo che realizza l'algoritmo di classiﬁcazione K-nearest neighbor
deve svolgere tre compiti principali:
- avvio dell'operazione di monitoraggio del traﬃco
- gestione del training set e creazione dei training feature vector
- classiﬁcazione di un feature vector
La prima fase viene realizzata attraverso la classe Knn; le altre due necessi-
tano di una serie di oggetti che verranno analizzati nei successivi paragraﬁ.
4.5.1 Classe Knn
La classe Knn è un'estensione della classe predeﬁnita Thread: in tale
modo la sua esecuzione può avvenire in parallelo con l'esecuzione del thread
principale che gestisce l'interazione con l'utilizzatore. Il thread Knn viene
mandato in esecuzione direttamente dal metodo OpHandler(), che gestisce
le richieste tramite la GUI.
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Il costruttore della classe riceve come argomenti la lista dei sensori che
sono stati selezionati ed il valore del parametro K dell'algoritmo. Il metodo
run() provvede ad attivare tutti i sensori presenti nella lista ad inviare dati,
attraverso la chiamata del metodo submitRequest() dell'oggetto SensorMng.
Successivamente viene creato un thread User, speciﬁcando il tipo di algoritmo
da utilizzare per la classiﬁcazione, e viene mandato in esecuzione, iniziando
così l'analisi delle rilevazioni eﬀettuate dai vari dispositivi. Il metodo si mette
quindi in attesa della terminazione di User; quando questo avviene utilizza
la funzione cancelRequest() di SensorMng per disattivare i sensori.
La classe mette a disposizione anche un ulteriore metodo, stopAll(), che
permette di interrompere il thread User e di conseguenza l'operazione di
monitoraggio del traﬃco; anche questo metodo viene chiamato all'interno di
OpHandler().
4.5.2 Gestione training set
Il training set utilizzato dall'algoritmo K-NN è formato da una serie di
training feature vector memorizzati nella tabella fv del database. Durante
la fase di monitoraggio del traﬃco in real-time, l'algoritmo si limita a recu-
perare dal database tali vettori e li utilizza per classiﬁcare. Ovviamente tale
procedura avverrà correttamente solo se in precedenza è stata eﬀettuata una
fase di creazione del training set, attraverso l'apposito comando che l'inter-
faccia graﬁca oﬀre all'utilizzatore.
Due diverse classi, contenute nel package classiﬁcation.knn, sono utilizzate
per implementare tale gestione.
TrainingFV
La classe TrainingFV ha il compito di creare un training feature vector a
partire dalle informazioni contenute in un apposito ﬁle, il cui path all'interno
del ﬁlesystem viene passato come argomento al costruttore. Il ﬁle viene creato
dall'operatore umano che eﬀettua le rilevazioni di prova e contiene una serie
di osservazioni relative all'attraversamento di un percorso e un'etichetta. La
struttura standard è la seguente: la prima riga riporta il valore dell'etichetta,
che identiﬁca la condizione di traﬃco percepita dall'operatore umano (valore
'1' indica traﬃco scarso, '2' traﬃco pesante); ognuna delle righe successive
contiene i tre valori di interesse forniti dall'osservazione, cioè coordinate di
latitudine e longitudine e timestamp.
La classe oﬀre un unico metodo, ArrayList<Instance> create(), che scorre
tutte le osservazioni presenti nel ﬁle per costruire dei feature vector: tale
vettori sono poi inseriti, assieme al valore della label, in una serie di oggetti di
80
4.5. CLASSIFICATORE K-NN
tipo Instance che vengono restituiti al chiamante. La procedura di creazione
di ogni singolo feature vector è simile a quella utilizzata dalla classe User, e
prevede la chiamata dei metodi oﬀerti dalla classe CreateFV per veriﬁcare
il raggiungimento di entry e exit point e generare l'oggetto Instance. La
sostanziale diﬀerenza risiede nel fatto che in questo caso vengono utilizzate
solo le informazioni presenti nel ﬁle, e una volta che tali informazioni sono
esaurite il metodo termina.
TrainingSet
La classe TrainingSet oﬀre due metodi per la gestione del training set
nelle due diverse fasi di creazione e di classiﬁcazione:
• public int build_training_set(String path): utilizzato in fase di creazio-
ne, genera un set di training feature vector, li memorizza nel database
e ne restituisce il numero.
• public ArrayList<Instance> load_training_set(String track_name): uti-
lizzato in fase di classiﬁcazione, recupera dal database il training set
relativo al percorso il cui identiﬁcatore viene ricevuto come argomento.
Il metodo build_training_set() riceve come argomento il path della car-
tella in cui risiedono i ﬁle contenenti le osservazioni etichettate. Ognuno di
questi ﬁle viene passato come argomento all'oggetto TrainingFV che resti-
tuisce una lista dei feature vector classiﬁcati che sono stati costruiti a par-
tire dalle rilevazioni memorizzare nel ﬁle; tali feature vector sono poi salvati
nella tabella fv del database attraverso il metodo insert_ts_fv dell'oggetto
DbManager.
L'altro metodo, load_training_set(), riceve come parametro il nome di
un percorso e recupera dalla tabella fv la lista di tutti i feature vector relativi
a quel percorso, mediante una chiamata del metodo load_ts() dell'oggetto
DbManager. La lista di oggetti di tipo Instance contenenti tali feature vector
viene poi restituita.
4.5.3 Classiﬁcazione K-NN
La procedura di classiﬁcazione vera e propria è implementata dalla classe
Classiﬁcator. Prima di analizzarne i vari metodi, è necessario introdurre
un'altra classe, chiamata Neighbor : un oggetto istanziato da tale classe viene
utilizzato per rappresentare la relazione di vicinanza che esiste tra il feature
vector da classiﬁcare e un training vector. I due membri dato sono i seguenti:
• Instance inst : oggetto di tipo Instance che contiene il training vector.
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• double distance: distanza tra il feature vector da classiﬁcare e il training
vector contenuto nella variabile inst.
I metodi permettono il settaggio e la lettura dei membri dato.
Classiﬁcator
Passiamo adesso alla descrizione dettagliata della classe Classiﬁcator, il
cui compito è assegnare un'etichetta ad un feature vector non classiﬁcato. Il
costruttore della classe richiede il passaggio come argomento del parametro
K caratteristico dell'algoritmo. Sono presenti quattro metodi, di cui uno
pubblico e tre privati:
• public int classiﬁcation(Instance fv, ArrayList<Instance> trainSet): ca-
rica il training set ed esegue la classiﬁcazione, ricevendo come parame-
tro il feature vector da classiﬁcare. L'altro argomento, una lista di
training vector, è signiﬁcativo esclusivamente in fase di testing.
• private ArrayList<Neighbor> calcDist(ArrayList<Instance> ts, Instan-
ce sample): calcola la distanza euclidea tra il feature vector e tutti i
training vector del training set, ricevuti come argomento. Restituisce
una lista di oggetti Neighbor; gli elementi di tale lista sono disposti in
ordine crescente di distanza, cioè in testa alla lista ci sarà il Neighbor
relativo al training vector più vicino al vettore da classiﬁcare.
• private ArrayList<Neighbor> getNearestNeighbors(ArrayList<Neighbor>
dist_to_neighbors): estrae dalla lista di oggetti Neighbor i primi K ele-
menti, che rappresentano i K training vector più vicini al vettore da
classiﬁcare.
• private int majorityVoting(ArrayList<Neighbor> neighbors): metodo
che realizza il criterio di majority voting, estraendo le labels dei K
vicini contenuti nella lista di Neighbors ricevuta come argomento. Vie-
ne restituita l'etichetta che è risultata essere più frequente tra quelle
analizzate.
Il metodo classiﬁcation() viene chiamato dal thread User subito dopo la
creazione di un feature vector e restituisce l'etichetta rappresentante la con-
dizione di traﬃco associata al vettore.
Per prima cosa viene estratto dall'oggetto Instance ricevuto come argomen-
to il nome del percorso cui il feature vector si riferisce; tramite la funzione
load_training_set() dell'oggetto TrainingSet viene poi recuperata dal data-
base la lista di training vector per quel determinato percorso. A questo punto
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sono chiamate in sequenza le funzioni calcDist(), getNearestNeighbors() ema-
jorityVoting(): quest'ultima restituirà la label prodotta dalla classiﬁcazione.
Prima di restituire tale valore, il metodo ha il compito di memorizzare nella
tabella traﬃc_cond del database la condizione di traﬃco appena riscontra-
ta: per fare questo chiama il metodo insert_traﬃcCondition() dell'oggetto
DbManager, cui passa il nome del percorso, la label e il timestamp attuale.
Lo pseudo-codice del metodo è il seguente:
public int c l a s s i f i c a t i o n ( Ins tance fv , ArrayList<Instance>
t r a i nS e t ) {
// L i s t e d i t r a i n i n g vec tor , de i Neighbors e de i K v i c i n i
ArrayList<Instance> tra in ing_se t ;
ArrayList<Neighbor> dist_to_neighbors ;
ArrayList<Neighbor> nearest_ne ighbors ;
S t r ing t rack = fv . getTrackName ( ) ;
t r a in ing_se t = t s . load_tra in ing_set ( t rack ) ;
dist_to_neighbors = ca l cD i s t ( t ra in ing_set , fv ) ;
nearest_ne ighbors = getNearestNe ighbors ( dist_to_neighbors ) ;
int t r a f f i c_ l a b e l = major i tyVot ing ( nearest_ne ighbors ) ;
<c a l c o l a a t tua l e timestamp>
dbManager . i n s e r t_ t r a f f i cCond i t i o n ( track , t r a f f i c_ l a b e l , time ) ;
return t r a f f i c_ l a b e l ;
}
Come si può notare, è possibile passare al metodo classiﬁcation() un
elenco di training vector: in questo modo si forza la funzione ad utilizzare tale
lista come training set, senza eﬀettuare operazioni sul database; nel capitolo
dedicato al testing risulteranno chiare le motivazioni di tale procedura.
4.6 Classiﬁcatore K-means
Il modulo che realizza l'algoritmo di classiﬁcazione K-means deve svolgere
tre compiti principali:
- avvio dell'operazione di monitoraggio del traﬃco
- creazione e gestione dei cluster
- classiﬁcazione di un feature vector
La prima fase viene realizzata attraverso la classe Kmeans ; le altre due





La classe Kmeans è un'estensione della classe predeﬁnita Thread: in tale
modo la sua esecuzione può avvenire in parallelo con l'esecuzione del thread
principale che gestisce l'interazione con l'utilizzatore. Il thread Kmeans viene
mandato in esecuzione direttamente dal metodo OpHandler(), che gestisce
le richieste tramite la GUI.
Il costruttore della classe riceve come argomenti la lista dei sensori che
sono stati selezionati ed un oggetto di tipo Params che conterrà i parametri
dell'algoritmo. Il metodo run() per prima cosa si occupa della gestione dei
cluster, attraverso un oggetto ClusterMng che verrà presentato nel seguito:
a seconda del valore del campo booleano loadClust contenuto nell'oggetto
Params viene stabilito se utilizzare i cluster salvati nel database oppure se
crearli ex-novo. Vengono poi attivati ad inviare dati tutti i sensori presenti
nella lista, attraverso la chiamata del metodo submitRequest() dell'oggetto
SensorMng. Successivamente viene creato un thread User, speciﬁcando il ti-
po di algoritmo da utilizzare per classiﬁcare e la modalità di aggiornamento
dei cluster al termine di ogni classiﬁcazione. Il thread viene quindi manda-
to in esecuzione, iniziando così l'analisi delle rilevazioni eﬀettuate dai vari
dispositivi. Il metodo si mette quindi in attesa della terminazione di User;
quando questo avviene utilizza la funzione cancelRequest() di SensorMng per
disattivare i sensori.
La classe mette a disposizione anche un ulteriore metodo, stopAll(), che
permette di interrompere il thread User e di conseguenza l'operazione di
monitoraggio del traﬃco; anche questo metodo viene chiamato all'interno di
OpHandler().
4.6.2 Gestione cluster
Per implementare il meccanismo di clustering proprio dell'algoritmo K-
means è necessario disporre di una serie di classi che deﬁniscano le varie
entità che sono coinvolte. Tali entità sono i cluster, i centroidi e i feature
vector che vengono assegnati ai cluster, a cui corrispondono rispettivamente
le classi Cluster, Centroid e DataPoint.
Cluster
Un oggetto di tipo Cluster rappresenta un cluster, cioè un sottoinsieme
di feature vector vicini tra loro; i membri dato della classe sono i seguenti:




• ArrayList<DataPoint> mDataPoints : lista dei feature vector apparte-
nenti al cluster.
• int label : etichetta assegnata al cluster, rappresenta una delle due
possibili condizioni di traﬃco.
• double mAvgDist : media delle distanze tra il centroide e i feature vector.
I metodi messi a disposizione dalla classe permettono il settaggio ed il
recupero dell'oggetto Centroid e del valore della label, la gestione della lista
dei feature vector e il calcolo della media delle distanze.
Centroid
Un oggetto di tipo Centroid rappresenta un centroide, cioè un vettore
nello spazio N-dimensionale che deﬁnisce il punto centrale del cluster. I
membri dato sono i seguenti:
• Cluster mCluster : cluster a cui il centroide appartiene.
• double[] vector : vettore che identiﬁca il centroide.
Sono deﬁniti metodi per il settaggio e il recupero dell'oggetto Cluster; è
inoltre presente il seguente metodo:
• public void calcCentroid(): aggiorna il vettore vector ; ogni componente
del vettore viene calcolata facendo la media dei valori di tale compo-
nente di tutti i feature vector appartenenti al cluster cui appartiene
anche il centroide.
DataPoint
Un oggetto DataPoint è una struttura dati che contiene un feature vector
e il cluster cui il feature vector appartiene; i membri dato sono dunque i
seguenti:
• Instance fv : oggetto di tipo Instance che rappresenta un feature vector.
• Cluster mCluster : cluster a cui il feature vector appartiene.
Sono deﬁniti metodi per il settaggio e il recupero dell'oggetto Cluster e
del feature vector; è inoltre presente il seguente metodo:
• public double testEuclideanDistance(Centroid c): calcola la distanza
euclidea tra il feature vector e un centroide ricevuto come argomento.
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La procedura di creazione dei cluster prevede la deﬁnizione di un set
di partenza di feature vector non classiﬁcati: come spiegato nel precedente
capitolo, si è scelto di utilizzare le osservazioni presenti nel database del
SOS per creare tali feature vector. La classe che si occupa di tale compito
è la Loader. L'algoritmo di creazione è invece implementato dalla classe
ClusterMng, che si occupa anche del recupero dei cluster dal database e del
loro aggiornamento.
Loader
La classe Loader oﬀre un unico metodo:
• ArrayList<DataPoint> loadDataPoints(String track_name, int N, int
age): estrae dal database del SOS tutte le osservazioni relative ad un de-
terminato percorso e memorizzate negli ultimi 'age' giorni, e le utilizza
per costruire un determinato numero di feature vector (parametro N).
Restituisce una lista di oggetti DataPoint che incapsulano tali feature
vector.
Il recupero delle osservazioni viene eﬀettuato per mezzo del metodo ge-
tObservations() dell'oggetto SensorMng; la procedura di creazione di ogni
singolo feature vector è del tutto analoga a quella utilizzata dalla classe User,
e prevede la chiamata dei metodi oﬀerti dalla classe CreateFV per veriﬁcare
il raggiungimento di entry e exit point e generare l'oggetto Instance. Tale
procedura termina nel momento in cui viene raggiunto il numero di vettori
richiesti e le restanti osservazioni vengono scartate.
ClusterMng
La classe ClusterMng mette a disposizione tre metodi pubblici che per-
mettono tre diversi operazioni sui cluster:
• public boolean createClusters(int num, int age): recupera le osservazioni
dal SOS, crea i feature vector e avvia l'esecuzione dell'algortimo K-
means per creare i cluster. Al termine memorizza i cluster nella tabella
clusters nel database e restituisce il valore true se l'operazione ha avuto
successo.
• public Cluster[] loadClusters(String track_name, int length): estrae




• public void updateClusters(String track_name, double[] vector, int la-
bel): aggiorna i dati del cluster nella tabella clusters al termine di una
classiﬁcazione.
Sono inoltre deﬁniti una serie di metodi che vengono utilizzati durante il
processo di clustering:
• public Cluster[] startAlgorithm(ArrayList<DataPoint> dps): implemen-
ta i tre step di inizializzazione, assegnamento e aggiornamento sui quali
si basa il procedimento iterativo di creazione dei cluster. Non vi è una
veriﬁca esplicita del raggiungimento della situazione di convergenza:
l'algoritmo infatti si interrompe dopo avere compiuto un numero pre-
deﬁnito di iterazioni, pari 1000 nel presente caso, che garantisce risultati
ottimali in un tempo suﬃcientemente limitato. Il metodo restituisce i
due oggetti di tipo Cluster creati.
• private double getMaxValue(int i): restituisce il valore massimo tra
quelli di tutte le i-esime coordinate dei feature vector del set di parten-
za.
• private double getMinValue(int i): restituisce il valore minimo tra quelli
di tutte le i-esime coordinate dei feature vector del set di partenza.
• private Cluster[] setInitialCentroids (): crea i centroidi iniziali e li
assegna ai due cluster; il valore di ciascuna coordinata del centroide






dove max_value e min_value sono i valori restituiti dai due precedenti
metodi.
Il metodo createClusters() ripete il procedimento per ogni percorso di-
sponibile. Per prima cosa chiama la funzione loadDataPoints() del Loader;
ottenuta la lista di DataPoint che rappresenta il set di partenza, la passa al
metodo startAlgorithm(). Tale metodo crea i due centroidi e li analizza per
decidere a quale condizione di traﬃco si riferiscano, e quindi l'etichetta da as-
segnare al cluster: la condizione di traﬃco scarso viene associata al centroide
avente il maggiore valore della prima componente (corrispondente alla featu-
re media delle velocità istantanee). A questo punto restituisce i due cluster





La procedura di classiﬁcazione è implementata dalla classe Classiﬁer.
Classiﬁer
Il costruttore riceve come parametro il boolean updateClust : il valo-
re true indica che è richiesto l'aggiornamento dei cluster al termine della
classiﬁcazione. La classe ha un unico metodo:
• public int classiﬁcation (Instance fv, Cluster[] clust): classiﬁca il fea-
ture vector ricevuto come argomento e restituisce il valore della la-
bel ottenuta. L'altro argomento, una lista di cluster, è signiﬁcativo
esclusivamente in fase di testing.
Tale metodo viene chiamato dal thread User subito dopo la creazione
di un feature vector e restituisce l'etichetta rappresentante la condizione di
traﬃco associata al vettore.
Per prima cosa viene estratto dall'oggetto Instance ricevuto come argomento
l'identiﬁcativo del percorso a cui il vettore si riferisce, e vengono recuperati
dal database i cluster relativi a tale percorso attraverso il metodo loadClu-
sters() del ClusterMng. Il feature vector viene incapsulato in un DataPoint
e viene calcolata la sua distanza dai centroidi dei due cluster attraverso il
metodo testEuclideanDistance(): l'etichetta del cluster il cui centroide è il
più vicino sarà il risultato della classiﬁcazione. Se il metodo di classiﬁcazione
prevede l'aggiornamento dei cluster, il DataPoint viene aggiunto alla lista dei
DataPoint del cluster più vicino, viene ricalcolato il valore del centroide at-
traverso la funzione calcCentroid() e il nuovo centroide è salvato nel database
chiamando la updateClusters() del ClusterMng.
Prima di terminare restituendo il valore della label, il metodo classiﬁca-
tion ha il compito di memorizzare nella tabella traﬃc_cond del database la
condizione di traﬃco appena riscontrata: per fare questo chiama il metodo
insert_traﬃcCondition() dell'oggetto DbManager, cui passa il nome del per-
corso, la label e il timestamp attuale.
Lo pseudo-codice del metodo è il seguente:
public int c l a s s i f i e r ( In s tance fv , C lus te r [ ] c l u s t ) {
// Array d i c l u s t e r s , DataPoint e v e t t o r e d e l l e d i s t an z e
Clus te r [ ] c l u s t e r s = new Clus te r [ 2 ] ;
DataPoint dp = new DataPoint ( fv ) ;
double [ ] d i s t = new double [ 2 ] ;
S t r ing t rack = dp . getFv ( ) . getTrackName ( ) ;
c l u s t e r s = clusterMng . ( track , fv . g e tAt t r i bu t e s ( ) . s i z e ( ) ) ;
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// c a l c o l o d i s t an za t ra DataPoint e i due c en t r o i d i
for ( int i = 0 ; i < 2 ; i++)
d i s t [ i ] = dp . t e s tEuc l ideanDi s tance ( c l u s t e r s [ i ] . getCentro id ( ) ) ;
int neare s t_c lu s t = ( d i s t [ 0 ] < d i s t [ 1 ] ) ? 0 : 1 ;
int t r a f f i c_ l a b e l = c l u s t e r s [ nea r e s t_c lu s t ] . getLabe l ( ) ;
i f (< r i c h i e s t o aggiornamento c l u s t e r s > {
c l u s t e r s [ n ] . addDataPoint (dp) ;
c l u s t e r s [ n ] . getCentro id ( ) . ca l cCent ro id ( ) ;
c lusterMng . updateCluster s ( track , c l u s t e r s [ n ] . getCentro id ( ) .
getVector ( ) , c l u s t e r s [ n ] . getLabe l ( ) ) ;
}
<c a l c o l a a t tua l e timestamp>
dbManager . i n s e r t_ t r a f f i cCond i t i o n ( track , t r a f f i c_ l a b e l , time ) ;
return t r a f f i c_ l a b e l ;
}
Come brevemente accennato, è possibile anche passare al metodo classiﬁ-
cation() un elenco di cluster: in questo modo si forza la funzione ad utilizzare
i centroidi di tali cluster, senza eﬀettuare operazioni sul database; nel capitolo





n questo capitolo verrà descritto il funzionamento della fase di testing; per
prima cosa saranno presentati gli strumenti software attraverso cui viene
realizzata, in seguito si fornirà una panoramica sui risultati sperimentali ot-
tenuti.
Il testing ha lo scopo di veriﬁcare il grado di accuratezza delle classiﬁcazioni
ottenute utilizzando entrambi i metodi proposti. Viene eﬀettuato oﬀ-line,
cioè senza nessuna interazione con il SOS per il prelievo delle osservazioni, in
quanto si basa esclusivamente su una serie di rilevazioni eﬀettuate dall'opera-
tore umano e preclassiﬁcate. Nella pratica si utilizzano le stesse informazioni
che vengono usate durante la fase di creazione dei training vector dell'al-
goritmo K-NN: si otterrà quindi un insieme di feature vector già classiﬁcati
relativi ad un determinato percorso. Tale insieme viene poi diviso, in maniera
totalmente random, in due sottoinsiemi: il primo sarà formato dai vettori che
saranno utilizzati nelle fasi di training dei due algoritmi, l'altro, deﬁnito test
set, conterrà i vettori che verranno classiﬁcati. In questo modo sarà possibile
confrontare la label restituita dal classiﬁcatore con la label inserita dall'o-
peratore umano; ovviamente la classiﬁcazione verrà considerata corretta nel
caso in cui le due etichette coincidano.
5.1 Implementazione
Le classi che implementano la procedura di testing, contenute nel package
classiﬁcation.test, sono le seguenti:




• classe TestClassiﬁer: realizza la classiﬁcazione, supportando sia l'al-
goritmo K-NN che K-means.
• classe TestResult: rappresenta il risultato del test
Test
L'oggetto Test viene richiamato direttamente all'interno del MainPanel
della GUI; ciò avviene quando l'utilizzatore dell'applicazione avvia il test
tramite il pulsante Start test della scheda Testing. La classe prevede un
unico metodo:
• public TestResult startTest(Params params, String path, int N).
Tale metodo riceve come argomento un oggetto di tipo Params contenente
tutte le informazioni necessarie per la scelta e il settaggio dell'algoritmo di
classiﬁcazione da utilizzare: in particolare saranno estratti il tipo di algorit-
mo, il metodo di aggiornamento dei cluster nel caso venga usato K-means,
il parametro K per K-NN. Gli altri due argomenti del metodo riguardano la
creazione e la gestione dei feature vector: path speciﬁca il percorso all'interno
del ﬁlesystem della cartella al cui interno si trovano i ﬁle che contengono i set
di osservazioni classiﬁcate; l'intero N indica quanti dei vettori creati devono
venire utilizzati come training set.
Il metodo analizza tutti i ﬁle contenuti nella cartella per estrarne dei fea-
ture vector classiﬁcati che verranno posizionati in un array: tale procedura
viene eﬀettuata attraverso la chiamata del metodo create() dell'oggetto Trai-
ningFV (vedi sezione 4.5.2). A questo punto vengono estratti in maniera
random N numeri interi, che rappresenteranno gli indici nell'array dei featu-
re vector che saranno utilizzati per la creazione del training set; i rimanenti
feature vector andranno a comporre il test set. Il metodo termina avviando
la classiﬁcazione e ritornando il risultato ottenuto.
TestClassiﬁer
L'oggetto TestClassiﬁer implementa la classiﬁcazione di test mediante il
suo unico metodo:
• public TestResult classify (Params par, int[] trainingIndexes, ArrayLi-
st<Instance> trainingSet, ArrayList<Instance> testSet).
Gli argomenti ricevuti sono i parametri di classiﬁcazione, gli indici corrispon-
denti ai vettori selezionati per costruire il training set, il training set stesso
e il test set. Il metodo per prima cosa veriﬁca l'algoritmo scelto dall'utente:
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nel caso di K-NN il training set è già disponibile, quindi non sono necessarie
operazioni di inizializzazione. Viceversa, l'algoritmo K-means necessita la
creazione dei cluster: ciò viene realizzato incapsulando i training vector in
un array di DataPoint e passando tale array alla funzione startAlgorithm()
dell'oggetto ClusterMng, che restituirà i due cluster. La classiﬁcazione di
ogni vettore viene eﬀettuata chiamando il metodo classiﬁcation() dell'ap-
posito oggetto (Classiﬁcator per K-NN e Classiﬁer per K-means): se label
restituita è uguale alla label associata al feature vector si otterrà un hit, cioè
una corretta classiﬁcazione, altrimenti si avrà un miss. Il numero complessi-
vo di hit e miss verrà passato al costruttore dell'oggetto TestResult che viene
ritornato.
È importante notare che al momento della chiamata dei metodi classiﬁ-
cation() vengono passati come argomenti la lista dei training set o la lista dei
due cluster, a seconda dell'algoritmo che si vuole eseguire; in questo modo si
forzano i metodi ad utilizzare tali valori come base di partenza della classi-
ﬁcazione, senza recuperare i dati dalle apposite tabelle, come invece avviene
per le normali classiﬁcazioni. Ciò permette di eseguire il testing indipenden-
temente dall'applicazione di monitoraggio, utilizzando ogni volta dati diversi
e non andando a modiﬁcare le informazioni salvate nel database.
TestResult
L'oggetto TestResult rappresenta la struttura dati all'interno della quale
sono memorizzati i risultati di ogni test; l'oggetto viene creato passando al
suo costruttore il numero di hit e di miss ottenute dalle classiﬁcazioni. I
metodi oﬀerti permettono la lettura di tali valori, e saranno chiamati dal
MainPanel per stampare a video un breve resoconto del test.
5.2 Risultati sperimentali
Passiamo ora alla descrizione dei test eﬀettuati e all'analisi dei risultati
ottenuti. Sono stati considerati 40 feature vector classiﬁcati per ognuno dei
quattro percorsi. I seguenti parametri sono stati usati per ottenere diverse
conﬁgurazioni di test:
- numero N di training vector (10, 20, 30)
- algoritmo di classiﬁcazione (K-NN, K-means)
- parametro K di algoritmo K-NN (10, 5, 3, 1)
- metodo di aggiornamento cluster K-means (update, not update)
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Conﬁgurazione Percorso 1 Percorso 2 Percorso 3 Percorso 4
N=30, K=10 99.2% 94.3% 95.0% 99.6%
N=30, K=5 100% 96.7% 97.1% 100%
N=20, K=10 96.2% 90.0% 91.2% 97.0%
N=20, K=5 99.1% 93.3% 93.9% 99.8%
N=20, K=3 99.0% 93.8% 94.9% 100%
N=20, K=1 97.3% 92.7% 92.5% 97.6%
N=10, K=5 96.7% 86.9% 92.9% 97.4%
N=10, K=3 97.3% 88.3% 92.5% 97.6%
N=10, K=1 96.9% 90.8% 93.8% 98.8%
N=5, K=1 92.1% 85.1% 87.9% 94.6%
Tabella 5.1: Test K-NN
Conﬁgurazione Percorso 1 Percorso 2 Percorso 3 Percorso 4
N=30 100% 95.1% 95.1% 100%
N=30, update 100% 95.3% 95.3% 100%
N=20 99.7% 90.0% 92.4% 99.3%
N=20, update 99.4% 92.8% 93.6% 100.0%
N=10 96.4% 92.9% 92.9% 97.5%
N=10, update 96.6% 91.7% 92.9% 97.9%
N=5 92.0% 84.6% 87.1% 90.3%
N=5, update 94.2% 86.7% 88.4% 92.6%
Tabella 5.2: Test K-means
Ogni conﬁgurazione prevede l'esecuzione di 30 prove, ognuna delle quali
restituirà una percentuale di successo. Va ricordato come tutte queste prove
siano indipendenti l'una dall'altra, in quanto il training set, pur mantenendo
sempre la stessa cardinalità, sarà di volta in volta formato da diversi feature
vector.
In Tabella 5.1 viene riportata la media delle percentuali di successo ottenute
per i vari percorsi per tutte le possibili diverse conﬁgurazioni che utilizzano
l'algoritmo K-NN; la Tabella 5.2 invece si riferisce all'algoritmo K-means.
Da una prima analisi dei dati mostrati nelle tabelle è immediato veriﬁcare
come la percentuale di classiﬁcazioni corrette sia maggiore sui percorsi 1 e
4, e risulti essere lievemente inferiore nei tratti 2 e 3. Le motivazioni di
tale risultato sono da ricercarsi nelle diﬀerenti caratteristiche di ogni tratto
di strada, unite alla diﬃcoltà intrinseca nel processo di assegnazione di una
label da parte dell'osservatore umano. Va comunque considerato che anche
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Figura 5.1: Percentuale di successo al variare del numero di training vector
nei casi peggiori tali percentuali non scendono mai al di sotto della soglia
dell'85% e raramente al di sotto del 90%, e quindi la classiﬁcazione fornisce
sempre un ottimo livello di accuratezza.
I risultati ottenuti tendono a migliorare al crescere del numero di training
vector, sia nel caso di uso di K-NN che di K-means, come era ampiamente
prevedibile. Nel caso di K-NN ciò deriva dal fatto che sono disponibili un
maggior numero di training example e quindi il training set sarà più comple-
to; nel caso di K-means avere molti vettori signiﬁca aumentare la dimensione
del set di oggetti passati all'algoritmo di clustering, che fornirà quindi divi-
sioni in sottoinsiemi più accurate.
Tale comportamento è visibile in Figura5.1, dove è riportato il graﬁco, relati-
vo al percorso 1, dei risultati ottenuti da entrambi gli algoritmi al variare del
numero di training vector (per K-means si considera la classiﬁcazione senza
aggiornamento dei cluster, per K-NN il parametro K che fornisce il miglior
risultato).
È inoltre di fondamentale importanza notare che i due algoritmi, no-
nostante siano basati su metodologie completamente diverse, diano luogo a
risultati molto simili tra loro, in quanto le percentuali ottenute a parità di
numero di training vector sono sostanzialmente le stesse; tale situazione si
presenta anche per gli altri percorsi presi in esame. Si può quindi assumere




Figura 5.2: Percentuale di successo K-NN al variare del parametro K
Il graﬁco di Figura5.2 mostra invece l'andamento delle percentuali nel
caso di utilizzo di K-NN con N=20 al variare del parametro K, per tutti e
4 i percorsi. Si può dedurre che i valori ottimali di K sono quelli intermedi
(3 e 5): questo dipende dal fatto che il valore K=10 è elevato in relazione
al numero di training vector, e quindi tra i K vicini selezionati dall'algorit-
mo possono esservi anche un alto numero di vettori appartenenti alla classe
errata (ricordiamo che la selezione dei training vector è random, e quindi
non è garantito un bilanciamento sul numero di vettori appartenenti alle due
classi). La scelta di K=1 invece risente, in sporadici casi, della presenza di
training vector erronei che non rappresentano in modo ottimale le caratteri-
stiche di una determinata classe: aumentando il numero di vicini che viene
preso in esame, diminuisce l'inﬂuenza di tali vettori.
Dal graﬁco è anche possibile visualizzare la diﬀerenza di percentuale di suc-
cesso che esiste tra i diversi percorsi, come già discusso in precedenza.
Un'ultima considerazione riguarda il metodo di aggiornamento dei cluster
usato dall'algoritmo K-means. Come si può osservare nel graﬁco di Figura5.3,
relativo al percorso 1, l'aggiornamento dei cluster dopo ogni classiﬁcazione
migliora in modo sensibile la percentuale di successo solo quando il training
set è di dimensioni ridotte: infatti in questo caso i cluster generati dall'algo-
ritmo tendono a essere meno accurati, e ricalcolare i centroidi tenendo contro
dei feature vector appena classiﬁcati aumenterà progressivamente il grado di
accuratezza. Viceversa, se l'algoritmo si limita a classiﬁcare i vettori, con-
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Figura 5.3: Percentuale di successo K-means
tinueranno ad essere usati i cluster di partenza. Nel caso in cui tali cluster
siano suﬃcientemente precisi, come avviene quando il numero di training





l lavoro di tesi svolto ha portato alla realizzazione di un'applicazione di
monitoraggio del traﬃco basata sui dati raccolti da sensori di posizione
integrati su dispositivi mobili. L'applicazione permette l'analisi in tempo
reale di tali dati per stimare le condizioni di traﬃco relative ad uno speciﬁco
set di tratti di strada, attraverso l'uso di due diversi algoritmi di classiﬁcazio-
ne, K-nearest neighbor e K-means. I risultati sperimentali ottenuti mostrano
come entrambi gli algoritmi riescano a raggiungere una percentuale di classiﬁ-
cazioni corrette superiore al 90%, arrivando a picchi del 100% in determinate
situazioni.
La scelta di utilizzare uno dei due metodi non dipende quindi dalle pre-
stazioni ottenute al momento di classiﬁcare, che sono ottimali in entrambi
i casi, ma da una serie di altri fattori riguardanti la fase di inizializzazione
degli algoritmi. L'uso del K-NN prevede una fase preliminare più complessa
e costosa in termini di risorse umane: è infatti necessario che un operato-
re umano eﬀettui un'ampia serie di rilevazioni su ogni percorso selezionato
ed assegni un'etichetta rappresentante la condizione di traﬃco riscontrata in
ogni tragitto. Tale operazione viene svolta in modo manuale, e quindi risulta
essere in una certa misura soggetta a errori di valutazione da parte dell'ope-
ratore. Viceversa il metodo K-means richiede esclusivamente la presenza di
un set completo di feature vector non etichettati e li divide automaticamente
in due insiemi relativi alle due possibili condizioni di traﬃco; considerando
come tale set possa essere costruito utilizzando le informazioni provenienti da
qualsiasi dispositivo mobile che invia i dati di posizione al centro di raccolta,
viene meno la necessità della presenza dell'operatore umano. Va tuttavia
tenuto in considerazione che esiste sempre la possibilità che il processo di
clustering non riesca a dividere in modo ottimale il set di partenza, sebbene
in tutti gli esperimenti svolti tale eventualità non si sia mai veriﬁcata.
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Riassumendo, il metodo K-NN richiede una maggiore interazione con l'u-
tilizzatore dell'applicazione ma allo stesso tempo permette un maggiore grado
di controllo sulla scelta dei training vector iniziali e di conseguenza sull'intero
processo di classiﬁcazione; K-means permette invece di creare e aggiornare
automaticamente il set di partenza, senza alcun costo in termini di risorse
umane. Un sistema di monitoraggio del traﬃco che prevede di modiﬁcare
periodicamente i proﬁli di traﬃco usati per la classiﬁcazione, in modo da
fornire una maggiore adattività a eventuali cambiamenti della viabilità, uti-
lizzerà quindi l'algoritmo K-means. Lo stesso ragionamento si può applicare
al caso in cui vengano frequentemente aggiunti nuovi tratti di strada o modi-
ﬁcati quelli già presenti nel database: per ogni percorso nuovo o modiﬁcato
sarà necessario creare un nuovo insieme di feature vector, e K-means sem-
pliﬁca notevolmente tale operazione. Nel caso in cui si utilizzino pattern di
traﬃco statici e i percorsi non subiscano modiﬁche è invece consigliabile l'uso
di K-NN.
L'applicazione TraﬃcAnalysis produce dei risultati che possono venire
acceduti da altre applicazioni, che li elaboreranno per estrarne ulteriori in-
formazioni di interesse nel campo della viabilità. Un'analisi approfondita di
tali applicazioni esula dallo scopo del presente lavoro; tuttavia è importante
sottolineare come esse siano totalmente indipendenti da TraﬃcAnalysis, in
quanto l'unica struttura dati in comune sarà la tabella del database al cui





'applicazione TraﬃcMaps appartiene a quella classe di applicazioni che
fanno uso dei risultati prodotti dalla TraﬃcAnalysis per eseguire succes-
sive elaborazioni dei dati relativi alle condizioni di traﬃco.
A.1 Funzionalità
L'applicazione è una web-application che recupera dall'apposita tabella
del database le rilevazioni di traﬃco prodotte dalla TraﬃcAnalysis per for-
nire al proprietario dello smartphone un feedback graﬁco sullo stato della
viabilità. Lo scopo è quello di informare l'utente circa la presenza di even-
tuali tratti di strada congestionati. I percorsi analizzati dalla TraﬃcAnalysis
vengono evidenziati sulla mappa di Google Maps della rete urbana attraverso
due diversi colori che corrispondono alle due possibili condizioni di traﬃco
che possono essere rilevate: verde per traﬃco scarso o assente, rosso per
traﬃco pesante. Periodicamente (ad esempio ogni minuto) viene ricalcolato
lo stato di ogni percorso ed eventualmente sono apportate le modiﬁche alla
mappa.
Uno screenshot della webapp è riportato in FiguraA.1; l'utente può zooma-
re e spostarsi all'interno della mappa attraverso l'interfaccia di navigazione
di Google Maps. L'applicazione supporta anche il meccanismo di tracking
real-time: supponendo che il dispositivo mobile sia abilitato a registrare la
posizione corrente presso uno speciﬁco server che la memorizza in un da-
tabase, è possibile prelevare tale informazione e visualizzarla sulla mappa.
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Figura A.1: Screenshot TraﬃcMaps
A.2 Implementazione
TraﬃcMaps è stata realizzata utilizzando la tecnologia JSP (Java Server
Pages). JSP permette la creazione di applicazioni web che forniscono conte-
nuti dinamici HTML ed è basata sulla possibilità di inserire all'interno della
pagina, tramite appositi tag, dei blocchi di codice Java: quando la pagina
viene chiamata, tale codice viene eseguito e l'output è inserito al posto del
tag. All'atto dell'invocazione le pagine JSP sono tradotte, tramite un com-
pilatore JSP, in una Java Servlet, che è l'oggetto che esegue il codice Java.
L'uso di JSP richiede la presenza di un Web Container che fornisce il motore
di esecuzione delle Servlets (nel nostro caso è stato utilizzato Tomcat).
Il codice presente all'interno delle JSP permette il recupero, attraverso
query SQL, di una serie di informazioni memorizzate nel database Traﬃc.
I metodi di accesso sono gli stessi presentati nel paragrafo 4.3.1: è quin-
di necessario l'utilizzo del PostgreSQL JDBC Driver per la connessione al
database e le interrogazioni vengono eﬀettuate attraverso i metodi messi a
disposizione dal package java.sql. Le informazioni utili all'applicazione sono
le seguenti:
• lista dei percorsi disponibili, contenuti nella tabella tracks
• elenco dei punti che permettono il tracciamento di ciascun percorso:




• lista delle condizioni di traﬃco più recenti rilevate per un determinato
percorso, contenute nella tabella traﬃc_cond
Per realizzare il tracking è inoltre necessario accedere un ulteriore tabella,
dove saranno memorizzate le due coordinate di latitudine e longitudine che
rappresentano la posizione attuale dell'utente.
La mappa viene creata utilizzando i metodi deﬁniti dalla Google Maps
API, che permette di inserire e manipolare la mappa attraverso JavaScript.
Di particolare interesse sono le seguenti funzioni:
• google.maps.Map(): permette la deﬁnizione di una nuova mappa.
• google.maps.Marker(position): permette la deﬁnizione di un nuovo mar-
catore che verrà posizionato sulla mappa nella posizione passata come
argomento; il marker viene utilizzato nella fase di tracking.
• google.maps.Polyline(): il metodo riceve come argomento un array di
punti e crea una serie di segmenti che unisce tali punti. È possibi-
le speciﬁcare il colore e la larghezza della linea: tale linea viene poi
sovrapposta alla mappa.
L'array di punti da passare alla funzione Polyline() viene creato utilizzan-
do le coppie di valori latitudine/longitudine estratti dalla tabella tracks : tale
operazione viene eﬀettuata in fase di inizializzazione, in quanto il traccia-
mento dei percorsi non verrà modiﬁcato in seguito. Viceversa la colorazione
della linea deve essere aggiornata periodicamente per fornire le informazioni
sullo stato del traﬃco: ogni 60 secondi vengono recuperate dal database le
condizioni di traﬃco e viene stabilita l'attuale situazione sul percorso; in base
al risultato si decide se colorare la linea di verde o di rosso.
Diversi criteri possono essere usati per decidere quale è la condizione di traf-
ﬁco attuale di un percorso a partire dai risultati forniti dai singoli sensori:
ad esempio, la strategia implementata dalla TraﬃcMaps prevede semplice-
mente di prendere in esame tutte le rilevazioni degli ultimi cinque minuti e
selezionare la condizione più frequente.
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