Social network data often involve transitivity, homophily on observed attributes, clustering, and heterogeneity of actors. We propose the latent cluster random effects model to take account of all of these features, and we describe a Bayesian estimation method. The model fits two real datasets well. We show by simulation that networks with the same degree distribution can have very different clustering behaviors. This suggests that scale-free and small-world network models may not be adequate for all types of network, while our model recovers both the clustering and the degree distribution.
Introduction
tively. We also show that networks with the same degree distribution can have very different clustering behavior, suggesting that scale-free and small-world networks are not adequate to model all networks with the same degree distribution.
In Section 2 we introduce the latent cluster random effects model and in Section 3 we describe our Bayesian method for estimating it using Markov chain Monte Carlo. In Section 4 we illustrate the method using two social network datasets and two simulated datasets with the same degree distribution but different clustering behavior.
The Latent Cluster Random Effects Model for Social Networks
We first review the latent position cluster model of HRT and then expand it to allow for actor-specific random effects. The data we model consist of y i,j , the value of the relation from actor i to actor j for each dyad consisting of two of the n actors. These form the elements of the n × n sociomatrix Y. There may also be dyadic-level covariate information represented by p matrices X = {X k } p k=1 ∈ R n×n×p . We focus on binary-valued relations, although the methods in this paper can be extended to more general relational data. Both directed and undirected relations can be analyzed with our methods, although the models are slightly different in the two cases. The model posits that each actor i has an unobserved position, Z i , in a d-dimensional
Euclidean latent social space, as in Hoff et al. (2002) and HRT. We then assume that the tie values are stochastically independent given the distances between the actors' positions.
Specifically:
where logit(p) = log(p/(1 − p)) and β denotes the parameters to be estimated. The model accounts for transitivity, through the latent space, as well as homophily on the observed attributes X. As in HRT, we allow for any clustering in the Z i via a finite spherical multivariate normal mixture:
where λ g is the probability that an actor belongs to the g-th group, so that λ g ≥ 0 (g = 1, . . . , G) and G g=1 λ g = 1, and I d is the d × d identity matrix. Thus the positions of the actors are drawn from one of G groups, each one centered on a different mean and dispersed with a different variance. The simplification provided by the spherical covariance matrices is motivated by the symmetry of the latent social space, although more structure can be added (see the discussion of HRT).
To represent heterogeneity in the propensity for actors to form ties not captured by the dyad-level covariates or actor positions, we introduce actor-specific random effects. The nature of the effects differ for directed and undirected relationships. For an undirected relationship, each actor i has a latent "sociality" denoted by δ i , representing his or her propensity to form ties with other actors. The effect of these random effects on the propensity to form ties is modeled as:
The sociality δ i is then the conditional log-odds ratio of an actor i having a tie with another actor compared to an actor with similar position and covariates but having δ = 0.
This model can also be used for directed relationships. In this case we define both sender and receiver random effects, δ i and γ i , representing actor i's propensity to send and receive links, respectively. The model then becomes:
where
and the variances σ 2 δ and σ 2 γ measure the heterogeneity in propensity to send and receive links. The use of random effects in the latent space model was proposed by Hoff (2003), and van Duijn et al. (2004) who made a similar proposal for the p 2 model.
Estimation

Bayesian Estimation and Prior Distributions
We propose a Bayesian approach to estimate the latent cluster random effects model given by (1) and (2), or by (3). The approach estimates the latent positions, the clustering model and the actor-specific effects simultaneously. We implement the methods computationally using a Markov chain Monte Carlo (MCMC) algorithm.
We introduce the new variables K i , equal to g if the i-th actor belongs to the g-th group, as is standard in Bayesian estimation of mixture models (Diebolt and Robert, 1994) .
We specify prior distributions as follows:
0,γ , α γ , and ω 2 are hyperparameters to be specified by the user. We set ν g to the smallest group size we are willing to consider for the network of interest, and ξ = 0 and Ψ = 9I, which allows a wide range of values of β. The other hyperparameters are not so clear-cut. In general, larger networks with larger groups and more structure tend to have greater prior within-cluster and between-cluster variances.
In particular, we used σ
√ n, and ν g = n G
. Heuristically, networks with larger clusters call for greater prior variances, and it is helpful to have slightly stronger priors for larger clusters, but as a network gets larger, the role of the prior variances in determining the posterior variances should decline. The hyperparameter choices used reflect these intuitions.
Markov chain Monte Carlo algorithm
Our MCMC algorithm iterates over the model parameters with the priors given above, the latent positions z i , the random effects δ i and γ i , and the group memberships K i . We update variables in turn, and block-update those we expect to be highly correlated. For those variables for which a conjugate prior was specified, full conditional updates are used. The others are updated using Metropolis-Hastings. We describe these in turn.
We first describe the full conditional updates. Let ellipsis (". . . ") represent those variables from which the variable being sampled is separated, and which thus do not figure in its full conditional distribution. The relevant priors being conjugate, the full conditionals for those variables that can be Gibbs-sampled are as follows:
), the sum of squared deviations of the latent positions in cluster g from their cluster's mean, and n g = n i=1 1 K i =g , the number of actors assigned to cluster g during a particular iteration.
We now describe the Metropolis-Hastings updates. Two kinds of Metropolis-Hastings proposals are used. First, actor-specific parameters (latent space positions and random effects) are updated one actor at a time, in a random order. Second, covariate coefficients are block-updated with the scale of latent space positions and a shift in random effects.
An independent d-variate normal jump is proposed for each actor (in random order). For a particular actor i, the proposal
is made. At the same time, an independent proposal is made for the sender and receiver effects of that actor:
The parameters Z * i , δ * i , and γ * i are then accepted or rejected as a block. The reason for this block-updating is that parameters pertaining to a particular node are likely to be associated. This proposal is symmetric. Because each actor is assigned to one cluster at each MCMC iteration, the acceptance probability is
.
An independent p-variate normal proposal is used for β, namely
At the same time, a proposal is made to scale all the latent positions and clustering variables away from the origin by a factor drawn from the lognormal distribution:
and
The lognormal distribution is multiplicatively symmetric about 1
, so this is still a Metropolis proposal.
In addition to that, a proposal h δ |β * − β is made to shift all sender effects by a random amount, and similarly h γ |h δ , β * −β with receiver effects. The proposals are set up so that their joint distribution is multivariate normal centered at the origin, and the pairwise correlations among the three proposed jumps are negative. Thus,
The acceptance probability is
Identifiability of Parameters and Initialization
The likelihood is a function of the latent positions only through their distances, and so it is invariant to reflections, rotations and translations of the latent positions. The likelihood is also invariant to relabelling of the clusters, in the sense that permuting the cluster labels does not change the likelihood (Stephens, 2000) . We use the approach of HRT to resolve these near nonidentifiabilities by post-processing the MCMC output. The approach is to find a configuration of cluster labels and positions with implied distribution close to the corresponding "true" distribution in terms of Bayes risk. See the appendix of HRT for the technical details. The post-processed actor positions are denoted by Z MKL . For visualization purposes, posterior cluster means and variances corresponding to chosen positions are also needed. We use the full conditionals for µ g , σ 2 g , λ, and K given in Section 3.2 to Gibbs-sample µ, σ 2 , λ, K|Z MKL , and we use the posterior means of µ|Z MKL and σ 2 |Z MKL as point estimates to go with Z MKL . The proposal distribution variance parameters, τ Z , τ γ , τ δ , and τ β , are set by the user to achieve good performance of the algorithm.
To speed convergence, we start the algorithm at an approximation to the posterior mode.
1. Multidimensional scaling is performed on geodesic distances between the graph vertices to get initial latent space positions Z MDS (Breiger, Boorman, and Arabie, 1975) . These are then centered at the origin.
2. Model-based clustering is used to get a hard clustering K MDS of Z MDS (Fraley and Raftery, 2002) . To improve robustness, the first time through, locations with Mahalanobis distances from the origin greater than 20 are excluded. This threshold value was found experimentally to exclude small graph components and isolates but still provide a good margin of safety for vertices containing useful information about structure.
For the excluded points, K MDS is arbitrarily assigned to the largest cluster.
3. Numerical optimization is used to find the posterior mode conditional on K MDS .
4. Steps 2 and 3 are repeated to convergence.
The proposal distribution variance parameters, τ Z , τ γ , τ δ , and τ β , are set by the user to achieve good performance of the algorithm. 
Examples
We consider four datasets summarized in Table 1 . The first two have previously been analyzed using latent position and latent position cluster models, and we compare the model fits to those previously obtained. Both of these are directed. The third and fourth dataset represent two forms of "small-world" networks. Both are undirected.
Example 1: Liking between Monks
We consider the social relations between 18 monks in an isolated American monastery (Sampson, 1969) . While resident at the monastery, Sampson collected extensive sociometric information using interviews, experiments and observation. Here we focus on the social relation of "liking." We say a monk has the social relation of "like" to another monk if he ranked that monk in the top three monks for positive affection in any of three interviews given over a twelve month period. The minimum Kullback-Leibler estimates of the latent space positions (Shortreed et al., 2006) are presented visually in Figure 1 .
The measurement process for these data imposed constraints on the monk-specific sender and receiver effects. In particular, the sender effects are limited: Sampson asked each monk to name the three others that he liked most, three times over the period of the study, so the out-degree of each monk is bounded. The dataset pools these nominations, so a tie between one monk and another exists if the first monk nominated the second as one of his top three most liked at least once. Thus, the number of out-ties a monk has is less a measure of the monk's sociality and more a measure of how often the monk changes his friends. On the other hand, receiver effects are interpretable. Figure 1 : Relationships between monks within a monastery. Sampson (1969) identified three main groups of monks: the Young Turks (7 members), the Loyal Opposition (5 members) and the Outcasts (3 members). The other three monks wavered between the Loyal Opposition and the Young Turks, which he described as being in intense conflict (Sampson 1969, p. 370; White, Boorman and Breiger 1976, p.752-753.) We fit two versions of our clustering model: a two-dimensional, three-cluster, latent space model without random effects, and one with receiver effects. We used the hyperparameter values ν 1 = ν 2 = ν 3 ≈ 2.45, σ 2 0 = 0.75, α Z ≈ 2.54, σ 2 0,δ = 1.0, α δ = 3, σ 2 0,γ = 1.0, α γ = 3, and ω 2 = 4.5. We fit our model using MCMC with 1,000 burn-in iterations that were discarded, and a further 20,000 iterations, of which we kept every 10th value. Visual display of trace plots and more formal assessments of convergence (e.g. Raftery and Lewis 1996) , indicated that this gave results that were accurate enough for our purposes.
The fits are summarized in Figure 2 . A grouping given by Sampson (1969) is shown by the letters: (T)urks, (L)oyal Opposition, (O)utcasts, and (W)averers. The ties (i.e. the data) are shown by the arrows. The monks are well separated into the three groups and our model assigns each monk to the same group that Sampson did, with high probability. The groups from top to bottom are Loyal Opposition, Turks, followed by the combined Outcasts and Waverers. The Young Turks are also more tightly clustered than the Loyal Opposition. The performance of the model without random effects is similar to that of the latent position cluster model reported in HRT.
An interesting contrast between models with and without receiver effects is Monk #1
(Ramauld). This monk is relatively unpopular: he has out-ties to 4 of the 6 members of Loyal Opposition (as identified in Sampson's original paper), but few in-ties from anyone.
In the model without receiver effects (Fig. 2a) , this monk is thus pushed to the edge of the (a) without random effects (b) with receiver effects Figure 2 : Relationships between monks within a monastery. The ties (i.e. the data) are shown by the arrows. Panel (a) gives a latent cluster model without monk-specific random effects; panel (b) adds receiver random effects. For the latter, the area of the plotting symbol is proportional to the conditional odds ratio of a nomination for the monk due to its receiver effect. The radius of the circles is equal to the cluster standard deviations, σ g .
Loyal Opposition group. When the receiver effects are added (Fig. 2b) , this monk moves toward the center of the Loyal Opposition group because of his out-ties to them and has a small receiver effect to compensate. Thus, the receiver effect absorbs his unpopularity and the model gives him a more informative position in the social space.
Example 2: Add Health
The second social network is from the National Longitudinal Study of Adolescent Health, known as the "Add Health" study. Add Health is a school-based, longitudinal study of the health-related behaviors of adolescents and their outcomes in young adulthood (Harris et al., 2003) . Here we consider a single school of 71 adolescents from grades seven through twelve. Each student was asked to nominate up to five boys and five girls within the school they regarded as their best friends. Thus each student could nominate up to ten students within the school (Udry, 2003) . These data were previously analyzed by HRT, who excluded two adolescents who had no ties in the network. One visualization of the data is shown in Figure  3 .
Based on the formulae given earlier, we used hyperparameters σ 2 0,Z ≈ 1.44 and ω 2 ≈ 17.25.
These variances are larger than for the monks' dataset in the last section, reflecting the fact that this is a larger network, and so requires more space for the latent positions. Also, ν g = α Z ≈ 3.39. The results are shown in Figure 4 .
We would expect the students to tend to be linked to others in their own grade, but we did not use the information about which grade a student was in when fitting the model. The extent to which estimated clusters correspond to grades can therefore be used as a partial check on the clustering procedure. The clusters did correspond quite well to the grades.
As can be seen from Figure 4 (b), the estimated receiver effects for the students do not vary dramatically in this case and so the results from the model with random receiver effects do not differ greatly from those from the latent position cluster model without random effects.
Example 3: Scale-Free and Small-world Networks
Two features of networks that have received a great deal of recent attention are local clustering and average minimum path length, the determinants of the so-called "small world" network effect. Small-world networks can arise from power-law models of the degree distribution (Amaral et al., 2000) . Small world graphs are of interest because their properties differ from purely random networks with the same density of ties. For example, the epidemic potential of small world networks is much higher than that of other sparse networks because of their relatively high connectedness (Newman, 2002) . (Fig. 1) , and plot (b) adds a receiver effect for each student. For the latter, the area of the plotting symbol is proportional to the conditional odds ratio of a tie for its vertex due to its random receiver effect.
The measure of local clustering we use is the clustering coefficient defined as
where N * 3 is the number of complete subgraphs of size 3 and N 3 is the number of connected triples of actors, or 2-stars (Frank and Strauss, 1986; Newman, 2003) . This is the proportion of complete triads in the networks out of a total number of possible triads, and is thus a measure of transitivity. Note that the term clustering is used here in a different sense than in the rest of this paper.
There has been a focus on the various "scale-free," preferential attachment and powerlaw models for networks, especially in the physics literature (Newman, 2003) . These models assume that all networks with the same degree distribution are equally likely. Let D be the degree of a randomly chosen actor in the network. We say that P (D = k) has powerlaw behavior with scaling exponent φ > 1 if there exist constants c 1 , c 2 , and M such that Jones and Handcock, 2003) . Scale free networks are one form of small world networks, although some researchers focus on the subclass of networks with high local clustering relative to a random network with the same degree sequence (Newman, 2003) .
Here we consider two networks generated from small world processes. Each has 150 actors and an undirected relationship between them. They are sparse networks with density 2.2%.
The first is a network following the preferential attachment model of Handcock and Jones (2004) . In this model the degree sequences follow a Yule probability distribution, and the actors form ties independently given this sequence. The network generating process exhibits power-law behavior with φ = 2.5. It is thus a scale-free network, and is an example of a network with no latent clustering and a very right-skewed sociality effects distribution. The technical details of this model and computational details are given in Handcock and Morris (2007) . The network is visualized in Figure 5 (a). Note how the high-degree actors act as "hubs" for the other actors.
The second network has the same sociality effects as the first but with latent positions drawn from the model (2) with G = 3 groups in d = 2 dimensions. The clusters are dispersed with µ 1 = (0, 0), µ 2 = (−1.5, 1.5), µ 3 = (1.5, 1.5) The intra-cluster standard deviation in positions is σ g = 0.2. The network is a random draw from the Latent Cluster Random Effects Model conditional on the degree sequence of the first network. This network also satisfies preferential attachment, has power-law structure and is a small world. However it also has clustered latent positions that lead to highly clustered pattern of links.
The second network is visualized in Figure 5 In the independence network (a), the ties are independent given the degree distribution. In the latent cluster network (b), a dyad-level latent space distance term was also added. The latent space positions were generated from a bivariate normal mixture model with three components.
degree distribution, shown in Figure 5 (c). Note the extreme right tail that is characteristic of scale-free distributions. Neither of these networks is a draw from the Latent Cluster Random Effects Model. Both have markedly non-Gaussian sociality effects, and the first does not have multiple groups. The strength of the small world effects for the undirected networks is given by the clustering coefficient values in Table 1 . The clustering coefficient for a purely random network with 150 actors and the same density as these networks is 2.04%. Thus the first network has almost five times this level of clustering. The second network has over seven times the level. Thus both networks can be classified as small worlds. Note that the latent position clustering can lead to much greater small world structure -here increasing it by over 50%. This suggests that the small world phenomenon can be induced by the presence of an unobserved social space.
We now report the results of fitting the Latent Cluster Random Effects Model to these networks. In each case, we fit two models: a latent 3-cluster model with no random effects, and a latent 3-cluster model with random sociality effect. We used the hyperparameters σ 2 0,Z = 6.25, ω 2 = 37.5, and ν 1 = ν 2 = ν 3 = 7.07.
The fits of the two models (with and without random sociality effects) to the unclustered small world network are shown in Figure 6 . The estimated latent space positions vary very little for either model. For example, for the model with sociality effects, only about half of the estimated latent positions are a distance of more than 1 from the origin. Thus neither of the two latent space models that we fit (with and without random sociality effects) finds much evidence of distinct groups. There are no groups in the data, so both models reach the right conclusion in this case.
The "successful" fits of the two models to the clustered small world network are shown in Figure 7 . While both models models are able to detect the distinct groups that are present in the data, we found that the model with random effects was substantially more reliable in this: in our example, 3-cluster fits of the model without random effects were only occasional (and "unsuccessful" fits look more like those fits based on the unstructured network). We believe the extremely skewed sociality levels masked the group structure under the simpler model. In contrast, the Latent Cluster Random Effects Model did find the three groups and placed them approximately in the right places and the right distances apart. For the latent cluster model with random effects, 87% of the vertices were clustered correctly (82% for the model without random effects).
(a) Latent position cluster model (b) Latent cluster random effects model (no sociality effects) with undirected sociality effects Figure 6 : Minimum Kullback-Leibler locations from the models for the unclustered small world network in Figure 5 (a). In plot (b), the area of the plotting symbol is proportional to the conditional odds ratio of a tie for its vertex, due to its random sociality effect. . In plot (b), the area of the plotting symbol is proportional to the conditional odds ratio of a tie for its vertex, due to its random sociality effect.
Discussion
We have introduced an extension to the latent space model of Hoff et al. (2002) and the latent position clustering model of HRT that also models heterogeneity in actor sociality levels by including random effects. Called the latent cluster random effects model, this gives satisfactory fits to two real datasets. Heterogeneity among actors in social networks has often been modeled using scale-free and small-world network models that assume that all networks with the same degree distribution are equally likely. With two simulated datasets we show that networks with the same degree distribution can have very different clustering behavior. Our model can capture both the degree distribution and the clustering behavior adequately.
We have focused here on binary networks, but much network data is not of this kind.
For example, links may consist of counts, such as the number of phone calls two actors exchange, or amounts, such as the amount of trade between two countries. Following Hoff (2005), the latent class random effects model can be extended to deal with such situations by replacing the binary response in (1) with a different distribution, such as Poisson if the links are counts, and normal, lognormal or gamma if they are amounts. One problem we have not addressed here is that of choosing the number of groups and the latent space dimension. This can be done by recasting the problem as one of statistical model selection and using Bayesian model selection to solve it. HRT did this for choosing the number of groups in their latent position cluster model, Oh and Raftery (2001) did it for choosing the dimension of the latent space for a related Bayesian multidimensional scaling model, and Oh and Raftery (2007) did it for choosing both the number of groups and the latent space dimension simultaneously in model-based clustering for dissimilarities. This work could be adapted and extended to the latent cluster random effects model. We have used a Euclidean distance for our latent social space, but this is not the only possible measure on which to base the model. In particular, Hoff, Raftery, and Handcock (2002) and Hoff (2005) have proposed using an inner product, which has certain advantages. The hyperparameter settings that we have used have varied slightly between our examples, reflecting the outcome of experimentation. It would be desirable to have a more automatic way of choosing the hyperparameters. One possibility would be to fit a logit model with node-specific effects, and then use the variances of these effects to obtain an empirical Bayes-type prior. This issue will be the focus of future research.
