Understanding multi-decadal variability is an essential goal of climate dynamics. For example, the recent phenomenon referred to as the "global warming hiatus" may reflect a coupling to an intrinsic, pre-industrial, multi-decadal variability process. Here, using a multi-fractal time series method, we demonstrate that forty-two data sets of seventy-nine proxies with global coverage exhibit pink noise characteristics on multi-decadal time scales. To quantify the persistence of this behavior, we examine high-resolution ice core and speleothem data to find pink noise in both pre-and postindustrial periods. We examine the spatial structure with Empirical Orthogonal Function (EOF) analysis of the monthly-averaged surface temperature from 1901 to 2012. The first mode clearly shows the distribution of ocean heat flux sinks located in the eastern Pacific and the Southern Ocean, and has pink noise characteristics on a multi-decadal time-scale. We hypothesize that this pink noise multi-decadal spatial mode may resonate with externally-driven greenhouse gas forcing, driving large-scale climate processes.
A central question in contemporary climate science concerns the relative roles of natural climate variability and anthropogenic forcing. Indeed, understanding the detailed human effect on global temperature is highly complex due to the nonlinear interactions of anthropogenic forcing with natural climate variability on multiple timescales, many of which transcend a typical human lifetime. The recent phenomena referred to as the "global warming hiatus" [1] [2] [3] [4] [5] is a compelling example emphasizing the potential of such interactions. Understanding the coupling between natural multi-decadal climate variability and anthropogenic forcing is a fundamental aspect of climate dynamics.
Here we describe a framework for characterizing the dynamics of natural global climate variability on multidecadal timescales [6] [7] [8] . There are many challenges associated with direct investigations of the physical and statistical characteristics of global observations on multiple timescales. First, the strong seasonal variability in observations, such as surface air temperature, hinders the detection of long-term spatiotemporal correlations [9] [10] [11] . Moreover, there is a substantial land-ocean contrast in seasonal variability, making it difficult to extract the influence of climate variability on global scales. Second, the maximum length of the available station-based observations is only approximately 100 years, which may be insufficient to statistically discern multi-decadal variability. At the same time, nonlinear interactions between natural and anthropogenic contributions to the multidecadal variability found in these observations cannot be trivially disentangled. To overcome these obstacles, we analyze the data in a manner that enables us to exclude the contributions of the strong seasonality in the stationbased observations. Thus, we detect global multi-decadal timescales corresponding to pink noise dynamics, defined as having a power spectrum S(f ) ∝ f −β , with frequency f and β ≈ 1, also generally termed 1/f noise when 0 < β < 2 [e.g., [12] [13] [14] [15] [16] [17] . Furthermore, we analyze highresolution proxy data spanning at least several hundred years to detect the footprint of these dynamics and to differentiate between anthropogenic forcing and natural climate variability.
We study the statistical characteristics of the decadal and multi-decadal variability of Earth's climate by analyzing the Goddard Institute for Space Studies (GISS) monthly-averaged surface temperature data from 1901 to 2012 [18, 19] , and proxy data, such as δ 18 O and δ 13 C, from ice-cores and speleothems from forty-two paleoclimate datasets (see Table 1 ). To examine the temporal dynamics of the data, we use Multi-Fractal Temporally Weighted Detrended Fluctuation Analysis (MF-TW-DFA) [11, 20] . This methodology captures the statistical dynamics (e.g., white noise, red noise, degree of correlation) on multiple time scales. The veracity of the approach has been demonstrated in various fields, such as the study of Arctic sea ice extent [11] , sea ice velocity fields [21] , and even in the detection of exoplanets, in all cases solely using the data with no a-priori modeling [22] . This approach produces a statistical measure called the fluctuation function, F q (s), each moment of which q, is assessed on multiple time scales s, as described in [11, 20] and Appendix A in more detail. For intuition, one can think of the expectation value of F q (s) as the weighted sum of the auto-correlation function [e.g., 23 ]. The dominant time scales in a system are the those where F q (s) versus s changes slope and the individual slopes are associated with the statistical dynamics of a system. First, we analyze the GISS dataset by employing a new stochastic dynamical method of time-series analysis that was shown to capture the seasonal variability in monthlyaveraged temperature data from decadal to 133 years [24] . This method centers on a periodic non-autonomous stochastic model for the observed deviation in the surface heat flux, x(t), given byẋ = a(t)x+N (t)ξ(t)+d(τ ), where a(t) and N (t) are periodic functions with annual periodicity, ξ(t) is stochastic noise, and d(τ ) represents decadal forcing. Thus, the first two terms in the model explain the seasonal variability and the last term d(τ ) captures the trans-seasonal variability. The approach provides analytical expressions for a(t), N (t) and d(τ ), and reproduces the observed monthly statistics (Fig. 1 of [24] .) Second, we employ MF-TW-DFA to analyze the annual time-series for each latitude-longitude pair from the GISS dataset. A dominant signal at all locations is the presence of pink noise behavior (β ≈ 1) on multi-decadal timescales. Pink noise, often referred to as "ubiquitous noise" [e.g., [12] [13] [14] [15] [16] [17] , is observed in a wide range of systems, such as earthquakes, stellar luminosity, electronics, and climate on a variety of time scales [e.g., 14]. We quantify the spatial structure of this statistical behavior by showing the timescales on a global map; Fig. 1 shows the shortest timescale (in years) at which pink noise behavior appears in the data. Latitude-longitude pairs that do not show such behavior are shown in red, while points where no data was present are left blank. Time scales greater than about 60 years are constrained by the finite length of the dataset. Thus, the colors on Fig. 1 have two interpretations; pink noise from 1 to 60 years but no pink noise for longer times. Because both d(τ ) and annual averaging of the data represent different forms of temporal filtering, they exhibit similar timescales for the global appearance of pink noise behavior, but we find quantitative but not qualitative differences (see Appendix A). However, the value of using d(τ ) is that it embodies the effects of seasonal stability and noise on annual and longer time scales. The point-wise values of d(τ ) in the GISS dataset exhibit pink noise characteristics on decadal and multidecadal timescales nearly everywhere on the globe. Dominant global climate variability phenomena such as the El Niño-Southern Oscillation (ENSO) immediately emerge from this analysis. ENSO has been studied extensively and shown to influence global climate on time scales ranging from inter-annual to multi-decadal through atmospheric and oceanic teleconnections [e.g., 25]. This phenomenon has also been related to global rainfall, a driver of global natural climate variability, which is a response to the regional amount of precipitation and evaporation, reflecting the variability in surface heat flux.
To examine the spatial structure of d(τ ), and whether it captures the principal contributions to decadal variability, we construct two one-point correlation maps. As seen in Fig. 2 , d(τ ) nearly mirrors two key decadal variability indices; (a) the Pacific Decadal Oscillation (PDO) [6] and (b) the North Atlantic Oscillation (NAO) [26] . We use Empirical Orthogonal Function (EOF) analysis [27] to determine the dominant spatial pattern. Fig. 2(c) shows the first EOF mode and explains 21% of the total variance, with the rest of the modes characterized by shorter timescales (see Appendix A). This first mode connects the major PDO region in the eastern Pacific to the Southern Ocean region (also seen in simulations [28] ), and is very similar to the so-called "hyper climate modes" [29] and the "Inter-decadal Pacific Oscillation" (IPO) [8] in the Pacific Ocean. The time-series of the Principal Component (PC) shows clear multi-decadal variability. We note that the sign of the mode changes from positive to negative at about the start of the new millennium. A negative sign denotes the intensification of the negative PDO in the North Pacific and the cooling of the Southern Ocean circumpolar region. Simulations [1, 3] have shown that the cooling of the eastern tropics is correlated with the "global warming hiatus" and the average sea surface temperature trends from ten climate models, which capture the hiatus, are negative in the Eastern Pacific and Southern Ocean [4] . The leading EOF of d(τ ) introduced here may be related to this hiatus. Fig. 2(d) shows the result of MF-TW-DFA using the time-series of the PC; the onset of pink noise behavior occurs after approximately 15-years, indicated by the fluctuation function mirroring the red dashed line denoting β = 1. This noise behavior and its global presence on multi-decadal timescales raises the natural question; is pink noise dynamics an internal feature of the multi-decadal variability of our climate, or imprinted on the climate system by anthropogenic forcing? We address this question by analyzing paleoclimate proxies.
Paleoclimate studies have been broadly successful in observing the long-term evolution and variability of Earth's climate [e.g. 30, 31] . Due to their comparatively high resolution, we focus on the proxy data from speleothems and ice cores to (a) understand the observed pink signal in the GISS data, and (b) study the effect of anthropogenic climate change on natural climate variability. Our datasets cover a substantial swath of the globe; Asia, Europe, North America, Central America, South America, and Antarctica along with the Pacific Islands (see Appendix A). These data provide a long record of Earth's climate system, drawing from many sources dating back more than 100,000 years. Figure 3(a) shows the fluctuation functions for the paleoclimate proxy data from various sources (see Appendix A). Two things are immediately evident: nearly all datasets show consistent pink noise behavior, and, as was observed in the GISS dataset, the transition timescale to this behavior depends on geographic location.
To study the impact of anthropogenic forcing on internal climate variability and the observed pink noise behavior, we use MF-TW-DFA to analyze only data up to 1850 A.D. Figure 3 shows that the fluctuation functions with and without the post-industrial period exhibit very little difference, indicating that the observed pink noise behavior is intrinsic to Earth's climate dynamics. In data from the last 80,000 years, we also find a timescale of approximately 1470 years (Fig. 4) , the signal often ascribed to Dansgaard-Oeschger (DO) events [31] . We hypothesize the possibility of a stochastic resonance process due to the presence of pink noise on multi-decadal timescales as follows. Nozaki and Yamamoto [32] showed that for noise with 1/f β , 0 ≤ β ≤ 2, the noise intensity for which resonance takes place is minimized when β ≈ 1 for relaxation oscillator dynamical systems, and DO events exhibit relaxation oscillation behavior [33, 34] . Thus, the resonance efficiency is maximal for β ≈ 1, and in all of these proxies DO events are preceded by pink noise on multi-decadal to centennial timescales, suggesting a much smaller pink noise intensity can lead to a new climatic state relative to other noise types, such as white noise. Importantly, whether the DO events arise from stochastic resonance, a "ghost-resonance" or a related process is actively debated [e.g., [34] [35] [36] [37] [38] [39] , and here we emphasize that the time scale emerges from a stochastic data analysis method with no assumptions regarding periodicity. We note further that in the dust flux data, which spans the last 800,000 years, we see a clear periodic 100,000-year signal related to the Milankovitch eccentricity cycle, providing a fidelity check for our methodology.
Proxies such as δ 18 O and δ 13 C, from ice-cores and speleothems, are used to infer past temperature, amongst other climate variables. Because temperature reflects heat flux at a given location, such flux dependent quantities are key mirrors of the climate system. In the low (high) latitudes, heat fluxes drive precipitationevaporation (freezing-melting). Thus, global moisture fluxes are reflected with high fidelity in the ice core and speleothem proxy data and thereby encode aspects of climate variability. For example, ENSO underlies major global rainfall patterns through atmospheric and oceanic teleconnections. Importantly, there are regional differences in the timescales over which the various paleo- climate proxies exhibit pink noise. Each precipitationbased proxy depends on the net heat flux at a given location and hence we expect regional variability of the pink noise timescales.
Analysis of Sea Surface Temperature (SST) data has also revealed pink noise in the mid-latitudes [40] , rationalized by a simple vertical diffusion model with a shallow mixed layer forced by random atmospheric motions [41] . Essential here is the accumulation of the response from random atmospheric forcing due to the large heat capacity of ocean. This local variability in the midlatitude and tropical oceans is transferred to the global scale via atmospheric teleconnections and ocean waves [25, 42] . Here, this is reflected in our first EOF mode with a time evolution that shows pink noise statistics on multi-decadal time-scales. Moreover, the IPO, which we have shown mirrors our first EOF mode, is strongly linked to global precipitation [42] , consistent with the relationship between the pink noise behavior found in the proxies that reflect precipitation and the EOF mode.
Kendal and Jørgensen [13] have shown that both pink noise and fluctuation scaling (wherein the variance of a sequence of observations x is related to the mean by a power law; Var(x) ∝x b ) imply each other and can be explained by a central limit-like convergence theorem that establishes which Tweedie exponential dispersion models act as foci for this convergence [43] . The duality between fluctuation scaling and pink noise not only provides a universal treatment of the statistics of the global mode that emerges from this wide range of data we have studied, but a common understanding of their non-Gaussianity.
We note that the intrinsic nature of both the first EOF mode and the pink noise behavior suggest the intriguing potential of a resonance with external low-frequency forcing, such as that associated with anthropogenic effects. Such a resonance may underlie processes associated with global warming hiatus, emphasizing the importance of understanding internal multi-decadal variability.
Finally, non-autonomous stochastic differential equations constitute a key organizing center of our approach [24] , and they are also central to the so-called supersymmetric theory of stochastics [e.g., 44, 45] . That approach argues that pink noise is a manifestation of the spontaneous breakdown of topological supersymmetry. However, to ascribe the associated Goldstone modes to specific climate processes is too speculative at present, although the breaking of time-reversal symmetry by Earth's rotation has been shown to provide a topological origin for equatorially trapped waves [46] . Therefore, understanding the origin of the emergence the decadal modes in the climate system that we have observed here may be fruitfully pursued along these lines. 
Paleoclimate Proxy Data
We used the speleothem and ice-core data from the National Center for Environmental Information at the National Oceanic and Atmospheric Administration. The datasets include isotope concentrations of δ 18 O, δ 13 C, δ D, Ca, Na, CO 2 , SO, SO 4 , NO, N 2 O, CH 4 , Cl, dust flux, electrical conductivity measurements (ECM), temperature, stalagmite growth-rate and mean annual precipita-
The stars on the world map show the locations of all the ice-core/speleothem datasets used in this study.
tion. These isotopic concentrations along the depth of the ice-cores/speleothems are used as proxies for temperature in the Earth's past climate. Table I shows all the datasets used in this study, and Figure 5 shows the locations of these data.
Multi-Fractal Temporally Weighted Detrended Fluctuation Analysis
Central aspects of any geophysical process include nonlinear behavior and the confluence of multiple timescales with long term trends. These multiple timescales are important to understand the plethora of other physical processes that give rise to the process in question. One would also like to understand the dynamics of the process on these multiple time scales. Perhaps the most commonly used method in this regard is the two-point autocorrelation function. Unfortunately, this method can be severely limited if there are any trends or seasonality present in the data. Moreover, perhaps the most serious limitation is that it assumes that there is only a single time scale that characterizes the data. To overcome these drawbacks, we use the multifractal temporally weighted detrended fluctuation analysis. This methodology exploits the intuition that points closer in time are more related to each other than points farther in time. Moreover, it does not limit the number of timescales that may be present in the system under study. The method has four major steps:
1. Construct a non-stationary profile Y (i) as cumulative sum of the time series X i ,
2. Divide this profile into N s = int(N/s) nonoverlapping segments of equal length s, where s is an integer and s×∆t represents a timescale with ∆t being the time resolution of the time series. Since the length of the time series may not be an exact multiple of s, this procedure is repeated by starting from the end of the profile and returning to the beginning and hence creating 2N s segments.
3. A point-by-point approximation of the profileŷ(i) is made of the original profile using a moving window of length s, with weights given by the distance between points i and j, such that |i − j| ≤ s. A larger (smaller) weight w ij is given toŷ(i) if |i − j| is small (large). This approximated profile is then used to compute the variance of the original profile versus the approximated profile spanning up (ν = 1, 2, ..., N s ) and down (ν = N s + 1, N s + 2, ..., 2N s ) as follows
4. This allows us to obtain a generalized fluctuation function as
the behavior of which depends on window length s, as well as the moment q. The principal focus is to study the scaling of F q (s), which is characterized by a generalized Hurst exponent h(q) through
For a mono-fractal time series, h(q) is independent of the moment q. In this case, h(q) is equivalent to the classical Hurst exponent H. One generally studies the second moment of the fluctuation function as h(2) can be related to the decay of the power spectrum S. If S(f ) ∝ f −β , where S(f ) is the spectral density at frequency f , then h(2) = (1 + β)/2. For a white noise process, β = 0 and hence h(2) = 1/2. Similarly, for a red noise process β = 2 and therefore h(2) = 3/2. The data is said to be long term correlated for 0.5 < h(2) < 1 and short term correlated for h(2) > 1. connection to the power spectrum, which is more familiar to the general reader. However, although we only show F 2 , for all datasets we checked h(q) vs q, i.e., the variation of Generalized Hurst exponents with the moments of the fluctuation functions to ensure that multifractal behavior exists.
In a previous study [11] , we showed the effect of the presence of a strong seasonal cycle in the data on fluctuation functions. Due to the strength of the seasonal cycle, the fluctuation function saturates after the seasonal cycle timescale, thereby, masking the longer timescales that may be present in the data. To make sure that the fluctuation functions exhibiting pink noise behavior in the monthly dataset for d(τ ) are not affected by seasonality of the data, we check for re-entrant behavior in the data. Figure 6 shows the spatial distribution over the globe of the longest timescale starting from the shortest timescale (from Fig. 1 in the main text) , over which the GISS dataset exhibits pink noise characteristics. Taken together, these two figures ( Fig. 1 and Figure 6 ) show the multi-decadal global distribution of pink noise.
In our analysis of sea ice data we demonstrated that the use of regular Detrended Fluctuation Analysis (DFA) can obscure the longer timescales due, among other things, to the rapidly varying fluctuation functions in that method [11] . Moreover, whereas regular DFA is useful only up to N/4, where N is the length of the time-series, MF-TW-DFA is informative up to N/2. We showed that even ninth order DFA (DFA-9) was not able to successfully capture the long timescales in the Arctic sea ice extent data. In light of this, we note that Huybers and Curry [47] use DFA-1 (i.e. 1st order polynomials to fit the profile in this methodology) as a check on their results using Thomson's multitaper spectral method. Hence, given our finding of the lack of fidelity of higher order DFA, it may be of interest to revisit the intercomparison of the multitaper method with both (very) high order DFA and MF-TW-DFA given that the latter has been shown to resolve long timescales has much higher fidelity than the former.
Statistical Significance of exponents β
The robustness of our exponents is shown in Figures 7  -11 below, not originally included in the SM, but now added. We perform a series of calculations with the GISS dataset and use the Central Limit Theorem to show that 1/f noise is robust on the timescales shown in Figure 1 of the main text. The procedure is as follows:
1. For a region on the globe, define an array (lat-lon grid) with a synoptic scale with 6
• × 6
• resolution. The original resolution of the GISS dataset is 2
• × 2
• .
For a point in this array, compute its k-nearest neighbors (≡ KNN).
3. Compute the mean of the slope or exponent of these KNN.
4. Repeat steps 2 and 3 for each point in the array.
5. Figures 7 -11 show this for 3 values of k; 10, 30 and 50, for 5 regions -the complete globe and four quarters.
Stochastic time-series analysis method
This new stochastic time-series analysis can construct the monthly stability a(t), the noise intensity N (t), and the long-term forcing d(τ ), from a monthly-averaged climate variable. Here we use monthly averaged anomalous surface air temperature x k i , where k and i are the indices for month and year, respectively. The detailed theoretical background and implementation of the time-series method for seasonal variability are described in reference [24] .
The basic statistics of a time series x k i
The time-series method begins by calculating three statistical moments from monthly averaged data: (i) monthly variances S(k) from January (k = 1) to December (k = 12) (ii) the correlation between two adjacent months A(k), and (iii) the one or two year autocorrela- tion B(k);
and
for the k th month, with 12m for m years as one step is one month. Thus, for B(k) we can choose m to be 1 or 2 accordingly, and S(k), A(k) and B(k) are periodic with period 1 year.
Monthly stability a(t)
We introduce
S(t) − A(t) S(t) and
and then calculate the steady-state periodic solution P (t) of the periodic non-autonomous ordinary differential equation, dP/dt = −G(t)P (t) + H(t). The monthly stability is then a(t)
Noise intensity N (t) Having constructed a(t), we introduce new data y(t) = x(t + ∆t) − x(t) − a(t)x(t)∆t that can be represented as
Here ∆W is a Brownian increment where ∆W (t)∆W (t ) = δ(t − t ), giving
Having determined a(t) and N (t), we calculate d(τ ) using
is decadal forcing, it will be approximately constant on annual time scales and hence we take the annual average of the remaining term, which leads to
More detailed derivations and examples are described in the supplementary material of Moon and Wettlaufer [24] .
The method is very useful in understanding seasonal variability through the relationship between monthly stability a(t) and noise intensity N (t). Figure 12 shows an example of the application of the method to monthly averaged data. We choose two examples of time-series from the GISS surface temperature data; the Southern Ocean (a, c and e) and the southern United States of America (b, d and f). Using the method described above, we constructed the two periodic functions a(t) and N (t) and the long-term forcing d(τ ), which are shown for the two cases in c and d. Monte Carlo simulations based on the stochastic modelẋ = a(t)x + N (t)ξ + d(τ ) are compared with the original time-series in a and b. The comparison between the data and the model simulation is also shown in monthly standard deviation (e and f). It is clear that the model successfully captures the seasonal variability in the data viz., a(t)x + N (t)ξ and the long-term variability is associated with the forcing d(τ ).
EOF analysis
It is shown in the main text that the 1 st EOF mode constructed from the d(τ ) of the GISS Surface Air Temperature data has pink noise characteristics beyond decadal. In this section, the other major EOF modes (from mode 2 to mode 4) are introduced to confirm that the dominant role of the first mode.
The 2 nd EOF mode constructed from the d(τ ) is shown in Figure 13 (a) to explain the spatial and temporal characteristics of the mode. This mode explains 11.3 % of the total variance. The spatial pattern can be summarized as the interaction of the PDO in central Pacific Ocean and the low-frequency (wavenumber 1) mode in Northern High Latitudes. The fluctuation function from MF-TW-DFA is shown in Figure 13(b) , exhibiting white noise characteristics beyond decadal (i.e., the fluctuation function parallels the red dotted line on decadal and multi- decadal time-scales implying white noise). The 3 rd EOF mode, shown in Figure 13 (c), mirrors the spatial and temporal behavior of the 2 nd mode. Moreover, it captures the interaction of the PDO in pacific and the low-frequency (wavenumber 1 or 2) in Northern High Latitudes. The positive value in eastern North America and the negative value in west coast North America mirrors the Pacific/North American teleconnection mode (PNA). This mode explains around 7% of total variance. As was the case for the 2 nd mode, the long-term fluctuation follows white noise characteristics, as is confirmed by the fluctuation function from the MF-TWDFA shown in Figure 13(d) .
The 4 th EOF mode, which explains about 6% of total variance is somewhat different from the lower order modes. Principally, this mode exhibits low-frequency (wavenumber 3) structure in the high-latitudes in the Northern hemisphere, but its relationship with the PDO in Central Pacific is not evident. Because this mode can be ascribed to atmospheric motions, one would not expect it to exhibit strong decadal and multi-decadal variability. The whiteness in the decadal and multi-decadal time-scales is clearly shown in the fluctuation function Figure 13 . Clearly, all of the leading EOF modes except the first exhibit rather short time-scales. Thus, the other modes introduced here cannot contribute to decadal and multidecadal variability. Therefore, the pink noise characteristics found in various globally distributed proxy data on multi-decadal time-scales should be reflecting the EOF 1 st mode constructed from the GISS surface air temperature data. The global heat distribution controlled by the major oceanic heat sink regions, such as the Eastern Tropical Pacific and the Southern Ocean provide the main ingredients in shape the critical behavior seen here on multi-decadal time-scales.
Decadal climate variability reflected in d(τ )
Working with the quantity d(τ ) has several advantages over using annually-averaged surface air temperature.
• Firstly, because it emerges from our periodic nonautonomous stochastic model, it has the interpretation as a forcing term proportional to the excess surface heat flux and thus analysing its temporal and spatial variability is more advantageous than the temperature itself.
• Secondly, the stochastic differential equation framework has allowed us to determine it analytically, as shown in Eq. A8.
• Thirdly, a practical advantage resides in addressing the land-ocean contrasts in climate dynamics. A canonical example is how ENSO affects the weather and climate of Eurasia or North America.
To address this, we first consider the covariance of surface air temperature and observe how the two regions are statistically connected. However, the large land/ocean contrast in temperature fluctuations makes this a challenging exercise. Indeed, even after annually-averaging the temperature, the effect of the land/ocean contrast on seasonal timescales remains. Although to examine the impact of ENSO on decadal and multi-decadal time-scales it is desirable to minimize the impact of seasonal fluctuations, annual-averaging is not sufficient. In contrast, the quantity d(τ ) is the residual from having filtered out the seasonal fluctuations captured by a(t)x + N (t)ξ. Therefore, d(τ ) is naturally influenced far less by seasonal variability.
For example, assume that the temperature fluctuations in an ENSO region
There are two land regions, 2 and 3, satisfyingẋ 2,
For simplicity if we assume ξ i ξ j = δ ij , then the covariances between the ENSO region and the land regions are cov(
, where we see how the stability λ controls the covariance. Namely, even if
it is possible that x 1 , x 2 < x 1 , x 3 , because of the relative influences of λ 2 and λ 3 , which are local physical parameters controlling the fluctuations in the local temperature. Whence, the temperature covariance underlies the influence of ENSO on the local temperature. However, if our principal goal is to understand the spatial distribution of energy fluxes (e.g., those fluxes associated with ocean upwelling in the Eastern Pacific and Southern Oceans) we are not interested in the local influences on the statistics of the temperature, which makes d(τ ) the appropriate parameter. the covariance matrix, whose elements should obviously not be too small in magnitude. Therefore, whereas it is possible to find a meaningful global mode from the EOF analysis of d(τ ), it is not possible with the annual average surface air temperature. With further emphasize this point in the context of the history of EOF analysis of decadal and multi-decadal climate variability, wherein ostensibly only Sea Surface Temperature (SST) data has been used. Thus, the neglect of land masses in such analyses makes it a serious challenge to determine the relationships between oceanic decadal modes (PDO, IPO, or AMO) and the climate of continental regions solely from the EOF principle modes. In contrast, in our method using d(τ ) does not exclude land regions, allowing one to see how the decadal or multi-decadal ocean variability affects continental regions.
• Another use of d(τ ) concerns the determination of of climate indices representing the decadal and multi-decadal variability of large-scale ocean circulations. As shown in the one-point covariance map, even though we chose a center point in Europe, we clearly observe the typical patterns of the PDO and the NAO. Because d(τ ) filters most of the local seasonality it also acts as a spatial filter, filtering out synoptic and smaller scales and in Fig. 2 of the main text we show that the d(τ ) could replace the original PDO and NAO indices and Figure 15 here shows the robustness of this approach. which are constructed based upon EOF analysis. Moreover, d(τ ) is directly related to energy flux.
Interpretating scaling properties of interglacial and glacial climates
In their analysis of the Holocene record from a European meteorological station Shao and Ditlevsen [48] determine the exponent β = 0.7 in F 2 (s) ∼ s −β over the entire time-range of the data. On the other hand, we interpret that there is a crossover located ∼ 15-years, after which the slope changes to β = 0.9, consistent with pink noise. This comparison is shown in Figure 16 , where the blue line has β = 0.7 and the red line has slope β = 0.9. 
