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The recently rapid advancements in sensing devices and computational power have caused paradigm 
shift in engineering analyses: data driven and sampling-based approaches play more and more important 
roles.  For example, with sampling-based global optimization techniques, mechanical components can be 
refined and redesigned; system parameters can be accurately identified. With advancements in data 
mining and machine learning, underlying input and output relations of complex systems can be developed 
to make predictions with unseen data or to expedite analytical process. In this dissertation, advanced 
optimization and machine learning techniques are developed and employed to multi-facet engineering 
tasks from system design to identification.  
First research task concerns a type of configuration designs, where the volume occupied components 
is to be minimized along with other objectives such as the length of connectivity lines. The formulation of 
computationally tractable optimization is difficult in practice as the objectives and constraints are usually 
complex. Moreover, the design optimization problems usually come with demanding constraints that are 
hard to satisfy, which results in the critical challenge of balancing feasibility with optimality. We develop 
an enhanced multi-objective simulated annealing approach, MOSA/R, to solve this problem. A versatile 
and efficient re-seed scheme that allows biased search while avoiding pre-mature convergence is designed 
in MOSA/R. Some generalization studies of the algorithm have also been carried out. In this second task, 
we exploit the impedance/admittance change of a piezoelectric transducer bonded to a host structure, 
aiming at the identification of system damage. To find a small set of solutions for such an under-
determined system that indicates the true damage scenario, we cast the damage identification problem  
Pei Cao – University of Connecticut, 2018 
 
into a multi-objective optimization framework. With damage locations and severities as unknown 
variables, one objective function is the discrepancy between first-principal model predictions and actual 
measurements. The sparsity of the unknown variables is chosen as another objective function, deliberately, 
the l0 norm, because damage occurrence generally affects a small number of elements. A multi-objective 
algorithm (DIRECT) is devised to facilitate the inverse analysis where the sparsity is further emphasized 
by sigmoid transformation. As a deterministic technique, this approach yields repeatable and conclusive 
results. The third task concerns early diagnosis of gear transmission, which is challenging because gear 
faults occur primarily at microstructure but their effects can only be observed at a system level. The 
performance of a fault diagnosis system depends on the features extracted and the classifier subsequently 
applied. Fault-related features are conventionally identified based on domain expertise, which are system-
specific. On the other hand, although deep neural networks enjoy adaptive feature extractions and 
inherent classifications, they require a substantial set of training data. We present a deep convolutional 
neural network-based transfer learning approach, which not only entertains preprocessing free adaptive 
feature extractions, but also requires only a small set of training data.   
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Chapter 1. Introduction 
1.1 Background and state of the art 
1.1.1 Configuration design and optimization 
Configuration design and optimization have been widely studied since the 18
th
 century. In modern 
computer-integrated manufacturing, configuration optimizations are frequently encountered in aerospace 
and automotive systems (Grignon and Fadel, 2004), manufacturing facilities and plants (Yang and Hung, 
2007; Gonzalez-Cruz and Martinez, 2011; Nageshwaraniyer et al, 2013), and 3-dimensonal laser cutting 
(Gan et al, 2004) etc. In general, configuration design involves a wide variety of goals and objectives, and 
densest packing is a good example in terms of the difficulties one may encounter when dealing with such 
topics.  In two-dimensional scenarios, one is given a set of geometries such as rectangles, polyminos or 
spheres.  The goal is to pack these items orthogonally into a single rectangular box of unlimited height 
which needs to be minimized (Bortfeldt and Wäscher, 2013), or alternatively, to pack a number of circles 
inside a circumcircle whose radius needs to be minimized (Muller et al, 2009).  Three-dimensional 
problems can be defined in a similar fashion, e.g., given a set of three-dimensional objects of arbitrary 
geometry and an available space (possibly the space of a container), find a placement for the objects 
within the space that achieves the design objectives, such that none of the objects interferes (i.e. occupy 
the same space) while optional spatial and performance constraints on the objects are satisfied.  The 
problem of packing has shown to be NP-complete (Garey and Johnson, 1979), i.e., no optimal algorithm 
is known running in polynomial time.  Therefore, even simple design problems involving spheres, squares 
or rectangles are known to be difficult problems in the mathematical sense (Grignon and Fadel, 2004).  
As such, heuristic approaches are required to obtain near-optimal solutions in realistic amount of 
computational time. 
Throughout the years, various global optimization strategies have been tailored to address the 
configuration optimization problems.  Dyckhoff (1990) used branch and bound approach to solve simple 
rectangular layout problems with a small number of objects.  Szykman and Cagan (1995) presented a 
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Simulated Annealing (SA) based approach to generate configurations.  Although theoretically general, 
their work was limited to simple geometric shapes and restricted rotations.  Then the work was extended 
to configuration problems of arbitrary shapes by considering the spatial constrains between components 
using the same SA approach (Cagan et al, 1998).  Meanwhile, Sachdev et al (1998) proposed a framework 
to integrate techniques such as Simulated Annealing and Genetic Algorithms (GA) to solve configuration 
design problems.  Grignon and Fadel (2004) applied multi-objective GA towards configuration 
optimization problems with more complex objectives.  Later on, Aiello et al (2006) employed a multi-
objective constrained genetic algorithm to solve facility layout problems.  A recent review of packing and 
configuration design methods can be found in (Fadel and Wiecek, 2015).  It is worth noting that in 
previous investigations, the feasibility of the design, i.e., finding a configuration that satisfies constraints, 
has not been a major challenge.  On the other hand, many configuration design problems in modern 
engineering practices, such as the manifold configuration design problem, are subjected to multiple hard 
constraints derived from practical requirements, e.g., the distance between certain components is 
restricted, and neither overlap nor out-of-bound is allowed.  In these scenarios, finding a configuration 
that satisfies these constraints itself may become computationally demanding.   
1.1.2 Connective plumbing design 
The recently rapid development of additive manufacturing technology has induced paradigm-shifting 
advancements and opportunities on several fronts.  One of such opportunities, which has not been 
thoroughly investigated, is to minimize the lengths/weights of various networking components, e.g., 
hydraulic piping, in vehicular, marine, and airborne systems where the reduction of sizes and weights of 
these systems has significant payoff, as partially discussed in Section 1.1.1.  Limited by tooling 
capability, a connecting pipeline designed for traditional manufacturing consists of only straight line 
segments and machining accesses, whereas the pipelines design for additive manufacturing could be free-
form curves of shorter length.  The free-form piping design made possible by additive manufacturing 
could potentially reduce the overall weight and space occupied by the networking component.  More 
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importantly, additive manufacturing process generally doesn’t require any specific new tooling, which 
could save a lot of time in the process of prototype production and validation.   
Mathematically, the problem of length optimization of networking components under given 
constraints, i.e., locations of connection elements, can be preliminarily casted into a known terrain path-
finding framework that is frequently encountered in video games, GPS navigation, and robotics and path 
planning etc (Rabin, 2002; Sturtevant and Geisberger, 2010; Konar et al, 2013; Rakshit et al, 2013; 
LaValle, 2006; Cui et al, 2016).  Other geometric or physical constraints, such as curvatures, pressure 
drops, and etc., are successively addressed either manually or through an automated procedure.  Known 
terrain path-finding can be generally divided into two steps (Algfoor et al, 2015): 1) discretizing the 
continuous routing space, and 2) searching along the graph to find the path minimizing the cost value, 
which represents the overall length of the path from the starting node to the target node for a non-
weighted graph.  In this study, without losing generality, square grids are used to discretize the terrain 
owing to its simplicity and popularity in various applications.  A review of different terrain discretizations 
can be found in (Algfoor et al, 2015).  One of the earliest investigations was the Dijkstra’s algorithm 
(1959) where the cost value for the incremental search to the nearest goal is used.  The well-known A* 
algorithm (Hart et al, 1968) made some improvements by adding heuristic cost from the current node to 
the target node to the evaluation.  A* is widely used for solving path-finding problems as it has simple 
algorithmic structure and is guaranteed mathematically to find a solution.  However, the shortest path in 
gridded graph is not equivalent to the shortest path in continuous space where polynomials along the edge 
of grids can be replaced by straight lines (Rabin, 2000).  A commonly adopted solution to address the 
optimality issue is to apply post-processing techniques to shorten the obtained grid path at the cost of an 
increase of computational time (Thorpe and Matthies, 1984; Botea et al, 2004).  The post processing 
techniques usually find a shorter any-angle path compared to A*, but the improvement is limited (Zitzler, 
1999) since they directly make adjustment to paths obtained by A* without knowing whether the post-
processed path is optimal or not (Zhang and Li, 2007). 
Aiming at overcoming the limitations of A*, Field D* (Ferguson and Stentz, 2006), an advanced 
 4 
 
version of D* Lite (Koenig and Likhachev, 2002), was proposed which uses the linear interpolation of 
path costs of vertices to obtain any-angle paths.  However, Field D* could result in paths that have 
unnecessary heading changes and should thus be smoothed further (Nash and Koenig, 2013).  Some other 
approaches, such as Theta* (Daniel et al, 2010; Nash et al, 2007) and Lazy Theta* (Nash et al, 2010), 
were also proposed which embeds smoothing process into the A* searching to release the constraint on 
path searching directions (45 or 90 degrees).  Theta* finds shorter paths in less time than Filed D* 
according to literature (Nash et al, 2007).  Nevertheless, it is not optimal because the parent of a vertex 
has to be either a visible neighbor of the vertex or the parent of a visible neighbor, which is not always the 
case for true shortest paths (Daniel and Nash, 2010; Dang et al, 2015).  Figure 1.3 shows the optimal path 
found by Theta* and the true shortest path, in which the path found by Theta* takes unnecessary detours 
compared to the shortest path.  Similar to Theta*, Accelerated A* (Šišlák et al, 2009) is an any-angle 
path-finding algorithm that may find better path than Theta*.  But it could include a large proportion of 
nodes in the Closed List, i.e., large number of node evaluations for challenging problems (Harabor and 
Grastien, 2013).  
The majority of existing path-finding algorithms are for applications such as video games and 
navigations where computational efficiency, i.e., finding a sub-optimal solution instantly, is the most 
important factor.  It is worth noting that the requirement on path-finding for additive-manufacturing 
oriented design optimization is considerably different.  In the optimization of a piping network, the 
optimality of the path becomes critically important, while the computational efficiency takes a second 
role as long as the time it takes remains to be reasonable for design iteration.  A known approach of 
finding the shortest paths in known terrain with polygonal obstacles is A* on Visibility Graphs (Lozano-
Pérez and Wesley, 1979).  While A* on Visibility Graphs is guaranteed to identify the shortest path, the 
computational cost is extremely high because it propagates along the edges of a visibility graph, the 
number of which grows exponentially with the size of the gridded map.  Moreover, for different starting 
node and target node setups in the same map, visibility graphs have to be generated repeatedly.  Even 
though the process can be accelerated by performing visibility check dynamically or using reduced 
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visibility graphs (Mitchell and Papadimitriou, 1991; Liu and Arimoto, 1992), A* on Visibility Graphs is 
still very slow and cannot be used directly in piping design as the analysis has to be carried out 
reiteratively due to multiple connections in each iteration of the system.  Path-planning algorithms such as 
continuous Dijkstra and its variants (Mitchell et al, 1987; Hershberger and Suri, 1999) as well as the 
recent Anya (Harabor and. Grastien, 2013) also attempt to find the shortest path but have not yet been 
thoroughly evaluated.  Generally speaking, to balance between optimality and efficiency, one would need 
to design an any-angle path-finding algorithm that can find a path shorter than that of the basic A* on 
Grids and at the same time be faster than A* on Visibility Graphs. 
1.1.3 Reinforcement learning hyper-heuristic  
Multi-objective optimization algorithms have been practically applied to a variety of problems, 
ranging from production scheduling (Wang et al, 2014; Lu et al, 2016), structural design (Kaveh and 
Laknejadi, 2013), performance improvement (Szollos et al, 2009), to structural fault pattern recognition 
(Cao et al, 2018a; 2018b) etc.  The solution techniques, nevertheless, are often devised and evaluated for 
specific problem domains, which not only require in-depth understanding of the problem domain 
involved but are also difficult to be exercised to different instances.  Even for the same type of problems, 
the formulation may need to be changed as more knowledge and insights are gained.  The hyper-heuristic 
concept was therefore suggested (Cowling et al, 2000), aiming at producing general-purpose approaches.  
The terminology implies that a high-level scheme to select heuristic operators is incorporated as the 
detailed algorithms are being executed (Burke et al, 2009) given a particular problem and a number of 
low-level heuristics.  Instead of finding good solutions, hyper-heuristic is more interested in adaptively 
finding good solution methods.  Since its emergence, the subject has gained significant interests, and a 
number of studies of hyper-heuristic have been performed for multi-objective problems.  Burke et al 
(2007) and Sabar et al (2011) proposed hyper-heuristic approaches to address timetabling and scheduling 
problems.  Gomez and Terashima-Marin (2010), de Armas et al (2011) and Bai et al (2012) extended the 
hyper-heuristic method to handle packing and space allocating problems.  Raad et al (2010) and 
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McClymont and Keedwell (2011) used hyper-heuristics to water resource and distribution problems.  
Wang and Li (2010) and Vazquez-Rodrigues and Petrovic (2013) also applied hyper-heuristic framework 
to multi-objective benchmark problems such as DTLZ and WFG.  More recently, Guizzo et al (2015) 
applied hyper-heuristic based multi-objective evolutionary algorithms to solve search-based software 
engineering problems.  Hitomi and Selva (2015; 2016) investigated the effect of credit definition and 
aggregation strategies on multi-objective hyper-heuristics and used it to solve satellite optimization 
problems.  Interested readers may refer to (Burke et al, 2013; Maashi et al, 2015) for more discussions 
about hyper-heuristic techniques and applications. 
Typically, a hyper-heuristic framework involves: (1) a high-level selection strategy to iteratively 
select among low-level heuristics based on the performance; (2) a predefined repository of low-level 
heuristics; and (3) applying the selected heuristics into optimization and evaluating their performance.  
The selection mechanism in hyper-heuristics, which essentially ensures the objectivity, specifies the 
heuristic to apply in a given point of optimization without using any domain information.  With this in 
mind, online learning hyper-heuristics usually take advantage of the concept of reinforcement learning for 
selection (Kaelbling et al, 1996; Ozcan et al, 2012), as it aims to iteratively solve the heuristics selection 
task by weight adaptation through interactions with the search domain.  The low-level heuristics 
correspond to a set of exploration rules, and each carries a utility value.  The values are updated at each 
step based on the success of the chosen heuristic.  An improving move is rewarded, while a worsening 
move is punished.  The low-level heuristics can be embedded in single point search techniques, which are 
highly suited for these tasks because only one neighbor is analyzed for a choice decision (Nareyek, 2003).  
In a single point search-based hyper-heuristic framework, e.g., a simulated annealing (Kirkpatrick et al, 
1983) based hyper-heuristic, an initial candidate solution goes through a set of successive stages 
repeatedly until termination. 
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1.1.4 Impedance-based structural health monitoring 
Extensive research has been conducted on structural health monitoring (SHM) to protect structures 
from catastrophic failures.  Many structural health monitoring (SHM) systems use structural dynamic 
responses measured by sensors to elucidate the health condition.  A traditional class of methods is 
vibration-based SHM, which analyzes and interprets measureable modal properties such as natural 
frequencies and mode shapes to determine damage locations and severities (Kim and Stubbs, 2003; Maity 
and Tripathy, 2005; Jiang et al, 2006; Jassim et al, 2013; Cao et al, 2017).  However, in practical 
situations, normally only lower-order modes with large wavelengths can be realistically excited and 
measured; thus, these methods may not be sensitive to small-sized damage (Kim and Wang, 2014).  
Another well-known class of methods is based on wave propagation, which uses the change of transient 
wave upon its passage through damage site to infer damage occurrence (Michaels and Michaels, 2007; 
Harley and Moura, 2014).  While these high-frequency methods may entertain high detection sensitivity, 
it is generally difficult to use the transient responses to identify damage accurately, especially to quantify 
the severity of damage (Cawley and Simonetii, 2005).  Piezoelectric transducers are frequently used in 
wave propagation-based SHM.  The two-way electro-mechanical coupling of piezoelectric transducers 
has also allowed them to be used in piezoelectric impedance- or admittance-based methods (Park et al, 
2003; Yang et al, 2008; Lim and Soh, 2012; Min et al, 2012; Annamdas and Radhika, 2013; Lim and Soh, 
2014; Shuai et al, 2017).  In these methods, frequency-swept harmonic voltage excitations are applied, 
and stationary wave responses are induced and sensed.  As such, the impedance of the structure is coupled 
with that of the piezoelectric transducer.  The change of piezoelectric impedance signature with respect to 
that under the undamaged baseline can be used as damage indicator.    
When a credible, first-principle-based baseline model, such as the finite element model, of the healthy 
structure is available, we may be able to identify both the fault location and severity by using vibration 
responses or impedance/admittance responses which are stationary (Xia and Hao, 2003; Jiang et al, 2006; 
Wang and Tang, 2008; Zhou and Zuo, 2012; Shuai et al, 2017).  In such an inverse analysis, we typically 
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divide the structure into a number of segments and assume that each segment in the model is susceptible 
of damage occurrence, i.e., certain property of each segment is an unknown.  The inverse analysis uses 
the changes of stationary responses, such as natural frequencies, mode shapes, response amplitudes, 
impedances or admittances, as inputs.  Indeed, a linearized sensitivity matrix can be derived that links the 
segment property change vector with respect to the response measurement change vector.   This 
seemingly straightforward formulation appears to be appealing.  Nonetheless, how to solve for the 
unknowns, i.e., damage locations and severities, remains a fundamental challenge.  The aforementioned 
inverse formulation may easily become under-determined (Kim and Wang 2014).  Moreover, the 
inevitable measurement noise and modeling uncertainty further compound the difficulty (Shuai et al, 
2017).   
To avoid the direct inversion of the sensitivity matrix, alternatively, the problem of identifying 
damage location/severity in a finite element-based analysis can be cast into a global optimization 
formulation.  Indeed, under the umbrella of optimization formulation, several global optimization 
techniques, such as particle swarm optimization (Begambre and Laier, 2009), differential evolution 
algorithm (Seyedpoor et al., 2015), genetic algorithm (Perera et al., 2010), and DIRECT algorithm (Cao 
et al, 2017), have been attempted, where possible property changes in all segments are treated as 
unknowns to be solved.  One important feature of these optimization-based formulations is that usually 
only forward-analysis of the model is involved to facilitate comparison and minimization of the difference 
between model prediction in the parametric space and actual measurements.  Nevertheless, given that the 
sensitivity matrix is under-determined, the fundamental mathematical challenge remains, i.e., there are in 
theory infinitely many solutions.  Inevitably, many solutions that are different from the true damage 
scenario may be obtained.  Certainly, one would hope to remove some or even most of these ‘untrue’ 
solutions by imposing constraints in the optimization framework.  In a wider context, such ill-posed 
problems have been tackled in mathematical and statistical literature by invoking the sparsity condition 
(Tarantola, 2005; Kaipio and Somersalo, 2006).  For example, compressed sensing in signal processing is 
facilitated by applying the sparsity constraint into a usually ill-posed optimization problem (Candes et al, 
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2006; Donoho 2006; Mascarenas et al, 2013).  Interestingly, the sparsity condition is also applicable to 
damage identification problem.  Specifically, in practical situation, damage occurrence is much more 
probable to affect only a small number of elements/segments in a finite element model of the structure.  In 
other words, the unknown vector in the damage identification problem is sparse.  However, few 
investigations have so far taken advantage of the inherent sparse nature of damage indices to address 
damage identification problems.  Wang and Hao (2014) formulated a pattern recognition problem for 
damage identification and matched the pre-defined patterns following a compressed sensing-based 
scheme which uses sparsity properties and l1 regularization on the unknown damage pattern vector.  This 
approach cannot be easily extended to cases with many damage patterns.  More recently, Huang et al 
(2017) adopted the sparse Bayesian learning for structural damage detection.  Rather than providing a 
single estimate, sparse Bayesian learning provides a full posterior density function, which gives a sense of 
confidence of the approximation. 
1.1.5 Meta-model-based structural health monitoring 
The advent of many new transducer materials/devices and the advancement in microelectronics have 
resulted in rapid progresses in this area.  On the other hand, bottlenecks and unique challenges exist.  
Structures are continuous media, and parameters characterizing structural faults, i.e., location and 
severity, are continuous variables as well.  Hence, structural faults have infinitely many possible 
patterns/profiles with typically small characteristic lengths, which are further compounded by various 
uncertainties.  Intuitively, the dynamic response data collected by the monitoring system must be in high-
frequency range (i.e., with small wavelengths) so features of small-sized faults can be captured.  The key 
issues thus are: 1) how to effectively generate high-frequency sensing data; and 2) how to efficiently and 
accurately identify fault location and severity from the data (Zhang et al, 2017). 
Owing to their two-way electro-mechanical coupling, piezoelectric transducers are commonly used in 
structural health monitoring (Wang and Tang, 2008; Gao et al, 2018), as reviewed in Section 1.1.4.  
However, a major hurdle remains.  In theory, identifying directly the fault location and severity from 
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stationary responses such as impedances/admittances is possible, as long as a credible first-principle 
model such as finite element model of the healthy baseline is available.  A linearized sensitivity matrix 
can be derived that links the structural property changes to the changes of harmonic response magnitudes 
measured.  In reality, such an inverse problem is usually severely under-determined.  In order to 
characterize high-frequency impedance/admittance responses accurately, the finite element model must 
have high dimensionality.  To pinpoint fault condition, we often divide the structure into a number of 
segments where the structural property in each segment is an unknown to be solved (because each 
segment is susceptible of fault occurrence).  Therefore, the model has high dimensionality with a large 
number of unknowns.  Meanwhile, structural faults manifest themselves in structural resonances and anti-
resonances.  As such, the effective measurements of impedance/admittance changes are limited (Shuai et 
al, 2017).  One potential way to avoid the direct inversion is to convert the identification problem into an 
optimization problem, where possible property changes in all segments are treated as design parameters.  
These parameters are updated by minimizing the discrepancy between sensor measurements and model 
predictions through various optimization techniques in which only forward analyses are performed 
(Begambre and Laier, 2009; Perera et al, 2010; Cao et al, 2018a and 2018b).  The necessary 
computational cost, however, could be very high.  The forward optimization generally requires large 
number of iterations to converge, while a single run of high-dimensional finite element analysis can be 
very costly already. 
Dynamic response calibration, as a faster alternative to exhaustive finite element analysis, has shown 
promising aspects in alleviating computational burden by emulating the full-scale finite element model 
responses.  Traditional response surface methods applied for model updating use explicit functions to 
represent the relation between inputs and outputs.  Least square-based techniques are then devised to 
refine parameters in the polynomial representation (Ren and Chen, 2010; Fang and Perera, 2011; Li and 
Law, 2011; Chakrarborty and Sen, 2014).  More recently, Gaussian process, also referred to as Kriging 
(Kennedy and O’Hagan, 2001; Rasmussen and Williams, 2006), has gained popularity due to its 
capability to simulate complicated process subjected to uncertainties.  A Gaussian process model is not 
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restricted to certain polynomial form thus allows highly flexible modeling in input-output relation based 
on statistical expectations and variances over functions.  Gao et al (2013) used a Kriging surrogate model 
to calibrate frequency responses for crack tip location identification in cantilever plates.  Yang et al 
(2017) proposed a similar calibration approach in frequency domain to detect the location and severity of 
fault in small structures.  Wan and Ren (2015) suggested a residual-based Gaussian process model to 
characterize the relation between residual and updated parameters in frequency domain for finite element 
model updating.  Jin and Jung (2016) formulated a sequential surrogate modeling scheme that constructs 
multiple response surfaces for finite element model updating.  Balafas et al (2018) presented a Gaussian 
process model in wavelet domain that can infer damage through hypothesis testing.  It is worth noting that 
all these dynamic response calibration methods are applied to natural frequency measurements.  Since in 
practical situation only lower-order natural frequencies can be realistically measured, the case setups in 
these studies are relatively simple with low dimensionality and the design parameters are discrete with 
low dimensionality as well.  In comparison, in impedance/admittance sensing, considerably more amount 
of measurements at many frequency points, can be acquired, and a high-dimensional structure is to be 
identified. 
From the underlying physics standpoint, impedance/admittance sensing offers a new opportunity to 
identify fault parameters more accurately for more complex structures.  While the response calibration 
technique appears to be promising in possibly avoiding iterative finite element analyses in an optimization 
framework, new issue arises.  Although fault effects are reflected in impedance/admittance change at each 
frequency point theoretically, the actual impedance/admittance measurements respond to a fault condition 
differently at different frequencies.  Therefore, in order to correctly identify fault conditions, one would 
need to examine the impedance/admittance changes at many frequency points.  In other words, in order to 
take full advantage of the high-frequency impedance/admittance sensing, we need to formulate and then 
solve efficiently an optimization problem to match response predictions with measurements at many 
frequency points.  It should be noted that many-objective global optimization usually features more than 
three objectives, while multi-objective optimization refers to that with no more than three objectives.  
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Although it would appear to be easier to resort to weighted summation to solve a single objective 
optimization (Gao et al, 2013; Wan and Ren, 2015; Yang et al, 2017), weighting selection among 
objectives is ad-hoc, and the result could easily converge to a meaningless outcome due to multiple local 
optima, measurement noise and uncertainties. 
1.1.6 Machine learning enabled gear fault diagnosis 
The practice of fault diagnosis of gear system using vibration signals has proved to be a very 
challenging subject.  The mainstream of gear condition monitoring is built upon various feature extraction 
methods that are manual and empirical in nature (Kang et al, 2001; Randall, 2011; Marquez et al, 2012).  
Generally, a certain signal processing technique is applied to vibration signals to identify fault-related 
features that are selected based on engineering judgment.  Subsequently, a classifier is developed and 
applied to new signals to predict fault occurrence in terms of type and severity.  There have been 
extensive and diverse attempts in manually and empirically identifying and extracting useful features 
from gear vibration signals, which fall into three main categories: time-domain analysis (Zhou et al, 2008; 
Parey and Pachori, 2012), frequency domain-analysis (Fakhfakh et al, 2005; Li et al, 2015; Wen et al, 
2015) and time-frequency analysis (Tang et al, 2010; Chaari et al, 2012; Yan et al, 2014; Chen and Feng, 
2017; Zhang and Tang, 2018).  Time-domain statistical approaches can capture the changes in amplitude 
and phase modulation caused by faults (Parey and Pachori, 2012; Pachaud et al, 1997).  In comparison, 
spectrum analysis may extract the features more easily to detect distributed faults with clear sidebands 
(Fakhfakh et al, 2005; Wen et al, 2015; Qian and Chen 1999).  To deal with noise and at the same time 
utilize the transient components in vibration signals, many efforts have focused on joint time-frequency 
domain analysis utilizing Wigner-Ville distribution (Tang et al, 2010; Baydar and Ball, 2001), short time 
Fourier transform (Chaari et al, 2012; Bartelmus and Zimroz, 2009), and various wavelet transforms (Yan 
et al, 2014; Lin and Zuo 2003). The time-frequency distribution in such analysis can in theory lead to rich 
analysis results regarding the time- and frequency-related events in signals. 
Although the manual and empirical methods of feature extraction have seen various levels of 
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successes, obviously their effectiveness is hinged upon the specific features adopted in the diagnostic 
analysis.  It is worth emphasizing that the choices of features as well as the often-applied signal 
preprocessing techniques are generally based on domain expertise and subjective decisions on a specific 
gear system.  For example, while wavelet transforms have been popular and it is well known that each 
wavelet coefficient can be interpreted as the energy concentration at a specific time-frequency point, it is 
evident from large amount of literature that there does not seem to be a consensus on what kind of 
wavelet to use for gear fault diagnosis.  This should not come as a surprise.  On one hand gear faults 
occur primarily at microstructure or even material level but their effects can only be observed indirectly at 
a system level; consequently there exists a many-to-many relationship between actual faults and the 
observable quantifies (i.e., features) for a given gear system (Lu et al, 2012).  On the other hand, different 
gear systems have different designs which lead to very different dynamic characteristics.  As such, the 
result on features manually selected and, to a large extent, the methodology employed to extract these 
features for one gear system design may not be easily extrapolated to a different gear system design.     
Fundamentally, condition monitoring and fault diagnosis of gear systems belongs to the general field 
of pattern recognition.  The advancements in related algorithms along with the rapid enhancement of 
computational power have trigged the wide spread of machine learning techniques to various applications.  
Most recently, deep neural network-based methods are progressively being investigated.  When the 
parameters of a deep neural network are properly trained by available data, representative features can be 
extracted in a hierarchy of conceptual abstractions, which are free of human interference compared to 
manual selection of features.  Some recent studies have adopted such type of approaches in gear fault 
diagnosis, aiming at identifying features implicitly and adaptively and then classifying damage/fault in an 
automated manner with minimal tuning.  For example, Zhang et al (2015) developed a deep learning 
network for degradation pattern classification and demonstrated the efficacy using turbofan engine 
dataset.  Li et al (2016) proposed a deep random forest fusion technique for gearbox fault diagnosis which 
achieves 97.68% classification accuracy.  Weimer et al (2016) examined the usage of deep convolutional 
neural network for industrial inspection and demonstrated excellent defect detection results.  Ince et al 
 14 
 
(2016) developed a fast motor condition monitoring system using a 1-D convolutional neural network 
with a classification accuracy of 97.4%.  Abdeljaber et al (2017) performed real-time damage detection 
using convolutional neural network and showcased satisfactory efficiency.   
Deep neural network is undoubtedly a powerful tool in pattern recognition and data mining.  As an 
end-to-end hierarchical system, it inherently blends the two essential elements in condition monitoring, 
feature extraction and classification, into a single adaptive learning frame.  It should be noted that the 
amount of training data required for satisfactory results depends on many aspects of the specific problem 
being tackled, such as the correctness of training samples, the number of pattern classes to be classified, 
and the degree of separation between different classes.  In most machinery diagnosis investigations, the 
lack of labeled training samples, i.e., experiment data of known failure patterns, is a common issue, 
because it is impractical to collect experimental data of each failure type and especially severity for a 
machinery system.  To improve the performance given limited training data, some recent studies have 
attempted to combine preprocessing and data augmentation techniques, e.g., discrete wavelet transform 
(Saravanan and Ramachandran, 2010), antialiasing/decimation filter (Ince et al, 2016), and wavelet packet 
transform (Li et al, 2016), with neural networks for fault diagnosis.  Nevertheless, the preprocessing 
techniques employed, which are subjected to selection based on domain expertise, may negatively impact 
the objective nature of neural networks and to some extent undermines the usage of such tools. 
1.2 Problem statement and approach overview 
By reviewing the state-of-the-art literatures, one can conclude that the performance of data-assisted 
analysis essentially depends on the robustness and efficiency of algorithms employed. In order to enhance 
the design and identification performance, this dissertation aims to address several critical issues in 
current research projects, which are listed following, 
 To establish a new, systematic framework to tackle the type of configuration optimization 
problems with multiple hard constraints.  Firstly, a compact mathematical model is formulated, 
for a representative configuration design problem with many degrees of freedom and hard 
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constraints.  Based on the characteristics of the problem, investigations into heuristic multi-
objective optimization algorithms and the treatment of hard constraints are conducted, followed 
by the development of an enhanced multi-objective simulated annealing algorithm called 
MOSA/R.  The novelty of this algorithm lies in the newly designed re-seed scheme which enables 
the algorithm to solve the configuration optimization problem as a multi-objective optimization 
problem much more efficiently than existing algorithms.   
 Proposed a new Focal Any-Angle A* approach.  A pruned visibility graph based on Candidate 
Vertices, a term we use to represent the vertices that the optimal path may pass through, is 
developed first, followed by a ray-casting-based visibility check technique.  The new approach 
preserves the optimality advantage of visibility graph-based methods, and reduces the number of 
evaluations needed for path-finding compared to both gird-based (A* on Grids, Theta*) and 
visibility graph-based (A* on Visibility Graphs) methods.  Eventually, the developed algorithm is 
applied to piping network design problems where optimal paths are obtained under reasonable 
computational time.  While the performance of some piping networks may not be merely related 
to the length of the pipes, we also proposed one possible approach to handle other physical or 
geometrical constraints.  The overall design methodology has been successfully validated through 
a networking component prototype fabricated by Stereolithography (SLA).  
 To advance the state-of-the-art in Multi-Objective Simulated Annealing (MOSA) by 
incorporating hyper-heuristic systematically to improve both the generality and performance.  We 
develop a reinforcement learning hyper-heuristic inspired by probability matching (Goldberg, 
1990), which consists of a selection strategy and a credit assignment strategy.  Here in this 
research the re-seed schemes are treated as the low-level heuristics, empowering the algorithm to 
cover various scenarios.  The main contributions are 1) to introduce a new reinforcement learning 
hyper-heuristic framework based on MOSA with re-seed; 2) to devise a new credit assignment 
strategy in high-level selection for heuristic performance evaluation; and 3) to provide insights on 
benchmark case studies and application.   
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 Develop a multi-objective optimization formulation that can be effectively solved by a 
deterministic global approach originated from the Dividing RECTangles (DIRECT) algorithm 
(Jones et al, 1993).  As will be shown comprehensively later in this dissertation, a proper choice 
of sparse regularization under the multi-objective formulation (i.e., treating the sparsity as the 
second objective function) has the potential of yielding a small set of solutions that fits better the 
true damage scenario.  In comparison, if a single composite objective function is used, it yields 
one single solution which however may not capture the true damage at all.  DIRECT algorithm is 
particularly suitable in solving the multi-objective optimization problem formulated.  
Mathematically, it is a deterministic technique, and thus the results obtained are repeatable and 
conclusive without ambiguities.  Only one algorithmic parameter, the number of function 
evaluations, is needed here.  To enhance the computational efficiency, a new sampling/division 
scheme in the unknown parametric space is established.   
 Develop a new methodology of fault identification using piezoelectric impedance/admittance 
sensing.  To thoroughly elucidate the health status, a many-objective optimization is formulated 
to match parametric prediction with measurements at all frequency points of interest.  Gaussian 
process regression is incorporated to construct the response surfaces, which not only significantly 
reduces computational cost but also yields continuous searching of fault parameters.  Our goal in 
optimization is to find many solutions (owing to the under-determined nature of the problem) that 
are all optimal.  In order to balance between solution convergence and diversity, we establish an 
 -dominance enabled many-objective simulated annealing algorithm.  Subsequently, inspired by 
concepts in social statistics, i.e., voting power and majority voting (Taylor and Pacelli, 2008), a 
voting score calculation framework is employed to evaluate quality of the solutions obtained.  As 
a combination of many-objective optimization and voting score calculation, our proposed many-
objective evaluation approach is able to distinguish the solutions that could accurately indicate 
the health condition of the structure and ultimately provide guidance for further examination.   
 Present a deep neural network-based transfer learning approach utilizing limited time-domain 
 17 
 
data for gearbox fault diagnosis.  One-dimensional time-domain data of vibration responses 
related to gear fault patterns are converted into graphical images as input.  The approach inherits 
the non-biased nature of neural networks that can avoid the manual selection of features.  
Meanwhile, the issue of limited data is overcome by formulating a new neural network 
architecture that consists of two parts.  Massive image data (1.2 million) from ImageNet 
(http://www.image-net.org/challenges/LSVRC/2010/) are used first to train an original deep 
neural network model, denoted as neural network A.  The parameters of neural network A are 
transferred (copied) to the new architecture as the first part.  The second part of the architecture, 
an untrained neural network B, accommodates the gear fault diagnosis task and is further trained 
using experimentally generated gear fault data.  Unlike traditional neural networks, the training 
set of transfer learning do not necessarily subordinate to the same category or from the same 
physical background (Yang et al, 2018).  As to be demonstrated later, with this new architecture, 
highly accurate gear fault diagnosis can be achieved using limited time-domain data directly 
without involving any subjective preprocessing techniques to assist feature extraction.   
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Chapter 2. Harnessing Multi-Objective Simulated Annealing toward 
Configuration Optimization within Compact Space for Additive 
Manufacturing 
 The rapid advancement of additive manufacturing technology has led to new opportunities and 
challenges.  One potential advantage of additive manufacturing is the possibility of producing systems 
with reduced volumes/weights.  This research concerns a type of configuration optimization problems, 
where the envelope volume in space occupied by a number of components is to be minimized along with 
other objectives.  Since in practical applications the objectives and constraints are usually complex, the 
formulation of computationally tractable optimization becomes difficult.  Moreover, unlike conventional 
multi-objective problems, these configuration optimization problems usually come with a number of 
demanding constraints that are hard to satisfy, which results in the critical challenge of balancing solution 
feasibility with optimality.  In this research, the mathematical formulation of a representative problem of 
configuration optimization with multiple hard constraints is first presented, followed by two newly 
developed versions of an enhanced multi-objective simulated annealing approach, referred to as MOSA/R, 
to solve this problem.  To facilitate the optimization computationally, in MOSA/R, a versatile re-seed 
scheme that allows biased search while avoiding pre-mature convergence is designed.  Our case studies 
indicate that the new algorithm yields significantly improved performance towards both constrained 
benchmark tests and constrained configuration optimization problem.  The methodology developed can 
lead to an integrated framework of design and additive manufacturing. 
2.1 Introduction 
Configuration design and optimization have been studied since the Kepler Conjecture (i.e., no 
arrangement of equally sized spheres filling space has a greater average density than that of the cubic 
close packing and hexagonal close packing arrangements).  In modern computer-integrated manufacturing, 
configuration optimizations are frequently encountered in aerospace and automotive systems (Grignon 
and Fadel, 2004), manufacturing facilities and plants (Yang and Hung, 2007; Gonzalez-Cruz and 
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Martinez, 2011; Nageshwaraniyer et al, 2013), and 3-dimensonal laser cutting (Gan et al, 2004) etc.  In 
recent years, new opportunities and new challenges unfold with the emergence of additive manufacturing 
(Lipson and Kurman, 2013; Cao et al, 2018).  Additive manufacturing is capable of producing systems 
with reduced volumes/weights.  Traditionally, configuration optimization has been carried out manually 
based on empirical knowledge due to a large number of constraints associated with manufacturing access 
requirements, which is time-consuming and may hinder the result from being optimal or even sub-optimal.  
However, with the higher design freedom brought by additive manufacturing, the components now can be 
manufactured as designed, which offers a new time-efficient convenience to truly facilitate a streamlined 
process of design automation and manufacturing optimization.  Our work is derived from such 
opportunity and motivated by the engineering problem of how to spatially arrange a number of 
components (e.g., cylinders) within a highly restricted space in order to minimize the envelope volume of 
the assembly as well as the distance between these components that have connectivity relations while 
satisfying certain prescribed constraints.   
In general, configuration design involves a wide variety of goals and objectives, and densest packing 
is a good example in terms of the difficulties one may encounter when dealing with such topics.  In two-
dimensional scenarios, one is given a set of geometries such as rectangles, polyminos or spheres.  The 
goal is to pack these items orthogonally into a single rectangular box of unlimited height which needs to 
be minimized (Bortfeldt and Wäscher, 2013), or alternatively, to pack a number of circles inside a 
circumcircle whose radius needs to be minimized (Muller et al, 2009).  Three-dimensional problems can 
be defined in a similar fashion, e.g., given a set of three-dimensional objects of arbitrary geometry and an 
available space (possibly the space of a container), find a placement for the objects within the space that 
achieves the design objectives, such that none of the objects interferes (i.e. occupy the same space) while 
optional spatial and performance constraints on the objects are satisfied.  The problem of packing has 
shown to be NP-complete (Garey and Johnson, 1979), i.e., no optimal algorithm is known running in 
polynomial time.  Therefore, even simple design problems involving spheres, squares or rectangles are 
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known to be difficult problems in the mathematical sense (Grignon and Fadel, 2004).  As such, heuristic 
approaches are required to obtain near-optimal solutions in realistic amount of computational time. 
Throughout the years, various global optimization strategies have been tailored to address the 
configuration optimization problems.  Dyckhoff (1990) used branch and bound approach to solve simple 
rectangular layout problems with a small number of objects.  Szykman and Cagan (1995) presented a 
Simulated Annealing (SA) based approach to generate configurations.  Although theoretically general, 
their work was limited to simple geometric shapes and restricted rotations.  Then the work was extended 
to configuration problems of arbitrary shapes by considering the spatial constrains between components 
using the same SA approach (Cagan et al, 1998).  Meanwhile, Sachdev et al (1998) proposed a framework 
to integrate techniques such as Simulated Annealing and Genetic Algorithms (GA) to solve configuration 
design problems.  Grignon and Fadel (2004) applied multi-objective GA towards configuration 
optimization problems with more complex objectives.  Later on, Aiello et al (2006) employed a multi-
objective constrained genetic algorithm to solve facility layout problems.  A recent review of packing and 
configuration design methods can be found in (Fadel and Wiecek, 2015).  It is worth noting that in 
previous investigations, the feasibility of the design, i.e., finding a configuration that satisfies constraints, 
has not been a major challenge.  On the other hand, many configuration design problems in modern 
engineering practices, such as the manifold configuration design problem, are subjected to multiple hard 
constraints derived from practical requirements, e.g., the distance between certain components is 
restricted, and neither overlap nor out-of-bound is allowed.  In these scenarios, finding a configuration 
that satisfies these constraints itself may become computationally demanding.  Intuitively, constraints 
satisfaction should be added to the priority list in optimization along with convergence and diversity. 
The form of configuration optimization problems varies for specific applications.  For example, as 
will be shown later, the three-dimensional problem of interest is abstracted from certain manifold 
configuration design problems, is a cylinder-based problem with multiple objectives and constrains.  
Nevertheless, different configuration optimization problems could be tackled, in a similar manner, as 
global optimization problems which are usually nonlinear and multi-modal.  In this research, our goal is 
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to establish a new, systematic framework to tackle the type of configuration optimization problems with 
multiple hard constraints.  Firstly, a compact mathematical model is formulated, for a representative 
configuration design problem with many degrees of freedom and hard constraints.  Based on the 
characteristics of the problem, investigations into heuristic multi-objective optimization algorithms and 
the treatment of hard constraints are conducted, followed by the development of an enhanced multi-
objective simulated annealing algorithm called MOSA/R.  The novelty of this algorithm lies in the newly 
designed re-seed scheme which enables the algorithm to solve the configuration optimization problem as 
a multi-objective optimization problem much more efficiently than existing algorithms.  The rest of the 
chapter is organized as follows.  In Section 2.2, a comprehensive mathematical model of the problem is 
formulated, where the unique features of such optimization problem are highlighted.  It is recognized as a 
constrained non-differentiable multi-objective optimization (MOO) problem.  Subsequently, Section 2.3 
gives an overview of representative techniques to solve constrained MOO problems, followed by 
discussions on their respective pros and cons.  A new algorithm, referred to as Multi-Objective Simulated 
Annealing based on Re-seed (MOSA/R), is then developed in Section 2.4 to specifically solve the 
problem.  Implementation details and numerical tests results are presented in Sections 2.5 and 2.6 
respectively, where performance metrics are defined and the performance of two versions of MOSA/R is 
evaluated and compared to some well-known multi-objective algorithms (MOEA/D, NSGA-II and 
AMOSA) when applied to benchmark tests and the configuration optimization problem. 
2.2 Problem definition 
2.2.1 Case setup 
Figure 2.1 illustrates a recent manifold configuration design problem we have facilitated using the 
approach proposed in this study.  To enhance the reproducibility of our study, we abstract the actual 
design problem into a representative mathematical formulation. 
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Figure 2.1 Automated manifold configuration design (a) Components to be placed within a restricted 
manifold (b) Configuration prototype produced using additive manufacturing. 
 
The abstracted model involves six cylinders, which are viewed as six functional units that need to be 
placed within restricted space, with full rotational and translational degrees of freedom.  Free-form object 
representation is precluded to avoid inefficient interference computation.  Accordingly, all the cylinders 
are confined within a cubic space that has a side length of SL in a Cartesian system and each side of the 
cubic space parallels to one of the axes.  The surface of the envelope is defined by the largest coordinate 
value that the cylinder bodies can reach.  Note that the surfaces of the cubic space are not the surfaces of 
the assembly envelope.  A representative cylinder is illustrated in Figure 2.2.  One example configuration 
is depicted in Figure 2.3.  The dimension of each cylinder is defined by its diameter 2r and length (Table 
1).  The connectivity relations of these cylinders are provided in Table 2.2.  The design objectives of this 
test case are: optimizing the volume of the envelope, and meanwhile optimizing the distance of windows 
that have a connective relationship.   
In addition to the aforementioned design objectives, the following constraints are also given: 
Constraint 1: Cylinder 1 base must contact cube surface ‘a’; 
Constraint 2: Cylinder 6 base must contact cube surface ‘b’; 
Constraint 3: Envelope must be located inside the cube, i.e., no cylinder is allowed to surpass the 
cuboid surfaces; 
Constraint 4: Connective line 3 must be 5 inches maximum; 
Constraint 5: Connective line 4 must be 3 inches maximum; 
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Constraint 6: There must be at least 0.5 inch spacing between cylinders. 
 
Figure 2.2 An example cylinder. 
 
 
Figure 2.3 An example configuration. 
 
The six-cylinder model used in this paper is extracted from an engineering design problem.  As each 
cylinder is allowed to move and rotate, the optimization problem has large design space.  Moreover, a 
critical challenge here is that within such a large design space, the feasible region of design is actually 
small, because the constraints are demanding and would be easily violated.  This test problem can 
represent a type of configuration optimization problems featuring large design space and constraints that 
are hard to satisfy.  In the numerical experiments, the boundary constraints (i.e. SL) are varied so that 
different level of constraints is considered. 
 
Table 2.1 Specifications of cylinders 
Component Diameter 2r (inch) Length l (inch) 
Cylinder 1 1.25 5 
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Cylinder 2 1.25 5 
Cylinder 3 1.00 4 
Cylinder 4 1.00 4 
Cylinder 5 1.00 4 
Cylinder 6 0.75 3 
 
Table 2.2 Connectivity relation between cylinders 
Connective Line Start Point End Point 
1 Window 2 of Cylinder 1 Window 1 of Cylinder 6 
2 Window 2 of Cylinder 6 Window 1 of Cylinder 2 
3 Window 2 of Cylinder 2 Window 1 of Cylinder 4 
4 Window 2 of Cylinder 4 Window 1 of Cylinder 3 
5 Window 2 of Cylinder 3 Window 1 of Cylinder 5 
6 Window 2 of Cylinder 5 Window 1 of Cylinder 1 
 
2.2.2 Mathematical formulation of the optimization problem 
As the diameter and length of each cylinder have been specified, five decision variables x, y, z, θ and 
φ are used to designate the exact position and direction of each cylinder, where (x, y, z) represents the 
absolute location of the center of cylinder base in the Cartesian coordinate system, and (θ, φ) represents 
the direction of the cylinder using spherical coordinate notations (Figure 2.4).  With pre-specified 
parameters r and l, a cylinder can be fully described by (x, y, z, θ, φ, r, l).  Accordingly, the coordinate of 
the center of cylinder end can be expressed as 
sin cosx x l    ,      sin siny y l    ,      cosz z l                             (2.1a-c) 
 
Figure 2.4 Cylinder in coordinate system. 
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We assume Xe, Ye, and Ze are the lengths of envelope sides that parallel with the X- , Y-, and Z-axis, 
and d(i, j) is the Euclidean distance between the midpoint of axis of Cylinder i and Window 1 of Cylinder 
j (i.e., the approximated length of connective line between Window 2 of Cylinder i and Window 1 of 
cylinder j).  The term ‘window’ here refers to a specific location on the cylinder that can serve as either 
the starting point or the destination of a connective line (Figure 2.2).  The optimization objectives are 
Min (Envelope Volume) e e eX Y Z                                                 (2.2)  
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If the maxima and the minima that the body of Cylinder k can reach in the X-, Y-, and Z-axis 
directions are xk
max
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Take Equation 2.4(a) for example.  Its physical meaning is that the maxima/minima for Cylinder k in 
the X- axis direction is specified by the x value of the base/end of the cylinder, the radius, as well as the 
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yaw angle and pitch angle (Figure 4) when 
k kx x .  Thus, Xe, Ye, and Ze can be expressed in the following 
form, 
max min
1, ,61, ,6
max( ) min ( )e i i
ii
X x x

   
max min
1, ,61, ,6
max( ) min ( )e i i
ii
Y y y

   
max min
1, ,61, ,6
max( ) min ( )e i i
ii
Z z z

                                               (2.5a-c) 
In Equation (2.3), id stands for the index number of connective lines, e.g., (i, j)1 = (1,6), (i, j)2 = (6,2), 
as indicated in Table 2.2.  ( , )d i j  is given as 
2 2 2( , ) [( ) ] [( ) ] [( ) ]
2 2 2
i i i i i i
j j j
x x y y z z
d i j x y z
  
                              (2.6) 
Next we consider the mathematical expressions of the constraints.  The maxima and minima of the 
cube in the X-, Y-, and Z-axis directions are represented by Cxmax, Cxmin, Cymax, Cymin, Czmax and Czmin, 
respectively, which are determined by the placement of the cube in the Cartesian coordinate system and 
SL.  As SL has been defined to be the length of each side of the cube, the following must be satisfied, 
max min max min max minSL Cx Cx Cy Cy Cz Cz                                      (2.7) 
Constraints 1 and 2 described in Section 2.1 can now be mathematically expressed as 
                                                                          1 maxz Cz , 
                                                                          6 maxx Cx ,  
1 180
o  ,      1 0
o   
6 90
o   ,      6 180
o                                                  (2.8a-d) 
which essentially indicate that the maximum values in the Z- and X- axis directions that the cylinders can 
reach are defined by the z value of Cylinder 1 and x value of Cylinder 6 because their bases will be in 
contact with cube surface ‘a’ and ‘b’.  For Constraint 3, the entire cylinder cannot pass through the cuboid 
surface, yields 
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                                    max max 6max( )ix Cx x  ,      
min
minmin( )ix Cx ,      1, ,6i   
                                    max maxmax( )iy Cy ,      
min
minmin( )iy Cy ,      1, ,6i   
max
max 1max( )iz Cz z  ,      
min
minmin( )iz Cz ,      1, ,6i                    (2.9a-c) 
Constraints 4 and 5 concern the connective line length   
(2,4) 5d a   
(4,3) 3d a                                                        (2.10a, b) 
Since the connective lines are not always the shortest straight lines between windows, in Equations 
(2.11a) and (2.11b), a is a parameter that translates the connective length to Euclidean distance, which is 
assumed to be 1 here.  D(i, j) is defined to be the shortest distance between the center axes of Cylinders i 
and j.  As Constraint 6 specifies that there must be at least 0.5 inch spacing between cylinders, we have, 
( , ) 0.5i jD i j r r   , , 1, ,6; i j i j                                    (2.11) 
In summary, the complete optimization problem formulation can be summarized as 
Minimize envelop volume and connective line length (Equations (2.2) and (2.3)) 
subject to     1) contact constrains (Equation (2.8), equalities) 
        2) boundary constraints (Equation (2.9), inequalities) 
        3) connective line constraints (Equation (2.10), inequalities) 
        4) overlap constraints (Equation (2.11), inequalities) 
This is inherently a multi-objective optimization problem, as we need to tackle two separate 
minimization objectives.  In order to incorporate the above-mentioned inequality constraints into the 
analysis, penalty functions are introduced such that these constraints can be treated equivalently as 
additional objective functions.  For Constraints 1 and 2 represented by Equations (2.9a)-( 2.9c), one 
penalty function is defined as 
max max min min
1 max max min min
max max min min
max max min min
max max
max max min
[max( ) ] [max( ) ] [ min( )] [ min( )]
[max( ) ] [max( ) ] [ min( )] [ min( )]
[max( ) ] [max( ) ] [
i i i i
i i i i
i i
P x Cx x Cx Cx x Cx x
y Cy y Cy Cy y Cy y
z Cz z Cz Cz
       
       
      min minminmin( )] [ min( )]i iz Cz z 
         (2.12) 
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where 
1   if a > 0     
( )
0   otherwise 
a

  

is the Heaviside function.  Mathematically, minimizing 
1P  will move the 
corresponding result toward satisfying the original constraints till 
1 0P   which means the constraints are 
fully satisfied.  Similarly, for the remaining constraints expressed as Equations (2.10) and (2.11), similar 
penalty functions are introduced 
    
2 [ (2,4) 5 ] [ (2,4) 5 ] [ (4,3) 3 ] [ (4,3) 3 ]P d a d a d a d a                                (2.13) 
6 6
3
1 1,
[ 0.5 ( , )] [ 0.5 ( , )]i j i j
i j j i
P r r D i j r r D i j
  
                                   (2.14) 
Each kind of inequality constraint has thus been translated into one objective function.  It is worth 
noting that the equality constraints are considered in the move routine of the algorithm to be developed. 
Our goal now becomes to minimize 5 objective functions expressed as Equations (2.2), (2.3), (2.12), 
(2.13), and (2.14).  We have a multi-modal optimization problem associated with 24 design variables and 
5 discontinuous objectives within a very large design space.   
2.3 Related studies 
In this section, existing techniques that could possibly be used to solve the problem formulated in the 
preceding section are investigated.  The problem defined involves simultaneous optimization of several 
incommensurable and potentially conflicting objectives.  Intuitively, multi-objective optimization (MOO) 
could be facilitated by forming an alternative problem with a single, composite objective function using a 
weighted sum approach.  Single objective optimization techniques are then applied to this composite 
function to obtain a single optimal solution.  However, the weighted sum methods have difficulties in 
selecting proper weighting factors especially when there is no articulated a prior preference among 
objectives.  Indeed, a posteriori preference articulation is usually preferred, because it allows a greater 
degree of separation between the algorithm and the decision-making process which also enables the 
testing process to be conducted independently of the application (Giagkiozis et al, 2015).  Furthermore, 
instead of a single optimum produced by weighted sum methods, MOO will yield a set of alternative 
solutions explicitly exhibiting the tradeoff between different objectives.  In light of this, significant 
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amount of research has been carried out on solving MOO problems.  Here we start from outlining 
representative categories of methods of MOO.  
2.3.1 Overview of MOO methods 
In this sub-section we briefly overview some representative MOO methods, which provides the basis 
for the subsequent discussion of the handling of constraints and the development of the new algorithm. 
The most well-known MOO methods are probably the Pareto-based methods that define optimality in 
a wider sense that no other solutions in the search space are superior to Pareto optimal solutions when all 
objectives are considered (Zitzler, 1999).  A general Pareto-based MOO problem where n objectives are 
minimized simultaneously is 
1Minimize ( ) ( ( ) ( ))n= = f ,..., fx x xy f                                         (2.15) 
where 1 2( , ,..., )kx x x x X  and 1 2( , ,..., )ny y y y Y .  x is the decision vector of k decision variables, 
and y is the objective vector.  X denotes the decision space while Y is called the objective space.  When 
two sets of decision vectors are compared, the concept of dominance is used.  Assuming a and b are 
decision vectors, the concept of Pareto optimality can be defined as follows: a is said to dominate b if:  
{1,2,..., }: ( ) ( )i ii n f f  a b                                                  (2.16a) 
and 
{1,2,..., }: ( ) ( )j jj n f f  a b                                                 (2.16b) 
Refer to Figure 2.5.  Any objective function vector which is neither dominated by any other objective 
function vector of a set of Pareto-optimal solutions nor dominating any of them is called non-dominated 
with respect to that Pareto-optimal set.  The solution that corresponds to the objective function vector is a 
member of Pareto-optimal set.  Usually  is used to denote domination relationship between two 
decision vectors (Table 2.3).   
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Figure 2.5 Domination relations within a set of solutions for a two objectives minimization problem  
( : Non-dominated solutions; : Dominated solutions). 
 
Table 2.3 Domination relations 
Relation Symbol Interpretation in objective space 
a dominates b a b  a is not worse than b in all objectives and better in at 
least one objective 
b dominates a b a  b is not worse than a in all objectives and better in at 
least one objective 
Non- dominant to 
each other 
b a  a is worse than b in some objectives but better in 
some other objectives 
 
Another class of methods, the decomposition-based methods, is similar to the weighted sum approach.  
Unlike traditional weighted sum, they employ a set of weighting vectors to decompose an MOO into a set 
of single-objective sub-problems.  Such methods are compatible with population based techniques such as 
Genetic Algorithm.  A well-known example was conducted by Zhang et al (2007).  The third class of 
methods is indicator-based.  They are based on metrics measuring the quality and fitness of the solution.  
One of the most popular indicators is HyperVolume which was introduced by Zitzler and Thiele (1999).  
But the calculation of HyperVolume is NP-hard itself, and the computational cost may be prohibitive 
when the number of objectives is large.  Lastly, if a priori knowledge is available, which is usually not 
the case for practical applications, goal-attainment and  -constraint could also be considered.  
2.3.2 Constraint handling 
It is worth emphasizing again that the test problem formulated in Section 2.2 comes with hard 
constraints.  Here ‘hard’ means the constraints are not only must-satisfy ones but also difficult to be 
satisfied (which will be illustrated in Section 6 through actual simulations).  Handling constraints within 
MOO is an important task that deserves attention particularly when dealing with practical problems that 
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have constraints that should be incorporated into the optimizer (Coello et al, 2007).  Hence, a biased 
decision-making technique should be involved favoring the constraints.  There are several methods of 
handling constraints in multi-objective optimization.  One technique is to ignore infeasible solutions.  
This technique tries to ignore infeasible solutions along the optimization process (Cao et al, 2016), so that 
only a newly generated feasible solution will be taken into consideration.  But in most practical 
applications, finding a feasible solution is a major problem itself.  Another technique is to use penalty 
functions, where larger penalty parameters could be assigned to objectives with higher priority.  A general 
formulation takes the form of 
1
( ) ( )
n
i i
i
f h G

 
   
 
x x  where ( ) x  is the new objective function to be 
optimized, 
iG  is the function of the constraint ( )ig x , and ih  is a positive penalty parameter.  The most 
common form for 
iG  is max(0, ( ))i iG g x .  This method relies heavily on the proper selection of the 
penalty parameters.  If inappropriate parameters are chosen, either a set of infeasible solutions or a poor 
distribution of solutions is likely.  Yet it is still not clear how to select parameters scientifically to guide 
the search towards the most desirable direction.  A third type technique can be regarded as systematic 
constraint handling procedure (Deb, 2000) where the solutions are carefully classified into feasible ones 
and infeasible ones.  Similar to the challenge encounter by the first technique mentioned above, when 
most solutions are infeasible along the optimization process, this method would have difficulties in 
finding solutions.   
Because the feasible region is significantly smaller as opposed to the infeasible region for problems 
with hard constraints, the first technique (ignoring infeasible solution) and the third technique (systematic 
constraint handling) seem inadequate.  In addition, due to the difficulty to determine penalty parameters, 
the second technique (penalty function) appears to be ad-hoc.  Alternatively, a potentially promising 
approach is the combined non-domination check suggested by Ray et al (2001).  A general constrained 
multi-objective optimization problem (in the minimization sense) can be expressed as: 
1Minimize ( ) ( ( ) ( ))n= = f ,..., fy x x xf                                                  (2.17) 
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    subject to ( )   1,2,...,i ig a i q  c x                                                  (2.18) 
Then a combined objective can be defined, 
combined 1 1( ( ),..., ( ), ,... )n q= f f c cy x x                                                   (2.19) 
Then, the non-domination check of the combined objective could be made using Equations (2.16a) 
and (2.16b).  
The main idea behind is intuitive, e.g., a constrained single-objective optimization problem will be 
transformed into an unconstrained MOO problem based on Pareto optimality such that no aggregation of 
objectives or constraints is involved.  This method eliminates the need for fine-tuning penalty parameters 
so one could approach the feasible region in a more efficient way (Mezura-Montes and Coello, 2006).  
For more details of constraint handling, one may refer to (Coello et al, 2007; Huband et al, 2006). 
2.4 An improved simulated annealing algorithm: MOSA/R 
The formulation of an improved algorithm to efficiently solve the configuration optimization problem 
is presented in this section.  Figure 2.6 shows the compatibility relations between constraint handling 
techniques and multi-objective handling techniques.  We hope to use combined non-domination check to 
handle constraints; the only cohesive approach is the Pareto-based approach.  Thus, we decide to employ 
such combination.  Essentially, a combined objective as demonstrated in Equation (2.19) is used as the 
design objective followed by the Pareto domination check as illustrated in Equations (2.16).  Therefore, 
neither weighted aggregation nor feasibility check is involved.  Genetic Algorithms (GA) and Simulated 
Annealing (SA) are considered as the effective approaches of such kind in solving configuration design 
problems (Fadel and Wiecek, 2015).  In this application, SA is chosen over GA as the result of our 
preliminary investigation, for several reasons.  First, the decision space of our test problem is larger 
compared to test cases like ZDT, DTLZ or WFG in literature (Huband et al, 2006).  The synergy effect of 
large decision space and multi-modality may render two sets of approximated optimal solutions sitting 
very far away from each other in decision space.  As suggested by Beyer (1997), the crossover operator 
has the effect of genetic repair which survives the common features of both parents.  The crossover 
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operation may not be as effective towards the test problem because the parents would probably have 
nothing in common.  The second reason is that most solutions found along the course of optimization are 
infeasible.  GA, as a population-based algorithm, generates more infeasible solutions than that of SA 
when executed under the same number of evaluations, which means GA is more computationally 
intensive (or converges slower) than SA under such circumstance.  As reported by Mann and Smith 
(1996), the execution time of GA is from 10 to 24 times longer than that of SA.  On the other hand, SA 
generates one solution at a time, which is easier to manipulate towards feasibility.  In fact, SA can, in a 
certain way, be viewed as a special case of GA (Pinedo, 2005).  As will be shown later, our simulation 
results match the above statement well (see Section 2.6.1 and Section 2.6.2).  For the configuration 
optimization problem analyzed in this research, the GAs (MOEA/D and NSGA-II) applied cannot find 
feasible solution in a reasonable time frame.  Thus, the corresponding results are not included in Section 
2.6.3.   
 
Figure 2.6 Compatibility relationships between multi-objective handling and constraint handling 
techniques. 
 
Simulated Annealing (Kirkpatrick et al, 1983) is a heuristic technique drawing an analogy from 
physics annealing process.  It was originally designed for solving single objective optimization problem 
and was proven to be robust and convergent if annealed sufficiently slow (Mitra et al, 1986).  Engrand, 
who is among the very first to embed the concept of Pareto optimality with SA, proposed to maintain an 
external population archiving all non-dominated solutions found so far (Engrand, 1998).  Then several 
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Multi-Objective Simulated Annealing (MOSA) methods that incorporate Pareto set (Czyzak and 
Jaszkiewicz, 1998; Ulungu et al, 1999; Suppapitnarm et al, 2000; Nam and Park, 2000) have been 
developed.  The acceptance criteria of these methods are all derived from the differential between the new 
and current solutions.  However, in the presence of Pareto set, solely comparing the new solution to the 
current solution appears to be vague.  That is why there have been a few techniques proposed that use 
Pareto domination based acceptance criterion in MOSA (Suman, 2005; Smith, 2006; Bandyopadhyay et 
al, 2008; Zaretalab et al, 2015), the salient feature of which is that the domination status of the point is 
considered not only with respect to the current solution but also the archive of non-dominated solutions 
found so far.  It has been widely demonstrated that simulated annealing algorithms are capable of finding 
multiple Pareto-optimal solutions in a single run.   
2.4.1 Algorithm formulation 
Based on the discussion above, a re-seed based MOSA algorithm is developed, hereafter referred to 
as MOSA/R, following the lead of AMOSA (Bandyopadhyay et al, 2008) that uses dominance measure to 
compute the probability of acceptance of a new point.  This new MOSA/R scheme will enable constraints 
handling without the need to specify parameters through the use of a re-seed scheme combined with non-
dominated rank of the constraints.  In this research, two different versions of MOSA/R are tested.  The 
feasibility and efficiency of the proposed methods with application to the test problem defined earlier are 
illustrated and compared with AMOSA.  The flowchart and pseudo-code of MOSA/R is provided below. 
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Figure 2.7 Flowchart of MOSA/R. 
 
Algorithm MOSA/R 
1.  Set Tmax, Tmin, # of iterations iter, cooling rate α 
2.  Initialize the Archive (Pareto front) 
3.  Current solution = randomly chosen from Archive 
4.  While (T > Tmin) 
5.      For 1 : iter 
6. Generate a new solution vector in the neighborhood of current solution vector 
7.   If new solution dominates k (k >= 1) solutions in the Archive   /*Case 1*/ 
8.    Remove all k dominated points from the Archive 
9.    Add new solution to the Archive  
10.    Set new solution as current solution 
11.   Else if new solution dominated by k (k >= 1) solutions in the Archive /*Case 2*/ 
12.    If new solution dominated by current solution /*Case 2a*/ 
13.    If current solution   Archive /*Case 2a-1*/ 
14.      
1
1 exp( / )avg
prob
dom T

 
 
    where ,1
k
i newi
avg
dom
dom
k


 
   
15.    Set new solution as current solution with prob 
16.   Else if current solution   Archive /*Case 2a-2*/ 
17.    Select a solution from Archive following designed rules 
18.    
,
1
1 exp( )select new
prob
dom

 
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where ,select newdom = domination amount between selected  
     solution and new solution 
19.    
1
'
1 exp( / )avg
prob
dom T

 
 
where , ,1
( )
k
i new current newi
avg
dom dom
dom
k

  
 
  
20.    Set selected solution as current solution with prob  
21.    Set new solution as current solution with (1-prob)*prob’ 
22.   End if 
23.  Else if new solution dominates current solution /*Case 2b*/ 
24.   Set new solution as current solution 
25.    Else if new and current solution are non-dominant to each other /*Case 2c*/ 
26.     
1
1 exp( / )avg
prob
dom T

 
 
   where ,1
( )
k
i newi
avg
dom
dom
k


 
   
27.   Set new solution as current solution with probability=prob 
28.    End if 
29.   Else if new solution and Archive are non-dominant to each other   /*Case 3*/ 
30.    Add new solution to the Archive 
31.    Set new solution as current solution 
32.   End if 
33.      End for 
34.  T= α*T 
35.  End while 
 
The inputs of MOSA/R for configuration optimization are the cylinders’ position randomly initialized 
in the Cartesian coordinate system.  MOSA/R uses the concept of the amount of domination in computing 
the acceptance probability of a new solution.  Given two solutions a and b, the amount of domination is 
defined as 
1, ( ) ( )
( ( ) ( ) / )
i i
M
i i ii f f
dom f f R
 
  a,b a b a b                                         (2.20) 
where M is the number of objectives and Ri is the range of the ith objective. 
2.4.2 The re-seed scheme: when to trigger 
The re-seed scheme (Case 2a-2) (Line 16 to Line 22) essentially differs MOSA/R from AMOSA.  A 
re-seed scheme consists of two parts, “when” to re-seed and “what” to re-seed.  “When” implies the 
scenarios that triggers the re-seed, which is problem independent.  And “what” means if the re-seed 
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happens, which solution should be selected.  Such selection process could be designed to accommodate 
different optimization needs.  Let’s first define when to re-seed in a general sense.  (What to re-seed will 
be discussed in Section 2.5.3).  Figure 2.8 illustrates when the re-seed may happen for both AMOSA and 
MOSA/R in the objective space and the decision space.  Figures 2.8(a) and 2.8(b) depict the simplified 
scenarios where two objectives are considered while Figures 2.8(c) and 2.8(d) are the simplified scenarios 
with only one objective.  In AMOSA, the probability re-seed happens when the new solution dominates 
current solution, and at the meantime, is dominated by at least one solution in the Archive.  As illustrated 
in Figures 2.8(a) and 2.8(c), if re-seed takes place, a potential non-dominated solution (the dotted line 
circle) could be overlooked, which, as a consequence, will lead to premature convergence, and loss of 
diversity among the Pareto front.  However, in MOSA/R, the probability re-seed happens when a new 
solution is dominated by both current solution, which does not belong to the Archive, and, at least, one 
solution in the Archive, as depicted in Figures 2.8(b) and 2.8(d).  The re-seed timing of MOSA/R is 
improved compared to that of AMOSA in the sense that it gives the algorithm more flexibility to explore 
a possible optimal region.  Figures 2.8(e) and 2.8(f) show that given the current solution and the Archive, 
how the optimizer performs correspondingly when the new solution falls into different quadrants for 
AMOSA and MOSA/R respectively.  It is worth noting that a re-seed scheme is preferable for practical 
applications due to the fact that it will enable the algorithm to converge to the feasible region in a timely 
manner.  A reasonable convergent time is significant because otherwise exhaustive random search, which 
could be easily proved to be convergent to optimal if given enough time, would be a panacea.  Hence, 
even though Simulated Annealing has been proved to be convergent, the estimated time of absolute 
convergence 
* min( , )( ) (1/ )a bkr k v e  which is related to the objectives and annealing schedule (Mitra 
et al, 1986) is usually unrealistic.  Under such circumstances, a properly designed re-seed could make a 
difference. 
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         (a)                                                                   (b) 
 
         (c)                                                                   (d) 
 
         (e)                                                                   (f) 
Figure 2.8 Re-seed timing comparisons of AMOSA (a) (c) (e) and MOSA/R (b) (d) (f). 
 
The merit of simulated annealing is to allow inferior moves by probabilistic relaxation, so potentially 
an inferior solution will lead the search to a superior solution in the subsequent steps.  The re-seed scheme 
should not weaken such merit.  MOSA/R is designed followed the rule that once the new solution shows 
the potential for being the starting point of the very path towards the optimal region, re-seed may be 
triggered probabilistically.  Table 4 gives a direct comparison of the decision procedure in MOSA/R and 
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AMOSA.  The discussion of how to re-seed (i.e., Line 17 designed rules in the pseudo-code) is presented 
in the next section of implementation. 
 
Table 2.4 Decision procedures of MOSA/R as compared to AMOSA 
 MOSA/R AMOSA 
New Archive 
/*Case 1*/ 
New Cur 
Accept and Update 
New Cur 
New Cur Not possible 
New Archive 
/*Case 2*/ 
New Cur 
/*2a*/ 
CurArchive 
/*2a-1*/ 
Accept with prob 
Accept with prob 
CurArchive 
/*2a-2*/ 
Re-seed with prob 
Accept with 
(1- prob)*prob’ 
New Cur 
/*2b*/ 
Accept 
Re-seed with prob 
Accept with (1- prob) 
New Cur 
/*2b*/ 
Accept with prob 
New Archive 
/*Case 3*/ 
New Cur 
Accept and Update 
New Cur 
New Cur Not possible 
2.5. Implementation details 
2.5.1 Initialization 
The algorithm begins with 100 initial solutions in the Archive.  All these solutions, which correspond 
to possible configurations, are chosen randomly from the objective space.  These solutions can also be 
refined using a simple hill-climbing technique.  In this research, a randomly chosen initial Archive is 
employed to better exploit the performance of each algorithm. 
2.5.2 Move routine 
According to Line 6 of the pseudo-code, the new solution is obtained through perturbations.  For the 
test problem, perturbation means to move the cylinders.  In this research, two move routines are used, i.e., 
translation and rotation.  To be more specific, translation perturbs x, y and z, and rotation perturbs θ and φ.  
The new perturbed decision variable is sampled from Laplace distribution whose expectation is the 
current solution and diversity parameters are chosen depending on the scale of each variable.  The 
probability density function is given as 
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where   denotes the expectation and l is the diversity parameter.  For our case, l is chosen as 0.5 and 
30 for translation and rotation, respectively.  We only carry out one kind of perturbation to one cylinder 
per iteration for the purpose of detailed scanning of the objective space.  Nevertheless, it is also viable to 
perturb multiple cylinders at once.  
2.5.3 The re-seed scheme: what to pick  
This subsection discusses what solution to select from the Archive (Line 17 designed rules) to 
compete for acceptance.  One of the advantages of the selection process is that it could be adjusted 
flexibly with respect to different applications.  In this research, two re-seed schemes are formulated.  First 
is to select the solution from Archive that corresponds to the minimum difference of domination amount.  
Then the selected solution is set as a current solution with probability select,new1/(1 exp( ))dom  .  
MOSA/R using the first approach is given the notation MOSA/R-1.0.   
The second approach needs to make use of the technique called fast non-dominated sort (Deb et al, 
2002).  We sort the non-dominated solutions in Archive into fronts based on their objective functions that 
correspond to constraints (Equations (2.12), (2.13) and (2.14)).  This is the step that embodies biased 
constraints handling.  Then, the solution in the first front with a minimum amount of domination towards 
the new solution is chosen and will be set as the current solution with probability 
select,new1/(1 exp( ))dom  .  MOSA/R using the second approach is given the notation MOSA/R-2.0.  In 
both approaches, the solution corresponding to the minimum difference of domination amount is chosen 
instead of the solution corresponding to the maximum difference of domination to avoid premature 
convergence.  Figure 2.9 illustrates how to choose one solution among Archive as a re-seed candidate 
when there are two penalties.  In our case study, most solutions along the process are infeasible solutions, 
so the issue of maintaining diversity among population seems somewhat trivial.  When a well distributed 
and well spread non-dominated set is something needs to be achieved, techniques such as fitness sharing 
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(Goldberg and Richardson, 1987), isolation by distance (Ryan, 1995), over specification, crowding (Deb 
et al, 2002),  -dominance (Laumanns et al, 2002), and decomposition (Zhang and Li, 2007) could be 
incorporated into the selection process.  Take decomposition, for example.  Whenever the re-seed is 
triggered, solutions in Archive should be converted into scalars with a different emphasis from time to 
time.  Then the solution that is closest to the new solution in terms of the scalar value will be selected to 
compete for acceptance.   
 
Figure 2.9 How to re-seed when constraints are considered. 
 
2.5.4 Annealing schedule 
The initial temperature is determined in such a way that virtually all transitions are accepted at the 
beginning ‘burn in’ period.  Let the error be defined as   
*
opt opt| ( ) / |re f f f                                                   (2.22) 
where 
*f  is the current objective value, and optf  is the desired objective value.  The stopping criteria, i.e., 
the final temperature should be chosen either to control the error defined above.  In this research, for cases 
presented in Sections 2.6.1 and 2.6.2 the starting temperature Tmax and final temperature Tmin values are 
set to be 100 and 10
-4
.  For the test problem analyzed in Section 2.6.3, the starting temperature Tmax and 
final temperature Tmin values are set to be 1000 and 10
-2
, respectively.  Another parameter of an annealing 
schedule is the number of iterations, denoted as iter, performed at each temperature.  It should be chosen 
such that the system is sufficiently close to the stationary distribution at that temperature.  In this study, 
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iter between two consecutive temperature levels are specified as 81, 162 and 200 for cases analyzed in 
Sections 2.6.1, 2. 6.2 and 2.6.3, respectively. 
For temperature decrement ( )T T , a common parameter to control the decrement is 
1i iT T                                                                         (2.23) 
where 0 1   is a constant.  Some other cooling schedules available in the literature are logarithmic, 
Cauchy, and exponential.  It has been proved that if annealed sufficiently slowly, SA converges to the 
global optimum.  To have a fair comparison and enable a good exploitation of the solution space, the 
cooling rate of lowering temperature value is set to be 0.8 for cases analyzed in Sections 2.6.1 and 2.6.2, 
and 0.95 for the test problem analyzed in Section 2.6.3.   
2.5.5 Implementation of other algorithms for comparison 
In order to perform fair comparisons, each parameter in AMOSA is set to be the same as that of 
MOSA/R.  For NSGA-II and MOEA/D, the total number of function evaluations is set in accordance with 
AMOSA and MOSA/R.  Other parameters used follow the original publications of the algorithms.  The 
population size is set to be 300.  The distribution indexes in SBX and the polynomial mutation are set to 
be 20.  The crossover rate is 1.00 and the mutation ration is 1/n where n is length of decision vector.  In 
MOEA/D, Tchebycheff approach is used and the size of neighbor population is set to be 20.  All initial 
solutions are generated randomly form the decision space of the problems. 
2.6. Case Investigations 
In this section, we first examine the performance of MOSA/R using benchmark multi-objective 
constrained problems as compared to MOEA/D, NAGA-II and AMOSA, and then apply it to the 
constraint configuration optimization problem defined in Section 2.2.  The simulation results are based on 
10 independent test runs.  All simulations are carried out within MATLAB on a 2.40GHz Xeon E5620 
computer.   
For multi-objective optimization (MOO), an algorithm will provide a set of solutions that realize the 
optimal trade-offs between the considered optimization objectives, i.e., Pareto set.  Therefore, the 
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comparison of the performance of MOO algorithms has to be based on their Pareto sets.  There are 
multiple optimization goals in our multi-objective optimization: 1) number of feasible solutions; 2) 
convergence to the true Pareto-optimal set; and 3) maintenance of diversity in solutions of the Pareto-
optimal set.  Hence, six metrics are briefly explained below, and will be used in Sections 2.6.1, 2.6.2 and 
2.6.3 to measure the results in terms of the above-mentioned goals. 
Cardinality (N) 
N is the number of feasible solutions in the Pareto set.  For constrained multi-objective optimization 
problems, finding feasible region is a difficult task of itself.  Cardinality (N) reflects how good the 
algorithm is in satisfying constraints and exploring feasible search space. 
Inverted Generational Distance (IGD) 
The IGD indicator quantifies the degree of convergence by computing the average of the minimum 
distance of points in the true Pareto front (PF*) to points in Pareto front obtained (PF), as expressed 
below, 
*
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where M is the number of objectives, 
mf  is the mth objective value of PFf .  In Equation (2.24), 
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f
 calculates the minimum Euclidean distance between the ith point in PF* and points 
in PF.  A lower value of IGD indicates better convergence and completeness of the PF obtained.  
HV indicator  
The HV indicator measures convergence as well as diversity.  Specifically, 
( , *) ( ( , *))
x PF
HV PF r volume v x r

                                                         (2.25) 
where r* is the reference point which is set to be 1.1 times the upper bound of the Pareto front in the HV 
calculation.  The calculation of HV requires normalized objective function values.  In this research HV 
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stands for the percentage covered by the Pareto front of the cuboid defined by the reference point and the 
origin (0, 0, 0). 
Convergence of two sets (C) 
When the true Pareto-optimal set is not available, the relative goodness of two sets of solutions should 
be measured.  Let A, B be two approximation sets consisting of decision vectors.  The function C maps 
the ordered pair (A, B) to the interval [0, 1] in the following manner 
|{ | : }|
( , )
| |
C
  

b B a A a b
A B
B
                                                      (2.26) 
The value ( , ) 1C A B means that all solutions in B are dominated by A.  If ( , ) 0C A B  then no point 
in B is dominated by points in A.  Both directions have to be considered for the comparison since 
( , )C A B  is not necessarily equal to 1 ( , )C B A .  As the true Pareto set is unknown, the measure C is used 
for the performance comparison of two multi-objective algorithms.   
We also define that when B is empty while A is not, ( , ) 1C A B  and ( , ) 0C B A .  When A, B are 
both empty, ( , ) ( , ) 0.5C C A B B A . 
Minimal Spacing (Sm) 
Spacing concerns the distribution of decision vectors throughout the non-dominated solutions found.  
A metric measuring the range (distance) variance of neighboring vectors in the Pareto set called Minimal 
Spacing (S) has been proposed (Srinivas and Deb, 1994).  For a general M-dimensional problem, the 
Spacing metric is defined as: 
2
1
1
= ( ) ( 1,2,..., )
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S d d i N
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                                                (2.27) 
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i j m m
m
d f x f x i j

                                                (2.28) 
Then the average d  of these distances is calculated, and N is the number of solutions on the non-
dominated front.  A value of zero for this metric indicates all members of the Pareto front currently 
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available are equidistantly spaced.  The Spacing metric, however, may fail under common scenarios.  
Alternatively, Minimal Spacing (Sm) can be formulated based on Spacing (S) following the steps in 
(Bandyopadhyay et al, 2004).  In brief, when computing id , the term | ( ) ( ) |
i j
m mf x f x  is divided by 
max min| |m mF F  in order to standardize it, where 
max
mF  and 
min
mF  are the maximum and minimum values 
respectively of the mth objective.   
Accounted Proportion P 
In this research, another metric called Accounted Proportion is formulated to compare the solutions 
obtained by several optimization algorithms over multiple simulations at once.  Suppose K ( 2 ) 
algorithms are applied to the optimization problem, and the simulation is carried out L times for each 
algorithm respectively.  
j
iPS  represents the Pareto set obtained by algorithm i in its jth simulation.  Let 
the non-dominated solutions of the union of Pareto sets obtained by algorithm i over L simulations be 
*
iPS , 
Non-dominated { }* ji i
j L
PS PS

 
  
 
                                                    (2.29) 
And the set of non-dominated solutions of all Pareto sets is *PS . 
,
Non-dominated { }* ji
i K j L
PS PS
 
 
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 
                                               (2.30) 
Thus for algorithm i, the Accounted Proportion is  
*| | / | |*i iP PS PS                                                               (2.31) 
where | |  operation calculates the number of solutions in a set.  
2.6.1 Case 1: SRN problem 
We first examine the general performance of MOSA/R by applying five algorithms (MOEA/D, 
NSGA-II, AMOSA, MOSA/R-1.0, MOSA/R-2.0) to a constrained multi-objective benchmark problem 
SRN (Srinivas and Deb, 1994): 
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   Minimize: 2 21 1 2( ) 2 ( 2) ( 2)f x x    x  
     22 1 2( ) 9 ( 1)f x x  x  
subject to: 
2 2
1 2 225x x   
     1 23 10 0x x    
     1 220 , 20x x                                                                     (2.32a-f) 
The simulation results are presented in Table 5 where three metrics, Cardinality and IGD and HV, are 
used.  The shaded grids in Table 2.5 indicate the best result in each test in terms of the measures.  As 
demonstrated in Figure 10, MOSA/R-2.0 prevails in Cardinality and IGD, and is the second best in terms 
of HV.  Meanwhile, MOSA/R-1.0 shows better performance than the other three algorithms in 
Caridnality and IGD, and reach the third place in HV next to NSGA-II and MOSA/R-2.0.  In this case, it 
is relatively easier for each algorithm to find feasible solutions.  As shown in Figure 2.11, all algorithms 
applied are able to locate the true Pareto front in limited 5,000 function evaluations, but MOSA/R-2.0 
exhibits the best coverage over the true Pareto front. 
 
Figure 2.10 Box plots of five algorithms w.r.t. Cardinality, IGD and HV on SRN and TNK 
(From left to right: MOEA/D, NAGA-II, AMOSA, MOSA/R-1.0, and MOSA/R-2.0) 
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Figure 2.11 Pareto front obtained by each algorithm for test instances SRN and TNK 
(First 5 SRN, last 5 TNK) 
 
2.6.2 Case 2: TNK problem 
Next the algorithms are applied to a more difficult benchmark constrained multi-objective problem 
TNK (Tanaka et al, 1995).  The problem is given as follows: 
   Minimize: 1 1( )f xx   
     2 2( )f xx  
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Subject to: 
2 2 2
1 2
1
1 0.1cos(16arctan )
x
x x
x
    
     2 21 2( 0.5) ( 0.5) 0.5x x     
     1 20 ,x x                                                                       (2.33a-f) 
Equation (2.33f) is modified by enlarging the design space to 1 20 , 100x x   in order to make it 
more challenging in finding feasible solutions.  Compared to SRN, it is harder to locate the feasible 
region because this problem has larger decision space and the true Pareto front is discrete and non-linear.  
For each algorithm, it runs until 10,000 function evaluations are reached.  The simulation results are 
presented in Table 2.5.  As demonstrated in Figure 10, three Simulated Annealing based algorithms have 
better performance than Genetic algorithms, which validates our discussion in Section 2.4.  MOSA/R-2.0 
has the best overall performance among the five algorithms.  Consistent with the case evaluated in 
Section 6.1, both MOSA/R algorithms achieve more feasible solutions than MOEA/D, NSGA-II and 
AMOSA.  In addition, as Figure 2.11 illustrates, both MOSA/R maintain relatively good diversity 
compared to other algorithms. 
 
Table 2.5 Cardinality, IGD and HV measures on the constrained benchmark tests SRN and TNK over 
10 runs in terms of mean 
Algorithm SRN TNK 
Cardinality IGD HV Cardinality IGD HV 
MOEA/D 59.6667 2.9692 0.9318 5.3333 0.14838 0.25995 
NSGA-II 132.5 1.6596 0.9519 32.5 0.1179 0.3097 
AMOSA 24 9.89 0.93155 47.16667 0.010917 0.38555 
MOSA/R-1.0 214.3333 3.2863 0.9325 49.5 0.0113 0.3861 
MOSA/R-2.0 450.1667 0.7966 0.9476 53.1667 0.010633 0.3869 
 
In both cases illustrated in Sections 2.6.1 and 2.6.2, MOSA/R has an edge over some other 
contemporary approaches when applied to constrained multi-objective benchmark problems.  Given 
limited number of function evaluations, MOSA/R converges faster and yields more useful feasible results.  
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2.6.3 Case 3: Configuration optimization test problem 
In this sub-section, we will solve the configuration optimization test problem defined in Section 2.  
For this problem, there are three main goals that an MOO algorithm should reach.  It should find as many 
feasible solutions as possible.  It should converge as close to the true Pareto front as possible.  It should 
also maintain as diverse a solution set as possible.  As mentioned earlier in Section 2.6, the comparison 
metrics N shows the number of feasible solutions (the larger the better), C represents the degree of 
convergence with respect to the compared set of solution (the closer to 1 the better), P illustrates how well 
the algorithm converges from a different perspective when the strategies applied are considered all at 
once (the larger the better), and Sm indicates the diversity (the smaller the better). 
The numerical experiment is designed in such a way that we decrease one parameter SL (i.e., 
tightening the constraints), which is the length of cube side, from 9.4 to 8.2 with a step of size 0.1.  The 
cut-off SL value is chosen to be 8.2 because this is when AMOSA have difficulties finding feasible 
solutions.  For each SL value, AMOSA, MOSA/R-1.0 and MOSA/R-2.0 are devised.  All algorithms are 
executed 10 times, and the results reported are the mean values and standard deviations obtained over 10 
runs.  Genetic algorithms (MOEA/D and NSGA-II) are not included in the comparison because they are 
not able to find feasible solutions.  The possible reasons have been discussed in Section 2.4.  Notations 
AM and MR in the tables mentioned below stand for AMOSA and MOSA/R respectively.   
Tables 2.6 and 2.7 demonstrate the relative performance of AMOSA, MOSA/R-1.0, and MOSA/R-
2.0 in terms of the three metrics N, C and Sm.  The comparisons are also illustrated in Figures 2.12 and 
2.13.  The number of feasible solutions (Cardinality) found by MOSA/R-1.0 and MOSA/R-2.0 are 
always greater than that of AMOSA, as can be seen from Figure 2.12(a), and MOSA/R-2.0 has a clear 
advantage in this contest because the re-seed scheme of MOSA/R-2.0 is designed for finding feasible 
solutions under hard constraints.  When AMOSA and MOSA/R-1.0 start to show no feasible solution as 
constraints are tightening, MOSA/R-2.0 excels at Cardinality considerably.   
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         (a)                                                                   (b) 
 
         (c)                                                                   (d) 
Figure 2.12 Cardinality and Convergence with SL varying from 9.4 to 8.2. 
 
 
Figure 2.13 Minimal Spacing with SL varying from 9.4 to 8.2. 
 
Table 2.6 Cardinality and Minimal Spacing measures on the configuration optimization test problem 
over 10 runs in terms of mean and standard deviation 
SL 
Cardinality (N) Minimal Spacing (Sm) 
AM MR-1.0 MR-2.0 AM MR-1.0 MR-2.0 
9.4 6.3 (2.87) 8.7 (3.37) 12.3 (5.23) 0.3756 (0.23) 0.2822 (0.13) 0.1951 (0.08) 
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9.3 5.7 (2.40) 6.1 (2.92) 16.5 (6.93) 0.3368 (0.28) 0.3177 (0.26) 0.1003 (0.04) 
9.2 5.5 (3.54) 9.7 (4.06) 17.7 (7.73) 0.4279 (0.40) 0.2298 (0.11) 0.1218 (0.06) 
9.1 8.0 (4.71) 7.1 (3.73) 16.0 (8.65) 0.3471 (0.35) 0.2693 (0.14) 0.1398 (0.13) 
9.0 4.0 (2.40) 5.0 (3.09) 16.8 (6.66) 0.4946 (0.36) 0.4359 (0.25) 0.1178 (0.05) 
8.9 3.5 (1.35) 6.3 (2.63) 16.6 (5.60) 0.5618 (0.33) 0.3182 (0.26) 0.1078 (0.04) 
8.8 2.9 (2.56) 3.1 (1.79) 16.6 (6.02) 0.6469 (0.33) 0.6457 (0.39) 0.0994 (0.04) 
8.7 2.5 (2.68) 5.0 (3.53) 19.2 (8.35) 0.7693 (0.37) 0.5301 (0.34) 0.1041 (0.05) 
8.6 3.3 (2.26) 5.0 (3.56) 11.7 (8.67) 0.6990 (0.27) 0.5112 (0.35) 0.2526 (0.28) 
8.5 1.9 (1.20) 3.6 (2.99) 16.2 (8.04) 0.8069 (0.31) 0.6194 (0.36) 0.1099 (0.06) 
8.4 1.9 (2.18) 3.8 (5.01) 19.4 (10.85) 0.7602 (0.39) 0.6384 (0.40) 0.0900 (0.05) 
8.3 1.1 (1.85) 1.4 (1.35) 17.9 (9.16) 0.9199 (0.25) 0.8237 (0.29) 0.1181 (0.13) 
8.2 0.6 (1.08) 1.2 (2.15) 19.6 (7.30) 0.9023 (0.31) 0.8458 (0.33) 0.0798 (0.03) 
 
Table 2.7 Convergence measure on the configuration optimization test problem over 10 runs in terms 
of mean and standard deviation 
SL 
Convergence (C) 
C(MR1,AM) C(AM,MR1) C(MR1,MR2) C(MR2,MR1) C(MR2,AM) C(AM,MR2) 
9.4 
0.5985  
(0.43) 
0.2279 
(0.34) 
0.2474 
(0.42) 
0.4303 
(0.45) 
0.6845 
(0.39) 
0.1000 
(0.32) 
9.3 
0.5525 
(0.35) 
0.1625 
(0.35) 
0.0633 
(0.13) 
0.6848 
(0.40) 
0.8092 
(0.28) 
0.0143 
(0.05) 
9.2 
0.5443 
(0.49) 
0.2883 
(0.41) 
0.2042 
(0.36) 
0.5533 
(0.48) 
0.8667 
(0.32) 
0.0765 
(0.24) 
9.1 
0.3980 
(0.37) 
0.2387 
(0.35) 
0 
(0) 
0.7031 
(0.30) 
0.7317 
(0.38) 
0.1000 
(0.32) 
9.0 
0.4500 
(0.48) 
0.2857 
(0.46) 
0.1209 
(0.16) 
0.5307 
(0.43) 
0.5958 
(0.47) 
0.0944 
(0.20) 
8.9 
0.4850 
(0.45) 
0.0433 
(0.11) 
0.0545 
(0.12) 
0.8494 
(0.29) 
0.9000 
(0.32) 
0.0241 
(0.08) 
8.8 
0.4333 
(0.50) 
0.3400 
(0.47) 
0.0600 
(0.19) 
0.6150 
(0.46) 
0.7333 
(0.41) 
0 
(0) 
8.7 
0.5972 
(0.45) 
0.2500 
(0.42) 
0.1597 
(0.32) 
0.7067 
(0.42) 
0.8000 
(0.42) 
0.0580 
(0.14) 
8.6 
0.4226 
(0.46) 
0.3200 
(0.42) 
0 
(0) 
0.5000 
(0.48) 
0.9333 
(0.14) 
0 
(0) 
8.5 
0.6500 
(0.47) 
0.3000 
(0.48) 
0.1352 
(0.24) 
0.4250 
(0.50) 
0.7667 
(0.42) 
0 
(0) 
8.4 
0.3700 
(0.40) 
0.3733 
(0.40) 
0 
(0) 
0.7833 
(0.34) 
0.8000 
(0.42) 
0 
(0) 
8.3 
0.6000 
(0.46) 
0.3500 
(0.41) 
0 
(0) 
0.8500 
(0.34) 
0.9833 
(0.05) 
0 
(0) 
8.2 
0.5500 
(0.37) 
0.4500 
(0.37) 
0 
(0) 
0.9583 
(0.09) 
1.0000 
(0) 
0 
(0) 
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MOSA/R-2.0 is the best among three in the regard of Convergence as well.  Meanwhile, MOSA/R-
1.0 provides generally better performance than AMOSA.  The exception happens when SL equals to 8.4 
(Figure 2.12(d)) which may not be the case when more simulations are executed.  The reason for such 
fluctuation is that all three algorithms are heuristic that do not guarantee to find the exact optimal 
solutions.  However, they are capable of providing immediate results that are very close to optimality 
efficiently and handle optimization problems that are currently out of the reach of theoretically rigorous 
methodology.  As a result, the quality of solutions of heuristic methods has no robust justification.  The 
Minimal Spacing curve of MOSA/R-2.0 remains low, indicating that it maintains better diversity than 
MOSA/R-1.0 and AMOSA.  MOSA/R-1.0 is no worse than AMOSA at Minimal Spacing in all tested SLs.  
We should note here that for the test problem, a set of well-spread solutions doesn’t necessary mean it is 
superior to that with relatively bad diversity.  Nevertheless, because a set of well-spread solutions usually 
belong to the same class of configuration, a set of ill-distributed solutions may belong to different classes 
of configuration meaning possibly better diversity.  
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Figure 2.14 Pareto set after 10 test runs of the three algorithms as SL varying from 9.4 to 8.2  
(◊: MOSA/R-2.0; Δ: MOSA/R-1.0; Ο: AMOSA). 
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Figure 2.15 Best combined Pareto set over 10 runs as SL varying from 9.4 to 8.2 
(◊: MOSA/R-2.0; Δ: MOSA/R-1.0; Ο: AMOSA). 
 
Figure 2.14 depicts the best solutions found in 10 test runs by the three algorithms respectively as SL 
varies from 9.4 to 8.2.  Figure 2.15 shows the combined best Pareto set over 10 runs for each SL.  The 
Accounted Proportion for each algorithm is calculated and shown in Table 2.8.  Once again, MOSA/R-
2.0 prevails, and MOSA/R-1.0 is the second best.  Figure 2.16 depicts average Accounted Proportion of 
each algorithm considering all simulations.   
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Figure 2.16 Average Accounted Proportion of each algorithm. 
 
Table 2.8 Accounted Proportion of solutions obtained by each algorithm in the combined Pareto sets 
SL 
Accounted Proportion (P) 
AMOSA MOSA/R-1.0 MOSA/R-2.0 
9.4 0% 16.00% 84.00% 
9.3 0% 2.86% 97.14% 
9.2 0% 0% 100% 
9.1 2.63% 5.26% 92.11% 
9.0 0% 22.22% 77.78% 
8.9 0% 0% 100% 
8.8 0% 0% 100% 
8.7 0% 21.88% 78.13% 
8.6 0% 38.10% 61.90% 
8.5 0% 4.17% 95.83% 
8.4 0% 0% 100% 
8.3 0% 7.14% 92.86% 
8.2 0% 0% 100% 
Average 0.2023% 9.0485% 90.7500% 
 
The numerical results illustrate that MOSA/R has desirable overall performance in terms of 
Cardinality, Convergence, Minimal Spacing, and Accounted Proportion for the test problem as the 
constrained level elevates.  To be more specific, MOSA/R-2.0 is far ahead of AMOSA in all four contests 
while MOSA/R-1.0, which could be considered as a general version of MOSA/R-2.0 or an improved 
version of AMOSA, has an edge over AMOSA.  In this research, due to length limitations, only the 
interval where AMOSA starts having difficulties finding feasible solutions is considered in order to 
demonstrate the capability of MOSA/R under such situation.  Videos that illustrate the optimization 
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process of MOSA/R-1.0 and MOSA/R-2.0 applied to the configuration optimization test problem when 
SL is 8.7 can be found in https://youtu.be/zmdwNsyZYow and https://youtu.be/YeHrtSHY5ss 
respectively.  As demonstrated in the first video, MOSA/R-1.0 locates the first feasible solution at 
temperature 32.1723 and that is the only feasible solution it is capable of finding.  On the other hand, as 
shown in the second video, MOSA/R-2.0 finds the first feasible solution at temperature 440.1267, and 
finally provides the user with 32 feasible solutions.  Notice in the second video, the current solution 
frequently jumps back to the archived solutions that when re-seed happens. 
2.7. Conclusion 
This research provides a systematic framework of solving configuration optimization problems in 
additive manufacturing.  In particular, the envelope volume in space occupied by a number of 
components is to be minimized along with minimizing the length of connectivity lines between the 
components under multiple hard constraints.  For this class of problems, the optimizer is required not only 
to locate the feasible regions, but also to maintain convergence and diversity among the feasible solutions.  
We develop an improved MOSA algorithm (MOSA/R) towards MOO problems, featuring a newly 
designed re-seed scheme that is able to redirect the optimizer towards the regions of better feasibility and 
optimality.  Two versions of MOSA/R are formulated, i.e., the general version MOSA/R-1.0 and a 
version for constrained problems MOSA/R-2.0.  For benchmark constrained MOO problems, MOSA/R 
shows better performance than MOEA/D, NSGA-II and AMOSA.  For the constrained configuration 
optimization problem, it is identified that when all methods are applicable, MOSA/R-2.0 yields better 
results than MOSA-1.0 and AMOSA, and MOSA/R-1.0 has better performance than AMOSA in general 
senses.  This new framework can be employed to facilitate an integrated process of design automation and 
manufacturing optimization.  The re-seed scheme of MOSA/R could potentially be designed to meet 
different needs that prioritize, for example, distribution or diversity.  The investigations of different re-
seed schemes will be carried out in our future works.  Meanwhile, convex-like optimization problems are 
of interest rather than multi-modal problems, MOSA/R, as a stochastic technique, could be slower than 
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deterministic techniques such as Pattern Search or DIRECT method.  Therefore, it is more preferable to 
use deterministic approaches to solve convex/concave optimization problems.  The MOSA/R scheme is 
also a good fit for general multi-modal optimization problems that have multiple objectives and constrains. 
 
  
 58 
 
Chapter 3. Design for Additive Manufacturing: Optimization of Piping 
Network in Compact System with Enhanced Path-Finding Approach 
This research aims at unleashing the potential of additive manufacturing technology in industrial 
design that can produce structures/devices with irregular component geometries to reduce sizes/weights.  
We explore, by means of path-finding, the length minimization of freeform hydraulic piping network in 
compact space under given constraints.  Previous studies on path-finding have mainly focused on 
enhancing computational efficiency due to the need to produce rapid results in such as navigation and 
video-game applications.  In this research, we develop a new Focal Any-Angle A* approach that 
combines the merits of grid-based method and visibility graph-based method.  Specifically, we formulate 
pruned visibility graphs preserving only the useful portion of the vertices, and then find the optimal path 
based on the candidate vertices using A*.  The reduced visibility graphs enable us to outperform 
approximations and maintain the optimality of exact algorithms in a more efficient manner.  The 
algorithm proposed is compared to the traditional A* on Grids, Theta* and A* on Visibility Graphs in 
terms of path length, number of nodes evaluated, as well as computational time.  As demonstrated and 
validated through case studies, the proposed method is capable of finding the shortest path with tractable 
computational cost, which provides a viable design tool for the additive manufacturing of piping network 
systems. 
3.1 Introduction 
The recently rapid development of additive manufacturing technology has induced paradigm-shifting 
advancements on several fronts.  A salient feature of additive manufacturing is its capability to produce 
structures/devices with irregular and freeform geometries that otherwise cannot be realized by traditional 
manufacturing technologies (Gibson et al., 2010; Frazier, 2014; Zhou, 2014) due to the difficulties in 
parts fabrication and assemblage.  Therefore, there exists unprecedented opportunities to facilitate optimal 
designs of structures/devices with significantly reduced sizes/weights while maintaining or even 
improving their functional performances.  One of such opportunities, which has not been thoroughly 
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investigated, is to minimize the lengths/weights of various networking components, e.g., hydraulic piping, 
in vehicular, marine, and airborne systems where the reduction of sizes and weights of these systems has 
significant payoff (Cao et al, 2016).  As shown in Figure 3.1(a) and 3.1(b), limited by tooling capability, a 
connecting pipeline designed for traditional manufacturing consists of only straight line segments and 
machining accesses, whereas the pipelines design for additive manufacturing could be free-form curves of 
shorter length, as exemplified in Figure 3.1(c).  The free-form piping design made possible by additive 
manufacturing could potentially reduce the overall weight and space occupied by the networking 
component.  More importantly, additive manufacturing process generally doesn’t require any specific new 
tooling, which could save a lot of time in the process of prototype production and validation.  If the 
prototype reveals that the design is pending further revisions, a new design can be generated timely, while 
traditional approach requires longer time to process, which could also be a waste of material and labor 
(Lipson and Kurman, 2013). 
 
Figure 3.1.  Piping design for traditional manufacturing vs. piping design for additive manufacturing: 
(a) A piping design blueprint for traditional manufacturing. (b) A piping design prototype for traditional 
manufacturing. (c) A piping design prototype for additive manufacturing (implemented by the proposed 
approach). 
 
Mathematically, the problem of length optimization of networking components under given 
constraints, i.e., locations of connection elements, can be preliminarily casted into a known terrain path-
finding framework that is frequently encountered in video games, GPS navigation, and robotics and path 
planning etc (Rabin, 2002; Sturtevant and Geisberger, 2010; Konar et al, 2013; Rakshit et al, 2013; 
LaValle, 2006; Cui et al, 2016).  Other geometric or physical constraints, such as curvatures, pressure 
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drops, and etc., are successively addressed either manually or through an automated procedure.  Known 
terrain path-finding can be generally divided into two steps (Algfoor et al, 2015): 1) discretizing the 
continuous routing space, and 2) searching along the graph to find the path minimizing the cost value, 
which represents the overall length of the path from the starting node to the target node for a non-
weighted graph.  In this study, without losing generality, square grids are used to discretize the terrain 
owing to its simplicity and popularity in various applications.  A review of different terrain discretizations 
can be found in (Algfoor et al, 2015).  One of the earliest investigations was the Dijkstra’s algorithm 
(1959) where the cost value for the incremental search to the nearest goal is used.  The well-known A* 
algorithm (Hart et al, 1968) made some improvements by adding heuristic cost from the current node to 
the target node to the evaluation.  A* is widely used for solving path-finding problems as it has simple 
algorithmic structure and is guaranteed mathematically to find a solution.  However, the shortest path in 
gridded graph is not equivalent to the shortest path in continuous space where polynomials along the edge 
of grids can be replaced by straight lines (Rabin, 2000).  Figure 3.2(a) illustrates the shortest graph path 
obtained by A* algorithm.  Since A* algorithm can only take horizontal, vertical or diagonal propagation 
steps (i.e., zigzag steps) towards neighbor nodes, the path heading (direction) is constrained by 
propagation headings.  The shortest continuous path is depicted in Figure 2.2(b), where the path length is 
apparently shorter than that in Figure 3.2(a).  A commonly adopted solution to address the optimality 
issue is to apply post-processing techniques to shorten the obtained grid path at the cost of an increase of 
computational time (Thorpe and Matthies, 1984; Botea et al, 2004).  The post processing techniques 
usually find a shorter any-angle path compared to A*, but the improvement is limited (Zitzler, 1999) since 
they directly make adjustment to paths obtained by A* without knowing whether the post-processed path 
is optimal or not (Zhang and Li, 2007). 
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        (a)                                                   (b) 
Figure 3.2.  (a) The shortest graph path.  (b) The shortest continuous path. 
 
Aiming at overcoming the limitations of A*, Field D* (Ferguson and Stentz, 2006), an advanced 
version of D* Lite (Koenig and Likhachev, 2002), was proposed which uses the linear interpolation of 
path costs of vertices to obtain any-angle paths.  However, Field D* could result in paths that have 
unnecessary heading changes and should thus be smoothed further (Nash and Koenig, 2013).  Some other 
approaches, such as Theta* (Daniel et al, 2010; Nash et al, 2007) and Lazy Theta* (Nash et al, 2010), 
were also proposed which embeds smoothing process into the A* searching to release the constraint on 
path searching directions (45 or 90 degrees).  Theta* finds shorter paths in less time than Filed D* 
according to literature (Nash et al, 2007).  Nevertheless, it is not optimal because the parent of a vertex 
has to be either a visible neighbor of the vertex or the parent of a visible neighbor, which is not always the 
case for true shortest paths (Daniel and Nash, 2010; Dang et al, 2015).  Figure 3.3 shows the optimal path 
found by Theta* and the true shortest path, in which the path found by Theta* takes unnecessary detours 
compared to the shortest path.  Similar to Theta*, Accelerated A* (Šišlák et al, 2009) is an any-angle 
path-finding algorithm that may find better path than Theta*.  But it could include a large proportion of 
nodes in the Closed List, i.e., large number of node evaluations for challenging problems (Harabor and 
Grastien, 2013).  
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Figure 3.3.  Path found by Theta* vs. true shortest path 
 
The majority of existing path-finding algorithms are for applications such as video games and 
navigations where computational efficiency, i.e., finding a sub-optimal solution instantly, is the most 
important factor.  It is worth noting that the requirement on path-finding for additive-manufacturing 
oriented design optimization is considerably different.  In the optimization of a piping network, the 
optimality of the path becomes critically important, while the computational efficiency takes a second 
role as long as the time it takes remains to be reasonable for design iteration.  A known approach of 
finding the shortest paths in known terrain with polygonal obstacles is A* on Visibility Graphs (Lozano-
Pérez and Wesley, 1979).  While A* on Visibility Graphs is guaranteed to identify the shortest path, the 
computational cost is extremely high because it propagates along the edges of a visibility graph, the 
number of which grows exponentially with the size of the gridded map (see Section 3.3.3 for 
computational complexity analysis).  Moreover, for different starting node and target node setups in the 
same map, visibility graphs have to be generated repeatedly.  Even though the process can be accelerated 
by performing visibility check dynamically or using reduced visibility graphs (Mitchell and 
Papadimitriou, 1991; Liu and Arimoto, 1992), A* on Visibility Graphs is still very slow and cannot be 
used directly in piping design as the analysis has to be carried out reiteratively due to multiple 
connections in each iteration of the system.  Path-planning algorithms such as continuous Dijkstra and its 
variants (Mitchell et al, 1987; Hershberger and Suri, 1999) as well as the recent Anya (Harabor and. 
Grastien, 2013) also attempt to find the shortest path but have not yet been thoroughly evaluated.  
Generally speaking, to balance between optimality and efficiency, one would need to design an any-angle 
path-finding algorithm that can find a path shorter than that of the basic A* on Grids and at the same time 
be faster than A* on Visibility Graphs. 
In this chapter, a new Focal Any-Angle A* approach is proposed to demonstrate the possibility and 
capability of additive manufacturing in the area of piping network design.  A pruned visibility graph 
based on Candidate Vertices, a term we use to represent the vertices that the optimal path may pass 
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through, is developed first, followed by a ray-casting-based visibility check technique.  The new approach 
preserves the optimality advantage of visibility graph-based methods, and reduces the number of 
evaluations needed for path-finding compared to both gird-based (A* on Grids, Theta*) and visibility 
graph-based (A* on Visibility Graphs) methods.  The performance of the new algorithm, hereafter 
referred to as Focal Any-Angle A* (FA-A*) in this paper, is compared to A*, Theta* and A* on Visibility 
Graphs in terms of path length, nodes evaluated as well as computational time.  Eventually, the developed 
algorithm is applied to piping network design problems where optimal paths are obtained under 
reasonable computational time.  While the performance of some piping networks may not be merely 
related to the length of the pipes, we also proposed one possible approach to handle other physical or 
geometrical constraints.  The overall design methodology has been successfully validated through a 
networking component prototype fabricated by Stereolithography (SLA).  
3.2 Algorithm components 
In this section, we outline the components and techniques that will be used in the proposed approach, 
namely, Candidate Vertices acquisition, visibility check, and post smoothing.  Without loss of generality, 
all examples given are in 2D.  3D cases can be implemented similarly. 
3.2.1 Candidate Vertices acquisition 
 
Figure 3.4.  Visibility Graph of two nodes and two obstacles, and the shortest path. 
 
The Visibility Graph of a gridded map contains the starting node, the target node and all the vertices 
of obstacle blocks (Lozano-Pérez and Wesley, 1979).  The reason why we need such a visibility graph is 
because the true shortest paths have heading changes only at the vertices of the blocks.  But the vertices 
that the true shortest path may pass by are comprised of only a small subset of all vertices (Figure 3.4).  
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Those are the vertices that we really want to keep track of.  Here we introduce a new method to identify 
the possible vertices that the optimal path may pass through.  We call this subset of vertices the Candidate 
Vertices, denoted as CV.  All the Candidate Vertices along with starting node and target node and their 
edges constitute the pruned visibility graph.  The method is explained in detail below which includes two 
steps, a one-time pre-processing, and a dynamic CV generation process.   
3.2.1.1 Pre-processing 
For a problem with n obstacles, an n by n symmetric proximity matrix D is used to record pairwise 
distances.  For example, the proximity value between the i-th obstacle and the j-th obstacle is specified by 
the distance between the centers of them, denoted by x and y, if obstacles are unit squares, 
( , ) ,i j i jD                                                                       (3.1) 
The obstacles that have proximity values smaller than 2  will be clustered if diagonal move between 
obstacles is allowed.  If not, we cluster the pairs with proximity values less or equal to 2  (Figure 3.5).  
Here single linkage method is applied for clustering obstacles (Jain and Richard, 1988). 
 
Figure 3.5.  Diagonal move between obstacles. 
 
Next, for each cluster, quick hull algorithm is adopted to obtain the vertices on the convex hull of 
each cluster.  It is possible that when non-convex clusters are tightly placed against each other like 
mortise and tenon, the optimal path may go through the vertices that are not on the convex hull of the 
clusters.  Thus, it is recommended to consider all the vertices on the corners of a cluster when the 
proportion of obstacles is large or when we are dealing with maze routing problems.  However, for 
obstacle-avoidance problems such as piping design, vertices on convex hull are adequate and thus will be 
adopted in the first three case studies and the piping design problem in this paper (Section 3.4.1 - 3.4.5).  
In the fourth numerical test (Section 3.4.4), vertices on the corners will be considered.  After eliminating 
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the vertices on boundaries, the remaining vertices are the vertices that will be further used to construct the 
CV, and we call this set of vertices V1.  An example path-finding problem after pre-processing can be 
found in Figure 3.6(a) where 36 vertices (V1) are in the pool for CV.   
The pre-processing only needs to be performed once for one gridded map regardless the positions of 
starting node and target node.  For piping design problems, usually multiple pipelines are to be designed 
for a single 3D gridded graph (Section 3.4.5), the pre-processing, however, only need to be carried out 
once.  On the other hand, full visibility graphs need to be constructed for different starting node and target 
node setups.  Another merit of this pre-processing technique is that, no matter how small the grid size is 
or how many obstacles are used to capture the silhouette of one blocking feature; it can be always 
regarded as one cluster instead of a large number of obstacles, which enhances the computational 
performance of the algorithm along the line when maps have more and more details. 
           
  (a)         (b)       (c)  
      
     (d)           (e) 
Figure .36.  An example of finding Candidate Vertices. (a) Vertices in V1, (b) Blocking cluster and V2 
(inside the box), (c) Vertex corresponding to the largest angle, (d) Vertices in V3, (e) Candidate Vertices 
(marked with dotted circles). 
 
3.2.1.2 CV generation 
After pre-processing, the Candidate Vertices set CV will be dynamically generated throughout the 
searching process.  In each step, the clusters that block the straight line between the current node and the 
target node are considered first.  In other words, we first investigate the vertices on convex hulls of the 
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clusters that block the straight line between the current node and the target node.   
Figure 3.6 illustrates the steps of generating CV.  As shown in Figure 3.6(b), the dotted box indicates 
the blocking cluster and associated vertices.  We name this set of vertices V2 which is a subset of V1.  The 
visibility is checked to determine whether any cluster blocks the straight line between two nodes.  The 
visibility check technique adopted will be introduced in Section 3.2.2.  Next, we find the vertex on either 
side of the straight line in V2 that constructs the largest angle ( ) with the straight line between the 
current node and the target node.    essentially quantifies the extent of cluster blocking the connection 
between the current node and the target node.  The vertex corresponding to   is denoted as va.  
Subsequently, an isosceles triangle, or a cone in 3D cases, can be formed, as shown in Figure 3.6(c).  
Implicitly, clusters of the same shape that stay close to the current node will have higher possibility in 
terms of containing va.  Assume the current node is represented by p, the target node is q and a vertex is v.  
We can determine the relative position of v to the straight line between the current node p and the target 
node q.  The straight line defined by p and q is, 
0Ax By C                                                                      (3.2) 
where y yA p q  , x yB q p  , and x y x yC p q q p    . 
Substituting the position of the vertex into the above equation, we have, 
x yD Av Bv C                                                                    (3.3) 
The position of the vertex v with respect to the straight line can be determined by comparing D to 0.  Then 
the angle   can be calculated accordingly, i.e., 
arccos


pq pv
pq pv
                                                                 (3.4) 
We now have a triangle, or a cone in 3D cases, that is defined by the current node, and va.  The vertices in 
V1 that belong to the clusters inside or tangential to this triangle are narrowed down as the vertices set V3 
(Figure 3.6(d)).  Here we use the algorithm proposed in (Hormann and Agathos, 2001) to examine 
whether a point is inside a polygon.  Finally, we check if the vertices in V3 are visible from the current 
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node; all the visible ones are the so-called Candidate Vertices set CV.  The CV, along with the current 
node, the target node and their edges constitute the pruned version of visibility graphs (Figure 3.6(e)).  
Then the vertices in CV are used in A* algorithm as neighboring nodes instead of the nodes adjacent to 
the current node.  Instead of propagating to all adjacent nodes as in A* on Grids, or propagating to all 
visible vertices as in A* on Visibility Graphs, the search now propagates to only the vertices in CV, the 
size of which is significantly smaller than that of all adjacent nodes and all visible vertices.  A flowchart 
is drawn to articulate the process of generating CV iteratively as a part of path-finding algorithm in 
Figure 3.7.  We are able to reduce the computational cost of A* on Visibility Graphs by checking 
visibility of the vertices in V3 instead of all the vertices and only propagating to CV whereas the key idea 
of A* on Visibility Graphs has been preserved. 
 
Figure 3.7.  Flowchart of finding the Candidate Vertices as part of path-finding. 
 
3.2.2 Visibility check 
In Theta*, a visibility check technique called line-of-sight is adopted which is derived from 
(Bresenham, 1965).  The idea of line-of-sight check is straightforward.  It checks certain grids between 
two nodes based on their relative position.  If the examined grid is an obstacle, the two nodes are non-
visible to each other.  Line-of-sight checks can be performed efficiently with only integer operations on 
square grids.  However, such technique is ad-hoc when adapted to other discretizations or different 
searching rules because the grids to examine are different case by case.  Thus, in this research, we 
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propose a ray-casting algorithm to check for visibility between two nodes based on the algorithm 
proposed in (Amanatides and Woo, 1987).  The computational complexity of the two approaches is 
similar (O(n)), but the approach used in this paper is more flexible and can accommodate piping network 
design applications systematically.   
 
Figure 3.8.  The obstacles in between starting node and target node. 
 
The steps of checking the visibility between two nodes with the existence of obstacles are outlined 
below: 
Step 1. Consider the obstacles occurring between the nodes.  Observe Figure 3.8.  When an obstacle 
occurs between the nodes, the x, y values of the obstacle in Cartesians system cannot exceed the 
maximum or minimum x, y values of the two nodes.  The obstacles marked with a cross in Figure 3.8 
should be eliminated.  If two nodes have the same x value or y value, then the visibility can be determined 
directly by examining the grids in between. 
Step 2. Check if the obstacles block the ray between nodes.  We check the obstacles that are bounded by 
the nodes (Figure 3.8) one after another to see if any of them intersect with the line segment between the 
two nodes.  Consider Figure 3.9 as an example, in which p and q are two nodes, Obs is a unit obstacle 
where the vertices with the smallest and largest x, y values are vmin and vmax, respectively.  The line 
segment connecting p and q goes through the obstacle (intersect), if the following conditions are satisfied 
min max
( ) ( )x y
tx ty

pq pq
                                                                (3.5) 
min max
( ) ( )y x
ty tx

pq pq
                                                                (3.6) 
 69 
 
In Equations (3.5) and (3.6), ( )xpq  and ( ) ypq  are projections of |pq| on x-axis and y-axis, txmin, tymin are 
projections of |pvmin| on x-axis and y-axis, and txmax, tymax are projections of |pvmax| on x-axis and y-axis, as 
shown in Figure 3.9.  If we change ‘  ’ to ‘  ’ in Equations (3.5) and (3.6), merely passing through a 
vertex will be considered as intersection. 
 
Figure 3.9.  Visibility check example. 
 
Once an obstacle is calculated to have intersected with the line segment between the nodes, we can 
terminate the examination and conclude that the two nodes are non-visible to each other.  For more details, 
interested readers may refer to (Amanatides and Woo, 1987). 
3.2.3 Post smoothing 
The post smoothing technique adopted is proposed in (Daniel et al, 2010), which updates the parent 
of a vertex when using A*.  The pseudo-code of the post smoothing technique is given below.  In the 
pseudo-code, visibilityCheck(n1, n2)=1 means node n1 and n2 are visible to each other using the visibility 
check technique outlined in Section 3.2.2.  The post smoothing technique aims at reducing unnecessary 
heading changes. 
 
postSmoothing(n) 
 if visibilityCheck(n, parent(parent(n))) = 1 
  if g(parent(parent(n))) + c(parent(parent(n)), n)<g(n) 
   parent(n)= parent(parent(n)) 
g(n)= g(parent(parent(n)))+ c(parent(parent(n)), n) 
   open.Update(n, parent(n), g(n), h(n)) 
end if  
 end if 
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end 
 
3.3 New approach formulation 
3.3.1 FA-A* algorithm 
We propose an optimal path-finding approach based on the techniques outlined in Section 3.2.  The 
A* algorithm that uses the techniques in Section 2 is referred to as FA-A* (Focal Any-Angle A*).  The 
pseudo code for FA-A* is provided below. 
 
Main() 
 open =   
 g(nstart):=0 
 parent(nstart) = nstart 
 open.Insert(nstart, parent(nstart), g(nstart), h(nstart)) 
 ncurrent = nstart 
 while ncurrent exists 
  propagate = CV of ncurrent 
  if ntarget   propagate 
   open.Insert(ntarget, ncurrent, g(ncurren)+c(ncurren, ntarget),0) 
   return “path found” 
  end if 
  open.Refresh (propagate, ncurrent) 
  open.Close(ncurrent) 
  ncurrent = the node in open with the smallest g+h 
 end while 
end 
 
open.Refresh(propagate, ncurrent) 
 for every n’propagate 
  if n’open 
   if g(ncurrent)+c(ncurrent, n’)<g(n’) value in open 
    open.Update(n’, ncurrent, g(ncurrent)+c(ncurrent, n’), h(n’)) 
   end if 
  else 
   open.Insert(n’, ncurrent, g(n’)new, h(n’)) 
  end if 
  postSmoothing(n’) 
 end for 
end 
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In the pseudo-code, n means node.  Therefore nstart, ntarget, ncurrent, are the starting node, the target node, 
and current node, respectively.  The notation g(n) represents the shortest path length from the starting 
node to node n found so far.  c(n1, n2) is the cost travel from n1 to n2, i.e., the Euclidean distance between 
n1 and n2.  And h(n) is the heuristic cost from node n to target node.  In this research, the heuristic cost is 
the Euclidean distance between two nodes.   
 
(a)                                                     (b) 
Figure 3.10.  Node evaluations comparison between A* on grids and FA-A*  
 
The key difference between FA-A* and A* is that FA-A* only propagates to Candidate Vertices (CV 
introduced in Section 3.2.1) of the current node instead of all the neighboring nodes (please see the 
grayed line in the pseudo-code).  Consider a simple case where there is no obstacle.  A* or Theta* need to 
evaluate 17 nodes along the search until they find the target node (Figure 10(a)), whereas FA-A* could 
find the target node directly from starting node because the target node is one of the Candidate Vertices of 
the starting node (Figure 3.10(b)).  Note that in the pseudo-code, we only maintain an open list, whereas 
in A* and Theta* a closed list co-exists with the open list.  Such change is facilitated by the open.Close 
operation which prevents the present current node from being either the current node or appearing in the 
CV again in the future using an indicator.  This change may help to enhance the performance of FA-A* in 
terms of efficiency. 
3.3.2 Optimality analysis 
The selection process of Candidate Vertices proposed could be regarded as a greedy approach to 
reduce the number of visibility checks and function evaluations compared to the methods that use 
complete visibility graphs.  The algorithm is inspired by the scenarios when two nodes are connected with 
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rubber band as the optimal rubber band connections always have the shortest distance possible and have 
heading changes mostly at or in between the vertices that belong to the clusters that play the biggest roles 
in blocking two nodes.  The role played by the obstacles in blocking two nodes is an abstract notion 
which is quantified in our research as  .  Then vertex va correspond to the largest outreaches of the 
blocking clusters on each side.  By specifying V3 and CV, our proposed approach (FA-A*) indeed can 
pinpoint the possible vertices that the optimal path may pass through.  Moreover, it preserves the 
optimality advantages of using visibility graphs.  In our case studies (Section 4), the proposed method 
always finds the shortest paths for all 21 path graphs.  The optimality of the algorithm has yet to be 
proved mathematically and will be addressed in our future works. 
3.3.3 Computational complexity analysis 
This section provides the complexity analysis of FA-A*.  The operations of FA-A* and their worst-
case complexity are outlined as follows.   
1) Prepossessing: O(|Obs| log |Obs|) as it is the complexity for quick hull algorithm.  |Obs| is the 
number of obstacles. 
2) Check which clusters block the straight line between starting node and current node: O(n).  O(n) 
is the complexity for visibility check where n represents the number of obstacles in between the 
two nodes. 
3) Calculate  : O(|V2|).  |V2| is the size of V2. 
4) Check if a vertex is inside the triangle: O(3|V1|).  O(3) is the complexity to check if a point is 
inside of a triangle. 
5) Check if vertices in V3 are visible from current node: O(n|V3|). 
In summary, the computational complexity for FA-A* is 
FA-A* 2 1 3(FA-A*) ( log ) ( ) ( | | 3 | | | |)O O O Expan O n n     V V VObs Obs                   (3.7) 
where ExpanFA-A* is the number of expansion in FA-A*.  This can be simplified to 
FA-A* 2 1 3(FA-A*) ( ( | | 3 | | | |))O O Expan n n    V V V                                        (3.8) 
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The first term in Equation (3.7) is omitted because that the second term has the dominant effect on 
complexity as the scale of the problem increases.   
In comparison, the computational complexity of A* is A*(8 )O Expan , the complexity of Theta* is 
θ*((8 ) )O n Expan  , and the complexity of A* on Visibility Graphs is A*onV( | | )O n ExpanV  where | |V  
is the number of vertices.  For grid-based approaches (A* on Girds, Theta*), the number of expansion is 
directly related to the grid size of the graph.  Take Figure 10 for example, 
A*Expan  and θ*Expan  increase 
linearly as the grid size decreases while 
FA-A*Expan  and FA-A*Expan  remain the same.  As will be 
discussed later and demonstrated in Section 3.4.3, the number of expansion of graph-based methods (A* 
on Visibility Graphs, FA-A*) is more related to the number and detail level of obstacle clusters.  Usually 
for piping network design problems where the grid size is small for better design details and the obstacles 
are mostly appear in chunks rather than scattered, the number of expansion for each algorithm has the 
following empirical relations, 
A* FA-A*Expan Expan                                                                (3.9) 
θ* FA-A*Expan Expan                                                              (3.10) 
A*onV FA-A*Expan Expan                                                             (3.11) 
Since V is a set of all the vertices, if the following inequality holds, 
2 1| | | | 3 | | | |n n n    3V V V V                                                      (3.12) 
FA-A* will be more efficient than A* on Visibility Graphs in terms of computational complexity, given 
Equations (3.11) and (3.12).  Since the sizes of V1, V2 and V3 are proportional to the number of clusters, 
FA-A* is efficient in solving problems with large clusters of obstacles rather than discrete small obstacles 
with the same proportion of obstacles, which is validated in in Section 3.4.3.  As a result, FA-A* has 
advantages over methods that propagate to immediate neighbors like A* and Theta* computationally 
when handling maps that have small number of clusters of obstacles.  Meanwhile, FA-A* is always more 
efficient than A* on Visibility Graphs.  All of the above could make FA-A* ideal in solving either 
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obstacle avoidance problems such as piping design or maze routing problems.   
3.3.4 Data structure 
In this research, we maintain a concise data structure where two main matrices are used.  The first 
matrix, denoted as Vall, is a | |V  by four (five for 3D cases) matrix, where | |V is the number of all 
vertices.  Each row of Vall corresponds to one vertex where the first two columns (three columns in 3D 
case) are the position of the vertex in the coordinate system, the second to last column is the obstacle 
index to which the vertex belongs, and the last column is the cluster index to which the obstacle belongs.  
Similarly, the second matrix, denoted as Vconvex, is a 1| |V  by four (five for 3D cases) matrix where each 
row corresponds to one vertex in V1.  Vall is used to determine V1 in pre-processing, and Vconvex is formed 
accordingly.  After using Vconvex to determine V2, we use Vall to check whether a cluster is inside or 
tangential to the triangle.  Finally, Vconvex can be used to determine V3 and CV. 
3.4 Validation and case demonstration 
In this section, we first evaluate the performance of the proposed approach (FA-A*) by comparing 
with with A* on Grids (A* on G), Theta*, and A* on Visibility Graphs (A* on V) under 21 maps that 
belong to four representative test scenarios as have been used in (Sturtevant and Geisberger, 2010; Daniel 
et al, 2010; Dang et al, 2015; Yap et al, 2011).  FA-A* is able to find the optimal path for all 21 cases 
with tractable efficiency.  Then FA-A* is adopted to facilitate an example freeform piping network design 
problem.  Specifically, the proposed approach is employed to design a network with 12 pipelines, and the 
design achieved is compared to that of A* on Grids.  The metrics employed are the length of the path (L), 
the number of node evaluations (No.), and the computational time (T).  The heuristic value h used in the 
case studies is the Euclidean distance from the current node to the target node.  The computational time 
recorded is the average over five runs.  All algorithms are implemented in MATLAB and executed on a 
2.40 GHz 2 processors (Xeon E5620) computer. 
3.4.1 Placing starting and target nodes in the corners 
In this sub-section, 10 maps with different complexities are used as the starting node and the target 
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node are placed respectively at the bottom left corner and the top right corner.   
We start off by comparing the algorithms on 50*50 gridded graphs.  The obstacles are randomly 
generated with occupations of 5%, 10%, 20%, 30% and 50% of the map, respectively.  As shown in the 
test results plotted in Figure 11 and listed in Table 3.1, FA-A* always finds the optimal/shortest path.  As 
demonstrated, FA-A* outperforms the A* and Theta* in all obstacle scenarios in terms of path length and 
number of node evaluations.  Moreover, it is always faster than A* on Visibility Graphs, and faster than 
A* on Grids and Theta* when the proportion of obstacles is 5%.  Figure 3.12 shows the path/shortest path 
versus the runtime which indicates how the algorithms balance between optimality and efficiency.  Figure 
3.12(a), (c), (e) and (i) show that FA-A* stays in the left bottom corner indicating the best overall 
performance and a good compromise of the grid-based technique and the visibility graph-based technique.  
For the case with 5% obstacles, as can be seen in Figure 3.12(a), FA-A* prevails in all metrics.   
 
Figure 3.11.  Random 50*50 maps with different proportion of obstacles 
 
Table 3.1 Performance on 50*50 graphs 
Map Info Algorithm L No. T (sec) 
50*50 
5% 
A* on G 70.4680 487 0.2964 
Theta* 69.5051 406 0.3120 
A*on V 
true shortest 
69.4394 392 0.7956 
FA-A* 69.4394 31 0.1404 
50*50 
10% 
A* on G 70.4680 416 0.1716 
Theta* 69.9440 505 0.4056 
A*on V 
true shortest 
69.5763 705 3.9156 
FA-A* 69.5763 122 0.4992 
50*50 A* on G 71.6396 483 0.2028 
 76 
 
20% Theta* 70.6594 429 0.3120 
A*on V 
true shortest 
70.2469 828 12.4997 
FA-A* 70.2469 207 1.3232 
50*50 
30% 
A* on G 73.9828 668 0.2808 
Theta* 72.1964 551 0.4680 
A*on V 
true shortest 
71.2623 839 46.7961 
FA-A* 71.2623 353 4.7736 
50*50 
50% 
A* on G 79.9828 589 0.2184 
Theta* 78.5568 519 0.4056 
A*on V 
true shortest 
73.9302 358 21.3549 
FA-A* 73.9302 240 5.5632 
 
 
                               (a)                                       (b)                                    (c)                                        (d)  
 
                              (e)                                        (f)                                     (g)                                        (h)  
 
         (i)                                            (j)  
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Figure 3.12.  Runtime versus path length. (a) 50*50: 5%, (b) 100*100: 5%, (c) 50*50: 10%, (d) 100*100: 
10%,(e) 50*50: 20%, (f) 100*100: 20%,(g) 50*50: 30%, (h) 100*100: 30%,(i) 50*50: 50%,(j) 100*100: 
50%. 
 
We then proceed to 100*100 graphs with the same obstacles fractions as in the 50*50 scenario.  The 
results are reported in Table 3.2 and visualized in Figure 3.13.  A demonstration of paths found by each 
algorithm and the comparison can be found in Figure 3.14 where the evaluated nodes are filled with dots.  
Our observation from this set of experiments is consistent with 50*50 cases.  When there are a small 
number of obstacles, FA-A* not only finds the best path, but also excels in computational speed.  When 
the obstacle fraction increases, the paths found by FA-A* are shorter than those of A* and Theta* 
significantly.  Such observation is also supported by Figure 3.12.  The paths found by FA-A* with and 
without post smoothing are compared in Figure 3.15.  The only difference is zoomed in while the rest of 
two paths coincide with each other.  Even without post smoothing, FA-A* without post smoothing still 
finds better path than A* or Theta* as it is only 0.007428% longer than the true shortest path. 
 
Figure 3.13.  Random 100*100 maps with different proportion of obstacles 
 
Table 3.2 Performance on 100*100 graphs 
Map Info Algorithm L No. T (sec) 
100*100 
5% 
A* on G 141.1787 950 0.9828 
Theta* 140.1210 723 0.7332 
A*on V 
true shortest 
140.0883 1345 10.4793 
FA-A* 140.0883 62 0.4680 
100*100 
10% 
A* on G 142.3503 1364 1.5756 
Theta* 140.3394 958 1.2948 
A*on V 
true shortest 
140.2633 2365 58.3068 
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FA-A* 140.2633 193 1.7964 
100*100 
20% 
A* on G 145.8650 2344 3.1668 
Theta* 142.3683 1653 3.4632 
A*on V 
true shortest 
141.3687 2625 524.1037 
FA-A* 141.3687 662 19.3401 
100*100 
30% 
A* on G 150.7939 2658 3.4788 
Theta* 146.7182 2029 5.4756 
A*on V 
true shortest 
144.0496 2280 1011.5 
FA-A* 144.0496 1305 57.0032 
100*100 
50% 
A* on G 175.3797 2889 3.6284 
Theta* 170.8014 2706 9.1977 
A*on V 
true shortest 
161.5234 2193 1498.0 
FA-A* 161.5234 1491 112.6314 
 
 
       (a)                                                         (b)  
 
       (c)                                                         (d)  
Figure 3.14.  Paths found and nodes evaluated by each algorithm (100*100, 50%). (a) A* on G,(b) 
Theta*,(c) A* on V,(d) FA-A*. 
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Figure 3.15.  Paths comparison of FA-A* with and without post smoothing (100*100, 50%) 
 
3.4.2 Placing starting node in middle 
Next we apply the algorithms to 300*300 maps with various proportions of obstacles.  The starting 
node is placed in the middle of the map (150, 150), and the target node is randomly placed.  The results 
are demonstrated in Figure 3.16 and Table 3.3.  Because it took A* on Visibility Graphs too long to find 
the optimal paths for last two cases, the results are omitted.  The performance comparison of the other 
three algorithms is our focus here.  FA-A* always finds better paths than A* on Grids and Theta*.  
Moreover, FA-A* shows the best performance in all three metrics when the fraction of obstacles are 5% 
and 10%.   
 
Figure 3.16.  Random 300*300 maps with different proportion of obstacles 
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       (a)                                                         (b)  
 
        (c)                                                         (d)  
Figure 3.17.  Paths found and nodes evaluated by each algorithm (300*300, 5%). (a) A* on G, (b) Theta*, 
(c) A* on V, (d) FA-A*. 
 
A comparison of paths is provided in Figure 3.17, where A* on Grids evaluates a large number of 
nodes (4911) around the path found and Theta* managed to reduce the number of node evaluations 
compared to A* on Grids (1619).  Meanwhile, A* on Visibility Graphs evaluates 4589 nodes regardless 
the position of the target as shown in Figure 3.17, and FA-A* only evaluates 137 nodes in the searching 
process which is significantly smaller than the other three algorithms.  
 
Table 3.3 Performance on 300*300 graphs 
Map Info Algorithm L No. T (sec) 
300*300 
5% 
 
Target (286, 45) 
A* on G 179.4924 4911 14.1165 
Theta* 172.3074 1619 4.9140 
A*on V 
true shortest 
171.9521 4589 171.9521 
FA-A* 171.9521 137 1.7160 
300*300 
10% 
 
A* on G 110.2843 2090 3.7284 
Theta* 105.3346 967 3.1512 
A*on V 104.3420 4470 1826.2 
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Target (170, 48) true shortest 
FA-A* 104.3420 168 2.8704 
300*300 
20% 
 
Target (230, 236) 
A* on G 121.4802 1359 3.1824 
Theta* 118.4848 757 3.3384 
A*on V 
true shortest 
118.1886 2991 8894.4 
FA-A* 118.1886 389 14.6573 
300*300 
30% 
 
Target (50, 212) 
A* on G 126.2670 2211 7.5192 
Theta* 121.5660 1391 12.2617 
A*on V 
true shortest 
N/A N/A N/A 
FA-A* 119.9381 759 57.1432 
300*300 
50% 
 
Target (75, 111) 
A* on G 111.2965 1327 6.2712 
Theta* 108.6661 1217 13.6813 
A*on V 
true shortest 
N/A N/A N/A 
FA-A* 105.0499 706 142.4913 
 
The results in Section 3.4.1 and 3.4.2 are consistent in the sense that FA-A* outperforms three other 
algorithms in all categories when the number of obstacles is small.  Even though the efficiency of FA-A* 
deteriorates as the number of obstacles increases, it still tops A* on Visibility Graphs.  Based on our 
complexity analysis, the main factor that affects the efficiency of FA-A* is the number of clusters rather 
than the number of obstacles.  It will be validated in Section 3.4.3.  Naturally, when the obstacles are 
randomly generated, the number of clusters is proportional to the number of obstacles.    
3.4.3 Different number of clusters 
Here we investigate the impact of the number of clusters.  In freeform piping design, the obstacles are 
clustered together to capture the details of the blocking features.  Thus we use 50*50 maps of 30% of 
obstacles with varying numbers of clusters to emulate piping design scenarios.  The position, size and 
shape of the cluster are all randomly generated.  The results are reported in Table 3.4.  As observed, FA-
A* always finds the shortest path and the time used decreases as the number of clusters decreases, while 
the runtime of A* on G and Theta* do not show much of an improvement.  A comparison of the four 
algorithms with varying numbers of clusters is illustrated in Figure 3.18.  When the number of clusters is 
35, as shown in Figure 3.19, FA-A* dominates in all categories.  Evidently, it is superior to methods that 
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propagate to immediate neighbors for problems with small number of clusters.  As in piping design, 
obstacles are usually clustered to represent components in the system, FA-A* is therefore more practical. 
 
Table 3.4 Performance on 50*50 graphs 
Map Info Algorithm L No. T (sec) 
50*50 
30% 
 
316 clusters 
A* on G 75.9828 793 0.4056 
Theta* 73.7824 633 0.5928 
A*on V 
true shortest 
72.2600 741 32.3234 
FA-A* 72.2600 372 5.1948 
50*50 
30% 
 
75 clusters 
A* on G 75.1543 687 0.2964 
Theta* 72.0079 401 0.2808 
A*on V 
true shortest 
71.2361 254 2.9484 
FA-A* 71.2631 102 1.2168 
50*50 
30% 
 
57 clusters 
A* on G 74.5685 594 0.2496 
Theta* 71.6930 453 0.3900 
A*on V 
true shortest 
71.2190 178 2.4024 
FA-A* 71.2190 84 0.8892 
50*50 
30% 
 
35 clusters 
A* on G 74.5685 946 0.5928 
Theta* 71.5985 743 0.8112 
A*on V 
true shortest 
71.1266 124 0.9360 
FA-A* 71.1266 36 0.2964 
50*50 
30% 
 
1 cluster 
A* on G 85.6985 1403 0.7800 
Theta* 80.0536 762 0.5304 
A*on V 
true shortest 
79.8618 4 0.0356 
FA-A* 79.8618 4 0.0624 
 
 
Figure 3.18.  Performance comparison (50*50) 
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          (a)                                                  (b)  
 
          (c)                                                  (d) 
Figure 3.19.  Paths found and nodes evaluated by each algorithm (300*300, 35 clusters). (a) A* on G,(b) 
Theta*,(c) A* on V,(d) FA-A*. 
 
3.4.4 Maze routing 
We further validate the findings reported in the preceding sub-sections by using one of the benchmark 
maze routing problems.  It is a 511*511 map with 2.79% obstacles and 17 clusters.  The starting node and 
the target node are chosen as (15, 466) and (466, 15).  The results are shown in Table 3.5.  FA-A* finds 
the shortest path among the four algorithms.  Besides, as shown in Figure 3.20, A* on Grids and Theta* 
are ‘trapped’ in the maze and evaluate a large number of nodes throughout (149,689 and 147,896) 
whereas FA-A* only evaluates 104.  Hence, FA-A* is 98.71% faster than A* on G and 99.23% faster 
than Theta*.  Additionally, consistent with all previous case studies (Figure 3.21), FA-A* has the least 
node evaluations, which helps it to gain an advantage in computational time.   
 
Table 3.5 Performance on a 511*511 maze 
Map Info Algorithm L No. T (sec) 
511*511 
2.79% 
A* on G 1436.8 149689 2877.5 
Theta* 1393.9 147896 4901.4 
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17 
clusters 
A*on V 
true shortest 
1389.9 120 36.9722 
FA-A* 1389.9 104 37.1282 
 
 
          (a)                                                  (b) 
 
          (c)                                                  (d) 
Figure 3.20.  Path found for 511*511 maze routing. (a) A* on G,(b) Theta*,(c) A* on V,(d) FA-A*. 
 
 
Figure 3.21.  Number of evaluations comparison. (a) 50*50 (b) 100*100 (c) 300*300 (d) 50*50 with 
different no. of clusters 
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3.4.5 Freeform piping network design demonstration 
Hydraulic systems are frequently encountered in industrial applications, consisting of pumps, valves, 
reservoirs, and various actuators etc. that are connected with piping networks.  In a typical design of 
hydraulic systems, the locations of pumps, valves, actuators as well as certain inlets and outlets are 
decided first, followed by the design of piping networks.  The rapid advancement of additive 
manufacturing technology yields a new means of fabricating certain hydraulic systems, which entertains 
advantages including less constraint in assemblage and enhanced design freedom with the possibility of 
incorporating freeform piping networks.  As the locations of other components are decided, the piping 
network essentially determines the total volume, weight, and cost of the final design.  Therefore, the 
optimality of the piping length is emphasized.  Meanwhile, the computational cost has to be reasonable to 
accommodate design iterations.  The proposed FA-A* algorithm is specifically tailored for such 
applications, i.e., obtaining the optimal paths of piping network design with increased efficiency.  While 
the optimality and efficiency are validated in the preceding sub-sections, in what follows we demonstrate 
a representative freeform piping network design problem (Figure 3.22(a)).  Here the locations of the 
components as well as the locations of inlets and outlets are the starting and target nodes.     
 
       (a)                                                                (b)  
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       (c)                                                               (d)  
Figure 3.22. Piping design example. (a) CAD model of pre-specified components, (b) Geometry model, 
(c) Gridding, (d) Optimal paths. 
 
The piping network design procedure in this study can be summarized in four steps.  First, given an 
actual CAD model of the pre-specified components (Figure 3.22(a)), the geometry is outlined in a 3-
dimensional space (Figure 3.22(b)).  Next, the geometry is gridded into points (Figure 3.22(c)) to 
facilitate piping design.  The gird size can be adjusted to accommodate different accuracy requirements.  
FA-A* is then implemented to find the optimal paths, i.e., freeform network of piping, between pre-
specified pairwise starting and target nodes (Figure 3.22(d)).  Finally, the optimal paths obtained are cast 
into the CAD model to generate the final design.  In this demonstration, the pre-specified starting and 
target nodes are marked in Figure 3.22(c).  A total number of 12 pipelines are to be designed, i.e., 12 
paths are to be identified.  The size of the gridded map is 160*120*40. 
 
(a)                                                                       (b)  
Figure 3.23. Piping design comparison. (a) A* on G, (b) FA-A*. 
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Figure 3.23 shows the comparison of results by A* on Grids and FA-A*.  FA-A* not only yields 
better piping design, but also excels in efficiency.  As illustrated in Table 3.6, the total length and 
computational time of using FA-A*are 738.1940 and 223, respectively, both of which are the best among 
the four algorithms.  Compared to A*, an 11.53% length reduction is obtained using FA-A*, which is a 
significant improvement in terms of weight reduction.  Moreover, FA-A* features a 99.645% reduction in 
the number of evaluation compared to A* on Grids and a 97.7311% reduction in computational time 
compared to A* on Visibility Graphs.   
 
Table 3.6 Performance on a 240*120*40 piping design problem 
Map Info Algorithm L No. T (sec) 
160*120*40  
27% obstacle 
7 clusters 
A* on G 834.4152 215210 270 
Theta* 817.6547 214930 253 
A*on V 
true shortest 
738.1940 2817 9833 
FA-A* 738.1940 764 223 
FA-A*: % of 
improvement 
compared to 
the second 
best 
9.718% 72.879% 11.858% 
 
 
Figure 3.24. Optimal piping design.  Inlet and outlet locations of the system are pre-specified at the top-
right and bottom-right in the figure. 
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The piping network design processes of A* on Grids and FA-A* are animated as shown in 
https://youtu.be/kCkHjn2Ga8I and https://youtu.be/0rg1u78BLHw, respectively.  As can be observed, the 
paths identified by FA-A* are smoother and may indeed avoid drastic pressure drop (less turns).  As 
shown in the video, the pair of starting node and target node that has the shortest straight-line distance is 
connected first.  The optimal paths found are subsequently regarded as obstacles for the succeeding paths.  
The design sequence is indeed subject to change for different networking components where certain 
pipelines are more critical than others.  While our focus is primarily placed on the optimality of individual 
paths, the overall sequence should be determined based on domain expertise and empirical experience.  
As seen in the videos, while A* shows noticeable detours in its path-finding process, FA-A* creates the 
shortest/optimal connections between each pair of nodes and yield better designs.  After casting the 
design in 3D map into the CAD model, Figure 24 shows the final piping network design identified by FA-
A*. 
Although the shortest piping design can generally avoid drastically pressure drops, the performance 
of certain piping networks may not be merely related to the length or pressure drop.  Here we also briefly 
outlines (Figure 3.25) a perturbation-based optimization approach to handle other physical or geometrical 
constraints as means to refine the piping design.  The FA-A* design will serve as the initial design where 
the points that define the FA-A* path are regarded as control points.  Then by adding, removing, or 
moving one or a set of control points, a new path can be generated and evaluated based on its 
quantifications related to desired performance, e.g., length, curvature or turns, hydraulic resonant and etc.  
Such practice is iterated and whether to accept the perturbation can be determined by the stochastic 
optimization approach employed, such as evolutionary optimization, particle swarm optimization, and 
simulated annealing.  The overall methodology can accommodate various networking component designs 
when certain performance aspects are required and additive manufacturing is the designated fabrication 
approach. 
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Figure 3.25.  Path refinement through perturbation-based optimization 
 
One prototype of the freeform piping design assisted by FA-A* has been successively printed using 
Stereolithography (SLA).  As the overall design methodology does not cater to specific additive 
manufacturing techniques, eventually, depending on the material, final products can be fabricated by 
Powder Bed Fusion (PBF) process including additive manufacturing techniques such as Selective Laser 
Sintering (SLS) or Electron Beam Melting (EBM).  As illustrated in Figure 3.26, when there is no 
obstacle in between, a straight pipeline is designed; otherwise, optimal curves are generated. 
 
Figure 3.26.  Stereolithography (SLA) prototype of a freeform piping network designed by FA-A* 
 
3.5. Conclusion 
In this research, we develop a focal any-angle A* algorithm based on visibility graphs (FA-A*) 
towards piping network to demonstrate the capability of additive manufacturing to such industrail design.  
FA-A* performs the path-finding with focuses on possible paths to the target, and prunes the full 
visibility graph accordingly.  As demonstrated in the case studies, due to the use of visibility graphs, the 
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algorithm is capable of finding the shortest path.  Meanwhile, because of the reduction of the visibility 
graphs, FA-A* enhances the computational performance of exact algorithms.  Moreover, FA-A* has the 
least node evaluations for all the test cases.  For problems that have more complicated path costs, FA-A* 
would gain significant advantages in terms of computational time.  Overall, FA-A* not only preserves the 
optimality of visibility graph-based methods but also can keep up with grid-based methods 
computationally.  Case studies validate that the newly developed approach finds better paths than A* and 
Theta*, and yields better computational efficiency than A* on Visibility Graphs.  It is further 
demonstrated that the algorithm can find the shortest piping path with tractable computational cost, which 
provides a viable design tool for the additive manufacturing of freeform piping network. 
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Chapter 4. A Reinforcement Learning Hyper-Heuristic in Multi-Objective 
Single Point Search with Application to Structural Fault Identification 
Multi-objective optimizations are frequently encountered in engineering practices.  The solution 
techniques and parametric selections however are usually problem-specific.  In this study we formulate a 
reinforcement learning hyper-heuristic scheme, and propose four low-level heuristics which can work 
coherently with the single point search algorithm MOSA/R (Multi-Objective Simulated Annealing 
Algorithm based on Re-seed) towards multi-objective optimization problems of various properties.  
Making use of the domination amount, crowding distance and hypervolume calculations, the proposed 
hyper-heuristic scheme can meet various optimization requirements adaptively.  The approach developed 
not only exhibits better and robust performance compared to AMOSA, NSGA-II and MOEA/D when 
applied to benchmark test cases, but also shows promising results when applied to a generic structural 
fault identification problem.  The outcome of this research can be extended to many design and 
manufacturing optimization applications.   
4.1 Introduction 
Many engineering optimization problems involve multiple types of goals, thus naturally present 
themselves as multi-objective problems.  For example, the rapid advancement of sensing and 
measurement technologies has made it possible to realize structural fault identification in near real-time.  
Fault parameters in a structure are generally identified through matching measurements with model 
predictions in the parametric space.  Since multiple measurements are usually involved, the identification 
can be cast into a multi-objective optimization problem. 
Multi-objective optimization algorithms have been practically applied to a variety of problems, 
ranging from production scheduling (Wang et al, 2014; Lu et al, 2016), structural design (Kaveh and 
Laknejadi, 2013), performance improvement (Szollos et al, 2009), to structural fault pattern recognition 
(Cao et al, 2018a; 2018b) etc.  The solution techniques, nevertheless, are often devised and evaluated for 
specific problem domains, which not only require in-depth understanding of the problem domain 
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involved but are also difficult to be exercised to different instances.  Even for the same type of problems, 
the formulation may need to be changed as more knowledge and insights are gained.  The hyper-heuristic 
concept was therefore suggested (Cowling et al, 2000), aiming at producing general-purpose approaches.  
The terminology implies that a high-level scheme to select heuristic operators is incorporated as the 
detailed algorithms are being executed (Burke et al, 2009) given a particular problem and a number of 
low-level heuristics.  Instead of finding good solutions, hyper-heuristic is more interested in adaptively 
finding good solution methods.  Since its emergence, the subject has gained significant interests, and a 
number of studies of hyper-heuristic have been performed for multi-objective problems.  Burke et al 
(2007) and Sabar et al (2011) proposed hyper-heuristic approaches to address timetabling and scheduling 
problems.  Gomez and Terashima-Marin (2010), de Armas et al (2011) and Bai et al (2012) extended the 
hyper-heuristic method to handle packing and space allocating problems.  Raad et al (2010) and 
McClymont and Keedwell (2011) used hyper-heuristics to water resource and distribution problems.  
Wang and Li (2010) and Vazquez-Rodrigues and Petrovic (2013) also applied hyper-heuristic framework 
to multi-objective benchmark problems such as DTLZ and WFG.  More recently, Guizzo et al (2015) 
applied hyper-heuristic based multi-objective evolutionary algorithms to solve search-based software 
engineering problems.  Hitomi and Selva (2015; 2016) investigated the effect of credit definition and 
aggregation strategies on multi-objective hyper-heuristics and used it to solve satellite optimization 
problems.  Interested readers may refer to (Burke et al, 2013; Maashi et al, 2015) for more discussions 
about hyper-heuristic techniques and applications. 
Typically, a hyper-heuristic framework involves: (1) a high-level selection strategy to iteratively 
select among low-level heuristics based on the performance; (2) a predefined repository of low-level 
heuristics; and (3) applying the selected heuristics into optimization and evaluating their performance.  
The selection mechanism in hyper-heuristics, which essentially ensures the objectivity, specifies the 
heuristic to apply in a given point of optimization without using any domain information.  With this in 
mind, online learning hyper-heuristics usually take advantage of the concept of reinforcement learning for 
selection (Kaelbling et al, 1996; Ozcan et al, 2012), as it aims to iteratively solve the heuristics selection 
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task by weight adaptation through interactions with the search domain.  The low-level heuristics 
correspond to a set of exploration rules, and each carries a utility value.  The values are updated at each 
step based on the success of the chosen heuristic.  An improving move is rewarded, while a worsening 
move is punished.  The low-level heuristics can be embedded in single point search techniques, which are 
highly suited for these tasks because only one neighbor is analyzed for a choice decision (Nareyek, 2003).  
In a single point search-based hyper-heuristic framework, e.g., a simulated annealing (Kirkpatrick et al, 
1983) based hyper-heuristic, an initial candidate solution goes through a set of successive stages 
repeatedly until termination.   
The goal of this research is to advance the state-of-the-art in Multi-Objective Simulated Annealing 
(MOSA) by incorporating hyper-heuristic systematically to improve both the generality and performance.  
We develop a reinforcement learning hyper-heuristic inspired by probability matching (Goldberg, 1990), 
which consists of a selection strategy and a credit assignment strategy.  As discovered in previous 
investigations (Cao et al, 2016 and 2017), the solution quality/diversity as well as the robustness of the 
algorithm can be enhanced with re-seed schemes.  The re-seed schemes, on the other hand, need to be 
tailored to fit specific problem formulation.  Here in this research the re-seed schemes are treated as the 
low-level heuristics, empowering the algorithm to cover various scenarios.  The performance and 
generality of the proposed approach are first demonstrated over benchmark testing cases DTLZ (Deb et al, 
2002) and UF (Zhang et al, 2008) in comparison with popular multi-objective algorithms, namely, 
NSGA-II (Deb et al, 2002), AMOSA (Bandyopadhyay et al, 2008) and MOEA/D (Zhang and Li, 2007).  
The enhanced approach is then applied to structural fault identification, a highly promising application of 
MOSA, to examine the practical implementation.  The main contributions of this paper are 1) to introduce 
a new reinforcement learning hyper-heuristic framework based on MOSA with re-seed; 2) to devise a 
new credit assignment strategy in high-level selection for heuristic performance evaluation; and 3) to 
provide insights on benchmark case studies and application.   
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4.2. Algorithmic foundation 
4.2.1. Multi-objective optimization (MOO) 
Intuitively, Multi-Objective Optimization (MOO) could be facilitated by forming an alternative 
problem with a single, composite objective function using a weighted sum approach.  Single objective 
optimization techniques are then applied to this composite function to obtain a single optimal solution.  
However, the weighted sum methods have difficulties in selecting proper weight factors especially when 
there is no articulated a priori preference among objectives.  Indeed, a posteriori preference articulation 
is usually preferred, because it allows a greater degree of separation between the algorithm and the 
decision-making process which also enables the testing process to be conducted independently of the 
application (Giagkiozos et al, 2015).  Furthermore, instead of a single optimum produced by weighted 
sum methods, MOO can yield a set of alternative solutions explicitly exhibiting the tradeoff between 
different objectives.  
The most well-known MOO methods are probably the Pareto-based ones that define optimality in a 
wider sense that no other solutions in the search space are superior to Pareto optimal solutions when all 
objectives are considered (Zitzler, 1999).  A general MOO problem of n objectives in the minimization 
sense is represented as: 
1Minimize ( ) ( ( ) ( ))f n= = f ,..., fy x x x                                              (4.1) 
where 
1 2( , ,..., )kx x x x X  and 1 2( , ,..., )ny y y y Y .  x is the decision vector of k decision variables, 
and y is the objective vector.  X denotes the decision space while Y is called the objective space.  When 
two sets of decision vectors are compared, the concept of dominance is used.  Assuming a and b are 
decision vectors, the concept of Pareto optimality can be defined as follows: a is said to dominate b if:  
{1,2,..., }: ( ) ( )i ii n f f  a b                                                     (4.2) 
and 
{1,2,..., }: ( ) ( )j jj n f f  a b                                                    (4.3) 
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Refer to Table 4.1.  Any objective function vector which is neither dominated by any other objective 
function vector of a set of Pareto-optimal solutions nor dominating any of them is called non-dominated 
with respect to that Pareto-optimal set (Goldberg, 1989; Zitzler, 1999).  The solution that corresponds to 
the objective function vector is a member of Pareto-optimal set.  Usually  is used to denote domination 
relationship between two decision vectors (Table 4.1). 
 
Table 4.1 Domination relations 
Relation Symbol Interpretation in objective space 
a dominates b a b  a is not worse than b in all objectives and better in at 
least one 
b dominates a b a  b is not worse than a in all objectives and better in at 
least one 
Non- dominant 
to each other 
b a  a is worse than b in some objectives but better in some 
other objectives 
 
4.2.2. Multi-Objective Simulated Annealing (MOSA) 
Simulated annealing (Kirpatrick et al, 1983) is a heuristic technique drawing an analogy from physics 
annealing process.  It was originally designed for solving single objective optimization problem, and was 
then extended to multi-objective context.  Engrand, who is among the very first to embed the concept of 
Pareto optimality with simulated annealing, proposed to maintain an external population archiving all 
non-dominated solutions during the solution procedure (Engrand, 1998).  Subsequently, several Multi-
Objective Simulated Annealing (MOSA) algorithms that incorporate Pareto set (Nam and Park, 2000; 
Suman, 2004) have been developed.  The acceptance criteria in these algorithms are all derived from the 
differential between the new and current solutions.  However, in the presence of Pareto set, merely 
comparing the new solution to the current solution appears to be vague.  Subsequently, there have been a 
few techniques proposed that use Pareto domination based acceptance criterion in MOSA (Smith, 2006; 
Bandyopadhyay et al, 2008; Cao et al, 2016), the merit of which is that the domination status of the point 
is considered with respect to not only the current solution but also the archive of non-dominated solutions 
found so far.  It has been widely demonstrated that simulated annealing algorithms are capable of finding 
multiple Pareto-optimal solutions in a single run.   
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4.2.3. Reinforcement learning hyper-heuristic 
The reinforcement learning hyper-heuristic strategy proposed in this paper can be divided into two 
parts, namely, heuristic selection and credit assignment.  The goal is to design online strategies that are 
capable of autonomously selecting between different heuristics based on their credits (Burke et al, 2013).   
Credit assignment rewards the heuristics online based on certain criterion, and the credits are 
thereafter fed to the heuristic selection strategy.  It is similar to the reward assignment in reinforcement 
learning where the agent receives a numerical reward based on the success of an action’s outcome.  In this 
study, we develop a new credit assignment strategy based on hypervolume (Zitzler and Thiele, 1999) 
increments and the number of solutions newly generated to calculate the credit , i tc , 
11
( )
, 
( ,  )( ( ) ( )
( )
( ) ( 1)
t t tt t
i t
true titer
i t
PF PF PFHV PF HV PF
HV PF PF
c e
i t i t

 
 
 
   
 
 
 
                                   (4.4) 
where iter denotes the total number of iterations, ( )i t  is the number of iterations that has been performed 
at epoch t (i.e., the tth time heuristic selection has been conducted), PFt is the Pareto front at t, and HV(*) 
approximates the hypervolume of the Pareto front in percentage using Monte Carlo approach through N 
uniformly distributed samples within the bounded hyper-cuboid to alleviate the computational burden.  
Specifically, 
( , *) ( ( , *))
x PF
HV PF r volume v x r

                                              (4.5) 
where r* is the reference point which is set to be 1.1 times the upper bound of the Pareto front in the HV 
calculation following the recommendations in literature (Ishibuchi et al., 2010; Li et al., 2016).  
Therefore, in Equation (4.4), ( ) [0,  1]tHV PF   is the hypervolume of the Pareto front at t, 
1( ( ) ( ))t tHV PF HV PF   is the hypervolume increment since the last time the heuristics are selected, and 
( )trueHV PF  is the normalization term.  The term 
1( ,  )
[0,  1]
t t t
t
PF PF PF
PF

  computes the percentage of 
 97 
 
newly generated solution in the current Pareto front.  Both terms are dimensionless and they are summed 
together first then divided by ( ( ) ( 1))i t i t   to evaluate the performance of a heuristic as reflected by the 
evolution of the Pareto front per iteration.  Because it is easier for the optimizer to achieve improvements 
at early stage of optimization, we introduce the compensatory factor 
( )
[1,  ]
iter t
itere e  to progressively 
emphasize the credits earned as the optimization progresses. 
Heuristic selection, as its name indicates, selects from the low-level heuristics at each time epoch.  
The concept is similar to the agent in reinforcement learning.  One difficulty that a heuristic selection 
strategy would have to overcome is the exploration versus exploitation dilemma (EvE), indicating that the 
heuristic with the highest credits should be favored whilst the heuristics with low credits should also be 
occasionally selected because they may produce high quality results as the search progresses.  Many 
heuristic selection strategies have been proposed in literature, including probability matching (PM), 
adaptive pursuit (Thierens, 2007), choice function (Cowling et al, 2000, Maashi et al, 2015), Markov 
chain models (McClymont and Keedwell, 2011) and multi-armed bandit algorithms (Krempser et al, 
2012).  In this paper, we devise a heuristic selection strategy with minimal number of parameters inspired 
by the idea of probability matching to specifically fit the online learning scheme.  Given a finite set of 
heuristic O , an heuristic io O  is selected at time t with probability , i tp  proportional to the heuristic’s 
quality , i tq , which is mainly determined by the credit , i tc .  The parameter t is independent of the 
algorithm, indicating how many times the heuristic selection has been conducted.  The update rule is 
given as follows, 
, , 1 , (1 )i t i t i tq q c                                                                (4.6) 
, 
, min min
, 1
(1 )
i t
i t
j tj
q
p p p
q

   

O
O                                                   (4.7) 
where min
1
(0,  ]p 
O
 is the minimum selection probability to facilitate exploration and guarantee 
, [0,  1]i tp  .  It is greater than 0 so the heuristics with low credits are also considered.  The forgetting 
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factor [0,  1]  determines the importance of the credits received previously because the current solution 
may be the result of a decision taken in the past.  In this study, 
minp  is chosen to be 0.1 and   is chosen to 
be 0.5.  It is worth noting here again that 1t   in Equation (4.5) does not imply the iteration before t in 
optimization; it means the last time the hyper-heuristic is updated.  And we only update the values that 
correspond to the chosen heuristic at 1t  .  For unselected heuristics we have 
, , 1i t i tq q  .  After , i tp  is 
determined using Equations (4.5) and (4.6), the lower level heuristic is chosen per its probability using 
roulette wheel selection method. 
4.3. hyper-heuristic MOSA 
With the hyper-heuristic rules defined, the MOSA algorithm and the joint hyper-heuristic scheme are 
presented in this section. 
4.3.1. MOSA/R algorithm 
The algorithm used in this study is referred to as MOSA/R (Multi-Objective Simulated Annealing 
based on Re-seed) which was developed by Cao et al (2016) and applied to configuration optimization.  
MOSA/R uses the concept of the amount of domination in computing the acceptance probability of a new 
solution.  The algorithm was originally designed aiming at solving multi-modal optimization problems 
with strong constraints.  It is able to provide feasible solutions more efficiently compared to traditional 
MOSAs due to the developed re-seed technique.  Such improvement can be generalized with hyper-
heuristic by making the re-seed step adaptively caters to various design preferences.  The pseudo-code of 
MOSA/R is provided below. 
 
Algorithm MOSA/R 
Set Tmax, Tmin, # of iterations per temperature iter, cooling rate α, k = 0 
Initialize the Archive (Pareto front) 
Current solution = randomly chosen from Archive 
While (T > Tmin) 
 For 1 : iter 
    Generate a new solution in the neighborhood of current solution  
    If new solution dominates k (k >= 1) solutions in the Archive 
  Update 
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    Else if new solution dominated by k solutions in the Archive 
  Action 
    Else if new solution non-dominant to Archive 
  Action 
    End if 
 End for 
 k = k+1 
 T = (α
 k
)*Tmax 
End While 
 
Algorithm Update 
Remove all k dominated solutions from the Archive 
Add new solution to the Archive  
Set new solution as current solution 
 
Algorithm Action 
If new solution and Archive are non-dominant to each other 
       Set new solution as current solution 
Else 
 If new solution dominated by current solution 
  Re-seed 
 Else 
  Simulated Annealing 
 End If 
End if 
 
Algorithm Re-seed 
new solution is dominated by k (k >= 1) solutions in the Archive 
Select a heuristic from low-level heuristics based on hyper-heuristic strategy 
Set selected solution following the selected heuristic 
If 
,
1
1 exp( / max( ,1))selected newdom T 
 > rand(0,1)* 
 Set selected solution as current solution 
Else 
 Simulated Annealing 
End if 
* rand(0,1) generates a random number between 0 to1 
 
Algorithm Simulated Annealing 
,1
k
i newi
avg
dom
dom
k


 
  
If 
1
1 exp( / )avgdom T 
 > rand(0,1) 
 Set new solution as current solution 
End if 
 
Given two solutions a and b, if a b  then the amount of domination is defined as, 
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1, ( ) ( )
( ( ) ( ) / )
i i
M
i i ii f f
dom f f R
 
  a,b a b a b                                              (4.8) 
where M is the number of objectives and Ri is the range of the ith objective (Bandyopadhyay et al, 2008).  
As indicated in the pseudo-code, the hyper-heuristic scheme comes into effect in Algorithm Re-seed.  
Whenever re-seed is triggered, first a low-level heuristic is selected from the repository based on the 
proposed reinforcement learning hyper-heuristic (Section 4.2.3), and then the current solution is altered 
using the selected low-level heuristic.  Most simulated annealing related hyper-heuristic studies (Antunes 
et al, 2011; Bai et al, 2012; Burke et al, 2013;) use simulated annealing as the high-level heuristic to select 
from lower level heuristic repository to exploit multiple neighborhoods which can be regarded as variable 
neighborhood search mechanism.  However, in this research, the proposed approach uses probability 
matching (PM) as the high-level heuristic and part of the MOSA/R as lower level heuristics which can be 
regarded as adaptive operator selection (Maturana et al, 2009).  In the next sub-section, we propose four 
low-level heuristics for the hyper-heuristic MOSA/R.  
4.3.2. Low-level heuristics 
Hereafter we refer the MOSA/R with hyper heuristic scheme as MOSA/R-HH.  The hyper-heuristic 
scheme intervenes in the re-seed scheme (Algorithm Re-seed) which essentially differs MOSA/R-HH 
(hyper-heuristic MOSA/R) from other MOSA algorithms.  In this paper we propose four re-seed 
strategies as low-level heuristics.  
(1) The solution in the Archive with the minimum amount of domination.  The first strategy selects 
the solution from Archive that corresponds to the minimum difference of domination amount with respect 
to the new solution.  For Archive x that dominates the new solution, 
 1, ( ) ( )
argmin( )
argmin ( ( ) ( ) / )
new
i i new
select
M
i i new ii f f
dom
f f R
 
 
 
x,x
x
x x
x
x
x x
                                      (4.9) 
Then the selected solution is set as current solution with probability 
,
1
1 exp( / max( ,1))selected newdom T 
.  The solution corresponding to the minimum difference of 
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domination amount is chosen to avoid premature convergence.  An example is given in Figure 4.1(a), the 
solution selected using this strategy corresponds the one in the Archive that dominates the current solution 
the least. 
 
                                                        (a)                                                (b) 
 
                                                         (c)                                            (d) 
 
(e) 
Figure 4.1 Examples of solutions selected by the four low-level heuristics  
 
(2) The solution in the Archive with the maximum amount of domination.  The second strategy is 
defined similarly to 1).  For Archive x  that dominates the new solution, 
 1, ( ) ( )
argmax( )
argmax ( ( ) ( ) / )
new
i i new
select
M
i i new ii f f
dom
f f R
 
 
 
x,x
x
x x
x
x
x x
                                    (4.10) 
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The only difference is that this time the solution of the maximum domination amount compared to the 
new solution will be chosen.  The strategy emphasizes more on the exploitation of better neighboring 
solutions compared to strategy (1) as (1) aims to maintain a balance between exploration and exploitation.  
The first two strategies are new solution dependent.  Next we will introduce two new solution 
independent strategies.  As shown in Figure 4.1(b), the selected solution using the second strategy 
dominates current solution the most.   
(3) The solution in the Archive with the largest hypervolume (HV) contribution.  In (3) we compute 
the hypervolume contribution of each point in Archive using the method proposed by Emmerich et al 
(2005).  Hypervolume contribution quantifies how much each point in the Pareto front contributes to the 
HV as explained in Figure 4.1(c); the areas of the colored rectangles indicate the hypervolume 
contribution for each solution in the Archive.  A large value of HV contribution indicates that the point 
stays in a less explored portion of the Pareto front whilst maintaining good convergent performance. 
(4) The solution in the Archive with the largest crowding distance.  The last strategy makes use of the 
technique called crowding distance (Deb et al, 2002).  The point with the largest crowding distance will 
be selected.  The strategy is inclined to exploration (diversity) in the EvE dilemma.  As can be seen in 
Figure 4.1(d), in the minimization case, the crowding distance for each solution in the Archive is 
determined by the area of the bounding box formed by its adjacent solutions.   
As illustrated in Figure 4.2(e) which gives a comparison of the solutions selected by the proposed 
four low-level heuristics, each low-level heuristic designed has its own emphasis and intention.  The 
hyper-heuristic scheme is designed to adaptively switch between different priorities that suits current 
search endeavor the best, and therefore could be applied to tackle different instances without further 
modification.  
Figure 4.2 depicts the overall mechanism of MOSA/R and the co-acting hyper-heuristic in a flowchart.   
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Figure 4.2 Flowchart of MOSA/R and embedded hyper-heuristic 
 
4.4. Benchmark case studies 
4.4.1. Test cases 
Here we apply four algorithms, the proposed algorithm MOSA/R-HH, an advanced multi-objective 
simulated annealing algorithm AMOSA (Bandyopadhyay et al, 2008), a fast and elitist multi-objective 
genetic algorithm NSGA-II (Deb et al, 2002), and A multi-objective evolutionary algorithm based on 
decomposition MOEA/D (Zhang and Li, 2007), to 14 benchmark test problems from DTLZ (Deb et al, 
2002) and UF (Zhang et al., 2008) test suites.  The three algorithms adopted for comparison are among 
the most recognized multi-objective algorithms and have been applied for a variety of optimization 
porblems.  The test sets are considered to be representative due to their diverse properties as listed in 
Table 4.2.  All algorithms will be executed 5 times independently for each test problem. 
 
Table 4.2 Benchmark test problem properties 
Instance # Obj. # Var. Properties 
DTLZ1 3 6 Linear Pareto, multimodal 
DTLZ2 3 7 Concave Pareto 
DTLZ3 3 10 Concave Pareto, multimodal 
DTLZ4 3 10 Concave Pareto, biased solutions distribution 
DTLZ5 3 10 Concave degenerated Pareto 
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DTLZ6 3 10 Concave Pareto, biased solutions distribution 
DTLZ7 3 10 Discontinuous Pareto 
UF1 2 10 Convex Pareto 
UF2 2 10 Convex Pareto 
UF3 2 10 Convex Pareto 
UF4 2 10 Concave Pareto 
UF5 2 10 Discrete Pareto 
UF6 2 10 Discontinuous Pareto,  
UF7 2 10 Linear Pareto 
 
4.4.2. Parametric setting 
The initial temperature is determined that virtually all solutions are accepted at the beginning ‘burn in’ 
period (Suman and Kumar, 2006).  The stopping criterion, i.e., the final temperature is chosen to control 
the error.  In this research, the starting temperature Tmax and final temperature Tmin values of AMOSA and 
MOSA/R-HH are set to be 100 and 10
-5
, respectively.  The total number of iterations, denoted as iter, is 
chosen to be 20,000 for DTLZ1 and DTLZ2, 30,000 for DTLZ3-7, and 100,000 for UF test instances.  
For temperature decrement ( )T T  , we adopt the exponential approach,  
1
i
i iT T                                                               (4.11) 
where 0 1   is chosen to be 0.8.  Note that each parameter in AMOSA is set to be the same as that of 
MOSA/R-HH.   
For NSGA-II and MOEA/D, the total number of function evaluations is set in accordance with 
AMOSA and MOSA/R-HH.  Other parameters used follow those used in literature (Deb et al, 2002; 
Zhang and Li, 2007).  For 2-objective test problems, the population size is set to be 150, and 300 for 3-
objective test problems.  The distribution indices of Simulated Crossover (SBX) and the polynomial 
mutation are set to be 20.  The crossover rate is 1.00 and the mutation ration is 1/n where n is the length 
of decision vector.  In MOEA/D, Tchebycheff approach is used and the size of neighbor population is set 
to be 20.  All initial solutions are generated randomly form the decision space of the problems. 
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4.4.3. Performance metrics 
For multi-objective optimization (MOO), an algorithm should provide a set of solutions that realize 
the optimal trade-offs between the considered optimization objectives, i.e., Pareto set.  Therefore, the 
performance comparison of MOO algorithms is based on their Pareto sets.  In this study, two popular 
metrics IGD and HV are used to quantify the performance of the algorithms. 
Inverted Generational Distance (IGD) 
The IGD indicator measures the degree of convergence by computing the average of the minimum 
distance of points in the true Pareto front (PF*) to points in Pareto front obtained (PF), as described 
below, 
*
2
* *, 1 1
min ( * )
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*
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i
m m
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PF i m
f f
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
  
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                                        (4.12) 
where M is the number of objectives, 
mf  is the m-th objective value of PFf .  In Equation (4.12), 
2
1
min ( * )
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
f
 calculates the minimum Euclidean distance between the ith point in PF* and points 
in PF.  A lower value of IGD indicates better convergence and completeness of the PF obtained.  
Hypervolume (HV) 
Refer to Equation (4.5).  HV indicator measures convergence as well as diversity.  The calculation of 
HV requires normalized objective function values and in this paper HV stands for the percentage covered 
by the Pareto front of the cuboid defined by the reference point and the original point (0, 0, 0).  As 
mentioned earlier, the reference point is set to be 1.1 times the upper bound of the PF*. 
4.4.4. Results and discussions 
The benchmark experiment examines the performance of MOSA/R-HH, AMOSA, NSGA-II, and 
MOEA/D as applied to DTLZ and UF test suites.  The analysis results are based on 5 independent test 
runs.  The mean and standard deviation of IGD and HV are recorded.  All computations are carried out 
within MATLAB on a 2.40GHz Xeon E5620 desktop.   
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Tables 4.3 and 4.4 illustrate the relative performance of all four algorithms in terms of the two metrics 
IGD and HV where we keep 4 significant digits for mean and 3 significant figures for standard deviation.  
The shaded grids indicate the best result in each test in terms of the mean value.  The performance 
comparison as well as the robustness of each algorithm are also illustrated in Figures 4.4.  As can be 
observed from the figure, MOSA/R-HH prevails in DTLZ1, DTLZ2, DTLZ5 and DTLZ7 in both metrics.  
MOEA/D has an edge over MOSA/R-HH in DTLZ3, while MOSA/R-HH performs significantly better 
than NSGA-II and AMOSA.  DTLZ4 is a close race for MOSA/R-HH, NSGA-II and MOEA/D.  And for 
DTLZ6, MOSA/R-HH, AMOSA and MOEA/D all demonstrate similar performance.  Figure 4.5 depicts 
the Pareto surface obtained by each algorithm when applied to DTLZ1 test case.  For UF test cases, 
MOSA/R-HH takes the lead in three of them in both IGD and HV, which is the best among the four 
algorithms.  Figure 4.6 shows an example of the Pareto front obtained by each algorithm for UF4 in 
comparison with the true Pareto front.  It can be noticed that the Pareto front obtained by MOSA/R-HH 
stays close to the true Pareto front and maintains good diversity.  The performance of AMOSA, NAGA-II 
and MOEA/D fluctuate as test instance changes due to different problem properties.  On the other hand, 
MOSA/R-HH is more robust and outperforms other algorithms when tackling most test instances because 
of the adaptive hyper-heuristic scheme.   
 
Table 4.3 Numerical test results: IGD mean and standard deviation 
Instance MOSA/R-HH AMOSA NSGA-II MOEA/D 
DTLZ1 0.007191  
(3.69E-4) 
0.02134  
(0.00506) 
1.656  
(0.538) 
0.01315  
(0.00195) 
DTLZ2 0.01403  
(0.00127) 
0.01992 
(0.00107) 
0.03093 
(0.00147) 
0.02434 
(0.00173) 
DTLZ3 0.06330  
(0.00380) 
0.7198 
(0.131) 
7.419 
(1.87) 
0.0342 
(0.0125) 
DTLZ4 0.02263  
(0.00222) 
0.07643 
(0.00456) 
0.02176 
(0.000668) 
0.02334 
(0.00176) 
DTLZ5 6.356E-4  
(4.34E-5) 
0.001956 
(1.49E-4) 
0.001390 
(2.74E-4) 
0.002541 
(0.0966) 
DTLZ6 3.231 E-4  
(5.42E-6) 
4.404E-4
 
(1.85E-4) 
0.8738 
(0.0762) 
0.001792 
(2.20E-4) 
DTLZ7 0.01657  
(9.49E-4) 
0.01928 
(5.45E-4) 
0.8235 
(0.0211) 
0.06502 
(0.00152) 
 107 
 
UF1 0.01252 
(0.00189) 
0.03509 
(0.00250) 
0.01972 
(0.00967) 
0.01938 
(0.00567) 
UF2 0.002974 
(6.25E-4) 
0.005458 
(8.87E-05) 
0.006871 
(0.00365) 
0.01876 
(0.00563) 
UF3 0.2477 
(0.104) 
0.3797 
(0.368) 
0.1559 
(0.0131) 
0.2553 
(0.0323) 
UF4 0.01905 
(8.76E-4) 
0.03124 
(1.99E-4) 
0.03792 
(0.00397) 
0.04796 
(0.00513) 
UF5 0.1636 
(0.00666) 
0.1523 
(0.0242) 
0.6759 
(0.279) 
0.6501 
(0.292) 
UF6 0.1412 
(0.0816) 
0.09371 
(4.34E-06) 
0.4929 
(0.0963) 
0.5606 
(0.151) 
UF7 0.01713 
(1.33 E-4) 
0.03393 
(0.00514) 
0.008407 
(0.00309) 
0.005269 
(5.043E-4) 
 
Table 4.4 Numerical test results: HV mean and standard deviation 
Instance MOSA/R-HH AMOSA NSGA-II MOEA/D 
DTLZ1 0.8593 
(0.0204) 
0.8312 
(0.0184) 
0.04210 
(0.0941) 
0.8353 
(0.0282) 
DTLZ2 0.5945 
(0.00586) 
0.5850 
(0.00130) 
0.5663 
(0.00832) 
0.5789 
(0.00420) 
DTLZ3 0.5280 
(0.0380) 
0.004466 
(0.00470) 
0.001404 
(0.00236) 
0.5376 
(0.0248) 
DTLZ4 0.5739 
(0.00869) 
0.5535 
(0.00738) 
0.5686 
(0.00765) 
0.5763 
(0.00877) 
DTLZ5 0.2139 
(0.00157) 
0.2096 
(0.00125) 
0.2097 
(0.00100) 
0.2038 
(0.00356) 
DTLZ6 0.2059 
(0.00568) 
0.2029 
(0.00166) 
0.001440 
(0.00211) 
0.2012 
(0.00119) 
DTLZ7 0.2635 
(0.00549) 
0.2580 
(0.0122) 
0.1683 
(0.00304) 
0.2498 
(0.00557) 
UF1 0.7114 
(0.00231) 
0.683 
(0.00198) 
0.6958 
(0.0126) 
0.6962 
(6.37E-4) 
UF2 0.7207 
(5.52 E-4) 
0.71843 
(4.03E-4) 
0.7165 
(0.00351) 
0.7036 
(0.00355) 
UF3 0.4724 
(0.0993) 
0.4098 
(0.227) 
0.5196 
(0.0204) 
0.3787 
(0.0454) 
UF4 0.4224 
(0.00295) 
0.4044 
(0.00659) 
0.3919 
(0.00760) 
0.3885 
(0.0131) 
UF5 0.3613 
(0.0346) 
0.3651 
(0.0405) 
0.05647 
0.0524 
0.1128 
(0.158) 
UF6 0.3287 
(0.0428) 
0.3487 
(0.00766) 
0.1104 
0.0413 
0.2214 
(0.0643) 
UF7 0.5677 
(0.00127) 
0.5454 
(0.00541) 
0.5734 
(0.00451) 
0.5773 
(0.00169) 
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Figure 4.4 IGD and HV comparison of the four algorithms on the DTLZ and UF problems  
(From left to right: MOSA/R-HH, AMOSA, NAGA-II, MOEA/D) 
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                                (a) MOSA/R-HH                                    (b) AMOSA 
 
                                        (c) NSGA-II                                         (d) MOEA/D 
Figure 4.5 Pareto front obtained by each algorithm for test instance DTLZ1 
 
 
                                         (a) MOSA/R-HH                                      (b) AMOSA 
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                                      (c) NSGA-II                                          (d) MOEA/D 
Figure 4.6 Pareto front obtained by each algorithm for test instance UF4 
 
4.4.5. Structural fault identification using MOSA/R-HH 
In this section, we apply the proposed approach (MOSA/R-HH) and the original MOSA/R to a 
practical engineering problem, the identification of fault parameters in a structure.  Structural fault 
identification is generally realized by inverse analysis through comparison of sensor measurements and 
model prediction in the parametric space.  Here we specifically utilize the vibration response 
measurements (Cao et al, 2018a).  We aim at solving the problem using the hyper-heuristic framework 
developed without taking advantage of any empirical domain-knowledge. 
In model-based fault identification, a credible finite element model of the structure being monitored is 
available.  The stiffness matrix of the structure under the healthy condition is denoted as 
1
n
R R
i
i
K K , 
where n is the number of elements, and R
iK  is the reference (healthy) stiffness of the i-th element.  
Without loss of generality, we assume that damage causes stiffness change.  The stiffness matrix of the 
structure with fault is denoted as 
1
n
D D
i
i
K K , where (1 )D Ri i i K K .  [0,  1]i   ( 1, ,i n ) is the fault 
index for the i-th element.  For example, if the i-th element suffers from damage that leads to a 20% of 
stiffness loss, then 0.2i  .  We further assume that the structure is lightly damped.  The j-th eigenvalue 
(square of natural frequency) and the j-th mode (eigenvector) are related as    
T
j j j   K .  The change 
of the j-th eigenvalue from the healthy status to the damaged status can be derived as (Cao et al, 2018a), 
       
1
( )
n
T T
D R R
j j j i j i j
i
     

   K K K                                     (4.13) 
which can be re-written as  
      
1
n
j i ji
i
S 

                                                               (4.14) 
or, in matrix/vector form, 
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   Δλ Sα                                                                 (4.15) 
where S is the sensitivity matrix whose elements are given in Equation (4.13), and Δλ  and α  are, 
respectively, the q-dimensional natural frequency change vector (based on the comparison of 
measurements and baseline healthy results) and the n-dimensional fault index vector. 
It is worth noting that the inverse identification problem (Equation (4.15)) is usually underdetermined 
in engineering practices, because n, the number of unknowns (i.e., the number of finite elements), is 
usually much greater than q, the number of natural frequencies that can be realistically measured.  This 
serves as the main reason that we want to avoid matrix inversion of S and resort to optimization by 
minimizing the difference between the measurements and predictions obtained from a model with 
sampled fault index values.  In this study, we adopt a correlation coefficient, referred to as the multiple 
damage location assurance criterion (MDLAC) (Messina et al, 1998; Barthorpe et al, 2017; Cao et al, 
2018a), to compare two natural frequency change vectors, as expressed below, 
   
2
, ( )
MDLAC( , )
, ( ), ( )

 

 
  
λ λ α
λ α
λ λ λ α λ α
                                            (4.16) 
where ,   calculates the inner product of two vectors.  MDLAC( , ) [0,1] λ α captures the similarity 
between measured frequency change Δλ  and predicted frequency change λ .  Furthermore, in addition to 
natural frequency change information, we also take into consideration the mode shape change information.  
For the j-th mode shape which itself is a vector, we can compare the measured change and predicted 
change using MDLAC in a similar manner.  Therefore, a multi-objective minimization problem for an n-
element structure can then be formulated as following, 
Find:  1 2, , ..., n  α   
Minimize: 1 MDLAC( , )f   λ α , 
           2 MDLAC({ }, )f    α              
Subject to: 
l u
i                                                                                                            (4.17) 
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where l  and u  are the pre-specified lower bound and upper bound of the fault index.  The optimization 
problem defined above is non-convex.   
Prior and empirical knowledge often plays an important role when tackling this type of structural fault 
identification problem due to infinitely many combinations of possible fault patterns.  For example, some 
studies assume the number of faults is known beforehand (Shuai et al, 2017).  Some other investigations 
take advantage of the sparse nature of the fault indices (Huang et al, 2017; Cao et al, 2018b).  In this study, 
we apply the MOSA/R-HH to identify the fault pattern in terms of α .  We demonstrate the effectiveness 
of the adaptive hyper-heuristic approach, whereas we do not exploit any domain knowledge.  To facilitate 
easy re-production of case analyses for interested readers, a benchmark cantilever beam model with 
varying number of elements and different fault patterns is used in this case demonstration.  The Young’s 
modulus of the beam is 69 GPa, the length per element is set as 10 m, and the area of cross-section is 1 m
3
.  
The measurements of mode shape and natural frequencies used are simulated directly from the finite 
element models which are subject to 2‰ standard Gaussian uncertainties.  Hereafter the measurements 
available to fault identification are limited to the first 5 natural frequencies and the 2
nd
 mode shape.   
4.5.1. Case study 1: 20 elements, 2 faults 
We first carry out the case study on a 20-element cantilever beam.  The faults are on the 6
th
 and 11
th
 
element with severities 6 0.04   and 11 0.06  , respectively.  MOSA/R-HH proposed and MOSA/R are 
applied without knowing the number of faults.  A set of optimal candidates are obtained, owing to the 
tradeoff between objectives.  Each solution obtained corresponds to one possible fault pattern.  Figure 
4.7(a) and Figure 4.7(b) show the mean and variance of the solution sets with respect to the fault index for 
each element, in which mean value is represented by a dash, variance is depicted as a box, and plus stands 
for outlier.  The uncertainty and fluctuation of the results mainly come from the noise introduced to the 
measurements and the under-determined nature of the problem.  As seen in the figures, the results of 
MOSA/R-HH are more robust and fewer outliers are recognized.  The mean values are then compared to 
the true fault pattern indices in Figure 4.7(c) and Figure 4.7(d).  As illustrated, MOSA-HH is able to 
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identify the location and severity of the fault pattern with better precision compared to MOSA/R due to 
the incorporated reinforcement learning hyper-heuristic.  It adaptively adjusts the search direction as it 
progresses to yield a solution set of better distribution and accuracy. 
 
                                    (a) MOSA/R: box plot                        (b) MOSA/R-HH: box plot 
 
                               (c) MOSA/R: mean value                     (d) MOSA/R-HH: mean value 
Figure 4.7 Case study 1: fault identification results using MOSA/R and MOSA/R-HH 
 
4.5.2. Case study 2: 30 elements, 3 faults 
In the second case study, we perform a more difficult fault identification investigation using a 30-
element cantilever beam.  Three elements (6
th
, 11
th
 and 22
nd
) are subject to faults with severities 6 0.04  ,
11 0.06   and 22 0.02   respectively.  Compared to the case study conducted in Section 4.5.1, the case 
presented in this section is more challenging because of the many more possible combinations of fault 
patterns, the number of which grows exponentially with the number of elements.  The proposed 
MOSA/R-HH is still capable of identifying a set of optimal solutions as possible fault patterns.  Figure 
4.8(a) and Figure 4.8(b) compare the mean and variance of the optimal solutions generated using 
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MOSA/R and MOSA/R-HH.  As observed, the result set of MOSA/R-HH is more consistent and thus has 
fewer outliers.  Due to the enlarged search space, the solutions tend to have larger variance compared to 
that reported in Section 4.5.1.  The mean value is then compared to the true fault pattern in Figure 4.8(c) 
and Figure 4.8(d).  MOSA/R-HH demonstrates better performance compared to MOSA/R,  For an ideal 
model without uncertainty, adding variables (element of the structure) alone would not change the 
essence of the problem.  In other words, if the optimization process lasts long enough, the quality of the 
final solutions would not deteriorate.  However, errors and uncertainties are inevitable in engineering 
practices and also play a role in our simulation.  Nevertheless, MOSA/R-HH is capable of identifying the 
fault pattern in terms of both location and severity while MOSA/R, in this case investigation, completely 
omits the fault on 6
th
 element (Figure 4.8(c)).  The mean values of the MOSA/R-HH results bear some 
small errors but the overall fault pattern is practically recognized without using domain knowledge.  
 
 
(a) MOSA/R: box plot 
 
(b) MOSA/R-HH: box plot 
 115 
 
 
                               (c) MOSA/R: mean value                          (d) MOSA/R-HH: mean value 
Figure 4.8 Case study 2: fault identification results using MOSA/R and MOSA/R-HH  
 
4.6. Concluding remarks 
In this research, we formulate a hyper-heuristic scheme that works coherently with MOSA/R towards 
multi-objective optimization problems, featuring domination amount, crowding distance and 
hypervolume calculations.  The hyper-heuristic scheme can be adjusted at high-level by changing 
heuristic selection and credit assignment strategies or at low-level by customizing the heuristic repository 
to meet different optimization requirements.  It can also be used to investigate the relation between 
heuristics and problem instances.  The proposed MOSA/R-HH yields better results than other MOSA 
algorithm like AMOSA and representative evolutionary algorithms like NSGA-II and MOEA/D when 
applied to benchmark test cases.  Hyper-heuristic methodology is promising as it can address the problem 
in different ways based on on-line learning.  Finally, the proposed hyper-heuristic approach can be 
successfully devised to solve a representative structural fault identification problem without using any 
domain knowledge, as the hyper-heuristic combines the merits of different algorithms and adjust the 
search iteratively.  
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Chapter 5. Structural Damage Identification Using Piezoelectric Impedance 
Measurement with Sparse Inverse Analysis 
The impedance/admittance measurements of a piezoelectric transducer bonded to or embedded in a 
host structure can be used as damage indicator.  When a credible model of the healthy structure, such as 
the finite element model, is available, using the impedance/admittance change information as input, it is 
possible to identify both the location and severity of damage.  The inverse analysis, however, may be 
under-determined as the number of unknowns in high-frequency analysis is usually large while available 
input information is limited.  The fundamental challenge thus is how to find a small set of solutions that 
cover the true damage scenario.  In this research we cast the damage identification problem into a multi-
objective optimization framework to tackle this challenge.  With damage locations and severities as 
unknown variables, one of the objective functions is the difference between impedance-based model 
prediction in the parametric space and the actual measurements.  Considering that damage occurrence 
generally affects only a small number of elements, we choose the sparsity of the unknown variables as 
another objective function, deliberately, the l0 norm.  Subsequently, a multi-objective Dividing 
RECTangles (DIRECT) algorithm is developed to facilitate the inverse analysis where the sparsity is 
further emphasized by sigmoid transformation.  As a deterministic technique, this approach yields results 
that are repeatable and conclusive.  In addition, only one algorithmic parameter, the number of function 
evaluations, is needed.  Numerical and experimental case studies demonstrate that the proposed 
framework is capable of obtaining high-quality damage identification solutions with limited measurement 
information. 
5.1 Introduction 
Extensive research has been conducted on structural health monitoring (SHM) to protect structures 
from catastrophic failures.  Many structural health monitoring (SHM) systems use structural dynamic 
responses measured by sensors to elucidate the health condition.  A traditional class of methods is 
vibration-based SHM, which analyzes and interprets measureable modal properties such as natural 
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frequencies and mode shapes to determine damage locations and severities (Kim and Stubbs, 2003; Maity 
and Tripathy, 2005; Jiang et al, 2006; Jassim et al, 2013; Cao et al, 2017).  However, in practical 
situations, normally only lower-order modes with large wavelengths can be realistically excited and 
measured; thus, these methods may not be sensitive to small-sized damage (Kim and Wang, 2014).  
Another well-known class of methods is based on wave propagation, which uses the change of transient 
wave upon its passage through damage site to infer damage occurrence (Michaels and Michaels, 2007; 
Harley and Moura, 2014).  While these high-frequency methods may entertain high detection sensitivity, 
it is generally difficult to use the transient responses to identify damage accurately, especially to quantify 
the severity of damage (Cawley and Simonetii, 2005).  Piezoelectric transducers are frequently used in 
wave propagation-based SHM.  The two-way electro-mechanical coupling of piezoelectric transducers 
has also allowed them to be used in piezoelectric impedance- or admittance-based methods (Park et al, 
2003; Yang et al, 2008; Lim and Soh, 2012; Min et al, 2012; Annamdas and Radhika, 2013; Lim and Soh, 
2014; Shuai et al, 2017).  In these methods, frequency-swept harmonic voltage excitations are applied, 
and stationary wave responses are induced and sensed.  As such, the impedance of the structure is coupled 
with that of the piezoelectric transducer.  The change of piezoelectric impedance signature with respect to 
that under the undamaged baseline can be used as damage indicator.    
When a credible, first-principle-based baseline model, such as the finite element model, of the healthy 
structure is available, we may be able to identify both the fault location and severity by using vibration 
responses or impedance/admittance responses which are stationary (Xia and Hao, 2003; Jiang et al, 2006; 
Wang and Tang, 2008; Zhou and Zuo, 2012; Shuai et al, 2017).  In such an inverse analysis, we typically 
divide the structure into a number of segments and assume that each segment in the model is susceptible 
of damage occurrence, i.e., certain property of each segment is an unknown.  The inverse analysis uses 
the changes of stationary responses, such as natural frequencies, mode shapes, response amplitudes, 
impedances or admittances, as inputs.  Indeed, a linearized sensitivity matrix can be derived that links the 
segment property change vector with respect to the response measurement change vector.   This 
seemingly straightforward formulation appears to be appealing.  Nonetheless, how to solve for the 
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unknowns, i.e., damage locations and severities, remains a fundamental challenge.  On one hand, the 
number of segments or the number of finite elements is generally very large, especially for SHM schemes 
utilizing high-frequency excitations such as those using piezoelectric impedance or admittance 
measurements where the mesh size must be smaller than the wavelength of the high-frequency responses.  
On the other hand, available measurement information is usually limited.  For example, in impedance-
based methods, only the impedance measurements around resonant peaks are truly sensitive to damage 
occurrence with high signal-to-noise ratio, and adding more measurement frequency points do not 
necessarily increase the row-rank of the sensitivity matrix.  Therefore, the aforementioned inverse 
formulation may easily become under-determined (Kim and Wang 2014).  Moreover, the inevitable 
measurement noise and modeling uncertainty further compound the difficulty (Shuai et al, 2017).   
To avoid the direct inversion of the sensitivity matrix, alternatively, the problem of identifying 
damage location/severity in a finite element-based analysis can be cast into a global optimization 
formulation.  Indeed, under the umbrella of optimization formulation, several global optimization 
techniques, such as particle swarm optimization (Begambre and Laier, 2009), differential evolution 
algorithm (Seyedpoor et al., 2015), genetic algorithm (Perera et al., 2010), and DIRECT algorithm (Cao 
et al, 2017), have been attempted, where possible property changes in all segments are treated as 
unknowns to be solved.  One important feature of these optimization-based formulations is that usually 
only forward-analysis of the model is involved to facilitate comparison and minimization of the difference 
between model prediction in the parametric space and actual measurements.  Nevertheless, given that the 
sensitivity matrix is under-determined, the fundamental mathematical challenge remains, i.e., there are in 
theory infinitely many solutions.  Inevitably, many solutions that are different from the true damage 
scenario may be obtained.  Certainly, one would hope to remove some or even most of these ‘untrue’ 
solutions by imposing constraints in the optimization framework.  In a wider context, such ill-posed 
problems have been tackled in mathematical and statistical literature by invoking the sparsity condition 
(Tarantola, 2005; Kaipio and Somersalo, 2006).  For example, compressed sensing in signal processing is 
facilitated by applying the sparsity constraint into a usually ill-posed optimization problem (Candes et al, 
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2006; Donoho 2006; Mascarenas et al, 2013).  Interestingly, the sparsity condition is also applicable to 
damage identification problem.  Specifically, in practical situation, damage occurrence is much more 
probable to affect only a small number of elements/segments in a finite element model of the structure.  In 
other words, the unknown vector in the damage identification problem is sparse.  However, few 
investigations have so far taken advantage of the inherent sparse nature of damage indices to address 
damage identification problems.  Wang and Hao (2014) formulated a pattern recognition problem for 
damage identification and matched the pre-defined patterns following a compressed sensing-based 
scheme which uses sparsity properties and l1 regularization on the unknown damage pattern vector.  This 
approach cannot be easily extended to cases with many damage patterns.  More recently, Huang et al 
(2017) adopted the sparse Bayesian learning for structural damage detection.  Rather than providing a 
single estimate, sparse Bayesian learning provides a full posterior density function, which gives a sense of 
confidence of the approximation. 
While it is intuitive to incorporate the sparsity condition into the aforementioned optimization 
problem, the formulation of an optimization problem (i.e., design objective with constrains) and the 
associated solution method are intertwined, especially when many unknown variables are involved.  For 
the problem of damage identification, three questions arise, including 1) how to actually define sparsity 
condition mathematically, 2) how to integrate the sparsity condition into optimization, and 3) how to 
solve the optimization problem.  In this paper, we develop a multi-objective optimization formulation that 
can be effectively solved by a deterministic global approach originated from the Dividing RECTangles 
(DIRECT) algorithm (Jones et al, 1993).  The rationale is given as follows.  The difference between 
model prediction in the parametric space and the measurement needs to be minimized for the sake of 
damage identification, which is one obvious objective function in the optimization problem.  Although 
the sparsity condition can be included as a constraint, in this research we opt to treat it as a separate 
objective function to be minimized.  First this can avoid the employment of weighting constant, which is 
generally ad hoc, in solving the usual constrained optimization problem.  Second, this formulation 
naturally produces multiple solutions, which reflects the under-determined nature of the problem.  
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Moreover, as will be shown comprehensively later in this paper, a proper choice of sparse regularization 
under the multi-objective formulation (i.e., treating the sparsity as the second objective function) has the 
potential of yielding a small set of solutions that fits better the true damage scenario.  In comparison, if a 
single composite objective function is used, it yields one single solution which however may not capture 
the true damage at all.  It is worth emphasizing that the DIRECT algorithm is particularly suitable in 
solving the multi-objective optimization problem formulated.  Mathematically, it is a deterministic 
technique, and thus the results obtained are repeatable and conclusive without ambiguities.  Only one 
algorithmic parameter, the number of function evaluations, is needed here.  To enhance the computational 
efficiency, a new sampling/division scheme in the unknown parametric space is established.  In this 
research, to demonstrate its effectiveness, this new framework of damage identification is applied to 
piezoelectric impedance-based SHM featuring high detection sensitivity but with large number of 
unknown variables. 
The rest of the chapter is organized as follows.  In Section 5.2, we briefly outline the basic equations 
and background information of piezoelectric impedance-based technique, followed by the optimization 
problem formulation.  The details of the sparse multi-objective DIRECT algorithm are presented in 
Section 5.3.  In Section 5.4, the proposed method is evaluated through two benchmark damage scenarios.  
Further validations using experimental results are conducted in Section 5.  Concluding remarks are given 
in Section 5.6. 
5.2 Problem formulation 
5.2.1 Piezoelectric impedance/admittance active sensing 
In piezoelectric impedance/admittance-based damage detection, a piezoelectric transducer is attached 
to the host structure.  Frequency-sweeping, harmonic excitation voltage is applied to the piezoelectric 
transducer, which induces structural oscillation.  Owing to the two-way electro-mechanical coupling, the 
local structural oscillation in turn affects the electrical response of the transducer.  As such, the 
impedance/admittance of the transducer is directly related to the impedance of the underlying structure.  
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Indeed, the equations of motion of the coupled sensor-structure interaction system in the finite element 
form can be derived as (Wang and Tang, 2010), 
Q   12Mq Cq Kq K 0                                                             (5.1a) 
incK Q V 
T
12K q                                                                  (5.1b) 
where q is the structural displacement vector, M, K and C are the mass matrix, stiffness matrix and 
damping matrix, respectively, 
12K  is the vector indicating the electro-mechanical coupling due to 
piezoelectric effect, 
cK  is the reciprocal of the capacitance of the piezoelectric transducer, Q  is the 
electrical charge on the surface of the piezoelectric transducer, and 
inV is the excitation voltage.  Under 
harmonic excitation, Equations (5.1a) and (5.1b) can be transferred to frequency domain.  The admittance 
of the piezoelectric transducer that is coupled to the host mechanical structure can be expressed as 
2 1
in 12 12
( )
( )Tc
Q i
Y
V K i


  
 
  K K M C K
                                             (5.2) 
where   is the excitation frequency and i is the imaginary unit.  While the admittance and the impedance 
are reciprocal with each other, here in this research without loss of generality we employ the piezoelectric 
admittance as the information carrier. 
In discretized model-based structural health monitoring, structural damage is frequently assumed as 
local property change, e.g., local stiffness loss.  We divide the host structure into n segments and let 
hjk  
be the stiffness matrix of the healthy, j-th segment.  The stiffness matrix of the structure with damage is 
then expressed as 
1
(1 )
n
d hj j
j


 K k                                                             (5.3) 
where [0,1]j   is the damage index indicating the stiffness loss in the j-th segment.  For example, if the 
j-th segment suffers from damage that leads to a 20% stiffness loss, 0.2j  .  In practical situation, 
multiple segments may be subjected to damage or stiffness losses.  Let 1[ , , ]
T
n α  be the damage 
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index vector.  Multiple vector elements in α  may be non-zero.  Meanwhile, damage effect is reflected in 
the change of admittance of the piezoelectric transducer,   
2 1
in 12 12
( )
( )
d
d T
c d
Q i
Y
V K i


  
 
  K K M C K
                                           (5.4) 
Typically, the measured admittance of the damaged structure is compared with the baseline admittance 
information in order to identify damage location and severity.  
It can be observed from Equations (5.3) and (5.4) that the admittance change is not linearly dependent 
upon the damage index vector.  When the size of damage is small, which is the usual situation, we can use 
Taylor series expansion to develop a linearized relationship between the admittance change and the 
damage index vector (Shuai et al, 2017).  The admittance of the damaged structure can be expressed as, 
0
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The change of admittance due to damage can then be written as, 
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       
α 0
K K M C K K K M C k K M C K
  (5.7) 
Recall hjk  is the stiffness matrix of j-th (j = 1, …, n) segment when the structure is intact.  Equation (5.7) 
gives the relationship between the admittance change and the damage index at one specific excitation 
frequency point  .  In impedance/admittance-based damage identification, while harmonic voltage 
excitation is used for active sensing, the frequency of the excitation is swept through a certain range that 
covers a number of structural resonances around which measurements are taken.  Assume admittance 
values are measured at m frequency points, 
1 , , m .  For each frequency point, Equation (5.7) holds 
whereas the damage index vector remains to be the same.  We then have   
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where Y , an m-dimensional vector, is the admittance changes measured at m frequency points, α  is the 
n-dimensional vector of the unknown damage indices, and 
m nS  is the sensitivity matrix.   
5.2.2 Inverse analysis formulated as an optimization problem with 
0l  sparse regularization  
The high detection sensitivity of impedance/admittance-based active sensing approach is built upon 
the high-frequency responses excited and measured.  A very large number of finite elements are needed to 
establish the baseline model for credible prediction of high-frequency responses.  As we divide the 
structure into segments to facilitate damage identification, the structural properties of each segment 
remains to be identified because each segment is susceptible of fault occurrence, which yields a large 
number of unknowns.  On the other hand, structural faults generally manifest themselves around the 
peaks of the piezoelectric impedance/admittance curves only, which means the input measurement 
information is usually limited in practice.  Moreover, it is mathematically difficult to select frequency 
points to ensure the full rank of the sensitivity matrix (that relates fault location/severity with 
measurement, shown in Equation (5.8)) even if the number of frequency points is large.  Therefore, the 
inverse identification formulation typically is under-determined (Kim and Wang, 2014).  Although one 
may apply artificial constraints to seek for such as least square solutions, these solutions may not reflect 
the true fault scenario.   
Hereafter, we cast the inverse identification problem into an optimization framework.  Let Y  be the 
measured admittance change.  The prediction of admittance change in the parametric space is denoted as 
ˆ ˆ Y Sα .  Certainly, we need to minimize the difference between these two, i.e., 
2
ˆmin Sα Y                                                                 (5.9) 
where 
p
  denotes the 
pl  norm defined as  
1/ pp
ip i
x x .  Equation (5.9) has a large number of 
local minima given that S is rank-deficient.  It is worth noting that a true damage scenario in practical 
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situation usually affect only a small number of segments.  In other words, the damage index vector α  is 
sparse by nature.  Here we introduce the sparse regularization by enforcing a sparse constraint on αˆ .  
Traditionally, an 
2l  regularizer 2αˆ  has been used (Donoho, 2006), which, however, is not designed 
toward sparse solutions.  As illustrated in Figure 1, larger p  (subscript of 
pl ) tends to spread out the error 
more evenly among variables and return a non-sparse αˆ  with many nonzero elements.  Thus, we are 
more interested in 
0l  or 1l  norm.  While 1l  norm is usually used in statistical and signal processing as a 
convex approximation of non-convex 
0l  to improve computational efficiency (Davenport et al, 2011), it 
introduces a mismatch between the goal of itself and that of 
0l  norm (Wipf and Rao, 2004).  As such, we 
may fail to recover the maximally sparse solution regardless of the initialization.  In damage identification, 
finding a solution of Equation (5.9) with the presence of modeling and measurement error cannot be 
simply solved as a convex optimization problem because it is indeed a multi-modal problem (having 
multiple local optima).  Therefore, the convex approximation of 
0l  would not be a necessity.  Thus, the 
second objective function here is chosen as the minimization of the 
0l  norm of αˆ , i.e., 
0
ˆmin α                                                                          (5.10) 
     
 
Figure 5.1. Approximation of point α  in 2R  using 0l , 1l , 2l  and l  norm. 
 
One way of handling the two objective functions selected above (Equations (5.9) and (5.10)) is to 
formulate a composite objective function, i.e. (Cao et al, 2016),  
2 0
ˆ ˆmin  Sα Y α                                                       (5.11) 
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where   is the weighting factor.  The choice of weights is usually ad-hoc since the relative importance of 
each objective is unknown.  A more critical issue is that such a single objective optimization usually gives 
one single optimum which may or may not fit the true damage scenario at all.  Indeed, mathematically, 
Equation (5.8) is oftentimes under-determined.  While we know the damage index vector must be sparse, 
we generally do not know how sparse it is.  In this research, we formulate a multi-objective optimization,      
Find:  1 2ˆ ˆ ˆ ˆ, , ..., n  α ,      ˆ
l u
j    ,     1, 2, ...,j n  
Minimize: 
1 2
ˆf  Sα Y  and 2 0ˆf  α                                 (5.12a, b) 
where l  and u  are the lower bound and upper bound of the damage index.  A fundamental advantage 
of this multi-objective optimization formulation is that it naturally yields a set of optimal solutions 
explicitly exhibiting the tradeoff between objectives, i.e., the Pareto front/surface (Deb et al, 2002).  This 
fits exactly the under-determined nature of the damage identification problem, and provides identification 
results that can be used for further inspection and prognosis which is the actual procedure of performing 
SHM.  
5.3. Damage identification using multi-objective DIRECT 
5.3.1 DIRECT algorithm  
DIRECT algorithm is a deterministic global optimization technique originally formulated by Jones et 
al (1993).  The algorithm facilitates optimization tasks by Dividing Rectangles, from which its name is 
derived.  Inherently, as a deterministic approach, DIRECT converges faster than stochastic global 
techniques.  Moreover, while the performance of most stochastic global optimization methods depend 
heavily on algorithmic parameters, DIRECT has much less tunable parameters.  These features are 
desirable for tackling damage identification problems.  The original DIRECT algorithm is summarized in 
four steps as follows. 
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Figure 5.2. Sampling and dividing of the decision space. 
 
1) Normalize.  Normalize the decision domain to a unit cube/hyper-cube (Figure 2(a)). 
{ : 0 1}N ix R x    ,      1, 2, ...,i n                                          (5.13) 
2) Sample and divide.  Sample the center point 
1c  of the cube/hyper-cube.  Then evaluate the objective 
function values. 
1 iec ,      1, 2, ...,i n                                                     (5.14) 
where   is one-third of the length of the cube, and ie  is the i-th unit vector in Euclidean space (Figure 
5.2(b)).  Dimension i will be divided first if i satisfies, 
 1 1
1, 2, ...,
argmin min( ( ), ( ))i i
i n
f e f e 

 c c                                         (5.15) 
For example, if 
2 3 4 5min( ( ), ( )) min( ( ), ( ))f f f fc c c c (Figure 5.2(c)), the dimension along 2 3,c c
direction will be divided first.  
 
Figure 5.3. Determine the potentially optimal rectangles. 
 
3) Determine the potentially optimal rectangles.  A rectangle j is said to be potentially optimal if some 
rate-of-change constant 0K   and a positive constant   exists satisfies, 
( ) ( ) , forj j i if Kd f Kd i   c c                                             (5.16a) 
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min min( )j jf Kd f f  c                                                 (5.16b) 
where 
jd  measures the size of the j-th rectangle.  In the original formulation of DIRECT, d is the distance 
from rectangle center c to the vertex.  In Figure 5.2(d), the rectangles containing 
2c  and 4c  are potentially 
optimal and thus are further divided as shown in Figure 5.2(e). 
4) Iterate.  Repeat Step 2 and Step 3 until maximum number of evaluation is reached.  In Figure 5.2, a 2D 
example is provided.  Higher dimensional cases could be divided and sampled following the similar 
procedure (Jones et al, 1993; Gablonsky, 2001). 
5.3.2 Multi-objective DIRECT 
The original DIRECT is designed for single-objective optimization.  In this sub-section, aiming at 
solving the multi-objective optimization problem defined in Equation (5.12), we devise a multi-objective 
DIRECT approach.  There have been some recent multi-objective variants of DIRECT (Wang et al, 2008; 
Al-Dujaili and Suresh, 2016; Wong et al, 2016).  In the approach suggested by Wang et al (2008), rank 
strategy was used to rank the rectangles into fronts in terms of their objective values, and then ( )f c  in 
Equation (5.16) was replaced with the rank to identify the potentially optimal rectangles.  However, this 
approach only explores the rectangles on lower-right convex front (Figure 5.4) and overlooks a portion of 
rectangles that may lead to optimal solutions.  Al-Dujaili and Suresh (2016) incorporated d as an 
additional objective value and obtained the potentially optimal rectangles by calculating the non-
dominated Pareto front.  One drawback of such a technique is that it expands the definition of potentially 
optimal to the extent where most rectangles are considered potentially optimal while only a small portion 
of them are rectangles of interest.  Wong et al (2016) replaced R in Figure 4 with the hypervolume 
indicator and selected rectangles on the upper right Pareto front in the hypervolume-d plane.  This 
approach is computationally prohibitive because hypervolume needs to be calculated iteratively, whereas 
hypervolume calculation is a computationally expensive NP-hard task itself. 
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Figure 5.4. Determine the potentially optimal rectangles based on rank index R (d: rectangle size). 
 
 
Figure 5.5. Rank based on objective values. 
 
In this research, we employ a new strategy to fulfill the multi-objective capability and meanwhile 
address the aforementioned shortcomings.  To determine the potentially optimal rectangles, the rectangles 
are ranked into fronts/surfaces using non-dominated sorting (Deb et al, 2002) as illustrated in Figure 5.5.  
By definition, the first front has a rank index of 1, the second front has a rank index of 2, and so on.  Then 
the potentially optimal rectangles can be attained by projecting the rectangles to R-d plane and extract the 
rectangles on the lower right Pareto front as shown in Figure 5.4.  In the case of h-objective minimization, 
a rectangle j is said to be potentially optimal if 
  1 2( ), ( ), ... , ( ) , 1j j h jR R f c f c f c d                                            (5.17) 
where ( )R  is an non-dominated sorting operator that returns the rank index.  In the original 
implementation of DIRECT, d is the distance measured between the rectangle center and vertex.  In this 
research, d is set as the length of the longest side of the rectangle such that the algorithm groups more 
rectangles at the same size (Finkel, 2005).  Compared to the original DIRECT algorithm, the second 
condition (Equation 5.16(b)) is omitted because by considering the rectangles on lower right Pareto front, 
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the rectangles on lower right convex hull that have the same R value but smaller d value will be naturally 
eliminated, which entertains the same effect of Equation 5.16(b).  In a prior study, the proposed strategy 
has been compared to the above-mentioned three contemporary multi-objective DIRECT techniques, and 
exhibits favorable performance (Cao et al, 2017).  
5.3.3 DIRECT for sparse exploitation 
In this sub-section, we discuss the advantages of using DIRECT algorithm and the sigmoid 
transformation for finding sparse solutions for damage identification problem.  For an n-dimensional 
optimization problem, the center 
1
c  of the normalized decision space   can be represented by a vector 
T
1,1 1,2 1,3 1,, , . . . nc c c c   .  The neighboring decision space of 1c  will be explored first since DIRECT divides 
along each dimension concurrently to identify the possibility of improvement (Figure 5.6).  Therefore, if 
the optimal solution stays within the vicinity of the initial center, the solution can be approximated in 
certain number of steps due to the deterministic nature of DIRECT.  In other words, if the sparsity of the 
solution is known a priori, the computational efficiency can be improved tremendously by adjusting the 
decision space so the center of the normalized decision space   is a 0-sparse vector, i.e., zero vector.  
This is especially crucial when dealing with high dimensional damage identification problems where the 
computational cost for a global optimization is prohibitive.  Hence, incorporating the fact that the damage 
index vector α  must be sparse into the problem formulation not only is necessary but also can facilitate 
the computationally efficient implementation of multi-objective DIRECT. 
 
Figure 5.6. Neighboring exploration of DIRECT. 
 
Recall Equation (5.13).  The decision space of an n-dimensional damage identification problem can 
be denoted as ˆl uj    , 1, 2, ...,j n .  In order to make 
T
1,1 1,2 1,3 1,, , . . . nc c c c    a zero vector, we need 
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to have l u   .  As explained in Section 5.2, [ 1,1]j    is the damage index indicating the stiffness 
loss (+) or gain (-) in one segment.  Naturally, l  and u  can be chosen as -1 and 1, respectively.  
However, actual damage is usually very small stiffness losses, and thus the choice of -1 and 1 may lead to 
unnecessary computational burden.  To direct the algorithm to search within a small neighboring space of 
a sparse vector, we adopt the following sigmoid function, 
1
sig( )
1 bx
x
e


                                                            (5.18) 
where  ,x    and  sig( ) 0,1x  .  As shown in Figure 5.7(a), the parameter b controls the shape of 
the curve; larger b indicates faster convergence to 0 and 1.  With the introduction of the sigmoid function, 
an n-dimensional decision space with unknown bounds can be transferred to a cube/hypercube bounded 
by n0 R  and n1 R .  The DIRECT search will therefore be conducted within  ,0 1  range with the 
center point at n0.5 R .  As illustrated in Figure 5.7(b), the search will have a better focus on the vicinity 
of zero vector by using larger b.  The inverse sigmoid function is defined as, 
1
(ln(sig( )) ln(1 sig( )))x x x
b
                                                 (5.19) 
In this research, b is set to be 1,000 based on our numerical tests so that it helps to properly facilitate 
sparse exploitation without the need to define hard bounds.   
 
                                                 (a)                                                       (b) 
Figure 5.7. Sigmoid and inverse sigmoid curves with b=1, 3, 5 and 15. 
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Finally, for an h-objective optimization problem, the pseudo-code of the sparse multi-objective 
DIRECT is presented as follows. 
 
Algorithm sparse multi-objective DIRECT 
1: Transfer the search space to a unit cube/hypercube through sigmoid function 
2: Evaluate h-objectives  1 1 1 2 1 1( ) ( ), ( ), ... , ( )hf f fF c c c c ; set  min α , k = 1, and maxk  = max no. of 
evaluations 
3: while 
maxk k  
4:   Identify the set S of potentially optimal rectangles using Equation (17) 
5:   while S  
6:      Take jS  
7:      Sample new points, evaluate F at the new points and divide the rectangle j following 
step 2) 
8:      :k k k   
9:      : \{ }jS S  (remove { }j  from set S ) 
10:   end while 
11: end while 
12: for i = 1 to k 
13:   if  ( ) 1iR F c      
1
min min: ( )isig
α α c  
14: end for 
15: return  minα  
 
The returned vector set  minα  is the solution set obtained from Equation (5.12).  A posterior 
articulation can be performed by omitting 
0l  norm 2 0ˆf  α  and then finding damage identification result 
αˆ  in  minα  with smaller residue 1 2ˆf  Sα Y .  In line 13,  ( ) 1iR F c  indicates that the solution has a 
rank index of 1, i.e., the solution belongs to the Pareto surface.  We have now outlined the approach to be 
used.  Figure 5.8 depicts the overall structure of the approach adopted for damage identification where the 
dashed boxes are the steps that promote sparsity of the solution.   
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Figure 5.8. Damage identification using piezoelectric impedance/admittance measurement: overview. 
 
5.4. Numerical case studies 
In this section, we carry out comprehensive numerical case studies.  We consider an aluminum 
cantilever plate with the following properties: length 0.561 m , width 0.01905 m , thickness 0.004763 m , 
density 
32700 kg/m , and Young’s modulus 68.9 GPa .  The plate is subjected to the fixed-free boundary 
condition along the length-wise direction.  As shown in Figure 5.9, A piezoelectric transducer is attached 
to this plate at location that is 0.18 m from the fixed end.  The transducer has the following properties: 
length 0.015 m, width 0.01905 m , thickness 0.0014 m , Young’s moduli 11 86 GPaY   and 33 73 GPaY  , 
density 
39500 kg/m , piezoelectric constant 91.0288 10  V/m  , and dielectric constant 
8
33 1.3832 10  m/F   .  The finite element model of the plate has 11,250 ( 375 15 2  ) 20-node 
hexahedron elements.  It is further divided into 25 segments for damage identification indicating 25 
possible damage locations.  The segments are evenly divided along the length direction of the plate.  In 
damage detection using admittance measurements, the admittance changes due to damage occurrence are 
most evident around the resonant peaks.  Without loss of generality, we acquire the admittance change 
information around the plate’s 14th (1893.58Hz: 1891.69Hz~1895.47Hz) and 21
st
 (3704.05Hz: 
3700.35Hz~3707.75Hz) natural frequencies.  By keeping the linearly dependent rows of the sensitive 
matrix, a total of 21 useful measurements around the two natural frequencies are employed in the inverse 
analysis.  As discussed in Section 5.1, the problem is under-determined.  The linearization approximation 
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(Equation (5.5)) also introduces error.  For both case studies presented below, the maximum number of 
function evaluation maxk  is set as 100,000, which is sufficient the optimization problems to converge. 
 
Figure 5.9. Coupled system setup for numerical case studies. 
 
Table 5.1. Optimal results: numerical test case 1. 
Optimal Results Residue  
(
1f  in Equation (5.12)) 
# of Damage  
(
2f  in Equation (5.12)) 
1 1.8223e-07 1 
2 1.1771e-10 2 
3 1.1770e-10 3 
4 1.1763e-10 4 
5 1.1704e-10 5 
6 1.1698e-10 6 
7 1.1698e-10 7 
 
We perform the first test with two randomly selected damage locations on the 9
th
 and 21
st
 segment 
with severities 9 0.03  (3% stiffness loss) and 21 0.05   (5% stiffness loss) respectively.  As shown in 
Table 5.1, multiple optimal solutions are produced by the sparse multi-objective DIRECT optimization.  
The solutions obtained exemplify the tradeoff between residue (Equation (5.12a)) and the number of 
damage locations (Equation (5.12b)).  In other words, the solution with smaller residue may have more 
predicted damaged segments.  As shown in Figures 5.10(b)-(g), optimal results 2 to 7 are relatively 
similar to each other in terms of identified results.  In genetic algorithm description, they are considered 
to belong to the same niche.  Consider optimal results 2 (Figure 5.10(b)) and 7 (Figure 5.10(g)) as 
example.  The latter has two major damages (similar to optimal result 2) and six more negligible damages 
that reflect the error introduced by linear approximation and analytical modeling.  Since the number of 
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damage is unknown in practice, we could consider the niches of optimal result 1 and 2 as possible 
candidates.  However, as illustrated in Figure 5.11, optimal result 2 matches the input data better than 
optimal result 1 in terms of residue value.  Thus, the niche of optimal result 2 is preferable, which indeed 
agrees with the true damage scenario. 
 
           (a) Optimal result 1                   (b) Optimal result 2                          (c) Optimal result 3 
 
           (d) Optimal result 4                       (e) Optimal result 5                        (f) Optimal result 6 
 
                                                                (g) Optimal result 7 
Figure 5.10. Numerical test case 1: real damage scenario compared with predicted damage scenarios. 
 
 
Figure 5.11. Numerical test case 1: Residue values of optimal results. 
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Table 5.2. Optimal results: numerical test case 2. 
Optimal Results Residue  
(
1f  in Equation (5.12)) 
# of Damage  
(
2f  in Equation (5.12)) 
1 8.2871e-07 1 
2 2.4805e-08 2 
3 7.0532e-13 3 
4 2.0381e-13 4 
5 1.9074e-13 5 
6 2.9357e-14 6 
 
Next we carry out the second case study with damage randomly selected at the 6
th
, 13
th
, and 20
th
 
segments with severities of 0.04, 0.02 and 0.03 respectively.  In this case, the number of damage is 
increased.  Similarly, a set of optimal results consisting of the best solution for each possible number of 
damage are obtained and listed in Table 5.2.  It is observed in Figure 5.12 that four out of six predictions 
successfully locate the damage and approximate the severities with excellent accuracy.  Even though 
optimal results 2 and 3 are also plausible, by scrutinizing the residue values (Figure 5.13), we can find 
that solutions within the niche of optimal result 3 have smaller residue values, which indicate that they 
match with the input information better.  For the proposed approach, when 
maxk  is large enough, each 
optimal result obtained is the best result amongst its type in terms of the number of damage locations.  
Subsequently, even though such number is generally unknown during the inverse identification, the true 
damage scenario would be identified and the corresponding result will be included in the optimal set as 
long as the error is well-controlled and the problem is identifiable.  In general, a posterior articulation can 
then be performed by selecting the results with smaller residue values.  In certain situations when we 
know a priori that considerable modeling error and measurement noise are present, we can further look 
into results with relatively large residues.  In any case, the proposed approach yields a small set of 
probable damage identification results with clear quantification of performance trade-offs (in terms of the 
number of damage locations and residue values).  A final decision of damage identification can be 
reached by combining the piezoelectric admittance-based result with further inspection and/or additional 
monitoring schemes. 
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            (a) Optimal result 1                        (b) Optimal result 2                     (c) Optimal result 3 
 
             (d) Optimal result 4                    (e) Optimal result 5                         (f) Optimal result 6 
Figure 5.12. Numerical test case 2: real damage scenario compared with predicted damage scenarios. 
 
 
Figure 5.13. Numerical test case 2: Residue values of optimal results. 
 
We further use the numerical study to elucidate the influence of the choice of sparsity regularizer.  By 
changing 2 0ˆf  α  in Equation (5.13b) to 2 1ˆf  α  and applying sparse multi-objective sparse DIRECT, 
we conduct the comparison between the performance of l0-norm and l1-norm for the second numerical 
case study.  When l1-norm is employed, 1,344 optimal solutions are generated (Figure 5.14(b)) compared 
to 6 by l0-norm (Figure 5.14(a)).  Using l1-norm poses challenge of performing a posterior articulation to 
start with.  While for l0-norm, even though it is not assured which candidate reflects the true damage state, 
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the results obtained provide guidance for further inspection and decision making, because the number of 
solutions is typically much smaller than the number of segments.  Moreover, the quality of the solutions 
obtained by optimization using l1-norm is worse than that of l0-norm.  As shown in Figure 5.15, the mean 
value of the optimal set of l0-norm is more accurate and closer to the true damage state than l1-norm as a 
whole.  Additionally, the best solution in terms of the residue value, which corresponds to the point on the 
upper left corner in Figure 5.14, is 2.7343e-12 for l1-norm, which is much larger than that of l0-norm 
(2.9357e-14).  As discussed in Section 5.2.1, 
1l -norm serves as a convex approximation of 0l -norm so 
that the maximally sparse solutions are recovered with additional error.   
 
                                         (a) l0-norm                                              (b) l1-norm 
Figure 5.14. Optimal results of numerical test 2. 
 
 
                                             (a) l0-norm                                  (b): l1-norm 
Figure 5.15. Mean values of the predictions in the optimal sets. 
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5.5. Experimental validations 
In this section, experimental cases using actual piezoelectric admittance measurements are carried out.  
The experimental setup, geometry measures and material parameters are consistent with those in the 
numerical cases analyzed in Section 4, as shown in Figure 5.16.  To obtain the piezoelectric admittance, a 
resistor of 100  is connected in series with the transducer to measure the voltage drop, which, together 
with the current in the circuit, yields the admittance information.  A signal analyzer (Agilent 35670A) 
with a source channel is employed.  The source channel is used to generate sinusoidal voltage sent to 
piezoelectric transducer (
inV ), and the output voltage across the resistor is recorded ( outV ).  Hence, the 
admittance can be obtained, 
out
exp
in ins
I V
Y
V R V
                                                            (5.20) 
 
 
Figure 5.16 Experiment setup. 
 
Meanwhile, we need to calibrate the finite element model of the healthy structure to match the 
experimental setup to minimize the modeling error usually induced by non-perfect boundary conditions.  
We update the boundary conditions through numerical optimization by identifying the stiffness values at 
the fixed end so the errors of the natural frequencies between the measurements and model predictions are 
minimized (Shuai et al, 2017).  Comparisons between measured admittances and those generated by the 
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numerical model before and after model updating are illustrated in Figure 5.17.  The model updating 
yields very good match with the healthy baseline.   
 
                               (a) Before model updating                      (b) After model updating 
Figure 5.17. Admittance measured by experiment vs. admittance generated by numerical model under 
healthy condition. 
 
 
                          (a) Damage to 12
th
 segment                        (b) Damage to 14
th
 segment 
Figure 5.18. Change of admittances (real and imaginary parts) caused by damage.  
 
In order to minimize unwanted variations and uncertainties in the experiment, instead of 
disassembling and cutting the plate to reduce the local stiffness, we employ small added masses to 
emulate the damage occurrence.  This can facilitate easy change of damage scenarios without altering the 
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experimental fixture.  Practically, an added mass results in the change of admittance signatures equivalent 
to a local stiffness reduction.  In the first experimental case, a 0.6 g mass is attached onto the plate at 
location corresponding to the 12
th
 segment in the model, which causes admittance change equivalent to a 
0.16% local stiffness loss (Figure 5.18(a)).  In the second experiment, the same mass is attached onto the 
14
th
 segment of the plate which is equivalent to a 0.28% local stiffness loss (Figure 5.18(b)).  Similar to 
numerical test cases, the admittances are measured around the 14
th
 resonant frequency at 100 frequency 
points and the 21
st
 resonant frequency at 85 frequency points.  For both cases, the maximum number of 
function evaluation 
maxk  is set as 100,000. 
We first implement the new approach to tackle the case where the 12
th
 segment is subjected to 0.16% 
stiffness loss.  Three optimal results are acquired in Table 5.3 utilizing sparse multi-objective DIRECT.  
Unlike numerical case studies, there is no magnitude difference between the optimal results in terms of 
residue.  While there is only linear approximation error in numerical case studies, model error and 
measurement error are inevitable in experiments, which in turn blur the boundary of solutions that reflect 
the admittance shift caused by damage or by errors.  Thus, we consider each to be a candidate.  As 
illustrated in Figure 5.19(a), optimal result 1 in our optimal set has the best accuracy.  Nevertheless, given 
no prior knowledge of the number of damaged segments, optimal results 2 and 3 are also likely and they 
explain the as-measured data even better.  Ideally, if the experimental setup and the numerical model have 
complete agreement, the new approach will converge to a single solution that matches the true damage 
scenario perfectly.  But in practice, the convergent solution could be different because of error, and it is 
computationally intensive to merely minimize the residue without sparse relaxation.  However, by using 
the proposed approach, not only the computational burden can be alleviated, but also, a small set of 
possible solutions containing the ones that are in close proximity of the true damage scenario are collected.  
This provides the foundation for subsequent inspections.   
To better elaborate the significance of the proposed approach, Figure 5.20 provides an example of 
how decision space is sampled by the multi-objective DIRECT algorithm in both the sigmoid space and 
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the Euclidean space.  Only 3 dimensions out of 25, which correspond to the 11
th
, 12
th
 and 13
th
 segment, 
are selected for visualization.  It is shown that the “damaged” dimension 12 is intensively sampled while 
the samples in dimensions of 
11  and 13  mostly stay around zero in Euclidean space. 
 
Table 5.3. Optimal results: experimental case 1 
Optimal 
Results 
Residue  
(
1f  in Equation 
(5.12)) 
# of Damage  
(
2f  in Equation 
(5.12)) 
Damage Scenarios 
1 8.3545e-11 1 0.17% at 12
nd
 
2 8.1254e-11 2 0.18% at 10
th
; 4.75e-2% at 23
rd
  
3 8.1156e-11 3 0.12% at 10
th
; 0.13% at 17
th
; 4.94e-3% at 18
th
  
 
 
              (a) Optimal result 1                     (b) Optimal result 2                       (c) Optimal result 3 
Figure 5.19. Experimental case 1: real damage scenario compared with predicted damage scenarios. 
 
 
                                  (a) Sigmoid space                                    (b) Euclidean space 
Figure 5.20. Experimental case 1: Multi-objective DIRECT Sampling. 
 
Next, we perform the second experimental case study where the 14
th
 segment is subjected to 0.28% 
stiffness loss.  Table 5.4 lists four possible damage scenarios yielded by the proposed approach where the 
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optimal result 1 agrees with the true damage scenario.  As shown in Figure 5.21, optimal results 2 to 4 are 
very similar to each other and thus can be regarded as the niche of optimal result 2 altogether.  Without 
knowing the number of damaged segments, the niche of optimal result 1 and optimal result 2 are both 
possible candidates.  As shown in Figure 5.22, solutions with more damages interpret the data better.  
However, better interpretation does not necessarily mean better solution.  In fact, the tradeoff between the 
residue and the l0-norm can be regarded as the tradeoff between over-fitting and under-fitting.  While 
errors are expected in SHM systems, the optimal set provided by the proposed approach actually unfolds 
the best options for further inspections.  Take Figure 5.22(a) for example.  If we want the result to reflect 
merely the main essence of the data, optimal result 1 on the lower right corner should be selected.  On the 
contrary, optimal result 3 on the upper left corner should be chosen if we want the result to fit the data 
perfectly.  This kind of explicit trade-offs yielded by the proposed approach can give clear guidance for 
further inspection, which matches with the typical procedure of inspection and maintenance in practice. 
 
Table 5.4. Optimal results: experimental case 2. 
Optimal 
Results 
Residue  
(
1f  in Equation 
(5.12)) 
# of Damage  
(
2f  in Equation 
(5.12)) 
Damage Scenarios 
1 2.4601e-09 1 0.3% at 14
th
  
2 2.3634e-09 2 0.23% at 14
th
; 6.68e-2% at 18
th
 
3 2.3634e-09 3 2.74e-4% at 10
th
; 0.23% at 14
th
; 6.65e-2% at 18
th
 
4 2.3634e-09 4 2.74e-4% at 10
th
; 0.23% at 14
th
;  
6.65e-2% at 18
th
; 9.14e-5% at 24
th
  
 
 
                               (a) Optimal result 1                                         (b) Optimal result 2 
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                           (c) Optimal result 3                                                 (d) Optimal result 4 
Figure 5.21. Experimental case 2: real damage scenario compared with predicted damage scenarios. 
 
 
                                            (a) Experiment 1                              (b) Experiment 2 
Figure 5.22. Optimal results of experimental cases. 
 
5.6. Concluding remarks 
This research presents an effective approach for structural damage identification utilizing 
piezoelectric admittance measurements.  To address the fundamental challenge posed by the under-
determined problem formulation that is rooted in the nature of high-frequency actuation/sensing, we cast 
the damage identification problem into a 2-objective optimization problem.  The optimization problem is 
then tackled by a newly devised sparse multi-objective DIRECT algorithm.  While the number of 
unknowns is very large in damage identification using high-frequency response measurements, in 
practical situations damage only affects a small number of segments.  The proposed approach exploits the 
sparsity of the solution through l0-norm minimization and sigmoid transformation.  This not only reduces 
the number of solutions but also alleviates the computational burden for a global optimization.  The 
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numerical tests and experiment validations demonstrate that the proposed algorithm is capable of 
obtaining a small set of high quality solutions that cover the true damage scenario.  Instead of seeking for 
a deterministic solution which could be very different from the actual damage, this proposed approach 
utilizes SHM measurements to identify probable damage locations and severities that can be further 
examined/inspected.  Such a procedure fits the practical SHM scheme, and thus can be used for complex 
structures theoretically.  Our future works will focus on the effect of environmental conditions, such as 
temperature, external load, or the thickness of bonding layer, on the performance of the proposed 
approach. 
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Chapter 6.  Leveraging Gaussian Process and Voting-Empowered Many-
Objective Evaluation for Fault Identification 
Using piezoelectric impedance/admittance sensing for structural health monitoring is promising, 
owing to the simplicity in circuitry design as well as the high-frequency interrogation capability.  The 
actual identification of fault location and severity using impedance/admittance measurements, 
nevertheless, remains to be an extremely challenging task.  A first-principle based structural model using 
finite element discretization requires high dimensionality to characterize the high-frequency response.  As 
such, direct inversion using the sensitivity matrix usually yields an under-determined problem.  
Alternatively, the identification problem may be cast into an optimization framework in which fault 
parameters are identified through repeated forward finite element analysis which however is oftentimes 
computationally prohibitive.  This paper presents an efficient data-assisted optimization approach for fault 
identification without using finite element model iteratively.  We formulate a many-objective 
optimization problem to identify fault parameters, where response surfaces of impedance measurements 
are constructed through Gaussian process-based calibration.  To balance between solution diversity and 
convergence, an epsilon dominance enabled many-objective simulated annealing algorithm is established.  
As multiple solutions are expected, a voting score calculation procedure is developed to further identify 
those solutions that yield better implications regarding structural health condition.  The effectiveness of 
the proposed approach is demonstrated by systematic numerical and experimental case studies. 
6.1 Introduction 
The timely and accurate identification of faults in aerospace, mechanical, marine, and infrastructure 
systems has received significant recent attention.  Different from traditional, offline non-destructive 
testing and evaluation (NDT&E) techniques, e.g., X-ray inspection, where the effectiveness is limited to 
the close vicinity of the sensors employed, online structural health monitoring is often facilitated through 
actuating and then sensing/measuring dynamic responses such as waves/vibrations that can propagate 
quite far (Farrar and Worden, 2006).  This yields much larger coverage area and higher inspection 
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efficiency.  The advent of many new transducer materials/devices and the advancement in 
microelectronics have resulted in rapid progresses in this area.  On the other hand, bottlenecks and unique 
challenges exist.  Structures are continuous media, and parameters characterizing structural faults, i.e., 
location and severity, are continuous variables as well.  Hence, structural faults have infinitely many 
possible patterns/profiles with typically small characteristic lengths, which are further compounded by 
various uncertainties.  Intuitively, the dynamic response data collected by the monitoring system must be 
in high-frequency range (i.e., with small wavelengths) so features of small-sized faults can be captured.  
The key issues thus are: 1) how to effectively generate high-frequency sensing data; and 2) how to 
efficiently and accurately identify fault location and severity from the data (Zhang et al, 2017). 
Owing to their two-way electro-mechanical coupling, piezoelectric transducers are commonly used in 
structural health monitoring (Wang and Tang, 2008; Gao et al, 2018).  One class of methods is ultrasonic 
propagating wave-based, where these transducers are used as actuators and sensors.  The change of 
transient wave (e.g., Lamb wave) patterns, as waves propagate through fault site, can be used to infer fault 
occurrence.  While these methods lead to high detection sensitivity due to the high-frequency nature, it is 
difficult to use transient responses to identify fault, especially to quantify the severity.  The piezoelectric 
transducers have also been employed in the electrical impedance- or admittance-based methods where a 
piezoelectric transducer that is integrated (bonded/embedded) with the structure being monitored (Kim 
and Wang, 2014).  In these methods, the piezoelectric transducer is driven by a sinusoidal voltage sweep 
over a certain frequency range, and the electrical response (i.e., the resulted current) is measured to 
extract the impedance/admittance information.  Owing to the electro-mechanical coupling, the 
piezoelectric impedance/admittance is directly related to the mechanical impedance of the underlying 
structure.  Thus, the change of piezoelectric impedance/admittance signature with respect to that under the 
healthy baseline state can be used as fault indicator.  These methods have shown effectiveness for a 
variety of structural faults including crack, corrosion, debonding, joint degradation, etc (Park et al, 2008; 
Zhou and Zuo, 2012).  The impedance/admittance can be measured in high-frequency range.  A 
significant advantage is that in these methods the piezoelectric transducer serves as actuator and sensor 
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simultaneously and the circuitry design is extremely simple requiring essentially only a small resistor, 
which leads to implementation convenience.   
A major hurdle remains.  In theory, identifying directly the fault location and severity from stationary 
responses such as impedances/admittances is possible, as long as a credible first-principle model such as 
finite element model of the healthy baseline is available.  A linearized sensitivity matrix can be derived 
that links the structural property changes to the changes of harmonic response magnitudes measured.  In 
reality, such an inverse problem is usually severely under-determined.  In order to characterize high-
frequency impedance/admittance responses accurately, the finite element model must have high 
dimensionality.  To pinpoint fault condition, we often divide the structure into a number of segments 
where the structural property in each segment is an unknown to be solved (because each segment is 
susceptible of fault occurrence).  Therefore, the model has high dimensionality with a large number of 
unknowns.  Meanwhile, structural faults manifest themselves in structural resonances and anti-
resonances.  As such, the effective measurements of impedance/admittance changes are limited (Shuai et 
al, 2017).  One potential way to avoid the direct inversion is to convert the identification problem into an 
optimization problem, where possible property changes in all segments are treated as design parameters.  
These parameters are updated by minimizing the discrepancy between sensor measurements and model 
predictions through various optimization techniques in which only forward analyses are performed 
(Begambre and Laier, 2009; Perera et al, 2010; Cao et al, 2018a and 2018b).  The necessary 
computational cost, however, could be very high.  The forward optimization generally requires large 
number of iterations to converge, while a single run of high-dimensional finite element analysis can be 
very costly already. 
Dynamic response calibration, as a faster alternative to exhaustive finite element analysis, has shown 
promising aspects in alleviating computational burden by emulating the full-scale finite element model 
responses.  Traditional response surface methods applied for model updating use explicit functions to 
represent the relation between inputs and outputs.  Least square-based techniques are then devised to 
refine parameters in the polynomial representation (Ren and Chen, 2010; Fang and Perera, 2011; Li and 
 148 
 
Law, 2011; Chakrarborty and Sen, 2014).  More recently, Gaussian process, also referred to as Kriging 
(Kennedy and O’Hagan, 2001; Rasmussen and Williams, 2006), has gained popularity due to its 
capability to simulate complicated process subjected to uncertainties.  A Gaussian process model is not 
restricted to certain polynomial form thus allows highly flexible modeling in input-output relation based 
on statistical expectations and variances over functions.  Gao et al (2013) used a Kriging surrogate model 
to calibrate frequency responses for crack tip location identification in cantilever plates.  Yang et al 
(2017) proposed a similar calibration approach in frequency domain to detect the location and severity of 
fault in small structures.  Wan and Ren (2015) suggested a residual-based Gaussian process model to 
characterize the relation between residual and updated parameters in frequency domain for finite element 
model updating.  Jin and Jung (2016) formulated a sequential surrogate modeling scheme that constructs 
multiple response surfaces for finite element model updating.  Balafas et al (2018) presented a Gaussian 
process model in wavelet domain that can infer damage through hypothesis testing.  It is worth noting that 
all these dynamic response calibration methods are applied to natural frequency measurements.  Since in 
practical situation only lower-order natural frequencies can be realistically measured, the case setups in 
these studies are relatively simple with low dimensionality and the design parameters are discrete with 
low dimensionality as well.  In comparison, in impedance/admittance sensing, considerably more amount 
of measurements at many frequency points, can be acquired, and a high-dimensional structure is to be 
identified. 
From the underlying physics standpoint, impedance/admittance sensing offers a new opportunity to 
identify fault parameters more accurately for more complex structures.  While the response calibration 
technique appears to be promising in possibly avoiding iterative finite element analyses in an optimization 
framework, new issue arises.  Although fault effects are reflected in impedance/admittance change at each 
frequency point theoretically, the actual impedance/admittance measurements respond to a fault condition 
differently at different frequencies.  Therefore, in order to correctly identify fault conditions, one would 
need to examine the impedance/admittance changes at many frequency points.  In other words, in order to 
take full advantage of the high-frequency impedance/admittance sensing, we need to formulate and then 
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solve efficiently an optimization problem to match response predictions with measurements at many 
frequency points.  It should be noted that many-objective global optimization usually features more than 
three objectives, while multi-objective optimization refers to that with no more than three objectives.  
Although it would appear to be easier to resort to weighted summation to solve a single objective 
optimization (Gao et al, 2013; Wan and Ren, 2015; Yang et al, 2017), weighting selection among 
objectives is ad-hoc, and the result could easily converge to a meaningless outcome due to multiple local 
optima, measurement noise and uncertainties.   
In this research, we develop a new methodology of fault identification using piezoelectric 
impedance/admittance sensing.  To thoroughly elucidate the health status, a many-objective optimization 
is formulated to match parametric prediction with measurements at all frequency points of interest.  
Gaussian process regression is incorporated to construct the response surfaces, which not only 
significantly reduces computational cost but also yields continuous searching of fault parameters.  Our 
goal in optimization is to find many solutions (owing to the under-determined nature of the problem) that 
are all optimal.  In order to balance between solution convergence and diversity, we establish an  -
dominance enabled many-objective simulated annealing algorithm.  Subsequently, inspired by concepts in 
social statistics, i.e., voting power and majority voting (Taylor and Pacelli, 2008), a voting score 
calculation framework is employed to evaluate quality of the solutions obtained.  As a combination of 
many-objective optimization and voting score calculation, our proposed many-objective evaluation 
approach is able to distinguish the solutions that could accurately indicate the health condition of the 
structure and ultimately provide guidance for further examination. 
The rest of this chapter is organized as follows. In Section 6.2, we establish the many-objective 
optimization formulation assisted by Gaussian process regression for piezoelectric impedance active 
sensing, where the  -dominance enabled many-objective approach and the voting score calculation are 
presented in detail.  In Section 6.3, the proposed method is evaluated through numerical case studies.  
Experimental validations are conducted in Section 6.4.  Finally, concluding remarks are given in Section 
6.5. 
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6.2 Approach formulation 
6.2.1 Piezoelectric impedance/admittance active sensing 
In piezoelectric impedance/admittance-based fault identification, a piezoelectric transducer circuit is 
attached to or embedded in a host structure.  Harmonic excitation voltage, with frequency referred to as 
the excitation frequency or driving frequency, is supplied to actuate structural oscillation.  The local 
structural oscillation in turn induces electrical response of the transducer due to electro-mechanical 
coupling.  We can write the equations of motion of the coupled system in the finite element form as 
(Wang and Tang, 2010), 
Q   12Mq Cq Kq K 0                                                          (6.1a) 
incK Q V 
T
12K q                                                                (6.1b) 
where M, K and C are the mass matrix, stiffness matrix and damping matrix, respectively, q is the 
structural displacement vector, 
12K  is the electro-mechanical coupling vector due to piezoelectric effect, 
cK  is the reciprocal of the capacitance of the piezoelectric transducer, Q  is the electrical charge on the 
surface of the piezoelectric transducer, and 
inV  is the excitation voltage.  Clearly in Equation (6.1), the 
impedance/admittance of the transducer is directly related to the impedance of the underlying structure 
and thus can be used as damage indicator.  Under harmonic excitation, Equation (6.1) can be expressed in 
frequency domain.  The admittance (reciprocal of impedance) of the piezoelectric transducer is then given 
as, 
   
2 1
in 12 12
( )
( )Tc
Q i
Y
V K i


  
 
  K K M C K
                                         (6.2) 
where   is the excitation frequency and i is the imaginary unit.  In discretized model-based fault 
identification, structural fault or damage is frequently assumed as local property change, e.g., local 
stiffness loss.  We divide the host structure into n segments and use 
hjk  to represent the stiffness matrix of 
the j-th segment under healthy condition.  The stiffness matrix of the structure when fault occurs can be 
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written as, 
 
1
(1 )
n
d hj j
j


 K k                                                                  (6.3) 
where [0,1]j   is the fault index indicating the ratio of stiffness loss in the j-th segment.  For example, if 
the j-th segment suffers from damage that leads to a 10% stiffness loss, then 0.1j   , otherwise 0j  . 
1[ , , ]
T
n α  is the fault index vector.  As the piezoelectric transducer and the underlying structure 
form a coupled system, structural fault will be reflected by the admittance of the piezoelectric transducer,   
2 1
in 12 12
( , )
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d
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c d
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Y
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
  
 
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α
K K M C K
                                     (6.4) 
The measured admittance of the structure with fault can then be compared with the baseline 
admittance to elucidate the health condition.  The change of admittance before and after fault occurrence 
can be written as a function of excitation frequency   and damage index vector α , 
2 2
12
( , ) ( , ) ( , )
( )( )
d
h h
T
h
Y Y Y
i i i
  
    
   
   


α α α 0
k 1 M C k α M C
K k
                                      (6.5) 
In Equation (6.5), 1[ , , ]h h hnk k k , which represents the stiffness sub-matrices of n segments when 
the structure is healthy.  In impedance/admittance-based fault identification, as harmonic voltage 
excitation is supplied for active sensing, Equation (6.5) is used iteratively giving different read of 
( , )Y  α  when the excitation frequency is swept within certain ranges that cover a number of structural 
resonances around which physical measurements are taken.  In order to characterize high-frequency 
responses, the finite element model must have high dimensionality.  
6.2.2 Data-assisted impedance response calibration  
As indicated in Introduction, direct inverse analysis based on Equation (6.5) generally yields a 
severely under-determined problem.  One possible solution is to perform repeated forward finite element 
analyses in the parametric space within an optimization framework to identify fault parameters.  In order 
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to render such a procedure computationally tractable, in this sub-section we present a data-assisted meta-
modelling approach through Gaussian process (GP) regression (Kennedy and O’Hagan, 2001; Rasmussen 
and Williams, 2006; Stein, 2012).  Essentially, we aim at rapidly constructing the response surfaces in the 
parametric space through emulations using experimental and/or numerical simulation data. 
Gaussian process (GP) regression is an interpolation approach by which various spatial and temporal 
problems can be modeled (Xia and Tang, 2013; Wang et al, 2017).  For impedance-based active sensing, 
the observed output can be symbolized and denoted as ( ) ( )Y f   x x , where ( )f x  is the output of the 
numerical model, x  is the input vector, and   is the model discrepancy.  The additive error   is 
assumed to follow an independent, identically distributed Gaussian distribution 2~ (0, )nN  .  A function 
( ) x  can be introduced to map the input x  to ( )f x  as,  
( ) ( )Tf x x w                                                                   (6.6) 
where w  is a vector of unknown parameters.  The probability density of the set of training samples 
( , )Y X  given w  can then be obtained, 
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                             (6.7) 
The training samples can be acquired either experimentally or from a credible finite element model.  
Now we assume a multivariate Gaussian prior over the parameters ~ ( , )pNw 0 Σ  with zero mean and 
certain covariance.  We can obtain the posterior probability density of w through Bayes’ theorem, 
2 1 1( , ) ( )( , ) ~ ( ( ) , )
( )
n
p p
p A A
p
   

  

Y X w w
w X Y x Y
Y X
                             (6.8) 
where 2 1( ) ( )Tn pA   
  x x Σ .  Finally, by averaging over all possible parameter values, the predictive 
distribution of 
*f  given a test input vector *x  also follows Gaussian distribution, 
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                                    (6.9) 
Therefore, any finite number of outputs 
*f  given multiple test inputs *x  have a joint Gaussian 
distribution.  To define such distribution over the stochastic process ( )f x , a Gaussian process regression 
model is developed, 
 ( ) ~ ( ( ), ( , '))f GP m kx x x x                                                      (6.10) 
Equation (6.10) is fully specified by its mean function ( )m x  and covariance function or kernel 
( , ')k x x  where x  and 'x  are in either the training or the test sets.  For prior ~ ( , )pNw 0 Σ , the mean and 
covariance functions that determine the smoothness and variability are written as, 
( ) Ε[ ] ( ) [ ]Tm f E  x x w 0                                            (6.11)  
( , ') Ε[( )( ' ')] ( ) ( ')T pk f m f m     x x x Σ x                               (6.12) 
The joint distribution of observation Y  and unknown output 
*f  given training input set X  and test 
input set 
*X  is then, 
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                                        (6.13) 
*( , )K X X  denotes the *n n  matrix of kernels evaluated at all pairs of training and test points through 
*( , )k x x  for n  training samples and *n  test inputs.  Finally, the key predictive distribution of Gaussian 
process regression, i.e., the conditional distribution of 
*f , is expressed as 
2 1
* * *
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                            (6.14) 
which is the function-space view of Equation (6.9).  In this research, the input vector is given as 
[ , ] [ , , ]L S    x α , where   is the excitation frequency, and α  is the fault index vector.  The 
vector α  can be further expressed as [ , ]L S   for single fault cases, where L  is the location and S  is 
the severity.  For example, if a structure is divided into 6 segments and the 3
rd
 segment is subjected to 5% 
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damage (5% stiffness loss), then [0, 0, 0.05, 0, 0, 0]α  or [ , ] [3, 0.05]L S  α .  For each given j (
1, 2, ...,j l ) where l  is the number of frequency points swept during inspection, if m observations or 
training data in Gaussian process regression can be obtained as  ( , , ) 1, 2, ...,j ji L i S iY i m   D , we can 
then have l  calibrations trained by  1 2, , ..., lD D D  with a Gaussian process regression model 
( ) ~ ( , ( , '))f GP kα 0 α α .  One of the most widely-adopted kernel functions is the squared exponential 
function (Rasmussen and Williams, 2006), 
2
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 
α α
α α                                                       (6.15) 
which is efficient toward cases where the training data is of the same type but in different dimensions.  
For inputs that have more than one type of feature, such as [ , ]L S   characterizing location and severity 
that are different in nature, a well-accepted way to build a kernel is to multiply kernels together 
(Duvenaud, 2014).  In this research, we adopt the product of two squared exponential functions as kernel, 
  
2 2
1 3
2 4
' '
( , ') exp expk  
 
    
    
   
   
α α α α
α α                                         (6.16) 
The hyper-parameters θ  used in kernel are trained by maximizing the marginal likelihood ( )p Y X , 
or the log marginal likelihood w.r.t. θ  and 
n , 
2 1
2
1
log ( ) ( ( , ) )
2
1
log ( , ) log2
2 2
T
n
n
p K
n
K

 
     
  
Y α Y α α I Y
α α I
                                 (6.17) 
The parameters are then evaluated using Markov chain Monte Carlo method (Neal, 2011) in this 
study. 
Compared to single squared exponential kernel (Equation (6.15)), the product of squared exponential 
kernels (Equation (6.16)) can better represent the training samples in impedance-based fault 
identification.  As shown in Figure 1, admittance changes are calibrated using single squared exponential 
function as kernel and product of squared exponential functions as kernel, respectively, given 270 training 
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data.  The calibration surface is the mean value of the predictive distribution acquired using Equation 
(6.14).   
 
 
                                                  (a)                                                           (b) 
Figure 6.1 Admittance change calibrations (a) single squared exponential kernel (b) product of 
squared exponential kernels (  : training sample) 
 
For l  frequencies 
j ( 1, 2, ...,j l ) swept by a piezoelectric transducer in active sensing, if l  sets of 
training data 
jD  are available either by experiment or from a finite element model, l  calibration surfaces 
similar to Figure 6.1(b) can be developed, 
( )
1 1
( )
( , )
( , )
c
L S
c
l L S l
Y
Y
 
 


D
D
                                                          (6.18) 
where ( )cjY  represents the output of the reconstructed surface for any input ( , )L S   under excitation 
frequency 
j . 
The proposed method therefore utilizes the regression models to reproduce responses by given 
different arguments of the response surfaces (health condition of the structure), where the analytical 
sensitivity matrix to correlate variables with the response is not involved.  By minimizing the discrepancy 
between the predictions made by reconstructed surfaces and the actual measurements, the fault 
identification problem is essentially cast into an optimization problem.  The impedance/admittance 
changes measured physically under the same l  excitation frequencies ( )m
lY  are used to form l  objective 
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functions, 
( ) ( )
1 1 1
( ) ( )
min ( , )
min ( , )
c m
L S
c m
l l L S l
J Y Y
J Y Y
 
 
   
   
                                                 (6.19) 
where 
S  and L  are the design variables of the optimization problem.  Consider the case where only 
one objective function 
1J  is employed.  Minimizing merely 1J  will possibly yield a large number of 
wrong solutions because it is an under-determined problem with only one measurement subjected to error.  
Clearly, more information regarding the health condition should be taken into consideration by employing 
more objective functions.  This showcases the underlying reason we formulate a many-objective 
optimization problem.  We aim to find the “overlapping consensus” among the available, many objective 
functions.  It is, however, computationally challenging to solve such an optimization problem. 
6.2.3 Voting-empowered many-objective evaluation 
Many-objective optimization (MaOO) problems are defined as those with four or more objectives 
(Deb and Jain, 2014) where the results cannot be directly visualized through graphical means.  In 
comparison, multi-objective optimization problems have two or three objective functions.  To illustrate 
the difficulties associated with solving many-objective optimization problems, we first introduce the 
Pareto optimality based multi-objective optimization, which has seen extensive research efforts (Zitzler, 
1999; Deb et al, 2002; Laumanns et al, 2002; Zhang and Li, 2007; Cao et al, 2017).  For multi-objective 
optimization, the Pareto optimality is defined in a broader sense that no other solution is superior to the 
Pareto optimal solutions when all objectives are considered.  Following this, a general Pareto-based 
MaOO problem where n objectives are minimized simultaneously is specified as 
 1Minimize ( ) ( ) ( )f n= f ,..., fx x x                                                  (6.20) 
where x is the decision vector and f  is the objective vector.  When two sets of decision vectors are 
compared, the concept of dominance is involved.  Assuming a and b are two decision vectors, the concept 
of Pareto optimality can be defined as follows: a dominate b if:  
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{1,2,..., }: ( ) ( )i ii n f f  a b                                               (6.21) 
and 
{1,2,..., }: ( ) ( )j jj n f f  a b                                            (6.22) 
Any objective function vector, which is neither dominated by any objective function vector in the 
Pareto optimal set nor dominating any of them, is said to be non-dominated with respect to that Pareto 
optimal set.  The solution that corresponds to the objective function vector is then a member of Pareto 
optimal set. 
In comparison with multi-objective optimization, many-objective evaluation needs to tackle two 
major additional difficulties (Deb and Jain, 2014; Li et al, 2015): 
1) Almost all solutions generated are non-dominated to one another.  As the number of objectives 
increases, even a mediocre solution could be Pareto optimal because it may have small advantages over 
other solutions in at least one objective, even though the differences are trivial.  Consequently, most 
Pareto optimality-based multi-objective optimization algorithms become inefficient and out of focus 
when dealing with many objectives.  The solution set yielded may be arbitrarily large. 
2) It is hard to maintain good diversity among the solution set in high dimensional space.  Generally, 
it is computationally expensive to evaluate diversity for many objectives.  Moreover, the conflict between 
convergence and diversity is aggravated in high dimension.  Therefore, attempts to maintain diversity 
may hinder the numerical procedure from converging to the optimal solutions.  
The difficulties can be alleviated by using a special domination principle that will adaptively 
discretize the Pareto optimal set and find a well-distributed set of solutions.  A good choice to tackle the 
above-mentioned difficulties is the  -dominance principle (Laumanns et al, 2002), which alters and 
discretizes the objective space into boxes defined by the power of (1 ) , 
log
log(1 )
if

 
  
                                                                  (6.23) 
Equation (6.23) projects each objective function vector uniquely to one box, which can neutralize 
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trivial improvements in any objectives.  One example is shown in Figure 6.2, one Pareto optimal solution 
(1.5, 3.5) in the original objective space is eliminated in the  -Pareto optimal set because it is merely 
better in one objective but a lot worse in the other objective compared to solution (1.6, 2.5).  And by 
keeping one solution per box, a bounded size solution set with good diversity could be obtained.  The 
aforementioned difficulties can thus be addressed by the  -dominance transformation.  Accordingly, the 
dominance relation based on  -dominance is given in Table 6.1 where the box operator refers to Equation 
(6.23) and  is used to denote dominance relation between decision vectors. 
 
Figure 6.2 From Pareto optimal to  -Pareto optimal 
 
Table 6.1  -dominance relations 
Relation Symbol Interpretation in  -objective space 
box(a) dominates 
box(b) 
( ) ( )box boxa b  
box(a) is not worse than box(b) in all 
objectives and better in at least one objective 
box(b) dominates 
box(a) 
( ) ( )box boxb a  
box(b) is not worse than box(a) in all 
objectives and better in at least one objective 
Non- -dominant to 
each other 
( ) ( )box boxb a  
box(a) is worse than box(b) in some 
objectives but better in some other objectives 
Same box ( ) ( )box boxa b  box(a) equals box(b) 
 
We incorporate the  -dominance technique into a previously developed Multi-objective Simulated 
Annealing algorithm (Cao et al, 2017), hereafter referred to as  -MOSA/R.  The pseudo-code of  -
MOSA/R is provided below. 
 
Algorithm  -MOSA/R 
Set Tmax, Tmin, # of iterations per temperature iter, cooling rate α, k = 0 
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Initialize the Archive ( -Pareto front) 
Current solution = randomly chosen from Archive 
While (T > Tmin) 
 For 1 : iter 
  Generate a new solution vector in the neighborhood of current solution vector 
  If new solution falls into the same  -box as any solutions in the Archive 
   If new solution dominates k (k >= 1) solutions in the Archive 
    Update 
   Else 
    Action 
   End if 
  Else if new solution  -dominates k (k >= 1) solutions in the Archive 
   Update 
  Else if new solution  -dominated by k (k >= 1) solutions in the Archive 
   Action 
  Else if new solution and Archive are non-  -dominant to each other 
   Update 
  End if 
 End for 
 k = k+1 
 T = (α
 k
)*Tmax 
End While 
 
Algorithm Update 
Remove all k dominated solutions from the Archive 
Add new solution to the Archive  
Set new solution as current solution 
 
Algorithm Action 
If new solution and Archive are non-dominant to each other 
 Set new solution as current solution 
Else 
 If new solution dominated by current solution 
  Re-seed 
 Else 
  Simulated Annealing 
 End If 
End if 
 
Algorithm Re-seed 
new solution is dominated by k (k >= 1) solutions in the Archive 
Set selected solution as the i-th solution ,
1, 2, ...,
argmin( )i new
i k
i dom

   
If 
,
1
1 exp( / max( ,1))selected newdom T 
 > rand(0,1)* 
 Set selected solution as current solution 
Else 
 Simulated Annealing 
End if 
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* rand(0,1) generates a random number between 0 to1 
 
Algorithm Simulated Annealing 
,1
k
i newi
avg
dom
dom
k


 
  
If 
1
1 exp( / )avgdom T 
 > rand(0,1) 
 Set new solution as current solution 
End if 
 
In  -MOSA/R, we use  -dominance relation as well as the regular dominance relation to compare 
the new solution, the current solution and Archive.  Algorithm Update renews the Archive when a better 
solution in  -dominance sense is found and meanwhile assures that only one solution is maintained per 
 -box.  As Algorithm Re-seed and Algorithm Simulated Annealing are embedded, Algorithm Action 
takes place when a deteriorated solution is sampled.  Instead of abandoning the solution directly, 
probability relaxations are devised so that either the deteriorated solution is accepted with a certain 
probability to escape local optima (Simulated Annealing) or the search direction is swerved towards 
known search space with good solutions for better efficiency (Re-seed).  The concept of the amount of 
domination is used in computing the acceptance probability in Re-seed and Simulated Annealing 
(Bandyopadhyay et al., 2008).  Given two solutions a and b, the amount of domination is defined as 
1, ( ) ( )
( ( ) ( ) / )
i i
l
i i ii f f
dom f f R
 
  a,b a b a b                                         (6.20) 
where l is the number of objectives and Ri is the range of the i-th objective for normalization.  In this 
research, for all case studies to converge, the total number of iterations of  -MOSA/R is set as 100,000, 
Tmax is 100, Tmin is 10
-4, and the cooling rate α is set as 0.8. 
Ideally, if the calibration surfaces are perfect without error, using more objectives (i.e., incorporating 
more measurements) naturally yields solution sets of better accuracy.  If sufficient response surfaces are 
used, the solution set should contain only one solution that matches perfectly the fault scenario.  
However, owing to modeling and calibration errors, utilizing more objective functions does not 
necessarily associate with better performance.  As seen in Equation (19), l  objective functions can be 
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formulated under l  excitation frequencies.  While  -MOSA/R introduced could cope with such a many-
objective optimization problem, the solution size would increase nonlinearly with l (Duro et al, 2014).  
Therefore, it could be even harder for a greater number of calibration surfaces to reach the “overlapping 
consensus” in determining the structural damage.  Although using some subsets of available calibrated 
surfaces can uncover a small set of trustworthy solutions for further analysis, using other subsets may 
return a large number of erroneous results.  Given the difficulties, guiding the algorithm to only a few 
optimal solutions or making an objective decision becomes critical in many-objective optimization.   
In this research, inspired by social statistics (Taylor and Pacelli, 2008), we introduce a novel voting 
score calculation procedure based on the concepts of majority voting and voting power to evaluate the 
quality of the solutions generated using different sets of response surfaces as objective functions.  As not 
all those l objective functions are essential or equally important, to reduce variance, N ( N l ) functions 
are randomly selected from the set as objectives of the many-objective optimization problem denoted as 
J , which can be deemed as input of the many-objective algorithm, 
ε-MOSA/R( )Α J                                                          (6.21) 
where { , , ,... }a b cΑ α α α  represents the set of Pareto optimal solutions obtained after one many-objective 
optimization.   
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Figure 6.3 Voting score calculation for multi-objective evaluation 
 
As shown in Figure 6.3, the many-objective optimization proposed is carried out M times for N 
randomly selected response surfaces as objective functions different for each execution.  Hence, we have, 
1 2 1 2{ , ,..., } ε-MOSA/R({ , ,..., })M MΑ Α Α J J J                                   (6.22) 
We use 
iΑ to represent the solution set of the i-th execution of the optimization given objective 
function set
iJ .  The voting score for a specific solution is calculated as, 
1
vs( ) /
M
a a i i
i
α α Α Α                                                   (6.23) 
where 
a iα Α  equals to 1 if iΑ  contains aα .  For example, if aα  appears in optimal solution set 1Α , 3Α  
and 4Α , then 1 3 4vs( ) 1/ 1/ 1/a   α Α Α Α .  As given in Equation (6.23), the solution set obtained after 
each optimization practice is assigned a total voting score of one, meaning that the more solutions there 
are in one solution set, the less voting power per solution.  The rationale behind such design is that we 
want to grant larger voting power to the solutions in smaller solution sets which are considered to be less 
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affected by error.  Thereafter, the scores assigned are added altogether for each possible damage scenario 
and the ones with higher voting scores are more likely to give accurate implications about the true 
structural damage.  As a result, we look for indications made by the calibrations rather than a decisive 
result, which is prone to error and not easy to obtain owing the under-determined nature of fault 
identification systems.  Notably, by keeping one less digit after the decimal point in terms of damage 
severity
L , we are able to investigate the voting scores for possible severity ranges, which could further 
avert practitioners from investigating inaccurate results.   
1
ˆ ˆvs( ) vs( , round( )) /
M
a aL aS a i i
i
 

 α α Α Α                               (6.24) 
where the rounding operator (i.e., ‘round’ in Equation (6.24)) approximates a fractional decimal number 
by one with one less digit, and ˆ
a iα Α  here gives the number of solutions belong to both  ˆ aα  and iΑ . 
Recall that voting score calculation is designed to endow those solutions more voting power when the 
solution set is small.  We go one step further by withdrawing the voting scores from the solution sets that 
exceed the average size of all solution sets instead of equally assigning each solution set a voting score of 
one. 
1
I( ) ( )
vs ( )
M
i a i
partial a
i i


Α Α α Α
α
Α
                                          (6.25) 
1
ˆI( ) ( )
ˆvs ( )
M
i a i
partial a
i i


Α Α α Α
α
Α
                                         (6.26) 
where I( )j Α Α  is a logic operation that the value of it is 1 if the argument is true and 0 otherwise.  By 
applying either Equation (6.25) or (6.26) for post-processing, a higher level of separation between 
insightful solutions and trivial solutions could be gained. 
In this study, we propose four voting score calculation heuristics (Equations (6.23-6.26)) that 
essentially serve as four decision making strategies attempting to identify or isolate possible fault 
scenarios for further inspection.  The randomness introduced when selecting response surfaces (Figure 6.3) 
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as objective functions has desirable characteristics.  It not only makes the evaluation scheme robust to 
outliers, but also gives useful internal estimates of noise such that we can withdraw voting scores from 
certain solution sets (Equations (6.25)(6.26)).  Moreover, it is compatible with parallel computation.  
Combined with Gaussian process regression and many-objective optimization, the proposed data-assisted 
many-objective evaluation framework is illustrated in details through numerical and experimental case 
studies in Section 6.3 and Section 6.4, respectively. 
6.3 Numerical case studies 
 
Figure 6.4 Illustration of structure for numerical case studies 
 
In this section, we carry out two numerical case studies using the proposed methodology to gain 
insights.  The structure of interest is an aluminum cantilevered plate (Figure 6.4) with the following 
properties: length 0.561 m , width 0.01905 m , thickness 0.0014 m , density 32700 kg/m , and Young’s 
modulus 68.9 GPa .  A piezoelectric transducer is attached to the middle left of the plate, i.e., 0.18 m from 
the fixed end.  The properties of the piezoelectric transducer are: length 0.015 m, width 0.01905 m , 
thickness 0.0014 m , Young’s moduli 
11 86 GPaY   and 33 73 GPaY  , density 
39500 kg/m , piezoelectric 
constant 91.0288 10  V/m  , and dielectric constant 8
33 1.3832 10  m/F   .  The finite element model of 
the plate contains 11,250 20-node hexahedron elements, the size of which is smaller than the shortest 
wavelength of the response involved in this study.  The plate is further evenly divided into 25 segments 
along the lengthwise direction; each is a possible damage location.  In structural health monitoring using 
impedance or admittance measurements, the response changes due to damage occurrence are most evident 
around the resonant peaks.  In the following numerical case studies, we acquire admittance measurements 
at 40 excitation frequencies around the plate’s 14th, 16th, 21st and 23rd natural frequencies.  Specifically, 
the admittance values at 40 evenly distributed excitation frequencies in the ranges 1886.6 Hz to 1890.4 
Hz, 2423.7 Hz to 2428.5 Hz, 3694.6 Hz to 3702.0 Hz and 4438.7 Hz to 4447.6 Hz are employed.  
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Identical for each frequency, 270 randomly generated fault scenarios are emulated for the calibration of 
impedance response surface.  The sampling range is specified as 1 to 25 for location and 0 to 0.1 for 
severity.  A set of impedance measurements is produced by sweeping through the pre-specified excitation 
frequency points numerically.  It is worth noting that in actual implementation, we can directly utilize 
experimentally acquired measurements in lieu of the numerical ones.  The data sampled from the 
numerical model is contaminated by  0.15% standard Gaussian uncertainties to demonstrate the 
effectiveness of the proposed approach.  Here we assume two fault scenarios, i.e., damage occurring at 
the 13
th
 segment with severity 13 0.0600   (6.00% stiffness loss in 13
th
 segment), and at 22
nd
 segment 
with severity 22 0.0857   (8.57% stiffness loss), which are randomly selected.     
Figure 6.5 plots all 40 impedance response surfaces reconstructed through Gaussian process 
regression outlined in Section 6.2.2, which serve as 40 objective functions.  The two horizontal axes 
indicate damage location and severity (normalized), and the vertical axis indicates the admittance change 
measured by the piezoelectric transducer circuit. 
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Figure 6.5 Calibrated response surfaces for 40 excitation frequencies 
(  denotes training point). 
 
Based on the many-objective evaluation approach outlined in Section 6.2.3 (Figure 6.3), for each 
optimization practice, 10 (N=10) surfaces out of 40 are randomly selected as objective functions, and the 
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many-objective optimization is executed 30 (M=30) times.  The parameter N is selected in accordance 
with the capacity of the many-objective optimization algorithm implemented, and the value of M should 
be set as large as possible for robustness.  In this study, we use M=30 for illustration.  In other words, a 
total of 30 voting scores are assigned to possible solutions obtained in 30 many-objective optimization 
practices. 
6.3.1 6.00% stiffness loss in 13
th
 segment 
We first investigate the case where the 13
th
 segment suffers from 6.00% stiffness loss.  Here, the post-
processing of the MaOO evaluation results introduced in Section 6.2.3 warrants detailed discussion.  
After performing the many-objective optimization, we obtain 369 solutions corresponding to 369 possible 
damage scenarios.  Voting score calculation (Equation (6.23)) is then carried out successively accrediting 
score to each solution as quality quantification.  As shown in Figure 6.6, if we consider the solution with 
the highest voting score as damage identified, it agrees with the actual damage with only 0.0001 
discrepancy in stiffness loss ratio.   
 
Figure 6.6 Voting scores for 369 fault scenarios and the one with the highest score. 
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Figure 6.7 Voting scores for 282 damage severity ranges  
 
In the original voting score calculation, four digits are kept in ratio form in terms of damage severity.  
Then by keeping one less digit after the decimal point following Equation (6.24), we are able to 
investigate the voting scores for possible severity ranges, as illustrated in Figure 6.7.  Out of 282 damage 
severity ranges, some are more distinct from the others compare to the results shown in Figure 6.6, which 
could be considered as candidate solutions.  Figure 6.8 visualizes the severity range with the highest 
voting score, in which the induced damage is indeed included. 
 
Figure 6.8 Identified damage range (the severity range with the highest voting score) 
 
We then withdraw the voting scores from the solution sets that exceed the average size of all solution 
sets as suggested in Equation (6.25).  A total of 16 voting scores are to be distributed among possible 
solutions found by the many-objective optimization algorithm.  As shown in Figure 6.9(a), some of the 
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fault scenarios are now affiliated with zero voting scores.  Comparably, the solutions with higher voting 
scores are more significantly separated.  Similarly, the voting scores for severity ranges can be inspected 
by grouping certain damage severities together (Equation (6.26)) and, as illustrated in Figure 6.9(b), a 
greater separation is achieved due to the aggregation of voting scores among similar solutions.  The 
purpose of getting higher level of separation hinges on the fact that such fault identification scheme is 
under-determined due to deficient measurements, uncertainties and errors.  Thus, multiple solutions are 
expected.  The proposed data-assisted many-objective evaluation endeavors to isolate a small number of 
possible solutions by their voting scores for further inspections.   
 
                                                             (a)                                 (b) 
Figure 6.9 (a) Partial voting scores for 369 damage scenarios (b) Partial voting scores for 282 damage 
severity ranges 
 
Table 6.2 lists the fault scenarios with top five highest voting scores calculated following four 
different heuristics introduced in Section 6.2.3.  As shown in the table, the ones with the highest scores all 
match or cover the true fault scenario.  The percentage of voting score out of all voting scores being 
allotted is also reported in Table 6.2.  For the result that indicates true damage the best, the voting score 
percentage increases either by grouping severities to severity ranges or assign zero voting scores to large 
solution sets, meaning a higher level of separation or a higher level of confidence is achieved.  
Nevertheless, when prior knowledge is unavailable, solutions with relatively higher scores all should 
be considered as possible fault scenarios.  The proposed voting score scheme filters out most scenarios.  
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Therefore, even though one single certain solution is hard, if not impossible, to obtain, only a few need to 
be examined with the help of many-objective evaluation, and the one with the highest voting score is 
more likely to match the true fault scenario. 
 
Table 6.2 Top five fault scenarios with highest voting scores 
I: Voting score (Equation (6.23)) 
Fault scenario Voting 
score 
Score % 
30 overall Segment Severity 
13 0.0599 0.5351 1.784% 
10 0.0522 0.4474 1.491% 
12 0.0532 0.3822 1.274% 
15 0.0505 0.3340 1.113% 
17 0.0880 0.2922 0.974% 
II: Voting score for severity range (Equation (6.24)) 
Fault scenario Voting 
score 
Score % 
30 overall Segment Severity range 
13 0.0595~0.0605 0.8822 2.941% 
10 0.0515~0.0525 0.8137 2.712% 
12 0.0525~0.0535 0.6881 2.294% 
17 0.0875~0.0885 0.6634 2.211% 
25 0.0575~0.0585 0.5896 1.965% 
III: Partial voting score (Equation (6.25)) 
Fault scenario Voting 
score 
Score % 
16 overall Segment Severity 
13 0.0599 0.4579 2.862% 
10 0.0522 0.3373 2.108% 
12 0.0532 0.2790 1.744% 
15 0.0505 0.2239 1.399% 
13 0.0602 0.2215 1.384% 
IV: Partial voting score for severity range (Equation (6.26)) 
Fault scenario Voting 
score 
Score % 
16 overall Segment Severity range 
13 0.0595~0.0605 0.6794 4.246% 
10 0.0515~0.0525 0.5866 3.666% 
12 0.0525~0.0535 0.4434 2.771% 
25 0.0575~0.0585 0.4251 2.657% 
17 0.0875~0.0885 0.3400 2.125% 
 
6.3.2 8.57% stiffness loss in 22
nd
 segment 
To further demonstrate the proposed approach, we investigate a second numerical case where the 22
nd
 
segment suffers from 8.57% stiffness loss.  After performing the many-objective optimization, we first 
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obtain 491 possible fault scenarios (Figure 6.10(a)), which can be grouped into 365 severity ranges 
following Equation (6.24) (Figure 6.10(b)).  Aiming at separating the solutions with relatively higher 
voting scores, the post-processing heuristics given in Equations (6.25) and (6.26) are implemented here as 
shown in Figure 6.10(c) and 6.10(d), respectively.  The results with top five highest voting scores are 
ranked in Table 6.3.  Similar to the results reported in Section 6.3.1, in this case study, the ones with the 
highest scores all agree with or cover the true fault scenario. 
 
                                                                (a)                                  (b) 
 
                                                               (c)                                   (d) 
Figure 6.10 (a) Voting scores for 491 fault scenarios (b) Voting scores for 365 damage severity 
ranges (c) Partial voting scores for 491 fault scenarios (d) Partial voting scores for 365 damage severity 
ranges 
 
Table 6.3 Top five fault scenarios with highest voting scores 
I: Voting score (Equation (6.23)) 
Fault scenario Voting Score % 
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Segment Severity score 30 overall 
22 0.0856 1.0044 3.348% 
25 0.0813 0.7574 2.525% 
25 0.0923 0.6529 2.176% 
22 0.0843 0.4427 1.476% 
13 0.0946 0.4389 1.463% 
II: Voting score for severity range (Equation (6.24)) 
Fault scenario Voting 
score 
Score % 
30 overall Segment Severity range 
22 0.0855~0.0865 1.4931 4.977% 
25 0.0915~0.0925 0.8741 2.914% 
25 0.0805~0.0815 0.7573 2.524% 
15 0.0675~0.0685 0.7321 2.440% 
13 0.0875~0.0885 0.6866 2.289% 
III: Partial voting score (Equation (6.25)) 
Fault scenario Voting 
score 
Score % 
17 overall Segment Severity 
22 0.0856 1.0044 5.908% 
25 0.0813 0.7433 4.372% 
25 0.0923 0.5045 2.968% 
22 0.0843 0.4027 2.369% 
22 0.0863 0.3533 2.078% 
IV: Partial voting score for severity range (Equation (6.26)) 
Fault scenario Voting 
score 
Score % 
17 overall Segment Severity range 
22 0.0855~0.0865 1.444 8.494% 
25 0.0805~0.0815 0.7433 4.372% 
25 0.0915~0.0925 0.7257 4.269% 
22 0.0835~0.0845 0.5675 3.338% 
13 0.0935~0.0945 0.5674 3.338% 
 
Here we also investigate the effectiveness of the proposed voting score calculation (Equation (6.23)) in 
discriminating possible damage scenarios.  The idea of voting has also been used in ensemble learning 
such as random forest (Breiman, 2001) and pattern recognition (Lam and Suen, 1997) to combine 
different sets of result where majority voting is implemented.  Compared to the proposed voting score 
strategy, majority voting considers the one damage scenario that appears the most in all solution sets as 
the indication of true damage.  Figure 6.11 compares the solution with the highest voting score, which 
concur with the true damage scenario, to the solution that appears the most in all solution sets.  As 
revealed in Table 6.4, the voting score calculation successfully re-adjusts the weighting among all 
solutions.  The voting score heuristics manage to rank them essentially based on their quality and thus 
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have better performance in terms of identifying the true damage.  Indeed, the solution with the highest 
voting score is not only among the solutions that appear the most in the results of many-objective 
optimizations, but also is less affected by error trade-offs because it appears mostly in small solution sets 
which are considered more insightful with less conflicting objective functions.  After all, the objective 
functions should not be contradicted with each other ideally without error. 
 
Figure 6.11 The fault scenario with the highest voting score vs. the damage scenario with the most 
occurrence 
 
Table 6.4 Top five fault scenarios: highest voting scores vs. most occurrences 
I: Proposed voting score strategy 
Damage scenario Voting score 
30 overall Segment Severity 
22 0.0856 1.0044 
25 0.0813 0.7574 
25 0.0923 0.6529 
22 0.0843 0.4427 
13 0.0946 0.4389 
II: Majority voting (most 
occurrence) 
Damage scenario Occurrence 
1289 overall Segment Severity 
25 0.0923 17 
15 0.0682 16 
13 0.0946 15 
22 0.0856 14 
13 0.0880 14 
 
6.4 Experimental validation 
In this section, experimental case studies using physical measurements of piezoelectric admittance are 
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carried out.  The experimental setup, geometry measures and material parameters are consistent with 
those used in the numerical analysis in Section 6.3.  Figure 6.12 shows the experimental setup.  To obtain 
the admittance of the piezoelectric circuit, a resistor of 100  is serially-connected to the transducer to 
measure the voltage drop, which is further used to extract the current in the circuit.  An Agilent 35670A 
signal analyzer is employed, where the source channel is used to generate sinusoidal voltage sent to 
piezoelectric transducer denoted as 
inV , and the output voltage across the resistor is recorded as outV .  
Hence, the admittance can be obtained as in out in/ / sY I V V R V  .  In experimental case studies, we acquire 
measurement samples using 18 excitation frequencies around the plate’s 14th and 21st natural frequencies.  
That is, 10 evenly distributed frequencies from the range 1886.6 Hz to 1890.4 Hz and 8 evenly distributed 
frequencies from the range 3696.2 Hz to 3702.0 Hz are acquired.    
 
Figure 6.12 Experiment Setup 
 
Identical for each frequency, 150 randomly generated damage scenarios are emulated for impedance 
response surface calibration using the corresponding numerical model.  Figure 6.13 illustrates all 18 
impedance response surfaces reconstructed by Gaussian process regression.  In order to reduce the 
unwanted variations and uncertainties in this case illustration, instead of disassembling and cutting the 
plate to reduce the local stiffness, we add small masses to emulate the damage occurrence.  
Mathematically, adding a small mass can result in the same resonant frequency shift and admittance 
change as a local stiffness reduction would.  In the first experiment, a 0.6 g mass is attached to the 14
th
 
segment of the plate, which causes admittance change equivalent to a 0.28% local stiffness loss.  In the 
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second experiment, the same mass is attached to the 12
th
 segment, which is equivalent to a 0.16% local 
stiffness loss. 
Based on the methodology proposed, the many-objective optimization is executed 10 times, and for 
each optimization execution, 10 surfaces out of 18 are randomly selected as objective functions.  In other 
words, a total of 10 voting scores are assigned to solutions obtained. 
 
Figure 6.13 Calibrated response surfaces for 18 excitation frequencies from small to large (  denotes 
training point) 
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6.4.1 0.28% stiffness loss in 14
th
 segment 
We first perform the experimental case study where the 14
th
 segment is subjected to a 0.28% 
equivalent stiffness loss.  Figure 6.14(a) plots the voting scores (Equation (6.23)) for all possible fault 
scenarios after many-objective optimization.  As uncertainties such as modeling error and measurement 
error are present inevitably in experimental case studies, we cannot easily distinguish the better solutions.  
However, by examining the solutions based on the severity ranges they fall into following the heuristic 
given in Equation (6.24) (Figure 6.14(b)), a few solutions stand out.  As shown in Figure 6.15, if we 
consider the solutions with the highest voting scores as damage identified or the damage severity range 
identified, accurate predictions can be achieved.  In practice, the solutions with relatively higher voting 
scores should be considered as candidates.  Such candidate set provided by the proposed evaluation 
approach serves as the starting point for further inspections, which streamlines the typical procedure of 
inspection and maintenance in engineering practice. 
 
                                                                 (a)                                 (b) 
Figure 6.14 (a) Voting scores for 225 fault scenarios (b) Voting scores for 186 damage severity 
ranges 
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                                               (a)                                                                 (b) 
Figure 6.15 (a) Identified damage (the damage scenario with the highest voting score) (b) Identified 
damage range (the severity range with the highest voting score) 
 
Next, by assigning zero voting scores to the solution sets that exceed the average size of all solution 
sets (Equation (6.25)), we can probe some of the solutions provided by certain solution sets which are 
considered of better quality.  As shown in Figure 6.16, a higher level of distinction is achieved among 
solutions.  The results are reported in Table 6.5 where the top five damage scenarios with highest voting 
scores are demonstrated. 
 
                                                                (a)                                (b) 
Figure 6.16 (a) Partial voting scores for 225 fault scenarios (b) Partial voting scores for 186 damage 
severity ranges. 
 
Table 6.5 Top five fault scenarios with highest voting scores 
I: Voting score (Equation (6.23)) 
Fault scenario Voting 
score 
Score % 
10 overall Segment Severity 
14 0.00271 0.1223 1.223% 
5 0.00609 0.1153 1.153% 
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3 0.00294 0.1153 1.153% 
22 0.00492 0.1126 1.126% 
11 0.00719 0.1126 1.126% 
II: Voting score for severity range (Equation (6.24)) 
Fault scenario Voting 
score 
Score % 
10 overall Segment Severity range 
14 0.00265~0.00275 0.3016 3.016% 
11 0.00715~0.00725 0.2078 2.078% 
11 0.00705~0.00715 0.1882 1.882% 
21 0.00915~0.00925 0.1777 1.777% 
5 0.00515~0.00525 0.1671 1.671% 
III: Partial voting score (Equation (6.25)) 
Fault scenario Voting 
score 
Score % 
6 overall Segment Severity 
14 0.00271 0.0917 1.528% 
6 0.00458 0.0789 1.315% 
12 0.00645 0.0787 1.312% 
11 0.00622 0.0787 1.312% 
5 0.00609 0.0747 1.245% 
IV: Partial voting score for severity range (Equation (6.26)) 
Fault scenario Voting 
score 
Score % 
6 overall Segment Severity range 
14 0.00265~0.00275 0.2099 3.498% 
11 0.00715~0.00725 0.1372 2.287% 
11 0.00705~0.00715 0.1176 1.960% 
11 0.00795~0.00805 0.1102 1.837% 
5 0.00515~0.00525 0.1064 1.773% 
 
6.4.2 0.16% Stiffness Loss in 12
th
 Segment  
The second experimental study concerns the case where the 12
th
 segment is subjected to a 0.16% 
equivalent stiffness loss.  Figure 6.17 plots the voting scores for all 139 possible fault scenarios and 71 
severity ranges after the many-objective evaluation following Equation (6.23) and (6.24).  It is noticed 
that a small set of solutions clearly maintains a margin over the rest of the solutions in terms of voting 
score.  As shown in Figure 6.18, the solution with the highest voting score delivers close indication about 
the health condition of the structure.  And if we consider the severity range with the highest voting score 
as the identified damage severity range, it also covers the true damage scenario.   
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                                                                  (a)                              (b) 
Figure 6.17 (a) Voting scores for 139 fault scenarios (b) Voting scores for 71 damage severity ranges 
 
Similar to the preceding case studies, zero voting scores are assigned to the solution sets that exceed 
the average size (Equation (6.25)), which produces a more polarized voting score distribution shown in 
Figure 6.19.  As can be seen in Table 6.6, for all four post-processing means, the ones with the highest 
voting scores all make accurate implications of the health condition of the structure. 
 
 
                                                   (a)                                                             (b) 
Figure 6.18 (a) Identified fault (the fault scenario with the highest voting score) (b) Identified damage 
range (the severity range with the highest voting score) 
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                                                                  (a)                          (b) 
Figure 6.19 (a) Partial voting scores for 139 fault scenarios (b) Partial voting scores for 71 damage 
severity ranges 
 
Table 6.6 Top five fault scenarios with highest voting scores 
I: Voting score (Equation (6.23)) 
Damage scenario Voting 
score 
Score % 
10 overall Segment Severity 
12 0.00161 0.3696 3.696% 
12 0.00157 0.3355 3.355% 
12 0.00154 0.2554 2.554% 
22 0.00161 0.2536 2.536% 
25 0.00027 0.2446 2.446% 
II: Voting score for severity range (Equation (6.24)) 
Damage scenario Voting 
score 
Score % 
10 overall Segment Severity range 
12 0.00155~0.00165 0.7050 7.050% 
8 0.00135~0.00145 0.4467 4.467% 
21 0.00145~0.00155 0.3232 3.232% 
1 0.00105~0.00115 0.2734 2.734% 
22 0.00155~0.00165 0.2705 2.705% 
III: Partial voting score (Equation (6.25)) 
Damage scenario Voting 
score 
Score % 
4 overall Segment Severity 
12 0.00160 0.2395 5.988% 
12 0.00157 0.2395 5.988% 
12 0.00154 0.1919 4.798% 
22 0.00161 0.1840 4.600% 
25 0.00027 0.1486 3.715% 
IV: Partial voting score for severity range (Equation (6.26)) 
Damage scenario Voting 
score 
Score % 
4 overall Segment Severity range 
12 0.00155~0.00165 0.4791 11.978% 
8 0.00135~0.00145 0.2316 5.790% 
21 0.00145~0.00155 0.1962 4.910% 
12 0.00145~0.00155 0.1919 4.798% 
22 0.00155~0.00165 0.1839 4.598% 
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Finally, the four different means of handling voting scores used in case studies are compared in 
Figure 6.20.  The voting power of the best solution in each case study is quantified in the form of voting 
score percentage, which is the percentage of its voting score out of available voting scores being 
distributed.  As illustrated, by either grouping the damage severities to severity intervals or assigning 
voting scores to only certain solution sets, the confidence of the implications made by the proposed 
approach, which is directly related to the voting power, is increased.  In practice, as we want to inspect 
only a small number of damage scenarios in maintenance, the overall approach proposed in this study can 
help to isolate a small set of the solutions that are more related to the health condition of the structure 
through its data-assisted analysis.  Instead of seeking for one deterministic solution that could be 
misguiding, the approach proposed in this research utilizes training data to analyze and identify probable 
fault scenarios that serve as guidance for further examination through heterogeneous sensing and 
inspection. 
 
Figure 6.20 Voting score percentage of the best solution in each case study as four post-processing 
techniques adopted (Ticks on the horizontal axis represent: voting scores for damage scenarios, voting 
scores for damage severity ranges, partial voting scores for damage scenarios and partial voting scores for 
damage severity ranges, respectively from left to right) 
 
6.5 Concluding remarks 
This research presents a data-assisted approach for structural fault identification through Gaussian 
process-based impedance response calibration and many-objective evaluation.  To address the 
fundamental challenges posed by the under-determined problem formulation and model-based sensitivity 
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approximation, we cast the damage identification problem into a many-objective optimization by 
reconstructing impedance response surfaces as objective functions utilizing training data.  The 
optimization problem is then tackled by an  -dominance enabled many-objective simulated annealing 
algorithm.  As many solutions are expected in many-optimization practices, a voting score calculation 
procedure is developed and applied after to quantify and identify the solutions that could make better 
implication about the health condition of the structure.  The numerical case studies and experimental case 
studies demonstrate that the proposed approach is capable of obtaining a small set of solutions based on 
their voting scores that could provide accurate implication about the health condition of the interested 
structure.  The proposed scheme is inherently malleable and can be applied to either model-based or 
model-free fault identification systems wherever data is available.  The combination of Gaussian process-
based calibration, many-objective optimization, and voting score calculation can be extended to a variety 
of inverse analysis problems. 
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Chapter 7. Preprocessing-Free Gear Fault Diagnosis Using Small Datasets 
with Deep Convolutional Neural Network-Based Transfer Learning 
Early diagnosis of gear transmission has been a significant challenge, because gear faults occur 
primarily at microstructure or even material level but their effects can only be observed indirectly at a 
system level.  The performance of a gear fault diagnosis system depends significantly on the features 
extracted and the classifier subsequently applied.  Traditionally, fault-related features are extracted and 
identified based on domain expertise through data preprocessing which are system-specific and may not 
be easily generalized.  On the other hand, although recently the deep neural networks based approaches 
featuring adaptive feature extractions and inherent classifications have attracted attention, they usually 
require a substantial set of training data.  Aiming at tackling these issues, this paper presents a deep 
convolutional neural network-based transfer learning approach.  The proposed transfer learning 
architecture consists of two parts; the first part is constructed with a pre-trained deep neural network that 
serves to extract the features automatically from the input, and the second part is a fully connected stage 
to classify the features that needs to be trained using gear fault experimental data.  Case analyses using 
experimental data from a benchmark gear system indicate that the proposed approach not only entertains 
preprocessing free adaptive feature extractions, but also requires only a small set of training data.  
7.1 Introduction 
Condition monitoring and fault diagnosis play essential role in ensuring the safe and sustainable 
operations of modern machinery systems.  Gearbox, as one common component used in those systems, is 
prone to fault condition or even failure, because of the severe working condition with high mechanical 
loading and typically long operational time.  Currently, vibration signals are most widely used to infer the 
health condition of gear system, because they contain rich information and can be easily measured using 
off-the-shelf, low-cost sensors.  Indeed, gear vibration signals contain three components: periodic 
meshing frequencies, their harmonics, and random noise.  For a healthy gear system, the meshing 
frequencies and their harmonics dominate the vibration response.  Fault conditions cause additional 
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dynamic effects. 
The practice of fault diagnosis of gear system using vibration signals has proved to be a very 
challenging subject.  The mainstream of gear condition monitoring is built upon various feature extraction 
methods that are manual and empirical in nature (Kang et al, 2001; Randall, 2011; Marquez et al, 2012).  
Generally, a certain signal processing technique is applied to vibration signals to identify fault-related 
features that are selected based on engineering judgment.  Subsequently, a classifier is developed and 
applied to new signals to predict fault occurrence in terms of type and severity.  There have been 
extensive and diverse attempts in manually and empirically identifying and extracting useful features 
from gear vibration signals, which fall into three main categories: time-domain analysis (Zhou et al, 2008; 
Parey and Pachori, 2012), frequency domain-analysis (Fakhfakh et al, 2005; Li et al, 2015; Wen et al, 
2015) and time-frequency analysis (Tang et al, 2010; Chaari et al, 2012; Yan et al, 2014; Chen and Feng, 
2017; Zhang and Tang, 2018).  Time-domain statistical approaches can capture the changes in amplitude 
and phase modulation caused by faults (Parey and Pachori, 2012; Pachaud et al, 1997).  In comparison, 
spectrum analysis may extract the features more easily to detect distributed faults with clear sidebands 
(Fakhfakh et al, 2005; Wen et al, 2015; Qian and Chen 1999).  To deal with noise and at the same time 
utilize the transient components in vibration signals, many efforts have focused on joint time-frequency 
domain analysis utilizing Wigner-Ville distribution (Tang et al, 2010; Baydar and Ball, 2001), short time 
Fourier transform (Chaari et al, 2012; Bartelmus and Zimroz, 2009), and various wavelet transforms (Yan 
et al, 2014; Lin and Zuo 2003). The time-frequency distribution in such analysis can in theory lead to rich 
analysis results regarding the time- and frequency-related events in signals. 
Although the manual and empirical methods of feature extraction have seen various levels of 
successes, obviously their effectiveness is hinged upon the specific features adopted in the diagnostic 
analysis.  It is worth emphasizing that the choices of features as well as the often-applied signal 
preprocessing techniques are generally based on domain expertise and subjective decisions on a specific 
gear system.  For example, while wavelet transforms have been popular and it is well known that each 
wavelet coefficient can be interpreted as the energy concentration at a specific time-frequency point, it is 
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evident from large amount of literature that there does not seem to be a consensus on what kind of 
wavelet to use for gear fault diagnosis.  This should not come as a surprise.  On one hand gear faults 
occur primarily at microstructure or even material level but their effects can only be observed indirectly at 
a system level; consequently there exists a many-to-many relationship between actual faults and the 
observable quantifies (i.e., features) for a given gear system (Lu et al, 2012).  On the other hand, different 
gear systems have different designs which lead to very different dynamic characteristics.  As such, the 
result on features manually selected and, to a large extent, the methodology employed to extract these 
features for one gear system design may not be easily extrapolated to a different gear system design.     
Fundamentally, condition monitoring and fault diagnosis of gear systems belongs to the general field 
of pattern recognition.  The advancements in related algorithms along with the rapid enhancement of 
computational power have trigged the wide spread of machine learning techniques to various applications.  
Most recently, deep neural network-based methods are progressively being investigated.  When the 
parameters of a deep neural network are properly trained by available data, representative features can be 
extracted in a hierarchy of conceptual abstractions, which are free of human interference compared to 
manual selection of features.  Some recent studies have adopted such type of approaches in gear fault 
diagnosis, aiming at identifying features implicitly and adaptively and then classifying damage/fault in an 
automated manner with minimal tuning.  For example, Zhang et al (2015) developed a deep learning 
network for degradation pattern classification and demonstrated the efficacy using turbofan engine 
dataset.  Li et al (2016) proposed a deep random forest fusion technique for gearbox fault diagnosis which 
achieves 97.68% classification accuracy.  Weimer et al (2016) examined the usage of deep convolutional 
neural network for industrial inspection and demonstrated excellent defect detection results.  Ince et al 
(2016) developed a fast motor condition monitoring system using a 1-D convolutional neural network 
with a classification accuracy of 97.4%.  Abdeljaber et al (2017) performed real-time damage detection 
using convolutional neural network and showcased satisfactory efficiency.   
In this research, aiming at advancing the state-of-the-art, we present a deep neural network-based 
transfer learning approach utilizing limited time-domain data for gearbox fault diagnosis.  One-
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dimensional time-domain data of vibration responses related to gear fault patterns are converted into 
graphical images as input.  The approach inherits the non-biased nature of neural networks that can avoid 
the manual selection of features.  Meanwhile, the issue of limited data is overcome by formulating a new 
neural network architecture that consists of two parts.  Massive image data (1.2 million) from ImageNet 
(http://www.image-net.org/challenges/LSVRC/2010/) are used first to train an original deep neural 
network model, denoted as neural network A.  The parameters of neural network A are transferred 
(copied) to the new architecture as the first part.  The second part of the architecture, an untrained neural 
network B, accommodates the gear fault diagnosis task and is further trained using experimentally 
generated gear fault data.  Unlike traditional neural networks, the training set of transfer learning do not 
necessarily subordinate to the same category or from the same physical background (Yang et al, 2018).  
As to be demonstrated later, with this new architecture, highly accurate gear fault diagnosis can be 
achieved using limited time-domain data directly without involving any subjective preprocessing 
techniques to assist feature extraction.  The rest of this chapter is organized as follows.  In Section 7.2, 
building upon convolutional neural network and transfer learning, we develop the specific architecture for 
gear fault diagnosis.  In Section 7.3, experimental data are analyzed using the proposed approach with 
uncertainties and noise; comparisons with respect to different approaches are conducted as well.  
Concluding remarks are summarized in Section 7.4. 
7.2 Transfer learning for gear fault diagnosis 
The proposed transfer learning approach is built upon deep convolutional neural network.  Deep neural 
networks have enjoyed great success but require a substantial amount of training instances for satisfactory 
performance.  In this section, for the sake of completeness in presentation we start from the essential 
formulations of convolutional neural network and transfer learning, followed by the specific architecture 
developed for gear fault diagnosis with limited training data. 
7.2.1 Convolutional neural networks (CNNs) 
Convolutional Neural Networks (CNNs) are a class of biologically inspired neural networks featuring 
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one or multiple convolutional layers that simulate human visual system (LeCun et al, 1990).  In recent 
years, due to the enhancement in computational power and the dramatic increase in the amount of data 
available in various applications, CNNs-based methods have shown significant improvements in 
performance and thus have become the most popular class of approaches for pattern recognition tasks 
such as image classification (Krizhevsky et al, 2012), natural language processing (Kim, 2014), 
recommending systems (Van den Oord et al, 2013) and fault detection (Ince et al, 2016).  CNNs learn 
how to extract and recognize characteristics of the target task by combining and stacking convolutional 
layers, pooling layers and fully connected layers in its architecture.  Figure 7.1 illustrates a simple CNN 
with an input layer to accept input images, a convolutional layer to extract features, a ReLU layer to 
augment features through non-linear transformation, a max pooling layer to reduce data size, and a fully 
connected layer combined with a softmax layer to classify the input to pre-defined labels.  The parameters 
are trained through a training dataset and updated using back propagation algorithm to reflect the features 
of the task that may not be recognized otherwise.  The basic mechanism of layers in CNNs is outlined as 
follows. 
 
 
Figure 7.1 An example of convolutional neural network. 
 
Convolutional layer  Each feature map in the convolutional layer shown in Figure 1 is generated by a 
convolution filter.  Generally, the input and convolution filters are tensors of size m n  and p q K   (K 
is the number of filter used), respectively.  Stride (i.e., step size of the filter sliding over input) is set to 1 
and padding (i.e., the number of rows and columns to insert around the original input) is set to 0.  The 
 188 
 
convolution operation can be expressed as, 
1 2 1 2, , , , ,
0 0
p q
d d k d i d j i j k
i j
y x f
 
                                                     (7.1) 
where y, x and f denote the element in feature map, input and convolution filter, respectively.  
, ,i j kf  
represents the element on the i-th column and j-th row for filter k.  
1 2, ,d d k
y  is the element on the d1-th 
column and d2-th row of feature map k.  And 
1 2,d i d j
x  refers to the input element on the i-th column and j-th 
row of the stride window specified by d1 and d2.  Equation (7.1) gives a concise representation of the 
convolution operation when the input is 2-demensional, and stride and padding are 1 and 0.  Higher 
dimension convolution operations can be conducted in a similar manner.  To be more evocative, suppose 
the input image can be represented by a 4 7  matrix and the convolution kernel is a 3 3  identity matrix.  
As we take kernel and stride it over the image matrix, dot products are taken in each step and recorded in 
a feature map matrix (Figure 7.2).  Such operation is called convolution.  In CNNs, multiple convolution 
filters are used in a convolutional layer, each acquiring a feature piece in its own perspective from the 
input image specified by the filter parameters.  Regardless of what and where a feature appears in the 
input, the convolutional layer will try to characterize it from various perspectives that have been tuned 
automatically by the training dataset. 
 
Figure 7.2 Illustration of convolution operation. 
 
ReLU layer  In CNNs, ReLU (rectified linear units) layers are commonly used after convolutional 
layers.  In most cases, the relationship between the input and output is not linear.  While the convolution 
operation is linear, the ReLU layer is designed to take non-linear relationship into account, as shown in 
the equation below,   
max(0, )y y                                                             (7.2) 
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The ReLU operation is applied to each feature map and returns an activation map (Figure 7.3).  The 
depth of the ReLU layer equals to that of the convolutional layer.  
 
 
Figure 7.3 Illustration of ReLU and max pooling. 
 
Max pooling layer  Max pooling down-samples a sub-region of the activation map to its maximum 
value, 
1 1 2 2
,
,
ˆ max i j
L i U L i U
y y
   
                                                           (7.3) 
where 
1 1L i U   and 2 2L j U   define the sub-region.  The max pooling layer not only makes the 
network less sensitive to location changes of a feature but also reduces the size of parameters, thus 
alleviates computational burden and controls overfitting. 
 
7.2.2 Transfer learning 
CNNs are powerful tools, and the performance can generally be improved by up-scaling the CNN 
equipped.  The scale of a CNN concurs with the scale of the training dataset.  Naturally, the deeper the 
CNN, the more parameters need to be trained, which requires a substantial amount of valid training 
samples.  Nevertheless, in gear fault diagnosis, the training data is not as sufficient as that of data-rich 
tasks such as natural image classification.  In fact, it is impractical to collect physical data from each 
failure type and especially severity since the severity level is continuous in nature and there are infinitely 
many possible fault profiles. 
Figure 7.4 illustrates a representative relationship between data size and performance for different 
learning methods.  While the performance of a large-scale CNN has the potential to top other methods, it 
is also profoundly correlated with the size of training data.  Transfer learning, on the other hand, is 
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capable of achieving prominent performance commensurate with large scale CNNs using only a small set 
of training date (Shie et al, 2015; Zhang et al, 2017).  By applying knowledge and skills (in the form of 
parameters) learned and accumulated in previous tasks that have sufficient training data, transfer learning 
provides a possible solution to improve the performance of a neural network when applied to a novel task 
with small training dataset.  Classic transfer learning approaches transfer (copy) the first n layers of a 
well-trained network to the target network of layer m n .  Initially, the last ( )m n  layers of the target 
network are left untrained.  They are trained subsequently using the training data from the novel task.  Let 
the training datasets from the previous task 
preD  and the novel task novD  be represented as 
  pre pre pre,D X L ,  nov nov nov,D X L                                       (7.4a, b) 
where X is the input and L is the output label.  The CNNs for both tasks can then be regarded as,
pre pre pre pre
ˆ CNN ( , )L X θ , 
 nov nov nov nov
ˆ CNN ( , )L X θ                                               (7.5a, b) 
 
 
Figure 7.4 Learning methods: data size vs. performance. 
 
CNN operator denotes the mapping of a convolutional neural network given parameters θ  from input 
to predicted output Lˆ .  The parameters of the previous task is trained through 
pre pre
pre pre pre pre pre pre pre
ˆ' argmin( ) argmin( CNN ( , ))   
θ θ
θ L L L X θ                            (7.6) 
 191 
 
where 
pre 'θ  stands for the parameters after training.  Thereupon, the trained parameters of the first n 
layers can be transferred to the new task as, 
nov pre(1: ) ' : (1: ) 'n nθ θ                                                                  (7.7) 
The rest of the parameter can be trained using training samples from the novel task, 
nov
nov nov nov
nov nov nov nov nov
(1: )
(1: ) ' [ (1: ) '', ( : ) ']
argmin( CNN ( ,[ (1: ) ', ( : )]))
m
m n n m
n n m
 

θ
θ θ θ
L X θ θ                                     (7.8) 
In Equation (7.8), by setting differential learning rates, the parameters in the first n layers are fine-
tuned as 
nov (1: ) ''nθ  using a smaller learning rate, and the parameters in the last ( )m n  layers are trained 
from scratch as 
nov ( : ) 'n mθ .  The phrase “differential learning rates” refers to different learning rates for 
different parts of the network during our training.  In general, the transferred layers (i.e., the first n layers) 
are pre-trained to detect and extract generic features of inputs which are less sensitivity to the domain of 
application.  Therefore, the learning rate for the transferred layers is usually very small.  In an extreme 
case where the learning rate for the transferred layers is zero, the parameters in the first n layers 
transferred are left frozen.  
Therefore, the CNN used for the novel task for future fault classification and diagnosis can be 
represented as, 
nov nov novCNN ( ,[ (1: )'', ( : ) '])novn n mX θ θ                                          (7.9) 
where the parameters in the first n layers are first transferred from a previous task.  Meanwhile,  as the 
last ( )m n  layers are trained using the training dataset of the novel task, the first n layers are fine-tuned 
for better results. 
nov nov nov' [ (1: )'', ( : ) ']n n mθ θ θ                                                  (7.10) 
Transfer learning becomes possible and promising because, as has been discovered by recent studies, 
the layers at the convolutional stages (convolutional layers, ReLU layers and pooling layers) of the 
convolutional neural network trained on large dataset indeed extract general features of inputs, while the 
layers of fully connected stages (fully connected layers, softmax layers, classification layers) are more 
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specific to task (Zeiler and Fergus, 2013; Abdeljaber et al, 2017).  Therefore, the n layers transferred to 
the new task as a whole can be regarded as a well-trained feature extraction tool towards similar tasks and 
the last few layers serve as a classifier to be trained.  Even with substantial training data, initializing with 
transferred parameters can improve the performance in general (Saravanan and Ramachandran, 2010).   
In this research, transfer learning is implemented to gearbox fault diagnosis.  The CNN is well-trained 
in terms of pulling characteristics from images.  As illustrated in Figure 7.5, the parameters in the 
convolutional stage, i.e., the parameters used in the convolution filter, the ReLU operator and the max 
pooling operator are transferred to the fault diagnosis task.  The parameters used in the fully connected 
layer and the softmax layers are trained subsequently using a small amount of training data generated 
from gear fault experiments.   
 
Figure 7.5 Illustration of transfer learning. 
 
7.2.3 Proposed architecture 
In this sub-section we present the proposed architecture.  In gear fault diagnosis, vibration responses 
are recorded using accelerometers during gearbox operation.  The time-domain vibration signals can then 
be represented directly by 2D grey-scale/true-color images (as shown in Figure 7.5) which serve as inputs 
of the deep CNN.  More details on image representation of time-domain data will be provided in Section 
7.3.1.  The deep CNN adopted as the base architecture in this study was originally proposed by 
Krizhevsky et al (Krizhevsky et al, 2012) which is essentially composed of five convolutional stages and 
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three fully connected stages (Figure 7.6).  This base architecture showed its extraordinary performance in 
Large Scale Visual Recognition Challenge 2012 (ILSVRC2012) and has since been repurposed for other 
learning tasks (Shie et al, 2015).   
 
Figure 7.6 Illustration of the transfer learning architecture 
 
In the base architecture, the parameters are trained using approximately 1.2 million human/software 
labeled 3D true-color nature images from ImageNet Large Scale Visual Recognition Challenge 2010 
(http://www.image-net.org/challenges/LSVRC/2010/).  The trained parameters in the first five stages are 
well-polished in characterizing high-level abstractions of the input image and thus have the potential to be 
used for other tasks with image inputs.  Meanwhile, the last three stages are trained to nonlinearly 
combine the high-level features.  Although the images of vibration signals may look different from the 
images used to train the original CNN, useful features can be extracted in a similar manner as long as the 
CNN adopted is capable of identifying high-level abstractions (Yosinski et al, 2014).  Stage 8 of the 
original architecture is configured for 1000 classes in the previous image classification task.  Therefore, 
the first seven stages of the base architecture can be possibly transferred to facilitate gear fault diagnosis.  
As discussed in Section 7.2.2, the first seven stages indeed serve as a general well-trained tool for 
automatic feature extraction.  The more stages and layers used, the higher level of features can be 
obtained.  The final stage is left to be trained as a classifier using the experimental data specific to the 
fault diagnosis task.  As specified in Table 7.1, a total of 24 layers are used in the proposed architecture; 
the parameters and specifications used in the first 21 layers can be transferred from the base architecture.  
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Table 7.1 Specifications of the proposed architecture 
Stage Layer Name Specifications 
1 
(transferred) 
1 Convolutional 11×11×96 
2 ReLU N/A 
3 Normalization 
5 
channels/element 
4 Max pooling 3×3 
2 
(transferred) 
5 Convolutional 5×5×256 
6 ReLU N/A 
7 Normalization 
5 
channels/element 
8 Max pooling 3×3 
3 
(transferred) 
9 Convolutional 3×3×384 
10 ReLU N/A 
4 
(transferred) 
11 Convolutional 3×3×384 
12 ReLU N/A 
5 
(transferred) 
13 Convolutional 3×3×256 
14 ReLU N/A 
15 Max pooling 3×3 
6 
(transferred) 
16 
Fully 
connected 
4096 
17 ReLU N/A 
18 Dropout 50% 
7 
(transferred) 
19 
Fully 
connected 
4096 
20 ReLU N/A 
21 Dropout 50% 
8 (to be 
trained) 
22 
Fully 
connected 
9 
23 Softmax N/A 
24 Classification Cross entropy 
 
We observe Table 7.1.  Overfitting of the learning model is essentially controlled by the max pooling 
layers in Stages 1, 2, and 5, and the dropout layers in Stages 6 and 7.  As explained in Section 7.2.1, a 
max pooling layer not only makes the network less sensitive to location changes of a feature but also 
reduces the size of parameters.  Therefore, max pooling can reduce computational burden and control 
overfitting.  In our architecture, dropout layers are employed after the ReLU layers in Stages 6 and 7.  
Because a fully connected layer possesses a large number of parameters, it is prone to overfitting.  A 
simple and effective way to prevent from overfitting is dropout.  In our study, individual nodes are 
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“dropped out of” (temporarily removed from) the net with probability 50% as suggested in (Srivastava et 
al, 2014).  Dropout can be interpreted as a stochastic regularization technique which not only decreases 
overfitting by avoiding training all nodes, but also significantly improves training efficiency. 
The loss function used is the cross-entropy function given as follows, 
  
2 2
ˆ ˆ( ) ln ( , ) lnE CNN       θ L X θ θ L L θ                                (7.11) 
where 
2
θ  is a l2 normalization term which also contributes to preventing the network from overfitting.  
Equation (7.11) quantifies the difference between correct output labels and predicted labels.  And the loss 
is then back-propagated to update the parameters using the stochastic gradient descent (SGD) method 
(Sutskever et al, 2013) given as, 
1 1( ) ( )i i i i iE      θ θ θ θ θ                                                     (7.12) 
where   is the learning rate, i is the number of iteration, and   stands for the contribution of previous 
gradient step.  While classical SGD and momentum SGD are frequently adopted in training CNNs for 
their simplicity and efficiency, other techniques, such as AdaGrad, AdaDelta or Adam (Kingma et al, 
2014) can also be applied to carry out optimization of Equation (7.11).  The transferability of the base 
architecture and the performance of the proposed architecture for gear fault diagnosis will be investigated 
in the next section. 
7.3 Gear fault diagnosis implementation and demonstration 
7.3.1 Data acquisition 
Many types of faults and failure modes can occur to gear transmission in various machinery systems.  
Vibration signals collected from such a system are usually used to reveal its health condition.  In this 
research, experimental data are collected from a benchmark two-stage gearbox with replaceable gears as 
shown in Figure 7.7.  The gear speed is controlled by a motor.  The torque is supplied by a magnetic 
brake which can be adjusted by changing its input voltage.  A 32-tooth pinion and an 80-tooth gear are 
installed on the first stage input shaft.  The second stage consists of a 48-tooth pinion and 64-tooth gear.  
The input shaft speed is measured by a tachometer, and gear vibration signals are measured by an 
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accelerometer.  The signals are recorded through a dSPACE system (DS1006 processor board, dSPACE 
Inc.) with sampling frequency of 20 KHz.  As shown in Figure 8, nine different gear conditions are 
introduced to the pinion on the input shaft, including healthy condition, missing tooth, root crack, 
spalling, and chipping tip with five different levels of severity.  The dynamic respo nses of a system 
involving gear mechanism are angle-periodic.  In reality, while gearbox system is recorded in a fixed 
sampling rate, the time-domain responses are generally not time-periodic due to speed variations under 
load disturbance, geometric tolerance, and motor control error etc.  In order to solve the non-stationary 
issue and eliminate the uncertainty caused by speed varying, here we apply the time synchronous 
averaging (TSA) approach, where the time-even signals are resampled based on the shaft speed measured 
by the tachometer and averaged in angular domain.  As TSA converts the signals from the time-even 
representation to the angle-even representation, it can significantly reduce the non-coherent components 
in the system response.  It is worth mentioning that TSA is a standard, non-biased technique that can 
facilitate effective pattern recognition of various datasets (Zhang and Tang, 2018). 
Motor
Input Shaft
Accelerometer
Idle Shaft
Output Shaft
Brake
N1=32
N2=80
N3=48
N4=64
Tachometer
 
Figure 7.7 Gearbox system employed in experimental study. 
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Figure 7.8 Nine pinions with different health conditions (five levels of severity for chipping tip). 
 
To proceed, in this research we adopt a preprocessing-free approach to transform the vibration signals 
to images in order to discover the 2D features of raw signals. As time domain vibration signals have been 
cast into angle-even domain for consistency as sample points (Figure 7.9(a)), the adjacent data points are 
then connected in chronological sequence to generate a polyline. Figure 7.9(b) shows an example of such 
polyline represented in an 875×656 image generated by MATLAB plot function.  The original matrix or 
image representation of the vibration signal is then resized to a 227×227 gray scale image using Bicubic 
interpolation (Prashanth et la, 2009) as shown in Figure 7.9(c).  There are 51,529 pixels per image. Figure 
7.10 showcases some example images generated from angle-even vibration signals.  For each gear 
condition, 104 signals are collected using the experimental gearbox system.  For each signal, 3,600 angle-
even samples are recorded in the course of four gear revolutions first for the case study in Section 7.3.3, 
and then down-sampled to 900 angle-even points for the case study in Section 7.3.4.  Figure 7.10 shows 
20 example signals of each type of gear condition where the vertical axis is the acceleration of the gear 
(rad/s
2
) and the horizontal axis corresponds to the 3,600 angel-even sampling points.  All the data used in 
this study is made public at https://doi.org/10.6084/m9.figshare.6127874.v1. 
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                                        (a)                                               (b)                                   (c) 
Figure 7.9 Construction of input for transfer leaning. (a) 875*656 image representation of 3600 
samples, (b) 875*656 image representation of the samples connected, (c) 227*227 image representation 
of the samples connected. 
 
 
                                    (a)                                         (b)                                     (c) 
 
                                   (d)                                        (e)                                       (f) 
 
                                    (g)                                        (h)                                      (i) 
Figure 7.10 Vibration signal examples under different gear health conditions. 
(a) Healthy, (b) Missing tooth, (c) Root crack, (d) Spalling, (e) Chipping tip_5 (least severe), (f) 
Chipping tip_4, (g) Chipping tip_3, (h) Chipping tip_2, (i) Chipping tip_1 (most severe). 
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7.3.2 Setup of case illustration and comparison 
In this study, in order to highlight its effectiveness, the proposed transfer learning approach is 
examined and compared with two contemporary approaches.  As indicated, the proposed transfer learning 
approach does not rely on manual selection of features, and we use this approach to analyze the angle-
even representation of the original time-domain signals.  The first approach adopted for comparison is a 
three-stage (nine layers) CNN, thereafter referred to as local CNN, which consists of two convolutional 
stages and a fully connected stage and uses the angle-even representation of the time-domain signals as 
inputs.  Different from the proposed approach, the local CNN will be only trained by the data generated 
from gearbox experiments.  The specifications are the same as the stage 1, stage 2 and stage 8 given in 
Table 7.1.  The other approach adopted for comparison is based upon manual identification/selection of 
features.  In a recent investigation, it was recognized that the angle-frequency domain synchronous 
analysis (AFS) can enhance significantly fault-induced features in gearbox responses (Zhang and Tang, 
2018).  AFS resamples the time-domain signal into angle-domain based on the speed information 
collected from tachometer.  The angle-domain signal is then sliced into a series of segments every four 
gear revolutions.  Subsequently, angle-frequency analysis based on short time Fourier Transform is 
carried out on each segment of the angle-domain signal.  The resultant spectrogram coefficients are then 
averaged to remove the noise and non-coherent components.  As such, the features related to the gear 
health conditions are highly enhanced and a feature extraction technique, i.e. Principal Component 
Analysis, is employed to reduce the dimensionality.  In this research, these low-dimensional data 
extracted by AFS are imported into support vector machine (SVM) for fault classification.   
For the proposed transfer learning approach and the locally-trained CNN approach (local CNN), 
mini-batch size is set to 5, and 15 epochs are conducted meaning the training datasets are used to train the 
neural net 15 times throughout.  The learning rate   is set to be 1e
-4
 and 1e
-2
 for transferred layers and 
non-transferred layers, respectively, following the suggestion in (Krizhevsky et al, 2012).  The 
momentum   in Equation (7.12) is set to 0.9 for transfer learning and 0.5 for local CNN.  For the SVM 
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approach based on manual feature selection, Gaussian kernel is adopted.  In the next two sub-sections, the 
relative performance of the three approaches is highlighted as we change the sampling frequency as well 
as the size of the training dataset, i.e., the portion of measured gear vibration signals used for training.   
Neural networks are inherently parallel algorithms.  Therefore, graphical processing units (GPUs) are 
frequently adopted as the execution environment to take advantage of the parallelism natural of CNNs 
and expedite the classification process.  In this research, both CNNs are trained and implemented using a 
single CUDA-enabled NVIDIA Quadro M2000 GPU, while AFS-SVM approach is facilitated based on 
an Intel Xenon E5-2640 v4 CPU. 
7.3.3 Case 1 – 3,600 sampling points with varying training data size 
As mentioned in Section 7.3.1, 104 vibration signals are generated for each gear condition.  In the 
case studies, a portion of the signals are randomly selected as training data while the rest serves as 
validation data.  To demonstrate the performance of the proposed approach towards various data sizes, the 
size of the training dataset ranges from 80% (83 training data per condition, 83×9 data in total) to 2% (2 
training data per condition, 2×9 data in total) of all the 104 signals for each health condition.   
Table 7.2 shows the classification results where the mean accuracy is the average of five training 
attempts.  The classification accuracy is the ratio of the correctly classified validation data to the total 
validation dataset.  As illustrated in Figure 7.11, the proposed transfer learning approach has the best 
classification accuracy for all types of data size.  Even when only five vibration signals per condition are 
selected for training, the proposed approach is able to achieve an excellent 94.90% classification accuracy, 
which further increases to 99%-100% when 10% and more training data are used.  On the other hand, 
while the performance of AFS-SVM reaches the plateau (showing only minimal increments) after 20% 
date is used for training, the classification accuracy of local CNN gradually increases with data size from 
27.99% to 97.57% and surpasses AFS-SVM eventually when 80% data is used for training, indicating the 
significance of the size of training data in order to properly train a neural network.  Although the data size 
greatly affects the performance of a CNN in the general sense, the proposed transfer learning architecture 
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exhibits very high classification accuracy because only one fully connected stage needs to be trained 
locally, which notably lowers the standard of the data required by a CNN in terms of achieving 
satisfactory outcome.   
 
Table 7.2 Classification results (3,600 sampling points) 
            Method 
 
Training data 
Transfer 
learning 
Accuracy (%) 
Local CNN 
Accuracy (%) 
AFS-SVM 
Accuracy (%) 
80% 
(83 per condition) 
100 
100 
100 
100 
100 
Mean: 
100 
 
91.01 
99.47 
97.35 
100 
100 
Mean: 
97.57 
 
86.72 
88.62 
87.80 
87.26 
86.99 
Mean: 
87.48 
 
60% 
(62 per condition) 
100 
100 
100 
100 
100 
Mean: 
100 
 
90.48 
97.62 
58.99 
88.89 
67.72 
Mean: 
80.74 
 
87.30 
87.83 
88.62 
87.04 
87.83 
Mean: 
87.72 
 
40% 
(42 per condition) 
100 
100 
100 
100 
100 
Mean: 
100 
 
88.89 
98.39 
44.44 
62.72 
83.69 
Mean: 
76.63 
 
86.74 
86.38 
85.84 
87.99 
86.38 
Mean: 
86.67 
 
20% 
(21 per condition) 
100 
100 
100 
99.60 
100 
Mean: 
99.92 
 
61.31 
72.56 
85.41 
70.41 
58.77 
Mean: 
69.69 
 
86.48 
86.08 
85.01 
86.35 
87.28 
Mean: 
86.24 
 
10% 
(10 per condition) 
99.88 
98.23 
99.88 
99.29 
99.76 
Mean: 
99.41 
 
64.07 
57.09 
55.56 
44.56 
57.80 
Mean: 
55.82 
 
80.97 
86.17 
78.84 
86.29 
86.88 
Mean: 
83.83 
 
5% 
(5 per condition) 
99.55 
97.19 
80.02 
98.09 
99.66 
Mean: 
94.90 
 
65.54 
37.71 
31.99 
28.17 
57.13 
Mean: 
44.11 
 
75.31 
84.85 
81.14 
73.29 
84.85 
Mean: 
79.89 
 
2% 
(2 per condition) 
76.80 
73.31 
69.39 
73.42 
68.19 
Mean: 
72.22 
 
26.14 
27.67 
32.24 
31.70 
22.22 
Mean: 
27.99 
 
61.87 
73.97 
41.72 
69.72 
64.92 
Mean: 
62.44 
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The average computational time consumed by each method is reported in Table 7.3, which contains 
the portions used for both training and classification.  Generally speaking, deep neural networks are more 
time consuming in training compared to traditional approaches.  The computational cost per iteration of a 
mini-batch back-propagation is proportional to the number of weights involved.  And the overall 
computational time is linearly proportional to the size of the training data.  As shown in Table 7.3, when 
the size of training data is small (2%), the transfer learning approach not only leads in accuracy, but also 
in computational efficiency compared to AFS-SVM.  
 
Table 7.3 Computational time comparison (average of 5 attempts) 
     Method 
 
     Training 
data 
Transfer 
learning 
(sec) 
Local 
CNN 
(sec) 
AFS-
SVM 
(sec) 
80% 588.467 373.283 52.156 
60% 453.063 284.445 50.581 
40% 311.824 198.517 48.181 
20% 167.406 108.909 48.046 
10% 98.872 64.747 47.998 
5% 66.152 42.800 47.846 
2% 42.840 28.847 47.781 
 
 
 
Figure 7.11 Comparison of classification results when training data size varies. 
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                                                      (a)                                                     (b) 
 
Figure 7.12 Convergent histories of transfer learning and local CNN for 5% training data. (a) 
Accuracy, (b) Mini-batch loss. 
 
Figure 7.12 shows the convergent histories (mini-batch accuracy and mini-batch loss) of the proposed 
approach and local CNN when 5% data is used for training.  As can be seen from the comparisons, 
transfer learning gradually converges in terms of both accuracy and loss as the training iterates while local 
CNN inclines to ‘random walk’ due to insufficient data.  Compared with AFS-SVM, the proposed 
approach not only excels in performance, but also requires no preprocessing effort, which makes it more 
unbiased in feature extraction and readily applicable to other fault diagnosis practices.  The proposed 
approach also shows satisfactory outcomes in the regard of robustness.  As demonstrated in Figure 7.13, it 
has the smallest variance among all cases. On the other hand, the performance of the under-trained local 
CNN oscillates the most. 
 
                               (a)                                                   (b)                                            (c) 
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                                (d)                                                  (e)                                           (f) 
 
(g) 
Figure 7.13 Comparison of box plots of classification results when training data size varies. 
(a) 2%, (b) 5%, (c) 10%, (d) 20%, (e) 40%, (f) 60%, (g) 80% 
 
As mentioned in Section 7.2.3, the parameters in the first five convolutional stages of the original 
CNN are well-trained in characterizing high-level abstractions while the last three fully connected stages 
are trained to nonlinearly combine the high-level features.  Hence, it is recommended to repurpose Stages 
1 to 5 for novel tasks as to adaptively extract image features.  Whether to transfer Stages 6 and 7 remains 
optional depending on the training data size.  In our previous comparisons, only Stage 8 is reconstructed 
(from 1000 classes to 9 classes) and trained using local dataset.  Here, we also compare the accuracy of 
the transfer learning approach when different aggregates are transferred.  As shown in Table 7.4, 
transferring Stages 1 to 7 and transferring Stages 1 to 6 yield similar performances, which are better than 
transferring merely Stages 1 to 5 especially when data size is small.  Recall Table 7.1.  Stage 6 contains 
4096 more weighting parameters, which apparently requires more training data to fine-tune even though 
the feature extraction passage is well-established.  Moreover, transferring more layers may indeed prevent 
the model from overfitting because the layers transferred are already extensively trained so the 
generalization error is naturally reduced when the model is repurposed and only a small portion is trained 
by a different set of data. 
 
Table 7.4 Classification results of transfer learnings (average of 5 attempts) 
              
Method 
 
 
Training 
data 
Transfer 
learning 
(Stages 1-7) 
Accuracy 
(%) 
Transfer 
learning 
(Stages 1-6) 
Accuracy 
(%) 
Transfer 
learning 
(Stages 1-5) 
Accuracy 
(%) 
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80% 100 100 100 
60% 100 100 100 
40% 100 100 99.97 
20% 99.92 99.87 99.06 
10% 99.41 99.28 72.50 
5% 94.90 96.30 64.54 
2% 72.22 72.98 48.91 
 
 
Figure 7.14 Feature maps extracted by 5 convolution layers of the proposed transfer learning 
approach. 
 
As discussed in Section 7.2.2 and Section 7.2.3, the transferred stages of the proposed architecture 
tend to extract the high-level abstract features of the input that cannot be recognized otherwise, even if the 
input is different from that of the previous task.  Figure 7.14 gives an example of such procedure by 
showing the feature maps generated in each convolutional layer by the proposed architecture when it is 
used to classify a gearbox vibration signal.  It is seen that the abstraction level of the input image 
continuously escalates from the 1
st
 feature map to the 5
th
 feature map.  In general, the number of 
convolutional stages equipped is correlated with the level of abstraction the features can be represented in 
CNNs.  As demonstrated in this case study, the base architecture is indeed transferable towards gear fault 
diagnosis tasks and the proposed approach performs well with raw image signal inputs, which indicates 
the transferred layers constructed in this study are generally applicable to represent useful features of an 
input image in high-level abstraction.   
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7.3.4 Case 2 – 900 sampling points with varying training data size 
In Case 1, each vibration signal is composed of 3,600 angel-even data points in the course of 4 gear 
revolutions.  In some practical fault diagnosis systems, however, the sampling rate may be lower, which 
means that some features could have been lost.  To take this factor into consideration and further examine 
the approach, we now down-sample the original vibration signals to 900 angel-even data points (Figure 
7.15) and apply the same three methods for classification.   
 
 
                                                             (a)                                      (b) 
Figure 15 Vibration signal of a spalling gear. 
(a) 3,600 sampling points, (b) 900 sampling points 
 
Table 7.5 lists the comparison of the classification results of the three methods with different training 
data sizes.  Similar to Case 1, the proposed transfer learning approach is the best performer.  Figure 7.16 
illustrates the classification results before and after down-sampling.  While lowering the sampling rate 
deteriorates the overall performance of all approaches, each method exhibits the similar trend as seen in 
Section 7.3.3.  For transfer learning, it starts with 60.11% classification accuracy and reaches 95.88% 
when only 20% of data is used as training data whilst the accuracies of local CNN and AFS-SVM are 
43.56% and 70.07%.  Local CNN performs better than AFS-SVM when 80% data is used for training.  
Unlike AFS-SVM, the performance of local CNN can be largely improved if significantly more training 
data is incorporated because the parameters of lower stages can be learned from scratch.  Eventually, the 
performance of local CNN could reach that of the transfer learning approach.  Nevertheless, for cases 
with limited data, the proposed transfer learning approach has an extensive performance margin compared 
to local CNN or other preprocessing-based shallow learning methods such as AFS-SVM.  Even with 
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ample training data, initializing with transferred parameters can improve the classification accuracy in 
general.  Moreover, the proposed approach requires no preprocessing.  Similar to Case 1 in Section 7.3.3, 
the proposed approach is very robust especially when 40% or more data is used for training (Figure 7.17). 
 
 
 
Figure 16 Classification results of the three methods after down sampling. 
 
Table 7.5 Classification results (900 sampling points) 
           Method 
 
Training data 
 
Transfer 
learning 
Accuracy (%) 
Local CNN 
Accuracy (%) 
AFS-SVM 
Accuracy (%) 
80% 
(83 per condition) 
100 
100 
100 
100 
100 
Mean: 
100 
85.26 
65.66 
71.32 
80.89 
92.53 
Mean: 
79.13 
74.07 
74.60 
75.13 
76.72 
74.07 
Mean: 
74.92 
60% 
(62 per condition) 
100 
99.21 
99.74 
98.68 
99.47 
Mean: 
99.42 
77.25 
57.67 
63.76 
72.22 
48.41 
Mean: 
63.86 
75.40 
74.34 
71.16 
74.07 
70.90 
Mean: 
73.17 
40% 
(42 per condition) 
99.10 
99.10 
98.92 
98.92 
96.77 
Mean: 
98.56 
62.90 
74.91 
56.63 
38.35 
62.72 
Mean: 
59.10 
74.19 
72.94 
72.58 
73.66 
72.22 
Mean: 
73.12 
20% 
(21 per condition) 
94.91 
95.72 
92.77 
98.80 
97.19 
Mean: 
95.88 
34.27 
40.56 
44.44 
44.71 
53.82 
Mean: 
43.56 
70.15 
72.69 
68.41 
69.21 
69.88 
Mean: 
70.07 
10% 94.68 Mean: 27.78 Mean: 68.20 Mean: 
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(10 per condition) 93.38 
90.07 
92.08 
95.98 
93.24 39.83 
46.57 
17.97 
41.37 
34.70 68.68 
65.96 
66.78 
65.96 
67.12 
5% 
(5 per condition) 
70.73 
86.65 
89.12 
90.24 
87.43 
Mean: 
84.83 
24.88 
15.80 
23.20 
33.40 
44.05 
Mean: 
28.27 
64.42 
62.96 
63.86 
65.66 
60.27 
Mean: 
63.43 
2% 
(2 per condition) 
55.99 
59.91 
58.06 
61.11 
65.47 
Mean: 
60.11 
21.90 
17.43 
22.22 
9.59 
11.11 
Mean: 
16.45 
47.93 
57.30 
58.06 
51.53 
55.12 
Mean: 
53.99 
 
 
                             (a)                                                  (b)                                             (c) 
 
                              (d)                                                  (e)                                          (f) 
 
(g) 
Figure 7.17 Box plots of classification results of the three methods after down sampling. 
(a) 2%, (b) 5%, (c) 10%, (d) 20%, (e) 40%, (f) 60%, (g) 80% 
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7.4 Concluding remarks 
In this research, a deep convolutional neural network-based transfer learning approach is developed 
for deep feature extraction and applied to gear fault diagnosis.  This proposed approach does not require 
manual feature extraction, and can be effective even with a small set of training data.  Experimental 
studies are conducted using preprocessing free raw vibration data towards gear fault diagnose.  The 
performance of the proposed approach is highlighted through varying the size of training data.  The 
classification accuracies of the proposed approach outperform those of other methods such as locally 
trained convolutional neural network and angle-frequency analysis-based support vector machine by as 
much as 50%.  The achieved accuracy indicates that the proposed approach is not only viable and robust, 
but also has the potential to be applied to fault diagnosis of other systems. 
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Chapter 8. Conclusion 
Optimal design and identification are critical in the performance, operation and maintenance of 
engineering structures and systems.  While the recently rapid advancements in sensing devices and 
computational power have caused paradigm shift in engineering analyses that emphasizes more on data 
driven and sampling-based approaches. The necessity of developing rapid, reliable and robust 
methodologies becomes important and timely. In this dissertation, data-assisted optimization and machine 
learning techniques are developed and employed to multi-facet engineering tasks from system design to 
identification. The feasibility and performance has been validated by systematic case studies. The key 
contributions is highlighted as follows, 
In this study, a new, systematic framework to tackle the type of configuration optimization problems 
with multiple hard constraints is developed.  The novelty of the newly developed algorithm lies in the 
newly designed re-seed scheme which enables the algorithm to solve the configuration optimization 
problem as a multi-objective optimization problem much more efficiently than existing algorithms.   
We also proposed a new Focal Any-Angle A* approach.  The new approach preserves the optimality 
advantage of visibility graph-based methods, and reduces the number of evaluations needed for path-
finding compared to both gird-based (A* on Grids, Theta*) and visibility graph-based (A* on Visibility 
Graphs) methods.  Eventually, the developed algorithm is applied to piping network design problems 
where optimal paths are obtained under reasonable computational time.   
Based on the first study in Chapter 2, we advance the state-of-the-art in Multi-Objective Simulated 
Annealing (MOSA) by incorporating hyper-heuristic systematically to improve both the generality and 
performance.  A reinforcement learning hyper-heuristic inspired by probability matching is developed, 
which consists of a selection strategy and a credit assignment strategy.   
Next, a structural health monitoring problem is formed as a multi-objective optimization problem that 
can be effectively solved by a deterministic global approach originated from the Dividing RECTangles 
(DIRECT) algorithm.  A proper choice of sparse regularization under the multi-objective formulation is 
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introduced that entertains the potential of yielding a small set of solutions that fits better the true damage 
scenario.   
A new methodology of fault identification using piezoelectric impedance/admittance sensing is also 
developed. In order to balance between solution convergence and diversity, we establish an  -dominance 
enabled many-objective simulated annealing algorithm based on Gaussian process regression.  
Subsequently, inspired by concepts in social statistics, i.e., voting power and majority voting is employed 
to evaluate quality of the solutions obtained.  As a combination of many-objective optimization and 
voting score calculation, our proposed many-objective evaluation approach is able to distinguish the 
solutions that could accurately indicate the health condition of the structure and ultimately provide 
guidance for further examination.   
A deep neural network-based transfer learning approach utilizing limited time-domain data for 
gearbox fault diagnosis is presented.  One-dimensional time-domain data of vibration responses related to 
gear fault patterns are converted into graphical images as input.  The approach inherits the non-biased 
nature of neural networks that can avoid the manual selection of features.  Meanwhile, the issue of limited 
data is overcome by formulating a new neural network architecture based on transfer learning.  With this 
new architecture, highly accurate gear fault diagnosis can be achieved using limited time-domain data 
directly without involving any subjective preprocessing techniques to assist feature extraction. 
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