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Introduction 
La parole est un moyen naturel de communication entre les hommes. Les 
e f fo r ts entrepris depuis une trentaine d'années pour mettre au point des 
systèmes de reconnaissance automatique de la parole ont obtenu un succès 
l im i té et ont surtout montre la nature complexe de la communication parlée. 
L'auditeur humain u t i l i s e plusieurs niveaux de traitement pour l a 
reconnaissance de la parole. Le premier niveau est la détermination des 
caractérist iques du signal de parole lui-même, c 'es t -a-d i re l 'analyse 
acoustique. Viennent ensuite les niveaux phonétique, l e x i c a l , syntaxique, 
sémantique, etc. C'est d i re combien chez l'homme la reconnaissance et la 
compréhension de la parole sont intimement l i ées . 
Avec l ' a r r i vée des ordinateurs rapides vers les années 1960 et surtout 
depuis 1970, permettant en par t icu l ie r le traitement en temps r é e l , de gros 
e f fo r ts ont été déployés. Le lancement du projet ARPA aux Etats-Unis en 
1971 a été décis i f en ce qui concerne l 'évo lu t ion du traitement de la parole 
/ 3 1 / . 
Les avantages de la reconnaissance automatique de la parole sont tellement 
importants que l 'on trouve déjà sur le marché des d i spos i t i f s d ' u t i l i s a t i o n 
l im i tée , mais néanmoins eff icaces. Citons certaines applications qui ont 
déjà vu le jour : saisie vocale de données, aide aux handicapés, chambre 
d 'hôpi ta l avec poss ib i l i tés de commandes vocales pour le malade, commande 
vocale de robot, commande vocale d'une montre portable, etc. 
La mise au point d'un système de reconnaissance automatique de la parole 
rencontre deux types de d i f f i c u l t é : les var iat ions intra- locuteur et les 
var iat ions in ter - locuteur . De te l l es var iat ions sont dues a la complexité 
physique de l 'apparei l vocal qui présente une soixantaine de muscles pouvant 
par t ic iper a la phonation / 4 9 / . 
Les var iat ions intra- locuteur concerne un même locuteur, qui tout en 
prononçant un même mot peut parler de di f férentes façons d'une f o i s à 
l ' au t re . Ces var iat ions ont pour causes : le soin apporté a 
l ' a r t i c u l a t i o n , la vitesse d 'é locut ion, le niveau sonore, etc. 
Les var iat ions inter- locuteur sont dues aux dimensions et proportions de 
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1•appareil vocal variables selon l 'âge, le sexe et l a t a i l l e , aux manières 
de réa l iser te l ou t e l son l iées à l'anatomie et aux habitudes 
ar t lcu la to i res de chaque ind iv idu. 
Les systèmes qui existent actuellement peuvent reconnaître un ensemble de 
mots isolés, un ensemble de mots enchaînés et même de la parole continue, 
mais avec d'importantes l imi ta t ions {vocabulaire l i m i t é , syntaxe r i g i de , 
locuteur consciencieux). Les techniques ut i l i sées sont cel les de la 
reconnaissance des formes / 1 7 / , / 2 4 / , / 8 2 / . 
La plupart des systèmes existants u t i l i s e n t l 'une des deux méthodes 
d'analyse du signal de parole suivantes : IJ méthode f réquent ie l le : la 
transformée de Fourier a court terme du signal de parole est obtenue par un 
banc de f i l t r e s passe-bandes suivis de détecteurs d'enveloppe / 2 2 / ; 2) 
méthode temporelle : le signal de parole est représenté par des 
coeff ic ients de prédict ion l inéai re (LPC) calculés a des interval les de 
temps régul iers / 5 5 / . 
L'alignement temporel entre la forme inconnue et la forme de référence 
constitue le problème majeur dans un système de reconnaissance de mots 
Isolés ou enchaînés. Pour le résoudre, l a technique de programmation 
dynamique est appliquée avec succès / 3 6 / , / 7 8 / , / 8 4 / . 
La plupart des systèmes.existants sont monolocuteur, c 'est -a-d i re qu ' i l s 
reconnaissent "bien" la voix d'un seul locuteur. 
I l y a pourtant des applications typiquement mult l locuteur (par exemple : 
réservation ou renseignement par téléphone). C'est pourquoi d i f férents 
travaux sont menés pour résoudre le problême de la reconnaissance 
mult i locuteur. Les méthodes u t i l i sées sont basées sur l 'un des principes 
suivants /32/ : 1) d é f i n i t i o n , pour chaque mot, d'un ensemble de 
caractérist iques Indépendantes du locuteur / 7 9 / ; 2) adaptation au locuteur 
/ 9 / , / 2 6 / , / 3 8 / , / 5 1 / ; 3) caractérlsation stat is t ique de la var iat ion 
Interlocuteur par une technique de regroupement / 2 3 / , / 6 7 / , / 7 4 / , / 7 5 / . 
Un point important q u ' i l faut prendre en considération lors de la mise au 
point d'un système est sa t a i l l e , en par t i cu l ie r ses besoins en mémoire. On 
peut classer les systèmes de reconnaissance automatique de la parole d'après 
leur t a i l l e comme suit : 1) système miniature avec une ou quelques puces; 
2) système sur une ou plusieurs cartes à microprocesseur; 3) gros système. 
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Dans ce t rava i l 
Le but du présent t rava i l est l 'étude et l a mise au point de systèmes 
miniaturisables de reconnaissance mult i locuteur de mots Isolés en temps 
r é e l . 
a) compression de données 
Les algorithmes développés pour extra i re les caractérist iques d'une locut ion 
sont décr i ts comme une suite d'opérations a effectuer : compression 
temporelle, normalisation en amplitude par zone et quant i f i ca t ion . Chaque. 
opération peut être ajustée par l ' in termédia i re d'un ou plusieurs 
paramètres. L'évaluation du taux d'erreur en fonction des divers paramètres 
dans un environnement monolocuteur et mult i locuteur nous permet d'effectuer 
un choix optimal des paramètres selon le degré de miniatur isat ion souhaité. 
b) reconnaissance multilocuteur 
Nous avons abordé l 'aspect mult i locuteur selon plusieurs approches. 
La première approche envisagée concerne le recalage f requen t i c i . I l s 'ag i t 
d'él iminer le plus possible les différences entre les locuteurs (hommes, 
femmes et enfants) par un recalage des motifs spectraux des locut ions. 
La deuxième approche testée est l 'auto-adaptation du système de 
reconnaissance à un nouveau locuteur. L'adaptation s'opère par modif icat ion 
des références pendant l ' u t i l i s a t i o n . 
La troisième approche, le point le plus Important de ce t r a v a i l , consiste 
dans la création de références mult i locuteur. On y décr i t de manière 
s tat is t ique les variat ions înter- locuteur : I l s 'ag i t de trouver, pour 
l'ensemble des formes di f férentes ( les diverses prononciations) d'un même 
mot t e l l es qu'el les sont rencontrées dans une large population, un nombre 
rédui t de références qui les décrivent au mieux. 
La méthode suppose l 'existence d'un certa in nombre de classes de 
prononciations au sein d'une population. 
La question qui se pose est de savoir s ' i l existe réellement des classes de 
prononciation au sein d'une population. L 'appl icat ion de l 'analyse 
f a c t o r l e l l e permet de répondre a cette question. Avec cet te méthode, on 
peut représenter les prononciations d'un ou plusieurs mots par plusieurs 
locuteurs dans un espace de dimension rédu i te , ce qui permet d'analyser 
visuellement la d i s t r i bu t ion des prononciations. 
- 4 -
Par l a su i te , nous développons et appliquons à la reconnaissance 
mult i locuteur des mots isolés deux algorithmes de c lass i f i ca t ion basés 
respectivement sur une fonct ion-cr i tè re . I l s 'ag i t de l 'algori thme 
d'échange basé sur une fonct ion-cr i tère (AEC) et de l'agorithme séquentiel 
basé sur une fonct ion-cr i tère (ASC). Une comparaison par rapport à d'autres 
algorithmes appliqués à la reconnaissance mult i locuteur des mots isolés est 
effectuée. 
D'autres aspects du problème, te ls que le choix du représentant, 
l 'é l iminat ion des iso lés, l e nombre variable de classes par mot sont 
également étudiés, et des solutions sont proposées. 
Contenu 
Dans le chapitre 0, nous commençons par modéliser le système de 
reconnaissance automatique de la parole et nous définissons les termes qui 
seront u t i l i s é s . Nous situerons également ce t rava i l dans le domaine de la 
communication parlée homme-machine. 
L'analyse par 'banc de f i l t r e s passe-bandes' correspond au calcul de la 
transformée de Fourier à court terme. Ceci est rappelé dans le chapitre 1 . 
Dans le chapitre 2 nous présentons les algorithmes de traitement numérique, 
dont le but consiste à standardiser et a dégager les caractérist iques 
essentiel les du signal de parole. L'aspect compression de données est une 
tâche importante du traitement numérique dans la perspective de réa l isat ion 
des systèmes miniatur isables. 
Dans le chapitre 3, nous présentons et comparons les di f férentes méthodes de 
comparaison entre deux mots, mis sous leur forme ma t r i c i e l l e . 
Le chapitre 4 est consacré aux méthodes de recalage f réquent ie l . 
Le chapitre 5 aborde le problème de l 'auto-adaptation du système de 
reconnaissance au locuteur. 
Dans le chapitre 6, nous développons une méthode de représentation des 
échanti l lons mult i locuteur. El le est basée sur l 'analyse f a c t o r i e l l e . El le 
permet de voir dans un espace fami l ier la répar t i t i on des échanti l lons, et 
de mettre en évidence l 'existence éventuelle de classes de locuteurs 
typiques au sein d'une population. 
Dans le chapitre 7, nous étudions et appliquons divers algorithmes de 
c lass i f i ca t ion automatique pour ' f a i r e s o r t i r ' les classes de locuteurs au 
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sein d'une population, ainsi que leurs représentants. D'autres aspects du 
problème y sont également traités. 
O. Modélisation 
0.1 Domaine de la communication parlée homme-machine 
Le domaine de la communication parlée homme-machine peut être subdivise 
selon la f igure 0 . 1 . 
Dans la communication parlée homme-machine, le système de synthèse est prévu 
pour répondre vocalement a l'homme : c 'est la machine qui "par le" . 
La reconnaissance du locuteur consiste a déterminer ou à vé r i f i e r l ' i d e n t i t é 
d'un locuteur. 
Dans la reconnaissance»automatique de la parole, l a machine "écoute" et 
"comprend". 
Nous avons divisé le domaine de la reconnaissance automatique de la parole 
(RAP) en quatre sous-domaines : la reconnaissance des mots isolés, la 
reconnaissance de mots enchaînés, la reconnaissance et compréhension de la 
parole continue avec un vocabulaire et une syntaxe l imi tés et enfinola 
reconnaissance et la compréhension du langage nature l . Seuls les t ro is 
premiers sous-domaines sont envisageables aujourd'hui . La reconnaissance et 
la compréhension du langage naturel par une machine est encore un rêve dans 
l ' é t a t actuel des connaissances / 4 8 / . 
I l y a une grande dégradation des performances quand un système de RAP 
entraîné par un locuteur par t i cu l ie r est u t i l i s é par d'autres locuteurs. 
A ins i , nous avons d iv isé chacun des sous-domaines en par t ie monolocuteur et 
mult i locuteur. 
0.2 Approche 
I l existe deux approches permettant d'aborder la reconnaissance de la 
parole : l'approche globale et l'approche analytique / 3 1 / . 
Dans l'approche globale, l ' un i t é de base est le mot : le mot est considéré 
comme une ent i té i nd i v i s i b l e . Une pet i te phrase, de très courte durée, peut 
aussi être considérée comme un mot. 
Dans l'approche analytique, on tente de détecter et d ' i den t i f i e r les 
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composantes élémentaires de la parole que sont les phonèmes. 
L'approche analytique permet de t r a i t e r de gros vocabulaires, alors que dans 
l'approche globale on est l im i t é a des vocabulaires de pet i te ou moyenne 
t a i l l e . 
Mais la méthode analytique a un grand inconvénient : l'extrême v a r i a b i l i t é 
du phonème en fonct ion du contexte (e f fe ts de la coar t i cu la t ion) . C'est 
pourquoi la méthode globale a été choisie dans ce t r a v a i l . 
Synthèse de 
la parole 
HotS 
iso lés 
Coranunication par lée 
Homme-Machine 
Analyse de 
la parole 
Ree. de 
la parole 
Ree. du 
locuteur 
Mots 
enchaînés 
Mono. M u l t i , 
Parole continue 
avec r e s t r i c t i o n s 
Mono. M u l t i . 
langage 
naturel 
Mono. M u l t i . 
Fig.0.1 Domaine de la communication parlée homme-machine 
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0.3 Reconnaissance monolocuteur et multilocuteur 
a) système de reconnaissance 
Le principe u t i l i s é est i l l u s t r é dans la f igure 0.2. I l comprend deux 
phases : 
- la phase d'apprentissage : on crée pour chacun des mots une ou 
plusieurs formes de référence qui sont rangées dans un dict ionnaire 
(mots de référence) 
- la phase de reconnaissance : on i den t i f i e un mot inconnu à l 'un des 
mots de référence rangés dans le d ic t ionnai re. 
I l y a deux opérations communes a la phase de reconnaissance et 
d'apprentissage : 1) analyse du signal acoustique, par exemple l 'analyse 
spectrale par banc de f i l t r e s ; 2) traitement numérique {détection des 
l imi tes du mot, compression temporelle, normalisation en amplitude et 
quant i f icat ion) 
Le rôle du c lass i f ieur consiste à chois i r le mot de référence le plus 
semblable au mot inconnu. Le choix est basé sur l e calcul de la distance 
entre le mot inconnu et tous les mots de référence. 
b) Création de références 
Soit A1nIy l a v-ième prononciation par le. locuteur 1 du mot m et A n ^ le 
résul tat obtenu après l 'analyse spectrale et le traitement numérique. 
La création de référence consiste a déterminer, à par t i r d'un ensemble de 
prononciations ( A n ^ J , un ensemble de références ( j ^ l . Considérons le 
cas de la création de références pour chaque mot de manière séparée. En 
supprimant l ' i nd i ce m, la création de références devient : 
{ A w } * { A l v } * ( R x ) 
c) Approches de reconnaissance multilocuteur 
Dans ce travail, trois approches sont envisagées pour la reconnaissance 
multilocuteur : 
1) recalage fréquentiel : on modifie le classifieur pour qu'il tienne 
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compte des variat ions inter- locuteur (chapitre 4 ) . 
2) Auto-adaptation au locuteur : un apprentissage i n i t i a l est effectué sur 
un locuteur quelconque. Les références sont modifiées pendant la phase de 
reconnaissance pour être adaptées au nouveau locuteur {chapitre 5 ) . 
3) Apprentissage mult i locuteur (Fig.0.2) : partant d'un grand nombre de 
prononciations A-|v pour chacun des mots, on détermine, d'après une technique 
de c l ass i f i ca t i on , un nombre l im i té de classes Ck, puis un représentant Rk 
pour chaque classe; les R^  constituent alors la référence mult iple pour 
le mot donné (chapitre 7) . 
0.4 Ta i l le du système de reconnaissance 
Nous pouvons classer les systèmes de reconnaissance d'après leur t a i l l e 
comme suit : 
1) systèmes miniatures : 
i l s 'ag i t des systèmes intégrés sur une ou quelques puces possédant une 
t a i l l e mémoire de quelques Kbytes / 9 / . 
Z) systèmes moyens : 
I l s 'agi t des systèmes réalisés sur une ou deux cartes à microprocesseur 
avec une t a i l l e mémoire d'environ 128 Kbytes. 
3) gros systèmes (par exemple : DPlOO de NEC, M1800 de VERBEX, etc.) 
L'unité d'analyse spectrale u t i l i sée dans ce t rava i l (Fig.0.2) dél ivre 8400 
b i t s pour un mot d'une durée moyenne de 500 ms. I l faut disposer donc d'une 
capacité mémoire d'environ 1 Kbyte par mot. 
Comme notre t rava i l va dans le sens de systèmes miniatur isables, i l est 
nécessaire de réduire cette quantité de données. Nous montrons au chapitre 
2 que ce l le -c i peut être fortement rédui te, sans détér iorat ion des 
performances. A t i t r e d'exemple, dans la f igure 0.2, après l'analyse 
spectrale (prétraitement analogique) et le traitement numérique, le nombre 
de b i ts par mot est ramené à 280 b i t s . 
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0.5 Décisions, taux d'erreur et taux de re ject ion 
Soit A111 la forme f ina le de la prononciation du m-ème mot et Rn,,^ la k'-eme 
forme de référence du m'-ième mot l a plus proche de ^ n , c 'es t -à-d i re : 
D ( V V k ' ) * D(A111 ,R i j ) Y m ' = l , . . . , M e t k ' = l , . . . , K 
où DUnpRj-j) est l a distance entre ^n et R^J. 
I l y a : 
- re ject ion si l a distance D(A^1R111.^.) dépasse un certa in seu i l . 
- reconnaissance juste si m = m' (An, et Bn ,^ ' représentent le mène mot; l a 
distance D ( W k ' ) étant in fér ieure au seuil de re ject ion 
- erreur de reconnaissance si m * m' (A1n et JJn,• ^  ne représentent pas le 
même mot; la distance D ( W k ' ) étant infér ieure au seuil de re jec t ion} 
Soit Nt le nombre to ta l de tes ts , Er le nombre to ta l d'erreurs de 
reconnaissance et Rj le nombre to ta l de re jec t ions. On d é f i n i t : 
taux d'erreur = (Er/Nt).100* 
taux de re ject ion = (Rj/Nt).100% 
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1. L'analyse spectrale à court-terme 
1.1 Introduction 
Beaucoup de systèmes de traitement de la parole sont bases sur le concept de 
l 'analyse f réquent ie l le a court-terme qui est une représentation de la 
parole dans le domaine frequent ic i et temporel. Son succès est l i é 
fondamentalement au f a i t que cette méthode d'analyse est proche de la nature 
du signal acoustique et de l 'apparei l aud i t i f . 
Le signal acoustique de la parole est un signal quasi-stat ionnaire. En 
conséquence, son spectre de fréquence a court-terme n'évolue que 
relativement lentement dans le temps. Ce spectre est donc une 
caractérist ique propice à l 'analyse de la parole pu isqu ' i l contient 
l 'essent ie l de l ' in format ion acoustique et qu ' i l ne change que relativement 
lentement. L'analyse f réquent ie l le pratiquée exploite l ' i n s e n s i b i l i t é de 
l 'ouïe aux var iat ions de phase et ne re t ien t en conséquence que 
l ' informat ion relevante pour l ' o r e i l l e , c 'est -à-d i re le spectre a 
court-terme du signal acoustique. 
Le calcul de la transformée de Fourier complexe classique X(w) de tout le 
signal x ( t ) d'un mot serai t inadéquat pour de mult iples raisons. D'abord, 
ce calcul exige la connaissance de tout le signal acoustique et rend 
pratiquement impossible tout traitement en temps rée l . Ensuite, comme c'est 
Tévo lu t i v i t é de la parole dans le temps qui est recherchée, ni X(w), ni 
|X{w)| ne sont u t i l e s ; en e f f e t , le spectre complexe X(w) ne contient 
T é v o l u t i v i t é que sous une forme impl ic i te et quant au spectre d'amplitude 
|X(w)|, ce l le -c i manque complètement. La notion de transformée de Fourier à 
court-terme s'impose donc. 
Dans ce chapi t re, on montrera clairement le l i en entre la dé f in i t i on 
théorique de la transformée de Fourier à court-terme (TFCT) et sa 
réal isat ion par un c i r c u i t pratique. 
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1.2 Transformée de Fourier à court-terme (TFCT) 
D'une par t , le signal x ( t ) est transformé de t e l l e façon que l ' i n tég ra t i on 
à un instant donné s'effectue seulement sur les valeurs du passé; d'autre 
par t , pour mettre en évidence le phénomène d 'évo lu t i v i t é , on ne t i en t compte 
que du passé récent du signal x ( t ) . On rempli t ces exigences en mul t ip l ian t 
le signal x ( t ) par une fenêtre temporelle h ( t - t ' ) (voi r Fig.1.1) 
M l\ V*J VWv V 
h ( t - t ' ) 
! x ( t ' ) 
1
 / IAA 
^J \J\i V 
t 
\ h ( t ' ) 
t '=0 
t ' 
t ' 
t ' 
Fig.1.1 I l l u s t r a t i o n de la dé f in i t i on de la TFCT 
Soit donc une fenêtre temporelle h ( t - t ' ) t e l l e que : 
h ( t - t ' ) = 0 si t ' > t (1.1) 
La dé f in i t i on de la transformée de Fourier a court-terme est la suivante: 
x t w . 1 ) " C x ( f ) h ( t - t ' ) e x p ( - j w t ' ) d f (1.2) 
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On suppose naturellement que le choix de h ( t - t ' ) est f a i t de t e l l e façon que 
cette intégrale ex is te. 
On peut montrer (voi r Flanagan /22/) que l 'on peut retrouver le signal 
temporel x ( t ) à pa r t i r de la TFCT X(w,t) . A ins i , puisque la transformée 
inverse ex is te, l ' in format ion contenue dans le signal x ( t ) est entièrement 
véhiculée dans X(w, t } . 
1.3 Interprétat ion de la TFCT en termes de f i l t r a g e l inéa i re 
La fenêtre temporelle h ( t ' ) peut être vue comme étant la réponse 
impulsionnelle d'un système physiquement réa l isab le , puisque h ( t ' ) = 0 pour 
t ' <0 . Plus précisément, h ( t ' ) peut être interprétée comme étant la réponse 
impulsionnelle d'un f i l t r e passe-bas. 
En faisant un changement de variable t " = t - t ' dans la re lat ion (1.2) i l 
vient : 
X(w,t) = ; 0 x { t - t " ) h ( t " ) e x p ( - j w ( t - t " ) ) ( - d t " ) 
CP 
= -exp(-jwt) / x ( t - t " ) h ( t " ) e x p ( j w t " ) d t " 
CO 
= exp(-jwt) r x ( t - t ' ) h ( t ' ) e x p { j w t ' ) d t ' (1.3) 
O 
En introduisant le produit de convolution x(t)*h(t)exp{jwt), la relation 
{1.3} qui exprime la transformée de Fourier à court-terme peut être réécrite 
comme suit : 
(1.3) — X(w,t) = exp(-jwt) (x(t) * h(t)exp{jwt}) (1.4) 
à laquelle correspond le schéma fonctionnel de la figure 1.2. 
-15 
x ( t ) 
h ( t ) e j w t O V J V X(w,t) 
e - jw t 
Fig.1.2 Schéma fonctionnel de la TFCT selon (1.4) 
1.4 Mesure du module de la TFCT . 
Dans l 'analyse de la parole, seul le module la TFCT nous intéresse. 
Naturellement, i l peut être entièrement calculé si l 'on d é f i n i t la fenêtre 
h ( t ) . Toutefois le temps de calcul est tellement important, qu'on ne peut 
envisager cette solution dans un système en temps r é e l . La détermination du 
module de l a TFCT a l ' a ide d'un système physique te l q u ' i l est décr i t dans 
ce qui su i t est plus avantageuse. 
D'après la f igure 1.2 ou d'après la re la t ion (1.4) on a : 
|X(w, t ) | = | e * p ( - j w t ) | . | x ( t ) * h( t )exp( jwt) | 
= | x ( t ) * h( t )exp( jwt ) | (1.5) 
car 
|exp( - jwt ) | = 1 . 
Le schéma fonctionnel en notation complexe pour la mesure du module de la 
TFCT a en conséquence la forme simple de la figure 1.3. 
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x ( t ) 
Jh(t)eJ 'w t 
I 
t X(w,t 
I I I 
|X(w,t)| 
F i g . 1.3 Schema fonctionnel pour la mesure du module de la TFCT 
La réa l isa t ion physique correspondante apparait en développant (1.4) : 
X(w,t) = exp(-jwt) ( / ~ x ( t - t ' ) h ( t ' Jcoswt'dt' - / ! " « ( t - t * }h ( t ' Jsinwt' dt ' 
= exp(-jwt) (a(w,t) + j . b W . t ) ) (1.6) 
r 
11 vient : 
| X ( w , t ) | = (a 2 (w, t ) + b 2 ( w , t ) ) 1 / 2 (1 .7) 
avec : 
alw.t) = x(t) * h(t)cos(wt) 
t)(w,t) = x(t) * h( t )s in{wt j 
( î . s ; 
(1 .9 ! 
Ce qui conduit a la méthode de mesure du spectre d'amplitude de la f igure 
1.4. 
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x (0 
MOcoswt 
MOsinwt 
a(w,t) 
! 
t 
I 
b(w,t) 
( 
( 
)2 
)2 
A 
^ 
, , 1 / 2 
lX(w, t ) l 
Fig.1.4 Realisation physique du module de la TFCT 
La rea l isat ion physique selon la f igure 1.4 conduit à un c i r c u i t 
relativement lourd. En introduisant la dé f in i t i on du détecteur d'enveloppe, 
on peut l a s imp l i f i e r . 
On va montrer /22/ que, dans certaines condit ions, l 'amplitude 
(a*(w,t) + b 2 (w , t ) ) * ' 2 peu t s 'obtenir , à l 'a ide d'un détecteur d'enveloppe, 
à pa r t i r de a(w,t) tout seul ou de b(w,t) tout seul . 
La transformée de Hi lbert x ( t ) d'un signal x ( t ) est déf in ie par le produit 
de convolution suivant : 
x ( 0 = x(t) * — (1.10) 
TTt 
On va montrer que b{w,t) est la transformée de Hi lbert de a (w, t ) . En 
u t i l i s a n t la propriété d 'associat iv i té du produit de convolut ion, on a 
â(w,t) = H( x ( t ) * h(t)coswt ) = x ( t ) * H( h(t)coswt) ) 
Si les spectres de h(t) et coswt ne se chevauchent pas / 6 / , /22/ 
â(w,t) = x ( t ) * M O H( coswt ) = x ( t ) * h(t)s inwt 
= b(w,t) (1.11) 
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Alnsl : 
(a2(w,t} + I ) 2 Kt) ) 1 ' 2 = (a2(w,t) + â2(w,t))l '2 {1.12) 
Donc, le module de la transformée de Fourier a court-terme X(w,t) s 'obt ient 
à pa r t i r de a(w,t) seul , en déterminant l'enveloppe de a(w, t ) . 
1.5 Principe de réal isat ion pour l 'analyse de la parole 
En faisant var ier w dans la f igure 1.4, on obt ient un banc de f i l t r e s 
passe-bande; chacun des f i l t r e s passe-bande est suivi par un détecteur 
d'enveloppe. 
A ins i , la mesure du module de de la TFCT conduit au schéma pratique 
d'analyse de la parole de la f igure 1.5. Le signal électr ique obtenu à la 
sort ie du microphone (après avoir été amplif ié et préaccentué) passe à 
travers un banc de f i l t r e s passe-bande. Le signal à l a sor t ie de ces 
f i l t r e s passent ensuite a travers un c i r c u i t détecteur d'enveloppe qui peut 
être approché soi t par un redresseur suivi d'un passe-bas, s d t par un 
c i r c u i t RMS. 
On obt ient , a i ns i , une approximation du module de la TFCT à court terme. 
Ces signaux analogiques sont convertis en signaux numériques et transmis. 
I [ Micro. 
Ampli. 
Préacen 
et 
t . 
F 
pas 
i l t re 
e-ban 
[ 
de c 
étect 
'enve 
eur 
loppe 
' " 
ile
xe
ur
 
I' 
»e; 
x ; 
A/D 
Fig.1.5 Schéma de principe du processeur analogique 
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1.6 Choix 
En plus des considérations des paragraphes précédents, l e traitement 
analogique exploite le modèle s impl i f ié de l 'appare i l aud i t i f . Ce dernier 
est supposé sensible au logarithme de l 'énergie dans une bande 
f réquent ie l le , la t a i l l e de ces bandes étant proport ionnelle à leur 
fréquence centra le. 
Par a i l l eu r s , l 'apparei l vocal ayant une certaine i n e r t i e , on a un phénomène 
de quasi-stat ionnar i té. C'est pour cela qu'on se contente de 100 
échanti l lons par seconde et par canal. 
Le traitement analogique choisi { f igure 1.6) est décr i t dans ce qui s u i t . 
Le signal à la sort ie du microphone est préamplif ié et passe ensuite a 
travers un f i l t r e de préaccentuation, dont l e rô le est de renforcer 
l 'énergie des hautes fréquences. Ce f i l t r e a un réponse en amplitude 
constante jusqu'à 0.33 kHz, une pente posi t ive de 6dB/octave de 0.33 kHz à 
4.8 kHz, une amplitude constante de 4.8 à 10 kHz, e t une pente négative de 
6dB/octave au delà de 10 kHz. 
Ensuite, le signal passe a travers une série de f i l t r e s passe-bas de 
deuxième ordre ( f i l t r e s d 1 ' a n t i a l i s i n g ' ) , suivie d'un banc de quatorze 
f i l t r e s passe-bande. Les f i l t r e s passe-bande sont des f i l t r e s à capacité 
commutée. Leurs largeurs de bande sont répart ies logaritttniquement selon 
l 'axe fréquentiel (voi r table ci-dessous) 
Le choix des f i l t r e s a capacité commutée a été motivé par l a f a i b l e surface 
d ' in tégrat ion q u ' i l s exigent par rapport à d'autres types de f i l t r e s . 
Les signaux de sor t ie des f i l t r e s passe-bande passent ensuite à travers les 
c i r cu i t s RMS. 
Les quatorzes signaux obtenus sont appliqués séquentiellement à un 
convertisseur A/D de 12 b i t s . Chaque canal est échantil loné a une fréquence 
de 100 Hz (globalement 1400 échanti l lons de la TFCT à la seconde). Le 
processeur analogique l i v r e donc 100x14x12 = 16800 bits/seconde. 
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No du filtre 
1 
2 
3 
4 
5 
" 6 
7 
8 
9 
10 
11 
12 
13 
14 
Fréquences a 3 dB en Hz 
75 -
150 -
300 -
378 -
475 -
600 -
756 -
952 -
1200 -
1512 -
1905 -
2400 -
3024 -
3810 -
150 
300 
'378 
475 
600 
756 
952 
1200 
1512 
1905 
2400 
3024 
3810 
4800 
Table 1.1 Fréquences à 3 dB des f i l t r e s passe-bandes 
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2. Le traitement numérique 
Le traitement numérique t e l q u ' i l est déf in i i c i comprend les étapes 
successives suivantes : 
1} l a détection des l imi tes d'un mot 
2) l a compression temporelle 
3) la normalisation d'amplitude 
4) l a quant i f ica t ion. 
L 'ob ject i f de la compression temporelle, de la normalisation d'amplitude et 
de la quant i f icat ion est de transformer les données re lat ives a un mot a la 
sor t ie de l 'analyseur spectral en un pe t i t ensemble de caractér ist iques, par 
exemple sous la forme d'une matrice décrivant encore fidèlement les 
propriétés u t i les a la reconnaissance du mot. 
Chacune de ces opérations peut être ajustée par l ' in termédiai re d'un ou de 
plusieurs paramètres- L'évaluation du taux d'erreur en fonction des divers 
paramètres dans un environnement monolocuteur et mult i locuteur nous permet 
d'effectuer un choix optimal des paramètres selon le degré de 
miniatur isat ion souhaité. 
2.1 détection des l imi tes d'un mot 
I l existe un grand nombre de variantes d'algorithmes de détection des 
l imi tes d'un mot / 4 2 / , / 7 1 / . 
L'algorithme u t i l i s é i c i est décr i t par les t r o i s points suivants : 
1. Nous avons un début de mot dès que l 'amplitude moyenne 
K 
est supérieure à un certain seuil s; a^k} est le signal à la sortie du 
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k-ième canal, échantil loné à l ' i ns tan t m. 
2. Nous avons une f i n de mot, si on a déjà détecté un début de mot, et si 
l 'amplitude moyenne ^ reste infér ieure au seuil s pendant une durée 
supérieure à T 5 ^ (typiquement 200ms). 
3. La durée d'un mot doi t être au moins égale a Tn^n (typiquement 200ms) et 
au plus égale à Tmax (typiquement 2000ms). 
Le paramètre T11^n permet de re jeter un bru i t pour autant q u ' i l dure moins 
que Tn^n . Le paramètre T 5 ^ permet d'avoir des silences au sein d'un mot, 
si leurs durées sont inférieures a T s i j (par exemple, silence avant les 
plosives). 
Adaptation du seuil au bru i t ambiant 
Le seuil s doi t être adapté au bru i t ambiant. Pendant une certaine durée 
(typiquement 10.Te, où Te est la période d'échantillonnage par canal ; 
T£ = 10 ms), on mesure la moyenne du niveau de l 'amplitude du signal du 
bru i t ambiant : 
Iz= 
Smo " m0 m=l ^ 
où m0 est choisi égal à 10 (cela correspond a 100 ms). Le seuil est ensuite 
déterminé à l 'a ide de la re la t ion de récurrence suivante : 
sm " Q * s m - 1 + d - ° ) -¾ 
ce qui correspond à un filtrage numérique passe-bas dont la fonction de 
transfert en z est : 
H(I). - L ^ 1 
1 - a.z *• 
Pratiquement, a est choisi égal à 0.9, ce qui correspond à un temps de 
montée d'environ 10.T6. En outre, on fixe la valeur minimale de sm à une 
valeur s m i n : 
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sm = M « (sm , S011n) 
Nous avons alors un début de mot dès que : 
\ > (1+ 6)sm avec 6= 0.5 
Jusqu'à la fin du mot, le seuil reste celui pour lequel cette dernière 
inégalité a été vérifiée pour la première fois. 
L'organigramme de la figure 2.2 décrit complètement cet algorithme. 
Cas d'une préaccentuation insuffisante 
Dans le cas d'une préaccentuation insuffisante des hautes fréquences {leur 
niveau d'amplitude à la sortie du microphone est beaucoup plus petit que 
celui des basses fréquences), on effectue un traitement séparé des canaux 
basses fréquences et hautes fréquences. Dans ce cas, il faut déterminer 
deux seuils : slm pour les canaux basses fréquences et s ^ pour les canaux 
hautes fréquences. La détermination des seuils slm et s ^ est effectuée de 
la même façon que dans le cas ou il n'y a pas de séparation de traitement 
entre les basses fréquences et les hautes fréquences. 
Soit 31m et I2m, respectivement la moyenne dans les canaux basses fréquences 
et hautes fréquences. 
Les conditions de début de mot et de fin de mot deviennent 
1. Nous avons un début de mot dès que : 
3 1m > slm SU 5 2m > s2m 
2. Nous avons une fin de mot si on a déjà détecté un début de mot, et si 
les deux relations suivantes sont verifées pendant T 5 ^ 
5 1m < slm et â2 m < s ^ 
-26-
^ueiqwe ;tnjq sjnsaui ! 
i i I f T I I I r T — I — I 1 — r 
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I n i t i a l i sa t ion du seu i l pendant 100 ms 
• m = m + 1 
non 
m' = m 
T c = 0 
- m - m * 1 
Tc = 0 
non 
Fig.2.2 Algorithme de détect ion de début et de f i n de mot 
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2.2 NormaUsation temporelle 
La durée des mots prononcés étant en général var iab le , les matrices brutes 
MK,M) = { a ^ k ) , k = I 1 . . . , K ; m = l , . . . , M } auront un nombre variable 
d'échanti l lons temporels. Si le nombre des canaux K est f i xe d'une matrice 
à l ' a u t r e , l a durée temporelle M est var iable. La normalisation temporelle, 
t e l l e que nous l'entendons dans ce paragraphe consiste dans la 
transformation de la matrice ^(K,M) où H est variable d'une prononciation à 
l ' au t re , en une une nouvelle matrice J^(K,N) où N est f i xe et généralement 
plus pe t i t que M. Deux types de transformation sont étudiés i c i : 
1) la normalisation linéaire 
2) la normalisation curviligne. 
La normalisation l inéa i re a pour but de : 
- standardiser et comprimer les mots en durée. 
La normalisation curv i l igne / 2 0 / , / 2 8 / , / 6 0 / , /87/ a un second but : 
- réduire systématiquement la durée des zones stables, mettant ainsi en 
évidence les zones de t r ans i t i on . 
Lorsque la comparaison, ou calcul de distance, entre deux matrices est 
effectuée de façon l i néa i re , une normalisation temporelle est nécessaire. 
Par contre, e l l e n'est pas nécessaire dans le cas d'une comparaison 
dynamique {Chapitre 3) . 
2.2.1 normalisation l inéa i re a longueur f i xe 
Elle consiste à comprimer linéairement la durée'M d'un mot en une durée N 
f i xe et généralement plus pet i te que H. Soit : 
Jjn, m = 1 , . . . , M une suite temporelle de M vecteurs à normaliser 
Jin n = 1 , . . . . N une suite temporelle de N vecteurs désirés 
Les conditions aux l imi tes sont f ixées ainsi : 
A l ' i nd ice n du vecteur Jin correspond un indice réel : 
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a= (n - l ) (M- l ) / (N - l ) + 1 
Par Ia su i te , d i f férentes variantes peuvent être envisagées. Nous avons 
opté pour l a variante du voisin le plus proche : 
Soit m' l ' en t ie r le plus proche de et. Nous avons alors : 
^ i = i m ' 
Ceci revient à rendre variable le rythme d'échantillonnage des canaux. 
2.2.2 Normalisation curvi l igne 
Le signal de parole peut être considéré comme une fonction du temps m dans 
l'espace EK (K est le nombre de canaux) : 
H(m) = ( 3,,,(1), 3,,(2) On(K) ) 
I l y aura une fa ib le var ia t ion de H{m) l o r squ ' i l y a des sons stables 
(généralement les voyel les, silence avant les p los ives) , et une fo r te 
var ia t ion lors des t rans i t ions entre des sons stables. La normalisation 
curv i l igne se base sur le' f a i t que les t rans i t ions dans un mot sont plus 
caractérist iques du mot que les états stat ionnaires. 
Soit dy(m\ la distance entre deux valeurs successives de W(m), c 'es t -à-d i re 
entre les deux vecteurs-fréquences successifs Jin, et J n , ^ 
dW(m) = d( im»àn-l) 
et Dy(mj la distance cumulée a l ' i ns tan t m 
m 
°W(in) = M dW(i) 
La valeur f ina le I W M Î représente la var iat ion to ta le de la fonction W(m). 
La normalisation curv i l igne peut alors se fa i re selon l ' i l l u s t r a t i o n de la 
f igure 2.3. 
Soit N le nombre de vecteurs-fréquences à déterminer. On place sur l 'axe 
^H(m) (f^9*2.3c) N points espacés uniformément avec un pas ÛD = ( W ^ i / N . A 
chacun de ces points sur l 'axe IW1nI est ensuite associé un point m' sur 
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l 'axe m. Au point m' nous associons alors le vecteur Jjn, dont l ' Ind ice m est 
le plus proche de m1. 
Diverses variantes peuvent être alors envisagées pour l a dé f in i t i on du 
vecteur ^ n . Dans 1'organigramme de la FIg.2-4, c 'est l a variante du 
successeur qui est indiquée : ^ n = ^ n , Jjn, étant le vecteur pour lequel 
Dw/mj dépasse (n-1) AD. 
(ai 
W(ml a.s< (b) 
temps ( indice m 
* 111 
S 
s 
s-
. S 
S 
^*-
s* 
^ 
* 
s* 
J y 
* 
" +s A 
f 
/* ' 
:o 
temps (indice ml 
Fig.2.3. illustration de la normalisation temporelle curviligne 
(a) spectrogramme du mot "cinq" 
(b) distance entre vecteurs-fréquences successifs dw> . 
(c) distance cumulée D11, s échantillonnée avec un pas 
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Algon'thme 
Jn, , m = 1,...,M les vecteurs d'entrée 
J)n , n =1,...,N les vecteurs de sortie 
calculer Dy/Hj 
calculer le pas ÛD = D W ( M J / N 
m =1 ; n =1 ; b± =_aj ; DyM) a ® 
m = m + 1 
DW(m) = DW(m-l) + dW(m) 
non 
n = n + 1 
oui -K n < 
Fig.2.4 Algorithme de normalisation curviligne 
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2.3 Normalisation en amplitude 
En général, le niveau d'amplitude d'un même mot var ie d'une fo i s à l ' au t re . 
I l y a plusieurs raisons à cela : voix plus ou moins haute, distance 
locuteur-microphone plus ou moins longue, gain de l ' amp l i f i ca t ion plus ou 
moins grand, etc. Pour compenser ces var ia t ions, i l convient de normaliser 
en amplitude les éléments de la matrice brute. 
La normalisation en amplitude consiste à d iv iser chaque élément a(k,m) de la 
matrice brute A par une valeur de normalisation f(k,m,A) : 
a'{k,m) = a(k,m) / f{k,m,A.) 
f(k,m,A) dépend des éléments de la matrice brute £ . Nous allons dé f i n i r 
plusieurs méthodes pour chois i r f (k ,m,A) . Ces méthodes seront testées plus 
lo in (§2.5) en reconnaissance monolucteur et en reconnaissance 
mult i locuteur. 
2.3.1 Normalisation en amplitude globale 
I c i , l a valeur de normalisation est la valeur moyenne de tous les éléments 
a(k,m) de la matrice. 
K M 
f(k,m,A) = ( H C a(k,m) ) / K.M 
—
 k=l m=l 
2.3.2 normalisation en amplitude par zone 
Dans certains cas, la normalisation en amplitude du paragraphe précédent est 
insuf f isante. Prenons par exemple un même mot, prononcé de deux façons 
d i f fé rentes , une fo i s en accentuant le début du mot et l ' au t re , en 
accentuant la f i n . Une normalisation en amplitude selon le paragraphe 
précédent serai t insuf f isante, car e l l e ne t ien t pas compte des variat ions 
d'accentuation en fonction du temps, intervenant lors d'une prononciation 
d'un mot. 
C'est pourquoi nous u t i l i sons une normalisation en amplitude qui t i en t 
compte des var iat ions globales et locales d'un mot d'une fo i s à l ' au t re . 
A ins i , nous définissons la normalisation en amplitude par zone comme sui t : 
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l chaque élément a(k,m) de la matrice _A est associée une zone (ou voisinage) 
Z (Fig.2.5). La matrice l correspondant a une zone est une sous-matrice de 
A : 
Z. = (a(k,m) / k = kl,...,k2 , m = ml,...,m2} 
La normalisation est effectuée ainsi : à chaque élément a(k,m) de la 
matrice brute correspond un nouvel élément a'(k.m) tel que : 
a'(k.m) = a(k,l) / f(k,m,Z) 
avec 
k2 m2 
f(k,[Ti1-Z) = ( fZ ZZ a(k,m) ) / (k2-kl+l).(m2-ml+l) 
La quantité f(k,m,Zj est la valeur moyenne de la zone Z. Si f(k,m,Z_) = 0 
(c'est le cas où tous les éléments de Z^  sont nuls), nous posons a'(k,m) = 0. 
Fig.2.5 Illustration de la normalisation en amplitude par zone 
- 3 5 -
Exemples de zones 
a) toute la matrice (ZO) : c 'est le cas de la normalisation en amplitude 
globale (§2.3.1) 
b) l igne (Zl) : 
a(k,m) — • { Zl = a(k,m) / m = 1 , . . . ,M) 
La valeur de normalisation f(k,m^ZlJ pour un k donné, représente la 
valeur moyenne de l 'amplitude de la TFCT obtenue sur le k-1ème canal 
(Remarquons que f(k,m,Z_l) ne var ie pas lorsque l ' i nd i ce temporel m 
var ie ) . 
e) demi-colonne (Z2) : 
{a(k,m) / k = l , . . . , K / 2 } s i 1 < k < K/2 
a(k — " U(k,m) / k = K/2+ l , . . . ,K } si K/2 < k < K 
d) colonne (Z3) : 
a(k,m) — • _Z3 = {a(k,m) / k = 1 K) 
Les valeurs de normalisation f (k ,m,Z3h m = 1,. . . ,M représentent les 
valeurs moyennes des amplitudes de la TFCT obtenues à la sort ie des K 
canaux à l ' i ns tan t m. 
e) f enê t re rec tangu la i re de cent re a (k ,m) , de longueur LF selon l ' a x e 
f r é q u e n t i e l , e t de longueur LT selon l ' a x e temporel (24) : 
a(k,m) — * • _Z4 = { a(k.m) / k = k l , . . . , k 2 , m = m l , . . . , m 2 } 
Les r e l a t i o n s qui l i e n t ( k l , k 2 , m l , m2) à ( k , m, LF , LT) sont : 
k l = Max ( 1 , k-LF/2 ) 
k2 = Min ( k+LF/2 , K ) 
ml = Max ( 1 , m-LT/2 ) 
m2 = Min ( m+LT/2 , M ) 
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Ces relations définissent la fenêtre rectangulaire a l'intérieur et au 
bord de la matrice. 
m 
ml m m2 
LF 
LT 
Fig.2.6 
Limites de Z 4 
- si LF > 2K et LT>2M , on retrouve la normalisation en amplitude globale 
(c'est ZO ) 
- si LF = 1 et LT>2M , on normalise d'après la ligne (c'est Zl) 
- si LF > 2K et LT = 1 ,on normalise d'après la colonne (c'est Z3). 
kl ... 
k 
k2 
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globale 
colonne 
zone rectangulaire 
(e) (f! 
Fig.2.7 Illustration de la normalisation en amplitude 
(a) spectrogramme du mot 'cinq' prononcé par 
une femme 
(b) après Zu 
(c) " Zl 
(d) " Z2 
(ej " Z3 
(fï " Z4 (LF=28,LT=5) 
i 
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2.4 Quantification 
Le but de la quantification est de réduire la quantité de données sans 
détériorer les performances de reconnaissance. Elle revient à effectuer un 
choix optimal de paramètres qui serviront a définir la fonction de 
quantification. La fonction de quantification (linéaire ou logarithmique) 
peut être exprimée ainsi : a chaque élément a(k,m) (noté ci-après a) de la 
matrice £ est associé un nouvel élément a'(k,m). 
Dans notre cas, l'élément a(k,m) est l'élément de la matrice obtenue après 
les normalisations temporelle et en amplitude. 
q - f(a) 0 < q s q m a x 
a' = Inint(q) 
où f est une fonction monotone croissante, qmax le niveau de quantification 
maximum et Inint(q) l'entier le plus proche du niveau de quantification q. 
2.4.1 Quantification linéaire 
q 
'max 
rQ 1 ri 
Fig.2.8 Quantification linéaire 
Avant de définir la fonction q = f(a), remarquons d'abord que la valeur 
moyenne des éléments de la matrice à quantifier est égale à 1 ( quelle que 
soit la normalisation d'amplitude). 
Soit rO la valeur, dans la matrice non quantifiée, a laquelle correspond la 
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valeur quantifiée nulle; et soit ri la valeur, dans la matrice non 
quantifiée, à laquelle correspond la valeur quantifiée maximale %àx. 
La valeur de Ci013x dépend uniquement du nombre maximum Nb de bits désiré : 
Nous définissons la fonction q = f(a) comme suit : 
q *i 
2Nb-l 
ri - rO 
2*b-l 
(a - r0> 
a < rO 
rO < a s ri 
a > ri 
Cette dernière relation est indépendante du niveau d'amplitude des éléments 
de la matrice à la sortie de l'analyseur spectral. En effet les grandeurs 
a, rO et ri sont des valeurs rapportées "a la valeur moyenne des éléments de 
la matrice d'entrée qui est égale à l'unité dans notre cas. Les paramètres 
à étudier sont donc ri , rO et Nb. 
1 
3.5 
~7* 
i 
i 
2 a 
a ' 
1 
1 2 a 
Fig.2.9 Exemple de quantification à 1 bit. (Nb = 1 ; ri » 2 ; rO = 0) 
Lorsque Nb = 1 {quantification à 1 bit), toutes les droites de 
quantification qui se croisent en un point qui a pour ordonnée q = 0.5 sont 
équivalentes. Ainsi, parmi toutes les droites qui se croisent en un même 
point, il suffit de considérer celle dont le paramètre rO est nulle. Par 
conséquent, lorsque Nb = 1, il suffit d'étudier le paramètre ri, rO étant 
fixé à zéro. 
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Fig.2.10 
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III cinq six Fig.2.11 Exemples de matrices binaires obtenues, après la compression 
temporelle linéaire, la normalisation en amplitude (Z3) et 
la quantification linéaire (Nb = Ì, rO = 0, ri = 2). 
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2.4.2 La quantification logarithmique 
Les grandeurs qmax, rO et ri ont la même définition que dans le paragraphe 
précédent. Par contre, la fonction f (q=f(a)) est logarithmique. 
Fig.2.12 Quantification logarithmique 
La fonction logarithmique est déterminée en choisissant deux points, par 
exemple les deux points (r0,0) et (i"l,qmax). 
q = 
0 
2Nb . ! 
In(rl/r0) ' ln * rO ' 
2Nb-I 
a s rO 
rO < a £ ri 
a > ri 
Le rapport rl/rO définit la dynamique que l'on peut couvrir. 
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2.5 Evaluation expérimentale des paramètres du traitement numérique 
Nos expériences ont pour but d'évaluer l'effet des différents paramètres du 
traitement numérique sur les performances de reconnaissance en monolocuteur 
et multilocuteur. Nous avons une reconnaissance monolocuteur si le 
locuteur-référence est le même que le locuteur-test, et une reconnaissance 
multilocuteur si le locuteur-référence est différent du locuteur-test. 
La distance entre deux mots est déterminée par l'algorithme de programmation 
dynamique (DTW) décrit dans le prochain chapitre. 
Les paramètres à tester sont indiqués dans le tableau 2.1 
Afin de rendre l'expérience aussi proche que possible de la réalité, aucune 
correction sur les mots enregistrés n'est effectuée. En effet, il arrive 
souvent qu'en raison d'une mauvaise prononciation par le locuteur, le début 
ou la fin d'un mot soit tronqué {par exemple 'quatre' qui devient 'atre' ou 
'quat'). De même, aucune mesure n'a été prise contre le bruit provenant de 
l'environnement, sauf au niveau de la détection (§2.1). 
2.5.1 Tests en reconnaissance monolocuteur 
Soit 1'expérience : 
TST A : Le vocabulaire de test est composé de 13 mots comprenant les 
chiffres et trois mots de commande : 
zéro en-avant 
un en-arrière 
deux terminer 
trois 
quatre 
cinq 
six 
sept 
huit 
neuf 
Le test de reconnaissance est effectué sur 5 locuteurs et 5 locutrices. 
Pour chacun des locuteurs, l'ensemble des mots inconnus est constitué de 3 
prononciations de chaque mot du vocabulaire. 
D'autre part, pour chacun des locuteurs, l'ensemble des mots de référence 
est constitué de la moyenne de 3 autres prononciations de chaque mot du 
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vocabulaire. 
Nous obtenons ainsi un total de 390 essais de reconnaissance. 
NTMP : 
NAMP 
QUANT 
Paramètres du traitement numérique 
Normalisation 
NTMP = 1 
2 
N 
temporelle 
Normalisation linéaire 
Normalisation curviligne 
Longueur de normalisation 
: Normalisation en amplitude 
NAMP = ZO 
Zl 
Z2 
Z3 
Z4 
Norm, en amplitude globale 
Norm, en amplitude par ligne 
Norm, en amplitude par demi-colonne 
Norm en amplitude par colonne 
Norm, en amplitude par zone de longueur 
fréquentielle LF et de longueur temporelle LT 
: Quantification 
QUANT = 1 
= 2 
Nb 
rO 
ri 
Quantification linéaire 
Quantification logarithmique 
Nombre de bits 
Valeur, dans la matrice non quantifiée, à laquelle 
correspond la valeur quantifiée nulle. rO est 
rapporté à la valeur moyenne de la matrice non 
quantifiée. 
Valeur, dans la matrice non quantifiée, à laquelle 
correspond la valeur quantifiée maximale. rQ est 
rapporté à la valeur moyenne de la matrice 
non quantifiée. 
Tableau 2.1 
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Normalisation temporelle 
Les conditions des tests de reconnaissance sont celles décrites dans TST A. 
Les figures 2.13a, 2.13b et 2.13c donnent une évaluation expérimentale des 
normalisations temporelles linéaire (NTHP = 1) et curviligne (NTMP = 2}, en 
fonction de différentes longueurs de normalisation. 
Nous donnons les résultats obtenus pour trois types de normalisation en 
amplitude : a) ZO, b) Z2 et c) Z3. 
Dans les trois figures 2.13a, 2.13b et 2.13c, nous observons clairement la 
supériorité de la normalisation curviligne par rapport à la normalisation 
linéaire quelle que soit la normalisation en amplitude (rappelons que la 
distance entre les mots est déterminée d'après l'algorithme de programmation 
dynamique DTW). Ce résultat est caractéristique de la reconnaissance 
monolocuteur. En effet, nous verrons plus loin que, dans la reconnaissance 
multilocuteur, la normalisation curviligne n'est pas supérieure à la 
normalisation linéaire. 
Nous observons également que le taux d'erreur diminue très peu lorsque la 
longueur de compression temporelle est supérieure à vingt (il s'agit de 
vingt vecteurs-fréquences). Si l'objectif est de comprimer au maximum la 
quantité de données par mot, une longueur de compression égale à vingt (N = 
20) est donc suffisante. 
En conclusion, la reconnaissance monolocuteur des mots utilise 
avantageusement la compression temporelle curviligne. En outre» si l'on 
admet que la durée moyenne d'un mot est de 500 ms (cela donne 50 
vecteurs-fréquences), nous pouvons comprimer la quantité de données d'un 
facteur 2.5 sans détérioration des performances. 
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Fig.2.13 Normalisation temporelle linéaire et curviligne : taux d'erreur 
reconnaissance monolocuteur en fonction de la longueur de normalisation 
(TST A). 
a) avec Z = 20 ; b) avec Z = 11 ; c) avec 2 = Z3 
Choix des paramètres (Annexe A) : 
NTMP = Sf N = #" 
NAMP = 20.Z2.Z3 LF = - LT - -
QUANT = - Nb * - rO = - ri » -
DHAT = 3 OVEC = 2 RANGE - N/5 CDF = 1 
NB : 
Sf : paramètre à l'étude 
- : paramètre non considéré 
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Hormallsation en amplitude 
Les conditions des tests sont cel les décrites dans TST A 
Les résul tats de l 'évaluat ion expérimentale des di f férentes méthodes de 
normalisation en amplitude sont donnés dans les f igures 2.14a et 2.14b. 
La f igure 2.14a compare les performances de reconnaissance des 4 cas de 
normalisation en amplitude suivants : 
1) normalisation en amplitude globale (ZO) 
2) normalisation en amplitude d'après la l igne (Z l ) 
3) normalisation en amplitude d'après la demi-colonne (Z2) 
4) normalisation en amplitude d'après la colonne (Z3) 
Parmi les quatre méthodes testées (Fig.2.14a), la normalisation en amplitude 
d'après la l igne (Z l ) donne les plus mauvais résu l ta ts . La normalisation en 
amplitude globale (ZO) est moins favorable que la normalisation en amplitude 
d'après la demi-colonne (Z2) ou d'après la colonne (Z3). 
La normalisation en amplitude d'après la demi-colonne (Z2) qui consiste a 
effectuer un traitement séparé des canaux basses fréquences et hautes 
fréquences pour évi ter un étouffement des motifs hautes fréquences donne des 
résul tats s imi la i res a Z3. La normalisation d'après Z2 est intéressante 
surtout si la préaccentuation des hautes fréquences s'avère insuff isante (en 
e f fe t le niveau d'énergie des composantes hautes fréquences du signal de 
parole à la sor t ie du microphone est très f a i b l e ) . 
La f igure 2.14b donne le taux d'erreur en % obtenu pour l a normalisation en 
amplitude d'après la zone Z4. Les dimensions LF et LT de ]A_ (qui est une 
sous-matrice de h) sont les paramètres à tes ter . 
Nous observons que les meil leurs résul tats sont obtenus quand la longueur 
f réquent ie l le LF est grande : LF doît être supérieure à 7 (LF>K/2) . Dans 
ce cas là (LF> K/2), les meilleurs résul tats sont obtenus quand la longueur 
temporelle LT est pet i te (LT = 1 , 3, 5) . 
En résumé, dans une normalisation en amplitude d'après la zone rectangulaire 
(Z4), les meil leurs résul tats sont obtenus pour une longueur f réquent ie l le 
grande et pour une longueur temporelle relativement p e t i t e . 
Par a i l l e u r s , les résul tats obtenus par la normalisation en amplitude 
d'après Z4(LF,LT), lorsque les dimensions LF et LT sont judicieusement 
choisies, sont meil leurs par rapport à une simple normalisation en amplitude 
globale. 
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NtHMfUSflTION EN RMrUTUDE 
TEST SUR 24(LF-LT) 
LT - 1 
LT = 3 
LT =5 
LT = 15 
LT =38 
LT = 68 
Fig.2.14b 
1 3 5 7 
LONG. FREÛ. DE LB ZONE CLF) 
FIg.2.14 Normalisation en amplitude : taux d'erreur en reconnaissance 
monolocuteur en fonction du choix de la zone (TST A). 
a) ZO, Zl, Z2 et Z3 
b) Z4(LT,LF) 
Choix des paramètres : 
NTMP -=1 N = 30 
NAMP * tf LF = tf 
QUANT = - Nb = -
DMAT = 3 DVEC = 2 
LT = # 
rO = - ri = -
RANGE = 6 CDF = 1 
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Quantification linéaire 
Les conditions des tests de reconnaissance sont celles décrites dans TST A. 
Rappelons que le but que nous nous fixons en effectuant la quantification 
est de réduire la quantité de données sans détériorer les performances. 
Les figures 2.15a, 2.15b, 2.15c et 2.15d donnent les résultats de 
l'évaluation expérimentale des différents paramètres de la quantification 
linéaire : nombre de bits Nb, facteur ri et facteur rû. 
Afin de bien interpréter les résultats, signalons qu'une valeur du facteur 
rO égale à un (rO=l) signifie que tous les éléments de la matrice d'entrée 
(obtenue après la normalisation en amplitude) qui sont inférieurs à la 
valeur moyenne des éléments de la matrice d'entrée sont mis à zéro dans la 
matrice de sortie. 
De façon similaire, une valeur du facteur ri égale à un (rl=l) signifie que 
tous les éléments de la matrice d'entrée qui sont supérieurs à la valeur 
moyenne des éléments de la matrice sont mis à la valeur maximale quantifiée 
(2^-1) dans la matrice de sortie, 
Ainsi, les vecteurs-fréquences des matrices obtenues après quantification 
dépendent non seulement de la courbe de quantification, mais aussi du type 
de normalisation en amplitude. 
Les figures 2.15a et 2.15b donnent le taux d'erreur en fonction du nombre de 
bits Nb pour différentes valeurs du facteur ri. Le facteur rO est fixé a 
zéro. Dans la Fig.2.15a c'est la compression temporelle linéaire qui est 
appliquée; dans la figure 2.15b c'est la compression temporelle curviligne 
linéaire qui est appliquée. 
Nous avons les résultats suivants : 
- lorsque le nombre de bits est supérieur à trois, le taux d'erreur ne 
diminue plus. 
- lorsque le nombre de bits est petit (Nb £3), le taux d'erreur dépend 
fortement du choix de ri. 
En conclusion, si on choisit judicieusement le facteur ri, le taux d'erreur 
obtenu pour un petit nombre de bits est comparable au taux d'erreur obtenu 
pour un grand nombre de bits. Ce résultat est important dans la perspective 
d'une compression maximale des références pour la miniaturisation du système 
de reconnaissance. 
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Fig.2.15 Quanti f icat ion l inéai re : taux d'erreur en reconnaissance 
monolocuteur en fonction du nombre de b i ts Nb et du facteur r i . Le facteur 
rO est f i xé à zéro (TST A). 
a) NTMP = 1 ; b) NTKP = 2 
Choix des paramètres : 
NTMP =1,2 N = 20 
NAMP = Z3 LF = - LT = -
QUANT = 1 Nb = J^ rO = O ri = d 
DMAT = 3 DVEC = 2 RANGE = 4 CDF = 1 
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La f igure 2.15c montre l ' e f f e t du choix du facteur rO sur l e taux d 'er reur , 
flans les cas d'une quant i f i ca t ion avec un nombre de b i t s égal a h u i t . 
Nous observons que 1e choix de rO, pour autant q u ' i l s o i t in fér ieur a 0.5, a 
peu d' inf luence sur le taux d 'er reur . 
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Fig.2.15c Quant i f icat ion l i néa i re : e f fe t du facteur rO sur le taux 
d'erreur en reconnaissance monolocuteur (TST A). 
Choix des paramètres : 
NTHP =1 ,2 N = 20 
NAMP = Z2.Z3 LF = - LT = -
CjUANT = 1 Nb = 8 rO = jf r i = 2 
OMAT = 3 OVEC = 2 RANGE = 4 CDF = 1 
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Nous avons vu dans les f igures 2.15a et 2.15b q u ' i l est possible, en 
choisissant judicieusement le facteur r i , de diminuer le nombre de b i ts sans 
trop détériorer les performances. 
Lorsque le nombre de b i ts est égal à un (Nb = 1 ) , i l s u f f i t d'étudier 
l ' in f luence du choix de r i sur le taux d'erreur car à toute var iat ion de rO 
nous pouvons associer une var iat ion équivalente de r i (§2.4.1) . Nous 
fixerons donc rO = 0 lorsque Nb = 1 . 
U f igure 2.15d évalue expérimentalement le domaine dans lequel nous pouvons 
choisir le facteur r i dans le cas d'une quant i f icat ion à un b i t . Différents 
cas de normalisation en amplitude et normalisation temporelle sont testés. 
Nous observons qu'un choix de r i te l que : 
1 < r i < 3 
donne des résultats tout a fait comparables au cas où il n'y a aucune 
quantification. Ainsi, grâce a un choix judicieux des paramètres de 
quantification, nous pouvons réduire très fortement la quantité de données. 
Remarque : une normalisation en amplitude d'après Z3 et une quantification 
avec les paramètres suivants : Nb = 1, rO = 0 et ri = 2, reviennent à poser 
égal à 1 tout élément a(k,m) de la matrice qui est supérieur à la valeur 
moyenne des composantes de ^ n, et égal à 0 tout élément qui est inférieur ou 
égal à la valeur moyenne des composantes de ^ . 
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OUflNTlFICATION LINERIRE ft 1 BIT 
Effet de Rl 
23 - HTHP=I 
Z3 - NTHP=2 
11 - NTMP=I 
i 1 r 
4.0 
Fig.2.15d 
5.9 
VALEUR DE Rl 
Fig.2. ISd Quanti f icat ion l i néa i re a 1 b i t : e f fe t du facteur r i sur le taux 
d'erreur en reconnaissance monolocuteur (TST A). 
Choix des paramètres : 
NTHP = 1,2 N = 20 
NAMP = Z2,Z3 LF = - LT = -
QUANT =1 Nb « 1 rO = 0 r l • / 
DMAT = 3 DVEC = 2 RANGE = 4 CDF = 1 
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Quantlf ication logarithmique 
Les conditions des tests sont cel les décrites dans TST A 
Là f igure 2.16 donnent une évaluation expérimentale des di f férents 
paramètres de la quant i f icat ion logarithmique : nombre de b i ts Nb, facteur 
r i et facteur rO ( ou dynamique r l / r O ) . Nous observons que globalement, la 
quant i f icat ion logarithmique n'apporte r ien de plus par rapport à la 
quant i f icat ion l i néa i re . I l convient donc d ' u t i l i s e r la quant i f icat ion 
l inéa i re , d'autant plus que le calcul est plus f ac i l e et plus rapide. 
68. 
B. 
-, .0 
QUANTIFICATION L06ARITHMIQUE R B BITS 
EFFET DE LA DYNAMIQUE R1/R0 
_ _ 23 - NTMP=I 
.. 2 3 - NTMP=2 
_ _ 2 2 - NTMP=I 
. 2 2 - NTMP=2 
1.5 2.0 2.5 
LOG10 (R1/R0) 
3.0 3.5 
Fig.2.16 Quant i f icat ion logarithmique : taux d 'erreur en reconnaissance 
monolocuteur en fonct ion du facteur r i (TST A). 
Choix des paramètres : 
NTMP - 1 , 2 N = 20 
NAHP = Z3 LF • - LT = -
IiUANT =2 Nb » 8 rp =0.1 r i * / 
DMAT = 3 OVEC = 2 RANGE = 4 COF = 1 
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2.5.2 Tests en reconnaissance muUilocuteur 
Les tests présentés dans ce paragraphe permettent de savoir si un 
environnement multiiocuteur implique un choix différent des paramètres du 
traitement numérique. 
TST 8 : Le vocabulaire de test est le même que dans TST A. 
Le test est effectué sur 5 locuteurs et 5 locutrices. Le locuteur-test est 
toujours différent du locuteur-référence. 
Pour chacun des locuteurs, l'ensemble des mots de référence est constitué de 
la moyenne de 3 prononciations de chaque mot du vocabulaire. 
Nous effectuons un total de 585 essais de reconnaissance multiiocuteur. 
Les résultats des tests présentés dans les figures 2.17 à 2.19 résument 
l'effet des différents paramètres du traitement numérique sur le taux 
d'erreur dans un environnement multiiocuteur. 
Normalisation temporelle 
Les conditions des tests sont celles décrites dans TST B 
Les figures 2.17a, 2.17b et 2.17c donnent l'évaluation expérimentale des 
normalisations temporelles linéaire et curviligne, en fonction de 
différentes longueurs de normalisation, dans un environnement multiiocuteur. 
Nous observons que, contrairement au cas monolocuteur, la normalisation 
temporelle linéaire est supérieure a la normalisation temporelle curviligne. 
D'autre part, une longueur de compression temporelle normalisée égale à 
vingt (N = 20) est suffisante. 
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' —€>-
curvi l igne 
•—e>. 
< ^ - ~ , 
— © . 
20-
10-
10 15 28 
LONS, TEHP. NORHflLISEE 
25 
^ j
-
 __ linéaire 
- a » & 
F ig .2 .17a 
38 
50-
49-
30 
20-
10-
: 
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c) NORN. TEMPORELLE LINEPIRE ET CURVILIGNE 
NflNP = Z3 
— © • 
_ NTNP = 1 
_ NTNP = 2 
*' — - • • - — 
— € > 
curviligne 
l inéaire 
©-
-O-
15 2e 
LONS. TEMP. NORMALISEE 
25 
H) 
Fig.2.17c 
30 
Kig.2.17 Normalisation temporelle l inéa i re et curv i l igne : taux d 'erreur en 
reconnaissance mul t i locuteur en fonct ion de 1 a longueur de normalisation 
(JSl B). 
a) avec Z = ZO ; avec Z = Z2 ; c) avec Z = Z3 
Onoix des paramètres : 
NTMP =0 H 'jf 
NAMP =ZO,22,Z3 LF = - LT = -
IjUANT = - Nb = - rO = - r i = -
OMAT = 3 DVEC = 1 RANGE = 4 CDF = 1 
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Normalisation en amplitude 
Les conditions des tests sont celles décrites dans TST B 
La figure 2.18a donne les résultats de l'évaluation de la normalisation en 
amplitude d'après 20, Zl 12, et Z3; la figure 2.18b donne les résultats de 
l'évaluation d'après Z4(LF,LT) 
Les performances obtenues par la normalisation en amplitude globale (ZO) 
sont supérieures à celles obtenues par Zl et 12, et ils sont pratiquemment 
les mêmes que ceux obtenus par Z3. 
Dans le cas de la normalisation en amplitude d'après Z4 (fig.2.18b), nous -
observons que les différents choix de la longueur fréquentielle (LF) tendent 
aux mêmes comportements qu'en reconnaissance monolocuteur. Par contre, 
contrairement au cas monolocuteur, une zone plus large de la longueur 
temporelle (LT) donne des résultats plus favorables. C'est pourquoi les 
résultats obtenus par la normalisation en amplitude globale sont comparables 
aux meilleurs résultats obtenus par la normalisation d'après Z4. 
58.8 
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NORMALISATION EN AMPLITUDE 
TEST SUR 24(LF,LTl 
LT = 1 
LT = 3 
LT = S 
LT = IS 
LT = 30 
LT = BB 
1 3 5 7 
Fig.2.18b 
LÛN6. FRED. K LA ZONE (LF) 
Fig.2.18 Normalisation en amplitude : taux d'erreur en reconnaissance 
mult i locuteur en fonct ion du choix de la zone (TST B). 
a) ZO, Z l , Z2 et Z3 ; D) ZI(LT1LF) 
Choix des paramètres 
NTMP = 1 N = 30 
NAMP =$f LF =jf LT = jf 
IjUANT = - Nb = - rO = - r i = -
UMAT = 3 DVEC = 2 RANGE =6 COF = 1 
-62-
quantification 
Les figures 2.19a et 2.19b donnent le taux d'erreur en fonction du nombre de 
bits Nb pour différentes valeurs du facteur ri. Le facteur rO est fixé à 
zéro. Dans la fig.2.19a c'est la compression temporelle linéaire (NTHP = 1) 
qui est appliquée, alors que dans la Fig.2.19b c'est la compression 
temporelle curviligne (NTMP = Z) qui est appliquée. 
Comme dans le cas monolocuteur, nous observons que le taux d'erreur est 
indépendant du nombre de bits lorsque celui-ci est supérieur à trois. Si le 
nombre de bits est petit (Nb S 3), le taux d'erreur dépend fortement du choix 
de ri. 
Ainsi, comme dans le cas monolocuteur, si l'on choisit judicieusement le 
facteur ri, le taux d'erreur obtenu pour un nombre faible de bits est 
comparable au taux d'erreur obtenu pour un plus grand nombre de bits. 
En résumé, le comportement des paramètres de la quantification linéaire 
tendent aux mêmes comportements en reconnaissance monolocuteur et 
multi locuteur. 
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Fig.2.19a 
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Fig.2.19b 
3 4 5 
NOMBRE DE BITS 
Fig.2.19 Quanti f icat ion l inéa i re : taux d'erreur en reconnaissance 
mult i locuteur en fonction du nombre de b i t s Nb et du facteur r . l . Le facteur 
rO est f i xé a zéro (TST ß). 
a) NTHP = 1 ; b) NTMP = 2 
Choix des paramètres 
NTMP =1,2 N = 20 
NAMP = Z3 LF * - LT = -
QUANT = 1 Nb = & rO = 0 ri = if 
DMAT = 3 DVEC = 2 RANGE = 4 CDF = 1 
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2.6 Discussion 
Pour un système de reconnaissance min iatur isé, l 'un des facteurs cr i t iques 
est la capacité en mémoire. 
La capacité en mémoire exigé est proportionnelle au nombre de références et 
au nombre to ta l de b i ts par mot de référence K.N.Nb. 
Le nombre K de canaux n'a pas f a i t l ' ob je t d'une étude par t icu l ière dans ce 
t r a v a i l . 
Le facteur N a pu être ramené d'une valeur moyenne de 50 vecteurs-fréquences 
(durée moyenne d'un mot égale a 500 ms) à 20 vecteurs-fréquences grâce à la 
compression temporelle l inéa i re ou curv i l igne; et ceci sans dégradation des 
performances. 
Quant au facteur Nb, grâce a une combinaison judicieuse de la normalisation 
en amplitude et de la quant i f i ca t ion , i l a pu être ramené d'une valeur de 12 
b i ts à 1 b i t ; et ceci sans détér iorat ion des performances. 
A ins i , par un traitement approprié, nous pouvons diminuer de façon 
considérable la quantité de données obtenue a la sor t ie de l'analyseur 
spectra l . La t a i l l e en mémoire exigée diminuant de façon s im i la i re , la 
miniatur isat ion devient plus aisée. 
.^ 
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3. Calcul de la distance entre mots 
Le but du c lass i f ieur est d ' i d e n t i f i e r un mot inconnu à l 'un des mots du 
d ic t ionnai re . La décision est prise a la suite du calcul de la 
d iss imi l i tude - ou distance - entre le mot inconnu et chacun de mots du 
d ic t ionna i re . 
La prononciation d'un mot donné es t , en général, composée de plusieurs 
événements vocaux (phonèmes, t ransi t ions entre phonèmes, silence avant les 
plosives, e tc ) . La durée d'un même événement vocal varie d'une 
prononciation a l ' a u t r e . 
Lors du calcul de la distance entre deux matrices, l 'une représentant le mot 
inconnu et l 'aut re un mot de référence, i l faudra i t obtenir une pet i te 
distance (idéalement une distance nul le) l o r s q u ' i l s ' ag i t du même mot. Ceci 
n'est possible que si l 'on arr ive à f a i re coïncider les mêmes événements 
vocaux, représentés dans les deux matrices. 
Nous présentons dans ce chapitre les d i f férentes méthodes u t i l i sées pour 
effectuer le calcul de distance entre deux mots. Les méthodes d i f fè ren t 
essentiellement par leur capacité à f a i re coïncider les mêmes événements 
vocaux des di f férentes prononciations d'un mot donné. 
Soit _A(K,M) et Ji(K,N) deux matrices représentant deux mots à comparer. /\ et 
£ sont représentées comme suit : 
A(K,M) - ( J i 1 , ^2, ..., ^ n , . . . , a^ ) 
1<K,N) = ( b j , O2, . . . , On b„ ) 
oli a^ et b^ sont des vecteurs-fréquences : 
A, = ( y i ) , 3,,,(2) a^k) ajK) ) 
h,, = ( b n ( l ) , b n (2 ) , . . . . b n ( k ) , . . . . Dn(K) ) 
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3.1 Distance entre deux vecteurs-fréquences 
Soit d(m,n) = d(_am,^bn) ìa distance entre deux vecteurs-fréquences ^ n et ^ n 
Les deux déf in i t ions suivantes sont u t i l i sées par l a suite pour déterminer 
1a distance entre deux matrices : 
1) distance absolue (ou "City block") 
K 
dKm.n} = C I ajk) - bn{k) I (3.1) 
Z) distance re la t i ve (ou distance de Gamberra) /15/ 
K 
* = I ^ " O - Dn(IO I 
d2(m.n) = (3.2) 
K 
* = ( ^1(Ki + bn(k) ) 
3.2 Distance l i néa i re entre matrices 
3.2.1 Distance simple 
C'est la méthode la plus simple pour déterminer l a d iss imi l i tude entre deux 
prononciations. El le suppose q u ' i l n'y a pas de f luctuat ions temporelles 
entre deux prononciations d'un mot donné. Elle est déf in ie pour deux 
matrices £(K,N) et _B(K,N) de même longueur N (c 'es t -à-d i re contenant le même 
nombre de vecteurs-fréquences). La compression à l a même longueur N des 
deux matrices est obtenue préalablement par la normalisation temporelle 
l inéai re ou curv i l igne (§2.2) . On a : 
N 
° < M > = -TT ^ T <Kn,n) (3.3) 
N n=l 
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3.2.2 Distance l inéa i re avec déplacement global 
Lorque le début ou la f i n d'un mot est perdu (par exemple : perte d'une 
plosive en f i n de mot), ou lorsque "s 'a joute" un b ru i t quelconque à son 
début ou à sa f i n (par exemple : claquement de lèvres) , le calcul de la 
distance selon la méthode précédente est nettement insuf f i sant . C'est 
pourqoui on d é f i n i t l a "distance l inéa i re avec déplacement global" pour deux 
matrices _A(K,N) et Ji(K,N) de même longueur N. 
La distance entre les matrices _A et Ji est alors déf in ie comme sui t : 
D(A,B) = Min 0(r) r = -R , . . . , +R (3.4) 
r 
R : déplacement global maximum 
Avec D(r) déf in i comme sui t : 
1 «max 
O(r-) = -— Ï-— d(n,n+r) (3.5) 
N n=Nmin 
où r est le déplacement global entre les deux matrices A^  et ji, et 
^ 1 n = Max (1,1-r) 
"max = Min <M-r) 
On pose : 
si : n £ 0 ou n > N alors : an = Q et bn = 0 (3.7) 
Par exemple, un déplacement global de r= +2 consisterai t à sommer les 
distances entre les vecteurs-fréquences suivants : 
£ 1 li Ì2 ••• IN- I H 
h h h h ••• o o 
3.3 Distance dynamique entre deux matrices /7/, /36/, /57/, /78/, /84/ 
Les deux méthodes de calcul de distance des paragraphes 3.2.1 et 3.2.2 
effectuent un alignement temporel linéaire, et sont donc insuffisantes dans 
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Ie cas de for tes distorsions entre les événements vocaux de deux 
prononciations d i f férentes d'un mot donné. 
C'est pourquoi, on u t i l i s e un alignement temporel non-l inéaire : on é tab l i t 
une correspondance entre la séquence des O1n et des ^ n , de manière a fa i re 
correspondre à chaque f o l s un ^ n et un J)n les plus semblables possible. 
L'algorithme u t i l i s é pour réal iser cet alignement temporel non-l inéaire est 
basé sur le principe de la programmation dynamique exposé brièvement 
ci-après. 
Le modèle mathématique de la programmation dynamique do i t être complété par 
des contraintes l iées aux structures l inguist iques de la parole. 
Alignement dynamique 
Considérons le plan consti tué par les deux axes temporels m et n. Les 
vecteurs J1n et Jin sont représentés par leurs indices le long des axes m et n 
{F ig .3 ,1) , Soit p ( i ) un couple de deux vecteurs-fréquences Jn , / , - \ et J w ^ , 
i étant la i-ème correspondance : 
P(I) = M i K n ( i ) ) (3.8) 
L'alignement temporel non-l inéaire - ou dynamique - est décr i t par l a 
séquence de couples suivante : 
P = p ( l ) ,p (2 ) ,p (3 ) p ( i ) P(I) (3.9) 
La séquence P est l a fonction d'alignement (ou chemin d'alignement) qui 
réal ise une correspondance entre les éléments Jn, du mot A et b^ du mot B, I 
est le nombre de couples mis en correspondance. 
S ' i l n'y a pas de distors ion temporelle entre les événements vocaux de deux 
prononciations d'un mot donné, cette fonction coïncide avec l a diagonale 
m(i) = n ( i ) (F ig .3 .1) . 
-69-
n 2.R + 1 
Fig.3.1 Alignement temporel dynamique 
Soit 
d(p{1)ï = d(m(1),n(D) = ( K i n ( I ^ b n ( I ) ) (3.10) 
la distance entre le couple de vecteurs-fréquences Jn , et Jin (voir §3.1) , et 
so i t E(P) la somme pondérée de ces distances le long du chemin P : 
I 
E(P) = I = d(p(1)) . w( i ) (3.11) 
où w(i) est une fonction de pondération que l 'on précisera plus l o i n . E(P) 
a t te in t sa valeur minimale quand l'alignement temporel est réal isé de façon 
optimale. A ins i , on d é f i n i t la distance entre les mots A et B par l a 
re la t ion suivante : 
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I 
£ j d (p ( i ) ) .w ( i ) 
D(A,B) = MJn - ^ - j (3.12) 
? = w(i) 
où £— w(1) est u t i l i s é pour compenser l ' e f f e t du nombre de points le 
long du chemin d'alignement temporel P. Le problème posé par la re la t ion 
(3.12) peut se ramener à un problème de programmation dynamique. 
Application du théorème d'opt imal i té de la programmation dynamique 
La programmation dynamique est une méthode d'optimisation applicable a de 
nombreux problèmes avec ou sans contraintes possédant une propriété de 
décomposabilité / 5 7 / . Le point de départ de cette méthode est l e théorème 
d"opt imal i té. Ce théorème peut être énoncé comme sui t : 
"Tout chemin optimal est constitué de sous-chemins optimaux". 
Ce théorème d 'opt imal i té s'applique aisément au problème d'alignement 
temporel. Supposons que le dénominateur de la re la t ion (3.12) est 
indépendant du chemin P. La fonction D(A1B) des I couples p ( l ) , p(2) , . . . , 
p ( I ) devient une fonction decomposable / 5 7 / . Ainsi : 
I 
Min ^ d (p ( i ) ) .w ( i ) 
P(D P(D i= l 
Min ( d (p ( l ) ) .w ( l ) + . . . + d ( p ( I ) ) . w ( I ) ) 
P ( D . . . . , P ( D 
Min ( d ( p ( l ) ) . w ( l ) + . . . + d ( p ( I - l ) ) . w ( I - i ; 
P ( I ) , . . . . P ( I - I ) 
+ Min d (p ( I ) ) .w ( I ) (3.13) 
P(D 
Le théorème d 'opt imal i té est ensuite appliqué a : 
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Min ( d ( p ( l ) ) . w ( l ) + . . . + d ( p < I - l ) ) . w ( I - l ) ) {3.14) 
P(D P ( I - D 
et ainsi de su i te . 
Contraintes 
Des contraintes sont imposées à la fonction d'alignement pour ten i r compte 
des structures spécifiques de la parole. Nous rappelons ci-dessous les 
contraintes proposées par Sakoe-Chiba / 7 8 / , et que nous adopterons par l a 
su i te . 
- Conditions aux l imi tes : 
m(l) = n { l ) = 1 
m(I) = M , n ( I ) = N 13.15) 
- Conditions de monotonie et de continuité : 
avec p(i) = (m(i),n(i)), on a pour p{i-1) les possibilités suivantes 
(Fig.3.2) : 
. . . , P(D 
( m(1) , n(i)-l ) ' 
p(i-l) = ou { m(1)-l , n(i)-l ) (3.16) 
ou ( m(i)-l , n{i) ) 
P(I-D 
Fig.3.2 
- Restr ict ion de la pente du chemin d'alignement P. Cela revient a l im i te r 
le rapport des durées des deux portions du mot inconnu et du mot de la 
référence, mises en correspondance. Une pente comprise entre 1/2 et 2 est 
un choix raisonnable. 
Les conditions de monotonie, de cont inui té et de pente impliquent des 
contraintes locales sur la fonction d'alignement P. Sakoe et Chiba /78 / 
proposent les contraintes locales de la f igure 3.3. 
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Fig.3.3 Contraintes locales selon Sakoe et Chiba 
- |m(i) - n (1) |s R , R>0 (3.17) 
R dé f i n î t une fenêtre d'ajustement temporelle tenant compte du f a i t que les 
f luctuat ions de durée et de rythme entre deux mots restent l imi tées. 
D'autres variantes des contraintes peuvent être adoptées. Par exemple, 
Itakura /36/ propose les contraintes locales suivantes : 
1 \ 
Fig.3.4 Contraintes locales selon Itakura 
Okochi et Sakai proposent des contraintes locales qui rendent l a fonction 
d'alignement temporel réversible dans le temps / 6 9 / . 
Fonction de pondération w( i ) 
Plusieurs types de fonctions de pondération w( i ) peuvent être u t i l i s é s . Le 
choix do i t être effectué de t e l l e façon que l 'on puisse appliquer la 
technique de programmation dynamique. Pour ce la , 11 s u f f i t de rendre le 
dénominateur t-r- w( i ) de la re la t ion (3.12) indépendant de la fonction 
d'alignement P. 
11 existe deux choix typiques /78/ : 
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1} forme symétrique 
W(D = { n ( D - n d - l ) ) + (m( i ) -m( i - l ) ) (3.18} 
i l sui t : 
2 ^ w(i) = N + M (3.19) 
i 
2) forme assymétrique : 
w<i) = n ( i ) - n ( i - l ) (3.20) 
i l su i t : 
^ w{i) = N (3.21) 
i 
Dans le cas d'une compression temporelle à la longueur constante N, * ^ w(i) 
est le même quels que soient les deux mots à comparer. 
La distance dynamique entre ^ et ^ 
En u t i l i s a n t les contraintes de la f igure 3.3 et une fonct ion de pondération 
selon (3.19), le calcul de la distance est déterminé récursivement selon la 
formule recursive suivante : 
g(m,n) = d(m,n) + Min . 
g(m-l,n-2) + 2 d(m,n-l) 
g (m- l ,n - l ] + d(m,n) 
g(m-2,n-l) + 2 d(m-l,n) 
{3.22; 
où g(m,n) est la distance cumulée au point (m,n). La distance entre ^  et ^  
est alors : 
D(A1B) = g(M,N) / (MfN) (3.23) 
Dans tout ce qui su i t , la distance dynamique entre deux mots sera calculée 
d'après (3.23). 
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3.4 Comparaison expérimentale des distances linéaires et dynamiques 
Soit le test de reconnaissance monolocuteur TST A décrit dans le paragraphe 
2.5.1. 
Les f igures 3.5a et 3.5b comparent les taux d'erreurs pour les t r o i s façons 
de calculer l a distance entre deux matrices : la distance simple (DMAT = 
1) , la distance l inéa i re avec déplacement global (DMAT = 2) et la distance 
dynamique (DMAT = 3) . I l est à noter qu'après les di f férentes étapes du 
traitement numérique, les matrices contiennent 280 b i ts d ' Information. 
Les résul tats montrent clairement que la distance dynamique (DMAT=3) donne 
de meil leurs performances que les distances l inéaires (DMAT=I et DMAT=2); 
i l s montrent aussi que la distance l inéai re avec déplacement global (DMAT=2) 
est plus performante que la distance l inéai re simple (DMAT=I). 
Ces résul tats montrent en outre que la normalisation curv i l igne (NTMP=2) 
contribue a fa i re le recalage temporel. Ceci est conforme aux résul tats et 
interprétat ions donnés par d'autres auteurs / 2 7 / . 
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DISTANCES ENTRE MATRICES 
NTMP = 2 
-©-
-e-
a DWT = 1 
© DMAT = 2 
A OMAT = 3 
-©-
-e-
2 3 4 5 
OECALAGE MAXIMUM (RANGE) 
Fig.3.5b 
Fig. 3.5 Comparaison des méthodes de calcul de distance entre matrices (en 
reconnaissance monolocuteur, TST A). 
a) NTMP = 1 
b) NTMP = 2 
Choix des paramètres : 
NTMP = lf2 LN = 20 
NAMP = 2 2 LF = - LT = - C = 100 
QUANT = 1 Nb = 1 rO = O ri = 2 
DMAT = if DVEC = 2 RANGE = /CDF = 1 
Remarque : D'autres tests ont montré que lorsque la distance entre deux 
vecteurs-fréquences est définie d'après (3.1), une pondération de la 
distance entre deux matrices binaires par l'inverse de la somme des "1" 
dans les deux matrices améliore légèrement les performances de reconnaissance 
par rapport au cas sans pondération. 
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3.5 A propros du re je t 
I l y a re j e t s i l a machine ne trouve pas de candidat dans son dict ionnaire 
qui ressemble au mot inconnu. 
Sòit D^  = D(A,5k) les distances obtenues entre ie mot inconnu représenté par 
l a matrice £ et et les mots de référence représentés par les matrices R. , et 
te l l es que : 
° k + l * Dk V-k « 1 , 2 , 3 , . . . . k , . . . 
C'est-à-dire R1 est le plus proche de A, Rj est le deuxième plus proche de 
A, etc. 
Différentes stratégies de re je t peuvent être envisagées. En voic i 
quelques-unes : 
1) il y a rejet si : 
D1 > S 
où S est un seuil de rejet unique déterminé empiriquement. 
2) il y a rejet si la plus petite distance D1 et la "seconde plus petite" O 2 
sont très proches : 
ID1 - D2| > S' 
S' est également un seuil de re je t déterminé empiriquement ( i c i , on suppose 
q u ' i l y a une seule référence par mot). 
3) i l y a re je t si : 
O1 > S l 
où S1 est le seuil de re je t associé au mot de la référence R1. I c i , à 
chaque mot de la référence est associé un seuil de re je t d i f f é ren t . 
i 
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3.6 Algorithme sans contrainte sur le début et la f i n 
La méthode d'alignement temporel dynamique décr i te dans le paragraphe 3.3 
force l'alignement des extrémités du mot inconnu avec ceux de la référence 
( re la t ion 3.15). S ' i l y a des erreurs ou des imprécisions dans la détection 
du début ou de la f i n de mot, l 'alignement temporel ne sera pas effectué de 
façon optimale. I l en est de même dans le cas d'un b ru i t qui s'additionne 
au début ou à la f i n du mot. 
Exemple de problème : 
- erreur courante de détection rencontrée avec des mots qui ont une plosive 
f ina le ( 's top ' qui devient ' s t o ' ) 
- lorsque la prononciation commence ou f i n i t par un pe t i t claquement de 
lèvres 
La méthode u t i l i sée i c i , consiste a étendre le domaine d'appl icat ion de 
l'alignement temporel dynamique entre le mot inconnu et le mot de la 
référence au delà des extrémités. Cela revient à introduire un début et une 
f i n v i r t u e l s . La f igure 3.6 montre l'ensemble des couples de vecteurs qui 
part ic ipent a la détermination du chemin d'alignement. 
n 
N + R 
Z 
Z 
AL début < T / 
(1,1) 
A Z* 
— / • 
/ J T ( 
i 
I ! 
\y hz y 
-7 
\/ 
y 
1 N 
f i n 
*• R n 
Fig.3.6 Alignement temporel dynamique sans contrainte sur le début et la 
f i n des mots 
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Nous donnons dans la f igure 3.7 une description symbolique de 
1'Implementation de l 'algori thme de l'alignement dynamique avec début et f i n 
l i b r e s . Les deux matrices A et £ sont comprimées à une longueur f i xe N. 
Les conditions suivantes sont Imposées : 
Ü n = £ e t ^ n = £ t n < 1 ou n > N 
Soient les déf 
Gn ( O 
Gn-I ( r ) 
V z (O 
^nC) 
^n-I (O 
"ni t ions : 
= g(n,n+r) 
= g ( n - l , n - l + r ) 
= g(n-2,n-2+r) 
= d(n,n+r) 
= d (n - l , n - l + r ) 
r = -R, . 
r = -R, . 
r = -R, . 
r = -R, . 
r = -R, . 
• - , R 
. . , R 
. . , R 
. . , R 
. . , R 
Où g(n,n) est déf in i par (3.22). Remarquons qu'en ce qui concerne la 
mémoire, on a besoin de 5 tableaux de dimension 2.(R+1) + 1 : G1 
^ - 2 » Fn> F n - 1 -
n« bn-l< 
La f igure 3.8 donne un exemple de chemin obtenu par l 'a lgori thme de 
programmation dynamique avec la contrainte : les débuts et les f ins des 
mots à comparer se correspondent respectivement. Les matrices de test 
représentent deux versions du mot 'quatre' prononcés par un même locuteur. 
La f igure 3.9 donne, dans le même cas, le chemin obtenu par l 'algorithme de 
programmation dynamique sans contrainte sur les débuts et les f ins des mots 
à comparer. L'avantage de l 'algori thme sans contrainte sur les débuts et 
f ins de mots apparaît clairement dans cette i l l u s t r a t i o n . 
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Entrée 
Sortie 
I n i t i a 
Fn-1 
V 2 
Gn-1 
Fn-1 
Fn 
Gn-2 
Gn-1 
Calcul 
: matrices £(K,N) et j ì(K,N), décalage maximum R 
: distance D(A1B) 
isat ion : 
(O » 0 r = -R R 
( r ) = 0 r = -R R 
( r ) = 0 r = -R, . . . , R 
( + (R+I)) = ce 
(±(R+D) = » 
(t(R+D) - » 
(+(R+I)) =co 
i 
de la distance : 
DO for n = -R + 1 to N + R 
ENDDO 
DO for r = -R to R 
Déterminer Fn ( r ) 
Gn ( r ) = Min 
'G n - I < r - U + 2Fn ( r -1) + Fn ( r ) 
G n . ! ( r ) + 2Fn ( r ) 
Gn_2 (r+1) + 2F n - 1 (r+1) + Fn ( r ) 
ENDDO 
DO f o r r = -R to R 
Gn-2 (O - G n - 1 ( r ) 
Gn-1 (O = Gn ( r ) 
Fn-1 (r) - Fn ( r ) 
ENDOO 
D(A1B) = M1n Gn ( r ) 
r 
Fig.3.7 Progamme de calcul de distance entre deux mots avec alignement 
temporel dynamique sans contrainte sur les début et f i n de mots. 
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n , 
s 
Z 
^ t 
/_2 . 
.,.,..". tf 
........ ^u. ......... 2 
» . • • ! - • Z 
........ /Z ^ 
. Z^ ^ 2 y / 
2 y 
.H z 
Z^_2H Z ^ 
z ^ 
z y £ -2 7 i 2 7 
, 2 Jl l 7 7 
7 
: z 
_ z 7 ? 
n 
Fig.3.8 Exemple de chemin obtenu par l 'a lgori thme de programmation dynamique 
avec la contrainte : les débuts et les f ins des mots a comparer se 
correspondent respectivement. ( I C 1 , on a deux versions du mot 'quatre' 
prononcés par un même locuteur) . 
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n 
7 
7 
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/ 
/ 
/ > 
/ 
/ 
/ 
/ 
/ 
-; ^ 
y 
/ 
/ 
C 
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Fig.3.9 Exemple de chemin obtenu par l 'a lgor i thme de programmation 
dynamique sans contrainte sur les débuts et les f ins des mots a comparer. 
(Même versions que dans F ig .3 .8) . 
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4. Reconnaissance mult i locuteur par recalage fréquentiel 
4.1 Motivation 
Les méthodes de traitement vues jusqu'à maintenant s'avèrent insuff isantes 
dans un environnement mult i locuteur. 11 est nécessaire de tenir compte des 
différences entre locuteurs. Nous considérons i c i le cas où l 'on a une 
référence par mot. 
Jusqu'à présent, les études effectuées pour trouver les paramètres qui 
d i f férenc ient les individus sont essentiellement basées sur la fréquence 
fondamentale et la répar t i t i on des formants / 49 / . 
On sai t que la fréquence fondamentale d'une femme est environ ie double de 
ce l le d'un nomme. Les écarts par rapport à la valeur moyenne de la 
fréquence fondamentale sont très variables selon l ' i n d i v i d u . 
D'autre par t , en ce qui concerne les formants on a pu é t a b l i r , en première 
approximation, que les fréquences des formants (d'un son donné) d'un 
individu se déplacent de façon mul t ip l i ca t i ve par rapport à cel les des 
formants d'un autre ind iv idu. Soit F l , F2, F3 les fréquences des t ro is 
premiers formants du premier ind iv idu , et F l 1 , F2' , F 3 ' , ce l les du 
deuxième; on a : 
Fl = a .F l ' , F2 = b.F2' , F3 = C.F3' 
avec a, b, c égaux et compris entre 0.8 et 1.2. Mais ceci est très 
approximatif, et i l peut y avoir également des cas où de grandes différences 
entre a, b et c apparaissent / 4 9 / . 
La répar t i t i on des largeurs de bande de nos f i l t r e s passes-bandes le long de 
Taxe frequent ic i est logarithmique : les deux premiers f i l t r e s couvrent 
chacun une octave, les suivants chacun un t i e r s d'octave. 
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tamplitude 
temps 
m n 
Hs « 
Fig.4.1 Spectrogrammes du mot "zéro" prononcé par trois 
hommes (Hl, Wl, H3) et trois fermes (Fl, F2, F3). 
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Fig.4.2 Spectrogrammes du mot "cinq" prononcé par trois 
hommes (Hl, H2, H3) et trois femmes (Fl, F2, F3). 
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La fréquence centrale du deuxième f i l t r e est donc le double de ce l le du 
premier (environ 100 Hz). En admettant que la fréquence fondamentale de 
l'homme est d'environ 100 Hz, et ce l le de la femme d'environ 200 Hz, nous 
pouvons dire que la fréquence fondamentale d'un individu inconnu, homme ou 
femme, tombera dans le premier ou le deuxième canal (voir les exemples 
donnés dans les f igures 4.1 et 4 .2) . I l y donc a un décalage possible d'un 
canal. 
Pour les autres f i l t r e s , le rapport entre deux fréquences centrales 
successives est de 1.26. Une valeur de a comprise entre 0.8 et 1.2 a pour 
conséquence de fa i re tomber les fréquences des formants Fl et F l ' dans deux 
canaux vois ins. Comme pour l a fréquence fondamentale, 11 y a donc aussi un 
décalage possible d'un canal. I l en est de même pour les deux autres 
formants. 
Venons en aux méthodes de recalage frequent ic i proposées dans notre t rava i l 
et testées. 
La première méthode admet q u ' i l peut y avoir un décalage frequentici 
l i néa i r e , constant en fonction du temps, d'un vecteur-fréquence par rapport à 
un autre; les deux vecteurs-fréquences appartiennent à deux prononciations 
d'un même mot par deux locuteurs d i f f é ren ts . 
La deuxième méthode admet q u ' i l peut y avoir un décalage fréquentiel 
l i néa i r e , variable en fonction du temps,d'un vecteur-fréquence par rapport a 
un autre. Ceci t i en t compte du f a i t que, d'un individu à l ' a u t r e , i l existe 
un décalage des vecteurs-fréquences dans le cas des sons voi ses (par exemple 
canal 1 et 2 ) , mais q u ' i l n 'existe pas forcément de décalage pour les sons 
non-voisés. 
La troisième méthode admet q u ' i l peut y avoir un décalage fréquentiel 
non- l inéaire, variable en fonct ion du temps, d'un vecteur-fréquence par 
rapport à un autre. 
4.2 Recalage fréquentiel l inéa i re constant en fonction du temps (RFLC) 
Dans ce paragraphe, nous nous basons sur l'hypothèse que la var iat ion qui 
peut exister entre deux locuteurs ou locutr lces d i f fé rents est due 
essentiellement à un décalage l inéa i re du vecteur-fréquence de l 'un par 
rapport a l 'aut re ( les deux vecteurs-fréquences appartenant a deux 
prononciations d'un même mot par deux locuteurs d i f f é ren ts ) . 
Les var iat ions qui existent selon l 'axe temporel sont t ra i tées par 
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1'algorithme d'alignement temporel dynamique. 
Le traitement propose est donc la combinaison d'un alignement dynamique 
selon l 'axe temporel et d'un recalage fréquentiel l i néa i re , constant en 
fonction du temps. 
Reprenons la re la t ion : 
I 
D ( M ) = Min EZ d (p ( i ) ) .w ( i ) 
qui décr i t l 'alignement temporel dynamique. Si on in t rodu i t le recalage 
f réquent ie l , on obt ient : 
I K 
D(A1B) - Min Min TZ ( Z T d( ^ j ( I c ) , b n ( i ) ( k+6 ) > . „ (1) 
6
 (4.1) 
avec : 5 = - 1 , 0 , + 1 
Nous nous sommes l im i té dans le choix des valeurs de recalage à cel les 
données ci-dessus. L ' introduct ion de valeurs plus grandes seraient 
I nu t i l e s , car nous disposons de 14 canaux seulement. 
4.3 Recalage fréquent iel l i néa i re variable en fonct ion du temps (RFLV) 
La méthode de recalage fréquentiel du paragraphe précédent é ta i t basée sur 
l'hypothèse d'un décalage fréquentiel l i néa i re , constant en fonction du 
temps, d'un locuteur a l ' a u t r e . I c i , l'hypothèse est légèrement 
d i f férente : le décalage est toujours l inéa i re selon l 'axe f réquent ie l , 
mais la valeur de décalage peut var ier en fonct ion du temps. Ainsi : 
I K 
0(A1B) = Min TZ Min( * = d( ^ ( 1 ) ( k ) , b n ( i ) ( k+6 ) ) . w( i ) (4.2) 
avec : 0 = - 1 , 0 , + 1 
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4.4 Recalage f requent ic i dynamique (RFD) 
Dans ce paragraphe, en plus de l 'alignement dynamique selon l 'axe temporel, 
nous u t i l i sons également la programmation dynamique pour aligner les 
vecteurs-fréquences, c 'es t -à-d i re qu'on effectue également un alignement 
dynamique selon l 'axe f réquent ie l . 
Donc, on a : 
I 
D(A,D - Min 5= d(p(i)).w(i) 
P 1=1 
avec : 
I ' 
d(p ( i ) ) - Min ? = d { p ' ( i ' ) ) . w ' ( i ' } (4.3) 
P' r = l 
Soient 2 vecteurs-fréquences représentés par leurs K valeurs binaires 
correspondant aux K canaux. Par exemple : 
Jn, = 10001000000011 
On = 01001000000111 
L' introduct ion du recalage dynamique entre ces deux vecteurs-fréquences 
devrai t donner une distance d (p ( i ) ) = d (Jn^b111 ) nu l l e . 
Soient les deux vecteurs-fréquences ^ n et ^ n représentés par leurs 
composantes: 
Sn = (a( l ) a(2) . . . a(k) . . . a(K)) 
On =(b( l ) b(2) . . . b ( l ) . . . b(K)) 
La fonction de recalage F' entre ces deux vecteurs est exprimée par la 
séquence des couples : 
P'(i') = ( a(k(i')) , b(j(i')) ) (4.4) 
c'est-a-dire : 
P' -= p'(l), p'(2) p'(I') (4.5) 
La distance d(p'(i')) entre a(k{i'}) et b(j(i')) est par exemple : 
d(p'(1')) = |a(lt(1')) - b(j(i'))| 
Les contraintes u t i l i sées lors du recalage dynamique selon l 'axe fréquentiel 
sont les mêmes que cel les u t i l i sées selon l 'axe temporel, sauf la largeur de 
la fenêtre qui est plus p e t i t e . Nous u t i l i sons par a i l l eu rs l 'algori thme 
sans contraintes sur le début et l a f i n des mots pour l a détermination du 
chemin F'. 
4.5 Evaluation expérimentale 
Dans les tests qui suivent, nous évaluons les performances en reconnaissance 
mult i locuteur des d i f férentes méthodes de recalage fréquent iel que nous 
venons de décr i re. 
Les performances en reconnaissance monolocuteur sont également mesurées. 
Rappelons qu'en reconnaissance mpnolocuteur (R.mono), le locuteur-référence 
est le même que le locuteur- test ; par contre en reconnaissance 
mult i locuteur (R .mu l t i ) , le locuteur-référence est d i f fé ren t du 
locuteur- test . 
Soit les 4 cas suivants : 
Cas SRF : reconnaissance Sans Recalage Fréquentiel 
(même méthode qu'en reconnaissance monolocuteur) 
Cas RFLC : reconnaissance avec Recalage Fréquentiel Linéaire Constant 
(paragraphe 4.2) 
Cas RFLV : reconnaissance avec Recalage Fréquentiel Linéaire Variable 
(paragraphe 4.3) 
Cas RFD : reconnaissance avec Recalage Fréquentiel Dynamique 
(paragraphe 4.4) 
Dans tous les cas nous u t i l i sons l'alignement temporel dynamique. 
Conditions des tests : 
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TST C : Les tests de reconnaissance sont effectués sur la base du même 
vocabulaire décrit dans §2.5. 
6 locuteurs (3 hommes : Hl, H2, H3 et 3 femmes : Fl, F2, F3) participent 
aux tests de reconnaissance. 5 versions du vocabulaire par locuteur sont 
utilisées, les trois dernières servent à créer la référence de chaque 
locuteur. 
Les tests de reconnaissance sont effectués avec les paramètres de traitement 
suivants (voir annexe A): 
NAMP = 22 
NTMP = 1 N = 20 
QUANT = 1 Nb = 1 rO = 0 r i = 2 
DMAT = 3 DVEC = 1 RANGE = 4 COF = 0 
Les paramètres du recalage fréquentiel sont choisis comme sui t : 
Cas RFLC : ô » - 1 , O, +1 
Cas RFLV : ô = - I 1 0, +1 
Cas RFD : * Largeur de la fenêtre pour la comparaison des 
vecteurs-fréquences égale à 2. 
* Début et f i n l ib res selon Taxe fréquentiel 
Résultats 
Les tableaux de la f igure 4.3 donnent les taux d'erreur de reconnaissance 
(en %) pour les quatre cas indiqués plus haut (SRF, RFLC, RFLV et RFD) dans 
un environnement mult i locuteur (R.multi) et monolocuteur (R.mono). 
Des résul tats obtenus, i l sort les f a i t s suivants : 
1) très fa ib le détér iorat ion de la reconnaissance monolocuteur lorsqu'on 
effectue un recalage fréquentiel 
2) peu de différences entre les performances obtenues par les méthodes de 
recalage fréquentiel RFLC, RFLV et RFD 
3) Globalement la reconnaissance mult i locuteur passe d'un taux d'erreur de 
25.5 % sans recalage fréquentiel "a 16 % avec recalage f réquen t ie l . 
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4.6 Conclusion 
L 'object i f du recalage fréquentiel é t a i t le suivant : sur la base d'une 
référence créée avec un seul locuteur, fa i re une reconnaissance 
mult i locuteur en effectuant selon l 'axe temporel un alignement dynamique et 
selon l 'axe fréquentiel un recalage RFLC, RFLV ou RFD. 
Les résul tats montrent que le recaiage fréquentiel produit une diminution 
substantiel le du taux d'erreur lors d'essai de reconnaissance inter-genre 
( le locuteur-référence est un homme et le locuteur-test une femme, ou 
vice-versa). Par contre, aucune amélioration s ign i f i ca t i ve n'est obtenue 
dans le cas de la reconnaissance intra-genre. 
A ins i , le recalage fréquentiel pourrai t servir à compenser les différences 
inter-genre. Toutefois, cette méthode ne pourrait se su f f i re à e l l e même, 
car les taux d'erreur restent relativement élevés. Par contre, e l l e 
pourrait compléter d'autres méthodes exposées dans les chapitres suivants. 
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R.multi R.mono 
Cas SRF 
Cas RFLC : 
Cas RFLV : 
Cas RFO 
H 
F 
6.5 
40.11 
40.56 
15.17 
R.multi 
H F 
H 
F 
7.8 
23.0 
19.0 
15.2 
R.multi 
H F 
H 
F 
8.7 
22.7 
14.7 
18. 
R.multi 
H F 
H 
F 
7.3 
25.3 
18.1 
17.2 
H F 
O. O. 
R.mono 
H F 
0.0 0.0 
R.mono 
H F 
0.0 1.3 
R.mono 
H F 
0.0 1.3 
Fig.4.3 Resultats des tests de reconnaissance sans et avec recalage fréquentiel 
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5. Adaptation automatique au locuteur 
L'adaptation automatique au locuteur consiste a changer les références 
obtenues lors de l'apprentissage d'un locuteur quelconque en des références 
valables pour un nouveau locuteur sans apprentissage de ce dernier-
Deux approches peuvent être envisagées : l 'adaptation par transformation et 
l 'auto-adaptation par détection automatique d'erreurs. 
5.1 Adaptation au locuteur par transformation 
Le principe de l 'adaptat ion par transformation est l e suivant. Soit 
Rn, m = 1, . . . ,M l'ensemble des références pour les M mots prononcés par un 
locuteur L. 
L'adaptation a un nouveau locuteur L* consiste à déterminer une 
transformation T qui permet de trouver, a partir des références Rn, du 
locuteur L, des nouvelles références R'm valables pour le locuteur L' : 
Rm — R'm 
La transformation T doi t être déterminée sur la base des prononciations 
fa i tes par les locuteurs L et L* d'une seule locution type. Bien que 
séduisante, cette approche est l imi tée par la d i f f i c u l t é de chois i r une 
transformation adéquate. Pour plus de déta i ls voir / 2 6 / . 
5.2 Auto-adaptation au locuteur par détection automatique d'erreurs 
Cette deuxième approche est plus intéressante d * un point de vue pratique 
/ 9 / . 
Au départ, on dispose dans le système de reconnaissance d'un ensemble de M 
mots de référence obtenu lors de l'apprentissage d'un locuteur quelconque. 
On suppose que l ' u t i l i s a t e u r du système de reconnaissance dispose d'un moyen 
qui l u i permet de contrôler si le système a reconnu correctement le mot ou 
non; par exemple : affichage du mot reconnu, réponse vocale par synthèse, 
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e tc . 
Le principe est le suivant : 
Toute répét i t ion d'un mot par le locuteur est interprétée par le système de 
reconnaissance comme une erreur de reconnaissance (sauf dans certains cas) 
q u ' i l faut cor r iger . 
Si la réponse donnée par le système est effectivement fausse, i l s u f f i t à 
l ' u t i l i s a t e u r de répéter le mot qui a été mal reconnu, jusqu'à ce que le 
système donne la bonne réponse (nous verrons plus lo in comment le système 
arr ive à donner la bonne répone). 
Dès que la réponse du système et l e mot prononcé concordent, ce l u i - c i est 
pr is par le système comme nouvelle référence pour ce mot (nous verrons plus 
lo in comment le système arr ive a savoir que mot prononcé et réponse 
concordent). 
Nous allons dé ta i l l e r la procédure d'auto-adaptation en considérant d'abord 
que le système "conclut" a l 'e r reur dès qu'une répét i t ion est détectée ( la 
répét i t ion n'est alors pas permise s ' i l n'y a pas d'erreur de 
reconnaissance). 
Soit 
- A le mot d'entrée actuel ( i l s 'agi t du dernier mot prononcé), 
- A0 le mot d'entrée précédent, 
- D(A,Rm) l a distance entre le mot d'entrée actuel A et le mot de référence 
Rm-
- D(A,A0) la distance entre le mot d'entrée actuel A et le mot d'entrée 
précédent A0 
- i (n) le "n-ième plus proche" mot de la référence de A : 
D(A,R i ( 1 } ) £ D(A,R i ( 2 ) ) S D(A,R1 ( 3 )) . . . . (5.1) 
- i 0 (n ) le "n-ième plus proche" mot de la référence de A0 : 
D ( M t 0 ( I ) ) * D <V R i 0 (2 ) ) S D ( M l 0 O ) ) •••• <5"2) 
Chaque fois que l'on prononce un nouveau mot A, son précédent devient le mot 
V 
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Le système considère q u ' i l y a répét i t ion si A est plus proche de son 
précédent A0 que des références Rn,. C'est-à-dire si la re la t ion suivante 
est vé r i f i ée : 
D(A1A0) < Dmin (5.3) 
avec : 
Dmin = Min D(A,R_) (5.4) . 
m •" 
Dans ce cas (5.3 v é r i f i é e ) , le système ne donne pas la réponse R\n\ qui 
correspond au mot de la référence le plus proche du mot d'entrée actuel A, 
mais Rf /g) I ^ e s t ^e précédent "deuxième plus proche" (c 'es t -à-d i re le 
"deuxième plus proche" mot de la référence de A 0 ) . S ' i l y a encore une 
répét i t ion le sytème donnera comme réponse R^  / 3 ] , et ainsi de su i te . 
Lorsque le mot aff iché R* (par exemple "1-(2)) correspond au mot prononce 
A*, le locuteur prononce n'importe quel autre mot du vocabulaire. Le 
système détecte alors cette non-répéti t ion et remplace la référence R* par 
A*. Puis, i l donne la réponse au dernier mot d 'entrée. 
I l est important de noter que la l i s t e i 0 (n) est mise à j ou r , si et 
seulement s i , le mot prononcé est reconnu correctement : 
iQ(n) = i (n) pour n = 1 M ( s ' i l n' y pas de répét i t ion) 
La f igure 5.1 donne une i l l u s t r a t i o n du déroulement de la procédure. Les 
tests effectués avec des pet i ts vocabulaires montrent qu'après une erreur 
de reconnaissance, la bonne réponse est obtenue en général après une ou 
deux répét i t ions . 
Jusqu'à présent nous avons considéré qu'une répét i t ion d'un mot 
sous-entendait automatiquement q u ' i l a été mal reconnu. On ne peut donc 
prononcer deux mots identiques à la su i te . Dans ce qui suit ,on va lever 
cette contra inte, pour f a i re en sorte que le système de reconnaissance ne 
"conclue" pas forcément à l 'er reur s ' i l détecte une répé t i t i on . 
Nous pouvons considérer que le système a deux états : 
1) "1 'é ta t normal" 
2) "l'état de correction d'erreur et d'auto-apprentissage". 
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Le Systeme ne considère pas la répét i t ion comme une erreur, si les 
conditions suivantes sont vér i f iées : 
a) le système est dans l ' é t a t normal 
b) le mot reconnu actuellement est le mane que le mot reconnu 
précédemment (RiM) = R1- m ) -
c) la distance Dnin est in fér ieure à un seuil S. 
Les tests que nous avons effectués avec l ' i n t roduc t ion de t ro is conditions 
a) , b) et c) ont montré clairement que le système de reconnaissance 
interprète une répét i t ion comme une erreur, seulement s ' i l y a réellement 
une erreur de reconnaissance. 
La descript ion complète de l 'a lgori thme est donnée par l a f igure 5.2 
Oans l 'algori thme tel q u ' i l est décr i t dans la f i g . 5 . 2 , on ne sort de 
" l ' é t a t correction d'erreur et auto-apprentissage" qu'en prononçant un mot 
d i f fé ren t du 'mot répété1 . On peut remplacer cette exigence en adoptant 
une autre variante de cet algorithme : après un certa in délai (par exemple 
4 secondes) le système considère que la réponse (mot aff iché) q u ' i l v ient de 
donner est juste / 9 / . 
5.3 Discussion 
L'algorithme de l 'auto-adaptation au locuteur permet de changer les mots de 
référence pour les adapter a un nouveau locuteur pendant l ' u t i l i s a t i o n du 
système sans apprentissage apparent. I l permet également de suivre les 
modif ications a court terme de la voix d'un locuteur. 
Cette méthode exige un contrôle permanent du mot reconnu par l ' u t i l i s a t e u r 
( i l y a une contre-réaction de l ' u t i l i s a t e u r sur le système de 
reconnaissance). Seuls les systèmes portables conviennent à cette exigence. 
L'analyse et le test de cette méthode sur ordinateur ont montré qu 'e l le est 
surtout adaptée pour des pet i ts vocabulaires, ne dépassant pas par exemple 
une dizaine de mots. 
Cette méthode peut aussi être combinée avec un système mult i locuteur, où les 
références sont déjà prévues pour un large public (voi r prochains chapitres) 
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temps 
mot prononcé 
1(1) mot reconnu 
1(2) 
zero sept sept 
six 
huit 
trois 
MZ) 
mot affiché zéro six sept trois 
auto-apprentissage remplacer ré f . 
'sept ' par mot 
précédent 
Fig.5.1 I l l u s t r a t i on de la procédure d'auto-adaptation 
Notation pour l a f igure 5.2 : 
A0 
«m 
D(A1R1,) 
Dm in 
i {n) 
M") 
S 
Matrice correspondant "au mot d'entrée actuel 
Matrice correspondant au mot d'entrée précédent 
Matrice correspondant au m-ième mot de l a référence 
Distance entre les matrices £ et ^ 
Distance minimale entre A et les Rn, 
"n-ième plus proche" mot de la référence de A 
"n-ième plus proche" mot de la référence de A0 
Seuil de distance 
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1. PARLER : A 
2. Calculer a) Dmin = Min D(A1R111) 
m 
b) i(n) , n = 1 M 
3. Si Dmin < D(A1A0) aller a 13. 
4. Si U D = I 0 ( I ) et Sì Dmin < S a l le r à 13. 
5. j = 1 
6. j = j + 1 
7. REPONSE : i 0 ( j ) 
8. A0 - A 
9. PARLER : A 
10. Calculer a) Dmin = Min D(A1-Rj11) 
m 
b) i (n) , n = 1 M 
11. Si Dmin > D(A1An ) a l le r a 6. 
12
- «i0m -*o 
13. A 0 = A 
i0 (n) = i (n) , n= l , . . . ,M 
14. REPONSE : i ( l ) et a l le r a 1 . 
Fig.5.2 Algorithme d'auto-adaptation au locuteur 
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6. Analyse f a c t o r i e l l e appliquée aux 
échanti l lons mult l locuteurs de la parole 
6.1 Introduction 
La reconnaissance mult i locuteur de la parole peut être envisagée par l a 
méthode des références mul t ip les . Dans cette dernière, on cherche a 
décr i re , par un nombre l im i t é de classes, une même locut ion prononcée par 
une large population. Les méthodes de c lass i f i ca t ion automatique t ra i tées 
dans le prochain chapitre permettent de générer ces classes. Avant de 
chercher des classes au sein d'un ensemble de prononciations, on f a i t 
implicitement l'hypothèse que ces classes ex is tent . 
Le but poursuivi i c i est de représenter et d'analyser l a répar t i t i on des 
prononciations d'un {ou plusieurs) mot(s) par plusieurs locuteurs pour voir 
s i l'hypothèse de l 'existence de ces classes se j u s t i f i e . L'analyse est 
effectuée visuellement. Une prononciation, appelée échanti l lon par l a 
su i te , est caractérisée par un grand nombre de composantes, en !'occurence 
les éléments de la matrice-spectrogramme. 
La v isua l isat ion dans l'espace déf in i par l'ensemble des composantes n'étant 
pas possible, on cherche à obtenir une représentation dans un sous-espace 
t e l l e que l ' in format ion la plus essent iel le sur la répar t i t i on de ces 
échanti l lons ne soi t pas perdue. Si par exemple, la dimension du 
sous-espace retenu est 2, une simple inspection v isue l le apporte des 
renseignements concernant la séparation entre d'éventuels groupes 
d 'échant i l lons, le repérage d'échanti l lons isolés, etc. 
Soit le nuage des I échanti l lons représentés dans l'espace des composantes. 
Le problème consiste à trouver un sous-espace ayant un pe t i t nombre de 
dimensions (par exemple le plan) dans lequel on puisse f a i r e une 
représentation des échanti l lons sans trop modifier les distances i n i t i a l es 
entre les échant i l lons. En projetant les échanti l lons sur ce sous-espace, 
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1es distances entre les échanti l lons projetés sont infér ieures aux distances 
i n i t i a l e s . Le meil leur sous-espace est ce lu i pour lequel les distances 
entre les project ions sont les plus proches possibles des distances 
i n i t i a l e s . 
A ins i , l ' o b j e c t i f pr incipal de l 'analyse f ac to r i e l l e est de résumer 
l ' in format ion apportée par un grand nombre de composantes, par un pe t i t 
nombre plus res t re in t de nouvelles composantes. Les nouvelles composantes 
obtenues ne sont pas une simple sélection parmi les composantes de départ : 
ce sont de nouvelles composantes, appelées composantes pr inc ipa les, 
réal isant la synthèse de plusieurs composantes i n i t i a l e s / 8 / , / 1 0 / , / 1 5 / , / 4 6 / . 
6.2 Formulation du problème de v isua l isat ion des échanti l lons de parole 
Un échanti l lon (prononciation d'un mot par un locuteur) est caractérisé en 
dernier l i eu par une matrice. Nous pouvons alors calculer l a distance entre 
deux échanti l lons comme étant la distance dynamique (voir chapitre 3.) entre 
les deux matrices correspondantes. Soient I échanti l lons obtenus par la 
prononciation d'un (ou plusieurs) mot(s) par I locuteurs. La distance 
D ( i , j ) entre les échanti l lons 1 et j est donc connue pour taut i e t j . 
Sous certaines conditions / 8 6 / , on peut représenter les I échanti l lons dans 
un espace euclidien Eq de dimension q (q Sl-I) de t e l l e façon que les 
distances entre les échanti l lons soient exactement respectées. Chaque 
échanti l lon 1 sera représenté dans l'espace E^  par un vecteur _x ^ . 
Une représentation dans l'espace E^ n'est évidemment ni prat icable ni 
propice à une analyse v i sue l l e . On cherche alors une représentation de tous 
les échanti l lons dans un sous-espace F"1 dont la dimension m est beaucoup 
plus pet i te que q (pour une analyse v i sue l l e , m do i t être plus pe t i t ou égal 
a 3) . La distance D ' ( i , j ) dans le sous-espace F"1 doi t être la plus proche 
possible de 0 ( i , j ) . 
La formulation du problème est donc la suivante : étant donné I 
échanti l lons et les distances D ( i , j ) entre-eux, i l s 'ag i t de les représenter 
par I vecteurs x^, x^t ..., ^ j de F"1, par exemple m = 2, de t e l l e façon que 
les distances D'(1, j ) dans Fm soient les plus proches possibles des 
distances réel les D ( i , j ) . Notons bien que Ton cherche une représentation 
des échanti l lons à pa r t i r de leurs distances mutuelles. 
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6.3 Préliminaires /15/ 
Dans ce paragraphe, on rappelle brièvement quelques aspects mathématiques 
concernant l 'analyse en composantes principales qui est considérée comme l a 
méthode de base des méthodes f ac to r l e l l e s . 
SoIt £ . j , 1 = 1 , . . . , I l'ensemble des vecteurs dans un espace Eq de 
dimension q. Le vecteur ^ 1 contient les q composantes mesurées pour 
l ' échant i l l on 1 . Une observation du nuage dans l'espace Eq est impraticable 
si q est supérieure à 3. On cherche alors un sous-espace de projection de 
dimension Inférieure (par exemple le plan) de t e l l e façon que l a déformation 
du nuage en project ion so i t minimale. 
Soit £ le centre de gravi té déf in i par : 
I 
i ' j ^ i (6.1) 
Faisons un changement d 'or ig ine en ^ . Chaque échanti l lon sera alors 
représenté par : 
Ii '*A -1 ( 6 -2 ) 
Soit v^, V2, . . . . V1n, . . . , V^ , une base orthonormée de Eq, F1" le sous-espace 
engendré par _v^, . . . , Vn, et F"1 le sous-espace engendré par V1n+I, . . . , v v 
Fm et F™ étant orthogonaux on a pour tout i : 
q 
O O O O 
\i\\ E j ^ l<*.ik>l » Kzi.^H + l<i:,->Fm'>| (6.3) 
<X\*lX> e s t ^a projection de ^ sur v^, <^ ,F m > est la project ion de ^ sur 
Fm. <^ i,Fm '> est la project ion de ^ 1 sur Fm ' . 
En sommant sur i , on a : 
*= llil 2= 2= l<^i.Fm>|2 + 2= \<l^'>\2 (6.4) 
Le membre de gauche de la re la t ion (6.4) est une caractér ist ique de 
l'ensemble des échantil lons et ne dépend pas du choix des sous-espaces F"1 et 
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Fm ' . Comme l ' o r i g i ne des vecteurs ^ i se confond avec leur centre de 
g rav i té , le membre de gauche de la re la t ion (6.4) est égal , par d é f i n i t i o n , 
a l ' i n e r t i e du nuage par rapport au centre de gravi té £ . I l est aussi 
directement proportionnel a la somme des carrés des distances entre les 
échanti l lons / 1 0 / . 
Comme l 'opérat ion de project ion raccourcit toujours les distances, i l faut 
cho is i r l e sous-espace de project ion F1" dans lequel les distances seront en 
moyenne les plus grandes {c 'es t -à-d i re les mieux conservées). On se f i xe 
alors comme c r i t è re de rendre maximale la somme des carrés des distances 
entre les project ions. Ce c r i t è re est équivalent a rendre maximale 
l ' i n e r t i e du nuage projeté par rapport a £ . 
Donc, on do i t rendre la somme 
î 
|<H,F m >| 2 (6.5) 
maximale. En d'autre termes, i l s 'ag i t de trouver v^, v^ , . . . . Vn, te ls que 
m l
 2 
I__ TZ |<y*,V|,>| est maximum (6.6) 
k=l i = l ' -"• 
Soit ^ la matrice unicolonne contenant les q composantes de v^ et i_ la 
matrice à I l ignes et q colonnes dans laquel le la i-ème l igne contient les q 
composantes du vecteur ^ 
Le terme *-T- l < ^ i i ^ > l Pe u t être éc r i t sous la forme mat r i c ie l l e 
suivante : 
l'k-l'-l-ïk (6-7) 
_Y' et V sont les transposées respectives de _Y et V_. 
Donc (6.6) équivaut à 
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m 
maximiser ^ Z VV.Y'.Y.VL. 
V^ sont les inconnus avec V/ i -X j = ' 1 si i=j 0 si Uj 
(6.8) 
La solut ion du problème (6.8) est bien connue /16 / , / 46 / : 
si A j , * 2 . . . . . ^m- •**» Aq s o n t ^ e s valeurs propres par ordre décroissant 
de _V' ._Y_ et V j , ^ 2 , . . . , V n , , . . . , ^ , les vecteurs propres associés, alors les 
m premiers vecteurs propres normes consti tuent l a solution du problème. 
A ins i , le meilleur sous-espace de dimension m pour l a représentation des I 
échanti l lons est celui formé par les m vecteurs p r o p r e s ^ , ^ , . . . , ^n. 
La composante de l ' échant i l l on 1 sur le vecteur v^ est : 
<2i>.yj<> t 6 - 9 ) 
Propriétés 
- Si l est symétrique (I = X') : 
l-h'^k-h (6-10) 
I 
- *
k
 ^ kJti.vjol2 - Äk (6-11) 
I q 
- trace (Y-Y) . C ^ = J T A
 k (6.12) 
(trace : somme des éléments de la diagonale) 
La re la t ion (6.11) mesure l ' i n e r t i e du nuage d'échant i l lons projeté sur 
l 'axe fac tor ie l v^. La re la t ion (6.12) mesure l ' I n e r t i e du nuage 
d'échant i l lons dans Eq. Ces deux dernières re lat ions permettent, suivant le 
nombre d'axes fac tor ie ls choisi ( le nombre m de ^ ) , de mesurer la quantité 
d'Information conservée par le facteur ^ suivant : 
A l + A 2 + ••• + X m 
^ - ; to < I 1 n S i ) (6 .13) 
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Remarquons que si pour un m donné, t^ = 1 , i l n' y a aucune perte 
d' information en passant de E^  à F"1. 
6.4 Analyse des échanti l lons mult i locuteurs d'après les distances mutuelles 
Les échanti l lons mult i locuteurs sont l'ensemble des prononciations d'un {ou 
plusieurs) mot(s) par plusieurs locuteurs. Comme cela a été indiqué 
précédemment, l ' in format ion de départ est donnée par les distances entre les 
échanti l lons mult i locuteurs. 
Supposons que les distances vé r i f i en t les propriétés suivantes : 
(1) D(I,1) = 0 V i 
(2) 0(1 , j ) - D(J, i ) V i et j (6.14) 
(3) D<i,k) S D(1 ( j ) + D(j ,k) V i * j * k 
Dans notre cas, les deux premières propriétés sont toujours vér i f iées 
d'après la dé f in i t i on même de la distance choisie {voir 3.23). Par contre, 
la troisième ne Tes t pas forcément pour tous les t r i p l e t s i , j et k. 
En prat ique, on peut l 'admettre. En e f f e t , en observant un très grand 
nombre de distances entre divers prononciations, on n'a relevé aucun cas qui 
contredi t la troisième propriété de (6.14). 
Dans le cas où les t r o i s propriétés précédentes sont vé r i f i ées , i l est 
possible q u ' i l existe un entier q < 1-1 et I vecteurs xj_, ^ , . . . , £ j 
appartenant à Eq te ls que 
0 ( 1 , j ) 2 = (x.1 - * j ) 2 V i et j (6.15) 
Précisons que la vé r i f i ca t i on des propriétés de la re la t ion (6.14) est une 
condition'nécessaire mais pas suff isante pour trouver I vecteurs appartenant 
à E^  vé r i f i an t (6.15). Nous verrons plus l o i n la condit ion nécessaire et 
suf f isante. 
Passage du tableau de distance à V .V_ 
Supposons que l ' o r i g i ne est au centre de gravi té des £^ . On va montrer que 
le produit scalaire entre deux vecteurs centrés ^ et y,- (c 'es t -à -d i re le 
terme se trouvant sur la 1-ème l igne et l a j-ème colonne de _Y' .Jf) ne dépend 
que des distances euclidiennes entre les échant i l lons. Donc, on peut 
déterminer l a matrice V ._Y en connaissant uniquement les distances entre 
échant i l lons. 
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D(1.JÎ2 = D(X
-1 , X J ) 2 = ( l i - X j ) 2 -X - 1 2 + X j 2 - 2.^1 .Xj 
d'où : 
*1-*J - - — < D ( i . J ) 2 -Li2 - X j 2 } (6-15') 
I l s 'agi t de trouver le produit ^ 1 . ^ : 
J t I - ^ = (Ai - f l ) - ( * j " I ) 
En u t i l i san t (6.1) et ( 6 .15 ' ) , on a : 
I y - I y - 1 r - y -
= H-JSj - — V £t-*k " — V £lc-*d + 1? k i UJc-il 
= ~ { - D(1.J)2 + X12 + X j 2 
+ i _ 2= D(1,k)2 _ x 2 _ J _ ^ 2 
I k - 1 I k - " 
+ J - 2= D(kJ)2 . _L S= 2 „ x 2 
I k I k - * - J 
. _ L 5 = 2 = D(k , l ) 2 + i , = = (X1.2 > X 1 2 ) } 
I * k 1 I 2 k I ^ - 1 
Finalement, on obt ient : 
Y1-V1 = D ( i , j ) 2 + — ^ = D( i , k ) 2 + — 2 = D(Ic1J)2 5 = J = D(k , l ) 2 
i i AJ
 2 i . J / 21 k v ' 21 k W k 1 
(6.16) 
La solution exacte quand elle existe 
Supposons que les I échantillons existent, c'est-à-dire peuvent être 
représentés dans un espace, la matrice ^  des produits scalaires ^ 1-Y 1 
obtenus selon la relation (6.16) est symétrique (à cause de la commutativité 
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du produit sca la i re) . De plus, e l l e est égale au produit Jf' .Jf_ de la matrice 
des coordonnées de ces échanti l lons Jf par sa transposée Jf1, donc ^ est 
semi-définie pos i t ive . 
Inversement, si _S est symétrique semi-définie pos i t i ve , l a matrice Jf des 
coordonnées des échanti l lons existent . En e f f e t , la matrice symétrique 
semi-définie posit ive jî peut s 'écr i re sous la forme : 
^ = Q' .A2.£ (6.17) 
où fir est une matrice diagonale a valeurs propres posit ives et JJ une matrice 
orthogonale. 
I l s u f f i t alors de prendre commme solution pour Jf : 
Jf/ = £' .£ (6.18) 
En résumé, la condit ion nécessaire et suff isante pour que I échanti l lons 
donnés par leur distance mutuelle puissent être représentés dans un espace 
E^  (qs 1-1} est que la matrice ^ formée selon (6.16) soi t symétrique 
semi-définie pos i t i ve . ' 
La solution donnée par (6.18) donne une représentation des échanti l lons dans 
E^. Notre ob jec t i f est de les placer au mieux dans un espace de dimension m 
p e t i t . D'après le paragraphe précédent (§6.3) , on peut déterminer les 
projections des échanti l lons représentés dans E^  sur le meil leur sous-espace 
F"1 de dimension m donnée. Les échantil lons i ( i = 1 , . . - , I ) sont alors 
représentés par les composantes des vecteurs : 
/T1 .V1 , /T2-V2 . . . . , / ¾ (6.19) 
où Xj1 et v^ sont les valeurs propres (par ordre décroissant) et vecteurs 
propres correspondants de ^ . 
En résumé, si l a matrice ^ est symétrique et semi-définie pos i t i ve , ses 
valeurs propres sont posit ives ou nul les. Dans l'espace E^  (q étant le 
nombre de valeurs propres de ^ non nulles) nous avons une représentation qui 
respecte exactement les distances entre les échant i l lons, mais q est 
généralement trop grand. Pour pouvoir effectuer une analyse v isue l le sur 
les échant i l lons, i l faut se contenter du sous-espace formé par les deux 
(éventuellement t ro is ) premiers vecteurs propres associés aux deux plus 
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grandes valeurs propres. Ce sous-espace est le meil leur espace de dimension 
deux (ou t ro i s ) pour représenter les échanti l lons. 
Dans le plan F% le i-ème échanti l lon est représenté par les i-èmes 
composantes des deux vecteurs suivants : 
La quantité d'Information retenue par les deux premiers vecteurs propres, 
est mesurée par le facteur t% : 
A, + A j 
t 2 = (6.20) 
trace {$) 
Solution approchée 
En général, la matrice ^ n'est pas semi-définie pos i t ive , même si les t r o i s 
propriétés (6.14) sont vé r i f i ées . Nous pouvons alors obtenir des valeurs 
propres négatives, dont les racines carrées donneraient des valeurs 
imaginaires. Par conséquent, i l n 'existe pas d'espace eucl idien E^ de t e l l e 
façon que les distances entre tous les échanti l lons soient exactement 
respectées. 
Comme on s' intéresse seulement aux m (m égal a 2 ou 3) plus importants axes 
factor laux, la question qui se pose est l a suivante : quelle est la 
va l i d i té de la solution approchée qui consiste a chois i r les m plus grandes 
valeurs propres posit ives et vecteurs propres associés de la matrice _S, dans 
le cas général où ^ n'est pas forcément semi-définie posit ive? 
La réponse a cette question est donnée par ce qui su i t . Cherchons une 
matrice ]_ de rang m t e l l e que 
c 'est -à-d i re une matrice 2 t e l l e que 
l l ' I l 2 " ?—. ( s (1 , j ) - t ( i , j ) ) 2 est minimum 
' » J 
D'après la décomposition d'Eckart-Young /19 / , la matrice J admet comme 
valeurs propres A1, A2, . . . . xm et ^ 1 , V2, . . . , Vn, comme vecteurs propres; 
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Figure 6.1 : Comparaison des t,„ calculés d'après (6.20) et (6.21) 
a) Mot "zéro" par 25 locuteurs et 25 locutr ices 
.20) tjj, d'après (6.21) 
0.25 
0.36 
0.43 
0,49 
0.54 
0.58 
0.62 
0.66 
0.69 
0.71 
ixe (m) 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
Valeur propre 
291814.00 
117362.05 
86470.68 
64921.58 
54887.86 
53712.87 
43016.70 
39846.72 
32803.37 
30764.01 
tfn d'aprè: 
0.27 
0.38 
0.47 
0.53 
0.58 
0.63 
0.67 
0.71 
0.74 
0.77 
26 -7748.93 0.99 0.93 
b) Mot "deux" par 25 locuteurs et 25 locutr ices 
Axe 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
14 
Valeur propre 
420344.06 
156584.16 
143648.13 
88835.56 
69986.49 
63463.53 
54865.78 
42050.13 
33957.74 
27314.53 
-18398.72 
tjj, d'aprè: 
0.35 
0.48 
0.60 
0.67 
0.73 
0.78 
0.83 
0.86 
0.89 
0.91 
0.91 
In, d'après (6.21) 
0.29 
0.40 
0.50 
0.57 
0.61 
0.66 
0.70 
0.73 
0.75 
0.77 
0.83 
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c 'es t -a -d i re , les mêmes que les m plus grandes valeurs propres posit ives et 
vecteurs propres associés de la matrice Ji. A ins i , J est une matrice 
symétrique semi-définie posit ive de rang m, qui approxime au mieux la 
matrice S^. 
Pratiquement, i l s u f f i t de re ten i r comme solution les m vecteurs propres 
associés aux m plus grandes valeurs propres posit ives de S^. En f a i t , on se 
contentera de m = 2 (éventuellement m = 3) . 
Comme J> peut «voir des valeurs propres négatives, nous définissons l ' i nd ice 
t2 comme suit : 
t2 = (6.21) 
* 1 + X 2 + ••• + A m + • " + IVI + ••• + l X q l 
O ù x r , A r + i , - - - ' ^ q s o n t d e s valeurs propres négatives. Précisons encore 
que s ' i l n'y a pas de valeurs propres négatives, (6.20) et (6.21) sont 
identiques. Les tests effectués sur des échantil lons de parole montrent 
(vo i r exemples des f igures 6.1a et 6.1b) q u ' i l y a peu de différence entre 
les t 2 calculés selon (6.20) et (6.21). Ceci est dû à l ' e f f e t négligeable 
des valeurs propres négatives de ^ . Dans les tableau 6.1a et 6.1b, nous 
avons également indiqué la premiere valeur propre négative. 
Autre approche 
Une autre approche (méthode de Kruskal) consiste "a chercher directement la 
meil leure configurat ion des I points dans l'espace de dimension f i xée . La 
distance euclidienne entre deux vecteurs ^ = ( y - j ( l ) , . . . , y ^ k ) , . . . ) et 
Xj s ( y j ( D y j ( k > . . . . ) dans Fm est 
j g (yjtk) - yj(k)): 
On cherche les y^(k) avec i = 1 I et k = 1 , . . . , m qui minimisent l a 
quantité suivante : 
I m 
ZZ (
 D ( 1 f J)Z . TZ < y i ( k ) . y ( k ) )2 J 2 
i= l k«l 
J=I 
Il s'agit donc de minimiser une fonction a I x m inconnues. C'est un 
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problème de minimisation d'une fonction non linéaire sans contrainte . Il 
existe différents algorithmes pour trouver une solution approchée /57/. 
Toutefois, la solution obtenue par ces algorithmes risque de correspondre à 
un minimum local, alors que la solution proposée par la méthode factorielle 
correspond au minimum global. 
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6.5 Résumé des étapes pour arr iver a une représentation dans le plan 
1) Former la natr ice .S à l 'a ide des 0 (1 , j ) connus selon la re la t ion (6.16). 
2) Déterminer les valeurs propres par ordre décroissant et les vecteurs 
propres correspondants. Coirne la matrice S^ est symétrique, on peut u t i l i s e r 
la méthode de la puissance Itérée valable pour les matrices symétriques / 2 / 
S P e 
1T = 11m 
P 
vi = 11m 
-
1
 P 
i rl . 
, e quelconque 
S P e 
| S P £ | 
Pour trouver Ag et ^ , on part de la matrice 
A* - I - ^ i - V i - J L ' i 
et l 'on applique de nouveau les deux re lat ions précédentes, et ainsi de 
su i te . 
3} Si on veut une représentation dans le plan on forme les vecteurs : 
/ST. ïl AJ. 12 
L'échanti l lon i est représenté par les 1-èmes composantes des deux vecteurs 
ci-dessus. 
4) Quantité d' information conservée sur les 2 premiers axes : 
*m = : : : — (6-213 
'l + A 2 + • • • + A m + • • • + i r. 
( 0 < t rn* D 
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6.6 Analyse des échantillons muUilocuteurs de parole 
Dans ce qui suit diverses expériences sont effectuées sur des échantillons 
muUilocuteurs de parole. Les échantillons sont des mots prononcés par des 
locuteurs ou des locutrices. 
Les étapes suivantes sont effectuées : 
- Pour un (ou plusieurs) mot{s) donné(s) prononcé(s) par divers locuteurs 
(trices), on obtient un ensemble de I échantillons. On détermine ensuite la 
matrice des distances D(i,j). 
- Pour arriver à une représentation des échantillons dans un plan, on 
applique les étapes décrites dans le paragraghe 6.5 
- On dessine les échantillons dans le meilleur plan F^ que l'on a trouvé. 
- Le pourcentage de la quantité d'information projetée est donné par les 
facteurs suivants : tj pour la meilleure droite de projection, t2 pour le 
meilleur plan de projection, etc. 
Rappelons encore que dans E** défini par les vecteurs propres de S, toute 
l'information est conservée (il s'agit de l'information contenue dans la 
matrice des distances D(i,j)). 
Les figures 6.2a, 6.2b et 6.2c montrent la projection des prononciations des 
mots "terminer", "zéro" et "deux" par 25 locuteurs et 25 locutrices sur le 
plan F* (le plan formé par le premier axe factoriel et le deuxième axe 
factoriel). Les locuteurs sont représentés par un triangle, et les 
locutrices par un cercle. 
Les pourcentages d'information conservée valent : 
fig.6.2a : tx = 29% t2 = 39% 
fig.6.2b : I1 = 25% t2 = 36% 
fig.6.2c : tj = 29% t2 * 40% 
Les trois figures mentionnées ci-dessus montrent clairement l'existence d'un 
groupe masculin et d'un groupe féminin. Ainsi, nous pouvons déjà dire qu'il 
faut au moins deux groupes pour représenter un mot particulier. 
La séparation entre les groupes masculins et féminins apparaît 
essentiellement sur le premier axe. Si l'on admet que la différence 
essentielle entre les hommes et les femmes se situe au niveau du fondamental 
(il y a évidemment d'autres différences), alors nous pouvons interpréter le 
premier axe factoriel comme étant "l'axe du fondamental". En fait, le 
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premler axe fac to r ie l est une combinaison des principaux facteurs ( le 
fondamental, les formants, etc) qui d i f férencient un locuteur d'une 
locut r lce . 
Les f igures 6.3a, 6.3b et 6.3c montrent la projection des prononciations des 
mots "c inq" , "sept" et "hu i t " par 50 locuteurs sur le plan F2. 
Les pourcentages d'Information conservée valent : 
f1g.6.3a : t L = 17« t 2 = 27« 
f1g.6.3b : t t = 24« t 2 = 38« 
f lg.6.3c : t j = 18« t 2 = 31« 
On peut observer la présence de groupes dans les t r o i s f igures. Ceci est dû 
naturellement a l 'existence de "types" de prononciations au sein de la 
population constituée par les clnquantes locuteurs. 
Dans le cas, par exemple, de la f igure 6.3b (mot : " h u i t " ) , i l y a des 
groupes qui représentent certainement le mot "hu i " ( le " t " n'a pas été 
prononcé ou a été perdu). 
Les f igures 6.4a, 6.4b et 6.4c montrent la project ion sur le plan F2 des 
couples de mots : 
- "deux" et "hu i t " 
- "c inq" et "sept" 
- "s ix" et "sept" 
Chaque fo is les deux mots sont prononcés par 25 locuteurs (ou par 25 
locut r lces) . 
Les pourcentages d' information conservée valent : 
fig.6.4a : tx = 33« t 2 = 42« 
fig.6.4b : tl = 17« t 2 = 30« 
fig.6.4c : t j = 25« t 2 = 36« 
Ces t ro is dernières f igures montrent l 'existence de classes de 
prononciations. Elles montrent aussi qu'une reconnaissance mult i locuteur ne 
pourra se fa i re que si l 'on arr ive a regrouper les di f férentes locutions 
dans plusieurs classes caractérist iques des di f férentes f ract ions de la 
population. 
En résumé, l ' u t i l i s a t i o n de l 'analyse fac to r i e l l e pour v isual iser les 
prononciations de mots Isolés par divers locuteurs a mis en évidence 
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rex is tence de classes de prononciations pour un même mot. 
Les classes les plus évidentes sont les 'classes masculines' et les "classes 
féminines"; el les sont probablement dues a des différences anatomiques. 
D'autre par t , nous avons montré q u ' i l existe aussi des classes de 
prononciations au sein d'une population masculine. 
Enfin nous avons montré (visuellement) que l ' u t i l i s a t i o n de plusieurs 
classes par mot pourrai t diminuer la confusion entre les mots, donc 
améliorer la reconnaissance mult i locuteur. 
La détermination automatique des classes, ainsi que leur représentant, f a i t 
l ' ob je t du chapitre suivant. 
Fig.6.2 Projection des prononciations d'un mot par 25 locuteurs et 25 
• locutr ices sur le plan déterminé par les deux premiers axes 
f ac to r i e l s . 
a) mot "terminer" 
b) mot "zéro" 
c) mot "deux" 
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Fig.6.3 Projection des prononciations d'un mot par 50 locuteurs masculins 
^ sur le plan déterminé par les deux premiers axes factoriels. 
a) mot "cinq" 
b) mot "sept" 
c) mot "huit" 
see. 
-288,-
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Fig.6.4 Projection des prononciations de deux mots isolés par 25 locuteurs 
• (ou 25 locutrices) sur le plan déterminé par les deux premiers axes 
factoriels. 
a) mots "deux" et "huit" par 25 locuteurs 
b) mots "cinq" et "sept" par 25 locutrices 
c) mots "six" et "sept" par 25 locutrices 
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7. Techniques de c lass i f i ca t i on automatique 
appliquées à la reconnaissance mult i locuteur 
7,1 Introduction 
Un système de reconnaissance mult i locuteur de la parole vise à reconnaître 
une locut ion prononcée par n'importe quel locuteur. Le problème pr inc ipal a 
résoudre est l i é à la grande var ia t ion in ter - locuteur . 
D'après l 'analyse que nous avons effectuée dans le chapitre précédent, i l 
est raisonnable d 'a f f i rmer qu'au sein d'une populat ion, i l existe un cer ta in 
nombre de classes de prononciations d'une locut ion donnée; chaque classe 
est caractér ist ique d'une f rac t ion de la population. En conséquence, nous 
envisageons de décr ire une locut ion avec un nombre l im i t é de références, 
chacune étant le représentant d'une classe. 
Pour i den t i f i e r de manière automatique les classes mises en évidence par 
l 'analyse f a c t o r i e l l e , nous u t i l i sons les techniques de c lass i f i ca t ion 
automatique. 
I l existe essentiellement deux techniques de c lass i f i ca t ion : 
1) dans les méthodes de partitionnement on cherche à regrouper les I 
éléments (dans notre cas, i l s 'ag i t des prononciations d'un mot par divers 
locuteurs) en K classes aussi homogènes que possible, et aussi dif férenciées 
les unes des autres que possible; 
2) dans les méthodes hiérarchiques on cherche a regrouper les I éléments en 
une hiérarchie de classes de plus en plus grandes. 
Les méthodes hiérarchiques sont intéressantes lorsqu'on cherche à i den t i f i e r 
une certaine structure ou un certa in ordre dans l'ensemble des éléments. 
Par contre, les méthodes de partitionnement s'imposent lorsqu'on cherche une 
caractér isat ion s ta t is t ique des I éléments en un nombre l im i t é de classes. 
C'est pourquoi seules les méthodes de partitionnement sont envisagées dans 
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ce travail. 
Dans ce chapi t re, nous développons et appliquons a la reconnaissance 
mul t i locuteur des mots isolés deux algorithmes de c lass i f i ca t ion par 
partitionnement basés sur un c r i tè re d 'opt imisat ion. Une comparaison par 
rapport a d'autres algorithmes appliqués récemment à la reconnaissance 
mult i locuteur des mots isolés /23 / , / 47 / , / 67 / , / 74 / , / 75 / est effectuée. 
Nous commençons ce chapitre par la formulation générale du problème de la 
création de références (§7.2). Ensuite, nous expliquons le principe générai 
des techniques de c lass i f i ca t ion automatique par partitionnement (§7.3). Le 
paragraphe 7.4 in t rodui t les notions mathématiques u t i l i sées par l a suite : 
dé f in i t ions des métriques, dé f in i t ions de fonctions d'homogénéité d'une 
classe, déf in i t ions du représentant d'une classe, etc. 
Le paragraphe suivant (§7.5) est consacré a l 'analyse de l 'algorithme 
d'échange basé sur une fonct ion-cr i tère (AEC). Différentes 
fonct ions-cr i tères sont déf in ies , analysées et comparées. On compare aussi 
les di f férentes méthodes pour le choix du représentant d'une classe. Enfin, 
une comparaison avec l 'algorithme 'regroupement autour de centre mobiles' 
(appelé aussi Basic Isodata ou k-means) / 8 / , / 1 5 / , / 6 7 / est effectuée. 
Le paragraphe 7.6 est consacré a l 'analyse de l 'a lgori thme séquentiel basé 
sur une fonct ion-cr i tère (ASC). Une comparaison par rapport à l 'algorithme 
séquentiel UWA /74/ , /75 / est effectuée. 
Les éléments parasites, dus à des mauvaises prononciations, peuvent 
perturber la c l ass i f i ca t i on . Une méthode pour leur él imination préalable 
est proposée dans §7.7. 
I l est bien connu que, dans un vocabulaire donné, i l y a des mots fac i les et 
d'autres plus d i f f i c i l e s à reconnaître. Dans le paragraphe 7.8, on présente 
et teste une méthode permettant l ' u t i l i s a t i o n d'un nombre variable de 
références par mot, le but étant la réduction du nombre to ta l de références 
pour un vocabulaire donné. 
En conclusion (§7.9) , nous faisons le point sur les d i f fé ren ts algorithmes 
et méthodes t ra i tés dans ce chapi t re. 
7.2 Formulation de l'apprentissage mult i locuteur 
S1 dans le cas d'un sytème monolocuteur une seule référence par mot est en 
général suf f isante, dans le cas d'un système mult i locuteur plusieurs 
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références par mot sont nécessaires. 
Nous considérons le cas de la création de références multilocuteur pour 
chaque mot de manière séparée. 
La création de références multilocuteur consìste a déterminer, à partir d'un 
ensemble de prononciations (X1, i = 1,...,1} d'un mot donné par divers 
locuteurs, un ensemble de références { Rk, k=l,...,K} , R^ étant le 
représentant d'une classe particulière Ck des prononciations du mot donné. 
Ainsi, pour un mot donné, on a : 
(X 1) » {Ck} • { Rk} avec i = 1,...,1 et k = 1.....K 
L'objectif recherché est de créer un ensemble de références valable pour le 
vocabulaire donné avec un nombre de représentants (ou références) par mot 
aussi faible que possible, et ceci pour une population la plus large 
possible. Le nombre K de références { \ , k = l...K}par mot correspond aux 
CIaSSeS(C^, k = 1...K} trouvées au sein de l'ensemble des prononciations 
(X 1, i = 1...I}. 
Le nombre de locuteurs qui utiliseront le système de reconnaissance sera 
évidemment beaucoup plus grand que le nombre de références par mot. 
A chaque classe correspond un représentant (qui est ensuite utilisé comme 
référence). Le représentant peut être soit un élément appartenant à la 
classe , soit un élément calculé selon certaines règles à partir des 
éléments de la classe. 
Le nombre de références peut être le même pour chaque mot ou variable en 
fonction du mot (§7.8). 
Exemples 
Pour bien situer le problème, nous donnons dans le tableau qui suit quelques 
exemples de choix possibles. V prononciations du mot donné par chacun des L 
locuteurs sont utilisées pour créer K représentants par mot. 
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Ensemble utilisé 
L V 
1 1 
1 5 
1 5 
100 1 
100 1 
Création de références 
K (nombre de représentants par mot) 
1 R = X 
1 R = représentant des Xv 
5 Rk = Xv (k,v = 1 5) 
100 Rk " X1 (k,i = 1,...,100) 
5 R^1 k=l,...,5, représentants 
déterminés par classification 
automatique 
7.3 Principes des méthodes de c lass i f i ca t ion par partitionnement 
Les techniques de c lass i f i ca t ion font appel a une démarche heuristique et 
non a un calcul formalisé. Alors que les valeurs des composantes des axes 
fac to r ie ls (chapitre 6) résultent de la solution d'équations, la 
détermination des classes se f a i t à pa r t i r d'une formulation heuristique. 
Soient I le nombre d'éléments et K le nombre de classes. Le nombre de ' 
par t i t ions di f férentes de I éléments en K classes est donné par l e nombre de 
S t i r l i ng de deuxième espèce /40/ : 
** K1"1 pour I grand 
exemple : 
I * 60 , K = 5 • S(60,5) = 1.7 10 4 1 
Ce nombre est évidemment trop grand pour envisager d ' u t i l i s e r une méthode, 
qui cho i s i r a i t la meilleure pa r t i t i on après un dénombrement de tous les cas 
possibles. D'où la nécessité d ' u t i l i s e r un algorithme heuristique et 
i t é r a t i f . 
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Selon l'approche u t i l i s é e , nous pouvons d iv iser les algorithmes de 
c lass i f i ca t ion par partitionnement en deux catégories : 
1) les algorithmes paral lè les (ou par échange) où les classes sont 
recherchées et produites simultanément; 
2) les algorithmes séquentiels où les classes sont recherchées et produites 
1'une après 1'autre. 
Dans la première approche, où le nombre de classes est f i xé à p r i o r i , 
l 'a lgori thme paral lè le cherche à améliorer l a pa r t i t i on en transférant les 
éléments d'une classe a l ' a u t r e . 
Dans la deuxième approche, où le nombre de classes n'est pas f i xé a p r i o r i , 
l 'a lgori thme séquentiel détermine à chaque I té ra t ion la meil leure classe 
parmi un ensemble de classes-candidates; ce l les-c i sont déterminées 'a 
l 'a ide d'un seuil de distance. Les éléments de la classe ainsi déterminée 
sont ensuite r e t i r é s , et l 'on recommence la même procédure jusqu'à ce q u ' i l 
n'y a i t plus d'éléments à classer (remarquons que l 'on peut aussi f i xe r le 
nombre de classes dans l 'a lgori thme séquentiel : le seuil de distance pour 
lequel on obt ient le nombre de classes désiré est alors déterminé 
i térat ivement) . 
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Fig.7. Ia Ensemble des éléments 
d'un même mot pour d i f férents 
locuteurs, dans l'espace des 
paramètres. 
F ig .7 . Ib I n i t i a l i s a t i o n de la 
pa r t i t i on i n i t i a l e : choix 
aléatoire des K classes 
F ig.7. Ic Résultat de 
l 'algori thme de c lass i f i ca t i on . 
F ig .7. Id Cnoix des représentants 
ae chaque classe. 
F ig .7.1 I l l u s t r a t i o n des aifférentes étapes pour la création de la référence 
mult i locuteur (algorithme para l lè le ) . 
- 125 -
7.4 Déf ini t ions 
Soit C l'ensemble des éléments X1-, i = 1 , . . . ,1 {c 'es t -à -d i re l'ensemble des 
prononciations d'un même mot). On note Cjx e t C1 deux classes (deux 
sous-ensembles) de C. On supposera, dans tout ce qui s u i t , que les classes 
sont d is jo in tes et non vides : 
Ck = Ç Y k = 1... . .K 
Ck fi C1 = 0 si k ¥ 1 
C = C1 U C2 . . . U CK 
Soit D(X^,Xj) l a distance entre les éléments X1 e t Xj {distance dynamique 
entre les matrices correspondant aux éléments X1 et X J ) , et so i t nk le 
nombre d'éléments dans la classe C^. 
7.4.1 Déf in i t ion de la métrique U ( X 1 , ^ ) 
Soit Ck une classe : 
Cj0 = { . . . , X j , . . . , X j , . . . } 
A l'élément X1 et la classe Ck nous associons la métrique générale suivante 
destinée à é tab l i r une mesure de distance entre l'élément XJ et le reste des 
éléments de la classe à laquelle i l appartient : 
L < ( x < ^ - ( ^ Ç F c k " ^ ¾ ' " , 1 / q 
Cas particuliers importants : 
1) q = 1 : LI(X11CJ1;) représente la moyenne des distances de X1 à tous les 
xr 
Z) q = 2 : Lg(X-,-,Cfc) représente la distance quadratique moyenne (rms) de Xj 
à tous les X j . 
3) q = • : U0(X1,Ck) représente la distance de l'élément Xj* a X1, X j* étant 
l'élément le plus éloigné de X1. 
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7.4.2 Défini t ions de fonctions d'homogénéité d'une classe 
Nous postulons que, si l'homogénéité d'une classe est bonne, la fonction 
d'homogénéité est pe t i t e , et vice-versa. En d'autres termes, la fonction 
d'homogénéité sera d'autant plus pet i te que la dispersion des éléments de la 
classe est pe t i t e , et vice-versa. 
Ci-dessous, sont déf inies les fonctions d'homogénéité H(Ck) appelées : 
- Minlq(Ck) 
- Moylq(Ck) 
- Maxlq(Ck). 
a) Minlq(Ck) = Min L - ( X 1 ^ ) 
Cas par t i cu l ie rs : 
1) q = 1 : Minl l (C k ) est le minimum des distances moyennes d'un 
élément à tous les autres au sein de la classe Ck . 
2) q = 2 : Minl2(Ck) est le minimum des distances rms d'un élément à 
tous les autres au sein d'une classe Ck. 
3) q =oo : Minl™(Ck) est l e minimum des maximums des distances d'un 
élément à tous les autres au sein d'une classe Ck. 
b) Koylq(Ck) - J L C L (x1 tC k ) 
nk X1- e Ck 
Notons que pour q = 1 : Moylq(Ck) est la distance moyenne entre tous 
les éléments de la classe Ck. 
c) Maxlq(Ck) =- Max L (X1.Ck) 
X1 e Ck 
Une fonction d'homogénéité H(Ck), t e l l e qu 'e l le est déf in ie ci-dessus, est 
une caractér ist ique d'une classe Ck . Si DmIn et Dmax sont respectivement l e 
minimum et le maximum des distances entre les éléments d'une classe, on a 
toujours 
OmIn s H{Ck) s Dmax 
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Les fonctions d'homogénéité déf inies sous a ) , b) et c) avec d i f férentes 
valeurs de q vont nous servir à dé f i n i r plus lo in des fonct ions-cr i tè res . 
7.4.3 Déf in i t ion du représentant d'une classe 
Nous u t i l i sons les dé f in i t i ons suivantes du représentant G(Cj1,) d'une classe 
Ck : 
a) Le représentant Ga(Ck) est l'élément qui minimise la distance moyenne 
d'un élément a tous les autres : 
Ga{Ck) = X1* / Min L 1 ( X 1 , ^ ) = L1(X1*.Ck) 
x i £ ck 
b) Le représentant Gb(C1J est l 'élément qui minimise la distance maximale 
d'un élément à tous les autres : 
Gb(Ck) = X1* / Min L10(X11Ck) = L - (X,*,Ck) 
X1 e Ck 
c) Le représentant Gc(Ck) est la moyenne des éléments dans la classe Ck, 
c 'es t -a-ò i re l'élément dont la matrice est la matrice moyenne des matrices 
Ai : 
Gç(Ck) - — C j I 1 
ni. î 
7.5 Partitionnement par l 'algori thme d'échange basé sur une fonc t ion-cr i tè re (AEC) 
7.5.1 Introduction 
Soit C1, C^. . - . , C^ une par t i t i on de C, c 'es t -à-d i re un ensemble de classes 
non vides, mutuellement d is jo in tes et de réunion égale a C. Cette pa r t i t i on 
peut être bonne ou mauvaise. Pour le savoir, on d é f i n i t une fonction 
F ( C j , . . . ,C|() qui mesure la qual i té d'une par t i t i on ( l a fonct ion F est 
appelée par la suite fonc t ion -c r i t è re ) . On supposera que la qual i té de la 
pa r t i t i on augmente quand la fonct ion-cr i tère diminue. 
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7.5.2 Description de l 'a lgori thme AEC 
L'algorithme d'échange basé sur une fonct ion-cr i tère (AEC) produit de façon 
i té ra t i ve et paral lè le un nombre K de classes; K est f i xé à p r i o r i . 
On suppose donnée une par t i t i on de départ. Lors de chaque i t é r a t i o n , un 
élément X1 est enlevé à sa classe Ck et transféré dans une autre classe C]. 
On calcule ensuite la var iat ion de la fonct ion-cr i tère résultant du 
t ransfer t de X1 de Ck dans C] . En symbole : 
AF(X i (Ck - • C1) = F(C1, . . . , C k - {X t } , . . . . C1-KX1), . . . ) 
- F(C1, . . . , Ck C1, . . . ) 
Puisqu' i l s 'ag i t de minimiser l a fonct ion-cr i tè re F, i l convient de 
transférer X1, si et seulement si : 
AF(X1,Ck - • C1) < 0 
Pour avoir la plus grande décroissance possible de la fonc t ion-c r i tè re , on 
affectera X1 â la classe C1. t e l l e que : 
UF(X1,Ck -* C1.) = MInAF(X1,Ck - + C1) 
Comme les classes doivent être non vides, on ne peut pas enlever le dernier 
élément a une classe réduite à un seul élément. Le nombre de classes 
fournies est donc exactement égal à K. On s 'arrête quand on ne peut plus 
échanger d'éléments. 
Algorithme 
1. Choisir une par t i t i on i n i t i a l e C1, Cg. • • • • * C« 
2. a) Trouver X1- appartenant à C pour lequel i l existe une 
classe C1 t e l l e que le t ransfer t de X1 de sa classe Ck 
vers la classe C1 fasse diminuer l a fonct ion-cr i tère F : 
AF(X1,Ck —» C1 ) < 0 
b) Arrêter si aucun élément n'a été trouvé : 
-V-X1EC, 1=1 K : AF(X11C1, -»- C1)S 0 
3. Transférer X1 dans la classe C]. qui donne la plus grande 
décroissance : 
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AF(X,,Ck - * - C1.) = Min AF(X1fCk -*• C1) 
4. A l ler en 2. 
7.5.3 Choix et étude des fonct ions-cr i tères 
Rappelons que dans le cas de l 'algori thme d'échange AEC, la fonct ion-cr i tère 
est une grandeur qui mesure la qual i té d'une p a r t i t i o n , c 'est -à-d i re la 
d iv is ion d'un ensemble de I éléments en K classes. 
Pour trouver la meil leure p a r t i t i o n , nous devons minimiser la 
fonc t ion-c r i tè re , cette dernière étant "a chois i r de t e l l e façon qu 'e l le 
mesure réellement la qual i té de la p a r t i t i o n . C'est pourquoi diverses 
fonct ions-cr i tères sont considérées et testées dans ce qui su i t . 
Nous définissons les t r o i s catégories de fonct ions-cr i tères suivantes : 
1} Fonctions-critères Fa 
F a l q * C Minlq{Ck) 
F a 2 q = C Moylq(Ck) 
Fa3q = 5Jp Maxlq(Ck) 
2) Fonctions-critères Fb 
F b l q = ^ - Min lq(C k ) . (n k - l ) 
Fb2q = C I Moylq(C k ) . (n k - l ) 
Fb3q = J Z Maxlq(C k ) . (n k - l ) 
3) Fonctions-critères Fc 
Fc l q = i ^ - Min lq (C k ) .n k . (n k - l ) 
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Fc2q = C Moylq(C k ) .n k . (n k - l ) 
Fc3q = Ç Maxlq(C k ) .n k . (n k - l ) 
Les fonct ions-cr i tères Fa sont directement égales à la somme des fonctions 
d'homogénéité H(Ck). 
Les fonct ions-cr i tères Fb sont égales à la somme des fonctions d'homogénéité 
H(Ck) pondérées par n k - l , nk étant le nombre d'éléments de la classe Ck. 
Enf in , les fonct ions-cr i tères Fc sont égales a la somme des fonctions 
d'homogénéité H(Ck) pondérées par n k . ( n k - l ) . 
Quelques cas par t i cu l ie rs : 
- Fa^00 est égal à la somme des minmax des classes Ck. 
- lorsque le centre de gravi té des éléments d'une classe Ck est déf in i par 
Ga(Ck), alors la somme des iner t ies des classes est identique a F b ^ 
( l ' i n e r t i e d'une classe étant déf in ie par la somme des distances de chacun 
de ses éléments à leur centre de g rav i té ) . 
- La somme des sommes de toutes les distances entre les éléments d'une 
classe est identique à Fc 2 I -
7.5.4 Analyse des d i f férentes fonct ions-cr i tères 
Pour étudier le comportement des diverses fonct ions-cr i tères u t i l i sées dans 
l 'algori thme d'échange AEC, nous avons effectué deux expériences EXPl et 
EXP2; ce sont des tests de partitionnement où un partitionnement est 
considéré comme correct s ' i l réal ise une c lass i f i ca t ion des éléments par 
locuteur. 
EXPl : 5 locuteurs et 5 locutr ices prononcent 6 fo is chaque mot du 
vocabulaire cho is i ; nous disposons ainsi de 60 éléments {prononciations} 
pour chaque mot. 
A par t i r d'une par t i t i on i n i t i a l e de 10 classes choisie de façon a léato i re, 
nous déterminons pour chacune des fonct ions-cr i tères, la pa r t i t i on optimale 
à l 'a ide de l 'algori thme AEC. 
EXP2 : Cette expérience est , à une exception près, identique à EXPl. Alors 
que dans l 'expérience précédente, chaque locuteur prononçait chaque mot l e 
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même nombre de f o i s , dans cette expérience-ci, le nombre de prononciations 
n'est pas le même pour chaque locuteur. En e f f e t , nous voulons savoir 
comment se comporte l 'a lgori thme avec les diverses fonct ions-cr i tères dans 
le cas ou les 10 locuteurs prononcent respectivement 8, 8, 6, 4 , 4, 8, 8, 6, 
4, 4 fo i s chacun des mots du vocabulaire (cas déséqui l ibré) . Dans EXP2, on 
dispose également de 60 éléments par mot. 
Soit Pr, la par t i t i on de référence, t e l l e que chacune de ses classes ne 
contient que les éléments d'un seul locuteur. Si l a fonct ion-cr i tère est 
bien adaptée, et sous l'hypothèse que la var ia t ion intra- locuteur est plus 
f a i b l e que la var ia t ion in ter - locuteur , l 'a lgor i thme do i t trouver que l a 
pa r t i t i on optimale est identique a Pr. 
Influence de la pa r t i t i on i n i t i a l e 
L'algorithme d'échange est une méthode heuristique qui permet de trouver un 
optimum l oca l , mais pas forcément l'optimum g loba l . I l est intéressant de 
voir dans quelle mesure la pa r t i t i on optimale dépend de la pa r t i t i on 
i n i t i a l e . 
La f igure 7.2 représente l 'évo lu t ion de F c ^ P f ) / F c ^ ( P r ) pour d i f férentes 
par t i t ions i n i t i a l e s . Pf est l a pa r t i t i on ( f ina le ) trouvée par 
l 'a lgor i thme, Fcji la fonct ion-cr i tè re déf in ie précédemment. 
Nous constatons que, pour di f férentes par t i t ions i n i t i a l e s , l 'a lgori thme 
donne des par t i t ions ayant des valeurs de Fc^ proches ou identiques. Dans 
les résul tats reportés sur la f igure indiquée, la pa r t i t i on f i na le obtenue 
est identique à la pa r t i t i on Pr dans quatre cas sur c inq . 
En conlusion, les tests effectués montrent que le résu l ta t f i na l est peu 
sensible au choix de la par t i t i on i n i t i a l e . 
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Fig.7.2 Effet des d i f férents choix de la pa r t i t i on i n i t i a l e sur la 
fonct ion-cr i tère Fc11 (Mot : 'zéro' ; EXPl). 
Taux de c lass i f i ca t ion correcte pour les di f férentes fonct ions-cr i tères 
Dans les tableaux de la f igure f i g .7 .3 nous donnons, à t i t r e d'exemple, les 
résul tats déta i l lés du partlonnement obtenu pour le mot 'zéro' dans le cas 
de l'expérience EXPl, pour les fonct ions-cr i tères Fa11 , Fb11 et Fc11. 
Nous pouvons fa i re les observations suivantes: 
- Le partitionnement est effectué correctement pour les fonct ions-cr i tères 
F b n et F c n 
- Pour la fonct ion-cr i tère Fa11 , l 'algorithme a tendance à mettre dans 
certaines classes très peu d'éléments, alors que le reste des éléments est 
mis dans une seule grosse classe. Souvent, les classes contiennent un seul 
élément. La par t i t i on obtenue pour de te ls c r i tè res n'est pas u t i l i sab le . 
A ins i , le choix de la fonct ion-cr i tère est très important. Dans ce qui suit 
nous allons analyser statistiquement le comportement des diverses 
fonct ions-cr i tères. 
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Mot : ' zé ro ' ; EXP1 
solution d'après AEC + F a n solution d'après AEC + F b n 
locuteur locuteur 
1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10 
1 1 - - - i 6 - - -
•c - - - 1 L - 6 
c 3 - - - - - 1 - - - . c 3 6 - - - -
1 4 - - 1 1 4 - - 6 
a 5 - - - 5 3 à 5 - - - 6 2 
s 6 - 4 s 6 6 
s 7 3 s ? 6 
e 8 - - - - 1 e 8 - - - - 4 
a 3 2 5 - 2 5 5 5 6 6 * 6 -
10 1 - - ±0 6 - -
solut ion d'après AEC + Fc,, 
1ocuteur 
1 2 3 4 5 6 7 8 9 10 
1 . . . . . . é - - -
d - - - 6 
c 3 6 - - - -
1 4 - 6 
a 5 6 - -
s 6 6 -
S 7 6 
e 8 - - - - 6 
y 6 
10 - - 6 
Fig.7.3 Exemples de partitionnement 
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Dans les expériences EXPl et EXP2, l'ensemble des éléments pour chaque mot 
est constitué par les prononciations de L locuteurs, chaque locuteur ayant 
prononcé V1 (1 = 1 , . . . ,L ) fo i s le mot. On cherche L classes à l 'a ide de 
l 'algori thme AEC en partant d'une pa r t i t i on i n i t i a l e quelconque. 
Comme nous l'avons déjà indiqué plus haut : si la var iat ion intra- locuteur 
est plus fa ib le que la var ia t ion inter- locuteur {ceci n'est pas toujours 
v r a i ) , la par t i t i on idéale est t e l l e que dans chacune des classes, i l n'y a 
que des éléments appartenant à un seul locuteur. 
Soit donc la pa r t i t i on Pr de L classes t e l l e que dans chacune de ses classes 
i l n'y a des éléments que d'un locuteur. Pr n'est pas forcément optimale au 
sens du c r i tè re cho is i . 
Nous allons dé f in i r un facteur TCC qui mesure l ' éca r t d'une par t i t ion par 
rapport à Pr. I l est c l a i r que les par t i t ions proches de Pr sont plus 
acceptables que cel les qui s'en écartent fortement. Le facteur TCC permet 
de ' juger ' la fonct ion-cr i tè re chois ie. 
Soit Vmax(Ck) le nombre maximum d'éléments appartenant à un même locuteur au 
sein d'une classe C^. On peut d i re que la classe C^  est associée a ce 
dernier locuteur. Le nombre d'éléments mis incorrectement dans la classe Cj, 
est : 
nk - Vmax(Ck) 
Le nombre total d'erreurs est 
^ ( nk - Vmax(Ck) ) 
c 'es t -à-d i re : 
I _ TZ VmaxfC,.) 
k *• 
Le taux de classification correcte est alors défini comme suit : 
TCC = ( 2 Z Vmax(Ck)) / I k R 
TCC est toujours in fér ieur ou égal a 1 (ou 100¾}. I l est égal à 1 lorsque 
la pa r t i t i on trouvée est indentique à la pa r t i t i on Pr. 
La f igure 7.4 donne la moyenne des taux de c lass i f i ca t ion correcte sur tout 
le vocabulaire pour les diverses fonct ions-cr i tères (EXPl et EXP2). 
Les résul tats indiqués dans les f igures 7.4 montrent que : 
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- Les fonct ions-cr i tères Fa.- - c 'es t -à-d i re cel les basées sur l a somme des 
fonctions d'homogénéité - donnent de 'mauvaises' par t i t ions : les 
par t i t ions obtenues, bien qu'optimales selon le c r i t è re cho i s i , ne sont pas 
u t i l i s a b l e s . Comme nous l'avons déjà i l l u s t r é dans la f igure 7.3, 
l 'a lgor i thme a tendance à mettre très peu d'éléments dans la plupart des 
classes, et le reste dans une grosse classe. 
- Les fonct ions-cr i tères Fbp_ - c 'es t -à-d i re cel les basées sur l a somme des 
fonctions d'homogénéité pondérées par le nombre d'élément de la classe -
donnent, en général, des par t i t ions proches (ou identiques} de la par t i t i on 
Pr. I l existe ainsi des fonct ions-cr i tères du type Fb qui sont bien 
adaptées dans le cas d'une c lass i f i ca t ion sur les échanti l lons de la parole. 
- Les fonct ions-cr i tères Fc__ - c 'es t -à-d i re cel les basées sur l a somme des 
fonctions d'homogénéité pondérées par n k . { n k - l ) - donnent en général aussi 
des par t i t ions proches (ou identiques) de la pa r t i t i on Pr. I l existe donc 
des fonctions du type Fc qui sont bien adaptées dans le cas d'une 
c lass i f i ca t ion sur les échantil lons de la parole. 
De façon générale, nous pouvons t i r e r l a conclusion suivante : lo rs de la 
dé f i n i t i on de la fonct ion-cr i tère d'une p a r t i t i o n , i l convient de pondérer 
la fonction d'homogénéité d'une classe par le nombre nk de ses éléments (ou 
par n k . ( n k - l ) ) . 
Notons que, si dans nos déf in i t ions la pondération apparait de facon 
e x p l i c i t e , i l est possible de dé f in i r une fonc t ion-cr i tè re où la pondération 
apparait de façon imp l i c i t e ; par exemple en déf inissant l a fonct ion-cr i tè re 
égale à la somme des sommes des distances des éléments d'une classe à leur 
centre de gravi té (s i le centre de gravi té est déf in ie par Ga(Ck) cette 
fonc t ion-cr i tè re est l a même que F b i i ) . 
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a) EXPl b) EXP2 
1 
2 
3 
1 
0.30 
0.32 
0.36 
2 
0.30 
0.32 
0.30 
co 
0.41 
0.30 
0.34 
Fapq P 
1 
2 
3 
1 
0.30 
0.32 
0.35 
2 
0.39 
0.31 
0.40 
OO 
0.40 
0.27 
0.33 
1 
2 
3 
1 
0.84 
0.82 
0.57 
2 
0.80 
0.75 
0.57 
« 
0.73 
0.75 
0.66 
Fbpq P 
1 
2 
3 
1 
0.83 
0.82 
0.71 
2 
0.59 
0.71 
0.60 
OO 
0.78 
0.75 
0.70 
1 
2 
3 
1 
0.86 
0.86 
0-41 
2 
0.84 
0.82 
0.55 
co 
0.51 
0.55 
0.60 
Fcpq P 
Fig.7.4 : Taux de c lass i f i ca t ion correcte (TCC) pour les différentes 
fonct ions-cr i tères. Les taux indiqués sont des taux moyens sur tout le 
vocabulaire; a) EXPl ; b) EXP2. 
1 
2 
3 
1 
0.80 
0.88 
0.52 
2 
0.78 
0.80 
0.55 
OO 
0.52 
0.51 
0.41 
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7.5.5 Tests de reconnaissance muUilocuteur 
A pa r t i r d'un ensemble de I éléments ( I pronononciations d'un mot par divers 
locuteurs), on crée une par t i t i on de K classes pour chaque mot. Puis, on 
détermine pour chaque classe un représentant. Les K représentants forment 
la référence mul t ip le du mot considéré. 
TST D : Le vocabulaire de test choisi est composé des mots suivants (nous 
associons à chaque mot un numéro) : 
mots 
en-avant 
en-arrière 
terminer 
zéro 
un 
deux 
trois 
quatre 
cinq 
six 
sept 
huit 
neuf 
numéro 
1 
2 
3 
4 
5 
6 
7 
e 
9 
10 
11 
12 
13 
L'ensemble des éléments u t i l i s é s pour l a création de la référence 
mult i locuteur pour un mot donné est constitué des prononciations de ce mot 
par 25 hommes et 25 femmes. Un autre ensemble, constitué par 3 
prononciations de chacun des mots du vocabulaire par 5 hommes et 5 femmes, 
est u t i l i s é pour les tests de reconnaissance. Notons bien que le 
locuteur-référence est toujours d i f fé ren t du locuteur- test . 
Les valeurs des paramètres (Annexe A) sont les suivantes : 
NAMP = Z3 
NTHP = 1 N = 20 
QUANT = 1 Nb = 1 rO = 0 r i = 2 
DMAT »*3 OVEC • 2 RANGE = 4 CDF = O 
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En cas de modif ication de la vaieur d'un paramètre, nous l ' indiquerons 
explicitement. 
La f igure 7:5 donne les taux d'erreur en fonction du nombre de références 
par mot {quant i f icat ion avec un nombre de b i t s égal a un). 
I l y a d'une part les résul tats obtenus avec des références choisies de 
façon a léato i re , et d'autre par t , les résul ta ts obtenus avec des références 
sélectionnées par l 'a lgor i thme AEC avec les fonct ions-cr i tères Fbj j et F C J I -
Le représentant d'une classe C^  est Ga(C^). 
Nous pouvons t i r e r les conclusions suivantes : 
- par rapport à un choix a léato i re, la supérior i té des performances obtenues 
avec des références sélectionnées par l 'algori thme de c lass i f i ca t ion est 
évidente. 
- nous constatons la décroissance rapide du taux d'erreur en fonction du 
nombre de références par mot (ou nombre de classes par mot). 
- bien que le nombre de classes so i t assez pe t i t ( in fé r ieur à 6) par rapport 
au nombre de locuteurs (50) part ic ipant a l 'apprentissage, on obt ient de 
bonnes performances de reconnaissance mult i locuteur. 
La f igure 7.6 compare les résul tats de reconnaissance obtenus avec un nombre 
de b i t s égal a un (Nb = 1) et un nombre de b i t s égal à quatre (Nb = 4 ) . 
Lorsque le nombre de références par mot est compris entre 2 et 5, on observe 
une supérior i té des performances obtenues avec Nb = 4 par rapport aux 
performances obtenues avec Nb = 1 . 
Mais, pour une t a i l l e de mémoire donnée, i l vaut mieux prendre un plus grand 
nombre de références avec Nb = 1 , p lutôt qu'un pe t i t nombre de références 
avec Nb = 4. En e f f e t , nous pouvons constater ( f i g .7 .6 ) que le taux 
d'erreur est deux fo i s plus pe t i t lorsque on a 4 références par mot avec 
Nb = 1 , par rapport a une référence par mot avec Nb = 4. 
Tous les tests qui suivront seront effectués avec Nb = 1 . (Rappelons que 
l 'un des buts poursuivis dans ce t rava i l est de minimiser la quantité de 
données nécessaire pour représenter un mot). 
50.0 
40.0 
10.0-
0 . 0 
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• REFERENCES SELECTIONNEES RLERTOIREMENT 
© " PRR AEC + F B l I 
3 4 
NOMBRE DE REFERENCES PPR MOT 
Fig.7.5 Taux d'erreur en reconnaissance mult i locuteur en fonction du 
nombre de classes (algorithme de c lass i f i ca t ion AEC, représentant d'une 
classe Ga(Ck)). 
30.0 
25.0-
20.0-
15.0-
10.0-
5.0-
0 . 0 
a NB. DE BITS = 1 
© NB. DE BITS = 4 
3 4 
NOMBRE DE REFERENCES PRR MOT 
Fig.7.6 Taux d'erreur en reconnaissance mult i locuteur en fonction du 
nombre de classes; comparaison entre Nb = 1 et Nb = 4; (algorithme de 
c lass i f i ca t ion AEC avec Fb. . , représentant d'une classe Ga(C.)). 
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7.5.6 Comparaison des choix du représentant d'une classe 
Soit Ck une classe et R(Ck) son représentant. Les t r o i s méthodes suivantes 
sont comparées (§7.4.3) : 
1) R(Ck) •= Ga(Ck) : le représentant d'une classe est l'élément qui minimise 
la distance moyenne d'un élément à tous les autres. 
2} R(Ck) •= Gb(C)4) : le représentant d'une classe est l'élément qui minimise 
la distance maximale d'un élément a tous les autres (c 'est le minmax bien 
connu}. 
3) R(Ck) ° Gc(Cj1) : Le représentant est l'élément égal à la moyenne des 
éléments dans la classe Ck, c 'est -à-d i re la matrice moyenne des matrices X^. 
La f igure 7.7 donne le taux d'erreur de reconnaissance mult i locuteur en 
fonction du nombre de classes dans les t ro is cas. Les résul tats montrent l a 
supérior i té de Gc(Ck) par rapport l Ga(Ck) et Gb(Ck). Ces deux dernières 
méthodes donnent des résul tats comparables avec toutefo is , un léger avantage 
pour Ga(Ck). 
Dans un cas prat ique, la méthode Gc(Ck) est lourde à appliquer et nécessite 
l a créat ion d'un nouvel élément. Les deux premières (Ga(Ck) et Gb(Ck)) sont 
beaucoup plus simples a appliquer, et surtout , u t i l i s e n t un élément qui 
existe déjà. 
30 .0 
2S.0 
S 20.2 
te 
UJ 
S 15.0 
o 
X 
5 10.0-
5.0 
0.0 
1 2 3 4 5 6 
NOMBRE DE REFERENCES PAR MOT 
F ig .7 .7 Comparaison des d i f f é ren tes méthodes pour le choix du représentant 
d'une classe (a lgor i thme de c l a s s i f i c a t i o n AEC ave F b 1 ] ) . 
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7.5.7 Comparaison entre l 'algori thme AEC et l 'a lgori thme BI 
Dans l 'a lgori thme "Basic Isodata" (BI) / 1 7 / , appelé aussi k-means, (en 
français 'regroupement autour de centres mobi les ' ) , tous les éléments sont 
transférés, a chaque i t é r a t i o n , dans la classe dont l e centre de gravi té est 
le plus proche ( le centre de gravi té d'une classe est le centre de gravi té 
de ses éléments). Quand tous les éléments ont été af fectés, on calcule les 
nouveaux centres de gravi té et l 'on passe a l ' i t é r a t i o n suivante. On 
s 'arrête quand on ne peut plus réaffecter d'éléments. 
Algorithme BI 
1. Choisir une par t i t i on i n i t i a l e C j , Cg, C^-
2. Calculer les centres de gravi té 
3. Transférer tout X1 dans la classe dont le centre de 
gravi té est le plus proche 
4. Si aucun X1 n'a été transféré : Arrêt 
Sinon : A l ler en 2. 
Le l i en entre l 'a lgori thme AEC et l 'a lgori thme BI 
Dans l 'algori thme d'échange AEC décr i t au paragraphe 7.5.2, la var ia t ion de 
la fonct ion-cr i tère qui résul te du t ransfer t d'un élément X1 appartenant à 
Ck vers C1 est : 
AF (X 1 1 C 1 ^C 1 ) 
Supposons que la fonct ion-cr i tère choisie est F b ^ . Cel le-ci mesure la 
somme des sommes des distances des éléments d'une classe a son centre de 
gravi té lorsque ce dernier est déf in i par Ga(Ck) ( i c i le centre de gravité 
d'une classe a la même s ign i f i ca t ion que le représentant d'une classe); 
Fbj i peut être réécr i te sous la forme : 
Fbll " Ç x ^ ^ W 
Si le t ransfer t d'un élément X1 de Cj1 vers C1 ne modifie que de façon 
ins ign i f iante les centres de gravi té des classes Ck et C1, alors la 
var ia t ion de la fonct ion-cr i tère est : 
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A F ( X 1 1 ^ - C 1 ) = D(X11Ga(C1)) - D(X1(Ga(Ck)) 
Dans l 'algorithme AEC, on affecte ensuite X1 à l a classe C1. pour laquelle 
D ( X 1 1 G ( C T ) ) e s t m i n i m u n i - E n d'autres termes, on affecte X1 a l a classe 
dont l e centre de gravi té est le plus proche de X1. 
Dans une grande mesure, l 'algori thme BI peut être vu comme une forme 
par t icu l iè re de l 'algori thme AEC ( lo rsqu ' i l u t i l i s e par exemple la 
fonct ion-cr i tère Fbj i ) où la mise à jour des centres de gravi té se f e ra i t à 
un rythme plus len t . Plus précisément, la mise à jour se f e r a i t seulement 
après que chaque élément a i t été exactement une f o i s candidat a l'échange). 
Et Inversement, l 'algori thme AEC peut être vu comme une forme par t icu l ière 
de l 'a lgor i thme B I , où la mise *a jour des centres de gravi te se f e r a i t après 
chaque t rans fer t . 
Le tableau suivant donne les taux de c lass i f i ca t ion correcte TCC obtenus 
dans les expériences EXPl et EXP2 par : 
- l 'algorithme AEC avec Fb1^ et Fbj«, 
- l 'algorithme BI avec le centre de gravi té déf in i par Ga(C^) et Gb(Ck) 
TCC 
AEC 
BI 
critère Fbjj 
critère Fbj„ 
c. gravité Ga(Ck) 
c. gravité Gb(Ck) 
EXPl 
0.84 
0.73 
0.67 
0.65 
EXP2 
0.83 
0.78 
0.74 
0.70 
Ce tableau montre clairement la supérior i té des résul tats de c lass i f i ca t ion 
obtenus par l 'algorithme AEC par rapport à l 'a lgori thme B I . 
La f igure 7.8 donne les résul tats de reconnaissance mult i locuteur dans les 
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cas où les références sont sélectionnées par : 
a) AEC + Fb11 avec Ga(Ck) 
b) AEC + F b u avec Gb(Ck) 
c) BI avec Ga(Ck) 
d) BI avec Gb(Ck) 
Nous pouvons remarquer que, lorsque le nombre de références par mot est 
supérieur a 2, les performances obtenues par 1'algorithme AEC sont meil leurs 
que cel les obtenues par l 'a lgori thme B I . 
25.0-
20.0-
15.8-
10.0-
5.0-
0.0-
PJ PEC + FBIl + Ga(Ck) 
*V © PEC + FBI« + Gb(Ck) 
\ A BPSIC ISODPTP + Ga(Ck) 
L \ ^ * BPSIC ISODPTP + Gb(Ck) 
3 4 
NOMBRE DE REFERENCES PPR MOT 
f i g . 7 . 8 Comparaison des résul tats de reconnaissance mult i locuteur lorsque 
les références sont sélectionnées d'une part par l 'a lgori thme AEC et d'autre 
part par l 'a lgor i thme BI . 
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7.5.8 Le point sur l 'algori thme AEC 
Nous pouvons t i r e r les conclusions suivantes : 
- L'algorithme de c lass i f i ca t ion par échange basé sur l 'opt imisat ion d'une 
fonct ion-cr i tère judicieusement choisie permet de trouver les groupes de 
prononciations au sein d'une population. Les fonct ions-cr i tères du type 
Fbpg ou FCpq (avec p = 1 , 2 et q = 1 , 2) conviennent. 
- Les performances de reconnaissance obtenues avec des références 
sélectionnées par l 'algori thme de c lass i f i ca t ion sont nettement meilleures 
que cel les obtenues avec comme référence un choix aléatoire d'éléments. 
- Avec un nombre de références égal "a 5 (ces dernières étant sélectionées 
par l 'algorithme AEC avec Fb et Ga(C^J), on ramène le taux d'erreur en 
reconnaissance mult i locuteur à environ 6 Ï . 
- Les résul tats obtenus avec l 'algori thme AEC sont meil leurs a ceux obtenus 
avec 1'algorithme B I . 
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7.6 Partitionnement par l 'algori thme séquentiel basé sur une fonct ion-cr i tè re (ASC) 
7.6.1 Principe 
Dans l 'algorithme ASC on procède de façon i té ra t i ve et séquentielle : les 
classes sont créées l 'une après l ' a u t r e ; à chaque i té ra t ion on cherche la 
meilleure classe parmi les classes-candidates. Les éléments de la meilleure 
classe sont alors soust ra i ts , et l 'on continue la procédure jusqu'à ce q u ' i l 
n'y a i t plus d'éléments a classer. 
A chaque i téra t ion in terv ient un seuil de distance, pour l a création des 
classes-candidates. 
Dans l 'algorithme séquentiel , le nombre de classes n'est en principe pas 
f i xé a p r i o r i ; par contre, le seuil de distance do i t l ' ê t r e . On peut 
toutefois f ixer le nombre de classes a p r i o r i , mais i l faut alors déterminer 
itérativement le seuil de distance af in d'obtenir le nombre de classes 
désiré. 
Le principe de l 'a lgor i thme séquentiel est i l l u s t r é par l'organigramme 
suivant : 
k = 0 , C = C 
k = k+1 
trouver la meilleure classe dans C 
c
' • c - ck 
— • h 
n o n \ j * 
joui 
f in 
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7.6.2 Description de l 'algori thme ASC 
A chaque i t é r a t i o n , des classes-candidates sont créées. Une 
classe-candidate est déf in ie par l'ensemble des éléments Xj appartenant à C 
( C est l'ensemble des éléments qui restent a classer) situés autour d'un 
élément X1, et t e l l e que la distance 0(X1,Xj) est infér ieure à un seuil de 
distance T. I l y a autant de classes-candidates que d'éléments X1 dans C . 
La meil leure classe est déf in ie comme su i t : parmi l'ensemble des 
classes-candidates, on cherche ce l le qui optimise une fonc t ion-c r i tè re . 
L'algorithme ASC 
Soit A(X1) l a classe-candidate associée a X1 pour un seuil de distance donné 
T : 
A(X1) = { XjE C / D(X i (Xj) < T } 
et so i t F(A(X1)) une fonct ion-cr i tère (remarquons que la fonct ion-cr i tère 
est déf in ie sur une seule c lasse). On supposera que F est pe t i t s i 
l'homogénéité est grande et vice-versa. La descript ion complète de 
l 'a lgori thme ASC est la suivante: 
1. I n i t i a l i s a t i o n : 
k = 1 (k-ième classe) 
C=C ( le reste est égal à l'ensemble de tous les échanti l lons) 
2. Pour tout X 1 EC trouver l a classe-candidate A(X1) : 
A(X1) = { Xj e C te l que D(X11Xj) < T ) 
3. Déterminer la classe-candidate qui minimise la fonct ion-cr i tère F : 
Ck = A(X1*) / F(A(X1*)) S F(A(X1)) ¥ X1 e C 
4 . C = C - Ck 
5. Si C *= $ : k = k+1 et aller en 2. 
Sinon : fin 
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7.6.3 Choix et étude de fonct ions-cr i tères pour l 'a lgori thme ASC 
Choix 
Les fonct ions-cr i tères sont déf inies sur l a base des fonctions d'homogénéité 
M i n l l , Mini» , Moyll (§7.4.2) et le nombre d'éléments nA de la 
classe-candidate A. 
Fl = Minl l (A) 
F2 = Mini« (A) 
F3 = Moyll (A) 
F4 = Minl l (A) + Mini» (A) 
F5 = (Minl l (A) + Mini« (A)) / n f l 
F6 = 1 / nA 
Le choix de ces fonctions est motivé comme sui t : 
- Avec F l , F2, F3, F4 on peut comparer d i f férentes fonct ions-cr i tères qui 
sont directement basées sur des fonctions d'homogénéité. 
- Avec F4, F5 et F6 on peut évaluer les e f fe ts séparés ou combinés d'une 
fonct ion d'homogénéité déf in ie par Min l l (A) + Mini« (A) et du nombre 
d'éléments n^ de la classe. 
Nous cherchons des classes qu i , en plus du f a i t qu'el les doivent être très 
homogènes, contiennent l e plus grand nombre possible d'éléments. C'est 
pourquoi nous avons déf in i la fonction F5 qui est proport ionnelle à 
Min l l (A) + Mini« (A) et inversement proportionnelle au nombre d'éléments n^ 
de l a classe-candidate A. 
Enf in, pour voir l ' e f f e t isolé de n f t , nous avons déf in i F6 qui est égale à 
l ' inverse du nombre d'éléments n^ 
Etude des fonct ions-cr i tères 
Soit l 'expérience suivante : 
EXP3 : 5 locuteurs et 5 locutr ices prononcent 6 fo is chaque mot du 
vocabulaire choisi (idem a EXPl); on dispose ainsi de 60 échanti l lons pour 
chaque mot. Pour un seuil de distance donné T, on cherche alors une 
pa r t i t i on a l 'a ide de l 'a lgori thme ASC ayant une fonct ion-cr i tère comme 
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déf ln ie ci-dessus. 
Comme pour l 'algorithme AEC, on prend comme par t i t i on de référence la 
pa r t i t i on Pr où toutes les classes ne contiennent que les éléments d'un seul 
locuteur. Pour un seuil de distance T judicieusement choisi et sous 
l'hypothèse que la var ia t ion intra- locuteur est plus fa ib le que la var iat ion 
in ter - locuteur , on do i t (s i l 'algori thme est ef f icace) obtenir l a pa r t i t i on 
Pr, c 'est -a-d l re 10 classes contenant chacune 6 échanti l lons appartenant à 
un même locuteur. 
Les "autres par t i t ions seront jugées par rapport à Pr au moyen du taux de 
c lass i f i ca t ion correcte TCC déf in i c i -après. 
Déf in i t ion du taux de c lass i f i ca t ion correcte TCC 
Dans le cas de EXP3, pour un seuil donné T, le nombre de classes trouvé 
n'est pas forcément égal au nombre de locuteurs. Les classes obtenues sont 
ordonnées de t e l l e façon que l 'on a i t : 
Ca^(C1) 2 Card(C2)ä . . - > Card(CK) 
où Card(Cj1.) est le cardinal de C^  (nombre d'éléments dans la classe), et K 
le nombre de classes trouvé avec le seuil donné T. 
Soit L le nombre de locuteurs ayant par t ic ipé au test EXP3 et I le nombre 
to ta l d'éléments. TCC est alors calculé comme sui t (voir §7.5.4) : 
K' 
TCC = ^ VmaxfC,,) / I 
K' = MIn (L,K) 
Ainsi, dans la définition de TCC, on ne tient compte que des K' plus grandes 
classes. 
Résultats 
La f igure 7.9 donne le taux TCC en fonction du seuil de distance T pour les 
t r o i s fonctions F4, F5 et F6 (mot choisi : ' zé ro ' , EXP3). Les conclusions 
suivantes s'imposent : 
- supérior i té de F4 par rapport à F5 et F6 
- pratiquement pas de différence entre F5 et F6; ceci est dû a l ' e f f e t 
prépondérant de l / n A dans F5. 
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100.e 
SEUIL DE DISTANCE 
F1g.7.9 : Taux TCC dans le cas de Ta lgor i t fme ASC avec F4, F5, F6 (mot : 
ze'ro ; EXP3) 
Le tableau de la f igure 7.10 donne, pour chacune des fonct ions-cr i tères F l , 
F2, F3, F4, F5 et F6, l a moyenne des TCC maximum (TCCmax) des d i f férents 
mots du vocabulaire, ainsi que l 'écar t - type de TCCmax ( le TCCmax est obtenu 
en faisant varier le seuil par pe t i t pas). 
Nous pouvons constater : 
- que les fonct ions-cr i tères F l , F2, F3 et F4, basées uniquement sur des 
fonctions d'homogénéité, donnent des résul tats s imi la i res , avec un léger 
avantage pour Fl 
- que F l , F2, F3 et F4 sont supérieures a F5 et F6, ces deux dernières 
faisant Intervenir l e nombre d'éléments de l a classe. 
- q u ' i l n'y a pratiquement pas de dif férence entre F5 et F6; ceci est 
certainement dû à l ' e f f e t dominant de nA dans F5. 
En conclusion, 1'algorithme séquentiel ASC donne de meilleures performances 
lorsque la fonct ion-cr i tère est basée uniquement sur une fonction 
d'homogénéité. 
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TCCm ax 
Eca r t - t ype 
F l F2 F3 F4 F5 F6 
79.2 78.6 79.1 79.5 73.3 73.3 
8.2 9.8 8.8 8.8 9.9 9.9 
Fig.7.10 Moyenne des TCC maximum (en %) et leurs écart-types pour les 
fonctions F l , F2, F3, F4, F5 et F6 (a lg . : ASC , EXP3). 
7.6.4 Comparaison de l 'algori thme ASC avec l 'algort ihme UWA 
Comme l 'algori thme ASC, UWA / 7 4 / , /75/ est un algorithme séquentiel, 
c 'es t -a-d i re qu ' i l crée les classes l'une après l ' a u t r e , et nécessite la 
f i xa t i on a p r io r i d'un seuil de distance. 
Soit C l'ensemble des éléments qui restent à classer et GQ son centre de 
g rav i té . Dans l 'a lgor i thme UWA, la première classe-candidate est déterminée 
par l'ensemble des éléments qui se trouvent à une distance inférieure à T de 
son centre de gravi té GQ. La détermination du centre de gravi té Gi de cette 
première classe-candidate permet de d é f i n i r , avec le même c r i t è re de seu i l , 
la deuxième classe-candidate. Le centre de grav i té G? de cet te dernière 
permet de déterminer la troisième classe-candidate, et ainsi de sui te. On 
s'arrête quand deux centres de gravité successifs sont les mêmes, ou lorsque 
on dépasse un certain nombre (tmax) d ' i t é r a t i o n s ; la k-ième classe est 
alors la dernière classe-candidate obtenue. 
L'algorithme UWA u t i l i s é dans / 2 3 / , / 7 4 / , /75/ peut être décr i t comme sui t : 
1 . I n i t i a l i s a t i o n : 
k = 1 (k-ième classe) 
C = C 
2. a) t = 0 ( indice de l ' i t é r a t i o n ) 
b) calculer le centre de gravi té de C : Gt 
c) Déterminer l a classe-candidate A : 
A = (X1-E C te l que D(Gt1X1) < T } 
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e) t = t + 1 
f) Déterminer le centre de gravité de A : Gt 
h) Si { Gt •= Gt-1 ou t > tmax ) : Ck = A et aller en 3. 
Sinon : aller en c) 
3. C=C- CL 
4. Test d 'ar rê t 
Si C M 
Sinon 
k = k+1 et a l le r en 2. 
f i n 
Remarque : 
- Le centre de gravi té d'un sous-ensemble ( C ou A ) est déterminé a l 'a ide 
de Mini» - ou minmax - (§7.4.3) . 
Comparaison des TCC pour les algorithmes ASC et UWA 
- Nous pouvons d i re que l 'a lgori thme UWA est un cas pa r t i cu l i e r de 
l 'a lgor i thme ASC dans 1a mesure où le nombre de classes-candidates envisagé 
par UWA est plus p e t i t que celu i envisagé par ASC. 
La f igure 7.11 donne le taux de c lass i f i ca t ion correcte maximum TCCmax 
obtenus pour les d i f fé ren ts mots par les algorithmes ASC + F2 et UWA (nous 
avons choisi l a fonction F2 égale à minmax(A) dans l 'a lgori thme ASC, car 
dans l 'a lgori thme UWA le centre de gravi té est déterminé par le minmax). On 
peut constater que la courbe correspondant à ASC + F2 est toujours au-dessus 
de ce l le correspondant a UWA. A ins i , ASC est supérieur a UWA pour tous les 
mots du vocabulaire cho is i . 
A t i t r e de comparaison avec les résul tats obtenus avec l 'a lgor i thme ASC et 
donnes dans la f igure 7.10, on obtient avec l 'a lgor i thme UWA un TCCmax moyen 
égal a 73.5% avec un écart-type de 9.9. 
Donc, d'après les tests de c l ass i f i ca t i on , où le meil leur partitionnement 
est en principe connu à p r i o r i , l 'algori thme ASC (avec une fonct ion-cr i tè re 
basée sur une fonction d'homogénéité) est supérieur a l 'a lgori thme UWA. 
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F i g . 7 . 1 1 TCC maximum pour l es a lgor i thmes ASC + F2 e t UWA 
Nous a l l o n s v o i r c i - a p r è s l e u r s performances r e s p e c t i v e s en reconnaissance 
mult i locuteur. 
7.6.5 Tests de reconnaissance multi locuteur 
Les conditions du tes t sont les mènes que cel les décri tes dans §7.5.5 
Dans les deux algorithmes ASC et UHA, le seuil de distance pour chacun des mots 
est choisi de t e l l e façon que l 'on obtienne le plus grand nombre de classes, 
mais au maximum K classes par mot (K valant successivement 6, 5, 4 1). 
La f igure 7.12 donne le taux d'erreur obtenu par les algorithmes ASC avec Fl 
et UHA. 
Les résul tats reportés sur cette f igure montrent ; 
- la supérior i té de l 'a lgori thme ASC par rapport à l 'a lgori thme UWA. 
- comme dans les cas des algorithmes AEC et 61 (§7.5) , la décroissance du 
taux d'erreur en fonction du nombre de classes. 
Par a i l l eu rs , les résul tats obtenus par ASC et UWA sont meil leurs que ceux 
obtenus avec un choix aléatoire des références (voir f i g . 7 . 5 ) . 
Nous avons donc montré que l 'app l icat ion de l 'algorithme séquentiel basé sur 
une fonct ion-cr i tère judicieusement choisie (ASC) pour l a création des -
références mult i locuteur permet d'améliorer de façon s ign i f i ca t i ve la 
reconnaissance mult i locuteur. En outre, i l donne de meil leurs résul tats que 
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1'algorithme UWA /23 / , / 74 / , / 75 / précédemment u t i l i s é en reconnaissance 
mul t i locuteur . 
30.0 
25.0-1 
20.0^ 
15.BH 
10.0H 
5.0H 
0.0 
E REFERENCES SELECTIONNEES PRR ASC 
0 REFERENCES SELECTIONNEES PRR UMR 
• * 
2 3 4 5 
NOMBRE DE REFERENCES PRR MOT 
Fig.7.12 Taux d'erreur en reconnaissance mult i locuteur en fonction du nombre 
oe références par mot obtenues par les algorithmes ASC et UWA. 
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7.7 Elimination des isolés 
Dans un ensemble de prononciations d'un mot par plusieurs locuteurs, i l peut 
y avoir des 'mauvaises' prononciations. Les causes en sont par exemple : 
- un claquement de lèvres au début ou à l a f i n d'un mot, 
- les bru i ts et les sons produits par l'environnement. 
Si l a prononciation du mot est perturbée uniquement a son début ou à sa f i n , 
l 'a lgori thme de calcul de la distance entre deux prononciations proposé dans 
§3.6 permet d'él iminer les e f fe ts négatifs que pourrai t introduire cette 
"mauvaise prononciation". 
Par contre, si le b ru i t a l i eu 'au m i l i eu ' de la prononciation, ce l le -c i 
peut perturber de façon s ign i f i ca t i ve l 'a lgori thme de c l ass i f i ca t i on . Avant 
d'appliquer l a c lass i f i ca t ion automatique pour la création des références 
mul t i locuteur , nous devons détecter et éliminer ces "mauvaises 
prononciations". 
Appelons iso lé , ou mauvaise prononciation, un élément d'un ensemble qui est 
éloigné de tous les autres éléments de l'ensemble. La détection des isolés 
est basée sur la distance d'un élément a son vois in le plus proche qui est 
grande dans le cas d'un i so lé . 
Nous admettons que deux 'mauvaises' prononciations sont éloigées l'une de 
1'autre. 
Pour chacun des I éléments (c 'es t -à-d i re les I prononciations d'un mot donné 
par divers locuteurs), on détermine la distance minimale aux 1-1 éléments 
restants: 
Dmin(i) = Min D ( i , j ) 
1=1 I 
i*J 
Un élément i est iso lé s i : 
Dmin(i) > Dmin + s 
où 0min est la valeur moyenne des Dmin{i) et s leurs écarts-types. 
Les f igures 7.13a et 7.13b donnent les résul tats de reconnaissance 
mult i locuteur obtenus sans et avec re je t des isolés (selon l a méthode 
proposée ci-dessus). Les remarques suivantes peuvent être fa i tes : 
- dans le cas de l 'algori thme AEC, les résul tats obtenus sans et avec re je t 
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des isolés sont très proches. 
- dans le cas de l 'a lgori thme ASC, les résul ta ts obtenus avec re je t des 
isolés sont légèrement supérieurs. 
Nous pouvons conclure d'après ces résu l ta ts , que l 'algori thme d'échange AEC 
est moins perturbé par les isolés que l 'a lgor i thme ASC. 
3 0 . 0 
2 5 . 0 -
2 20 -0 
o: 
LU 
gj 1 5 - 0 H 
X 
i 10.0-
5 . 0 -
0 . 0 
AEC - SPNS REJET DES ISOLES 
AEC - OVEC REJET DES ISOLES 
Fig.7.13a 
3 4 
NOMBRE DE REFERENCES PRR MOT 
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• ASC - SPNS REJET DES ISOLES 
O ASC - AVEC REJET DES ISOLES 
3 4 
NOMBRE DE REFERENCES PRR MOT 
Fig.7.13b 
Ai 
Fig.7.13 Taux d'erreur en reconnaissance mult i locuteur en fonction du nombre 
de références par mot obtenues par les algorithmes : 
a} AEC sans et avec re je t des isolés 
b) ASC sans et avec re je t des isolés 
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7.8 Nombre variable de références par mot 
Dans un environnement mult i locuteur et pour un vocabulaire donné, i l existe 
des mots ' f a c i l e s ' à reconnaître et d'autres plus ' d i f f i c i l e s ' a 
reconnaître. Si dans un syteme de reconnaissance automatique le nombre 
to ta l de références pour tout le vocabulaire est f i x é , i l est plus judicieux 
d'assigner un nombre plus grand de références pour les mots d i f f i c i l e s à 
reconnaître, et un nombre plus pe t i t pour les mots fac i les a reconnaître. 
La f igure 7.14 donne la matrice de confusion des mots du vocabulaire 
comprenant les dix ch i f f r es . Le locuteur-référence est toujours d i f fé rent 
du locuteur- test . Le test a été effectué pour une population comprenant 25 
hommes et 25 femmes, et où chaque locuteur est pr is comme 
locuteur-référence, les autres constituant les locuteurs-tests. 
Nous pouvons constater qu'effectivement, le nombre de confusions, donc 
d 'erreurs, est très variable en fonction du mot. Ce nombre est minimum pour 
le mot ' s i x ' et maximum pour le mot ' c i n q ' . ' 
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Fig.7.14 : Matrice de confusion des dix ch i f f res avec 25 hommes et 25 
femmes. Le locuteur-référence est d i f fé ren t du locuteur- test . 
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L'idée est d 'a t t r i buer a chaque mot un nombre de références 
proportionnel au taux d'erreur de ce mot, le nombre to ta l des 
références pour tout le vocabulaire restant inchangé. 
Soit Er(m) le taux d'erreur obtenu pour le m-ième mot, Er le taux 
d'erreur sur tout l e vocabulaire et K le nombre moyen de références par 
mot. Nous fixons le nombre de références K(m) pour le m-ième mot corme 
suit : 
«„> . J £ > . (K-I) • l 
Er 
A t i t r e d'exemple, les K{m) qu'on obtient avec les résul tats de la 
f igure précédente et avec K = 5 sont les suivants : 
m 
K(m) 
0 
4 
1 
6 
2 
4 
3 
3 
4 
S 
5 
8 
6 
2 
7 
7 
8 
7 
9 
4 
A ins i , on affecte au mot ' s i x ' le nombre minimal de classes (K(6) = 2) , 
et au mot ' c inq ' le nombre maximal (K(5) = 8 ) . 
La f igure 7.15 donne les résul tats de reconnaissance lorque les 
références sont sélectionnées a l 'a ide de l 'a lgori thme ASC dans les cas 
suivants : 
- même nombre de références par mot 
- nombre variable de références par mot 
- nombre variable de références par mot avec re je t des Isolés. 
Les résul tats obtenus dans le cas où le nombre de références par mot 
est variable sont meil leurs que le cas où l 'on a le même nombre de 
références par mot. 
En f a i t , l ' u t i l i s a t i o n d'un nombre variable de références par mot 
permet d'obtenir les mêmes performances pour tout le vocabulaire, mais 
avec un nombre to ta l de références plus p e t i t . 
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une autre approche Intéressante serait la suivante : en utilisant un 
algorithme séquentiel et en se basant sur un seuil de distance 
identique pour tous les mots du vocabulaire, on trouve un nombre de 
classes variable par mot. 
3 8 . 0 
25 .0 -
5 . 0 -
0 . 0 
• PSC 
(T) PSC + NB. 
A RSC + NB. 
VRRIPBLE DE REF. 
VARIABLE DE REF. 
PRR MOT 
+ REJET ISOLE 
2 3 4 5 
NOMBRE MOYEN DE REFERENCES PRR MOT 
Fig.7.15 Comparaison des résul tats en reconnaissance mult i locuteur 
entre un nonrnre de références f ixe par mot et un nombre de références 
variable par mot. 
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7.9 Conclusion 
Dans ce chapi t re, nous avons étudié et mis au point une série de 
méthodes qui nous permettent, à pa r t i r d'un ensemble de prononciations 
d'un vocabulaire donné par divers locuteurs, de déterminer les groupes 
typiques pour chaque mot, puis leurs représentants. Ces derniers sont 
ensuite u t i l i sés comme référence mult i locuteur. 
Les conclusions Importantes sont les suivantes : 
1) pour les algorithmes basés sur une fonc t ion-c r i tè re , i l est 
important de chois i r judicieusement cette fonction pour obtenir des 
classes u t i l i sab les . Pour l 'a lgori thme AEC, les fonctions du type Fb 
ou Fc sont bien adaptées. Pour l 'algorithme ASC, les 
fonct ions-cr i tères basées directement sur une fonction d'homogénéité 
donnent de meilleurs résu l ta ts . 
2) Les tests de reconnaissance montrent de façon évidente que les 
références obtenues à l 'a ide d'un algorithme de c lass i f i ca t ion donnent 
de meil leurs résul ta ts que des références choisies de façon a léato i re. 
3) Les résul tats de reconnaissance sont meil leurs lorsqu'on u t i l i s e un 
algorithme basé sur une fonct ion-cr i tère (par exemple AEC avec Fbji ou 
ASC avec F l ) . 
4) Les résul tats de reconnaissance obtenus avec AEC sont légèrement 
meilleurs que ceux obtenus avec ASC. 
5) Pour le choix du représentant d'une classe, la méthode moy (moyenne 
des éléments) donne de meil leurs résul tats que les méthodes H in l l ou 
Mini» . En pratique, la méthode H in l l qui est légèrement supérieure a 
Mini™ est préférable, car plus simple à mettre en oeuvre. 
6) L ' u t i l i sa t i on d'un nombre variable de références par mot permet de 
diminuer le nombre tota l de références pour tout le vocabulaire, sans 
détériorat ion des performances. 
-161-
Conclusion générale 
Les méthodes développées dans ce travail comprennent d'une part, les 
méthodes de traitement et de compression de données relatives au signal 
acoustique d'un mot, et d'autre part les méthodes de reconnaissance 
multilocuteur. 
A la suite de l'analyse spectrale à court-terme, les algorithmes de 
traitement et de compression de données sont décrits comme une suite 
d'opérations à effectuer : compression temporelle, normalisation en 
amplitude par zone et quantification. Chaque opération peut être ajustée 
par l'intermédiaire d'un ou plusieurs paramètres. 
Nous montrons, dans le cas d'un petit vocabulaire, que par un choix 
judicieux des paramètres, on peut réduire considérablement la quantité de 
données par mot sans dégradation significative des performances. 
La reconnaissance multilocuteur a été abordée selon plusieurs approches : 
le recalage fréquentiel, l'adaptation au locuteur et la création de 
références multilocuteur. 
Les méthodes de recalage fréquentiel permettent surtout d'améliorer la 
reconnaissance inter-genre. Par contre, aucune amélioration n'est obtenue 
dans le cas de la reconnaissance intra-genre. 
La méthode d'auto-adaptation au locuteur qui est un mécanisme souple 
d'apprentissage est bien adaptée à des petits vocabulaires et aux systèmes 
portables. 
En ce qui concerne la troisième approche, la partie essentielle de ce 
travail, nous avons d'abord montré par une analyse factorielle que les 
prononciations d'un même mot par un grand nombre de locuteurs se regroupent 
dans un nombre limité de classes. 
Nous avons ensuite développé et appliqué deux algorithmes de classification 
basés sur une fonction-critère (AEC et ASC), en vue de la détermination des 
références multilocuteur. Nous avons défini toute une série de 
fonctions-critères et montré celles qui sont bien adaptées au cas de la 
parole. 
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Les tests de reconnaissance ont montré l'avantage des algorithmes basés sur 
une fonct ion-cr i tère par rapport à d'autres algorithmes déjà appliqués au 
domaine de la reconnaissance mult i locuteur de la parole. 
Finalement, nous avons montré que l ' u t i l i s a t i o n d'un nombre variable de 
références par mot permet de réduire le nombre to ta l de références pour tout 
le vocabulaire sans détér iorat ion des performances. 
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Annexe A 
Paramètres du traitement numérique et du calcul de distance 
Normalisation temporelle (NTMP) : 
NTMP = 1 Normalisation l inéa i re 
2 Normalisation curv i l igne 
N Longueur de normalisation 
Normalisation en amplitude (NAMP) : 
NAMP = ZO Norm, en amplitude globale 
Zl Norm, en amplitude par l igne 
Z2 Norm, en amplitude par demi-colonne 
Z3 Norm, en amplitude par colonne 
Z4(LF,LT) Norm, en amplitude par zone de longueur 
f réquent ie l le LF et de longueur temporelle LT 
Quantif ication (QUANT) : 
QUANT = 1 Quanti f icat ion l inéa i re 
2 Quantif ication logarithmique 
Nb Nombre de b i t s 
r0 Valeur, dans la matrice non quant i f iée, 
à laquel le correspond la valeur quanti f iée 
nu l l e . rO est rapporté a la valeur moyenne 
de la matrice non quant i f iée. 
r i Valeur, dans la matrice non quant i f iée, 
à laquel le correspond la valeur quanti f iée 
maximale, ru est rapporté à la valeur moyenne 
de la matrice non quant i f iée. 
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Oistances entre deux matrices (DHAT) : 
DMAT = 1 Distance l inéa i re simple 
2 Distance l inéa i re avec déplacement global 
3 Distance dynamique 
DVEC = 1 Distance entre vecteurs-fréquences selon la 
re la t ion (3.1) 
2 Distance entre vecteurs-fréquences selon la 
re la t ion (3.2) 
RANGE Largeur de la fenêtre dans le cas de la distance 
dynamique, ou déplacement global maximum dans le cas 
de la distance l i néa i re . 
CDF = 1 On impose que les débuts et f i ns de deux mots à 
comparer coïncident (cas de la distance dynamique). 
0 Pas de contraintes. 
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Annexe B 
Glossaire 
signal acoustique : forme électr ique du son à la sor t ie du microphone. 
analyse acoustique : caractérlsation de la var ia t ion temporelle du spectre 
d'amplitude. 
cogn i t i f : ayant t r a i t à la s ign i f i ca t ion du langage et plus 
généralement à la connaissance du monde. 
classe : ensemble d'éléments ayant des t r a i t s s imi la i res . 
Un mot peut être décr i t par une seule classe 
dans le cas d'un système monolocuteur et par plusieurs 
classes dans le cas d'un système mult i locuteur. 
diphoneme : association de deux phonèmes. 
fondamental : fréquence correspondant à la v ibrat ion des cordes 
vocales. 
formant : fréquence correspondant à une résonnance du conduit 
vocal. 
lexique : les mots du vocabulaire d'une langue. 
locuteur : le locuteur est le sujet qui par le. 
locuteur-test : locuteur à qui appartient les mots-tests. 
locuteur-référence : locuteur à qui appartient les mots-références. 
matrice brute : représentation mat r ic ie l le du signal à la sort ie de 
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Tanalyseur acoustique. 
mot : son ou groupe de sons. 
mot Isolé : mot prononcé de façon i so lé . 
mots enchaînés : séquence isolée de quelques mots prononcés de façon 
continue. Le nombre maximum de mots est f i xé et p e t i t . 
mot-référence : forme t ra i tée d'un mot se trouvant dans le d ic t ionnai re . 
mot-test : forme t ra i tée d'un mot inconnu 
phoneme : son élémentaire d'un langage (en français i l y en a une 
t renta ine) . 
pragmatique : étude des corrélat ions des formes l inguist iques et des 
variables s i tuat ionnel les. 
prosodie : concerne la mélodie, le rythme et l ' i n t ens i t é de la 
voix. 
sémantique : étude des mots considérés dans leur s ign i f i ca t i on . 
syntaxe : par t ie de la grammaire qui t r a i t e de la fonct ion, la 
disposit ion des mots et des propositions dans ta phrase. 
vecteur-fréquence : ensemble des valeurs de sor t ie des K canaux de 
l 'analyseur spectral à un instant d'échantil lonnage. 
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