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Abstract
For the continuous-time and the discrete-time three-state hidden Markov model,
the flux of the likelihood function up to 3-dimension of the observed process is
shown explicitly. As an application, the sufficient and necessary condition of
the reversibility of the observed process is shown.
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1 Introduction
There has been a large amount of literature published on the time reversibil-
ity in probability, such as References [1, 2, 3, 4, 5, 6, 7, 8], which are mainly
about the Markov processes and the semi-Markov processes (or Markov renewal
processes). In the case of a Markov process with finite state (discrete time or
continuous time), Kolmogorov’s criterion for time reversibility is well-known. In
the References [9, 10, 11, 12, 13], they examined time reversibility in the context
of a univariate stationary linear time series (Gaussian or non-Gaussian) and of
multivariate linear processes.
In Reference[14], for the hidden Markov model, it is shown that the re-
versibility of the observed process is not equivalent to that of the underlying
Markov chain, i.e., if the underlying Markov chain is reversible, then the ob-
served process is reversible too, however, if the Markov chain is irreversible,
then the observed process is either reversible or irreversible. In Reference [15],
the necessary and sufficient conditions for reversibility of hidden Markov chains
on general (countable) spaces are obtained, however, the reversibility therein is
concerning the complete process, i.e., the bivariate stochastic process containing
both the underlying process and the observed process. That is to say, the above
two types of reversibility of the hidden Makov model are different completely.
In the present paper, for continuous-time three-state Markov processes, we
calculate the flux of the likelihood function (joint probability distribution) of the
observed process. As an application, the sufficient and necessary condition of
the reversibility of the three-state hidden Markov model is shown (in the sense
of [14], not in the sense of [15]). In fact, besides the reversibility of the underly-
ing Markov process, the reversibility of the observed process is distinguished by
whether the state-dependent probability matrix is regular (Definition 3.2, The-
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orem 3.4). We illustrate by an example that one cannot detect irreversibility in
some cases by comparing directional moments like that used in [14, p104].
We have also investigated the discrete-time three-state hidden Markovmodel.
Since the method is similar to the continuous-time case, we list the conclusions
in Appendix (Section 4) and omit most of the proofs. For the discrete-time
case, the reversibility is also related to whether zero is an eigenvalue of the 1-
step transition probability matrix (Proposition 4.6). Here we see a difference
between discrete-time and continuous-time hidden Markov model.
The reversibility of the hidden Markov model may be of interest in some
biological studies. An approach to modelling the DNA sequence is to use a hid-
den Markov model; see, for example, Reference [16, 17]. Since DNA sequences
have directions, we should rule out the reversible hidden Markov model.
2 The flux of the likelihood function
Let {St : t ∈ R
+} be the observed process with state space S = {0, 1, 2, · · · ,K − 1}.
Definition 2.1. The n-dimension likelihood function of {St : t ∈ R
+} is defined
as Pr(St1 = s1, St2 = s2, · · · , Stn = sn), where n ∈ N and 0 6 t1 6 t2 6 · · · 6
tn. The flux of the likelihood function of {St : t ∈ R
+} is defined as
Pr(St1 = s1, St2 = s2, · · · , Stn = sn)− Pr(St−
1
= s1, St−
2
= s2, · · · , St−n = sn), (1)
where t−k = t1 + tn − tk.
Let {Ct : t ∈ R
+} be an irreducible three-state Markov process with the
transition rate matrix Q, and the stationary distribution µ = (µ1, µ2, µ3), where
µ1 + µ2 + µ3 = 1, µi > 0.
Q =


−a1 a2 a3
b1 −b2 b3
c1 c2 −c3

 , (2)
where a1 = a2 + a3, b2 = b1 + b3, c3 = c1 + c2, ai, bi, ci > 0, i = 1, 2, 3, and
a1b2c3, b1 + c1, a2 + c2, a3 + b3 > 0 (i.e. irreducible). By the stationarity, it is
clear that the transition rate flux of {Ct : t ∈ R
+} is
µ1a2 − µ2b1 = µ2b3 − µ3c2 = µ3c1 − µ1a3. (3)
Let ν = µ1a2 − µ2b1. And the eigen-equation of Q is
λ(λ2 + αλ+ β) = 0. (4)
Denote by −λ1, −λ2 the nonzero eigenvalues of Q. Let △ = α
2 − 4β.
Similar to the denotation of Reference [18], let Sj1 and T
j
1 denote the se-
quence from 1 to j of the observed states and observation times. The Markov
assumption for the hidden process is given by
Pr[C(tj) |C(t1), C(t2), . . . , C(tj−1), S
j−1
1 , T
j
1 = t
j
1]
= Pr[C(tj) |C(tj−1), T
j
j−1 = t
j
j−1]
= Pcj−1,cj(tj − tj−1),
(5)
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where the quantity Pcj−1,cj(tj − tj−1) denotes the transition probability of oc-
cupying sate cj at time Tj = tj given that the process was in state cj−1 at tj−1.
As indicated by the last equality, the transition probabilities of the process are
assumed to be time homogeneous. We also assume that, conditional on the
state of the hidden process at time tj , an observation Sj is independent of all
previous observations and the hidden process prior to time tj :
Pr[Sj |C(t1), C(t2), . . . , C(tj), S
j−1
1 , T
j
1 = t
j
1]
= Pr[Sj |C(tj), Tj = tj ]
= π(sj | cj).
(6)
Let the ‘state-dependent probability’ (i.e., emission probability, signal prob-
ability) matrix be Π = (π(k | i)), i = 1, 2, 3; k = 0, 1, 2, . . . ,K − 1 (i.e., a 3×K
matrix). Note that the rows of Π must sum to 1 1. Let ϕk be the k-column of
Π and ∧k = diag {ϕk} , k = 0, 1, 2, . . . ,K − 1.
Proposition 2.2. The flux of the 2-dimension likelihood function is when t > 0,
Pr {S0 = i, St = j} − Pr {S0 = j, St = i} =
νA
λ1 − λ2
[e−λ2t − e−λ1t],
where ν is the transition rate flux, A = (y2 − x2)(x1 − z1)− (x2 − z2)(y1 − x1),
(x1, y1, z1)
′ = ϕi, and (x2, y2, z2)
′ = ϕj.
Corollary 2.3. If the rank of the state-dependent probability is 1 or 2, then
Pr {S0 = i, St = j} − Pr {S0 = j, St = i} = 0.
Theorem 2.4. The flux of the following 3-dimension likelihood function is when
r, t > 0,
Pr {S0 = Sr = Sr+t = i} − Pr {S0 = St = St+r = i}
= νD
λ1−λ2
(e−λ2r−λ1t − e−λ2t−λ1r),
where ν is the transition rate flux, D = (x− y)(y − z)(z − x), (x, y, z)′ = ϕi.
Proofs of Proposition 2.2, Corollary 2.3, Theorem 2.4 are presented in Sub-
section 2.1.
2.1 Proofs
Let U = diag {µ1, µ2, µ3}. Then
UQ− Q′U = ν


0 1 −1
−1 0 1
1 −1 0

 (7)
Let ~e = (1, 1, 1)′ and the matrix L = ~eµ.
Lemma 2.5. If △ 6= 0, then for t ∈ R+, the t-step transition probability matrix
is
P(t) = gtL+ dtQ+ ftI, (8)
1The state-dependent probability here is the transpose matrix of that in Reference [14].
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where
dt =
e−λ2t−e−λ1t
λ1−λ2
,
ft =
λ1e
−λ2t−λ2e
−λ1t
λ1−λ2
,
gt = 1− ft.
(9)
It is Proposition 4.3 of Reference [19]. The reader can also refer to Theo-
rem 14.9 of Reference [20]. To write it in terms of function with matrix coeffi-
cients is the key to the results in the present paper.
Remark 1. Fix the value of λ1, and let λ2 → λ1, then one has
dt = t e
−λ1t,
ft = (1 + λ1t)e
−λ1t,
gt = 1− ft.
(10)
It is exactly the t-step transition probability matrix in the case △ = 0, please
refer to [19, 20] and the references therein. That is to say, Eq.(10) is the same
as Eq.(9) in the sense of limit. We therefore do not distinguish whether △ = 0
or not for all the subsequent formulas.
Proof of Proposition 2.2. Since L = ~eµ, we have
µ∧iL∧j~e = (µ∧i~e)(µ∧j~e) = (µ∧j~e)(µ∧i~e) = µ∧jL∧i~e.
Note that ∧i∧j = ∧j∧i. By Eq.(2.27) of Reference [14] and Lemma 2.5, we have
Pr {S0 = i, St = j} − Pr {S0 = j, St = i}
= µ∧iP(t)∧j~e− µ∧jP(t)∧i~e
= µ∧i(gtL+ dtQ+ ftI)∧j~e− µ∧j(gtL+ dtQ+ ftI)∧i~e
= gt(µ∧iL∧j~e− µ∧jL∧i~e) + dt(µ∧iQ∧j~e− µ∧jQ∧i~e) + ft(µ∧i∧j~e− µ∧j∧i~e)
= dt(µ∧iQ∧j~e− µ∧jQ∧i~e).
Since µ∧iQ∧j~e = ϕ
′
iUQϕj , we have
µ∧jQ∧i~e = ϕ
′
jUQϕi = (ϕ
′
jUQϕi)
′ = ϕ′iQ
′Uϕj .
By Eq.(7), we have
µ∧iQ∧j~e− µ∧jQ∧i~e = ϕ
′
i(UQ− Q
′
U)ϕj = νA. (11)
This ends the proof. ✷
Proof of Corollary 2.3. Note that A = det {H}, where “det” is the determi-
nant function, and H = [~e, ϕi, ϕj ] is a 3 × 3 matrix. If the rank of the state-
dependent probability is 1, then ϕi, ϕj are linear dependent and we obtain that
A = 0. If the rank of the state-dependent probability is 2, and if ϕi, ϕj are
linear independent, then they are one base of {ϕk, k = 0, 1, 2, . . . ,K − 1}. Note
that ~e =
∑K−1
k=0 ϕi. Then ϕi, ϕj , ~e are linear dependent. Thus A = 0. This
ends the proof. ✷
Proof of Theorem 2.4. Since L = ~eµ, we have
µ∧iL∧iQ∧i~e = (µ∧i~e)(µ∧iQ∧i~e) = (µ∧iQ∧i~e)(µ∧i~e) = µ∧iQ∧iL∧i~e.
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Similar to Proposition 2.2, we obtain
Pr {S0 = Sr = Sr+t = i} − Pr {S0 = St = St+r = i}
= µ∧iP(r)∧iP(t)∧i~e− µ∧iP(t)∧iP(r)∧i~e
= µ∧i(grL+ drQ+ frI)∧i(gtL+ dtQ+ ftI)∧i~e
− µ∧i(gtL+ dtQ+ ftI)∧i(grL+ drQ+ frI)∧i~e
= (grdt − gtdr)(µ∧iL∧iQ∧i~e− µ∧iQ∧iL∧i~e) + (grft − gtfr)(µ∧iL∧
2
i~e− µ∧
2
i L∧i~e)
+ (drft − dtfr)(µ∧iQ∧
2
i~e− µ∧
2
iQ∧i~e)
= (drft − dtfr)(µ∧iQ∧
2
i~e− µ∧
2
iQ∧i~e).
It follows from Lemma 2.5 that
drft − dtfr =
1
λ1 − λ2
[e−λ2r−λ1t − e−λ2t−λ1r].
Let ψ = (x2, y2, z2)′. Similar to Eq.(11), we have
µ∧iQ∧
2
i~e− µ∧
2
iQ∧i~e
= ϕ′i(UQ− Q
′U)ψ
= ν[x(y2 − z2) + y(z2 − x2) + z(x2 − y2)]
= νD.
(12)
This ends the proof. ✷
3 The reversibility of the observed process
The observed process is the same as in Section 2.
Definition 3.1. The observed process is said to be reversible if its finite-
dimensional distributions are invariant under reversal of time, i.e., the flux of
the likelihood function vanishes,
Pr(St1 = s1, St2 = s2, · · · , Stn = sn)−Pr(St−
1
= s1, St−
2
= s2, · · · , St−n = sn) = 0,
where t−k = t1+ tn− tk, for all positive integers n and all 0 6 t1 6 t2 6 · · · 6 tn.
Definition 3.2. Two rows of a matrix are said to be equal if they are two
equal vectors. If any two rows of the state-dependent probability matrix Π are
not equal, we say that Π is regular. Otherwise, we say that Π is singular, i.e.,
there are at least two undistinguishable states among the three hidden states
by means of observation.
Theorem 3.3. If the underlying Markov process is reversible, then the observed
process is reversible too.
Although the proof in Reference [14, P102-103] is about the discrete-time
hidden Markov model, it is still valid for the continuous-time one and is ignored
here.
Theorem 3.4. The observed process of the continuous-time three-state hidden
Makov model is irreversible, if and only if the underlying Markov process is
irreversible and the state-dependent probability matrix is regular.
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Proof of Theorem 3.4 is presented in Section 3.2.
If Π is regular, the rank of Π is 3 or 2. If Π is singular, the rank of Π is 2 or
1. That is to say, the rank of Π is involved in the reversibility of the observed
processes.
By Reference [21], the hard limiting (or clipping) transformation is very
useful from a practical viewpoint, and the rhythm inherited in the binary series
carries a great deal of information about the original series. If we maintain
the regularity condition of Π when clipping the observed process of the hidden
Markov model, it preserves the time-reversibility property by the last theorem
(e.g., Example 2).
The time reversibility of high-order hidden Markov models (e.g., more than
four-state) is difficult to be solved completely. We can only find some simple
sufficient conditions of the irreversibility, for example, the underlying Markov
process is irreversible and the rank of the state-dependent probability matrix
is equal to the number of states of the underlying Markov process (similar to
Proposition 3.5).
Remark 2. Let the complete process be {Xt = (Ct, St), t > 0}. Clearly, it is
still be a finite-state Markov process, please refer to [22]. Similar to Theorem 2.1
of Reference [15], by Kolmogorov’s criterion, we can show that the complete
process is reversible if and only if the underlying process is reversible. That is
to say, there are two different types of reversibility of the hidden Makov model.
3.1 Applications
Example 1. The deterministic function of a Markov process is a special case of
hidden Markov model. Let f = (f1, f2, f3)
′ be a function defined on the state
space. If f = (1, 1, 0)′ or f = (1, 0, 0)′ like that used in Reference [23], then the
state-dependent probability matrices are respectively
Π1 =


0 1
0 1
1 0

 , Π2 =


0 1
1 0
1 0

 .
Since the state-dependent probability matrices are singular, the observed pro-
cesses is reversible by Theorem 3.4.
Example 2. Suppose {Ct, t > 0} be the irreversible Markov process with tran-
sition rate matrix
Q =


−2/3 1/3 1/3
2/3 −1 1/3
1/2 1/2 −1

 . (13)
Let {St}
2, {ξt} , {ηt} be three observed processes with state-dependent proba-
bility matrices respectively
Π1 =


1 0 0
1/4 1/2 1/4
0 0 1

 , Π2 =


1 0 0
1/4 1/2 1/4
1/2 1/3 1/6

 , Π3 =


1 0
1/4 3/4
0 1

 .
Since all the state-dependent probability matrices are regular, the observed pro-
cesses are irreversible by Theorem 3.4. {ηt} is clipped from {St} and preserves
2{St} comes from the example in Reference [14, p105].
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irreversible. Since both the rank of Π2 and Π3 are 2, by Corollary 2.3, we have
that
Pr {ξt = i, ξt+r = j} = Pr {ξt = j, ξt+r = i} ,
Pr {ηt = i, ηt+r = j} = Pr {ηt = j, ηt+r = i} .
In the case, one cannot detect irreversibility by comparing directional moments
E(ξtξ
n
t+r) and E(ξ
n
t ξt+r) with n ∈ N like that used in Reference [14, p104].
3.2 Proof
Let ~e1 = (1, 0, 0)
′, ~e2 = (0, 1, 0)
′, ~e3 = (0, 0, 1)
′, Ei = diag {~ei}, ∧k =
diag {ϕk}.
Proposition 3.5. If the underlying Markov process is irreversible and the rank
of the state-dependent probability is 3, then the observed process is irreversible.
Proof. Since the rank of the state-dependent probability is 3, we can choose
a base of R3, without loss generality, to be ϕ0, ϕ1, ϕ2. Then ~e1 =
∑2
i=0 xiϕi,
~e2 =
∑2
j=0 yjϕj , and E1 =
∑2
i=0 ∧ixi, E2 =
∑2
j=0 ∧jyj .
Suppose on the contrary that the observed process is reversible. When t > 0,
0 = Pr {S0 = i, St = j} − Pr {S0 = j, St = i}
= µ∧iP(t)∧j~e− µ∧jP(t)∧i~e, where i, j = 0, 1, 2.
Thus
µ1P12(t)− µ2P21(t) = µE1P(t)E2~e− µE2P(t)E1~e
=
2∑
i,j=0
xiyjµ∧iP(t)∧j~e−
2∑
i,j=0
yjxiµ∧jP(t)∧i~e
=
2∑
i,j=0
xiyj [µ∧iP∧j~e− µ∧jP∧i~e]
= 0
Note that
lim
t→0+
P(t)− I
t
= Q.
Then ν = µ1a2 − µ2b1 = 0. However, the underlying Markov process is irre-
versible, i.e., ν 6= 0, a contradiction.
Lemma 3.6. If the rank of Π is 2, then all its columns {ϕi, i = 0, 1, 2, . . . ,K − 1}
are the linear combination of its certain column and ~e = (1, 1, 1)′.
Proof. If the rank is 2, then K > 2. Without loss generality, let {ϕ1, ϕ2} be
one base of {ϕi, i = 0, 1, 2, . . . ,K − 1} with ϕ1 6= c~e, where c ∈ R. Note that
~e =
∑K−1
i=0 ϕi = xϕ1 + yϕ2, where y 6= 0, x ∈ R, thus ϕ2 = (~e − xϕ1)/y. Since
{ϕ1, ϕ2} is one base, all {ϕi, i = 0, 1, 2, . . . ,K − 1} are the linear combination
of {ϕ1, ~e}.
Without loss generality, if the rank of Π is 2, let {ϕi, i = 0, 1, 2, . . . ,K − 1}
be the linear combination of ϕ1 and ~e. Let ∧ = diag {ϕ1}.
reversibility of three-state HMM 8
Proposition 3.7. Suppose that the underlying Markov process is irreversible.
If the rank of Π is 2, and if any two rows of Π are not equal, then the observed
process is irreversible.
Proof. We claim that ϕ1 = (x, y, z)
′ with x 6= y 6= z. Without loss of generality,
suppose on the contrary that ϕ1 = (x, x, z)
′, then the first two rows of Π are
equal by Lemma 3.6, a contradiction. Thus
D = (x− y)(y − z)(z − x) 6= 0.
Since the underlying Markov process is irreversible, the transition rate flux
ν 6= 0. By Theorem 2.4, when r, t > 0 and r 6= t,
Pr {S0 = Sr = Sr+t = 1} − Pr {S0 = St = St+r = 1} 6= 0,
i.e., the observed process is irreversible.
Proposition 3.8. If there are two equal rows of Π, then the observed process
is time reversible.
Proof. If the rank of Π is 1, i.e., all the three rows of Π are equal, the observed
process is in fact identical independent distribution series.
If the rank of Π is 2, without loss of generality, suppose the first and the
second row of Π are equal. Then ϕsk = xk~e + yk~e3 and ∧sk = xkI+ ykE3. The
flux of the likelihood function is
Pr(St1 = s1, St1+t2 = s2, · · · , St1+t2+···+tr = sr)
− Pr(St1 = sr, St1+tr = sr−1, · · · , St1+tr+···+t2 = s1)
= µ ∧s
1
P(t2) ∧s
2
P(t3) · · ·P(tr) ∧sr ~e− µ ∧sr P(tr) ∧sr−1 P(tr−1) · · ·P(t2) ∧s1 ~e
= µ[x1I+ y1E3]P(t2)[x2I+ y2E3]P(t3) · · ·P(tr)[xr I+ yrE3]~e
− µ[xrI+ yrE3]P(tr)[xr−1I+ yr−1E3]P(tr−1) · · ·P(t2)[x1I+ y1E3]~e.
Expand the expression, and delete the terms which do not contain E3. Note
that El3 = E3 for l ∈ N(i.e., E3 is projective matrix), P(t)~e = ~e, µP(t) = µ, and
P(t)P(r) = P(t+ r) for t, r ∈ R+. All other terms pairwise satisfy that
µ · · ·P(ti)I · · ·P(tj)E3 · · ·~e − µ · · ·E3P(tj) · · · IP(ti) · · ·~e
= µ(E3P(r)E3) · · · (E3P(t)E3)~e− µ(E3P(t)E3) · · · (E3P(r)E3)~e
= µ3P33(r) · · ·P33(t)− µ3P33(t) · · ·P33(r)
= 0.
This ends the proof.
Proposition 3.9. Suppose that the underlying Markov process is irreversible.
1) If the state-dependent probability matrix Π is singular, then the observed
process is reversible.
2) If the state-dependent probability matrix Π is regular, then the observed
process is irreversible.
Proof. The first case is Proposition 3.8. If Π is regular, then the rank of Π is 3
or 2. Thus the second case is Proposition 3.7 and Proposition 3.5.
Proof of Theorem 3.4. It can be shown directly by Theorem 3.3 and Proposi-
tion 3.9. ✷
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4 Appendix: the discrete-time case
Let {St : t ∈ Z
+} be the observed process with state space S = {0, 1, 2, · · · ,K − 1}.
Let {Ct : t ∈ Z
+} be an irreducible three-state Markov chain with the 1-step
transition probability matrix P and the stationary distribution µ = (µ1, µ2, µ3),
where µ1 + µ2 + µ3 = 1, µi > 0.
P =


1− a2 − a3 a2 a3
b1 1− b1 − b3 b3
c1 c2 1− c1 − c2

 (14)
By the stationarity, it is clear that the probability flux is
µ1a2 − µ2b1 = µ2b3 − µ3c2 = µ3c1 − µ1a3. (15)
Let ν = µ1a2 − µ2b1. Let Q = P − I, where I is the unit matrix. Denote by
−λ1, −λ2 the nonzero eigenvalues of Q.
Lemma 4.1. If △ 6= 0, then for n ∈ N, the n-step transition probability matrix
is
P
n = gnL+ dnQ+ fnI, (16)
where
dn =
(1−λ2)
n−(1−λ1)
n
λ1−λ2
,
fn =
λ1(1−λ2)
n−λ2(1−λ1)
n
λ1−λ2
,
gn = 1− fn.
(17)
Proposition 4.2. The flux of the 2-dimension likelihood function is when n ∈
N,
Pr {S0 = i, Sn = j} − Pr {S0 = j, Sn = i} =
νA
λ1 − λ2
[(1− λ2)
n − (1− λ1)
n],
where ν is the probability flux, A = (y2 − x2)(x1 − z1) − (x2 − z2)(y1 − x1),
(x1, y1, z1)
′ = ϕi, and (x2, y2, z2)
′ = ϕj.
Theorem 4.3. The flux of the following 3-dimension likelihood function is when
n,m ∈ N,
Pr {S0 = Sn = Sn+m = i} − Pr {S0 = Sm = Sm+n = i}
= νD
λ1−λ2
[(1− λ2)
n(1− λ1)
m − (1− λ1)
n(1 − λ2)
m],
where ν is the probability flux, D = (x− y)(y − z)(z − x), (x, y, z)′ = ϕi.
Theorem 4.4. The three-state hidden Makov models is irreversible, if and only
if the underlying Markov chain is irreversible, the state-dependent probability
matrix is regular, and one of the following conditions is satisfied:
1) the rank of Π is 3,
2) the rank of Π is 2, and 0 is not the eigenvalue of P.
Proofs of Lemma 4.1, Proposition 4.2 and Theorem 4.3 are omitted. Proof
of Theorem 4.4 is presented in Subsection 4.1.
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4.1 Proofs
Lemma 4.5. If the rank of Π is 2, the observed process is reversible if and only
if for all n,m, . . . , k ∈ N,
µ∧Pn∧Pm∧ · · · ∧Pk∧~e− µ∧Pk∧ · · · ∧Pm∧Pn∧~e = 0, (18)
where ∧ = diag {ϕ1}.
Proof. The necessity is trivial. We need to prove the sufficiency only. It follows
that ϕsk = xk~e+ ykϕ1 from Lemma 3.6. Then ∧sk = xkI+ yk∧. The flux of the
likelihood function is
Pr(S1 = s1, S2 = s2, · · · , Sl = sl)− Pr(Sl = s1, Sl−1 = s2, · · · , S1 = sl)
= µ ∧s
1
P ∧s
2
P · · · ∧s
l
~e− µ ∧s
l
P ∧s
l−1
P · · · ∧s
1
~e
= µ[x1I+ y1∧]P[x2I+ y2∧]P · · · [xlI+ yl∧]~e
− µ[xlI+ yl∧]P[xl−1I+ yl−1∧]P · · · [x1I+ y1∧]~e
=
∑
{i1,i2,··· ,is}
xi1 · · ·xisyj1 · · · yjk
[
µ · · ·PI · · ·P∧ · · ·~e− µ · · · ∧P · · · IP · · ·~e
]
.
where {i1, i2, · · · , is} ∈ {1, 2, · · · , l} and {j1, j2, · · · , jk} = {1, 2, · · · , l}\{i1, · · · , is}.
Delete the term which does not contain ∧. Note that µP = µ and P~e = ~e.
µ · · ·PI · · ·P∧ · · ·~e− µ · · · ∧P · · · IP · · ·~e
= µ∧Pn∧Pm∧ · · · ∧Pk∧~e− µ∧Pk∧ · · · ∧Pm∧Pn∧~e
= 0.
This ends the proof.
Remark 3. Eq.(18) is equivalent to for all positive integers r and all 0 6 t1 6
t2 6 · · · 6 tr,
Pr(St1 = St2 = · · · = Str = 1) = Pr(St−
1
= St−
2
= · · · = St−r = 1), (19)
where t−l = t1 + tr − tl.
Proposition 4.6. If the rank of the state-dependent probability is 2, and 0 is
the eigenvalue of the 1-step transition probability, then the observed process is
reversible.
Proof. Without loss generality, let 1− λ2 = 0. By Lemma 2.5, for all n ∈ N,
Pn = dnP+ gnL,
where gn = 1− dn, dn = (1− λ1)
n−1.
µ∧Pn∧Pm∧ · · · ∧Pk∧~e− µ∧Pk∧ · · · ∧Pm∧Pn∧~e
= µ∧[dnP+ gnL]∧[dmP+ gmL]∧ · · · ∧[dkP+ gkL]∧~e
− µ∧[dkP+ gkL]∧ · · · ∧[dmP+ gmL]∧[dnP+ gnL]∧~e
=
∑
{i1,i2,··· ,is}
di1 · · · disgj1 · · · gjk
[
µ∧ · · ·P∧ · · · L∧ · · · ∧~e− µ∧ · · · ∧L · · · ∧P · · · ∧~e
]
.
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Delete the term which does not contain L. Note that L = ~eµ.
µ∧ · · ·P∧ · · · L∧ · · · ∧~e
= (µ∧P · · ·P∧~e)(µ∧P · · ·P∧~e) · · · (µ∧P · · ·P∧~e)
= µ∧ · · · ∧L · · · ∧P · · · ∧~e.
This ends the proof by Lemma 4.5.
Proposition 4.7. Suppose that the underlying Markov chain is irreversible.
Then we have
1) if there are two equal rows of Π, then the observed process is reversible;
2) if the rank of Π is 2,
a) and if 0 is the eigenvalue of P, then the observed process is reversible;
b) Π is regular, and if 0 is not the eigenvalue of P, then the observed
process is irreversible;
3) if the rank of Π is 3, then the observed process is irreversible.
Proof. The first case is similar to Proposition 3.8. The second case is Propo-
sition 4.6 and similar to Proposition 3.7. The third case is similar to Proposi-
tion 3.5.
Proof of Theorem 4.4. It can be shown directly by Theorem 3.3 and Proposi-
tion 4.7. ✷
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