van Hees VT, Golubic R, Ekelund U, Brage S. Impact of study design on development and evaluation of an activity-type classifier. J Appl Physiol 114: 1042-1051, 2013. First published February 21, 2013 doi:10.1152/japplphysiol.00984.2012.-Methods to classify activity types are often evaluated with an experimental protocol involving prescribed physical activities under confined (laboratory) conditions, which may not reflect real-life conditions. The present study aims to evaluate how study design may impact on classifier performance in real life. Twenty-eight healthy participants (21-53 yr) were asked to wear nine triaxial accelerometers while performing 58 activity types selected to simulate activities in real life. For each sensor location, logistic classifiers were trained in subsets of up to 8 activities to distinguish between walking and nonwalking activities and were then evaluated in all 58 activities. Different weighting factors were used to convert the resulting confusion matrices into an estimation of the confusion matrix as would apply in the real-life setting by creating four different real-life scenarios, as well as one traditional laboratory scenario. The sensitivity of a classifier estimated with a traditional laboratory protocol is within the range of estimates derived from real-life scenarios for any body location. The specificity, however, was systematically overestimated by the traditional laboratory scenario. Walking time was systematically overestimated, except for lower back sensor data (range: 7-757%). In conclusion, classifier performance under confined conditions may not accurately reflect classifier performance in real life. Future studies that aim to evaluate activity classification methods are warranted to pay special attention to the representativeness of experimental conditions for real-life conditions.
THE ASSESSMENT OF DAILY PHYSICAL activity in epidemiology requires accurate and precise measurement methodology (29) . Wearable sensors hold promise for improving the characterization of most subdimensions of physical activity, including activity type (e.g., walking or standing). Modern accelerometers are small enough to be positioned on nearly every body location. Certain locations may be more feasible, while other sensor locations may result in higher classification accuracy. Only a few studies have attempted to make standardized comparisons between sensor locations (3, 17) . In addition, the assessment of classification accuracy is made difficult by lacking a gold standard method for the classification of activity types in people's daily life (27) . Direct observation is accurate, but not feasible in daily life settings. However, direct observation is considered feasible and accurate when applied within a confined area and over a confined period of time (2, 22) . Most published studies on the development of measurement methods to classify activity types have made use of an experimental protocol based on prescribed physical activities under confined conditions and direct observation as a reference (1, 3, 6, 12, 14, 18, 20, 25, 31) . Most of these studies report that the combined usage of acceleration sensors and machine-learning techniques allows for accurate classification of activity types (1, 3, 6, 12, 14, 18, 20, 25, 31) .
The use of machine-learning techniques is commonly justified by making reference to its successful application in the fields of face and voice recognition. However, face and voice recognition techniques can be trained with example data with a high degree of resemblance to their real-life applications, while activity type classifiers are typically only trained with experimental data collected under slightly artificial conditions (e.g., exercise laboratory, a corridor, or a car park). Experiments under confined conditions usually involve a fairly limited number of activity types, less variety within each activity type (e.g., intensity, movement pattern, and objects involved), and a relative contribution in time for each activity type that most likely does not reflect normal daily physical activity patterns (12, 25) . As a result, the evaluation of activity type classifiers under confined conditions may miss out on movement patterns in real life, leading to inaccurate estimates of classifier performance. A couple of studies concluded that the development of classification algorithms should, therefore, take place under conditions highly comparable to free-living conditions (3, 11, 18) . However, to the best of our knowledge, there is no literature proposing a study design that allows for standardized classifier development under free-living conditions. Ruch et al. (22) and Annegarn et al. (2) recently reported on the development of activity classifiers in the daily environment of study participants. In both studies, participants were observed during one or more bouts of 1-3 h in a 1-wk period. Despite the novel effort of capturing real-life data, it remains unknown whether the activities performed during those sections are representative of the entire day or each individual's habitual behavior in general and, by that, whether classifier performance is accurately estimated.
The limitations of testing under confined conditions or using a study design as reported by Ruch et al. (22) may be unavoidable. Nevertheless, improved insight in how limitations of study design impact on classifier performance in real life may help us to better evaluate methods for activity classification. One way to investigate the representativeness of accuracy estimates derived from an experimental protocol under confined conditions for real life is by considering the concepts of "real life" and "confined conditions" on a relative scale. This can then be examined by scaling both concepts in an experiment that can be done under confined conditions with direct observation as a reference.
The aim of this study was to investigate how classifier performance under confined conditions relates to classifier performance in four different real-life scenarios for all commonly used sensor locations on the human body. For the purpose of the present investigation, we considered the performance of a simple two-class classifier of walking.
METHOD
Participants. Twenty-eight healthy adult participants (15 women, 13 men) were recruited by flyers and e-mails in and around the Institute of Metabolic Science at Addenbrookes Hospital in Cambridge, UK ( Table 1) . The objectives and procedures of the study were explained in detail to the participants, after which they provided written and verbal informed consent. Ethical approval was obtained from the Cambridgeshire Research Ethics Committee, Cambridge, UK.
Experimental design. After the subjects' arrival at the Institute in the early afternoon, the following anthropometric characteristics were assessed: body weight using weighting scale (Tanita, model BC-418, MA; Tanita, Tokyo, Japan), body height using a stadiometer, and leg and arm length using a measurement tape. Arm length and leg length are usually not captured in studies on activity type classification, but may be a useful descriptive when interpreting wrist and ankle acceleration, which, in theory, depend on segment length. These data are not used for the study, as described in this paper. Arm length was assessed from the acromion of the scapulae to the styloid process of the ulna based on stretched arms, where the palm of the hand touched the leg. Leg length was assessed from the top edge of greater trochanter of the femur to the floor (no footwear). Body weight was assessed to the nearest kilogram, while body height, leg length, and arm length were assessed to the nearest 0.5 cm. Handedness was assessed using the Edinburgh handedness questionnaire (16) . Next, participants were equipped with nine triaxial raw accelerometers (GENEA, Unilever Discover, Sharnbrook Bedfordshire, UK), as described below. Additionally, four other sensors were positioned on the participant's body, but these data are not included in the present analyses. The sensors included one Actigraph GT3X (Actigraph, Pensacola, FL), one Sensewear (Bodymedia, Pittsburgh, PA), and two ActiWave Cardio monitors (CamNtech, Papworth, UK). None of the monitors obstructed body movement.
The activity protocol included 60 physical activities, which are listed in Table 2 , along with their duration (if fixed). The activities were selected aiming for capturing the majority of the activities done by a typical office worker. Occupational activity contributes a large part to total physical activity (9) , and, owing to technological advances, most jobs have become sedentary (8) . Therefore, an office worker was chosen for this study because he/she is considered representative of the majority of occupationally active with respect to physical activity at work. Activities were structured in nine sections: office work, personal care, shopping and street life, rest and conver- sations, activities in the home, indoor walking, indoor cycling (cycle ergometer), stair walking, and outdoor cycling.
Accelerometers. The triaxial accelerometer (GENEA, Unilever Discover) has been described in detail elsewhere (10, 28) . The device uses the STMicroelectronics three-axis LIS3LV02DL acceleration sensor with a dynamic range of Ϯ6 g. The accelerometer weights 17 g (batteries included), and dimensions are 12 ϫ 29 ϫ 37 mm. The acceleration was sampled at 80 Hz, and data for each axis were stored in gram units for offline analyses. Additionally, real-time stamps were stored. The accelerometer was attached to the dorsal side of the wrists and lateral side of the ankles with nylon straps, while an elastic band was used for the waist (hips and lower back), the ventral side of the right upper leg, and the ventral side of the right upper arm. All nine sensors were attached such that they did not obstruct movement and were worn continuously for the entire duration of the experiment.
Procedures. An audio recording was used to provide participants with activity instructions for the sections: office work, personal care, activities in the home, and indoor walking. The audio recording was used to ensure that all participants did the physical activities for the same duration. At the start of each activity, a beep was sounded, and the researcher made a note of the clock time, from which audio instructions and accelerometer data were synchronized. For all other sections of the experiment (cycling, street life, and stair walking), the researcher annotated the time of activity onset and end manually. The duration of these activities was defined by the speed with which they were done.
The questionnaire as used for activity A1 was the electronic version of the Recent Physical Activity Questionnaire (RPAQ) and filled in by computer (4) . Questions were predominantly multiple choice and required the participant to use the computer mouse, although a few questions required the participant to use the keyboard. The walking tasks within the section "shopping and street life" and "indoor walking" were done in a corridor (level ground) on a straight trajectory of 20 and 100 m, respectively. Outdoor cycling was done with the participant's own bike at slow, normal, and fast speed. Each speed was done by cycling on a straight 100-m section of pavement (asphalt) outside the institute. The participant was asked to start at one end and cycle to the other end, stop, turn, and cycle back, resulting in two 100-m parts for each speed. The turning points were not standardized and removed from the final analysis. Stair walking involved two flights of stairs with 180°turn in the middle (counterclockwise when going up), with 12 steps per flight (step height 17 cm, step depth 28 cm) and railing positioned at a height of 98 cm on the inner side. To improve future data interpretation and understanding of the study protocol, a 10-min demonstration video was made to visualize all activity types. A copy of the audio files (.mp3) and the demonstration video are available from our website (15) .
Feature extraction. Fifty signal features were extracted for each sensor, as described in Table 3 . Features were selected to capture as many of the features that have been used in other studies, covering both frequency domain and basic descriptive statistical characteristics. Feature selection was constrained to those features that could be easily calculated and interpreted. Features were calculated for each nonoverlapping 2-s window. Signal features relating to the frequency content of the signals (e.g., dominant frequency and entropy) were derived from 4-s time windows with 50% overlap. Window size was chosen to be both long enough to capture the signal signature of walking and short enough to allow for the detection of short-lasting activities. All unlabeled samples and the first and last 3 s of each activity were omitted from further analysis.
Principal component analysis was used to identify the signal features that are most likely valuable for the classifier. Principal component analysis is often used for dimensionality reduction by extraction of the so-called principal components that represent agglomerations of measured data. However, these principal components have no meaning to researchers, and relying solely on principal components would still require the extraction of all signal features; this is undesirable from a computational perspective. To address these limitations, principal component analysis was used to identify the six signal features that contribute most to the principal components. Features were normalized before entering the principal component analysis.
Principal components were derived based on the criterion that the standard deviation of each new principal component needed to be Ͼ10% of the standard deviation of the first principle component (parameter "tol" ϭ 0.1 in function "prcom" in R-package "stats"). After derivation of the principal components, weighting factors for all signal features in PC1 (first principal component) were expressed as a ratio of the sum of all weighting factors for PC1 and ordered in decreasing contribution to PC1. Next, a number of signal features were selected to comprise at least 90% of PC1, with a maximum of six signal features. If less than six signal features were needed, the Power of dominant frequency divided by total power between 0.3 and 15 Hz svm, Signal magnitude vector; ex, ey, and ez were estimated by using function "csh" from R-package "Seewave"; dfx, dfy, dfz were estimated using function "dfreq" from R-package Seewave; all other frequency domain features were derived from function "spectro" from R-package Seewave.
procedure was repeated for PC2 (second principal component) until six signal features were selected. If more than six signal features were needed to comprise the required 90% of PC1, only the six strongest were used.
Classifier training. Logistic regression analysis, based on the selected six signal features, was used to develop binary classifiers to discriminate walking from nonwalking activities. To account for dependence of observations, we used a two-level model with participant ID as repeated-measures indicator (function "lmer" in R-package "lme4").
To simulate the discrepancy between commonly used training data sets and real-life data sets, only a small number of activity types were used for classifier training. It is acknowledged that the selection of these limited number of activity types may affect classifier performance. Therefore, we evaluated eight different configurations of the training data set, including three to eight activity types (see Table 2 ). This results in the derivation of eight models for every sensor location on the body, each of which was evaluated. To facilitate standardized model comparisons, the amount of data used to train each model was limited to 2 min of data, composed of 50% walking and 50% nonwalking. The activity types within each half had equal contribution to that half (see Table 4 ).
Classifier evaluation. All 60 activity types were labeled as walking or nonwalking. "Stair walking" was assigned to the category walking. The two activity types, "stepping through a door" (activity code 25) and "walking to the lounging area" (activity code 36), were omitted as they comprised a mixture of both categories with unknown relative contributions. The accuracy of the eight classification models for each body location were evaluated, and the resulting (2 ϫ 2) confusion matrices per activity type were used to derive overall confusion matrices for four hypothetical daily life scenarios (waking hours only) and one traditional laboratory experiment scenario. The conversion of the activity type-specific confusion matrices to real-life scenariospecific confusion matrices was done by the following steps: 1) summation of activity type-specific confusion matrices across participants; 2) normalizing each activity type-specific confusion matrix; 3) multiplication of confusion matrices by weight factors, representing the relative contribution of each activity type to a scenario; and 4) summation of all matrices to one (2 ϫ 2) confusion matrix per scenario. Weighting factors for all scenarios were chosen based on hypothetical distribution of activity types during waking hours (15 h out of bed ϩ 1 h of lying awake in bed). Sleeping time, assumed to be 8 h, was not included in the scenarios. Time-use surveys from North America and Europe were used as inspiration for creating four hypothetical daily life scenarios (Fig. 1) ; the surveys cannot be applied directly, as they lack sufficient detail within broad categories, e.g., no distinction between different activity types within the office environment (7, 23, 24, 26) . Specifically for this study, scenarios combined a sedentary lifestyle or an active lifestyle with leisure time or office time. The most sedentary lifestyle included 2.3% (22 min) of total walking time, and the most active lifestyle included 13.9% (133 min) of total walking time (Fig. 1 ). An overview of all weighting factors is provided in Tables 5 and 6 . Table 5 shows the contribution of activity types to the four real-life scenarios described in normal language. Table 6 shows the contribution of activity types as measured in the study to simulate the real-life scenarios as shown in Table  5 . A fifth scenario represented a traditional experimental protocol for classifier evaluation involving the following 11 activities: sitting (4 min), mouse task (2 min), keyboard task (2 min), writing task (2 min), standing (4 min), lying (6 min), slow walking (4 min), moderate walking (4 min), fast walking (4 min), ascending stairs (2 min), and descending stairs (2 min), amounting to 44% of data being walking.
Classifier performance was evaluated based on sensitivity, specificity, and accuracy, as described by Zhang et al. (31) . Additionally, the ratio between estimated time spent in walking and actual time spent in walking was calculated.
RESULTS
Two out of 252 (0.8%) accelerometer recordings failed as a result of initialization faults by the researcher. Principal component analyses resulted in the selection of varying feature sets to be used in the eight training models and for each sensor location (see Table 7 ). Twenty-nine signal features were not used in any of the models.
Classifier sensitivity estimated with a traditional laboratory scenario (93% on average) falls within the range of sensitivity estimated with the four real-life scenarios for every combination of training model and body location (Fig. 2) . Classifier Code ϭ activity code as specified in Table 6 . m1-m8, models 1-8. Tables 5 and  6 for full overview. specificity, however, was systematically overestimated by the laboratory scenario (98 vs. 87-97% on average). The percentage of time being correctly classified (accuracy) as estimated in a traditional laboratory scenario does not fall within the range of the same percentage when derived from the four real-life scenarios for most combinations of training models and sensor locations (Fig. 2) . In some cases, the laboratory scenario overestimated the accuracy, especially for ankle and wrist attachment. The laboratory scenario underestimated the accuracy for a few training models for lower back and upper arm attachment (Fig. 2) . The ratio between estimated and actual time spent walking evaluated with a traditional laboratory scenario was systematically closer to 1, compared with the range derived from the four real-life scenarios (Fig. 3) . Time spent in walking was overestimated in all four real-life scenarios, for all models, and for all body locations (range in ratio: 1.07-8.57), except for lower back attachment (range in ratio: 0.84 -3.32). The median of all ratios across the four real-life scenarios and eight training models ranges from 2.33 (mean: 2.87) for the left wrist to 1.30 (mean: 1.40) for the lower back.
When comparing training models, no consistent pattern was observed between body locations and classifier performance indicators: sensitivity, specificity, accuracy, and the ratio between estimated and reference values (Figs. 2 and 3) .
Wrist position models were found with at least 82% accuracy (according to real-life scenarios); upper arm position Cycling on pavement slow speed -trial 1 0 0 6 6 0 56
Continued
Cycling on pavement slow speed -trial 2 0 0 6 6 0 57
Cycling on pavement normal speed -trial 1  0  0  12  12  0  58  Cycling on pavement normal speed -trial 2  0  0  12  12  0  59 Cycling on pavement fast speed -trial 1  0  0  2  2  0  60 Cycling on pavement fast speed -trial 2 0 0 2 2 0 training models and body locations; no consistent pattern was observed (Figs. 2 and 3 ).
DISCUSSION
The study presented in this paper suggests that experimental protocols performed under confined conditions (laboratory), which are traditionally used for the evaluation of activity type classification methods, provide only limited insight into the validity of classifiers under real-life conditions. To examine this in a standardized fashion, "real life" was simulated under confined conditions, which was necessary as no gold standard exists for activity-type classification in real life. Classifiers were trained on a fraction (Յ8/58) of the activities in the aforementioned simulation of "real life" to mimic the discrepancy between traditional laboratory experiments and real-life data. Classifiers were evaluated in four real-life scenarios and one laboratory scenario simulated from all activities included in this investigation but by different weightings. The laboratory scenario was more complex compared with the training data, which was deemed necessary to improve resemblance to the laboratory scenarios, as often used in the literature.
Eight training models were evaluated, each with different configurations of activity types. The best choice of training data configuration seems to depend on sensor location (see Figs. 2 and 3) .
The choice of sensor position is determined by its feasibility and the performance of the classifier in relation to the population and lifestyles one wants to assess. When classifier performance is expressed as accuracy, all body locations tested seem to provide reasonable classification accuracy of walking, however, with most accurate classification achieved with sensor information from hip, lower back, and upper limb (Fig. 2) . However, when classifier performance was expressed as the ratio between estimated walking time and actual walking time, none of the models performed particularly well (Fig. 3) . A median of 30% overestimation of walking time in the best case (lower back) and a median of 133% overestimation in the worst case (wrist) may be considered unacceptable (Fig. 3) . Using the ratio as a measure of classifier performance is only meaningful when calculated over data with realistic proportions of walking time and nonwalking time. Other studies have used receiver operator characteristic curves to assess classifier performance (21, 31) . Unweighted receiver operator characteristic curves, like unweighted sensitivity and specificity estimates, do not take into account the proportions of time spent in activity types and the possible effect this has on quantifying the uncertainty in estimating time spent in activity types.
We used a relatively simple classifier in the present analyses. The use of a binary classifier has the advantage that it makes classifier performance indicators easier to interpret, which was an important objective of the present investigation. However, decision trees, neural networks, hidden Markov models, and other classification techniques may well provide more accurate classification (3, 5, 19, 31) , but it is generally harder to interpret these more complex classification techniques, e.g., pinpoint why a certain combination of features produces a certain result. We acknowledge, however, that both classifier design and study design are two different challenges and require further attention in future studies. Nonetheless, the relation between classifier sensitivity, classifier specificity, and the overestimation of time spent in short-lasting activities is independent of the underlying classifier design. For example, if an activity is truly performed for 5% of the time, and if the classifier has 98% sensitivity and 98% specificity, then that particular activity will, on average, be estimated to have lasted for 6.8% of the time (5% ϫ 0.98 ϩ 95% ϫ 0.02).
In contrast to some other studies on activity classifier development, the present study included also short-duration activities, which were deemed necessary to capture a wide range of activity types representative of real life and without exhausting the participant. An additional reason for the relative short duration of the activity types was that this study was not designed to include assessment of energy expenditure. The assessment of energy expenditure, as done in other studies (25, MEAN_BFEN  8  8  1  2  6  8  7  8  1  SD_BFEN  3  5  0  0  3  3  4  5 31), requires a steady state in oxygen consumption, which can only be achieved when activities are maintained for a certain period of time. Confusion matrices were averaged across participants to focus on the evaluation of the study design. Between-participant variation would have added another layer to the analysis and complicated the interpretation.
Zhang et al. (31) used a similar accelerometer for classifier development and used a window size of 12.8-s time to capture the frequency content of the signal. Under real-life conditions, however, many walking periods are likely to be shorter than 12.8 s, by which a 4-s time window as applied in the present study seems more realistic, even if this may limit the accuracy with which frequency content can be assessed. Principal component analyses assigned at least one frequency content-based signal feature to each of the models, indicating that a 4-s time window still has value.
Our findings suggest that the future evaluation of activity classifiers should aim for improved representativeness of experimental data sets to data collected in real life, but it remains unclear what makes an experiment more realistic. It may depend on the type of population and their lifestyles (e.g., job type) for which no universal standards exist. An alternative to direct observation as criterion method is asking participants to annotate their own activity types in their daily life, but this may still affect the participant's physical activity and may only work for the less frequent long-duration activity types (e.g., longer walking periods, exercise bouts, and sleep). Yet another alternative is to use another, preferably more accurate, classification system as reference. Gyllensten and Bonomi (13) evaluated their accelerometer-based classifier under real-life conditions by using the IDEEA system as a reference. The IDEEA is a system based on five movement sensors connected by wires, and its accuracy has previously been evaluated under the confined conditions of a room calorimeter involving bouts of treadmill exercise and other prescribed activities using direct observation as a reference (30) . It remains unknown whether the IDEEA is valid for real-life applications, as it would depend on the representativeness of the evaluation data used, which is inherent to the problem discussed in the present study.
One way to address this is by establishing multicenter studies to share resources in establishing a repository of annotated accelerometer data involving a wide range of activity types, variations within activity types (e.g., intensity, movement pattern, and objects involved), and variations between individuals. For evaluation of developed classification methods, it would be informative to manipulate the relative weighting of activity types, according to a broad range of real-life scenarios to simulate real-life conditions in a similar manner as the current investigation. Mapping human movement patterns in an exhaustive way and using weighting factors to determine ranges of classifier performances as proposed above may be essential to more thoroughly evaluate the activity classifiers for real-life application. From a practical perspective, we think that this can be achieved by collecting training and evaluation data for more activity types. Here, we suggest a focus on those activity types that, in theory, could pose a challenge to the classifier performance. Second, the use of weighting factors to simulate different activity-type contribution profiles (scenarios) of real life, as done in the present study, is recommended to make results more representative for the diversity in lifestyles across the general population. Scenarios should be seen as a means of identifying the potential weaknesses of the classifier and not per se as proof of validity under real-life conditions: real hard proof of validity under real-life conditions may be an unrealistic goal. Third, we recommend future studies to include analytics like the ratio between estimated and true time spent in an activity type to enhance the description of classifier performance.
No definitive conclusions can be made regarding the best sensor position. The choice of sensor location was only evaluated with one classifier technique and one classification challenge: logistic regression and the detection of walking, respectively. Under these conditions, lower back or hip positioning performed relatively well. Classifier performance would depend on the classification challenge, the sensor position, sensor quality, and the classification technique. Future research is needed to systematically evaluate which combination of components results in best classifier performance.
In conclusion, present approaches to activity type classifier development may be limited in their translation to real-life conditions. Future studies are warranted to quantify the potential impact of study design representativeness on classifier performance in the populations where classifiers are ultimately applied.
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