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Globally coupled ensembles of phase oscillators serve as useful tools for modeling synchronization
and collective behavior in a variety of applications. As interest in the effects of simplicial interac-
tions (i.e., non-additive, higher-order interactions between three or more units) continues to grow we
study an extension of the Kuramoto model where oscillators are coupled via three-way interactions
that exhibits novel dynamical properties including clustering, multistability, and abrupt desynchro-
nization transitions. Here we provide a rigorous description of the stability of various multicluster
states by studying their spectral properties in the thermodynamic limit. Specifically, we show that,
similar to the classical Kuramoto model, the drifting subpopulation of any state has a continuous
spectra confined to the imaginary axis and the negative real axis.
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I. INTRODUCTION
The emergence of synchronization in large populations
of interacting units is one of the most well-known coop-
erative phenomena across a number of disciplines [1, 2].
Such collective behaviors play central roles for func-
tional relations in a wealth of different system includ-
ing pacemaker cells in the heart [3], Josephson junc-
tions [4], power grids [5], cell circuits [6], and brain dy-
namics [7]. Exploring the intrinsic mechanism behind
such self-organized behaviors has long been an important
area of research that provides deep insights for under-
standing macroscopic dynamics in complex systems [8].
One of the most useful paradigms for studying syn-
chronization is the Kuramoto model, originally motivated
by collective behavior in biological and chemical oscilla-
tors [9], which consists of an ensemble of phase oscilla-
tors globally coupled via sinusoidal interaction and dis-
tributed natural frequencies. At a finite critical coupling
strength the classical Kuramoto models exhibits an onset
of synchrony that can be characterized by a phase tran-
sition from disorder to order and various types of coher-
ent states towards synchronization can be observed [10–
12]. In particular, the analytical tractability of the model
has allowed researchers to better understand essential
properties that give rise to collective, self-sustained os-
cillations. Moreover, by treating the transition to syn-
chrony as a local bifurcation, the Kuramoto model pro-
vides a heuristic connection between nonlinear dynam-
ics and statistical mechanics, which attracts increasing
interest in uncovering the underlying mathematical and
physical basis of the collective synchronization [13, 14].
Beyond the classical case, extensions of the Kuramoto
model have been traditionally limited to pairwise inter-
action between oscillators, in which only the first-order
harmonic of the phase difference in the coupling function
∗ xucan@hqu.edu.cn
† persebastian.skardal@trincoll.edu
is considered. However, recent work highlights the poten-
tial importance of higher-order interactions described by
non-pairwise, e.g., three-way or more, connections that
may be organized via higher-order simplexes or a sim-
plicial complex [15–20]. The effect of such interactions
on the dynamics of complex systems therefore represents
an important topic of research in the nonlinear dynamics
community [21–32]. A particularly interesting dynamical
feature induced by higher-order interactions in systems
of phase oscillators is the formation of multicluster states
that display extensive multistability and a continuum of
abrupt desynchronization transitions that allow oscilator
systems to store memory and information [33]. The dy-
namical origin of such novel collective behavior was fur-
ther addressed from a microscopic perspective [35]. De-
spite these advances, a fundamental problem still lies in
understanding how higher-order interactions give rise to
the observed multicluster states and the structure of their
corresponding spectral properties in the thermodynamic
limit.
The aim of this paper is to provide detailed analysis of
dynamical properties of multicluster states occurring in
oscillator ensembles with higher-order coupling encoded
by simplicial structure. We establish the continuity equa-
tion describing the macroscopic evolution of the coupled
system, and identify corresponding steady states in terms
of a parametrical self-consistent equation. More impor-
tantly, a complete description of the spectrum of the lin-
earized evolution equation for fixed states is provided. In
contrast to the case of the classical Kuramoto model, we
prove rigorously that the drifting oscillators have no con-
tribution to neither the order parameters nor the charac-
teristic functions owing to the nonlinear higher-order cou-
pling. Furthermore, we demonstrate that the continuous
spectrum generated by the unperturbed linear operator
does not contain any positive real part, and therefore can
never induce instability. Based on the nontrivial roots of
the the characteristic equations, we argue that the inco-
herent state, partially locked state, and fully locked state
with arbitrary configuration are respectively neutral sta-
ble, linearly neutral stable, and linearly stable (unstable)
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The remainder of this paper is organized as follows.
In Sec. II we present the governing equations, charac-
terize their behaviors, and derive the parametrical self-
consistent equations describing the steady states in the
continuous limit. In Sec. III we carry out a linear stabil-
ity analysis of the multicluster state and characterize the
properties of its spectrum in the thermodynamic limit. In
Sec. IV we deduce the characteristic equations and dis-
cuss their roots to determine the eigenvalues of lineariza-
tion. Finally, in Sec. V we conclude with a discussion of
our results.
II. MODEL DESCRIPTION AND
SELF-CONSISTENCY EQUATIONS
We consider the dynamics of an ensemble of coupled
phase oscillators with simplicial structure (three-way in-
teraction) that evolve according to
θ˙i = ωi +
K
N2
N∑
j=1
N∑
k=1
sin(θj + θk − 2θi), (1)
where θi ∈ S1 is the phase of oscillator i (i = 1, . . . , N),
ωi ∈ R is its natural frequency chosen randomly from a
distribution function g(ω), N is the size of the system,
and K > 0 is a coupling strength among oscillators. In
contrast to the standard Kuramoto model and its numer-
ous generalizations, the interaction considered here is not
pairwise but involves a triplet (θi, θj , θk) that is equiva-
lent to a fully connected hypernetwork topology. As we
shall demonstrate below the hypernetwork organization
of coupled oscillators results in a variety of nontrivial dy-
namical properties in both macroscopic and microscopic
levels. Henceforth, unless explicitly noted, g(ω) is as-
sumed to be an even function and is non-increasing for
ω > 0 (symmetry and unimodal), while the support of
g(ω) may be either finite or infinite.
Next, it is convenient to introduce two-complex valued
order parameters to characterize the macroscopic dynam-
ics of Eq. (1) defined by
Zm = Rme
iΘm =
1
N
N∑
j=1
eimθj , m = 1, 2 (2)
with Zm being the centroid of N points {eimθj} on the
unit circle in the complex plane and Z1 and Z2 play-
ing different roles. Usually, the Kuramoto order pa-
rameter Z1 is sufficient to measure the synchrony pro-
vided that the coupling function does not include any
higher-order Fourier modes. However, the interaction
term presented here contains second order harmonics
(i.e., sin[2(θjk − θi)], where θjk = (θj + θk)/2), and it
supports the formation of two clusters separated by phase
difference pi. Therefore, the Daido order parameter Z2 is
needed to quantify the overall degree of synchronization
via entrainment in both clusters while Z1 just measures
the degree of asymmetry between the clusters. In partic-
ular, R1 vanishes if the clusters are formed symmetrically
and reaches a maximum when all entrained oscillator be-
long to the same cluster (leaving no oscillators in the
opposite cluster).
To illustrate the different states that emerge from these
dynamics we consider a system of N = 105 oscillators
with natural frequencies drawn from the Lorentzian dis-
tribution g(ω) = [pi(1 + ω2)]−1. In Fig. 1 we plot the
possible values of the order parameters R1 and R2 as a
function of the coupling strength K that correspond to
stable multicluster states, denoted by the shaded area, in
panels (a) and (b). For both R1 and R2 the top branch
(solid curve) represents the most asymmetric case where
all entrained oscillators belong to the same cluster and
the bottom branch (dashed curve) represents the most
symmetric case supported by the corresponding coupling
strength. This bottom branch represents a critical point
under which multi cluster states lose stability in favor
of the incoherent state. In panels (c), (d), and (e) we
illustrate a strongly asymmetric cluster state, a more
symmetric cluster state, and the incoherent state, re-
spectively, all of which are supported for the choice of
K = 8.5, as a randomly chosen set of 200 oscillators.
With a better understanding of the collective dynamics
that emerge from Eq. (1), we now move to derive the self-
consistency equations. First, the definition of the order
parameter allows us to rewrite Eq. (1) in terms of the
mean field:
θ˙i = ωi +KR
2
1 sin(2Θ1 − 2θi). (3)
Thus, the evolution of each oscillator is solely coupled
to Z21 , and KR
2
1 displays an effective force acting on it.
We recall that the important property of Eq. (1) is its
rotation and reflection symmetry. Specifically, the dy-
namical equation remains unchanged under the transfor-
mation θi → θi + α (α is a constant phase shift), and
(θi, ωi) → (−θi,−ωi). This symmetry implies that for
the long term evolution one can set Θm in Eq. (2) to
be zero by going into a rotating frame and shifted initial
conditions.
Before proceeding with analysis, it is necessary to de-
fine an auxiliary parameter q = KR21 and two particular
inner products, namely,
〈ϕ,ψ〉 =
∫ 2pi
0
ϕψdθ (4)
and
(ϕ,ψ) =
∫ ∞
−∞
∫ 2pi
0
ϕψg(ω)dθdω, (5)
where ϕ(θ, ω) and ψ(θ, ω) are the integrable functions.
Next we consider the thermodynamical limit N →∞,
allowing state of the coupled system to be described by
a probability density function ρ(θ, ω, t) which gives the
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FIG. 1. Collective dynamics of simplicial oscillator ensembles. For a case of N = 105 oscillators with Lorentzian-distributed
frequencies, g(ω) = [pi(1+ω2)]−1 the possible order parameters (a) R1 and (b) R2 as a function of the coupling strength K that
correspond to stable multicluster states, denoted by the shaded areas. Below, examples of (c) a strongly asymmetric cluster
state, (d) a more symmetric cluster state, and (e) the incoherent state, all of which are supported for K = 8.5. (Of the N = 105
oscillators, we depict 200 chosen at random.)
relative number of θj ≈ θ and ωj ≈ ω for a fixed time t.
In fact, ρ is a 2pi-periodic function with respect to θ and
satisfies normalization condition
〈ρ(θ, ω, t), 1〉 = 1. (6)
The conservation of oscillators’ number implies the con-
tinuous equation of the form
∂ρ
∂t
+D(ρvω) = 0, (7)
where D is differential operator on S1 defined by the rule
(ϕ,Dψ) = (−ϕ′, ψ), (8)
and “′” denotes derivation with respect to θ variable.
The velocity field is given by
vω = ω − q sin 2θ, (9)
and the order parameters in the continuous limit are eval-
uated as
Zm = (e
imθ, ρ). (10)
The key step for the self-consistent analysis is to deter-
mine the stationary solutions of the continuity equation,
such that Rm remains constant. To this end, the oscilla-
tors can be divided into two groups, i.e., the phase locked
and drafting oscillators, according to whether Eq. (3) has
a fixed point or not. For the phase locked oscillators, we
have |ω| < q and vω(θ∗ω) = 0, yielding
sin 2θ∗ω =
ω
q
and cos 2θ∗ω =
√
1− ω2/q2. (11)
Importantly, the higher-order coupling indicates that
there exists two stable fixed points θ∗ω = arcsin(ω/q)/2
and θ∗ω + pi, with the eventual behavior of each phase
locked oscillator depending on its initial phase. For con-
venience, we denote the probability for the occurrence of
θ∗ω and θ
∗
ω+pi by sω and 1−sω, respectively. The station-
ary distribution formed by the phase locked oscillators is
then given by
ρω(θ) = sωδ(θ − θ∗ω) + (1− sω)δ(θ − θ∗ω − pi), (12)
where we have used δ(·) to denote the Dirac function
(unit point mass) and sω is the indicator function repre-
senting the ratio of oscillators belonging to the two clus-
ters. For instance, if sω = 1, ρω(θ) corresponds to the
unit point mass in the cluster near θ = 0, and sω < 1
measures the deviation from this state with an emerging
cluster near θ = pi. Similar to g(ω), we restrict ourselves
to unimodal and symmetric case of sω. Furthermore,
trigonometric identities imply that
cos θ∗ω =
√
1 +
√
1− ω2/q2
2
, (13)
4and
sin θ∗ω =
ω/q
2
√
(1 +
√
1− ω2/q2)/2
. (14)
On the other hand, drifting oscillators satisfy |ω| > q
and therefore do not reach a fixed point. For a stationary
state to emerge we require that ρvω is constant, which
gives
ρω(θ) =
Cω
vω
, (15)
with normalization constant
C−1ω =
∫ 2pi
0
v−1ω (θ)dθ, (16)
which is an odd function of ω. Different from the phase
locked scenario, the drifting oscillators do not belong to
any cluster, each rotating non-uniformly on the unit cir-
cle with periodic Tω = |C−1ω |, thereby forming a smooth
probability measure in the thermodynamic limit.
Turning to the order parameters, they are evaluated as
Zm = (e
imθ, ρω)|ω|<q + (eimθ, ρω)|ω|>q, (17)
where we have split the integral into two parts, and each
part is defined in a symmetrical interval. The first part
corresponds to the phase locked oscillators and the sec-
ond corresponds to the drifting ones. Note that, the sec-
ond integral vanishes since Cω is an odd function imply-
ing that the drifting oscillators have no contribution to
Zm. Likewise, the imaginary part of the first integral is
zero due to the fact that sinmθ∗ω is an odd function of
ω. These vanishing integrals in turn imply that the order
parameters Zm are real – a property that coincides with
our previous assumption of Θm = 0.
Substituting Eqs. (12-14) into Eq. (17) leads to
Zm = Rm = 〈sω, cosmθ∗ω〉+〈1−sω, cosm(θ∗ω+pi)〉. (18)
Using that q = KR21, the self-consistent equations may
be rewritten
R2 = G(q) =
∫ q
−q
√
1− ω2/q2g(ω)dω, (19)
and
1√
K
= F (q) =
∫ q
−q
(2sω − 1)
√
1 +
√
1− ω2/q2
2q
g(ω)dω.
(20)
The self-consistent equations (19-20) form a close de-
scription of the stationary solutions of the Kuramoto-
type system of globally coupled phase oscillators with
simplicial structure. In addition to the incoherent state
(Rm = 0), which exists for any value of K and re-
mains neutrally stable to perturbation in N → ∞ [36],
Eqs. (19-20) define the curves describing the steady-state
solutions representing multicluster states of Eq. (1) in
the half plane of the parameters K > 0 and q > 0.
BBy varying q from 0 to ∞, we obtain a parametric
representation of synchronization transition of the form
(K,R1, R2) = (F
−2(q), qF 2(q), G(q)). We remark that
Eq. (20) defines a map from q ∈ [0,∞) to K ∈ [0,∞)
through the function F (q). However, since F (q) is not
necessary one to one, it may happen that for some pa-
rameter K the inverse F−1(K) does not exist at all [37].
In other words, it is multivalued and has different so-
lutions q for the same parameter K. As a result, the
underlying bifurcation takes plays in two different sce-
narios, either F ′(qc) = 0 (smooth fold bifurcation) or
F ′(qc) does not exist (no smooth fold bifurcation). We
denote qc to be the critical parameter such that F (qc) is
a local extremum and the associated critical points for
synchronization transition are
(Kc, R
c
1, R
c
2) = (F
−2(qc), qcF 2(qc), G(qc)). (21)
Notice also that, besides qc, there exists another critical
point ql beyond which all oscillators are phase locked,
such as ql = 1 when g(ω) has a finite support, and ql =∞
when g(ω) is defined in an infinite interval.
We demonstrate now that for a particular choice of the
indicator function, we can observe non-universal synchro-
nization transitions. For example, if sω is taken to be a
constant s (1/2 ≤ s ≤ 1) and g(ω) is smooth, then the
continuous function F (q) is scaled as
F (q) = (2s− 1)f(q)
=(2s− 1)
∫ q
−q
√
1 +
√
1− ω2/q2
2q
g(ω)dω.
(22)
It is easy verified that f(0) = f(∞) = 0 and there is a
unique qc ∈ (0,∞) where f(qc) is a maximum. Given
the stability of the incoherent state, the physical pic-
ture of phase transitions towards synchronization is il-
lustrated as follows. (i) As the coupling strength K
between oscillators is increased adiabatically from zero,
a spontaneous phase transition from the incoherence to
synchrony can never be identified. (ii) If the inverse pro-
cess is adopted, beginning at a partially or fully locked
state, the system stays at a partially or fully locked state,
and there are an infinite number of branches of solutions
with non-zero Rm since s ∈ [ 12 , 1] that represent different
multicluster states. Next, as K decreases below a crit-
ical Kc, the extensive multiclusters disappear accompa-
nied by a continuum of abrupt desynchronization tran-
sitions [21, 33], where the corresponding critical points
for a given s satisfy a scaling forming (Kc, R
c
1, R
c
2) =
([(2s − 1)f(qc)]−2, qc(2s − 1)2f2(qc), G(qc)). It should
be pointed out that this nontrivial dynamical property
essentially differs from conventionally first-order phase
transition, where the order parameter undergoes a dis-
continuous jump for both forward and backward pro-
gresses and a bistability of incoherence and coherence
coexist only in the hysteresis region.
5III. LINEAR STABILITY ANALYSIS OF
STEADY STATES
The analysis above provides a framework for the com-
plete description of the steady states in terms of the self-
consistent equations with arbitrary sω and g(ω), which
however can not address any stability properties of the
corresponding solutions. In this section, we study the
stability properties of the multicluster states formed by
the nonlinear higher-order coupling. To this end, we pre-
form a linear stability analysis of stationary distribution
ρω(θ) with respect to continuity equation. In the follow-
ing, we will show that the stability of ρω(θ) is reduced
to the eigen-spectrum analysis of a linear operator which
can be systematically worked out by a pair of character-
istic equations.
To linearize Eq. (7), we impose a small perturbation
ηω(θ, t) to ρω(θ) with 0 <   1. The perturbation
ηω(θ, t) is a vector of tangent space T and satisfies the
orthogonality condition,
〈ηω(θ, t), 1〉 = 0, (23)
since ρ(θ, ω, t) itself is normalized. Then the order pa-
rameters under the perturbation reduce to
Zm[ηω] = (e
imθ, ρω + ηω)
= Rm + (e
imθ, ηω).
(24)
Inserting Eq. (24) into the mean-field equation (3), the
corresponding vector field becomes
v[ηω] =ω +KR
2
1 sin(2Θ1 − 2θ)
=ω + 2KImZ1[ηω]ReZ1[ηω] cos 2θ
−K((ReZ1[ηω])2 + (ImZ1[ηω])2) sin 2θ,
(25)
with
ReZ1[ηω] = R1 + (cos θ, ηω), (26)
ImZ1[ηω] = (sin θ, ηω). (27)
The first-order deviation of the velocity field correspond-
ing to the tangent vector ηω is equal to
v1[ηω] = 2KR1(sη cos 2θ − cη sin 2θ), (28)
where we denote cη = (cos θ, ηω) and sη = (sin θ, ηω),
respectively, as the perturbations of the real and imagi-
nary part of the order parameter Z1. Replacing ρω with
ρω + ηω and vω with vω + v1 in Eq. (7), we obtain to
linear order in  the equation
dηω
dt
+D(vωηω + v1ρω) = 0. (29)
This leads to the definition of the linearized evolution
equation at the fixed state ρω as
dηω
dt
= Lηω, (30)
where L is a linear operator defined by
Lηω = −D(vωηω) + 2KR1D((cη sin 2θ − sη cos 2θ)ρω)
(31)
on the tangent space T. We are now tasked with com-
pletely describing the spectrum of L.
Following general spectrum theory of linear operators,
we are interested in two parts of the spectrum σ(L): the
point (discrete) spectrum σp(L), and continuous (essen-
tial) spectrum σc(L). The point spectrum σp(L) con-
sisting of all eigenvalues λ ∈ C of L, i.e., λ values that
make (λI − L) not invertible and ker(λI − L) finite di-
mensional. Similarly, the continuous spectrum σc(L) in-
cludes all λ ∈ C that make (λI − L) not invertible, but
rather ker(λI − L) = {0} and the image Im(λI − L) is
unbounded. In fact, the elements of σp(L) are similar to
eigenvalues of a finite dimensional matrix, in that it cor-
responds to the finite dimensional degenerations of the
operator (λI−L). In contrast, σc(L) represents the infi-
nite dimensional nature of the operator L.
To better understand the spectrum of L, it is conve-
nient to express L as
L =M+ B, (32)
with the operators M and B defined by
Mηω = −D(vωηω), (33)
and
Bηω = 2KR1D((cη sin 2θ − sη cos 2θ)ρω). (34)
Remarkably, the rank of B is only two, since it has a
codimensional-two kernel, determined by the conditions
sη = cη = 0. We can think of B as a perturbed operator
with finite rank added toM. In this sense, the operators
L and M are quite similar.
Before analyzing the spectrum of L, we split the tan-
gent space as a direct sum of two subspaces T = Te⊕To,
where Te and To denote the even and odd subspace, re-
spectively. For a function, ϕ(θ, ω) under the reflection
action κˆϕ(θ, ω) = ϕ(−θ,−ω), if κˆϕ = ϕ, then we call ϕ
even, or odd if κˆϕ = −ϕ. For instance, vω(θ) is odd, and
ρω(θ) is even. Any vector η ∈ T can be decomposed as
the sum of an even and an odd element vector uniquely.
If ηω(θ) ∈ Te, we have sη = 0, because the integral∫ 2pi
0
sin θ · ηω(θ)dθ =
∫ 2pi
0
sin θ · η−ω(−θ)dθ
=
∫ 2pi
0
sin(−θ) · η−ω(θ)dθ
= −
∫ 2pi
0
sin θ · η−ω(θ)dθ,
(35)
is an odd function of ω. Likewise, if ηω(θ) ∈ To, then cη =
0. This definition indicates that the even and odd tangent
vectors correspond to pure cosine and sine perturbations
of the order parameters, respectively. Notice that the
6operators M, B, as well as L all preserve the even and
odd subspace. To see this, note that for an even ηω,
vωηω is odd, then D(vωηω) is even, and sin 2θ · ρω(θ) is
odd, so D(sin 2θ · ρω(θ)) is even. Hence, Mηω ∈ Te,
and the proof is similar for odd vectors. Depending on
whether |ω| < q or not, the subspace can be further split
into the direct sum To = Tlo ⊕ Tdo and Te = Tle ⊕ Tde ,
where Tlo(Tle) and Tdo(Tde) are the subspaces of tangent
vectors supported on the locked and drifting frequencies,
respectively. This decomposition of the tangent space T
allows us to analyze the spectrum of L by considering
each subspace separately.
We begin with the spectrum of M and, as discussed
above, it suffices to study M separately on the locked
subspace Tl = Tlo ⊕ Tle and drifting subspace Td =
Tdo ⊕Tde , and then combine the results. For the distribu-
tion ρω(θ) in Eq. (12) of the phase locked oscillators, the
associated tangent vector ηω(θ) ∈ Tl takes the following
form [38]
ηω = a(ω)Dδθ∗ω + b(ω)Dδθ∗ω+pi, (36)
with coefficients a(ω) and b(ω). Assuming ϕ to be a
smooth function on S1, then
(ϕ,Mηω) = (ϕ,−D(vωηω))
= (vωϕ
′, a(ω)Dδθ∗ω ) + (vωϕ
′, b(ω)Dδθ∗ω+pi)
= −a(ω)(vωϕ′)′θ=θ∗ω − b(ω)(vωϕ′)′θ=θ∗ω+pi.
(37)
Since vω(θ
∗
ω) = vω(θ
∗
ω + pi) = 0, so we have
(ϕ,Mηω) = −a(ω)(v′ωϕ′)θ=θ∗ω−b(ω)(v′ωϕ′)θ=θ∗ω+pi. (38)
Hence,
Mηω = −2q cos 2θ∗ω · (a(ω)Dδθ∗ω + b(ω)Dδθ∗ω+pi)
= −2q cos 2θ∗ω · ηω.
(39)
From this, we see that the application of the operatorM
on Tl turns out to be a multiplication by the function
−2q cos 2θ∗ω. This implies that the spectrum of M on
Tl is continuous, as ω ranges over the locked frequencies
(|ω| < q). Therefore, σ(M) in Tl should be discussed
in two different cases, if q > ql and g(ω) is supported
on a finite interval ρω(θ) is fully locked, then σ(M) =
[−2q,−2
√
q2 − 1]. However, if q < ql, ρω(θ) is partially
phase locked, σ(M) = [−2q, 0].
For the drifting oscillators (|ω| > q) and ηω ∈ Td,
the distribution ρω(θ) in Eq. (15) has more regularity
than ρω(θ) in Eq. (12), and the calculations of σ(M) are
relatively easy. This is because
(ϕ,Mηω) = (M†ϕ, ηω) = (vωϕ′, η), (40)
where M† is adjoint operator of M on Td, which is de-
fined as
M†ϕ = vωϕ′. (41)
Thus, λ ∈ σ(M) on Td is just the eigenvalue ofM† which
satisfies eigen-equation
λϕ− vωϕ′ = 0, (42)
with ϕ being a nontrivial solution in S1. Solving it to
obtain the general solution of ϕ
ϕ = C exp{λ
∫ θ
0
v−1ω (x)dx}, (43)
where C is a nonzero constant. Since ϕ(θ + 2pi) =
exp{λ/Cω}ϕ(θ), the periodic condition for ϕ requires
exp{λ/Cω} = 1 leading to
λ = 2piinCω = in sgn(ω)
√
ω2 − q2, (44)
for some n ∈ Z. Therefore,M has only continuous spec-
trum on T, σ(M) = [−2q,−2
√
q2 − 1] if q > ql and the
system is fully phase locked, and σ(M) = [−2q, 0]∪ iR if
q < ql and the system is partially phase locked.
We turn to the spectrum analysis of the full operator L
on T. As shown in ref. [38], σc(L) = σ(M) due to the fact
that the two operators L andM differ only by a bounded
operator B of finite rank and the essential spectrum is
invariant under finite rank perturbation. Thus, the next
task is to determine σp(L). As before, it suffices to study
L separately on the even and odd subspaces. If ηω ∈ Te,
L reduces to
Lηω =Mηω + 2KR1cηD(sin 2θ · ρω). (45)
For a given λ ∈ C \ σ(M), if the operator (λI − M)
is invertible, the equation Lηω = ληω holds for cη 6= 0,
otherwise, λ ∈ σ(M). We can assume cη = (2KR1)−1
without loss of generality, then the eigenvector ηω is de-
termined by the following formula,
ηω = (λI−M)−1D(sin 2θ · ρω). (46)
Defining the function,
hc(λ) = (cos θ, (λI−M)−1D(sin 2θ · ρω)), (47)
and according to the relation, cη = (2KR1)
−1, the eigen-
value λ of L on Te satisfies the self-consistent equation,
1√
K
= 2
√
qhc(λ), λ ∈ C \ σ(M). (48)
Similarly, if ηω ∈ To, L is given by
Lηω =Mηω − 2KR1sη ·D(cos 2θ · ρω) (49)
and hs(λ) is defined by
hs(λ) = −(sin θ, (λI−M)−1 ·D(cos 2θ · ρω)). (50)
Imposing the relation sη = (2KR1)
−1, then the eigen-
value of L on To satisfies the self-consistent equation,
1√
K
= 2
√
qhs(λ), λ ∈ C \ σ(M). (51)
Here, hc(λ) and hs(λ) are the characteristic functions,
and all λ ∈ σp(L) correspond the roots of these charac-
teristic equations (48) and (51). In the next section we
turn to characterize these roots.
7IV. ROOTS OF THE CHARACTERISTIC
EQUATIONS
We now move to derive the explicit formulas for the
characteristic equations, and then discuss their roots to
determine the stability properties of multicluster states.
As we did with the operator M above, we need to split
the integrals in hc(λ) and hs(λ) [defined in Eqs. (47) and
(equ:49)] into the locked and drifting parts, namely,
hc(λ) = h
l
c(λ) + h
d
c(λ) (52)
and
hs(λ) = h
l
s(λ) + h
d
s(λ). (53)
Moving forward, the key step is to compute the expres-
sion (λI−M)−1 ·D(e2iθρω) explicitly.
We begin with the locked case |ω| < q, and the opera-
tor (λI−M)−1 degenerates to the multiplication by the
function λ + 2q cos 2θ∗ω. Hence, the contributions from
the locked oscillators to the characteristic functions are
hlc(λ) = (cos θ, (λI−M)−1D(sin 2θ · ρω))
= (cos θ, (λ+ 2q cos 2θ∗ω)
−1D(sin 2θ · ρω))
= (sin θ, (λ+ 2q cos 2θ∗ω)
−1 sin 2θ · ρω)
=
∫ q
−q
(2sω − 1) sin θ
∗
ω sin 2θ
∗
ω
λ+ 2q cos 2θ∗ω
g(ω)dω,
(54)
and
hls(λ) = (− sin θ, (λI−M)−1D(cos 2θ · ρω))
= (− sin θ, (λ+ 2q cos 2θ∗ω)−1D(cos 2θ · ρω))
= (cos θ, (λ+ 2q cos 2θ∗ω)
−1 cos 2θ · ρω)
=
∫ q
−q
(2sω − 1) cos θ
∗
ω cos 2θ
∗
ω
λ+ 2q cos 2θ∗ω
g(ω)dω.
(55)
Remarkably, hlc(λ) and h
l
s(λ) are just the continuous
limit (N →∞) of rational functions in refs. [35, 39].
Next, for the drifting case |ω| > q, the distribu-
tion ρω(θ) is a smooth function and therefore (λI −
M)−1D(sin 2θ · ρω) is a smooth function on S1 of the
form
(λI−M)−1D(sin 2θ · ρω) = αω(θ), (56)
applying the operator (λI−M) to both sides of Eq. (56)
and considering the definition of D, αω(θ) must satisfy
the following differential equation
λαω + (vωαω)
′ = Cω(
sin 2θ
vω
)′. (57)
For convenience, we express αω = βω/v
2
ω to clear out the
denominator v2ω above, then the equation for βω is
λβω−v′ωβω +vωβ′ω = Cω(2 cos 2θ ·vω− sin 2θ ·v′ω). (58)
Our strategy for solving this equation is to express βω in
the form of Fourier decomposition as
βω(θ) =
∞∑
n=−∞
cne
inθ, (59)
where the coefficients satisfy c−n = c¯n since βω(θ) is
real. Then the first order differential equation for βω(θ)
is equivalent to the algebraic equation of cn yielding
[λ+ q(e2iθ + e−2iθ)]
∑
n
cne
inθ
+ [ω − q
2i
(e2iθ − e−2iθ)]
∑
n
incne
inθ
=ωCω(e
2iθ + e−2iθ).
(60)
Balancing the coefficients of each Fourier mode, we ob-
tain
c0 = − 4Cωqω
λ2 + 4ω2 − 4q2 , (61)
while
c2 =
Cωλω + 2iCωω
2
λ2 + 4ω2 − 4q2 , (62)
and
c±1 = c±n = 0 (n > 2). (63)
Then βω(θ) takes the form
βω(θ) = c0 + c2e
2iθ + c−2e−2iθ. (64)
Furthermore, a straight forward calculation reveals the
orthogonality relations 〈eiθ, v−2ω 〉 = 0 and 〈eiθ, ei2θv−2ω 〉 =
0, which in turn implies that hdc(λ) = 0.
Following a similar process, we can express (λI −
M)−1D(cos 2θ · ρω) as βω/v2ω to obtain the evolution
equation for βω. The similar result holds where βω is
a linear combination of (1, sin 2θ, cos 2θ), therefore, we
have hds(λ) = 0. We emphasize that the simple results
originate from the nonlinear higher-order coupling (sim-
plex) in contrast to the case of the traditional Kuramoto-
like models. We conclude that the drifting oscillators
have no contribution to neither the order parameters nor
the characteristic functions, which further verify our as-
sumption in ref. [35] rigorously. Finally, substituting
hc(λ) = h
l
c(λ) and hs(λ) = h
l
s(λ) into Eqs. (48) and (51),
we arrive at a pair of characteristic equations describing
the eigenvalues of λ, namely
1√
K
=2
√
qhc(λ)
=
√
2q−3/2
∫ q
−q
(2sω − 1) ω
2
λ+ 2q
√
q2 − ω2
· 1√
1 +
√
1− ω2/q2
g(ω)dω,
(65)
8and
1√
K
=2
√
qhs(λ)
=
√
2q−1/2
∫ q
−q
(2sω − 1)
√
q2 − ω2
λ+ 2q
√
q2 − ω2
·
√
1 +
√
1− ω2/q2g(ω)dω,
(66)
The final task is to determine the roots of the charac-
teristic equations. Notice first that
1√
K
= 2
√
qhs(0). (67)
This means that λ = 0 is always a root of the charac-
teristic equation (66), and the property comes from the
rotation symmetry of Eq. (1), and the associated eigen-
vector corresponds to a trivial uniform perturbation of
the system. Next, Eqs. (65) and (66) show that λ ∈ R.
Otherwise, if λ ∈ C has nonzero imaginary part, the
same is true for hc(λ) and hs(λ). To see this, we can
multiply the numerator and denominator in the integral
by λ¯ + 2
√
q2 − ω2. Hence, the characteristic equations
must have real roots. In addition, if λ < −2q, we have
hc(λ) < 0 and hs(λ) < 0. So λ < −2q can never be a
root of the characteristic equations.
Let’s consider the partially locked state q < ql. In
this case, the locked frequencies ω ∈ [−q, q] causing the
continuous spectrum of L in the real axis to change from
−2q to 0. Whereas, hc(λ) and hs(λ) are not defined
for −2q < λ < 0, since there are simple poles in the
integrals of formulas. Therefore, any roots λ < 0 for
the characteristic equations are ruled out in the partially
locked case. On the other hand, hc(λ) and hs(λ) are
well defined and positive for λ ≥ 0, and both functions
are strictly decreasing on the interval [0,∞). So each
characteristic equation has at most one root. We have
already shown that Eq. (66) has a trivial root λ = 0, so
it has no other roots.
Next, we claim that 2
√
qhc(0) − 1/
√
K < 0, which
implies that the characteristic equation (65) has no roots
at all. To see this, observe that
2
√
qhc(0)− 1√
K
=
√
2q
∫ 1
0
[2s(qx)− 1]h(x)g(qx)dx,
(68)
where h(x) = x
2√
1−x2
1√
1+
√
1−x2
−
√
1 +
√
1− x2 changes
the sign from negative to positive at x0 =
√
3/2. g(qx)
and s(qx) are non-increasing on [0, 1], then
2
√
qhc(0)− 1√
K
=
√
2q
∫ x0
0
[2s(qx)− 1]h(x)g(qx)dx
+
√
2q
∫ 1
x0
[2s(qx)− 1]h(x)g(qx)dx
≤
√
2q[2s(qx0)− 1]g(qx0) ·
∫ 1
0
h(x)dx
=− 2
3
√
2q[2s(qx0)− 1]g(qx0) < 0.
(69)
This inequality shows that L has only a trivial eigenvalue
λ = 0 in the partially synchronized state.
We turn to the fully locked state q > ql and prove
that the characteristic equation (65) has a negative root
if F ′(q) < 0 and the positive root if F ′(q) > 0. In this
situation, ω ∈ [−1, 1] in the integral of formulas, and
σc(L) = [−2q,−2
√
q2 − 1] where the continuous spec-
trum of L is restricted to the real axis. Based on the
same reason above, λ is a root of the characteristic equa-
tions only if λ > −2
√
q2 − 1. hc(λ) and hs(λ) are well
defined and positive for λ > −2
√
q2 − 1 and both func-
tions tend to +∞ if λ→ −2
√
q2 − 1 from the right hand
side. The decreasing property of hc(λ) and hs(λ) on
the interval (−2
√
q2 − 1,∞) ensures that the character-
istic equations each can have at most one root. Also,
λ = 0 has been proven to be a trivial root of Eq. (66),
so we just need to consider Eq. (65). Then Eq. (65)
has a negative root −2
√
q2 − 1 < λ < 0 if and only if
2
√
qhc(0) < 1/
√
K. Because
2
√
qhc(0)− 1√
K
=
1√
2q
∫ 1
−1
(2sω − 1)[ ω
2
q
√
q2 − ω2
1√
1 +
√
1− ω2/q2
−
√
1 +
√
1− ω2/q2]g(ω)dω.
(70)
Straightforward calculation shows that a negative value
of Eq. (70) is equivalent to F ′(q) < 0 for the self-
consistent equation (20). Otherwise, a positive root
implies 2
√
qhc(0) − 1/
√
K > 0, which is equivalent to
F ′(q) > 0.
To obtain analytical insights, we take frequency distri-
bution to be a bimodal Dirac, i.e., g(ω) = 12 [δ(ω − 1) +
δ(ω + 1)]. Now ql = 1 and the parametrical function
F (q) = (2s− 1)
√
1 +
√
1− q−2
2q
. (71)
Clearly, qc = 2/
√
3 such that F ′(qc) = 0. F ′(q) > 0 for
q ∈ [ql, qc) and F ′(q) < 0 for q ∈ (qc,∞). The nonzero
9eigenvalue λ satisfying Eq. (65) is obtained as
λ =
2
q(1 +
√
1− q−2) − 2
√
q2 − 1. (72)
It is easily verified that λ is positive for q ∈ [ql, qc) and
is negative for q ∈ (qc,∞), which coincides with the ar-
gument above.
Turning briefly to the incoherent state, where no os-
cillators are phase locked and Rm = q = 0, then the
operator B is 0, L =M, and σp(L) is empty. The spec-
trum of L contains the continuous spectrum which is the
entire imaginary axis.
We now present a brief summary of the spectrum of L
for all steady states in the infinite N simplicial Kuramoto
model. For the incoherent state, there are no frequency
locked oscillators, and the operator L = M, which has
purely continuous spectrum iR on the imaginary axis
[Fig. 2(a)]. This spectrum structure rules out any kind
of linearly stable or unstable mode in the tangent space,
and thus the incoherent state is neutrally stable to per-
turbation for any value of K. One can never expect it to
lose stability at the critical point, at which the partially
synchronized states are born. For the partially locked
state with q < ql, where the drifting oscillators and the
locked ones coexist. The continuous spectrum exhibits
an inverted T -shape that includes the entire imaginary
axis along with the segment [−2q, 0] [Fig. 2(b)]. Fur-
thermore, there are no other roots to the characteristic
equations except for a trivial eigenvalue λ = 0 originat-
ing from the rotational symmetry of the system. In this
sense, we call the partially locked case linearly neutral
stable, due to the presence of negative value of σc(L).
For the fully locked state with q > ql, there are no
drifting oscillators. The continuous spectrum consists of
the closed interval [−2q,−2
√
q2 − 1]. In addition to a
trivial eigenvalue λ = 0, a negative eigenvalue exists in
(−2
√
q2 − 1, 0) corresponding to F ′(q) < 0 [Fig. 2(c)],
and the positive eigenvalue appears corresponding to
F ′(q) > 0 [Fig. 2(d)]. This suggests that the fully locked
state is linearly stable [F ′(q) < 0] or unstable [F ′(q) > 0]
signaling a saddle node bifurcation for q passing through
qc.
V. CONCLUSION
In this paper, we have systematically studied the dy-
namical properties of steady states in the Kuramoto
model with simplicial interaction i the thermodynamic
limit. The phase model serves as a representative non-
linear higher-order coupling that has been shown to ex-
hibit novel collective dynamics for phase transitions to
synchronization. Based on the self-consistent analysis
in continuous limit N → ∞, all steady states are well
characterized and the underlying bifurcation can be de-
tected from the parametrical function with a single vari-
able. Importantly, we provide a complete understanding
FIG. 2. Diagrammatic sketch of the spectrum of linear opera-
tor. (a) the incoherent state (neutral stable), (b) the partially
locked state (linearly neutral stable), (c) the fully locked state
(linearly stable), (d) the fully locked state (linearly unstable).
The red lines on the imaginary axis and real axis represent
the continuous spectrum formed by the drifting and the locked
oscillators respectively. The light green point at the origin is
the trivial eigenvalue of the linear operator. The dark green
point on the real axis represents the nontrivial eigenvalue of
the linear operator.
of the spectrum of fixed states by linearizing the conti-
nuity equation. Using the perturbation theory of linear
operator, we demonstrate that the unperturbed linear
operator contains only the continuous spectrum, which is
the entire imaginary axis or a closed interval on the neg-
ative real axis corresponding to the drifting and locked
oscillators respectively. Furthermore, we prove that the
drifting oscillators do not contribute to neither the or-
der parameters nor the characteristic functions, but they
have significant influence on the structure of continuous
spectrum on the real axis. According to whether the non-
trivial eigenvalue of the linear operator exists or not, we
argue that the incoherent state, the partially locked state
and the fully locked state are respectively neutral stable,
linearly neutral stable, and linearly stable (unstable) to
perturbation in tangent space.
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