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Abstract
In this paper, we study the reconstruction of functions in shift invariant subspaces from local
averages with symmetric averaging functions. We present an average sampling theorem for shift
invariant subspaces and give quantitative results on the aliasing error and the truncation error. We
show that every square integrable function can be approximated by its average sampling series. As
special cases we also obtain new error bounds for regular sampling. Examples are given.
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1. Introduction
The sampling theory says that if a function f (x) satisfies certain conditions, then it is
uniquely determined and can be reconstructed from its sampled values at a sequence of
sampling points {xk: k ∈ Z}, i.e., there exist some functions Sk(x) such that
f (x)=
∑
k∈Z
f (xk)Sk(x).
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constructed by the formula f (x) = ∑k∈Z f (kπ/Ω)(sin(Ωx − kπ))/(Ωx − kπ). This
is the classical Shannon sampling theorem. Although the assumption that a function is
band-limited is eminently useful, it is not always realistic since a band-limited function
is of infinite duration. Thus, it is natural to investigate other function classes for which a
sampling theorem holds. A simple model is to consider shift-invariant subspaces, which
generalize the space of band-limited functions and have the form
V0 = span
{
ϕ(· − k): k ∈ Z}
for some generating function ϕ(x). In fact, there have been many results concerning the
sampling in shift-invariant subspaces for both regular and irregular sampling, e.g., see
Refs. [2,4,5,7,8,15,16,24,26,27,30–32,40,41,43,45].
For physical reasons, e.g., the inertia of the measurement apparatus, measured sampled
values obtained in practice may not be values of a function f precisely at times xk , but
only local averages of f near xk . Specifically, measured sampled values are
〈f,uk〉 =
∫
f (x)uk(x) dx
for some collection of averaging functions uk(x), k ∈ Z, which satisfy the following prop-
erties:
suppuk ⊂
[
xk − δ2 , xk +
δ
2
]
, uk(x) 0, and
∫
uk(x) dx = 1.
Observe that the averaging procedure is allowed to vary form point to point.
It is clear that from local averages one should obtain at least a good approximation
of the original function if δ is small enough. Wiley [42], Butzer and Lei [12,13] studied
the approximation error when local averages are used as sampled values. Furthermore,
Gröchenig [22] proved that if sampling points xk satisfy
0 < xk+1 − xk  δ < 1√
2Ω
,
then every f ∈ BΩ is uniquely determined and can be reconstructed by local averages
〈f,uk〉 around xk . Specifically, there are some functions Sk(x) ∈ BΩ such that
f (x)=
∑
k∈Z
〈f,uk〉Sk(x). (1.1)
In [20], Feichtinger and Gröchenig proved that if
δ := sup
k∈Z
(xk+1 − xk) < π
Ω
,
then every f ∈ BΩ is uniquely determined by (1/(yk − yk−1))
∫ yk
yk−1 f (x) dx with yk =
(xk + xk+1)/2 and can be reconstructed with a formula similar to (1.1).
If uk(x) are taken to be translations of a generating function, i.e., uk(x) = u(x − xk)
for some averaging function u(x), then the average sampling procedure can be viewed as
prefiltering, which is widely studied in literature. In [7,8,40], Aldroubi and Unser studied
the reconstruction of signals by means of prefiltering and sampling in more general sense.
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averaging functions and gave the optimal upper bound for the support length of averaging
functions for some special cases. In [1,3,6], Aldroubi, Feichtinger, Sun and Tang stud-
ied density conditions on sampling points and fast iterative reconstruction algorithms, for
which the performance were analyzed when the data were corrupted by noise.
In this paper, we study the reconstruction of functions in shift invariant subspaces from
local averages with equally spaced sampling points and symmetric averaging functions.
Specifically, the averaging function uk(x) is symmetric with respect to x = xk and nonin-
creasing on [xk, xk + δ/2]. A simple example is
uk(x)= 1
δk
χ[xk−δk/2,xk+δk/2](x), 0 < δk < δ.
We present an average sampling theorem and give explicit error bounds for the aliasing
error and the truncation error. Since the classical point sampling can be viewed as a spe-
cial case of average sampling, i.e., uk(x) are δ-functions concentrated at xk , our results
also give new error bounds for regular sampling. At the end of this paper, we give some
examples.
1.1. Notations and definitions
The Fourier transform and the Zak transform of f ∈ L2(R) are defined by fˆ (ω) =∫
R
f (x)e−ixω dx and Zf (x,ω)=∑k∈Z f (x + k)e−ikω, respectively;
[fˆ , gˆ](ω)=
∑
k∈Z
fˆ (ω+ 2kπ) ¯ˆg(ω+ 2kπ).
We call u(x) an averaging function if u(x) 0, u(x) ∈L1(R) and ∫
R
u(x) dx = 1.
Recall that a family of functions {ϕk: k ∈ Z} belonging to a Hilbert space H is said to
be a frame if there exist positive constants A and B such that A‖f ‖2 ∑k∈Z |〈f,ϕk〉|2 
B‖f ‖2 for every f ∈ H. The numbers A and B are called the lower and upper frame
bounds, respectively.
{ϕk: k ∈ Z} is said to be a Riesz basis forH if it is complete inH and there are positive
constants A and B such that for any c = {ck: k ∈ Z} ∈ 2, A‖c‖22  ‖
∑
k∈Z ckϕk‖22 
B‖c‖22.
A frame that ceases to be a frame when any one of its elements is removed is said to be
an exact frame. It is well known that exact frames and Riesz bases are identical.
Let {ϕk: k ∈ Z} be a frame for some Hilbert space H. The frame operator S is defined
by
Sf =
∑
k∈Z
〈f,ϕk〉ϕk, ∀f ∈H.
It can be proved that S is a bounded, invertible, and self-adjoint operator on H. Let ϕ˜k =
S−1ϕk . Then {ϕ˜k: k ∈ Z} is also a frame for H, called the dual frame of {ϕk: k ∈ Z}. For
any f ∈H, we have
282 W. Sun, X. Zhou / J. Math. Anal. Appl. 287 (2003) 279–295f =
∑
k∈Z
〈f,ϕk〉ϕ˜k =
∑
k∈Z
〈f, ϕ˜k〉ϕk.
We refer to [17,44] for details on the frame theory.
2. Average sampling theorem
First, we introduce some preliminary results.
Proposition 2.1 (Wirtinger’s inequality [23, p. 184]). If f (x) is differentiable on [a, b],
f,f ′ ∈ L2[a, b], and f (a)f (b)= 0, then
b∫
a
∣∣f (x)∣∣2 dx  4
π2
(b− a)2
b∫
a
∣∣f ′(x)∣∣2 dx.
The following lemma is an immediate consequence.
Lemma 2.2. If f (x) is differentiable on [a, b], f,f ′ ∈ L2[a, b] and there is some c ∈ [a, b]
such that f (c)= 0, then
b∫
a
∣∣f (x)∣∣2 dx  4δ2
π2
b∫
a
∣∣f ′(x)∣∣2 dx,
where δ = max{c− a, b− c}.
Proposition 2.3 [28, p. 303–304]. Let f be an integrable function on [a, b] and let F(x)=∫ x
a f (t) dt , |F(x)|M(x − a) for a < x  b (M a positive constant); furthermore, let g
be a nonnegative, nonincreasing and integrable function. Then
∣∣∣∣∣
b∫
a
f (x)g(x) dx
∣∣∣∣∣M
b∫
a
g(x) dx.
The following lemma is a consequence of [30, Lemma 3]. To make this paper more
readable, we give the proof.
Lemma 2.4. Let {ϕ(· − n): n ∈ Z} be a Riesz basis for some V0 ⊂ L2(R). Suppose that
ϕ is locally absolutely continuous and ϕ′ ∈ L2(R). Then for any {cn: n ∈ Z} ∈ 2, f :=∑
n∈Z cnϕ(· − n) is locally absolutely continuous and
f ′(x)=
∑
n∈Z
cnϕ
′(x − n) a.e.
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b∫
a
∑
n∈Z
∣∣cnϕ′(x − n)∣∣dx 
b∫
a
(∑
n∈Z
|cn|2
)1/2(∑
n∈Z
∣∣ϕ′(x − n)∣∣2)1/2dx

(∑
n∈Z
|cn|2
)1/2
(b− a)1/2
( b∫
a
∑
n∈Z
∣∣ϕ′(x − n)∣∣2 dx
)1/2
<+∞,
thanks to ϕ′ ∈L2(R). Hence∑n∈Z cnϕ′(x−n) is both absolutely convergent almost every-
where and convergent in L1[a, b] for any a < b.
Similarly,
∑
n∈Z cnϕ(x−n) is convergent almost everywhere. Suppose that
∑
n∈Z cnϕ×
(x0 − n) is convergent for some x0. Then for any x ∈R, we have
∑
n∈Z
cn
(
ϕ(x − n)− ϕ(x0 − n)
)=
x∫
x0
∑
n∈Z
cnϕ
′(t − n) dt.
Hence f (x) :=∑n∈Z cnϕ(x − n) is well defined on R. Moreover, the above equation also
implies that f is locally absolutely continuous and
f ′(x)=
∑
n∈Z
cnϕ
′(x − n) a.e.
This completes the proof. ✷
We are now ready to state the average sampling theorem for shift invariant subspaces.
Theorem 2.5. Let {ϕ(·−n): n ∈ Z} be a Riesz basis for V0 with boundsA and B . Suppose
that ϕ is locally absolutely continuous, ϕ′ ∈ L2(R), |Zϕ′(x,ω)|  L, a.e., and there are
two positive constants C1 and C2 such that
C1 
∣∣Zϕ(0,ω)∣∣ C2 a.e. (2.1)
Let {uk(x): k ∈ Z} be a sequence of averaging functions such that suppuk ⊂ [k− δ/2, k+
δ/2], uk(x + k) is even and nonincreasing on [0, δ/2]. If 0 < δ < πC1/L, there is a frame
{Sk(x): k ∈ Z} for V0 such that for any f ∈ V0,
f (x)=
∑
k∈Z
〈f,uk〉Sk(x), (2.2)
where the convergence is both in L2(R) and uniform on R.
Remark. We proved in [45] that (2.1) is necessary for reconstructing all f ∈ V0 from
samples {f (k): k ∈ Z}. Since the classical “point” sampling is a special case of average
sampling, (2.1) is also necessary for this case. In the following we are to prove that, under
the hypotheses of this theorem, the averages 〈f,uk〉 are close to f (k) in some sense.
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f (x)=∑k∈Z ckϕ(x − k). By the definition of Riesz basis, we have
1
B
‖f ‖22  ‖c‖22 =
∑
k∈Z
|ck|2  1
A
‖f ‖22.
By Lemma 2.4, f is locally absolutely continuous and f ′(x)=∑k∈Z ckϕ′(x − k) a.e. By
Proposition 2.1, for any 0< x < δ/2,
x∫
0
∣∣f (t + k)− f (k)∣∣2 dt  4x2
π2
x∫
0
∣∣f ′(t + k)∣∣2 dt  2δ
π2
δ/2∫
0
∣∣f ′(t + k)∣∣2 dt · x.
It follows from Proposition 2.3 that
δ/2∫
0
∣∣f (x + k)− f (k)∣∣2uk(x + k) dx
 2δ
π2
δ/2∫
0
∣∣f ′(x + k)∣∣2 dx
δ/2∫
0
uk(x + k) dx = δ
π2
δ/2∫
0
∣∣f ′(x + k)∣∣2 dx.
A similar argument shows that
0∫
−δ/2
∣∣f (x + k)− f (k)∣∣2uk(x + k) dx  δ
π2
0∫
−δ/2
∣∣f ′(x + k)∣∣2 dx.
Hence
∑
k∈Z
∣∣〈f,uk〉 − f (k)∣∣2 =∑
k∈Z
∣∣∣∣∣
δ/2∫
−δ/2
(
f (x + k)− f (k))uk(x + k) dx
∣∣∣∣∣
2

∑
k∈Z
δ/2∫
−δ/2
∣∣f (x + k)− f (k)∣∣2uk(x + k) dx ∑
k∈Z
δ
π2
δ/2∫
−δ/2
∣∣f ′(x + k)∣∣2 dx
= δ
π2
δ/2∫
−δ/2
∑
k∈Z
∣∣∣∣∑
n∈Z
cnϕ
′(x + k − n)
∣∣∣∣
2
dx
= δ
π2
δ/2∫
−δ/2
1
2π
π∫
−π
∣∣C(ω)Zϕ′(x,ω)∣∣2 dωdx
 δ
π2
δ/2∫
L2‖c‖22 dx =
δ2L2
π2
‖c‖22,−δ/2
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∑
k∈Z
∣∣f (k)∣∣2 =∑
k∈Z
∣∣∣∣∑
n∈Z
cnϕ(k − n)
∣∣∣∣
2
= 1
2π
π∫
−π
∣∣C(ω)Zϕ(0,ω)∣∣2 dω C21‖c‖22.
Therefore,∑
k∈Z
∣∣〈f,uk〉∣∣2 
(
C1 − δL
π
)2
‖c‖22 
1
B
(
C1 − δL
π
)2
‖f ‖22.
Similar arguments show that
∑
k∈Z
∣∣〈f,uk〉∣∣2  1
A
(
C2 + δL
π
)2
‖f ‖22.
Let u˜k(x) be the orthogonal projection of uk(x) onto V0. Then 〈f, u˜k〉 = 〈f,uk〉 for any
f ∈ V0. It follows that
1
B
(
C1 − δL
π
)2
‖f ‖22 
∑
k∈Z
∣∣〈f, u˜k〉∣∣2  1
A
(
C2 + δL
π
)2
‖f ‖22.
Consequently, {u˜k(x): k ∈ Z} is a frame for V0. Let {Sk(x): k ∈ Z} be the dual frame. Then
for any f ∈ V0,
f (x)=
∑
k∈Z
〈f, u˜k〉Sk(x)=
∑
k∈Z
〈f,uk〉Sk(x).
To prove the uniform convergence, we need only to show that
∑
k∈Z |Sk(x)|2 is bounded
on R. Since |Zϕ(x,ω)− Zϕ(0,ω)| | ∫ x0 |Zϕ′(t,ω)|dt|  L|x|, we have |Zϕ(x,ω)|
L|x| +C2. It follows that for |x| 1/2 (and thus for any x ∈R),
∑
k∈Z
∣∣ϕ(x − k)∣∣2 = 1
2π
π∫
−π
∣∣Zϕ(x,ω)∣∣2 dω (L
2
+C2
)2
. (2.3)
Hence, for any f (x)=∑k∈Z ckϕ(x − k) ∈ V0,
‖f ‖2∞  sup
x
∑
k∈Z
∣∣ϕ(x − k)∣∣2‖c‖22 
(
L
2
+C2
)2 1
A
‖f ‖22.
Therefore,(∑
k∈Z
∣∣Sk(x)∣∣2
)1/2
= sup
‖c‖2=1
∣∣∣∣∑
k∈Z
ckSk(x)
∣∣∣∣ sup‖c‖2=1
L/2 +C2√
A
∥∥∥∥∑
k∈Z
ckSk
∥∥∥∥
2
.
Since {Sk(x): k ∈ Z} is a frame for V0 with upper bound B/(C1 − δL/π)2, we have(∑
k∈Z
∣∣Sk(x)∣∣2
)1/2
 (L/2 +C2)
√
B
(C1 − δL/π)
√
A
, ∀x ∈R. (2.4)
This completes the proof. ✷
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We have proved that under certain conditions, every f ∈ V0 is uniquely determined by
its local averages. However, a sampled function may not be in V0, and so the reconstructed
function may not be the original one. The difference is called the aliasing error. For the
classical point sampling, there are many results concerning the aliasing error [11,14,19,21].
In particular, it was shown that the aliasing error tends to zero when the sampling rate tends
to infinity [14,34,39]. In this section, we prove that the same is true for average sampling.
Since the classical point sampling can be viewed as a special case of average sam-
pling, our result (3.9) also gives a new aliasing error bound for regular sampling, which
generalizes an earlier result of Walter [41]. The later deals with the aliasing error for
f ∈ {f : f (x/2) ∈ V0}.
The first part of the following proposition is a consequence of [10, Theorem 3.56] (see
also [17, Theorem 7.2.3]). The second part is a consequence of [45, Lemma 4].
Proposition 3.1. Suppose that ϕ ∈ L2(R) and V0 = span{ϕ(·−n): n ∈ Z}. Then {ϕ(·−n):
n ∈ Z} is a Riesz basis for V0 with bounds A and B if and only if
A [ϕˆ, ϕˆ](ω) B a.e. (3.1)
Moreover, if the above inequalities hold and let
ˆ˜ϕ(ω)= ϕˆ(ω)[ϕˆ, ϕˆ](ω), (3.2)
then {ϕ˜(· − k): k ∈ Z} is the dual Riesz basis of {ϕ(· − k): k ∈ Z} with bounds 1/B and
1/A. Consequently,
f (x)=
∑
k∈Z
〈
f,ϕ(· − k)〉ϕ˜(x − k), ∀f ∈ V0.
Lemma 3.2. Let the hypotheses be as in Theorem 2.5. Moreover, suppose that ϕ satisfies the
first order Strang–Fix condition [29], i.e., ϕˆ(2kπ)= δk,0, k ∈ Z, and xϕ(x) ∈ L2(R). Let
Vh = {f : f (h·) ∈ V0} and Ph be the orthogonal projection operator from L2(R) onto Vh.
If f,f ′ ∈ L2(R), then
‖f − Phf ‖2  h
(
2
π
+ 2π
A
∥∥xϕ(x)∥∥22
)
‖f ′‖2,
∥∥(f − Phf )′∥∥2 
(
1+ L
π
√
A
)
‖f ′‖2.
Proof. Define ϕ˜ as in (3.2). By Proposition 3.1, it is easy to check that {h−1/2ϕ(·/h− k):
k ∈ Z} and {h−1/2ϕ˜(·/h− k): k ∈ Z} are dual Riesz bases for Vh. Hence
(Phf )(x)=
∑〈
f,
1
h
ϕ
(
1
h
· −k
)〉
ϕ˜
(
x
h
− k
)
k∈Z
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(Phf )ˆ (ω)=
∑
k∈Z
fˆ
(
ω+ 2kπ
h
)
¯ˆϕ(hω+ 2kπ) ˆ˜ϕ(hω). (3.3)
For any |ω| π , we have∣∣1 − ¯ˆϕ(ω) ˆ˜ϕ(ω)∣∣=∑
k =0
∣∣ϕˆ(ω+ 2kπ)∣∣2/[ϕˆ, ϕˆ](ω)
=
∑
k =0
∣∣∣∣∣
ω∫
0
ϕˆ′(ξ + 2kπ) dξ
∣∣∣∣∣
2/[ϕˆ, ϕˆ](ω)
 1
A
|ω|
π∫
−π
∑
k =0
∣∣ϕˆ′(ξ + 2kπ)∣∣2 dξ (by (3.1))
 1
A
|ω| · ‖ϕˆ′‖22 =
2π
A
|ω| · ∥∥xϕ(x)∥∥22. (3.4)
Noting that
0 ¯ˆϕ(ω) ˆ˜ϕ(ω)= |ϕˆ(ω)|
2
[ϕˆ, ϕˆ](ω)  1, (3.5)
we see from (3.4) that∥∥fˆ (ω)(1 − ¯ˆϕ(hω) ˆ˜ϕ(hω))∥∥22

∫
|ω|π/h
∣∣fˆ (ω)∣∣2∣∣1 − ¯ˆϕ(hω) ˆ˜ϕ(hω)∣∣2 dω+ ∫
|ω|>π/h
∣∣fˆ (ω)∣∣2 dω
 4π
2
A2
∥∥xϕ(x)∥∥42h2
∫
|ω|π/h
∣∣ωfˆ (ω)∣∣2 dω+ h2
π2
∫
|ω|>π/h
∣∣ωfˆ (ω)∣∣2 dω
 h2
(
8π3
A2
∥∥xϕ(x)∥∥42 + 2π
)
‖f ′‖22. (3.6)
On the other hand, by setting fˆ1(ω)= fˆ (ω)− fˆ (ω)χ[−π/h,π/h](ω), we have
+∞∫
−∞
∣∣∣∣∑
k =0
fˆ
(
ω+ 2kπ
h
)
¯ˆϕ(hω+ 2kπ) ˆ˜ϕ(hω)
∣∣∣∣
2
dω
=
+∞∫
−∞
∣∣∣∣∑
k∈Z
fˆ1
(
ω+ 2kπ
h
)
¯ˆϕ(hω+ 2kπ) ˆ˜ϕ(hω)
∣∣∣∣
2
dω
=
π/h∫ ∣∣∣∣∑
k∈Z
fˆ1
(
ω+ 2kπ
h
)
¯ˆϕ(hω+ 2kπ)
∣∣∣∣
2
[ ˆ˜ϕ, ˆ˜ϕ](hω)dω−π/h
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π/h∫
−π/h
∑
k∈Z
∣∣∣∣fˆ1
(
ω+ 2kπ
h
)∣∣∣∣
2
[ϕˆ, ϕˆ](hω)[ ˆ˜ϕ, ˆ˜ϕ](hω)dω
=
∫
|ω|>π/h
∣∣fˆ (ω)∣∣2 dω ∫
|ω|>π/h
∣∣ωfˆ (ω)∣∣2 · h2
π2
dω 2h
2
π
‖f ′‖22. (3.7)
Putting (3.3), (3.6), and (3.7) together, we have
‖f − Phf ‖2 = 1√
2π
∥∥(f − Phf )ˆ∥∥2
= 1√
2π
∥∥∥∥fˆ (ω)(1 − ¯ˆϕ(hω) ˆ˜ϕ(hω))−∑
k =0
fˆ
(
ω+ 2kπ
h
)
¯ˆϕ(hω+ 2kπ) ˆ˜ϕ(hω)
∥∥∥∥
2
 h
(
2
π
+ 2π
A
∥∥xϕ(x)∥∥22
)
‖f ′‖2.
Next we prove the second inequality. By [9, Lemma 6.2],
∣∣Zϕ′(x,ω)∣∣= ∣∣∣∣∑
k∈Z
ϕˆ′(ω+ 2kπ)ei2kπx
∣∣∣∣ a.e.
Hence
[ϕˆ′, ϕˆ′](ω)=
∑
k∈Z
∣∣ϕˆ′(ω+ 2kπ)∣∣2 =
1∫
0
∣∣Zϕ′(x,ω)∣∣2 dx  L2.
By (3.2), it is easy to see that [ ˆ˜ϕ′, ˆ˜ϕ′](ω)= [ϕˆ′, ϕˆ′](ω)/|[ϕˆ, ϕˆ](ω)|2. Hence,
∑
k∈Z
∣∣(ω+ 2kπ) ˆ˜ϕ(ω+ 2kπ)∣∣2 = [ ˆ˜ϕ′, ˆ˜ϕ′](ω)= [ϕˆ′, ϕˆ′](ω)|[ϕˆ, ϕˆ](ω)|2  L
2
|[ϕˆ, ϕˆ](ω)|2 .
It follows that
+∞∫
−∞
∣∣∣∣ω∑
k =0
fˆ
(
ω+ 2kπ
h
)
¯ˆϕ(hω+ 2kπ) ˆ˜ϕ(hω)
∣∣∣∣
2
dω
=
π/h∫
−π/h
1
h2
∣∣∣∣∑
k∈Z
fˆ1
(
ω+ 2kπ
h
)
¯ˆϕ(hω+ 2kπ)
∣∣∣∣
2
[ ˆ˜ϕ′, ˆ˜ϕ′](hω)dω
 1
h2
π/h∫
−π/h
∑
k∈Z
∣∣∣∣fˆ1
(
ω+ 2kπ
h
)∣∣∣∣
2
[ϕˆ, ϕˆ](hω) L
2
|[ϕˆ, ϕˆ](hω)|2 dω
 L
2
Ah2
∫ ∣∣fˆ1(ω)∣∣2 dω (by (3.1))
|ω|>π/h
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2
Aπ2
∫
|ω|>π/h
∣∣ωfˆ (ω)∣∣2 dω 2L2
Aπ
‖f ′‖22.
On the other hand, we see from (3.5) that∥∥ωfˆ (ω)(1− ¯ˆϕ(hω) ˆ˜ϕ(hω))∥∥2  ∥∥ωfˆ (ω)∥∥2 =√2π‖f ′‖2.
Hence∥∥(f − Phf )′∥∥2 = 1√2π
∥∥ω(f − Phf )ˆ(ω)∥∥2
= 1√
2π
∥∥∥∥ωfˆ (ω)(1 − ¯ˆϕ(hω) ˆ˜ϕ(hω))
−ω
∑
k =0
fˆ
(
ω+ 2kπ
h
)
¯ˆϕ(hω+ 2kπ) ˆ˜ϕ(hω)
∥∥∥∥
2

(
1+ L
π
√
A
)
‖f ′‖2. ✷
Theorem 3.3. Let the hypotheses be as in Theorem 2.5. Moreover, suppose that ϕˆ(2kπ)=
δk,0 and xϕ(x) ∈L2(R). Let
(Rhf )(x)=
∑
k∈Z
〈
f,
1
h
uk
(
1
h
·
)〉
Sk
(
x
h
)
. (3.8)
(i) If f is locally absolutely continuous and f ′ ∈L2(R), then
‖f −Rhf ‖2 Ch‖f ′‖2, (3.9)
where
C =
(
1+
√
B
C1 − δL/π
)(
2
π
+ 2π
A
∥∥xϕ(x)∥∥22
)
+ (1 + δ)
√
B
(C1 − δL/π)
√
2
(
1 + L
π
√
A
)
.
(ii) If uk ∈ L2(R) and ‖uk‖22 M <+∞, k ∈ Z, then
lim
h→0+
‖f −Rhf ‖2 = 0, ∀f ∈L2(R).
Proof. Let ak =
∫ 1/2
−1/2 f (x + k) dx . Then
∑
k∈Z
∣∣〈f,uk〉 − ak∣∣2 =∑
k∈Z
∣∣∣∣∣
δ/2∫
−δ/2
1/2∫
−1/2
(
f (x + k)− f (y + k))uk(x + k) dy dx
∣∣∣∣∣
2
=
∑
k∈Z
∣∣∣∣∣
δ/2∫ 1/2∫ x−y∫
f ′(y + k + t) dt uk(x + k) dy dx
∣∣∣∣∣
2−δ/2 −1/2 0
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∑
k∈Z
δ/2∫
−δ/2
1/2∫
−1/2
|x−y|∫
−|x−y|
∣∣f ′(y + k + t)∣∣2 dt |x − y|uk(x + k) dy dx

∑
k∈Z
1 + δ
2
δ/2∫
−δ/2
1/2∫
−1/2
(1+δ)/2∫
−(1+δ)/2
∣∣f ′(y + k + t)∣∣2 dt uk(x + k) dy dx
= (1 + δ)
2
2
‖f ′‖22.
Noting that
∑
k∈Z
|ak|2 
∑
k∈Z
1/2∫
−1/2
∣∣f (x + k)∣∣2 dx = ‖f ‖22,
we have
∑
k∈Z
∣∣〈f,uk〉∣∣2 
(
‖f ‖2 + 1 + δ√
2
‖f ′‖2
)2
. (3.10)
Since {Sk(x): k ∈ Z} is a frame for V0 with upper bound B/(C1 − δL/π)2, we have
‖Rhf ‖22 =
∥∥∥∥∑
k∈Z
〈
f,
1
h
uk
(
1
h
·
)〉
Sk
(
x
h
)∥∥∥∥
2
2
= h
∥∥∥∥∑
k∈Z
〈
f (h·), uk
〉
Sk(x)
∥∥∥∥
2
2
 B
(C1 − δL/π)2 h
∑
k∈Z
∣∣〈f (h·), uk 〉∣∣2
 B
(C1 − δL/π)2 h
(∥∥f (h·)∥∥2 + 1 + δ√2
∥∥hf ′(h·)∥∥2
)2
= B
(C1 − δL/π)2
(
‖f ‖2 + 1 + δ√
2
h‖f ′‖2
)2
.
Let Vh = {f : f (h·) ∈ V0} and Ph be the orthogonal projection operator form L2(R)
onto Vh. Then RhPh = Ph and so
‖f −Rhf ‖2  ‖f −Phf ‖2 +
∥∥Rh(f − Phf )∥∥2

(
1+
√
B
C1 − δL/π
)
‖f − Phf ‖2
+ (1 + δ)
√
B
(C1 − δL/π)
√
2
· h∥∥(f − Phf )′∥∥2.
Now (3.9) follows from Lemma 3.2.
Next we prove (ii). For any f ∈ L2(R), we have
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k∈Z
∣∣〈f,uk〉∣∣2 ∑
k∈Z
δ/2∫
−δ/2
∣∣f (x + k)∣∣2 dx
δ/2∫
−δ/2
∣∣uk(x + k)∣∣2 dx
M
δ/2∫
−δ/2
∑
k∈Z
∣∣f (x + k)∣∣2 dx Mδ‖f ‖22,
where δ = min{n: n  δ, n ∈ Z}. Similarly to (i) we can prove that ‖f − Rhf ‖2 
C′‖f − Phf ‖2, where C′ is a constant independent of h. By the wavelet theory (e.g.,
see [25]), we know that ‖f − Phf ‖2 → 0 as h→ 0. Therefore, limh→0 ‖f −Rhf ‖2 = 0.
This completes the proof. ✷
4. The truncation error
In practice we can handle only finite sums. The error made by cutting off infinite sums
is the truncation error. Specifically, it is defined by
(TNf )(x)= f (x)−
∑
|k|N
〈f,uk〉Sk(x).
For the truncation error, we have
Theorem 4.1. Let the hypotheses be as in Theorem 2.5. Then for any f ∈ V0, we have
f ′ ∈ L2(R) and
‖TNf ‖2 
√
B
C1 − δL/π
(
‖τN,δf ‖2 +
1 + δ√
2
∥∥τN,δ(f ′)∥∥2
)
, (4.1)
‖TNf ‖∞  (L/2 +C2)
√
B
(C1 − δL/π)
√
A
(
‖τN,δf ‖2 +
1+ δ√
2
∥∥τN,δ(f ′)∥∥2
)
, (4.2)
where τN,δ :L2(R)→ L2(R) is defined by
(τN,δf )(x)=
{
f (x), |x|N − δ/2,
0, otherwise.
Proof. For any f ∈ V0, there is some c = {ck: k ∈ Z} ∈ 2 such that f (x)=∑k∈Z ckϕ ×
(x− k). By Lemma 2.4, f is locally absolutely continuous and f ′(x)=∑k∈Z ckϕ′(x− k)
a.e. Thus∑
n∈Z
∣∣f ′(x + n)∣∣2 =∑
n∈Z
∣∣∣∣∑
k∈Z
ckϕ
′(x + n− k)
∣∣∣∣
2
= 1
2π
π∫
−π
∣∣C(ω)Zϕ′(x,ω)∣∣2 dω L2‖c‖22 a.e.
Therefore, f ′ ∈L2(R).
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|k|>N
∣∣〈f,uk〉∣∣2 
(
‖τN,δf ‖2 +
1 + δ√
2
∥∥τN,δ(f ′)∥∥2
)2
.
Now the conclusion follows by (2.4) and the fact that {Sk(x): k ∈ Z} is a frame for V0 with
upper bound B/(C1 − δL/π)2.
Remark. (1) It is easy to check that ‖τN,δf ‖2,‖τN,δ(f ′)‖2  CN−r provided xrf (x),
xrf ′(x) ∈ L2(R). Hence for a sufficiently smooth function f ,
‖TNf ‖ Cf ·N−r .
(2) Noting that the classical point sampling can be viewed as a special case of aver-
age sampling, i.e., uk(x) = δ(x − k), Theorem 4.1 also gives an error bound for regular
sampling. In fact, we have the following result.
Theorem 4.2. Let the hypotheses be as in Theorem 2.5. Put Sˆ(ω)= ϕˆ(ω)/Zϕ(0,ω) and
(TNf )(x)= f (x)−
∑
|k|N
f (k)S(x − k).
Then
‖TNf ‖2 
√
B
C1
(
‖τN,1f ‖2 +
1
π
∥∥τN,1(f ′)∥∥2
)
,
‖TNf ‖∞  C0
(
‖τN,1f ‖2 +
1
π
∥∥τN,1(f ′)∥∥2
)
,
where τN,1 is defined as in Theorem 4.1 and C0 is a constant determined in the proof.
Proof. By [45, Theorem 1], for any f ∈ V0,
f (x)=
∑
k∈Z
f (k)S(x − k).
Let ak =
∫ 1/2
−1/2 f (x + k) dx. Then
∑
|k|>N |ak|2  ‖τN,1f ‖22. By Lemma 2.2, it is easy to
see that∑
|k|>N
∣∣f (k)− ak∣∣2  1
π2
∥∥τN,1(f ′)∥∥22.
Hence,∑
|k|>N
∣∣f (k)∣∣2  (‖τN,1f ‖2 + 1π
∥∥τN,1(f ′)∥∥2
)2
.
Since [Sˆ, Sˆ](ω) = [ϕˆ, ϕˆ](ω)/|Zϕ(0,ω)|2, {S(· − k): k ∈ Z} has an upper frame bound
B/C21 , thanks to Proposition 3.1. Hence
‖TNf ‖2 =
∥∥∥∥ ∑ f (k)S(· − k)
∥∥∥∥
√
B
C1
(
‖τN,1f ‖2 +
1
π
∥∥τN,1(f ′)∥∥2
)
.|k|>N
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C20 := sup
x
∣∣S(x − k)∣∣2 = sup
x
1
2π
π∫
−π
∣∣ZS(x,ω)∣∣2 dω
= sup
x
1
2π
π∫
−π
|Zϕ(x,ω)|2
|Zϕ(0,ω)|2 dω <∞.
Hence
‖TNf ‖∞ 
( ∑
|k|>N
∣∣f (k)∣∣2)1/2 sup
x
(∑
k∈Z
∣∣S(x − k)∣∣2)1/2
 C0
(
‖τN,1f ‖2 +
1
π
∥∥τN,1(f ′)∥∥2
)
.
The proof is over. ✷
5. Examples
Example 1. Subspaces generated by the centered B-splines ϕm defined by
ϕˆm(ω)=
(
sinω/2
ω/2
)m+1
, m 1.
It was shown that {ϕm(· − k): k ∈ Z} is a Riesz basis for the subspace V (m)0 it spans
and Zϕm(0,ω) has no zero on [−π,π] for any m  1 (see [18]). Therefore ϕm meets
the requirements of Theorem 2.5. Since |Zϕ′1(x,ω)| = |1 − e−iω|  2 and ϕ′m(x) =∫ 1/2
−1/2 ϕ
′
m−1(x − t) dt , we have
L(m) := sup
x,ω
∣∣Zϕ′m(x,ω)∣∣= sup
x,ω
∣∣∣∣∣
1/2∫
−1/2
Zϕ′m−1(x − t,ω) dt
∣∣∣∣∣ 2, m 1.
Let C(m)1 = min|ω|π |Zϕm(0,ω)|. By Theorem 2.5, every f ∈ V (m)0 is uniquely deter-
mined by its local averages 〈f,uk〉 for any sequence of symmetric averaging functions
{uk(x): k ∈ Z} satisfying suppuk ⊂ [k − πC(m)1 /4, k + πC(m)1 /4]. In Table 1, we give the
values of πC(m)1 /2 for m 8.
Example 2. Band-limited functions.
Let ϕ(x) = sinπx/πx . Then V0 = Bπ = {f : supp fˆ ⊂ [−π,π]}. It is easy to check
that C1 = C2 = 1 and L = π. Hence (2.2) holds for uk(x) = (1/δk)χ[k−δk/2,k+δk/2](x),
0 < δk < δ < 1, which is just [36, Theorem 2.11]. We refer to [36,37] for more results on
average sampling for band-limited functions.
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The support length of averaging functions for m 8
m πC
(m)
1 /2 m πC
(m)
1 /2
1 π/2 5 π/15
2 π/4 6 61π/1440
3 π/6 7 17π/630
4 2π/25 8 277π/16128
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