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Let K be an inﬁnite ﬁeld of prime characteristic p and let d ≤ r be positive inte-
gers of the same parity satisfying a certain congruence condition. We prove that the
Schur algebra S2 d is isomorphic to a subalgebra of the form eS2 re, where e is
a certain idempotent of S2 r. Translating this result via Ringel duality to the sym-
metric groups d and r , we obtain lattice isomorphisms between Specht modules,
between Young modules, and between permutation modules. Here modules labelled
by the partitions r − k k correspond to modules labelled by d − k k. This pro-
vides a representation theoretical interpretation for part of the fractal structures
observed for the decomposition numbers of the symmetric groups corresponding to
two-part partitions. © 2000 Academic Press
1. INTRODUCTION
Let K be an inﬁnite ﬁeld of prime characteristic p and let n r be positive
integers. It has long been known that representations of the symmetric and
general linear groups are closely related. This relationship was ﬁrst discov-
ered by Schur in his doctoral thesis [23] in 1901 and has since been reﬁned
and simpliﬁed. In particular, in 1980, Green [11] clariﬁed this relation-
ship by introducing certain algebras, the Schur algebras. The Schur algebra
Sn r over K is a ﬁnite-dimensional, associative algebra whose module
category is equivalent to the category of r-homogeneous polynomial rep-
resentations of the general linear group GLnK. Let r be the symmetric
group on r symbols. Then the Schur algebra Sn r can be deﬁned as the
endomorphism ring EndKr E⊗r, where E is an n-dimensional vector space
over K and where the symmetric group acts on E⊗r by place permutations.
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For d ∈ , deﬁne the function h  → 0 by hd = max
e  pe ≤ d.
Let d ≤ r be natural numbers of the same parity and such that
r ≡ d modphd+1. The ﬁrst main result of this paper is that the Schur
algebra S2 d is isomorphic to a subalgebra of S2 r which is of the
form eS2 re, for a certain idempotent e ∈ S2 r (see Theorems 5.1
and 5.2). Here we use the results on Cartan matrices in Henke [12] and
we ﬁnd a suitable translation functor (see Jantzen [19, II.7]). Moreover we
obtain applications to representations of symmetric groups, by using gen-
eral results on quasi-hereditary algebras. Let Ir be the kernel of the action
of Kr on the tensor space E⊗r . We show that Kr/Ir is Morita equiva-
lent to a factor algebra of Kd/Id, and this equivalence identiﬁes Specht
modules, simple modules, Young modules labelled by r − k k with those
labelled by d − k k (with a minor modiﬁcation for p = 2 and r even). In
particular there exists a strong lattice isomorphism between Sd−k k and
Sr−k k (see Theorem 6.4).
2. BACKGROUND
2.1. The General Linear Groups
Let G = GLnK and T be a maximal torus of G. We denote by
XT  = n the set of weights of G, by X+T  = 
λ = λ1     λn ∈
XT   λ1 ≥ · · · ≥ λn the set of dominant weights of G, and we deﬁne
the set of pm-restricted weights of G by X+mT  = 
λ1     λn ∈ X+T  
0 ≤ λi − λi+1 < pm for 1 ≤ i ≤ n− 1.
For λ ∈ X+T , let kλ be the one-dimensional T -module on which T acts
with weight λ. Deﬁne ∇λ as the induced module ∇λ = IndGT kλ. The
module ∇λ is indecomposable and its socle is simple, denoted by Lλ.
The set of modules Lλ for all λ ∈ X+T  gives a set of representatives
of rational simple G-modules. Among the rational G-modules ∇λ, for
λ ∈ X+T , the polynomial ones are precisely those modules ∇λ, where
λ ∈ n ⊆ X+T . Similarly, the simple polynomial modules are precisely
those Lλ, where λ ∈ n ⊆ X+T . Any polynomial module is a direct
sum of homogeneous polynomial modules, in particular, an indecomposable
polynomial G-module is homogeneous of some degree r, where r ∈ .
2.2. The Schur Algebra
The category of ﬁnite-dimensional modules of Sn r is equivalent to
the category of homogeneous polynomial G-modules of degree r, where
the simple Sn r-modules are precisely given by the simple polyno-
mial G-modules of degree r. They are parametrized by +n r, the set
of partitions of r with at most n-parts and are denoted again by Lλ
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(for λ ∈ +n r). Every G-module ∇λ, where λ ∈ +n r, is homoge-
neous of degree r and is identiﬁed with an Sn r-module (same notation).
The so-called Weyl module or standard module λ is deﬁned to be the
contravariant dual of ∇λ (also called dual Weyl module or costandard
module). The Weyl modules and the dual Weyl modules of Sn r belong
each to a unique block of Sn r. The decomposition matrix D of a Schur
algebra Sn r is the matrix recording the composition factors of (dual)
Weyl modules; the Cartan matrix C gives the composition factors of the
indecomposable projective modules. Since C = DtD where Dt denotes
the transpose of D, the structure of the Cartan matrix is determined by
the structure of the decomposition matrix D. For details on these results
on Schur algebras, see the monograph by Green [11].
We consider henceforth n = 2. Every two-part partition λ = λ1 λ2 of r
is uniquely determined by λ1 − λ2. We therefore equivalently denote the
simple module Lλ by Lλ1 − λ2. A similar notation applies to the (dual)
Weyl modules. We say λ has size λ1− λ2. Then the natural order of integers
orders partitions by size. Note that the difference λ1 − λ2 is smaller than
or equal to µ1 −µ2 if and only if the partition λ1 λ2 is dominated by the
partition µ1 µ2.
2.3. The Symmetric Group
The Specht modules of the group algebra Kr are parametrized by parti-
tions of r and we denote the Specht module corresponding to the partition
λ by Sλ. The simple Kr-modules can be parametrized by p-regular par-
titions of r, and the simple module corresponding to µ is denoted by Dµ;
here Dµ is the unique simple quotient of Sµ. The decomposition matrix of
the group algebra Kr is the matrix recording the multiplicities Sλ  Dµ of
the simple Kr-module Dµ as a composition factor of the Specht module
Sλ. For details on these results see the monograph by James [17].
The triangle of binomial coefﬁcients, considered modulo a prime p, is
a classical example for a so-called Sierpinski gasket. This fractal struc-
ture is geometrically built up from a series of triangles; for example, for
p = 2, three smaller triangles make the next bigger type of triangle, etc.
(see Fig. 1). For the Sierpinski gasket see Stewart [24]. The decomposition
numbers Sλ  Dµ of Kr corresponding to two-part partitions λµ have
been determined by James [15, 16]. The decomposition matrices can be
viewed as a deformed Sierpinski gasket. This result, so far, has been con-
sidered as a combinatorial result. We expect that many of the arithmetic
properties which give rise to the Sierpinski gasket can be interpreted in the
language of representation theory. In this paper we give an example for
this: the decomposition numbers for two-part partitions form the following
self-repeating pattern. Let d ≤ r be natural numbers with the same parity
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FIG. 1. The triangle of binomial coefﬁcients modulo 2.
and such that r ≡ d modphd+1. Let j and k be non-negative integers
such that d − k k and d − j j are partitions. We obtain from James’s
calculation of the decomposition numbers the equation
Sr−k k  Dr−j j = Sd−k k  Dd−j j
This combinatorial result has an interpretation in representation theory:
using the embedding of the Schur algebra S2 d into S2 r, we prove in
particular (see Theorem 6.4) that there exists a strong lattice isomorphism
between Sr−k k and Sd−k k.
3. ON THE DECOMPOSITION MATRIX OF S2 r
Suppose the p-adic decomposition of n ∈ 0 is given by n =
∑
i∈0 nip
i
with 0 ≤ ni < p. We deﬁne ni = ni for all i ∈ 0. For a real number x
we denote the largest integer less than or equal to x by x. We deﬁne the
function f = fp  2 →  by
f x y = ∏
i∈0
(
p− 1− xi
p− 1− yi
)

where x y are non-negative integers. By Henke [12], we have the following
explicit description of the decomposition numbers of S2 r:
Proposition 3.1. Let s t ∈ 0 have the same parity. Then the simple
module Ls is a composition factor of t if, and only if, f s s+ t/2 = 1.
It is well known that the multiplicity of a simple module as a composition
factor of some Weyl module for n = 2 is at most one. As an application of
Proposition 3.1 we obtain:
Lemma 3.1. Let d ≤ r be natural numbers of the same parity and such
that r ≡ d modphd+1 and let 0 ≤ s t ≤ d. Then
t  Ls = t + r − d  Ls + r − d
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Proof. We have f x y = 1 if and only if xi = yi or yi = p − 1
for all i ∈ 0. Hence t  Ls = 1 if and only if si = s + t/2i or
s + t/2i = p − 1. By hypothesis r − d = a · phd+1 for some a ∈ 0
and hence we obtain for all i ∈ 0: si = s + r − di and s + t/2i =
s + t/2 + r − di. Hence t  Ls = 1 if and only if t + r − d 
Ls + r − d = 1.
Let C2 r be the Cartan matrix of S2 r. We label the rows (columns)
of C2 r increasingly, going from top (left) to bottom (right). Then we
have seen:
Corollary 3.1. Let d r ∈  be such that r ≡ d modulo phd+1 and
such that d and r, with d ≤ r, have the same parity. Then the Cartan matrix
C2 d is a submatrix in the right-hand bottom corner of C2 r.
If the characteristic p = 2, we can improve this result. Since it will not
be used in this paper, we state the result without providing a proof. (The
proof is an easy exercise or can be found in Henke [14].)
Proposition 3.2. Let d be an even natural number. Then the Cartan
matrix C2 d is a submatrix in the right-hand bottom corner of C2 r if
and only if r ≡ d modulo 2hd.
4. COMPARING GLnK-HOMOMORPHISMS
In this section we provide some technical background for the proof of our
main results in Section 5. In particular we are interested in the following:
Let m and n be non-negative integers with n ≥ 1. Let K be an inﬁnite and
perfect ﬁeld of prime characteristic p and let G = GLnK be the general
linear group over K. Let V and W be rational G-modules, denote by V ∗
the (usual) dual of V , and let det be the determinant module. Furthermore,
let F  G → G gij → gijp be the Frobenius twist. Then the following
isomorphism (of vector spaces) holds,
HomGVW  ∼= W ⊗K V ∗
∼= W ⊗K detm ⊗K det∗m ⊗K V ∗
∼= HomGV ⊗K detmW ⊗K detm
for m ∈ ; if V = W this isomorphism is a ring isomorphism. Since the
determinant module is one-dimensional and since tensoring of a module
by a one-dimensional module induces a (strong) submodule-lattice isomor-
phism (see Subsection 5.1 ), this result is not particularly surprising. How-
ever, it allows us to compare the set of G-homomorphisms of modules of
different homogeneous degree. In this section we generalize this.
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4.1. Comparing Homomorphisms
Let V and W be rational G-modules whose dominant weights are
pm-restricted. We are interested in ﬁnding simple rational G-modules L
such that
HomGVW  ∼= HomGV ⊗K LF
m
W ⊗K LF
m (1)
The vector spaces HomGV ⊗K LFmW ⊗K LFm and HomGVW ⊗K
L⊗K L∗Fm are isomorphic. The functor −⊗K L⊗K L∗Fm is a functor
on the category of rational G-modules which induces a map
t = tL  HomGVW  → HomGVW ⊗K L⊗K L∗F
m (2)
This map tL is deﬁned by sending ϕ ∈ HomGVW  to the map tϕ, which
is given by tϕv = ϕv ⊗K id. For a non-zero map ϕ, we choose an
element v ∈ V such that ϕv = 0. Then tϕv = ϕv ⊗K id = 0 and
hence the map t = tL is injective. In order to establish Eq. (1) we are
therefore interested in ﬁnding simple modules L such that the map tL
is also surjective. There exists a short exact sequence of G-modules (see
Jantzen [19, I.2.7(4)])
0→ K → L⊗K L∗F
m → X → 0 (3)
for some X = XLm. Applying to this short exact sequence the left exact
functor HomGVW ⊗K −, we obtain the left exact sequence
0→HomGVW →HomGVW ⊗K L⊗KL∗F
m→HomGVW ⊗KX
We adjust the map tL with respect to Eq. (3). By the above (slightly modi-
ﬁed) considerations we get the following lemma:
Lemma 4.1. Let V and W be rational G-modules with pm-restricted dom-
inant weights, let L be a simple rational G-module and let tL and X be deﬁned
as above. Furthermore, suppose the vector space HomGVW ⊗K X = 0.
Then the map tL is an isomorphism.
So far the situation has been completely general. In the following, we
specialise our considerations to simple modules L which are equal to
a costandard module. As a consequence, we can apply the Littlewood–
Richardson rule (see James and Kerber [18, Corollary 2.8.14]). We then
apply Lemma 4.1.
Lemma 4.2. Let V and W be rational G-modules and suppose V has a
∇-ﬁltration. Then the module W ⊗K V is ﬁltered by the modules Lµ ⊗K
∇λ, where Lµ runs through all composition factors of W and ∇λ runs
through all ∇-modules occurring in a ∇-ﬁltration of V .
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Proof. This follows by the exactness of the functors − ⊗K V and
Lµ⊗K and induction on the ﬁltration length.
Lemma 4.3. Let M be a module ﬁltered by modules Mi for 1 ≤ i ≤ k.
Then socM ⊆ ⊕ki=1socMi.
Proof. This follows by induction on the ﬁltration length and by the
isomorphism theorem: Let 0 → M1 → M → M2 → 0 be a short exact
sequence of modules and suppose that the simple module L lies in socM,
but is not a submodule of M1. Then L ∼= L/L ∩M1 ∼= L +M1/M1 ≤
M/M1 ∼=M2. Hence L lies in the socle of M2.
Proposition 4.1. Let m ∈  and let U and W be rational G-modules
such that U has a ﬁltration by modules ∇γiFm for 1 ≤ i ≤ k and such
that the composition factors Lα of W have pm-restricted dominant weight.
Then socW ⊗K U ⊆ ⊕α iLα ⊗K LγiFm , where Lα runs through the
composition factors of W .
Proof. Combining Lemma 4.2 and Lemma 4.3, the socle of W ⊗K U is
contained in
∑
α i socLα ⊗K ∇γiFm. The module Lα ⊗K ∇γiFm is
ﬁltered by modules Lα ⊗K LβFm , where Lβ is a composition factor
of ∇γi. We obtain
HomGLα ⊗K LβF
m
Lα ⊗K ∇γiF
m
∼= Lα∗ ⊗K Lα ⊗K Lβ∗ ⊗K ∇γiF
mGmG
∼= Lα∗ ⊗K LαGm ⊗K Lβ∗ ⊗K ∇γiF
mG
where Gm denotes the mth Frobenius kernel. Since the module LαGm is
simple, we obtain Lα∗ ⊗K LαGm ∼= K. In the above chain of isomor-
phisms we are therefore left with
Lβ∗ ⊗K ∇γiF
mG ∼= HomGLβF
m
∇γiF
m
∼=
{
0 if β = γi,
K if β = γi.
By Steinberg’s tensor product theorem, the modules Lα ⊗K LγiFm are
simple. Hence socW ⊗K U ⊆ ⊕α isocLα ⊗K LγiFm = ⊕α iLα ⊗K
LγiFm , where Lα runs through the composition factors of W .
Theorem 4.1. Let V , W be rational G-modules such that all of their
dominant weights are pm-restricted, some m ∈ . Let L = Lλ be a simple
rational G-module with Lλ = ∇λ. Then
HomGVW  ∼= HomGV ⊗K LF
m
W ⊗K LF
m
is an isomorphism of vector spaces and if V = W this is a ring isomorphism.
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Proof. Let the notation be as above. We show that HomGVW ⊗K X=
0 and then apply Lemma 4.1. Without further reference we will make fre-
quent use of Lemma 4.2.
(1) Let λ = λ1     λn be an element in X+T  such that Lλ =
∇λ. Since simple polynomial G-modules are (contravariant) self-dual, we
obtain Lλ = ∇λ = λ and hence ∇λ∗ = λ∗. Then
∇λ∗ ∼= −λn−λn−1    −λ1
∼= ∇−λn−λn−1    −λ1
∼= ∇µ ⊗K det−λ1
where µ = λ1 − λn λ1 − λn−1     λ1 − λ2 0. Hence
Lλ ⊗K Lλ∗ ∼= ∇λ ⊗K ∇λ∗
∼= ∇λ ⊗K ∇µ ⊗K det−λ1 
Since ∇λ ⊗K ∇µ has a ∇-ﬁltration, the latter module is ﬁltered by
modules of the form ∇γ ⊗K det−λ1 . By the Littlewood–Richardson rule
(see James and Kerber [18, Corollary 2.8.14] and Fulton and Harris [9,
Lecture 6]), the multiplicity of K ∼= ∇λn1 ⊗K det−λ1 in this ﬁltration is
equal to one. Hence for L = Lλ, the module X ∼= Lλ ⊗K Lλ∗Fm/K
(see Eq. (3)) is ﬁltered by ∇γiFm ⊗K det−λ1p
m
with 1 ≤ i ≤ k and some
k ∈ 0, where in this ﬁltration the module ∇λn1F
m ⊗K det−λ1p
m
does not
occur.
(2) Deﬁne the module U = X ⊗K detλ1p
m
. Then the module W ⊗K
U is ﬁltered by modules Lα ⊗K ∇γiFm , where Lα runs through the
simple composition factors of W . By hypothesis the dominant weights α are
pm-restricted. Hence, by Proposition 4.1, the socle of W ⊗K U contains only
composition factors of the form Lα ⊗K LγiFm = Lα + pmγi, where
Lα is a composition factor of W . By the ﬁrst part of the proof, the module
Lα ⊗K Lλn1F
m
does not occur in the socle of W ⊗K U .
We consider next the module V ⊗K detλ1p
m
. It has composition fac-
tors of the form Lβ ⊗K detλ1p
m = Lβ + pmλn1. Since α and β are
pm-restricted, the equation α+ pmγi = β+ pmλn1 implies that γi = λn1
and hence α = β. We conclude that the module V ⊗K detλ1p
m
has no com-
mon composition factor with socW ⊗K U. Then
HomGVW ⊗K X ∼= HomGV ⊗K detλ1p
m
W ⊗K U = 0
and hence, by Lemma 4.1, the map tLλ in Eq. (2) is an isomorphism.
If n = 2, Theorem 4.1 will hold even without the hypothesis Lλ = ∇λ.
Suppose λ = λ1 λ2 is any dominant weight whose p-adic decomposition
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into p-restricted partitions λi is given by λ = ∑ki=0 λipi, some k ∈ 0.
Then Lλ = ⊗ki=0LλiF
i
. Since λi is p-restricted, Lλi = ∇λi,
for 0 ≤ i ≤ k. Let V , W be rational G-modules all of whose dominant
weights are pm-restricted. Then, by Theorem 4.1,
HomGVW  ∼= HomGV ⊗K Lλ0F
m
W ⊗K Lλ0F
m
The dominant weights of the rational G-modules V ′ = V ⊗K Lλ0Fm
and W ′ = W ⊗K Lλ0Fm are pm+1-restricted. Hence we can apply
Theorem 4.1 with Lλ1 twisted m + 1-times. By induction on the
decomposition length k of the p-adic decomposition of λ and by applying
again Steinberg’s tensor product theorem we obtain:
Corollary 4.1. Let n = 2 and let V , W be rational G-modules such
that all of their dominant weights are pm-restricted. Let L = Lλ be a simple
rational G-module. Then HomGVW  ∼= HomGV ⊗K LFmW ⊗K LFm is
an isomorphism of vector spaces and if V = W this is a ring isomorphism.
4.2. An Application to GL2K
Let A be a ﬁnite-dimensional K-algebra. Let P be an indecomposable
A-module with head isomorphic to the simple module S. Suppose the pro-
jective indecomposable module corresponding to S has the same composi-
tion factors with the same multiplicities as P . Then P is isomorphic to the
projective indecomposable module corresponding to S.
Proposition 4.2. Let m ∈ . Let µ ∈ X+T  be such that Lµ = ∇µ
or such that µ is a partition into two parts. Let λ ∈ X+mT  and let P be an
indecomposable, polynomial G-module with head isomorphic to the simple
module Lλ. Suppose all composition factors of P have a dominant weight
which is pm-restricted. Then P ⊗K LµFm is an indecomposable module with
head isomorphic to Lλ+ µpm.
Proof. Let β ∈ X+mT . Then the composition factors of P ⊗K LµF
m
are of the form Lβ ⊗K LµFm and they are simple by Steinberg’s tensor
product theorem. Hence by Theorem 4.1 or Corollary 4.1
HomGP ⊗K LµF
m
Lβ ⊗K LµF
m ∼= HomGPLβ
∼=
{
0 if λ = β,
K if λ = β.
The head of P ⊗K LµFm is therefore simple and hence the module is
indecomposable.
Corollary 4.2. Let λ ∈ X+mT  and let µ and P be given as in the pre-
vious proposition. Furthermore, suppose that P ⊗K LµFm and its projective
cover have the same dimension. Then P ⊗K LµFm is the projective indecom-
posable module corresponding to the simple module Lλ+ pmµ.
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The modules in Proposition 4.2 and Corollary 4.2 are indecomposable
polynomial modules. Hence they are homogeneous, which means, they are
modules for a suitable Schur algebra. This will be used in Section 5.
5. SUBALGEBRAS OF THE SCHUR ALGEBRA S2 r
5.1. Submodule Lattices and Endomorphism Rings
Let A be a ﬁnite-dimensional algebra. We denote the submodule lattice
of an A-module V by V  = 
W W ≤A V . Let V and W be A-modules.
Then a map f  V  → W  is a lattice homomorphism if f preserves
inclusion: if V1 ⊆ V2 then f V1 ⊆ f V2. If f is bijective, it is called a
lattice isomorphism. Let M and N be A-modules and let φ  M → N
be an A-module homomorphism. An idempotent e ∈ A induces a functor
F  modA → modeAe, given by FM = Me and Fφ = φMe  Me → Ne.
As a vector space, Me is isomorphic to HomAeAM (see Benson [1,
Lemma 1.3.3]). The following lemma is well known:
Lemma 5.1. The functor F induces a surjection from the submodule lattice
of the A-module M onto the the submodule lattice of the eAe-module Me.
Furthermore, if every composition factor L of M satisﬁes Le = 0, then this
lattice homomorphism is an isomorphism.
Since the functor F is exact, the lattice isomorphism induced by F satis-
ﬁes the following property: if M2 ⊆ M1, then FM1/M2 ∼= FM1/FM2.
We call this a strong lattice isomorphism. For example, an equivalence of
module categories induces a strong submodule-lattice isomorphism. The
following two lemmas are well known:
Lemma 5.2. Suppose every composition factor L of M satisﬁes the con-
dition Le = 0. Then the homomorphism EndAM → EndeAeMe, given by
φ → Fφ, is injective.
Lemma 5.3. Let M and N be A-modules and let e be the projection of
M ⊕N with imageM and kernel N . Then the algebra EndAM is isomorphic
to the algebra eEndAM ⊕Ne.
5.2. Progenerators and Morita Equivalence
Let K be a ﬁeld and let A and B be ﬁnite-dimensional K-algebras. An
A-module X is called a generator for modA if for all A-modules M there
exists a natural number n and an epimorphism Xn →M . A ﬁnitely gener-
ated projective generator is a progenerator. An A-module XA is a genera-
tor for the category modA if and only if every indecomposable projective
A-module is isomorphic to a direct summand of X. By Morita’s theorem
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(see Benson [1, Theorem 2.2.6]), the algebras A and B are Morita equiv-
alent if and only if there exists a progenerator PB for B such that A ∼=
EndBPB.
Proposition 5.1. Let A and B be Morita equivalent algebras whose
simple modules are parametrized by the set . For λ ∈  we denote
the corresponding simple modules by LAλ or LBλ, respectively. If
dimKLAλ = dimKLBλ for all λ ∈ , then the algebras A and B are
isomorphic.
Proof. Suppose A and B are Morita equivalent algebras, where in this
equivalence LBλ corresponds to LAλ. This induces an isomorphism of
division rings,
EndBLBλ ∼= EndALAλ
We deﬁne Dλ = EndBLBλ. By Morita’s theorem, there exists a pro-
generator QA for A with EndAQA ∼= B. Let 5 ∈ 
AB. We denote by
P5λ the projective indecomposable 5-module corresponding to L5λ.
Let 55  P5λ be the multiplicity of P5λ in a direct sum decom-
position of the regular representation 55. Let nλ5 = 55  P5λ.
Then the semisimple quotient of 5 corresponding to L5λ is isomor-
phic to the matrix ring Mnλ5Dλ. Hence, by Wedderburn’s theorem,
nλ5dimKL5λ = dimKMnλ5Dλ = n2λ5dimKDλ and
dimKL5λ = nλ5dimKDλ
We conclude, by using the hypothesis, that nλA = nλB. Then the multi-
plicity with which the module PAλ occurs in a direct sum decomposition
of QA is
QA  PAλ = BB  PBλ = nλB = nλA = AA  PAλ
where the ﬁrst equality follows by Fitting’s lemma. Hence the modules QA
and AA are isomorphic and so B ∼= EndAQ ∼= EndAA ∼= A.
5.3. The Main Theorem
Let K be an inﬁnite and perfect ﬁeld of prime characteristic p and con-
sider the Schur algebra Sn r deﬁned over K. Let F be the Frobenius
twist for Schur algebras.
Theorem 5.1. Let d r ∈  be such that r ≡ d modulo phd+1 and
such that d and r, with d ≤ r, have the same parity. Then the Schur algebra
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S2 d is Morita equivalent to a centralizer subalgebra of the Schur algebra
S2 r.
Proof. We assume that d and r are both even. The proof for d and r
both odd can be carried out in a similar way.
Step 1. For abbreviation let A = S2 r. The indexing sets
Ir = 
0 2     r
Id = 
0 2     d
both consisting of even non-negative integers only, parametrize the simple
modules and the projective indecomposable modules of A = S2 r and
S2 d, respectively. For i ∈ Ir and i ∈ Id we denote the simple modules
by Lri and Ldi, respectively, and we denote the corresponding projec-
tive indecomposable modules by Pri and Pdi, respectively. We choose
a decomposition of 1A as a sum of primitive orthogonal idempotents 6ij ,
where the labelling is chosen such that i ∈ Ir , j ∈ 
1     ni for some
ni ∈  and 6ijA ∼= 6klA if and only if i = k. Let ei = 6i1 and let the
labelling be such that eiA = Pri is the projective indecomposable module
corresponding to the simple module Lri. Deﬁne
e = ∑
i∈Ir  i≥r−d
ei (4)
and consider the basic algebra eAe. We denote its simple and projective
indecomposable modules by LeAe and PeAe, respectively. The simple and
projective indecomposable eAe-modules are parametrized by
IeAe = 
i ∈ Ir  i ≥ r − d
and for i ∈ IeAe they are given by LeAei = Lrie and PeAei = Prie,
respectively. Then, by construction, for i j ∈ IeAe,
Pri  Lrj = PeAei  LeAej (5)
Step 2. We deﬁne Pd to be the direct sum of all non-isomorphic projec-
tive indecomposable S2 d-modules, where each occurs exactly once. Let
m = hd + 1
Then, by assumption, there exists a natural number a such that r = d+ apm.
Let i ∈ Id. Since d < pm, each weight λ of Pdi is pm-restricted. Hence
every composition factor of Pdi is isomorphic to a module Ldj, where
j corresponds to a weight which is pm-restricted. By Steinberg’s tensor
product theorem, the module Ldj ⊗K LaaFm is simple. This has two
consequences: First, by Proposition 4.2, the module Pdi ⊗K LaaFm is
indecomposable with head isomorphic to Lri + apm = Lrr − d + i.
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Second, by Theorem 4.1,
EndS2 dPd ∼= EndS2 rPd ⊗K LaaF
m (6)
Step 3. We saw in the previous step that for every i ∈ Id the mod-
ule Pdi ⊗K LaaFm is indecomposable with head isomorphic to Lrr −
d + i. Furthermore, by construction, every composition factor of Pdi ⊗K
LaaFm is of the form Lrr − d + j. Hence, by the deﬁnition of e in
Eq. (4), for every composition factor L of Pdi ⊗K LaaFm the module
Le is non-zero. By Lemma 5.1 and the remark following it, the module
Pdi ⊗K LaaFme is indecomposable with head isomorphic to Lrr −
d + ie = LeAer − d + i. Let i j ∈ Id. Using Eq. (5) and Proposition 3.2
we obtain
PeAer − d + i  LeAer − d + j
= Prr − d + i  Lrr − d + j
= Pdi  Ldj
= Pdi ⊗K LaaF
m  Ldj ⊗K LaaF
m
= Pdi ⊗K LaaF
me  Ldj ⊗K LaaF
me
and hence, by Corollary 4.2, the module Pdi ⊗K LaaFme is isomor-
phic to the projective indecomposable module PeAer − d + i. The set

Prr − d + ie  i ∈ Id is a complete set of representatives of projective
indecomposable eAe-modules. By construction each of these modules is a
direct summand of Pd ⊗K LaaFme. Hence the module Pd ⊗K LaaFme
is a progenerator for the basic algebra eAe.
Step 4. We ﬁnally derive the following inclusion for the basic algebra
S02 d of S2 d,
S02 d ∼= EndS2 dPd
∼= EndAPd ⊗K LaaF
m by Eq. (6),
⊆ EndeAePd ⊗K LaaF
me by Lemma 5.2,
∼= eAe = eS2 re
where the last isomorphism follows by Step 3. Since K is a splitting ﬁeld, the
dimensions of the algebras above are determined by the Cartan matrices.
By Corollary 3.1, the dimension of S02 d and of eAe coincide and the
inclusion above is, in fact, an isomorphism. We conclude that the algebra
S2 d is Morita equivalent to eAe = eS2 re and thus to a subalgebra
of A = S2 r.
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5.4. Collection of Results
The proof of Theorem 5.1 contains several statements about the structure
of Schur algebras for n = 2 and about the structure of their modules. We
list them in the following:
Theorem 5.2. Let d r ∈  be deﬁned as above and let e ∈ S2 r be
chosen as in Eq. (4). Let Pd be the direct sum of all non-isomorphic projec-
tive indecomposable S2 r-modules, each occurring exactly once. Let m =
hd + 1, let r = d + a · pm, and let Id = 
i ∈ 0  i ≤ d i even.
(a) EndS2 dPd and EndS2 rPd ⊗K LaaFm are isomorphic
algebras.
(b) The module Pdi⊗K LaaFm is indecomposable with head isomor-
phic to Lrr − d + i. Its composition factors are of the form Lrr − d + j
with Lrr − d + je = 0.
(c) The module Pdi ⊗K LaaFme is the projective indecomposable
module corresponding to LeS2 rer − d+ i. In particular, the module Pd ⊗K
LaaFme is a progenerator for eS2 re.
(d) For all i ∈ Id there exists a strong lattice isomorphism between the
submodule lattices of Prr − d + ie and of Pdi.
(e) The module Prr − d + i is the projective cover of Pdi ⊗K
LaaFm . If π is the corresponding projection, then kerπ contains all
composition factors Lrj for j < r − d and no others.
Deﬁnition 5.1. Let A be a ﬁnite-dimensional K-algebra, let M be an
A-module, and let π  P → M be its projective cover. Then M is almost
projective if for all α ∈ EndAP we have αkerπ ⊆ kerπ.
Almost projective modules are studied in Dipper [2, 3] and Schubert [22];
in [22] we are given some equivalent reformulations of the property of
a module being almost-projective. As a consequence of Theorem 5.2 we
obtain the following corollary:
Corollary 5.1. Let the notation be as above. Then the module Pdi ⊗K
LaaFm is almost projective as a module for S2 r.
We conclude this section with an improvement of Theorem 5.1; we show
that there exists an idempotent e¯ ∈ S2 r such that the algebras S2 d
and e¯S2 re¯ are isomorphic. In order to obtain this result, we need to
adjust the multiplicities in our choice of the idempotent e in the proof of
Theorem 5.1. Let λ ∈ +n r and let nλ ∈ 0 be the multiplicity of the
Young module Yλ in E⊗r . Then
Sn r = EndKr ⊕λ∈+nrnλYλ (7)
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By Henke [13], we have the following lemma about Young modules:
Lemma 5.4. Let d r ∈  be such that r ≡ d modulo phd+1 and such that
d and r, with d ≤ r, have the same parity. Let k s be such that d− k k and
d− s s are partitions. Then the Young module Y r−k k is a direct summand
of the permutation module Mr−s s if and only if the Young module Y d−k k
is a direct summand of the permutation module Md−s s.
Lemma 5.5. Let d r ∈  be such that r ≡ d modulo phd+1 and such
that d and r, with d ≤ r, have the same parity. Let k be such that d − k k
is a partition. Then nd−k k ≤ nr−k k.
Proof. For a partition λ of r we denote by aλ the cycle type of λ.
It is given by λ = rarλ     1a1λ. We assume that d and r are both
even. Let 0 ≤ s ≤ d/2. By Grabmeier [10, Satz 8.11], the multiplicity of
Mr−s s as a direct summand in a direct sum decomposition of E⊗r is( n
ar−s s
) = ( 21 1) = 2 and hence is smaller than or equal to the multiplicity
ofMd−s s as a direct summand in a direct sum decomposition of E⊗d. The
latter, in turn, is
( 2
ad−s s
) = (22) = 1 if s = d/2 and is ( 2ad−s s) = ( 21 1) = 2
if s = d/2. By Lemma 5.4, we have nd−k k ≤ nr−k k. If d and r are both
odd, the proof can be carried out in a similar way.
Corollary 5.2. Suppose d r ∈  are such that r ≡ d modulo phd+1
and such that d and r, with d ≤ r, have the same parity. Then the Schur
algebra S2 d is isomorphic to a subalgebra of the Schur algebra S2 r.
Proof. First, we assume that d and r are both even. By Eq. (7) the Schur
algebra S2 r is given by
S2 r = Endkr
(
⊕r/2k=0 nr−k kY r−k k
)

where nr−k k = dimLrr − k k for all 0 ≤ k ≤ r/2. For 0 ≤ k ≤ d/2
we deﬁne mr−k k = dimLdd − k k. By Lemma 5.5, mr−k k ≤ nr−k k
for all 0 ≤ k ≤ d/2. We ﬁx a direct sum decomposition of E⊗r into Young
modules and take λ ∈ +2 r. Then there exist nλ copies of Yλ in this
decomposition of E⊗r . By abuse of notation we denote the projection onto
any such copy by eλ. Let e ∈ S2 r be deﬁned as e =
∑d/2
k=0 er−k k. Note
that e can be identiﬁed with the idempotent deﬁned in Eq. (4) in the proof
of Theorem 5.1. We modify e with respect to multiplicities and deﬁne
e¯ =
d/2∑
k=0
mr−k k∑
i=1
er−k k (8)
By Lemma 5.3, the algebra R = EndKr ⊕
d/2
k=0mr−k kY
r−k k is isomor-
phic to the algebra e¯S2 re¯, which, in turn, is Morita equivalent to the
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algebra eS2 re. Hence, by Theorem 5.1, the algebra R is Morita equiv-
alent to S2 d. By construction, the simple R-modules are parametrized
by  = 
r − k k  0 ≤ k ≤ d/2 and we denote the simple R-module
corresponding to λ ∈  by LRλ. Then
dimLRr − k k = mr−k k = dimLdd − k k
Hence, by Proposition 5.1, the algebra S2 d is isomorphic to the subal-
gebra R of the Schur algebra S2 r. If d and r are both odd, the proof
can be carried out in a similar way.
Of course, Theorem 5.2 can be adjusted to the situation in Theorem 5.2
and its proof.
6. AN APPLICATION TO THE SYMMETRIC GROUPS
6.1. Quasi-hereditary Algebras
Let K be any ﬁeld and let A be a quasi-hereditary K-algebra with respect
to ≤. Without loss of generality we assume that the algebra A is
basic. We ﬁx a set of primitive orthogonal idempotents eλ, where eλ cor-
responds to the simple module with the same parameter λ ∈ . The deﬁ-
nitions and results presented in this section can be found, for example, in
Ko¨nig [20] or in the appendix A, written by Dlab, of the book by Drozd
and Kirichenko [7]. We assume  = 
1     n with the natural order
1 < · · · < n. (By Dlab and Ringel [4] this is no restriction.) The mod-
ule category modA is called a highest weight category and the elements of
 are called weights. An A-module V has highest weight λ if Lλ is a com-
position factor of V and for all composition factors Lµ of V , we have
µ ≤ λ. Once the partial ordering of a quasi-hereditary algebra is ﬁxed, the
standard modules are determined uniquely up to isomorphism. For each
λ ∈  we denote the corresponding standard module by λ and the cor-
responding costandard module by ∇λ. Let ; be a subset of  and let
e; =
∑
λ∈; eλ. The set ; ⊆  is saturated if µ ∈ ; and λ ≤ µ implies λ ∈ ;.
The set \; is saturated if and only if ;≤op is saturated.
Proposition 6.1. Let ; be a subset of  such that \; is saturated. Let
e = e; be deﬁned as above. Then the algebras A = A/AeA and eAe are
quasi-hereditary.
For  = 
1     n with the natural order 1 < · · · < n, we deﬁne the
algebras Ai = A/A6i+1A and Ai = 6iA6i for 1 ≤ i ≤ n, where 6i =
ei + · · · + en (for 1 ≤ i ≤ n) and 6n+1 = 0. Then the algebras Ai are quasi-
hereditary with respect to i = 
1     i. The ideal A6i+1A annihilates
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the A-standard modules and Aij = Aj, with 1 ≤ j ≤ i. The algebras
Ai are quasi-hereditary with respect to i = 
i     n for j ∈ i. The
standard module Aij is given by Aij = Aj6i We remark that sim-
ilar statements as for standard modules also hold for tilting modules (to be
deﬁned below).
6.2. The Ringel Dual
An A-module V has a -ﬁltration if there exists a sequence of submod-
ules V = V1 ⊇ V2 ⊇ · · · ⊇ Vk = 0 of V such that every subquotient is either
zero or isomorphic to some λ for λ ∈ . The multiplicity of λ in such
a ﬁltration of V is independent of the choice of ﬁltration and we denote
it by V  λ. The module V is also called a -good module. Similar
deﬁnitions and statements hold in the dual case. Denote by  the full
subcategory of A-modules consisting of -good objects and by ∇ the
full subcategory of A-modules consisting of ∇-good objects.
Theorem 6.1 (Ringel [21]). For each λ ∈  there is a unique indecom-
posable module T λ in the intersection of  and ∇ with highest
weight λ.
The modules T λ whose existence is asserted in Theorem 6.1 are called
tilting modules. The module TA = T = ⊕λ∈T λ or more generally TA =
T = ⊕λ∈nλT λ, with nλ ∈ , is called a full or characteristic tilting mod-
ule. Let  =  ∩ ∇ be the full subcategory of A-modules whose
objects have both a -good and a ∇-good ﬁltration. The category  is
closed under direct sums and under tensor products (as are already the
categories ∇ and ).
Deﬁnition 6.1. For a quasi-hereditary algebra A with full tilting mod-
ule TA, A′ = EndATA is called a Ringel dual of A.
So by deﬁnition, the Ringel dual of A is, up to Morita equivalence,
uniquely determined. Moreover:
Theorem 6.2 (Ringel [21]). A Ringel dual A′ of a quasi-hereditary alge-
bra A is again a quasi-hereditary algebra on the same indexing set, but with
reversed order.
We consider the functor HomAT−, which maps A-modules to
A′-modules. Then the projective indecomposable modules of A′ are
given by P ′λ = PA′ λ = HomAT T λ, the standard modules
by ′λ = A′ λ = HomAT∇λ and the tilting modules by
T ′λ = TA′ λ = HomAT Iλ, where Iλ is the injective hull of
the module Lλ. Hence, in particular, A-modules with a ∇-ﬁltration are
mapped to A′-modules with a -ﬁltration. Indeed, the functor HomAT−
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induces an equivalence of A∇ and A′ . For all these statements see,
for example, Donkin [6, Appendix A4].
We iterate the process of taking the Ringel dual. Let A′ be a Ringel dual
of the algebra A. The algebra A′′ obtained by taking a Ringel dual of A′
is Morita equivalent to the algebra A, such that standard and costandard
modules are identiﬁed again and the labelling is preserved.
For all λ ∈  we take the primitive orthogonal idempotent e′λ to be
the projection from T onto T λ. The following can be deduced form
Ringel [21], using the characterization of quasi-hereditary algebras in terms
of tilting modules.
Proposition 6.2. Let ; be a subset of  such that \; is saturated. Let A
be deﬁned as in Proposition 6.1 and let A′ be the endomorphism ring of a full,
multiplicity-free tilting module of A and let e′ = e′;.
(1) The algebra A has Ringel dual isomorphic to e′A′e′.
(2) The algebra eAe is Morita equivalent to the Ringel dual of
A′/A′e′A′.
6.3. An Application to the Symmetric Group
We exploit a connection between the Ringel dual Sn r′ of the Schur
algebra Sn r and the group algebra Kr of the symmetric group on r
symbols. The r-fold tensor product space E⊗r of the n-dimensional K-vector
space E is a left Sn r-module and a right Kr-module and these actions
commute. By Donkin [5], T λ occurs as a direct summand of E⊗r if and
only if λ is p-regular. We deﬁne C = ⊕µT µ, where the sum is taken
over all µ ∈ +n r which are not p-regular. Let T = E⊗r ⊕ C. This
is a full tilting module and we take Sn r′ = EndSnrT . Let π  T →
T be the projection of T with kernel C, let ρn  Kr → EndE⊗r be
the representation corresponding to the right Kr-module E⊗r , and let
Ir = kerρn. Then by Erdmann [8, Proposition 4.3], the centralizer algebra
πSn r′π is Morita equivalent to the quotient Kr/Ir . By the deﬁnition
of ρ = ρn  Kr → EndE⊗r, Ir is equal to the annihilator of E⊗r . In
particular, Ir annihilates every Young module, every Specht module, and
every simple module. We therefore study these modules without restriction
as modules over Kr/Ir .
Theorem 6.3 (Erdmann [8, Proposition 4.3]). The Morita equivalence
between Kr/Ir and πSn r′π has the following properties:
(1) Let λµ ∈ +n r. The Young module Yλ is identiﬁed with
T ′λπ and the Specht module Sλ with ′λπ. Hence, in particular, we have
T ′λπ  ′µπ = Yλ  Sµ
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(2) Let λ ∈ +n r be p-regular and assume that all partitions µ
in the same block as λ and with µ > λ are p-regular. Then there exists a
strong submodule-lattice isomorphism between ′λπ and ′λ and between
T ′λπ and T ′λ.
Note that in (2) the idempotent π is the identity and Sn r′ is isomor-
phic to Kr/Ir . We specialise to n = 2. For p = 2 and r even the partition
r/2 r/2 is the largest weight with respect to ≤op. Hence the simple mod-
ule L′r/2 r/2 does not occur in T ′λ and ′λ. We obtain:
Corollary 6.1. Let λµ ∈ +2 r and assume that in case p = 2 and
r is even the partition λ = r/2 r/2. Then there exist strong submodule-lattice
isomorphisms between ′λπ and ′λ and between T ′λπ and T ′λ.
In particular we obtain
Yλ  Sµ = T ′λ  ′µ = µ  Lλ = ∇µ  Lλ
Theorem 6.4. Let d r ∈  be such that r ≡ d modulo phd+1 and such
that d and r, with d ≤ r, have the same parity. Furthermore, let k be a non-
negative integer such that d − k k is a partition. In case p = 2 and r is
even, we assume that k = d/2. Then there exist strong submodule-lattice iso-
morphisms between Y r−k k and Y d−k k, between Sr−k k and Sd−k k,
and between Mr−k k and Md−k k.
Proof. A partition λ1 λ2 ∈ +2 r is uniquely determined by r =
λ1 + λ2 and the difference λ1 − λ2. We therefore equivalently use the
parametrizing set 
λ1 − λ2λ1 λ2 ∈ +2 r and a sub-index r to denote
modules which are parametrized by +2 r. We adopt a similar notation
for modules parametrized by +2 d.
Deﬁne i = d − 2k and identify T ′d − k k with T ′di. Similarly, using
that r − 2k = r − d + i, we identify T ′r − k k with T ′r r − d + i.
(1) We apply Theorem 6.3 to both Kr and Kd and therefore dis-
tinguish the projection π in Theorem 6.3 by writing πd and πr , respectively.
Then Y d−k k is identiﬁed with T ′diπd and Y r−k k with T ′r r − d + iπr .
By Corollary 6.1 we can also identify Y d−k k with T ′di and Y r−k k with
T ′r r − d + i.
(2) By the proof of Theorem 5.1, the algebra S2 d is isomorphic
to e¯S2 re¯, where e¯ ∈ S2 d is deﬁned as in Eq. (8). Then
S2 d′ ∼= S2 r′/S2 r′e¯′S2 r′
where e¯′ is deﬁned as in Proposition 6.2. Hence S2 r′e¯′S2 r′ operates
trivially on T ′r j for j ≥ r − d and T ′di is identiﬁed with T ′r r − d + i.
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Combining (1) and (2) and by Proposition 5.1, we obtain a strong
submodule-lattice isomorphism between Y d−k k and Y r−k k. The proof
of the result for Specht modules and permutation modules can be carried
out similarly.
Corollary 6.2. Let d r ∈  be such that r ≡ d modulo phd+1 and
such that d and r, with d ≤ r, have the same parity. Furthermore, if p = 2
assume that r is odd. Then Kd/Id is Morita equivalent to a quasi-hereditary
quotient of Kr/Ir . Let k ∈ 0 be such that d − k k is a partition. Under
the equivalence of the corresponding module categories the module Dd−k k
is mapped to Dr−k k, Sd−k k is mapped to Sr−k k, Y d−k k is mapped to
Y r−k k, and Md−k k is mapped to Mr−k k.
We conclude with several remarks: While comparing blocks of the sym-
metric groups, quite a few results on blocks with the same weight and differ-
ent core are known. The reader should note that the blocks of the modules
Sd−k k and Sr−k k above have the same core but different weights. The
arguments given in this section hold more generally and we expect similar
results as for n = 2 for natural numbers n with n < p. All of the above
results strongly rely on the calculation of the Cartan numbers; it would
be interesting to have a proof of the above results without using Cartan
numbers.
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