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Abstract
We formulate discrete-time analogues of integrodi$erential equations modelling bidirectional neural networks studied
by Gopalsamy and He. The discrete-time analogues are considered to be numerical discretizations of the continuous-time
networks and we study their dynamical characteristics. It is shown that the discrete-time analogues preserve the equilibria of
the continuous-time networks. By constructing a Lyapunov-type sequence, we obtain easily veri7able su8cient conditions
under which every solution of the discrete-time analogue converges exponentially to the unique equilibrium. The su8cient
conditions are identical to those obtained by Gopalsamy and He for the uniqueness and global asymptotic stability of
the equilibrium of the continuous-time network. By constructing discrete-time versions of Halanay-type inequalities, we
obtain another set of easily veri7able su8cient conditions for the global exponential stability of the unique equilibrium
of the discrete-time analogue. The latter su8cient conditions have not been obtained in the literature of continuous-time
bidirectional neural networks. Several computer simulations are provided to illustrate the advantages of our discrete-time
analogue in numerically simulating the continuous-time network with distributed delays over 7nite intervals. c© 2002
Elsevier Science B.V. All rights reserved.
MSC: 39A12; 65D30; 65L20; 65Q05; 92B20
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1. Introduction
Gopalsamy and He [4] studied the global asymptotic stability of equilibria of continuous-time
bidirectional neural networks described by integrodi$erential equations of the form
dxi(t)
dt
=−aixi(t) +
m∑
j=1
bijS
(∫ ∞
0
Kij(s)yj(t − s) ds
)
+ Ii;
(1.1)
dyi(t)
dt
=−ciyi(t) +
m∑
j=1
dijS
(∫ ∞
0
Hij(s)xj(t − s) ds
)
+ Ji
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for i ∈ I = {1; 2; : : : ; m}, t ¿ 0 with initial values given by
xi(s) = ’i(s); yi(s) =  i(s) for i ∈ I; s ∈ (−∞; 0]; (1.2)
where ’i(s),  i(s) denote real-valued continuous functions de7ned for s ∈ (−∞; 0] and
sup
s∈(−∞;0]
|’i(s)|¡∞; sup
s∈(−∞;0]
| i(s)|¡∞; i ∈ I:
The equilibria of the network (1.1) are referred to as patterns or memories associated with the
exogeneous inputs Ii, Ji. System (1.1) denotes one of the possible modi7cations of bidirectional
neural networks proposed and studied by Kosko [7–9]. In (1.1), the signal response function S(·) is
bounded, nondecreasing, monotonic and di$erentiable, typically, S(u) = tanh(u) for u ∈ R, where R
denotes the set of real numbers; the dissipative coe8cients ai, ci, the synaptic weights bij, dij and
the exogeneous inputs Ii, Ji are assumed to satisfy
ai; ci ∈ (0;∞); bij; dij; Ii; Ji ∈ R; i; j ∈ I; (1.3)
the delay kernels Kij(s); Hij(s); i; j ∈ I de7ned for s ∈ [0;∞) denote nonnegative real-valued
continuous functions satisfying∫ ∞
0
Kij(s) = 1;
∫ ∞
0
sKij(s) ds¡∞;
(1.4)∫ ∞
0
Hij(s) = 1;
∫ ∞
0
sHij(s) ds¡∞:
We note that a class of delay kernels of the above type is given by
K(s) =
r+1
r!
sre−s for s ∈ [0;∞); (1.5)
where  denotes a positive constant and r denotes a nonnegative integer.
We denote an equilibrium of (1.1) by (x
∗
y∗) where x
∗ = (x∗1 ; x∗2 ; : : : ; x∗m)T; y∗ = (y∗1 ; y∗2 ; : : : ; y∗m)T, T
denotes the transpose of a matrix, and the components x∗i ; y∗i ; i ∈ I are governed algebraically by
aix∗i =
m∑
j=1
bijS(y∗j ) + Ii; ciy
∗
i =
m∑
j=1
dijS(x∗j ) + Ji; i ∈ I: (1.6)
For the convenience of the reader, we provide below the global asymptotic stability of (x
∗
y∗) of the
network (1.1) established by Gopalsamy and He [4].
Theorem 1.1. Let the assumptions (1:3) and (1:4) hold. Suppose further that
ai ¿
m∑
j=1
|dji|; ci ¿
m∑
j=1
|bji|; i ∈ I: (1.7)
Then the equilibrium (x
∗
y∗) of the network (1:1) is unique and globally asymptotically stable in the
sense that
lim
t→∞xi(t) = x
∗
i ; limt→∞yi(t) = y
∗
i ; i ∈ I (1.8)
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where xi(t) = xi(t; ’i); yi(t) = yi(t;  i) for i ∈ I; t ¿ 0 denote solutions of the network (1:1)
corresponding to arbitrary initial values (1:2).
We note from [4] that the parameters ai, ci were chosen as ai=ci=1 for all i ∈ I. Nonetheless, one
can still obtain the su8cient condition (1.7) by employing similar Lyapunov functional constructed
by Gopalsamy and He [4]. We note further that a bidirectional neural network of the form (1.1)
with dynamical characteristics described by Theorem 1.1 can be employed for associative memories,
signal or pattern processing, solving optimization problems among others (for details, one can refer
[4,21]).
For computer simulation, experimental or computational purposes, it is common to discretize
the continuous-time network (1.1). The resulting discrete-time dynamical system is referred to as
a discrete-time analogue of (1.1) and it is important that the discrete-time analogue inherits the
dynamical characteristics of the continuous-time network (1.1) under mild or no restriction on the
discretization step-size. Once this is established, the discrete-time analogue can be used for the above
purposes without loss of functional similarity to the continuous-time network (1.1) and preserving
any physical or biological reality inherited by the continuous-time network (1.1). With this intention,
we formulate in this article a discrete-time analogue of the continuous-time network (1.1). The
discrete-time analogue is considered to be a numerical discretization of (1.1) and we study the
dynamical characteristics of the discrete-time analogue. We establish that the discrete-time analogue
preserves the dynamical characteristics of (1.1) without any restriction on the discretization step-size.
2. Discrete-time formulation
There exists a variety of methods in the literature of numerical analysis and di$erence equations
by which discrete-time analogues of continuous-time dynamical systems can be obtained with an
emphasis on the preservation of dynamics. Stuart and Humphries [20] studied discrete-time ana-
logues formulated from conventional methods (such as Euler, Runge–Kutta, multistep, etc.) and
identi7ed some analogues which can replicate the dynamical characteristics of their continuous-time
counterparts under mild or no restriction on the discretization step-size. Agarwal [1], Mickens [12]
and Potts [16–19] formulated discrete-time analogues of certain continuous-time dynamical systems
by approximating the continuous-time derivatives with di$erences involving nonlinear rational func-
tions of the discretization step-size. Without restricting the discretization step-size, they established
that some of the discrete-time analogues possess solutions which lie exactly on the solution curves
of the corresponding continuous-time systems while others provide the best approximations to their
continuous-time counterparts in the sense that the discrete-time analogues inherited similar dynamical
characteristics of the corresponding continuous-time systems.
In this section we propose a semi-discretization technique in formulating a discrete-time analogue
of the continuous-time network (1.1). This method has been employed elsewhere (see, for instance
[5,10,11,14,15]) in the formulation of discrete-time analogues of continuous-time dynamical systems
modelling population dynamics and neural networks. For convenience in our study, we adopt the
following notations: Let Z denote the set of all integers; Z+0 = {0; 1; 2; : : :}; [a; b]Z = {a; a + 1; : : : ;
b− 1; b} where a; b ∈ Z, a6 b; and [a;∞)Z = {a; a+ 1; a+ 2; : : :} where a ∈ Z.
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We begin approximating the continuous-time network (1.1) by replacing the integral terms with
discrete sums of the form
∫ ∞
0
Kij(s)yj(t − s) ds ≈
∞∑
[ s
h
]
=1
!ij(h)Kij
([ s
h
]
h
)
yj
([ t
h
]
h−
[ s
h
]
h
)
;
(2.1)∫ ∞
0
Hij(s)xj(t − s) ds ≈
∞∑
[ s
h
]
=1
!˜ij(h)Hij
([ s
h
]
h
)
xj
([ t
h
]
h−
[ s
h
]
h
)
for t ∈ [nh; (n + 1)h), s ∈ [ph; (p + 1)h), n ∈ Z+0 , p ∈ Z+, where [r] denotes the integer part of
a real number r, h¿ 0 is a 7xed number denoting a uniform discretization step-size, !ij(h)¿ 0,
!˜ij(h)¿ 0 for h¿ 0 and !ij(h) ≈ h + O(h2), !˜ij(h) ≈ h + O(h2) for small h¿ 0. We note that
!ij(h), !˜ij(h) are chosen so that the analogue kernels
Kij
([ s
h
]
h
)
= !ij(h)Kij
([ s
h
]
h
)
; Hij
([ s
h
]
h
)
= !˜ij(h)Hij
([ s
h
]
h
)
(2.2)
satisfy certain properties given in (2.8) below. With (2.1) and (2.2), we approximate (1.1) by
di$erential equations with piecewise constant arguments of the form
dxi(t)
dt
=−aixi(t) +
m∑
j=1
bijS


∞∑
[ s
h
]
=1
Kij
([ s
h
]
h
)
yj
([ t
h
]
h−
[ s
h
]
h
)+ Ii;
(2.3)
dyi(t)
dt
=−ciyi(t) +
m∑
j=1
dijS


∞∑
[ s
h
]
=1
Hij
([ s
h
]
h
)
xj
([ t
h
]
h−
[ s
h
]
h
)+ Ji
for i ∈ I; t ∈ [nh; (n+1)h); s ∈ [ph; (p+1)h); n ∈ Z+0 ; p ∈ Z+. Noting that [ th ] = n; [ sh ] =p and
adopting the notation u(n) = u(nh), we rewrite (2.3) as
dxi(t)
dt
=−aixi(t) +
m∑
j=1
bijS

 ∞∑
p=1
Kij(p)yj(n− p)

+ Ii;
(2.4)
dyi(t)
dt
=−ciyi(t) +
m∑
j=1
dijS

 ∞∑
p=1
Hij(p)xj(n− p)

+ Ji
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for i ∈ I, t ∈ [nh; (n + 1)h), n ∈ Z+0 . We integrate system (2.4) over the interval [nh; t) where
t ¡ (n+ 1)h to get
xi(t)eait = xi(n)eainh +
(
eait − eainh
ai
) m∑
j=1
bijS

 ∞∑
p=1
Kij(p)yj(n− p)

+ Ii

 ;
(2.5)
yi(t)ecit = yi(n)ecinh +
(
ecit − ecinh
ci
) m∑
j=1
dijS

 ∞∑
p=1
Hij(p)xj(n− p)

+ Ji


for i ∈ I, t ∈ [nh; (n+ 1)h), n ∈ Z+0 . Allowing t → (n+ 1)h in (2.5) and simplifying, we obtain a
discrete-time analogue of the continuous-time network (1.1) given by
xi(n+ 1) = e−aihxi(n) + i(h)
m∑
j=1
bijS

 ∞∑
p=1
Kij(p)yj(n− p)

+ i(h)Ii;
(2.6)
yi(n+ 1) = e−cihyi(n) +  i(h)
m∑
j=1
dijS

 ∞∑
p=1
Hij(p)xj(n− p)

+  i(h)Ji
for i ∈ I, n ∈ Z+0 where
i(h) =
1− e−aih
ai
;  i(h) =
1− e−cih
ci
:
One can verify that i(h)¿ 0,  i(h)¿ 0 if ai; ci; h¿ 0 and i(h) ≈ h+O(h2),  i(h) ≈ h+O(h2) for
small h¿ 0. One can show that the discrete-time analogue (2.6) converges to the continuous-time
network (1.1) when h→ 0+.
The initial conditions associated with the analogue (2.6) are given in the form
xi(l) = ’i(l); yi(l) =  i(l) for i ∈ I; l ∈ (−∞; 0]Z; (2.7)
where ’i(l),  i(l) de7ned for l ∈ (−∞; 0]Z denote sequences of real numbers and
sup
l∈(−∞;0]Z
|’i(l)|¡∞; sup
l∈(−∞;0]Z
| i(l)|¡∞; i ∈ I:
Notice that (2.7) is a consequence of discretizing the initial values (1.2) supplemented to the
continuous-time network (1.1).
The kernels Kij(·), Hij(·) in the discrete-time analogue (2.6) are assumed to satisfy the following
properties:
(i)Kij :Z+ → [0;∞); Hij: Z+ → [0;∞);
(ii)
∞∑
p=1
Kij(p) = 1;
∞∑
p=1
Hij(p) = 1;
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(iii) there exists a real number "¿ 1 such that
∞∑
p=1
Kij(p)"p ¡∞;
∞∑
p=1
Hij(p)"p ¡∞: (2.8)
We remark that the properties in (2.8) are analogous to those given by (1.4). We consider an
example, say, K(s) = e−s for s ∈ [0;∞) depicted from (1.5). This kernel satis7es the properties
in (1.4). An analogue of K(·) is given by K(p) = !(h)e−ph for p ∈ Z+, where !(h) = 1−e−he−h .
We recall that the step-size h is a 7xed positive number. One can verify that the analogue kernel
K(·) satis7es the properties (i) and (ii) of (2.8). Moreover, by letting "=e#h, where # is a constant
satisfying 0¡#¡, one observes that
∞∑
p=1
K(p)"p =
∞∑
p=1
1− e−h
e−h
e−phe#ph =
1− e−h
e−h
∞∑
p=1
e−(−#)ph ¡∞
and this justi7es the analogue kernel K(·) satisfying the property (iii) of (2.8).
An equilibrium of the analogue (2.6) satis7es
x∗i = e
−aihx∗i + i(h)
m∑
j=1
bijS

 ∞∑
p=1
Kij(p)y∗j

+ i(h)Ii;
y∗i = e
−cihy∗i +  i(h)
m∑
j=1
dijS

 ∞∑
p=1
Hij(p)x∗j

+  i(h)Ji
and upon using (2.8) in the above one obtains the system (1.6). This implies that for any choice
of the positive step-size h the analogue (2.6) preserves the equilibrium (x
∗
y∗) of the continuous-time
network (1.1).
3. Exponential stability
We proceed in this section to establish the exponential stability of the equilibrium (x
∗
y∗) of the
discrete-time analogue (2.6).
Theorem 3.1. Let the positive step-size h be 6xed and let the assumptions (1:3) and (2:8) be
satis6ed. Suppose the condition (1:7) holds. Then the equilibrium (x
∗
y∗) of the analogue (2:6) exists
and unique. Moreover; there exist real constants $ ¿ 1 and 1¡%¡"; where the constant "¿ 1
is de6ned in (2:8); such that
m∑
i=1
{|xi(n)− x∗i |+ |yi(n)− y∗i |}
6 $
(
1
%
)n m∑
i=1
{(
sup
l∈(−∞;0]Z
|xi(l)− x∗i |
)
+
(
sup
l∈(−∞;0]Z
|yi(l)− y∗i |
)}
(3.1)
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for n ∈ Z+ where xi(n) = xi(n; ’i); yi(n) = yi(n;  i) for i ∈ I; n ∈ Z+ denote solutions of the
analogue (2:6) corresponding to an arbitrary initial condition (2:7).
Proof. We note that the signal response function S(u) = tanh(u), u ∈ R satis7es the following
properties: |S(u)|6 1 for all u ∈ R and |S(u)− S(v)|6 |u− v| for all u; v ∈ R.
We show the existence and uniqueness of the equilibrium (x
∗
y∗) of the analogue (2.6). We consider
a mapping
P() =
(
F()
G()
)
for = x1; x2; : : : ; xm; y1; y2; : : : ; ym ∈ R2m; (3.2)
where F() = (F1(); F2(); : : : ; Fm())T and G() = (G1(); G2(); : : : ; Gm())T with
xi = Fi() =
1
ai

 m∑
j=1
bijS(yj) + Ii

 ; yi = Gi() = 1ci

 m∑
j=1
dijS(xj) + Ji

 (3.3)
for i ∈ I. By applying the assumption (1.3) and the boundedness of S(·) we obtain from (3.3) that
|Fi()|6 1ai

 m∑
j=1
|bij|+ |Ii|

6 ); |Gi()|6 1ci

 m∑
j=1
|dij|+ |Ii|

6 ) (3.4)
for all i ∈ I, where ) =max{)1; )2} and
)1 = max
i∈I

 1ai

 m∑
j=1
|bij|+ |Ii|



 ; )2 = maxi∈I

 1ci

 m∑
j=1
|dij|+ |Ji|



 :
We gather from (3.2)–(3.4) that(
x
y
)
∈ [− ); )]2m ⇒ P() =
(
F()
G()
)
∈ [− ); )]2m;
where x=(x1; x2; : : : ; xm)T and y=(y1; y2; : : : ; ym)T. Since S(u) is continuous for u ∈ R it follows from
(3.3) that Fi(), Gi() are continuous for  ∈ R2m. This implies that the mapping P : [− ); )]2m →
[ − ); )]2m is continuous. From the Brouwer’s 7xed point theorem, we assert that there exists at
least one (x
∗
y∗) ∈ [ − ); )]2m which is a 7xed point of the mapping P. The 7xed point (x
∗
y∗) is the
equilibrium of the analogue (2.6). In the following, we show that the condition (1.7) guarantees the
uniqueness of (x
∗
y∗). Suppose there exists another equilibrium (
u∗
C∗ ) of the analogue (2.6). From the
algebraic system (1.6) we have
ai(x∗i − u∗i ) =
m∑
j=1
bij(S(y∗j )− S(v∗j )); ci(y∗i − v∗i ) =
m∑
j=1
dij(S(x∗j )− S(u∗j ))
for i ∈ I and by using the assumption (1.3) and the Lipschitz property of S(·) in the above we
obtain the following inequalities given by
ai|x∗i − u∗i |6
m∑
j=1
|bij||y∗j − v∗j |; c∗i |y∗i − v∗i |6
m∑
j=1
|dij||x∗j − u∗j |; i ∈ I: (3.5)
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It follows from (3.5) that
m∑
i=1



ai − m∑
j=1
|dji|

 |x∗i − u∗i |+

ci − m∑
j=1
|bji|

 |y∗i − v∗i |

6 0:
By using the condition (1.7) we deduce from the above that x∗i = u∗i and y∗i = v∗i for all i ∈ I. This
establishes the uniqueness of the equilibrium (x
∗
y∗) of the analogue (2.6).
Next, we prove the global exponential stability of the equilibrium (x
∗
y∗) of the analogue (2.6). By
applying the assumptions (1.3), (2.8) and the Lipschitz property of S(·), we obtain from (2.6) that
|xi(n+ 1)− x∗i |6 e−aih|xi(n)− x∗i |+ i(h)
m∑
j=1
|bij|
∞∑
p=1
Kij(p)|yj(n− p)− y∗j |;
(3.6)
|yi(n+ 1)− y∗i |6 e−cih|yi(n)− y∗i |+  i(h)
m∑
j=1
|dij|
∞∑
p=1
Hij(p)|xj(n− p)− x∗j |
for i ∈ I, n ∈ Z+0 . Let us consider functions Fi(·), Gi(·), i ∈ I de7ned by
Fi(*i) = 1− *ie−aih − i(h)
m∑
j=1
|dji|
∞∑
p=1
Hji(p)*
p+1
i ; *i ∈ [1; "];
(3.7)
Gi(+i) = 1− +ie−cih −  i(h)
m∑
j=1
|bji|
∞∑
p=1
Kji(p)+
p+1
i ; +i ∈ [1; "]
where the constant "¿ 1 is de7ned in (2.8). We note from the condition (1.7) that
ai −
m∑
j=1
|dji|¿ ,; ci −
m∑
j=1
|bji|¿ , for all i ∈ I (3.8)
where ,=min{,1; ,2} and
,1 = min
i∈I

ai −
m∑
j=1
|dji|

¿ 0; ,2 = mini∈I

ci −
m∑
j=1
|bji|

¿ 0:
We observe from (3.7) that
Fi(1) = 1− e−aih − i(h)
m∑
j=1
|dji|
= i(h)

ai − m∑
j=1
|dji|

¿ min
i∈I
{i(h)},¿ 0;
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Gi(1) = 1− e−cih −  i(h)
m∑
j=1
|bji|
= i(h)

ci − m∑
j=1
|bji|

¿ min
i∈I
{ i(h)},¿ 0:
We observe further that Fi(*i), Gi(+i) are continuous for *i; +i ∈ [1; "] and Fi(*i) → −∞ as
*i → "−, Gi(+i) → −∞ as +i → "−. It follows that there exist *ˆi; +ˆi ∈ (1; ") such that Fi(*ˆi) = 0,
Gi(+ˆi) = 0 for i ∈ I. We choose
%=min{*ˆ1; *ˆ2; : : : ; *ˆm; +ˆ1; +ˆ2; : : : ; +ˆm};
where obviously % ∈ (1; "), and as a result we have Fi(%) ¿ 0, Gi(%) ¿ 0 for all i ∈ I implying
that
%e−aih + i(h)
m∑
j=1
|dji|
∞∑
p=1
Hji(p)%p+1 6 1;
%e−cih +  i(h)
m∑
j=1
|bji|
∞∑
p=1
Kji(p)%p+1 6 1


for all i ∈ I: (3.9)
Let us consider nonnegative sequences Xi(n), Yi(n) for i ∈ I, n ∈ Z de7ned by
Xi(n) = %n
|xi(n)− x∗i |
i(h)
; Yi(n) = %n
|yi(n)− y∗i |
 i(h)
(3.10)
and from (3.6) we derive the following system:
Xi(n+ 1)6 %e−aihXi(n) +
m∑
j=1
|bij| j(h)
∞∑
p=1
Kij(p)%p+1Yj(n− p);
Yi(n+ 1)6 %e−cihYi(n) +
m∑
j=1
|dij|j(h)
∞∑
p=1
Hij(p)%p+1Xj(n− p) (3.11)
for i ∈ I, n ∈ Z+0 .
We construct a Lyapunov-type sequence given by
V (n) =
m∑
i=1

Xi(n) + Yi(n) +
m∑
j=1
|bij| j(h)
∞∑
p=1
Kij(p)%p+1
n−1∑
q=n−p
Yj(q)
+
m∑
j=1
|dij|j(h)
∞∑
p=1
Hij(p)%p+1
n−1∑
q=n−p
Xj(q)

 ; n ∈ Z+0 : (3.12)
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It can be veri7ed that V (n)¿ 0 for all n ∈ Z+0 . We note that if V (0) is 7nite (i.e., bounded) and
V (n) is nonincreasing for all n ∈ Z+ then V (n) will remain bounded and de7ned for all n ∈ Z+.
We derive from (3.12) that
V (0)6
m∑
i=1



1 + i(h) m∑
j=1
|dji|
∞∑
p=1
Hji(p)%p+1p

( sup
q∈(−∞;0]Z
Xi(q)
)

+
m∑
i=1



1 +  i(h) m∑
j=1
|bji|
∞∑
p=1
Kji(p)%p+1p

( sup
q∈(−∞;0]Z
Yi(q)
)
 : (3.13)
It follows from (2.7) and (3.10) that
sup
q∈(−∞;0]Z
Xi(q)¡∞; sup
q∈(−∞;0]Z
Yi(q)¡∞ for i ∈ I:
We recall the assumption (2.8) and we note that the constant % satis7es 1¡%¡". Let p ∈ Z+,
"= e#, where #¿ 0 and let %= e1 where clearly 0¡1¡#. We observe that
p%p = pe1p 6 e#p=2e#p=2 for all large p ∈ Z+:
Consequently,
∞∑
p=1
pKji(p)%p =
∞∑
p=1
pKji(p)e1p 6
∞∑
p=1
Kji(p)e#p ¡∞;
∞∑
p=1
pHji(p)%p =
∞∑
p=1
pHji(p)e1p 6
∞∑
p=1
Hji(p)e#p ¡∞
due to the property (iii) of (2.8). With these observations we assert from (3.13) that V (0) is bounded.
Next, we calculate the di$erence V (n) = V (n + 1) − V (n) for n ∈ Z+0 along the solutions of
(3.11) and we obtain
V (n)6−
m∑
i=1

1− %e−aih − i(h) m∑
j=1
|dji|
∞∑
p=1
Hji(p)%p+1

Xi(n)
−
m∑
i=1

1− %e−cih −  i(h) m∑
j=1
|bji|
∞∑
p=1
Kji(p)%p+1

Yi(n); n ∈ Z+0
and on behalf of (3.9) we deduce that V (n) 6 0 for all n ∈ Z+0 . This in turn implies that V (n)
is nonincreasing for all n ∈ Z+ or equivalently V (n)6 V (0)¡∞ for all n ∈ Z+. We gather from
(3.12) and (3.13) that
m∑
i=1
{Xi(n) + Yi(n)}6 $1
m∑
i=1
(
sup
q∈(−∞;0]Z
Xi(q)
)
+ $2
m∑
i=1
(
sup
q∈(−∞;0]Z
Yi(q)
)
(3.14)
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for all n ∈ Z+ where
$1 =max
i∈I

1 + i(h)
m∑
j=1
|dji|
∞∑
p=1
Hji(p)%p+1p

¿ 1;
$2 =max
i∈I

1 +  i(h)
m∑
j=1
|bji|
∞∑
p=1
Kji(p)%p+1p

¿ 1:
Recalling de7nition (3.10) we have from (3.14) that
m∑
i=1
{|xi(n)− x∗i |+ |yi(n)− y∗i |}
6 $
(
1
%
)n m∑
i=1
{(
sup
l∈(−∞;0]Z
|xi(l)− x∗i |
)
+
(
sup
l∈(−∞;0]Z
|yi(l)− y∗i |
)}
for all n ∈ Z+ where
$ =
max{maxi∈I{i(h)};maxi∈I{ i(h)}}
min{mini∈I{i(h)};mini∈I{ i(h)}} max{$1; $2}¿ 1:
This establishes the global exponential stability of the equilibrium (x
∗
y∗) of the analogue (2.6) and
hence the proof is complete.
In the following result, we obtain another set of easily veri7able su8cient conditions for the global
exponential stability of the equilibrium (x
∗
y∗) of the analogue (2.6). We remark that these conditions
have not been obtained in the literature of continuous-time bidirectional neural networks.
Theorem 3.2. Assume that the discretization step-size is 6xed and positive and let the assumptions
(1:3) and (2:8) be satis6ed. Suppose
ai ¿
m∑
j=1
|bij|; ci ¿
m∑
j=1
|dij|; i ∈ I: (3.15)
Then the equilibrium (x
∗
y∗) of the analogue (2:6) exists and unique. Moreover; there exists a real
constant 3 satisfying 1¡3¡"; where the constant "¿ 1 is de6ned in (2:8); such that
|xi(n)− x∗i |6 M
(
1
3
)n
; |yi(n)− y∗i |6 M
(
1
3
)n
(3.16)
for all i ∈ I; n ∈ Z+ where M =max{M1; M2} and
0¡M1 =max
i∈I
{
sup
l∈(−∞;0]Z
|xi(l)− x∗i |
}
¡∞;
0¡M2 =max
i∈I
{
sup
l∈(−∞;0]Z
|yi(l)− y∗i |
}
¡∞:
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Proof. The existence of an equilibrium (x
∗
y∗) of the analogue (2.6) follows from Theorem 3.1. Sup-
pose there exists another equilibrium ( u
∗
C∗ ) of (2.6). We shall see that x
∗
i = u
∗
i and y
∗
i = v
∗
i compo-
nentwise for i ∈ I. Let us assume for the sake of contradiction that there exist kth-components of
x∗ and u∗ such that x∗k = u∗k . We have from the system (3.5) that
ak |x∗k − u∗k |6 0 and 06 |dik ||x∗k − u∗k |; i ∈ I:
Since ak ¿ 0 we must have x∗k = u
∗
k and this violates the assumption that x
∗
k = u∗k . With this we
assert that the equilibrium (x
∗
y∗) is unique.
Let us consider functions Pi(·), Qi(·), i ∈ I de7ned by
Pi(*i) = 1− *ie−aih − i(h)
m∑
j=1
|bij|
∞∑
p=1
Kij(p)*
p+1
i ; *i ∈ [1; "];
(3.17)
Qi(+i) = 1− +ie−cih −  i(h)
m∑
j=1
|dij|
∞∑
p=1
Hij(p)+
p+1
i ; +i ∈ [1; "]:
We note from the condition (3.15) that
ai −
m∑
j=1
|bij|¿ 6; ci −
m∑
j=1
|dij|¿ 6 (3.18)
for all i ∈ I where 6=min{61; 62} and
61 = min
i∈I

ai −
m∑
j=1
|bij|

¿ 0; 62 = mini∈I

ci −
m∑
j=1
|dij|

¿ 0:
By applying (2.8) and (3.18) to (3.17) one has Pi(1) ¿ mini∈I
{i(h)}6¿ 0, Qi(1) ¿ mini∈I { i(h)}6¿ 0 and by similar arguments of Theorem 3.1 one can
assert that there exist *˜i; +˜i ∈ (1; ") which are roots of the functions Pi(·); Qi(·), i ∈ I, respectively.
By choosing
3=min{*˜1; *˜2; : : : ; *˜m; +˜1; +˜2; : : : ; +˜m};
where obviously 3 ∈ (1; "), one deduces from (3.17) that
3e−aih + i(h)
m∑
j=1
|bij|
∞∑
p=1
Kij(p)3p+1 6 1;
3e−cih +  i(h)
m∑
j=1
|dij|
∞∑
p=1
Hij(p)3p+1 6 1 (3.19)
for all i ∈ I.
Now we de7ne nonnegative sequences Ui(n), Vi(n) for i ∈ I, n ∈ Z as
Ui(n) = 3n|xi(n)− x∗i |; Vi(n) = 3n|yi(n)− y∗i |: (3.20)
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We use (3.20) in the system (3.6) and we derive that
Ui(n+ 1)6 3e−aihUi(n) + i(h)
m∑
j=1
|bij|
∞∑
p=1
Kij(p)3p+1
(
sup
l∈(−∞; n−1]Z
Vj(l)
)
;
(3.21)
Vi(n+ 1)6 3e−cihVi(n) +  i(h)
m∑
j=1
|dij|
∞∑
p=1
Hij(p)3p+1
(
sup
l∈(−∞; n−1]Z
Uj(l)
)
for i ∈ I, n ∈ Z+0 . We remark that system (3.21) denotes a discrete version of a system of
Halanay-type inequalities. The interested reader can refer to [3,6] for expositions and various appli-
cations of continuous-time Halanay-type inequalities; one can refer to [2,13] for literature related to
discrete-time Halanay-type inequalities.
It follows from the de7nition (3.20) and the de7nition of the constant M ∈ (0;∞) that
Ui(l)6 M; Vi(l)6 M for all i ∈ I; l ∈ (−∞; 0]Z:
We claim that
Ui(n)6 M; Vi(n)6 M for all i ∈ I; n ∈ Z+: (3.22)
Suppose the claim is not valid in the sense that there is a kth-component among Ui(·) and a 7rst
time n1 ∈ Z+ such that
Uk(n)6 M for n ∈ (−∞; n1 − 1]Z and Uk(n1)¿M;
while
Ui(n)6 M for i ∈ I; i = k; n ∈ (−∞; n1]Z;
Vi(n)6 M for i ∈ I; n ∈ (−∞; n1]Z:
We obtain from (3.21) that
M ¡Uk(n1)6 3e−akhUk(n1 − 1) + k(h)
m∑
j=1
|bkj|
∞∑
p=1
Kkj(p)3p+1
(
sup
l∈(−∞; n1−2]Z
Vj(l)
)
6

3e−akh + k(h) m∑
j=1
|bkj|
∞∑
p=1
Kkj(p)3p+1

M
and on behalf of (3.19) we are led to a contradiction in the sense that M ¡Uk(n1)6 M . Thus the
claim (3.22) is valid. From (3.20) and (3.22) we deduce that
|xi(n)− x∗i |6 M
(
1
3
)n
; |yi(n)− y∗i |6 M
(
1
3
)n
for all i ∈ I; n ∈ Z+. Since the constant 3 satis7es 1¡3¡" and the initial values are arbitrary,
we conclude from the above that the equilibrium (x
∗
y∗) is globally exponentially stable. The proof is
complete.
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4. Computer simulations
In this section, we provide several computer simulations of a bidirectional neural network with
delays distributed over 7nite intervals; the continuous-time network is governed by
dxi(t)
dt
=−aixi(t) +
2∑
j=1
bij tanh
(∫ 8ij
0
Kij(s)yj(t − s) ds
)
+ Ii;
(4.1)
dyi(t)
dt
=−ciyi(t) +
2∑
j=1
dij tanh
(∫ )ij
0
Hij(s)xj(t − s) ds
)
+ Ji
for i = 1; 2; t ¿ 0, where the synaptic weights bij; dij, the exogeneous inputs Ii; Ji and the delay
parameters 8ij; )ij are assumed to have the following values:
b11 = 1:5; b12 =−1:5; b21 =−1:5; b22 = 1;
d11 = 1; d12 = 0:5; d21 =−1; d22 =−1;
I1 = 10; I2 =−10; J1 =−8; J2 = 8; (4.2)
811 = 10; 812 = 5; 821 = 8; 822 = 7;
)11 = 6; )12 = 7; )21 = 9; )22 = 10
and the delay kernels Kij(·); Hij(·) are assumed to be in the following forms:
K11(s) =
0:5e−0:5s
1− e−0:5811 ; K12(s) =
2e−2s
1− e−2812 ;
K21(s) =
1:5e−1:5s
1− e−1:5821 ; K22(s) =
2:5e−2:5s
1− e−2:5822 ;
(4.3)
H11(r) =
3e−3r
1− e−3)11 ; H12(r) =
4e−4r
1− e−4)12 ;
H21(r) =
2:5e−2:5r
1− e−2:5)21 ; H22(r) =
2e−2r
1− e−2)22
for s ∈ [0; 8ij]; r ∈ [0; )ij]. Notice that the kernels Kij(·); Hij(·) denote particular forms of (1.5) and
one can verify that∫ 8ij
0
Kij(s) ds= 1;
∫ )ij
0
Hij(s) ds= 1
for all i; j = 1; 2.
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The associated discrete-time analogue of the network (4.1) is given by
xi(n+ 1) = e−aihxi(n) + i(h)
2∑
j=1
bij tanh

 9ij∑
p=1
Kij(p)yj(n− p)

+ i(h)Ii;
(4.4)
yi(n+ 1) = e−cihyi(n) +  i(h)
2∑
j=1
dij tanh

 ij∑
p=1
Hij(p)xj(n− p)

+  i(h)Ji
for i=1; 2; n ∈ {0; 1; 2; : : :} where 9ij=[8ij=h]; ij=[)ij=h]; i(h)=(1−e−aih)=a1;  i(h)=(1−e−cih)=ci
and the analogue kernels Kij(·); Hij(·) are given by
K11(p) =
1− e−0:5h
e−0:5h
e−0:5ph
1− e−0:5811 ; K12(p) =
1− e−2h
e−2h
e−2ph
1− e−2812 ;
K21(p) =
1− e−1:5h
e−1:5h
e−1:5ph
1− e−1:5821 ; K22(p) =
1− e−2:5h
e−2:5h
e−2:5ph
1− e−2:5822 ;
(4.5)
H11(q) =
1− e−3h
e−3h
e−3qh
1− e−3)11 ; H12(q) =
1− e−4h
e−4h
e−4qh
1− e−4)12 ;
H21(q) =
1− e−2:5h
e−2:5h
e−2:5qh
1− e−2:5)21 ; H22(q) =
1− e−2h
e−2h
e−2qh
1− e−2)22
for p ∈ {1; 2; : : : ; 9ij}; q ∈ {1; 2; : : : ; ij}. We note that the analogue kernels Kij(·); Hij(·) satisfy
(2.8) and in particular,
9ij∑
p=1
Kij(p) ≈
∫ 8ij
0
Kij(s) ds= 1;
ij∑
p=1
Hij(p) ≈
∫ )ij
0
Hij(s) ds= 1:
To illustrate the convergence dynamics of the continuous-time network (4.1), we consider three
neural states(
x(t)
y(t)
)
;
(
u(t)
C(t)
)
and
(
w(t)
z(t)
)
whose initial values are provided by
(
x(s)
y(s)
)
=


x1(s)
x2(s)
y1(s)
y2(s)

=


10 + 10e0:5s
5 + 10 sin(0:5:s)
20 + 5 sin(:s)
2s+ 30

 ;
(
u(s)
C(s)
)
=


u1(s)
u2(s)
v1(s)
v2(s)

=


−10s+ cos(2:s)
−15
6− 30e0:5s
−20

 ;
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Fig. 1. Exponential convergence of the continuous-time network (4.1) under the stability condition (1.7). The computer
simulations are provided by the discrete-time analogue (4.4) at step-size h= 0:1.
Fig. 2. Exponential convergence of the continuous-time network (4.1) under the stability condition (3.15). The computer
simulations are provided by the discrete-time analogue (4.4) at step-size h= 0:1.
(
w(s)
z(s)
)
=


w1(s)
w2(s)
z1(s)
z2(s)

=


20 sin(0:5:s)
20 + 5 cos(2:s)
−4 + s cos(0:5:s)
4 + s sin(:s)


for s ∈ [− 10; 0]. In Figs. 1 and 2, we use the discrete-time analogue (4.4) at step-size h= 0:1 to
simulate the convergence dynamics of the continuous-time network (4.1) under the stability condition
S. Mohamad, A.G. Naim / Journal of Computational and Applied Mathematics 138 (2002) 1–20 17
(1.7) and (3.15), respectively. It is shown by Fig. 1 that the neural states converge exponentially to
the unique equilibrium
(
x∗
y∗
)
=


x∗1
x∗2
y∗1
y∗2

 ≈


2:8217
−3:7749
−2:1477
2:6699

 ; (4.6)
where the synaptic weights bij; dij are provided by (4.2) and dissipative coe8cients ai; ci are chosen
as
a1 = 2:5; a2 = 2; c1 = 3:5; c2 = 3: (4.7)
Notice that the stability condition (1.7) is satis7ed while the stability condition (3.15) is violated.
In Fig. 2, the three neural states, under the stability condition (3.15), converge exponentially to the
unique equilibrium
(
x∗
y∗
)
=


x∗1
x∗2
y∗1
y∗2

 ≈


2:001
−2:5
−3:7797
3:6491

 ; (4.8)
where in this case the dissipative coe8cients are chosen as
a1 = 3:5; a2 = 3; c1 = 2; c2 = 2:2 (4.9)
and the synaptic weights bij; dij are provided by (4.2); we note that the stability condition (1.7) is
violated.
We proceed to demonstrate the capabilities of the discrete-time analogue (4.4) as a numerical algo-
rithm in simulating the continuous-time network (4.1) while preserving the dynamical characteristics
of (4.1). In the following exercises, we compare our discrete-time analogue (4.4) with
the Euler-type discrete-time model in simulating the continuous-time network (4.1); the Euler-type
discrete-time model is given by
xi(n+ 1) = (1− aih)xi(n) + h
2∑
j=1
bij tanh

 9ij∑
p=1
Kij(p)yj(n− p)

+ hIi;
(4.10)
yi(n+ 1) = (1− cih)yi(n) + h
2∑
j=1
dij tanh

 ij∑
p=1
Hij(p)xj(n− p)

+ hJi
for i=1; 2; n ∈ {0; 1; 2; : : :}. We consider the convergence dynamics of the continuous-time network
(4.1) under the stability condition (1.7), namely, the parameters ai; ci; bij; dij are provided by (4.2)
and (4.7). It is shown by Fig. 3 that both discrete-time models (4.4) and (4.10) at step-size h=0:1
preserve the exponential convergence of the continuous-time network (4.1). As the step-size h is
increased to h = 1 while ai; ci; bij; dij are 7xed, we report from Fig. 3 that the Euler-type model
(4.10) produces divergent solutions whereas our discrete-time analogue (4.4) persists in preserving
the exponential convergence of the continuous-time network (4.1).
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Fig. 3. We compare the discrete-time analogue (4.4) and the Euler-type model (4.10) in numerically simulating the
continuous-time network (4.1) at step-sizes h = 0:1 and h = 1. The Euler-type model (4.10) at h = 1 produces divergent
solutions; our discrete-time analogue (4.4) preserves the convergence dynamics of the continuous-time network (4.1) at
both step-sizes.
Fig. 4. We compare the computer simulations of the continuous-time network (4.1) produced by the discrete-time analogue
(4.4) and the Euler-type model (4.10) at step-size h=0:1. The dissipative coe8cients ai; ci are increased while the synaptic
weights bij; dij are 7xed as in (4.2). Our discrete-time analogue (4.4) produces the desired convergence dynamics of (4.1);
the Euler-type model produces spurious oscillatory solutions when ai = ci = 20.
In Fig. 4, we 7x the step-size h at h=0:1 and we 7x the synaptic weights bij; dij as in (4.2); we
increase the dissipative coe8cients ai; ci to ai = ci = 20 for i= 1; 2. We report from Fig. 4 that the
Euler-type model (4.10) produces spurious dynamics in the form of oscillatory solutions whereas
our discrete-time analogue (4.4) remains reliable in preserving the exponential convergence of the
continuous-time network (4.1).
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5. Concluding remarks
We have formulated a discrete-time analogue of a system of integrodi$erential equations mod-
elling a bidirectional neural network and we have established the convergence characteristics of
the discrete-time analogue. Under identical su8cient condition regardless of the choice of the dis-
cretization step-size, the discrete-time analogue inherits the unique equilibrium of the continuous-time
network, and moreover the discrete-time analogue converges exponentially to the unique equilibrium.
The global exponential stability of the discrete-time analogue simply indicates an improvement over
the global asymptotic stability of the continuous-time network established by Gopalsamy and He [4].
In addition, we have also obtained another su8cient condition for the global exponential stability
of the discrete-time analogue by employing discrete Halanay-type inequalities; the result obtained
indirectly establishes (by adopting analogous proof of Theorem 3.2) the global exponential stability
of the continuous-time neural network.
The analytical study of the discrete-time analogue was then extended to actual implementation
of the discrete-time analogue in numerically simulating the continuous-time network with delays
distributed over 7nite intervals. In the examples provided in the previous section, we saw some of
the wonderful features of the discrete-time analogue in providing the computer simulations of the
continuous-time network. Among them is the superiority of the discrete-time analogue over the con-
ventional Euler method in simulating the continuous-time network while preserving the exponential
convergence of the continuous-time network. These wonderful features possessed by the discrete-time
analogue are partly due to the fact that the discretization step-size does not appear in the stability
conditions.
We end this article with the following: Does there exist another discrete-time analogue which
can preserve the exponential convergence of the continuous-time network (1.1) without restricting
the discretization step-size? The answer is yes. The interested reader is referred to [13–15] for the
formulation of such discrete-time analogue.
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