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ABSTRACT 
Let G be a finite graph with vertex set V(G). If X C V(G), _rX is the set of vertices to 
which edges from vertices in X are directed. Define C(X) = X u FX and, recursively, 
CN(X) = C(CN-I(X)). The closure function of G is a function Na(.) on subsets of V(G) 
defined by 
N~(X) = mink for which C~(X) ~ V(G) 
= oo if Ck(X) ~ V(G), Vk, or if X = r 
In this paper we show that an undirected graph with no cycles of length three or four 
is determined up to vertex-label isomorphism by its closure function and conjecture 
that this class of "closure-reconstructible" graphs may be extended to include all 
undirected graphs without cycles of length four. 
1. INTRODUCTION 
There has recently been some interest in the problem of  reconstructing 
a graph from a knowledge of  various parameters or features of  the graph. 
Ulam's conjecture, that it is possible to reconstruct a graph (with at least 
3 vertices) f rom the set of  all its maximal  subgraphs, was first attacked 
by Kelly [7], and has since received some attention from Harary and 
Palmer [2-6] and from the author [1]. Another  problem, that of  recon- 
structing a tree when given the distance between each pair  of  pendant 
vertices, has been solved by Smolenskii [8]. We examine here what can be 
gathered from a knowledge of  the closure function (defined below) of a 
graph. 
A graph G is a pair (V(G), E(G)); V(G) is the vertex set of G, and E(G) 
the edge set of G. I f  v is a vertex of G we also write v ~ G. We shall restrict 
our attention to finite undirected graphs without loops or paral lel  edges, 
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that is, graphs which have a finite number of vertices and in which each 
edge is an unordered pair of distinct vertices. 
I f  X C V(a), 
FX -~ {y ~ V(G) I (x, y) ~ E(G) for some x e X}. 
We define C(X), the partial closure of X, by C(X)= X w FX  and 
recursively Cn(X) = C(CU-I(X)). Therefore Cn(X) is the set of vertices 
lying on paths of length at most N starting from vertices in X. No(.) is a 
function on subsets of V(G) called the closure function of G and defined by 
Na(X) = mink  for which Ck(X) = V(G) 
ov if C~(X) ~/~ V(G), Vk, or if X = ~b. 
We call No(X) the closure number in G of the set X and write N(X) when the 
underlying raph G is implicit. 
Two graphs G, H, with identically labeled vertices are vertex-label 
isomorphic if there is an isomorphism of G and H which maps each vertex 
of G onto the vertex with the same label in H. The purpose of this paper 
is to investigate when a knowledge of the closure function of a graph G 
determines G up to vertex-label isomorphism. 
2. PRELIMINARY RESULTS 
I f  X C V(G) we shall denote by X the complement of X in V(G), 
i.e., X ~ V(G) -- X. 
THEOREM 1. The following relations hold for partial closures: 
(a) C'~(X w Y) -~ C~(X) w Ck(Y). 
(b) X C Y ~ N(X) ~ N(Y). 
(c) N(X U Y) ~ min{N(X), N(Y)) ~ max{N(X), N(Y)} ~< N(X n Y). 
(d) N(Ck(x)) >~ k + 1. 
(e) I f  Ck(x) ~ Ck+l(x) (i.e., Ck(x) is not the vertex set of a connected 
component) hen x ~ Ck+a(Ck(x)). 
The proofs follow easily from the definitions. 
X C V(G) is a maximal k-cover of G if 
N(X) = k, y ~ X ~ N(X w y) ~ k -- 1, 
where, for convenience, we write X u y for X w {y}. It is clear that the 
closure function of a graph determines all of its maximal k-covers. 
The notation X ~ Y will mean that X is a proper subset of Y. Ck(x) is 
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the k.ball centered at x~ V(G); if ~y s.t. Ck(y) - (Ck(x) ,  Ck(x) is a 
minimal k-ball. 
For the rest of this section X will be a maximal (k + D-cover of the 
graph G, i.e. 
N(X) = k + 1, (1) 
N(X w y) <~ k, Vy e X. (2) 
THEOREM 2. The subgraph of G spanned by X is connected. 
PROOF: By (1), 3y ~X s.t. y ~ Ck(X). Suppose C~, C~ are two con- 
nected components of X" withy ~ C1 9 Then, for any z ~ C~, y 6 Ck(X w z), 
contradicting (2). Hence X is connected. 
THEOREM 3. I f  X ~ Ck(X), X -~ Ck(x). 
PROOF: (a) Let y c .g and suppose y r Ck(x). Then x $ Ck(y) and 
hence N(X w y) : k + 1, contradicting (2). Therefore ,g C Ck(x). 
(b) Let y ~ Ck(x). Then x ~ Ck(y). I f y  ~ X, x E Ck(y) => x ~ Ck(X) and 
this contradicts the hypothesis that x ~ C~(X). Hence y E X and so 
Ck(x) C X. 
(a) and (b) combine to show that .g : Ck(x). 
Theorem 3 says that every maximal (k + 1)-cover of a graph is the 
complement of a k-ball. The converse is not true. 
THEOREM 4. Let x e V(G). I f  C~(x)=fi Ck+l(x) then Ck(x) is the 
complement of a maximal (k + 1)-cover if and only if it is a minimal k-ball. 
PROOF: Let Ck(x) be a maximal (k + 1)-cover. Then 
N(Ck(x)) = k + 1; N(Ck(x) ~9 y) <~ k, Vy ~ Ck(x). 
Suppose 3z s.t. Ck(z) ~ Ck(x). Then Ck(x) <~ Ck(z) and we may find a 
y such that (Ck(x) u y) C Ck(z). Hence, by Theorem l(b), N(Ck(z)) <~ 
N(Ck(x) u y) <~ k, which contradicts Theorem l(d). Therefore Ck(x) is a 
minimal k-ball. 
Conversely, suppose Ck(x) is a minimal k-ball. We first show that 
Ck+l(Ck(x)) = V(G). For if 3y r Ck+l(Ck(x)) then C~+~(y) n Ck(x) = $. 
Therelbre Ck+l(y) C Ck(x). Since Ck(x) --;& Ck+l(x) it follows that 
Ck(y)-~ C~+l(y) and hence Ck(y)~ Ck(x), contradicting original 
x Abbreviation used: s.t., su6h that. 
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supposition. Therefore N(Ck(x)) ~< k + 1. But N(Ck(x)) ~> k + 1 by 
Theorem l(d). Hence N(Ck(x)) = k + 1. We now show that 
y e C"(x) ~ N(Ck(x) u y) ~< k. 
For if 3z (~ Ck(C~(x) w y), Ck(z) n (Ck(x) w y)= r and hence 
C~(z) c C~(x) y -< C~(x), 
again contradicting original supposition. Therefore Ck(x) is a maximal 
(k +- 1)-cover and the theorem is proved. 
COROLLARY 4.1. Let y be any vertex. I f  Ck(y) @ C~+l(y), there is a 
maximal (k + 1)-cover X such that y ~ X. 
PROOF: I f  ~z s.t. Ck(z)~, C1~(y), then, by Theorem 4, Ck(y) is a 
maximal (k + 1)-cover. Clearly y ~ Ck(y) = Ck(y). 
If  3z s.t. Ck(z) <~ Ck(y) we may assume that Ck(z) is minimal with 
respect to this property (i.e., that Ck(z) is a minimal k-ball). Then, 
since z e Ck(y), y ~ C~'(z) and, from Theorem 4, Ck(z) is a maximal 
(k + l)-cover. (Ok(z) @ C7"+1(z) follows from the hypothesis that Ck(y) =/= 
C1~+l(y)). 
COROLLARY 4.2. The maximum number of vertices in a maximal 
2-cover is k if and only if the minimum vertex degree, dN , in G is N -- k -- 1, 
where r V(G)I = N. 
PROOF: Every maximal 2-cover is the complement of  some 1-ball, 
by Theorem 3. Hence N- -  k >~ dN -t- 1, i.e., dN ~ N- -  k -- 1. Now 
let v be a vertex of  degree dN. Then C(v) is a maximal 2-cover since 
otherwise, by Theorem 4, 3w s.t. C(w) ~, C(v). But then I C(w)l < dN § 1 
which is clearly impossible. Hence k ~> N -- d~r -- 1, i.e., dN >~ N -- k -- 1. 
Therefore dN = N -- k -- 1 as stated. 
COROLLARY 4.3. Every 1-baH of a regular graph is a minimal 1-ball, 
and hence the complement of a maximal 2-cover (provided no component 
of the graph is complete). 
PROOF: Let G be regular of degree k. If v is any vertex of G, 
I C(v)[ = k + 1. Hence ~w ~ G s.t. C(w) -< C(v), i.e., C(v) is a minimal 
1-ball of  G. 
The next theorem shows that there is no loss in considering only 
connected graphs. 
THEOREM 5. The closure function of G determines the closure function 
of each connected component of G. 
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PROOF: Let G have components 6"1 ..... Ck 9 Then there are k maximal 
m-covers of G, namely, {Si}~ where Sj = UieJ v(ci). It follows that 
Na(Sj w X) = N%(X) for each X C V(C~). 
3. MAIN THEOREM 
THEOREM 6. Let G be a graph with no cycles of length three or four. 
Then G is determined up tO vertex-label isomorphism by its closure function. 
In view of Theorem 5 we may assume that G is connected. 
LEMMA 6.1. I f  X is a pendant vertex of G, C(x) is a minimal 1-ball 
and C2(x) is a minimal 2-ball. 
PROOF: [ C(x)] = 2, say C(x) = {x, y}. Since G is connected I C(v)] >~ 2, 
Vve G, and hence C(x) is a minimal 1-ball. Now C2(x)= C(y). I f  
z e C2(x), y E C(z) and hence C2(x)= C(y) C C2(z). Hence C2(x) is a 
minimal 2-ball. 
LEMMA 6.2. Suppose [ V(G)[ > 2. Then x is a pendant vertex of G 
if and only if  there is a vertex y with N(y)  ---- N(x) -- 1 such that {x, y} is 
a minimal 1-ball. 
PROOF: Let x be a pendant vertex of G. Then, from Lemma 6.1, 
C(x) ---- {x, y} is a minimal 1-boll. Since I V(G)] > 2, clearly N(y) ~ N(x) -  1. 
Conversely, let {x, y} be a minimal 1-~all. Then either {x, y} ~- C(x) or 
{x, y} ~ C(y), i.e., either x o ry  is a pendant vertex. Since N(y)  = N(x) -- 1 
this pendant vertex must be x. 
PROOF OF THEOREM 6: I f  [ V(G)] = 2, G consists of two vertices 
joined by an edge. We now assume that [ V(G)I > 2. 
Vertices u, v of  G are joined if and only if at least one of the following 
conditions holds: 
(i) There is a maximal 2-cover M 2 s.t. )~t 2 ----- {u, v}. 
(ii) There is a maximal 2-cover N2 s.t. N 2 = {u, x}, N(x) = N(u) + 1, 
and a maximal 3-cover N3 s.t. N3 C N2 and v E Na. 
(iii) Case (ii) with the roles of  u and v reversed. 
(iv) There are two distinct maximal 2-covers neither of which contains 
UOFU. 
For suppose u, v are joined. There are two possibilities: 
(a) At least one of u, v is joined to a pendant vertex. 
(b) Neither of u, v is joined to a pendant vertex. 
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(a): if either u or v is a pendant vertex (i) follows. Otherwise, suppose 
u is joined to a pendant vertex x :~ v. Then, by Lemmas 6.1, 6.2, 
C(x) ---- {u, x} is a minimal 1-ball, N(x) = N(u) + 1, and C2(x) = C(u) 
is a minimal 2-ball. v e C2(x) because u, v are joined. Since v is not a 
pendant vertex and since, by hypothesis, G Contains no triangles it 
follows that C2(x)~ V(G) and hence that Theorem 4 may be applied. 
Therefore C(x) is a maximal 2-cover and C2(x) a maximal 3-cover. 
(ii) follows. When v is joined to a pendant vertex x :/: u, (iii) follows by 
a parallel argument. 
(b): since G contains no triangles, C(x) is a minimal 1-ball for each x 
not joined to a pendant vertex, and C(x) ~ C(y) for any pair x, y of  
vertices. Therefore C(u), C(v) are two distinct minimal 1-balls containing 
both u, v. But C(u) =;& C2(u), C(v) =;A C2(v) because C(u) :/= C(v), and 
hence (iv) holds, by Theorem 4. 
Conversely: 
(i) Either C(u) = {u, v} or C(v) = {u, v}. In  both cases u is joined to v" 
(ii) / V(G)I > 2. Hence by Lemma 6.2 x is a pendant vertex joined to u'  
and C(x) =/~/2- Let Kr3 = C2(Y) 9 Then, since {u, x} = N~ C Na , u ~ C(y)" 
Therefore C2(x) = C(u) C C2(y) = Nz.  Since, by Lemma 6.1, C2(x) is a 
minimal 2-ball, it follows that CZ(x) =/Vz .  Then 
v ~ ~ = C2(x)  = C(u)  
and so u and v are joined. 
(iii) Parallel argument o case (ii). 
(iv) Let C(x), C(y) be two distinct minimal 1-balls containing both u, v. 
I f  one of  x, y is u or v then clearly u and v are joined. Otherwise x u y v is 
a cycle of  length four in G, which contradicts the hypothesis. 
COROLLARY 6.1. I f  G is a forest, it is determined up to vertex-label 
isomorphism by its closure function. 
PROOF: Theorems 5 and 6. 
4. CONCLUSION 
The following example shows that for each 3 ~ 2 there is a graph of 
diameter 3 which is not determined up to vertex-label isomorphism by its 
closure function. 
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EXAMPLE. Let G have vertices v1 ,..., v~,~, with 
vi joined to vj if j - - i=  1, jeven, 
and if j - -  i=2 ,  Vi, j. 
v~ not joined to vj otherwise. 
G has diameter n and the closure function of G is unaltered by the 
permutation 
, _ -  
U4r_ l  ~ /94r~ 
Figure 1 shows the graph G when n ---- 5. 
v I v 3 v S v 7 v 9 
V 2 V 4 V 6 V 8 VlO 
FIGURE 1 
Notice that, in this example, graphs having the same closure function, 
though not necessarily vertex-label isomorphic, are still isomorphic in 
the usual (structural) sense. It might be thought hat this is always the 
case--that graphs with the same closure function are necessarily 
isomorphic--but Figure 2 exhibits a pair of non-isomorphic graphs of 
order N (for each N ~ 6) which have identical closure functions. (It is 
easy to see that there are no graphs of smaller order having this property.) 
G, H have the same closure function (it suffices to consider all minimal 
bN-  6 bN.  6 
O i 0 2 a i o 2 
0 3 (2 4 
(35 06  (2 (26 
G H 
FIGURE 2 
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l-balls) but are not isomorphic, since G is planar and H is non-planar 
(it contains a Kuratowski K3.3 subgraph). 
The following strengthening of Theorem 6, however, seems likely 
to be true. 
CONJECTURE. Every graph without cycles of length four is determined 
up to vertex-label isomorphism by its closure function. 
Proof of this conjecture by the methods of Section 3 would appear to be 
difficult since, for any integer n, there are graphs containing adjacent 
vertices u, v, which are not together in any minimal k-ball (1 ~< k ~< n). 
An example of such a graph is shown here, with n = 8. 
FIG. 3 
As a partial answer to the above conjecture we conclude with the 
following theorem. 
THEOREM 7. Let G be a regular graph with no cycles of length four. 
Then G is determined up to vertex-label isomorphism by its closure function. 
PROOF: As in Theorem 6 we assume that G is connected. I f G is regular 
of order ~< 3, it is a complete graph, and hence determined up to vertex- 
label isomorphism. If G has order > 3, G cannot be complete since it has 
no cycles of length four. Hence, by Corollary 4.3, every 1-ball of G is the 
complement of a maximal 2-cover. We shall now show that vertices u, v 
of G are joined if and only if there are two distinct maximal 2-covers, 
neither of which contains u or v. 
Suppose u, v are joined. If  C(u)~ C(v), then C(u), C(v) are two 
distinct maximal 2-covers neither containing u or v. I f  C(u) = C(v), 
we can find a vertex w ~ C(u) such that C(w)~ C(u), for otherwise 
G would be complete. Then C(u), C(w) are the required maximal 2-covers. 
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Converse ly  let M,  N be two dist inct  max imal  2-covers,  ne i ther  of  
wh ich  conta ins  u or  v, and  suppose  ~t  --~ C(x), N = C(y) .  Then one 
o f  x, y is u or  v. For  o therwise  xuyv would  be a cycle of  length  four  in G, 
cont rad ic t ing  the hypothes is .  Hence  we may suppose  that  x = u. Then  
= C(u) conta ins  v, and  there fore  u and  v are jo ined.  
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