In this paper, we study stability and latency of routing in wireless networks where it is assumed that no collision will occur. Our approach is inspired by the adversarial queuing theory, which is amended in order to model wireless communication. More precisely, there is an adversary that specifies transmission rates of wireless links and injects data in such a way that an average number of data injected in a single round and routed through a single wireless link is at most , for a given ∈ (0, 1). We also assume that the additional "burst" of data injected during any time interval and scheduled via a single link is bounded by a given parameter .
Bounds on Stability and Latency in Wireless Communication
I N this paper, we consider a multihop wireless network where data is transmitted from its source node to its destination node through other intermediate nodes.
One crucial issue to characterize the performance of a networks is that of stability. Roughly speaking, a communication network system is said to be stable if data waiting to be delivered (backlog) is finitely bounded at any single time. The importance of such an issue is obvious, since if one cannot guarantee stability, then one cannot hope for ensuring deterministic guarantees for most of the network performance metrics. One such metric is latency, defined as the maximum time for delivering data from its source to its destination, taken over all data occurring in the routing process.
Whereas in the last few years much of the analysis of worstcase behavior of multihop wireline networks and scheduling policies has been performed using adversarial models, which try to create as much trouble for the scheduling algorithm as possible [1] , [2] , only a few papers have been focussed on wireless networks. In [3] is stable. They also showed that the Longest-in-System policy is unstable. Andrews et al. [4] , in a model in which a node can transmit to only one neighbor at a time step, provided some fully distributed scheduling algorithms that ensure network stability, both when the routes are specified by the adversary and when they are chosen by the nodes. Contrary to the previous papers, which assumed that data doesn't suffer collisions when several nodes transmit at the same time, in [5] Chlebus et al. studied stability of some distributed broadcast protocols. However, they assumed a scenario in which the transmission range of each node reaches all the other nodes. The maximum throughput, defined to mean the maximum rate for which stability is achievable, was studied by Chlebus et al. [6] . Anantharamu et al. [7] extended this work by studying the impact of limiting the adversary by assigning independent rates of injecting data to each node.
In this paper, we study stability in a scenario formed by a multihop wireless network, where each node has a, possibly different, work-conserving scheduling policy. We say a scheduling policy is work-conserving if it cannot be idle as long as there is data queued to be transmitted. Many well-known scheduling policies like FIFO (First-In-First-Out), LIS (Longest-In-System), SIS (Shortest-In System), FTG (Farthest-To-Go), NTS (Nearest-To-Source), etc., are workconserving policies, whereas other policies like Round-Robin, GPS (Generalized Processor Sharing), WFQ (Weighted Fair Queueing), etc., are non-work-conserving.
Our main result shows that a network with nodes following a work-conserving scheduling policy is stable provided the data injection rate is lower than 1/ , being the largest number of links that data can cross in the network. Furthermore, we also show that such a bound is asymptotically optimal on . The rest of the paper is organized as follows. In Section II we introduce our adversarial model and in Section III we present the main results about stability and latency of wireless communication in the specified model.
II. THE MODEL
We use a modified version of the wireless adversarial model proposed by Andrews et al. [4] . We consider a wireless multihop undirected network of nodes, where each node acts as both a transmitter and a receiver. When data is transmitted from its source node to its destination node and they are too far away from each other to communicate, data may go through other nodes as intermediate hops. Each node contains a queue for each outgoing link and uses it to store there data to be sent along the corresponding link. We assume that data is fluidlike (in the sense that the unit to transmit can be as small as needed), and that several pieces of data may be transmitted 1089-7798/10$25.00 c ⃝ 2010 IEEE along one link in one time step. Furthermore, we assume that data units don't suffer collisions. 1 This feature is similar to the wireline adversarial model, that also doesn't take into account collisions between packets. Time is divided into fixed slots. Each node can transmit at different capacities in the interval [0, 1], which may or may not vary over time as a result of changing wireless channel conditions. We use ( ) to denote the rate at which node can transmit to node at time slot , also referred as transmission rate. It is assumed that the transmission rate is defined over all pair of nodes, since ( ) can be set to zero if nodes and are too far away from each other to communicate directly. Furthermore, we assume that a node can transmit to only one neighbor at each time step.
The time evolution is seen as a game between a scheduling queue policy which decides, at each time step, which data must be transmitted (if any), and a bounded adversary that governs both the data arrivals and the channel conditions, i.e., the transmission rates.
The adversary. Regarding the data arrivals, at each time step the adversary injects a set of data into some of the nodes in the network. More precisely, such an injection is defined by a pair of parameters ( , ), where ≥ 1 is a natural number and satisfies 0 ≤ < 1. The parameter (usually called burstiness) models the short bursts of data the adversary can inject into the network. The parameter (called the injection rate) models the long-term rate at which data can be injected into the network. The adversary is free to choose both the source and the destination node for any injected data. It also specifies the routing path from the source to the destination that data must follow. Paths don't include the same link more than once, and data is absorbed after traversing its route.
The adversary also controls the quality of channels between nodes, trying to create as much trouble for the scheduling policy as possible, by means of specifying the transmission rates. At each time slot and for each node , the adversary sets up the values of the rate vector ( 1 ( ), 2 ( ), ..., ( )) before node makes its scheduling decision. These rates are not know to the scheduling algorithm.
In order for stability to be feasible, it is necessary to impose some restrictions on the adversary so that it would not be able to fully load any link a priori. More specifically, we require that the adversary satisfies the following admissibility condition. Let ( ) represent the total amount of data that the adversary injects at time and has link on its path. We say that the adversarial injection is admissible for rate and burst if there exist fractions
where denotes a consecutive sequence of time steps. One can view ( ) as representing fractional decisions that indicate the assignment of data injected by the adversary that wishes to pass through node at each time step. The admissibility condition of Eq. 1 (combined with Eq. 2) says that the total size of such a data is, on average, at most . Stability. In order to formally define stability, we denote by the number of queues that a data unit has to cross. Furthermore, we denote by and the time instants that respectively arrives at and departs from the th queue on its routing path, where 1 ≤ ≤ . If leaves its th queue in time step , it will arrive at its ( + 1)st queue at time step +1 = . Finally, we denote by the time spends in the th queue on its path, i.e., = − . Let = max ,1≤ ≤ . Given an adversary (as defined above) and a scheduling protocol , we say a network is stable if ≤ ∞ [4] .
III. STABILITY CONDITIONS AND LATENCY OF ROUTING WITH WORK-CONSERVING SCHEDULING POLICIES
In this section, we obtain a formula for the threshold value on data injection rate guaranteeing stability in wireless networks with work-conserving scheduling policies (i.e., nodes cannot be idle as long as there data queued to be transmitted). Furthermore, we also estimate data latency for injection rates below this threshold value.
We remark that each node may have its own, possibly different, scheduling policy (FIFO, LIFO, Longest-in-System, etc.), as long as they are work-conserving. Furthermore, the scheduling policies don't need to know the quality of the transmission channels (i.e., the values of the rate vectors), since they only take care of deciding the order in which data is transmitted.
The following theorem provides a bound on the injection rate that guarantees network stability under any workconserving scheduling policies.
Theorem 1: Any network in which all queues use a, possibly different, work-conserving scheduling policy and data are injected by a ( , )-adversary, is stable for < 1 , where is the largest number of hops that any data unit traverses in the network. Furthermore, data latency is bounded from above by Δ 1− , where Δ denotes the maximum number of neighbors a node can have.
Proof: The proof has two parts. First, we show that if < 1 then the maximum time interval data takes to cross any queue is bounded, which implies stability. Second, we prove that data latency is also upper bounded by Δ 1− , provided the first condition on stability < 1 holds.
In what follows, we denote as ( ) the set of nodes that are neighbors of node . We also note that = { }. Remark 1: Note that we don't assume, a priori, whether the scenario formed by the network, the scheduling policy, and the adversary, is stable or not. Thus, if it is unstable, the time takes to leave its th queue could be infinite (i.e., = ∞). Remark 2: Note that if = ∞ (for some ) then = ∞. However, we base our proof of finding under which conditions, < ∞ (which will automatically imply < ∞). Part (1): Let be a data unit that attains the maximum (i.e., = ) at the th queue on its path. We will call it the th queue of data .
Let be the oldest time step such that (1) < , and (2) in every step in ( , ] the th queue is non-empty. Hence, we have that during the interval ( , ] the th queue is nonempty.
Define as the set formed by all data units served by the th queue during the interval ( , ], and let * be the oldest data unit in (i.e., ∀ ′ ∈ ( 
