Abstract. In this article we describe extensions of some K-theory classes of Heisenberg modules over higher-dimensional noncommutative tori to projective modules over crossed products of noncommutative tori by finite cyclic groups, aka noncommutative orbifolds. The two dimensional case was treated by Echterhoff, Lück, Phillips and Walters. Our approach is based on the theory of metaplectic transformations of the representation theory of the Heisenberg group. We also describe the generators of the K-groups of the crossed products of flip actions by Z 2 on 3-dimensional noncommutative tori.
Introduction
The n-dimensional noncommutative torus, A θ , is defined as the universal C*-algebra generated by unitaries U 1 , . . . , U n subject to the relations U k U j = e 2πiθ jk U j U k for j, k = 1, · · · , n, where θ = (θ ij ) is a skew-symmetric real n×n matrix. For 2-dimensional noncommutative torus, since θ is determined by only one real number, we will write the matrix θ just as a real number θ. Noncommutative tori are central objects in noncommutative geometry. Rieffel ([15] ) constructed projective modules (which are known as Heisenberg modules) over all noncommutative tori. These constitute the framework to study geometry of noncommutative tori such as connections, curvature and Dirac operators on noncommutative tori. While the 2-dimensional noncommutative torus is analysed quite well, there remains quite a large number of open questions for higher dimensional noncommutative tori.
Crossed product algebras of finite group action on noncommutative tori go back to the work of Bratteli, Elliott, Evans and Kishimoto. They considered ( [1] ) the flip action of Z 2 on two dimensional noncommutative tori and the associated crossed products. Recall that the flip action of Z 2 on an 2-dimensional noncommutative torus is given by mapping the generators U i to U −1 i for i = 1, 2. Walters ( [17] ) computed the K-theory of the crossed product A θ ⋊ Z 2 for two dimensional noncommutative tori A θ for an irrational θ. For these special θs, Walters in the same paper wrote down generators of K-theory of A θ ⋊ Z 2 by showing that generators of the K 0 group of A θ can be made "flip equivariant". (A result of Green and Julg shows that equivariant K-theory elements provide elements in the crossed product.) Later in [18] and [20] , Walters considered Z 4 and Z 6 actions on two dimensional noncommutative tori. Recall that the following defines Z 4 and Z 6 actions on two dimensional noncommutative tori:
(for Z 4 ),
1 U 2 (for Z 6 ). For these actions Walters showed that the generators (as projective modules) of K 0 group of A θ are Z 2 and Z 4 equivariant for irrational θ to construct projective modules over A θ ⋊ Z 4 and A θ ⋊ Z 6 , which constitute generators of the corresponding K 0 groups. Later, in [5] , Echterhoff, Lück, Phillips and Walters studied 2-dimensional A θ acted on by a finite cyclic subgroup F of SL 2 (Z). Note that SL 2 (Z) has a canonical action on Z 2 , which can be lifted to action on A θ . The previous actions of Z 2 , Z 4 and Z 6 are implemented by matrices in SL 2 (Z). It is demonstrated that the standard canonical projective module over A θ , aka Bott class (which is a completion of S (R), Schwartz functions on R), can be made equivariant by the action of F yielding a projective module over the crossed product algebra A θ ⋊ F . It can be shown that the Bott class along with the identity element generate the K 0 group of the noncommutative torus.
Recently, actions of finite groups on higher-dimensional noncommutative tori have been considered in the article [8] . Let W ∈ GL n (Z) be the generator of the finite cyclic group F acting on Z n with W T θW = θ. Then the authors in [8] showed that there exists an action of F on ndimensional A θ (Section 4) . Let us assume that n is an even number, n = 2m. To analyse projective modules over the corresponding crossed product algebras, we restrict our analysis to the class of Heisenberg modules which are some completion of S (R m ). The completion we denote by E. We show that this class of projective modules (which may be thought of as higher dimensional versions of the Bott class) over higher dimensional noncommutative tori can be made F -equivariant. The metaplectic action (which we introduce in Section 5) is the key tool in this problem. This generalises the previous results of Walters and [5] . Our main theorem states: Theorem 1.1. The metaplectic action of W on S (R m ) extends to an action of E such that E becomes an F -equivariantly finitely generated projective A θ module and thus a finitely generated projective module over A θ ⋊ F .
Coming back to the flip case, note that this action can be defined for general n-dimensional tori A θ . It is not hard to see that all the Heisenberg modules can be extended as modules over the crossed product A θ ⋊ Z 2 (see Section 7). Though, in [6] , the authors have computed K-theory A θ ⋊ Z 2 , some computations in [6] are not clear to us (see Remark 7.5). They used an exact sequence by Natsume ([11] ) to compute the K-thoery of A θ ⋊ Z 2 (see Section 7). For crossed products like A ⋊ (Z 2 * Z 2 ) (where both Z 2 acting by the same action on A), Natsume's exact sequence looks like
In the final section we study this exact sequence especially the connecting map e 1 . We find its connection to the classical PimsnerVoiculescu exact sequence. Recall that for crossed products like A ⋊ Z, the Pimsner-Voiculescu sequence looks like
The result of the last section can be stated as follows: Theorem 1.2. For unital A, the connecting maps of the above both sequences commute in the following sense:
where p is the map induced by the natural map from
Using this result, we discuss the K-theory of crossed products of 3-dimensional noncommutative tori with respect to the flip action and describe the generators of K-theory (see Corollary 7.2) . This explains the computations of [6] for the three dimensional case. Presumably this can be done for the whole K-theory computations for the n-dimensional case, that we plan to write down elsewhere.
Notation: e(x) will always denote the number e 2πix ; the standard symplectic matrix on R 2m is defined by J = 0
, where I m is the m × m unit matrix, and S (R m ) will denote the space of rapidly decreasing functions on R m .
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Basics on twisted group algebras and noncommutative tori
Let G be a discrete group. A map ω : G×G → T is called a 2-cocycle if ω(x, y)ω(xy, z) = ω(x, yz)ω(y, z) whenever x, y, z ∈ G, and if
for any x ∈ G.
The ω-twisted left regular representation of the group G is the representation given by the formula
The reduced twisted group C*-algebra C * (G, ω) is defined as the sub-C*-algebra of B(l 2 (G)) generated by ω-twisted left regular representations of the group G. More details can be found in [5] .
Example 2.1. Let G be the group Z n . For each n × n real antisymmetric matrix θ, we can construct a 2-cocycle on this group by defining ω θ (x, y) = e( −θx, y ). The corresponding twisted group C*-algebra C * (G, ω θ ) is isomorphic to the n-dimensional noncommutative torus A θ , which was defined in the introduction.
Example 2.2. Suppose W be an n × n matrix of finite order with integer entries. Let F := W be acting on Z n by group automorphism and θ is an n × n real skew-symmetric matrix. We assume in addition that W is a θ-symplectic matrix, i.e. W T θW = θ. Then we can define a 2-cocycle ω
. Let M be the group R p ×Z q , G := M ×M and ·, · be the natural pairing between M and its dual groupM (we do not distinguish between the notations of pairing and usual inner product of linear spaces). Consider the Schwartz space E ∞ := S(M) consisting of all complex functions on M which are smooth and rapidly decreasing. Denote by A ∞ = S(Z n , ω) and B ∞ = S(Z n , ω 1 ) the sub-algebras of A and B, respectively. Let us consider the following (2p + 2q) × (2p + q) real valued matrix:
where T 11 is an invertible matrix such that T t 11 J 0 T 11 = θ 11 , J 0 := 0 I p −I p 0 , T 31 = θ 21 and T 32 is the matrix obtained from θ 22 replacing the lower diagonal entries by zero. We also define the following (2p + 2q) × (2p + q) real valued matrix:
and J ′ be the matrix obtained from J by replacing the negative entries of it by 0. Note that T and S can be thought as maps R p ×R * p ×Z q → G (see the definition 2.1 of embedding map in [9] ). Let P ′ and P ′′ be the canonical projections of G to M andM respectively and T ′ , T ′′ be the maps P ′ • T and P ′′ • T respectively. Similarly denote S ′ and S ′′ for the maps P ′ • S and P ′′ • S respectively. Then the following formulas define an A ∞ -B ∞ bimodule structure on E ∞ :
where l ∈ Z n and U θ l , V θ l denotes the canonical unitaries with respect to the group element l ∈ Z n in A ∞ and B ∞ , respectively. See Proposition 2.2 in [9] for the following well-known result. Let E be the completion of E ∞ with respect to the inner products given above. Now E becomes a right projective A-module which is also finitely generated (see the discussion above proposition 4.6 of [5] ). When q = 0, we call the corresponding projective module Bott class. Note that this class appears only for even dimensional tori.
A quick look into noncommutative orbifolds
Let W := (a ij ) be an n × n matrix of finite order with integer entries acting on Z n and F be the cyclic group generated by W . In addition, we assume that W is a θ-symplectic matrix as in section 2. Hence F is a finite subgroup of SP (n, Z, θ) := {A ∈ GL(n, Z) :
where U 1 , ..., U n are the generators of A θ . Let us look into the case where n = 2. Note that SP (2, Z, θ) = SL(2, Z). Finite cyclic subgroups of SL(2, Z) are up to conjugacy generated by the following 4 matrices:
where the notation W r indicates that it is a matrix of order r.
The actions of these matrices are considered already in [5] , where the authors constructed projective modules over the corresponding crossed products and used these projective modules to prove some classification results for these crossed products.
For n ≥ 3 finding such a matrix W is a non-trivial question. For n = 3, there is only one such matrix (−I 3 ) acting on all A θ 's. In [8] the authors found some W 's and associated actions for n ≥ 4 such that the crossed products are well defined.
Projective modules over noncommutative orbifolds
One natural question is how does one extend the projective modules over noncommutative tori to the aforementioned crossed product? Our main theorem addresses this question for the Bott classes.
In the following sections (except Section 7) we consider n to be an even number, n = 2m. Suppose F = W is a finite cyclic group acting on Z n . We want to build some projective modules over
. Note that W needs to be a θ-symplectic matrix, i.e W T θW = θ, as noted earlier.
In order to construct projective modules over
, we will use the so-called metaplectic representation of the symplectic matrix W . When θ is the standard skew-symmetric matrix J then W is also a standard symplectic matrix.
We denote the group of all J-symplectic matrices (also known as standard symplectic matrices) by SP(n), which is known as the symplectic group. We refer to chapter 2 of the book [7] for preliminaries on symplectic groups and their metaplectic representations. We recall the metaplectic action associated to the symplectic matrix W . Any symplectic matrix can be written as product of two free symplectic matrices (see page 38, [7] ) which is by definition a symplectic matrix
such that det(B) = 0. Let W to be a free symplectic matrix. We now associate to W the generating function:
In what follows, for y ∈ Q, we denote the complex number i y for some choice of element in the range of i y for the multivalued function i z , z ∈ C. In other words, we fix a branch for i z .
Definition 5.1. The metaplectic operator (metaplectic transformation) associated to W on S (R m ) is given by
the integer s (sometimes called Maslov index) corresponds to a choice of the argument arg of det B −1 :
These operators can be extended to L 2 (R m ) giving unitary operators on L 2 (R m ) (see page 81, [7] ). We denote by MP(n) the group of metaplectic operators which is a subgroup of the group of unitary operators of L 2 (R m ).
Theorem 5.2. There exists an exact sequence:
where the map MP(n) → SP(n) is uniquely determined by the map
Proof. See page 84, [7] .
One also defines the circle extension of SP(n), MP c (n). This is defined to be the group MP(n) × Z 2 S 1 which gives rise to the exact sequence
where S 1 denotes the circle group. In the following, we shall often write f W for F W (f ). Following [7, Section 3.2.2] the following matrices generate all symplectic matrices:
for a symmetric m × m matrix P and an invertible m × m matrix L. Following [7, Section 7.1.2], we write down the metaplectic operators (up to some constant which will not matter in the proof) corresponding to J, M L and V P :
Hence it suffices to check statements of multiplicative type about metaplectic transformations for these transformations and the Schwartz space is invariant under metaplectic transformations, see [7, Corollary 63 ]. Now we are in the position to formulate our main theorem. For our result we always assume θ to be a non-degenerate matrix.
We recall the following proposition from [5, Proposition 4.5].
Proposition 5.3. Suppose F is a finite group acting on a C*-algebra A by the action α. Also suppose that E is a finitely generated projective (right) A-module with a right action T : F → Aut(E), written (ξ, g) ξW g , such that ξ(W g )a = (ξα g (a))W g for all ξ ∈ E, a ∈ A, and g ∈ F . Then E becomes a finitely generated projective A ⋊ F module with action defined by
Also, if we restrict the new module to A, we get the original Amodule E, with the action of F forgotten.
Proof. See the proof of the proposition 4.5 [5] .
Theorem 5.4. Let W be the generator of the finite cyclic group F acting on Z n with W T θW = θ and hence on C * (Z n , θ). Then the metaplectic action of W on S (R m ) extends to an action of E such that E becomes an F -equivariantly finitely generated projective C * (Z n , θ) module and thus a finitely generated projective module over C * (Z n , θ)⋊ F .
Proof. We divide the proof in two parts. First part: (the case θ = −J): Recall that from (3.1) for the choice
given by the following: 
for all f ∈ S (R m ) and φ ∈ S (Z n ), which will then imply that E becomes F -equivariant. Also, since S (Z n ) is generated by U 1 , U 2 , . . . , U n , it is enough to check (5.7) for φ = U 1 , U 2 , . . . , U n .
So we are left with checking the following equations:
First we check the equations (5.8), (5.9) and (5.10) for 1 ≤ i ≤ m. The left hand side (LHS) of (5.8) is (f JU i )(x 1 , x 2 , . . . , xm) = (f J)(x 1 , x 2 , . . . , x i + 1 . . . , xm),
and the right hand side (RHS):
Hence we have proved that in (5.8), LHS = RHS. The LHS of (5.9) equals
and the RHS is
Hence we have demonstrated that in (5.9) the LHS = RHS. We have for the LHS (5.10):
Hence we have shown that LHS = RHS for (5.10). Now, let m < i ≤ n. We check the equations (5.8), (5.9) and (5.10) for these values of i .
For (5.8) the LHS is (f JU
and the RHS
Hence we have proved that for (5.8), LHS = RHS. For (5.9), the LHS
Thus in (5.9) the LHS is equal to the RHS. For (5.10), the LHS
and the RHS are also equal:
Hence we have proved that for (5.10), LHS = RHS. Now we have the following diagram:
In the above diagram it is not assured that the inclusion F ֒→ SP(n) lifts to an inclusion F ֒→ MP(n). Since F is cyclic the following lift is always possible:
where MP c (n) is the circle extension of SP(n). Indeed, for the generator W ∈ F , we can choose such scalar z ∈ T to make sure that the order of the operator z · F W ∈ MP c (n) is same as the order of the element W ∈ F . So the inclusion F ֒→ MP c (n) gives the reqired action of W on S (R m ).
Second part (the general case):
Let θ be a general non-degenerate symplectic matrix. In this case W T θ θW θ = θ. We recall how the projective modules are constructed in this case. Since θ is non-degenerate, there exists an invertible matrix T such that
.
First we note that
and f W θ to be the function f W . So in this case we need to check the following equation:
(using (5.10)) and the RHS
is because of the fact:
which is equal to
We finish the proof with the compatibility of the action with the ., . A ∞ as defined in (3.2):
Replacing f by f W θ , it suffices to check:
. The argument is based on some observations: (i) the explicit description of ., . A ∞ in terms of the right action of A ∞ on S (R m ):
dx, and (ii) the relations:
The realization of ., . A ∞ in terms of the right action allows us to use equation (5.12):
in the proof of (5.14):
, which is the desired identity.
Note that we have always written the operator T W up to some constant, which does not really matter.
The 2-dimensional case -revisited
The results for the 2-dimensional case [5] are revisited from the perspective of metaplectic transformations. As mentioned before, there are up to conjugation four matrices of finite order in SL 2 (Z) generating Z 2 , Z 3 , Z 4 , Z 6 . For the Z 2 action on S (R), given by f →f , wheref (x) = f (−x), the corresponding module, called the flip module, over A θ ⋊ Z 2 is quite well studied by Walters [19] . In the next section we discuss flip modules in the higher-dimensional setting in detail. The Z 4 action is given by the Fourier automorphism f →f wheref (x) = R e( x, x ′ )f (x ′ )dx ′ . Walters has studied these modules extensively and among other things he computed the Chern character for the flip modules and Fourier modules. The Z 3 and Z 6 actions are similar so we only treat the Z 6 action.
The cyclic group Z 6 is generated by the matrix W 6 := 1 −1 1 0 that we denote by W . Note that this W 6 slightly differs from W 6 from section 4. We choose this W 6 to keep the final formula similar to the formula for W 6 := 0 −1 1 1 in [5] . One should note that the action of finite group on the module as in Proposition 5.3 is not unique. The generating function associated to W = W 6 is given by
which follows from (5.1). The corresponding metaplectic transformation (for the choice s = 1) is
The following proposition is due to Walters:
We modify the operator F W to i 
which is the exactly the formula for the Z 6 action considered in [5] .
7. K-theory of the crossed product of n-dimensional noncommutative tori with flip action
We consider the n × n matrix W = −I n which generates the two element group. Suppose this group acts on a n = 2p + q-dimensional noncommutative torus with respect to the parameter θ with θ := θ 11 θ 12 θ 21 θ 22
, θ 11 being the left 2p × 2p corner, which amounts to the condition W T θW = θ that holds in this case. We call this action the flip action.
We define the following operator on S (R p × Z q ) with respect to W :
S (R p × Z q ) with respect to this action is a A ∞ θ ⋊ Z 2 module which can be completed to an A θ ⋊ Z 2 module. It is shown in [4] that any generator of K 0 (A θ ) could be given by completions of modules of the type S (R p ×Z q ). Now, it directly follows from the previous observation that all the generators of K 0 (A θ ) could be extended to provide classes in K 0 of A θ ⋊ Z 2 . We shall show that K-theory classes of some of these modules can be extended to a generating set of K 0 (A θ ⋊ Z 2 ). It should be noted that
Let θ be a real antisymmetric n × n matrix satisfying {θ in = 1, 1 ≤ i ≤ n } and θ ′ be the upper left (n − 1) × (n − 1) block of θ. In this case A θ can be written as a crossed product A θ ′ ⋊ Z, where the action of
is isomorphic to Z ⋊ Z 2 as groups. Note that both copies of Z 2 act on A θ ′ by flip action. Our next step is to understand the K-theory of A θ ′ ⋊ (Z 2 * Z 2 ).
For a general crossed product A ⋊ β Z 2 , we first define a map p which goes from A ⋊ Z 2 to M 2 (A) which sends the element a + W b
, where W is the unitary in A ⋊ β Z 2 implementing the action β. We recall the six term exact sequence by Natsume [11] which was used by Farsi-Watling [6] to compute the K-theory of A θ ′ ⋊ (Z 2 * Z 2 ). For a free product H 1 * H 2 acting on a C*-algebra A, Natsume obtained the following exact sequence:
where i 1 , i 2 , j 1 , j 2 are natural inclusion maps. The right vertical map e 1 , which we will describe in a while, is constructed in Natsume's paper. We call it exponential map since it is based on the exponential index map in K-theory. We want to compare the above sequence with the classical Toeplitz exact sequence (with coefficient in A) which is same as the Pimsner-Voiculescu exact sequence for the trivial action of Z.
From the definition of crossed product, any crossed product algebra, A ⋊ α G, for a unital C*-algebra A and a discrete group G, has a natural representation ι on the Hilbert module l 2 (G, A) which is given by ι(a)(ξ)(g) = α g −1 (a)ξ(g) and ι(h)(ξ)(g) = ξ(h −1 g), for a ∈ A and g, h ∈ G. Let Z acts on a unital C*-algebra A trivially. The classical Toeplitz algebra T A with coefficients in A is defined as follows: we restrict the natural representation ι(A) of A⊗C * (Z) to l 2 (Z ≥0 , A), which is given by ι 1 (a)(ξ)(t) = aξ(t) and take the right shift operator S on l 2 (Z ≥0 , A) which is given by S(ξ)(n) = ξ(n − 1), ξ(−1) = 0. Then T A is generated by the elements ι 1 (a), a ∈ A and S. We have the following exact sequence:
by defining ψ(ι 1 (a)) = ι(a) and ψ(S) = ι(U), where ι(U) is the unitary in the crossed product A ⊗ C * (Z) coming from the generator U of Z and ι is the natural representation of A ⊗ C * (Z) . It can be easily checked that ker(ψ) = A ⊗ K. Now we define the map e 2 to be the exponential map in K-theory for the above exact sequence.
We now describe the map e 1 using an exact sequence like the one above.
Let the group Z 2 * Z 2 be generated by g and s. Natsume obtained the exact sequence
with P = P ′ ∪ {e}, where P ′ is the the set of all non-empty words in Z 2 * Z 2 , which end in g and T p is generated by µ(g) and v(s), where µ(g) is the restriction of left regular representation to l 2 (P ) and v(s) = λ(s)q(P ), where λ(s) is the restriction of left regular representation to l 2 (P ′ ) and q(P ) is the projection onto the subspace generated by the inclusion l 2 (P ′ ) ⊂ l 2 (P ). When all these are defined, there is a map π sending µ(g) to λ(g) and v(s) to λ(s). Denoting ker(π) to be I, it can be shown that I is isomorphic to K(l 2 (P )). More details may be found in the paper by Natsume [11] . Denote e 1 to be map from K 0 (C * (Z 2 * Z 2 )) to K 1 (K(l 2 (P )) coming from the six-term exact sequence corresponding to the above exact sequence in K-theory. Let S = Z ⋊ Z 2 with generators a and b. As we saw S is isomorphic to Z 2 * Z 2 , while the later group is generated by g and s and the isomorphism identifies a and b with sg and g respectively. Note that l 2 (P ) could be identified as l 2 (P 1 ) ⊕ l 2 (P 2 ), where P 2 is the set {g, gsg, gsgsg, gsgsgsg, . . .} and P 1 is the set {e, sg, sgsg, sgsgsg, . . .}.
Counting the number of sg's, P 1 and P 2 have natural identifications with Z ≥0 .
The above construction can be easily extended to the case of crossed product. Let Z 2 * Z 2 acting on a unital A with the same action β on A from both copies of Z 2 and, by abuse of notation, we denote the crossed product
is constructed as follows. We have the natural representation ι ′ of A ⋊ β Z 2 * Z 2 on l 2 (Z 2 * Z 2 , A) which we restrict to the Hilbert module l 2 (P, A) i.e in l 2 (P, A): a ∈ A, g, s act by the operators ι 2 (a)(ξ)(x) = α x −1 (a)ξ(x), ι 2 (g)(ξ)(x) = ξ(gx), ι 2 (s)(ξ)(x) = ξ(sx)(by setting ξ(s) = 0). Then T A θ 12 is the C*-algebra generated by ι 2 (a)(a ∈ A), ι 2 (g) and ι 2 (s). Now we have the following exact sequence:
by defining π(ι 2 (a)) = ι ′ (a), π(ι 2 (g)) = ι ′ (g) and π(ι 2 (s)) = ι ′ (s). Again it can be checked that ker(π) = A ⊗ K(l 2 (P )). Note that for the case A = C, ι 2 (g) = µ(g)(as a generator of T p ), ι 2 (s) = v(s), ι ′ (g) = µ(g), ι ′ (s) = µ(s). Denote the exponential map (of K-theory) of the above exact sequence still by e 1 . Now we define the maps P , P A K is the obvious map as l 2 (P ) could be identified as l 2 (P 1 ) ⊕ l 2 (P 2 ), P A T is the natural map p which was discussed before. The above exact sequence gives rise to Natsume's exact sequence in K-theory as T A θ 12 can be shown to be KK-equivalent to (A ⋊ β Z 2 ) ⊕ (A ⋊ β Z 2 ). Theorem 7.1. For unital A, the connecting maps of the above both sequences commute in the following sense: where θ 12 is some irrational number and A θ be the corresponding 3-dimensional noncommutative torus generated by u 1 , u 2 and u 3 . Let Z 2 * Z 2 = g, s acting on A θ by allowing both copies of Z 2 acting by flipping. We denote the two dimensional noncommutative tori by A θ 12 which is generated by the matrix 0 θ 12 −θ 12 0 .
In the isomorphism A θ 12 ⋊ φ (Z 2 * Z 2 ) ∼ = A θ ⋊ Z 2 , λ(sg) is identified with u 3 and λ(g) is identified with w, where w is the unitary in A θ ⋊ Z 2 coming from the unitary in Z 2 . In this case, A θ 12 ⋊ (Z 2 * Z 2 ), Natsume's exact sequence looks like
