The paper generalises Thompson and Hilbert metric to the space of spectral densities. The resulting complete metric space has the differentiable structure of a Finsler manifold with explicit geodesics.
I. INTRODUCTION
In recent years the design and analysis of distances between spectral densities have received a renewed interest in the control and signal processing community (see [1] , [2] for two recent surveys on this topic). This interest primarily stems from a large number of applications in which the problem of quantifying dissimilarities between spectral densities is of crucial importance, such as spectral estimation [3] - [7] , speech processing [8] , [9] , and time-series clustering [2] , [10] , [11] , to cite a few.
The design of distances with the aim of solving computational engineering problems is a rich topic because of the interplay between mathematical, modelling, and computational consider- manifold structure such that the distance between two points corresponds to the length of a minimal geodesic. This is especially relevant when dealing with problems involving approximation, smoothing, and averaging of spectral densities, e.g., in the context of speech morphing [9] , [12] , [13] . The classical framework is Riemannian geometry, in which the differential structure involves an inner product. The present paper uses the broader framework of Finsler geometry, where the differential structure only requires a norm. Modelling considerations include endowing the distance with suitable invariance properties, such that the mathematical distance is consistent with what is modelled. In the context of spectral densities, filtering invariance emerges as a property that should hold when spectral densities model second-order stationary stochastic processes. Invariance properties are receiving increasing attention in engineering, because they tend to make algorithms less sensitive to modelling assumptions. Computational considerations include the existence of an algorithmic framework to perform the calculations necessary to the considered engineering problem, starting with the evaluation of the distance itself. They are of primary importance in high dimensional problems, and, a fortiori, so for infinite dimensional objects such as spectral densities.
The starting point in this paper is to acknowledge that the space of spectral densities is a cone and to revisit two classical distances that have been studied in cones: the part metric (often called Thompson metric) and the projective metric introduced by Hilbert. Applying this classical framework to the space of rational spectral densities, which seems novel, we show that the resulting Thompson metric has a number of particularly desirable properties: it endows the cone of spectral densities with a Finsler geometry with explicit geodesics; it is filtering invariant; and efficient algorithms exist to compute it.
In fact, the Thompson metric is shown to be the unique metric with such properties. We show that it is a close relative of a Riemannian metric recently studied in [14] . But in contrast to its Riemannian relative, the calculation of Thompson metric is computationally tractable: it boils down to evaluating the H ∞ -norm of minimum-phase spectral factors, a problem extensively studied in the control literature.
Paper structure. Section 2 reviews the Finsler geometry of cones. Section 3 applies this geometry to the cone of rational spectral densities. Section 4 discusses the filtering invariance of the proposed distances, and studies the link with their Riemannian counterpart. Section 5 formulates an estimation problem in which Finsler optimisation rather than Riemannian optimisation could lead to a novel framework for robust spectral estimation.
Notation. As usual, we denote by R, C, R n×m , C n×m , and R n×m (z), the set of real numbers, complex numbers, n × m real matrices, n × m complex matrices, and n × m real matrix-valued rational functions in z ∈ C, respectively. T and D will denote, respectively, the unit circle, and the open unit disk in the complex plane. R n×n * (z) will denote the set of n × n real matrix-valued 
, forms an Hilbert space. We let S n×n + denote the cone of n × n positive semi-definite Hermitian matrices and S n×n + (T) the cone of n × n bounded positive self-adjoint operators on L
and f,
Elements of S n×n + (T) will be thought of as discrete-time spectral densities and S minimum-phase spectral factor of a rational spectral density Φ(z) ∈ S n×n +,rat (T) always exists and is essentially unique, that is, is unique up to post-multiplication by orthogonal matrices [15] .
Eventually, we recall that, given a n×m matrix-valued function G: 
II. DISTANCES IN CONES
Let K be a closed, solid, pointed, convex cone defined in a real Banach space B with norm · B , that is, a closed subset K with the properties that: (i) the interior of K, denoted byK,
For x, y ∈ K, we say that y dominates x if there exists β > 0 such that x ≤ K βy. We write
x ∼ K y if y dominates x, and x dominates y. The relation ∼ K is an equivalence relation on K.
The corresponding equivalence classes are called parts or components of K.
Given two elements x, y ∈ K \ {0}, we define the following quantities
if the set is non-empty, and M(x, y) := ∞ otherwise, and
Definition 1 ([16] , [17] ): The Hilbert (projective) metric and the Thompson (part) metric between elements x, y ∈ K \ {0} are defined respectively by
As a simple example, consider B = R n and K to be the positive orthant of R n , i.e. K :=
so that Hilbert and Thompson metrics onK read, respectively, as
Thompson metric is a bona fide distance 1 on each part of the cone K (and, in particular, on the interiorK). Each part of K is a complete metric space with respect to this metric provided that K is normal, i.e., there exists γ > 0 such that x B ≤ γ y B holds whenever 0 ≤ K x ≤ K y [17] . Hilbert metric is a distance between rays in each part of K:
x ∼ K y, if and only if x = λy with λ > 0.
Hilbert and Thompson metric have been of great interest to analysts, especially for their contractivity properties. As a matter of fact, many naturally occurring maps in analysis, both linear and non-linear, are either non-expansive or contractive with respect to these metrics [16] , [18] , [19] . Moreover, it has been proven that among all projective distances d on K for which the positive linear transformations are contractive w.r.t. d, Hilbert metric is the one with the best possible contraction ratio [20] .
Thompson and Hilbert metric endow the cone with a structure of Finsler manifold [21] . In the finite-dimensional case, the interior of the cone K defines an n-dimensional manifold and the tangent space at each point may be identified with R n . Defining the norm
on the tangent space at each point x ∈K, the length of any differentiable curve γ:
Thompson distance between any two points is recovered by minimizing over all paths connecting the points, namely 
where β := M(y, x) and α := m(y, x). These are projective straight lines. It is interesting to note that if K is strictly convex then the curves in (6) are the only minimal geodesics w.r.t.
the Hilbert metric [22] . Clearly, there might exist more suitable choices of minimal geodesics, depending on the particular cone considered. In particular, if K is the cone of n × n positive semi-definite Hermitian matrices S n×n + , then the Thompson distance between X, Y ∈S n×n + is given by
where λ max (·) denotes the maximum eigenvalue, and a natural class of minimal geodesics
This is precisely the (unique, up to a re-parametrization) Riemannian geodesic of S 
,
is a minimal geodesic connecting X, Y ∈S Finally, we remark that the Finslerian framework so far discussed for the case of finitedimensional spaces applies without any substantial change to the case of infinite-dimensional manifolds of bounded positive self-adjoint operators on an Hilbert space. For further details on this extension we refer to the works by Corach and co-workers [24] , [25] , and, in particular, to [26] , [27] . 
Proof: In view of the definition of M(·, ·) in (1), for any full normal rank
is analytic on T, and M(Φ 1 , Φ 2 ) = ∞ otherwise. In order to deal with rational matrix-valued functions we can replace, without affecting the value of M(Φ 1 , Φ 2 ), the square
in the latter expression with the minimum-phase spectral factor W 2 ∈ R n×n (z) of
where U is a suitable n × n unitary matrix-valued function on T). Therefore, Equation (9) becomes Theorem 1 shows that the computation of Hilbert and Thompson metrics in the cone of rational spectral densities essentially consists of: (i) the calculation of the minimum-phase spectral factors W 1 and W 2 , and (ii) the calculation of the H ∞ -norm of the "ratio" of the latter spectral factors. Remarkably, these two steps represent two extensively studied problems in systems and control theory and several algorithms are available in the literature to perform these steps.
More specifically, a general result on the existence and (essential) uniqueness of minimumphase spectral factors can be found in [28] for the continuous-time case and in [15] for the discrete-time case. An algorithm to compute this spectral factor is described there, however, for the calculation of minimum-phase spectral factors there exist several more efficient routines based on the solution of suitable Stein and Riccati Equations, see e.g. [29] . Whereas, an efficient method for computing H ∞ /L ∞ -norms of rational matrix-valued transfer functions is the BoydBalakrishnan-Bruinsma-Steinbuch method [30] , [31] which is based on an iterative bisection-like algorithm and leads to quadratic convergence. 2 Moreover, an upper bound to these norms can be found by inspecting the eigenvalues of the symplectic matrix associated with the state-space representation of the system [33, Lemma 21.10].
Remark 1:
The proof of Theorem 1 shows that the expressions of the Hilbert and Thompson metric still hold if we replace the canonical (i.e., minimum-phase) spectral factors of the two spectra Φ 1 , Φ 2 with any other spectral factor of Φ 1 , Φ 2 (i.e., spectral factors not necessarily analytic in the complement of D and with analytic inverse in the complement of the closure of D). The important difference is that, in this case, the H ∞ -norm must be replaced by the L ∞ -norm.
Remark 2:
As discussed in the previous section, the difference between Hilbert and Thompson metric consists of the fact that the Thompson metric is a bona fide distance on each part of S n×n +,rat (T) (and, in particular, on its interior), while Hilbert metric is a distance between rays in each part of the latter cone. It is worth remarking that projective invariance has proved to be a desirable property since in many applications, such as speech processing, the shape of the spectral densities rather than their relative scalings is the discriminative feature [2] , [34] .
The following result provides a class of interesting and computable minimal geodesics w.r.t.
Hilbert and Thompson metric.
where W 1 ∈ R n×n (z) is the minimum-phase spectral factor of Φ 1 . A minimal geodesic in
Hilbert metric is given by
.
(11)
Proof: The result follows from a generalisation of the expressions (7)- (8) can be found in [24] , [25] . As a consequence, by adapting the expressions (7)- (8) 
T).
3 In this case, however, one issue that arises is that the distance between almost identical spectral densities can be made arbitrarily large. With reference to the scalar case, this occurs when one of the two spectral densities exhibits a very sharp and narrow frequency peak.
For the sake of illustration, consider the two scalar spectral densities in S 1×1 + (T)
where ϑ ∈ [−π, π] and ε > 0. It can be seen that, for
in spite of the fact that the two spectral densities are identical with the only exception of a neighbourhood of the frequency ϑ = 0 (see also Figure 1 ). Importantly, when restricting the attention to spectral densities that are "sufficiently regular", e.g., those belonging to the space of rational spectral densities with bounded McMillan degree, these pathological cases are ruled out. 
IV. FILTERING INVARIANCE
The distances in the previous section possess the following important property:
This property readily follows from the definition of Hilbert and Thompson distances and the expression of M(Φ 1 , Φ 2 ) in (9). Since the set R n×n * (z) defines a group, the mapping Φ → T ΦT * defines a congruence group action of R n×n * (z) on the set of rational spectral densities. This group action is transitive, that is, any rational spectral density can be obtained by acting on the identity element.
A metric that satisfies (13) can be said to be filtering invariant because of the following statistical interpretation. Any spectral density Φ with minimum-phase spectral factor W can be identified to a n-dimensional zero-mean second-order stationary purely nondeterministic stochastic process {y(t)} t∈Z generated by filtering a white noise process through W . The action Φ → T ΦT * has therefore the interpretation of filtering the process with the linear time-invariant filter T ∈ R n×n * (z). Likewise, the property (13) has the interpretation that the distance between two spectral densities, or, equivalently, two zero-mean second-order stationary purely nondeterministic stochastic processes, is unchanged when the two processes are filtered by the same filter.
Any filtering invariant metric is entirely specified by defining the distance to identity. Furthermore, one has d(Φ, I) = d(Φ −1 , I). In other words, the distance is a distortion measure.
Filtering invariance is a fundamental property of classical metrics. In the scalar case, φ 1 , φ 2 ∈ S 1×1 +,rat (T), the log spectral deviation [8] π
is an early example of filtering invariant distortion measure. The recent work [14] shows that the multivariate generalisation
is the unique Riemannian bona fide distance that is filtering invariant. This metric is a natural generalisation of the affine invariant metric between positive definite matrices. Affine invariance corresponds to filtering invariance in the static case: the congruence group action reduces to an action of the general linear group. The metric is in this case a distance between n-dimensional zero-mean second-order random vectors, and the invariance property is an invariance with respect to an affine change of coordinates. The importance of this invariance property in the context of estimation problems has been emphasised for instance in [35] . In [14] , filtering invariance emerges as a natural property when measuring the "flatness" of innovations processes. Filtering invariance is also a leading prerequisite in the work of Martin [36] , whose resulting metric, which applies to scalar spectral densities φ 1 , φ 2 ∈ S 1×1 +,rat (T), can be written as
, where D λ , λ > 0, is the fractional derivative operator in the frequency domain.
The Riemannian distance (14) and the Thompson metric introduced in Section 2 are thus close relatives: they are the only bona fide distances which satisfy filtering invariance and endow the cone of spectral densities with a differential metric structure. The first one induces a Riemannian structure through an invariant inner product (that reduces to the standard inner product at identity), while the second induces a Finslerian structure through the invariant norm (5). Both distances depend on the same log spectral quantity frequency-wise, but the Riemannian distance results in a two-norm of that frequency-domain function, whereas the Finsler distance results in an infinite-norm.
A merit of the Finslerian distance over its Riemannian relative is at the computational level.
The calculation of the Riemannian distance requires the frequency-wise computation of the matrix
1 , an operation which appears numerically challenging. In contrast, the calculation of the Thompson metric involves the computation of minimum-phase spectral factors and H ∞ -norms, for which efficient numerical algorithms are available. It is worth observing that the Thompson geodesic in Proposition 1 coincides with the (unique, up to a re-parametrization)
Riemannian geodesic between spectral densities.
For completeness, it should be mentioned that one way of overcoming the computational burden of the Riemannian distance is to replace it with a divergence measure. In the static case, Kullback-Leibler divergence approximates the Riemannian distance up to third order. In the dynamic case, the paper [14] considers quadratic approximations of divergence measures. In the rational case, one such quantity takes the form
where · H 2 denotes the H 2 -norm of a discrete-time transfer function [33, Sec. 4.3] . It is not a distance (in fact, it does not obey the triangle inequality) but it provides a tractable quadratic approximation of the Riemannian distance.
V. TOWARDS ROBUST SPECTRAL ESTIMATION
A classical estimation problem consists to estimating a spectral density given an a priori estimate and state covariance statistics. We briefly recall the formulation proposed by Georgiou and Lindquist in [3] .
Let {y(t)} t∈Z be an n-dimensional zero-mean second-order purely nondeterministic stationary process and let Ψ ∈ S m×m + (T) be an a priori estimate of the spectral density of this process.
Consider the bank of filters described by the transfer function
with A strictly Schur stable, B of full column rank, and the pair (A, B) reachable. We assume to have an estimate of the asymptotic state covariance Σ ∈ S n×n + of the system with transfer function G(z) and input the process {y(t)} t∈Z .
Typically, the a priori estimate Ψ is not consistent with the state covariance Σ. Therefore, it is necessary to find a spectral density which is as closest as possible, in some suitable sense, to Ψ, and, additionally, satisfies the condition 
(T).
One crucial aspect in Problem 1 concerns the choice of the distance measure d to minimize.
Problem 1 was originally formulated in the scalar case by taking d to be the Kullback-Leibler divergence [3] . Many works have addressed Problem 1 using various (pseudo-)distances both in the scalar and multivariate case, see e.g. [4] - [7] , [37] - [39] .
A common feature of all those (pseudo-)distances is that they involve the two-norm of a frequency-wise quantity defined on the unit circle.
Choosing the Finsler distances of this paper in (1) could lead to a robust version of Problem 
