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Abstract. Hypergraphs are an invaluable tool to understand many
hidden patterns in large data sets. Among many ways to rep-
resent hypergraph, one useful representation is that of weighted
clique expansion. In this paper, we consider this representation for
non-uniform hypergraphs. We generalize the spectral results for
uniform hypergraphs to non-uniform hypergraphs and show that
they extend in a natural way. We provide a bound on the largest
eigenvalue with respect to the average degree of neighbours of a
vertex in a graph. We also prove an inequality on the boundary of
a vertex set in terms of the largest and second smallest eigenvalue
and use it to obtain bounds on some connectivity parameters of
the hypergraph.
1. Introduction
Hypergraphs are a generalization of combinatorial graphs, where an
edge may span three or more vertices. Hypergraphs can be used to
model complex interactions among various entities. They are applied
in a wide range of areas from protein interaction [16], social network
analysis [15] to image processing [6]. Hypergraphs are now widely used
in machine learning. One of the key problems is that of hypergraph
partitioning or clustering. Several algorithms have been proposed for
clustering [4, 9, 12]. Among these, spectral methods are proving to be
popular [20, 1, 8]. Typically, in these algorithms, we define a Laplacian
matrix. We then use the use the top k eigenvalues and corresponding
eigenvectors to construct k-clusters.
It is possible to represent a hypergraph in many ways. One common
method is to use a tensor to describe a hypergraph. Lim [11] and Qi
[13] independently defined eigenvalues for a tensor. Thus, one may
define an adjacency tensor and a Laplacian tensor for a k-graph and
use eigenvalues of these tensors to obtains spectral bounds. It is also
possible to use tensors for non-uniform hypergraphs using a modified
definition of adjacency tensor [5, 10, 14, 19, 3].
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There are also many matrix representations of hypergraphs. The
simplest way is by using clique expansion, where one converts the hy-
pergraph into a 2-graph by considering each hyperedge of size k as a
k-clique in a 2-graph. This representation, however, does not capture
the full information of the hypergraph. Two different hypergraphs may
give rise to the same 2-graph.
Example 1.1. Consider two non-isomorphic 3-graphsG1 = {123, 124, 234}
and G2 = {123, 124, 134, 234}. They both give rise to the same 2-graph.
A modified version of clique expansion was introduced by Rodriguez
in [17]. A weighted 2-graph is obtained from the hypergraph in this
expansion.
Formally, a hypergraph H(V,E) is a collection of vertices V and
edges E, which are subsets of V , i.e. E ⊂ 2V . If all edges in E are
of same size k, then H is called a k-uniform hypergraph or a k-graph.
The degree of a vertex is defined as the number of edges containing
the vertex. Let n be the number of vertices in H. We define an n× n
adjacency matrix A such that for all pairs of vertices i and j, aij is the
number of edges containing i and j.
Aij =

0 if i = j,
|{e`}| if i, j ∈ e`,
0 otherwise.
For a 2-graph, this definition coincides with the familiar definition
of adjacency matrix.
We define Laplacian degree of a vertex as δi =
n∑
j=1
aij [18]. For
a k-graph, we have δi = (k − 1)di. For a general hypergraph, δi =∑
e⊃i
|e|−di, which gives us the inequality, (kmin−1)di ≤ δi ≤ (kmax−1)di.
We may observe that the vertex with maximum degree need not be the
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vertex with maximum δ. The Laplacian of a hypergraph is defined as
Lij =
{
δi if i = j,
−aij otherwise.
Let λ1 ≤ λ2 ≤ . . . ≤ λn be the eigenvalues of L. Since L is symmet-
ric, the eigenvalues are real and non-negative. In particular, λ1 = 0
and λ2 > 0 if and only if the hypergraph is connected.
In [18], bounds are established for the second smallest eigenvalue of
the Laplacian of a k-graph in terms of the size of subsets. These results
in turn help us bound many connectivity parameters of the k-graph.
In this paper, we wish to extend these results for non-uniform hy-
pergraphs. The definitions mentioned above were initially given for
k-graphs, but they hold for general hypergraphs without any modifica-
tion. Hence, we can get similar bounds for non-uniform graphs as well.
We show that the results extend in an intuitive way.
This paper is organized as follows. In Section 2, we give the spectrum
of a complete k-graph, a complete k-partite graph and a star graph in
this representation. We then proceed to give simple bounds on λn. We
also extend a bound on λn in terms of average degree of neighbours
from 2-graphs to general hypergraphs. Section 3 contains the bounds
of various connectivity parameters in terms of λ2 and λn. Section 4
contains the summary and concluding remarks.
2. Preliminary Results
We now consider the spectrum of some simple k-graphs. These
graphs are useful in the sense that they provide an upper bound for
the spectrum. In many spectral problems, these are the cases which
represent the extremal cases, hence worthwhile to study.
Proposition 2.1. The Laplacian spectrum of complete k-graph with n
vertices is 0 with multiplicity one and n
(
n−2
k−2
)
with multiplicity (n− 1).
Proof. The Laplacian matrix is as follows.
Lij =
{
(n− 1)(n−2
k−2
)
if i = j,
−(n−2
k−2
)
otherwise.
The vector (1, . . . , 1)T corresponds to eigenvalue 0 and (1,−1, 0, . . . , 0)T
through (1, 0, . . . , 0,−1)T correspond to eigenvalue n(n−2
k−2
)
. 
It is possible to get a similar result for a k-partite graph, i.e. a graph
where the vertex set is divided into k-partitions and each edge consists
of exactly one vertex from each partition.
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Proposition 2.2. For a complete k-partite graph with partitions of
size n1, . . . , nk, the Laplacian spectrum consists of 0 with multiplicity
one, (k− 1)
(
k∏
j=1
nj
)
/ni with multiplicity (ni− 1) for all i = 1, . . . , k.
The remaining (k − 1) eigenvalues are roots of the polynomial
Xk−1 − Ak−2Xk−2 + . . .+ (−1)k−1A0,
where the coefficient Ai, the sum of products of roots taken (k − 1− i)
at a time, is given by
Ai = (i+ 1)k
k−2−i
(
k∏
j=1
nj
)k−2−i ∑
1≤j1...ji+1≤k
nj1 . . . nji+1
 .
For example, consider a 5-partition where the sizes of the partitions
are a, b, c, d, e. Then the eigenvalues are 0 with multiplicity one, 4abcd
with multiplicity (e − 1), 4abce with multiplicity (d − 1), 4abde with
multiplicity (c − 1), 4acde with multiplicity (b − 1) and 4bcde with
multiplicity (a − 1). The remaining four eigenvalues are the roots of
the polynomial
X4 − 4
(∑
abcd
)
X3 + 3 · 5
(∏
a
)(∑
abc
)
X2
− 2 · 52
(∏
a
)2 (∑
ab
)
X + 1 · 53
(∏
a
)3 (∑
a
)
.
For a star k-graph with r spokes, the spectrum is obtained easily.
The number of vertices in such a graph is given by n = (k − 1)r + 1.
Proposition 2.3. The Laplacian spectrum of a star k-graph with r
spokes consists of 0 and n with multiplicity one each, 1 with multiplicity
(r − 1), and k with multiplicity (k − 2)r.
The eigenvectors are given below.
0 : (1, . . . , 1)T ,
n : (n− 1| − 1, . . . ,−1)T ,
1 : (0|1, . . . , 1| − 1, . . . ,−1|0, . . . , 0)T , . . . , (0|1, . . . , 1|0, . . . , 0| − 1, . . . ,−1)T ,
k : (0|1,−1, 0, . . . , 0|0, . . . , 0)T , . . . , (0|1, 0, . . . , 0,−1|0, . . . , 0)T , . . . ,
: (0|0, . . . , 0|1,−1, 0, . . . , 0)T , . . . , (0|0, . . . , 0|1, 0, . . . , 0,−1)T .
It is possible to get some simple bounds on the largest eigenvalue of
the Laplacian. These are generalizations of the bounds for 2-graphs.
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The results mentioned here are valid for both uniform as well as non-
uniform hypergraphs. The proofs are exactly the same as for weighted
graphs.
Proposition 2.4.
λn ≤ 2 max
i
δi.
Proof. Let x be the eigenvector of λn. Let xi be the largest component,
i.e.. |xi| ≥ |xj| for all j = 1, . . . , n. Assume 0 < xi ≤ 1.
λxi = (Lx)i = δixi −
∑
i∼j
aijxj
≤ δixi +
∑
i∼j
|aijxj|
≤ δixi +
∑
i∼j
|aijxi|
≤ 2δixi ≤ 2 max
i
δixi.

Proposition 2.5.
λn ≤ max
i∼j
(δi + δj).
Proof. Let ∆ = diag(δ1, . . . , δn). Consider ∆
−1L∆.
(∆−1L∆)ij =
{
δi if i = j,
−aij δjδi otherwise.
Applying Gerschgorin theorem, there exists an i such that
|λn − δi| ≤
∑
i∼j
∣∣∣∣aij δjδi
∣∣∣∣ =
∑
j aijδj∑
j aij
≤ max
i∼j
δj.
Hence
λn ≤ max
i∼j
(δi + δj).

Let mi denote the average degree of neighbours of vertex i, i.e. mi =∑
i∼j dj
di
. There are many upper bounds on the largest eigenvalue in
terms of mi. (For example, see [2] and the references therein). We
have the following bound for 2-graphs by Zhu [21] that relates the
largest eigenvalue with the degree and average degree of neighbours of
each vertex.
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Theorem 2.6.
λn ≤ max
i∼j
{
di(di +mi) + dj(dj +mj)− 2
∑
`∈N(i)∩N(j) d`
di + dj
}
.
Here N(i) is the set of vertices adjacent to i. This result holds for k-
uniform hypergraphs in the same form. For non-uniform hypergraphs
there is an additional factor of
(
kmax−1
kmin−1
)
. In order to prove the result
for non-uniform case we make use of the lemma below (Theorem 2.3 in
[21]).
Lemma 2.7. Let G = (V,E) be a simple graph. Let f : V × V −→
R+ ∪ {0} be a nonnegative function which is positive on edges. Then
λn is less than or equal to
max
i∼j
{
|N(i) ∩N(j)|+
∑
`∈N(i)\N(j) f(i, `) +
∑
`∈N(j)\N(i) f(j, `)
f(i, j)
}
.
The generalization of 2.6 for non-uniform hypergraphs is presented
below.
Theorem 2.8.
λn ≤ max
i∼j
{(
kmax − 1
kmin − 1
)(
di(di +mi) + dj(dj +mj)− 2
∑
`∈N(i)∩N(j) d`
di + dj
)}
.
Proof. Substituting f(i, j) = δi + δj in Lemma 2.7, we get the term∑
`∈N(i)\N(j)
(δi + δ`) +
∑
`∈N(j)\N(i)
(δj + δ`)
=
∑
N(i)
(δi + δ`) +
∑
N(j)
(δj + δ`)−
∑
N(i)∩N(j)
(δi + δj + 2δ`).
Then
|N(i) ∩N(j)|+
∑
N(i)(δi + δ`) +
∑
N(j)(δj + δ`)
δi + δj
− |N(i) ∩N(j)|(δi + δj)
(δi + δj)
− 2
∑
N(i)∩N(j) δ`
δi + δj
=
∑
N(i)(δi + δ`) +
∑
N(j)(δj + δ`)− 2
∑
N(i)∩N(j) δ`
δi + δj
.
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Since δi ≤ (kmax − 1) di, for all i = 1, . . . , n, for the numerator we
have, ∑
N(i)
(δi + δ`) +
∑
N(j)
(δj + δ`)− 2
∑
N(i)∩N(j)
δ`
≤ (kmax − 1)(di(di +mi) + dj(dj +mj)− 2
∑
`∈N(i)∩N(j)
d`)
The denominator of the expression becomes
δi + δj ≥ (kmin − 1)(di + dj),
since δi ≥ (kmin− 1) di. Together with the above expression we get the
required result. 
One can observe that each of the results mentioned is an improve-
ment over the preceding bound. Not all such results, however, trans-
late from 2-graphs to hypergraphs. For example consider the statement
from Proposition 2.5.
For 2-graphs we have,
λn ≤ max
i∼j
(di + dj).
However, this statement does not extend to hypergraphs in the form
λn ≤ max
i1...ir∈E
(di1 + . . .+ dir).
The counterexample is as follows.
Example 2.9. Consider the graph H = {123, 124, 235, 345}. λn =
8.23 > 8 = {d2 + d3 + d5}.
3. Connectivity Results
We now present some connectivity results for general hypergraphs.
Let ∂S denote the edge boundary of S which is defined as ∂S =
E(S, V \S). Various connectivity parameters can be defined in terms
of ∂S. Some results have been provided for uniform hypergraphs in
[18]. We provide the same for non-uniform hypergraphs.
First, we prove the following lemma.
Lemma 3.1. For any S ⊂ V ,
4λ2|S|(n− |S|)
nk2max
≤ |∂S| ≤ λn|S|(n− |S|)
n(kmin − 1) .
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Proof. The bound holds for extreme cases S = ∅ and S = V . Let S be
a proper subset of V . Let χS be the indicator vector of S,
χS =
{
1 if i ∈ S,
0 otherwise.
Then
∑
i∈V
∑
j∈V
(wi −wj)2 = 2|S|(n− |S|). We have the following results
by Fielder [7].
λ2 = 2nmin
{ ∑
i∼j aij(wi − wj)2∑
i∈V
∑
j∈V (wi − wj)2
: w 6= c · 1n for c ∈ R
}
.
λn = 2nmax
{ ∑
i∼j aij(wi − wj)2∑
i∈V
∑
j∈V (wi − wj)2
: w 6= c · 1n for c ∈ R
}
.
Thus we have,
λ2 ≤
n
∑
i∼j aij(wi − wj)2
|S|(n− |S|) ≤ λn.
In the sum (wi − wj)2, only the boundary edges contribute to the
sum. Let e ∈ ∂S such that |e∩S| = k. The edge e contributes k(|e|−k)
to the sum. The maximum value of this function over all the edges in
E is k2max/4, and the minimum value is (kmin− 1). Substituting we get
the required inequality. 
The following results directly follow form Lemma 3.1 above.
Theorem 3.2. Let the edge-density of a set S ⊂ V be defined as ρ(S) =
|∂S|
|S|(n−|S|) . Then,
4λ2
nk2max
≤ ρ(S) ≤ λn
n(kmin − 1) .
Theorem 3.3. Let max-cut be defined as mc(H) = max{|∂S| : S ⊂
V }. Then,
mc(H) ≤ nλn
4(kmax − 1) .
Theorem 3.4. Let the isoperimetric number be defined as φ(H) =
minS⊂V { |∂S||S| : |S| ≤ n/2}. Then,
φ(H) ≥ 2λ2
k2max
.
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Note that Theorem 3.4 gives us one half of the famous Cheeger in-
equality.
It appears that the introduction of terms kmin and kmax necessar-
ily slackens the bounds. The equality is attained only in k-uniform
hypergraphs.
Example 3.5. Consider the following 3-graphH = {123, 234, 456, 156}
.
The spectrum of the Laplacian is 01, 21, 41, 63. The set A = {1, 4}
attains the upper bound of Lemma 3.1.
|∂A| = 4 =
⌊
6 · 2 · 4
2 · 6
⌋
.
The set B = {1, 2, 3} attains the lower bound.
|∂B| = 2 =
⌈
4 · 2 · 3 · 3
8 · 6
⌉
.
Now consider the following non-uniform graphH ′ = {123, 456, 34, 1256}.
The spectrum of the Laplacian is 01, 32, 61, 72. The set A = {1, 2, 4}
attains the maximum.
|∂A| = 4 <
⌊
7 · 3 · 3
1 · 6
⌋
.
Similarly, the singleton set B = {3} attains the minimum.
|∂B| = 2 >
⌈
4 · 3 · 1 · 5
4 · 4 · 6
⌉
.
Note that if we had used k2min in the denominator instead of k
2
max, the
lemma would no longer be true.
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4. Concluding Remarks
In this paper we have generalized the results for k-graphs to non-
uniform hypergraphs. We have established bounds for the eigenvalues
of the Laplacian and some connectivity results. We have also shown
that the bounds are no longer tight for non-uniform hypergraphs.
It must be noted that the crucial property of uniqueness in rep-
resentation does not translate from uniform to general hypergraphs.
This fact, however, does not invalidate our results. Two different hy-
pergraphs may give rise to the same Laplacian matrix, and hence the
same spectrum. But the values of |∂S|, kmin and kmax will be different
for those hypergraphs and consequently the results proved here will
still hold. Hence, the results are valid, though their application may
differ depending on the kind of hypergraph in question.
General hypergraphs offer greater flexibility for many applications,
but there is a dearth of literature devoted to non-uniform hypergraphs.
We hope to further explore hypergraphs using different representations
in the future.
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