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In this paper we study the asymptotic limiting behavior of the solutions to the initial
boundary value problem for linearized one-dimensional compressible Navier–Stokes
equations. We consider the characteristic boundary conditions, that is we assume that
an eigenvalue of the associated inviscid Euler system vanishes uniformly on the boundary.
The aim of this paper is to understand the evolution of the boundary layer, to construct the
asymptotic ansatz which is uniformly valid up to the boundary, and to obtain rigorously
the uniform convergence to the solution of the Euler equations without the weakness
assumption on the boundary layer.
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1. Introduction and main results
The asymptotic equivalence between a viscous parabolic system and its associated inviscid hyperbolic equations in the
limit of small dissipations is of considerable signiﬁcance in many physical phenomena and their numerical computations.
Moreover, the structure of the viscosity matrix plays an important role in such a process. This is particularly so in the
presence of shock discontinuities and boundaries. The problems have been much studied in the linear and semi-linear cases
with non-degenerate viscosity matrix, for instance in [1,6,13]. It is well known that for a hyperbolic equation or a system,
to impose the boundary condition should be much careful, otherwise it would leads to an ill-posed problem, for details,
see [7] and the references therein. However, an initial-boundary value problem for a parabolic equation or a system in
a certain domain would be well posed as soon as the initial and boundary conditions satisfy some compatibility conditions,
see [4]. Thus, it is commonly believed that solutions of the viscous parabolic equations cannot be uniformly close to those
of the inviscid hyperbolic equations, unless the boundary conditions are chosen in a very special way. In many cases, such
discrepancies in velocity or temperature lead to the phenomena of boundary layers, which have to be resolved rigorously in
mathematical analysis, for example [2,14–16].
As an example of the above problems with degenerate viscosity matrix, the motion of the one-dimensional compressible
viscous ﬂow with heat-conduction without external force can be described by the following full Navier–Stokes equations⎧⎨
⎩
t + (u)x = 0,
(u)t +
(
u2 + p)x = μuxx,
(E)t + (uE + up)x = μ(uux)x + κθxx,
(1.1)
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⎪⎪⎪⎪⎩
t + xu + ux = 0,
ut + uux + Rθ

x + Rθx = μ

uxx,
θt + uθx + Rθ
cv
ux = μ
cv
uxux + κ
cv
θxx,
(1.2)
where ,u, θ, p(, e) are the density, velocity, temperature and pressure. R > 0 is called the ideal gas constant, cv > 0
represents the speciﬁc heat at constant volume and the adiabatic constant γ is setting by γ = 1 + Rcv , whose interesting
region for physical applications is (1, 53 ], see [9].
There are two distinguished classes of boundary conditions, which yield substantial different behavior, depending on
whether the boundary is characteristic or not. From a physical point of view, a natural assumption is that the boundary is
impermeable; then this leads to characteristic boundary conditions. The characteristic case, though more physical since for
example in the case of one-dimensional Navier–Stokes system, the no-slip boundary condition is uε = 0 (uε is the velocity of
the ﬂuid) on the boundary, which is uniformly characteristic for the corresponding Euler system. Although the signiﬁcance
of this type of boundary condition is clear, yet the mathematical analysis is very diﬃcult and the progress is much limited.
In contrast to the non-characteristic case, the width of the boundary layer in the characteristic case is in the order of the
square root of the coeﬃcient of viscosity, and it is well known in ﬂuid mechanics [3] that very complicated instabilities
phenomena may appear in this small zone.
In the case of the artiﬁcial viscosity, a boundary layer analysis was done for multidimensional semilinear system in [6]
and for quasilinear totally characteristic systems in [5]. As a physical model with real viscosity, a mixed hyperbolic–parabolic
system of conservation laws with degenerate viscosity matrix was studied in [12], where the boundary is assumed to be
characteristic for both the viscous and the inviscid systems. In particular, under the assumption that an eigenvalue of
the inviscid system vanishes uniformly, the coeﬃcient matrix always has a nontrivial kernel, which plays an important
role throughout the proof in [12]. Unfortunately, the Navier–Stokes equations in Eulerian coordinates do not have this
property even if we assume the no-slip boundary condition (characteristic boundary). In such case, the coeﬃcient matrix
of the Navier–Stokes equations (1.1) is only degenerate on the boundary x = 0. This leads to the diﬃculty of solving the
boundary layer equations as well as the energy estimates. With a careful study on the regularity of the solution to the
initial boundary value problem of the Prandtl type boundary layer equations (see [17,18]), a linearized Navier–Stokes [resp.
Euler] system for the two-dimensional compressible isentropic ﬂuid with no-slip boundary condition is investigated by Xin
and Yanagisawa [16].
In this paper, we consider the 1D full Navier–Stokes equations with certain linearization. Assume μ = ε2, and k = hε2
with h a positive constant. The Navier–Stokes equations are written as⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
t + xu + ux = 0,
ut + uux + Rθ

px + Rθx = ε
2

uxx,
θt + uθx + Rθ
cv
ux = ε
2
cv
uxux + hε
2
cv
θxx,
(1.3)
for (x, t) ∈ R1+ × [0, T ]. We impose the boundary conditions as
u(x = 0, t) = 0, θ(x = 0, t) = θ1 > 0, (1.4)
and the initial condition
(,u, θ)T (x,0) = (0,u0, θ0)T (x), for x ∈ R+. (1.5)
The associated initial-boundary value problem for Euler system is⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
t + xu + ux = 0,
ut + uux + Rθ

px + Rθx = 0,
θt + uθx + Rθ
cv
ux = 0,
(1.6)
for (x, t) ∈ R1+ × [0, T ] with
u(x = 0, t) = 0, (1.7)
and the same initial condition as in (1.5). Denote U = (,u, θ)T . Then the initial-boundary value problem (1.3)–(1.5) is
simply described as follows
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⎪⎪⎪⎩
Ut + A(U )Ux = ε2B(U )Uxx + ε2Q (U )(Ux,Ux), in R+ × [0, T ],
M+U =
(
0
θ1
)
, M+ =
(
0 1 0
0 0 1
)
,
U (x,0) = (0,u0, θ0)T (x) ≡ U0(x), for x ∈ R+,
(1.8)
where
A(U ) =
⎛
⎜⎝
u  0
Rθ
 u R
0 Rθcv u
⎞
⎟⎠ ,
B(U ) =
⎛
⎜⎝
0 0 0
0 1 0
0 0 hcv
⎞
⎟⎠ , and Q (U ) =
⎛
⎜⎝
0 0 0
0 0 0
0 1cv 0
⎞
⎟⎠
and the initial boundary value problem of the Euler system is⎧⎪⎨
⎪⎩
U0t + A(U )U0x = 0, in R+ × [0, T ],
M0U0 = 0, M0 = (0 1 0 ) ,
U0(x,0) = U0(x), for x ∈ R+.
(1.9)
It is well known that the system (1.9) is strictly hyperbolic and its characteristic speeds are
λ0 = u, λ1 = u + c, λ2 = u − c,
where c = √γ Rθ is the sonic speed with γ = 1 + RCv . The corresponding left eigenvectors of A(U ) with respect to λ j
( j = 0,1,2) are given by
l0 =
(
Rθ

,0,−Cv
)
,
l1 = (Rθ, c, R),
l2 = (Rθ,−c, R).
Set
V = T LU =
⎛
⎝ (R − Cv)θ2u
4R
⎞
⎠=
⎛
⎝ v0v1
v2
⎞
⎠ ,
where the nonlinear transformations
L(U ) = (l0, l1, l2)T ,
and
T (U ) =
⎛
⎜⎝
1 0 0
0 1c − 1c
0 1
θ
1
θ
⎞
⎟⎠ .
Then in terms of V the Navier–Stokes equations can be written as
∂t V + LεV = 0, in R+ × [0, T ],
where
LεV = A˜(V )∂xV + W (V )V + A˘(V )V − ε2 B˜(V )∂2x V − 2ε2 B˘(V )∂xV
− ε2 Bˆ(V )V − ε2 Q˜ (V ) − 2ε2 Q˘ (V ) − ε2 Qˆ (V ), (1.10)
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A˜(V ) = T LAL−1T−1 =
⎛
⎜⎝
u 0 0
0 u − θ
0 c
2
θ
u
⎞
⎟⎠ ,
W (V ) = T L∂t
(
L−1T−1
)
=
⎛
⎜⎝
Rθ
 0 −Cv
0 2 0
2R 0 2R
θ
⎞
⎟⎠ ∂t
⎛
⎜⎝

θ(R+Cv ) 0
Cv
2R(R+Cv )
0 12 0
1
R+Cv 0
θ
2(R+Cv )
⎞
⎟⎠

⎛
⎝ω0 0 ω10 0 0
ω2 0 ω3
⎞
⎠ ,
A˘(V ) = T LA∂x
(
L−1T−1
)
=
⎛
⎜⎝
Rθ
 0 −Cv
0 2 0
2R 0 2R
θ
⎞
⎟⎠
⎛
⎜⎝
u  0
Rθ
 u R
0 Rθcv u
⎞
⎟⎠ ∂x
⎛
⎜⎝

θ(R+Cv ) 0
Cv
2R(R+Cv )
0 12 0
1
R+Cv 0
θ
2(R+Cv )
⎞
⎟⎠

⎛
⎝τ0 0 τ1τ2 0 τ3
τ4 0 τ5
⎞
⎠ ,
B˜(V ) = T LBL−1T−1
=
⎛
⎜⎝
Rθ
 0 −Cv
0 2 0
2R 0 2R
θ
⎞
⎟⎠
⎛
⎜⎝
0 0 0
0 1 0
0 0 hcv
⎞
⎟⎠
⎛
⎜⎝

θ(R+Cv ) 0
Cv
2R(R+Cv )
0 12 0
1
R+Cv 0
θ
2(R+Cv )
⎞
⎟⎠
=
⎛
⎜⎜⎝
h
R+Cv 0 − hθ2(R+Cv )
0 1 0
2hR
Cvθ(R+Cv ) 0
hR
Cv(R+Cv )
⎞
⎟⎟⎠
⎛
⎝b0 =
h
R+Cv 0 b1
0 b2 0
b3 0 b4
⎞
⎠ ,
B˘(V ) = T LB∂x
(
L−1T−1
)
=
⎛
⎜⎝
Rθ
 0 −Cv
0 2 0
2R 0 2R
θ
⎞
⎟⎠
⎛
⎜⎝
0 0 0
0 1 0
0 0 hcv
⎞
⎟⎠ ∂x
⎛
⎜⎝

θ(R+Cv ) 0
Cv
2R(R+Cv )
0 12 0
1
R+Cv 0
θ
2(R+Cv )
⎞
⎟⎠

⎛
⎝0 0 k00 0 0
0 0 k1
⎞
⎠ ,
Bˆ(V ) = T LB∂2x
(
L−1T−1
)

⎛
⎝0 0 k20 0 0
0 0 k3
⎞
⎠
and
Q˜ (V ) = T LQ (U )L−1T−1(∂xV , ∂xV ),
Q˘ (V ) = T LQ (U )(∂x(L−1T−1)V , L−1T−1∂xV ),
Qˆ (V ) = T LQ (U )∂x
(
L−1T−1
)
(V , V ).
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⎪⎪⎪⎪⎪⎪⎩
V ′ ∈ C∞B
(
R
+ × [0, T ]),
x∂xV
′ ∈ CB
(
R
+ × [0, T ]),
′  c0 > 0, in R+ × [0, T ],
θ ′  c1 > 0, in R+ × [0, T ],
v ′1(x = 0, t) = 0,
(1.11)
where c0 and c1 are constants and T is any ﬁnite positive number. Here C∞B (R+ × [0, T ]) denotes the space of functions
whose derivatives are bounded and continuous in R+ × [0, T ], and CB(R+ × [0, T ]) the space of bounded and continuous
functions in R+ × [0, T ]. Then the initial boundary value problem of the linearized Navier–Stokes equations we treat in this
paper is written as
∂t V
ε + LεV ε + F(x, t) = 0, in R+ × [0, T ], (1.12)
M+V ε =
(
(R − Cv)θ1
0
)
, M+ =
(
1 0 0
0 1 0
)
, (1.13)
V ε(x,0) = T LU0  V0(x), for x ∈ R+, (1.14)
where
LεV = A˜(x, t)∂xV + W(x, t)V + A˘(x, t)V − ε2B˜(x, t)∂2x V − 2ε2B˘(x, t)∂xV − ε2Bˆ(x, t)V , (1.15)
and
F(x, t) = ε2S0(x, t) + ε2S1(x, t) + ε2S2(x, t),
where A˜(x, t) is the linearization of A˜(V ) around V ′ , i.e.
A˜(x, t) =
⎛
⎜⎝
u′ 0 0
0 u′ − θ ′′
0 c
′2′
θ ′ u
′
⎞
⎟⎠ ,
the meanings of W(x, t), A˘(x, t), Bˆ(x, t) are similar. We should point out that
S0(x, t) = −Q˜ (V ′)− Q˘ (V ′)− Qˆ (V ′),
and B˜(x, t) is the following linearized B˜(x, t),
B˜(x, t) =
⎛
⎝b0 0 00 b′2 0
0 0 0
⎞
⎠ , (1.16)
with
S1(x, t) =
⎛
⎝ b
′
1∂
2
x v2
0
b′3∂2x v0 + b′4∂2x v2
⎞
⎠ , (1.17)
and B˘(x, t) is the linearized B˘(x, t),
B˘(x, t) =
⎛
⎝0 0 k
′
0
0 0 0
0 0 0
⎞
⎠ , (1.18)
with
S2(x, t) =
⎛
⎝ 00
′
⎞
⎠ . (1.19)k1∂xv2
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∂t V
0 + L0V 0 = 0, in R1+ × [0, T ], (1.20)
M0V ε = 0, M0 =
(
0 1 0
0 0 1
)
, (1.21)
V 0(x,0) = V0(x), for x ∈ R+, (1.22)
where
L0V = A˜(x, t)∂xV + W(x, t)V + A˘(x, t)V . (1.23)
It is well known that in order to obtain the smooth solution to (1.12)–(1.14), it is necessary for us to impose some
compatibility conditions on the initial and boundary values of the solutions. We deﬁne inductively the p-Cauchy data
(p = 0,1,2, . . .) of (1.12)–(1.14) by
V ε(x,0) = V0(x), (1.24)
∂
p
t V
ε(x,0) =
p−1∑
s=0
(
p − 1
s
){−(∂ st A˜∂ p−1−st (∂xV ε))(x,0)
− (∂ st W + Aˇ∂ p−1−st V )(x,0) + ε2(∂ st B¯∂ p−1−st )(∂xV ε)(x,0)
+ ε2(∂ st Bˆ∂ p−1−st V ε)(x,0)}+ ε2(∂ pt (S0 + S1 + S2))(x,0). (1.25)
Then the initial data V0(x) of (1.14) is said to satisfy the compatibility condition of order m for the initial boundary value
problem (1.12)–(1.14) for any ε > 0 if
M+∂ pt V ε(0,0) =
{
((R − Cv)θ1,0)T , p = 0,
0, p = 1,2, . . . ,m. (1.26)
And the compatibility condition of order m of the initial boundary value problem for the linearized Euler equations is
M0∂ pt V
0(0,0) = 0, for p = 0,1,2, . . . ,m. (1.27)
To isolate the effects of the boundaries, we will consider the smooth viscous ﬂows for the initial boundary value problem
(1.12)–(1.14) of the linearized Navier–Stokes equations of a compressible viscous ﬂuid for ﬁxed ε, and this is guaranteed by
the following local existence theorem.
Proposition 1.1 (Local existence). Let ε > 0 be a constant and m  2 be an integer. Suppose that the initial data V0 ∈ Hm(R+)
satisﬁes the compatibility condition of order [m2 ] − 1 for the initial boundary value problem (1.12)–(1.14). Then there exists a unique
solution V ε of (1.12)–(1.14) such that
V ε(x, t) ∈
[m2 ]−1⋂
j=0
C j
([0, T ]; Hm−2 j(R+)). (1.28)
The proof of Proposition 1.1 is due to the argument by A. Matsumura and T. Nishida [10,11].
Now, we state the following uniform stability result for the linearized Navier–Stokes solution of (1.12)–(1.14) in the zero
dissipation limit, which is the main result of this paper:
Theorem 1.1. Let m  13 be an integer. Suppose that the initial data V0 ∈ Hm(R+) satisﬁes the compatibility condition of order
[m2 ] − 1 for (1.12)–(1.14) for any ε > 0 and the compatibility condition of order [m] − 1 for (1.20)–(1.22). Then the solution V ε =
(ε,uε, θε)T of the initial boundary value problem of the linearized Navier–Stokes equations (1.12)–(1.14), and the solution V 0 =
(0,u0, θ0)T of the initial boundary value problem of the linearized Euler equations (1.20)–(1.22) satisfy
V ε ∈
[m2 ]⋂
j=0
C j
([0, T ]; Hm−2 j(R+)), (1.29)
V 0 ∈
[m]⋂
C j
([0, T ]; Hm− j(R+)), (1.30)j=0
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0tT ,ηε1−σx
{∣∣ε(x, t) − 0(x, t)∣∣+ ∣∣uε(x, t) − u0(x, t)∣∣+ ∣∣θε(x, t) − θ0(x, t)∣∣} Cηε, (1.31)
for any 0 < ε < 1, η > 0 and 0 < σ < 1, and Cη is a constant depending only on η and supR+×[0,T ](|V ′|, |∂t V ′|, |∂xV ′|,
|∂2xt V ′|, |x∂xV ′|).
2. Construction of the approximate solution
In this section, we discuss how the linearized Euler equations can be formally derived from the linearized Navier–Stokes
equations through different scaling and asymptotic expansions. The desired approximate viscous solutions to (1.12)–(1.14)
which approximate the given smooth solution of the linearized Euler equations uniformly away from the boundary and
possess a sharp change near the boundary.
2.1. Two-scale asymptotic expansions
We approximate the viscous solutions of (1.12)–(1.14) uniformly up to the boundary by the following two-scale expan-
sions
V app = Vin(ε, x, t) + Vbd
(
ε,
x
ε
, t
)
, (2.1)
where the inner expansion Vin and the boundary expansion Vbd are given, respectively, as the truncated regular series
Vin(ε, x, t) = a0(x, t) + εa1(x, t) + ε2a2(x, t), (2.2)
and for y = xε ,
Vbd
(
ε,
x
ε
, t
)
= B0(y, t) + εB1(y, t) + ε2B2(y, t), (2.3)
where ai = (ai0,ai1,ai2)T and Bi = (Bi0, Bi1, Bi2)T , i = 0,1,2 are all vector-valued functions to be determined. Then we give a
formal expansion of ∂t V in +LεVin and ∂t Vbd +LεVbd in terms of ε.
∂t V in + LεVin + F(x, t)
= (∂ta0 + A˜(x, t)∂xa0 + W(x, t)a0 + A˘(x, t)a0)
+ ε(∂ta1 + A˜(x, t)∂xa1 + W(x, t)a1 + A˘(x, t)a1)
+ ε2(∂ta2 + A˜(x, t)∂xa2 + W(x, t)a2 + A˘(x, t)a2
− B˜(x, t)∂2x a0 − 2B˘(x, t)∂xa0 − Bˆ(x, t)a0 + S0(x, t) + S1(x, t) + S2(x, t)
)
+ ε3(−B˜(x, t)∂2x a1 − 2B˘(x, t)∂xa1 − Bˆ(x, t)a1)
+ ε4(−∂2x a2 − 2B˘(x, t)∂xa2 − Bˆ(x, t)a2) (2.4)
and
∂t Vbd + LεVbd + F(x, t) =
7∑
i=1
εi−2K i(t), (2.5)
where the terms K i , i = 0,1, . . . ,7, are given as follows
K 1(t) = A˜(0, t)∂y B0, (2.6)
K 2(t) = ∂t B0 + y∂xA˜(0, t)∂y B0 + A˜(0, t)∂y B1 + W(0, t)B0 + A˘(0, t)B0 − B˜(0, t)∂2y B0, (2.7)
K 3(t) = ∂t B1 + 1
2
y2∂2x A˜(0, t)∂y B0 + y∂xA˜(0, t)∂y B1 + A˜(0, t)∂y B2
+ y∂xW(0, t)B0 + W(0, t)B1 + y∂xA˘(0, t)B0 + A˘(0, t)B1
− y∂xB˜(0, t)∂2y B0 − B˜(0, t)∂2y B1 − 2B˘(0, t)∂y B0, (2.8)
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6
y3∂3x A˜(0, t)∂y B0 +
1
2
y2∂2x A˜(0, t)∂y B1 + y∂xA˜(0, t)∂y B2
+ 1
2
y2∂2xW(0, t)B0 + y∂xW(0, t)B1 + W(0, t)B2 +
1
2
y2∂2x A˘(0, t)B0
+ y∂xA˘(0, t)B1 + A˘(0, t)B2 − 1
2
y2∂2x B˜(0, t)∂2y B0 − y∂xB˜(0, t)∂2y B1
− B˜(0, t)∂2y B2 − 2y∂xB˘(0, t)∂y B0 − 2B˘(0, t)∂y B1 − Bˆ(0, t)B0
+ S0(0, t) + S1(0, t) + S2(0, t), (2.9)
K 5(t) = (∂3x A˜)R(εy, t)y4∂y B0 + (∂2x A˜)R(εy, t)y3∂y B1 + (∂1x A˜)R(εy, t)y2∂y B2
+ (∂2xW)R(εy, t)y3B0 + (∂1xW)R(εy, t)y2B1 + (∂0xW)R(εy, t)yB2
+ (∂2x A˘)R(εy, t)y3B0 + (∂1x A˘)R(εy, t)y2B1 + (∂0x A˘)R(εy, t)yB2
− (∂2x B˜)R(εy, t)y3∂2y B0 + (∂1x B˜)R(εy, t)y2∂2y B1 + (∂0x B˜)R(εy, t)y∂2y B2
− 2(∂1x B˘)R(εy, t)y2∂y B0 − 2(∂0x B˘)R(εy, t)y∂y B1 − 2B˘(0, t)∂y B2
− (∂0x Bˆ)R(εy, t)yB0 − Bˆ(0, t)B1 + y(∂0x S0)R(εy, t)
+ y(∂0x S1)R(εy, t) + y(∂0x S2)R(εy, t), (2.10)
K 6(t) = −2(∂0x B˘)R(εy, t)y∂y B2 − (∂0x Bˆ)R(εy, t)yB1 − Bˆ(0, t)B2, (2.11)
and
K 7(t) = −(∂0x Bˆ)R(εy, t)yB2. (2.12)
Here we use the notation that, for a smooth matrix-valued function A(x, t) = A(εy, t),
(
∂kxA
)
R(εy, t)
1
k!
1∫
0
∂k+1
∂xk+1
A(εyξ, t)(1− ξ)k dξ. (2.13)
2.2. Determination of each inner and boundary terms
We now detail the construction of the various orders of inner and boundary expansions. It should be noted that the
same order of the inner and boundary functions will be constructed simultaneously due to their coupling at the boundary.
To determine the solutions of the governing problems of the terms of the inner expansion, we should ﬁrst introduce here
the existence theorem for the following general problem:
∂ta
i + L0ai = F (x, t), in R+ × [0, T ], (2.14)
M0ai(x,0) = 0, for t ∈ [0, T ], (2.15)
ai(x,0) = f (x), for x ∈ R+. (2.16)
Proposition 2.1. Let k 1 be an integer. Suppose that f (x) ∈ Hk(R+) and F (x, t) ∈ Hk(R+ × [0, T ]) satisfy the compatibility condi-
tion of order k − 1 for (2.14)–(2.16). Then there exists a unique solution ai of (2.14)–(2.16), such that
ai ∈
k⋂
j=0
C j
([0, T ]; Hk− j(R+)).
Proof. Introduce
A0(x, t) =
⎛
⎜⎝
1 0 0
0 
θ
0
0 0 θ
c2
⎞
⎟⎠
⎛
⎝1 0 00 β 0
0 0 δ
⎞
⎠ , (2.17)
where β and δ are functions of x and t . A0 is then positive deﬁnite due to the positivity and continuity of V ′ as seen
by (1.11). Noticing that both
A0(x, t)A˜(x, t) =
⎛
⎜⎝
u 0 0
0 u
θ
1
0 1 θu
⎞
⎟⎠c2
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initial boundary value problem for the symmetric ﬁrst order hyperbolic system⎧⎪⎨
⎪⎩
A0∂tai + L¯0ai = F (x, t), in R+ × [0, T ],
M0ai(0, t) = 0, for t ∈ [0, T ],
ai(x,0) = f (x), for x ∈ R+,
(2.18)
where L¯0  A0L0, with L0 the same deﬁnition as in (1.23) and M0 = ( 0 1 0). The existence of the solutions of (2.18)
is followed by the argument in [16], that is, there is a solution ai ∈⋂kj=0 C j([0, T ]; Hk− j(R+)) to (2.18), and hence the
proposition is proved. 
By setting the O(1)-order term in (2.4) to be zero and imposing the boundary and initial conditions (1.21)–(1.22), we
have the following initial boundary value problem of a0,⎧⎪⎨
⎪⎩
∂ta
0 + L0a0 = 0, in R+ × [0, T ],
M0a0(0, t) = 0, for t ∈ [0, T ],
a0(x,0) = V0(x), for x ∈ R+.
(2.19)
Then from Proposition 2.1, there exists a unique solution a0 of the problem (2.19) such that
a0 ∈
m⋂
j=0
C j
([0, T ]; Hm− j(R+)), (2.20)
for V0(x) ∈ Hm(R+) and satisﬁes the compatibility condition of order m − 1 for (2.18) with F = 0, and f = V0. It can be
seen that a0 is a solution of the initial boundary value problem of the linearized Euler equations (1.20)–(1.22).
Next we turn to the ﬁrst-order term B0 in the boundary expansion. Setting the O(ε−1)-order term in (2.5) to zero gives
K 1(t) = A˜(0, t)∂y B0(y, t) = 0, (2.21)
i.e. (
0 β(0, t)
δ(0, t) 0
)(
∂y B01(y, t)
∂y B11(y, t)
)
= 0. (2.22)
Since the boundary expansion Vbd is expected to approximate well the deviation of the solution V ε from the inviscid ﬂow
in the vicinity of the boundary, we impose the decay condition at inﬁnity to B0, that is
B0j (y, t) → 0, as y → +∞, j = 1,2. (2.23)
The only solution to (2.22)–(2.23) is
B0j (y, t) ≡ 0, y ∈ R+, j = 1,2, (2.24)
due to the condition (1.11).
The ﬁrst component B00 and the two components B
1
1 and B
1
2 are simultaneously determined by setting the O(1)-order
term in (2.5), i.e. K 2(t) to zero, which gives⎛
⎜⎝
∂t B00(y, t)
∂t B01(y, t)
∂t B02(y, t)
⎞
⎟⎠+
⎛
⎝0 0 00 0 ∂xβ(0, t)
0 ∂xδ(0, t) 0
⎞
⎠
⎛
⎜⎝
∂y B00(y, t)
∂y B01(y, t)
∂y B02(y, t)
⎞
⎟⎠
+
⎛
⎝0 0 00 0 β(0, t)
0 δ(0, t) 0
⎞
⎠
⎛
⎜⎝
∂y B10(y, t)
∂y B11(y, t)
∂y B12(y, t)
⎞
⎟⎠+
⎛
⎝ω0 0 ω10 0 0
ω2 0 ω3
⎞
⎠
⎛
⎜⎝
B00(y, t)
B01(y, t)
B02(y, t)
⎞
⎟⎠
+
⎛
⎝τ0 0 τ1τ2 0 τ3
τ4 0 τ5
⎞
⎠
⎛
⎜⎝
B00(y, t)
B01(y, t)
B02(y, t)
⎞
⎟⎠−
⎛
⎝b0 0 00 b2 0
0 0 0
⎞
⎠
⎛
⎜⎝
∂2y B
0
0(y, t)
∂2y B
0
1(y, t)
∂2y B
0
2(y, t)
⎞
⎟⎠= 0. (2.25)
From the ﬁrst equation, we get⎧⎪⎨
⎪⎩
∂t B
0
0 − b0∂2y B00 + (ω0 + τ0)B00 = 0, in R+ × [0, T ],
B00(0, t) = −a00(0, t) + (R − Cv)θ1, for t ∈ [0, T ],
B0(y,0) = 0, for y ∈ R+.
(2.26)0
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M+(a0 + B0)(0, t) = ((R − Cv)θ1,0)T , for t ∈ [0, T ]. (2.27)
Since b0 = hR+Cv > 0, the above equation of B00 is a linear uniform parabolic equation, and B00(0, t), B00(y,0) satisfy the
compatibility conditions at (0,0), then the existence, uniqueness is followed by the theory of linear parabolic equations, see
Ladyczenskaja et al. [8]. Retracing the similar argument in [16] with suitable modiﬁcation, we have the following regularity
of B00
〈y〉l∂kt ∂αy B00(y, t) ∈ C0
([0, T ]; L2(R+)), for k + α m, k + [α + 1
2
]

[
m
2
]
, l ∈ N0, (2.28)
and
∂kt B
0
0(y,0) = 0, k = 0,1, . . . ,
[
m
2
]
, for y ∈ R+, (2.29)
where 〈y〉 = √1+ y2, and N0 = N ∪ {0}. And then from the second and third equations with B00 determined above, the
equations for B11 and B
1
2 are given by the following ODEs:
∂y
(
B11
B12
)
(y, t) =
(
H11(B
0)
H12(B
0)
)
(y, t), for y ∈ R+, (2.30)
where
(
H11(B
0)
H12(B
0)
)
(y, t) =
⎛
⎝ −
τ2
θ
 (0,t)
B00
− ω2+τ4
c2
θ
(0,t)
B00
⎞
⎠ (y, t), (2.31)
with the asymptotic behavior at inﬁnity given as
B1j (y, t) → 0, y → +∞, j = 1,2. (2.32)
The solutions B1j ( j = 1,2) to (2.30)–(2.32) are uniquely given by
B1j (y, t) =
∞∫
y
H1j
(
B0
)
(ξ, t)dξ, j = 1,2. (2.33)
It follows from (2.28) and (1.11) that the integral in (2.33) is well deﬁned and
〈y〉l∂kt ∂αy B1j (y, t) ∈ C0
([0, T ]; L2(R+)), j = 1,2, for k + α m + 1, k + [α + 1
2
]

[
m
2
]
, l ∈ N0. (2.34)
Moreover, (2.29) shows that
∂kt B
1
j (y,0) = 0, j = 1,2, k = 0,1, . . . ,
[
m
2
]
, for y ∈ R+. (2.35)
Next, we turn to the second-order term a1 of the inner expansion. By setting the O(ε)-order term in (2.4) to zero, we
get the following initial boundary value problem for a1:⎧⎪⎨
⎪⎩
∂ta
1 + L0a1 = 0, in R+ × [0, T ],
M0a1 = −M0B1, for t ∈ [0, T ],
a1(x,0) = 0, for x ∈ R+.
(2.36)
Note that M0B1 does not contain B10 and is thus a known function. Set a˜
1 = a1 + B¯1, where B¯1 = e−x2(0, B11,0)T (0, t). It
follows from (2.35) with k = 0 that a˜1 solves⎧⎪⎨
⎪⎩
∂t a˜
1 + L0a˜1 = F (B¯1), in R+ × [0, T ],
M0a˜1 = 0, for t ∈ [0, T ],
a˜1(x,0) = 0, for x ∈ R+,
(2.37)
where
F
(
B¯1
)= ∂t B¯1 + L0 B¯1.
J. Wang / J. Math. Anal. Appl. 374 (2011) 693–721 703It follows form (1.11), (2.34) and (2.35) that
F
(
B¯1
) ∈ [
m
2 ]−2⋂
j=0
C j
([0, T ]; H [m2 ]−2− j(R+))⊂ H [m2 ]−2(R+ × [0, T ])
and
∂kt F
(
B¯1
)
(x,0) = 0, k = 0,1, . . . ,
[
m
2
]
− 2, for x ∈ R+.
Since f = 0 and F = F (B¯1) satisfy the compatibility condition of order [m2 ]−3, by Proposition 2.1 we know that there exists
a unique solution
a˜1 ∈
[m2 ]−2⋂
j=0
C j
([0, T ]; H [m2 ]−2− j(R+))
to (2.37). This implies that there exists a unique solution a1 to (2.36) such that
a1 ∈
[m2 ]−2⋂
j=0
C j
([0, T ]; H [m2 ]−2− j(R+)). (2.38)
Then we come to determine B10 and B
2
j ( j = 1,2). Requiring the O(ε)-order term in (2.5) to vanish, i.e. K 3(t) = 0, one
ﬁnds ⎛
⎜⎝
∂t B10
∂t B11
∂t B12
⎞
⎟⎠+ 1
2
y2
⎛
⎜⎝
∂2x u(0, t) 0 0
0 ∂2x u(0, t) ∂
2
x (
θ
 )(0, t)
0 ∂2x (
c2
θ
)(0, t) ∂2x u(0, t)
⎞
⎟⎠
⎛
⎜⎝
∂y B00
∂y B01
∂y B02
⎞
⎟⎠
+
⎛
⎜⎝
0 0 0
0 0 θ (0, t)
0 c
2
θ
(0, t) 0
⎞
⎟⎠
⎛
⎜⎝
∂2y B
2
0
∂2y B
2
1
∂2y B
2
2
⎞
⎟⎠−
⎛
⎝0 0 2k0(0, t)0 0 0
0 0 0
⎞
⎠
⎛
⎜⎝
∂y B00
∂y B01
∂y B02
⎞
⎟⎠
+ y
⎛
⎜⎝
∂xu(0, t) 0 0
0 ∂xu(0, t) ∂x( θ )(0, t)
0 ∂x(
c2
θ
)(0, t) ∂xu(0, t)
⎞
⎟⎠
⎛
⎜⎝
∂y B10
∂y B11
∂y B12
⎞
⎟⎠
+ y
⎛
⎝ ∂x(ω0 + τ0)(0, t) 0 ∂x(ω1 + τ1)(0, t)∂xτ2(0, t) 0 ∂xτ3(0, t)
∂x(ω2 + τ4)(0, t) 0 ∂x(ω3 + τ5)(0, t)
⎞
⎠
⎛
⎜⎝
B00
B01
B02
⎞
⎟⎠
− y
⎛
⎝0 0 00 ∂xb2(0, t) 0
0 0 0
⎞
⎠
⎛
⎜⎝
∂2y B
0
0
∂2y B
0
1
∂2y B
0
2
⎞
⎟⎠−
⎛
⎝b0 0 00 b2(0, t) 0
0 0 0
⎞
⎠
⎛
⎜⎝
∂2y B
1
0
∂2y B
1
1
∂2y B
1
2
⎞
⎟⎠
+
⎛
⎝ (ω0 + τ0)(0, t) 0 (ω1 + τ1)(0, t)τ2(0, t) 0 τ3(0, t)
(ω2 + τ4)(0, t) 0 (ω3 + τ5)(0, t)
⎞
⎠
⎛
⎜⎝
B10
B11
B12
⎞
⎟⎠= 0, (2.39)
from which we get the following linear parabolic equation for B10,
∂t B
1
0 − b0∂2y B10 + y∂xu(0, t)∂y B10 + (ω0 + τ0)(0, t)B10
+ 1
2
y2∂2x u(0, t)∂y B
0
0 + y∂x(ω0 + τ0)(0, t)B00 + (ω1 + τ1)(0, t)B12 = 0, (2.40)
with the boundary condition
B1(0, t) = −a1(0, t), (2.41)0 0
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B10(y,0) = 0. (2.42)
Notice that
M+(a1 + B1)(0, t) = 0, for t ∈ [0, T ]. (2.43)
Eq. (2.40) is a Prandtl-type equation, where the unbounded term y∂xu(0, t)∂y B10 cannot be controlled by the usual Sobolev
norm. It follows from the weighted energy estimate argument in [5] and [16], there exists a unique solution B10 to (2.40)–
(2.42) such that
〈y〉l∂kt ∂αy B10 ∈ C0
([0, T ]; L2(R+)), for k + α  [m
2
]
− 3, l ∈ N0, (2.44)
and
∂kt B
1
0(y,0) = 0, k = 0,1, . . . ,
[
m
2
]
− 3, for y ∈ R+. (2.45)
Likewise, B21 and B
2
2 satisfy
∂y
(
B21
B22
)
=
(
H21(B
0, B1)
H22(B
0, B1)
)
, (2.46)
where
H21
(
B0, B1
)= −[ c2
θ
(0, t)
]−1{
∂t B
1
2 + y∂x
(
c2
θ
)
(0, t)∂y B
1
1 + y∂xu(0, t)∂y B12
+ y∂xω2(0, t)B00 + ω2(0, t)B10 + ω3(0, t)B12 + y∂xτ4(0, t)B00 + τ4(0, t)B10 + τ5(0, t)B12
}
, (2.47)
and
H22
(
B0, B1
)= −[ θ

(0, t)
]−1{
∂t B
1
1 + y∂xu(0, t)∂y B11 + ∂x
(
θ

)
(0, t)
+ y∂xτ2(0, t)B00 + τ2(0, t)B10 + τ3(0, t)B12 − b2(0, t)∂2y B11
}
. (2.48)
We impose also the decay conditions at inﬁnity
B2j (y, t) → 0, as y → ∞, j = 1,2. (2.49)
The unique solution to (2.46)–(2.49) is given by
B2j (y, t) =
∞∫
y
H2j
(
B0, B1
)
(ξ, t)dξ, j = 1,2, (2.50)
which satisﬁes
〈y〉l∂kt ∂αy B2j ∈ C0
([0, T ]; L2(R+)), j = 1,2, for k + α  [m
2
]
− 3, l ∈ N0. (2.51)
Furthermore, from (2.29), (2.35) and (2.45), we ﬁnd that
∂kt B
2
j (y,0) = 0, k = 0,1, . . . ,
[
m
2
]
− 3, j = 1,2, y ∈ R+. (2.52)
By setting the O(ε2)-order term to zero, we have the following initial boundary value problem for a2,⎧⎪⎨
⎪⎩
∂ta
2 + L0a2 = G(a0), in R+ × [0, T ],
M0a2 = −M0B2, for t ∈ [0, T ],
2 +
(2.53)a (x,0) = 0, for x ∈ R ,
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G(a0)= B¯(x, t)∂2x a0 + 2Bˇ(x, t)∂xa0 + Bˆ(x, t)a0 − S0(x, t) − S1(x, t) − S2(x, t).
Let a˜2 = a2 + B¯2  a2 + e−x2(0, B21,0)T (0, t). Then a˜2 solves the following initial boundary value problem⎧⎪⎨
⎪⎩
∂t a˜
2 + L0a˜2 = P(a0, B¯2), in R+ × [0, T ],
M0a˜2 = 0, for t ∈ [0, T ],
a˜2(x,0) = 0, for x ∈ R+,
(2.54)
where
P(a0, B¯2)= G(a0)+ ∂t B¯2 + L0 B¯2.
It follows from (1.11), (2.51) and (2.52) that
P(a0, B¯2) ∈ [
m
2 ]−5⋂
j=0
C j
([0, T ]; H [m2 ]−5− j(R+)),
and
∂kt P
(
a0, B¯2
)
(x,0) = 0, k = 0,1, . . . ,
[
m
2
]
− 5, for x ∈ R+.
Following the argument for a1, there exists a unique solution a2 to (2.53) such that
a2 ∈
[m2 ]−5⋂
j=0
C j
([0, T ]; H [m2 ]−5− j(R+)). (2.55)
Finally, we determine B20 by requiring the O(ε2)-order term in (2.5) to vanish, i.e. B20 is the solution to the following initial
boundary value problem for the linear uniform parabolic equation⎧⎪⎨
⎪⎩
∂t B
2
0 − b0∂2y B20 + (ω0 + τ0)(0, t)B20 + G
(
B0, B1,
(
B2
)
II
)= 0, in R+ × [0, T ],
B20(0, t) = −a20(0, t), for t ∈ [0, T ],
B20(y,0) = 0, for y ∈ R+,
(2.56)
where
G
(
B0, B1,
(
B2
)
II
)= 1
6
y3∂3x u(0, t)∂y B
0
0 +
1
2
y2∂2x u(0, t)∂y B
1
0 +
1
2
y2∂2xω0(0, t)∂y B
0
0
+ y∂xω0(0, t)B10 + y∂xω1(0, t)B12 + (ω1 + τ1)(0, t)B22
+ 1
2
y2∂2xω0(0, t)B
0
0 + y∂xτ0(0, t)B10 + y∂xτ1(0, t)B12
− 2k0(0, t)∂y B12 + S0(0, t) + S1(0, t) + S2(0, t).
Notice that
M+(a2 + B2)(0, t) = 0, for t ∈ [0, T ]. (2.57)
The solution B20 to (2.56) satisﬁes the properties that
〈y〉l∂kt ∂αy B20 ∈ C0
([0, T ]; L2(R+)), j = 1,2, for k + α  [m
2
]
− 5, l ∈ N0. (2.58)
Furthermore,
∂kt B
2
0(y,0) = 0, k = 0,1, . . . ,
[
m
2
]
− 5, j = 1,2, y ∈ R+. (2.59)
Thus the constructions of ai and Bi , i = 1,2, are completed.
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We can now conclude that the approximate solution V app(x, t) deﬁned in (2.1) has at least the smoothness such that
V app(x, t) ∈
[m2 ]−5⋂
j=0
C j
([0, T ]; H [m2 ]−5− j(R+)), (2.60)
and it is the solution of the following initial boundary value problem
∂t V
app(x, t) + Lε(x, t)V app(x, t) + F(x, t) = ε3Ein(ε, x, t) + ε2Ebd
(
ε,
x
ε
, t
)
, in R+ × [0, T ], (2.61)
M+V app(0, t) =
(
(R − Cv)θ1
0
)
, for t ∈ [0, T ], (2.62)
V app(x,0) = V0(x), for x ∈ R+, (2.63)
where
Ein(ε, x, t) =
(−B˜(x, t)∂2x a1 − 2B˘(x, t)∂xa1 − Bˆ(x, t)a1)+ ε(−∂2x a2 − 2B˘(x, t)∂xa2 − Bˆ(x, t)a2), (2.64)
and
Ebd
(
ε,
x
ε
, t
)
=
[
7∑
i=4
K i
]
II
(t), (2.65)
where
[K ]II(t) = (0, K1, K2)T . (2.66)
For any ε > 0,
Ein(ε, x, t) ∈
[m2 ]−7⋂
j=0
C j
([0, T ]; H [m2 ]−7− j(R+)), (2.67)
and
∂kt Ein(ε, x,0) = 0, k = 0,1, x ∈ R+, (2.68)
and
Ebd
(
ε,
x
ε
, t
)
∈
[m2 ]−7⋂
j=0
C j
([0, T ]; H [m2 ]−7− j(R+)), (2.69)
∂kt Ebd
(
ε,
x
ε
, t
)
= 0, k = 0,1, . . . ,
[
m
2
]
− 6, for x ∈ R+. (2.70)
Here (2.69) follows from the structure of Ebd . Moreover, we have
sup
t∈[0,T ]
∑
k+α[m2 ]−7
∥∥∂kt ∂αx Ein(ε, x, t)∥∥2L2(R+)  C, (2.71)
sup
t∈[0,T ]
∑
k+α[m2 ]−6
∥∥〈y〉l∂kt ∂αx Ebd(ε, x, t)∥∥2L2(R+)  C . (2.72)
In the following, we denote for simplicity by ‖ · ‖ the norm for L2(R+).
3. Stability of approximate solutions
In this section, we ﬁrst derive the initial boundary value problem of the error term, then by an energy estimate, we
show the pointwise estimate of the error term of the approximate solution, which readily yields the uniform stability result
for the linearized Navier–Stokes solution in the zero-dissipation limit.
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Deﬁne the error term ϕε = (ϕε0 ,ϕε1 ,ϕε2 )T of the approximate solution for the linearized Navier–Stokes equations (1.12)–
(1.14). That is,
ϕε(x, t) = V ε(x, t) − V app(x, t), in R+ × [0, T ], (3.1)
whose existence is guaranteed by the previous discussion, and together with (2.60) and Proposition 1.1, we have
ϕε(x, t) ∈
3⋂
j=0
C j
([0, T ]; H3− j(R+)). (3.2)
Furthermore, from (1.12)–(1.14) and (2.61)–(2.63), it can be seen that ϕε solves the following initial boundary value problem⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂tϕ
ε(x, t) + Lεϕε(x, t) = ε2 J
(
ε,
x
ε
, t
)
, in R+ × [0, T ],
M+ϕε(0, t) = 0, for t ∈ [0, T ],
ϕε(x,0) = 0, for x ∈ R+,
(3.3)
where
J
(
ε,
x
ε
, t
)
= ( J0, J1, J2)T
(
ε,
x
ε
, t
)
= εEin(ε, x, t) + Ebd
(
ε,
x
ε
, t
)
and Lε is the same deﬁnition as in (1.15). By (2.67)–(2.70) and the assumption m 13, we have
J
(
ε,
x
ε
, t
)
∈
2⋂
j=0
C j
([0, T ]; H2− j(R+)), (3.4)
∂kt J
(
ε,
x
ε
,0
)
= 0, k = 0,1, x ∈ R+. (3.5)
Then it follows from (2.71), (3.4) and (3.5) that for 0 t  T ,∥∥ J (ε, t)∥∥2  Cε, (3.6)∥∥∂x J (ε, t)∥∥2  Cε, (3.7)∥∥∂t J (ε, t)∥∥2  Cε, (3.8)
and ∥∥x∂x J (ε, t)∥∥2  Cε. (3.9)
Hereafter, we write ϕ = (ϕ0,ϕ1,ϕ2)T instead of ϕε for simplicity. The equations that ϕ satisﬁes are
⎛
⎝ ∂tϕ0∂tϕ1
∂tϕ2
⎞
⎠+
⎛
⎜⎝
u 0 0
0 u θ
0 c
2
θ
u
⎞
⎟⎠
⎛
⎝ ∂xϕ0∂xϕ1
∂xϕ2
⎞
⎠
+
⎛
⎝ω0 0 ω10 0 0
ω2 0 ω3
⎞
⎠
⎛
⎝ϕ0ϕ1
ϕ2
⎞
⎠+
⎛
⎝τ0 0 τ1τ2 0 τ3
τ4 0 τ5
⎞
⎠
⎛
⎝ϕ0ϕ1
ϕ2
⎞
⎠
= ε2
⎛
⎝b0 0 00 b2 0
0 0 0
⎞
⎠
⎛
⎝ ∂
2
xϕ0
∂2xϕ1
∂2xϕ2
⎞
⎠+ 2ε2
⎛
⎝0 0 k00 0 0
0 0 0
⎞
⎠
⎛
⎝ ∂xϕ0∂xϕ1
∂xϕ2
⎞
⎠
+ ε2
⎛
⎝0 0 k20 0 0
⎞
⎠
⎛
⎝ϕ0ϕ1
⎞
⎠+ ε2
⎛
⎝ J0J1
⎞
⎠ (3.10)0 0 k3 ϕ2 J2
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ϕ0(0, t) = ϕ1(0, t) = 0, for t ∈ [0, T ], (3.11)
(ϕ0,ϕ1,ϕ2)
T (x,0) = 0, for x ∈ R+. (3.12)
Multiplying the matrix A0(x, t) deﬁned in (2.17) to Eqs. (3.10), we get the following symmetric system⎛
⎝1 0 00 β 0
0 0 δ
⎞
⎠
⎛
⎝ ∂tϕ0∂tϕ1
∂tϕ2
⎞
⎠+
⎛
⎝u 0 00 βu 1
0 1 δu
⎞
⎠
⎛
⎝ ∂xϕ0∂xϕ1
∂xϕ2
⎞
⎠
+
⎛
⎝ ω0 0 ω10 0 0
δω2 0 δω3
⎞
⎠
⎛
⎝ϕ0ϕ1
ϕ2
⎞
⎠+
⎛
⎝ τ0 0 τ1βτ2 0 βτ3
δτ4 0 δτ5
⎞
⎠
⎛
⎝ϕ0ϕ1
ϕ2
⎞
⎠
= ε2
⎛
⎝b0 0 00 βb2 0
0 0 0
⎞
⎠
⎛
⎝ ∂
2
xϕ0
∂2xϕ1
∂2xϕ2
⎞
⎠+ 2ε2
⎛
⎝0 0 k00 0 0
0 0 0
⎞
⎠
⎛
⎝ ∂xϕ0∂xϕ1
∂xϕ2
⎞
⎠
+ ε2
⎛
⎝0 0 k20 0 0
0 0 δk3
⎞
⎠
⎛
⎝ϕ0ϕ1
ϕ2
⎞
⎠+ ε2
⎛
⎝ J0β J1
δ J2
⎞
⎠ , (3.13)
which can be written as
∂tϕ0 + u∂xϕ0 + (ω0 + τ0)ϕ0 + (ω1 + τ1)ϕ2 = ε2b0∂2xϕ0 + 2ε2k0∂xϕ2 + ε2k2ϕ2 + ε2 J0, (3.14)
β∂tϕ1 + δ∂xϕ1 + ∂xϕ2 + βτ2ϕ0 + βτ3ϕ2 = ε2βb2∂2xϕ1 + ε2β J1, (3.15)
δ∂tϕ2 + ∂xϕ1 + δu∂xϕ2 + δ(ω2 + τ4)ϕ0 + δ(ω3 + τ5)ϕ2 = ε2δk3ϕ2 + ε2δ J2, (3.16)
where β and δ are the same as in (2.17).
3.2. Energy estimates
In the following, we use the notation that∥∥ϕ(t)∥∥2A0(t) = (ϕ0(t),ϕ0(t))+ (βϕ1(t),ϕ1(t))+ (δϕ2(t),ϕ2(t)),
with (·,·) denoting the inner product in L2(R+).
3.2.1. Basic L2 estimates
Lemma 3.1. The error term ϕ satisﬁes
sup
0tT
∥∥ϕ(t)∥∥2 + Cε2 1∑
j=0
T∫
0
∥∥∂xϕ j(τ )∥∥2 dτ  Cε5, (3.17)
where C is a uniform constant depending on supR+×[0,T ](|V ′|, |∂xV ′|, |∂t V ′|).
Proof. Taking the inner product in L2(R+) of (3.14) with ϕ0, we get by integration by parts that
1
2
d
dt
∥∥ϕ0(t)∥∥2 + ε2b0
∫
R+
|∂xϕ0|2 dx
= 1
2
∫
R+
∂xuϕ
2
0 dx−
∫
R+
(ω0 + τ0)ϕ20 dx−
∫
R+
(ω1 + τ1)ϕ2ϕ0 dx
+ 2ε2
∫
+
k0∂xϕ2ϕ0 dx+ ε2
∫
+
k2ϕ2ϕ0 dx+ ε2
∫
+
J0ϕ0 dx.R R R
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d
dt
‖ϕ0‖2 + Cε2
∫
R+
|∂xϕ0|2 dx C
∫
R+
|ϕ0|2 dx+ C
∫
R+
|ϕ2|2 dx+ Cε4
∫
R+
| J0|2 dx, (3.18)
where the boundary condition (3.11) have been used. Multiplying ϕ1 to (3.15), and integrating by parts with the condi-
tion (3.11) give that
1
2
d
dt
∫
R+
βϕ21 dx−
1
2
∫
R+
∂tβϕ
2
1 dx−
1
2
∫
R+
∂x(βu)ϕ
2
1 dx+
∫
R+
∂xϕ2 · ϕ1 dx
+
∫
R+
βτ2ϕ0ϕ1 dx+
∫
R+
βτ3ϕ2ϕ1 dx+ ε2βb2
∫
R+
|∂xϕ1|2 dx = ε2
∫
R+
β J1ϕ1 dx.
Then we have
1
2
d
dt
∫
R+
βϕ21 dx+ βb2ε2
∫
R+
|∂xϕ1|2 dx+
∫
R+
∂xϕ2 · ϕ1 dx
 C
∫
R+
|ϕ0|2dx+ C
∫
R+
|ϕ1|2 dx+ C
∫
R+
|ϕ2|2 dx+ Cε4
∫
R+
| J1|2 dx, (3.19)
where C is a constant depending on supR+×[0,T ](|V ′|, |∂xV ′|, |∂t V ′|). Similarly, due to assumption u(0, t) = 0, we get
1
2
d
dt
∫
R+
δϕ22 dx−
∫
R+
∂xϕ2 · ϕ1 dx
 C
∫
R+
|ϕ0|2 dx+ C
∫
R+
|ϕ2|2 dx+ Cε4
∫
R+
| J2|2 dx. (3.20)
Summing (3.18)–(3.20) up gives
1
2
d
dt
∥∥ϕ(t)∥∥2A0(t) + Cε2
1∑
j=0
∥∥∂xϕ j(t)∥∥2  C∥∥ϕ(t)∥∥2 + ε4∥∥ J (ε, t)∥∥2. (3.21)
By virtue of (1.11) and the fact that β and δ are positive and continuous, there exists a constant C0 depending on
supR+×[0,T ] |V ′| such that
2C−10
∥∥ϕ(t)∥∥2  ∥∥ϕ(t)∥∥2A0(t)  C0∥∥ϕ(t)∥∥2, for 0 t  T . (3.22)
Hence,
∥∥ϕ(t)∥∥2 + Cε2 1∑
j=0
t∫
0
∥∥∂xϕ j(τ )∥∥2 dτ  C
t∫
0
∥∥ϕ(τ )∥∥2 + Cε4
t∫
0
∥∥ J (ε, τ )∥∥2 dτ , for 0 t  T . (3.23)
In view of (2.72), we have
∫
R+
∣∣∣∣Ebd
(
ε,
x
ε
, t
)∣∣∣∣dx Cε, for 0 t  T ,
which together with (3.6), utilizing Gronwall’s inequality and then taking the supreme of t , concludes that
sup
0tT
∥∥ϕ(t)∥∥2 + Cε2 1∑
j=0
T∫
0
∥∥∂xϕ j(τ )∥∥2 dτ  Cε5. 
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We call (∂tϕ, x∂xϕ) the tangential derivatives of ϕ , and denote it by Dtanϕ . Before giving the tangential derivatives of ϕ ,
we ﬁrst list the following two lemmas.
Lemma 3.2. For some uniform constant C depending on supR+×[0,T ](|V ′|, |∂xV ′|, |∂t V ′|, |∂2xt V ′|), we have
d
dt
∥∥ψ(t)∥∥2 + Cε2 1∑
j=0
∫
R+
∣∣∂xψ j(t)∣∣2 dx C∥∥ψ(t)∥∥2 + C∥∥ϕ(t)∥∥2 + C∥∥x∂xϕ(t)∥∥2 + Cε3, (3.24)
where ψ(x, t) = ∂tϕ(x, t) (ψ0,ψ1,ψ2)T .
Proof. Using the notation ψ = ∂tϕ = (ψ0,ψ1,ψ2)T , we derive from Eqs. (3.14)–(3.16) and (2.70), that ψ satisﬁes the follow-
ing initial and boundary conditions
ψ0(0, t) = ψ1(0, t) = 0, (3.25)
and
lim
t→0+
ψ(x, t) = 0. (3.26)
It follows from (3.14) that ψ0 solves
∂tψ0 − ε2b0∂2x ψ0 + u∂xψ0 + (ω0 + τ0)ψ0 + (ω1 + τ1)ψ2
= 2ε2∂tk0∂xϕ2 + ε2∂tk2ϕ2 + 2ε2k0∂xψ2 − ∂t(ω1 + τ1)ϕ2
− ∂tu∂xϕ0 − ∂t(ω0 + τ0)ϕ0 + ε2k2ψ2 + ε2∂t J0. (3.27)
We multiply the above equation by ψ0 and integrate the resulting equation over R+ to obtain after integration by parts
that
1
2
d
dt
‖ψ0‖2 + ε2b0
∫
R+
|∂xψ0|2 dx− 1
2
∫
R+
∂xu|ψ0|2 dx+
∫
R+
(ω0 + τ0)|ψ0|2 dx
= 2ε2
∫
R+
∂tk0∂xϕ2 · ψ0 dx+ ε2
∫
R+
∂tk2ϕ2ψ0 dx+ 2ε2
∫
R+
k0∂xψ2 · ψ0 dx
−
∫
R+
∂t(ω1 + τ1)ϕ2ψ0 dx−
∫
R+
∂tu∂xϕ0 · ψ0 dx−
∫
R+
∂t(ω0 + τ0)ϕ0ψ0 dx
+ ε2
∫
R+
k2ψ2ψ0 dx+ ε2
∫
R+
∂t J0ψ0 dx−
∫
R+
(ω1 + τ1)ψ2ψ0 dx
 b0ε
2
2
∫
R+
|∂xψ0|2 dx+ C
∫
R+
|ϕ2|2 dx+ C
∫
R+
|ψ0|2 dx
+ C
∫
R+
|ψ2|2 dx+ C
∫
R+
|∂xϕ0|2 dx+ C
∫
R+
|ϕ0|2 dx+ Cε4
∫
R+
|∂t J0|2 dx, (3.28)
where we have used the Young’s inequality. Then
1
2
d
dt
‖ψ0‖2 + Cε2
∫
R+
|∂xψ0|2 dx
 C
∫
R+
|ϕ0|2 dx+ C
∫
R+
|ϕ2|2 dx+ C
∫
R+
|ψ0|2 dx
+ C
∫
R+
|ψ2|2 dx+ C
∫
R+
|∂xϕ0|2 dx+ Cε4
∫
R+
|∂t J0|2 dx. (3.29)
Similarly, it follows from Eq. (3.15) that
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= ε2∂t(βb2)∂2xϕ1 + ε2∂tβ J1 + ε2β∂t J1 − ∂t(βu)∂xϕ1
− ∂xψ2 − ∂t(βτ2)ϕ0 − ∂t(βτ3)ϕ2 − βτ2ψ0 − βτ3ψ2. (3.30)
Taking inner product with ψ1 in L2(R+) and integrating by parts yield
1
2
d
dt
∫
R+
β|ψ1|2 dx− 1
2
∫
R+
∂tβ|ψ1|2 dx+
∫
R+
∂xψ2 · ψ1 dx
− 1
2
∫
R+
∂x(βu)|ψ1|2 dx+ C1ε2
∫
R+
|∂xψ1|2 dx+
∫
R+
∂tβ|ψ1|2 dx
 ε2
∫
R+
∂t(βb2)∂
2
xϕ1ψ1 dx+ ε2
∫
R+
∂tβ J1ψ1 dx
+ ε2
∫
R+
β∂t J1 · ψ1 dx−
∫
R+
∂t(βu)∂xϕ1 · ψ1 dx−
∫
R+
βτ2ψ0ψ1 dx
−
∫
R+
∂t(βτ2)ϕ2ψ1 dx−
∫
R+
∂t(βτ3)ϕ2ψ1 dx−
∫
R+
βτ3|ψ2|2 dx
 C1ε
2
2
∫
R+
|∂xψ1|2 dx+ C
∫
R+
|∂xϕ1|2 dx+ Cε4
∫
R+
| J1|2 dx+ Cε4
∫
R+
|∂t J1|2 dx
+ C
∫
R+
|ψ1|2 dx+ C
∫
R+
|ψ0|2 dx+ C
∫
R+
|ϕ2|2 dx+ C
∫
R+
|ψ2|2 dx, (3.31)
where C1 is a uniform constant which is independent of ε.
1
2
d
dt
∫
R+
β|ψ1|2 dx+ Cε2
∫
R+
|∂xψ1|2 dx+
∫
R+
∂xψ2ψ1 dx
 C
∫
R+
|ϕ2|2 dx+ C
∫
R+
|ψ0|2 dx+ C
∫
R+
|ψ1|2 dx+ C
∫
R+
|ψ2|2 dx
+ Cε4
∫
R+
| J1|2 dx+ Cε4
∫
R+
|∂t J1|2 dx+ C
∫
R+
|∂xϕ1|2 dx. (3.32)
It is easy to check that ψ2 satisﬁes
δ∂tψ2 + δu∂xψ2 + (δω3 + δτ5)ψ2 + ∂tδψ2 − ε2δk3ψ2
= ε2∂t(δk3)ϕ2 + ε2∂tδ J2 + ε2δ∂t J2 − ∂xψ1 − ∂t(δu)∂xϕ2
− ∂t(δω2 + δτ4)ϕ0 − ∂t(δω3 + δτ5)ϕ2 + (δω2 + δτ4)ψ0. (3.33)
We multiply ψ2 on both sides and integrate over R+ to obtain
1
2
d
dt
∫
R+
δ|ψ2|2 dx− 1
2
∫
R+
∂tδ|ψ2|2 dx− 1
2
∫
R+
∂x(δu)|ψ2|2 dx
+
∫
R+
(δω3 + δτ5)|ψ2|2 dx+
∫
R+
∂tδ|ψ2|2 dx− ε2
∫
R+
δk3|ψ2|2 dx
= ε2
∫
R+
∂t(δk3)ϕ2ψ2 dx+ ε2
∫
R+
∂tδ J2ψ2 dx+ ε2
∫
R+
δ∂t J2ψ2 dx
−
∫
+
∂t(δu)∂xϕ2 · ψ2 dx−
∫
+
∂t(δω2 + δτ4)ϕ0 · ψ2 dx
R R
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R+
∂xψ1 · ψ2 dx−
∫
R+
∂t(δω3 + δτ5)ϕ2ψ2 dx+
∫
R+
(δω2 + δτ4)ψ0ψ2 dx. (3.34)
That is
1
2
d
dt
∫
R+
δ|ψ2|2 dx+
∫
R+
∂xψ1 · ψ2 dx
 I0 + C
∫
R+
|ϕ0|2 dx+ C
∫
R+
|ϕ2|2 dx+ C
∫
R+
|ψ0|2 dx
+ Cε4
∫
R+
| J2|2 dx+ Cε4
∫
R+
|∂t J2|2 dx+ C
∫
R+
|ψ2|2 dx, (3.35)
where
I0 =
∫
R+
∂t(δu)∂xϕ2 · ψ2 dx.
By virtue of u(0, t) = 0 and ∂tu(0, t) = 0, one ﬁnds that for ξ ∈ (0, x),
I0 =
∫
R+
∂t(δu)∂xϕ2 · ψ2 dx−
∫
R+
(
∂t(δu)(0, t)
)
∂xϕ2 · ψ2 dx
=
∫
R+
x∂2xt
(
δu(ξ, t)
)
∂xϕ2 · ψ2 dx C
∫
R+
|x∂xϕ2|2 dx+ C
∫
R+
|ψ2|2 dx.
Then we obtain
1
2
d
dt
∫
R+
δ|ψ2|2 dx+
∫
R+
∂xψ1 · ψ2 dx
 C
∫
R+
|ϕ0|2 dx+ C
∫
R+
|ϕ2|2 dx+ C
∫
R+
|ψ0|2 dx+ C
∫
R+
|ψ2|2 dx
+ Cε4
∫
R+
| J2|2 dx+ Cε4
∫
R+
|∂t J2|2 dx+ C
∫
R+
|x∂xϕ2|2 dx. (3.36)
Summing (3.29), (3.32) and (3.36) up, and noticing that∫
R+
∂xψ2 · ψ1 dx = −
∫
R+
∂xψ1 · ψ2 dx,
due to the boundary condition (3.25), we get
1
2
d
dt
∥∥ψ(t)∥∥2A0(t) + Cε2
1∑
j=0
∥∥∂xψ j(t)∥∥2
 C
(∥∥ψ(t)∥∥2 + ∥∥ϕ(t)∥∥2 + ε4∥∥ J (ε, t)∥∥2 + ε4∥∥∂t J (ε, t)∥∥2 + 1∑
j=0
∥∥∂xϕ j(t)∥∥2 + ∥∥x∂xϕ(t)∥∥2
)
.
Then by (3.6), (3.8) and together with Lemma 3.1, we conclude
1
2
d
dt
∥∥ψ(t)∥∥2 + Cε2 1∑
j=0
∥∥∂xψ j(t)∥∥2  C∥∥ψ(t)∥∥2 + C∥∥x∂xϕ(t)∥∥2 + Cε3.
Integrating over [0, T ], we get the conclusion of the lemma. 
Then, it requires us to estimate the term x∂xϕ(t), and this is given by the following lemma.
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d
dt
∥∥φˆ(t)∥∥2 + Cε2 1∑
j=0
∥∥∂xφˆ j(t)∥∥2  C∥∥φˆ(t)∥∥2 + C∥∥∂tϕ(t)∥∥2 + Cε3, (3.37)
where φˆ(x, t) = x∂xϕ  (φˆ0, φˆ1, φˆ2)T , and C is a uniform constant depending on the bounds of V ′, ∂xV ′, ∂t V ′, ∂2xt V ′, c0, c1 and x∂xV ′ .
Proof. Applying x∂x to Eqs. (3.14)–(3.16), using the notation φˆ(x, t) = x∂xϕ , one ﬁnds that φˆ0 satisﬁes the equation
∂t φˆ0 + ∂xuφˆ0 + xu∂2xϕ0 + x∂x(ω0 + τ0)ϕ0
+ (ω0 + τ0)φˆ0 + x∂x(ω1 + τ1)ϕ2 + (ω1 + τ1)φˆ2
= ε2b0x∂x
(
∂2xϕ0
)+ 2ε2∂xk0φˆ2 + 2k0xε2∂2xϕ2 + ε2k2φˆ2 + ε2x∂xk2ϕ2 + ε2x∂x J0. (3.38)
Multiplying φˆ0 to the equation and integrating by parts yield
1
2
d
dt
∥∥φˆ0∥∥2 = −
∫
R+
∂xu|φˆ0|2 dx−
∫
R+
xu∂2xϕ0 · ∂2xϕ0 dx
−
∫
R+
x∂x(ω0 + τ0)ϕ0φˆ0 dx−
∫
R+
(ω0 + τ0)|φˆ0|2 dx
−
∫
R+
x∂x(ω1 + τ1)ϕ2φˆ0 dx−
∫
R+
(ω1 + τ1)φˆ2φˆ0 dx
+ ε2b0
∫
R+
x∂x
(
∂2xϕ0
)
φˆ0 dx+ 2ε2
∫
R+
∂xk0φˆ2φˆ0 dx
+ 2ε2
∫
R+
k0x∂
2
xϕ2 · φˆ0 dx+ ε2
∫
R+
k0φˆ2φˆ0 dx
+ ε2
∫
R+
x∂xk0ϕ2φˆ0 dx+ ε2
∫
R+
x∂x J0φˆ0 dx
= 2ε2
∫
R+
∂xk0φˆ2φˆ0 dx−
∫
R+
∂xu|φˆ0|2 dx−
∫
R+
x∂x(ω0 + τ0)ϕ0φˆ0 dx
−
∫
R+
(ω0 + τ0)|φˆ0|2 dx+ ε
∫
R+
k0φˆ2φˆ0 dx+ ε2
∫
R+
x∂xk0ϕ2φˆ0 dx
+ ε2
∫
R+
x∂x J0φˆ0 dx+
∫
R+
(ω1 + τ1)φˆ2φˆ0 dx
−
∫
R+
x∂x(ω1 + τ1)ϕ2φˆ0 dx+
3∑
i=1
Ii . (3.39)
Here
I1 = b0ε2
∫
R+
x∂x
(
∂2xϕ0
)
φˆ0 dx,
I2 = 2ε2
∫
R+
k0x∂
2
xϕ2 · φˆ0 dx,
I3 = −
∫
R+
xu∂2xϕ0 · φˆ0 dx
can be estimated as follows:
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∫
R+
(
∂xφˆ0 − 2∂2xϕ0
)
φˆ0 dx
= −b0ε2
∫
R+
|∂xφˆ0|2 dx+ 2b0ε2
∫
R+
∂2xϕ0 · φˆ0 dx
= −b0ε2
∫
R+
|∂xφˆ0|2 dx− 2b0ε2
∫
R+
∂xϕ0∂xφˆ0 dx, (3.40)
|I2| Cε2
∣∣∣∣
∫
R+
x∂xϕ2∂xφˆ0 dx
∣∣∣∣+ Cε2
∣∣∣∣
∫
R+
∂xϕ2φˆ0 dx
∣∣∣∣
 Cε2
∣∣∣∣
∫
R+
φˆ2∂xφˆ0 dx
∣∣∣∣+ Cε2
∣∣∣∣
∫
R+
ϕ2∂xφˆ0 dx
∣∣∣∣, (3.41)
and
I3 = −
∫
R+
x2u∂2xϕ0∂xϕ0 dx
=
∫
R+
xu|∂xϕ0|2 dx+
∫
R+
x2∂xu|∂xϕ0|2 dx
=
∫
R+
u(x∂xϕ0)∂xϕ0 dx+
∫
R+
∂xu · |x∂xϕ0|2 dx
=
∫
R+
u∂xϕ0φˆ0 dx+
∫
R+
∂xu|φˆ0|2 dx. (3.42)
So,
1
2
d
dt
‖φˆ0‖2 + b0ε2
∫
R+
|∂xφˆ0|2 dx
 C
∫
R+
|ϕ0|2 dx+ C
∫
R+
|ϕ2|2 dx+ C
∫
R+
|φˆ0|2 dx+ C
∫
R+
|φˆ2|2 dx
+ C
∫
R+
|∂xϕ0|2 dx+ b0ε
2
2
∫
R+
|∂xφˆ0|2 dx+ Cε4
∫
R+
|x∂x J0|2 dx, (3.43)
i.e.
1
2
d
dt
‖φˆ0‖2 + Cε2
∫
R+
|∂xφˆ0|2 dx
 C
∫
R+
|ϕ0|2dx+ C
∫
R+
|ϕ2|2 dx+ C
∫
R+
|φˆ0|2 dx
+ C
∫
R+
|φˆ2|2 dx+ C
∫
R+
|∂xϕ0|2 dx+ Cε4
∫
R+
|x∂x J0|2 dx. (3.44)
Next, it follows from (3.15) that φˆ1 solves
β∂t φˆ1 + ∂x(βu)φˆ1 + x∂xβ∂tϕ1 + xβu∂2xϕ1 + x∂2xϕ2
+ x∂x(βτ2)ϕ2 + (βτ2)φˆ0 + x∂x(βτ3)ϕ2 + βτ3φˆ2
= ε2x∂x(βb2)∂2xϕ1 + ε2βb2x∂x
(
∂2xϕ1
)+ ε2x∂x(β J1). (3.45)
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1
2
d
dt
∫
R+
β|φˆ1|2 dx− 1
2
∫
R+
∂tβ|φˆ1|2 dx+
∫
R+
x∂xβ∂tϕ1 · φˆ1 dx
+
∫
R+
∂x(βu)|φˆ1|2 dx+
∫
R+
x∂2xϕ2 · φˆ1 dx+
∫
R+
x∂x(βτ2)ϕ2φˆ1 dx
+
∫
R+
(βτ2)φˆ0φˆ1 dx+
∫
R+
x∂x(βτ3)ϕ2φˆ1 dx+
∫
R+
(βτ3)φˆ2φˆ1 dx

6∑
j=4
Ii + ε2
∫
R+
x∂xβ J1φˆ1 dx+ ε2
∫
R+
βx∂x J1 · φˆ1 dx. (3.46)
Here
I4 = −
∫
R+
xβu∂2xϕ1φˆ1 dx,
I5 = ε2
∫
R+
βb2x∂x
(
∂2xϕ1
)
φˆ1 dx,
I6 = ε2
∫
R+
x∂x(βb2)∂
2
xϕ1 · φˆ1 dx
can be estimated as follows:
|I4|
∣∣∣∣
∫
R+
x2u∂2xϕ1∂xϕ1 dx
∣∣∣∣

∣∣∣∣
∫
R+
xu(∂xϕ1)
2 dx
∣∣∣∣+
∣∣∣∣
∫
R+
x2∂xu(∂xϕ1)
2 dx
∣∣∣∣

∣∣∣∣
∫
R+
u∂xϕ1 · φˆ1 dx
∣∣∣∣+
∣∣∣∣
∫
R+
∂xu(φˆ1)
2 dx
∣∣∣∣, (3.47)
|I5| C2ε2
∣∣∣∣
∫
R+
(
∂2x φˆ1 − 2∂2xϕ1
) · φˆ1 dx
∣∣∣∣
 C2ε2
∫
R+
|∂xφˆ1|2 dx+ 2C2ε2
∫
R+
|∂xϕ1∂xφˆ1|dx
 2C2ε2
∫
R+
|∂xφˆ1|2 dx+ C2ε2
∫
R+
|∂xϕ1|2 dx, (3.48)
where C2 is a uniform constant which is independent of ε.
|I6| Cε2
∣∣∣∣
∫
R+
∂2xϕ1 · φˆ1 dx
∣∣∣∣ Cε2
∫
R+
|∂xϕ1∂xφˆ1|dx
 Cε2
∫
R+
|∂xϕ1|2 dx+ Cε2
∫
R+
|∂xφˆ1|2 dx. (3.49)
So,
1
2
d
dt
∫
+
β|φˆ1|2 dx+
∫
+
x∂2xϕ2φˆ1 dx+ C1ε2
∫
+
∣∣∂2x φˆ1∣∣dx
R R R
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2
∫
R+
∂tβ|φˆ1|2 dx−
∫
R+
x∂xβ∂tϕ1 · φˆ1 dx−
∫
R+
∂x(βu)|φˆ1|2 dx
−
∫
R+
x∂x(βτ2)ϕ2φˆ1 dx−
∫
R+
(βτ2)φˆ0φˆ1 dx−
∫
R+
x∂x(βτ3)ϕ2φˆ1 dx
−
∫
R+
(βτ3)φˆ2φˆ1 dx+
∣∣∣∣
∫
R+
u∂xϕ1 · φˆ1 dx
∣∣∣∣+
∣∣∣∣
∫
R+
∂xu(φˆ1)
2 dx
∣∣∣∣
+ Cε2
∫
R+
|∂xϕ1|2 dx+ Cε2
∫
R+
|∂xφˆ1|2 dx
 C
∫
R+
|φˆ0|2 dx+ C
∫
R+
|φˆ1|2 dx+ C
∫
R+
|φˆ2|2 dx+ C
∫
R+
|ϕ2|2 dx
+ C
∫
R+
|∂tϕ1|2 dx+ C
∫
R+
|∂xϕ1|2 dx+ C2
2
ε2
∫
R+
|∂xφˆ1|2 dx
+ Cε4
∫
R+
| J1|2 dx+ Cε4
∫
R+
|x∂x J1|2 dx, (3.50)
i.e.
1
2
d
dt
∫
R+
β|φˆ1|2 dx+ Cε2
∫
R+
|∂xφˆ1|2 dx+
∫
R+
x∂2xϕ2φˆ1 dx
 C
∫
R+
|φˆ0|2 dx+ C
∫
R+
|φˆ1|2 dx+ C
∫
R+
|φˆ2|2 dx+ C
∫
R+
|ϕ2|2 dx
+ C
∫
R+
|∂tϕ1|2 dx+ C
∫
R+
|∂xϕ1|2 dx+ Cε4
∫
R+
| J1|2 dx+ Cε4
∫
R+
|x∂x J1|2 dx. (3.51)
Similarly, one can show that φˆ2 satisﬁes
δ∂t φˆ2 + ∂x(δu)φˆ2 + x∂xδ · ∂tϕ2 + xu∂2xϕ1 + xuδ∂2xϕ2 + (δω3 + δτ5)φˆ2
+ x∂x(δω2 + δτ4)ϕ0 + (δω2 + δτ4)φˆ0 + x∂x(δω3 + δτ5)ϕ2
= ε2δk3φˆ2 + ε2x∂x(δk3)ϕ2 + ε2x∂xδ · J2 + ε2δ · x∂x J2. (3.52)
Taking inner product in L2(R+) with φˆ2, and integrating give us the following estimate
1
2
d
dt
∫
R+
δ|φˆ2|2 dx+
∫
R+
x∂xδ∂tϕ2 · φˆ2 dx+
∫
R+
∂x(δu)|φˆ2|2 dx
+
∫
R+
x∂2xϕ1 · φˆ2 dx+
∫
R+
x∂x(δω2 + δτ4)ϕ0φˆ2 dx
+
∫
R+
(δω2 + δτ4)φˆ0φˆ2 dx+
∫
R+
x∂x(δω3 + δτ5)ϕ2φˆ2 dx+
∫
R+
(δω3 + δτ5)|φˆ2|2 dx
=
∫
R+
xδ∂2xϕ2φˆ2 dx+ ε2
∫
R+
δk3|φˆ2|2 dx+ 1
2
∫
R+
∂tδ|φˆ2|2 dx
+ ε2
∫
R+
x∂x(δk3)ϕ2φˆ2 dx+ ε2
∫
R+
x∂xδ · J2φˆ2 dx+ ε2
∫
R+
δx∂x J2φˆ2 dx. (3.53)
Note that∫
+
xδ∂2xϕ2φˆ2 dx = −
∫
+
∂x(δu)|φˆ2|2 dx−
∫
+
δu∂xϕ2φˆ2 dxR R R
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∫
R+
∂x(δu)|φˆ2|2 dx−
∫
R+
(
δu(x, t) − δu(0, t))∂xϕ2φˆ2 dx
= −
∫
R+
∂x(δu)|φˆ2|2 dx−
∫
R+
∂x(δu)(ξ, t)|φˆ2|2 dx, ξ ∈ (0, x). (3.54)
So,
1
2
d
dt
∫
R+
δ|φˆ2|2 dx+
∫
R+
x∂2xϕ1φˆ2 dx
 C
∫
R+
|ϕ0|2 dx+ C
∫
R+
|ϕ2|2 dx+ C
∫
R+
|φˆ0|2 dx+ C
∫
R+
|φˆ2|2 dx
+ C
∫
R+
|∂tϕ2|2 dx+ Cε4
∫
R+
| J2|2 dx+ Cε4
∫
R+
|x∂x J2|2 dx. (3.55)
Summing (3.44), (3.51) and (3.55) up and noticing that∫
R+
x∂2xϕ1φˆ2 dx = −
∫
R+
∂xϕ1φˆ2 dx−
∫
R+
x∂xϕ1∂xφˆ2 dx
= −
∫
R+
∂xϕ1 · φˆ2 dx−
∫
R+
φˆ1∂xφˆ2 dx
= −
∫
R+
∂xϕ1 · φˆ2 dx−
∫
R+
φˆ1∂x(x∂xϕ2)dx
= −
∫
R+
∂xϕ1 · φˆ2 dx−
∫
R+
xφˆ1∂
2
xϕ2 dx−
∫
R+
φˆ1∂xϕ2 dx
= −
∫
R+
∂xϕ1 · φˆ2 dx−
∫
R+
x∂2xϕ2 · φˆ1 dx−
∫
R+
x∂xϕ1∂xϕ2 dx
= −2
∫
R+
∂xϕ1 · φˆ2 dx−
∫
R+
x∂2xϕ2 · φˆ1 dx,
together with Lemma 3.1, we get
1
2
d
dt
∥∥φˆ(t)∥∥2A0(t) + Cε2
1∑
j=0
∥∥∂xφˆ j(t)∥∥2
 C
∥∥φˆ(t)∥∥2 + C‖ϕ‖2 + C∥∥∂tϕ(t)∥∥2
+ C
1∑
j=0
∥∥∂xϕ j(t)∥∥2 + Cε4∥∥ J (ε, t)∥∥2 + Cε4∥∥x∂x J (ε, t)∥∥2
 C
∥∥φˆ(t)∥∥2 + C∥∥∂tϕ(t)∥∥2 + Cε3 + Cε5. (3.56)
Due to (3.22), (3.6) and (3.9) the above inequality is equivalent to
1
2
d
dt
∥∥φˆ(t)∥∥2 + Cε2 1∑
j=0
∥∥∂xφˆ j(t)∥∥2  C∥∥φˆ(t)∥∥2 + C∥∥∂tϕ(t)∥∥2 + Cε3, (3.57)
which implies
1
2
d
dt
∥∥x∂xϕ(t)∥∥2 + Cε2 1∑∥∥∂x(x∂xϕ j)(t)∥∥2  C∥∥x∂xϕ(t)∥∥2 + C∥∥∂tϕ(t)∥∥2 + Cε3.  (3.58)
j=0
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tives Dtanϕ .
Proposition 3.1. It holds that
sup
0tT
∥∥Dtanϕ(t)∥∥2 + Cε2 1∑
j=0
T∫
0
∥∥∂xDtanϕ(t)∥∥2 dt  Cε3, (3.59)
where C is the same as in Lemma 3.3.
Proof. Add (3.24) and (3.58), then we have
d
dt
∥∥Dtanϕ(t)∥∥2 + Cε2 1∑
j=0
∥∥∂xDtanϕ(t)∥∥2  C∥∥Dtanϕ(t)∥∥2 + Cε3. (3.60)
In view of the fact that both ψ and φˆ satisfy the zero initial conditions, using Gronwall’s inequality yields∥∥Dtanϕ(t)∥∥2  Cε3. (3.61)
Then combining (3.60), one shows that
∥∥Dtanϕ(t)∥∥2 + Cε2 1∑
j=0
T∫
0
∥∥∂xDtanϕ(t)∥∥2 dt  Cε3. (3.62)
Taking supreme with respect to time t implies the desired conclusion. 
3.2.3. Normal derivatives estimates
It remains to estimate the normal derivatives of ϕ . We have the following lemma.
Lemma 3.4. The normal derivatives of ϕ satisfy
sup
0tT
1∑
j=0
‖∂xϕ j‖2  Cε2, (3.63)
and
sup
0tT
‖∂xϕ2‖2  Cε, (3.64)
where C is a uniform constant depending on the bounds of V ′, ∂xV ′, ∂t V ′, ∂2xt V ′, c0, c1 and x∂xV ′ .
Proof. From (3.21) and using Young’s inequality, we obtain
ε2
1∑
j=0
‖∂xϕ j‖2 −12
d
dt
∥∥ϕ(t)∥∥2A0(t) + C∥∥ϕ(t)∥∥2 + ε4∥∥ J (ε, t)∥∥2
 C
(
ε
∥∥∂tϕ(t)∥∥+ ε−1∥∥ϕ(t)∥∥+ ∥∥ϕ(t)∥∥)+ Cε5
 Cε4 + Cε5, (3.65)
where we have used Lemma 3.1 and Proposition 3.1. Thus
sup
0tT
1∑
j=0
‖∂xϕ j‖2  Cε2. (3.66)
We now turn to estimate ∂xϕ2, which will be denoted by ϕ˘2. Differentiating Eq. (3.16) with respect to x and combing
Eq. (3.15), we derive
δ∂t ϕ˘2 + δu∂xϕ˘2 + (δω3 + δτ5)ϕ˘2 + 12 ϕ˘2 + ∂x(δu)ϕ˘2 − ε2δk3ϕ˘2 = Q(ε, x, t), (3.67)ε βb2
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Q(ε, x, t) = − 1
ε2βb2
(
β∂tϕ1 + βu∂xϕ1 + βτ2ϕ0 + βτ3ϕ2 − ε2β J1
)
− ∂xδ∂tϕ2 − ∂x(δω2 + δτ4)ϕ0 − (δω2 + δτ4)∂xϕ0
− ∂x(δω3 + δτ5)ϕ2 + ε2∂x(δk3)ϕ2 + ε2∂xδ · J2 + ε2δ∂x J2.
Multiplying ϕ˘2 and integrating by parts give
1
2
d
dt
∫
R+
δ|ϕ˘2|2 dx− 1
2
∫
R+
∂tδ|ϕ˘2|2 dx+ 1
2
∫
R+
∂x(δu)|ϕ˘2|2 dx
+
∫
R+
(δω3 + δτ5)|ϕ˘2|2 dx+ 1
ε2βb2
∫
R+
|ϕ˘2|2 dx− ε2
∫
R+
δk3|ϕ˘2|2 dx
=
∫
R+
Q(ε, x, t)ϕ˘2 dx,
where∫
R+
Q(ε, x, t)ϕ˘2 dx =
∫
R+
(
εQ(ε, x, t))(1
ε
ϕ˘2
)
dx
= −
∫
R+
1
εb2
∂tϕ1
(
1
ε
ϕ˘2
)
dx−
∫
R+
u′
εb2
∂xϕ1
(
1
ε
ϕ˘2
)
dx−
∫
R+
τ2
εb2
ϕ0
(
1
ε
ϕ˘2
)
dx
−
∫
R+
τ3
εb2
ϕ2ϕ˘2 dx+
∫
R+
ε J1ϕ2
(
1
ε
ϕ˘2
)
dx−
∫
R+
∂x(δω3 + δτ5)ϕ2ϕ˘2 dx
−
∫
R+
∂xδ∂tϕ2ϕ˘2 dx−
∫
R+
∂x(δω2 + δτ4)ϕ0ϕ˘2 dx−
∫
R+
∂x(δω2 + δτ4)∂xϕ0 · ϕ˘2 dx
+ ε2
∫
R+
∂x(δk3)ϕ2ϕ˘2 dx+ ε2
∫
R+
∂xδ · J2ϕ˘2 dx+ ε2
∫
R+
δ∂x J2ϕ˘2 dx
 C
ε2
∫
R+
|∂tϕ1|2 dx+ 1
2βb2ε2
∫
R+
|ϕ˘2|2 dx+ C
ε2
∫
R+
|∂xϕ1|2 dx+ C
∫
R+
|∂tϕ2|2 dx
+ C
ε2
∫
R+
|ϕ0|2 dx+ ε2
∫
R+
| J1|2 dx+ C
∫
R+
|∂tϕ1|2 dx+ C
∫
R+
|ϕ0|2 dx
+ Cε4
∫
R+
|ϕ2|2 dx+ C
∫
R+
|ϕ2|2 dx+ C
∫
R+
|∂xϕ0|2 dx
+ Cε4
∫
R+
| J2|2 dx+ Cε4
∫
R+
|∂x J2|2 dx. (3.68)
Then
1
2
d
dt
∫
R+
δ|ϕ˘2|2 dx+ C
ε2
∫
R+
|ϕ˘2|2 dx
 C
∫
R+
|ϕ˘2|2 dx+ C
ε2
∫
R+
|ϕ0|2 dx+ C
ε2
∫
R+
|∂tϕ1|2 dx+ C
ε2
∫
R+
|∂xϕ1|2 dx
+ ε2
∫
R+
| J1|2 dx+ C
∫
R+
|∂tϕ2|2 dx+ C
∫
R+
|∂xϕ0|2 dx
+ C
∫
+
|ϕ2|2 dx+ Cε4
∫
+
| J2|2 dx+ Cε4
∫
+
|∂x J2|2 dx C
∫
+
|ϕ˘2|2 dx+ Cε, (3.69)
R R R R
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Since ϕ˘2(x,0) = 0, then by Gronwall’s inequality, we get
‖ϕ˘2‖2  Cε. (3.70)
Thus the proof of Lemma 3.4 is completed. 
3.2.4. Pointwise estimates
Now, we can show the pointwise estimate for the error terms. We have
Proposition 3.2. The error term ϕ = (ϕ0,ϕ1,ϕ2)T satisﬁes the following estimates for any 0 < ε < 1 that
sup
R+×[0,T ]
∣∣ϕ0(x, t)∣∣ Cε7/4, (3.71)
sup
R+×[0,T ]
∣∣ϕ1(x, t)∣∣ Cε7/4, (3.72)
and
sup
R+×[0,T ]
∣∣ϕ2(x, t)∣∣ Cε3/2. (3.73)
Proof. As a consequence of Lemma 3.1, Proposition 3.1, and the Sobolev inequality, we obtain that
sup
R+×[0,T ]
∣∣ϕ2(x, t)∣∣√2 sup
0tT
∥∥ϕ02(x, t)∥∥1/2∥∥∂xϕ2(x, t)∥∥1/2  Cε3/2, (3.74)
and
sup
R+×[0,T ]
∣∣ϕ j(x, t)∣∣√2 sup
0tT
∥∥ϕ j(x, t)∥∥1/2∥∥∂xϕ j(x, t)∥∥1/2 Cε7/4, j = 0,1.  (3.75)
We next return to the original notations of the problem. Deﬁne the correction term Rε as
Rε = (Rε0,Rε1,Rε2)T
=
2∑
i=1
εiai(x, t) + Vbd
(
ε,
x
ε
, t
)
, (3.76)
and
Eε =
(
1
R + Cv R
ε
0,
1
2
Rε1,
1
4R
Rε2
)T
. (3.77)
Then it follows from the previous discussions, one can obtain the following uniform stability result for the linearized Navier–
Stokes equations (1.12)–(1.14), which immediately implies Theorem 1.1.
Theorem 3.1. Let m  13 be an integer. Suppose that the initial data V0 ∈ Hm(R+) satisﬁes the compatibility condition of order
[m2 ] − 1 for (1.12)–(1.14) for any ε > 0 and the compatibility condition of order [m] − 1 for (1.20)–(1.22). Then the solution V ε of the
initial boundary value problem of the linearized Navier–Stokes equations (1.12)–(1.14), the solution V 0 of the initial boundary value
problem of the linearized Euler equations (1.20)–(1.22), and the correcting term Eε deﬁned in (3.77) exist uniquely in the spaces such
that
V ε ∈
[m2 ]⋂
j=0
C j
([0, T ]; Hm−2 j(R+)), (3.78)
V 0 ∈
[m]⋂
j=0
C j
([0, T ]; Hm− j(R+)), (3.79)
Eε ∈
[m2 ]−15⋂
C j
([0, T ]; Hm−15− j(R+)), (3.80)j=0
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sup
(x,t)∈R+×[0,T ]
∣∣ε − 0 − Eε2∣∣ Cε3/2, (3.81)
sup
(x,t)∈R+×[0,T ]
∣∣uε − u0 − Eε1∣∣ Cε7/4, (3.82)
and
sup
(x,t)∈R+×[0,T ]
∣∣θε − θ0 − Eε0∣∣ Cε7/4, (3.83)
where C is a uniform constant depending on supR+×[0,T ](|V ′|, |∂t V ′|, |∂xV ′|, |∂2xt V ′|, |x∂xV ′|).
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