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Abstract
We study a coisometry that intertwines Popescu’s presentations of minimal isometric
dilations of a given operator tuple and of a coisometric lifting of the tuple. Using this we
develop an outgoing Cuntz scattering system which gives rise to an input-output formalism.
A transfer function is introduced for the system. We also compare the transfer function
and the characteristic function for the associated lifting.
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1 Introduction
The model of repeated interaction between quantum systems has been recently studied in [6]
and an outgoing Cuntz scattering system was associated to the model. In [4] the authors gave
a vast generalization of the Gohm’s repeated interaction model using the theory of liftings of
row contractions. We recall that in the generalized repeated interaction model of [4] we have
the following operator theoretic data:
Let H and K be complex separable Hilbert spaces such that H˜ be a subspace of H and
ΩK be a distinguished unit vector of K. Let P be a d-dimensional Hilbert space with an
orthonormal basis {ǫj}
d
j=1, and U : H⊗K → H⊗P and U˜ : H˜ ⊗K → H˜⊗P be two unitaries
such that
U(h˜⊗ ΩK) = U˜(h˜⊗ ΩK) for each h˜ ∈ H˜. (1.1)
The unitary U : H⊗K → H⊗P can be decomposed as
U(h⊗ ΩK) =
d∑
j=1
E∗j h⊗ ǫj for each h ∈ H,
1
where Ej ’s are some operators in B(H), for j = 1, . . . , d. Likewise there exist some operators
Cj’s in B(H˜) such that
U˜(h˜⊗ΩK) =
d∑
j=1
C∗j h˜⊗ ǫj for each h˜ ∈ H˜.
Observe that
∑d
j=1EjE
∗
j = I and
∑d
j=1CjC
∗
j = I, i.e., E and C are coisometric tuples.
Then equation (1.1) yields that E∗j h˜ = C
∗
j h˜ for each h˜ ∈ H˜, i.e., the tuple E is a lifting (cf. [3])
of the tuple C. In this article we proceed in the opposite way, viz. we start with coisometric
d-tuples E = (E1, . . . , Ed) and C = (C1, . . . , Cd) such that the tuple E is a lifting of the tuple
C, then associate a pair of unitaries to it but satisfying similar relations as above and then
study the model.
The article is organized as follows: After associating a pair of unitaries to a given coisometric
lifting as stated above, we identify a coisometry which intertwines corresponding minimal
isometric dilations in section 2. We investigate the properties of this coisometry and express
it as a limit of certain compositions of these unitaries. The Cuntz scattering system was
introduced in [2] using the generalization of Lax-Phillips scattering system to a multivariate
operator setting. In section 3 we study the forward part of a Cuntz scattering system which
is called as an outgoing Cuntz scattering system in [2]. Let Λ˜ denote the free semi group with
generators 1, . . . , d. Using an input-output formalism we define a colligation of operators [2]
which gives rise to a Λ˜-linear system
∑
U,U˜ . An application of the generalized Fourier transform
to the Λ˜-linear system
∑
U,U˜ under zero initial condition leads to the input-output relation
yˆ(z) = ΘU,U˜ uˆ(z)
between the Fourier transforms of input and output variables where ΘU,U˜ is the transfer func-
tion of the system. These transfer functions are multi-analytic operators. There are other
approaches to transfer functions in [12] and [5].
Popescu introduced the characteristic function in [8] of a row contraction, and system-
atically developed an extensive theory of row contractions (cf. [9], [10]). We use some of
the concepts from Popescu’s theory in this work. In [3] Dey and Gohm described a class of
multi-analytic operators which classify certain class of liftings and called them characteristic
functions for liftings. We find a relation between the transfer function and the characteristic
function for the associated lifting.
The followingmulti-index notation will be used frequently in this article. Suppose T1, . . . , Td ∈
B(L) for a Hilbert space L. If α ∈ Λ˜ is a word α1 . . . αn with length |α| = n where each
αj ∈ {1, . . . , d}, then Tα denotes Tα1 . . . Tαn . For the empty word ∅ we define |∅| = 0 and
T∅ = I. The full Fock space over C
d denoted by Γ is the Hilbert space
Γ := C⊕ Cd ⊕ (Cd)⊗
2
⊕ . . .⊕ (Cd)⊗
m
⊕ . . . .
The element 1 ⊕ 0 ⊕ . . . of Γ is called the vacuum vector. Let {e1, . . . , ed} be the standard
orthonormal basis of Cd. For α = α1 . . . αm ∈ Λ˜, eα will denote the vector eα1⊗ . . .⊗eαm in the
full Fock space Γ and e∅ will denote the vacuum vector. {eα : α ∈ Λ˜} forms an orthonormal
basis of the full Fock space.
2 Unitaries Associated to a Coisometric Lifting
In this section we construct a coisometry associated to a coisometric lifting which plays an
important role in this article. For simplicity we assume that d is finite throughout this article
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but all the results here can be derived also for d = ∞. A tuple T = (T1, . . . , Td) of bounded
linear operators on a Hilbert space L is said to be a row contraction if
∑d
j=1 TjT
∗
j ≤ I. In
particular if
∑d
j=1 TjT
∗
j = I, then the tuple T = (T1, . . . , Td) is called a coisometric. If Tj ’s are
isometries with orthogonal ranges, then the tuple T = (T1, . . . , Td) is called a row isometry.
Consider a row contraction T as a row operator from
⊕d
1 L to L. Define DT := (I − T
∗T )
1
2 :⊕d
1 L →
⊕d
1 L and let DT := Range DT . The (left) creation operators Lj ’s on Γ are defined
by Ljx = ej ⊗ x for 1 ≤ j ≤ d and x ∈ Γ. The tuple L = (L1, . . . , Ld) is a row isometry.
Popescu in [7] gave the following explicit presentation of the minimal isometric dilation of T
by V on Lˆ = L ⊕ (Γ⊗DT ) :
Vj(ℓ⊕
∑
α∈Λ˜
eα ⊗ dα) = Tjℓ⊕ [e∅ ⊗ (DT )jℓ+ ej ⊗
∑
α∈Λ˜
eα ⊗ dα] (2.1)
where ℓ ∈ L, dα ∈ DT , and (DT )j : L →
⊕d
1 L is defined for j = 1, . . . , d by the (DT )jℓ =
DT (0, . . . , ℓ, . . . , 0) with ℓ is embedded at the j
th component. If in addition T is the coisometric
tuple, then V is also the coisometric tuple.
Let C = (C1, . . . , Cd) be a coisometric tuple on a Hilbert space HC , E = (E1, . . . , Ed) be
a coisometric lifting of C = (C1, . . . , Cd) on a Hilbert space HE ⊃ HC and
Ej =
(
Cj 0
Bj Aj
)
(2.2)
for j = 1, . . . , d with respect to the decomposition HE = HC⊕H
⊥
C . From now on we denote H
⊥
C
by HA. Let V̂
E
= (V̂ E1 , . . . , V̂
E
d ) and V̂
C
= (V̂ C1 , . . . , V̂
C
d ) be minimal isometric dilations of the
form given by equation (2.1) for tuples E and C on Hilbert spaces ĤE = HE ⊕ (Γ⊗DE) and
ĤC = HC⊕(Γ⊗DC) respectively. Let P be a d-dimensional Hilbert space with an orthonormal
basis {ǫ1, . . . , ǫd}. We define operators U˜ : HC ⊕DC →HC ⊗P and U : HE ⊕DE →HE ⊗P
as follows:
U˜(h˜⊕ y) :=
d∑
j=1
(C∗j h˜+ (DC)
∗
jy)⊗ ǫj =
d∑
j=1
(V̂ Cj )
∗(h˜⊕ e∅ ⊗ y)⊗ ǫj,
U(h⊕ η) :=
d∑
j=1
(E∗j h+ (DE)
∗
jη)⊗ ǫj =
d∑
j=1
(V̂ Ej )
∗(h⊕ e∅ ⊗ η)⊗ ǫj
where h˜ ∈ HC , y ∈ DC , h ∈ HE , and η ∈ DE.
We show that U˜ and U are unitaries. From the fact that V̂
C
= (V̂ C1 , . . . , V̂
C
d ) is a coiso-
metric tuple, it follows that U˜ is an isometry. We claim that U˜ is a surjective map. For∑d
j=1 h˜j ⊗ ǫj ∈ HC ⊗ P
U˜(
d∑
j=1
(Cj h˜j ⊕ (DC)jh˜j) =
d∑
j=1
U˜(Cj h˜j ⊕ (DC)jh˜j)
=
d∑
j=1
( d∑
i=1
(C∗i Cj h˜j + (DC)
∗
i (DC)j h˜j)⊗ ǫi
)
=
d∑
j=1
h˜j ⊗ ǫj
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where the last equality uses
(DC)
∗
i (DC)j =
{
−C∗i Cj if i 6= j;
I − C∗jCj if i = j.
Thus U˜ is unitary. Similarly it can be shown that U is also unitary.
For the main theorem of this section, we need to introduce some operators. Let us define
U˜1 : ĤC →HC ⊗ P ⊕
(⊕
m≥1
((Cd)⊗
m
⊗DC)
)
by the formula
U˜1(h˜⊕
∑
α∈Λ˜
eα ⊗ yα) =
d∑
j=1
(
(C∗j h˜+ (DC)
∗
jy∅)⊗ ǫj
)
⊕
∑
|α|≥1
eα ⊗ yα (2.3)
where h˜ ∈ HC and yα ∈ DC . For each n ≥ 2, let
U˜n : HC ⊗ P[1,n−1] ⊕
( ⊕
m≥n−1
((Cd)⊗
m
⊗DC)
)
→HC ⊗ P[1,n] ⊕
( ⊕
m≥n
((Cd)⊗
m
⊗DC)
)
be defined for h˜j1,...,jn−1 ∈ HC and yj1...jn−1 , yα ∈ DC by
U˜n
( d∑
j1,...,jn−1=1
(h˜j1...jn−1 ⊗ ǫj1 ⊗ . . . ⊗ ǫjn−1)
⊕
d∑
j1,...,jn−1=1
(ej1 ⊗ . . .⊗ ejn−1 ⊗ yj1...jn−1)⊕
∑
|α|≥n
eα ⊗ yα
)
=
d∑
j1,...,jn=1
(
(C∗jnh˜j1...jn−1 + (DC)
∗
jnyj1...jn−1)⊗ ǫj1 ⊗ . . .⊗ ǫjn
)
⊕
∑
|α|≥n
eα ⊗ yα. (2.4)
It can be seen that U˜n is unitary for each n ≥ 1, with the suitable modifications of the
arguments which are used in proving U˜ is unitary.
Similarly, we define the unitary operator U1 : ĤE → HE ⊗ P ⊕
(⊕
m≥1
((Cd)⊗
m
⊗ DE)
)
by
the following formula
U1(h⊕
∑
α∈Λ˜
eα ⊗ ηα) =
d∑
j=1
(
(E∗j h+ (DE)
∗
jη∅)⊗ ǫj
)
⊕
∑
|α|≥1
eα ⊗ ηα (2.5)
where h ∈ HE and ηα ∈ DE . For each n ≥ 2, define the unitary
Un : HE ⊗ P[1,n−1] ⊕
( ⊕
m≥n−1
((Cd)⊗
m
⊗DE)
)
→HE ⊗ P[1,n] ⊕
(⊕
m≥n
((Cd)⊗
m
⊗DE)
)
for hj1...jn−1 ∈ HE and ηj1...jn−1 , ηα ∈ DE by
Un
( d∑
j1,...,jn−1=1
(hj1...jn−1 ⊗ ǫj1 ⊗ . . . ⊗ ǫjn−1)
⊕
d∑
j1,...,jn−1=1
(ej1 ⊗ . . .⊗ ejn−1 ⊗ ηj1...jn−1)⊕
∑
|α|≥n
eα ⊗ ηα
)
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=d∑
j1,...,jn=1
(
(E∗jnhj1...jn−1 + (DE)
∗
jnηj1...jn−1) ⊗ ǫj1 ⊗ . . . ⊗ ǫjn
)
⊕
∑
|α|≥n
eα ⊗ ηα. (2.6)
Since E is a lifting of C, E∗j h˜ = C
∗
j h˜ for each h˜ ∈ HC . It follows from equations (2.3),
(2.4), (2.5), and (2.6) that
U˜1h˜ = U1h˜ and U˜n(h˜⊗ ǫj1 ⊗ . . . ⊗ ǫjn−1) = Un(h˜⊗ ǫj1 ⊗ . . .⊗ ǫjn−1) (2.7)
for each h˜ ∈ HC , 1 ≤ j1, . . . , jn−1 ≤ d, and n ≥ 2. For each n ≥ 1, let Qn denote the
orthogonal projection of ĤC on to HC ⊕
( ⊕
m≤n−1
((Cd)⊗
m
⊗ DC)
)
, and let Pn denote the
orthogonal projection of HE ⊗ P[1,n] ⊕
(⊕
m≥n
((Cd)⊗
m
⊗DE)
)
on to HC ⊗ P[1,n].
We are now ready to prove the main result of this section.
Theorem 2.1. If Pn and Qn are the orthogonal projections as defined above for each n ≥ 1,
then
sot− lim
n→∞
U˜∗1 . . . U˜
∗
nPnUn . . . U1.
exists. This limit is a coisometry, say Ŵ : ĤE → ĤC . Its adjoint Ŵ
∗ : ĤC → ĤE is given by
sot− lim
n→∞
U∗1 . . . U
∗
nU˜n . . . U˜1Qn
Here sot denotes for the strong operator topology.
Proof. Let us begin by the dense linear manifold
⋃
l≥1
(
HC ⊕
( ⊕
m≤l−1
((Cd)⊗
m
⊗DC)
))
of ĤC .
Assume h˜ ∈ H˜ and yα ∈ DC for all α ∈ Λ˜ such that |α| ≤ k − 1, for some positive integer k.
We show that
lim
n→∞
U∗1 . . . U
∗
nU˜n . . . U˜1Qn
(
h˜⊕
∑
|α|≤k−1
eα ⊗ yα
)
exists. For each n ≥ 1, set sn = U
∗
1 . . . U
∗
nU˜n . . . U˜1Qn
(
h˜ ⊕
∑
|α|≤k−1
eα ⊗ yα
)
. It follows from
equation (2.7) that sk = sk+j for each j ≥ 1. Thus
lim
n→∞
U∗1 . . . U
∗
nU˜n . . . U˜1Qn
(
h˜⊕
∑
|α|≤k−1
eα ⊗ yα
)
exists and it is sk. We observe that
‖ lim
n→∞
U∗1 . . . U
∗
nU˜n . . . U˜1Qn
(
h˜⊕
∑
|α|≤k−1
eα ⊗ yα
)
= ‖sk‖
= ‖U∗1 . . . U
∗
k U˜k . . . U˜1Qk
(
h˜⊕
∑
|α|≤k−1
eα ⊗ yα
)
‖
= ‖U∗1 . . . U
∗
k U˜k . . . U˜1
(
h˜⊕
∑
|α|≤k−1
eα ⊗ yα
)
‖
= ‖h˜⊕
∑
|α|≤k−1
eα ⊗ yα‖.
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Hence sot− lim
n→∞
U∗1 . . . U
∗
nU˜n . . . U˜1Qn defines an isometry on the dense linear manifold
⋃
l≥1
(
HC⊕
( ⊕
m≤l−1
((Cd)⊗
m
⊗ DC)
))
of ĤC . By continuity, it extends to an isometry R̂ from ĤC to ĤE .
Its adjoint R̂∗ : ĤE → ĤC is a coisomerty and so just need to rename R̂
∗ as Ŵ .
Let h ∈ HE and ηα ∈ DE for all α ∈ Λ˜ such that |α| ≤ k − 1, for some positive integer k.
Let n ≥ k, h˜ ∈ HC and yβ ∈ DC for all β ∈ Λ˜, |β| ≤ n− 1. Then〈
Ŵ
(
h⊕
∑
|α|≤k−1
eα ⊗ ηα
)
, h˜⊕
∑
|β|≤n−1
eβ ⊗ yβ
〉
=
〈
h⊕
∑
|α|≤k−1
eα ⊗ ηα, U
∗
1 . . . U
∗
nU˜n . . . U˜1Qn
(
h˜⊕
∑
|β|≤n−1
eβ ⊗ yβ
)〉
=
〈
U˜∗1 . . . U˜
∗
nPnUn . . . U1
(
h⊕
∑
|α|≤k−1
eα ⊗ ηα
)
, h˜⊕
∑
|β|≤n−1
eβ ⊗ yβ
〉
.
It follows from the above calculations that
QnŴ
(
h⊕
∑
|α|≤k−1
eα ⊗ ηα
)
= U˜∗1 . . . U˜
∗
nPnUn . . . U1
(
h⊕
∑
|α|≤k−1
eα ⊗ ηα
)
.
By the fact that sot− lim
n→∞
Qn = I, we conclude that
Ŵ
(
h⊕
∑
|α|≤k−1
eα ⊗ ηα
)
= lim
n→∞
U˜∗1 . . . U˜
∗
nPnUn . . . U1
(
h⊕
∑
|α|≤k−1
eα ⊗ ηα
)
.
Finally, we extend this formula to the whole of ĤE by continuity.
The following result shows that the coisometry Ŵ and its adjoint Ŵ ∗ intertwine the tuples
V̂
E
and V̂
C
.
Proposition 2.2. For j = 1, . . . , d, Ŵ V̂ Ej = V̂
C
j Ŵ and V̂
E
j Ŵ
∗ = Ŵ ∗V̂ Cj .
Proof. Let h ∈ HE and ηα ∈ DE for all α ∈ Λ˜ such that
∑
α∈Λ˜ ‖ηα‖
2 < ∞. Suppose h˜ ∈ HC
and yβ ∈ DC for all β ∈ Λ˜ such that |β| ≤ n− 1, for some positive integer n. Then〈
Ŵ V̂ Ej
(
h⊕
∑
α∈Λ˜
eα ⊗ ηα
)
, h˜⊕
∑
|β|≤n−1
eβ ⊗ yβ
〉
=
〈
V̂ Ej
(
h⊕
∑
α∈Λ˜
eα ⊗ ηα
)
, Ŵ ∗
(
h˜⊕
∑
|β|≤n−1
eβ ⊗ yβ
)〉
=
〈
Ejh+ e∅ ⊗ (DE)jh+ ej ⊗
∑
α∈Λ˜
eα ⊗ ηα, U
∗
1 . . . U
∗
nU˜n . . . U˜1
(
h˜⊕
∑
|β|≤n−1
eβ ⊗ yβ
)〉
=
〈
U∗1
(
h⊗ ǫj ⊕ ej ⊗
∑
α∈Λ˜
eα ⊗ ηα
)
, U∗1 . . . U
∗
nU˜n . . . U˜2
( d∑
i=1
((C∗i h˜+ (DC)
∗
i y∅)⊗ ǫi)
⊕
∑
1≤|β|≤n−1
eβ ⊗ yβ
)〉
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=
〈(
h⊗ ǫj ⊕ ej ⊗
∑
α∈Λ˜
eα ⊗ ηα
)
, U∗2 . . . U
∗
nU˜n . . . U˜2
( d∑
i=1
((C∗i h˜+ (DC)
∗
i y∅)⊗ ǫi)
⊕
∑
1≤|β|≤n−1
eβ ⊗ yβ
)〉
=
〈
h⊕
∑
α∈Λ˜
eα ⊗ ηα, U
∗
1 . . . U
∗
n−1U˜n−1 . . . U˜1
(
C∗j h˜+ (DC)
∗
jy∅ ⊕ L
∗
j ⊗ I(
∑
1≤|β|≤n−1
eβ ⊗ yβ)
)〉
=
〈
h⊕
∑
α∈Λ˜
eα ⊗ ηα, Ŵ
∗(V̂ Cj )
∗
(
h˜⊕
∑
|β|≤n−1
eβ ⊗ yβ
)〉
=
〈
V̂ Cj Ŵ
(
h⊕
∑
α∈Λ˜
eα ⊗ ηα
)
, h˜⊕
∑
|β|≤n−1
eβ ⊗ yβ
〉
.
Thus Ŵ V̂ Ej = V̂
C
j Ŵ for j = 1, . . . , d.
Ŵ ∗V̂ Cj
(
h˜⊕
∑
|α|≤n−1
eα ⊗ yα
)
= Ŵ ∗U˜∗1
(
h˜⊗ ǫj ⊕ ej ⊗
∑
|α|≤n−1
eα ⊗ yα
)
= U∗1 . . . U
∗
n+1U˜n+1 . . . U˜1U˜
∗
1
(
h˜⊗ ǫj ⊕ ej ⊗
∑
|α|≤n−1
eα ⊗ yα
)
= U∗1U
∗
2 . . . U
∗
n+1U˜n+1 . . . U˜2
(
h˜⊗ ǫj ⊕ ej ⊗
∑
|α|≤n−1
eα ⊗ yα
)
= V̂ Ej Ŵ
∗
(
h˜⊕
∑
|α|≤n−1
eα ⊗ yα
)
.
By continuity, this extends to all of ĤC . So V̂
E
j Ŵ
∗ = Ŵ ∗V̂ Cj for j = 1, . . . , d.
We have (V̂ Ej )
∗h˜ = E∗j h˜ = C
∗
j h˜ and (V̂
C
j )
∗h˜ = C∗j h˜ for each h˜ ∈ HC , i.e., HC is covariant
under V̂ Ej and V̂
C
j . Thus V̂
E
j (HA ⊕ (Γ⊗DE)) ⊂ HA ⊕ (Γ⊗DE) and V̂
C
j (Γ⊗DC) ⊂ Γ⊗DC .
Define V Ej := V̂
E
j |HA⊕(Γ⊗DE) : HA ⊕ (Γ ⊗ DE) → HA ⊕ (Γ ⊗ DE) and V
C
j := V̂
C
j |Γ⊗DC :
Γ⊗DC → Γ⊗DC . In fact, V
C
j = Lj ⊗ IDC . Further note that Ŵ h˜ = h˜ and Ŵ
∗h˜ = h˜ for each
h˜ ∈ HC . Define
W ∗ := Ŵ ∗|Γ⊗DC : Γ⊗DC →HA ⊕ (Γ⊗DE).
It can be seen that W , the adjoint ofW ∗, is given by Ŵ |HA⊕(Γ⊗DE) : HA⊕(Γ⊗DE)→ Γ⊗DC .
Then it follows from Proposition 2.2 that
WV Ej = V
C
j W and V
E
j W
∗ =W ∗V Cj for j = 1, . . . , d.
3 Outgoing Cuntz Scattering System, Transfer Function and
Characteristic Function of Lifting
In order to define an outgoing Cuntz scattering system, we need the following:
Definition 3.1. (1) Let T = (T1, . . . , Td) be a row isometry on a Hilbert space L. A sub-
space M of L is called wandering subspace with respect to T if
TαM⊥ TβM for distinct α, β ∈ Λ˜.
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(2) A tuple T = (T1, . . . , Td) on a Hilbert space L is called a row unitary if T is a row
isometry and spanj=1,...,dTjL = L.
(3) A tuple T = (T1, . . . , Td) on a Hilbert space L is called row shift if T is a row isometry and
there exits a wandering subspace M of L with respect to T such that L = ⊕α∈Λ˜TαM.
We omit the proofs of the Theorem 3.3 and Theorem 3.5 in this section because they follow
using similar arguments as those in sections 4 and 5 of [4]. In Chapter 5 of [2] an outgoing
Cuntz scattering system is defined as a collection
(V = (V1, . . . , Vd), L, G
+
∗ , G)
such that V is a row isometry on the Hilbert space L, and G+∗ and G are subspaces of L such
that
(a) G+∗ is the smallest V−invariant subspace containing
E∗ := L ⊖ spanj=1,...,dVjL;
thus V |G+∗ is a row shift and G
+
∗ =
⊕
α∈Λ˜ VαE∗.
(b) V |G is a row shift; thus G =
⊕
α∈Λ˜ VαE where E := G ⊖ spanj=1,...,dVjG.
Our goal is to find an outgoing Cuntz scattering system inside our model. Let as before E
be a coisometric lifting of a row contraction C by A and V̂
E
be the minimal isometric dilation
of E of the form given by equation (2.1). First we show that tuples V̂
E
= (V̂ E1 , . . . , V̂
E
d )
and V E = (V E1 , . . . , V
E
d ) on Hilbert spaces ĤE and HA ⊕ (Γ ⊗ DE) are row unitary and
row isometry respectively. Since V̂
E
= (V̂ E1 , . . . , V̂
E
d ) is the minimal isometric dilation of
E = (E1, . . . , Ed), it follows that V̂
E
j ’s are isometries with orthogonal ranges. So V
E
j ’s are
isometries with orthogonal ranges, because
V Ej = V̂
E
j |HA⊕(Γ⊗DE) : HA ⊕ (Γ⊗DE)→HA ⊕ (Γ⊗DE) for j = 1, . . . , d.
Thus V E = (V E1 , . . . , V
E
d ) is a row isometry. Also
∑d
j=1 V̂
E
j (V̂
E
j )
∗ = I, i.e., V̂
E
= (V̂ E1 , . . . , V̂
E
d )
is a row unitary. Define E∗ := W
∗(e∅ ⊗ DC). We claim that E∗ is a wandering subspace with
respect to V E . It is enough to prove that
W ∗(e∅ ⊗DC) ⊥ spanj=1,...,dV
E
j (HA ⊕ (Γ⊗DE)),
since V Ej ’s are isometries with orthogonal ranges. If y ∈ DC , ha ∈ HA, and
∑
α∈Λ˜ eα ⊗ ηα ∈
Γ⊗DE, then
〈 W ∗(e∅ ⊗ y), V
E
j (ha ⊕
∑
α∈Λ˜
eα ⊗ ηα) 〉
= 〈 U∗1 U˜1(e∅ ⊗ y), Ejha ⊕ e∅ ⊗ (DE)jha ⊕
∑
α∈Λ˜
ej ⊗ eα ⊗ ηα 〉
= 〈
d∑
i=1
(
(DC)
∗
i y∅ ⊗ ǫi
)
, U1
(
Ejha ⊕ e∅ ⊗ (DE)jha ⊕
∑
α∈Λ˜
ej ⊗ eα ⊗ ηα
)
〉
= 〈
d∑
i=1
(
(DC)
∗
i y∅ ⊗ ǫi
)
,
d∑
i=1
(
(E∗i Ejha + (DE)
∗
i (DE)jha)⊗ ǫi
)
⊕
∑
α∈Λ˜
ej ⊗ eα ⊗ ηα 〉
= 〈
d∑
i=1
(
(DC)
∗
i y∅ ⊗ ǫi
)
, ha ⊗ ǫj ⊕
∑
α∈Λ˜
ej ⊗ eα ⊗ ηα 〉 = 0,
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for j = 1, . . . , d. The last equality holds because (DC)
∗
i y∅ ∈ HC for i = 1, . . . , d and ha ∈ HA.
So our claim is established.
Our next aim is to prove that
E∗ =
(
HA ⊕ (Γ⊗DE)
)
⊖ spanj=1,...,dV
E
j
(
HA ⊕ (Γ⊗DE)
)
.
The proof of the above claim shows that
E∗ =W
∗(e∅ ⊗DC) ⊂
(
HA ⊕ (Γ⊗DE)
)
⊖ spanj=1,...,dV
E
j
(
HA ⊕ (Γ⊗DE)
)
. (3.1)
To show the reverse inclusion, let
x ∈
(
HA ⊕ (Γ⊗DE)
)
⊖ spanj=1,...,dV
E
j
(
HA ⊕ (Γ⊗DE)
)
.
We can write x = u⊕ v where u ∈W ∗(e∅ ⊗DC) and v ∈
(
HA ⊕ (Γ⊗DE)
)
⊖W ∗(e∅ ⊗DC). It
follows from equation (3.1) that
u ∈
(
HA ⊕ (Γ⊗DE)
)
⊖ spanj=1,...,dV
E
j
(
HA ⊕ (Γ⊗DE)
)
.
Then v = x− u ∈
(
HA ⊕ (Γ⊗DE)
)
⊖ spanj=1,...,dV
E
j
(
HA ⊕ (Γ⊗DE)
)
, i.e.,
v ⊥ spanj=1,...,dV
E
j
(
HA ⊕ (Γ⊗DE)
)(
= spanj=1,...,dV̂
E
j
(
HA ⊕ (Γ⊗DE)
))
. (3.2)
Since v ⊥ HC = Ŵ
∗HC and v ⊥W
∗(e∅ ⊗DC) = Ŵ
∗(e∅ ⊗DC), we conclude that
v ⊥ spanj=1,...,dV̂
E
j HC . (3.3)
By equations (3.2) and (3.3), we see that v ⊥ spanj=1,...,dV̂
E
j ĤE. We get v ⊥ ĤE, since
V̂
E
= (V̂ E1 , . . . , V̂
E
d ) is a row unitary. Thus v = 0, and therefore x = u ∈ W
∗(e∅ ⊗ DC). This
proves the reverse inclusion. Define G := Γ ⊗ DE . Since V
E
j |G = Lj ⊗ IDE , it follows that
V E |G = (V
E
1 |G , . . . , V
E
d |G) is a row isometry, and e∅ ⊗ DE is a wandering subspace of G with
respect to V E |G such that
G =
⊕
α∈Λ˜
V Eα (e∅ ⊗DE).
Thus V E |G = (V
E
1 |G , . . . , V
E
d |G) is a row shift.
We summarize the preceding discussion in the following:
Theorem 3.2. A collection
(V E = (V E1 , . . . , V
E
d ),HA ⊕ (Γ⊗DE),G
+
∗ =
⊕
α∈Λ˜
V Eα E∗,G =
⊕
α∈Λ˜
V Eα E)
is an outgoing Cuntz scattering system where E∗ =W
∗(e∅ ⊗DC) and E = e∅ ⊗DE.
Take the input space as DE and the output space as DC . If
C˜ :=
d∑
j=1
(DC)jPHCE
∗
j : HE → DC and D˜ :=
d∑
j=1
(DC)jPHC (DE)
∗
j : DE → DC
where PHC is the orthogonal projection of HE on to HC , then we define a colligation of
operators [2] as follows:
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CU,U˜ :=


E∗1 (DE)
∗
1
...
...
E∗d (DE)
∗
d
C˜ D˜

 : HE ⊕DE →
d⊕
j=1
HE ⊕DC .
Consider the following Λ˜-linear system
∑
U,U˜ or non-commutative Fornasini-Marchesini system
in (cf. [1]) associated to the colligation CU,U˜ :
x(jα) = E∗j x(α) + (DE)
∗
ju(α) and y(α) = C˜x(α) + D˜u(α)
where j = 1, . . . , d and α, jα are words in Λ˜, and
x : Λ˜→HE, u : Λ˜→ DE , y : Λ˜→ DC .
Let z = (z1, . . . , zd) be a d-tuple of formal non-commuting indeterminates. Define Fourier
transforms of x, u and y as
xˆ(z) =
∑
α∈Λ˜
x(α)zα, uˆ(z) =
∑
α∈Λ˜
u(α)zα, yˆ(z) =
∑
α∈Λ˜
y(α)zα
respectively where zα = zαn . . . zα1 for α = αn . . . α1 ∈ Λ˜. If we assume that x(∅) = 0 and
z-variables commute with the coefficients, then we get the input-output relation
yˆ(z) = ΘU,U˜(z)uˆ(z)
where ΘU,U˜ as a formal non-commutative power series is given by the following:
ΘU,U˜(z) :=
∑
α∈Λ˜
Θ
(α)
U,U˜
zα := D˜ + C˜
∑
β∈Λ˜
j=1,...,d
(Eβ¯)
∗(DE)
∗
jz
βj .
Here β¯ = β1 . . . βn is the reverse of β = βn . . . β1 and Θ
(α)
U,U˜
are operators from DE to DC .
We refer ΘU,U˜ as transfer function associated to the unitaries U and U˜ . For a Hilbert space
V, a non-commutative analogue of Hardy space is the space ℓ2(Λ˜,V) of formal power series
g(z) =
∑
α∈Λ˜ gαz
α with ‖g‖2
ℓ2
=
∑
α∈Λ˜ ‖gα‖
2 <∞ where gα ∈ V. The following theorem shows
that the formal non-commutative power series ΘU,U˜ turns out to be a contractive operator
between Hilbert spaces.
Theorem 3.3. The map MΘ
U,U˜
: ℓ2(Λ˜,DE)→ ℓ
2(Λ˜,DC) defined by
MΘ
U,U˜
uˆ(z) := ΘU,U˜ (z)uˆ(z)
is a contraction .
MΘ
U,U˜
intertwines with right translation i.e.,
MΘ
U,U˜
(
∑
α∈Λ˜
u(α)zαzi) =MΘ
U,U˜
(
∑
α∈Λ˜
u(α)zα)zi
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for i = 1, . . . , d. ThusMΘ
U,U˜
is a multi-analytic operator (cf. [9]). SinceMΘ
U,U˜
is a contractive
operator, the transfer function ΘU,U˜ ∈ Snc,d(DE ,DC) (non-commutative d-variable Schur class,
cf. section 2.4 of [2]) where
Snc,d(DE ,DC) := {T (z) =
∑
α∈Λ˜
Tαz
α : MT : ℓ
2(Λ˜,DE)→ ℓ
2(Λ˜,DC) satisfies ‖MT ‖ ≤ 1}.
Next we show that the transfer function coincides with the characteristic function of lifting
[3]. Define unitaries ΨC : ℓ
2(Λ˜,DC)→ Γ⊗DC and
ΨE : DEz
∅ → e∅ ⊗DE by
ΨC
(∑
α∈Λ˜
yαz
α
)
=
∑
α∈Λ˜
eα¯ ⊗ yα and ΨE(ηz
∅) = e∅ ⊗ η
respectively where yα ∈ DC and η ∈ DE . We observe that C˜ vanishes on HC by the following
argument. For h˜ ∈ HC we have
C˜h˜ =
d∑
j=1
(DC)jPHCE
∗
j h˜ =
d∑
j=1
(DC)jPHCC
∗
j h˜ =
d∑
j=1
(DC)jC
∗
j h˜ = DCC
∗h˜.
Since C is a coisometric tuple, the operator DC is the orthogonal projection. So we have
C˜h˜ = D2CC
∗h˜ = (I − C∗C)C∗h˜ = (C∗ − C∗C C∗)h˜ = (C∗ − C∗)h˜ = 0. (3.4)
The second last equality follows by C is a coisometric tuple. Further, for ha ∈ HA
C˜ha =
d∑
j=1
(DC)jPHCE
∗
j ha =
d∑
j=1
(DC)jPHC (B
∗
j ha ⊕A
∗
jha)
=
d∑
j=1
(DC)jB
∗
jha = DCB
∗ha = B
∗ha. (3.5)
The last equality holds because DC is the orthogonal projection and Range B
∗ ⊂ DC . Define
D∗,A := (I − AA
∗)2 : HA → HA and D∗,A := Range D∗,A. Since E is a coisometric lifting
of C, it follows from Theorem 2.1 of [3] that there exist an isometry γ : D∗,A → DC with
γD∗,Aha = B
∗ha for each ha ∈ HA. By equation (3.5), we have
C˜ha = γD∗,Aha for each ha ∈ HA. (3.6)
We recall the following expansion of the symbol of the characteristic function MC,E :
Γ⊗DE → Γ⊗DC of lifting E of C from [3]: For h ∈ HC
ΘC,E(DE)ih = e∅ ⊗ [(DC)ih− γD∗,ABih]−
∑
|α|≥1
eα ⊗ γD∗,A(Aα)
∗Bih, (3.7)
and for h ∈ HA
ΘC,E(DE)ih = −e∅ ⊗ γD∗,AAih+
∑
j=1,...,d
ej ⊗
∑
α∈Λ˜
eα ⊗ γD∗,A(Aα)
∗(δijI −A
∗
jAi)h (3.8)
where i = 1, . . . , d.
11
Theorem 3.4. The transfer function ΘU,U˜ and the characteristic function ΘC,E are related
by the formula
ΨCΘU,U˜(z) = ΘC,EΨE.
In other words, the transfer function ΘU,U˜ coincides with the characteristic function ΘC,E.
Proof. Let h ∈ HE. For i = 1, . . . , d
ΨCΘU,U˜((DE)ihz
∅) = ΨC [D˜ z
∅ +
∑
β∈Λ˜,j=1,...,d
C˜(Eβ¯)
∗(DE)
∗
jz
βj ]((DE)ihz
∅)
= ΨC [D˜(DE)ih z
∅ +
∑
β∈Λ˜,j=1,...,d
C˜(Eβ¯)
∗(DE)
∗
j (DE)ih z
βj ]. (3.9)
Case 1. For h ∈ HC and i = 1, . . . , d
D˜(DE)ih =
d∑
j=1
(DC)jPHC (DE)
∗
j (DE)ih =
d∑
j=1
(DC)jPHC (δijI − E
∗
jEi)h
= (DC)ih−
( d∑
j=1
(DC)jPHCE
∗
j
)
Eih = (DC)ih− C˜Eih
= (DC)ih− C˜(Cih⊕Bih) = (DC)ih− C˜Bih. (3.10)
The last equality follows by equation (3.4). The second part of equation (3.9) simplifies to∑
β∈Λ˜,j=1,...,d
C˜(Eβ¯)
∗(DE)
∗
j (DE)ih z
βj =
∑
β∈Λ˜,j=1,...,d
C˜(Eβ¯)
∗(δijI − E
∗
jEi)h z
βj
=
∑
β∈Λ˜
C˜(Eβ¯)
∗h zβi −
∑
β∈Λ˜,j=1,...,d
C˜(Eβ¯)
∗E∗jEih z
βj .
By equation (3.4) it follows that∑
β∈Λ˜,j=1,...,d
C˜(Eβ¯)
∗(DE)
∗
j(DE)ih z
βj = −
∑
β∈Λ˜,j=1,...,d
C˜(Eβ¯)
∗E∗jEih z
βj
= −
∑
β∈Λ˜,j=1,...,d
C˜(Eβ¯)
∗
(
(C∗jCi +B
∗
jBi)h⊕A
∗
jBih
)
zβj
= −
∑
β∈Λ˜,j=1,...,d
C˜(Aβ¯)
∗A∗jBih z
βj
= −
∑
|α|≥1
C˜(Aα¯)
∗Bih z
α. (3.11)
The equality which is second from below in the above equation array follows by equation (3.4).
By equations (3.9), (3.10), and (3.11), we have for i = 1, . . . , d and h ∈ HC
ΨCΘU,U˜((DE)ihz
∅) = ΨC [(DC)ih− C˜Bih) z
∅ −
∑
|α|≥1
C˜(Aα¯)
∗Bih z
α]
= e∅ ⊗ ((DC)ih− C˜Bih)−
∑
|α|≥1
eα¯ ⊗ C˜(Aα¯)
∗Bih
= e∅ ⊗ [(DC)ih− γD∗,ABih]−
∑
|α|≥1
eα¯ ⊗ γD∗,A(Aα¯)
∗Bih.
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By equation (3.7) we obtain
ΨCΘU,U˜ ((DE)ihz
∅) = ΘC,E(e∅ ⊗ (DE)ih)
= ΘC,EΨE((DE)ihz
∅). (3.12)
Case 2. For h ∈ HA and i = 1, . . . , d
D˜(DE)ih =
d∑
j=1
(DC)jPHC (DE)
∗
j (DE)ih =
d∑
j=1
(DC)jPHC (δijI − E
∗
jEi)h
= (DC)iPH˜h−
( d∑
j=1
DjPHCE
∗
j
)
Eih = −C˜Aih. (3.13)
Consider again the second part of equation (3.9).∑
β∈Λ˜,j=1,...,d
C˜(Eβ¯)
∗(DE)
∗
j (DE)ih z
βj =
∑
β∈Λ˜,j=1,...,d
C˜(Eβ¯)
∗(δijI − E
∗
jEi)h z
βj
=
∑
β∈Λ˜,j=1,...,d
C˜(Aβ¯)
∗(δijI −A
∗
jAi)h z
βj . (3.14)
The last equality follows from equation (3.4). By equations (3.9), (3.13), and (3.14), we have
for i = 1, . . . , d and h ∈ HA
ΨCΘU,U˜((DE)ihz
∅) = ΨC [−C˜Aih z
∅ +
∑
β∈Λ˜,j=1,...,d
C˜(Aβ¯)
∗(δijI −A
∗
jAi)h z
βj]
= −e∅ ⊗ C˜Aih+
∑
β∈Λ˜,j=1,...,d
ej ⊗ eβ¯ ⊗ C˜(Aβ¯)
∗(δijI −A
∗
jAi)h)
= −e∅ ⊗ γD∗,AAih+
∑
β∈Λ˜,j=1,...,d
ej ⊗ eβ¯ ⊗ γD∗,A(Aβ¯)
∗(δijI −A
∗
jAi)h.
Equation (3.8) yields
ΨCΘU,U˜ ((DE)ihz
∅) = ΘC,E(e∅ ⊗ (DE)ih
= ΘC,EΨE((DE)ihz
∅). (3.15)
We infer from equations (3.12) and (3.15) that
ΨCΘU,U˜ = ΘC,EΨE.
We extend the unitary ΨE to a unitary (also denoted by ΨE) from HA ⊕ ℓ
2(Λ˜,DE) on to
HA ⊕ (Γ⊗DE) by
ΨE(ha ⊕
∑
α∈Λ˜
ηαz
α) = (ha ⊕
∑
α∈Λ˜
eα¯ ⊗ ηα)
where ha ∈ HA and ηα ∈ DE . Using the unitaries ΨC ,ΨE, and the coisometry W of section 2
we define ΨW by the following commutative diagram:
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HA ⊕ (Γ⊗DE)
W
//
Ψ−1
E

Γ⊗DC
Ψ−1
C

HA ⊕ ℓ
2(Λ˜,DE)
ΨW
// ℓ2(Λ˜,DC),
(3.16)
i.e., ΨW = Ψ
−1
C WΨE. Similar to Theorem 5.1 of [4] we have
Theorem 3.5. The operator ΨW satisfies the relation
ΨW |ℓ2(Λ˜,DE) =MΘU,U˜ .
Observe that we also obtain
W |e∅⊗DE = ΘC,E.
Acknowledgement: The author is thankful to Santanu Dey for many helpful discussions.
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