A time series clustering algorithm based on the use of the total variation distance between normalized spectra as a measure of dissimilarity is proposed in this work. The oscillatory behavior of the series is thus considered the central characteristic for classification purposes. The proposed algorithm is compared to several other methods which are also based on features extracted from the original series and the results show that its performance is comparable to the best methods available and in some tests it outperforms the rest. As an application the algorithm is used to determine stationary periods for random sea waves, both in simulations and on a real data set, a problem in which changes between stationary sea states are usually slow.
Introduction
In this work a clustering procedure for time series based on the use of the total variation distance between normalized spectral densities is proposed. The approach is thus based on classifying time series in the frequency domain by consideration of the similarity between their oscillatory characteristics.
In general, clustering is a procedure whereby a set of unlabeled data is divided into groups so that members of the same group are similar, while members of different groups differ as much as possible. The problem of clustering when the data points are time series has received a lot of attention in recent times. Liao [20] gives a revision of the field up to 2005 while Kavitha and Punithavalli [16] survey work on clustering of time series data streams, a problem we will not deal with in this paper. A thorough revision of the literature in recent years is outside the scope of this work, but the subject has found applications in very diverse fields such as the identification of similar physicochemical properties of amino acid sequences [31] , analysis of fMRI data [12] , detection of groups of stocks sharing synchronous time evolutions with a view towards portfolio optimization [4] , finding groups of similar river flow time series for regional classification [8] and microarray data analysis [7] , to name but a few.
According to Liao [20] there are three approaches to time series clustering: methods based on comparison of raw data, feature-based methods, where the similarity between time series is gauged through features extracted from the raw data, and methods based on parameters from models adjusted to the data. Our approach falls in the second category, and the feature used is the spectral density of the corresponding time series. The similarity between two time series is measured by the total variation distance between their normalized spectra. The total variation (TV) distance is frequently used to measure differences between probability measures, and therefore requires the normalization of spectral densities, so that the integral of the normalized spectral density is equal to one. This is equivalent to normalizing the time series so that its variance is equal to one. Hence we focus on differences in the distribution of the variance as a function of frequency rather than differences in the total variance present. The use of the total variation distance for the analysis of spectral differences in the context of spectral analysis of random waves was proposed by Alvarez-Esteban & Ortega [2] and also considered in Euán, et al. [9, 10] .
Once the spectra for the time series have been estimated and normalized, the TV distances between all pairs are calculated and used to build a dissimilarity matrix, which is then fed to a hierarchical clustering algorithm. Several linkage criteria were used with an agglomerative algorithm and Dunn's index was employed for deciding the optimal number of clusters.
Many clustering algorithms have been devised for time series, and to compare their performance Pértega and Vilar [29] proposed a series of tests. To test the efficiency of our algorithm the same tests were used. Since our interest lies in applications to random wave data, another test using families of spectral densities frequently used in Oceanography was also carried out. These tests show that, in most cases, the performance of the proposed algorithm compares with the best available, and in some cases it outperforms the rest.
Random processes have been used to model sea waves since the 50's with the work of Longuett-Higgins [21] . Models based on random processes have proved useful, allowing the study of several wave features (see, e.g., Ochi [26] ). A class of models very often used to study sea waves in deep seas with standard conditions are stationary centered Gaussian processes ( [1, 26] ). The stationarity hypothesis allows the use of Fourier spectral analysis to study the wave energy distribution as a function of frequency. In particular, this spectral analysis is related with several features of interest, such as the significant wave height (H s ) or the dominant or peak period (T p ), that can be computed from the spectral distribution or from its moments (see, e.g, Ochi [26] ). On the other hand, Gaussian models, beyond being a good first order approximation, allow obtaining explicit expressions for the distribution of parameters of interest for engineers and oceanographers.
However, both hypotheses, stationarity and Gaussianity, have limitations. It is clear that in the medium/long-term the sea is non-stationary. Thus, the use of stationary models is limited in time, depending on the specific sea conditions at the place of study. In other words, the sea state at a specific point can be regarded (or modeled) as an alternating sequence of stationary and transition periods (between the stationary periods).
The problem of duration of sea states is linked to the detection of change-points in time series. However, the methods employed to this effect usually assume that changes in the time series occur instantaneously or in a very brief period of time, which is not usually the case for waves, where changes take time to develop. This problem has been studied by several authors from different points of view. Ortega and Hernández [28] compared the results of using two methods, detection of changes by penalized contrasts proposed by Lavielle [17, 18, 19] and the smoothed localized complex exponentials (SLEX), introduced by Ombao et al. [27] , with unsatisfactory results. Soukissian and Samalekos [34] propose a segmentation method for significant wave height based on determining periods of stability, increase and decrease using time-series and local regression techniques. Hernández and Ortega [14] consider a method based on calculating mean values over moving windows, and using a fixed-width band to determine change points in the wave-height data. Other studies (Soukissian and Theochari [35] , Monbet and Prevosto [25] , Monbet, Aillot and Prevosto [24] ) have focused on the joint distribution of certain wave parameters, both from the point of view of estimation and from the point of view of simulation, with the purpose of obtaining duration distribution parameters through Monte Carlo methods. Jenkins [15] considers the problem from the perspective of estimating the fractal (Hausdorff) dimension.
As an application of time series clustering we propose a new method for determining stationary periods for random waves, that takes into account the fact that transitions are not instantaneous and take some time to develop. The point of view switches from the detection of change points to the identification of time intervals during which the behavior of the wave height time series is stable. These time series are divided into 30-minute periods, a time interval which is usually considered to be long enough for a good estimation of the spectral density and short enough for stationarity to be a reasonable assumption. The clustering algorithm is then applied to the set of 30-minute intervals. If the clusters obtained are contiguous in time they are considered to be stationary intervals. The procedure also allows for the determination of transition intervals between successive stationary periods.
The rest of this article is organized as follows: Section 2 introduces the total variation distance, which will be used as the similarity measure between normalized spectral densities for the time series. Section 3 describes the clustering algorithm based on the total variation distance. Section 4 reports results from a simulation study based partly on Pértega and Vilar [29] to compare the clustering algorithm with other methods previously proposed in the literature. In Section 5 two types of applications are considered, first, using simulated data that includes transition periods the performance of the algorithm is assessed, and second, an application to real wave data is discussed in detail. The paper closes with conclusions about the experiments performed.
Total Variation Distance
The total variation (TV) distance is one of the most widely used metrics between probability measures. Although it can be defined in general probability spaces, we will focus on the real line, R. Given P and Q, two probability measures in R, the total variation distance between them is defined as:
where B is the class of the Borel sets on the real line. One important property of the TV distance is that it is bounded between 0 and 1, being 1 the largest possible distance between two given probabilities. This property can be easily deduced from the definition. Obviously it is positive, and taking into account that for every Borel set A, 0 ≤ P (A), Q(A) ≤ 1 then, 0 ≤ |P (A) − Q(A)| ≤ 1 and the inequalities remain valid if we take the supremum over the sets in B. A value of 1 for the distance can be attained if, for example, P and Q have disjoint supports.
This property is very useful in order to interpret distance values between two probabilities: values close to 1 mean that the two probabilities are quite different, while distance values close to 0 mean that these probabilities are very similar, almost equal. A statistical test to contrast the null hypothesis that the TV distance between two probabilities is less or equal to a given threshold has been recently developed in [3] .
If P and Q have density functions (typically with respect to the Lebesgue measure µ), f and g, the TV distance between them can be computed (see, e.g., Massart [23] ) using the following expression:
This equation helps to graphically interpret the TV distance. If two densities f and g, have TV distance equal to 1 − α this means that they share a common area of size α. Thus, the more they overlap, the closer they are. Figure 1 illustrates the case with two density functions and shows how to compute the TV distance. In this figure, the area of the pink-colored region represents the TV distance, and is equal to the blue-colored area, since the area under both densities is 1. Both colored regions represent the non-common part of the density functions, while the white area under the curves is the common part. The TV distance measures the similarity between the two densities. The blue (pink) area is the value of the TV distance.
Spectral Clustering
As was mentioned in the introduction, our approach to stationary time series clustering is based on the use of the spectral distribution as a feature that sums up the oscillatory behavior of the series around its mean value. In a physical context, e.g. when considering series of measurements of sea surface height at a fixed point, the spectrum of the time series is interpreted as the distribution of the energy as a function of frequency. The integral of the spectral density is (proportional to) the total energy present, and is, of course, the variance of the series. Thus a normalization of the spectral density corresponds to a consideration of the frequency distribution of the energy, disregarding the total energy present. Spectral densities that are similar after normalization correspond to times series that have similar oscillatory behavior around their mean values, but may differ in variance. Several clustering methods based on spectral densities have been proposed previously in the literature. Shaw and King [32] consider periodograms that are normalized by dividing by the largest value and use the Euclidean distance between them to build a dissimilarity matrix, which is then fed to hierarchical clustering algorithm with Ward's and single linkage algorithms. Shumway [33] considers time-varying spectra within the framework of local stationarity, and uses the Kullback-Leibler discrimination measure, integrated over both frequency and time, to discriminate between seismic data coming from earthquakes and explosions. Caiado et al. [6] propose metrics based on the normalized periodogram for distinguishing stationary from non-stationary time series. Savvides et al. [31] propose dissimilarity measures based on the cepstral coefficients, which are the coefficients in the Fourier expansion of the log spectrum. Maharaj and D'Urso [22] also use cepstral coefficients for a clustering algorithm based on fuzzy logic.
Our approach considers the normalized spectra of the time series as the feature of interest for clustering, and the total variation distance between their spectra is used to measure the similarity between two time series. The proposed procedure is as follows:
• For each time series the spectral density is estimated. In our case we used the inverse Fourier transform of the ACF, smoothed using a Parzen window with a bandwidth of length 100. This was done using the software WAFO [5] , which runs on Matlab.
• The total variation distances between the normalized spectral densities are calculated and used to build a dissimilarity matrix.
• This dissimilarity matrix is fed to an agglomerative hierarchical clustering algorithm. We considered three different linkage criteria: complete, average and Ward. We used the function agnes in R [30] .
• To choose the number of cluster when no external indication was available, Dunn's index is used. See section 5.2 for details.
Simulations
Pértega and Vilar [29] proposed two simulation tests to compare the performance of several clustering algorithms. These tests were reproduced to compare the performance of the algorithm proposed in this article, with the best algorithms available. We also carried out simulations to assess the performance of our method in the presence of slow changes.
Comparative study.
In their study, Pértega and Vilar consider several dissimilarity criteria. For our purpose we only considered those that were not model-based and had the best results in their tests plus the distance based on the cepstral coefficients, which was not included in their tests. In the time domain:
• The distance between the estimated autocorrelation functions with uniform weights:
• The distance between the estimated autocorrelation functions with decaying geometric weights:
with 0 < p < 1.
be the periodogram for the time series X, at frequencies λ k = 2πk/T, k = 1, . . . , n with n = [(T − 1)/2], with a similar definition for the other time series Y . The dissimilarity criteria they considered in the frequency domain were:
• The Euclidean distance between the estimated periodogram ordinates:
• The Euclidean distance between the normalized estimated periodogram ordinates:
where
the sample variances of the time series X and Y , respectively.
• The Euclidean distance between the logarithm of the estimated periodogram
• The Euclidean distance between the logarithm of the normalized estimated periodogram
• The square of the Euclidean distance between the cepstral coefficients (the Fourier coefficients of the expansion of the logarithm of the estimated periodogram)
where, θ 0 = 1 0 log I(λ)dλ and θ k = 1 0 log I(λ) cos(2πkλ)dλ. These dissimilarity measures were compared with the TV distance and the L 1 distance of the log spectra. As was mentioned before, three experiments were carried out, the first two are those proposed by Pértega and Vilar, and the third one used simulated data with slow transitions.
The steps for each experiment were:
1. Generate a group of time series of length T that have some special characteristic, in order to have well-defined groups.
2. Calculate the dissimilarity matrix for each of the different measures. Here we fix some of the parameters as follows:
• For the ACFG and ACFU distances the maximum lag is 25 and for the geometric weights we take p = 0.05 • For the CEP measure we take p = 128.
• The spectra are estimated using the inverse Fourier transform of the smoothed ACF function. For the smoothing we use a Parzen window with a bandwidth of length 100.
• A dissimilarity measure based on the L 1 distance between the logarithms of the spectral densities was added, which is defined as
3. The dissimilarity matrix is then used in a hierarchical clustering algorithm with the complete link.
4. The final groups are formed from the dendrogram by fixing the number k of groups.
5. In order to evaluate the rate of success in the m-th iteration, the following index was used. Let {G 1 , . . . , G g } and {C 1 , . . . , C k }, be the set of the g real groups and a k-cluster solution, respectively. Then,
must be calculated for each trial and the average is finally taken. Experiment 1. In this experiment a series of ARIMA models are considered. In each iteration we simulate one realization of size T , from each of the following 12 ARIMA models proposed by Caiado et al. [6] , six of which are stationary and six non-stationary. We expect that the clustering will divide the 12 series into two groups: stationary and non-stationary. Figure 2 (left) presents the spectral densities for the stationary processes. The figure shows that the spectra for the stationary series are not similar and so for the spectral methods we do not expect to get good results. Table 1 shows the rate of success, the ACFU gets the best results but when the spectra are not similar the TV distance works equally well. Experiment 2. In this case 5 different ARMA models were considered, but with a different objective. For each model four series are generated, and the clustering algorithm is then applied to the 20 samples, to see if they are able to recover the original groups. The number of groups in the clustering algorithm is set to 4 and 5. The five ARMA models have the following parameters:
Figure 2 (right) shows the spectral densities for the five ARMA models. As can be seen, the spectra for the MA models are very similar so it may be difficult to distinguish them. In this case we take series of length T = 200, 500 and 1000. The results are shown in Table T Table 2 : Results for Experiment 2. T is the length of the series, k the number of clusters and N the number of replications. The best result for each value of T is underlined.
2.
The LP distance works better for small or moderate-length series, however as T increases the difference with the L 1 distance diminishes, and for T = 1000 the results are equally good. If we only compare the spectral distances that do not use the logarithm, the TV distance is better, with a success rate that is between 10% and 20% higher than the rest, including the ACF distances.
The methods that involved the logarithm of the spectra did not perform well when the original spectral were very close and the shape was similar. In order to explore this in more detail, we performed a third simulation experiment, based on parametric spectra that are frequently used in Oceanography. Experiment 3. The last experiment is based on two different JONSWAP (Joint North-Sea Wave Project) spectra. This is a parametric family of spectral densities which is frequently used in Oceanography, and is given by the formula
where g is the acceleration of gravity, s = 0.07 if w <= w p and s = 0.09 otherwise; w p = π/T p and γ = exp(3.
The parameters for the model are the significant wave height H s , which is defined as 4 times the standard deviation of the series, and the spectral peak period T p , which is the period corresponding to the modal frequency of the spectrum. This spectral family was empirically developed after analysis of data collected during the Joint North Sea Wave Observation Project (JONSWAP) [13] . It is a reasonable model for wind generated sea when 3.6
The spectra considered both have significant wave height H s equal to 3, the first has a peak period T p of 3.6 √ H s while for the second T p = 4.1 √ H s . Figure 3 (left) exhibits the JONSWAP spectra, showing that the curves are close to each other. As was mentioned in the comments on Experiment 2, this had the purpose of testing the performance of methods involving logarithms (LP and LNP), which had the best results in that experiment, under a different scenario. For data coming from similar spectra, sampling variability in the estimation of the spectral densities may be enhanced by the logarithm and this may have the effect of making more difficult the correct identification of the two groups.
Four series from each spectrum were simulated with the purpose of testing whether the different criteria were able to recover the original groups. Table 3 gives the results. In this case the method proposed in this work performs better than the rest, followed closely by ACFG. In this experiment, in general methods not using logarithms perform better than those that use it. For T = 1000 several methods are equally accurate.
Applications.
As was mentioned in the introduction, an interesting and important problem in Oceanography is the determination of stationary sea states. Consider a time series that represents the sea surface height at a fixed point as a function of time. If the sea state is stationary, the spectrum of this time series can be interpreted as the distribution of the energy as a Table 3 : Results from the Experiment 3. The best result for each value of T is underlined.
function of frequency for the given sea state. Typically, stationary sea states last for some time (hours or days), and then, due to changing weather conditions, sea currents, the presence of swell or other reasons, change to a different state. These changes do not occur instantaneously, but rather require a certain time to develop, during which there is a transition between the initial and final states. In this context, the usual segmentation methods that seek to determine change-points in a non-stationary time series do not work well, and a different point of view for the problem may be helpful: instead of looking for change-points, the idea is to identify short stationary intervals which have similar behavior, in terms of their spectral densities. If these intervals are contiguous in time, then it is reasonable to assume that they constitute a single (longer) stationary interval. The similarity is determined using the TV distance over normalized spectra, and the clustering procedure described in section 3.
Simulated Data
Further simulation studies were carried out to assess the performance of the clustering algorithm in the presence of transition periods. The main objective was to gauge the performance when slow transitions between stationary periods are present in a set of data. The simulations were carried out using the JONSWAP and Torsethaugen families of spectra. The Torsethaugen is a family of bimodal spectra used in Oceanography, which accounts for the presence of swell and wind-generated waves, and was also developed to model spectra observed in North-Sea locations. Details can be found in [36, 37] .
In all cases the significant wave height (H s ) was set to 1; the simulated series starts with waves from a stationary period of 4 hours (JONSWAP spectrum with peak period T p = 3.6), then a transition lasting 3 hours to another stationary period (JONSWAP spectrum with T p = 4.2) and, after 4 hours in this second state a new 3-hour transition to a third stationary period (Torsethaugen spectrum with T p = 5.0). Figure 3 (right) shows the parametric spectra involved in the experiment. One thousand replications of this scheme were simulated. The description of the method for simulating transition periods can be seen in Euán, et al. [9] .
The simulated data was divided into 30-minute intervals and the corresponding spectra were estimated. Using these spectral densities, the clustering algorithm based on the TV distance previously described was applied with three different link functions, complete, average and Ward. The algorithm was expected to recover five groups, the three stationary periods and two transitions. Tables 4 and 5 show the results for the 1000 replications. The row color stands for the original groups, for example intervals 1 to 8, colored in orange, represent the first group. The column corresponds to the group assigned by the clustering algorithm. Cluster  1  2  3  4  5  1  1000  2  1000  3  1000  4  1000  5  1000  6  1000  7  1000  8  999  1  9  981  19  10  533  467  11  174  826  12  906  88  13  487  513  14  72  926  2  15  45  950  5  16  41  953  6  17  47  947  6  18  44  952  4  19  43  952  5  20  43  950  7  21  45  951  4  22  44  951  5  23  29  939  32  24  464  536  25  127  873  26  824  176  27  449  551  28  21  979  29  1  999  30  1000  31  1  999  32  1  999  33  1  999  34  1  999  35  2  998  36 1000 Table 4 : Results for the simulated transition data using the Complete linkage function and 5 groups Cluster  1  2  3  1  1000  2  1000  3  1000  4  1000  5  1000  6  1000  7  1000  8  1000  9  1000  10  980  20  11  815  185  12  565  435  13  188  812  14  5  995  15  1  999  16  1000  17  1000  18  1000  19  1000  20  1000  21  1000  22  1000  23  1000  24  863  137  25  585  415  26  297  703  27  57  943  28  1000  29  1000  30  1000  31  1000  32  1000  33  1000  34  1000  35  1000  36 1000 Table 5 : Results for the simulated transition data using the Complete linkage function and 3 groups Table 4 shows the results with the complete link function and with five clusters. It can be seen that for the initial and final stationary periods, the algorithm almost always gives the right result. For the central stationary period the success rate is around 95%. The algorithm has a harder time identifying the transition periods, which is reasonable since these are not homogeneous groups. In particular, intervals at the beginning and at the end of a transition period are classified as belonging to the nearby stationary period over 90% of the time in all cases. This is also reasonable since the transition is slow and due to the sampling variability in the estimation of the spectral densities, such small differences are difficult to detect. Tables 6 and 7 show the results for the average and Ward link functions respectively. The results are similar in all cases. The Ward link gives better results for the central stationary period while the complete and average links gives better results in the initial and final stationary periods. One could argue that, in fact, the transition periods should not be considered as separate clusters, since they do not correspond to time intervals having homogeneous spectral densities, and in consequence one should only consider three groups. Table 5 shows the results in this case for the complete link function. Almost always, the stationary groups are correctly assigned within the same group. Transition intervals tend to be classified in the closest stationary group. These results could be used in a two-tier process, in which, in a given realization and using the results of the clustering algorithm, the intervals at the border would be tested to decide whether they really belong to the same group as the rest, or they should be considered as belonging to a transition period and moved outside the cluster. This idea will not be further developed in this work.
Real Data Analysis
Our starting point in this section is the idea that sea states at a fixed point on the sea surface can be modeled as a sequence of alternating stationary and transition periods. With this structure in mind and based on the results of the simulations shown in Section 5.1, we carried out a clustering analysis over a real data set in order to detect these periods.
We used real wave data obtained from the U. S. Coastal Data Information Program (CDIP) website. The data come from buoy 106 (51201 for the National Data Buoy Center), located in Waimea Bay, Hawaii, at a water depth of 200 m. and correspond to 192 30-minute intervals in January 2003, a total of 96 hours (4 days). Figure 4 shows both significant wave height (black) and spectral peak frequency (blue) for this data set. This plot shows that H s starts with values around 2 meters and then, about the middle of the time interval, increases in a short time to values around 3.7-4 meters where it remains for the rest of the period. On the other hand, the spectral peak frequency starts the period slightly increasing, then starts to decrease as H s increases, to remain low for the rest of the period.
The clustering analysis was carried out in two different ways. Initially the complete data set, comprising the 192 time intervals, was considered. Alternatively the data set was divided in two groups of equal length, group 1 including intervals 1 -86 and group 2 intervals 87 -192. A comparison of the results obtained in each case gives indications about the consistency of the proposed method and also allows for the evaluation of possible boundary effects in the segmentation procedure.
As in Section 5.1, for each 30-minute interval the spectral density was computed and normalized, and the matrix of total variation distances between these spectra was calculated. This matrix is the input for the agglomerative hierarchical clustering procedure. We tried the three main linkage functions: complete, average and Ward, with similar results.
Unlike the simulations of Section 5.1 where the number of clusters is known, here this number is unknown. In order to decide the appropriate number of clusters, k, to be considered in the analysis a suitable method should be chosen. A good review of available methods to assess the value of k can be found, for example, in chapter 17 of Gan et al. [11] . In our case, as we have no external information about the number and definition of clusters we must select an internal method. After trying several of the available methods we chose Dunn's index, which is defined as 
where k is the number of clusters, D(C i , C j ) is the distance between clusters C i and C j , and diam(C h ) is the diameter of cluster C h . From the definition of V D it is clear that high values point to suitable values of k. The computation of this index was carried out using the clv package in R [30] . Among the available metrics to compute D(C i , C j ) and diam(C h ) the average was selected. The results for the three clustering procedures and the three linkage functions are shown in Figure 5 . The main conclusion is that there is a good degree of agreement between the three linkage functions for each clustering procedure. Plot (a) for the clustering over the whole 192-time intervals indicates the existence of 5 (average, Ward) or 6 (complete) groups. Dunn's index in plot (b) for the first 86-time periods indicates clearly the existence of two groups, and finally, plot (c) for the second half of the period points to 2 (complete), 3 (Ward) or 4 (average) groups, depending on the linkage function. Figures 6 and 7 show the result of the clustering procedure for the average and Ward linkage function, respectively, and k chosen using Dunn's index. The first interesting point to note in both figures is that, broadly speaking, the clustering procedure captures the time structure in the data. In other words, using only information about the total variation distance between normalized spectral densities, the clustering procedure groups in the same cluster time intervals that are contiguous, and this is valid except for a few time intervals in each case.
Plot (a) of Figure 6 shows the groups for the whole time interval using k = 5 clusters and the average linkage function. In this plot, the period of time between intervals 1 and 87, just before H s starts to increase, is essentially divided in two groups. The first cluster (red) comprises most of the initial 56 time intervals, with the exception of 4 of them, 22, 23, 25 and 34, which belong to the fourth cluster. It corresponds to a period of time during which both H s and T p are stable. The second cluster (57-87, in blue) includes the rest of the intervals in the first half, and represents an uninterrupted sequence of time intervals. This is very similar to the clustering obtained for time intervals 1 -86, represented in plot (b). In this case there are only two groups, and the main difference with the first half of plot (a) is the starting point of the second cluster, which has moved to the left, to interval 53. The other difference is that now intervals 22, 23, 25 and 34 are assigned to the first cluster, which becomes a single block. The third group (82-97, purple) in plot (a) corresponds to the initial stages of growth for H s , and is followed by a sequence of 6 intervals belonging to cluster 1. The fourth cluster (104-179 except 153 and 157, green) is the largest and includes almost all intervals of the period where H s oscillates around 3.7-4 m. There are two red intervals that break the time continuity of this cluster, 153 and 157, which belong to cluster 1. Finally, the fifth cluster (180-192, yellow) appears at the end of this last period, and is also an uninterrupted sequence of time intervals. Comparing with plot (c), which corresponds to intervals 87-192 divided into 4 groups, we see that the first interval (red) is classified as a cluster on its own. In plot (a) this interval is the last in cluster 2 (dark blue). The second cluster (green) in plot (c) coincides with cluster 3 in plot (a). The third cluster (purple) encompasses the fourth cluster (green) in plot (a) plus the segments included in cluster 1 (red) for this half of the data, as well as 8 intervals included in cluster 5 (yellow). Finally, cluster 4 (light blue) in plot (b) groups the rest of the intervals in cluster 5 (yellow) of plot (a).
As can be seen from this analysis, although there are some differences between the clustering obtained for the whole data set and those of the two halves, in general the agreement is very good, and those intervals in which the clustering differs, probably correspond either to transition intervals, such as the final intervals in plots (a) and (c), or to intervals in which temporary changes in the sea conditions (the presence of swell or local variations in the wind, for example) produce changes that disappear once these temporary conditions cease, as may be the case for intervals 21, 22, 24, 34, 153 and 157. The three plots in Figure 7 correspond to the results with the Ward linkage function. Plot (a) shows the complete time interval with 5 groups, while plots (b) and (c) correspond to the two halves with 2 and 3 clusters, respectively, as suggested by the Dunn index. As can be seen the results for the second half are almost identical in both cases, since only the first interval (87) is classified differently in plot (a). As for the first half, results in both cases are very similar, with a second group (56-86) in plot (b) that corresponds exactly to cluster 4 in plot (a), while the first cluster in plot (b) gathers together the rest of the first half, with intervals coming from clusters 1, 2 and 3 in plot (a). in the Ward case. Summing up, this analysis suggests that there may be three stationary intervals in the data and three transition periods. The stationary intervals are segments 1 -44, 56-87 and 104-179, with the rest of the intervals belonging to transition periods.
Conclusions
In this paper a new method for time series clustering was proposed. The method is based on using the total variation distance between normalized spectra as a measure of dissimilarity between time series. Simulation results (Sec. 4) show that the method has a performance that is comparable to the best clustering methods based on features extracted from the raw data, and in certain cases it performs better than the rest. Simulations (Sec. 5.1) also show that the method is capable of detecting stationary periods in situations where slow transitions between stationary states occur.
The method was used for the analysis of real sea wave data, measured at a fixed location, with the purpose of detecting stationary and transition periods. The results obtained using the average and Ward linkage functions, presented in Sec. 5.2, show a good agreement for the two linkage functions. The results also show that the results are consistent when the clustering method is applied over intervals of different length.
