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Abstract
Deep neural networks have successfully been trained in various application areas with stochastic
gradient descent. However, there exists no rigorous mathematical explanation why this works
so well. The training of neural networks with stochastic gradient descent has four different
discretization parameters: (i) the network architecture; (ii) the size of the training data; (iii)
the number of gradient steps; and (iv) the number of randomly initialized gradient trajectories.
While it can be shown that the approximation error converges to zero if all four parameters are
sent to infinity in the right order, we demonstrate in this paper that stochastic gradient descent
fails to converge for rectified linear unit networks if their depth is much larger than their width
and the number of random initializations does not increase to infinity fast enough.
Keywords: Machine learning, deep neural networks, stochastic gradient descend, empirical risk
minimization, non-convergence
1. Introduction
Deep learning has produced very good results in different practical applications such as image classification,
speech recognition, machine translation, and game intelligence. In this paper, we analyze it in the context
of a supervised learning task, though it has also successfully been applied in unsupervised learning and
reinforcement learning. Deep learning is usually implemented with a stochastic gradient descent (SGD)
method based on training data. Gradient descent methods have long been known to work, even with good
rates, for convex problems; see, e.g., [4, 8, 25, 26, 37, 44] and the references therein. However, the training of
a deep neural network (DNN) is a non-convex problem, and questions about guarantees and convergence
rates of SGD in this context are currently among the most important research topics in the mathematical
theory of machine learning. To obtain optimal approximation results with a DNN, several hyper-parameters
have to be fine-tuned. First, the architecture of the network determines what type of functions can be
approximated. To be able to efficiently approximate complex functions, it needs to be sufficiently wide and
deep. Secondly, the goal is to approximate the target function with respect to the true risk, but the algorithm
only has access to the empirical risk. The gap between the two goes to zero as the amount of training data
increases to infinity. Thirdly, the gradient method attempts to minimize the empirical risk, and the chances
of finding a good approximate minimum increases with the number of gradient steps. Finally, since a single
gradient trajectory may not yield good results, it is common to run several of them with different random
initializations. [6, 27, 46] have shown that general networks converge if their size, the amount of training
data, and the number of random initializations are increased to infinity in the correct way, albeit with an
extremely slow speed of convergence. The effect of over-parametrization on the convergence behavior has
been studied by [2,11–13,17,18,24,34,41,48,53] for shallow networks and by [1,16,43,54] for deep networks.
A different approach to the convergence problem consists in landscape analysis of the loss surface; see,
e.g., [5, 7, 14, 15, 20, 30, 38, 39, 41, 49, 51]. For further results on SGD in the context of neural networks, we
refer to [10,22,23,28,31,42,45,50] and the references therein. For SGD in a more general non-convex setting,
see, e.g., [3, 9, 19, 21, 29, 32, 33, 36, 40, 52].
The main contribution of this paper is a demonstration that SGD fails to converge for networks whose
depths grow much faster than their widths if the number of random initializations does not increase fast
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enough. To illustrate our findings, we present in Theorem 1.1 below a special case of our main result,
Theorem 6.2.
Theorem 1.1. Let d ∈ N = {1, 2, . . .}, c ∈ [2,∞), (γt)t∈N ⊆ R, let A = ∪D∈N({d} × N
D × {1}), let
c : R → R satisfy for all x ∈ R that c(x) = max{0,min{x, 1}}, let ρ : (∪k∈NR
k) → (∪k∈NR
k) satisfy for all
k ∈ N, x = (x1, . . . , xk) ∈ R
k that ρ(x) = (max{x1, 0}, . . . ,max{xk, 0}), let P : (∪D∈NN
D+1)→ N satisfy for
all D ∈ N, a = (a0, . . . , aD) ∈ N
D+1 that P(a) =
∑D
j=1 aj(aj−1+1), for every k ∈ N0 = N∪{0}, d,m, n ∈ N,
θ = (θ1, . . . , θd) ∈ R
d with d ≥ k +mn+m let Aθ,km,n : R
n → Rm satisfy for all x = (x1, . . . , xn) ∈ R
n that
Aθ,km,n(x) =


θk+1 θk+2 · · · θk+n
θk+n+1 θk+n+2 · · · θk+2n
...
...
. . .
...
θk+(m−1)n+1 θk+(m−1)n+2 · · · θk+mn




x1
x2
...
xn

+


θk+mn+1
θk+mn+2
...
θk+mn+m

 , (1.1)
for every D ∈ N, a = (a0, . . . , aD) ∈ A, θ ∈ R
P(a) let Rθa : R
a0 → RaD satisfy
Rθa = c ◦ A
θ,
∑D−1
i=1 ai(ai−1+1)
aD,aD−1 ◦ ρ ◦ A
θ,
∑D−2
i=1 ai(ai−1+1)
aD−1,aD−2 ◦ ρ ◦ · · · ◦ A
θ,a1(a0+1)
a2,a1
◦ ρ ◦ Aθ,0a1,a0 , (1.2)
let (Ω,F ,P) be a probability space, let Xn,tj : Ω→ [0, 1]
d, j, n, t ∈ N0, be functions, assume that X
0,0
j , j ∈ N0,
are i.i.d. random variables, let E : [0, 1]d → [0, 1] satisfy for all x = (x1, . . . , xd), y = (y1, . . . , yd) ∈ [0, 1]
d
that |E(x)−E(y)| ≤ c(
∑d
j=1 |xj−yj|), assume that Var(E(X
0,0
0 )) > 0, let L
n,t
a,m : R
P(a)×Ω→ R, m,n, t ∈ N0,
a ∈ A, satisfy for all m ∈ N, n, t ∈ N0, a ∈ A, θ ∈ R
P(a) that
Ln,ta,m(θ) =
1
m
m∑
j=1
∣∣Rθa(Xn,tj )− E(Xn,tj )∣∣2, (1.3)
let Gn,ta,m = (G
n,t
a,m,1, . . . ,G
n,t
a,m,P(a)) : R
P(a) ×Ω→ RP(a), m,n, t ∈ N, a ∈ A, satisfy for all m,n, t ∈ N, a ∈ A,
i ∈ {1, . . . ,P(a)}, ω ∈ Ω and all
θ = (θ1, . . . , θP(a)) ∈
{
ϑ = (ϑ1, . . . , ϑP(a)) ∈ R
P(a) :
Ln,ta,m(ϑ1, . . . , ϑi−1, (·), ϑi+1, . . . , ϑP(a), ω)
as a function R→ R is differentiable at ϑi
}
(1.4)
that
Gn,ta,m,i(θ, ω) =
∂
∂θi
Ln,ta,m(θ, ω), (1.5)
let Θn,ta,m : Ω → R
P(a), m,n, t ∈ N0, a ∈ A, be random variables, assume for all m ∈ N0, a ∈ A that
Θn,0a,m, n ∈ N0, are i.i.d., assume for all m,n ∈ N0, a ∈ A that Θ
n,0
a,m is continuous uniformly distributed on
[−c, c]P(a), assume for all m,n, t ∈ N, a ∈ A that
Θn,ta,m = Θ
n,t−1
a,m − γtG
n,t
a,m(Θ
n,t−1
a,m ), (1.6)
let na,M,N,T : Ω → N, M,N, T ∈ N0, a ∈ A, and ta,M,N,T : Ω → N0, M,N, T ∈ N0, a ∈ A, be random
variables, and assume for all M,N ∈ N, T ∈ N0, a ∈ A, ω ∈ Ω that
(na,M,N,T (ω), ta,M,N,T (ω)) ∈ argmin(n,t)∈{1,...,N}×{0,...,T},Θn,t
a,M
(ω)∈[−c,c]P(a)L
0,0
a,M (Θ
n,t
a,M (ω), ω). (1.7)
Then
lim sup
D∈N, a=(a0,...,aD+1)∈A
min{D,a1,...,aD}→∞
lim sup
M,N∈N
min{M,N}→∞
sup
T∈N0
E
[
min
{∫
[0,1]d
∣∣RΘna,M,N,T ,ta,M,N,Ta,Ma (x)− E(x)∣∣ PX0,00 (dx), 1
}]
= 0
(1.8)
and
inf
N∈N
lim sup
D∈N, a=(a0,...,aD+1)∈A
min{D,a1,...,aD}→∞
inf
M∈N
T∈N0
E
[
min
{∫
[0,1]d
∣∣RΘna,M,N,T ,ta,M,N,Ta,Ma (x) − E(x)∣∣PX0,00 (dx), 1
}]
> 0. (1.9)
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(1.8) is already known and follows, e.g., from [27, Theorem 6.5] and Jensen’s inequality. On the other
hand, (1.9) is one of the new contributions of this article and follows from Corollary 6.4. Let us explain
some of the objects appearing in Theorem 1.1. The set A represents all different network architectures
with input dimension d and output dimension 1. A vector (a0, . . . , aD) ∈ A describes the depth D of a
network and the number of neurons a0, . . . , aD in the different layers. P(a) counts the number of real
parameters, that is, the number of weights and biases of a DNN with architecture a ∈ A. Rθa is the
realization function of a fully connected feedforward DNN with architecture a ∈ A, rectified linear unit
(ReLU) activation, clipping function c as final transformation, and weights and biases given by a vector
θ ∈ RP(a).
∫
[0,1]d
|Rθa(x) − E(x)|PX0,00
(dx) is the true risk of a given network (a, θ), while Ln,ta,m(θ) is the
empirical risk with respect to the training data (Xn,tj )j∈{1,...,m}. Whenever it is defined, G
n,t
a,m is the gradient
of the empirical risk, and (1.6) is the gradient step of the trajectory Θ
n,(·)
a,m . The random initializations of
the different trajectories are taken to be independent and uniformly distributed on the hypercube of edge
length 2c, but the main results in this article also cover more general cases. The random variables na,M,N,T
and ta,M,N,T determine the trajectory and the gradient step which minimize the empirical risk. Note that
we assume the target function E to be Lipschitz continuous. However, this is only to ensure the validity
of the positive result (1.8), whereas our new contribution (1.9) does not need this condition. On the other
hand, the assumption Var(E(X0,00 )) > 0 is needed only for (1.9), but this is not a strong assumption. It
merely ensures that E(X0,00 ) is not constant, in which case the learning task would be trivial. Finally, M
is the number of data samples used to approximate the true risk with the empirical risk, N the number of
gradient trajectories, and T the number of gradient steps performed along each trajectory. Our arguments
are based on an analysis of regions in the parameter space related to “inactive” neurons. The fact that
random initialization can render parts of a ReLU network inactive has already been noticed in [35, 47].
While the focus of [35,47] is on the design of alternative random initialization schemes to make the training
more efficient, we here give precise estimates on the probability that the whole network becomes inactive
and deduce that SGD fails to converge if the number of random initializations does not increase fast enough.
The remainder of this article is organized as follows. In Section 2, we explain the vector description
of DNNs used throughout the paper. In Section 3, we provide an abstract version of the SGD algorithm
for training neural networks in a supervised learning framework. Section 4 contains preliminary results on
inactive neurons and constant network realization functions. In Section 5, we discuss the consequences of
these preliminary results for the convergence of the SGD method, and Section 6 contains our main result,
Theorem 6.2, together with two corollaries.
2. Mathematical description of DNNs
In this section, we introduce the mathematical framework for DNNs, which we employ throughout this
article. We will focus on the rectified linear unit activation function, which we introduce in Definition 2.1.
The quantity P(a), for a network architecture a, defined afterwards counts the number of weights and biases
in a fully connected feed-forward neural network with architecture a. In Definition 2.3, we define how we
store the weights and biases of a network in a single vector instead of a collection of matrices and vectors.
Using this, we then introduce in Definition 2.4 below the realization function of a neural network with
architecture a and parameter vector θ. Let us remark that we use a linear read-out map in the last layer
instead of the clipping function c from Theorem 1.1. It is more convenient for us to introduce the clipping
function (more generally, any continuous read-out map) in Setting 3.1 as part of the loss functions, which
simply amounts to a matter of notation. The content of this section is known in the scientific literature (see,
e.g., [6, Definition 2.4 and 2.9] and [27, Definition 2.1 and 2.2]).
Definition 2.1. We denote by ρ : (∪k∈NR
k) → (∪k∈NR
k) the function which satisfies for all k ∈ N, x =
(x1, . . . , xk) ∈ R
k that ρ(x) = (max{x1, 0}, . . . ,max{xk, 0}).
Definition 2.2. We denote by P : (∪D∈NN
D+1) → N the function which satisfies for all D ∈ N, a =
(a0, . . . , aD) ∈ N
D+1 that P(a) =
∑D
j=1 aj(aj−1 + 1).
Definition 2.3. Let k ∈ N0, d,m, n ∈ N, θ = (θ1, . . . , θd) ∈ R
d satisfy d ≥ k +mn+m. Then we denote
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by Aθ,km,n : R
n → Rm the function which satisfies for all x = (x1, . . . , xn) ∈ R
n that
Aθ,km,n(x) =


θk+1 θk+2 · · · θk+n
θk+n+1 θk+n+2 · · · θk+2n
...
...
. . .
...
θk+(m−1)n+1 θk+(m−1)n+2 · · · θk+mn




x1
x2
...
xn

+


θk+mn+1
θk+mn+2
...
θk+mn+m

 . (2.1)
Definition 2.4. Let D ∈ N, a = (a0, . . . , aD) ∈ N
D+1, θ ∈ RP(a) (cf. Definition 2.2). Then we denote by
Rθa : R
a0 → RaD the function given by
Rθa = A
θ,
∑D−1
i=1 ai(ai−1+1)
aD ,aD−1 ◦ ρ ◦ A
θ,
∑D−2
i=1 ai(ai−1+1)
aD−1,aD−2 ◦ ρ ◦ · · · ◦ A
θ,a1(a0+1)
a2,a1
◦ ρ ◦ Aθ,0a1,a0 (2.2)
(cf. Definitions 2.1 and 2.3).
3. Mathematical description of the SGD method
In this section, we give a mathematical description of an abstract version of the SGD algorithm for training
neural networks in a supervised learning framework.
Setting 3.1. Let u, u ∈ R, v ∈ (u,∞), v ∈ (u,∞), c ∈ C(R,R), d,D,N ∈ N, a = (a0, . . . , aD) ∈ N
D+1,
(γt)t∈N ⊆ R satisfy a0 = d and aD = 1, let (Ω,F ,P) be a probability space, let X : Ω → [u, v]
d and B : Ω →
[u, v] be random variables, let L : RP(a) → [0,∞] satisfy for all θ ∈ RP(a) that L(θ) = E[|(c◦Rθa)(X )−B|], let
Ln,t : C(Rd,R)× Ω→ R, n, t ∈ N0, and L
n,t : RP(a) × Ω→ R, n, t ∈ N0, satisfy for all n, t ∈ N0, θ ∈ R
P(a)
that Ln,t(θ) = Ln,t(c ◦Rθa), let G
n,t = (Gn,t1 , . . . ,G
n,t
P(a)) : R
P(a)×Ω→ RP(a), n, t ∈ N, satisfy for all n, t ∈ N,
i ∈ {1, . . . ,P(a)}, ω ∈ Ω and all
θ = (θ1, . . . , θP(a)) ∈
{
ϑ = (ϑ1, . . . , ϑP(a)) ∈ R
P(a) :
Ln,ta,m(ϑ1, . . . , ϑi−1, (·), ϑi+1, . . . , ϑP(a), ω)
as a function R→ R is differentiable at ϑi
}
(3.1)
that
Gn,ti (θ, ω) =
∂
∂θi
Ln,ta (θ, ω), (3.2)
let Θn,t = (Θn,t1 , . . . ,Θ
n,t
P(a)) : Ω→ R
P(a), n, t ∈ N0, be random variables, assume that Θ
n,0, n ∈ {1, . . . , N},
are i.i.d., assume that Θ1,01 , . . . ,Θ
1,0
P(a) are independent, assume for all n, t ∈ N that
Θn,t = Θn,t−1 − γtG
n,t(Θn,t−1), (3.3)
let n : Ω→ {1, . . . , N} and t : Ω→ N0 be random variables, and denote V = E[min{L(Θ
n,t), 1}] (cf. Defini-
tions 2.2 and 2.4).
Note in Setting 3.1 that, e.g., [27, Lemma 6.2] and Tonelli’s theorem ensure that L(Θn,t) : Ω→ [0,∞] is
measurable and, thereby, that V = E[min{L(Θn,t), 1}] is well-defined.
4. DNNs with constant realization functions
In this section, we study a subset of the space of parameters, specified in Definition 4.1 below, for which
neurons in a DNN become “inactive” in the sense that the realization function of the DNN is constant. We
deduce a few properties for such DNNs in Lemmas 4.2, 4.3, and 4.4 below. The material in this section is
related to the findings in [35, 47].
Definition 4.1. Let D ∈ N, a = (a0, . . . , aD) ∈ N
D+1. For all j ∈ N ∩ (0, D), denote by Ia,j ⊆ R
P(a) the
set given by
Ia,j =
{
θ = (θ1, . . . , θP(a)) ∈ R
P(a) :
[
∀ k ∈ N ∩
(
j−1∑
i=1
ai(ai−1 + 1),
j∑
i=1
ai(ai−1 + 1)
]
: θk < 0
]}
(4.1)
and denote Ia = ∪j∈N∩(1,D)Ia,j (cf. Definition 2.2).
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Lemma 4.2. Let D ∈ N, j ∈ N∩(1, D), a = (a0, . . . , aD) ∈ N
D+1, θ = (θ1, . . . , θP(a)), ϑ = (ϑ1, . . . , ϑP(a)) ∈
Ia,j, x ∈ R
a0 and assume for all k ∈ N∩
(∑j
i=1 ai(ai−1+1),P(a)
]
that θk = ϑk (cf. Definitions 2.2 and 4.1).
Then Rθa(0) = R
θ
a(x) = R
ϑ
a(x) = R
ϑ
a(0) (cf. Definition 2.4).
Proof. For all k ∈ {1, . . . , D}, denote mk =
∑k
i=1 ai(ai−1 + 1). The hypothesis that θ, ϑ ∈ Ia,j implies for
all k ∈ N∩ (mj−1,mj] that θk < 0 and ϑk < 0. This, Definition 2.3, and the fact that ρ(R
aj−1 ) = [0,∞)aj−1
imply for all y ∈ Raj−1 that A
θ,mj−1
aj ,aj−1 ◦ ρ(y) ∈ (−∞, 0]
aj and A
ϑ,mj−1
aj ,aj−1 ◦ ρ(y) ∈ (−∞, 0]
aj . This ensures for
all y ∈ Raj−1 that ρ ◦ A
θ,mj−1
aj ,aj−1 ◦ ρ(y) = 0 = ρ ◦ A
ϑ,mj−1
aj ,aj−1 ◦ ρ(y). Moreover, the assumption that for all k ∈
N∩
(∑j
i=1 ai(ai−1+1),P(a)
]
we have θk = ϑk demonstrates for all k ∈ N∩ (j,D] that A
θ,mk−1
ak,ak−1 = A
ϑ,mk−1
ak,ak−1 .
This and (2.2) imply for all y, z ∈ Ra0 that Rθa(y) = R
ϑ
a(z), which completes the proof of Lemma 4.2.
Lemma 4.3. Assume Setting 3.1 and let θ ∈ Ia (cf. Definition 4.1). Then L(θ) ≥ infb∈R E[|b − B|].
Proof. Let ζ ∈ Ω. Note that Lemma 4.2 implies for all x ∈ Rd that Rθa(x) = R
θ
a(0). Therefore, we obtain for
all ω ∈ Ω that (c◦Rθa)(X (ω)) = (c◦R
θ
a)(X (ζ)). This implies L(θ) = E[|(c◦R
θ
a)(X (ζ))−B|] ≥ infb∈R E[|b−B|],
which completes the proof of Lemma 4.3.
Lemma 4.4. Assume Setting 3.1, let n, t ∈ N, ω ∈ Ω, j ∈ N ∩ (1, D), and assume that Θn,0(ω) ∈ Ia,j (cf.
Definition 4.1). Then Θn,t(ω) ∈ Ia,j.
Proof. Denote m =
∑j−1
i=1 ai(ai−1 + 1) and n =
∑j
i=1 ai(ai−1 + 1). We prove by induction that ∀ s ∈
N0 : Θ
n,s(ω) ∈ Ia,j . The case s = 0 is true by hypothesis. Now suppose s ∈ N0, θ = (θ1, . . . , θP(a)) ∈ R
P(a)
satisfy θ = Θn,s(ω) ∈ Ia,j . Let U ⊆ R
P(a) be the set given by U = {(θ1, . . . , θm)} × (−∞, 0)
n−m ×
{(θn+1, . . . , θP(a))}. Then θ ∈ U ⊆ Ia,j . By Lemma 4.2, we have for all φ ∈ U , x ∈ R
a0 that Rφa(x) = R
θ
a(x).
Hence, it holds for all φ ∈ U that Ln,s+1(Rφa , ω) = L
n,s+1(Rθa, ω). In particular, the function U → R, φ 7→
Ln,s+1(Rφa , ω) is differentiable at (θm+1, . . . , θn) and for all k ∈ N ∩ (m,n] we have (
∂
∂θi
Ln,s+1a )(θ, ω) = 0.
Then (3.2), (3.3), and the induction hypothesis imply Θn,s+1(ω) ∈ Ia,j , which completes the proof of
Lemma 4.4.
5. Quantitative lower bounds for the SGD method in the training of DNNs
In this section, we establish in Proposition 5.2 below a quantitative lower bound for the error of the SGD
method in the training of DNNs.
Lemma 5.1. Assume Setting 3.1, assume D ≥ 3, and for all j ∈ {1, . . . , D−1} denote kj =
∑j
i=1 ai(ai−1+
1), p = infi∈{1,...,P(a)} P(Θ
1,0
i < 0), and W = max{a1, . . . , aD−1} (cf. Definition 2.2). Then
P
(
∀n ∈ {1, . . . , N}, t ∈ N0 : Θ
n,t ∈ Ia
)
=
[
1−
D−1∏
j=2
(
1−
kj∏
i=1+kj−1
P(Θ1,0i < 0)
)]N
≥ [1− (1 − pW (W+1))D−2]N
(5.1)
(cf. Definition 4.1).
Proof. Observe that the assumption that Θ1,01 , . . . ,Θ
1,0
P(a) are independent implies
P(Θ1,0 ∈ Ia) = P
(
∃ j ∈ N∩(1, D) : ∀ i ∈ N∩(kj−1, kj ] : Θ
1,0
i < 0
)
= 1−
D−1∏
j=2
(
1−
kj∏
i=1+kj−1
P(Θ1,0i < 0)
)
. (5.2)
Moreover, note that Lemma 4.4 and the assumption that Θn,0, n ∈ {1, . . . , N}, are i.i.d. yield
P
(
∀n ∈ {1, . . . , N}, t ∈ N0 : Θ
n,t ∈ Ia
)
= P
(
∀n ∈ {1, . . . , N} : Θn,0 ∈ Ia
)
=
(
P(Θ1,0 ∈ Ia)
)N
. (5.3)
Lastly, by definition of p and W , 1 −
∏D−1
j=2
(
1 −
∏kj
i=1+kj−1
P(Θ1,0i < 0)
)
≥ 1 − (1 − pW (W+1))D−2. This
completes the proof of Lemma 5.1.
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Proposition 5.2. Assume Setting 3.1, assume D ≥ 3, and denote p = infi∈{1,...,P(a)} P(Θ
1,0
i < 0) and
W = max{a1, . . . , aD−1} (cf. Definition 2.2). Then
V = E[min{L(Θn,t), 1}] ≥
[
1−
D−1∏
j=2
(
1−
kj∏
i=1+kj−1
P(Θ1,0i < 0)
)]N
min
{
inf
b∈R
E[|b− B|], 1
}
≥ [1− (1 − pW (W+1))D−2]N min
{
inf
b∈R
E[|b− B|], 1
}
.
(5.4)
Proof. Denote C = min{infb∈R E[|b−B|], 1}. Note that Lemma 4.3 implies for all ω ∈ Ω with Θ
n(ω),t(ω)(ω) ∈
Ia that min{L(Θ
n(ω),t(ω)(ω)), 1} ≥ C. Markov’s inequality hence ensures
C P(Θn,t ∈ Ia) ≤ C P(min{L(Θ
n,t), 1} ≥ C) ≤ V . (5.5)
The fact that P(Θn,t ∈ Ia) ≥ P(∀n ∈ {1, . . . , N}, t ∈ N0 : Θ
n,t ∈ Ia) demonstrates V ≥ C P(∀n ∈
{1, . . . , N}, t ∈ N0 : Θ
n,t ∈ Ia). Combining this with Lemma 5.1 establishes (5.4). This completes the
proof of Proposition 5.2.
6. Qualitative lower bounds for the SGD method in the training of DNNs
In this section, we prove in Theorem 6.2 below the main result of this article. Afterwards, we discuss
in Corollaries 6.3 and 6.4 several special cases of Theorem 6.2. In what follows, log denotes the natural
logarithm.
Lemma 6.1. Let D,N,W ∈ (0,∞), κ, p ∈ (0, 1) satisfy D ≥ |log(p)|Wp−W and N ≤ |log(κ)|(1− pW )1−D.
Then [1− (1− pW )D]N ≥ κ.
Proof. Let f : [0, 1) → R and g : [0, 1) → R be given by f(x) = x + log(1 − x) and g(x) = (1 − pW )−1x +
log(1 − x). Note for all x ∈ (0, 1) that f ′(x) = 1 − (1 − x)−1 < 0 and f(0) = 0. This implies for all
x ∈ (0, 1) that |log(1 − x)|−1 < x−1. Hence, we obtain D > |log(p)|W |log(1 − pW )|−1. This ensures
(1 − pW )D < pW . Observe for all x ∈ (0, pW ) that g′(x) = (1 − pW )−1 − (1 − x)−1 > 0 and g(0) = 0. This
demonstrates for all x ∈ (0, pW ) that |log(1−x)| < (1−pW )−1x. The fact that (1−pW )D < pW hence shows
N |log(1− (1−pW )D)| < N(1−pW )D−1 ≤ |log(κ)|. Taking the exponential yields the desired statement and
concludes the proof of Lemma 6.1.
Theorem 6.2. Let u, u ∈ R, v ∈ (u,∞), v ∈ (u,∞), d,M ∈ N, κ, p ∈ (0, 1), (Dm, Nm,Wm)m∈N0 ⊆
N
3, (γt)t∈N ⊆ R, (a
m)m∈N0 = (a
m
0 , . . . , a
m
Dm
)m∈N0 ⊆ ∪D∈N({d} × N
D × {1}), satisfy for all m ∈ N0
that Wm = max{a
m
1 , . . . , a
m
Dm−1
}, Dm ≥ |log(p)|Wm(Wm + 1)p
−Wm(Wm+1) > 2, and Nm ≤ |log(κ)|(1 −
pWm(Wm+1))1−Dm , let (Ω,F ,P) be a probability space, let Xn,tj : Ω→ [u, v]
d, j, n, t ∈ N0, and Y
n,t
j : Ω→ [u, v],
j, n, t ∈ N0, be functions, assume that X
0,0
0 and Y
0,0
0 are random variables, let E : [u, v]
d → [u, v] be a mea-
surable function which satisfies P-a.s. that E(X0,00 ) = E[Y
0,0
0 |X
0,0
0 ], let L
n,t
m : R
P(am) × Ω→ R, m,n, t ∈ N0,
satisfy for all m,n, t ∈ N0, θ ∈ R
P(am) that
Ln,tm (θ) =
1
M
M∑
j=1
∣∣Rθam(Xn,tj )− Y n,tj ∣∣2, (6.1)
let Gn,tm = (G
n,t
m,1, . . . ,G
n,t
m,P(am)) : R
P(am) × Ω → RP(a
m), m,n, t ∈ N satisfy for all m,n, t ∈ N, i ∈
{1, . . . ,P(am)}, ω ∈ Ω and all
θ = (θ1, . . . , θP(a)) ∈
{
ϑ = (ϑ1, . . . , ϑP(a)) ∈ R
P(a) :
Ln,ta,m(ϑ1, . . . , ϑi−1, (·), ϑi+1, . . . , ϑP(a), ω)
as a function R→ R is differentiable at ϑi
}
(6.2)
that
Gn,tm,i(θ, ω) =
∂
∂θi
Ln,tm (θ, ω), (6.3)
let Θn,tm = (Θ
n,t
m,1, . . . ,Θ
n,t
m,P(am)) : Ω → R
P(am), m,n, t ∈ N0, be random variables, assume for all m ∈ N0
that Θn,0m , n ∈ N0, are i.i.d., assume for all m ∈ N0 that Θ
0,0
m,1, . . . ,Θ
0,0
m,P(am) are independent, assume that
infm∈N0 infi∈{1,...,P(am)} P(Θ
0,0
m,i < 0) ≥ p, assume for all m,n, t ∈ N that
Θn,tm = Θ
n,t−1
m − γtG
n,t
m (Θ
n,t−1
m ), (6.4)
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and let nm,T : Ω → {1, . . . , Nm}, m,T ∈ N0, and tm,T : Ω → N0, m,T ∈ N0, be random variables (cf.
Definitions 2.2 and 2.4). Then
lim inf
m→∞
inf
T∈N0
E
[
min
{∫
[u,v]d
∣∣RΘnm,T ,tm,Tmam (x) − E(x)∣∣ PX0,00 (dx),1
}]
≥ κmin
{
inf
b∈R
E
[
|b− E(X0,00 )|
]
, 1
}
.
(6.5)
Proof. Denote q = infm∈N0 infi∈{1,...,P(am)} P(Θ
0,0
m,i < 0). Observe that Proposition 5.2 shows for all m ∈ N,
T ∈ N0 that
E
[
min
{∫
[u,v]d
∣∣RΘnm,T ,tm,Tmam (x)− E(x)∣∣ PX0,00 (dx), 1
}]
≥ [1− (1 − qWm(Wm+1))Dm−2]Nm min
{
inf
b∈R
E
[
|b− E(X0,00 )|
]
, 1
}
.
(6.6)
Moreover, Lemma 6.1 implies for all m ∈ N that
[1− (1− qWm(Wm+1))Dm−2]Nm ≥ [1− (1− pWm(Wm+1))Dm−2]Nm ≥ κ. (6.7)
This completes the proof of Theorem 6.2.
Corollary 6.3. Let u, u ∈ R, v ∈ (u,∞), v ∈ (u,∞), d ∈ N, (γt)t∈N ⊆ R, let A = ∪D∈N({d} × N
D × {1}),
let (Ω,F ,P) be a probability space, let Xn,tj : Ω → [u, v]
d, j, n, t ∈ N0, and Y
n,t
j : Ω → [u, v], j, n, t ∈ N0, be
functions, assume that X0,00 and Y
0,0
0 are random variables, let E : [u, v]
d → [u, v] be a measurable function
which satisfies P-a.s. that E(X0,00 ) = E[Y
0,0
0 |X
0,0
0 ], let L
n,t
a,m : R
P(a)×Ω→ R, m,n, t ∈ N0, a ∈ A, satisfy for
all m ∈ N, n, t ∈ N0, a ∈ A, θ ∈ R
P(a) that
Ln,ta,m(θ) =
1
m
m∑
j=1
∣∣Rθa(Xn,tj )− Y n,tj ∣∣2, (6.8)
let Gn,ta,m = (G
n,t
a,m,1, . . . ,G
n,t
a,m,P(a)) : R
P(a) ×Ω→ RP(a), m,n, t ∈ N, a ∈ A, satisfy for all m,n, t ∈ N, a ∈ A,
i ∈ {1, . . . ,P(a)}, ω ∈ Ω and all
θ = (θ1, . . . , θP(a)) ∈
{
ϑ = (ϑ1, . . . , ϑP(a)) ∈ R
P(a) :
Ln,ta,m(ϑ1, . . . , ϑi−1, (·), ϑi+1, . . . , ϑP(a), ω)
as a function R→ R is differentiable at ϑi
}
(6.9)
that
Gn,ta,m,i(θ, ω) =
∂
∂θi
Ln,ta,m(θ, ω), (6.10)
let Θn,ta,m = (Θ
n,t
a,m,1, . . . ,Θ
n,t
a,m,P(a)) : Ω → R
P(a), m,n, t ∈ N0, a ∈ A, be random variables, assume for all
m ∈ N0, a ∈ A that Θ
n,0
a,m, n ∈ N0, are i.i.d., assume for all m,n ∈ N0, a ∈ A that Θ
n,0
a,m,1, . . . ,Θ
n,0
a,P(a) are
independent, assume that infm∈N0 infa∈A infi∈{1,...,P(a)} P(Θ
0,0
a,m,i < 0) > 0, assume for all m,n, t ∈ N, a ∈ A
that
Θn,ta,m = Θ
n,t−1
a,m − γtG
n,t
a,m(Θ
n,t−1
a,m ), (6.11)
and let na,M,N,T : Ω → {1, . . . , N}, M,N, T ∈ N0, a ∈ A, and ta,M,N,T : Ω → N0, M,N, T ∈ N0, a ∈ A, be
random variables (cf. Definitions 2.2 and 2.4). Then
inf
N∈N
lim sup
D∈N, a=(a0,...,aD+1)∈A
min{D,a1,...,aD}→∞
inf
M∈N
T∈N0
E
[
min
{∫
[u,v]d
∣∣RΘna,N,T ,ta,N,Taa (x) − E(x)∣∣PX0,00 (dx), 1
}]
≥ min
{
inf
b∈R
E
[
|b− E(X0,00 )|
]
, 1
}
.
(6.12)
Proof. Observe that Theorem 6.2 implies for all k,N ∈ N, κ ∈ (0, 1) that there exists D ∈ N, a =
(a0, . . . , aD+1) ∈ A with min{D, a1, . . . , aD} ≥ k such that for all M ∈ N we have
inf
T∈N0
E
[
min
{∫
[u,v]d
∣∣RΘna,N,T ,ta,N,Taa (x) − E(x)∣∣ PX0,00 (dx), 1
}]
≥ κmin
{
inf
b∈R
E
[
|b− E(X0,00 )|
]
, 1
}
. (6.13)
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This asserts for all κ ∈ (0, 1) that
inf
N∈N
lim sup
D∈N, a=(a0,...,aD+1)∈A
min{D,a1,...,aD}→∞
inf
M∈N
T∈N0
E
[
min
{∫
[u,v]d
∣∣RΘna,N,T ,ta,N,Taa (x) − E(x)∣∣ PX0,00 (dx), 1
}]
≥ κmin
{
inf
b∈R
E
[
|b− E(X0,00 )|
]
, 1
}
.
(6.14)
Taking the limit κ ↑ 1 completes the proof of Corollary 6.3.
Corollary 6.4. Let u, u ∈ R, v ∈ (u,∞), v ∈ (u,∞), c ∈ [0,∞), d ∈ N, (γt)t∈N ⊆ R, let A = ∪D∈N({d} ×
N
D × {1}), let (Ω,F ,P) be a probability space, let Xn,tj : Ω → [u, v]
d, j, n, t ∈ N0, and Y
n,t
j : Ω → [u, v],
j, n, t ∈ N0, be functions, assume that X
0,0
0 and Y
0,0
0 are random variables, let E : [u, v]
d → [u, v] be a
measurable function which satisfies P-a.s. that E(X0,00 ) = E[Y
0,0
0 |X
0,0
0 ], assume that Var(E(X
0,0
0 )) > 0, let
Ln,ta,m : R
P(a) × Ω→ R, m,n, t ∈ N0, a ∈ A, satisfy for all m ∈ N, n, t ∈ N0, a ∈ A, θ ∈ R
P(a) that
Ln,ta,m(θ) =
1
m
m∑
j=1
∣∣Rθa(Xn,tj )− Y n,tj ∣∣2, (6.15)
let Gn,ta,m = (G
n,t
a,m,1, . . . ,G
n,t
a,m,P(a)) : R
P(a) ×Ω→ RP(a), m,n, t ∈ N, a ∈ A, satisfy for all m,n, t ∈ N, a ∈ A,
i ∈ {1, . . . ,P(a)}, ω ∈ Ω and all
θ = (θ1, . . . , θP(a)) ∈
{
ϑ = (ϑ1, . . . , ϑP(a)) ∈ R
P(a) :
Ln,ta,m(ϑ1, . . . , ϑi−1, (·), ϑi+1, . . . , ϑP(a), ω)
as a function R→ R is differentiable at ϑi
}
(6.16)
that
Gn,ta,m,i(θ, ω) =
∂
∂θi
Ln,ta,m(θ, ω), (6.17)
let Θn,ta,m : Ω → R
P(a), m,n, t ∈ N0, a ∈ A, be random variables, assume for all m ∈ N0, a ∈ A that
Θn,0a,m, n ∈ N0, are i.i.d., assume for all m,n ∈ N0, a ∈ A that Θ
n,0
a,m is continuous uniformly distributed on
[−c, c]P(a), assume for all m,n, t ∈ N, a ∈ A that
Θn,ta,m = Θ
n,t−1
a,m − γtG
n,t
a,m(Θ
n,t−1
a,m ), (6.18)
let na,M,N,T : Ω → N, M,N, T ∈ N0, a ∈ A, and ta,M,N,T : Ω → N0, M,N, T ∈ N0, a ∈ A, be random
variables, and assume for all M,N ∈ N, T ∈ N0, a ∈ A that
(na,M,N,T (ω), ta,M,N,T (ω)) ∈ argmin(n,t)∈{1,...,N}×{0,...,T},Θn,t
a,M
(ω)∈[−c,c]P(a)L
0,0
a,M (Θ
n,t
a,M (ω), ω) (6.19)
(cf. Definitions 2.2 and 2.4). Then
inf
N∈N
lim sup
D∈N, a=(a0,...,aD+1)∈A
min{D,a1,...,aD}→∞
inf
M∈N
T∈N0
E
[
min
{∫
[u,v]d
∣∣RΘna,N,T ,ta,N,Taa (x)− E(x)∣∣ PX0,00 (dx), 1
}]
> 0. (6.20)
Proof. Note that the hypothesis Var(E(X0,00 )) > 0 ensures infb∈R E
[
|b − E(X0,00 )|
]
> 0. Therefore, the
statement follows from Corollary 6.3. This completes the proof of Corollary 6.4.
Acknowledgments
This work has partially been supported by Swiss National Science Foundation Research Grant 175699.
The second author acknowledges funding by the Deutsche Forschungsgemeinschaft (DFG, German Research
Foundation) under Germany’s Excellence Strategy EXC 2044-390685587,Mathematics Muenster: Dynamics-
Geometry-Structure.
8
Non-convergence of SGD in the training of DNNs
References
[1] Allen-Zhu, Z., Li, Y., and Song, Z. A convergence theory for deep learning via over-
parameterization. In Proceedings of the 36th International Conference on Machine Learning (09–15
Jun 2019), K. Chaudhuri and R. Salakhutdinov, Eds., vol. 97 of Proceedings of Machine Learning
Research, PMLR, pp. 242–252.
[2] Arora, S., Du, S., Hu, W., Li, Z., and Wang, R. Fine-grained analysis of optimization and
generalization for overparameterized two-layer neural networks. In Proceedings of the 36th International
Conference on Machine Learning (09–15 Jun 2019), K. Chaudhuri and R. Salakhutdinov, Eds., vol. 97
of Proceedings of Machine Learning Research, PMLR, pp. 322–332.
[3] Bach, F., and Moulines, E. Non-asymptotic analysis of stochastic approximation algorithms for
machine learning. In Advances in Neural Information Processing Systems 24, J. Shawe-Taylor, R. S.
Zemel, P. L. Bartlett, F. Pereira, and K. Q. Weinberger, Eds. Curran Associates, Inc., 2011, pp. 451–459.
[4] Bach, F., and Moulines, E. Non-strongly-convex smooth stochastic approximation with convergence
rate o(1/n). In Advances in Neural Information Processing Systems 26, C. J. C. Burges, L. Bottou,
M. Welling, Z. Ghahramani, and K. Q. Weinberger, Eds. Curran Associates, Inc., 2013, pp. 773–781.
[5] Baldi, P., and Hornik, K. Neural networks and principal component analysis: Learning from
examples without local minima. Neural Networks 2, 1 (1989), 53–58.
[6] Beck, C., Jentzen, A., and Kuckuck, B. Full error analysis for the training of deep neural networks.
arXiv:1910.00121v2 (2019).
[7] Berner, J., Elbra¨chter, D. M., and Grohs, P. How degenerate is the parametrization of neural
networks with the relu activation function? In Advances in Neural Information Processing Systems
32, H. Wallach, H. Larochelle, A. Beygelzimer, F. d’Alche´ Buc, E. Fox, and R. Garnett, Eds. Curran
Associates, Inc., 2019, pp. 7790–7801.
[8] Bottou, L. Online algorithms and stochastic approximations. In Online Learning and Neural Net-
works, D. Saad, Ed. Cambridge University Press, 1998. revised, oct 2012.
[9] Bottou, L., Curtis, F. E., and Nocedal, J. Optimization methods for large-scale machine learning.
SIAM Review 60, 2 (2018), 223–311.
[10] Bottou, L., and Yann, L. C. Large scale online learning. In Advances in Neural Information
Processing Systems 16 - Proceedings of the 2003 Conference, NIPS 2003 (jan 2004), Advances in Neural
Information Processing Systems, Neural information processing systems foundation.
[11] Brutzkus, A., Globerson, A., Malach, E., and Shalev-Shwartz, S. SGD learns over-
parameterized networks that provably generalize on linearly separable data. arXiv:1710.10174v1 (2017).
[12] Chizat, L., and Bach, F. On the global convergence of gradient descent for over-parameterized
models using optimal transport. In Advances in Neural Information Processing Systems 31, S. Bengio,
H. Wallach, H. Larochelle, K. Grauman, N. Cesa-Bianchi, and R. Garnett, Eds. Curran Associates,
Inc., 2018, pp. 3036–3046.
[13] Chizat, L., Oyallon, E., and Bach, F. On lazy training in differentiable programming. In Advances
in Neural Information Processing Systems 32, H. Wallach, H. Larochelle, A. Beygelzimer, F. d’Alche´
Buc, E. Fox, and R. Garnett, Eds. Curran Associates, Inc., 2019, pp. 2937–2947.
[14] Choromanska, A., Henaff, M., Mathieu, M., Ben Arous, G., and LeCun, Y. The Loss
Surfaces of Multilayer Networks. In Proceedings of the Eighteenth International Conference on Artificial
Intelligence and Statistics (09–12 May 2015), G. Lebanon and S. V. N. Vishwanathan, Eds., vol. 38 of
Proceedings of Machine Learning Research, PMLR, pp. 192–204.
[15] Choromanska, A., LeCun, Y., and Ben Arous, G. Open problem: The landscape of the loss
surfaces of multilayer networks. In Proceedings of The 28th Conference on Learning Theory (03–06 Jul
2015), P. Grnwald, E. Hazan, and S. Kale, Eds., vol. 40 of Proceedings of Machine Learning Research,
PMLR, pp. 1756–1760.
9
Cheridito, Jentzen, Rossmannek
[16] Du, S., Lee, J., Li, H., Wang, L., and Zhai, X. Gradient descent finds global minima of deep
neural networks. In Proceedings of the 36th International Conference on Machine Learning (09–15 Jun
2019), K. Chaudhuri and R. Salakhutdinov, Eds., vol. 97 of Proceedings of Machine Learning Research,
PMLR, pp. 1675–1685.
[17] Du, S. S., Zhai, X., Poczos, B., and Singh, A. Gradient descent provably optimizes over-
parameterized neural networks. In International Conference on Learning Representations (2019).
[18] E, W., Ma, C., and Wu, L. A comparative analysis of optimization and generalization properties of
two-layer neural network and random feature models under gradient descent dynamics. Science China
Mathematics (2020).
[19] Fehrman, B., Gess, B., and Jentzen, A. Convergence rates for the stochastic gradient descent
method for non-convex objective functions. arXiv:1904.01517v2 (2019).
[20] Fukumizu, K., and Amari, S. Local minima and plateaus in hierarchical structures of multilayer
perceptrons. Neural Networks 13, 3 (2000), 317–327.
[21] Ge, R., Huang, F., Jin, C., and Yuan, Y. Escaping from saddle points — online stochastic gradient
for tensor decomposition. In Proceedings of The 28th Conference on Learning Theory (03–06 Jul 2015),
P. Grnwald, E. Hazan, and S. Kale, Eds., vol. 40 of Proceedings of Machine Learning Research, PMLR,
pp. 797–842.
[22] Glorot, X., and Bengio, Y. Understanding the difficulty of training deep feedforward neural net-
works. In Proceedings of the Thirteenth International Conference on Artificial Intelligence and Statistics
(13–15 May 2010), Y. W. Teh and M. Titterington, Eds., vol. 9 of Proceedings of Machine Learning
Research, PMLR, pp. 249–256.
[23] Heiss, J., Teichmann, J., and Wutte, H. How implicit regularization of neural networks affects
the learned function – part i. arXiv:1911.02903v2 (2019).
[24] Jacot, A., Gabriel, F., and Hongler, C. Neural tangent kernel: Convergence and generalization
in neural networks. In Advances in Neural Information Processing Systems 31, S. Bengio, H. Wallach,
H. Larochelle, K. Grauman, N. Cesa-Bianchi, and R. Garnett, Eds. Curran Associates, Inc., 2018,
pp. 8571–8580.
[25] Jentzen, A., Kuckuck, B., Neufeld, A., and von Wurstemberger, P. Strong error anal-
ysis for stochastic gradient descent optimization algorithms. Accepted in IMA J. Num. Anal.,
arXiv:1801.09324v1 (2018).
[26] Jentzen, A., and von Wurstemberger, P. Lower error bounds for the stochastic gradient descent
optimization algorithm: Sharp convergence rates for slowly and fast decaying learning rates. Journal
of Complexity 57 (2020), 101438.
[27] Jentzen, A., and Welti, T. Overall error analysis for the training of deep neural networks via
stochastic gradient descend with random initialisation. arXiv:2003.01291 (2020).
[28] Karakida, R., Akaho, S., and Amari, S.-i. Universal statistics of fisher information in deep
neural networks: Mean field approach. In Proceedings of Machine Learning Research (16–18 Apr 2019),
K. Chaudhuri and M. Sugiyama, Eds., vol. 89 of Proceedings of Machine Learning Research, PMLR,
pp. 1032–1041.
[29] Karimi, B., Miasojedow, B., Moulines, E., and Wai, H.-T. Non-asymptotic analysis of biased
stochastic approximation scheme. In Proceedings of the Thirty-Second Conference on Learning Theory
(25–28 Jun 2019), A. Beygelzimer and D. Hsu, Eds., vol. 99 of Proceedings of Machine Learning Research,
PMLR, pp. 1944–1974.
[30] Kawaguchi, K. Deep learning without poor local minima. In Advances in Neural Information Pro-
cessing Systems 29, D. D. Lee, M. Sugiyama, U. V. Luxburg, I. Guyon, and R. Garnett, Eds. Curran
Associates, Inc., 2016, pp. 586–594.
[31] LeCun, Y. A., Bottou, L., Orr, G. B., and Mu¨ller, K.-R. Efficient BackProp. Springer Berlin
Heidelberg, 2012, pp. 9–48.
10
Non-convergence of SGD in the training of DNNs
[32] Lee, J. D., Simchowitz, M., Jordan, M. I., and Recht, B. Gradient descent only converges to
minimizers. In 29th Annual Conference on Learning Theory (23–26 Jun 2016), V. Feldman, A. Rakhlin,
and O. Shamir, Eds., vol. 49 of Proceedings of Machine Learning Research, PMLR, pp. 1246–1257.
[33] Lei, Y., Hu, T., Li, G., and Tang, K. Stochastic gradient descent for nonconvex learning without
bounded gradient assumptions. IEEE Transactions on Neural Networks and Learning Systems (2019),
1–7.
[34] Li, Y., and Liang, Y. Learning overparameterized neural networks via stochastic gradient descent
on structured data. In Advances in Neural Information Processing Systems 31, S. Bengio, H. Wallach,
H. Larochelle, K. Grauman, N. Cesa-Bianchi, and R. Garnett, Eds. Curran Associates, Inc., 2018,
pp. 8157–8166.
[35] Lu, L., Shin, Y., Su, Y., and Karniadakis, G. E. Dying ReLU and Initialization: Theory and
Numerical Examples. arXiv:1903.06733v2 (2019).
[36] Pascanu, R., Dauphin, Y. N., Ganguli, S., and Bengio, Y. On the saddle point problem for
non-convex optimization. arXiv:1405.4604v2 (2014).
[37] Pelletier, M. On the almost sure asymptotic behaviour of stochastic algorithms. Stochastic Processes
and their Applications 78, 2 (1998), 217–244.
[38] Pennington, J., and Bahri, Y. Geometry of neural network loss surfaces via random matrix theory.
In Proceedings of the 34th International Conference on Machine Learning (06–11 Aug 2017), D. Precup
and Y. W. Teh, Eds., vol. 70 of Proceedings of Machine Learning Research, PMLR, pp. 2798–2806.
[39] Petersen, P., Raslan, M., and Voigtlaender, F. Topological properties of the set of functions
generated by neural networks of fixed size. arXiv:1806.08459v3 (2018).
[40] Qian, N. On the momentum term in gradient descent learning algorithms. Neural Networks 12, 1
(1999), 145–151.
[41] Safran, I., and Shamir, O. Spurious local minima are common in two-layer ReLU neural networks.
In Proceedings of the 35th International Conference on Machine Learning (10–15 Jul 2018), J. Dy and
A. Krause, Eds., vol. 80 of Proceedings of Machine Learning Research, PMLR, pp. 4433–4441.
[42] Salimans, T., and Kingma, D. P. Weight normalization: A simple reparameterization to accelerate
training of deep neural networks. In Advances in Neural Information Processing Systems 29, D. D.
Lee, M. Sugiyama, U. V. Luxburg, I. Guyon, and R. Garnett, Eds. Curran Associates, Inc., 2016,
pp. 901–909.
[43] Sankararaman, K. A., De, S., Xu, Z., Huang, W. R., and Goldstein, T. The impact of neural
network overparametrization on gradient confusion and stochastic gradient descent. arXiv:1904.06963v4
(2019).
[44] Shalev-Shwartz, S., and Ben-David, S. Understanding Machine Learning: From Theory to Algo-
rithms. Cambridge University Press, 2014.
[45] Shalev-Shwartz, S., Shamir, O., and Shammah, S. Failures of gradient-based deep learning. In
Proceedings of the 34th International Conference on Machine Learning (06–11 Aug 2017), D. Precup
and Y. W. Teh, Eds., vol. 70 of Proceedings of Machine Learning Research, PMLR, pp. 3067–3075.
[46] Shamir, O. Exponential convergence time of gradient descent for one-dimensional deep linear neu-
ral networks. In Proceedings of the Thirty-Second Conference on Learning Theory (25–28 Jun 2019),
A. Beygelzimer and D. Hsu, Eds., vol. 99 of Proceedings of Machine Learning Research, PMLR, pp. 2691–
2713.
[47] Shin, Y., and Karniadakis, G. E. Trainability and Data-dependent Initialization of Over-
parameterized ReLU Neural Networks. arXiv:1907.09696 (2019).
[48] Soltanolkotabi, M., Javanmard, A., and Lee, J. D. Theoretical insights into the optimization
landscape of over-parameterized shallow neural networks. IEEE Transactions on Information Theory
65, 2 (Feb 2019), 742–769.
11
Cheridito, Jentzen, Rossmannek
[49] Soudry, D., and Carmon, Y. No bad local minima: Data independent training error guarantees for
multilayer neural networks. arXiv:1605.08361v2 (2016).
[50] Sutskever, I., Martens, J., Dahl, G., and Hinton, G. On the importance of initialization and
momentum in deep learning. In Proceedings of the 30th International Conference on Machine Learning
(17–19 Jun 2013), S. Dasgupta and D. McAllester, Eds., vol. 28 of Proceedings of Machine Learning
Research, PMLR, pp. 1139–1147.
[51] Swirszcz, G., Czarnecki, W. M., and Pascanu, R. Local minima in training of neural networks.
arXiv:1611.06310v2 (2016).
[52] Ward, R., Wu, X., and Bottou, L. AdaGrad stepsizes: Sharp convergence over nonconvex land-
scapes. In Proceedings of the 36th International Conference on Machine Learning (09–15 Jun 2019),
K. Chaudhuri and R. Salakhutdinov, Eds., vol. 97 of Proceedings of Machine Learning Research, PMLR,
pp. 6677–6686.
[53] Zhang, G., Martens, J., and Grosse, R. B. Fast convergence of natural gradient descent for over-
parameterized neural networks. In Advances in Neural Information Processing Systems 32, H. Wallach,
H. Larochelle, A. Beygelzimer, F. d’Alche´ Buc, E. Fox, and R. Garnett, Eds. Curran Associates, Inc.,
2019, pp. 8082–8093.
[54] Zou, D., Cao, Y., Zhou, D., and Gu, Q. Gradient descent optimizes over-parameterized deep relu
networks. Machine Learning 109, 3 (Mar 2020), 467–492.
12
