Mesh-free methods based on radial basis function (RBF) approximation are widely used for solving PDE problems. They are flexible with respect to the problem geometry and highly accurate. A disadvantage of these methods is that the linear system to be solved becomes dense for globally supported RBFs. A remedy is to introduce localisation techniques such as partition of unity (PU). RBF-PU methods allow for significant sparsification of the linear system and lower the computational effort. In this work we apply a global RBF method as well as an RBF-PU method to problems in option pricing. We consider one-and two-dimensional vanilla options. In order to price American options we employ a penalty approach. The RBF-PU method is competitive with already existing methods and the results are promising for extension to higher-dimensional problems.
Introduction
Option contracts have been used for many centuries, but trading of options, as well as academic research on option pricing, increased dramatically in volume after 1973, when Black and Scholes published their market model [2] . Nowadays a variety of options are traded at the world exchanges, starting with simple vanilla options and continuing to multi-dimensional index options. Therefore, there is a high demand for correct option prices. Moreover, option prices play an important role in risk management, hedging and parameter estimation.
In this paper we consider the problem of pricing so called vanilla basket options, i.e., European and American options, with several underlying assets. A European option is a contract with a fixed exercise date, while an American option can be exercised at any time before maturity. Among the different available models of the underlying behaviour, such as the Heston model with stochastic volatility or the Merton model with jump diffusion, we select the standard Black-Scholes model, since it is a basic test case. Under the Black-Scholes model the price of European and American options can be determined by solving either a partial differential equation or a stochastic differential equation [10] . In the case of a single-asset European option the price is known analytically, while for multi-assets options the prices have to be computed numerically. The American option is more difficult due to the opportunity to exercise the option at any time. Such an opportunity introduces a free exercise boundary, which complicates the problem. The price for an American option needs to be computed numerically even in the single-asset case.
There are several techniques to handle the free exercise boundary. The most commonly used technique consists in rewriting the free boundary problem as a linear complementarity problem (LCP) and then solving it by one of the standard methods, such as projected successive over-relaxation (PSOR) [24] . The drawback of this method is that it is relatively slow. Another method, that is used in industry, is the operator splitting (OS) method [11] . It is fast and effective for one-dimensional problems. In this paper we are going to focus on a penalty approach [17] , which, by adding a small penalty term, allows for removing the free boundary and solving the problem on a fixed domain.
There are various numerical methods, which are used in option pricing for industry as well as in academia. Perhaps the most popular methods are Monte-Carlo (MC) methods [8] and finite difference (FD) methods [24] . Both of them have their own strengths and weaknesses. MC methods converge slowly but are effective for pricing high-dimensional options, because the computational cost scales linearly with the number of underlying assets. On the other hand, FD methods have a better convergence rate, while the computational cost grows exponentially with the number of underlying assets.
We aim to construct a method for option pricing, based on radial basis function approximation, that can be competitive for low-dimensional to moderately highdimensional problems. RBF methods can achieve high order algebraic, or for some problems even exponential, convergence rates [21, 22] . It means that in order to get the same accuracy the problem size will be smaller than with FD, which is crucial if we work in a many-dimensional space. A global RBF method was shown to compare favourably with an adaptive FD method in [20] in one and two dimensions.
A drawback of global RBF methods is that the linear system that needs to be solved is dense and often ill-conditioned. The situation can be improved by introducing localisation techniques. One way to introduce locality is to employ a partition of unity framework, which was proposed by Babuška and Melenk in 1997 [1] .
A partition based formulation is also well suited for a parallel implementation. The ill-conditioning can be addressed by the RBF-QR technique [6, 7, 15] .
In this paper we consider the problem of pricing dividend paying vanilla basket call options. In order to solve the problem we use RBF and RBF partition of unity (RBF-PU) methods and employ the RBF-QR technique to deal with the ill-conditioning. We show that RBF based methods provide a good alternative to already existing methods. All comparisons of the solutions are made against the standard FD solution for European options and FD-OS solution for American options.
The outline of the paper is as follows. In Section 2, we introduce the BlackScholes model for European and American basket call options. In Section 3, we discuss the penalty approach for American options and its form in the case of call options. Then in Section 4, we give an overview of RBF and RBF-PU methods, as well as the RBF-QR technique. Section 5 contains numerical experiments and comparisons. Finally, Section 6 concludes the paper.
The Black-Scholes model
The multi-dimensional Black-Scholes equation takes the form
where V is the value of the option, x = (x 1 , . . . , x d ) defines the spot prices of the d underlying assets, d is the number of assets in the portfolio, D i is the continuous dividend yield paid out by the i th asset, σ is the volatility matrix, Σ = [σσ * ], r is the risk-free interest rate, t is the backward time, i.e., time to maturity, and T is the maturity time of the option. The domain Ω {E,A} is defined below. The subscripts E and A indicate European and American options, respectively.
The payoff function for the call option is given by:
where K is the strike price and α i is the weight of the ith asset in the portfolio. This is the value of the option at the time of maturity, but since we use backward time the initial condition becomes
The European case
In the case of the European option, Ω E = R d + , and equation (2.1) is subject to the following boundary conditions. The near-field boundary can be seen as the single point x = 0, and there we have
An asymptotic solution can be defined for large values of x
For computational purposes, the infinite domain needs to be truncated for large x . The asymptotic solution (2.6) is used as a boundary condition at the truncation (far-field) boundary. We do not impose any boundary conditions on the boundaries of the type Γ i = {x | x ∈ Ω E , x = 0, x i = 0}, since it was shown in [12] that as long as the growth at infinity is restricted, the problem is well posed without boundary conditions.
The American case
In the case of the American option, Ω A is a subdomain of R d + , which falls inside the free early exercise boundary Γ(x, t). Thus, equation (2.1) is subject to the following boundary conditions. For the same reason as for the European option [12] the nearfield boundary can be represented by just the point x = 0, and we enforce the following condition there:
At the free-boundary we have
Outside the free boundary the solution is given by V (x, t) = Φ(x).
Penalty method
Using a penalty method is a well-known technique for solving boundary value problems. An early reference to the penalty method appears in 1943 in Courant's work on motion in a bounded domain [3] . In relation to option pricing, the penalty method was introduced by Zvan et al. in [28] , where a penalty approach for a Black-Scholes model with stochastic volatility for American options is discussed. Then, Nielsen et al. [17] proposed a new form of the penalty term for American put options, which has subsequently been used by several authors, combined with finite differences [18] and radial basis functions [5, 22] . In this paper we consider a penalty method for pricing American basket call options. In the case of call options, dividends must be present, otherwise the American call is equivalent to the European call [13] , while in the case of put options dividends may be zero. Hence, we propose a penalty term for the American basket option with dividends.
where e is the penalty parameter, which has to be chosen sufficiently small, and q(x) is the non-zero part of the payoff function,
Adding the penalty term to the Black-Scholes equation allows us to convert the free boundary problem to a fixed domain problem. The error introduced by the penalty is expected to be O(e). The modified equation takes the form
where Ω E is the same domain as for the European option, since the free boundary has been removed. The equation is subject to the following initial and boundary conditions
Substantiation of the form of the penalty term
In this subsection, we will show why our choice of the form of the penalty term for the American basket call option is motivated. The value of an American call option has to be greater than or equal to the value of the payoff. We need to design the penalty term in such a way that it is negligible when we are "far" from the payoff, and it increases in magnitude as we approach the payoff function, to prevent the solution from falling below the payoff. The current form of the penalty implies this property. When V (x, t) > q(x), the penalty is roughly of size e, and it increases towards rK as V (x, t) → q(x).
Consider the one-dimensional case. The equation takes the form
We assume that the solution V is close to the payoff function, i.e., V ≈ x − K. Now, for some x we have that V = x − K + δ, for some δ > 0, inserting this representation for V into the right part of (3.6), we obtain
We use the fact that Dx > rK when x is above the free boundary [13] and take into account that δ and e are small, we end up with
This shows that if the solution is positively perturbed (above the payoff), the time derivative becomes negative, and the solution starts decreasing, and vice versa for negative perturbations. This meta-proof confirms that our choice of the form for the penalty term is consistent with attraction to the payoff for large x.
Radial basis function methods
RBF methods are mesh-free and based on scattered nodes; therefore they are very flexible in terms of the geometry of the computational domain. Given N scattered nodes x 1 , . . . , x N ∈ Ω ⊂ R d , the RBF interpolant of a function with values u(x 1 ), . . . , u(x N ) defined at those points takes the form
where λ j is an unknown coefficient, · is the Euclidian norm and φ(r) is a real-valued radial basis function, such as the Gaussian φ(r) = e −(εr) 2 or the multiquadric φ(r) = 1 + (εr) 2 , which we use for our numerical experiments. In order to determine λ j , j = 1, . . . , N , we enforce the interpolation conditions J u (x j ) = u(x j ) and as a result we obtain a linear system Aλ =ū, (4.2) where
T . When we approximate a time dependent function u(x, t), we let λ j be timedependent, such that
RBF partition of unity methods
In spite of the many advantages of RBF methods, there is one computationally expensive disadvantage. The interpolation matrix A becomes dense when globally supported RBFs are used. Employing a partition of unity method (PUM) is one way to introduce locality and sparsity. A collocation RBF-PUM is introduced in the forthcoming paper [14] for elliptic PDEs, and applied to option pricing problems in [22] . The main idea is to subdivide a larger domain into smaller overlapping subdomains. Then a local RBF approximation is used within each subdomain. Local approximations in neighbouring subdomains are coupled, but the overall matrix structure is sparse and the computational complexity is reduced. Furthermore, there is an opportunity for parallel implementation.
We define a partition of unity
Now, for each subdomain we construct a local RBF interpolant J i u , and then form the global interpolant for the entire domain Ω:
The partition of unity functions w i can be constructed using Shepard's method [23] as follows:
where ϕ i (x) is a function that is compactly supported on Ω i , which we choose to be a C 2 compactly supported Wendland function [26] 
The elements of the open cover of Ω will be chosen as circular patches. Therefore, the Wendland functions will be scaled to get
where r i is the radius of the patch Ω i and c i is its center point.
Time discretization and space approximations
When we solve the option pricing problem numerically, we collocate the different RBF approximations in space as described below in sections 5.2 and 5.3. In time we use a standard ODE solver. We define the discrete times t n , n = 0, . . . , N t and denote the approximate solution at time t n by V n (x) ≈ V (t n , x).
The BDF-2 time stepping scheme
For the time discretisation we choose the second order backward differential scheme (BDF-2). That is, for the European option the time discretisation is entirely implicit. A fully implicit time discretisation for the American option will lead to unconditional stability, but we will need to solve a non-linear system of equations at each time step, and the total computational cost may become high. Another option is to use either an explicit scheme or a semi-implicit scheme with the penalty term evaluated explicitly at the middle time level, see equations (5.1)-(5.2). We have chosen to use the semi-implicit scheme. We show the discretisation for the American option only, as the scheme for the European option is identical, except for the presence of the penalty term.
We divide the time interval [0, T ] into N t steps of length k n = t n − t n−1 , n = 1, . . . , N t . The BDF-2 scheme has the form [9, p. 401]
where V n I is the solution in the interior, E is an identity operator and
where ω n = k n /k n−1 , n = 2, . . . , N t . In [16] it is shown how the time steps can be chosen in such a way that β n 0 ≡ β 0 . Then the coefficient matrix is the same in all time steps and only one matrix factorization is needed.
The boundary conditions are enforced at each new time level through
This leads to a linear system for each time step of the form
where
The semi-implicit scheme will put a restriction on the time step size of the following form:
where ∆t = max{k n } Nt n=1 , x i,∞ is the point, at which we truncate the domain in the direction of i-th asset and C is some constant. This condition is obtained empirically, but performing a simple linearisation of the penalty term and some heuristic calculations we can obtain a similar result with C = k n /β n 0 = 3/2 for the BDF-2 scheme on a uniform time grid. This is in line with the condition ∆t ≤ e rK , which can be found in [17] for the case when finite differences are used to price an American put without dividends. Condition (5.7) does not depend on the grid, therefore for some choices of e it is less severe than the condition imposed by the explicit scheme.
Further down in section 6.4 we will see that condition (5.7) holds numerically with an observed constant that is larger than 3/2.
Approximation in space using RBF
When using a collocation approach, we work with the nodal solution values v
. We build the approximation at time t n according to (4.3)
The nodal values v n j and the coefficients λ n j fulfil the following relation: 9) where the interpolation matrix A has elements a pq = φ(ε x p − x q ) and
For RBFs such as Gaussians, multiquadrics, and inverse multiquadrics, A is nonsingular as long as the node points are distinct. Hence, we can invert the relation to getλ
This allows us to construct differentiation matrices to evaluate derivatives of the RBF approximation in terms of the nodal values
where A (k) and A (km) are matrices of derivatives of radial basis functions with elements a
Thus,
where L is a matrix representation of the spatial operator L and
(5.13)
These expressions are then used for populating the blocks in the system of form (5.5).
Approximation in space using RBF-PUM
We define the nodal solution values v
For the RBF partition of unity method we build an interpolant as described in (4.5)
(5.14)
Now as in the global case we can enforce interpolation conditions and obtain a linear systemv 15) where R i : I → I is a permutation projection operator which maps the local index set I i = {1, . . . , N i } corresponding to the nodes in the i-th partition into the global index set I = {1, . . . , N }, W i is a diagonal matrix with element w i (x j ) on it, and A i is a local RBF matrix. By requiring the local nodal values v i,n j to coincide with the global nodal values v n j , we simplify the coupling together of the local solutions (otherwise, there would be more unknown values than equations, requiring extra conditions). Through the local interpolation property we havē
Then we construct approximations for the derivatives
are diagonal matrices containing the derivatives of w i and A
are local derivative RBF matrices. Note that the partition of unity
must be at least two times differentiable.
and
Numerical results
In order to solve the option pricing problems numerically, we truncate the domain where the problem is defined. A common choice for call options is to truncate at x i,∞ = 4dK in each direction, where d is the dimension of the problem and K is the strike price. Therefore we will carry out numerical experiments on Ω = [0, 4dK] d . For the numerical experiments we use the semi-implicit discretisation described in the previous section. The type of basis functions we select is multiquadric. We use the following set of parameters: K = 1, T = 1, r = 0.1, σ = 0. 
Choice of shape parameter ε
The accuracy of RBF methods highly depends upon the shape parameter ε of the basis functions, which is responsible for the flatness of the functions. For smooth functions, the best accuracy is typically achieved when ε is small, but then the condition number of the linear system becomes too large. In this section we try to find the best compromise for the size of ε for our problem. Figure 2 displays the dependence of the error on the size of the shape parameter for European options issued on one and two assets. In 1D the error is measured against the analytical solution, while in 2D a finite difference solution on a fine grid is used as the reference.
For the rest of the experiments in this paper, for each method, we use the ε that was optimal for the finest grid that was used. For example to study the convergence of the global RBF method for the European option on two underlying assets we choose ε = 1, because our finest grid in that experiment is 40 × 40 nodes, and it turns out that ε = 1 is the optimal choice for that grid.
Error bounds in terms of the number of nodes and the number of partitions for RBF and RBF-PU methods were derived in [22] based on the results in [21] . These are valid in the case of constant ε. That is, if for the global RBF method we refine the grid and keep ε = ε 0 then we can expect exponential convergence; if we seek the optimal ε for each grid then the convergence behaviour is unknown. We use ε = 1 for all European option experiments, ε = 1.4 for the American option on one asset with the global RBF method, ε = 1.7 for the American option on one asset with the RBF-PUM, and ε = 1 for the American option on two assets with both methods.
Refinement RBF-PUM
For the global RBF method exponential convergence in space with respect to the number of nodes can be expected [21, 22] . For the RBF-PU method there are two general methods of refinement: the number of partitions is kept fixed, this means that the number of nodes per partition is increasing under refinement, or the number of points per partition is kept fixed, this means that the number of partitions is growing under refinement. Error estimates were found in [22] of the form:
where d is the dimension of Ω, H is the distance between partition centers, h is the distance between nodes, m is the maximal polynomial degree which can be supported by the number of nodes located in each partition and determines the algebraic convergence order, and γ determines the exponential convergence order. Inequality (6.2) identifies an exponential convergence rate for the case when the number of partitions is fixed, while inequality (6.1) identifies an algebraic convergence rate when the number of points per partition is fixed. In figure 3 we test the above estimates for the basket European option on two underlying assets. In the right plot we can see the convergence rate h 1.6 for nearly 16 points in each partition and h 3.5 for nearly 33 points per partition; expected convergence rates are h 2 and h 4 respectively. In the left plot we see an exponential convergence with γ = 2 for 36 partitions over the domain, and γ = 2.1 for 64 partitions.
This leads us to a reasonable question of what number of partitions (points per partition) is optimal in the sense of computational efficiency? From figure3 we can conclude that the fewer the number of partitions (points per partition) the lower (higher) the error becomes. However, the linear system becomes denser (sparser) and requires more (less) time to solve. This trade-off we study in the following subsection.
Number of partitions
In the case of the RBF-PU method there is a freedom to choose the number of partitions that will cover the domain. A cover with smaller partitions will lead to worse approximation results, but will on the other hand be computationally cheaper, because the linear system will be more sparse.
In Figure 4 the error in the price of the European option on two underlying assets versus the number of partitions in one spatial dimension is shown on the left, the corresponding computational time is shown in the center, and computational efficiency as a product of the two on the right. The efficiency gives us a flavour of which number of partitions is optimal in terms of error-time.
From the figure we see for example that for 100 partitions the computational time is low while the error is large. Then the product will be moderately large. For four partitions it is the other way around, the time is high and the error is low. The optimum is found at 36 partitions, where the error is the lowest and the computational time is average. Based on this we select √ M = 6 for our twodimensional experiments. This leads to about 100 nodes in each partition for the finest grid (40 × 40 nodes) and about 10% non-zero elements in the linear system. For the one-dimensional experiments we choose M = 4.
Penalty parameter
In this section we study the dependence of the solution and the numerical scheme on the penalty parameter e. We have already mentioned that the error is expected to decay linearly with the penalty size. Figure 5 confirms our expectations. The dependence is roughly linear in both the one-dimensional and two-dimensional case.
When we designed the numerical scheme we mentioned that the semi-implicit scheme may impose a less severe condition on the time step size than a fully explicit scheme. This is true for some choices of e. In the right part of Figure 5 , we show the dependence of the time step size on the penalty parameter size together with the level of the time step for the explicit scheme. Here we should not forget that there is no sense in using a small penalty parameter for coarse grids and vice versa, because the two types of errors should be balanced.
The experiment shows that the use of the semi-implicit scheme does not have any advantage in terms of time step size for the RBF methods, because the condition imposed by treating only the penalty explicitly is more severe than the condition in the fully explicit scheme, which depends on the space discretisation. As RBF methods have high convergence rates, few points are needed in space and hence a relatively large time step can be used also in the explicit scheme. The right part of Figure 5 also displays that the time step should be chosen according to condition (5.7). The purple line indicates the analytical time step limit obtained from (5.7) with C = 3/2, and the turquoise line indicates the largest time step for which a stable numerical result was computed.
Convergence study: European option
Here we study the convergence rates of the RBF and RBF-PU methods and compare them with a standard second order central finite difference (FD) method on a uniform grid. In one dimension a closed-form solution for the European option exists, whilst in two dimensions it does not, and we have to use a reference solution obtained by the FD method on a fine enough grid to compare with.
As expected, in Figure 6 , we observe a second order algebraic convergence rate for the FD method and exponential convergence for both RBF methods with γ = 1.5 for the global method, and γ = 1.5 in 1D and γ = 2 in 2D for the RBF-PUM.
For the European option pricing problem, the initial condition is only C 0 . Hence exponential approximation accuracy at the initial time is not possible as this re- quires smoothness of the solution [21] . However, due to the smoothing properties of parabolic problems, the solution can be approximated with high accuracy at larger times [22] . It has been proved in [25] , that solutions of parabolic problems with non-smooth initial condition can be approximated with optimal order when time is positive.
For financial applications an error of the size 10 −4 is considered to be precise enough, and it is clear that to reach the desired accuracy the FD method requires a larger number of node points. In order to reach this error level, the RBF and RBF-PU methods require 40 nodes (40 in each direction in 2D), while the FD method needs 100 nodes (112 in each direction in 2D). However the computational cost per time-step is very different for the three methods and a time-comparison is therefore performed in section 6.7.
A property of RBF and RBF-PU methods is that they can easily reach error levels of 10 −4 − 10 −5 , but then the system becomes ill-conditioned and lower error levels cannot be reached [15] . To overcome this problem the RBF-QR method was invented. It allows stable computations when the shape parameter ε → 0 and it allows for achieving higher accuracy. We do not employ the RBF-QR technique because our error target can be attained without it, but it can be useful when a low price of an option is expected and higher precision in the result is required. More details about RBF-QR can be found in [7, 6, 15] . 
Convergence study: American option
Here we study the convergence rates of the RBF and RBF-PU penalty methods and compare them with the FD penalty method. Since no closed-form solution exists in the case of American options, as a reference to measure the error we use a solution obtained by second order central finite differences combined with the operator splitting (OS) method [11] on a fine enough grid. Note that the OS method approximates the original PDE, and therefore the error introduced by the penalty term is not present. In the case of American options, the second derivative of the solution has a discontinuity at the free boundary. This will limit the order of convergence.
As we said before, we aim for error of the order 10 −4 which is sufficient for financial applications. The error introduced by the penalty term is O(e). Therefore we have to choose the penalty parameter e smaller than 10 −4 . In Figure 7 we see that all the three methods reach the specified error limit, but the FD-penalty method requires a smaller penalty parameter (which leads to a larger number of time steps to fulfil the stability condition) as well as a higher number of computational nodes in space.
As expected, the discontinuity in the second derivative of the solution does not allow for exponential convergence, but instead we get a high order algebraic convergence rate both for the global RBF method and RBF-PUM.
Computational efficiency
As we mentioned previously, RBF methods require fewer computational nodes than standard FD methods, but the cost of each time step is higher. Figure 8 shows computational times needed to achieve a certain level of accuracy for the FD, RBF and RBF-PU method for pricing a basket European option. We can see that in order to get to error level 10 −4 , the RBF-PU method requires approximately 5 times less time than the standard FD method, while the global RBF method needs the same time even though the number of computational nodes is almost 8 times less. This clearly reflects the advantage of the partition of unity technique over the global method. It essentially reduces the computational time while remaining highly accurate. We should notice that for the experiment we measured only the time of solving the linear system. Preparation procedures for RBF-PUM, such as computation of local matrices and assembling them into a big matrix, may take a little while, but this part can easily be parallelised. Therefore we do not take it into account. The number time steps used was the same in each case.
Summary
RBF methods provide an alternative to already existing methods for solving problems in financial applications. The RBF-PU method allows to overcome the high computational cost associated with the global RBF method, while maintaining high accuracy. The RBF-PU method allows to reach a given level of accuracy with less computational effort than the standard FD method. One way to reduce the computational time even more is to use the geometrical flexibility of RBF method. For example, for the European option the problem can be solved on a triangular domain instead of a square domain, thus, halving the problem size.
The fact that RBF methods are mesh-free allows easy implementation of adaptive grids, which can be clustered around critical regions such as the strike area or the free boundary, in order to improve accuracy or reduce overall computational cost. In the case of RBF-PUM, refinements can be made independently within the partitions, increasing the flexibility.
With either of the RBF methods, solutions with errors of the order 10 −4 can be stably computed with the direct RBF evaluation method described here. However, if lower errors are required, a different evaluation method, such as for example the RBF-QR method, is needed. Then convergence can be maintained almost down to machine precision [6, 14] .
The penalty method combined with RBFs is a good approach for pricing American options. It allows for removing the free boundary and transforming the problem to a fixed boundary problem. It facilitates the computations, in the sense that we do not have to track the free boundary location. It can be used in high dimensions and the introduced error can easily be adjusted to the desirable level. 
