Abstract. Motivated by work of Hochster and Huneke, we investigate several constructions related to the S 2 -ification T of a complete equidimensional local ring R: the canonical module, the top local cohomology module, topological spaces of the form Spec(R) − V (J), and the (finite simple) graph Γ R with vertex set Min(R) defined by Hochster and Huneke. We generalize one of their results by showing, e.g., that the number of maximal ideals of T is equal to the number of connected components of Γ R . We further investigate this graph by exhibiting a technique for showing that a given graph G can be realized as one of the form Γ R .
1. Introduction 1.1. Throughout this paper, the term "ring" is short for "noetherian ring", and "graph" is short for "finite simple undirected graph". In addition, k will be a field, and (R, m, k) a local ring.
This project takes its motivation from a paper by M. Hochster and C. Huneke [3] , regarding S 2 -ifications of complete, equidimensional, local rings, where by "equidimensional" we mean that dim(R/p) = dim(R) for every minimal prime p of R. (See Section 2 for S 2 -ification definitions and background material.) Our interest in this subject comes from our paper [4] where we use [3, (3.9) ] to show that a certain integral closure has to be local. The utility of this construction has led us to investigate its properties more carefully. In this paper, we focus on the following construction and subsequent result. Definition 1.2. [3, (3.4) ] Assume that R is equidimensional. We denote by Γ R the graph whose vertices are the minimal primes of R, and whose edges are determined by the following rule: if p, q are distinct minimal primes of R, then p and q are adjacent in Γ R if and only if ht R (p + q) = 1. Fact 1.3. [3, (3.6 The first main result of the current paper is a generalization of this fact, which requires a bit of notation/discussion. Notation 1.4. Assume that R is complete. The Krull-Remak-Schmidt Theorem states that a finitely generated R-module decomposes uniquely as a direct sum of indecomposable R-modules. By Matlis duality, the same is true for artinian R-modules. For an R-module M that is either finitely generated or artinian, let ζ R (M ) denote the number of summands in a direct sum decomposition of M by indecomposable R-modules. For a topological space or graph X, let β(X) denote the number of connected components of X. For a ring S, let m-Spec(S) denote the set of its maximal ideals.
Here is our generalization of Fact 1.3. Its proof is spread throughout Section 4; see 4.8. In the process of proving this result, we developed a certain interest in understanding more about the graph Γ R . This is the subject of Sections 3 and 5. In the first of these sections, we work to familiarize the reader with this construction via explicit computations and preliminary results.
In Section 5, we investigate the following question: given a graph G, does there exist a complete local equidimensional ring R such that Γ R is graph-isomorphic to G? In particular, we describe a labeling procedure for graphs, called an admissible labeling, that gives a large class of graphs where the answer is affirmative. (See Definition 5.2.) Theorem 1.6. Let G be a graph. If G admits an admissible labeling, then there is a complete local equidimensional ring R such that Γ R is graph-isomorphic to G. Moreover, the ring R is of the form k[[X 1 , . . . , X n ]]/I where I is generated by square-free monomials in the variables X 1 , . . . , X n .
The proof of this result is contained in 5.7. We also show that certain standard classes of graphs (e.g., complete graphs, cycles, and paths) do have admissible labelings, and we exhibit a graph on 5 vertices that does not admit an admissible labeling.
Background
Canonical modules and S 2 -ifications. Definition 2.1. Let E be the injective hull of k over R. A canonical module for R is a finitely generated R-module ω such that Hom R (ω, E) is isomorphic to the local cohomology module H dim(R) m (R). Fact 2.2. If R is a homomorphic image of a Gorenstein local ring, e.g., R is complete, then it has a canonical module. Definition 2.3. Denote by j(R) the largest ideal which is a submodule of R of dimension smaller than dim(R). Specifically,
Fact 2.4. The (local) ring R is equidimensional and unmixed (i.e., has no embedded associated primes) if and only if j(R) = (0); see [3, (2.1) ]. In particular, if R is a local domain, then j(R) = 0.
Definition 2.5. [3, (2. 3)]
(a) If j(R) = 0, then an R-subalgebra T of the total ring of quotients of R is an S 2 -ification of R if:
• T is module finite over R;
• T satisfies the Serre condition (S 2 ) over R; and
• Coker(R → T ) has no prime ideal of R of height less than two in its support.
(b) When R is equidimensional but possibly j(R) = 0, then by an S 2 -ification of R, we mean an S 2 -ification of R/j(R).
Fact 2.6. [3, (2.7) ] If R has a canonical module ω, then R has an S 2 -ification. Specifically, Hom R (ω, ω) is an S 2 -ification of R.
Graphs. We only use basic facts from graph theory; see, e.g., the text of Diestel [2] .
Notation 2.7. Let n be a positive integer. The complete graph on n vertices (i.e., the n-clique) is denoted K n . The path on n vertices is denoted P n−1 . The cycle on n ≥ 3 vertices is denoted C n . Definition 2.8. A graph in which all the vertices have the same degree is regular.
Definition 2.9. Let G be a connected graph with vertex set V . A spanning tree of G is a tree T that is a subgraph of G with vertex set V .
Remark 2.10. It is straightforward to show that every connected graph has a spanning tree.
3. An Introduction to Γ R To get a feel for the graph Γ R , this section consists of explicit computations and preliminary results, some of which will be useful in Section 5. We begin with some small examples.
In each case, the desired conclusion follows immediately by definition.
Example 3.2. There are two graphs on two vertices, namely, the path P 1 and the disjoint union of two vertices. The two possibilities are realized as Γ R by the rings
, respectively, whose graphs are shown below.
Example 3.3. There are four graphs on three vertices, and each is realized as Γ R as pictured below. Indeed, the first two (i.e., the connected ones) are associated to the rings
(These graphs are easily verified using Fact 3.4 below.)
Because many of our examples come from monomial ideals, we present some well known properties about them next.
]/I where I is generated by monomials in the variables X 1 , . . . , X n . Then the minimal primes of R are generated by sublists of the variables, that is, they are of the form (X i1 , . . . , X im )R where 1 ≤ i 1 < · · · < i m ≤ n. The ring R is equidimensional precisely when each minimal prime is generated by the same number of variables. Assume that R is equidimensional, and consider two minimal primes p = (X i1 , . . . , X im )R and q = (X j1 , . . . , X jm )R. Then ht R (p + q) = 0 (i.e., In the remainder of the section, we show how to construct a ring R such that Γ R takes a familiar form, for example, an arbitrary cycle. In particular, there are rings R whose graphs have arbitrarily large diameter and girth. Likewise, there are rings R whose graphs are complete or regular. 
is the cycle C n , which has girth n and diameter ⌊ n 2 ⌋.
Proof. By assumption, we have
. . , f n are non-zero non-associate primes in a complete regular local ring Q and each e i ≥ 1. Then each (f i )R represents a vertex in Γ R , and (f i )R is adjacent to (f j )R if and only if i = j.
Example 3.7. Let n be a positive integer. Then the ring R = k[[X 1 , . . . , X n ]]/(X 1 · · · X n ) satisfies the hypotheses of Proposition 3.6, so Γ R = K n . Proposition 3.8. If R is a complete monomial complete intersection, then Γ R is regular and connected.
where each e jk ≥ 1, each i k ≥ 1, and r ≥ 0. The minimal primes of R are the ideals of the form
. . , X mkm )R is another minimal prime of R, then p and q are adjacent in Γ R if and only if there exists an integer d between 1 and m such that
Hence, Γ R is connected and regular.
4. Connected Components, Maximal Ideals, and Indecomposable Summands 4.1. Throughout this section, we assume that R, in addition to being local, is complete and equidimensional with n := dim(R). Let T be the S 2 -ification of R and ω the canonical module of R.
This section is devoted to the proof of Theorem 1.5, mostly presented in the following propositions, and completed in 4.8. Recall that the symbols ζ and β are from Notation 1.4.
Proposition 4.2. Under the assumptions in 4.1, we have
Proof. Let E be the injective hull of the residue field of R, and let (−)
If M is an indecomposable Rmodule (in particular, M = 0) that is finitely generated (or artinian), then Matlis duality implies that M ∨ is an indecomposable R-module that is artinian (or finitely generated). It follows that the decompositions of H n m (R) and ω into direct sums of indecomposables are in bijection, and the desired equality follows.
Proposition 4.3. Under the assumptions in 4.1, we have
This gives rise to a system e 1 , . . . , e t of pairwise orthogonal idempotents in Hom R (ω, ω) ∼ = T , namely, e i is the composition M → M i → M of the canonical maps given by the direct sum decomposition. It follows that T decomposes as a product T ∼ = T 1 × · · · × T t of non-zero rings. In particular, we have
For the reverse inequality, write T = T 1 × · · · × T s , where each T i is complete, local, and (S 2 ). Then the canonical module ω can be written as ω 1 × · · · × ω s , where each ω i is the canonical module of T i . (See, e.g., [3, (2.2) k)], which requires that R be unmixed.) Since each ω i is non-zero, we conclude that s ≤ ζ R (ω) = t. This completes the proof in Case 1.
Case 2: the general case. By [3, (2.2) d)], we know that ω is a module over the complete, equidimensional, unmixed local ring R := R/j(R). (Moreover, ω is a canonical module for R.) It follows that the direct sum decompositions of ω into indecomposables over R are in bijection with the direct sum decompositions of ω into indecomposables over R, so we have
Since s = 1 if and only if Spec(R) − V (J) is connected for every ideal J of R such that ht R (J) ≥ 2 by Fact 1.3, assume that s ≥ 2. Let Q be a prime ideal of T such that Q ⊇ JT . Then ht T (Q) ≥ ht T (JT ) = ht R (J) ≥ 2, by [3, (3.5) b)]. Since T decomposes as a product of local rings T = T 1 ×· · ·×T s by [3, (2.2) k)], there exist unique i and
It is straightforward to show that, under this bijection, we have Q ∈ V (JT ) if and only if
. It follows that these bijections are homeomorphisms for the Zariski toplogies and subspace topologies.
The implication of this is that each Spec(T i ) − V (JT i ) is connected by Fact 1.3. To be specific, the ring T i satisfies the assumptions 4.1 as well as the (S 2 ) condition, so T i is its own S 2 -ification; and since it is local, the equivalent conditions of Fact 1.3 apply. From this, we conclude that β(Spec(T )−V (JT )) = s.
We claim that β(Spec(R) − V (J)) ≤ s. This will follow easily from an exercise in topology: if X → Y is a continuous and surjective map of topological spaces, then β(X) ≥ β(Y ). In particular, we will apply it to a map f :
This map is induced from the map F : Spec(T ) → Spec(R), which is given by contraction, and which is onto since R → T is an integral extension. We need to show that f is well-defined and surjective. The map f is well-defined because
. With the surjectivity of F , this also implies that f is surjective, establishing the claim and the result. [3, (3.5) ], there is a bijection between Min(T ) ⇄ Min(R). Let A i ⊆ Min(R) be the subset corresponding to Min(T i ). As per the proof of [3, (3.6) ], it is impossible to have an edge joining a vertex in A i to a vertex in A j when i = j. Therefore, the number of connected components of Γ R is greater than or equal to s, i.e.,
It remains to show that each subgraph of Γ R induced by A i is connected. We claim that this follows from the fact that each T i is complete, local, and (S 2 ). Indeed, by Fact 1.3, each graph Γ Ti is connected. This means that any pair of distinct minimal primes in T i generates a height one ideal in T i . Thus, since the minimal primes of T are in bijection with the minimal primes of R and the height one primes of T are in bijection with the height one primes of R (as per [3, (3.5) ]), each subgraph composed of vertices from A i is connected, as desired.
In the next result, note that the case dim(R) ≤ 1 is treated in Example 3.1. Proof. Set t = β(Γ R ). If t = 1, then the desired conclusion follows from Fact 1.3 for every ideal of height 2. So we assume that t ≥ 2 for the rest of this proof.
Write Γ R = Γ 1 · · · Γ t , where the Γ i are the connected components of the graph Γ R . For i = 1, . . . t, let V i = {p i1 , p i2 , . . . , p iai } be the vertex set of Γ i , that is, the set of minimal primes of R in the component Γ i . In particular, we are assuming that a i = |V i | and V i V j = ∅ for i = j. For distinct elements i, j ∈ {1, . . . , t}, set
Define V • (r i ) to be those primes of R containing r i , but not I; i.e., V
. Since i r i is the intersection of all the minimal primes of R, we have Spec
for some i = j, then P ⊇ r i + r j = s ij ⊇ I, a contradiction to the definition of V
• (r i ). Therefore, the union is disjoint.
If ht R (s ij ) ≤ 1 for some pair i = j, then there exists a prime ideal P of R such that ht R (P ) = 1 and
It follows that P ⊇ p i1 · · · p iai , so the primeness of P implies that P ⊇ p ik for some k. Similarly, we have P ⊇ p jl for some l, so P ⊇ p ik + p jl . It follows that ht R (p ik + p jl ) ≤ 1, so the vertices p ik and p jl of Γ R are adjacent. This contradicts the fact that V i and V j are disjoint. Therefore, we have ht R (s ij ) ≥ 2 for all 1 ≤ i < j ≤ t; i.e., ht R (I) ≥ 2.
Claim 3: each V • (r i ) is non-empty and closed in Spec(R) − V (I). It is closed by definition of the topology of Spec(R) − V (I), which is induced by the Zariski topology on Spec(R). Now, V
• (r i ) is non-empty since p im ∈ V
• (r i ) for m = 1, . . . , a i . Indeed, we have p im ∈ V (r i ) by definition of r i . And if p im ∈ V (I), then p im ⊇ s pq = r p + r q for some p = q. As in the proof of Claim 2, this implies that ht R (p im ) ≥ 1, contradicting the minimality of p im If ht R (I) = 2, then Claims 1-3 imply that I has the desired properties. However, it is possible that ht R (I) = 2. We deal with this case now.
Suppose that ht R (I) > 2. Then ht R (s ij ) ≥ 3 for each pair i = j. For the first such pair (only), write √ s 12 = m ℓ=1 Q ℓ where each Q ℓ is a prime such that ht R (Q ℓ ) ≥ 3. Let q be a height two prime in Q 1 that contains a minimal prime, say p 1j . Then r 1 ⊆ q. Consider the ideals
Similarly as above, define V * (r i ) to be those primes of R containing r i , but not I * ; i.e., V * (r i ) = (Spec(R) − V (I * )) V (r i ). If P ∈ V * (r i ) V * (r j ) for any i = j, then P ⊇ r i + r j = s ij . In the case that {i, j} = {1, 2}, we have s ij ⊇ I * , a contradiction as above. Otherwise, P ⊇ r 1 + r 2 = s 12 , and because P is prime, P ⊇ √ s 12 ⊇ t 12 ⊇ I * , which is again a contradiction. By construction, the height of I * is exactly two. (To be specific, by construction t 12 has height two, and all of the other terms in the intersection defining I * have height at least two, by the work in the previous paragraph.) In this case, I
* has the desired properties.
Corollary 4.7. Under the assumptions in 4.1, if dim(R) = 2, then β(Spec
• (R) = Spec(R) − {m} is the punctured spectrum of R.
Proof. Since dim(R) = 2, the condition ht R (I) = 2 is equivalent to √ I = m. 
Graph Labeling and Realizing Graphs as Γ R
In this section, we investigate a labeling for graphs G that allow us to construct rings R such that Γ R is graph-isomorphic to G. Intuitively, the labeling works as follows. Each vertex of G is assigned a distinct "address" consisting of s distinct numbers, from a set of size n, such that two vertices are s , for some choice of n and s, satisfying the following conditions: Remark 5.3. Several notions of "graph labelings" exist in the literature. However, we have not been able to find this one in the literature.
As the terminology suggests, we visualize admissible labelings by placing labels on the vertices of a graph, as in the following example. It is straightforward (though tedious) to show that these labelings are distinct up to graph isomorphism and permutation of the elements of [6] , and that these are the only two admissible labelings with d = 10, n = 6, and s = 3, up to graph isomorphism and permutation of the elements of [6].
Lemma 5.5. Let G be a graph.
(1) If G has an admissible labeling φ : V ֒→ Proof.
(1) Let V ′ be the vertex set for G ′ , and re-order the elements of [n] to assume that
by the formula φ ′ (v) := φ(v). Since two vertices in V ′ are adjacent in G ′ if and only if they are adjacent in G, it follows readily by definition that φ ′ is an admissible labeling of G ′ .
(2) The proof of this is straightforward.
Remark 5.6. The converse of Lemma 5.5(1) also holds trivially since G is an induced subgraph of itself. However, there exist graphs G such that every proper induced subgraph has an admissible labeling, but G does not admit an admissible labeling. Specifically, Proposition 5.15 exhibits a graph on five vertices that does not have an admissible labeling. Note that this example has the smallest possible number of vertices, since every graph on at most four vertices has an admissible labeling. Indeed, C 4 , P 3 , K 4 , K 1,3 , and the totally disconnected graph fall under the purview of Proposition 5.16. 
s , set P A = (X i1 , . . . , X is )Q. Define I = v∈V P φ(v) , and set R = Q/I. It follows that I is generated by square-free monomials in the variables X 1 , . . . , X n , and the minimal primes of R are exactly the ideals of the form P φ(v) R with v ∈ V . The fact that R is equidimensional such that Γ R is isomorphic to G follows from a direct comparison of Fact 3.4 and Definition 5.2.
Remark 5.8. The rings in Examples 3.2, 3.3, and 3.5 are constructed as in the preceding proof. In the first three of these examples, one can see the admissible labelings by inspecting the vertex ideals. For instance, in Example 3.2 we have the following admissible labelings.
2 13 24
Considering the first graph, our construction yields the ring
For the second graph, our construction yields the ring
In preparation for the proof, the next few results give bounds on the numbers n, d, and s from Definition 5.2.
Lemma 5.9. Let G be a graph with an admissible labeling φ : V ֒→
Proof. We argue by induction on m. If m = 1, then |φ(v 1 )| = s = s + 1 − 1, and the base case is established. Now assume the claim is true for lists of m vertices, and consider vertices v 1 , . . . , v m , v m+1 such that the induced subgraph G ′ of G is connected. Let T be a spanning tree of G ′ . Since T is a tree, we may re-order the vertices if necessary to assume that the subgraph of T induced by v 1 , . . . , v m is also connected and v m+1 is adjacent to v 1 in T . (For instance, let v m+1 be a pendant vertex, i.e., a leaf, that is adjacent to v 1 in T .) The inclusion-exclusion principle implies that
By the induction hypothesis, the first term on the right-hand side of this equation is less than or equal to s + m − 1. Consider the third term:
Since v m+1 is adjacent to v 1 , we have |(φ(v 1 ) φ(v m+1 ))| = s − 1, and it follows that
Therefore, we have such that the induced subgraph G ′ of G is connected. Let T be a spanning tree of G ′ . Since T is a tree, we may re-order the vertices if necessary to assume that the subgraph of T induced by v 1 , . . . , v m is also connected and v m+1 is adjacent to v 1 in T . The inclusion-exclusion principle yields
By the induction hypothesis, the first term of the right-hand side of this equation is greater than or equal to s − m + 1. Consider the left-hand side, rewritten as:
Therefore, equation (5.11.1) implies that
Proposition 5.12. If G is a connected graph with an admissible labeling φ : V ֒→
Proof. The vertex set {v 1 , . . . , v d } of G satisfies the hypotheses of Lemma 5.11.
Corollary 5.13. Let G be a connected graph with an admissible labeling
Proof. If s = d − 1, then there is nothing to prove, so assume that s = d − 1. In the case where s ≥ d ≥ 2, Proposition 5.12 implies that
Re-order the set [n] if necessary to assume that we have
. . , n}. Since φ is an admissible labeling of G, it is straightforward to show that φ ′ is also.
In the case
Our next result shows that the bounds from Propositions 5.10 and 5.12 are sharp; see graph (9) in Remark 5.17 below. We repeatedly make use of the fact that one can re-order (i.e., permute) the elements of [n] using an element of the symmetric group S n to a given admissible labeling. This allows us to put some labels into specific forms (e.g., φ(v d ) = {1, 2, . . . , s}) to make for easier bookkeeping.
Proposition 5.14. Let G be the star graph on d ≥ 2 vertices, i.e., the complete bipartite graph . If p = 1, then we have 2, . . . , s ∈ ψ(v 1 ) ψ(v 2 ); however, v 1 is not adjacent to v 2 , so we must have |ψ(v 1 ) ψ(v 2 )| ≤ s − 2, a contradiction. It follows that we must have 2 ≤ p ≤ s so we can re-order the set {2, . . . , s} to assume that p = 2. Similarly, we must have q > s + 1, so we can re-order the set {s + 2, . . . , n} to assume that q = s + 2. Proof. We name the vertices of G as A, . . . , E as follows. Note that these are not labels for the vertices (as from an admissible labeling).
D C B A E
Suppose by way of contradiction that the given graph G has an admissible labeling φ : V ֒→ [n] s . Since we have d = 5, Corollary 5.13 implies that we may assume that s ≤ 4. Since G is not complete, Lemma 5.5 implies that s ≥ 2. As in the proof of Corollary 5.13, we may assume without loss of generality that φ(A) · · · φ(E) = ∅. Case 1: s = 2. Re-order the elements of [n] to assume that φ(A) = {1, 2}. By definition we have |φ(A) φ(B)| = 1, so we re-order the elements of [n] to assume that φ(B) = {1, 3}. Since |φ(A) φ(C)| = 1 = |φ(B) φ(C)|, we re-order again to assume that either φ(C) = {1, 4} or φ(C) = {2, 3}, depending on whether 1 ∈ φ(C) or 1 / ∈ φ(C).
Sub-case 1a: φ(C) = {1, 4} In this case, we must have D = {2, 4}. (Indeed, since B and D are not adjacent, we have 1 / ∈ φ(D). Since A and D are adjacent, we therefore must have 2 ∈ φ(D). And since C and D are adjacent, we must have 4 ∈ φ(D).) Since A and C are not adjacent to E, we must have 1, 2, 3 / ∈ φ(E), but this implies that φ(D) φ(E) = ∅, contradicting the fact that D and E are adjacent.
Sub-case 1b: φ(C) = {2, 3} In this sub-case, as in the previous one, we have D = {2, 4} or D = {2, 5} after re-ordering, and a contradiction is arrived in a similar manner. Case 2: s = 3. As in Case 1, re-order the elements of [n] to assume that φ(A) = {1, 2, 3} and φ(B) = {1, 2, 4} and either φ(C) = {1, 2, 5}, φ(C) = {1, 3, 4}, or φ(C) = {2, 3, 4}. Suppose that φ(C) = {1, 2, 5}. As above, re-order the elements of [n] to assume that φ(D) = {1, 3, 5} or φ(D) = {2, 3, 5}. Suppose that φ(D) = {1, 3, 5}. It follows that φ(A) · · · φ(D) = {1}. By assumption, we have φ(A) · · · φ(E) = ∅, so we conclude that 1 / ∈ φ(E). Using the edges BE and DE, we conclude that 2, 4, 3, 5 ∈ φ(E), contradicting the assumption |φ(E)| = s = 3. The remaining sub-cases (as depicted below) are handled similarly. Proof. Items (2) and (3) follow from Examples 3.5 and 3.7, respectively, as in Remark 5.8. Item (5) Complete m-partite graphs. Graphs (9) and (12) from the list below 1 are complete bipartite (namely K 1,4 and K 2,3 , respectively) but Graph (9) has an admissible labeling, while Graph (12) does not. Graphs (7) and (16) are complete tri-partite, but Graph (7) has an admissible labeling, while Graph (16) does not. Also note that Graph (17) Proof. If G has an admissible labeling, then so does each G i , being an induced subgraph by Lemma 5.5(1) .
Conversely, assume that for i = 1, . . . , t the component G i has an admissible labeling φ i :
si . Set s := max{s 1 , . . . , s t }. The proof of Corollary 5.13 shows that we may assume that s i = s ≥ 2 for each i. Set n = n 1 + · · · + n t and define φ : V ֒→ j=1 n j . Then we set φ(v) = {a 1 + m i , . . . , a s + m i }. Notice that we have m i < a p + m i ≤ m i + n i = m i+1 for each i. It follows that, for v ∈ V i and w ∈ V j with i = j, we have φ(v) ∩ φ(w) = ∅. In particular, φ satisfies condition (2) from Definition 5.2 for the non-adjacent vertices v and w. It is straightforward to show that φ satisfies the remaining conditions of Definition 5.2 as well.
