In this paper, we propose a new algorithm for the alignment of nested arc-annotated sequences, having applications in the comparison of RNA secondary structures without pseudo-knots. We use a general edit distance model between arc-annotated sequences, that considers classical sequences of edit operations and structural edit operations on arcs. In this model, the general edit distance problem under a non-constrained weight scheme, is NP-hard. Recently, a hierarchy of arc-annotated sequence alignment problems that highlights less general, but tractable, problems was introduced. We refine this hierarchy of alignment problems and extend the class of tractable alignment problems. Up to date, the alignment problem we solve is the most general one that is known to be tractable in the considered edit distance model and under arbitrary weight schemes. This algorithm is efficient, as its asymptotic time and space complexities are the same as the complexities of the best previously published algorithm.
Introduction
An arc-annotated sequence is a sequence, over a given alphabet, with additional structure described by a set of arcs, each arc joining a pair of positions in the sequence. Arc-annotated have been widely studied, in particular due to the application in the representation of RNA secondary and tertiary structures [1] [2] [3] 5, 15, 16, 18] . RNA molecules, especially non-coding RNAs are indeed important molecules [6, 21, 24] , whose function depends both on the sequence and on the structure. This motivates the need for efficient and accurate algorithms to compare RNA structures. In the present work, we consider the problem of computing an edit distance between nested arc-annotated sequences, that are commonly used to represent pseudoknot-free RNA secondary structures [13, 14, 21, 23] .
From a combinatorial point of view, nested arc-annotated sequences can be seen both as a generalization of sequences and as a special family of ordered trees. The problems of computing an edit distance between sequences or ordered trees using the three classical edit operations, insertion, deletion, and substitution are now well understood [7] [8] [9] 12, 17, 20, 25, 26] . However, arc-annotated sequences, especially when used to model RNA secondary structures, can be compared using a larger set of edit operations that act on the arcs. In [15] , new edit operations such as the creation, deletion or modification of arcs were introduced to account for structural evolutionary events on RNA molecules. Considering such operations naturally leads to more realistic alignments between RNA secondary structures [22] , but at the weight of computational tractability. Indeed, it was recently shown in [4, 19] that computing the edit distance between two nested arc-annotated structures in the model introduced in [15] is NP-hard. Several groups have defined less general comparison problems, by considering constraints either on the set of considered edit operations or on the weight scheme [13, 24] , or on the structure of possible alignments and edit sequences [3, 5, 11] . In particular, in [5] , a hierarchy of several problems of edit and alignment distance computation between nested arc-annotated sequences was introduced, which enlightens the border between hard and tractable problems. Up to date, the most general tractable distance model, using the full set of edit operations introduced in [15] and under arbitrary weight schemes, was presented in [3] .
The main contribution of our paper is to refine the hierarchy of arc-annotated sequence alignment problems defined in [3, 5] and to introduce a new and more general alignment problem which is still tractable under arbitrary weight schemes. We propose an efficient dynamic programming algorithm for solving this new problem. In Section 2, we introduce some background on arc-annotated sequences and their comparison, including the hierarchy of arc-annotated sequence alignment problems introduced in [5] , that we refine by introducing new classes. Finally, we introduce a new alignment problem which is tractable and can be solved with the same asymptotic complexity than the, less general, problem considered in [3] under the same conditions. In Section 3, we present a dynamic programming algorithm to solve this alignment problem. We conclude in Section 4.
Preliminaries: arc-annotated sequences and their comparison
We now describe formally nested arc-annotated sequences and different edit and alignment distance computation problems for the comparison of nested arc-annotated sequences with the existing results.
Arc-annotated sequences
Definition 1 (Arc-annotated Sequence). An arc-annotated sequence of length n on a finite alphabet Σ is a couple A = (S, P) where S is a sequence of length n on Σ and P is a set of pairs (i 1 , i 2 ), with 1 ≤ i 1 < i 2 ≤ n.
When arc-annotated sequences are used to represent RNA structures, Σ = {A, C , G, U} is the alphabet of bases that compose an RNA molecule. Here we consider arbitrary alphabets, and we call an element of S a base. and are the only bases that belong to this arc; a base that does not belong to any arc is called an unpaired base. We denote by U(A), P o (A), and P e (A), respectively the set of unpaired bases, origins of arcs and ends of arcs of A. If A = (S, P), we also use the notation P(A) = P to denote the set of arcs of A. In an arc-annotated sequence, two arcs (i 1 , i 2 ) and (i 3 , i 4 ) are said to be crossing,
Arc-annotated sequences can be classified according to the combinatorial structure of their arcs. We now present the classification of arc-annotated sequences defined in [9] and used in [5] (Fig. 1) .
Definition 2 (Classification of Arc-annotated Sequences
). An arc-annotated sequence A = (S, P) is said to be ( Fig. 1 ):
• Unlimited (Unlim) if there is no restriction on P.
• Crossing (Cros) if every base belongs to at most one arc.
• Nested (abbreviated Nest) if it belongs to Cros but it has no pair of crossing arcs.
• Plain if P is empty.
Alignment of arc-annotated sequences
We consider the set of edit operations on arc-annotated sequences that was introduced in [15] , defined below and illustrated in Figs. 2 and 3 . 
• The complex arc edit operations are:
Each edit operation e has a weight depending on the operation and on the bases it involves, denoted by w(e). (3, 4) , (6, 8) }, S 2 = CACUAGCU and P 2 = {(2, 4), (5, 8) , (6, 7)}. Following the usual convention, inserted or deleted bases are represented aligned with the symbol −.
Let C be a class of the hierarchy of arc-annotated structures. The problem of computing the edit distance between two arc-annotated sequences belonging to C is denoted by Edit(C, C).
Remark 5.
A given weight scheme can implicitly prevent some edit operations to be considered in edit distance computation problems, if such operations can be replaced by a sequence of edit operations for a lesser weight. If such a situation does not occur, the weight scheme is said to be complete. In this paper, we consider arbitrary weight schemes, including complete weight schemes and non-complete weight schemes.
It was shown in [4, 19] that Edit(Nest, Nest) is NP-hard, which motivated the introduction of restricted problems, based on the notion of alignment.
Definition 6 (Alignment). An alignment between two arc-annotated sequences
is not aligned with any base of S 2 (resp. S 1 )
An alignment implicitly defines a set of edit operations and a weight, as follows: the notation below follows the names of the edit operations on arc-annotated sequences introduced in Definition 3 (see Fig. 4 ).
Definition 7 (Weight of Alignment). Let M be an alignment between
(1)
The weight of M, denoted by w(M) is defined by
For two arc-annotated sequences A 1 = (S 1 , P 1 ) and A 2 = (S 2 , P 2 ), an edit sequence E between A 1 and A 2 naturally induces an alignment M between A 1 and A 2 such that w(M) ≤ w(E). Conversely given an alignment between A 1 and A 2 , the edit operations defined by M induce an edit sequence E between A 1 and A 2 such that w(E) = w(M). Thus, the edit distance between two arc-annotated sequences is the minimum weight of an alignment between them.
A hierarchy of alignment problems
Definition 8 (Super-sequence). A super-sequence of an arc-annotated sequence A = (S, P) is an arc-annotated sequence which can be obtained by applying on A an edit sequence composed of insertion and substitution operations only: BI, AI, AC, ACo, BS, and AS; symmetrically, an arc-annotated sequence can be obtained from any of its super-sequences using only deletion and substitution operations. Since all these edit operations commute, the super-sequence A 3 does not depend on the order of the edit operations in the edit sequence E 1 (see Fig. 5 ).
Definition 9 (Classification of Alignments and Alignment Distance).
For a given class C of the hierarchy of arc-annotated sequences, an alignment M between two nested arc-annotated sequences A 1 and A 2 is said to be a C-alignment if the supersequence induced by M belongs to C. We denote by M C (A 1 , A 2 ) the set of all C-alignments between A 1 and A 2 . The alignment M is said to be an optimal C-alignment if its weight is minimal among the set of all C-alignment between A 1 and A 2 . The weight of an optimal C-alignment between A 1 and A 2 is called the C-alignment distance between A 1 and A 2 , denoted by
We denote by Align(Nest, Nest; C) the problem of computing the C-alignment distance between two nested arcannotated sequences.
Theorem 10 ( [3, 5] ). The problems Edit(Nest, Nest) and Align(Nest, Nest; Unlim) are equivalent.
Theorem 10 immediately suggests a natural way to define restricted alignment problems in terms of the class of the allowed super-sequence. Using such an approach, some alignment problems were shown to be tractable, generalizing previous results on the alignment of arc-annotated sequences with simple operations, that were described in terms of alignment of trees [17] .
Theorem 11 ([3,5] Up to date, Align(Nest, Nest; Nest) is the most general problem that is known to be tractable with a complete weight scheme, as Align(Nest, Nest; Cros) has been shown to be NP-hard [4] . On the other hand there exist exact and polynomial time algorithms for alignment problems with super-sequence that are more general than nested, but where the range of considered edit sequences is restricted, as for example in [15, 24] where AA, ACo, AI and AD are implicitly discarded, and in [13] where AB is the only considered complex arc operation.
Refining the hierarchy of arc-annotated sequences
We introduce here a new class of arc-annotated sequences. Our extension is inspired by the remark that there are two differences between Nest and Unlim: in Nest, (1) a base cannot belong to more than one arc and (2) arcs cannot be crossing. In class Cros, constraint (2) is relaxed, and then relaxing constraint (1) from class Cros gives class Unlim. It is then natural to consider an alternative path from Nest to Unlim, by first relaxing constraint (1), then constraint (2).
Definition 12 (Mult Extension)
. Let C be a class of the hierarchy of arc-annotated sequences. We define the Mult extension of C, denoted by CMult by allowing bases to belong to more than one arc.
Hence, Unlim can in fact be seen as CrosMult, that is the MULT extension of Cros (Fig. 6 ). We denote NestedMult by NMult. Property 13. Let C be a class of the hierarchy of arc-annotated sequences containing Nest, M an optimal C-alignment between two nested arc-annotated sequences A 1 = (S 1 , P 1 ) and A 2 = (S 2 , P 2 ), with a complete weight scheme. Let x and y be two bases of A 1 and A 2 respectively, such that x is aligned with y in M.
(1) In the super-sequence A 3 of A 1 and A 2 induced by M, x can belong to at most two arcs: one arc to which x belongs in A 1 , and one arc to which y belongs in A 2 . (2) If C is either Nest or Cros (i.e. not a MULT extension), then x can belong to at most one arc in A 3 .
Property 13 above follows in a straightforward way from the definition of classes of arc-annotated sequences (Definitions 2 and 12). It implies that, if NMult super-sequences are considered, a given base can be involved in two complex arc operations in an optimal alignment sequence, which is not the case if Cros-alignments are considered. This is the main interest of considering NMult-alignments.
3. An algorithm for Align(Nest, Nest; NMult)
We describe now an algorithm that solves ALIGN(Nest, Nest;NMult), and proves our main result (Theorem 14). As far as we know, the only other alignment algorithm that considered an NMult super-sequence did not consider a full set of edit operations and a complete weight scheme [13] . Similarly to other arc-annotated sequence comparison algorithms [11, 15] , we use the dynamic programming tables which are indexed by pairs of sub-sequences of the two considered arc-annotated sequences, called indexing pairs, which can be related to the hierarchy of arc-annotated sequences.
Definition 15 (Indexing Pairs).
Let A = (S, P) be an arc-annotated sequence, with S of length n, and C be a class of the hierarchy of arc-annotated sequences. (4) The set of all indexing pairs of type C of A plus the empty indexing pair is denoted by I C (A).
Property 16. Let A 1 = (S 1 , P 1 ) and A 2 = (S 2 , P 2 ) be two nested arc-annotated sequences, C a class of the hierarchy of arcannotated sequences and I = (x, y) an indexing pair of A 1 that is not of type C. Any alignment M between A 1 and A 2 such that (x, j 1 ) ∈ M, (y, j 2 ) ∈ M and (j 1 , j 2 ) ∈ P 2 is not a C-alignment.
Property 16 suggests that to compute the C-alignment distance, we need to consider only indexing pairs of type C as a more general indexing pair (x, y) could lead to an alignment sequence that is out of class C if an arc is created between x and y. From now on, we assume that all indexing pairs and all alignments we consider are of type NMult; in particular we use
I(A) instead of I NMULT (A).
Before introducing the four dynamic programming tables we use in our algorithm, we describe why more than one table is required. First, in an optimal NMult-alignment M, given an arc (i 1 , i 2 ) of P 1 and an arc (j 1 , j 2 ) of P 2 , it is possible that
is not aligned with S 2 [j 2 ] in M; this cannot happen in an optimal Cros-alignment for example. This implies that when considering the first base x of an arc (x, y) either from P 1 or from P 2 , even if it is aligned with the first base p of an arc (p, q) of the other arc-annotated sequence, it cannot be decided which edit operation will apply on (x, y) (resp. (p, q)), according to Definition 7 until y (resp. q) is considered, and we then need to remember the configuration 
Definition 17 (Dynamic Programming Tables).
Let A 1 = (S 1 , P 1 ) and A 2 = (S 2 , P 2 ) be two nested arc-annotated sequences, I ∈ I(A 1 ) and J ∈ I(A 2 ).
• • Let I = (x, y) and J = (p, 
Lemma 18 (Initialization of Tables). For every non-empty indexing pair I ∈ I(A 1 ) and J
Moreover,
Proof. Direct consequence of Definition 15. 
Definition 19 (Partition of Indexing Pair).
Given an indexing pair I = (x, y) of an arc-annotated sequence A = (S, P), we say that two indexing pairs I 1 and I 2 partition I, denoted by I 1 + I 2 = I, if either one of them is ∅ and the other one is equal to I, or I 1 = (x, z) and
In order to shorten the presentation of the equations, we use in Lemmas 20, 21, 22, 23 the following notations: I = (x, y) ∈ I(A 1 ) and J = (p, q) ∈ I(A 2 ) are two non-empty indexing pairs of two arc-annotated sequences A 1 and A 2 ; z 1 (resp. r 1 ) is such that x ≤ z 1 ≤ y (resp. p ≤ r 1 ≤ q) and (x, z 1 ) ∈ P(A 1 ) (resp. (p, r 1 ) ∈ P(A 2 )). Notations used in these four lemmas are described in Fig. 7 and proofs are provided after the four lemmas are stated. We also assume that if an indexing Formulas 5-9 correspond to the cases where either only (x, y) is an arc (formulas 6 and 7), or only (p, q) is an arc (formulas 8 and 9), or both are arcs (formula 5). They are illustrated (but formula 5 that corresponds to AS 2 ) in Fig. 9 .
The general principle for these formulas is that as one of the indexing pairs is an arc, and both its bases are mapped, then we need to account for at least one arc operation (an arc-breaking for (x, y) or an arc-creation for (p, q)), and possibly another operation on one of the bases x and p or on the arc that contains it. Q 4 and Q 5 correspond to Q 1 and Q 2 when we allow an arc between the two indexing pairs resulting from a partition, composed of the two extremities of this indexing pair. From these points, the proofs for formulas 5-9 are similar to the previous proofs.
Before describing the complete algorithm for the computation of the distance between two arc-annotated sequences A 1 and A 2 , we study the set of indexing pairs that need to be considered. Given an arc-annotated sequence A of length n, we denote H(A) the set of indexing pairs of A of type NMult such that, either y = n, or y is the end of an arc or y is a base just before the end of an arc: • Lemmas 18, 20, 21, 22 and 23. • The couples of indexing pairs which need to be considered in the dynamic programming algorithm are those of . Regarding the worst-case time complexity, the only point which needs to be addressed is that some dynamic programming equations consider a set of partitions of the current indexing pair into two indexing pairs. However, by the definition of the partition of an indexing pair I into two indexing pairs I 1 and I 2 , both I 1 and I 2 , if non-empty, share an endpoint with I. The time complexity of the algorithm is then bounded by: Algorithm 1. Algorithm to compute the weight of an optimal NMult-alignment between two nested arc-annotated sequences A 1 = (S 1 , P 1 ) and A 2 = (S 2 , P 2 ). 
Conclusion
We proposed an extension of the hierarchy of arc-annotated sequences, introducing a new class named NMult. Based on this extension and on the arc-annotated sequence alignment framework introduced in [3, 5] , we introduced new alignment problems. The polynomial time and space algorithm we propose for computing the NMult-alignment distance between two nested arc-annotated sequences solves the most general known tractable problem in the extended hierarchy of alignment problems, when considering all the edit operations introduced in [15] and a complete weight scheme. This extends previous results about Align(Nest, Nest; Nest) [3, 5] . As far as we know, the only other alignment algorithm that considered an NMult super-sequence did not consider all edit operations and a complete weight scheme [13] .
From an applied point of view, it remains to see if the tractability of Align(Nest, Nest; NMult) has a significant impact on RNA secondary structure alignments. Preliminary results on RNA structures retrieved from the database RFAM [10] showed few examples where the optimal NMult-alignment was different from the optimal Nested-alignment.
From a theoretical point of view, the issue of weighting schemes is fundamental. The hardness of ALIGN(Nest, Nest; Cros) was proved in [4, 19] , in the case of a weight scheme that prevents to use the arc-breaking operation. It then remains open to extend this hardness result to the case of a complete weight scheme. More generally, no hardness proof for the comparison of arc-annotated sequences using edit operation do rely on a complete weighing scheme, which suggests that some more general tractable problems could be identified with a complete set of edit operations.
