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Abstract 
The large number of rear end collisions due to driver inattention has been identified as 
a major automotive safety issue in Intelligent Transportation Systems (ITS), part of 
whose goals is to apply automotive technology to improve driver safely with 
efficiency. In this thesis, we describe a 3-phase vehicle tracking methodology with a 
single moving camera mounted on the driver's automobile as input for detecting rear 
vehicles on highways and city streets for the purpose of preventing potential rear-end 
collisions. In the first phase, a rear vehicle is detected by symmetrical measurement 
and Haar transform. A template is also created for tracking the vehicle using image 
alignment techniques in the second phase. The template is continuously monitored 
and updated to handle abrupt changes in surrounding conditions in the third phase. 
Different from most previous methods which simply delect vehicles in each frame 
without correlating the successive frames, our methodology gives precise tracking, an 
essential requirement for estimating the distances between the rear vehicles and the 
driver's car using the newly proposed formula. To implement our methodology in 
real-time embedded systems, we further enhance the efficiency of our algorithms with 
the aid of symmetrical function and simplified image alignment techniques. 
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Chapter 1. Introduction 1 
1. •ntroduction 
1.1. Background 
1.1.1. Introduction to Intelligent Vehicle 
Despite advances over the past 100 years, no aspect of automotive technology has 
ever tried to accomplish what the human driver does with his or her own eyes. 
Providing drivers with additional in-vehicle information is a complex endeavor 
that unless technologies are carefully designed may even compromise driver 
safety and efficiency. For this reason, Intelligent Transportation Systems (ITS) has 
become an active research area over the last decade. The ITS is something like an 
intelligent navigator, thai can, in place of a human navigator sitting on the next 
seal, gives the driver appropriate advice on safe and efficient driving. 
f Rear-End Collision \ 
� Avoidance J 
V y V Avoidance J 
广 / Intelligent \ 
( D r i v e r Condition \ Transportation A Road Departure \ 
V Warning / _ V Collision Avoidance / 
\ Systems j 
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Figure � . T h e 8 major problem areas in Intelligent Transportation Systems 
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Researchers have carefully selected 8 major problem areas [1] that they consider 
“prime candidates” for improving driver performance because they improve safety 
or may impact safety. Figure 1 shows the 8 major areas. Among the major areas, 
rear-end collisions account for one in four crashes or over 1.5 million crashes a 
year. New technologies will be used to sense the presence and speed of vehicles 
behind and provide warnings to avoid collisions. Early versions will use 
extensions of adaptive cruise control capabilities to delect and classify stationary 
objects and to determine the level of threat from vehicles in rear. It results in the 
moving vehicle detection being the important component in an ITS that can be 
used in driver assistance system to give warning signals to drivers in case of 
potential collisions. 
1.1.2. Typical Vehicle Tracking Systems for Rear-end Collision Avoidance 
Generally, rear-end collisions occur when the drivers become unaware or aware 
too late of the potential dangers on the road. The vehicles are closer than they 
appear in convex-type side mirrors so that the driver may underestimate the 
approach of rear vehicles. Vehicle tracking on automobiles aims to provide an 
automatic and continuous supervision on road situation aiming to alert a driver 
about driving environments, and possible collision with rear-end vehicles have 
attracted a lot of attention. A typical vehicle tracking system for rear-end collision 
avoidance includes capturing sensor input, recognizing the current traffic situation 
and generating appropriate driving advice. Figure 2 shows the architecture of a 
typical vehicle tracking for rear-end collision avoidance. The road scene 
recognition subsystem recognizes the current traffic situation using the rear-end 
sensor mounted on the driver vehicle as input. The advice generation subsystem 
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generates appropriate advice and gives it to the driver. The driver may control the 
vehicle according to the given advice. 
Vehicle Tracking System for Rear-end Collision Avoidance 
Road Scene H；。" Advice 
Recognition _ Generation 
Subsystem Subsystem 
Rear-end Advice or 
Sensor Input j � Warning 
Figure 2. Typical vehicle tracking system for rear-end collision avoidance 
1.1.3. Passive VS Active Vehicle Tracking 
In the vehicle tracking system, the first task is to identify the rear vehicles. One of 
the common approaches to vehicle detection is using active sensors such as lasers, 
light detection and ranging, or millimeter-wave radars as the sensor input. They 
are called active because they detect the distance of an object by measuring the 
travel time of a signal emitted by the sensors and reflected by the object. Their 
main advantage is that they can measure certain quantities (e.g. distance) directly 
requiring limited computing resources. Prototype vehicles employing active 
sensors have several drawbacks, such as low spatial resolution, and slow scanning 
speed [2]. Moreover, when a large number of vehicles are moving simultaneously 
in the same direction, interference among sensors of the same type poses a big 
problem. 
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Optical sensors, such as normal cameras, are usually referred to as passive sensors 
because they acquire data in a non-intrusive way. One advantage of passive 
sensors over active sensors is cost. Optical sensors can be used to track more 
effectively cars entering a curve or moving from one side of the road to another. 
Also, visual information can be very important in a number of related applications, 
such as lane detection，traffic sign recognition, or object identification (e.g., 
pedestrians, obstacles), without requiring any modifications to road infrastructures. 
On the other hand, vehicle detection based on optical sensors is very challenging 
due to huge within class variability. For example, vehicles may vary in shape, size, 
and color. Vehicle appearance depends on its pose and is affected by nearby 
objects. Illumination changes, complex outdoor environments (e.g. illumination 
conditions), unpredictable interactions between traffic participants, and cluttered 
background are difficult to control. 
1.1.4. Vision-based Vehicle Tracking Systems 
The passive vehicle tracking system becomes popular because of the physical 
drawbacks like low spatial resolution, slow scanning speed and interference of 
active approaches and the advancing of vision-based vehicle tracking algorithm. 
Therefore, it is worthwhile to investigate completely vision-based approaches for 
vehicle tracking. The primary stage of detection and tracking is the moving 
objects segmentation which is a class of pattern recognition problem. An accurate 
segmentation of the vehicles is required in order to obtain an accurate tracking. 
ROI (Region of Interesting) extraction is first done to segment candidate vehicle 
regions, called vehicle template, of which the commonly used method includes 
stereo-based, motion-based and knowledge-based. Figure 3 shows an example of 
I 
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ROI in vehicle tracking. The aim of vehicle tracking is to locate the updated 
vehicle location over the image sequence by minimizing the image difference 
between the extracted ROI and the current images. 
M m j w ^ 
J t e a j i k e s s r ^ ^ C ' 
Figure 3. An example of ROI (Region of Interesting) in vehicle tracking 
1.1.5. Characteristics of Computing Devices on Vehicles 
Limited power supply, small space and closed environment restrict the 
computational resources available on automobiles. Although the technology keep 
advancing, common computers are not suitable in the automobile environment 
due to high power consumption, large size and high heal dissipation. Typical 
processors for computation on vehicles such as the Intel ECX (Embedded 
Compact Extended) platform, one of its design purposes being the in-vehicle 
technology, has low power consumption, compact size and fanless capacity. 
Figure 4 shows the Intel ECX platform. 
However, the low operating frequency makes the real-time image processing 
applications, such as real-time vehicles tracking, difficult to be run on this type of 
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platform. For example, the operating frequency of Intel ECX platform is 600 MHz. 
Therefore, dedicated efforts must be made to optimize the performance of 
real-time tracking algorithm. 
� . i : ； I I i ； 
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Figure 4. Intel ECX platform embedded with Intel Celeron M 6{)()MHz processor 
1.2. Motivation and Objectives 
The large number of rear end collisions due to driver inattention has been 
identified as a major automotive safely issue. Even a short advance warning can 
significantly reduce the number and severity of the collisions. We have developed 
a real-time rear vehicle detection system, which can give an advance warning to a 
driver when the relative distance between a rear vehicle and the driver's car is too 
small, for the purpose of prevention of rear-end collisions. 
Our research is focused on developing a real-time moving vision-based vehicle 
detection system for operation in outdoor scenes thai employs only a single 
moving camera mounted on the driver's automobile as input, for use in delecting 
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multiple rear vehicles on highways and city streets. Several facts make this task 
rather challenging: 
1) Real-time performance requires efficient algorithms 
2) Cameras mounted in a moving vehicle are not static, which means most 
methods used by surveillance systems can not be applied here 
3) Scenes are dynamic and so, less prior knowledge can be utilized 
4) Illuminalion and contrast change, even in the same scene at different times 
5) Objects' shape and color have broad ranges 
111 this thesis, we will propose a 3-phase vision-based framework for robust and 
precise vehicle tracking in outdoor scenes with camera-to-vehicle distance 
measuremenl using single moving camera. Our goal is to show thai real-time 
multiple vehicle tracking can be achieved on computing devices on automobiles 
with high successful tracking percentage. 
1.3. Major Contributions 
1.3.1. A 3-phase Vision-based Vehicle Tracking Framework 
In our proposal, the vehicle tracking is divided into three phases: vehicle detection, 
vehicle template tracking and vehicle template update. The vehicle is first located 
by symmetrical function using the special feature of vehicles, symmetry, in the 
images. The lateral centers of vehicles in images are located with high 
symmetrical measurement. With the aid of symmetrical function, the region of 
interest in the image can be greatly reduced. Moreover, it makes the methodology 
becomes relatively simple to implement using embedded system technology in the 
automobile environment. By locating the car features like car roof, car bottom and 
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car sides using the techniques of horizontal edge response, horizontal pixel 
intensity response and over-complete Haar transform respectively, the vehicle is 
delected in the image and the segmented region, called vehicle template, is passed 
to the vehicle template tracking phase. 
The 3-phase structure is used in our methodology instead of simple detection of 
vehicles in each frame, or a 1 -phase vehicle detection framework, because 
traditional vehicle detection techniques for tracking cannot distinguish between 
changes in viewpoint or configuration of the vehicles relative to the camera [3]. 
Such a structure aims to determine the image configuration of a target region of a 
vehicle as it moves through a camera's field of view and estimate the steropsis and 
motion of vehicles. Its objective is to determine，in a global sense, the movement 
of an entire vehicle template over a long sequence of images. The information of 
change in viewpoint and position varies in the tracking system, leading to clue for 
estimation of the relative distance or the contact time of a rear vehicle. 
After the vehicles have been located, and segmented in the image, the segmented 
area is used as a template for object tracking employing image alignment 
technique consisting of moving, and possibly deforming the template lo minimize 
the difference between the template and the current image. Since the first use of 
the Lucas-Kanade optical flow algorithm [4], image alignment has become one of 
the most widely used techniques in computer vision. There are many image 
alignment algorithms and the inverse compositional algorithm is adopted in our 
methodology because of its high efficiency whose keys include switching the role 
of the image and the template and the pre-computation of template gradient, 
Jacobian, steepest descent images and Hessian matrix. 
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What makes vehicle tracking difficult is the potential variability in the images of 
vehicles over time. This variability arises from two principal sources: variation in 
vehicle pose or deformations and variation in illumination [5]. When ignored, the 
variability is enough to cause a tracking algorithm to lose its target. This result 
calls for the template update in phase 3. 
The proposed 3-phase framework is robust as it can tolerate frequent illumination 
and contrast changes under different lighting environments. In addition, it can 
handle vehicles with broad ranges of shapes and colors as well as multiple 
numbers of vehicles simultaneously. 
1.3.2. Camera-to-vehicle Distance Measurement by Single Camera 
Our methodology is to provide an advance warning to a driver when the relative 
distance between a rear vehicle and the camera on the driver's car is below a 
certain threshold. The relative distance from the target vehicle to the camera on 
the driver's car can be found by the newly proposed formula based on the 
equation proposed by an intelligent transportation system provider, Mobileye® [6] 
using the law of perspective with the height of vehicles in the image. The 
continuously distance information is provided by tracking the vehicles, and also 
the change of height, in the image. 
The newly proposed formula relaxes the assumption that the top of the vehicle 
must be at the same level of the camera, independent of vehicle types. 
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1.3.3. Real Time Vehicle Detection 
To enable real time performance, several computational techniques are adopted in 
our system. Firstly, it is not practical to search the ROI of vehicles from the entire 
image. In our case, symmetrical measurement is employed to reduce the searching 
area. Such measurement is further optimized using techniques of diminishing 
image input and replacing division operations so that more computational 
resources could be reserved for vehicle tracking and other advanced intelligent 
vehicle features. Secondly, we also optimize the over-complete Haar transform by 
pre-computation. 
1.3.4. Real Time Vehicle Tracking using Simplified Image Alignment 
The original image alignment tracking methodology is loo computational 
intensive to run on embedded systems in real-time. To realize the real-time 
tracking, we have simplified the computation by minimizing the number of image 
alignment parameters. The idea of simplifying image alignment stems from the 4 
basic affme transformations: translation, scaling, shearing and rotation. From 
experience and experiment results, it is evident that the cases of shearing and 
rotation are inappropriate to apply for successive images for the same vehicle 
moving on the road and would not assist the vehicle tracking. Therefore, we 
propose to exclude the shearing and rotation transformations so that the real-time 
vehicle tracking can be achieved on embedded systems. 
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1.4. Evaluation Platform 
Limited power supply, small space and closed environment restrict the 
computational resources available on automobiles. Although the technology keep 
advancing, common desktop computers are not suitable in the automobile 
environment due to high power consumption, large size and high heat dissipation. 
The Intel ECX (Embedded Compact Extended) platform which has low power 
consumption, compact size and fanless capacity is ideal for in-vehicle applications. 
An ECX development board is used for evaluation. Table 1 shows its specification. 
All of the experiments mentioned in this thesis are tested on this platform. 
Processor Intel Celeron M 600MHz 
Memory 256MB DDR 266MHz 
OS Linux (kernel version 2.6.9) 
Compiler gcc (version 3.4.2) 
Table 1 • Specification of the evaluation system - Intel ECX platform 
1.5. Thesis Organization 
This chapter provides an overview of intelligent vehicle and vision-based vehicle 
tracking system. A summary of the objectives and contributions of our work is 
also given. The remaining chapters of this thesis are organized as follows: Chapter 
2 briefly reviews the related work in vehicle tracking with different approaches. 
Chapter 3 presents the framework of 3-phase vision-based vehicle tracking 
including the method of vehicle detection method, the procedure of the vehicle 
template tracking using inverse compositional image alignment and the principle 
of vehicle template update. Then, the technique of finding the relative distance 
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from the target vehicle is introduced in Chapter 4. Chapter 5 and 6 present how 
the vehicle detection and vehicle tracking can be optimized to run in real-time. 
Finally, Chapter 7 summarizes the research performed, and describes some 
challenges encountered and possible directions for future research. 
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2. Related Work 
Vision-based vehicle tracking is often classified into 3 categories: stereo-based, 
motion-based and knowledge-based [2]. In this chapter, a brief description and 
some sample tracking results will be given for all categories. Most of the previous 
works are different from our 3-phase structure since they simply detect vehicles in 
each frame of image sequence. Although some tracking results are for front-end 
tracking, the methodologies still can be applied for rear-end tracking. 
2.1. Stereo-based Vehicle Tracking 
Stereo vision is widely used in 3D reconstruction application. By computing the 
difference in the left and right images between corresponding pixels, 3D world 
information can be gained. The difference is called disparity and the disparities of 
all the image points form the so-called disparity-map. If the parameters of the 
stereo rig are known, the disparity map can be converted into a 3D map of the 
viewed scene. 
I stereo camera mounted on the test vehide | 
mm 
Figure 5. Testing vehicle used in the project "Machine Vision Based Vehicle Guidance’， 
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The project "Machine Vision Based Vehicle Guidance” [7] is one of the projects 
thai use the stereo vision technique for vehicle tracking. Figure 5 shows the testing 
vehicle mounted with a stereo camera rig [7]. The correspondences of image 
features in the left and right view are first resolved by computing the stereo 
disparity. Then obstacles are mapped to points of non-zero disparity making Ihem 
detectable. See Figures 6 where (a) and (b) are a stereo image pair, and (c) and (d) 
show points of interest on the corresponding images. Significant disparities 
correspond to the obstacles. 
I m 
(a) (b) 
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(C) (d) 
Figure 6. Stereo image pair and its corresponding disparity maps 
From the residual disparity in an image location we can obtain the 3D location of 
the points of interest. Residual disparities, which appear in the image after the 
ground plane disparity has been mapped to zero, indicate objects which appear 
above the ground plane. A simple threshold is used to distinguish between features 
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lying on the ground plane and features due to objects lying above the ground plane. 
Figure 7 shows the result on a single frame. Objects detected as above the ground 
plane are colored red and those on the ground plane are colored green. Black 
regions indicate regions for which the disparity could not be accurately recovered. 
i m 
(a) (b) 
Figure 7. Objects above and on the road surface detected by the disparity map 
Finally, neighboring points with similar disparity values are connected together to 
form the objects using the clustering technique. These connected components 
form the basis of potential vehicles which are to be tracked with lime. If the same 
object appears in two consecutive frames, the object is determined as a vehicle. 
Figure 8 shows the objects found by the proposed method in this project. The 
result shows that the vehicle can be tracked approximately. However, the vehicle 
roof and bottom cannot be located and tracked precisely. This can lead to 
inaccurate supervision of the traffic on the road and distance measurements. The 
most important drawback is that computing the disparity map is very consuming. 
The synchronization and heavy I/O of two cameras also makes this approach 
unsuitable for embedded systems. 
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Figure 8. Vehicles detected and tracked by the stereo-based vehicle tracking method 
2.2. Motion-based Vehicle Tracking 
In stereo-based vehicle tracking as well as the knowledge-based method described 
later, spatial features are used to distinguish between vehicles and their 
background. An important cue thai can also be used is the relative motion obtained 
via the calculation of optical flow. Approaching vehicles from opposite directions 
produce a diverging flow, which can be quantitatively distinguished from the flow 
caused by the car ego-motion [8]. On the other hand, departing or overtaking 
vehicles produce a converging flow. 
The “ASSET: A Scene Segmenter Establishing Tracking’，project is a 
representative work employing the motion-based method for vehicle tracking [9]. 
ASSET starts by tracking 2D image features as they move across the picture over 
time, to get a sparse image flow field. The flow field is then segmented into 
clusters which have internally consistent flow variation and which have different 
flow to each other and to the background. The green shapes in Figure 9 are 
examples of initial segmentation. The cluster shapes are filtered over time to give 
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improved accuracy and robustness. 
Figure 9. Flow field and object segmentation computed by ASSET 
(a) Frame 1 
(b) Frame 3 
晒 
(c) Frame 9 
Figure 10. Vehicle tracking result of ASSET 
From Figure 10, the objects tracked by ASSET seem to be unstable. The optical 
flow computation is very sensitive to noise. Given the difficulties faced by 
moving camera scenario, getting a reliable dense optical flow is not an easy task. 
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Besides, the vehicle roof and bottom cannot be located and tracked precisely as in 
the stereo-based vehicle project discussed before. 
2.3. Knowledge-based Vehicle Tracking 
Knowledge-based methods employ a-priori knowledge to hypothesize vehicle 
locations in an image. The vehicle information includes symmetry, color, shadow, 
comers, horizontal and vertical edges, texture, and vehicle lights. 
The project "Real-Time Multiple Vehicle Detection and Tracking from a Moving 
Vehicle" [10] is one of the projects applying knowledge-based method for vehicle 
tracking. From the image sequence captured by the camera input, the approximate 
positions of vehicles in the images are first located by the temporal difference. 
The vehicle tracking regions are then further refined by locating the vehicle lights 
and comers. Figure 11 shows the sample tracking result of this project. 
The advantage of knowledge-based vehicle tracking is that the vehicle features, 
uniquely distinguished from the background objects, can often be identified easily. 
Nevertheless, searching a particular vehicle feature from the entire image is often 
inefficient. 
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(c) Frame 173 (d) Frame 202 
Figure 11. Tracking result of "Real-Time Multiple Vehicle Detection and Tracking from a 
Moving Vehicle" 
2.4. Commercial Systems 
Mobileye® [11] has developed an advance warning system on a family of SoC 
(System-on-Chip) called EyeQ. The EyeQ supports vehicle detection, lane 
detection and pedestrian recognition. 
The core of the vehicle detection process lies in the classification. The system 
scans the whole image captured by the camera mounted on driver's vehicle for 
rectangular shaped regions at all positions and all sizes. Each region of interest is 
given a score that represents the likelihood of thai region to be a vehicle. EyeQ 
uses several classification schemes throughout the system and they can be rather 
degenerate such as the nearest neighbor approach and integration via a cascaded 
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classifier such as the hierarchical SVM approach [12]. Figure 12 shows the 
sample tracking result of EyeQ. 
lobi1Eye. version Nov?9-200? 
• 
(a) 
^ ^ i l E y e . version MovZ9~Zp9||||H 
(b) 
MobilEye. version NovZ9-2002 
(c) 
Figure 12. Tracking result of EyeQ with distance information 
Mobileye® has not disclosed their approach used for vehicle tracking in details. 
From Figure 12, we can see that the EyeQ SoC achieves a precise vehicle tracking 
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result with distance measurement between the camera and targeted vehicles. 
However, there are 11 computing processors working simultaneously at 332 MHz. 
It seems that the vehicle tracking algorithm running on EyeQ is extremely 
computational intensive. 
In this chapter, we have summarized several vision-based vehicle tracking projects 
with different approaches. Most of the projects can track multiple vehicles 
approximately but not precisely. Such results are not helpful for making accurate 
camera-to-distance estimations. Some of the projects are even loo computationally 
intensive to be run practically on embedded systems. The interest of a relatively 
simple, practical and inexpensive system for real-lime multiple vehicles tracking 
becomes necessary. 
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3. 3-phase Vision-based Vehicle Tracking Framework 
3.1. Introduction to the 3-phase Framework 
The 3-phase framework is used in our methodology instead of simply detecting 
vehicles in each frame, or a 1 -phase vehicle detection framework, because 
traditional vehicle detection techniques for tracking treat an image region simply 
as moving "stuff and hence cannot distinguish between changes in viewpoint or 
configuration of the vehicles and changes in position relative to the camera. The 
information of change in viewpoint and position is valuable in the adaptive cruise 
control systems since it gives the clue to the relative distance or the contact time 
between a rear vehicle and the camera on the driver's car and thus appropriate 
driving advice or advance warning. The 3-phase framework vehicle tracking aims 
to determine the image configuration of a target region of a vehicle (The template 
segmented in phase 1) as it moves through a camera's field of view (Tracking the 
template in phase 2). Vehicle tracking arises in stereopsis and motion estimation 
of vehicles. It differs, however, in thai the goal is not to determine the exact 
correspondence for every vehicle location in a pair of images, but rather to 
determine, in a global sense, the movement of an entire vehicle template over a 
long sequence of images. 
The visualization of the 3-phase framework is shown in Figure 13. In the first 
phase, the vehicle is detected by symmetrical measurement and the over-complete 
Haar transform in the image. The segmented region, called vehicle template, is 
passed to the vehicle template tracking phase. In the second phase, the vehicle 
template is used for object tracking applying image alignment which consists of 
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moving and deforming a template to minimize the difference between the 
template and an image. The images of vehicles have the potential variation in the 
pose and illumination which make the tracking difficult. This results in the 
necessity of template update in phase 3 where the template is repositioned for best 
tracking. We will show how the proposed framework increases the successful 
tracking percentage. 
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Figure 13. Visualization of the 3-phase framework 
3.2. Vehicle Detection 
3.2.1. Overview of Vehicle Detection 
Vehicle detection is the first phase of the 3-phase vehicle tracking methodology. 
Our first task is to detect and locate the candidate vehicle in an image and then 
pass the segmented image as a template to the vehicle template tracking phase. 
Vehicle detection, also interpreted as the vehicle template segmentation, aims to 
segment the vehicle part from the whole image as shown in Figure 14. The 
locating procedure is also named as Hypothesis Generation (HG) [2] where the 
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locations of potential vehicles in an image are hypothesized. 
m m 
.•, 1 " ‘ 
Figure 14. Segmentation of the vehicle part (The red rectangle) from the whole image 
(The image is taken by the camera mounted on the driver's automobile) 
A review of on-road vehicle detection using optical sensors is given by Sun, Bebis 
and Miller [2] where Hypothesis Generation is classified into one of the following 
three categories: (1) stereo-vision based, (2) motion-based, and (3) 
knowledge-based. Stereo-vision based method uses stereo information provided 
by the two cameras mounted on driver's automobile. By mapping the features 
from the image taken by the right camera to the image taken by the left camera, 
the contours of vehicles can be found [13]. In general, stereo-vision based 
methods are accurate if the stereo parameters have been estimated accurately, 
which is really hard to guarantee in the on-road scenario. Optical flow calculation 
of vehicles is the representative method in motion-based category. Approaching 
vehicles at an opposite direction produce a diverging flow, which can be 
quantitatively distinguished from the flow caused by the car ego-motion [8]. Three 
factors causing poor performance of the optical flow approach were summarized 
in [8]: (a) displacement between consecutive frames, (b) lack of textures, and (c) 
shocks and vibrations. Knowledge-based methods employ a-priori knowledge to 
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vehicles like color, shadow, comers, horizontal/vertical edges, texture, and vehicle 
lights. Among which locating the roof of vehicles by horizontal edge detection 
[10,14-20] and locating the bottom using shadow information as a sign pattern of 
vehicles [14,21,22] are popular techniques since these features, which are quite 
unique from background objects, act as the horizontal boundaries for the 
segmentation of vehicles. However, it is not practical to search the roof and 
bottom of vehicles from the entire image. In this thesis, we propose using 
symmetrical measurement to reduce the searching area of roof, bottom and sides 
of vehicles. 
3.2.2. Locating the Vehicle Center - Symmetrical Measurement 
By minimizing the searching area of image, the compulation time of finding the 
interesting objects could be decreased. In our proposal, the vehicle is first located 
by applying a symmetrical function to the image. To find a reliable measure of the 
degree of symmetry, we begin with an elementary theory of one dimensional 
function [23], namely, a function /(x) can be divided in two parts: a purely 
symmetric function/^(x) and a purely asymmetric fundi on/as(jc). that is 
/ Y � ( \ r ( \ \ with 
- J A x ) 
Moreover, we have the following properties: 
f w = / M - / ( - - ) . 
• ' a s 2 
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Now, a measure of the degree of symmetry is introduced. It seems logical 
to compare the contribution of the symmetrical part of the function with the entire 
contribution of the function, as follows: 
U'si4 (2� 
_ 一 y-r V~ r ( V r ( V ( ) 
With this definition, has the following properties : 
S{f{x)}e[0,\] 
5'{/(x)} = 1 if /(x)is purely symmetric 
^{/(x)} = 0 if /(x)is purely antisymmetric 
In order to make relationship between the symmetrical measurement and the 
intensity value of pixels, we now introduce the reflectional correlation coefficient: 
C{/(x)}. 
. / (X) /(-x) dx 
C{f{x)h 
j / W dx 
^ [ f M l I M 
\ f s i 4 - fasiA^ 
where f(x) is the intensity value of pixels in grayscale at lateral position x of 
image. Once we have calculated C, we can calculate S, as S = . 
As the camera and target vehicles move, the illumination variation may cause the 
target vehicles to appear unlike a symmetrical object in grayscale intensity. The 
centre of the taxi (The position of the dash line) and the other position (the 
position of the thick line) in the background have high symmetrical measurement 
in the image simultaneously in Figure 15. To reduce this kind of influence, 
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gradient images are input for symmetrical measurement. In order to highlight the 
measurements surrounding the vehicles, the symmetrical measurement is further 
enhanced using horizontal edges only as input for vehicle detection. The result is 
shown in Figure 16 in which the center of the vehicle is marked by a dotted line. 
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Figure 15. Symmetrical measurement using gradient image (a) with horizontal and vertical 
edges and its corresponding symmetrical measurement. The centre of the taxi (The position of 
the dash line) and the other position (The position of the thick line) in the background have 
high symmetrical measurement in the image simultaneously 
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Figure 16. Symmetrical measurement using gradient image with horizontal edges as input. 
The center of the vehicle is marked by the dotted line 
3.2.3. Locating the Vehicle Roof and Bottom 
The region of interesting vehicles is approximately located after the symmetrical 
measurement. The vehicle roof and the vehicle bottom can be located in a 
relatively small searching window instead of searching in the whole image which 
is shown in Figure 17. We have set the searching window width to about 1/10 of 
the image width. 
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Figure 17. Searching window with the symmetrical line of the vehicle as the cenlerline 
In the searching window, the vehicle roof is located as the first horizontal position 
when searching from the top to the bottom with high horizontal edge response. On 
the other hand, the vehicle bottom is located as the first horizontal position when 
searching from the bottom to the top with low horizontal pixel intensity response. 
The idea is illustrated in Figure 18. The roof and bottom features are simply 
located since they are quite unique from the background within the searching 
window. 
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Figure 18. Locating the (a) car roof by horizontal edge response and (b) car bottom by 
horizontal pixel intensity response within the searching window 
3.2.4. Locating the Vehicle Sides - Over-complete Haar Transform 
The outcome of vehicle segmentation greatly affects the quality of template used 
in vehicle tracking that will be mentioned in the next part. If the segmentation is 
not done well, the vehicle template may include some background pixels. This 
Chapter 3. 3-phase Vision-based Vehicle Tracking Framework 31 
makes the tracking is not done on the exact vehicle objects. Eventually, the 
tracking of vehicles may be loss. Figure 19 shows the comparison of the good 
vehicle template and bad vehicle template. 
I • -- ！ ^ 
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The whole vehicle is segmented well in the image The vehicle template includes some background 
(Good vehicle template) (Bad vehicle template) 
Figure ] 9. The good vehicle template versus the bad template 
In the previous parts, we have shown how the roof and the bottom of vehicles can 
be found. The remaining task, which is much more difficult, is to locate the sides 
of vehicles. One of the common techniques is finding the most obvious vertical 
edges by searching from the center of the vehicle to the sides of the image. The 
technique has three main weaknesses which make it difficult for practical usage. 
First, it is hard to define the degree of obviousness of vertical edges. Also, the 
sides of vehicles usually are not strictly vertical in two dimensional images. The 
existence of vertical edges in the road background makes the sides of vehicles 
difficult to be located. 
The moving and variant-illumination conditions make the ordinary pixel 
difference method unsuitable to represent the sides of vehicles clearly. In Figure 
20, it should be easy to see that the pixel-based representation have a significant 
amount of variability that may lead to difficulties in segmenting the vehicles from 
the images. As a result, a compact representation of the vehicles in the images 
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using Haar wavelet transform proposed by C. P. Papageorgiou [24] for vehicle 
learning is used. 
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Figure 20. An example of vehicle images on road environment 
Haar wavelet was proposed by Alfred Haar [25] and nowadays, it is widely used 
in image compression by the advantages of the simple image scaling and the 
multi-orientation representation [26]. The SVM (Support Vector Machine) based 
car image classifier proposed by C. P. Papageorgiou takes these advantages where 
multi-scaling images transformed by three oriented wavelets — vertical, horizontal, 
and diagonal are used to train the classifier as shown in Figure 21. To provide a 
compact representation, Papageorgiou uses an over-complete dictionary of Haar 
wavelets in which there is a large set of features that respond to local intensity 
differences. 
In our approach, we have not taken the advantage of multi-scaling property of 
Haar wavelet transform. Based on the work done by Papageorgiou, the wavelet 
transform is not computed for the whole image because of the complex 
computation and only the over-complete vertical Haar wavelet transform is 
applied to the estimated location of the vehicles' sides. There is no training 
process in our methodology and our purpose is to locate the sides of vehicle from 
the compact representation of vehicle images. We present an overview of the 
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vertical Haar wavelet transform representation here. Details can be found in 
[27-28]. 
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Figure 21. Multi-scaling Haar transformed car image. Positions with stronger wavelet feature 
response are darker, those weaker response are lighter, (a)-(c) are vertical, horizontal, and 
diagonal wavelets at scale 32x32 pixels, (d)-(f) are the vertical, horizontal, and diagonal 
wavelets at scale 16x16 pixels 
For a given pattern, the wavelet transform computes the responses of the wavelet 
filters over the image. By the clue of the symmetrical line, roof and bottom of 
vehicles, the location of the sides of vehicles can be estimated by the reasonable 
height-to-width ratio of vehicles as shown in Figure 22 
In our implementation, only vertical orientation, which gives high response to the 
sides of vehicles, is computed. In the traditional wavelet tTansform, the wavelets 
do not overlap; they are shifted by the size of the support of the wavelet inx and y. 
The standard Haar transform framework is shown in Figure 23. The resized image 
around the sides of the vehicle is divided into blocks and then passed to the Haar 
wavelet for transformation. The normalized vertical coefficient table, in which the 
higher coefficient value represents the existence of much vertical feature, shows 
the normalized vertical response of the intensity around the sides of the vehicle. 
The lateral position with the highest coefficient value is the location of vehicles' 
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Figure 22. Steps of estimating the location of the vehicles, sides 
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Figure 23. The standard Haar Transform Framework 
To achieve better spatial resolution and a richer set of features, Oren and 
Papageorgiou suggest shifting the transform by 1/4 of the size of the support of 
each wavelet [29], yielding an over-complete (quadruple density) dictionary of 
wavelet features. The framework of the over-complete Haar transform is shown in 
Figure 24. The vertical coefficients are more detailed and compact. We propose 
using the resulting high dimensional vertical feature table to locate the sides of 
vehicles. By summarizing and averaging the coefficients of each column, the 
vertical coefficient at each lateral position is shown in Figure 25. The lateral 
position with the highest vertical coefficient is the location of the vehicle's side. 
With the same size of vehicle sides image (16x16 pixels), the vertical coefficient 
table computed by the over-complete Haar transform provides 4-time resolution 
higher than that computed by the standard Haar transform along the lateral 
direction. The high-resolution vertical coefficients of the over-complete Haar 
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transform along the lateral direction make the vehicle sides being located 
precisely. 
Now, the vehicle is segmented from the image as the template for vehicle tracking. 
The height-to-width ratio of vehicles computed is useful for template update in the 
future. By the above techniques, the vehicle is detected in the image and the 
segmented region, called vehicle template, is passed to the vehicle template 
tracking phase. 
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Figure 24. The over-complete Haar Transform Framework 
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Figure 25. Vertical coefficient of the vehicles" side image 
3.3. Vehicle Template Tracking - Image Alignment 
3.3.5. Overview of Vehicle Template Tracking 
Our ultimate goal is to track the vehicles in a continuous sequence of images with 
distance information provided. After the vehicles are located, and segmented in 
the image as described in the previous vehicle detection stage, the segmented area 
is used as the template for vehicle tracking. In this section, we propose to use 
image alignment as the technique of vehicle tracking. 
Image alignment consists of moving, and possibly deforming, a template to 
minimize the difference between the template and an image. Since the first use of 
image alignment in the Lucas-Kanade optical flow algorithm [4], image alignment 
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has become one of the most widely used techniques in computer vision. The 
applications of image alignment include tracking [5, 30], parametric and layered 
motion estimation, mosaic construction and medical image registration. The 
unifying framework is proposed and various algorithms are described in the 
unifying framework of Lucas-Kanade algorithm [31]. 
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Figure 26. The four basic transformations in affine transformation: (a) Translation, (b) Scaling, 
(c) Shearing and (d) Rotation. The red polygons represent the original polygons while the blue 
polygons represent the transformed polygons. The sample transformations in vehicle tracking 
are shown in the second row. 
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The moving and deforming process is essentially the affme transformation 
consisting of translation, scaling, shearing, rotation or combinations of them. 
Figure 26 shows how a polygon transforms in a 2D space. Let W(x; p) denote the 
parameterized set of allowed warps, where p = (po , . . . pn- i )^ is a vector of 
parameters. The warp W(x; p) takes the pixel x in the coordinate frame of the 
template T and maps it to the sub-pixel location W(x; p) in the coordinate frame 
of the image I. If we are tracking an image patch, for example, the vehicle image 
patch，we may consider employing the set of affme warps: 
M" � �A) •义+ + (Po Pi PA 
fV(x;p)= = y (3) 
V 
described by 6 parameters p = (po，pi, pi, P3, P4，Ps)^  as what has been done in [32]. 
These 6 parameters are enough to describe the 4 basic tTansformations and their 
combinations in affme transformation of the image patch in 2D space. Image 
alignment aims to compute the updated parameters for transformation in order to 
minimize the differences among the templates (T) in consecutive images (I). 
Before explaining the details of image alignment, we should first describe how we 
apply image alignment in vehicle tracking. In a sequence of images, image 
alignment is to minimize the difference between the template obtained in image n 
and the images n+1, n+2, n+3 Using vehicle tracking as an example, the size 
and location of the vehicles in the image are changing from image to image. Once 
a vehicle template is detected in image n, the template needs to be moved or 
deformed in order to minimize the difference between it and its correspondence in 
the subsequent images. Figure 27 shows how image alignment is done in vehicle 
tracking. The aligned position and the aligned image region are usually called 
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warped position and warped image respectively. 
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Figure 27. Image warping in vehicle tracking 
We will follow the unifying framework of image alignment proposed and 
described in the Lucas-Kanade algorithm [31 ] and apply it for vehicle template 
tracking. 
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3.3.6. Goal of Image Alignment 
The goal of the image alignment is to minimize the sum of square error between 
two images, the template T and the image I warped back onto the coordinate 
frame of the template and thus achieve the template tracking. The first version of 
image alignment is the Lucas-Kanade algorithm where the error is represented by: 
Y , [ i m x ; p ) ) - T { x ) Y � 
.V 
where p are the affine transformation parameters. 
Warping I back to compute /(W(x;p)) requires interpolating the image I at the 
sub-pixel locations W(x; p). The minimization of the expression in the above 
equation is performed with respect to p and the sum is performed over all of the 
pixels X in the template image T{\). The Lucas-Kanade algorithm assumes that a 
current estimate of p is known and then iteratively solves for increments to the 
parameters Ap; i.e. the following expression is (approximately) minimized: 
Y \ I { W { x • p + ^ p ) ) - T { x ) \ (5) 
v 
with respect to Ap, and then the parameters are updated: 
p � p + A p (6) 
These two steps are iterated until the estimates of the parameters p converge or set 
the target number of iterations. 
Subsequently, the image tracking process can be described as: 
1) Aligning the warped position and updating the parameters of the warped 
position; performing the first order Taylor expression of the image alignment 
equation (5) and minimize its value by the least-squares method. 
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2) Minimizing the image alignment equation by iterating and updating the 
warped parameters p. 
The visualization of the image alignment tracking process is shown in Figure 28. 
Updated w a r p parameters: p = (pi,p2, p^, P4, p5’ P6)丁 
I I I Current warped image: l(W(x： p))"| | Template image: T<xr"| 
StaP^^  « » J L ^ j l ^ Affine Transformation ^^sS&iU^^L ，T'T 1?. ‘ Ifi"'，， 
^gftirn I iVi ‘ gssgjBwWI^ ^ ^ ^ ^ ^ ^ ^ 
j 
Lucas-Kanade minimizing equation: 辟职起殺》— .厂码 “ 
X 
Figure 28. Visualization of the image alignment tracking process 
3.3.7. Alternative Image Alignment 一 Compositional Image Alignment 
The Lucas-Kanade algorithm approximately minimizes the expression (5) with 
respect to Ap and then updates the estimates of the parameters by equation (6). In 
fact, iterating these two steps is not the only way to minimize the expression of 
Z j(W(x- p)) - T(x)f 
^^  . The alternative to the Lucas-Kanade algorithm is the 
compositional algorithm [33]. The compositional algorithm approximately 
minimizes: 
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with respect to Ap in each iteration and then updates the estimate of the warp as: 
W(x; p) <r W(x; p)。W(x; A p) (8) 
i.e. the compositional approach iteratively solves for an incremental warp W(x;Ap) 
rather than an additive update to the parameters A p. The compositional and 
additive approaches are proved to be equivalent lo first order in Ap in the 
unifying framework of Lucas-Kanade algorithm [31]. Throughout the vehicle 
tracking we concentrate on the inverse compositional algorithm, an efficient 
algorithm which works without any significant loss of efficiency [34]. 
3.3.8. Efficient Image Alignment - Inverse Compositional Algorithm 
As mentioned by Baker and Matthews [31], one of the key points of efficiency is 
switching the role of the image and the template, where an exchange of variables 
is made to switch or invert the roles of the template and the image [5]. To 
distinguish the previous algorithms from the new ones, we will refer to the 
original algorithms as the forwards additive (i.e. Lucas-Kanade) and iht forwards 
compositional algorithm. The corresponding algorithm after the inversion that we 
used for vehicle tracking is called inverse compositional algorithm. 
The proof of equivalence between the inverse compositional algorithm and the 
original algorithm is in the unifying framework of Lucas-Kanade algorithm [31]. 
The result is that the inverse compositional algorithm minimizes: 
^[TiWix-,Ap))-I{W{x;p))f (9) 
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with respect to A p (note that the roles of I and T are reversed) and then updates 
the warp: 
W(x; p) <r W(x; p)。W(x; A p)-i (10) 
Performing a first order Taylor expansion on the expression of the inverse 
compositional algorithm gives: 
r 
OTT7-
Z nw{xm+vT—Ap-i{w{x- p)) (11) 
Assuming without loss of generality that W(x; 0) is the identity warp, the solution 
to this least-squares problem is: 
厂 I?" 
O 71/ 
= [ / � ( I ; 尸 ) ) — n ^ ] (12) 
卞L ^ p � 
where H is the Hessian matrix: 
X L 办 J L ^ p . 
^ JTT 
and the Jacobian ——is evaluated at (x; 0). The steps involved for the image 
alignment of one image using the inverse compositional algorithm are shown as 
followings: 
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Pre-compute: 
(1) Evaluate the gradient VI of the template T(x) 
(2) Evaluate the Jacobian — a t (x; 0) 
(3) Compute the steepest descent images VT — 
dp 
(4) Compute the Hessian matrix H 
Iterate: 
(5) Warp/with W(x; p) to compute I(W(x; p)) 
(6) Compute the error image I(W(x; p)) - T(x) 
� -iT ” 
(7) Compute the steepest descent parameter V v r — ll(fF(x-p)) - T(x) 
- -ir 
(8) Compute Ap by = VT— [/(ff(x;；?))-
^ L 尔」 
(9) Update the warp W(x; p) <r W(x; p)oW(x;Ap)"^ 
until \\Ap\\ <£ OT after a constant number of iterations. Typically, it is set to 10. 
(The corresponding steps are shown in Figure 29) 
The efficiency of the inverse compositional algorithm comes from the 
pre-computation of template gradient, Jacobian, steepest descent images and 
Hessian matrix. As a result, all of the computationally demanding steps are 
performed once to avoid performing them in each iteration. The main algorithm 
simply consists of image warping (Step 5)，image differencing (Step 6)，image dot 
product (Step 7), multiplication with the inverse of the Hessian (Step 8)，and the 
update to the warp (Step 9). The framework of the inverse compositional image 
alignment algorithm for vehicle template tracking is shown in Figure 29. The 
parameters are updated iteratively in order to align the tracking region to the new 
warped position with minimized difference between the template and the current 
image. 
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In this section, we have shown that how vehicle tracking is achieved by image 
alignment technique in an image sequence. By tracking the rear vehicles, with the 
vehicle height, an advance warning to a driver can be given to a driver when the 
relative distance computed by the newly proposed formula introduced in Chapter 
4 is below a certain threshold. 
Pre "Computed 
二 j f r ^ i L 遍 • 聽 H h m 
Templale T(k) ^ ^ ^ ^ ^ ^I^BjjH^ Template gradienty Ttmpl«t9gr«d*»nl x J»cob»ao 
• Steepest DMcem I巾ages 
I I 
Warp PArAm»tAni Parameter Updates ^^^^^^^^ ^^^^^^^^ 
i i ^ s •“ I ^ a ^ ^ H m ^ s j i 
二 . ^ p ^ — I 
i^B^^BB SD Patamettti Updat»s 
� ^ff^fi"?^^^ r . . • ^ 
Erroi irn»gs ‘“—~‘广 
l(W<)r. p)) - T(x) 
Figure 29. The framework of the inverse compositional image alignment algorithm for vehicle 
template tracking. 
3.4. Vehicle Template Update 
3.4.1. Situation of Vehicle lost 
Variation in vehicle pose or deformations and variation in illumination can cause 
the tracking algorithm fail. They can lead lo the necessity of updating the template 
in order to let the tracking process remain effective. Figure 30 shows the situation 
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of tracking discontinued. 
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Figure 30. The situation of vehicle tracking lost 
Recalling the goal of image alignment, we are going to minimize the difference 




As the illumination and the size of vehicles change from image to image, the 
template and the warped image become unlike and make the error between them 
gradually increases. As a result, it is difficult to align the template to the vehicle in 
the current image and the error will accumulate along the tracking and eventually 
the warped image will totally lose the track of vehicles. The error is usually 
measured as the root mean square error between the template and the warped 
image. Once the error exceeds a threshold value, the template should be updated. 
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3.4.2. Template Fitting by Updating the positions of Vehicle Features 
Updating the template for tracking is simple by "Making the new template fitting 
the vehicle in the current image”. The procedure is similar to vehicle detection but 
the searching is limited lo the image area around the currently warped image. The 
update is composed of updating the new positions of vehicle symmetrical line, 
roof and bottom. The update includes: 
1) Symmetrical line: Locating the new symmetrical line with the highest 
symmetrical response within the current warped image. 
2) Car roof: Locating the new horizontal position of the car roof by locating the 
longest horizontal edge within the searching window. 
3) Car bottom: Locating the new horizontal position of the car bottom by locating 
the darkest horizontal pixel line within the searching window. 
The frequency of updating the tracking template will greatly affect the 
performance of the vehicle tracking. If the updating frequency is too high (error 
threshold too low), the updating process will waste the computational resource. If 
the updating frequency is too low (error threshold too high), the update process 
will not be completed well since the vehicle is out of the searching windows of the 
car roof and car bottom. The warped position will tend to the background image 
as shown in Figure 30. 
The framework of the template update is shown in Figure 31. In order to lower the 
computational loading, the new car roof and car bottom are located within a small 
searching window, instead of the whole image using previous knowledge. Since 
the height-to-width ratio is constant, without Haar wavelet transform, the sides of 
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the vehicles can be located based on the updated positions of the symmetrical line, 
car roof, car bottom and the ratio found in the vehicle detection part. 
Tracking lost: The warped image is shifting lo the 
background image instead of fitting the vehicle 
F c u i T ^ t warped image | ^ 
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Figure 31. The framework of Vehicle Template Update 
3.5. Experiments and Discussions 
3.5.1. Experiment Setup 
We have conducted an experiment to analyze the reliability of the proposed 
3-phase vehicle tracking methodology. There are 4 grayscale image sequences of 
the road traffic which is taken by the camera mounted on our car (testing vehicle). 
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All of the sequences are taken in the daytime with duration from 4 seconds to 68 
seconds. The camera setting is shown in Table 2. 
Camera model: Logitech webcam 4000 
Frame rate: 15 frames / second 
Frame size: 320 x 240 pixels 
Table 2. Setting of camera mounted on the testing vehicle 
3.5.2. Successful Tracking Percentage 
By observing the number of frame that the tracking is discontinued, the reliability 
of our methodology can be analyzed. Table 3 shows the information of the 4 
grayscale image sequences and their successful tracking percentage. The 
successful tracking percentage is defined as [35]: 
Successful t r ack ing pe rcen tage = Total number of frame - Number of tracking lost frame 
Total number of frame 
where "Number of tracking lost frame" is the number of frames where ground 
truth contains at least one vehicle, while there is at least one tracked vehicle not 
falling within the bounding box of any ground truth object. 
The result shows that the proposed 3-phase methodology is able to track the 
vehicles over 98% of frames. Failures occur when vehicles are running on 
winding roads and when the appearance of the target vehicles deforms frequently 
due to their unstable movement. 
Besides, there is wrong vehicle detection in Sequence A. One of the background is 
wrongly detected as a vehicle because its upper and lower boundary are wrongly 
regarded as the roof and bottom of vehicle respectively as shown in Figure 32. 
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Along the image sequences captured by the camera facing behind of our car, 
horizontal features of background objects always move from the upper edge to the 
center of images. It is different from the moving behavior of vehicle roof. To 
avoid background objects wrongly detected as vehicles, we propose the horizontal 
features moving in this direction in the images should be first filtered out. To 
further lower the false positive rate in vehicle detection, Sun, Bebis and Miller [2] 
suggest adding the second step, Hypothesis Verification (HV), after the step of 
Hypothesis Generation (HG) in order to verify the correctness of a hypothesis. 
The representative methods of Hypothesis Verification include Principal 
Component Analysis (PCA), Local Orientation Coding (LOC) and Neural 
Network (NN) based classifier. Adding the verification step can also filter out the 
background objects with much horizontal features while the uniqueness of the 
moving direction of horizontal features in background loses when the camera 
faces ahead. 
Sequence A SequenceB SequenceC SequenceD 
I ^ M m M 
^ ^ t a S ^ ^ ^ ^ f e � ’ ^ H H H B r 
•liliiiMlr^ W''.-'' ••--• • • • • H K B H I H t� . , 
Sequence A SequenceB SequenceC SequenceD 
Road type City streets City streets Highway Highway 
Duration 49 seconds 4 seconds 68 seconds 7 seconds 
Total number of frame (NF) 731 frames 60 frames 1001 frames 101 frames 
Number of tracking lost frame (LF) 9 frames 0 frames 13 frames 0 frame 
Successful tracking percentage 98. .8% 100.0% 98 .7% 100.0% 
= N F - L F 
NF 
Number of wrong vehicle detection 1 0 0 0 
Table 3. Information and tracking percentage of road image sequences 
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In this chapter, we have achieved multiple rear vehicles tracking using a single 
camera in outdoor scenes with high successful tracking percentage. However, the 
original image alignment tracking methodology introduced in this section is 
computational intensive enough so that it is not possible to be implemented in a 
real time embedded system based on a processor used for mobile applications. To 
realize the real-time tracking, we have simplified the above computation by 
minimizing the number of image alignment parameters which will be explained in 
Chapter 6. 
^ ^ ^ W ^ ^ ^ ^ ^ H M I i i ^ l B K ^ I M ^ f c t f h J ^ ^ ^ B i ^ Wrongly detected vehidT"] 
Figure 32. An example of wrongly detected vehicle 
3.6. Comparing with other tracking methodologies 
3.6.1. 1-phase Vision-based Vehicle Tracking 
As mention at the beginning of this chapter, our methodology is based on the 
3-phase structure: vehicle detection, vehicle template tracking and vehicle 
template update. However, most of previous works mentioned like the projects 
mentioned in Chapter 2 is simply detecting vehicles in each frame, or based on the 
a 1 -phase vehicle detection structure. These techniques treat an image region 
simply as moving “stuff’ and hence cannot distinguish between changes in 
viewpoint or configuration of the vehicles and changes in position relative to the 
camera. 
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111 order to exhibit the cooperation power and essentiality of the 3 phases, we have 
conducted an experiment to observe the performance of the 1 -phase structure. It 
means the last 2 phases: vehicle template tracking and vehicle template update are 
disabled and the vehicles are detected using the techniques in the first phase from 
frame to frame individually. Table 4 shows the successful tracking percentage of 
the 1 -phase structure comparing with the 3-phase image alignment-based 
methodology. The result shows that the 1 -phase structure can only track the 
vehicles in about 70% of frames. Failure occurs when there is sudden illumination 
and contrast change of the vehicle region or the targeted vehicles moving far away 
from the camera when the vehicle roof, bottom and appearance become blurred. 
Sequence A Sequence B S e q u e n c e C S e q u e n c e D 
l ^ ^ ^ j M m M . “ � 
Sequence A Sequence B S e q u e n c e C S e q u e n c e D 
3-phase 1-phase 3-phase 1-phase 3-phase 1-phase 3-phase 1-phase 
Road type City streets City streets Highway Highway 
Duration 49 seconds 4 seconds 68 seconds 7 seconds 
Total number of 
731 frames 60 frames 1001 frames 101 frames 
frame (NF) 
Number of tracking 
9 188 0 18 13 227 0 2 
lost frame (LF) 
Successful tracking 
‘ NF TF 98. .8% 74.3% 100.0% 70.0% 98.7% 77.3% 100.0% 98.0% percentage: i � r - i r 
NF 
Table 4. The successful tracking percentage of 3-phase structure versus 1 -phase structure 
This experiment shows the robustness of the 3-phase structure in vehicle tracking. 
Our methodology greatly 
increases the successful tracking percentage because of 
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the proper division of functionality of 3 phases. The tracking will be ignited once 
the vehicle is delected by phase 1 (Vehicle Detection) along the image sequence 
and let the phase 2 (Vehicle Template Tracking) keep tracking. Since the image 
alignment is robust enough, the tracking would be continuing once the vehicles 
are delected at any one of the frames. While there is sudden change in 
illuminalion or contrast making large difference between vehicle template and the 
current image, the 3-phase structure would not be interrupted. Instead, it will let 
phase 3 (Vehicle Template Update) to update the vehicle template for best fitting. 
3.6.2. Image Correlation 
The correlation-based algorithm is extensively adopted in real tracking systems 
because of its high recognition ability which enables it to track objects reliably in 
complicated environment with low S/N [36]. 
Generally, tracking methods based on image correlation work in such a way: an 
object template is pre-stored as the basis of recognition and position, then it is 
matched with each sub-image of real-time images until we find out the one that 
best matches the template. Normalized correlation function is one of the common 
matching criterions [36]: 
m . / • ) = , M 广 ’ M N 
J(z2:k，>，")f)(iz[nm，")]2) 
I ni=l n=l m=l n=l 
where T denotes the template image (whose size is M x N) and S denotes the 
sub-image of scene images. The best matches can be found as global maximums 
ofR(i,j). 
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It's quite difficult to implement the correlation-based tracking in real-time because 
of its large data and computational cost for correlation matching, which degrades 
the practicability greatly. The computational cost is mainly dependent on the 
search strategy that is adopted to find the optimal matching position. 
Unfortunately most of current correlation-based algorithms employ some traversal 
strategy, which makes il difficult to reduce the computation substantially. 
Regardless of the computational complexity, the tracking robustness and 
adaptability of correlation looks doubtful because the matching between the 
template and the current image is in fixed scale. It means the size of the template 
keeps constant throughout the tracking process, unlike other tracking 
methodologies such as image alignment where the template is warped. This 
greatly restricted the usability of correlation-based tracking in applications with 
moving camera and target objects since the size of target objects is varied along 
the image sequence. From the view of affme transformation, correlation-based 
tracking can only provide basic transformation in translation but not in scaling, 
shearing and rotation. 
For the applications like vehicle tracking, where target vehicles are tracked by the 
camera mounted on driver's car, correlation-based tracking seems not to be a good 
solution. There are previous works that use adaptive correlation tracking of targets 
with changing scale [37] where templates at different scales are provided for 
matching. The adaptive matching selects the best matched template so that the 
template scale is varied along the image sequence. We have implemented this 
method in OpenCV [38] for the vehicle tracking. Table 5 shows the experiment 
information of the adaptive correlation vehicle tracking in OpenCV. 
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OpenCV matching function cvMatchTemplatc 
Parameters CV TM CCORR NORMED (Normalized correlation) 
Image sequence Sequence A in Table 3 (Totally 731 frames) 
W/ , 
Template image i 他‘ 
gSBBiikSSSSS' 
mmmmf 
Number of template in difference size 5 
Table 5: Experiment information of the adaptive correlation vehicle tracking 
The tracking result of the adaptive correlation-based matching is shown in Figure 
33. The tracking result at the beginning of the sequence is acceptable but becomes 
unstable al Frame 120. The tracking even lost after 4 frames at Frame 124. The 
poor performance demonstrates that this approach is not suitable for vehicle 
tracking. 
There are 2 reasons for the poor performance of adaptive correlation. Comparing 
with image alignment, the number of template in different size is finite in adaptive 
correlation approach. For example, there are 5 templates in different size in our 
experiment. One may argue that we can increase the number of template to 
improve the adaptability. However, more templates means more time is consumed 
in matching since different templates are matched with the sub-image one by one. 
Usually, only a few of templates is used. 
The second reason is the broad ranges of vehicle illumination and contrast varies 
the difference between the template and the images as the target vehicle moving 
along the highway or city streets. Figure 34 shows the vehicle template and the 
sub-image just before the tracking lost occurred at Frame 123. The visual 
difference is quite large between these 2 images which cause the global maximum 
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of normalized correlation function not falling into the vehicle location. 
I k h t j M 
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Frame 121 Frame 122 
Frame 123 Frame 124 
Figure 33: Vehicle tracking using adaptive correlation-based matching 
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霍 I “ 一 一 ^^ ^f i f l f 
f “ i 1 
Vehicle template Sub-image at Frame 123 
Figure 34: Visual difference between the vehicle template and the sub-image 
3.6.3. Continuously Adaptive Mean Shift 
The Continuously Adaptive Mean Shift (CAMShift) is proposed by Bradski [39] 
originally used for face tracking. It is a modification of the Meanshift algorithm 
which is a robust statistical method of finding the mode (lop) of a probability 
distribution. Typically the probability distribution is derived from color via a 1-D 
Hue histogram sampled from the object in an HSV color space version of the 
image. Details of CAMShift are given in [39]. 
There is an implementation of CAMShift in OpenCV. We follow the work done by 
T. Chateau [40] who has conducted an experiment of using this CAMShift 
implementation for vehicle tracking. Since CAMShift expects tracking colored 
objects，colored version of image Sequence A in Table 3 is used for experiment. 
The initial vehicle tracking region of interest is selected by hand. Figure 35 shows 
the tracking result. 
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Frame 1 Frame 2 
Frame 3 Frame 4 
Frame 5 Frame 6 
Figure 35. Vehicle tracking using CAMShift 
Comparing with the correlation-based tracking algorithm, CAMShift tracking is 
capable of the translation, scaling, shearing and rotation of target objects. 
However, the tracking performance of CAMShift is even worse than that of 
adaptive correlation. The tracking begins to lose at the first frame of tracking. It is 
because CAMShift is originally designed for face and hand tracking, or other 
target objects with large hue difference from the background. In the 
implementation in OpenCV, a single channel (hue) is considered in the color 
model. This heuristic is based on the assumption that flesh color has the same 
value of hue. 
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Difficulty may arise when one wishes to use CAMShift to track objects where the 
assumption of single hue cannot be made such as vehicles. In particular, the 
algorithm may fail to track multi-hued objects or objects where hue alone cannot 
allow the object to be distinguished from the background and other objects. 
Besides, the computational complexity of the implementation of the CAMShift 
algorithm does not make it suitable for real-time processing. Because the number 
of iterations necessary for convergence is not known beforehand, the average time 
needed for processing is quite long. 
In this section, we have applied 3 different methodologies for vehicle tracking. 
The results show that il is difficult for these methodologies to compete with the 
proposed 3-phase structure because of the low adaptability of the variation of the 
illumination, contrast and size of vehicles. By the cooperation of the 3 phases, the 
vehicles can be tracked continuously in outdoor scenes with high reliability. 
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4. Camera-to-vehicle Distance Measurement by Single 
Camera 
4.1. The Principle of Law of Perspective 
The continuous distance information is provided when tracking the vehicles as 
well as the changes of heights in the images. In this chapter, we explain how the 
relative distance from the target vehicle to the camera can be found using the 
vehicle height by a simple formula. 
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Figure 36. Schematic diagram of the imaging geometry of inter-vehicles 
The newly proposed formula is based on the formula proposed by Mobileye® [6] 
using the law of perspective with the height of vehicles. The diagram in Figure 36 
shows a schematic pinhole camera comprised of a pinhole (P) and an imaging 
plane (I) placed at a focal distance (f) from the pinhole. The camera is mounted on 
vehicle (A) at a height (H). The rear of vehicle (B) is at a distance (Zl) from the 
camera. The point of contact between the vehicle and the road projects onto the 
image plane at a position (yl). 
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The Mobileye® formula is derived from the similarity of triangles: 
f: the focal length of camera in pixel 
j M H: the height of the camera from the ground 
Z = y: the height of vehicles in pixel ( 1 3 ) 
y Z: the relative distance from the target vehicle to the camera 
4.2. Distance Measurement by Single Camera 
The Mobileye® formula has the assumption that the top of the vehicle is at the 
same level of the camera. However, different types of vehicles make this 
assumption invalid. 
B C 
y i ， ^ ^ j K I 
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Figure 37. Schematic diagram of the imaging geometry of vehicles with different height 
In order to relax this assumption, we first introduce the concept of horizontal line 
in the image. If the position of the horizontal line in the image is known, the 
similar triangle relation is still maintained with H corresponding to Z1 and yl 
corresponding to (H+K) in Figure 37. The value of K is the part above the 
horizontal line of the vehicle height. The new similar triangle relation becomes: 
- (14) 
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The proposed formula is based on the fact that the ratio of vehicle body above the 
horizontal line to the vehicle body below the horizontal line remains invariant in 
the 2D image and the 3D world: 
—” \ ^ ^ W f e j . J B P 
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Figure 38. Newly proposed formula for computing the camera-to-vehicle distance 
Distance computed by Distance computed by 
the newly proposed formula Mobileye® formula 
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Figure 39. The distance computed by Mobileye® formula and the newly proposed formula 
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Figure 40. Result of vehicle tracking images with distance information (The number: The 
relative distance from the target to the camera in meter; the green rectangle: The tracking 
region of vehicles) 
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The comparison between the camera-to-vehicle distance computed by the formula 
proposed by Mobil eye® and the new formula proposed is shown in Figure 39. 
The camera-to-vehicle distance computed by the Mobil eye® formula is shorter 
than the actual distance, leading to possibility of unnecessary warning 
The vehicle tracking result with camera-to-vehicle distance computed by the 
newly proposed formula of Sequence A is shown in Figure 40 where there are 
multiple cars following and overtaking our car. The distances measured vary as 
the cars transverse at the rear end. The precise distance measurement is based on 
the accurate tracking given by the 3-phase structure. In the coming chapters, we 
will show how the real-time multiple vehicles tracking can be realized on 
embedded systems. 
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5. Real Time Vehicle Detection 
5.1. Introduction 
In the vehicle detection phase, symmetrical measurement is first applied to reduce 
the searching area of the region of interest. Actually, symmetrical measurement is 
quite computational intensive and the computation of gradient image is time 
consuming. Vehicle detection should be further optimized so that more 
computational resources could be reserved for vehicle tracking and other 
advanced intelligent vehicle features. The optimization techniques adopted is in 
the algorithm and instruction level. The symmetrical measurement is optimized by 
the techniques of diminishing gradient image input and replacing division 
operations. Besides，the over-complete Haar Transform is optimized by 
pre-computalion. These techniques will be explained in this chapter. 
5.2. Timing Analysis of Vehicle Detection 
We have conducted an experiment to analyze the time complexity of different 
steps in vehicle detection. The Intel ECX platform is used for evaluation. The 
Image Sequence A used in Chapter 3 is used as the input data in this experiment. 
There are 731 frames in this sequence and Phase 1 tries to detect as many vehicles 
as possible in the newly frame. Table 6 shows the time consumption of individual 
steps in average of 731 frames. 
From Table 6，symmetrical measurement occupies nearly half of the timing in 
vehicle detection. The complexity comes from the division operations when 
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computing the symmetrical value. The optimization strategy is to minimize the 
number of division and replace it by multiplication. Besides, the symmetrical 
measurement is linearly proportional to the image width. We try to decrease the 
dimension of input image and symmetrical measurement with little lateral position 
error of vehicle center as trade-off. The step of horizontal gradient filtering also 
benefits from the diminished image input. 
The implementations of locating vehicle roof and bottom follow the original 
approach. Therefore, we believe the degree of improvement is limited. The 
over-complete Haar transform for locating vehicles' sides is another complex step. 
Its optimization is also necessary. 
Time consumed (millisecond) 
Horizontal gradient filtering 5.417 
Symmetrical measurement 16.366 
Locating vehicle roof and bottom 10.217 
Over-complete Haar transform 12.813 
Total time consumed in vehicle detection 44.813 
Table 6. Timing information of the vehicle detection 
5.3. Symmetrical Measurement Optimization 
5.3.1. Diminished Gradient Image for Symmetrical Measurement 
Gradient images are input for symmetrical measurement to reduce the influence of 
illumination variation in Phase 1，Vehicle Detection. In order to highlight the 
measurements surrounding the vehicles, the symmetrical measurement is further 
enhanced using horizontal edges only as input for vehicle detection. We have 
shown the effectiveness of using horizontal gradient image as input in Chapter 3. 
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There are many choices of gradieni filler like Sobel, Prewilt and Canny [41]. We 
have chosen to use Prewitt filler because of its simplicity and only consists of 
addition and subtraction: 
o/Y \ 1 1 1 
Gradieni on horizontal: •’ = 0 0 0 0 0 /(x, 
dy , 1 1 1 
On the other hand, Sobel and Canny filters consists division and multiplication 
which are relatively expensive operations on embedded systems. If large-size 
images are input for gradient filtering, the processing time is beyond computation. 
Ill order to further reduce the complexity of gradient filtering and symmetrical 
measurement, we have diminished the input image to — of its original size. We 
n 
have set n equal to 2 because of the ease of image resizing. For example, images 
ill 320x240 dimensions are captured by camera in our camera setting and they are 
resized to 160x120 in dimensions. The gradieni filtering and symmetrical 
measurement are benefited by this scheme with 3/4 of operations reduced. The 
steps involved in diminished gradient image for symmetrical measurement are 
shown in Figure 41. 
广 ‘ . . 她 Gradieni filtering Symmetrical measurement Adjj^ting the lateral 
Captunngwpdth^ghl • • (Number of operations • (Number of operations • PO 咖 nof^^aximum 
images by camera width/n x helght/n reduced by 1 ) reduced bv 1 ) symmetrical value by 
'-•jjT 1 -p - ‘ multiplying a factor of n 
^ Locating vehicle roof, 
bottom and sides 
Figure 41. The steps involved in diminished gradient image for symmetrical measurement 
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Original-size images are used for locating vehicle roof, bottom and vehicles in 
order to keep the feature details. Finally, the peak found in symmetrical 
measurement needs to be adjusted by multiplying a factor of n to the lateral 
position of the original-size images. 
There is trade-off between the symmetrical measurement accuracy and timing 
improvement. It is because the resolution of symmetrical measurement is reduced 
by a factor of n when the number of operations in gradient filtering and 
symmetrical measurement is only — of the original one. Figure 42 shows the 
comparison of symmetrical measurement with original image input and 
diminished image input, 
； 
— 
I Uleral pwition of image 
I 
(a) Original image (320x240) for symmetrical measurement. 
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(b) Diminished image (160x120) for symmetrical measurement 
Figure 42. The comparison of symmetrical measurement with original image input and 
diminished image input with n = 2. The symmetrical peak of (a) original image is found at 
lateral position 199 while the symmetrical peak of (b) diminished image is found at lateral 
position 99 (Equal to 198 after adjusting) 
111 Figure 42，we can observe that the symmetrical measurement of diminished 
image is not as detailed as original image. From this example, the symmetrical 
peak found using diminished image has 1 pixel difference in lateral position from 
that using original image because of the low-resolution symmetrical measurement. 
In most cases, the lateral position difference is only 1 to 2 pixels because the 
horizontal edges of vehicles still dominate the symmetrical response in different 
image sizes. Even though there is lateral position error caused by diminished 
images, Phase 3 (Vehicle Template Update) will correct the error and the tracking 
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region will be fitting the vehicle as shown in Figure 43. 
^M m. 
Frame 120 (Initial vehicle detection) Frame 140 (Vehicle template update) 
Figure 43. Vehicle Template Update correcting the initial lateral position error caused by 
vehicle detection 
5.3.2. Replacing Division by Multiplication Operations 
Division is an expensive operation. It is desirable to avoid it where possible. 
Sometimes expressions can be rewritten so that a division becomes a 
multiplication [42]. For example, (x / y) > z can be rewritten as x > (z * y) if it is 
known that y is positive and y * z fits in an integer. 
Algorithm 1 shows the pseudo code of the symmetrical measuremenl 
implementation. The goal of the symmetrical measuremenl is to locate the 
position of the peak. There is a conditional statement at line 14 to determine the 
maximum symmetrical measurement. Before that, the symmetrical value is 
calculated by a division operation at line 13 where numerator and denominator are 
both positive integer. This statement occupies half of the CPU liming in 
SymmetricalMeasurement function. 
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SyninietricalMeasurement('yGradientlmage) 
1: max_sym = 0; 
2: for i — scale to Image Width - scale 1 do 
3: numerator = 0 
4: denominator = 0 
5: for j — 0 to ImageHeight — 1 do 
6: for k — i - scale to i 
7: numerator = numerator 十 yGradientlniage(j’k)*yGradientlmage(j’k+i*2-k*2) 
8: end for 
9: for k — i — scale lo i 十 scale 
10: denominator = denominator + yGradientlmage(j,k)* yGradientlmage(j,k) 
] ] : end for 
12: end for 
13: S = numerator / ^denominator 
14: If S > max_sym 
15: max_syni = S 
16: max_sym_j>os = i 
17: end if 
18: end for 
Note 1: yGradientlmage is the gradient image with horizontal edges. All values are in integer. 
fimnerator + ^ 
Note 2: Since S is proportional to C, S is equal to mmeralor instead of denommator . 
denominator 2 
Algorithm 1. Original implementation of symmetrical measurement 
In order to replace expensive division operation by multiplication，the 
SymmetricalMeasurment is re-implemented without the use of division as shown 
in Algorithm 2. The new implementation still works because: 
1)IfS>max—sym，then 画 忆 偷 > 魏———隱酬tor 
denominator max_ sym _ denominator 
2) If numerator � max_ sym — numerator 
denominator max_ sym — denominator 
then (numerator*max_sym_denominator) > (denominator*max一sym—numerator) 
provided that denominator, numerator, maxsymdenominator and 
max_sym_numerator are all positive integers. 
As a result, we use the multiplication operation to replace the division operation. 
The timing improvement will be shown in Section 5 of this chapter. 
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SymmetricalMeasurement_NoDiv(yGradientImage) 
]: max_sym_numeiator = 1 
2: max_sym_denominator = 1000000 
3: for i scale to ImageWidth 一 scale — 1 do 
4: numerator = 0 
5: denominator = 0 
6: for j — 0 to ImageHeight - 1 do 
7: for k — i - scale to i 
8: numerator = numerator + yGradientImage(j ,k)*yGradientlmage(j ,k+i * 2-k* 2) 
9: end for 
10： for k — i - scale to i + scale 
11 ： denominator = denominator + yGradientlmage(j,k)* yGradientImage(j,k) 
12: end for 
13: end for 
14: If (numerator*max_sym_denominator) > (denominator*max_sym_numerator) 
15: max_sym_denominator = denominator 
16: max_sym_numerator = numerator 
17: max_syni_j)os = i 
18: end if 
19: end for 
Algorithm 2. Implementation of symmetrical measurement without division 
5.4. Over-complete Haar Transform Optimization 
5.4.1. Characteristics of Over-complete Haar Transform 
To achieve better spatial resolution and a richer set of features, we have applied 
the over-complete Haar transform for locating vehicles' sides as mentioned in 
Chapter 3. Besides symmetrical measurement, over-complete Haar transform is 
also complex and time consuming because it involves many pixel manipulation 
operations like averaging pixel intensity of a block of pixels. 
Figure 44 shows the wavelet computation part of the over-complete Haar 
transform. Before being input into the Haar wavelet, the intensity inside each 
block of pixel, called Haar block, is averaged. On the left of Figure 44, each Haar 
block comes from different regions of the image where overlapping occurs 
between block and block. The overlapping is the major source of timing wastage. 
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Figure 44. Wavelet computation in over-complete Haar Transform 
5.4.2. Pre-computation of Haar block 
The over-complete Haar transform is an extension of the standard Haar transform 
where the wavelet is shifting 1/4 of the size resulting in the quadruple density. 
Figure 45 focuses on the overlapping relation between Haar blocks. Each Haar 
block is in size of 32x32 pixels. In the standard Haar transform, the 1024 pixels 
inside each block are summed up and then compute the averaging intensity of the 
Haar block. The same step takes place in other Haar block. 
The idea of pre-computation of Haar block comes from the overlapping between 
Haar block. Each Haar block has 3/4 of area overlapping with its vertical or 
horizontal neighborhood and 9/16 area overlapping with its diagonal 
neighborhood. Since all of the Haar blocks are going to compute its averaging 
intensity, parts of the averaging intensity of sub-Haar block can be shared with 
other overlapping Haar block. For example in Figure 46，the yellow area is the 
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overlapping region of the two Haar blocks. The averaging intensity of this yellow 
area can be pre-computed and shared by the two Haar blocks instead of duplicate 
computation of this area when two blocks computing their own averaging 
intensity separately. 
I 32 pixels I 
j r p i c r 
I 32 pixels 
1J I 32 pixels"] 
H 1 + 
^" f^p ixe^ ； 
• • 
l l l l l l l l l l ^ m 
H i i ^ f l 
Figure 45. Overlapping relation between Haar blocks 
I 32 pixels I 
M • 
I 32 pixels 
，r I 32 pixels I 
H — It 
f _ -- • I 32 pixels I 
Figure 46. Average intensity of overlapping region shared by two blocks 
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To general the case, we should further divide the overlapping area into smaller 
region to maximize the reusability of pre-compuled averaging intensity. Because 
of the 1/4 shifting of wavelet, the overlapping area between blocks are based on 
the combination of 8x8 blocks, called sub-Haar block. Therefore, we can divide 
the image into many sub-Haar blocks as shown in Figure 47. All of the average 
intensities of sub-Haar blocks are pre-computed that can be reused by different 
Haar blocks. 
B: Average intensity of Haar block 
sB: Average intensity of sub-Haar block 
M ^ ^ ^ 
B(blue) = ；^sB(i) + 2 > B ( i ) + XsB( i ) + £ s B ( i ) 
i=53 i 二 69 
4 36 « r 
B(red) = Z s B ( i ) + + ^ s B ® + £ s B ( i ) / 
i=33 i=49 / 
M 128 pixels • W / 
• I I I个I'l中卜卜M l 啊 州 I / T l 
, 中 并 酔 ： 件 牛 円 
mmimm 讕 - . m 
(D | - I,�|-： jlVijlv i^vll^ fji&iili^ ^yjv.v I / 
访4林帐闲二闲::::::祠 l n ^ m n ！ ^ 
B(green) = ^ s B ^ + + f ^ s B ^ + | ; s B ( i ) 
55 71 87 103 
B(yellow) = XsB(i) + ^sB(i) + ZsB(i) + ^sB(i) 
i=52 i-68 i=84 i-KH) 
Figure 47. Division and reuse of sub-Haar blocks. 4 sample Haar blocks are given as 
examples which are found by the reuse of sub-Haar block 
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5.5. Summary 
After implementing all of the optimization techniques mentioned above, another 
experiment is conducted to analyze the timing improvement of the optimized 
vehicle detection. The timing improvement of steps is listed in Table 7. 
Name of step Time consumed before Time consumed after 
Image resize (n = 2) ； 5.789 
Horizontal gradient filtering 5.417 1.79i 
SymmetTical measurement 16.366 j U 3 5 
Locating vehicle roof and bottom 10.217 10.601 
Over-complete Haar transform 12.813 11.750 
Total time consumed in vchiclc detection 44.813 33.068 
Table 7. Timing information of the vehicle detection after optimization 
The result shows that our optimization strategy achieves 25% of timing 
improvement in vehicle detection. The steps of horizontal gradieni filtering and 
symmetrical measurement have the greatest timing improvement. Although an 
extra step, image resize, is created and consume a proportion of lime, together 
with the pre-processing step, gradieni filtering, symmelrical measurement has 
contribute above 90% of the total timing improvement. However, over-complete 
Haar transform does not have any noticeable effect on liming improvement. One 
of the reasons is that the pre-compulalion of sub-Haar block also consumes a 
reasonable amount of time and covers up the contribution of sub-Haar block 
sharing. Nevertheless, the target of reserving more computational resources for 
vehicle tracking has been reached. 
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6. Real Time Vehicle Tracking using Simplified Image 
Alignment 
6.1. Introduction 
In Chapter 3，we have shown how the 3-phase structure achieves multiple vehicles 
tracking in outdoor scenes. The experiment shows that our approach is practical in 
real vehicle tracking application although there is large variability in vehicle shape, 
color, illumination and contrast. The precise tracking in vehicle roof and bottom 
allows the newly proposed formula giving accurate distance measurement. The 
next step is how to realize the real-time multiple vehicle tracking on embedded 
systems. We have simplified the computation in the original image alignment by 
minimizing the number of image alignment parameters that would be explained in 
this chapter. In this chapter, the image alignment mentioned before is named 
"original image alignment" while the newly propose image alignment is named 
"simplified image alignment". 
6.2. Timing Analysis of Original Image Alignment 
We have conducted an experiment to analyze the time complexity of the original 
image alignment algorithm for vehicle tracking. The Intel ECX platform is used 
for evaluation. Image Sequence A used in Chapter 3 is used for liming analysis. 
Table 8 shows the information of the image sequence. During the experiment, 
vehicles are tracked along the image sequence based on the vehicle template 
described in the detection session. In the original image alignment algorithm, 6 
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parameters are used to describe the affine transformation from frame to frame. 
Table 9 and Table 10 show the liming information of vehicle template tracking 
and our original vehicle tracking methodology respectively. The lime consumed is 
taken as the average of 731 frames. 
二 
Capturing device Logitech webcam 4()()() 
Frame size 320 x 240 pixels 
Duration 49 seconds 
Frame rate 15 frames / sec 
Total frames 731 frames 
Maximum number of" cars 3 
Size of template About 80 x 80 pixels 
Table 8. Information of the image sequence in the timing analysis 
^ t e j ^ i ^ m a g ^ l i ^ n m e n ^ ^ ^ ^ ^ ^ N a m ^ ^ t e ^ ^ ^ ^ ^ Time consumed (millisecond) 
Pre-compute: 
(1) Gradient of template 0.156 
^ Jacobian 0.368 
Q) Steepest descent images 0.731 
(4) Hessian matrix 0.933 
Iterate: (The timing is in millisecond / iteration. There are 10 iterations in one frame) 
^ Warping Image 3.587 
(6) + (7) Steepest descent parameters 0.155 
^ Compute Ap 0.005 
^ Update the warp 0.014 
Total time consumed for 10 iterations: 37.610 
Total time consumed per frame of 1 vehicle: 39.798 
Table 9. Timing information of the original vehicle template tracking per frame of one vehicle 
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„ Time consumed Frame rate 
Step 
(millisecond) (frames / sec) 
Step 1: Vehicle Detection 33.068 -
Step 2: Vehicle Template Tracking (For each vehicle) 39.798 -
Total time consumed of 1 vehicle (Step 1 + Step 2): 72.866 13.723 
Total time consumed of 2 vehicles (Step 1 + 2 x Step 2): 112.664 8.875 
Total time consumed of 3 vehicles (Step 1 + 3 x Step 2): 152.462 6.559 
Table 10. Timing information of the original vehicle tracking methodology per frame 
The embedded system is not the target platform for our original image alignment 
algorithm. It can be expected that the experimental frame rate cannot reach the 
target frame rate of 15 frames per second. Moreover, we should not assume there 
is only 1 vehicle following us. As a result, the original vehicle tracking 
methodology must be optimized for multiple vehicles real-time tracking. The 
liming improvement of the optimization in vehicle tracking would be more 
obvious than the optimization in vehicle detection because: 
1) The time consumption of vehicle template tracking is proportional to the 
number of target vehicles being tracked. The timing improvement would be 
more significant when there are more target vehicles. 
2) There are 10 iterations when running image alignment tracking algorithm one 
time. The timing improvement would be magnified when any one of the steps 
in the iteration is optimized. 
6.3. Simplified Image Alignment 
6.3.1. Reducing the Number of Parameters in Affine Transformation 
The idea of simplified image alignment comes from the 4 basic affine 
transformations: translation, scaling, shearing and rotation. These transformations 
can be described by 6 parameters proposed by Bergen and his colleagues as 
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shown in Equation (3) in Chapter 3. Table 11 shows those parameters involved in 
each basic Iransformation. By observing the sample transformations in Figure 26 
ill Chapter 3, it is evident that the cases of shearing and rotation are inappropriate 
to apply for successive images for the same vehicle moving on the road and would 
not assist the vehicle tracking. Therefore, we propose to exclude the shearing and 
rotation transformations so that only 4 parameters (po, ps, p4 & ps) instead of 6 
parameters are used to describe the affine transformation. 
Po Pi P2 P3 P4 Pa 
Translation •/ 
Scaling ^ ^ 
Shearing � ^ 
Rotation ^ ^ ^ ^ 
Table 11. Parameters involved in each basic affme transformation: translation, scaling, 
shearing and rotation 
We have conducted another experiment to support our argument. The variation of 
parameters along the image sequence is shown in Figure 48. In this figure, the 
parameters po, P3, P4 and ps vary along the image sequence while pi and p2, which 
are used to describe the shearing and rotation transformations, fluctuate with small 
magnitudes only. The near-zero values of pi and p2 make the terms p, • x and 
尸2 •少 in Equation (3) practically equal to zero. In such a way, we simply omit 
them from the computation. After the simplification, the number of multiplication 
in affine transformation is greatly reduced in image warping (Step 5 of image 
alignment). 
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Figure 48. Variation of affine transformation parameters: (a) p,, (b) p4, (c) p.^ , (d) po，(e) p! and 
(f) p2 along the image sequence 
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6.3.2. Size Reduction of Image Alignment Matrixes 
Besides, because of the fewer number of parameters, the size of Jacobian, Steepest 
Descent Images, Hessian Matrix and the inverse of Hessian Matrix are reduced as 
shown in Table 12. This results in the decrease in the number of multiplication 
operation and time consumption. The timing improvement and the performance 
evaluation of the simplified image alignment will be given in Section 4 of this 
chapter. 
Original image alignment Simplified image alignment 
Step (Using 6 parameters for affine (Using 4 parameters for affine ^ ^ ^ d 
transformation) transformation) ‘ 
l y i H 
Steepest [ ” “ , : � . : 精 零 霸 . p S T J ； 「 — _ ' 
Descent . - 一 
Images 丨".:�.::丨?釋久?丨’.^^^^::/，:: ’;.•:.’.：〒. ‘ > — 
Hessian I X j f l J | | | H 5/9 
• • H I H 
Inverse ^ ^ ^ H H H 
Hessian I K i r 
Table 12. The visualization of Jacobian, Steepest Descent Images, Hessian Matrix and the 
inverse of Hessian Matrix in the original image alignment and the simplified image alignment 
6.4. Experiments and Discussions 
We have conducted 2 experiments to evaluate the performance and the timing 
improvement of the simplified vehicle tracking methodology. The Intel ECX 
platform mentioned is used as the testing platform. The image sequences of the 
road traffic were taken by the camera mounted on the rear side of our car and 
following the specification mentioned in Table 8. 
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6.4.1. Successful Tracking Percentage 
The first experiment analyzes the reliability of the simplified vehicle tracking 
methodology. The 4 image sequences are the same as the experimental data used 
in Chapter 3. By observing the number of frame when tracking became 
discontinuous, the reliability of the simplified methodology can be compared with 
the original one. Table 13 shows the information of the 4 image sequences and 
their successful tracking percentage. 
Sequence A S e q u e n c e B S e q u e n c e C S e q u e n c e D 
ti^ 品 i ^ 0—品. 际 ― " 一 m T " 
Sequence A Sequence B S e q u e n c e C S e q u e n c e D 
Original Simplified Original Simplified Original Simplified Original Simplified 
Road type City streets City streets Highway Highway 
Duration 49 seconds 4 seconds 68 seconds 7 seconds 
Total number of 
731 frames 60 frames 1001 frames 101 frames 
frame (NF) 
Number of tracking 
9 11 0 0 13 22 0 0 
lost frame (LF) 
Successful tracking 
KTP 98..8% 98.5% 100.0% 100.0% 98.7% 97.8% 100.0% 100.0% 
percentage: iNf - Lr 
NF 
Table 13: Tracking percentage of simplified image alignment 
The vehicle tracking methodology using the original image alignment is able to 
track the vehicles over 98% of frames. When using the simplified image 
alignment, the number of 'lost' frame increases slightly in some sequences. The 
main reason for the increase can be attributed to the little distortion occurring 
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when vehicles are moving on the winding roads. In such situation, the 4 
parameters are often insufficient to describe the shearing-like distortion. In fad, 
the lost tracking seldom occurs successively and the simplified vehicle tracking 
methodology still keeps the successful rale high at 97%. 
Camera-to-vehicle distance (meters) 
12.00 | — — 
4.()() 
2.00 
Simplified (using 4 parameters) 
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Figure 49. The comparison of the calculated distance of the simplified and the original vehicle 
tracking methodology 
We compare the calculated distance of the simplified and the original vehicle 
tracking methodology. From Figure 49，the mean absolute difference of the 
calculated distance of the two methodologies is only 23 cm, a measurement which 
is acceptable in the on-road environment. 
6.4.2. Timing Improvement 
The second experiment analyzes the timing improvement of the simplified vehicle 
tracking methodology. The experiment setup is similar with that in Table 8 but 
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now 4 parameters are used. Table 14 and Table 15 show the liming information of 
vehicle template tracking and our simplified vehicle tracking methodology 
respectively. 
. . - , Original time Time consumed 
Step in image alignment Name of step , __� ， � � 
(millisecond) (millisecond) 
Pre-compute: 
(1) Gradient of template 0.156 0.141 
(2) Jacobian 0.368 0.179 
Steepest descent images 0.731 0.282 
一 (4) Hessian matrix 0.933 0.401 
Iterate: (The timing is in millisecond / iteration. There are 10 iterations in one frame) 
(5) — Warping Image 3.587 0.772 一 
(6) + (7) Steepest descent parameters 0.155 0.095 
Compute Ap 0.005 0.004 
(9) Update the warp 0.014 0.013 
Total time consumed for 10 iterations: 37.610 8.840 
39.798 9.843 
Table 14. Timing of the simplified vehicle template tracking per frame of one vehicle 
� Time consumed Frame rate 
Step 
(millisecond) (frames / sec) 
Step 1: Vehicle Detection 33.068 -
Step 2: Vehicle Template Tracking (For each vehicle) 9.843 -
Total time consumed of 1 vehicle (Step 1 + Step 2): 42.911 23.304 
Total time consumed of 2 vehicles (Step 1 + 2 x Step 2): 52.754 - 18.955 
Total time consumed of 3 vehicles (Step 1 + 3 x Step 2): 62.597 15.975 
Table 15. Timing of the simplified vehicle tracking methodology per frame 
From the results, we can see that the computation of the Jacobian, Steepest 
Descent Images, Hessian Matrix and its inverse and Steepest Descent parameters 
benefit from the size reduction using 4 parameters. The step of image warping 
even has 80% of timing improvement after the simplification. In particular, the 
vehicle template tracking for each vehicle is greatly reduced from around 40 
milliseconds to below 10 milliseconds. Moreover, our methodology can track 3 
vehicles simultaneously in 15 frames per second. It results in the realization of 
multi-vehicle tracking on embedded systems. 
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7. Conclusions 
In this thesis, we have described a 3-phase vehicle tracking methodology for 
detecting multiple moving vehicles in image sequences captured by a single 
camera mounted on driver's car with precise distance information for preventing 
automobile collisions. Our methodology differs from most previous methods 
which detect vehicles in each frame without correlating the successive frames. 
Since the image alignment is robust enough, the tracking would be continuing 
once the vehicles are detected at any one of the frames. While there is sudden 
change in illumination or contrast making large difference between vehicle 
template and the current image，the 3-phase structure would not be interrupted. 
Instead, it will update the vehicle template for best fitting. The 3-phase structure 
provides valuable information to accommodate changes in the viewpoint and 
position of the vehicles. The tracking is precise and allows thus the distances from 
the target vehicles to our vehicle be computed accurately using the newly 
proposed distance formula. Moreover, the cooperation of 3 phases highly 
enhances the successful tracking results. 
To realize the real-time tracking of multiple vehicles using embedded systems, we 
have optimized and simplified the image alignment tracking algorithm by 
minimizing the number of parameters in the affine transformation. The improved 
lime consumption of vehicle tracking is only 25% of the original one. Although 
the calculated distances are slightly different from the actual measurements, the 
successful tracking rate maintains over 97%. Therefore, we can claim that our 
methodology is able to track multiple rear vehicles with distance information 
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accurately using embedded systems in real-lime. 
Further enhancement can be made lo reduce the failure rate, especially when the 
vehicles are traversing along some winding roads. When computing the distances 
from rear vehicles, we assume that the horizontal line remains in position in the 
image. Nevertheless, running on the bumpy road may cause the assumption not 
valid. In the future, there should be a method to update the position of horizontal 
line dynamically so that the distance measurement formula can still be applied in 
different road situation. All image sequences used in experiments are taken by the 
camera mounted on a real car traveling in highway and city streets. It is lime and 
energy consuming. Due to the advance of computing graphics, image sequences 
of road traffic synthesized by computers, like the image sequences in computer 
racing game, would be an alternative of the source of experimental data used in 
simulation. Besides, because of the absence of publicly available road traffic 
database, benchmarking our system's performance is difficult, making it difficult 
to compare our results with others. 
Providing inter-vehicle separating distance and advance warning to a driver is just 
the beginning of the development of Intelligent Transportation Systems. 
Ultimately, we hope that the techniques developed in our system could lead lo the 
development of other higher level advice for driving safety like braking, steering, 
changing lane and vehicle trajectory prediction. 
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