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Abstract
In this paper, we introduce the COmbinatorial
Multi-Objective Multi-Armed Bandit (COMO-
MAB) problem that captures the challenges of
combinatorial and multi-objective online learning
simultaneously. In this setting, the goal of the
learner is to choose an action at each time, whose
reward vector is a linear combination of the re-
ward vectors of the arms in the action, to learn
the set of super Pareto optimal actions, which
includes the Pareto optimal actions and actions
that become Pareto optimal after adding an ar-
bitrary small positive number to their expected
reward vectors. We define the Pareto regret per-
formance metric and propose a fair learning al-
gorithm whose Pareto regret is O(NL3 log T ),
where T is the time horizon, N is the number
of arms and L is the maximum number of arms
in an action. We show that COMO-MAB has
a wide range of applications, including recom-
mending bundles of items to users and network
routing, and focus on a resource-allocation appli-
cation for multi-user communication in the pres-
ence of multidimensional performance metrics,
where we show that our algorithm outperforms
existing MAB algorithms.
1. Introduction
In the classical MAB problem (Lai & Robbins, 1985) there
is a set of stochastic processes, termed arms, with unknown
statistics. At each time step, the learner selects an arm and
obtains a random reward that depends on the selected arm.
The goal of the learner is to maximize its long-term reward
by using the previous observations to predict arm rewards.
The main challenge in this problem is to balance exploration
and exploitation. The learner should exploit to maximize
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its immediate reward, while it should explore to form better
estimates of the arm rewards. It is shown in many works
that the optimal learning policy strikes the balance between
these two (Lai & Robbins, 1985; Auer et al., 2002; Bubeck
& Cesa-Bianchi, 2012). The combinatorial multi-armed
bandit (C-MAB) is proposed as an extension to the MAB
problem (Gai et al., 2012), where the learner chooses a
set of the available arms, termed action, at each time step,
and then, observes both the reward of the action (which
is a linear combination of the rewards of the arms in the
action) and the individual rewards of each arm in the action.
This new dimension in the problem formulation causes the
naive learner to suffer from the curse of dimensionality.
As a remedy, numerous learning algorithms that exploit
correlations between the arms to learn faster have been
developed (Gai et al., 2012; Kveton et al., 2015b; Chen
et al., 2016).
Another line of work focuses on extending optimization
problems with multiple performance criteria to an online
learning setting. This extension is called multi-objective
multi-armed bandit (MO-MAB) problem (Drugan & Nowe´,
2013; 2014; Auer et al., 2016), where each arm yields mul-
tiple rewards when chosen. Hence, the reward of an arm is
modeled as a random vector. In this setting, the ordering
of arms become ambiguous due to the multi-dimensional
aspect of the problem. For this reason, the learning objec-
tive in this problem is usually defined to be the Pareto front,
which consists of arms that are incomparable with each
other in terms of the reward. This extension also poses sig-
nificant challenges compared to the classical MAB problem,
due to the presence of multiple (and possibly conflicting)
objectives. While C-MAB and MO-MAB has been studied
separately, to the best of our knowledge, there exists no
prior work that considers them jointly.
This paper aims to solve the two online learning challenges
presented above together, by introducing a combinatorial
online learning problem with multidimensional performance
metrics. As a solution concept, we develop a novel MAB
model, which we name as Combinatorial Multi-objective
MAB (COMO-MAB). Essentially, COMO-MAB is a fusion
of Combinatorial MAB (C-MAB) and Multi-objective MAB
(MO-MAB). In COMO-MAB, the learner selects an action
that consists of multiple arms, and receives a reward vector,
which consists of a linear combination of the reward vectors
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of the arms that are in the selected action. The learner also
gets to observe the reward vectors of the arms that are in the
action.
We first show that learning in COMO-MAB is more chal-
lenging than learning in the classical MAB, since there
might be actions with zero Pareto suboptimality gap that
are not in the Pareto front. This motivates us to define the
super Pareto front (SPF) that extends the Pareto front to
include actions that can become Pareto optimal by adding
an arbitrary small positive value to their expected rewards
vectors. Then, we define the Pareto regret, which measures
the cumulative loss of the learner due to not selecting ac-
tions that lie in the SPF. In order to minimize the regret of
the learner, we propose an upper confidence bound (UCB)
based algorithm (COMO-UCB), and prove that its regret
by time T is O(NL3 log T ), where N denotes the number
of arms and L denotes the maximum number of arms in
an action. COMO-UCB is fair in the sense that at each
time step, it selects an action from the estimated SPF uni-
formly at random. As we show in the numerical results,
this lets COMO-UCB to achieve reasonably high rewards
in all objectives, instead of favoring one objective over the
other objectives. Our regret analysis requires a new set
of technical methods that includes application of a multi-
dimensional version of Hoeffding’s inequality, defining a
multi-dimensional notion of suboptimality, and evaluating
the regret of the selected action by comparing it with the
subset of the SPF, which dominates the selected action the
most.
Later, we show how three important multi-objective learn-
ing problems in multi-user communication, recommender
systems and network routing can be modeled using COMO-
MAB. Finally, we demonstrate the performance and fairness
of COMO-UCB in a practical multi-user communication
setup, and show that it outperforms other state-of-the-art
MAB algorithms.
2. Related Work
Most MAB algorithms learn using index policies based on
upper confidence bounds. These policies use the mean es-
timates of arms and an inflation term to compute an index
for each arm, and then, choose the arm with the maximum
index at each decision epoch. The motivation for this is to
behave optimistically in the face of uncertainity using the
inflation terms, which encourage the algorithm to explore
the under-sampled arms instead of choosing the arm with
the maximum mean estimate at all times. This approach
was first used in Lai & Robbins (1985) to design asymptoti-
cally optimal learning algorithms. Later, Auer et al. (2002)
proposed the celebrated UCB1 algorithm, whose indices are
very simple to compute, and showed that UCB1 achieves
logarithmic regret uniformly over time. Many variants of
UCB based index policies have been proposed since then
(see Bubeck & Cesa-Bianchi (2012) and references therein).
In our proposed solution to COMO-MAB problem, we also
use UCB indices.
Many existing works on C-MAB propose solutions inspired
by UCBs to solve C-MAB problem, such as Dani et al.
(2008a); Abbasi-Yadkori et al. (2011); Gai et al. (2012);
Kveton et al. (2015b) where the reward of an action is a
linear combination of involved arms, as well as specialized
versions of C-MAB problem like matroid bandits (Kveton
et al., 2014), cascading bandits (Kveton et al., 2015a) and
C-MAB with probabilistically triggered arms (Chen et al.,
2016). Some of these works allow the learner to choose a
fixed number of arms at any time, while other works gener-
alize this approach by defining an action set that the learner
chooses from, where the reward of each action is modeled
as a general (possibly non-linear) function of the arm re-
wards. Another influential work on C-MAB (Cesa-Bianchi
& Lugosi, 2012) proposes a randomized algorithm inspired
by GeometricHedge algorithm in Dani et al. (2008b).
MO-MAB problem is studied through numerous different
approaches. In Gabillon et al. (2011), each objective is
considered as a different MAB problem and the aim is to
find the optimal arm for each objective separately. Another
line of work is interested in identifying the Pareto front
of the arms (Drugan & Nowe´, 2014; Auer et al., 2016),
while another work aims to generalize the notion of regret in
single-objective bandits to multi-objective bandits by defin-
ing the Pareto regret (Drugan & Nowe´, 2013). The former
approach tries to maximize the probability of choosing a
Pareto optimal arm, while the latter approach intends to
minimize the Pareto regret. There also exists other variants
of the MO-MAB problem such as the contextual MO-MAB
(Tekin & Turgay, 2017) and χ-armed MO-MAB (Van Mof-
faert et al., 2014).
3. Problem Description
In COMO-MAB, there exists N arms indexed by the set
N := [N ], where [N ] denotes the set of positive inte-
gers from 1 to N . The D-dimensional random reward
vector of arm i at time step t, denoted by Xi(t) :=
[X
(1)
i (t), . . . , X
(D)
i (t)], is drawn from an unknown distri-
bution with finite support, which is assumed to be the unit
hypercube [0, 1]D without loss of generality, independent of
other time steps.1 Here, X(j)i (t) denotes the random reward
of arm i in objective j, where the objectives are indexed by
the set D := [D]. The mean vector of arm i is denoted by
µi := [µ
(1)
i , . . . , µ
(D)
i ], where µ
(j)
i := E[X
(j)
i (t)].
1Independence is only required over time steps and not over
different objectives.
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We use A to denote the finite set of actions, where each
action a is represented as an N -dimensional real-valued
vector, i.e., a := (a1, . . . , aN ). Moreover, for an action
a, we assume that ai ≥ 0 for all i ∈ N . We say that arm
i is in action a, if ai > 0. The set of arms in action a
is given as Nnz(a(t)) := {i ∈ N : ai(t) 6= 0}, and the
maximum number of arms in an action is given as L =
maxa∈A |Nnz(a)|. The D-dimensional reward vector of
action a in time step t is given byRa(t) =
∑n
i=1 aiXi(t),
2
and its mean reward vector is given by µa =
∑n
i=1 aiµi.
COMO-MAB can be used to model many applications that
involve combinatorial action sets and multi-dimensional
performance metrics such as multi-user communication,
recommender systems and network routing (see Section 6
for a detailed discussion).
Since the action rewards are multi-dimensional in COMO-
MAB, in order to compare different actions, one can think of
using the notion of Pareto optimality. Identifying the set of
arms in the Pareto front by using the sample mean estimates
of the rewards can be challenging, since there might be
actions not in the Pareto front for which the suboptimality
gap is zero. This motivates us to define the notion of super
Pareto optimality (SPO), which extends Pareto optimality
in order to account for such actions.
Definition 1 (SPO). (i) An action a is weakly dominated
by action a′, denoted by µa  µa′ or µa′  µa, if µ(j)a ≤
µ
(j)
a′ ,∀j ∈ D.
(ii) An action a is dominated by action a′, denoted by µa ≺
µa′ or µa′  µa, if it is weakly dominated and ∃j ∈ D
such that µ(j)a < µ
(j)
a′ .
(iii) An action a is super-dominated by action a′, denoted
by µa
∗≺ µa′ or µa′
∗ µa, if µ(j)a < µ(j)a′ ,∀j ∈ D.
(iv) Two actions a and a′ are incomparable, denoted by
µa||µa, if neither action super-dominates the other.
(v) An action is SPO if it is not super-dominated by any
other action. The set of all SPO actions is called the SPF,
and is denoted by O∗.
Note that SPO is a relaxed version of Pareto optimality. Ev-
ery Pareto optimal action is also SPO. Moreover, an action
that is not Pareto optimal can be SPO if adding any  > 0
to the mean value of any dimension of the reward of that
action makes it a Pareto optimal action.
Remark. The SPF 6= the Pareto front happens in very spe-
cific problems that involve some kind of symmetry. For
instance, given three actions with expected rewards (2, 1),
(1, 2) and (1, 1), the Pareto front contains the first two ac-
2In COMO-MAB, the same scalar ai multiplies the rewards of
arm i in all of the D objectives when action a is selected. COMO-
MAB can be generalized such that the multiplier for different
objectives of the same arm becomes different. This can be achieved
by defining ai as a D-dimensional vector. Our results can be
extended to this case in a straightforward manner.
tions, while the SPF contains all actions. However, such
symmetric cases rarely exist in combinatorial problems of
our interest.3
At time step t the learner selects an action a(t) ∈ A, and
receives the reward vector Ra(t)(t). Then, at the end of
time step t, it observes the reward vectors of the arms in
Nnz(a(t)). We measure the performance of the learner
using the notion of Pareto regret, which is a generalization of
the Pareto regret definition for the K-armed bandit problem
(Drugan & Nowe´, 2013) to our combinatorial setting. For
this, we first define the Pareto suboptimality gap (PSG) of
an action, which measures the distance between an action
and the Pareto front.
Definition 2 (PSG). The PSG of an action a ∈ A, denoted
by ∆a, is defined as the minimum scalar  ≥ 0 that needs to
be added to all entries of µa such that a becomes a member
of the SPF. More formally,
∆a := min
≥0
 such that (µa + ) || µa′ ,∀a′ ∈ O∗
where  is a D-dimensional vector, whose all entries are .
In addition, we define the extrema of the PSG as follows:
∆max := maxa∈A∆a and ∆min := mina∈A−O∗ ∆a.
Based on the definition of PSG, the Pareto regret (simply
referred to as the regret hereafter) of the learner by time step
T is given as
Reg(T ) :=
T∑
t=1
∆a(t).
Note that ∆a > 0,∀a /∈ O∗ and ∆a = 0,∀a ∈ O∗. Hence,
the actions that are in the SPF but not in the Pareto front
also have zero PSG, and their selection does not contribute
to the regret. In the following section, we propose a learning
algorithm that minimizes E[Reg(T )], which also ensures
that each action in the estimated SPF is selected with an
equality probability.
4. The Combinatorial Multi-Objective Upper
Confidence Bound Algorithm
In this section we propose COmbinatorial Multi-objective
Upper Confidence Bound (COMO-UCB) algorithm whose
pseudocode is given in Algorithm 1. For each arm i ∈
N , COMO-UCB keeps two parameters that are updated
at each time step: µˆi and mi. The first one is the sample
mean reward vector of arm i and the second one is the
number of time steps in which arm i is selected. When the
learner chooses an action a such that i ∈ Nnz(a), then mi
is incremented by 1. When explicitly referring to the value
3We have not encountered such a case in our simulations.
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Algorithm 1 COMO-UCB
// INITIALIZATION
L, µˆi = 0, mi = 0, ∀i ∈ N
for i = 1 to N do
t = i
Select a uniformly at random from {a ∈ A : ai 6= 0}
Collect rewardRa(t)
Observe reward vectorsXi(t), ∀i ∈ Nnz(a)
µˆi = (µˆimi +Xi(t))/(mi + 1), ∀i ∈ Nnz(a)
mi = mi + 1, ∀i ∈ Nnz(a)
end for
// MAIN LOOP
while 1 do
t = t+ 1
Find the estimated SPF Oˆ:
Oˆ =
{
a ∈ A :
∑
i∈N
ai
(
µˆi + Ci(t)
)
∗
⊀
∑
i∈N
a′i
(
µˆi + Ci(t)
)
,∀a′ ∈ A
}
. (1)
Select a uniformly at random from Oˆ
Collect rewardRa(t)
Observe reward vectorsXi(t), ∀i ∈ Nnz(a)
µˆi = (µˆimi +Xi(t))/(mi + 1), ∀i ∈ Nnz(a)
mi = mi + 1, ∀i ∈ Nnz(a)
end while
of these counters at the end of time step t we use µˆi(t) and
mi(t).4
In the first N time steps, the learner selects actions such
that each arm gets selected at least once. This is done to
ensure proper initialization of µˆi, i ∈ N . After this, the
learner computes the estimated SPF, Oˆ, at the beginning of
each time step by using UCBs for the reward vectors of the
arms as given in (1), where Ci(t) =
√
(L+1) log ((t−1) 4√D)
mi(t)
,
is the inflation term which serves as a proxy for the learner’s
uncertainty about the expected reward of arm i. This allows
the learner to explore rarely selected arms, since it forces
the actions that put large weights to the rarely selected arms
to be in Oˆ. In addition, the randomization in action selec-
tion ensures that the learner does not favor any action in
Oˆ. As we show in Section 6, the randomization feature of
COMO-UCB, which is not necessary for the classical MAB
algorithms to minimize their regret, allows it to collect rea-
sonably high rewards in all objectives, without favoring any
of the objectives over others. After an action is selected, the
4We adopt this convention for other variables that change over
time as well.
learner observes the reward vectors of the arms that have
non-zero weights in the selected action, and updates the
sample mean reward vector of these arms.
5. Regret Analysis
In this section we bound the expected regret of COMO-UCB.
The main result of this section is given in the following
theorem (a more detailed version of the proof is given in the
supplemental document).
Theorem 1. When run with Ci(t) =
√
(L+1) log ((t−1) 4√D)
mi(t)
the expected regret of COMO-UCB is bounded by
E[Reg(T )] ≤ ∆max
(4a2maxNL2(L+ 1) log(T 4√D)
∆2min
+N +
pi2
3
NL
)
where amax = maxa∈A{maxq aq}.
Proof. We first state a version of Hoeffding’s inequality
adapted to multiple dimensions.
Lemma 1. (Drugan & Nowe´, 2013) Let µ be the mean
vector of aD-dimensional i.i.d. process with support [0, 1]D
and µˆn denote the sample mean estimate of µ based on n
observations. Then, for any k ∈ R+ Pr(µ + k
∗
 µˆn) ≤
De−2nk
2
and Pr(µ− k
∗
⊀ µˆn) ≤ De−2nk
2
.
Let Ta(t) denote the number of times action a is selected
in the first t time steps. Next, we define a set of auxiliary
counters, denoted by T˜ (t) := {T˜i(t)}i∈N , that will be
used in the regret analysis. We borrow the idea of using
such auxiliary counters from Gai et al. (2012), which used
these counters for analyzing the regret of a single-objective
combinatorial bandit problem. However, our analysis is
significantly different from the analysis in Gai et al. (2012)
due to the fact that the definition of suboptimality is very
different for the multi-objective setting.
Let T˜ (t) be defined for t > N such that if an action in O∗
is selected in time step t,5 then T˜ (t) = T˜ (t−1), while if an
action not in O∗ is selected in time step t, then T˜i∗(t)(t) =
T˜i∗(t)(t− 1) + 1 for i∗(t) = arg mini∈Nnz(a(t))mi(t) and
T˜i(t) = T˜i(t− 1) for i 6= i∗(t).6 Since exactly one element
of T˜ (t) is incremented by 1 in every time step in which a
suboptimal action is selected, we have
∑
a:∆a>0
Ta(t) =∑
i∈N T˜i(t). Thus,∑
a/∈O∗
E[Ta(t)] =
N∑
i=1
E[T˜i(t)]. (2)
5T˜ (t) is equal to the zero vector for t ≤ N .
6In case argmini∈Nnz(a(t))mi(t) contains multiple elements,
an arbitrary element is selected to be i∗(t).
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In addition, we have by definition T˜i(t) ≤ mi(t), ∀i ∈ N .
We also have
T˜i(T ) =
T∑
t=N+1
1{i∗(t) = i,a(t) /∈ O∗}
≤ l +
T−1∑
t=N
1{l ≤ mh(t),∀h ∈ Nnz(a(t+ 1)),
a(t+ 1) 6∈ O∗} (3)
where 1(·) denotes the indicator function. Let Ct,m :=√
(L+1) log(t
4√
D)
m and let µ¯i,m be the random vector that
denotes the sample mean vector of m reward vector obser-
vations from arm i.
Let O∗a(t) denote the subset of SPF that super dominates
a(t). If a(t) 6∈ O∗, then this set is non-empty. Next, we
define a′(t) as the action that dominates a(t) the most,
which is given as
a′(t) =
 arg maxa∗∈O∗a(t)
{
min
1≤j≤D
(µ
(j)
a∗ − µ
(j)
a(t))
}
if a(t) 6∈ O∗
a(t),otherwise.
Next, we continue upper bounding (3):
T˜i(T )
≤ l +
T−1∑
t=N
1
{ ∑
h∈Nnz(a(t+1))
ah(t+ 1)(µ¯h,mh(t) + Ct,mh(t))
∗
⊀
∑
k∈Nnz(a′(t+1))
a′k(t+ 1)(µ¯k,mk(t) + Ct,mk(t)),
l ≤ mh(t),∀h ∈ Nnz(a(t+ 1))
}
. (4)
The following is an upper bound on (4):
T˜i(T ) ≤l +
T−1∑
t=N
t∑
ch1=l
t∑
ch2=l
· · ·
t∑
ch|Nnz(a(t+1))|=l
t∑
dk1=1
t∑
dk2=1
· · ·
t∑
dk|Nnz(a′(t+1))|
=1
1
{ |Nnz(a(t+1))|∑
q=1
ahq (t+ 1)(µ¯hq,chq + Ct,chq )
∗
⊀
|Nnz(a′(t+1))|∑
q=1
a′kq (t+ 1)(µ¯kq,dkq + Ct,dkq )
}
(5)
where hq denotes the qth element of Nnz(a(t+ 1)) and kq
denotes the qth element ofNnz(a′(t+ 1)). The event inside
the indicator function in (5) is true only if at least one of the
following events occur:
E1 :=
{ |Nnz(a′(t+1))|∑
q=1
a′kq (t+ 1)µ¯kq,dkq
∗
 µa′(t+1)
−
|Nnz(a′(t+1))|∑
q=1
a′kq (t+ 1)Ct,dkq
} (6)
E2 :=
{
µa(t+1) +
|Nnz(a(t+1))|∑
q=1
ahq (t+ 1)Ct,chq
∗

|Nnz(a(t+1))|∑
q=1
ahq (t+ 1)µ¯hq,chq
} (7)
E3 :=
{
µa′(t+1)  µa(t+1) + 2
|Nnz(a(t+1))|∑
q=1
ahq (t+ 1)Ct,chq
}
.
(8)
Next, we continue by bounding the probabilities of the
events given in (6), (7) and (8). For (6), we have
Pr(E1) ≤Pr
( |Nnz(a′(t+1))|⋃
q=1
{
a′kq (t+ 1)µ¯kq,dkq
∗
 a′kq (t+ 1)(µkq − Ct,dkq )
})
≤
|Nnz(a′(t+1))|∑
q=1
Pr
(
µ¯kq,dkq
∗
 µkq − Ct,dkq
)
.
Using the multi-dimensional Hoeffding’s inequality
(Lemma 1), we obtain
Pr
(
µ¯kq,dkq
∗
 µkq − Ct,dkq
)
≤ De−2C
2
t,dkq
dkq
= De−2(L+1) log(t
4√
D) ≤ t−2(L+1).
Hence, the sum of |Nnz(a′(t+1))| such probabilities yield:
Pr(E1) ≤ |Nnz(a′(t+ 1))|t−2(L+1) ≤ Lt−2(L+1).
Similarly, for (7), we have Pr(E2) ≤ Lt−2(L+1).
Finally, we bound the probability of (8). Observe that for
l ≥
⌈
4a2maxL
2(L+1) log(T
4√
D)
∆2
a(t+1)
⌉
, we have the following:
µa′(t+1) − µa(t+1) − 2
|Nnz(a(t+1))|∑
q=1
ahq (t+ 1)Ct,chq
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≥ µa′(t+1) − µa(t+1) − Lamax
√
4(L+ 1) log(T 4
√
D)
l
≥ µa′(t+1) − µa(t+1) −∆a(t+1) ≥ 0.
The last expression above implies that (8) is false as long as
l is at least as large as the given bound. Therefore, by setting
l =
⌈
4a2maxL
2(L+1) log(T
4√
D)
∆2min
⌉
, we make the probability of
this event zero. Combining our results and plugging them
in (5) we obtain the following:
E[T˜i(T )] ≤
⌈
4a2maxL
2(L+ 1) log(T 4
√
D)
∆2min
⌉
+
∞∑
t=1
t∑
ch1=l
t∑
ch2=l
· · ·
t∑
ch|Nnz(a(t+1))|=l
t∑
dk1=1
t∑
dk2=1
· · ·
t∑
dk|Nnz(a′(t+1))|
=1
2Lt−2(L+1)
≤ 4a
2
maxL
2(L+ 1) log(T 4
√
D)
∆2min
+ 1 + 2L
∞∑
t=1
1
t2
≤ 4a
2
maxL
2(L+ 1) log(T 4
√
D)
∆2min
+ 1 +
pi2
3
L.
Finally, we use this result and (2) to bound the expected
regret of COMO-UCB.
From Theorem 1 we conclude that the expected regret of
COMO-UCB is O(NL3 log T ). Moreover, D affects the re-
gret indirectly through ∆max and ∆min and directly through
the term inside the logarithm. As we will show in Section
6, COMO-UCB provides significant performance improve-
ment over naive MO-MAB algorithms when NL3 is much
smaller than the number of actions.
6. Applications of COMO-MAB
6.1. Multi-User Communication
In the past MAB was used to model multi-user (Liu & Zhao,
2010; Anandkumar et al., 2011) opportunistic spectrum ac-
cess, and learning of optimal transmission parameters in
wireless communications (Gulati & Dandekar, 2014). An
important aspect of multi-user communication that is over-
looked in prior works is the multidimensional nature of
the performance metrics of interest. For instance, applica-
tions such as real-time streaming are concerned with the
metrics of end-to-end delay, achieved throughput, as well
as the delivery ratio in order to achieve a good quality of
service. In contrast, sensing, monitoring and control appli-
cations are more concerned with regularity (or periodicity)
and freshness of its updates in order to assure stable and
efficient tracking and control of its network. Therefore, it
is of-interest to develop mechanisms that can tradeoff be-
tween multiple metrics that govern the performance of the
networks.
Consider the service of M users over Q channels (Q ≥M ),
which takes place in a sequence of discrete time steps in-
dexed by t ∈ {1, 2, . . .}. We defineM := [M ] to be the set
of users andQ := [Q] to be the set of channels. The channel
gain for user i and channel j, denoted by h2i,j , is exponen-
tially distributed with parameter λi,j . This distribution is
unknown. We assume that the channel gain is fixed during
a time step and user i can choose its transmission rate Rtx
over channel j from H different transmission rates at each
time step. We define Hi,j := {Ri,j,1, . . . Ri,j,H} to be the
set of transmission rates that user i can use over channel i,
where Ri,j,k < Ri,j,k+1 for all k ∈ {1, . . . ,H − 1}. There-
fore, each arm corresponds to a particular user-channel-
transmission rate assignment indexed by (i, j, k) and we
have N = MQH .
If user i transmits at rateRtx over channel j, two rewards are
produced: throughput and reliability. Here, throughput mea-
sures the successful average rate of communication between
the transceivers, while reliability concerns the success rate
of transmissions over time. These two metrics/objectives
are typically in conflict in that achieving high reliability
typically requires a low rate of communication. We note
that this choice of multi-dimensional metrics is only one of
many that can be incorporated into our general setting. For
example, we can use energy consumption, service regularity,
information freshness as other metrics of interest.
There is a base station (learner) which acts as a central con-
troller. The base station takes an action at each time step
to decide which users will be assigned to which channels
and which transmission rates will be used in that time step.
Then, each user will make a transmission in their assigned
channels. At the end of the time step, the base station re-
ceives the success/failure event and the achieved throughput
of the transmission. These two parameters constitute the
two dimensional performance of the action. It is assumed
that the users are within the interference range of each other
and cannot simultaneously use the same channel, and hence,
the feasible channel allocations have a one-to-one matching
of users to channels.
Each allocation is represented by a := [ai,j,k], where ai,j,k
is 1 if user i is assigned to channel j and uses transmission
rateRi,j,k, and 0 otherwise. Based on this, the set of actions
is defined as A := {a : ∑Qj=1∑k∈H ai,j,k = 1,∀i ∈
M, ∑Mi=1∑k∈H ai,j,k ≤ 1,∀j ∈ Q}.
The 2-dimensional random reward vector of user i in chan-
nel j when it transmits at rateRi,j,k at time step t is denoted
by Xi,j,k(t) := [X
(1)
i,j,k(t), X
(2)
i,j,k(t)], where X
(1)
i,j,k(t) ∈
{0, 1} denotes the success (1) or failure (0) event, and
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0 ≤ X(2)i,j,k(t) ≤ 1 denotes the normalized achieved through-
put of the transmission. The mean vector of arm (i, j, k) is
denoted by µ(i,j,k). Based on the definitions given above,
we have µ1(i,j,k) = 1 − pout(i, j, k), where pout(i, j, k) :=
Pr(log(1 + h2i,jSNR) < Ri,j,k) denotes the outage proba-
bility, and µ2(i,j,k) = Ri,j,k(1−pout(i, j, k))/Ri,j,H denotes
the normalized average throughput, where SNR is the signal
to noise ratio.
Based on this, the random reward and mean reward
vectors of action a at time step t are given by
Ra(t) =
∑M
i=1
∑Q
j=1
∑H
k=1 ai,j,kXi,j,k(t) and µa =∑M
i=1
∑Q
j=1
∑H
k=1 ai,j,kµi,j,k, respectively. The goal of
the base station is to simultaneously maximize the long term
reward in both objectives.
The next corollary bounds the expected regret of COMO-
UCB for the multi-user multi-objective communication
problem.
Corollary 1. For the multi-user multi-objective communi-
cation problem, the expected regret of COMO-UCB run
with the same Ci(t) value in Theorem 1 is bounded by
E[Reg(T )] ≤ ∆max
(
4M3QH(M+1) log(T 4
√
2)
∆2min
+ MQH +
pi2
3 M
2QH
)
.
The corollary above shows that the regret of COMO-UCB
is a polynomial function of M , Q and H . As an alternative
to COMO-UCB, one could have used the multi-objective
learning algorithm developed in Drugan & Nowe´ (2013) by
treating each action as a separate arm. The regret of this
algorithm grows linearly in the number of actions that are
not in the Pareto front, and it requires to hold and update
the sample mean reward estimates for all the actions. Since
the cardinality of the action space in this case is |A| =
HMQ(Q−1) . . . (Q−M + 1), this algorithm is inefficient
both in terms of the regret and the memory complexity for
the multi-user multi-objective communication problem that
we consider in this paper.
6.2. Recommender System
Recommender systems involve optimization of multiple
metrics like novelty and diversity (Vargas & Castells, 2011;
Rodriguez et al., 2012) in addition to average rating. Below,
we describe how a recommender system with average rating
and diversity metrics can be modeled using COMO-MAB.
Consider a recommender system recommending K out
of N items to M similar users that arrive at each time
step, which have the same observable context xo.7 Let
U j(t) = [Uj1(t), . . . , UjN (t)] denote the rating vector of
user j, where Uji(t) = 1 if user j likes item i and 0 other-
7In general, a different instance of COMO-UCB can be run for
each set of similar users.
wise. The distribution ofU j(t) is given as pj(xj , xo) where
xj is the hidden context of user j, which is drawn from a
fixed distribution defined over a context set Xxo indepen-
dently from the other users. Neither xj nor pj(xj , xo) is
known by the recommender system.
The recommendations are represented by a where ai = 1
if item i is recommended and 0 otherwise. Thus, the
set of actions is given as A = {a : ai ∈ {0, 1},∀i ∈
N and ∑Ni=1 ai = K}. The random reward vector is 2-
dimensional Xi(t) = [X
(1)
i (t), X
(2)
i (t)]. Here, X
(1)
i (t) is
the average number of users that liked item i and X(2)i (t)
denotes the cosine diversity of users that liked item i,
which is given as
∑
j 6=l cj,l/(M(M − 1)), where cj,l =
1− U˜ j(t)U˜Tl (t)/(||U˜ j(t)||||U˜ l(t)||) and U˜ j(t) is the 1 by
K vector that consists of entries of U j(t) that correspond
to the recommended items. As an alternative, X(2)i (t) can
also represent the sample variance of the ratings of the users
for item i. The next corollary bounds the expected regret of
COMO-UCB for the above recommendation problem.
Corollary 2. For the recommender system, the ex-
pected regret of COMO-UCB run with the same Ci(t)
value in Theorem 1 is bounded by E[Reg(T )] ≤
∆max
(
4NK2(K+1) log(T 4
√
2)
∆2min
+N + pi
2
3 NK
)
.
Note that a learning algorithm that does not exploit the
combinatorial nature of this problem will incur regret pro-
portional to
(
N
K
)
log T .
6.3. Network Routing
Packet routing in a communication network commonly in-
volves multiple paths that can be modeled as combinatorial
selections of edges of a given graph. Adaptive packet rout-
ing can improve the performance by avoiding congested and
faulty links. In many networking problems, it is desirable
to minimize energy consumption as well as the delay due
to the energy constraints of Internet of Things devices and
sensor nodes.
Given a source destination pair (s, d), we can formulate
routing of the flow from node s to node d as a COMO-
MAB problem. Let −X(1)(l,k)(t) and −X(2)(l,k)(t) denote the
random delay and energy consumption incurred on the
edge between nodes l and k, respectively.8 The action
set is the set of paths connecting s to d, and each ac-
tion is a path from s to d. Thus, the learner observes all
the rewards in edges (l, k) ∈ a(t), and collects reward
X(j)(t) =
∑
(l,k)∈a(t)X
(j)
(l,k)(t) for j = 1, 2. The next
corollary bounds the expected regret of COMO-UCB for
this problem.
Corollary 3. For network routing, the expected regret of
8These can also be normalized to lie in the unit interval.
Combinatorial Multi-Objective Multi-Armed Bandit Problem
0 20000 40000 60000 80000 100000
Epochs (t)
0
200
400
600
800
1000
1200
1400
R
eg
re
t
(R
eg
(t
))
SO-UCB1 LLR Pareto UCB1 COMO-UCB
0 20000 40000 60000 80000 100000
Time Step (t)
0
200
400
600
800
1000
1200
1400
P
ar
et
o
R
eg
re
t
Figure 1. Pareto Regret Comparison
0 20000 40000 60000 80000 100000
Time Step (t)
0
10
20
30
40
50
60
70
80
P
er
ce
nt
ag
e
of
S
P
F
S
el
ec
ti
on
Figure 2. Percentage of SPF Selections
1 2 3 4 5 6 7 7 9
SPF Actions
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
R
at
io
of
S
el
ec
ti
on
of
E
ac
h
S
P
F
A
ct
io
n
Figure 3. Fairness Comparison
COMO-UCB run with the same Ci(t) value in Theorem 1
is bounded by E[Reg(T )] ≤ ∆max
(
4NL2(L+1) log(T 4
√
2)
∆2min
+
N + pi
2
3 NL
)
, where L is the length of the longest acyclic
path from s to d.
Similar to the previous section, a learning algorithm that
treats each path as an arm incurs regret proportional to the
number of paths from s to d.
7. Numerical Results
We consider the multi-user communication problem given
in Section 6.1, where M = 2, Q = 4 and H = 3. In this
case, the actions are 24-dimensional (represented by a 2 by
4 by 3 matrix), and the total number of actions is equal to
12× 9 = 108. λi,js are selected randomly from the interval
[0.05, 0.2], and are set as:
[λi,j ] =
[
0.14 0.14 0.16 0.05
0.05 0.11 0.13 0.07
]
In addition, SNR is taken to be 1 and Ri,j,1 = Ri,j/4,
Ri,j,2 = Ri,j/2 and Ri,j,3 = Ri,j , where Ri,j :=
ProductLog[15λi,j ]. In this setup, SPF = Pareto front and
9 out of 108 actions are in SPF. The time horizon T is taken
as 105 and all reported results are averaged over 5 runs.
Figure 1 shows the regrets of COMO-UCB and the competi-
tor algorithms Pareto UCB1 from Drugan & Nowe´ (2013),
Learning with Linear Rewards (LLR) from Gai et al. (2012)
and Single Objective UCB1 (SO-UCB1), which is the same
as UCB1 in Auer et al. (2002), as a function of t. Pareto
UCB1 treats each action as a separate arm, and at each
time step only updates the parameters of the selected action.
Moreover, it also takes as input the size of the Pareto front,
which is not required by COMO-UCB. LLR is a combina-
torial algorithm that works with a scalar reward. Instead of
calculating the Pareto front, it aims at selecting the action
that maximizes the reward in the first objective. On the other
hand, SO-UCB1 treats each action as a separate arm and
tries to maximize the reward in the first objective. It can be
seen from Figure 1 that the regret incurred by COMO-UCB
grows significantly slower than the other algorithms. This
is due to the fact that COMO-UCB finds the SPF much
faster than other algorithms by exploiting the dependence
between the actions and by keeping track of the rewards in
both objectives.
Figure 2 reports the fraction of times an action from the
Pareto front is selected as a function of t. At the end of 105
time steps, COMO-UCB selects an action from the Pareto
front 79% of the time, while SO-UCB1 selects an action
from the Pareto front only 37% of the time, Pareto UCB1
selects 48% of the time and LLR selects 67% of the time.
We also compare the algorithms in terms of their fairness.
In Figure 3, we used a bar chart to represent the fraction of
times that each one of the 9 actions in the SPF is selected
during the time steps in which an action from the SPF is
selected by the algorithms. We say that an algorithm is fair
if these fractions are close for all 9 arms. We observe that
fairness of LLR is much worse than fairness of COMO-
UCB, even though LLR is the closest competitor to COMO-
UCB in terms of the Pareto regret. We conclude that COMO-
UCB and Pareto UCB1, which select actions from the SPF
uniformly at random are fair. However, SO-UCB1 and
LLR selects the 9th action in the SPF significantly more
than other actions in the SPF. This is expected, since these
algorithms aim to maximize only the reward in the first
objective.
8. Conclusion
We proposed a new MAB model, called COMO-MAB, that
combines combinatorial bandits with multi-objective online
learning, and designed a learning algorithm that achieves
O(NL3 log T ) Pareto regret. We showed that COMO-MAB
can be used to model various multi-objective problems in
multi-user communication, recommender systems and net-
work routing. Then, we validated the effectiveness of the
proposed algorithm through simulations in a multi-user com-
munication problem.
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