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Abstract
This thesis deals with uncertainty propagation and the resolution of inverse problems
together with their respective acceleration via Polynomial Chaos. The object of this
work is to present a state of the art and a numerical analysis of this stochastic spectral
method, in order to understand its pros and cons when tackling the probabilistic study
of hydrodynamical instabilities in Richtmyer-Meshkov shock tube experiments.
The ﬁrst chapter is introductory and allows understanding the stakes of being able to
accurately take into account uncertainties in compressible gas dynamics simulations.
The second chapter is both an illustrative state of the art on generalized Polynomial
Chaos and a full numerical analysis of the method keeping in mind the ﬁnal application
on hydrodynamical problems developping shocks and discontinuous solutions. In this
chapter, we introduce a new method, naming iterative generalized Polynomial Chaos,
which ensures a gain with respect to generalized Polynomial Chaos, especially with non
smooth solutions.
Chapter three is closely related to an accepted publication in Communication in Com-
putational Physics. It deals with stochastic inverse problems and introduces bayesian
inference. It also emphasizes the possibility of accelerating the bayesian inference thanks
to iterative generalized Polynomial Chaos described in the previous chapter. Theoretical
convergence is established and illustrated on several test-cases.
The last chapter consists in the application of the above materials to a complex and
ambitious compressible gas dynamics problem (Richtmyer-Meshkov shock tube conﬁgu-
ration) together with a deepened study of the physico-numerical phenomenon at stake.
Finally, in the appendix, we also present some interesting research paths we quickly tack-
led during this thesis.
Key words
Polynomial Chaos, iterative Polynomial Chaos, bayesian inference, compressible gas dy-
namics, Richtmyer-Meshkov instabilities, Crossed validation, Euler equations.
iii
Résolution de problème inverse et propagation
d'incertitudes. Application à la dynamique des gaz
compressibles
Résumé
Cette thèse porte sur la propagation d'incertitudes et la résolution de problème inverse
et leur accélération par Chaos Polynomial. L'objectif est de faire un état de l'art et une
analyse numérique des méthodes spectrales de type Chaos Polynomial, d'en comprendre
les avantages et les inconvénients aﬁn de l'appliquer à l'étude probabiliste d'instabilités
hydrodynamiques dans des expériences de tubes à choc de type Richtmyer-Meshkov.
Le premier chapitre est introductif et permet de comprendre les enjeux importants con-
cernant la capacité à prendre en compte les incertitudes en dynamique des gaz compress-
ibles.
Le second chapitre fait un état de l'art illustré sur plusieurs exemples des méthodes de
type Chaos Polynomial. Nous y eﬀectuons son analyse numérique et mettons en évidence
la possibilité d'améliorer la méthode, notamment sur des solutions irrégulières (en ayant
en tête les diﬃcultés liées aux problèmes hydrodynamiques), en introduisant le Chaos
Polynomial généralisé itératif. Ce chapitre comporte également l'analyse numérique com-
plète de cette nouvelle méthode.
Le chapitre 3 a fait l'objet d'une publication dans Communication in Computational
Physics, celle-ci a récemment été acceptée. Il fait l'état de l'art des méthodes d'inversion
probabilistes et focalise sur l'inférence bayesienne. Il traite enﬁn de la possibilité d'ac-
célérer la convergence de cette inférence en utilisant les méthodes spectrales décrites au
chapitre précédent. La convergence théorique de la méthode d'accélération est démontrée
et illustrée sur diﬀérents cas-test.
Le dernier chapitre correspond à l'application des méthodes et algorithmes présentés dans
les deux chapitres précédents à un problème complexe et ambitieux, un écoulement de gaz
compressible physiquement instable (conﬁguration tube à choc de Richtmyer-Meshkov)
avec une analyse poussée des phénomènes physico-numériques en jeu.
Enﬁn, en annexe, nous présentons quelques pistes de recherche supplémentaires rapide-
ment abordées aux cours de cette thèse.
Mots clés
Chaos Polynomial, Chaos Polynomial itératif, inférence bayesienne, dynamique des gaz
compressibles, instabilités de Richtmyer-Meshkov, validation croisée, équations d'Euler.
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Chapitre 1
Introduction
Cette thèse traite des problèmes inverses stochastiques et de la quantiﬁcation et propaga-
tion d'incertitudes pour la dynamique des ﬂuides compressibles. En particulier, nous nous
intéresserons aux tubes à choc et aux instabilités de Richtmyer-Meshkov. Une meilleure
compréhension de ces phénomènes est essentielle en particulier dans le contexte de la
fusion nucléaire par conﬁnement inertiel (FCI ou ICF en anglais). Nous n'aborderons pas
la FCI à proprement parlé mais nous nous concentrerons sur la résolution de problèmes
inverses pour les tubes à chocs, ce qui constitue une première étape vers la compréhen-
sion des instabilités hydrodynamiques se développant à la suite de choc. Plus générale-
ment, nous aborderons les problèmes hyperboliques [Ser96a, Ser96b]. Les algorithmes et
méthodes présentés dans cette thèses pourraient également trouver des applications dans
d'autres phénomènes physiques présentant des non linéarités et des discontinuités, comme
par exemple en astrophysique ou pour la physique de la turbulence. Ils pourraient même
être appliqués à d'autres types de phénomènes non hyperboliques, mais leur eﬃcacité
serait sans doute réduite puisque certains d'entre ont été élaborés pour des problèmes
relativement spéciﬁques.
1.1 Construction de modèles
De nombreux phénomènes physiques, socio-économiques, etc., sont mathématiqueemnt
modélisés par des systèmes d'équations (aux dérivées partielles dans notre cas). Le proces-
sus de construction de ces modèles nécessite de tenir compte de trois catégories d'erreur.
Erreur numérique Bien souvent les modèles mathématiques ne sont pas solvables
analytiquement. Ils sont alors résolu par approximation numérique. Cette erreur
représente l'écart entre l'approximation numérique et la solution exacte du modèle.
Erreur d'incertitude Cette erreur quantiﬁe la variabilité du modèle avec certains pa-
ramètres du modèle qui sont inconnus et considéré comme aléatoires. Son étude
1
fait l'objet de la propagation d'incertitudes.
Erreur expérimentale L'erreur expérimentale correspond à l'écart entre le modèle et
les expériences en tenant compte de l'erreur de mesure commise par le dispositif
expérimental.
On représente la prise en compte de ces diﬀérentes erreurs par la relation suivante (ASME
V& V 2009) :
δModèle = δNum︸ ︷︷ ︸
Analyse numérique
+ δIncertitude︸ ︷︷ ︸
Analyse des incertitudes
+ δExp︸︷︷︸
Métrologie
. (1.1)
En connaissant, ou en estimant, les erreurs de mesure, numérique et d'incertitude, il est
possible de comparer le modèle à la réalité et ainsi d'aﬃner notre compréhension du
phénomène et éventuellement même d'aﬃner le modèle lui-même.
Dans cette thèse, nous nous focaliserons sur l'analyse des incertitudes, ou Uncertainty
Quantiﬁcation (UQ) [Xiu10, LMK10].
Il convient de rappeler la motivation ﬁnale de ces travaux : la fusion par conﬁnement
inertiel et ses sources d'incertitudes. En particulier, la FCI a motivé l'étude réalisée au
chapitre 4 concernant l'évolution de la taille de la zone d'instabilités dans un tube à choc.
1.2 Fusion par conﬁnement inertiel
Des réactions de fusion naturelles sont par exemple rendues possibles dans les objets
stellaires car ils génèrent des champs gravitationnel importants capable de conﬁner le
combustible pour atteindre les conditions propices à leur démarrage. Une des approches
possibles à notre échelle est la FCI 1 [Kee82] qui consiste à comprimer un mélange fusible
jusqu'à des conditions de température/pression telles que les réactions thermonucléaires
puissent s'amorcer et s'auto-entretenir [Rag08]. La FCI peut être obtenue en faisant
imploser à l'aide de faisceaux lasers puissants un microballon contenant un mélange de
deutérium/tritium 2. Ces faisceaux frappent le micro ballon soit directement (attaque
directe) ou indirectement (le micro ballon est alors placé dans une sorte de chambre dans
laquelle le laser pénètre).
En théorie, la fusion nucléaire possède beaucoup d'avantages : elle peut produire beau-
coup plus d'énergie que la ﬁssion, utilise un carburant abondant au coeur des océans
(deutérium) et produit des déchets radioactifs dont la durée de vie est très courte. En
1. Projets NIF (National Ignition Facility) au LLNL (Lawrence Livermore National Laboratory) USA
ou LMJ (Laser MégaJoule) au Cesta (Centre d'études scientiﬁques et techniques d'Aquitaine) France.
2. Deutérium : noyau d'hydrogène contenant un neutron. Tritium : noyau d'hydrogène contenant
deux neutrons.
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pratique, la communauté se heurte à plusieurs verrous scientiﬁques. En particulier, le
gain énergétique visé dans ces expériences peut être fortement détérioré par l'apparition
d'instabilités hydrodynamiques qui peuvent entraîner une déformation voire une rupture
de la coquille renfermant le combustible fusible avant démarrage des réactions nucléaires.
En pratique, des défauts d'usinage peuvent par exemple conférer au micro ballon une in-
terface perturbée. Le micro ballon n'est alors pas parfaitement sphérique. Un éclairement
laser qui ne serait pas parfaitement uniforme autour du micro ballon aurait les mêmes
eﬀets néfastes sur la compression. Les perturbations géométriques du micro ballon et
du rayonnement laser, par la suite, impactent le bon déroulement de la fusion, sur le
démarrage ou non de la réaction de fusion. Les perturbations du micro ballon et du laser
peuvent être vues comme des altérations aléatoires de la sphéricité du micro ballon et
de l'uniformité du laser. Comprendre en quoi cet aléa perturbe la FCI est donc cruciale
pour la réalisation de la FCI.
Dans cette thèse, nous n'avons bien entendu pas la prétention d'aborder le problème de
la FCI complet mais nous focaliserons sur les phénomènes hydrodynamiques en jeux en
ne considérant que des perturbations géométriques du micro ballon (pas de perturbation
sur l'impulsion fournie, i.e. l'éclairement laser par exemple). Une première approche pour
comprendre l'impact de ces perturbations sur la fusion consiste à étudier les tubes à choc
dont l'interface initiale entre les deux ﬂuides est perturbée et incertaine.
1.3 Tube à choc et instabilité de Richtmyer-Meshkov
L'interface séparant deux ﬂuides de densités diﬀérentes peut, sous certaines conditions,
devenir instable. Si cette interface n'est pas parfaitement régulière, des petites perturba-
tions initiales vont croître, d'abord de façon linéaire, puis non-linéaire, avant d'évoluer
vers des structures plus complexes et éventuellement vers un mélange turbulent. Alors
que l'instabilité de Rayleigh-Taylor (RT) apparaît lorsqu'une interface séparant deux ﬂu-
ides est soumise à un champ d'accélération permanent dirigé du ﬂuide léger vers le ﬂuide
lourd, l'instabilité Richtmyer-Meshkov (RMI) s'observe lors du passage d'une onde de
choc interagissant avec l'interface sous forme d'accélération impulsionnelle [Bro02].
A l'échelle du laboratoire, les tubes à chocs constituent des dispositifs expérimentaux
particulièrement intéressants pour comprendre les mécanismes de formation du mélange
lorsque de telles instabilités hydrodynamiques se développent [VS95, PTR98, LME+09,
HDYW11, BOPB12]. Il existe diﬀérentes expériences en fonction que le choc passe une
seule fois au travers de l'interface ou plus d'une fois 3. A la diﬀerence du choc unique,
où le mélange est seulement produit par des structures de vorticité stables et régulières,
lorsqu'il y a rechoc, le mélange apparait souvent beaucoup plus chaotique et moins or-
ganisé. On y voit la présence d'un grand nombre de tourbillons dans la couche de mélange
3. On parle de  rechoc  dû à l'onde réﬂéchie, par exemple après rebond contre une surface ﬁxe
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ce qui résulte en une transition beaucoup plus rapide.
Dans notre cas, il s'agit d'un tube horizontal contenant deux ﬂuides séparés par une
interface, perturbée ou non, dans lequel se propage un choc. Dans les dispositifs expéri-
mentaux, la forme de l'interface n'est pas connue. Le choc se propage dans le premier
ﬂuide (le ﬂuide léger), frappe l'interface, avance dans le deuxième ﬂuide (le ﬂuide lourd)
jusqu'à la paroi du tube, et se réﬂéchit sur la paroi du tube pour repartir en sens inverse.
Pendant que le choc se propage dans le tube, les deux ﬂuides subissent des variations
de vitesse, de densité, de pression, et se mélangent en voyant la forme de leur interface
évoluer.
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Figure 1.1  Simulation numérique d'un tube à choc à t = 0 en présence d'une interface
initiale entre les deux ﬂuides perturbée, fraction de présence du ﬂuide lourd.
L'instabilité de Richtmyer-Meshkov évolue suivant trois régimes successifs [CEA09] :
1. un régime linéaire où la croissance des modes de l'interface est similaire pour chaque
mode et sans interaction entre les modes ;
2. un régime faiblement non linéaire pendant lequel la croissance de chaque mode
commence à dépendre de l'interaction entre les modes. Des structures complexes
d'enroulement de l'interface peuvent apparaître ;
3. un régime non linéaire considéré comme pré-turbulent. L'interface est fortement
déformée laissant apparaître des structures en bulles et en jets (voir ﬁgure 1.2).
Au niveau numérique, il existe diﬀérents niveaux de modélisation du problème déter-
ministe plus ou moins complexe pour aborder le problème selon qu'on se place en 2 ou
4
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Figure 1.2  Simulation numérique d'un tube à choc en présence d'une interface ini-
tiale entre les deux ﬂuides perturbée, fraction de présence du ﬂuide lourd. t > 0. La
perturbation initiale s'ampliﬁe avec le temps et forme des jets et des tourbillons.
3 dimensions, qu'on résout les équations d'Euler ou celles de Navier-Stokes, qu'on choi-
sisse un modèle de mélange (et de turbulence) plutôt qu'un autre. Dans tous les cas, le
terme barocline, principale source de génération de vorticité dans ce type d'écoulement,
et provenant du non-alignement du gradient de pression du choc avec le gradient de
densité de l'interface, doit être correctement capturé car il est le  moteur  de l'insta-
bilité de Richtmyer-Meshkov [SZ94]. Des problèmes numériques non-triviaux subsistent
pour traiter ces phénomènes non-linéaires et chaotiques, qui nous conduisent à aborder
le problème sous l'angle probabiliste/ensembliste. Un problème ardu est par exemple
celui de la non-convergence de certains observables : l'interface obtenue numériquement
se complexiﬁe au ﬁl du raﬃnement de maillage. Cette interface chaotique est donc en
pratique toujours tronquée soit par le niveau de viscosité soit par la taille du maillage si
l'échelle de Kolmogorov est petite relative au maillage [YZL+06a].
L'eﬀet des conditions initiales sur le mélange turbulent d'écoulements accélérés par un
choc revet un rôle très important dans le cadre des instabilités de type Richtmyer-
Meshkov. Il est donc très important de contrôler ces perturbations et de quantiﬁer leur
impact pour optimiser le rendement énergétique de l'expérience. Des résultats récents
ont montré qu'il existe une dépendance du mélange aux conditions initiales en temps
longs. En particulier, il a été observé que les modes de perturbation à longueur d'onde
plus courte ont tendance à renforcer le mélange et la transition vers la turbulence de ces
écoulements [BOPB12].
Notre approche, dans un premier temps, a été de simuler les instabilités de Richtmyer-
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Meshkov par le biais de la dynamique des gaz dans des écoulements (2D sphériques) régis
par les équations d'Euler. En eﬀet, une modélisation non-visqueuse semble raisonnable
pour la phase de croissance linéaire puis non-linéaire jusqu'à des temps pas trop longs.
Dans ces simulations, l'interface initiale était un champ incertain, modélisé par un proces-
sus stochastique stationnaire choisi [PDL11] ; l'idée étant de s'aﬀranchir d'une approche
conventionnelle où des perturbations de longueur d'onde constante sont considérées sé-
parément. Cette approche a été utilisée par la suite pour la calibration de tailles de zone
de mélange d'expériences de tube à choc (plan). La taille de la zone de mélange est
alors déﬁnie comme le support de la densité de probabilité du processus. Cette densité
de probabilité, fonction du temps, est estimée par un chaos polynomial généralisé, son
support pouvant dans ce cas être évalué à moindre coût. Cette méthodologie repose sur
un principe d'ergodicité [Wie38b] et généralise l'approche par perturbations linéaires.
Ces résultats de calibration de l'interface initiale obtenus de façon empirique ont montré
une bonne adéquation avec des études expérimentales [PLJ12].
Nous décrirons dans le chapitre 4 section 4.2 le modèle physique choisi dans cette thèse
pour simuler l'évolution des ﬂuides dans le tube à choc.
1.4 Quantiﬁcation d'incertitudes
Nous exposons dans cette introduction le contexte de la quantiﬁcation d'incertitudes
[LMK10, DRDT08, dR06a, DR06b].
Le développement récent de la puissance de calcul des ordinateurs a ouvert le champ
de la quantiﬁcation d'incertitudes dans les modèles numériques présentant des données
incertaines.
Pour donner un ordre de grandeur, en 2002 le calculateur Tera 1 du CEA-DAM présentait
une puissance de 1 teraﬂops soit 1012 opérations par seconde sur les nombres ﬂottants, en
2006 le calculateur du CEA-DAM Tera 10 aﬃchait une performance de 53 teraﬂops soit
50.1012 opérations par seconde sur les ﬂottants, tandis qu'en 2013 la machine du CEA-
DAM Tera 100 aﬃche un petaﬂops soit 1015 opérations par seconde sur les ﬂottants. La
puissance de calcul a donc été multipliée par 1000 en dix ans (cf. ﬁgure 1.3).
La propagation d'incertitudes répond à la question suivante : comment l'incertitude sur
les données d'entrée impacte-t-elle la quantité d'intérêt en sortie ? Quelle est la densité de
probabilité de la sortie connaissant la densité de probabilité de l'entrée ? Il ne s'agit pas
d'une étude des erreurs d'arrondis numériques des machines ou de résolution numérique
du modèle mais des variations dues à un manque de connaissance de certains paramètres
propres au modèle ou à un aléa stochastique irréductible. Cependant, il faudra s'assurer
que les erreurs d'approximations numériques sont nettement inférieures aux variations
stochastiques. Dans le cas contraire, avec une erreur de résolution numérique de l'ordre de
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Figure 1.3  Évolution de la puissance de calcul du calculateur Téra du CEA dans
le cadre du programme Simulation assurant numériquement sur le long terme la force
de dissuasion française de 2002 à nos jours. La puissance de calcul a été multipliée par
mille au cours de la dernière décennie. Cette révolution a rendu possible l'analyse des
incertitudes dans les simulations.
ou plus grande que la variation stochastique, l'étude de quantiﬁcation d'incertitudes n'a
plus de sens. Ainsi, toute quantiﬁcation d'incertitudes implique également une étude de
convergence du modèle numérique déterministe. C'est ce que nous ferons dans le chapitre
4 concernant le modèle numérique du tube à choc.
La propagation d'incertitudes s'inscrit dans une analyse des incertitudes plus globale,
qu'on appelle quantiﬁcation d'incertitudes (UQ : Uncertainty Quantiﬁcation) qui com-
prend classiquement quatre étapes.
A. Identiﬁer le modèle physique, le modèle numérique, les variables incertaines en
entrée et la quantité d'intérêt en sortie.
B. Quantiﬁer les incertitudes en entrée : déterminer les lois de probabilité des variables
d'entrée (avis d'experts, inférence bayésienne).
C. Propager les incertitudes à travers le modèle (propagation d'incertitudes au sens
strict) en déterminant la loi, ou des caractéristiques, de la variable aléatoire de
sortie.
D. Inférence : Hiérarchiser les incertitudes (facteur d'importance, sensibilité aux dif-
férentes variables), confrontations aux données expérimentales.
La ﬁgure 1.4 illustre les quatre étapes que comprend l'analyse d'incertitudes [DRDT08].
Ce processus, éventuellement itératif, d'analyse des incertitudes met en jeu plusieurs
disciplines des mathématiques appliquées traditionnellement disjointes :
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 statistique ;
 probabilité ;
 analyse numérique, simulation ;
 vériﬁcation et validation de modèle ;
 dialogue avec les expérimentateurs ;
 informatique, développement de codes, calcul haute performance.
La propagation d'incertitudes est donc par essence pluridisciplinaire.
Étape A : spéciﬁcation du problème
Variables
d'entrée
incertaine θ
Modèle
u(θ)
Variable
de sortie
U = u(θ)
Quantité
d'intérêt
Étape B :
quantiﬁcation
des sources
d'incertitudes
Étape C : propagation d'incertitudes
Étape D : analyse de sensibilité, hiérarchisation
Figure 1.4  Analyse d'incertitudes dans les modèles numériques. Elle comprend quatre
étapes : le choix du modèle (A), la quantiﬁcation des sources (B), le propagation (C), la
hiérarchisation (D)
Cette thèse se concentre sur l'étape C de propagation et l'intègre dans la résolution de
problèmes inverses en s'inscrivant dans un cadre bayésien. La ﬁgure 1.5 reprend la ﬁgure
1.4 en y intégrant une étape d'inférence bayésienne à partir de données expérimentales.
Cette notion d'incertitudes recouvre en réalité deux aspects. On distingue, en eﬀet, les
incertitudes épistémiques traduisant un manque de connaissance d'une quantité déter-
minée, des incertitudes stochastiques traduisant essentiellement une variabilité intrin-
sèque de la grandeur. Les premières sont réductibles alors que les secondes ne le sont
pas car elles ne peuvent pas être éliminées complètement. On parle ainsi également d'in-
certitudes réductibles et d'incertitudes irréductibles. Par exemples, l'incertitude sur le
module d'Young d'un matériau sera qualiﬁé d'épistémique, alors que l'incertitude sur le
cours de l'or sera stochastique car intrinsèquement aléatoire.
Dans les modèles numériques, ces incertitudes portent sur des constantes physiques, des
conditions de bords, des conditions aux limites, des géométries, un terme source dans le
modèle, une paramétrisation du modèle physique en lui-même . . .
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Étape B : quantiﬁ-
cation des sources
d'incertitudes
Étape A : modèle
théorique, mod-
èle numérique
Étape C : propaga-
tion d'incertitudes
Variable, champs
aléatoire, θ
Modèle u
variabilité de la réponse
u(θ), moments, proba-
bilité de défaillance . . .
Étape D : anal-
yse de sensibilité
Inférence bayésienne
Données expérimentales
Figure 1.5  Analyse d'incertitudes couplée à l'inférence bayésienne lorsque des données
expérimentales sont disponibles. Les quatre étapes et une cinquième correspondant à
l'inférence bayésienne pour se confronter aux données expérimentales.
Auparavant, le coût d'un calcul limitait grandement le nombre de simulations eﬀec-
tuées de sorte que les chercheurs et les ingénieurs restaient dans des cadres détermin-
istes et analysaient sous des formes rudimentaires (par traitement des cas extrêmes,
par arithmétique d'intervalles, ou par développement de Taylor à l'ordre deux autour
de la moyenne, la variabilité de la solution numérique du modèle). Cette première ap-
proche de l'analyse d'incertitude pouvait suﬃre lorsque les modèles mis en jeu étaient
essentiellement linéaires. Il en va autrement aujourd'hui. Comme nous l'avons déjà vu,
les progrès en terme de puissances des ordinateurs permet à présent une analyse ﬁne
des incertitudes, analyse nécessaire sachant que les modèles sont de plus en plus com-
plexes, multi-physiques, et fortement non linéaires. Nous prenons l'exemple des équations
pour l'hydrodynamique, que nous étudierons dans toute cette thèse et notamment aux
chapitres 3 et 4, dont les solutions se caractérisent par le développement de discontinuités
en temps ﬁni.
Cette quantiﬁcation d'incertitudes fournit aux scientiﬁques ainsi qu'aux ingénieurs un
outils de compréhension supplémentaire des phénomènes étudiés. Elle implique également
une gestion des risques plus rationnelle aﬁn de garantir dans un cadre industriel [dR06a,
DR06b, DRDT08], par exemple, la ﬁabilité d'une centrale nucléaire, la sécurité d'un
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aéronef, ou la solidité d'un barrage hydraulique. La prise en compte des incertitudes
modiﬁe et optimise la phase de conception des produits assurant ainsi une conception
plus robuste lorsque de très nombreux paramètres macroscopiques sont en jeux.
Certes, comme nous l'avons souligné, la puissance de calcul des ordinateurs s'est accrue,
mais elles restent insuﬃsantes, pour pouvoir se permettre une quantiﬁcation des incer-
titudes par des méthodes Monte-Carlo [RC04b], c'est-à-dire par échantillonnage direct
de la variable aléatoire d'entrée. En eﬀet, les techniques Monte-Carlo convergent lente-
ment en O( 1√
N
), N désignant le nombre d'échantillons utilisés. N correspond également
au nombre de simulations lancées et mesure donc le coût numérique de la quantiﬁcation
d'incertitude. Des alternatives convergeant plus rapidement et réduisant donc le coût
numérique ont été proposées. En particulier, les méthodes spectrales dites de chaos poly-
nomial, dérivées de l'article fondateur de Wiener de 1938 [Wie38a] par R.G. Ghanem
et P.D. Spanos [GS03] en 1991, se sont révélées particulièrement eﬃcaces. Il s'agit d'ap-
procher une variable aléatoire par sa projection sur une base polynomiale tronquée de
l'espace stochastique. Elles ont ensuite été étendues [XK02, WK06] et largement ap-
pliquées notamment en mécanique des ﬂuides [OLMG01, OLMG02, Luc11]. Dans cette
thèse, nous focaliserons sur l'application non intrusive de l'approche par Chaos Polyno-
mial, cf. chapitre 2.
1.5 Objectifs et contributions de cette thèse
Cette thèse apporte trois contributions originales. Elles visent à aborder de manière
bayésienne les problèmes inverses concernant des phénomènes non linéaires ou dont la
linéarité évolue au cours du temps.
Dans un premier temps, concernant l'évolution des non linéarités, au chapitre 2 section
2.3, nous présentons une version numériquement stable de l'algorithme du chaos poly-
nômial itératif pour construire de manière itérative et adaptative des approximations
de variables aléatoires. Cette stabilisation résulte de l'introduction d'un critère d'arrêt
déduit de la théorie des moments et des problèmes aux moments.
Ensuite, au chapitre 3, nous appliquons l'inférence bayésienne couplée au chaos polynô-
mial et au chaos polynômial itératif à des problèmes hydrodynamiques.
Enﬁn, au chapitre 4 nous étudions numériquement l'expérience du tube à choc de Richtmyer-
Meshkov soumise à une incertitude d'interface initiale entre les deux ﬂuides. Cette étude
évalue l'inﬂuence des diﬀérents paramètres numériques et physiques et vise à calibrer les
paramètres de l'interface, vue comme un processus stochastique, dans un cadre bayésien.
10
1.6 Plan de la thèse
Cette thèse comprend trois chapitres. Le chapitre 2 décrit l'analyse des incertitudes dans
les codes de simulation numérique puis se concentre sur le chaos polynômial car il s'agit
d'un élément central dans ce travail. Nous y introduisons le chaos polynômial itératif
et son critère d'arrêt. Le chapitre 3 traite de l'inférence bayésienne pour résoudre des
problèmes inverses. Le chapitre 4 se concentre sur l'étude numérique du tube à choc
et des instabilités de Richtmyer-Meshkov, ainsi que sur la calibration bayésienne des
paramètres de l'interface initiale.
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Chapitre 2
Propagation d'incertitudes par
méthodes spectrales stochastiques
Objectifs : Dans ce chapitre, nous exposons le contexte de la propagation d'incertitudes
dans les modèles numériques. Nous passerons en revue les étapes qui la composent. Nous
nous concentrerons ensuite sur une méthode de quantiﬁcation d'incertitudes : le polynôme
du chaos, car nous avons choisi d'en faire un élément central dans cette thèse pour les
raisons que nous développons dans la suite de ce chapitre (page 15).
Nous introduisons, ensuite l'algorithme iterative generalized polynomial Chaos (i-gPC).
Basé sur le polynôme du chaos et sur la théorie des moments statistiques, il permet de
mieux gérer les problèmes dans lesquels apparaissent des discontinuités en adaptant la
base d'approximation à la réponse. •
2.1 Propagation d'incertitudes dans les codes de simulation
Nous laissons désormais de côté les étapes A, B et D pour nous focaliser sur l'étape C
(chapitre 1 pour la description de ces étapes) : la propagation des incertitudes à travers
le modèle.
Tous d'abord, introduisons les objets manipulés dans ce chapitre, ainsi que dans toute
cette thèse. On désigne par u la solution du modèle décrivant le phénomène physique
considéré. Il s'agit typiquement de la résolution d'une équation aux dérivées partielles
dont la solution est approchée numériquement par des algorithmes numériques (éléments
ﬁnis, diﬀérences ﬁnies, volumes ﬁnis, méthodes spectrales, méthodes Monte-Carlo . . . )
car il n'existe pas pas de solution analytique. θ correspond au paramètre incertain du
modèle. Il s'agit d'un vecteur de dimension ﬁnie, ou un champs stochastique. Dans ce
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dernier cas, lorsque l'incertitude est modélisée par un champ de processus stochastique,
l'étape de propagation d'incertitudes peut s'avérer particulièrement complexe. Pour le
moment, l'idée est de se ramener au cas d'un vecteur de dimension ﬁnie en paramétrant
le processus stochastique inconnu ou en réalisant son analyse spectrale et en ne conservant
que les premiers modes (décomposition de Karhunen-Loève , voir la section 4.3.2).
Cette phase consiste à chercher la loi de probabilité de la sortie du modèle connaissant
la loi de probabilité de l'entrée, comme l'illustre la ﬁgure 2.1. Parfois, on ne cherche pas
toute la loi de la sortie mais simplement quelques données statistiques telles que des
moments statistiques ou des quantiles. Les moments statistiques de U s'obtiennent par
θ, pdf(θ) :
u
u(θ) = U, pdf(U) :
Figure 2.1  Propagation d'incertitude sur θ à travers u. On cherche la loi de U = u(θ).
la relation suivante : ∫
R
uk dP(u) =
∫
Ω
[u(x)]k dP(x) . (2.1)
La loi de U se caractérise par les espérances :
∀g ∈ C0(R,R), E [g(u)] =
∫
Ω
g(u(x)) dP(x) . (2.2)
Dans tous les cas, la question se ramène à un calcul d'intégrale impliquant la fonction
inconnue u.
Il existe diﬀérentes méthodes aﬁn de propager l'incertitude à travers un modèle. Nous ne
détaillerons pas dans cette thèse ces diﬀérentes méthodes. Nous nous concentrerons sur
une méthode : le polynôme du chaos dans son application non intrusive (utilisation d'un
code en boîte noire).
2.2 Propagation par Chaos polynomial
Le Chaos polynomial est une méthode non statistique de construction d'approximation 1.
Il désigne une approximation polynomiale d'une variable aléatoire dans un espace de
probabilité. Il s'agit de la transposition aux espaces stochastiques de l'approximation
1. Ces approximations sont également appelées en fonction des communautés surface de réponse ou
méta-modèle.
14
polynomiale bien connue des espaces fonctionnels. Cette méthode approche une variable
aléatoire inconnue par un polynôme d'une variable aléatoire connue. Le polynôme du
chaos s'applique à la propagation d'incertitudes lorsque le paramètre incertain d'entrée
est un vecteur aléatoire.
Le chaos polynomial généralisé (gPC) constitue une généralisation du chaos polynomial
de Wiener [Wie38a].
gPC est intéressant pour la propagation d'incertitudes car l'approximation du modèle
dépend de la variable aléatoire d'entrée. La construction même de l'approximation dépend
de la loi de probabilité de l'entrée et du produit scalaire déﬁni par cette loi d'entrée. Nous
illustrerons plus loin que pour un même modèle, et diﬀérentes lois de probabilité en entrée,
les modèles approchés par polynômes du chaos sont diﬀérents les uns des autres. gPC
est par ailleurs intéressant pour le fait que les calculs peuvent être lancés en parallèle et
non de manière séquentielle, pour sa vitesse de convergence plus rapide que les méthodes
Monte-Carlo en faible dimension stochastique ce qui sera le cas dans nos applications.
Pour synthétiser, nous avons opté pour le polynôme du chaos généralisé pour les raisons
suivantes :
 adaptation du modèle à la loi de probabilité de l'entrée ;
 vitesse de convergence intéressante en dimension stochastique relativement faible ;
 calculs en parallèle et en boîte noire lorsqu'utilisée dans sa forme non intrusive.
Commençons par une brève revue de l'historique de la théorie.
2.2.1 Historique
Le chaos polynomial fut introduit, en ce qui concerne ses principes théoriques, par
Wiener en 1938 dans son étude sur la décomposition des processus stochastiques gaussiens
[Wie38a]. Il s'agit de représenter une variable aléatoire dans la base orthonormale des
polynômes de Hermite d'une variable aléatoire gaussienne centrée réduite. En 1947,
Cameron et Martin démontrèrent que le polynôme du chaos converge au sens de la norme
L2 pour toute variable aléatoire de l'espace stochastique L2 [CM47a]. Bien plus tard, en
1991, R.G. Ghanem et P.D. Spanos [GS03] exploitèrent l'idée de Wiener et l'appliquèrent
avec succès à de nombreux problèmes de propagation d'incertitudes, notamment en mé-
canique. L'approche de Wiener fut ensuite étendue aux problèmes non gaussiens par l'u-
tilisation d'autres bases de polynômes orthogonaux (chaos polynomial généralisé gPC),
à des problèmes moins réguliers en découpant l'espace stochastique en sous espaces et en
utilisant des bases de fonctions polynomiales par morceaux (ME-gPC) [WK07, WK05a],
ou en utilisant des bases d'ondelettes à la place des bases polynomiales [LMKNG04]. Le
chaos polynomial généralisé (gPC) constitue l'une des méthodes de propagation d'incer-
titude les plus répandues actuellement [HKC+04, Xiu03, KLM06, YZL+06b, JSK02].
Le polynôme du chaos consiste à approcher, au sens de l'erreur quadratique L2, une
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variable aléatoire inconnue par une série tronquée de polynômes orthogonaux, ou de façon
plus générale par une série tronquée de fonctions orthogonales. L'approche originelle de
Wiener utilisait la base des polynômes de Hermite d'une variable aléatoire gaussienne
centrée réduite. gPC généralise cette approche par l'utilisation de la base de polynômes
orthonormaux par rapport à la mesure de probabilité du paramètre incertain d'entrée θ.
La ﬁgure 2.2 illustre l'accélération de la convergence en norme L2 possible grâce à gPC
par l'utilisation d'une base polynomiale mieux adaptée : la transformation considérée
est régulière, u(X) = sin(2piX), où X suit une distribution uniforme, impliquant que la
variable aléatoire u(X) suit une loi arcsinus. On voit l'accélération de la convergence
permise par l'introduction de la base polynomiale de Legendre gPC adaptée à l'entrée
uniforme. La courbe Hermite correspond au chaos polynomial de Hermite, c'est-à-dire
une approximation en fonction d'une gaussienne. Pour cela la loi uniforme est d'abord
transformée en une gaussienne ξ par la relation X = F(ξ) où F correspond à la fonction
de répartition de la loi normale. u(ξ) est alors approchée par une série de polynômes de
Hermite
∑
k ukHk(ξ).
La courbe de Legendre correspond au chaos polynomial généralisé qui s'adapte à la loi
uniforme en entrée 2.
Ainsi, gPC introduit une meilleure base polynomiale que le polynôme du chaos originel.
Cela pose la question de la recherche d'une base polynomiale encore mieux adaptée voire
optimal. Nous essaierons d'apporter un élément de réponse à cette question en introduisan
le chaos polynomial itératif.
Dans la section suivante, nous présentons formellement le polynôme du chaos généralisé.
2. Seuls les degrés impairs sont représentés du fait de l'imparité de u, seuls les termes impairs con-
tribuent au développement polynomial.
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Figure 2.2  Convergence en norme L2 du chaos polynomial classique (en rouge) et du
chaos polynomial généralisé (en bleu). On voit l'accélération de la convergence permise
par l'introduction de la base polynomiale de Legendre gPC adaptée à l'entrée uniforme.
u(x) = sin(2pix). Hermite : chaos polynomial de Hermite (approximation en fonction
d'une gaussienne). L'uniforme est d'abord transformée en une gaussienne ξ par la relation
X = F(ξ) où F correspond à la fonction de répartition de la loi normale. u(ξ) est alors
approchée par une série de polynômes de Hermite
∑
k ukHk(ξ).
Legendre : chaos polynomial généralisé.
Seuls les degrés impairs sont représentés car du fait de l'imparité de u, seuls les termes
impairs contribuent au développement polynomial.
2.2.2 Polynôme du Chaos généralisé
Soit u le modèle numérique et θ le paramètre d'entrée incertain vivant dans l'espace
stochastique (Θ,B,P). θ suit la loi de probabilité de mesure P(θ) supposée connue. θ est
un vecteur aléatoire de dimension d dont les composantes sont supposées indépendantes.
Si telle n'est pas le cas, il faut avoir recours à des méthodes permettant de rendre les
composantes de l'entrée indépendantes [LD09].
Le polynôme du chaos généralisé représente la variable aléatoire u(θ) par un polynôme en
θ dans la base polynomiale orthonormale par rapport à la loi de probabilité du paramètre
θ (2.4).
U = u(θ) '
P∑
k=0
uθkφ
θ
k(θ) (2.3)
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avec
∀(k, l) ∈ N2,E
[
φθk(θ)φ
θ
l (θ)
]
=
∫
φθk(θ)φ
θ
l (θ) dP(θ) = δk,l (2.4)
où les coeﬃcients polynomiaux sont déﬁnis par
uθk = E
[
u(θ)φθk(θ)
]
(2.5)
=
∫
Ω
u(θ)φθk(θ) dP(θ) . (2.6)
Le nombre de termes P dépend de la dimension de d et du degré maximal p des polynômes
selon la relation combinatoire
P1 + 1 =
(d+ p)!
d!p!
(2.7)
ou
P2 + 1 = (p+ 1)
d (2.8)
selon les choix. Mais il existe d'autres choix possibles, comme dans [Bla09], permettant
de conserver uniquement les termes important du développement gPC en fonction de la
réponse et selon certains critères a priori.
Ces relations (2.7) et (2.8) ainsi que la ﬁgure 2.3 font apparaître ce qui est communément
appelé ﬂéau de la dimension dans la littérature : on observe une croissance combinatoire
rapide du nombre de termes en fonction de la dimension.
La base polynomiale, dite adaptée à θ, vériﬁe la relation d'orthonormalité suivante :
∀(k, l) ∈ N2 :
∫
Θ
φθk(θ)φ
θ
l (θ) dP(θ) = δk,l. (2.9)
Le tableau suivant 2.2.2 présente les bases polynomiales qui correspondent aux lois de
probabilités classiques de dimension stochastique un. Dans le cadre de lois non conven-
tionnelles, la base polynomiale adaptée se calcule numériquement par la formule analy-
tique explicite de Christofell (section 2.3.4) ou par l'algorithme de Chebychev (section
2.3.5) présentant une version modiﬁée pour les problèmes mal conditionnés. Dans les deux
cas, on utilise les 2P + 1 premiers moments statistiques de la loi de θ pour déterminer la
base polynomiale de degré P. Plus précisément, on utilise les
µk =
∫
Θ
θk dP(θ) (2.10)
pour k ∈ {0, 1, . . . , 2P}. Nous reviendrons sur ces deux méthodes numériques dans la
section 2.3.
Le base polynomiale d'une variable θ de dimension d est généralement construite en
tensorisant les bases 1D adaptées aux variables indépendantes θ1, . . . , θd.
φθk =
d∏
i=1
φθiki (2.11)
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Figure 2.3  Nombre de termes du développement gPC en fonction de la dimension
stochastique d pour un degré polynomial partiel p = 5. En rouge P1 + 1 = (p+ 1)d et en
bleu P2 + 1 =
(d+p)!
d!p! avec Pi + 1 le nombre de termes du développement polynomial, p le
degré partiel des polynômes du produit de tensorisation (2.11).
où l'indice k correspond en fait au multi-indice de dimension d : k = (k1, k2, . . . , kd).
À noter que l'existence de la base polynomial adaptée à θ n'est pas toujours assurée.
Pour clariﬁer cette aﬃrmation, nous résumons dans la section 2.2.5 le chapitre un de
l'ouvrage Orthogonal Polynomials de Walter Gautschi [Gau04]
Avant cela, nous présentons le calcul numérique des coeﬃcients polynomiaux, eﬀectué
de manière non intrusive, et nous illustrons l'adaptation de gPC à la loi de probabilité
de l'entrée. Cela passe par l'adaptation de la quadrature numérique d'intégration pour
calculer les coeﬃcients polynomiaux, adaptation de la base polynomial, adaptation de
l'approximation gPC qui résulte des deux premières adaptations.
2.2.3 Calcul numérique des coeﬃcients polynomiaux
Il existe deux classes de méthodes non intrusives (i.e. utilisant un code de simulation
en boîte noire à la manière des méthodes Monte-Carlo, cf. annexe C) pour calculer les
coeﬃcients polynomiaux du développement gPC : par moindre carré et par intégration
numérique de la relation analytique (2.5).
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Variable aléatoire Polynôme d'Askey
Lois continues gaussienne Hermite
gamma Laguerre
beta Jacobi
uniforme Legendre
arcsinus Chebyshev
Lois discrètes Poisson Charlier
binomiale Krawtchouk
négative-binomiale Meixner
hypergéométrique Hahn
Table 2.1  Correspondance entre les bases de polynômes 1D et les lois de probabilité
des paramètres d'entrée [Xiu03] 1D stochastique.
La méthode des moindres carrés cherche à minimiser en uθ0, . . . , u
θ
P :
‖u(θ)−
P∑
k=0
uθkφ
θ
k(θ)‖22 (2.12)
à partir d'un plan d'expérience θ1, θ2, . . . , θNq et des calculs u(θ1), u(θ2), . . . , u(θNq).
L'autre méthode nous semble plus appropriée car les points de quadrature sont déterminé
en fonction de la loi de probabilité de l'entrée. Elle consiste à intégrer numériquement
(2.5) en utilisant une formule de quadrature [Wal03] (θi, ωi) avec i ∈ {1, . . . ,Nq} :
uk ' uNqk =
Nq∑
i=1
ωiu(θi)φ
θ
k(θi). (2.13)
Il existe plusieurs méthodes de quadrature 1D qui sont ensuite tensorisées, de manière
pleine ou creuse, pour obtenir une quadrature de dimension multiple.
Pour intégrer par rapport à une loi uniforme sur un intervalle borné, on utilise la quadra-
ture de Gauss-Legendre, de Clenshaw-Curtis, de Fejer. Plus généralement, pour une loi
de support borné on pourra se ramener modulo une transformation mettant en jeu la
fonction de répartition, à ces dernières quadratures. Par rapport à une gaussienne, dont
le support n'est pas borné, on utilise la quadrature de Gauss-Hermite.
La ﬁgure 2.4 montre des exemples des quadratures de Gauss-Legendre, Clenshaw-Curtis,
Fejer et uniforme. La ﬁgure 2.5 montre un exemple de quadrature 2D tensorisée pleine
de Clenshaw-Curtis.
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(b) Clenshaw-Curtis
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Figure 2.4  Quadratures numériques
2.2.4 Illustration de l'adaptation à la loi de l'entrée de gPC
Dans cette section, nous illustrons le fait que la base polynomiale gPC est modiﬁée lorsque
la loi de probabilité de l'entrée change. Nous choisissons d'illustrer cette propriété sur
le modèle u = I{θ < 0.5}. Nous prenons trois lois de probabilité dont les densités sont
représentées sur la ﬁgure 2.6.
Le fait de mettre des lois de probabilité diﬀérentes en entrée implique des lois de prob-
abilité diﬀérentes en sortie. Le ﬁgure 2.7 montre les trois lois de la sortie correspondant
aux trois lois d'entrée. Il s'agit de trois fois deux Dirac, dont les poids ne sont pas les
mêmes.
Nous utilisons 16 points de quadrature d'intégration numérique adaptés à chacune des
trois lois et un degré de troncature polynomial de 8, P = 8. La ﬁgure 2.8 montre les poids
en fonction des points d'intégration. Ces poids et points sont calculés pour chacune des
lois de probabilité d'entrée en passant par les moments statistiques, puis les polynômes
adaptés.
Nous construisons dans chacun des trois cas les bases polynomiales adaptées à la loi
d'entrée (ﬁgure 2.9 montrant les trois bases polynomiales) et la projection gPC corre-
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Figure 2.5  Quadrature numérique tensorisée pleine de Clenshaw-Curtis, 289 points
(172), 17 points par dimension
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Figure 2.6  Densité de probabilité des trois variables aléatoires en entrée : une uni-
forme, une triangulaire et une composée de trois uniformes. Nous conserverons les mêmes
conventions de couleurs pour les autres ﬁgures de cette section.
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Figure 2.7  Densité de probabilité des trois variables aléatoires en sortie
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Figure 2.8  Points et poids de quadrature adaptés des trois variables aléatoires en
entrée
spondante avec un degré de troncature P = 8 (ﬁgure 2.10 et la loi de l'approximation sur
la ﬁgure 2.11).
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Figure 2.9  Premiers polynômes de la base adaptée pour les trois variables aléatoires
en entrée. Le polynôme de degré 0 n'est pas représenté car il s'agit dans tous les cas du
polynôme constant 1.
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Figure 2.10  Approximations gPC correspondant aux trois variables aléatoires en en-
trée. Le fait de mettre des lois diﬀérentes en entrée implique la construction de modèles
gPC diﬀérents.
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Figure 2.11  Densité de probabilité des trois variables aléatoires en sortie approchées
par gPC réalisé avec 10000 tirages Monte-Carlo de la variable d'entrée. La densité rose
se rapproche de la loi uniforme mais le nombre d'échantillonnage n'est pas suﬃsant.
Ei Espace stochastique associé à
Erreur quadratique de ygPC1 0.0093 X1
Erreur quadratique de ygPC2 0.0066 X2
Erreur quadratique de ygPC3 0.0395 X3
Table 2.2  Erreur quadratique de yi dans l'espace stochastique associé à Xi
Nous adaptons ainsi la quadrature numérique d'intégration et la base polynomiale à la
loi de probabilité de l'entrée. C'est le principe de gPC.
L'approximation gPC s'adapte à l'entrée. On voit sur la ﬁgure 2.10 les diﬀérentes ap-
proximations de la sortie construites.
Notons ygPCi , avec i ∈ {1, 2, 3}, l'approximation gPC correspondant à l'entrée i. Nous
calculons l'erreur quadratique de yi dans l'espace stochastique associé à la variable Xi :
Ei =
∫
Ω
[
ygPCi (x)− u(x)
]2
pi(x) dx (2.14)
où pi désigne la densité de probabilité de Xi. Le tableau 2.2 présente les valeurs de ces
erreurs. On constate que bien que le modèle soit le même, les erreurs L2 sont diﬀérentes
car les lois d'entrée et les approximations gPC sont diﬀérentes.
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2.2.5 Existence de la base polynomiale
Sous quelles conditions, la base de polynômes orthogonaux par rapport à la loi de θ
existe-t-elle ? Dans les ouvrages et les articles traitant du polynôme du chaos généralisé
très peu mentionnent cette question et encore moins y répondent. Nous insistons donc
sur ce point. Pour les démonstrations, nous renvoyons le lecteur à l'ouvrage [Gau04].
Dans cette section, nous présentons les conditions d'existence de la base polynomiale
adaptée à la loi de θ étant donnés ses moments statistiques. Nous les supposons calculés
de manière exacte.
Soit dP(θ) la mesure de probabilité de l'entrée θ. Nous introduisons les moments statis-
tiques µr déﬁnis par
µr =
∫
Θ
θr dP(θ) , r = 0, 1, 2, . . . . (2.15)
R[θ] désigne l'espace des polynômes de la variable θ à coeﬃcients réels et Rd[θ] désigne
l'espace des polynômes en θ à coeﬃcients réels de degré inférieur ou égal à d. Sur ces
deux espaces, nous déﬁnissons le produit scalaire suivant :
∀P,Q ∈ R[θ], 〈P|Q〉 =
∫
Θ
P(θ)Q(θ) dP(θ) . (2.16)
Sa norme associée est
∀P ∈ R[θ], ‖P‖ =
√
〈P|P〉. (2.17)
Les conditions d'existence de la base portent de manière équivalente sur les moments
statistiques ou sur la positivité du produit scalaire. D'un point de vue numérique, nous
préférons les critères portant sur les moments car ils sont testables en pratique.
Déﬁnition 1 Le produit scalaire (2.16) est dit déﬁni positif sur R[θ] si ‖P‖ > 0 pour
tout P non nul dans R[θ]. De même, le produit scalaire (2.16) est dit déﬁni positif sur
Rd[θ] si ‖P‖ > 0 pour tout P non nul dans Rd[θ].
Le théorème suivant fournit le premier critère d'existence. Il n'est cependant pas utilisable
tel quel numériquement.
Théorème 1 (chapitre 2 de [Gau96]) Si le produit scalaire (2.16) est déﬁni positif sur
R[θ] alors il existe une unique séquence {piθk}k∈N de polynômes orthogonaux unitaires par
rapport à la loi de θ.
Aﬁn de fournir un critère plus pratique numériquement, nous introduisons les matrices et
déterminants de Hankel associés aux moments (2.15). Ces derniers permettrons de tester
numériquement le caractère déﬁni positif du produit scalaire.
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Déﬁnition 2 (Hankel, cf. [Gau04]) Pour n ∈ N∗, la matrice de Hankel Hn est déﬁnie par
Hn =

µ0 µ1 . . . µn−1
µ1 µ2 . . . µn
...
...
...
µn−1 µn . . . µ2n−2
 . (2.18)
Son déterminant est noté ∆n, ∆n = det(Hn).
À l'aide des déterminants de Hankel, le théorème suivant fournit un critère numérique
simple assurant le caractère déﬁni positif du produit scalaire (2.16), et par voie de con-
séquence de l'existence d'une unique base de polynômes orthogonaux et unitaires.
Théorème 2 (chapitre 2 de [Gau96]) Le produit scalaire (2.16) est déﬁni positif sur
R[θ] si et seulement si les déterminants de Hankel ∆n sont strictement positifs pour
tout n appartenant à N. De même, le produit scalaire (2.16) est déﬁni positif sur Rd[θ]
si et seulement si les déterminants de Hankel ∆n sont strictement positifs pour tout
n ∈ N∗, n 6 d+ 1.
Les théorèmes 1 et 2 nous permettent d'écrire le théorème d'existence suivant utilisable
en pratique.
Théorème 3 Si les déterminants de Hankel ∆n sont strictement positifs pour tout n ∈
N∗, n 6 d+ 1 alors il existe une unique séquence de polynômes unitaires orthogonaux de
degrés inférieurs à d par rapport à la loi de θ.
Remarque : Concernant les lois discrètes, si la variable aléatoire θ peut prendre N
valeurs avec une probabilité strictement positive alors la base polynomiale n'existe que
jusqu'au degré N. L'espace des variables aléatoire engendré par des polynôme en θ est de
dimension ﬁnie. Une variable aléatoire θ de loi discrète prenant une inﬁnité de valeurs avec
une probabilité non nulle engendre un espace de dimension inﬁnie. La base polynomiale
adaptée à θ existe pour tout degré. •
Cette études des conditions d'existence n'est en générale pas faite et nous insistons sur
l'originalité de ce travail.
2.2.6 Convergence
Le théorème de Cameron-Martin assure la convergence de gPC en norme stochastique
L2. Cette convergence est d'autant plus rapide que le modèle est régulier.
Théorème 4 (Cameron-Martin [CM47a]) Si u est une fonction de L2(Ω) alors l'ap-
proximation gPC converge en norme quadratique lorsque le degré polynomial tend vers
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l'inﬁni :
‖u−
P∑
k=0
ukφ
θ
k‖L2 P→∞−−−−→ 0. (2.19)
Preuve. Pour la preuve, nous revoyons le lecteur à [CM47a].
Ce théorème n'est valable que lorsque l'intégration des coeﬃcients polynomiaux est ex-
acte. Lorsque cette intégration est numérique et donc approchée, comme en fait dans la
totalité des cas pratiques, la convergence en P doit être accompagnée de la convergence en
points de quadrature (si par exemple les coeﬃcients sont calculés par quadrature numé-
rique) pour assurer la convergence globale de l'approximations. Un écueil connu provient
du fait qu'il est important de garder un ordre de troncature P raisonnable pour un nom-
bre de points de quadrature ﬁxé (sous peine de voir les termes polynomiaux de haut
degrés ampliﬁer l'erreur d'intégration sur les coeﬃcients). Nous illustrerons ce problème
dans la section 2.2.7 et verrons ce qui se produit si à nombre de points de quadrature
ﬁxé, on augmente trop le degré polynomial de troncature.
2.2.7 Exemples d'applications numériques
Nous illustrons ici simplement la convergence de gPC sur des modèles en dimension 1
en présentant un cas régulier et un cas discontinu. Nous insistons particulièrement sur
l'apparition du phénomène de Gibbs. c'est-à-dire l'apparition d'oscillations, lorsque le
modèle d'intérêt présente une discontinuité ou un fort gradient.
Nous utilisons une quadrature numérique de Gauss-Legendre contenant 33 points pour
illustrer la précision de l'approximation gPC et une quadrature de Gauss-Legendre con-
tenant 1024 points aﬁn de garantir une intégration très précise et montrer la convergence
de gPC avec le degré de troncature polynomial.
Nous montrons également que, à précision ﬁnie d'intégration des coeﬃcients polynomi-
aux, il existe un degré de troncature optimal pour la norme quadratique. Il n'est en
pratique pas connu. En eﬀet, l'erreur quadratique peut se décomposer comme la somme
de deux termes : l'erreur d'intégration et l'erreur de troncature. L'équation (2.20) montre
cette décomposition de l'erreur. L'erreur d'intégration vient de l'erreur que l'on commet
en calculant les coeﬃcients polynomiaux à précision d'intégration ﬁnie. L'erreur de tron-
cature vient de la troncature de la série polynomiale inﬁnie pour ne conserver que les P+1
premiers termes, soit un polynôme de degré P. uP,N désigne l'approximation tronquée au
degré P calculée avec N points de quadrature. Les coeﬃcients polynomiaux exact notés
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uk et leur approximation par intégration est notée u
P,N
k
‖u(X)− uP,N(X)‖2L2 =
P∑
k=0
(uk − uNk )2︸ ︷︷ ︸
intégration
+
∞∑
k=P+1
(uk)
2
︸ ︷︷ ︸
troncature
. (2.20)
Modèle régulier Soit le modèle u(θ) = sin(2piθ) avec θ suivant une loi uniforme sur
[−1 ; 1].
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Figure 2.12  Convergence de l'approximation en norme L2 avec le degré de troncature
P pour diﬀérents niveaux de quadrature. u(θ) = sin(2piθ).
Cela met en évidence l'existence d'un degré de troncature polynomial optimal.
La ﬁgure 2.12 présente la convergence en norme quadratique de l'approximation gPC
correspondant à diﬀérents niveaux de quadrature de Clenshaw-Curtis allant de k = 2 à
k = 5. Nous remarquons que sur un modèle continu, l'approximation gPC converge très
rapidement. De plus, pour des quadratures de petites dimensions, il apparaît un degré
optimal pour la norme L2. Ainsi, l'erreur diminue jusqu'à à certain degré puis augmente.
Avant cet optimum, l'erreur de troncature diminue plus vite que l'erreur d'intégration
augmente. Et après, l'erreur d'intégration prend le pas sur l'erreur de troncature et celle-ci
est même ampliﬁée par le degré polynomial élevé.
La ﬁgure 2.13 montre le modèle exacte et les approximations gPC de degré 3 et 5 avec
une quadrature de Gauss-Legendre à 16 points.
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Figure 2.13  Approximations gPC cas sinus pour P = 3 et P = 5 et une quadrature
de Gauss-Legendre de 16 points. Dès P = 5, l'approximation est d'une grande précision.
u(θ) = sin(2piθ).
Modèle discontinu Soit le modèle u(θ) = I{θ < 0.5} avec θ suivant une loi uniforme
sur [−1 ; 1]. On appelle cette fonction le modèle choc, celle-ci anticipe les diﬃcultés qu'il
est possible de rencontrer en considérant des problèmes de dynamique des gaz compress-
ibles par exemple.
La ﬁgure 2.14 montre la convergence de l'approximation gPC du modèle choc avec le
degré polynomial pour diﬀérents niveaux de quadrature. Elle fait apparaître de nouveau
l'existence à quadrature ﬁxée d'un degré de troncature optimal.
la ﬁgure 2.14 montre les approximations gPC de degré P = 3 et P = 5. On voit apparaître
des oscillations lorsque P augmente. On parle aussi de phénomène de Gibbs.
Nous proﬁtons de ce cas test pour illustrer le compromis intégration troncature à précision
ﬁni, c'est-à-dire à nombre de points de quadrature ﬁni. Nous prenons ici 16 points de
quadrature et faisons varier le degré polynomial de 1 à 25. Nous étudions l'erreur de
troncature, l'erreur d'intégration et l'erreur quadratique (qui est la somme des deux
premières).
La ﬁgure 2.16 montre l'augmentation de l'erreur d'intégration avec le degré polynomial
(courbe bleue), car lorsque P augmente, la fonction à intégrer croit en complexité et en
non linéarités. Bien sûr, l'erreur de troncature décroît (courbe rose). Enﬁn, l'erreur L2
(courbe rouge) diminue puis, passé un certain P (en l'occurrence P = 14), elle augmente.
30
true k = 2 k = 3 k = 4 k = 5
0.001
0.01
0.1
1
2 4 6 8 10 12 14
L
2
er
ro
r
P
gPC L2 error
Figure 2.14  Convergence de l'approximation en norme L2 avec le degré de troncature
P pour diﬀérents niveaux de quadrature. u(θ) = I{θ < 0.5}.
Cela met en évidence l'existence d'un degré de troncature polynomial optimal.
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Figure 2.15  Approximations gPC : cas indic pour P = 5 et P = 20 et une quadrature
de Gauss-Legendre à 16 points. Avec P augmentant, il apparaît des oscillations. Il s'agit
du phénomène de Gibbs. u(θ) = I{θ < 0.5}.
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Figure 2.16  Évolution de l'erreur quadratique, de l'erreur d'intégration et de l'erreur
de troncature avec le degré polynomial P sur le cas test indicatrice u(θ) = I{θ < 0.5}.
À partir d'un certain moment, l'augmentation de l'erreur d'intégration prend la pas sur
l'erreur de troncature.
Remarque : En pratique, il n'est pas possible (en tout cas dans le cas général de so-
lutions non régulières) d'évaluer les erreurs de troncature et d'intégration aﬁn de déter-
miner le degré polynomial optimal pour la norme quadratique à précision d'intégration
ﬁnie. Cependant, dans l'annexe D, nous proposons une approche basée sur la validation
croisée. Mais les études menées sur cette méthode ont permi de conclure qu'il ne faut
pas l'utiliser en boîte noire mais comme une source d'information quant à la précision de
l'approximation gPC et quant au choix du degré de troncature. Nous ne l'utiliserons pas
ici de manière systématique par la suite. •
2.3 Chaos polynomial généralisé itératif
Objectifs : Dans cette section nous décrivons l'algorithme d'approximation stochastique
i-gPC. Cet algorithme vise à construire une approximation d'une variable aléatoire de
variance ﬁnie dans un espace probabilité. Il s'agit d'une approche adaptative itérative du
polynôme du chaos généralisé vu à la section 2.2, motivée par un besoin d'une meilleure
précision numérique et de minimiser l'apparition du phénomène de Gibbs lors de l'ap-
plication de gPC à des solutions discontinues (notamment pour aborder par la suite des
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Figure 2.17  Histogramme de la réponse u(θ) = I{θ < 0.5} exact et reconstruit avec
gPC P = 20, 16 points de quadrature de Gauss-Legendre. La réponse exacte est une
variable aléatoire discrète ne prenant que deux valeurs. gPC ne parvient pas à restituer
ce comportement.
problèmes de type dynamique des gaz compressibles). •
i-gPC [PL11a] constitue un nouvel algorithme d'approximation de variables aléatoires
basé sur le polynôme du chaos généralisé et sur la théorie des problèmes aux moments.
Nous l'aborderons dans un premier temps sur le plan théorique dans un contexte in-
tégration inﬁnie, c'est-à-dire avec une intégration numérique exacte pour le calcul des
coeﬃcients polynomiaux. Dans un second temps, nous l'aborderons sur le plan pratique
en tenant compte de la précision ﬁnie de l'intégration. Il s'agira d'analyser la stabilité
de l'algorithme i-gPC, l'erreur d'intégration et l'erreur de troncature. Nous montrons
ici la viabilité de i-gPC en y intégrant un critère d'arrêt basé sur l'existence des bases
polynomiales étant donnés ses moments statistiques. L'intérêt de cette méthode réside
dans la construction automatique et itérative d'une approximation optimale au sens de
la norme L2 d'une variable aléatoire et ce sans appel supplémentaire au modèle u.
2.3.1 Contexte
Nous nous plaçons de nouveau, comme dans la section 2.2, dans le contexte de la prop-
agation d'incertitudes. Un modèle physique u transforme une entrée X aléatoire en une
variable réelle u(X) qu'il s'agit d'approcher.
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Dans la littérature il existe de nombreuses bases pour exprimer de façon concise u(X)
et en construire une approximation : le polynôme du chaos (PC), le polynôme du chaos
généralisé (gPC), gPC par morceaux, les bases d'ondelettes, . . . . Le choix de la base
dépend fortement de la régularité de la solution. L'algorithme i-gPC est né entre autre
de la volonté d'automatiser la procédure de sélection de la meilleure base au sens de la
norme L2 et ce en particulier pour les modèles discontinus. En eﬀet, le choix de la base
se révèle très compliqué pour les modèles discontinus pour lesquels on voit apparaître le
phénomène de Gibbs. i-gPC peut être vu comme une approche générale pour traiter le
phénomène de Gibbs survenant aux discontinuités.
Voici quels étaient les attentes concernant i-gPC :
1. ne pas dégrader la précision de gPC quelque soit la régularité de la quantité d'in-
térêt ;
2. ne pas réaliser d'évaluation supplémentaire du modèle, i-gPC reste un algorithme
de post-traitement ;
3. accroître la précision d'approximation des modèles présentant des discontinuités en
norme L2.
Nous verrons dans la suite du chapitre comment et en quoi ces attentes ont été satisfaites.
2.3.2 Description de l'algorithme i-gPC
i-gPC, pour iterative generalized Polynomial Chaos, ou polynôme du chaos généralisé
itératif, est un algorithme itératif d'approximation de variables aléatoires basé sur gPC
(section 2.2). Cet algorithme se fonde sur l'idée simple suivante. Pour toute variable
aléatoire réelle U de carré sommable (de variance ﬁnie), il existe une variable aléatoire
réelle V ainsi que des réels µ et σ tels que
U = µ+ σV. (2.21)
Pour s'en convaincre, il suﬃt de choisir µ = E [U], σ =
√
Var [U] et de poser V = U−µσ :
V est en fait la variable aléatoire centrée réduite de U. La relation (2.21) constitue l'-
expression polynomiale de U dans une base orthonormale en fonction de cette variable
aléatoire V, la plus concise possible. Malheureusement, en pratique, nous ne connaissons
pas V. Cependant, son existence ouvre la possibilité de rechercher V ou la base polyno-
miale orthonormale correspondante, c'est-à-dire orthonormale à la distribution de V. Il
s'agit de cela que tente de réaliser i-gPC de manière itérative en itérant les deux étapes
suivantes :
1. projection du modèle dans une certaine base polynomiale ;
2. construction de la base polynomiale adaptée à cette approximation.
Par adaptée, nous entendons la chose suivante.
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Déﬁnition 3 (Base polynomiale adaptée à une variable aléatoire) Soit X une variable
aléatoire. La base polynomiale (φXk )k∈N est dite adaptée à la variable aléatoire X si elle
est orthonormale par rapport à la loi de X.
∀(k, l) ∈ N2,
∫
Θ
φXk (x)φ
X
l (x) dP(x) = δk,l. (2.22)
Le processus est initié par une première approximation gPC. Puis les étapes de construc-
tion de la base adaptée qui fera l'objet de la section 2.3.3, et de projection sont itérées
jusqu'à ce qu'un critère d'arrêt soit vériﬁé. Nous traiterons ce critère d'arrêt dans la
section 2.3.8.
Voici l'algorithme i-gPC dont nous détaillerons les étapes dans la suite de ce chapitre.
Étape 0 (gPC) :  Choix du nombre de simulations N.
 Choix du degré polynomial de troncature P.
 Quadrature d'intégration numérique (Xi, ωi)i∈{1,...,N}.
 Base polynomiale adaptée à X : (φXk )k∈{0,...,P}.
 Faire tourner les simulations : u(X1), . . . , u(XN) une fois pour toute (il s'agit
d'une approche non intrusive dans laquelle le code u considéré comme une boîte
noire).
 Calcul des coeﬃcients gPC par intégration numérique par une formule de quadra-
ture :
∀k ∈ {0, . . . ,Q}, yXk = E
[
u(X)φXk (Xi)
]
(2.23)
'
N∑
i=1
ωiu(Xi)φ
X
k (Xi). (2.24)
 Approximation gPC
u(X) ' YPX = Z0 =
Q∑
k=0
yXk φ
X
k (X). (2.25)
Itération m : Zm désigne l'approximation après m itérations.
 Calcul des 2P + 2 premiers moments statistiques de l'approximation Zm :
∀s ∈ {0, 1, . . . , 2P + 1}, µZms =
N∑
i=1
ωi(Z
m)s (2.26)
 Calcul de la base polynomiale adaptée à Zm connaissant ses moments statistiques.
(φZ
m
k ) vériﬁant
∀(k, l) ∈ N2 :
∫
φZ
m
k (z)φ
Zm
l (z) dPZ
m
(z) = δk,l. (2.27)
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 Nouvelle approximation par projection dans cette base
∀k ∈ {0, . . . ,Q}, yZmk = E
[
uφZ
m
k (Z
m)
]
(2.28)
= E
[
u(X)φZ
m
k (Z
m(X))
]
(2.29)
=
N∑
i=1
ωiu(Xi)φ
Zm
k (Z
m(Xi)) (2.30)
u(X) ' YPZm = Zm+1 =
Q∑
k=0
yZ
m
k φ
Zm
k (Z
m). (2.31)
Critère d'arrêt : le critère d'arrêt de la méthode sera décrit par la suite.
Le diagramme procédurale 2.18 reprend cette description de i-gPC.
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X,N,P, u,m = 1
Étape 0
 Quadrature (Xi, ωi)i∈{0,...,N}
 Base (φXk )
 Calcul de u(X1), . . . , u(XN)
 ∀k ∈ {0, . . . ,Q}, yXk =
∑N
i=1 ωiu(Xi)φ
X
k (Xi)
Z0 =
Q∑
k=0
yXk φ
X
k (X)
Critère d'arrêt
Itération m
 Calcul des moments statistiques de
l'approximation Zm : ∀s ∈
{0, 1, . . . , 2P + 1}, µZms =
∑N
i=1 ωi(Z
m)s
 Calcul de la base polynômiale adaptée à
Zm : (φZ
m
k ).
 Nouvelle approximation par projection
dans cette base ∀k ∈ {0, . . . ,Q}, yZmk =∑N
i=1 ωiu(Xi)φ
Zm
k (Z
m
i )
Zm+1 =
∑Q
k=0 y
Zm
k φ
Zm
k (Z
m) .
 m← m+ 1
Zm
Figure 2.18  Diagramme procédural de l'algorithme i-gPC avec l'étape 0 gPC et les
itérations sur la construction de bases polynomiales adaptées à l'approximation précé-
dente
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2.3.3 Base polynomiale
Aﬁn de déterminer la base polynomiale adaptée à une variable aléatoire, il existe deux
approches : l'une analytique par la formule de Christoﬀel et l'autre algorithmique par
l'algorithme de Chebychev. La première est coûteuse numériquement et en mémoire et
instable (voir [Gau04] dans le paragraphe au bas de 54). La seconde est abordable en
terme de coût numérique et mémoire et moins instable. Nous opterons donc pour la
seconde approche.
2.3.4 Formule de Christoﬀel
La base orthonormale adaptée à la variable aléatoire X s'exprime par la formule de
Christoﬀel [Sze39] et [Akh65] page 3 à l'aide de ses moments statistiques µi déﬁnis par
∀i ∈ N, µi =
∫
Θ
xi dP(x) . (2.32)
Pour n ∈ N, le polynôme de degré n de la base s'exprime ainsi.
φXn (x) =
1√
Dn−1Dn
∣∣∣∣∣∣∣∣∣∣
µ0 µ1 . . . µn
µ1 µ2 . . . µn+1
. . . . . . . . . . . .
µn−1 µn . . . µ2n
1 x . . . xn
∣∣∣∣∣∣∣∣∣∣
, (2.33)
où |.| désigne le déterminant et Dn le déterminant de la matrice de terme général
{µi+j}(i,j)∈{0,...,n}2 .
Dn =
∣∣∣∣∣∣∣∣
µ0 µ1 . . . µn
µ1 µ2 . . . µn+1
. . . . . . . . . . . .
µn µn+1 . . . µ2n
∣∣∣∣∣∣∣∣ . (2.34)
Cette formule de Christoﬀel est pratique pour eﬀectuer des développements théoriques
mais, faisant intervenir des déterminants, se révèle coûteuse en temps de calcul et en
espace mémoire occupé si implémentée. Elle est de plus souvent instable numériquement
lorsque les matrices sont mal conditionnées. L'algorithme de Chebychev permet de s'af-
franchir en partie de ces inconvénients, surtout quant au temps de calcul et à l'occupation
mémoire, mais également concernant la stabilité.
2.3.5 Algorithme de Chebychev
Nous décrivons ici l'algorithme de Chebychev permettant de déterminer numériquement
la base de polynômes orthogonaux à une mesure de probabilité (dλ) étant donnée cette
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mesure. Il s'agit d'un algorithme plus stable et moins coûteux que la méthode consistant
à utiliser directement la formule analytique de Christoﬀel mettant en jeu un déterminant
(relation (2.33)). Il est en eﬀet essentiel, dans les problèmes aux moments qui se carac-
térise par leur grande sensibilité par rapport aux valeurs des moments, de se concentrer
sur la stabilité des algorithmes.
Nous supposerons que la mesure de probabilité dλ est donnée par ses 2n premiers mo-
ments statistiques µ0, µ1, . . . , µ2n−1.
Nous savons que les polynômes pik d'une base de polynômes orthogonaux et unitaires
sont liés par une relation de récurrence de la forme
pik+1(x) = (1− αk)pik(x)− βkpik−1(x) k = 0, 1, . . . (2.35)
pi−1(x) = 0 (2.36)
pi0(x) = 1 (2.37)
où les coeﬃcients (αk, βk)k∈N sont réels [Gau04] (théorème 1.27, chapitre 1, page 10).
Preuve. Démontrons brièvement la relation (2.35). Les polynômes (pik)k∈N étant uni-
taires, pik+1 − xpik est de degré k. Il s'exprime donc dans la base pi0, pi1, . . . , pik. Il existe
donc des coeﬃcients αk, βk et γk,j pour 0 6 j 6 k − 2 tels que
pik+1 − xpik = −αkpik − βkpik−1 +
k−2∑
j=0
γk,jpij . (2.38)
Par projection de (2.38) sur pik il vient :
αk =
〈xpik|pik〉
〈pik|pik〉 . (2.39)
De même, par projection de (2.38) sur pik−1 il vient :
βk =
〈xpik|pik−1〉
〈pik−1|pik−1〉 . (2.40)
Projetons maintenant (2.38) sur pij0 avec 0 6 j0 6 k − 2. Il vient
γk,j0 = −
〈xpik|pij0〉
〈pij0 |pij0〉
. (2.41)
Or
〈xpik|pij0〉 = 〈pik|xpij0〉 . (2.42)
De plus, comme j0 6 k − 2, xpij0 appartient à Rk−1[x].
Or pik est orthogonal à Rk−1[x]
Donc 〈pik|xpij0〉 = 0. Et donc γk,j0 = 0.
Par conséquent, il ne reste que deux termes dans (2.38) ce qui prouve la relation (2.35).
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La connaissance de ces coeﬃcients (αk, βk) pour k ∈ N rend possible et facile le calcul
de manière récursive des valeurs des polynômes pik pour k ∈ N.
La connaissance de ces coeﬃcients (αk, βk) pour k ∈ {0, 1, . . . , n − 1} rend possible et
facile le calcul de manière récursive des valeurs des polynômes pi0, pi1, . . . , pin.
Et une fois que l'on a les polynômes unitaires, il ne reste plus qu'à les normaliser pour
obtenir la base orthonormale.
Le problème alors à résoudre consiste à calculer les n premiers coeﬃcients (αk, βk) pour
k ∈ {0, 1, . . . , n − 1} étant donné les 2n premiers moments statistiques de la loi de
probabilité µ0, µ1, . . . , µ2n−1.
Il existe une relation analytique donnant les (αk, βk),  malheureusement, ce problème
est extrêmement sensible à une perturbation sur les moments  [Gau82] de sorte que des
moments calculés avec une précision ﬁnie peuvent conduire à une divergence du résultat
numérique, en l'occurrence de la valeur des polynômes orthogonaux. Or nous rencontrons
dans nos applications ce problème de la précision ﬁnie des moments car nous les calculons
par intégration numérique en utilisant une formule de quadrature. C'est pour limiter ce
risque que nous utilisons l'algorithme de Chebychev.
L'algorithme de Chebychev calcule les coeﬃcients (αk, βk) à partir des quantités σk,l
σk,l =
∫
R
pik(x)x
l dλ(x) (2.43)
avec
α0 =
σ0,1
σ0,0
β0 = σ0,0 (2.44)
αk =
σk,k+1
σk,k
− σk−1,k
σk−1,k−1
βk =
σk,k
σk−1,k−1
(2.45)
k = 1, 2, . . . (2.46)
L'intérêt de passer ainsi pas les σk,l réside dans le fait qu'il s'expriment de manière
récursive avec l'indice k en fonction des moments :
σ−1,0 = 0 (2.47)
σ0,l = µl (2.48)
σk,l = σk−1,l+1 − αk−1σk−1,l − βk−1σk−2,l (2.49)
l = k, k + 1, . . . , 2n− k − 1. (2.50)
Preuve. Montrons la relation de récurrence (2.49) en insérant la relation de récurrence
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sur la base de polynômes orthogonaux (2.35) dans la déﬁnition de σk,l (2.43).
σk,l =
∫
R
pik(x)x
l dλ(x) (2.51)
=
∫
R
{
(x− αk−1)pik−1(x)− βk−1pik−2(x)
}
xl dλ(x) (2.52)
=
∫
R
pik−1(x)xl+1 dλ(x)︸ ︷︷ ︸
σk−1,l+1
−αk−1
∫
R
pik−1(x)xl dλ(x)︸ ︷︷ ︸
σk−1,l
(2.53)
− βk−1
∫
R
pik−2(x)xl dλ(x)︸ ︷︷ ︸
σk−2,l
(2.54)
σk,l = σk−1,l+1 − αk−1σk−1,l − βk−1σk−2,l. (2.55)
Ce qui prouve la relation (2.49).
Nous utilisons cet algorithme à chaque itération de i-gPC aﬁn de déterminer la base de
polynômes orthonormaux par rapport à la mesure de l'approximation précédente.
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Figure 2.19  Polynômes de Legendre et polynômes donnés par l'algorithme de Cheby-
chev étant donnés les moments exacts de la loi uniforme sur [−1 ; 1]
La ﬁgure 2.19 montre les polynômes de Legendre et les polynômes calculés par l'algo-
rithme de Chebychev étant donnés les moments exacts de la loi uniforme sur [−1 ; 1].
On peut voir la parfaite correspondance des deux et donc la très bonne précision de la
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Figure 2.20  Polynômes de Legendre et polynômes donnés par l'algorithme de Cheby-
chev étant donnés les moments perturbés à 10−2 de la loi uniforme sur [−1 ; 1]
méthode de Chebychev. La ﬁgure 2.20 montre l'impact d'une perturbation sur le calcul
des moments sur le résultat de l'algorithme de Chebychev. Il s'agit ici d'une perturba-
tion aléatoire suivant une loi uniforme sur l'intervalle [−10−2 ; 10−2]. Chaque moment
est perturbé indépendamment des autres. Les perturbations sont des variables aléatoires
indépendantes et identiquement distribuées. Plus le degré polynomial augmente et plus
la perturbation sur le moments a un impact sur le polynôme calculé par la méthode de
Chebychev.
2.3.6 Convergence théorique
On suppose ici que les coeﬃcients de projection gPC sont exactement calculés à chaque
itération de i-gPC. La convergence de i-gPC repose d'une part sur la convergence de gPC,
et donc sur le théorème de Cameron-Martin, et sur le théorème suivant d'autre part.
Théorème 5 En utilisant les mêmes notations que ci-dessus, à chaque itération l'inégalité
‖u− Zm+1‖L2 6 ‖u− Zm‖L2 (2.56)
est vériﬁée.
L'inégalité (2.56) n'est pas stricte. Elle n'assure pas d'amélioration stricte à chaque itéra-
tion. Dépendant de l'application considérée et du point de départ Z0, une itération peut
être contractante (inégalité stricte) ou pas (inégalité non stricte).
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Le théorème 5 assure une amélioration au moins pour les i0 premières itérations, où i0
n'est pas connu à l'avance.
Preuve. Développons
‖u− Zm+1‖2L2 = ‖u− Zm + Zm − Zm+1‖2L2 (2.57)
= ‖u− Zm‖2L2 + ‖Zm − Zm+1‖2L2 + 2E
[
(u− Zm)(Zm − Zm+1)] (2.58)
= ‖u− Zm‖2L2 + ‖Zm − Zm+1‖2L2 + 2E
[−(u− Zm)Zm+1] (2.59)
= ‖u− Zm‖2L2 + ‖Zm − Zm+1‖2L2 + 2E
[
(Zm − u)Zm+1] . (2.60)
En développant le deuxième terme :
‖u− Zm+1‖2L2 = ‖u− Zm‖2L2 + E
[
(Zm)2
]
+ E
[
(Zm+1)2
]− 2E [uZm+1] (2.61)
= ‖u− Zm‖2L2 + E
[
(Zm)2
]− E [(Zm+1)2] . (2.62)
Car E
[
uZm+1
]
= E
[
(Zm+1)2
]
.
Étudions E
[
(Zm)2
]− E [(Zm+1)2].
Tous d'abord :
E
[
(Zm)2
]
=
P∑
k=0
(yZ
m
k )
2. (2.63)
Et
E
[
(Zm+1)2
]
=
P∑
k=0
(yZ
m+1
k )
2 = (yZ
m+1
0 )
2 + (yZ
m+1
1 )
2 +
P∑
k=2
(yZ
m+1
k )
2. (2.64)
Montrons que yZ
m+1
0 = y
Zm
0 . En eﬀet, le polynôme φ
ω
0 vaut 1 pour toute variable aléatoire
ω. Ainsi,
yZ
m
0 = E
[
uφZ
m−1
0 (Z
m−1)
]
= E [u] (2.65)
yZ
m+1
0 = E
[
uφZ
m
0 (Z
m)
]
= E [u] (2.66)
yZ
m
0 = y
Zm+1
0 . (2.67)
Montrons que
yZ
m+1
1 =
√√√√ P∑
k=1
(yZ
m
k )
2. (2.68)
Par déﬁnition,
yZ
m+1
1 = E
[
uφZ
m
1 (Z
m)
]
. (2.69)
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Exprimons à l'aide de la formule de Christoﬀel, le polynôme φZ
m
1 (Z
m) avec :
s0 = 1 (2.70)
s1 = y
Zm
0 (2.71)
s2 =
P∑
k=0
(yZ
m
k )
2 (2.72)
φZ
m
1 (Z
m) =
1√
s0
∣∣∣∣ s0 s1s1 s2
∣∣∣∣
∣∣∣∣ s0 s11 Zm
∣∣∣∣ . (2.73)
En développant les déterminants, il vient
φZ
m
1 (Z
m) =
Zm − yZm0√∑P
k=1(y
Zm
k )
2
. (2.74)
Revenons à la déﬁnition de yZ
m+1
1 :
yZ
m+1
1 = E
[
uφZ
m
1 (Z
m)
]
(2.75)
yZ
m+1
1 = E
u Zm − yZm0√∑P
k=1(y
Zm
k )
2
 (2.76)
yZ
m+1
1 = E
u∑Pk=1 yZmk φZm−1k (Zm−1)√∑P
k=1(y
Zm
k )
2
 (2.77)
yZ
m+1
1 =
∑P
k=1(y
Zm
k )
2√∑P
k=1(y
Zm
k )
2
(2.78)
yZ
m+1
1 =
√√√√ P∑
k=1
(yZ
m
k )
2. (2.79)
Ce qui prouve le résultat annoncé sur yZ
m+1
1 .
Par conséquent, en utilisant les relations (2.64), (2.67) et (2.79)
E
[
(Zm+1)2
]
=
P∑
k=0
(yZ
m
k )
2 +
P∑
k=2
(yZ
m+1
k )
2 (2.80)
E
[
(Zm+1)2
]
= E
[
(Zm)2
]
+
P∑
k=2
(yZ
m+1
k )
2 (2.81)
Donc E
[
(Zm+1)2
]− E [(Zm+1)2] = − P∑
k=2
(yZ
m+1
k )
2 6 0. (2.82)
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En conclusion, en utilisant l'inégalité (2.62)
‖u− Zm+1‖2L2 = ‖u− Zm‖2L2 −
P∑
k=2
(yZ
m+1
k )
2 (2.83)
‖u− Zm+1‖L2 6 ‖u− Zm‖L2 (2.84)
Ce qui termine la preuve.
Du théorème 5 et du théorème de Cameron-Martin, nous en déduisons le théorème de
convergence de i-gPC.
Théorème 6 Si u est une fonction de L2(Ω) alors l'approximation i-gPC converge en
norme quadratique lorsque le degré polynomial tend vers l'inﬁni :
‖u− uPi-gPC‖L2 P→∞−−−−→ 0. (2.85)
Preuve. Il s'agit d'une conséquence du thorème de Cameron-Martin et de l'inégalité
2.56. En eﬀet, l'inégalité 2.56 nous dit que
‖u− uPi-gPC‖L2 6 ‖u− uPgPC‖L2 . (2.86)
De plus, le théorème de Cameron-Martin assure la convergence du membre de droite vers
0 quand P tend vers +∞.
Nous en déduisons la convergence du membre de gauche vers 0 quand P tend vers +∞.
Cela termine la preuve.
Les théorèmes 5 et 6 sont valables quand le calcul des coeﬃcients polynomiaux est exact,
c'est-à-dire quand la précision de l'intégration est inﬁnie. Dans le cas d'une précision
d'intégration ﬁnie, il en va autrement. Aﬁn de comprendre ce qui ce passe à précision
d'intégration ﬁnie, nous procédons à l'analyse numérique de l'algorithme i-gPC.
2.3.7 Analyse numérique de i-gPC
Dans cette sous section, qui a fait l'objet du papier [LBP13], nous reprenons le théorème
5 de la section précédente dans un contexte de précision ﬁnie de l'intégration, c'est-à-dire
quand les coeﬃcients polynomiaux sont calculés numériquement avec une précision ﬁnie
et donc une erreur, ce qui correspond en fait à tous les cas pratiques rencontrés.
Cette analyse est essentielle dans la mesure où les problèmes aux moments peuvent se
caractériser par une grande instabilité numérique, cf. [MP84] par exemple. Une petite
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variation des moments peut déstabiliser i-gPC. Dans un premier temps notre code ne
présentait pas la stabilisation que nous introduisons ici.
Nous commençons par la première étape de i-gPC, à savoir gPC.
La mise en ÷uvre de gPC nécessite l'utilisation d'une quadrature numérique 3 (X1, ω1),
. . . , (XN, ωN) à N points aﬁn d'intégrer numériquement l'intégrale analytique (2.5) don-
nant la valeur des coeﬃcients polynomiaux yXk déﬁnis par la relation (2.3).
yXk ' yX,Nk =
N∑
i=1
ωiu(Xi)φ
X
k (Xi) (2.87)
Les coeﬃcients approchés yX,Nk sont ensuite utilisés pour construire l'approximation poly-
nomiale.
u(X) ' yP,NX (X) =
P∑
k=0
yX,Nk φ
X
k (X) (2.88)
Chaque coeﬃcient est entaché d'une erreur d'intégration qui se retrouve, avec l'erreur de
troncature, dans l'erreur L2 d'approximation.
(eNX)
2 = ‖u(X)− yP,NX (X)‖2L2 =
P∑
k=0
(
yXk − yX,Nk
)2
︸ ︷︷ ︸
erreur d'intégration
+
+∞∑
k=P+1
yXk︸ ︷︷ ︸
erreur de troncature
(2.89)
Il s'agit de trouver le bon compromis erreur d'intégration vs erreur de troncature. Nous
illustrons ce compromis par une analogie avec l'apprentissage statistique.
Remarque : À quadrature ﬁxée, l'augmentation du degré polynomial P réduit l'erreur de
troncature mais augmente l'erreur d'intégration des coeﬃcients d'ordres élevés. Le choix
du degré de troncature P s'eﬀectue en théorie de sorte à réaliser le meilleur compromis
entre l'erreur de troncature et l'erreur d'intégration. En pratique, il est très compliqué
de trouver cet optimum. Nous proposons néanmoins une approche par validation croisée
dans l'annexe D. •
Nous passons maintenant à la première itération de i-gPC.
Notons Z0P,N = y
P,N
X (X). Pour simpliﬁer les écritures, nous noterons souvent Z
0
N au lieu
de Z0P,N. À ce point de l'algorithme, le but est de construire la base polynomiale (φ
Z0N
k )
qui est adaptée à la mesure PZ0N c'est-à-dire vériﬁant la relation suivante : ∀(k, l) ∈ N2
E
[
φ
Z0N
k (Z
0
N)φ
Z0N
l (Z
0
N)
]
=
∫
φ
Z0N
k (z)φ
Z0N
k (z) dP
Z0N(z) = δk,l. (2.90)
3. dans la cas où les coeﬃcients polynomiaux sont calculés par intégration et non par régression
quadratique. Nous ne plaçons pas dans le contexte de la régression mais i-gPC pourrait être utilisé dans
ce contexte.
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Ce point est un point clé de i-gPC. L'existence de la base (φZk)k∈N à partir de ses moments
est évidente car les moments sont calculés à partir de Z. Il n'en est pas de même pour la
base (φ
Z0N
k )k∈{0,...,P} dont la construction dépend du calcul des moments s
Z
i ,
sZi = E
[
Zi
]
=
∫
xi dPZ(x) ' sZ0Ni '
N∑
l=1
ωl
(
yP,NX (Xl)
)i
(2.91)
pour i ∈ {1, . . . , 2P + 1}.
Ce problème est extrêmement sensible à la précision du calcul des moments (s
Z0N
i ) pour i ∈
{1, . . . , 2P + 1} et il est indispensable de vériﬁer la réalisibilité des moments, c'est-à-dire
l'existence de la base polynomiale connaissant les moments. Il se peut en eﬀet qu'étant
données les erreurs numériques sur les moments, aucune variable aléatoire ne corresponde
aux moments calculés. Dans un premier temps, nous supposerons la réalisibilité de ces
moments puis reviendrons sur cette hypothèse en introduisant une méthode la vériﬁer en
court d'algorithme.
Hypothèse 1 (Réalisibilité des moments statistiques) Nous supposerons la réalisibilité
des moments statistiques ce qui implique l'existence de la base (φZNk )k∈{1,...,P} sous la
contrainte des moments statistiques sZNi pour i ∈ {1, . . . , 2P + 1}.
Nous montrerons par la suite comment vériﬁer numériquement cette hypothèse.
En supposant la réalisibilité des moments, une deuxième approximation Z1N est calculée.
Z1N =
P∑
k=0
y
Z1N
k φ
Z0N
k (Z
0
N) (2.92)
y
Z1N
k = E
[
u(X)φ
Z0N
k (Z
0
N(X))
]
(2.93)
y
Z1N
k '
N∑
i=1
u(Xi)φ
Z0N
k (Z
0
N(Xi)) (2.94)
Nous déﬁnissons les erreurs d'approximation L2 e0 de la première approximation et e1
de la deuxième, et les erreurs d'intégration e0I et e
1
I .
e0I =
P∑
k=0
(
yX,Nk − yXk
)2
(2.95)
e1I =
P∑
k=0
(
yZ
0,N
k − yZ
0
k
)2
(2.96)
e0 = ‖u− yP,NX ‖L2 (2.97)
e1 = ‖u− yP,N
Z0
‖L2 (2.98)
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Théorème 7 Avec les notations précédentes et dans un contexte intégration ﬁnie,
(e1)2 − (e0)2 = (e1I )2 − (e0I )2 −
P∑
k=2
(yZ
0
k )
2. (2.99)
Démonstration. On note F = F−1X ◦FZ0N . L'erreur en norme L
2(Ω) dans la base (φ
Z0N
k )k∈N
est déﬁnie par :
(eNZ0N
)2 = ||u(F(Z0N))− yP,NZ0N (Z
0
N)||2L2 = E
[(
u(F(Z0N))− yP,NZ0N (Z
0
N)
)2]
, (2.100)
ce qui est équivalent à,
(eNZ0N
)2 = E
[(
u(F(Z0N))− yP,NX (F(Z0N)) + yP,NX (F(Z0N))− yP,NZ0N (Z
0
N)
)2]
. (2.101)
Développons le terme quadratique dans l'expression précédente (2.101) :
(eNZ0N
)2 = E
[(
u(X)− yP,NX (X)
)2]
︸ ︷︷ ︸
(eNX)
2
+ E
[(
yP,NX (F(Z
0
N))− yP,NZ0N (Z
0
N)
)2]
︸ ︷︷ ︸
∆N1
+ 2E
[(
yP,NX (F(Z
N))− yP,N
Z0N
(Z0N)
)(
u(F(Z0N))− yP,NX (F(Z0N)
)]
︸ ︷︷ ︸
∆N2
.
(2.102)
(eNX)
2 = E
[(
u(X)− yP,NX (X)
)2]
(2.103)
Notons ∆N2 le terme croisé de (2.102) et en developpant le produit il vient :
∆N2 = 2E
[(
yP,NX (F(Z
0
N))u(F(Z
0
N))
)]
︸ ︷︷ ︸
eN1
+ 2E
[(
yP,NX (F(Z
0
N))y
P,N
Z0N
(Z0N)
)]
︸ ︷︷ ︸
eN2
−2E
[(
yP,N
Z0N
(Z0N)u(F(Z
0
N))
)]
︸ ︷︷ ︸
eN3
− 2E
[(
yP,NX (F(Z
0
N)
)2]
︸ ︷︷ ︸
eN4
.
(2.104)
Étudions chaque terme dans (2.104). Pour eN1 et e
N
4 , nous avons :
eN1 = 2E
[(
yP,NX (F(Z
N))u(F(ZN))
)]
(2.105)
eN1 = 2
∑P
k=0
yX,Nk E
[(
φXk (X)u(X)
)]
(2.106)
eN1 = 2
∑P
k=0
yXk y
X,N
k (2.107)
eN4 = 2E
[(
yP,NX (X)
)2]
(2.108)
eN4 = 2
∑P
k=0
(yX,Nk )
2. (2.109)
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Pour eN2 et e
N
3 , nous avons par déﬁnition de Z
0
N = y
P,N
X (F(Z
0
N)) et (y
ZN,N
k )k∈{0,...,P}
eN2 = 2E
[(
yP,NX (F(Z
0
N))y
P,N
Z (Z
0
N)
)]
, (2.110)
= 2E
[
Z
(∑P
k=0
yZkφ
Z
k(Z)
)]
(2.111)
eN3 = 2E
[(
yP,N
ZN
(ZN)u(F(ZN))
)]
(2.112)
eN3 = 2
∑P
k=0
y
Z0N
k y
Z0N,N
k . (2.113)
En injectant ∆N1 =
eN4
2 +
∑P
k=0
(y
Z0N,N
k )
2 − eN2 et ∆N2 dans (eNZ0N)
2, il vient
∆N1 = E
[(
yP,NX (F(Z
N))− yP,N
ZN
(ZN)
)2]
,
= E
[(
yP,NX (X)
)2]
+ E
[(
yP,N
ZN
(ZN)
)2]
,
−2E
[(
yP,NX (F(Z
N))yP,N
ZN
(ZN)
)]
,
=
∑P
k=0
(yX,Nk )
2 +
∑P
k=0
(yZ
N,N
k )
2 − eN2 ,
∆N1 =
eN4
2 +
∑P
k=0
(yZ
N,N
k )
2 − eN2 .
(2.114)
(eNZN)
2 = (eNX)
2 + ∆N1 + ∆
N
2
= (eNX)
2 + eN1 + e
N
2 − eN3 − eN4 +
eN4
2
+
∑P
k=0
(yZ
N,N
k )
2 − eN2
= (eNX)
2 + eN1 − eN3 −
eN4
2
+
∑P
k=0
(yZ
N,N
k )
2
(eNZ0N
)2 = (eNX)
2 + 2
(∑P
k=0
yXk y
X,N
k −
∑P
k=0
y
Z0N
k y
Z0N,N
k
)
−
∑P
k=0
(yX,Nk )
2 +
∑P
k=0
(y
Z0N,N
k )
2.
(2.115)
À partir des premiers moments statistiques (s
Z0N
i )ß∈{0,1,2} et (s
Z0N,N
i )ß∈{0,1,2}, il vient

s
Z0N
0 = 1,
s
Z0N
1 = y
X
0 ,
s
Z0N
2 =
∑P
k=0
(yXk )
2
et

s
Z0N,N
0 = 1,
s
Z0N,N
1 = y
X,N
0 ,
s
Z0N,N
2 =
∑P
k=0
(yX,Nk )
2.
(2.116)
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De plus, les deux premières composantes de la nouvelle base gPC sont donnée par
φ
Z0N
0 (x) = 1,
φ
Z0N
1 (x) =
1√√√√sZ0N,N0
∣∣∣∣∣ sZ
0
N
0 s
Z0N
1
s
Z0N
1 s
Z0N
2
∣∣∣∣∣
∣∣∣∣∣ sZ
0
N
0 s
Z0N
1
1 x
∣∣∣∣∣ ,
φ
Z0N
1 (x) =
1√∑P
k=1
(yX,Nk )
2
(x− yX,N0 ).
(2.117)
Utilisons le fait que yX,N0 = y
Z0N,N
0 et y
X
0 = y
Z0N
0 aﬁn que
(eNZ0N
)2 = (eNX)
2 + 2
∑P
k=1
yXk y
X,N
k − 2
∑P
k=1
y
Z0N
k y
Z0N,N
k
−
∑P
k=1
(yX,Nk )
2 +
∑P
k=1
(y
Z0N,N
k )
2.
(2.118)
Étudions y
Z0N,N
1 de la nouvelle base gPC : par déﬁnition nous avons
y
Z0N
1 = E
[
u(X)φ
Z0N
1
(∑P
k=0
yX,Nk φ
X
k (X)
)]
,
yZ
N,N
1 =
∑N
j=1
wju(Xj)φ
ZN
1
(∑P
k=0
yX,Nk φ
X
k (Xj)
)
,
(2.119)
approché par intégration numérique, par
y
Z0N,N
1 =
∑N
j=1
wju(Xj)φ
Z0N
1
(∑P
k=0
yX,Nk φ
X
k (Xj)
)
. (2.120)
En remplaçant φ
Z0N
1 par son expression dans (2.119) et (2.120), il vient
y
Z0N
1 = E
u(X)
∑P
k=1
yX,Nk φ
X
k (X)√∑P
k=1
(yX,Nk )
2
 =
∑P
k=1
yX,Nk y
X
k√∑P
k=1
(yX,Nk )
2
, (2.121)
et y
Z0N,N
1 =
∑N
j=1
wju(Xj)
∑P
k=1
yX,Nk φ
X
k (Xj)√∑P
k=1
(yX,Nk )
2
=
√∑P
k=1
(yX,Nk )
2. (2.122)
Revenons à (2.118) utilisant (2.121)
(eNZ0N
)2 = (eNX)
2 − 2
∑P
k=2
y
Z0N
k y
Z0N,N
k +
∑P
k=2
(y
Z0N,N
k )
2. (2.123)
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De plus, l'erreur de projection par rapport à Z0N, dénotée (e
Z0N,N
p )2 est donnée par
(e
Z0N,N
p )
2 =
∑P
k=0
(y
Z0N,N
k )
2 +
∑P
k=0
(y
Z0N
k )
2 − 2
∑P
k=0
y
Z0N
k y
Z0N,N
k . (2.124)
De sorte que (2.123) devienne
(eNZ0N
)2 = (eNX)
2 + (e
Z0N,N
p )
2 − (yZ0N,N0 )2 − (y
Z0N,N
1 )
2
−
∑P
k=0
(y
Z0N
k )
2 + 2
∑P
k=0
uXk u
X,N
k ,
(2.125)
Et introduisant l'erreur de projection sur la première base,
(eX,Np )
2 =
∑P
k=0
(uXk − uX,Nk )2 =
∑P
k=0
(yX,Nk )
2
+
∑P
k=0
(yXk )
2 − 2
∑P
k=0
yXk y
X,N
k ,
(2.126)
assurant que
(eNZ0N
)2 = (eNX)
2 + (e
Z0N,N
p )
2 − (eX,Np )2 −
∑P
k=2
(y
Z0N
k )
2, (2.127)
Ce qui termine la preuve.
Donc, cette itération apporte un gain à la condition suivante :
(e1I )
2 − (e0I )2 +
P∑
k=2
(yZ
0
k )
2 6 0. (2.128)
À noter que si l'intégration est exacte, nous retrouvons le résultat de la section précédente,
puisque e0I et e
1
I sont nuls et donc chaque itération apporte un gain.
2.3.8 Critère d'arrêt de i-gPC
Au cours de l'algorithme i-gPC, le passage de la variable aléatoire connaissant ses mo-
ments statistiques à la base polynomiale orthonormale par rapport à sa mesure de prob-
abilité constitue un problème aux moments. Cette classe de problèmes se caractérise par
une grande instabilité numérique. Nous introduisons dans cette section les théorèmes
assurant l'existence d'une solution à un problème aux moments ainsi qu'un critère nu-
mérique pour le vériﬁer.
51
Existence de solution d'un problème aux moments
En général, un problème aux moments se pose de la façon suivante.
Problème 1 (Problème aux moments tronqué) Trouver la densité de probabilité f(x)
connaissant ses N + 1 premiers moments statistiques (µ0, . . . , µN).
Il existe la version analogue non tronquée, qui se pose théoriquement mais pas dans la
pratique car on n'a jamais accès à une inﬁnité de moments.
Problème 2 (Problème aux moments non tronqué) Trouver la densité de probabilité
f(x) connaissant ses moments µn pour tout n ∈ N.
Nous nous restreignons, ici, à l'étude de variables aléatoires à valeurs dans un intervalle
[a ; b] et aux problèmes aux moments associés. Ceci reste raisonnable dans les applications
physiques que nous traitons (par déﬁnition, aucune application physique de peut avoir
l'inﬁni pour résultat ou alors le modèle est par déﬁnition mal posé). Étant donné que tout
intervalle [a ; b] peut être réduit à l'intervalle [0 ; 1] par une simple transformation linéaire,
nous traiterons, sans perte de généralité, des variables aléatoires à valeurs dans [0 ; 1] et
les problèmes aux moments associés. Nous pouvons nous permettre cette restriction dans
la mesure où les variables aléatoires physiques que nous traitons sont toujours à support
borné. Nous n'aborderons pas les autres types de problèmes aux moments (Hamburger,
etc.). Dans la littérature, les problèmes aux moments sur supports bornés sont qualiﬁés
de problème aux moments de Hausdorﬀ et sont posés de la façon suivante.
Problème 3 (Problème aux moments de Haussdorﬀ tronqué) Trouver la densité de
probabilité f(x) connaissant ses N + 1 premiers moments (µ0, . . . , µN).
De nouveau, il existe la version analogue non tronqué, qui se pose théoriquement mais
pas dans la pratique car on n'a jamais accès à une inﬁnité de moments.
Problème 4 (Problème aux moments de Haussdorﬀ non tronqué) Trouver la densité de
probabilité f(x) connaissant ses moments µn pour tout n ∈ N.
Face à ces problèmes de Haussdorﬀ, la question qui se pose en premier lieu concerne
l'existence d'une solution et si oui est-elle unique. On trouve dans la littérature math-
ématique [KS51] des conditions portant sur la séquence des moments (µn)n∈N pour le
problème non tronqué et sur (µ0, . . . , µN) pour le problème tronqué.
Concernant l'existence d'une solution au problème aux moments de Haussdorﬀ non tron-
qué, c'est à dire connaissant une inﬁnité de moments.
Théorème 8 Connaissant µn pour tout n ∈ N, le problème aux moments de Hausdorﬀ
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admet une solution si et seulement si
∀(k, n) ∈ N2,
k∑
i=0
(−1)k
(
k
i
)
µi+n > 0. (2.129)
De plus, s'il existe une solution, elle est unique.
Ce théorème, aussi pertinent soit-il sur le plan théorique, ne présente pas d'intérêt pra-
tique dans la mesure où il implique une inﬁnité de moments statistiques et que en général,
seulement un nombre ﬁni de moments sont connus. Le théorème suivant portant sur la
positivité des déterminants de Hankel introduit les conditions pour que le problème de
Hausdorﬀ tronqué admette une solution. Aﬁn de caractériser l'existence de solution du
problème de Hausdorﬀ tronqué, commençons par déﬁnir les déterminants de Hankel.
Déﬁnition 4 (Déterminant de Hankel, cf. [KS51]) Les déterminants de Hankel sont
déﬁnis par :
H2m =
∣∣∣∣∣∣∣
µ0 · · · µm
...
...
µm · · · µ2m
∣∣∣∣∣∣∣ (2.130)
H2m+1 =
∣∣∣∣∣∣∣
µ1 · · · µm+1
...
...
µm+1 · · · µ2m+1
∣∣∣∣∣∣∣ (2.131)
H2m =
∣∣∣∣∣∣∣
µ1 − µ2 · · · µm − µm+1
...
...
µm − µm+1 · · · µ2m−1 − µ2m
∣∣∣∣∣∣∣ (2.132)
H2m+1 =
∣∣∣∣∣∣∣
µ0 − µ1 · · · µm − µm+1
...
...
µm − µm+1 · · · µ2m − µ2m+1
∣∣∣∣∣∣∣ . (2.133)
Remarque : À noter que nous avons deux déﬁnitions pour les déterminants de Hankel
associés aux moments statistiques d'une distribution :
 la déﬁnition 2 tirée de [Gau04] semble très utilisée dans les ouvrages traitant de l'ex-
istence d'une base polynomiale orthogonale par rapport à une distribution donnée.
 La déﬁnition 4 est plus communément répandues dans les écrits concernant les moments
(cf. par exemple [KS51, AG02]).
Nous n'avons jamais vu les deux déﬁnitions côte-à-côte dans le même ouvrage mais nous
souhaitons ici mettre en évidence le fait que selon la déﬁnition, les hypothèses dans les
théorèmes présetés dans cette thèse peuvent diﬀérées. •
Les déterminants de Hankel étant déﬁnis, nous pouvons énoncer le théorème suivant.
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Théorème 9 1. Le problème de Hausdorﬀ déﬁni par les N + 1 moments (µ0, . . . , µN)
possède une solution si et seulement si pour tout n dans {1, . . . ,N}, Hn et Hn sont
positifs ou nuls.
2. De plus, si les déterminants de Hankel Hn et Hn sont strictement positifs pour tout
n dans {1, . . . ,N}, alors le problème possède une inﬁnité de solutions.
3. Enﬁn, s'il existe k tel que 1 < k < N tel que Hl et Hl sont strictement positifs
pour tout pour l dans {1, . . . , k − 1} et tel que Hk = 0 ou Hk = 0, alors, il existe
une unique solution, la solution est déterminée par les moments (µ0, . . . , µk), et les
déterminants Hl et Hl sont nuls pour tout pour l dans {k, . . . ,N}
Nous nous basons sur ce théorème 9 pour introduire un critère de sortie de l'algorithme
i-gPC.
Critère d'arrêt de l'algorithme i-gPC
Au cours d'une itération de i-gPC, nous résolvons le problème aux moments de Haus-
dorﬀ tronqué déﬁni par les moments (µ1, . . . , µ2P) en déterminant une base polynomiale
orthonormale de degré P par rapport à une variable aléatoire ayant pour moments statis-
tiques (µ1, . . . , µ2P). Trois cas de ﬁgure sont à considérer :
1. Si la condition 1 du théorème 9 n'est pas vériﬁée, alors, le problème aux moments
à résoudre ne présente pas de solution. L'algorithme i-gPC s'arrête.
2. Si nous sommes dans le cas de la condition 2 du théorème 9, alors, il existe une
solution au problème et i-gPC se poursuit.
3. Si nous sommes dans le cas de la condition 3 du théorème 9, alors, il existe une
solution au problème, mais celle-ci ne dépend que des k premiers moments. Nous
éliminons les suivants qui pourraient introduire une instabilité numérique, et nous
trouvons la base polynomiale adaptée à ces k moments (µ1, . . . , µk). Cependant,
nous devons modiﬁer le degré de la base polynomiale car, avec k moments, le degré
maximal des polynômes de la base est bk2c (formule de Christoﬀel). Puis l'algorithme
se poursuit en ayant modiﬁé le degré de troncature polynomial.
Ainsi, il s'agit non seulement d'un critère de sortie de l'algorithme itératif i-gPC, mais
également d'un critère de modiﬁcation du degré de troncature polynomial lors de chacune
des itérations. En terme de stabilité numérique de i-gPC, ceci n'est pas anecdotique,
comme nous le verrons dans la section 2.3.7.
2.3.9 Exemple d'applications numériques
Dans cette sous section, nous illustrons le comportement de i-gPC sur des cas test continus
et discontinus en dimension stochastique un et deux. Cependant, aﬁn de couvrir la plus
large diversité de situations possibles, nous présentons deux cas discontinus issus de la
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dynamique des ﬂuides et un cas continu. Ce cas continu illustre le fait que si i-gPC se
comporte très bien sur les cas discontinus, il se comporte également au moins aussi bien
que gPC dans ces situations grâce à l'introduction du critère d'arrêt. Nous montrons sur
le cas  Legendre  ce qui pouvait ce produire avant l'introduction du critère d'arrêt.
Nous nous plaçons dans une situation réaliste concernant le nombre de points d'inté-
gration, c'est-à-dire le nombre d'appels au modèle. Nous prenons une quadrature de
Gauss-Legendre comprenant 32 points.
Nous étudions dans les trois situations suivantes l'évolution de l'approximation de i-gPC
au cours des itérations de l'algorithme, la précision en norme L1 et en norme L2, la
troncature polynomiale opérée automatiquement par i-gPC.
Choc Le modèle à approcher est :
u(x) = I{x 6 −0.5}, (2.134)
où x suit une loi uniforme sur [−1, 1].
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Figure 2.21  Approximation i-gPC du cas choc au cours des itérations 1, 2, 3 et 14.
On voit la discontinuité de mieux en mieux captée et les oscillations se réduire.
Les ﬁgures 2.21 présentent les approximations i-gPC aux itérations 1, 2, 3 et 14. On voit
se réduire les oscillations et les deux plateaux mieux captés par i-gPC. La ﬁgure 2.22
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Figure 2.22  Convergence L1 et L2 de l'approximation i-gPC du cas choc. i-gPC permet
un gain en norme L1 ainsi qu'en norme L2. Le gain est nettement plus conséquent en
norme L1.
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Figure 2.23  Histogramme i-gPC du cas choc, P = 5, 16 itérations, quadrature de
Gauss-Legendre à 16 points.
montre la convergence de i-gPC pour P = 5 au cours des itérations en norme L1 et L2.
On constate que le gain est bien plus remarquable en norme L1. Comme le montre la
ﬁgure 2.23, le gain est également signiﬁcatif pour les lois de probabilité : i-gPC permet
de retrouver les deux Dirac. On représente, par ailleurs, sur la ﬁgure 2.24, l'évolution du
degré de troncature polynomial au cours de l'algorithme i-gPC sur le cas choc lorsque
l'on fait appel au critère d'arrêt à chaque itération : celui est activé dès l'itération deux
pour limiter l'ordre de troncature de manière à avoir un problème aux moments bien
posé.
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Figure 2.24  Évolution du degré de troncature i-gPC du cas choc, P = 5, 16 itéra-
tions, quadrature de Gauss-Legendre à 16 points. L'algorithme i-gPC limite le degré de
troncature lorsque la précision d'intégration n'est pas suﬃsante.
Sur ce cas test discontinu le plus basique possible, on constate que i-gPC ce comporte
très bien. On observe une accélération de la convergence en normes L1 et L2 avec un gain
bien plus important en norme L1. De plus, les oscillations autour de la discontinuité ont
été gommées par i-gPC.
Bichoc Le modèle à approcher est :
u(x) = 2 I{x 6 −0.5}+ I{−0.5 < x 6 0.5}, (2.135)
où x suit une loi uniforme sur [−1, 1].
Les ﬁgures 2.25 montrent les approximations i-gPC sur cette double discontinuité aux
itérations 1, 2, 3 et 9. Comme pour la simple discontinuité précédente, on remarque
l'atténuation des oscillations avec les itérations. La ﬁgure 2.26 montre le gain permis
par l'utilisation de i-gPC, aussi bien en norme L1 qu'en norme L2, bien qu'il soit plus
important en norme L1.
Legendre Le modèle à approcher est :
u(x) = φL0 (x) + φ
L
3 (x) + φ
L
10(x), (2.136)
où x suit une loi uniforme sur [−1, 1] et où les φLk désignent les polynômes de Legendre,
c'est-à-dire adaptés à la mesure uniforme sur [−1 ; 1]. Ce modèle contient donc un nombre
ﬁni de modes dans son développement gPC.
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Figure 2.25  Approximation i-gPC du cas bichoc pour diﬀérentes itérations (1,2,3 et
9). Les deux discontinuités sont de mieux en mieux captées et les oscillation se réduisent.
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Figure 2.26  Convergence en norme L2 de l'approximation i-gPC au cours des itérations
du cas bichoc
La ﬁgure 2.29 montre le gain minime en normes, L1 et L2, de i-gPC sur le cas Legendre à
la première itération puis la stagnation aux itérations suivantes. Sur les ﬁgures 2.28, on
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Figure 2.27  Histogramme i-gPC du cas bichoc, P = 5, 16 itérations, quadrature de
Gauss-Legendre à 16 points. i-gPC saisi correctement les trois paliers.
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Figure 2.28  Approximation i-gPC du cas Legendre
peut visualiser ce gain, en particulier aux bords du domaine. Ce cas illustre les limites
de i-gPC dans certains cas, principalement continus. Cependant, on retient que i-gPC ne
dégrade pas la précision de l'approximation dans tous les cas. Ainsi, étant donné que le
coût numérique de i-gPC est nul devant le coût de résolution du modèle u, autant utiliser
i-gPC à la place de gPC. Au mieux on gagne et au pire on ne perd rien.
Nous souhaitons illustrer ce qui peut se passer sans l'introduction du critère d'arrêt. Nous
utilisons 16 points de quadrature de Gauss-Legendre et P = 5. Pour cela, nous présentons
dans la ﬁgure 2.30 les approximations successives de i-gPC au cours des itérations sans
critère d'arrêt et de limitation du degré polynomial. On remarque l'explosion de l'algo-
rithme avec certains points d'approximation partant à l'inﬁni. Ceci est conﬁrmé par la
ﬁgure 2.31 montrant la divergence des normes L1 et L2. En comparant les convergences
des ﬁgures 2.31 et 2.32 réalisées exactement dans les mêmes conditions mise à part le
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Figure 2.29  Convergence L1 et L2 de l'approximation i-gPC du cas Legendre
critère d'arrêt, on comprend la pertinence du critère introduit.
Diﬀérentes loi de probabilité en entrée Nous reprenons ici l'exemple de la section
2.2.4 en ajoutant l'utilisation de i-gPC.
Sur la ﬁgure 2.33 la courbe numéro 2 (magenta) correspond à une loi de probabilité con-
centrant toute la masse autour de 0. Cela implique une grande précision au niveau de la
discontinuité et une moins grande aux bords. Ces trois exemples illustrent le fait que l'on
peut appliquer i-gPC pour n'importe quelle loi de probabilité en entrée. Les oscillations
sont dans les trois cas éliminées, la discontinuité bien captée et l'erreur quadratique est
réduite par rapport à celle faite par gPC.
i ygPCi (Xi) y
i-gPC
i (Xi) y
i-gPC
1 (Xi)
1 0.0093 0.0015 
2 0.0066 0.0007 0.0010
3 0.0395 0.0026 0.012
Table 2.3  Erreur quadratique de yi dans l'espace stochastique associé à Xi pour gPC et
i-gPC et diﬀérentes lois de probabilité en entrée. Il y a un gain de 6 à 15 en norme L2 grâce
à i-gPC. On calcule aussi l'erreur en norme L2 de yi-gPC1 dans les espaces stochastiques
associés à X2 et X3.
Le tableau 2.3 résume le gain apporté par i-gPC par rapport à gPC. On gagne un facteur
de 6 à 15 sur l'erreur L2. On calcule aussi pour le modèle i-gPC yi-gPC1 construit comme
si la loi de l'entrée était une uniforme, l'erreur L2 dans l'espace stochastique associé à X2
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Figure 2.30  Approximation i-gPC du cas Legendre sans critère d'arrêt et de limitation
de degré polynomial
et dans celui associé X3.
Cette exemple, mettant en évidence le fait que la variable aléatoire de sortie dépend
fortement de la variable aléatoire d'entrée simule le fait qu'une légère erreur la loi de
l'entrée peut avoir un impact important sur la variable aléatoire de sortie. Cet exem-
ple permet d'introduire le travail eﬀectuer dans le chapitre suivant, utilisant l'approche
bayésienne pour mieux connaître la loi des paramètres d'entrée en comparant la sortie
de notre système dynamiques à des résultats d'expériences.
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Figure 2.31  Convergence L1 et L2 de l'approximation i-gPC du cas Legendre sans
critère d'arrêt et de limitation de degré polynomial
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Figure 2.32  Convergence L1 et L2 de l'approximation i-gPC du cas Legendre avec
critère d'arrêt et de limitation de degré polynomial
2.3.10 Coût numérique de i-gPC
Nous terminons cette description de i-gPC par son coût numérique. i-gPC s'utilise en
post-traitement tout comme gPC. Un lancement de i-gPC prend au maximum quelques
secondes. La durée de post-traitement i-gPC reste négligeable devant la durée des simu-
lations du modèle qui nécessitent quelques heures voir quelques jours. On peut considérer
que le coût numérique de i-gPC est nul et donc que nous n'avons rien à perdre à utiliser
i-gPC au lieu de gPC d'autant plus que i-gPC est au moins aussi précis que gPC.
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Figure 2.33  Les trois approximations i-gPC correspondant aux trois lois d'entrée. On
peut utiliser i-gPC avec une loi en entrée quelconque.
Dans cette section, nous avons considéré un certain nombre de cas-tests dits analytiques,
dans le sens où ceux-ci ne nécessitent pas la résolution d'un code complexe, transformant
(de façon non linéaire) une variable aléatoire en une autre par une transformation plus ou
moins non linéaire. Avant d'aborder le chapitre suivant, nous voulons attirer l'attention
du lecteur sur un problème intervenant lors de la résolution d'un problème instationnaire
ayant une dépendance temporelle de plus en plus non linéaire. Ce problème, couramment
appelé long-time integration", touche toutes les méthodes numériques en général mais il a
été particulièrement analysé dans [GvdSVK10b, MB10, MB12]. Dans ce cas, la complexité
(et le contenu spectral) de la solution ne cesse de croître au cours du temps au fur et à
mesure que la dépendance en la variable aléatoire du système devient de plus en plus non
linéaire. Une discrétisation standard (d'ordre constant) s'avère ineﬃcace et ne converge
plus pour un temps suﬃsamment long choisi par rapport au problème considéré.
En adaptant la base polynomiale, i-gPC permet de réduire l'eﬀet de l'apparition de non
linéarités en temps long, ou "long term integration" (section 4.3 [PL11b]).
2.4 Conclusion du chapitre
Dans ce chapitre, nous avons dans un premier temps abordé le problème de la propaga-
tion d'incertitudes dans les systèmes complexes. Nous avons eﬀectué un état de l'art sur
les méthodes spectrales dites par Chaos Polynomial généralisé (approche non intrusive)
en précisant les conditions de mise en ÷uvre sur la loi d'entrée et sur le modèle. Nous
avons montré la pertinence de soigner le choix de la base de projection. Nous avons illus-
tré son application sur des exemples simples mais permettant d'anticiper les problèmes
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intervenant notamment en dynamique des gaz compressibles, physique qui motive les
travaux de ce mémoire. Nous avons eﬀectué l'analyse numérique complète de la méthode
et étudié des problèmes académiques simples pour mettre en évidence les avantages et
les inconvénients du Chaos Polynomial généralisé en application non intrusive (i.e. util-
isant un code en boîte noire comme les méthodes Monte-Carlo). L'approche comporte
deux principaux inconvénients : la forte dépendance de la compléxité du problème au
nombre de dimension stochastique du problème (appelé ﬂéau de la dimension dans les
ouvrages de la littérature) ainsi que sa sensibilité au phénomène de Gibbs dès lors que la
solution présente de forts gradients dans l'espace des paramètres incertains. Concernant
la première diﬃculté, nous n'avons pas apporté de contributions à la discipline, en eﬀet
nous avons pu dans cette thèse nous limiter à des dimensions relativement faibles pour
les études eﬀectuées. Concernant le second point, à savoir la sensibilité au phénomène de
Gibbs et aux transformations non linéaires en général, nous avons proposé une nouvelle
méthode basée à la fois sur le Chaos Poynomial généralisé et les méthodes aux mo-
ments. La méthode, appelée i-gPC pour iterative-generalized Polynomial Chaos, assure
une meilleure approximation que le Chaos Polynomial généralisé classique et présente
un intérêt en particulier sur les solutions présentant de forts gradients par rapport aux
variables de l'espace stochastique. L'analyse numérique de cette nouvelle méthode a fait
l'objet d'une publication soumise à SIAM numerical analysis dont nous attendons le
retour des rapporteurs.
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Chapitre 3
Problème inverse, inférence
bayésienne et son accélération
Objectifs : Dans ce chapitre, nous exposons les bases de la théories des probabilités
bayésiennes, la résolution bayésienne des problèmes inverses et leur accélération lorsque
des modèles complexes sont mis en jeu. Nous illustrons notre approche sur des résultats
de simulations. Ce chapitre a fait l'objet d'une publication acceptée dans Communication
in Computational Physics [LBP12]. •
La théorie des probabilités bayésiennes constitue bien plus qu'une théorie. Il s'agit d'une
philosophie et d'une manière d'appréhender les problèmes. Avant d'introduire en détails
cette théorie, un bref aperçu historique s'impose.
La théorie des probabilités bayésiennes naît au xviiie siècle avec Thomas Bayes 1 [Bay64]
et Pierre-Simon de Laplace 2 dans son  Mémoire sur la probabilité des causes par les
événements  en 1774 [Lap74]. Elle fut ensuite oubliée, supplantée par le point de vue
statistique de Ronald Aylmer Fisher 3 et de ses successeurs. Puis, elle revint au xxe siècle
à partir des années 1950 sous l'impulsion de Leonard Jimmie Savage [Sav72]. Elle connaît,
aujourd'hui, une large diﬀusion dans les communautés statistique, médicale, biologique,
géologique, industrielle, et même politique et judiciaire, et bien d'autres.
Nous nous plaçons dans cadre d'inférence. Un phénomène aléatoire et observable X est
lié à un paramètre θ. Il s'agit d'inférer sur θ à partir d'observation concernant X.
Commençons par eﬀectuer quelques rappels sur la théorie bayésienne et le théorème de
Bayes.
1. Thomas Bayes (1702-1761) est un mathématicien britannique et pasteur de l'Église presbytérienne.
2. Pierre-Simon de Laplace (1749-1827) est un mathématicien, astronome et physicien français.
3. Sir Ronald Aylmer Fisher (1890-1962) était un biologiste et statisticien britannique
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3.1 Théorème de Bayes
Le théorème de Bayes 4, ou formule de Bayes, est une formule d'inversion d'une probabilité
conditionnelle. Il fournit une expression de la probabilité conditionnelle de l'événement
A sachant l'événement B en fonction des probabilités des évènements A, B et B sachant
A.
Théorème 10 (Bayes) Soit (Ω,F ,P) un espace probabilisé. Soient A et B deux évène-
ments de Ω tels que P(A) > 0 et P(B) > 0. Alors,
P(A|B) = P(B|A)P(A)
P(B)
. (3.1)
Ce théorème porte le nom du révérend anglais Thomas Bayes (1702-1761) [OR] qui in-
troduisit cette relation pour un cas particulier dans [Bay64] 5. Elle fut ensuite généralisée
par Pierre-Simon de Laplace (1749-1827) dans [Lap74].
Preuve. Le théorème de Bayes découle directement de la déﬁnition de la notion de prob-
abilité conditionnelle. En eﬀet, soient A et B deux événements de l'espace des événements
Ω tels que P(B) > 0 et P(A) > 0. Alors par déﬁnition :
P(A|B) =P(A,B)
P(B)
(3.2)
P(B|A) =P(A,B)
P(A)
(3.3)
En combinant ces deux équations, il vient :
P(A|B)P(B) = P(B|A)P(A) (3.4)
P(A|B) = P(B|A)P(A)
P(B)
(3.5)
ce qui prouve l'équation (3.1).
Dans la section suivante, nous appliquons le théorème de bayes au cas particulier d'un
problème d'inférence, ce qui nous intéressera par la suite.
3.2 Inférence bayésienne
L'inférence bayésienne consiste à déduire des mesures expérimentales d'un phénomène
aléatoire X, une information sur le paramètre θ jouant un rôle sur la réalisation de X.
4. également dénommé loi de Bayes ou règle de Bayes
5. L'article de Bayes introduit un a priori uniforme sur le paramètre d'une loi binomiale.
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Précisément, X présente une dépendance en θ, X(θ), et par l'intermédiaire de réalisations
de X(θ), on cherche à remonter aux valeurs de θ probables connaissant les observations. La
relation de Bayes permet de réaliser une synthèse (a posteriori) entre l'information déjà
acquise (a priori) et la nouvelle information contenue dans les données expérimentales.
Nous disposons d'une information initiale, contenue dans la loi a priori du paramètre θ
notée pipr (θ). On suppose que la loi de probabilité P(X|θ) de X sachant θ est connue.
Cette loi est appelée la vraisemblance 6 de θ et mesure la conﬁance dans les mesures.
Nous distinguons deux types de relations entre X et θ.
Pour le premier type, la variable aléatoire X suit la loi de probabilité f(x|θ), où nous
supposons la fonction f connue.
X ∼ f(x|θ) (3.6)
où f(x|θ) correspond à la vraisemblance de θ, P(x|θ) = f(x|θ).
Dans le second type, une relation additive impliquant le modèle u et l'erreur ε relie X et
θ :
X = u(θ) + ε, (3.7)
où l'erreur de mesure ε suit la loi piε supposée connue et donnée par le dispositif expéri-
mental et par les expérimentateurs. La vraisemblance est alors
P(X|θ) = piε (X− u(θ)) . (3.8)
Nous reviendrons sur la résolution numérique de tels problèmes dans la section 3.4 traitant
de l'accélération des problèmes inverses stochastiques.
Pratiquement, nous disposons de n mesures expérimentales de X : (x1, . . . , xn).
Nous désirons mettre à jour notre information initiale sur θ connaissant ces mesures
empiriques. Cette mise à jour sera contenue dans la loi a posteriori de θ notée :
pipost(θ) = P(θ|x1, . . . , xn) . (3.9)
Nous appliquons le théorème de Bayes aux événements A = θ et B = (X = x1, . . . ,X =
xn). Nous obtenons alors, en supposant les mesures indépendantes, la relation de pro-
portionnalité suivante :
pipost(θ) ∝ pipr (θ)
n∏
i=1
P(xi|θ) . (3.10)
Pour trouver la constante de proportionnalité C, il suﬃt d'assurer que la densité a pos-
6. On emploie parfois le terme anglo-saxon de likelihood
67
teriori somme à un : ∫
Θ
pipost(θ) dθ = 1 (3.11)∫
Θ
pipr (θ)
n∏
i=1
P(xi|θ) dθ = C. (3.12)
Le processus d'inférence bayésienne comporte quatre étapes. Il s'agit, tout d'abord, de
choisir le modèle de vraisemblance P(x|θ). La deuxième étape consiste à choisir la loi a
priori sur θ à partir d'un avis d'expert ou de résultats précédemment. La troisième phase
correspond au calcul de la loi a posteriori. Il n'est pas nécessaire en général de connaître
de manière explicite cette loi a posteriori. Au lieu de cela, nous préférons être capable
d'échantillonner θ suivant cet a posteriori. Enﬁn, on estime la valeur a posteriori de θ
en utilisant un estimateur. Les plus couramment utilisés sont le maximum a posteriori
(θmap c'est-à-dire le paramètre le plus probable a posteriori), et l'espérance a posteriori
(θeap).
θmap = arg max
Θ
pipost(θ) (3.13)
θeap =
∫
Θ
θpipost(θ) dθ (3.14)
Pour résumer, l'inférence bayésienne nécessite :
 un modèle X|θ ∼ P(x|θ) ;
 une connaissance a priori pipr (θ) ;
 des mesures (x1, . . . , xn) ;
 une méthode d'échantillonnage de la variable aléatoire suivant l'a posteriori pipost(θ) ;
 un estimateur a posteriori.
Dans ce chapitre, nous ne développons pas l'aspect sélection du modèle de vraisemblance.
Dans la section suivante, nous nous focalisons sur la construction de la loi a priori.
3.3 Généralités sur le choix de la distribution A priori
La loi a priori sur le paramètre θ résume l'information à notre disposition avant ex-
ploitation des données. On distingue classiquement l'a priori informatif et l'a priori non
informatif.
3.3.1 A priori informatif
L'a priori informatif correspond aux études pour lesquelles nous disposons d'une infor-
mation initiale. Celle-ci peut provenir de l'a posteriori d'une inférence antérieure. Il se
68
peut également que nous connaissions certains moments de la variable aléatoire θ.
L'a posteriori correspond à une loi de probabilité en adéquation avec ces informations.
Typiquement, on choisit la fonction g de Θ sur R+ minimisant l'entropie de Shannon S
(équation (3.15)) sous la contrainte de ne pas violer l'information initiale [Jay80, Jay89].
S(g) = −
∫
Θ
g(θ) log(g(θ)) dθ (3.15)
Par exemple, concernant une variable aléatoire réelle :
 si son support est connu, on optera pour une loi uniforme sur le support ;
 si sa moyenne et sa variance sont connues, on optera pour une loi gaussienne ;
 si le support et le point le plus probable sont connus, on optera pour une loi triangulaire
d'extrémités les bornes du support et de sommet le point le plus probable.
Cependant, parfois aucune information initiale n'est disponible. Il faut alors opter pour
un a priori non informatif.
3.3.2 A priori non informatif
Un a priori non informatif est utilisé lorsque aucune connaissance a priori n'est disponible.
Il peut s'agir d'un a priori uniforme sur tout Rd bien que sous une telle loi l'espace
stochastique ne soit plus de mesure 1.
Pour davantage de précisions sur la sélection d'a priori nous renvoyons le lecteur à [Jay68,
BBS09, YB96] et au chapitre 3 de [Rob07]
Nous abordons maintenant la section centrale de ce chapitre concernant l'accélération de
l'inférence bayésienne par polynômes du chaos et polynôme du chaos itératif.
la section suivante a fait l'objet de la publication suivante [LBP12].
3.4 Accélération des problèmes inverses stochastiques
Dans la littérature, de nombreux travaux tentent d'accélérer l'inférence bayésienne de
problèmes inverses stochastiques. Dans ce but, les méthodes spectrales stochastiques ont
été récemment introduites aﬁn d'approcher le modèle direct observable sur le support de
la loi a priori [MX09b]. Ces représentations permettent de tirer des échantillons important
de la loi a posteriori à un coût numérique raisonnable. Aﬁn de ne pas faire un calcul
coûteux du modèle pour chaque calcul de l'a posteriori. Malheureusement, ces méthodes
ne se comportent pas très bien sur des modèles présentant de fortes non linéarités avec le
paramètre d'entrée, ce qui est bien souvent le cas en hydrodynamique. Nous illustrerons
cela dans la suite de ce chapitre.
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Nous introduisons ici l'algorithme i-gPC, présenté au chapitre 2 section 2.3, pour traiter
eﬃcacement les solutions bayésiennes des problèmes inverses impliquant un modèle di-
rect fortement non linéaire ou discontinu. Ce traitement eﬃcace de l'a posteriori vient de
l'amélioration de l'approximation du modèle direct qui est approchée de manière adap-
tative par i-gPC. Nous montrons la convergence théorique de l'a posteriori approché par
gPC et i-gPC. Nous illustrons numériquement le gain en convergence permis par i-gPC
devant gPC en utilisant des cas test non linéaires et discontinus représentatifs des prob-
lèmes hydrodynamiques régis par des lois de conservation hyperboliques dans lesquels
des discontinuités peuvent apparaitre en temps ﬁni.
Actuellement, le développement d'outils numériques eﬃcaces et ﬁables comme aide à la
prise de décision et concernant l'analyse des risques en conditions incertaines constitue
un enjeu crucial tant sur le plan industriel que sur celui des théories scientiﬁques.
Un problème inverse correspond à l'estimation de paramètres du modèle ou des entrées
à partir d'observations indirectes. Tandis que la résolution du modèle direct permet de
prédire la réponse du système étant donnés les entrées, la résolution du problème inverse
tente d'inverser cette relation en cherchant à calibrer des entrées incertaines à partir de
mesures expérimentales ou d'observations.
Un problème inverse peut être traité de façon déterministe ou de façon probabiliste. Nous
préfèrerons dans ce document le traitement probabiliste, pour son interprétation, et plus
précisément le traitement bayésien. Suivant la version déterministe, le problème inverse
se formule comme un problème non linaire d'optimisation sous contraintes aﬁn de min-
imiser l'écart dans une certaine norme, la norme L1 ou L2, entre les observations et les
prédictions du modèle. Les contraintes correspondant à des caractéristiques souhaitées
des paramètres à calibrer [Tar87, KS05]. Ainsi une seule solution minimisant le problème
d'optimisation pénalisé est obtenue. Même s'il en existe plusieurs, le programme cher-
chant numériquement une solution n'en fournit qu'une. Cependant, la précision d'une
telle procédure repose sur la disponibilité d'un échantillon important de mesures et sur
la précision de ces mesures. En pratique, les mesures sont disponibles en nombre limité
et elle sont entachées d'un bruit de mesure. Il semble alors pertinent de chercher la dis-
tribution statistique des entrées qui soit la plus pertinente avec le savoir initial et avec
les mesures expérimentales. L'inférence bayésienne permet cela en synthétisant l'infor-
mation initiale (l'a priori) et l'information de mesure pour former l'information ﬁnale (l'a
posteriori) sous la forme d'une densité de probabilité a posteriori qui repésente le degré
de conﬁance en les valeurs de l'entrée [Tar05, KS05].
Les problème inverses de grandes dimensions nécessitent de faire appel au modèle di-
rect un très grand nombre de fois. Grâce aux méthodes MCMC les échantillonnages de
Metropolis, d'Hastings, et de Gibbs, cette classe de problèmes est maintenant plus abor-
dable [MRR+53, GG84, GS90, GRS95, RC04a]. Une autre classe de problèmes inverses
délicats est constituées de ceux présentant un modèle direct dont la simulation requière
une puissance de calcul conséquente. C'est cette classe de problèmes que nous aborderons.
70
Aﬁn de permettre la résolution de ces problèmes, des travaux récents ont exploré l'util-
isation de méta-modèle du modèle direct aﬁn d'accélérer la convergence de l'optimisa-
tion (par exemple dans [LEJS07]) ou de l'inférence bayésienne (comme dans [MNR07b,
GFWG10]). En particulier, Marzouk et al. [MNR07b, MX09b, MN09b] ont introduit les
méthodes spectrales de représentation pour la propagation de l'incertitude à travers le
modèle direct dans le champs des problèmes inverses. Ils ont montré la pertinence du
polynôme du chaos généralisé aﬁn d'accélérer la résolution des problèmes inverses et ren-
dre solvable de nouveaux problèmes plus complexes. Mais ils ont aussi illustré les limites
de gPC sur les modèles discontinus dans l'espace physique ou stochastique, également
abordées dans [LRN+04, WK06, AGSX09]. En eﬀet, les faibles performances de gPC sur
le problème très irréguliers se propagent et sont ampliﬁées sur la distribution a posteriori
des paramètres d'entrée.
Pour des problèmes hyperboliques fortement non linéaires tels qu'en dynamique des ﬂu-
ides compressibles, écoulement réactif ou multi-phase, la reconstruction gPC du modèle
direct échoue à cause de l'apparition du phénomène de Gibbs (oscillations) sur les dis-
continuités, déjà évoqués au chapitre 2 (cf. ﬁgure 3.5 par exemple).
Aﬁn de remédier à cela, on peut envisager une méthode adaptative pour l'approxima-
tion du modèle direct. La première tentative de méta-modèles adaptatifs remonte aux
méthodes multi-échelle utilisant des ondelettes [LKNG04], et aux méthodes de partition-
nement aléatoire faisant appel à des critères heuristiques de convergence de l'a posteriori
[WK05b]. Des approches telles que le partitionnement de l'espace stochastique ont été
ensuite proposée [Kee05, MM06, WK09] et des approches par plan d'expériences adap-
tatif pour l'interpolation [MZ09], d'arbres binaires [Try10] ont également été explorées.
L'article [PL11b] montre le gain apporté par l'algorithme adaptatif iterative-gPC (i-gPC,
voir le chapitre 2 section 2.3), constituant une approche itérative des méthodes de pro-
jection spectrale, en particulier lorsque des transformations non linéaires de variables
aléatoires sont en jeu. Nous illustrons ici l'intérêt pour l'inférence bayésienne d'utiliser
cet algorithme sur des cas test de diﬀérentes dimensions et de complexité variées étant
pertinent compte tenu de nos motivations hydrodynamiques et de l'étude des lois de
conservation hyperboliques pouvant développer des discontinuités en temps ﬁni.
Dans le cadre des problèmes inverses stochastiques, on souhaite inférer sur le paramètre
d'intérêt θ connaissant les mesures expérimentales m. Nous voulons donc calculer l'a
posteriori P(θ|m). En modiﬁant les notations du théorème de Bayes, l'a posteriori est
donné par la relation suivante :
P(θ|m) ∝ P(θ)P(m|θ) . (3.16)
Comme au début de ce chapitre on utilisera la notation pipost(θ) pour l'a posteriori P(θ|m)
et pipr (θ) pour l'a priori P(θ). Aﬁn de pouvoir calculer la vraisemblance, nous devons faire
une hypothèse sur la forme de P(m|θ) qui désigne la conﬁance dans les mesures sachant
la valeur du paramètre.
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Nous considérons une relation additive entre la mesure mx au point x, le modèle direct
u(x; θ) sachant θ, et l'erreur de mesure ε,
mx = u(x; θ) + ε, (3.17)
avec ε suivant la pdf piε, indépendante de x et supposée connue. Cette hypothèse est
largement répandue dans la littérature, par exemple dans [HKC+04, KO01]. Dans ce
cas, l'erreur de mesure est supposée gaussienne piε = N (0, σ2) avec un écart-type σ
donné par le dispositif expérimental et par les expérimentateurs. Ce choix de l'erreur
gaussienne se justiﬁe de plusieurs manières. Tout d'abord cela facilite bien souvent les
calculs théoriques. De plus, d'un point de vue physique, on peut dire que l'erreur est la
somme d'erreurs dues à chacun des composants du dispositif. Par le théorème Central
limite, cette somme peut-être remplacée par une loi gaussienne.
À partir de l'équation (3.17), on obtient le modèle pour la vraisemblance P(m|θ) :
P(m|θ) = piε (m− u(x; θ)) . (3.18)
L'information initiale sur θ est traduite en une distribution a priori pipr.
Nous utiliserons principalement des a priori uniformes. Cependant, toutes les méthodes
présentés sont appliquables pour des a priori à support bornés quelquonces.
Nous supposons disposer de N mesures indépendantes, {mx1 , . . ., mxN} aux points {x1,
. . ., xN}.
En utilisant les équations (3.18) et (3.16), nous obtenons la distribution a posteriori
pipost(θ) =
1
γ
pipr (θ)
N∏
i=1
piε (mxi − u(xi; θ)) , (3.19)
avec la constante de normalisation
γ =
∫
θ
pipr (θ)
N∏
i=1
piε (mxi − u(xi; θ)) dθ. (3.20)
La distribution de probabilité a posteriori pipost contient toute l'information dont nous dis-
posons, provenant à la fois des mesures expérimentales et du savoir initial. Elle représente
l'état de notre connaissance.
La détermination de pipost nécessite de nombreuses évaluations de u ce qui est probléma-
tique quand la résolution numérique du modèle direct est coûteuse [MNR07a, MX09a,
MN09a, MN09b].
Dans la majorité des situations pratiques, comme les simulations de mécanique des ﬂu-
ides, la résolution numérique du modèle direct u est trop compliquée pour permettre
l'utilisation de la formule de l'a posteriori (3.19). Cela a été mis en valeur dans ces
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diﬀérents articles [MNR07a, MX09a, MN09a, MN09b]. Ils suggèrent l'utilisation d'un
méta-modèle, aﬁn de remplacer pour chaque mesure i, θ 7→ u(xi; θ) , ui(θ) est remplacé
par un méta-modèle (en l'occurrence un polynôme du chaos) θ 7→ u˜i(θ). En introduisant
le méta-modèle dans l'a posteriori nous obtenons une approximation de l'a posteriori
pipost(θ) =
1
γn
pipr (θ)
N∏
i=1
piε (mxi − u˜n,i(θ)) , (3.21)
avec
γn =
∫
θ
pipr (θ)
N∏
i=1
piε (mxi − u˜n,i(θ)) dθ. (3.22)
Nous avons opté pour le polynôme du chaos et le polynôme du chaos itératif comme
méthode d'approximation du modèle direct. Dans la section suivante, nous introduisons
les performances de cette stratégie de méta-modèle polynômes du chaos et polynômes du
chaos itératif. Nous nous intéresserons à un modèle direct discontinu.
Nous commençons par énoncer le principal résultat théorique de cette section, à savoir
nous montrons la convergence théorique de cette approche.
3.5 Convergence de la distribution a posteriori
Une question pertinente concerne l'impact de la convergence en moyenne quadratique de
l'approximation du modèle direct sur le convergence de l'a posteriori inféré. Marzouk et
al. dans [MX09b] ont montré que si l'approximation du modèle direct converge au sens
de la norme L2 alors l'approximation de la densité a posteriori converge au sens de la
divergence de Kullback-Leibler. Cela se résume par la proposition suivante :
Proposition 1 Soient {ui = u(xi, .)}i∈{1,...,N} un ensemble de N échantillon du modèle
direct et u˜n,i son modèle approché construit avec n < N évaluations du modèle direct
exacte. Nous supposons que l'erreur de mesure est Gaussienne, centrée, d'écart-type σ
connu. Soit pipr l'a priori sur θ dans Θ. Soit pipost l'a posteriori exacte et pi
n
post l'a posteriori
approché. Alors, il existe une constante réelle C strictement positive telle que
DKL(pipost‖pinpost) 6 C
N∑
i=1
‖u˜n,i − ui‖L2(Θ) . (3.23)
Dans leur étude, ils montrent que le taux de convergence de l'a posteriori est supérieur
au taux de convergence de un du modèle direct. Dans cette section, nous proposons de
monter que si l'approximation du modèle direct converge en norme L2 et que l'a priori
est telle qu'il existe une constante Kpr telle que pipr(θ)Kpr > 1. alors l'approximation de
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l'a posteriori converge au sens de la divergence de Kullback-Leibler au moins deux fois
plus vite.
Proposition 2 Soient, pour i ∈ {1, . . . ,N}, ui = u(xi, .) le modèle direct exact au point
xi et u˜n,i son modèle approché construit avec n évaluations du modèle direct. Nous
supposons que l'erreur de mesure est Gaussienne, centré, avec un écart-type connu. Nous
supposons que l'a priori est telle qu'il existe une constante Kpr telle que pipr(θ)Kpr >
1 Soient pipost l'a posteriori exact et pi
n
post l'a posteriori approché. Alors, il existe une
constante réelle C strictement positive telle que
DKL(pipost‖pinpost) 6 C
{
N∑
i=1
‖u˜n,i − ui‖L2(Θ)
}2
. (3.24)
Aﬁn de démontrer cette proposition, nous introduisons d'abord la divergence de Kullback-
Leibler, la notion de variation totale, et l'inégalité de Pinsker.
3.5.1 Divergence de Kullback-Leibler
Dans la théorie des probabilités et de l'information, la divergence de Kullback-Leibler
(DKL) [KL51] quantiﬁe la dissimilarité entre deux mesures de probabilité. Cette f -
divergence [LV06] n'est pas une distance sur l'espace des densités de probabilité car elle
ne respecte pas l'inégalité triangulaire. DKLest nulle si et seulement si les deux mesures
sont identiques. La divergence de Kullback-Leibler est particulièrement intéressante (par
rapport aux autres mesures de dissimilarité) pour son interprétation probabiliste et son
caractère informatif.
Déﬁnition 5 (Divergence de Kullback-Leibler) Soient Θ un ensemble inclus dans Rd
et (p, q) deux distributions de probabilité dans Θ telles que presque partout q(θ) > 0
(P(q(θ) > 0) = 1). La divergence de Kullback-Leibler entre p et q est déﬁnie par
DKL(p‖q) =
∫
Θ
p(θ) log
(
p(θ)
q(θ)
)
dθ. (3.25)
Numériquement, la divergence de Kullback-Leibler DKLpeut être approchée par intégra-
tion Monte-Carlo en utilisant n échantillons θ1, . . . , θn uniformément distribués sur Θ :
DKL(p‖q) '
n∑
i=1
p(θi) log
(
p(θi)
q(θi)
)
. (3.26)
Il est aussi possible de choisir les θ1, . . . , θn distribués selon p et d'approcher la divergence
de Kullback par :
DKL(p‖q) '
n∑
i=1
log
(
p(θi)
q(θi)
)
. (3.27)
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Il est possible de déﬁnir une version symétrique de la divergence de Kullback-Leibler,
également appelée divergence de Jeﬀrey.
Déﬁnition 6 (Divergence Kullback-Leibler symétrique ou divergence de Jeﬀrey) Soient
Θ un ensemble inclus dans Rd et (p, q) deux distributions de probabilité sur Θ telles que
presque partout q(θ) > 0 (P(q(θ) > 0) = 1). et p(θ) > 0 (P(p(θ) > 0) = 1). La divergence
de Kullback-Leibler symétrique entre p et q est déﬁnie par
DsKL(p‖q) = DKL(p‖q) + DKL(q‖p) (3.28)
=
∫
Θ
{p(θ)− q(θ)} log
(
p(θ)
q(θ)
)
dθ. (3.29)
Nous introduisons maintenant la variation totale entre deux mesures de probabilité. Elle
sera utile aﬁn de montrer la proposition principale de cette section.
3.5.2 Variation totale
La Variation Totale (TV) est une distance entre deux mesures de probabilité. Il s'agit
également d'une mesure de dissimilarité mais elle ne présente pas la même interprétation
informative que DKL. Elle est déﬁnie comme suit.
Déﬁnition 7 (Variation totale) Soient Θ in ensemble inclus dans Rd muni de la σ-
algebre des boréliens B et (p, q) deux distributions de probabilité sur Θ. La variation
totale variation entre p et q est
TV(p, q) = sup
A∈B
∣∣∣p(A)− q(A)∣∣∣. (3.30)
L'inégalité de Pinsker relie la variation totale et la divergence de Kullback-Leibler
3.5.3 Inégalité de Pinsker
L'inégalité de Pinsker, introduit par Pinsker en 1964 dans [Pin60] aﬃrme que la variation
totale entre deux distributions de probabilité est bornée par la racine carrée de leur
divergence de Kullback-Leibler.
Théorème 11 (Inégalité de Pinsker) Soit Θ un ensemble muni d'une σ-algèbre B. Soient
(p, q) deux distributions de probabilité sur Θ. Alors,
TV(p, q) 6
√
1
2
DKL(p‖q). (3.31)
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Pour la preuve de l'inégalité de Pinsker, voir [Pin60].
En choisissant la tribu des Boréliens comme σ-algèbre, ce théorème a le corollaire suivant.
Corollaire 11.1 Soient Θ un ensemble inclus dans Rd muni de la σ-algèbre des boréliens
B et (p, q) deux distributions de probabilité sur Θ. Alors,
sup
θ∈Θ
∣∣∣p(θ)− q(θ)∣∣∣ 6√1
2
DKL(p‖q). (3.32)
Preuve. Pour θ ∈ Θ, le singleton {θ} est dans la σ-algèbre B. Alors, l'ensemble des
singletons est inclus dans B. Alors,
sup
θ∈Θ
∣∣∣p(θ)− q(θ)∣∣∣ 6 sup
A∈B
∣∣∣p(A)− q(A)∣∣∣. (3.33)
Finalement, en appliquant l'inégalité de Pinsker (théorème 11), nous concluons que
sup
θ∈Θ
∣∣∣p(θ)− q(θ)∣∣∣ 6√1
2
DKL(p‖q). (3.34)
Maintenant que nous disposons des outils pour l'étude de la convergence de l'a posteriori,
nous montrons le résultat théorique principal de cette section (inégalité (3.24)).
3.5.4 Preuve de la proposition 2
Aﬁn de montrer l'inégalité (3.24), nous introduisons quelques lemmes intermédiaires.
Lemme 12 La fonction x 7→ e−x est uniformément Lipschitz sur [0,+∞]. c'est-à-dire,
il existe une constante Λ strictement positive telle que pour tout x > 0 et pour tout
y > 0 : |e−x − e−y| 6 Λ|x− y|.
Lemme 13 Avec les notations de la sections précédente, il existe une constante réelle C1
strictement positive telle que
|γn − γ| 6 C1
N∑
i=1
‖u˜n,i − ui‖L2(Θ) . (3.35)
Preuve. Pour commencer, pour chaque point de mesure i, le modèle approché u˜n,i
converge en norme L2 vers ui. Par conséquent, (u˜n,i)n∈R est borné en norme L
2.
∀i ∈ {1, . . . ,N} : ‖u˜n,i‖L2(Θ) 6 max16i6N supn∈R ‖u˜n,i‖L2(Θ) = CN (3.36)
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Alors, par déﬁnition de γn (3.22) et γ (3.20)
γn − γ =
∫
Θ
pipr (θ)
[
N∏
i=1
piε (u˜n,i(θ)−mi)−
N∏
i=1
piε (ui(θ)−mi)
]
dθ. (3.37)
Utilisant l'hypothèse d'erreur de mesure Gaussienne,∣∣∣γn − γ∣∣∣ 6 ∫
Θ
pipr (θ)
∣∣∣e− 12σ2 ∑Ni=1(u˜n,i(θ)−mi)2 − e− 12σ2 ∑Ni=1(ui(θ)−mi)2∣∣∣ dθ. (3.38)
Utilisant le lemme 12,∣∣∣γn − γ∣∣∣ 6 Λ ∫
Θ
pipr (θ)
∣∣∣∣∣− 12σ2
N∑
i=1
(u˜n,i(θ)−mi)2 −− 1
2σ2
N∑
i=1
(ui(θ)−mi)2
∣∣∣∣∣ dθ (3.39)∣∣∣γn − γ∣∣∣ 6 Λ
2σ2
∫
Θ
pipr (θ)
∣∣∣∣∣
N∑
i=1
(ui(θ)−mi)2 − (u˜n,i(θ)−mi)2
∣∣∣∣∣ dθ (3.40)∣∣∣γn − γ∣∣∣ 6 Λ
2σ2
∫
Θ
pipr (θ)
∣∣∣∣∣
N∑
i=1
(ui(θ)− u˜n,i(θ)) (ui(θ) + u˜n,i(θ)− 2mi)
∣∣∣∣∣ dθ (3.41)∣∣∣γn − γ∣∣∣ 6 Λ
2σ2
N∑
i=1
∫
Θ
pipr (θ) |ui(θ)− u˜n,i(θ)| |ui(θ) + u˜n,i(θ)− 2mi| dθ (3.42)
Appliquant l'inégalité Hölder pour chaque intégrale dans la somme,∣∣∣γn − γ∣∣∣ 6 Λ
2σ2
N∑
i=1
‖ui − u˜n,i‖L2(Θ) ‖ui + u˜n,i − 2mi‖L2(Θ) . (3.43)
Par l'inégalité (3.36),
∣∣∣γn − γ∣∣∣ 6 (max
i
‖ui‖L2(Θ) + 2 maxi |mi|+ CN
)
Λ
2σ2
N∑
i=1
‖ui − u˜n,i‖L2(Θ) . (3.44)
Introduisant
C1 =
(
max
i
‖ui‖L2(Θ) + 2 maxi |mi|+ CN
)
Λ
2σ2
, (3.45)
nous obtenons : ∣∣∣γn − γ∣∣∣ 6 C1 N∑
i=1
‖ui − u˜n,i‖L2(Θ) . (3.46)
Lemme 14 Soient (ak)k∈R et (bk)k∈R deux suites réelles strictement positives et a ∈ R∗+
tel que ∀k ∈ R
|ak − a| 6 bk et lim
k→+∞
bk = 0. (3.47)
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Alors, il existe une constante réelle M > 0 telle que ∀k ∈ R
| log
(ak
a
)
| 6 Mbk. (3.48)
Preuve. par hypothèse,
∀n ∈ R : |ak − a| 6 bk. (3.49)
et de manière équivalante,
∀k ∈ R : −bk 6 ak − a 6 bk. (3.50)
ce qui conduit à,
∀k ∈ R : 1− bk
a
6 ak
a
6 1 + bk
a
. (3.51)
Nous remarquons que pour k0 ∈ N donné, 1− bka > 0. Alors,
∀k > k0 : log
(
1− bk
a
)
6 log
(ak
a
)
6 log
(
1 +
bk
a
)
6 bk
a
, (3.52)
Alors ∀k > k0 :
∣∣∣log (ak
a
)∣∣∣ 6 max{− log(1− bk
a
)
,
bk
a
}
. (3.53)
Le terme dominant à droite est bka quand k → +∞. Alors,
∣∣log (aka )∣∣ est de l'ordre de
O(bk). Alors, il existe une constante réelle C telle que
∀k > k0 :
∣∣∣log (ak
a
)∣∣∣ 6 Cbk. (3.54)
Enﬁn, posant M = max
{
C,
|log(a0a )|
b0
, . . . ,
∣∣∣log(ak0a )∣∣∣
bk0
}
, nous concluons que
∀k ∈ R :
∣∣∣log (ak
a
)∣∣∣ 6 Mbk, (3.55)
ce qui termine la preuve.
Lemme 15 Il existe une constante C2 > 0 telle que :∣∣∣ log(γn
γ
) ∣∣∣ 6 C2 N∑
i=1
‖u˜n,i − ui‖L2(Θ) . (3.56)
Preuve. Nous appliquons les lemmes 14 et 13 avec
an = γn (3.57)
bn =
N∑
i=1
‖ui − u˜n,i‖L2(Θ) −−−→n→∞ 0 (cf. théorème de Cameron-Martin [CM47b]). (3.58)
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Preuve de la proposition 2. Pour commencer, nous remarquons que DKL est inférieure
que la divergence de Kullback-Leibler symétrique DsKL.
0 6 DKL(pipost‖pinpost) 6 DsKL(pipost‖pinpost) (3.59)
Nous déﬁnissons
∆n ≡ DKL(pipost‖pinpost). (3.60)
De l'inégalité (3.59), il vient
∆n 6 DsKL(pipost‖pinpost). (3.61)
Supposons qu'il existe une constante m ∈ R∗ telle que ∀θ ∈ Θ, pipr (θ) Kpr > 1 (ce qui
est vrai pour une distribution uniforme, il y a même dans ce cas égalité) et utilisant la
déﬁnition de la divergence de Jeﬀrey (déﬁnition 6), il vient
∆n 6 Kpr
∫
Θ
{
pipost(θ)− pinpost(θ)
}
log
(
pipost(θ)
pinpost(θ)
)
pipr (θ) dθ. (3.62)
qui peut être bornée comme suit
∆n 6 Kpr sup
θ∈Θ
∣∣∣pipost(θ)− pinpost(θ)∣∣∣ ∫
Θ
∣∣∣ log(pipost(θ)
pinpost(θ)
)∣∣∣pipr (θ) dθ. (3.63)
Selon le corollaire 11.1 de l'inégalité de Pinsker,
∆n 6 Kpr
√
1
2
∆n
∫
Θ
∣∣∣ log(pipost(θ)
pinpost(θ)
)∣∣∣pipr (θ) dθ. (3.64)
ce qui conduit à :
∆2n 6 K2pr
1
2
∆n
{∫
Θ
∣∣∣ log(pipost(θ)
pinpost(θ)
)∣∣∣pipr (θ) dθ}2 . (3.65)
et
∆n 6
K2pr
2
{∫
Θ
∣∣∣ log(pipost(θ)
pinpost(θ)
)∣∣∣pipr (θ) dθ}2 (3.66)
En introduisant la fonction de vraisemblance l 7 et la vraisemblance approchée ln 8,
∆n 6
K2pr
2
{
log
(
γn
γ
)
+
∫
Θ
∣∣∣ log( l(θ)
ln(θ)
) ∣∣∣pipr (θ) dθ}2 (3.67)
∆n 6
K2pr
4σ2
{
log
(
γn
γ
)
+
∫
Θ
∣∣∣ N∑
i=1
(ui(θ)−mi)2 − (u˜n,i(θ)−mi)2
∣∣∣pipr (θ) dθ}2 (3.68)
7. l =
∏N
i=1 piε(ui(θ)−mi)
8. ln =
∏N
i=1 piε(u˜n,i(θ)−mi)
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∆n 6
K2pr
4σ2
{
log
(
γn
γ
)
+
N∑
i=1
∫
Θ
∣∣∣(ui(θ)−mi)2 − (u˜n,i(θ)−mi)2∣∣∣pipr (θ) dθ}2 (3.69)
∆n 6
K2pr
4σ2
{
log
(
γn
γ
)
+
N∑
i=1
∫
Θ
∣∣∣ui(θ)− u˜n,i(θ)∣∣∣∣∣∣ui(θ) + u˜n,i(θ)− 2mi∣∣∣pipr (θ) dθ}2 .
(3.70)
Appliquant l'inégalité de Hölder à chaque intégrale dans la somme, il vient
∆n 6
K2pr
4σ2
{
log
(
γn
γ
)
+
N∑
i=1
‖ui − u˜n,i‖L2(Θ) ‖ui + u˜n,i − 2mi‖L2(Θ)
}2
. (3.71)
Par le lemme 13 :
∆n 6
K2pr
4σ2
{
C2
N∑
i=1
‖ui − u˜n,i‖L2(Θ) +
N∑
i=1
‖ui − u˜n,i‖L2(Θ) ‖ui + u˜n,i − 2mi‖L2(Θ)
}2
.
(3.72)
Nous déﬁnissons C3 par
C3 ≡
(
max
i
‖ui‖L2(Θ) + 2 maxi |mi|+ supn,i ‖u˜n,i‖L2(Θ)
)
(3.73)
qui existe car les ui sont dans L2, que nous avons un nombre ﬁni de mesures et que tous
les u˜n,i convergent dans L2.
Alors,
∆n 6
K2pr
4σ2
{
C2
N∑
i=1
‖ui − u˜n,i‖L2(Θ) + C3
N∑
i=1
‖ui − u˜n,i‖L2(Θ)
}2
. (3.74)
Finalement, introduisant C ≡ K2pr
4σ2
(C2 + C3)
2, nous terminons la preuve par :
∆n 6 C
{
N∑
i=1
‖ui − u˜n,i‖L2(Θ)
}2
. (3.75)
Soulignons à nouveau que l'inégalité (3.23) est intéressante car elle assure que, si nous
disposons d'une méthode pour construire des modèles approchés qui convergent en norme
L2, alors, l'a posteriori converge au sens de la divergence de Kullback-Leibler.
De plus, dans le cas d'un a priori uniforme, ou vériﬁant pipr(θ)K pr > 1 K pr > 0, l'inégalité
(3.24) nous dis que la convergence est deux fois plus rapide. Alors, le Chaos Polynomial,
qui converge en norme L2 [CM47b], est cohérent avec l'approximation de a posteriori
bayésien et l'accélération de l'inférence. Cela est également vrai pour la version itérative
de gPC.
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3.6 Exemples d'applications numériques
Dans cette section, nous illustrons le taux de convergence de l'a posteriori obtenu par
inférence bayésienne pour des problèmes inverses de régularités diverses.
Pour des modèles directs fortement non linéaires ou discontinus, nous utilisons la nou-
velle représentation adaptative i-gPC du modèle direct. Nous comparons les taux de
convergence des approximations des modèles directs (en norme L2) et des a posteriori
(en divergence de Kullback-Leibler) pour les approches gPC et i-gPC.
Les cas test employés ici sont non linéaires et (à l'exception du premier) issus de problèmes
hyperboliques en hydrodynamique. Nous avons fait ce choix de manière cohérente avec
les motivations de ces travaux à savoir une étude de l'interface entre deux ﬂuides dans le
cadre des instabilités de Rychtmyer-Meshkov ou de Rayleigh-Taylor. De plus, l'approche
adaptative i-gPC a été spéciﬁquement élaborée pour traiter des problèmes discontinus. Il
reste néanmoins possible d'appliquer notre approche à d'autres types de problèmes mais
la méthode n'ayant pas été conçue pour les résoudre, les résultats de seront pas aussi
spectaculaires que pour les systèmes hyperboliques de loi de conservation.
3.6.1 Fonction marche
Dans cette section, nous reprenons le cas test introduit par Marzouk et Xiu dans [MX09a]
et impliquant une discontinuité. La fonction fonction marche ou seuil (step function) du
modèle direct peut être interprétée de la manière suivante. Considérons une problème
d'advection linéaire déﬁni sur Θ = [−1; 1], avec une condition initiale u0(x) représentative
d'un phénomène physique présentant un choc :
u0(x) = I[x<0](x) =
{
0 si x 6 0,
1 sinon.
(3.76)
Au cours du temps, le choc sera advecté à la vitesse v constante et la solution s'écrira
pour t > 0 u(x, t) = u0(x−vt). L'objectif ici est d'inférer sur la vitesse du choc v à partir
d'une seule observation m par un détecteur de précision ﬁnie placé en (x = 0, t = 1).
Avec les notations des sections précédentes, la vitesse v = θ correspond au paramètre
inconnu. Le cas test étant théorique, la mesure n'est pas réellement faite.m = u(vtrue)+η
c'est-à-dire que la solution analytique est perturbée par un bruit gaussien η ∼ N (0, ν2)
avec un écart-type ν = 0.1. Nous considérons que la loi de l'erreur de mesure dans le
formalisme bayésien est connue et vaut ε ∼ η ∼ N (0, ν2). De plus, nous supposons que
nous ne disposons pas de savoir initial sur v. Cette absence de connaissance est modélisée
pas un a priori uniforme sur tout le domaine [−1 ; 1]. Nous prenons vtrue = 0.2 comme
vraie valeur de la vitesse du choc.
Ensuite, nous menons la résolution bayésienne du problème et son accélération comme
81
décrite dans la section 3.4. Les ﬁgures 3.4(a) et 3.4(b) montrent les résultats de ce prob-
lème inverse correspondant à la solution exacte, l'accélération gPC et à l'accélération
i-gPC. La ﬁgure 3.4(a) montre les approximations du modèle direct tandis que la ﬁgure
3.4(b) montre les approximations de la distribution de probabilité a posteriori de v.
Pour les diﬀérentes approximations, nous utilisons une base polynomiale de Legendre
(adaptée à la mesure uniforme a priori) de degré P = 8 et une quadrature numérique
d'intégration de Clenshaw-Curtis de niveau l = 8 c'est-à-dire contenant 2l−1 + 1 = 129
points (donc 129 évaluations du modèle direct).
L'inférence bayésienne réalisée avec gPC fournie ici de mauvais résultats du fait de l'am-
pliﬁcation des oscillations de l'approximation du modèle par les non linéarités de la
densité gaussienne du bruit de mesure ε. Ainsi, avec les oscillations de u˜gPCn , elle at-
tribue artiﬁciellement une probabilité élevée à certaines zones. En revanche, l'utilisation
de i-gPC pour l'accélération du calcul de l'a posteriori permet d'éviter l'apparition des os-
cillations dans l'approximation du modèle direct et par voie de conséquence de générer un
a posteriori bien mieux représentatif de ce qu'est notre véritable niveau de connaissance
de la valeur du paramètre v.
Pour un niveau de quadrature suﬃsant pour garantir une bonne précision d'intégration,
l'inférence peut être conduite pour diﬀérents degrés polynômiaux. Nous réalisons ici une
étude de convergence des quantités déﬁnies par :
pin,gPCpost (v) ∝ pipr (v)piε
(
u˜gPCn (v)−m
)
, (3.77)
pin,i-gPCpost (v) ∝ pipr (v)piε
(
u˜i-gPCn (v)−m
)
(3.78)
par rapport à pipost(v) ∝ pipr (v)piε (u(v)−m) , . (3.79)
La ﬁgure 3.1 valide les résultats théoriques de la section 3.5. Elle montre les taux de
convergence de la représentation gPC dans un graphique log− log.
La courbe du bas montre la convergence de l'approximation gPC du modèle direct
‖u˜n,i − ui‖L2(Θ) (FML2) tandis que la courbe du haut conﬁrme que la divergence de
Kullback-Leibler de l'a posteriori DKL(pipost‖pinpost) (DKL) décroit deux fois plus rapide-
ment, comme prédit par la théorie (cf. proposition 2) et également observé pour l'inter-
polation stochastique dans [MX09a].
L'étude est également menée pour la représentation i-gPC avec la même quadrature
numérique (donc pas d'appel au modèle supplémentaire).
La divergence de Kullback-Leibler est bien plus basse avec i-gPC, cf. Figure 3.2, ce qui
traduit la plus grande précision de l'a posteriorii-gPC par rapport à l'a posteriori gPC.
De plus dans le cas de i-gPC, le degré de troncature P ne semble plus être le facteur
limitant la précision.
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Figure 3.1  Fonction marche : étude de convergence par rapport au degré de troncature
gPC P de l'erreur l'approximation du modèle direct ‖u˜n,i − ui‖L2(Θ) (FML2) et de la
divergence de Kullback-Leibler de l'a posteriori DKL(pipost‖pinpost) (DKL).
Dans ce cas, l'erreur due à la précision de la quadrature semble être le facteur important.
Cela est conﬁrmé par les erreurs des approximations gPC et i-gPC du modèle direct en
norme L1 sur la ﬁgure 3.3. On remarque sur cette ﬁgure que la précision du modèle i-gPC
est bornée par la résolution maximale entre deux points voisins de la quadrature.
La ﬁgure 3.5 montre les résultats correspondant à une base polynomiale d'approximation
de Legendre de degré P = 4 et à une quadrature de Clenshaw-Curtis de niveau l = 6,
soit 2l−1 + 1 = 33 points. Le nombre d'évaluations du modèle étant faible, l'erreur
de projection est grande. Cependant, i-gPC est quand même capable de se comporter
mieux que gPC, de capturer convenablement la discontinuité et d'éviter l'apparition
d'oscillations.
Dans la section suivante, nous considérons un problème non linéaire dépendant du temps
et de dimension stochastique deux aﬁn d'illustrer la possibilité de mettre en ÷uvre l'ap-
proche proposée en dimension stochastique supérieure à un. Il s'agit de l'Équation de
Burgers non visqueuse.
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Figure 3.2  Fonction marche : comparaison entre les divergences de Kullback-Leibler
des a posteriori DKL(pipost‖pinpost) obtenus avec gPC (DgPCKL ) et i-gPC (Di-gPCKL ) pour dif-
férents niveaux de quadrature. i-gPC est contraint par la quadrature à la diférence de
gPC pour lequel P est la facteur contraignant de la précision de l'approximation.
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Figure 3.3  Fonction marche : comparaison entre les erreurs L1 des approximations
gPC (FMgPC
L1
) et i-gPC (FMigPC
L1
) pour diﬀerents niveaux de quadrature.
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Figure 3.4  Modèle direct exact, approximation gPC du modèle direct avec un degré
polynomial P = 8, approximation i-gPC du modèle direct avec un degré polynomial
P = 8. i-gPC capture les discontinuités à la diﬀérence de gPC.
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Figure 3.5  Un exemple réaliste : niveau de quadrature l = 6, P = 4
3.6.2 Équation de Burgers non visqueuse
Dans cette section, nous montrons comment notre approche de l'accélération de l'in-
férence bayésienne se comporte en dimension stochastique plus grande.
Nous considérons la plus simple des équations hyperboliques non linéaires : l'équation de
Burgers [D+10] : {
∂tu(x, t, θ) + ∂x
u2(x,t,θ)
2 = 0,
u0(x, θ) = u(x, 0, θ),
(3.80)
avec une condition initiale incertaine et présentant des chocs. Nous avons ici deux chocs
situés à des positions incertaines dans un certain intervalle borné.
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θ = (θ0, θ1) sont les paramètres inconnus liés à la condition initiale u0 telle que
u0(x, θ) =

u1, si x 6 x0 + σ0θ0,
u2, si x0 + σ0θ0 6 x 6 x1 + σ1θ1,
u3, si x > x1 + σ1θ1.
(3.81)
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Burgers initial condition realisations
Figure 3.6  Distribution de quelques réalisations de la condition initiale incertaine
Pour notre exemple, nous choisissons les valeurs des paramètres suivant : u1 = 2, u2 = 12 ,
u3 = 0, x0 = −0.5, x1 = 0.5, σ0 = 0.2 et σ1 = 0.1. Comme précédemment, nous
construisons un cas test pour lequel nous connaissons la vraie valeur de l'inconnue. Ici,
il s'agit de θtrue = (0.5, 0.5).
Nous considérons un savoir a priori étant une distribution uniforme sur [−1 ; 1]2.
La ﬁgure 3.6 montre quelques réalisations de la condition initiale correspondant à dif-
férentes réalisations le paramètre θ inconnu. Le système est ensuite intégré en temps. Le
premier choc (à gauche sur la ﬁgure) se déplace vers la droite plus rapidement que le
second (à droite) pour ﬁnalement le rattraper.
Pour ce problème, nous disposons d'une solution analytique donnée au temps t et à
position x par :
u(x, t, θ) =

u1, si x 6 x0 + σ0θ0 + v0t
u2, si x0 + σ0θ0 + v0t < x et x 6 x1 + σ1θ1 + v1t,
u3, si x > x1 + σ1θ1 + v1t.
(3.82)
v0 = (u1 + u2)/2 et v1 = (u2 + u3)/2.
Nous plaçons un détecteur au temps t = 1 et à la position x = 0.75 À ce temps à cette
position, la réponse est une variable aléatoire discrète avec trois Dirac de poids u0, u1
et u2. La ﬁgure 3.7 montre la solution analytique à x = 0.75 et t = 1 correspondant à
diﬀérentes conditions initiales (c'est-à-dire diﬀérentes réalisations du paramètre aléatoire
θ).
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Figure 3.7  Burgers réalisations à t = 1
Les modèles approchés gPC et i-gPC sont construits en utilisant une quadrature d'inté-
gration 2D pleine de Clenshaw-Curtis de niveau 5, soit 289 calculs du modèle direct.
La ﬁgure 3.8 présent l'a posteriori exact, l'a posteriori construit avec l'approximation
gPC et l'a posteriori construit avec l'approximation i-gPC. Nous remarquons que les
discontinuités sont bien mieux saisies par i-gPC que par gPC et que les oscillations sont
réduites par i-gPC (se référer à l'échelle des ﬁgures). L'approximation i-gPC permet de
retrouver la distribution uniforme du paramètre dans la région de probabilité maximale
tandis que gPC a tendance à d'une part mal évaluer le support des zones de probabilité
non nulle : le support prédit est plus réduit que celui attendu, et à d'autre part attribuer
une très faible probabilité à une valeur en fait tout à fait probable.
Supposons que les paramètres de grande probabilité correspondent à des situations de
mise en défaut d'une installation. Dans ce cas, on ne voudrait pas les manquer. Cela
pourrait être le cas avec gPC mais i-gPC comble ces lacunes. De plus, gPC étant très
oscillant, il fait apparaitre des paramètres plus probables que d'autres parmi les valeurs
théoriquement les plus probables alors que en théorie elles sont toutes équi-probables :
i-gPC permet de retrouver la distribution uniforme (le plateau de l'a posteriori) attendu.
La ﬁgure 3.9 montre la convergence de l'a posteriori gPC au sens de la divergence de
Kullback-Leibler et la convergence de l'approximation gPC du modèle direct au sens de
la norme L2. Le résultat demeure cohérent avec la proposition 2.
3.6.3 Équation de Burgers non visqueuse et inférence sur 3 paramètres
Dans cette section, nous proposons un exemple en dimension stochastique plus grande.
Nous considérons la même équation que dans la section précédente. À présent, on souhaite
inférer sur le niveau des paliers et non plus sur leurs positions. Le paramètre inconnue
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Figure 3.8  A posteriori exact, a posteriori gPC et a posteriori i-gPC. P = 4 et la
quadrature de Clenshaw-Curtis est de niveau 5. Les oscillations gPC nous donne l'illusion
que certains paramètres, parmi les positifs, sont moins probables que d'autres. Au con-
traire, avec i-gPC, nous obtenons une région d'equi-probabilité tout comme l'a posteriori
exact. De plus, i-gPC se comporte mieux sur les discontinuités.
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Figure 3.9  Burgers non visqueux 2D : étude de convergence par rapport au degré de
troncature polynomial P de l'erreur d'approximation du modèle direct ‖u˜n,i − ui‖L2(Θ)
(FML2) et de la divergence de Kullback-Leibler de l'a posteriori DKL(pipost‖pinpost) (DKL).
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θ = (θ1, θ2, θ3) est lié à la condition initiale de la manière suivante :
u0(x, θ) =

θ1 si x 6 x0
θ2 si x0 < x 6 x1
θ3 si x > x1
(3.83)
Pour une réalisation de la condition initiale, nous connaissons la solution analytique :
u0(x, t, θ) =

si t < t∗

θ1 si x 6 x0 + v0t
θ2 si x0 + v0t < x 6 x1 + v1t
θ3 si x > x1 + v1t
si t > t∗
{
θ1 si x 6 x∗ + v2(t− t∗)
θ3 sinon
(3.84)
v0 = (θ1 + θ2)/2) et v1 = (θ2 + θ3)/2 sont les vitesses des chocs. Au temps t∗ le choc
rapide rattrape de choc le plus lent avec t∗ = 2x0−x1θ3−θ1 . Après t
∗, il ne reste plus qu'un seul
choc se propageant à la vitesse v2 = (θ3 +θ1)/2. Ce cas test est intéressant dans la mesure
où la position des détecteurs inﬂuencera les quantités sur lesquelles on pourra inférer.
Par exemple, le deuxième palier ayant une durée de vie très courte ([0 ; t∗] dépendant de
θ), si les détecteurs sont hors de cet intervalle pour tout θ, on ne pourra rien dire de la
valeur de θ2.
Comme précédemment, nous construisons un cas pour le quel nous connaissons la valeur
du paramètre inconnu : θ = (2, 0.5, 0). Les observations sont artiﬁciellement bruitées avec
un bruit gaussien centré d'écart-type 0.1. L'a priori est choisi uniforme sur [1.8 ; 2.2] ×
[0.3 ; 0.7]× [−0.2 ; 0.2].
La ﬁgure 3.10 présente quelques réalisations de la condition initiale et de la solution au
temps t = 0.8.
Nous utilisons une quadrature 3D pleine de niveau 4 (173 points) avec un degré polyno-
mial P = 6 dans chaque direction.
Nous considérons un problème d'inférence bayésienne avec 5 obsevations x1 = −0.75, t1 =
0, x2 = 0, t2 = 0.5 et x3 = 0.65, t3 = 0.97. La ﬁgure 3.11 présente les trois marginales de
θ1, θ2 et θ3. Les barres verticales pointillées représentent les vraies valeurs des paramètres.
La marginale par rapport à θ3 montre des comportements similaires. Considérons la
marginale par rapport à θ2. Elle ne fournit pas d'information par rapport à la vraie valeur
de θ2. En revanche, le comportement de gPC nous laisse penser que si. Au contraire i-gPC
restitue bien ce comportement. Pour la marginale de θ1, i-gPC apporte de nouveau un
gain par rapport à gPC exactement dans les mêmes conditions.
Dans la section suivante, nous considérerons le système d'équations d'Euler pour la dy-
namique des ﬂuides compressibles.
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(b) Burgers realisations à t = 0.8
Figure 3.10  Plusieurs realisations de la condition initiale et de la solution au temps
ﬁnal pour le problème de Burgers à trois dimensions stochastiques.
3.6.4 Système des équations d'Euler : Problème de Riemann stochas-
tique
Dans cette section, nous inférons sur l'abscisse de la position initiale de l'interface pour
un écoulement 1D pour lequel un choc rencontre l'interface entre deux ﬂuides de densités
diﬀérentes.
Il s'agit d'un problème hydrodynamique sensible aux conditions initiales pour lequel
l'incertitude porte sur l'abscisse de l'interface initiale entre le ﬂuide lourd et le ﬂuide
léger. Il s'agit d'un premier pas vers l'étude 2D de l'interface pour un tube à choc que
nous traiterons dans le chapitre 4. Nous connaissons en outre sa solution analytique ce
qui en facilite le traitement.
Considérons les équations d'Euler 1D suivant :

∂tρ+ ∂x(ρu) = 0
∂t(ρu) + ∂x(ρu
2 + p) = 0
∂t(ρe) + ∂x(ρue+ pu) = 0,
(3.85)
où la première équation correspond à la conservation de la masse, ρ est la densité de
masse, u la vitesse. La deuxième équation correspond à la conservation de la quantité de
mouvement, p est la pression donnée par l'équation d'état des gaz parfaits. La dernière
équation correspond à la conservation de l'énergie totale, e est l'énergie spéciﬁque totale.
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Figure 3.11  3D Burgers non visqueux cas test, marginales par rapport à θi
Nous considérons pour cette équation une équation d'état de type gaz parfait :
p = (γ − 1)ρε (3.86)
ε = e− u
2
2
(3.87)
Considérons le problème de Riemann suivant (voir par exemple [Tor97, Ser96a, Ser96b]) :
initialement, le problème consiste en deux états contant, un ﬂuide léger et un ﬂuide lourd
séparés par une interface dont l'interface est incertaine. La condition initiale est donnée
par
u(x, 0, θ) =

ρ(x, 0, θ) =
{
1 si x 6 θ,
0.125 sinon,
ρu(x, 0, θ) = 0,
ρe(x, 0, θ) =
{
2.5 si x 6 θ,
0.25 sinon.
(3.88)
θ correspond à l'abscisse initiale de l'interface. Sa vraie valeur est ﬁxée à 1 et nous
souhaitons retrouver cette valeur à travers une inférence bayésienne  artiﬁciellement 
bruitée.
L'a posteriori sur θ est uniforme dans [0.95 ; 1.05] et les lois de l'erreur de mesure et de
bruitage des mesures sont des gaussiennes centrées d'écart-type σ = 0.1.
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Figure 3.12  Densité de masse à quatre temps diﬀérents correspondant à diﬀérentes
réalisation de l'abscisse de l'interface initiale : moyenne en noir, maximum en bleu, min-
imum en vert.
Nous plaçons un capteur en x = 1.01 (pour de vraie expériences, ce capteur correspond
à un appareil photo ou à un appareil équivalant, voir [PTR98, VS95] par exemple), et
considérons quatre mesures aux temps 0, tm3 ,
2tm
3 et tm = 0.14.
La ﬁgure 3.12 présente trois réalisation de l'a priori uniforme à diﬀérents temps avec
la position du détecteur. Pour une réalisation, quand le temps s'écoule, trois ondes se
développent et se propagent. Une détente dans le ﬂuide lourd (à gauche), une discontinuité
de contact au milieu et un choc dans le ﬂuide léger (à droite).
Dans un premier temps, considérons les diﬀérentes approximations aux diﬀérents points
de mesure. Nous avons recourt, pour construire les diﬀérentes approximations, à gPC non
intrusif et à i-gPC avec une base polynomiale de Legendre et une quadrature d'intégration
de Clenshaw-Curtis de niveau 6 (c'est-à-dire de 26−1 + 1 = 33 points) et de niveau 8
(c'est-à-dire 28−1 + 1 = 129 points) avec P = 7.
La ﬁgure 3.13 présente la solution analytique et les approximations gPC et i-gPC en
trois points de mesure (t = 0, t = 0.046 et t = 0.14). Considérons la dynamique de
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l'écoulement et la solution analytique. Nous pouvons remarquer les diﬀérents comporte-
ment de la solution analytique aux points de mesure avec le temps : la solution présente
une discontinuité lorsque le choc passe à travers le détecteur, voir ﬁgure 3.13(a). Ensuite,
le capteur saisit la discontinuité de contact et la détente, voir ﬁgure 3.13(c). Enﬁn, le
capteur détecte seulement la détente, voir ﬁgure 3.13(b).
Regardons maintenant le comportement des diﬀérentes approximations aux trois points
de mesure. Au point de mesure un, i-gPC permet de retrouver le comportement discon-
tinu du choc passant à travers le détecteur. À l'inverse, l'approximation gPC génère des
oscillations (ﬁgure 3.13(a)). Pour la troisième mesure, gPC et i-gPC donnent des résul-
tats satisfaisant (ﬁgure 3.13(c)). Au niveau de la deuxième mesure, pour laquelle nous
observons la discontinuité de contact et la détente, i-gPC permet un gain net au niveau
de la discontinuité (ﬁgure 3.13(b)). i-gPC adapte donc l'approximation par rapport à la
solution en adaptant la base polynomiale de projection.
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Figure 3.13  Adaptation de la base polynomiale i-gPC à la solution
Calculons maintenant la densité de probabilité a posteriori en utilisant la formule analy-
tique, l'accélération gPC et l'accélération i-gPC.
Les ﬁgures 3.14(a) et 3.14(b) présentent les a posteriori exacts, approché par gPC et
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Figure 3.14  Problème de Riemann de la dynamique des ﬂuides 1D : a posteriori de
l'abscisse de l'interface initiale accéléré par gPC, acéléré par i-gPC et exact.
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Figure 3.15  Problème de Riemann : convergence de la divergence de Kullback-Leibler,
de l'erreur L2 et de l'erreur L1 par rapport au degré polynomial P pour diﬀérents niveaux
d'intégration k de 6 à 14. Nous remarquons le comportement étrange de la divergence
de Kullback-Leibler qui augmente avec le niveau d'intégration à P ﬁxé (3.15(a)) ce qui
devrait être l'inverse comme pour les erreurs L1 et L2 (3.15(b)). L'utilisation de i-gPC
améliore la convergence de la divergence de Kullback-Leibler, de la norme L1 et de la
norme L2.
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par i-gPC. L'a posteriori analytique révèle la présence d'un comportement discontinu
à seuil. De nouveau, l'utilisation de gPC peut conduire à une mauvaise interprétation
de l'inférence. Par exemple, en se référant à l'a posteriori gPC, la valeur du paramètre
θ = 1.01, où le détecteur est placé, n'est pas estimé pertinent alors qu'il l'est en réalité
comme on peut le voir sur l'a posteriori exact. À l'inverse, l'a posteriori accéléré par i-gPC
donne à cette région l'importance qu'elle mérite. De plus, de par la présence d'oscillation,
l'a posteriori gPC donne à tord davantage de poids à certaines valeurs du paramètre alors
que ce n'est pas le cas de i-gPC.
Finalement, la ﬁgure 3.15 présente, sur ce problème sensible, la convergence de la diver-
gence de Kullback-Leibler, de la norme L1 et de la norme L2, ds approximations gPC et
i-gPC par rapport au degré polynomial P pour diﬀérents nombres de points d'intégration
2k−1 + 1.
Considérons la courbe de convergence de la divergence de Kullback-Leibler de l'approx-
imation gPC (ﬁgure 3.15(a)) : losque le nombre de points d'intégration augmente, la
vitesse de convergence diminue. Cela est dû au comportement particulier des approxi-
mations gPC pour la divergence de Kullback-Leibler sur des modèles discontinus. À P
ﬁxé, pour de telles solutions, la divergence de Kullback-Leibler peut augmenter tandis
que l'erreur L2 diminue.
Commentons maintenant le comportement de i-gPC dans le me contexte. La précision de
i-gPC à P et k ﬁxés est meilleure que celle de gPC. La conclusion est qu'il est toujours
mieux d'utiliser i-gPC que gPC pour la divergence de Kullback-Leibler, la norme L1 et
la norme L2.
3.7 Conclusion du chapitre
Nous avons traité dans ce chapitre la résolution de problèmes inverses impliquant des
modèles fortement non linéaires ou discontinus, en particulier des systèmes de loi de
conservation (du type de celui gouvernant la dynamique des ﬂuides compressibles).
Nous avons dans un premier temps lié la convergence en norme L2 de l'approximation du
modèle direct à la convergence dans la divergence de Kullback-Leibler de l'approximation
de l'a posteriori. En particulier, nous avons posé les conditions pour que la convergence
de l'a posteriori au sens de la divergence de Kullback-Leibler soit au moins deux fois plus
rapide que la convergence du modèle direct en norme L2.
Nous avons alors mis en ÷uvre l'inférence bayésienne dans ce cadre d'approximation
stochastique spectrale. Les taux de convergence théoriques ont été illustrés sur des prob-
lèmes inverses non linéaires de régularités diverses.
Nous avons en outre proposé une approche numérique eﬃcace adaptée aux problèmes
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inverses fortement non linéaires. Il s'agit de l'amélioration de l'approximation du modèle
direct en utilisant l'algorithme auto adaptatif i-gPC. Nous avons montré que l'approche
i-gPC pour les problèmes inverses apporte un gain par rapport à l'approche gPC et
nous avons ainsi accéléré la convergence de l'inférence bayésienne. Nous avons démontré
l'eﬃcacité de l'approche i-gPC dans un contexte de quadrature numérique ﬁnie présentant
peu de points.
Les résultats de ce chapitre constituent une première étape vers l'inférence bayésienne sur
l'interface initiale de séparation entre deux ﬂuides en hydrodynamique et en particulier
au niveau des instabilités de Rychtmyer-Meshkov et de Rayleigh-Taylor. La prochaine
étape de l'étude sera de considérer le système d'Euler de la dynamique des ﬂuides en
dimension deux d'espace en regardant deux ﬂuides séparés par une interface initiale in-
connue modélisée par un processus stochastique comme dans [GDH11]. Il s'agira alors
de mettre en ÷uvre l'approche introduite dans ce chapitre aﬁn d'inférer sur les carac-
téristiques de cette interface à partir de données expérimentales d'évolutions de zones de
mélanges au cours du temps.
Dans le chapitre suivant, nous considérerons le système d'équations d'Euler pour la
dynamique des ﬂuides compressibles dans une conﬁguration de type tube à choc de
Richtmyer-Meshkov.
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Chapitre 4
Dynamique des gaz compressibles,
propagation d'incertitudes, analyse
numérique, résolution d'un
problème inverse
Objectifs : Dans ce chapitre, nous présentons les principaux résultats hydrodynamiques
de cette thèse. Ils concernent les expériences de tubes à chocs et les instabilités de
Richtmyer-Meshkov se développant lorsqu'un ﬂuide vient choquer un autre ﬂuide. Nous
commençons par rappeler certains résultats [JMCR04, JC06, Jao07] sur l'utilisation
des méthodes perturbatives (cf. C.2) pour l'étude d'instabilités hydrodynamiques et
approndissons certains résultats de [Poe09] sur les parallèles existants entre méthodes
perturbatives et méthodes par Chaos Polynomial : les solutions de systèmes d'EDP con-
struits par approche perturbative sont limites des solutions des systèmes d'EDP obtenus
par Chaos Polynomial. Ce résultat motive les développements eﬀectués dans la suite du
chapitre aﬁn d'étendre à des régimes faiblement non linéaires voire non linéaires les ré-
sultats obtenus par approche perturbative pour l'étude d'instabilités hydrodynamiques,
travaux initiés dans [GDH11]. L'objectif de ce chapitre est également de pousser les
études eﬀectuées dans [GDH11] ayant à disposition une puissance de calcul plus impor-
tante que précédemment (passage de Tera10 à Tera100) ainsi que de nouveaux outils
mathématiques (résolution de problème inverse par inférence bayesienne) et algorithmes
(i-gPC par exemple). Nous présentons alors des résultats sur un problème de propaga-
tion d'incertitudes hydrodynamique 2D (tube à choc) avant de terminer sur une étude
de calibration bayesienne sur les paramètres de l'interface initiale du tube à choc en nous
comparant à des résultats expérimentaux [PTR98, VS95]. •
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4.1 Parallèle entre méthodes perturbatives et méthodes par
Chaos Polynomial généralisé
Objectifs : Dans cette section, nous eﬀectuons un parallèle entre les méthodes perturba-
tives (cf. annexe C.2) et les méthodes de propagation d'incertitudes par Chaos Polynomial
généralisé. L'idée est inspirée des travaux de [JMCR04, JC06, Jao07] sur les méthodes
par perturbations. •
Nous commençons par un bref rappel sur les travaux de [JMCR04, JC06, Jao07].
4.1.1 Motivations : rappels sur les travaux de S. Jaouen
Objectifs : Nous présentons les travaux de [JMCR04, JC06, Jao07] sur la prise en
compte de perturbations tridimensionnelles d'un écoulement de base monodimensionnel.
Ces travaux sont basées sur une approche par perturbations (cf. annexe C.2). monodi-
mensionnel. •
Dans [JMCR04, JC06, Jao07], les auteurs appliquent l'approche par perturbations décrite
annexe C.2 au système d'Euler en coordonnées lagrangiennes en trois dimensions d'es-
pace. Sous certaines hypothèses, rappelées plus tard dans le document, il en résulte un
modèle prenant en compte des perturbations transverses d'un écoulement unidirectionnel
prédictif dans la phase linéaire de l'écoulement et considérablement moins coûteux qu'une
simulation tridimensionnelle. Nous rappelons brièvement le principe d'application de la
méthode avant d'aborder un parallèle entre méthodes perturbatives et par gPC. Ces
résultats sont appliqués au système d'Euler en coordonnées eulériennes.
Soit le système d'Euler en coordonnées cartésiennes, en trois dimensions d'espace :
∂tρ+ ∂x(ρux) + ∂y(ρuy) + ∂z(ρuz) = 0,
∂t(ρux) + ∂x(ρu
2
x + p) + ∂y(ρuxuy) + ∂z(ρuxuz) = 0,
∂t(ρuy) + ∂x(ρuyux) + ∂y(ρu
2
y + p) + ∂z(ρuyuz) = 0,
∂t(ρuz) + ∂x(ρuxuz) + ∂y(ρuzuy) + ∂z(ρu
2
z + p) = 0,
∂t(ρe) + ∂x(ρuxe+ pux) + ∂y(ρuye+ puy) + ∂z(ρuze+ puz) = 0,
(4.1)
où ρ désigne la densité de masse, le vecteur vitesse est noté u = (ux, uy, uz)t et e désigne
la densité d'énergie totale : e = ε+ ||u||
2
2 , où ε est l'énergie interne spéciﬁque du ﬂuide. Le
système est fermé par la donnée d'une loi de pression p(ρ, ε). On considère une fermeture
de type gaz parfait : p = (γ − 1)ρε. On suppose les inconnues du système dépendant de
x, y, z, t ainsi que d'une variable aléatoire Ξ modélisant l'incertitude, par exemple sur la
condition initiale.
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On propose d'appliquer la méthode par perturbation au système (4.1). On note U =
(ρ, ρux, ρuy, ρuz, ρe)
t et on considère une perturbation inﬁnitésimale de U autour d'un
écoulement dit de base :
Uε(x, y, z, t) = U0(x, y, z, t) + εU1(x, y, z, t) +O(ε). (4.2)
Le paramètre ε désigne une perturbation de la variable aléatoire d'entrée Ξ autour de sa
moyenne (cf. annexe C.2).
L'écoulement satisfait par U0 est appelé écoulement de base. L'écoulement satisfait par
U1 est l'écoulement linéarisé. Les vecteurs U0 et U1 satisfont deux nouveaux systèmes
d'équations : ces systèmes sont obtenus par identiﬁcation des coeﬃcients de ε en consid-
érant que Uε satisfait (4.1).
Nous faisons l'hypothèse que l'écoulement de base est unidirectionnel selon l'axe des
abscisses :
U0(x, y, z, t) = U0(x, t) =

ρ0
ρ0u0x
ρ0u0y
ρ0u0z
ρ0e0
 . (4.3)
Ceci implique que uy = constante = uz : on suppose, sans perte en généralité, que les
vitesses transverses pour l'écoulement de base sont nulles : u0y = constante = 0 = u
0
z. Le
système satisfait par un tel U0 est donné par 1
∂tρ
0 + ∂x(ρ
0u0x) = 0,
∂t(ρ
0u0x) + ∂x(ρ
0(u0x)
2 + p0) = 0,
∂yp
0 = 0,
∂zp
0 = 0,
∂t(ρ
0e0) + ∂x(ρ
0u0xe
0 + p0u0x) = 0.
(4.4)
Le système est fermé en déﬁnissant la loi de pression satisfaite par p0 : au premier ordre
p0 = (γ − 1)ρ0
(
e0 +
(u0x)
2
2
)
. (4.5)
Ceci détermine complètement l'écoulement de base.
Nous nous intéressons maintenant à l'écoulement linéarisé U1. On souhaite prendre en
compte des perturbations transverses de U0, par conséquent
U1 = U1(x, y, z, t). (4.6)
1. En remarquant qu'au premier ordre (fg)0 = f0g0, pour toutes fonctions f et g.
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En considérant que U0 = U0(x, t), que u0y = 0 = u
0
z et après calculs, l'écoulement linéarisé
satisfait le système
∂tρ
1 + ∂x(ρu)
1 + ρ0
(
∂yv
1 + ∂zw
1
)
= 0,
∂t(ρu)
1 + u0∂x(ρu)
1 + u1∂x(ρu)
0 + ∂xp
1 + ρ0u0(∂yv
1 + ∂zw
1) = 0,
∂t(ρv)
1 + u0∂x(ρv)
1 + ∂yp
1 = 0,
∂t(ρw)
1 + u0∂x(ρw)
1 + ∂zp
1 = 0,
∂t(ρe)
1 + u0∂x(ρe)
1 + u1∂x(ρe)
0 + ∂x(pu)
1 + (ρ0e0 + p0)(∂yv
1 + ∂zw
1) = 0,
(4.7)
où on aura utilisé le fait que (fg)1 = f1g0 + f0g1 pour toutes fonctions f et g (dévelo-
ppement au premier ordre). On introduit la divergence transverse de la vitesse linéarisée
Ω1 = ∂yu
1
y + ∂zu
1
z. (4.8)
En dérivant les troisième et quatrième équations de (4.7) par rapport à, respectivement,
y et z et en sommant les deux équations obtenues, on obtient l'équation satisfaite par la
divergence transverse Ω1. Le système satisfait par U1 s'écrit :
∂tρ
1 + ∂x(ρux)
1 + ρ0Ω1 = 0,
∂t(ρux)
1 + ∂x(ρu
2
x)
1 + ∂xp
1 + ρ0u0xΩ
1 = 0,
∂t(ρ
0Ω1) + ∂x(ρ
0u0xΩ
1) + ∆⊥p1 = 0,
∂t(ρe)
1 + ∂x(ρuxe)
1 + ∂x(pux)
1 + (ρ0e0 + p0)Ω1 = 0,
(4.9)
où ∆⊥ désigne le Laplacien transverse déﬁnit par ∆⊥· = ∂2yy ·+∂2zz · . On note (Pk,l)k,l∈Z
les composantes de la base de Fourier dans les directions transverses à l'écoulement :
∀k, l ∈ Z
Pk,l(y, z) = e
i(ky+lz). (4.10)
et on considère le développement sur cette base de U0 et U1. Chaque quantité linéarisée
s'écrit
f1(x, y, z, t) =
+∞∑
k=−∞
+∞∑
l=−∞
f1k,l(x, t)Pk,l(y, z), (4.11)
avec ∀k, l ∈ Z
f1k,l(x, t) =
∫ ∫
f1(x, y, z, t)Pk,l(y, z)dydz. (4.12)
Considérons un mode (k, l) quelconque de l'écoulement linéarisé, alors pour toute fonc-
tion, on a f1(x, y, z, t) = f1k,l(x, t)Pk,l(y, z) et en particulier, en notant ω =
√
k2 + l2, on
obtient ∆⊥f1 = −(k2 + l2)f1 = −ω2f1.
Considérons les solutions de (4.4)-(4.9) selon le mode associé à la pulsation ω, ces solutions
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satisfont (4.4) ainsi que (4.13) donnée par
∂tρ
1 + ∂x(ρux)
1 + ρ0Ω1 = 0,
∂t(ρux)
1 + ∂x(ρu
2
x)
1 + ∂xp
1 + ρ0u0xΩ
1 = 0,
∂t(ρ
0Ω1) + ∂x(ρ
0u0xΩ
1)− ω2p1 = 0,
∂t(ρe)
1 + ∂x(ρuxe)
1 + ∂x(pux)
1 + (ρ0e0 + p0)Ω1 = 0.
(4.13)
Le système (4.4)-(4.13) est fermé par les loi de pression linéarisée (4.5) et (4.14) donnée
par 2
p1 = (γ − 1)
(
ρ1(e0 +
(u0x)
2
2
) + ρ0(e1 + u0xu
1
x + u
0
yu
1
y + u
0
zu
1
z)
)
. (4.14)
La composante modale est donc solution d'un système 1-D non homogène, donné par
(4.4)-(4.13) et fermé par (4.5) et (4.14). L'étude de la stabilité linéaire de la solution
Uε vis-à-vis de perturbations longitudinales et transverses revient à résoudre le système
déﬁnit par (4.4)-(4.13) pour plusieurs modes transverses et à caractériser le comportement
asymptotique dans le temps des solutions correspondantes.
L'avantage d'un tel modèle est d'éviter des simulations directes en trois dimensions d'es-
pace pour étudier un écoulement monodimensionnel perturbé transversalement.
Le modèle obtenu présente le défaut de n'être que faiblement hyperbolique (cf. annexe
C.2) : la stabilité en temps des solutions n'est donc pas assurée et les résultats ne sont
valides que dans la limite linéaire. Toutefois, dans ce régime linéaire, l'approche par per-
turbation présente l'intérêt d'être prédictif et peu coûteux. Dans la section qui suit, nous
montrons que l'approche par perturbation est limite de l'approche par Chaos Polyno-
mial, i.e. la seconde approche est plus générale que la première. Les sections qui suivent
ont pour objectif d'explorer la possibilité de construire un modèle plus général (régime
faiblement non linéaire voire non linéaire) grâce à gPC pour un surcoût contrôlé.
4.1.2 Approche par perturbations comme limite de l'approche polyno-
miale
Dans cette section, nous comparons les approches par perturbations et par Chaos Poly-
nomial. L'objectif est de montrer que la première est limite de la seconde sous certaines
conditions sur les paramètres incertains. Pour cela, nous comparons les méthodes sur un
système de lois de conservation quelconque d'écriture générale
∂tu+ ∂xf(u) = 0, u(x, t,Ξ) ∈ U ⊂ Rn, (4.15)
où Ξ est une variable aléatoire modélisant l'incertitude sur les conditions initiales (par
exemple).
2. Linéarisation au premier ordre de la loi de pression de type gaz parfait.
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Par souci de simplicité, nous considérons un système de lois de conservation 1-D : les
résultats présentés dans cette section pourront être immédiatement étendus aux systèmes
de lois de bilan en plusieurs dimensions d'espace.
Approche par Perturbations
On rappelle dans un premier temps les équations satisfaites dans le cadre de l'approche
par perturbations. Les méthodes par perturbations consistent à considérer des perturba-
tions inﬁnitésimales de l'écoulement autour de la valeur moyenne des variables aléatoires
d'entrée (cf. annexe C.2). Le vecteur d'inconnus u solution du système de lois de conser-
vation (4.16) est approché par son développement de Taylor tronqué à l'ordre P autour
de la valeur moyenne des paramètres d'entrée :
u(ξ) ≈ uP(ξ) = u0 +
P∑
i=1
uiξ
i
i!
, (4.16)
où ξ désigne une perturbation de la variable aléatoire d'entrée Ξ autour de sa moyenne µ,
ξ = Ξ− µ. La validité de l'approche par perturbation dépend directement de la variable
aléatoire considérée : ξ = Ξ− µ ∼ 0 =⇒ σ2Ξ = Var(Ξ) ∼ 0.
Les équations satisfaites par U = (u0, . . . , uP)t, avec uk =
∂ku
∂ξk
(x, t, µ), ∀k ∈ {0, . . . ,P},
s'obtiennent en substituant l'expression du développement de Taylor dans le système de
lois de conservation (4.16) et en identiﬁant les coeﬃcients des puissances de ξ. L'objectif
de cette section est de mettre en évidence l'expression de la kieme équation du système
tronqué obtenu. Nous nous intéressons dans un premier temps au ﬂux de ce système :
f(uP(ξ)) = f
(
u0 +
P∑
i=1
uiξ
i
i!
)
, (4.17)
f(uP(ξ)) = f (u0) +
P∑
j=1
1
j!
f (j)(u0)
(
P∑
i=1
uiξ
i
i!
)j
. (4.18)
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En utilisant la formule du multinôme de Newton 3, l'expression du ﬂux devient
f(uP(ξ)) = f(u0) +
P∑
j=1
∑
|~k|=j
1
j!
f (j)(u0)C
j
~k
P∏
i=1
(
uiξ
i
i!
)ki
, (4.20)
f(uP(ξ)) = f(u0) +
P∑
j=1
∑
|~k|=j
1
j!
f (j)(u0)C
j
~k
P∏
i=1
(
ui
i!
)ki
ξPj−(P−1)k1−(P−2)k2..−kP−1 , (4.21)
f(uP(ξ)) = f(u0) +
P2∑
t=1
ξt
P∑
j=1
∑
|~k|=j︸ ︷︷ ︸
j,~k/t=Pj−(P−1)k1−(P−2)k2−...−kP−1
1
j!
f (j)(u0)C
j
~k
P∏
i=1
(
ui
i!
)ki
.
(4.22)
Par identiﬁcation des coeﬃcients de (ξn)n∈{0,...,P}, on en déduit les composantes du ﬂux
du système tronqué issu de la méthode par perturbations : on note ∀n ∈ {0, . . . ,P},
fn(u0, . . . , uP) =
P∑
j=1
∑
|~k|=j︸ ︷︷ ︸
j,~k/n=Pj−(P−1)k1−(P−2)k2−...−kP−1
1
j!
f (j)(u0)C
j
~k
P∏
i=1
(ui
i!
)ki
. (4.23)
Le système tronqué obtenu par application de l'approche par perturbations est donné
3. Formule du multinôme de Newton :
(
x1 + . . .+ xP
)j
=
∑
|~k|=j
Cj~k
P∏
i=1
xkii , (4.19)
où ~k = (k1, . . . , kP) est le vecteur des puissances des xi, |~k| = ∑Pi=1 ki et Cj~k = n!P∏
i=1
ki!
.
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par
∂tu0 + ∂xf(u0) = 0, (4.24)
. . .
∂t
un
n!
+ ∂x

P∑
j=1
∑
|~k|=j︸ ︷︷ ︸
j,~k/n=Pj−(P−1)k1−(P−2)k2−...−kP−1
1
j!
f (j)(u0)C
j
~k
P∏
i=1
(ui
i!
)ki
 = 0, (4.25)
. . .
∂t
uP
P!
+ ∂x

P∑
j=1
∑
|~k|=j︸ ︷︷ ︸
j,~k/P=Pj−(P−1)k1−(P−2)k2−...−kP−1
1
j!
f (j)(u0)C
j
~k
P∏
i=1
(ui
i!
)ki
 = 0. (4.26)
Dans la section qui suit, nous nous intéressons au système tronqué issu de l'application
de la méthode par Chaos Polynomial. L'objectif est de comparer l'expression obtenue au
système (4.24).
Approche par Chaos Polynomial
Dans le cadre de l'approche par Chaos Polynomial, la solution est approchée par le
développement polynomial
u(ξ) ≈ uP(ξ) =
P∑
i=0
uiφ
d
i (ξ), (4.27)
où (φdi )i∈{0..P} est la base de Chaos Polynomial associée à la variable aléatoire Ξ suivant
une loi uniforme 4 sur un intervalle de la forme [−d, d]. La base de polynômes utilisée
est la base des polynômes de Legendre orthonormée : la dépendance en d de la base
polynomiale est rendue explicite.
Cherchons l'expression du système tronqué issu de sG-gPC 5. Les développements sont
eﬀectués de manière formelle en supposant de bonnes propriétés aux systèmes tronqués
4. Le fait de supposer la loi de Ξ uniforme permet de simpliﬁer les calculs qui suivront, le discours
ne perd rien en généralité puisqu'il est toujours possible de se ramener au cas uniforme par application
du théorème de la mesure image.
5. Nous dénotons par sG-gPC l'approche gPC intrusive, cf. [Poe09] par exemple
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obtenus (nous supposons qu'ils sont bien posés, existence et unicité des solutions malgré
le fait que ces propriétés ne soient pas immédiates en pratique, cf. [Poe09] par exemple).
Le système tronqué est obtenu comme suit : on injecte le développement gPC dans le
système d'EDP d'intérêt (ici un système de lois de conservation général) puis on multiplie
(4.16) par (φdk)k∈{0,...,P} et on intègre l'équation obtenue contre la mesure dP. Le système
obtenu est le suivant : 
∂tu0 + ∂x
∫
f
(∑P
i=0 uiφ
d
i
)
φd0 dP = 0,
. . .
∂tuk + ∂x
∫
f
(∑P
i=0 uiφ
d
i
)
φdk dP = 0,
. . .
∂tuP + ∂x
∫
f
(∑P
i=0 uiφ
d
i
)
φdP dP = 0.
(4.28)
L'objet de la sous-section qui suit est de faire, de manière formelle, un rapprochement
entre les systèmes (4.24) et (4.28).
Approche par perturbation comme limite de l'approche polynomiale
Nous commençons par énoncer le résultat suivant :
Propriété 4.1 Avec les notations des sous-sections précédentes, les solutions (uk)k∈{0,...,P}
du système (4.24) sont limites des solutions (udk)k∈{0,...,P} du système (4.28) lorsque
d −→ 0.
En terme de problème de quantiﬁcation d'incertitudes, la propriété précédente signiﬁe en
fait que la méthode par perturbations est équivalente à la méthode polynomiale dans la
limite d'une variance de la variable aléatoire d'entrée Ξ tendant vers 0 6. Le résultat peut
paraître immédiat. Il est en revanche moins évident lorsque l'on compare les expressions
(4.24) et (4.28) : la preuve qui suit permet de comprendre le passage d'une approche à
l'autre.
Le résultat est nécessaire pour pouvoir aborder le problème de perturbation 3-D d'un
écoulement 1-D décrit précédemment sous ce nouvel angle avec pour objectif d'étendre
le domaine de validité au régime faiblement non linéaire voire non linéaire.
La preuve apporte une information intéressante : elle met en évidence la correspondance
entre les deux types de solutions dans la limite d −→ 0. Cette correspondance permettra
la comparaison des deux types de solutions.
6. Le paramètre d est directement lié à la variance de Ξ, cf. section B.
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Preuve. Introduisons la matrice
A =

ad0,0 0 0 . . . 0
ad1,0 a
d
1,1 0 . . . 0
. . . . . . . . . . . . . . .
adP,0 a
d
P,1 . . . a
d
P,P−1 a
d
P,P
 , (4.29)
matrice des coeﬃcients des polynômes de Legendre orthonormés sur [−d, d], (φdi )i∈{0,...,P},
dans la base des (ξi)i∈{0,...,P} :
∀i ∈ {0, . . . ,P}, on a φdi (ξ) =
i∑
j=0
adi,jξ
j (la matrice est triangulaire inférieure). (4.30)
On note B l'inverse de A 7, on a donc ∀(i, j) ∈ {0, . . . ,P}2 ,∑Pk=0 ai,kbk,j = δi,j .
Notons alors que si (φi(ξ))i∈{0,...,P} est la base des polynômes de Legendre orthonormée
par rapport à la mesure uniforme P(ξ) = 12I[−1,1](ξ), alors (φdi (ξ) = φi(ξd))i∈{0,...,P} est
la base polynomiale associée à la variable aléatoire Ξ sur [−d ; d].
On eﬀectue le changement de base dans (4.28) en remarquant que, de l'égalité
u0 +
P∑
i=1
uiξ
i
i!
=
P∑
i=0
uiφ
d
i (ξ), (4.31)
il est possible de tirer la relation
∀i ∈ {0, . . . ,P}, ui
i!
=
P∑
j=0
aj,iuj , (4.32)
qui s'écrit encore
∀i ∈ {0, . . . ,P}, ui =
P∑
j=0
bj,i
uj
j!
. (4.33)
7. La matrice B existe car A est une matrice de passage d'une base à une autre.
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Ainsi, en introduisant les expressions de (4.33) dans (4.28), on obtient ∀n ∈ {0, . . . ,P} :
∂t
 P∑
j=0
bn,j
uj
j!
+ ∂x∫ f
 P∑
i=0
P∑
j=0
bj,i
uj
j!
P∑
l=0
ai,l(ξd)
l
φdn(ξ)dP(ξ) = 0, (4.34)
∂t
 P∑
j=0
bn,j
uj
j!
+ ∂x∫ f

P∑
j=0
P∑
l=0
uj(ξd)
l
j!
P∑
i=0
bj,iai,l︸ ︷︷ ︸
δj,l
φdn(ξ)dP(ξ) = 0, (4.35)
∂t
 P∑
j=0
bn,j
uj
j!
+ ∂x∫ f

P∑
j=0
uj(ξd)
j
j!︸ ︷︷ ︸
u0+O(d)
φdn(ξ)dP(ξ) = 0. (4.36)
Après un développement limité à l'ordre P en supposant que d → 0 et l'utilisation du
multinôme de Newton (4.19), on obtient ∀n ∈ {0, . . . ,P} :
∂t
 P∑
j=0
bn,j
uj
j!

+ ∂x
∫
f (u0) +
P2∑
t=1
(ξd)t
P∑
j=1
∑
|~k|=j︸ ︷︷ ︸
j,~k/t=Pj−...−kP−1
1
j!
f (j)(u0)C
j
~k
P∏
i=1
(ui
i!
)ki

φdn(ξ)dP(ξ) = 0
(4.37)
L'écriture des (ξt)t∈{0,...,P} dans la base des (φt)t∈{0,...,P} renvoie
∀t ∈ {0, . . . ,P}, (dξ)t =
P∑
l=0
bl,tφ
d
l (ξ). (4.38)
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Son utilisation dans l'expression (4.37) renvoie ∀n ∈ {0, . . . ,P} :
∂t
 P∑
j=0
bn,j
uj
j!

+ ∂x
f(u0) +
P2∑
t=1
P∑
l=0
bl,t
∫
φdl (ξ)φ
d
n(ξ)dP(ξ)︸ ︷︷ ︸
δl,n
P∑
j=1
∑
|~k|=j︸ ︷︷ ︸
j,~k/t=Pj−...−kP−1
1
j!
f (j)(u0)C
j
~k
P∏
i=1
(ui
i!
)ki
 = 0,
∂t
 P∑
j=0
bn,j
uj
j!

+ ∂x
f(u0) +
P2∑
t=1
bn,t
P∑
j=1
∑
|~k|=j︸ ︷︷ ︸
j,~k/t=Pj−...−kP−1
1
j!
f (j)(u0)C
j
~k
P∏
i=1
(ui
i!
)ki
 = 0.
(4.39)
Pour conclure il suﬃt de remarquer que bi,j = 0 si i > j et que bi,j =
b˜i,j
dj
si i ≤ j ;
la première assertion découle du fait que la matrice At ainsi que son inverse Bt sont
triangulaires supérieures. La seconde assertion exige l'étude de la base (φi(dξ))i∈{0,...,P}.
Un simple calcul montre que ai,j = a˜i,jdj ainsi que ai,i = di = 1bi,i 6= 0 ∀i ∈ {0, . . . ,P}.
On obtient le résultat en eﬀectuant l'inversion de At et en étudiant les coeﬃcients de
proche en proche. Le système devient alors ∀n ∈ {0, . . . ,P} :
∂t
b˜n,n 1
dn
un
n!
+
n−1∑
j=0
b˜n,j
1
dj
uj
j!

+ ∂x
f(u0) +
n∑
t=0
b˜n,t
1
dt
P∑
j=1
∑
|~k|=j︸ ︷︷ ︸
j,~k/t=Pj−...−kP−1
1
j!
f (j)(u0)C
j
~k
P∏
i=1
(ui
i!
)ki
 = 0.
(4.40)
En mettant b˜n,n 1dn 6= 0 en facteur dans les P + 1 équations de (4.40) et en passant à la
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limite d −→ 0 on retrouve le système
∀n ∈ {0, . . . ,P}, ∂t unn! + ∂x

P∑
j=1
∑
|~k|=j︸ ︷︷ ︸
j,~k/n=Pj−...−kP−1
1
j!f
(j)(u0)C
j
~k
P∏
i=1
(ui
i!
)ki
 = 0, (4.41)
correspondant au système obtenu par application de l'approche par perturbations.
La démonstration présente deux intérêts :
 elle permet d'établir le lien entre les écoulements de base et linéarisé obtenus par
approche par perturbations et les écoulements moyen et la ﬂuctuation : elle montre en
particulier qu'en théorie, les résultats issus de la méthode par perturbations peuvent
être obtenus par l'approche polynomiale dans la limite d −→ 0. Le lien entre les
approches est eﬀectué par le changement de base, relations (4.32) et (4.33). Les deux
approches sont brièvement comparées ﬁgures 4.1 et 4.2 dans le cadre de l'équation de
Burgers et de l'équation d'Euler.
 L'approche présente également un intérêt du point de vue modélisation : l'intervalle
[−d, d] correspond au support de la perturbation initiale et la recherche des termes
d'ordres supérieurs dans le passage à la limite dans le développement polynomial du
système étudié (termes incluent dans O(d)) permet de dériver de nouveaux modèles
correctifs (modèles de saturation). Cet aspect ne sera pas plus développé dans ce
document mais fera l'objet de travaux futurs.
Dans la section qui suit nous vériﬁons numériquement la précédente propriété.
4.1.3 Quelques résultats numériques encourageants
Dans cette brève section, nous retrouvons numériquement les résultats obtenus par méth-
odes perturbatives par application des méthodes par Chaos polynomial dans le régime
où la variance de l'incertitudes sur les paramètres d'entrée tend vers zéro.
Nous présentons les résultats sur l'équation scalaire de Burgers dans un premier temps
puis sur le système d'Euler en conﬁguration tube à choc 1D (adaption 1D du tube à choc
de Richtmyer-Meshkov).
Équation de Burgers 1D non visqueuse
Nous considérons l'équation de Burgers 1D non visqueuse et incertaine suivante :
∂tu(x, t,Ξ) + ∂x
u2(x, t,Ξ)
2
= 0. (4.42)
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Nous supposons que l'incertitude porte sur la condition initiale u0(x,Ξ), donnée par
u0(x,Ξ) = u0(x− σΞ), (4.43)
où la condition initiale est composée d'un palier en 1 jusqu'à x0, d'une partie aﬃne entre
x0 et x1 et d'un palier en 0 après x1 :
u0(x) = I[0,x0](x) + I[x1,L](x) +
(
1
x1 − x0 (x) +
x1 − x0
x1 − x0
)
I[x0,x1](x). (4.44)
avec x0 = 0.75, x1 = 1.5, Ξ ∼ U([−1, 1]) et σ = 10−6 ≈ 0.
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Figure 4.1  Comparaison des méthodes par perturbations et par Chaos Polynomial
sur l'équation de Burgers avec σ = d = 10−6. Les écoulements de base (ligne du haut)
et linéarisé (ligne du bas) sont comparés pour les deux méthodes. Les simulations sont
eﬀectuées avec 2000 mailles. Le temps ﬁnal est t = 0.09. Un schéma de Roe est utilisé pour
l'approche par Chaos Polynomial. Concernant l'approche par perturbations, le schéma
de Roe classique est utilisé pour l'écoulement de base, un décentrage amont est utilisé
pour l'écoulement linéarisé.
On s'intéresse à la résolution des systèmes tronqués de Burgers à l'ordre 1 par méthode
perturbative ainsi que par Chaos Polynomial (pour des raisons de concisions, ces systèmes
ne sont pas rappelés ici). La colonne de gauche de la ﬁgure 4.1 montre la concordance
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des conditions initiales pour les deux systèmes tronqués pour les modes u0 (gPC) et u¯0
(perturbation) 8 ainsi que pour les modes u1 (gPC) et u¯1 (perturbation) 9.
La solution pour ce problème est connue (méthode des caractéristiques) et nous décrivons
brièvement son comportement au cours du temps : la partie aﬃne pour le mode 0 se raidit
petit à petit jusqu'à la formation d'un choc qui une fois formé se propagera à la vitesse 12 .
Concernant le mode d'ordre 1, initialement, son proﬁl est un échelon de Heaviside entre
x0 et x1. A mesure que le temps passe, le support de l'échelon rétrécit (son support est
l'intervalle [x0, x1]) et le niveau de son palier augmente jusqu'à la formation d'une masse
de Dirac au temps de formation du choc : à partir du temps de formation du choc, le
Dirac se propage à la vitesse du choc 12 et son poids reste inchangé au cours du temps.
La colonne de droite de la ﬁgure 4.1 superpose les deux solutions obtenues par résolution
des deux systèmes tronqués à l'ordre 1 au temps t = 0.09 après le temps de formation du
choc, temps à partir duquel l'écoulement de base (perturbation)/moyen (gPC) présente
une discontinuité. Les deux approches donnent des résultats similaires. Le choc pour les
composantes u0 et u¯0 sont capturés ainsi que la masse de Dirac en la position du choc
pour les modes d'ordre 1.
Système d'Euler 1D
Nous considérons le système d'Euler 1D et incertain suivant fermé par une équation
d'état de type gaz parfait : 
∂tρ+ ∂x(ρu) = 0,
∂tρu+ ∂x(ρu
2 + p) = 0,
∂tρe+ ∂x(ρue+ pu) = 0,
p = (γ − 1)ρε,
ε = e− 12u2.
Nous supposons une fois encore que l'incertitude porte sur la condition initiale U0(x,Ξ),
donnée par
U0(x,Ξ) = U0(x− σΞ),
où la condition initiale est composée d'une interface dont la position est initialement
incertaine translatée par une variable aléatoire uniforme Ξ ∼ U([−1, 1]). Ce cas-test est
très inspiré du tube à choc de Richtmyer-Meshkov bidimensionnel mettant en jeu un
choc se propageant dans un ﬂuide et venant frapper une interface entre un ﬂuide lourd et
un ﬂuide léger. Lorsque cette interface est perturbée, une instabilité hydrodynamique se
développe. Le cas-test 1-D résolu dans cette section est inspiré de celui-ci. La condition
8. ligne du haut colonne de gauche
9. ligne du bas colonne de gauche
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initiale U0 = (ρ(x, 0), u(x, 0), p(x, 0))t est donnée par :
ρ(x, 0) =

4, si x ≤ xinterface.
1, si xinterface ≤ x ≤ xchoc.
2γ−γs+s
2γ−γs−s , si x ≥ xchoc.
u(x, 0) =

0, si x ≤ xinterface.
0, si xinterface ≤ x ≤ xchoc.
−
√
s(ρ−1)
ρ(1−s) , si x ≥ xchoc.
p(x, 0) =

1, si x ≤ xinterface.
1, si xinterface ≤ x ≤ xchoc.
1
1−s , si x ≥ xchoc.
(4.45)
A gauche de l'interface incertaine, un ﬂuide lourd est au repos. A droite de l'interface
incertaine, un choc est initialisé en xchoc = 0.7 dans le ﬂuide léger. Pour t > 0 le choc se
propage en direction de l'interface. Le coeﬃcient s désigne la vitesse lagrangienne de ce
choc. En pratique on prend s = 0.5 et γ = 1.4. L'incertitude sur l'interface est modélisée
par une variable aléatoire : xinterface = 0.5 + σΞ où Ξ suit une loi uniforme sur [−1, 1] 10
et où σ est notre paramètre tendant vers zéro dans la limite du régime perturbatif.
Pour une réalisation de la variable aléatoire, le cas-test comporte deux phases : la première
correspond à l'arrivée du choc sur l'interface, la seconde à l'interaction du choc et de
l'interface résultant en la formation de deux ondes de choc se propageant dans les deux
directions. La première onde de choc est transmise dans le ﬂuide lourd, la seconde est
réﬂéchie dans le ﬂuide léger.
Initialement, seule la densité de masse est incertaine puisque de part et d'autre de l'in-
terface, les vitesses et pressions sont égales.
Au moment où le choc frappe l'interface, deux ondes apparaissent et se propagent dans
les ﬂuides lourd et léger : l'incertitude semble partagée entre les trois ondes correspondant
aux moyennes des chocs transmis et réﬂéchis et à la discontinuité de contact. La zone
d'incertitude au voisinage de l'interface est comprimée tandis que la variance de la densité
y est plus que doublée.
La ﬁgure 4.2 colonne de gauche superpose les conditions initiales en densité de masse pour
les moments d'ordre 0 et 1 pour les deux approches, perturbative et gPC. La condition
initiale sur le moment d'ordre 1 est modélisée par une masse de Dirac en la position
de l'interface. La ﬁgure 4.2 colonne de droite superpose les proﬁls de densité de masse
pour les moments d'ordre 0 et 1 pour les deux approches, perturbative et gPC au temps
t = 0.34. Les proﬁls pour les modes d'ordre 0 sont parfaitement superposés avec, de
gauche à droite, les choc transmis dans le ﬂuide lourd, l'interface et le choc reﬂéchi dans
10. Nous avons précisé les conditions initiales en densité de masse, vitesse et pression pour ce cas-
test : en pratique, l'initialisation est faite sur les moments polynomiaux des variables conservatives :
ρ0, . . . , ρP, (ρu)0, . . . , (ρu)P, (ρe)0, . . . , (ρe)P.
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Figure 4.2  Comparaison des méthodes par perturbations et par Chaos Polynomial sur
le problème de Richtmyer-Meshkov avec σ = d = 10−6. Les écoulements de base (ligne du
haut) et les écoulements linéarisés sont comparés pour les deux méthodes. Les simulations
sont eﬀectuées avec 1000 mailles. Le temps ﬁnal est t = 0.34. Les schémas numériques
utilisés pour les deux approches sont les schémas Lagrange+Projection GAIA d'ordre 3
de l'annexe [JP06].
le ﬂuide léger. Les proﬁls de densité linéarisés sont présentés ﬁgure 4.2 en bas à droite.
L'incertitude inﬁnitésimale initiale se propage aux trois précédentes ondes sous forme
de trois masses de Dirac en les trois positions des ondes. Une fois encore, cette ﬁgure
nous permet de démontrer numériquement que l'approche gPC permet de généraliser
l'approche perturbative puisque permettant de restituer ses résultats dans la limite où la
variance de l'incertitude initiale tend vers zéro.
A partir des années 60, plusieurs travaux ont proposé de développer une théorie de
la turbulence impliquant une approximation des phénomènes basée sur des développe-
ments en polynôme d'Hermite (i.e. approximation basée sur le Chaos Polynomial et
non le Chaos Polynomial généralisé qui a été introduit en 2002) du champ de vitesse
[MS64, OB67, CC70, Cho74]. Ces tentatives ont échoué car la dimension de l'espace
d'approximation n'était jamais suﬃsante pour conserver un spectre d'énergie cinétique
convergé. C'est le problème du long-time integration" [GvdSVK10b, MB10, MB12] pour
lequel la complexité (et le contenu spectral) de la solution ne cesse de croitre au cours
du temps au fur et à mesure que la phase du système devient de plus en plus incer-
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taine dû au caractère non-local et non-linéaire de la turbulence. Certaines ameliorations
numériques ont été proposés qui retardent l'apparition du problème mais ne le règle pas.
Nous avons montré, que dans ce cas la decomposition directe des champs turbulents in-
stantanés sur des temps longs était impossible et qu'il fallait plutôt quantiﬁer l'incertitude
des moments statistiques (moyennes temporelles ou spatiales) des quantités turbulentes
[LMS07, MSL11]. Il serait très intéressant de tester si les méthodes UQ actuelles les plus
performantes en termes de reduction de coût de calcul et d'adaptativité aux phénomènes
non-linéaires et aux grandes dimensions sont capables de répondre au challenge de l'in-
stationnarité (quitte à devoir parfois recaler les predictions par le biais d'assimilation de
données expérimentales [MH12] ou autres techniques). Les études qui suivent constituent
selon nous un premier (petit) pas vers cette ﬁnalité.
Dans la suite de ce chapitre, nous proposons d'étudier cette généralisation par gPC de
l'approche perturbative sur un problème de tube à choc de Richtmyer-Meshkov non
simpliﬁé, en deux dimensions d'espace. En ce sens, l'étude qui suit approfondit l'étude
eﬀectuée dans [Poe09]. Nous souhaitons explorer l'utilisation de gPC pour aborder des
régimes autres que linéaires pour l'étude de perturbations stochastiques de l'interface
initiale entre les deux ﬂuides dans le cadre d'un écoulement de type Richmyer-Meshkov.
4.2 Modélisation physique de l'écoulement 2D en conﬁgu-
ration tube à choc de Richtmyer-Meshkov
Objectifs : Les résultats précédents nous encouragent à explorer les possibilités que
procure le Chaos Polynomial généralisé pour l'étude de régimes faiblement non linéaires
voire non linéaires pour l'étude d'instabilités hydrodynamiques. Pour mieux comprendre
ces possibilités, nous abordons et eﬀectuons une étude complète à rapprocher de celle
eﬀectuée dans [YZL+06a] sur un problème de propagation d'incertitudes hydrodynamique
2D (tube à choc). •
Les sections qui suivent sont classiques en analyse d'incertitudes, cf. chapitre 1 ou [Sud07],
elles correspondent à la description du modèle d'intérêt (système d'Euler en 2D), du dis-
positif expérimental que nous souhaitons simuler (description des conditions initiales,
conditons de bords. . . ), des paramètres incertains de l'étude (incertitude initiale sur l'in-
terface entre les ﬂuides) et des observables d'intérêts (la taille des instabilités en fonction
du temps). Nous terminons par l'interprétation des résultats numériques obtenus.
114
4.2.1 Le modèle : système des équations d'Euler en 2 dimensions d'es-
pace
La physique de l'écoulement est modélisée par un modèle hydrodynamique compressible.
Nous cherchons à expliquer les observations sur le mélange des ﬂuides par les phénomènes
hydrodynamiques seuls, comme dans [YZL+06a]. Ainsi, nous ne prenons pas en compte
des phénomènes visqueux. Nous n'utiliserons donc pas l'équation de Navier-Stockes mais
le système d'équations d'Euler en deux dimensions d'espace accompagné de l'équation
d'état des gaz parfait pour fermer le système.
Les équations d'Euler correspondent à la conservation de la masse, de la quantité de
mouvement et de l'énergie. Notons T le domaine du tube et T le temps maximal de
l'étude. Le système d'Euler avec équation d'état gaz parfait est le suivant : ∀(x, y) ∈
T , ∀t ∈]0 ; T[
∂tρ+ ∂x(ρux) + ∂y(ρuy) = 0
∂t(ρux) + ∂x(ρu
2
x + p) + ∂y(ρuxuy) = 0
∂t(ρuy) + ∂x(ρuxuy) + ∂y(ρu
2
y + p) = 0
∂t(ρe) + ∂x(ρuxe+ pux) + ∂y(ρuye+ puy) = 0
fermeture p = (γ − 1)ρε
ε = e− 12(u2x + u2y).
(E)
où ρ désigne la densité de masse, p la pression, e l'énergie, ux la vitesse selon x et uy la
vitesse selon y.
Nous considérons les caractéristiques physiques des ﬂuides, et celles du choc, comme ﬁxées
et déterminées. En revanche, la forme géométrique de l'interface est mal connue. Ce sera
la source d'incertitude du modèle et elle sera modélisée par un processus stochastique.
Nous présentons le dispositif d'intérêt dans la sous-section qui suit.
Le système (E) ne présente pas de solution analytique. Il faut donc passer par une ap-
proximation numérique de la solution. Nous utilisons un schéma numérique de type vol-
umes ﬁnies Lagrange+projection [EC07] schéma GAIA d'ordre trois [JP06] avec direc-
tions alternées [EC07]. Nous ne donnons pas ici davantage de précision sur les schémas
numériques employés et nous renvoyons le lecteur intéressé aux références citées. Le code
utilisé a été développé au CEA-DAM, il s'agit du code HERA, cf. [Jou05].
4.2.2 La conﬁguration d'intérêt : le tube à choc de Richmyer-Meshkov
Le tube à choc de Richmyer-Meshkov correspond à un dispositif expérimental perme-
ttant d'étudier l'évolution d'instabilités d'interface séparant deux ﬂuides soumis à une
impulsion (choc). Le tube est séparé en deux parties par une membrane. D'un coté le
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tube contient un ﬂuide lourd, et de l'autre il contient un ﬂuide léger. À t = 0, le di-
aphragme fermant le tube à gauche est rompu et un choc se propage dans le dispositif
vers l'interface entre les deux ﬂuides (vers la droite sur la ﬁgure 4.3).
xchocxmoyenxparoi
Incertitudes
covariance K(y1, y2)
ﬂuide 1 ﬂuide 1 choquéﬂuide 2 ⇐=
Figure 4.3  Tube à choc : le choc se propage dans le ﬂuide 1 en venant de la gauche vers
la droite, frappe l'interface entre le ﬂuide 1 et le ﬂuide 2. Il tape ensuite le mur au fond
du tube et revient vers la gauche ce qui conduit à un mélange entre les deux ﬂuides plus
ou moins prononcé en fonction de la forme de l'interface initiale entre les deux ﬂuides.
Il s'agit d'une expérience importante en physique des ﬂuides et d'un cas test numérique
pour éprouver le comportement des méthodes numériques sur les solutions discontinues.
Ses conditions aux limites seront ouvertes à gauche, de type mur à droite (le mur sur
lequel se réﬂéchit le choc) et de type milieu inﬁni en haut et en bas.
Les conditions initiales portent d'une part sur les caractéristiques physiques des deux
ﬂuides, les caractéristiques du choc, du tube et la forme géométrique de l'interface entre
les deux ﬂuides et sont résumées dans la ﬁgure 4.6. Ces conditions initiales ont été déduites
des données présentées dans [VS95].
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Figure 4.4  Exemple de développement de l'instabilité de Richmyer-Meshkov au cours
du temps : interface initiale xinterface(y) = 0.05 cos(2piy), maillage 800 × 800. Gauche :
fraction de présence entre les deux matériaux • SF6, • AIR. Droite : carte de pression
(permet de visualiser la position du choc qui frappe l'interface).
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Figure 4.5  Exemple de développement de l'instabilité de Richmyer-Meshkov au cours
du temps : interface initiale xinterface(y) = 0.05 cos(2piy), maillage 800 × 800. Gauche :
fraction de présence entre les deux matériaux • SF6, • AIR. Droite : carte de pression
(permet de visualiser la position du choc qui frappe l'interface).
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xshockxmean = 0xwall
shocked airairSF6
VS85 : Mach = 1.5p = 23000Pap = 23000Pa, xwall = 0.62
VS87 : Mach = 1.98p = 8000Pap = 8000Pa, xwall = 0.49
VS89 : Mach = 1.24p = 40000Pap = 40000Pa, xwall = 1.1
CalTech VS Atwood number =
ρ0−ρ1
ρ0+ρ1
= 0.67
γ = 1.4
Cv = 721J.kg−1.K−1
γ = 1.4
Cv = 721 J.kg−1.K−1
T = 286 K
v = 0m.s−1
γ = 1.095
Cv = 600 J.kg−1.K−1
T = 286 K
v = 0m.s−1
⇐=
Figure 4.6  Tube à choc avec les conditions initiales de VS85.
Nous présentons ici un exemple de simulation (déterministe i.e. sans incertitudes) : les
ﬁgures 4.4 et 4.5 montrent l'évolution au cours du temps de la fraction de présence des
deux ﬂuides  et donc la forme de l'interface entre les deux ﬂuides  ainsi que la carte
de pression dans le ﬂuide  et donc la position et la forme des chocs successifs frappant
l'interface  à plusieurs temps. Initialement, l'interface a la forme d'un simple cosinus
xinterface(y) = 0.05 cos(2piy) et est au repos. Un choc initialisé dans l'air (ﬂuide de droite
dans les simulations de la ﬁgure 4.4 en haut à droite) vient la frapper et la mettre en
vitesse. L'interface est alors projetée contre la paroi gauche du tube tout en se comprimant
sous l'eﬀet du passage du choc (ﬁgure 4.4 temps 0ms, 2ms et 4ms). Le choc transmis au
travers de l'interface est déformé mais également réﬂéchi sur la paroi de gauche et vient
refrappé l'interface dans le sens SF6 → Air provoquant alors l'apparition d'enroulement,
d'instabilités hydrodynamiques, dont les modes continuent de se développer aux passages
des chocs successifs (de forces décroissantes) rebondissant entre l'interface et la paroi.
Dans la suite, nous supposerons des perturbations stochastiques (incertitudes) autour
d'un état moyen de l'interface initiale. L'objet de la section qui suit est de caractériser
probabilistiquement ces perturbations.
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4.2.3 Paramètres d'entrée incertains : l'interface initiale
Nous nous intéressons à l'étude d'incertitudes sur la position initiale de l'interface entre les
deux ﬂuides dans le dispositif décrit précédemment. Dans ce sens, nous ferons l'hypothèse
que toutes les autres sources d'incertitudes (sur les équations d'état des gaz, sur les
conditions aux limites, sur le modèle. . . ) impliquent des modiﬁcations négligeables sur
les observables d'intérêt relativement aux incertitudes sur la condition initiale.
Nous modélisons l'incertitude portant sur l'interface initiale par un processus stochas-
tique. Un processus stochastique est une collection de variable aléatoire indexée par, dans
notre cas, la variable spatiale y.
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xinterface
Figure 4.7  Réalisations (noires), moyenne (rouge) et variance (bleue) du processus
stochastique (4.46) pour σ = 0.01 et b = 1.5. Les pointillés correspondent à l'emplacement
d'un maillage de discrétisation.
Prenons un exemple de processus stochastique simple paramétré par deux variables aléa-
toires uniformes 11. Ce processus n'a pas de réel sens physique mais il reste pertinent
pour les raisons énoncées par la suite :
xinterface(y, ω) = σ(Z1(ω) + sin (2piby − Z2(ω))), (4.46)
11. Celui-ci nous aidera à mettre en évidence une diﬃculté importante intervenant lors de notre prob-
lème de propagation d'incertitudes notamment lié à la dimension du problème stochastique.
120
où Z1,Z2 sont des variables indépendantes identiquement distribuées selon une loi uni-
forme sur [−1, 1]. En ﬁxant y, xinterface(y, ω) est une variable aléatoire dont la loi dépend
directement de la valeur de y. Figure 4.7, nous représentons plusieurs réalisations du pro-
cessus stochastique (4.46) pour σ = 0.01 et b = 1.5 ainsi que la moyenne du processus
en rouge et sa variance en bleue. Les traits en pointillés correspondent à la superposition
d'un maillage (certes grossier ici) sur les réalisations de l'interface : pour chaque maille
traversée par au moins une réalisation du processus stochastique représentant l'interface,
on construit ainsi une variable aléatoire diﬀérente, cf. ﬁgure 4.7. Par conséquent, sans
paramétrisation par ces variables aléatoires Z1,Z2, plus on raﬃnera les simulations hy-
drodynamiques, plus il sera nécessaire d'augmenter la dimension stochastique de notre
problème de propagation d'incertitudes (puisqu'il est nécessaire d'avoir une variable aléa-
toire par maille, le nombre de mailles augmentant). Ceci n'est pas viable en pratique et
pour éviter cette augmentation de la dimension stochastique avec la précision determin-
iste, nous aurons recours à la représentation du processus stochastique d'intérêt par un
développement de Karhunen Loève modulo la contrainte de choisir a priori une forme
particulière pour le noyau de covariance. Nous détaillons les propriétés mathématiques
de ce développement section 4.34.3.2 où celui-ci sera intensivement utilisé.
4.2.4 Observable d'intérêt : l'évolution de la taille des instabilités
La taille des instabilités à l'interface entre les deux ﬂuides (ou une moyenne spatiale
de celle-ci) est dans bien des cas la quantité expérimentale d'intérêt dans la littérature,
cf. [PTR98, VS95] par exemple. Cette quantité physique doit donc être rapprochée des
observables du modèle précédemment présenté. Dans [YZL+06a], les auteurs rappellent
le manque de fondations théoriques assurant d'obtenir des estimateurs d'erreur (aussi
bien a priori qu'a posteriori) ﬁables lorsque l'on considère les équations d'Euler. Pour
surmonter cette diﬃculté et avoir une idée de la pertinence des observables considérées, les
auteurs se livrent à un certain nombre d'études de convergence poussées. Ces études leur
permettent alors de mettre en évidence l'existence de quantités d'intérêt ne convergeant
pas par rapport notamment au nombre de points de discrétisation du maillage considéré.
Par exemple, la ﬁgure 4.8 présente l'évolution au cours du temps de la longueur de
l'interface pour la simulation des ﬁgures 4.44.5 pour plusieurs discrétisations spatiales.
A noter que cet exemple d'observables de modèle non convergeante fait déjà l'objet
d'une discussion dans [YZL+06a]. La ﬁgure 4.8 montre l'évolution de la longueur de
l'interface pour trois maillages diﬀérents (200× 200, 400× 400 et 800× 800 mailles) : en
temps court, pour t ∈ [0ms, 5ms], l'écoulement est dans la phase de croissance linéaire
des instabilités hydrodynamiques. Par conséquent, les trois discrétisations restituent des
résultats comparables sur cette observable. En revanche, dès lors que l'écoulement passe
en conﬁguration instable (i.e. le choc ayant traversé une première fois l'interface, le choc
se réﬂéchi contre la paroi du tube et l'on entre dans une conﬁguration où le ﬂuide léger
pousse sur le ﬂuide plus lourd) les longueurs restituées par les diﬀérents niveaux de
discrétisation se mettent à diverger. Ceci est à relier à l'aspect fractal et au comportement
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Figure 4.8  Non convergence de la longueur de l'interface en fonction de la discrétisation
spatiale pour la condition initiale donnée par l'interface xinterface(y) = 0.05 cos (2piy).
chaotique des instabilités hydrodynamiques au voisinage de l'interface en régime non
visqueux (équations d'Euler). Le comportement fractal de l'interface dans un tube à choc
de Richtmyer-Meshkov est illustré ﬁgure 4.9 : les ﬁgures présentent les cartes de fraction
de présence entre les deux ﬂuides au même temps (t = 10ms) pour 4 discrétisations
spatiales diﬀérentes (200× 200, 400× 400, 800× 800, 1600× 1600) pour une réalisation
du processus considéré dans la section 4.2.5 qui suit (processus dont l'amplitude de la
perturbation initiale est plus faible que celle des ﬁgures 4.44.5).
Dans [YZL+06a], les auteurs mettent également en évidence la convergence plus ou moins
rapide d'un certain nombre d'observables et la nécessité d'une étude préalable de la
conﬁguration d'intérêt. Cette section a pour objet de généraliser l'étude eﬀectuée dans
[YZL+06a]. Dans [YZL+06a], les auteurs considèrent une expérience numérique de tube
à choc de Richtmyer-Meshkov en géométrie convergente. Leur objectif ﬁnal quant à ces
études est de spéciﬁer les paramètres de la fonction de vraisemblance lors d'étude bayesi-
enne et le papier [YZL+06a] apporte une meilleure compréhension du rôle de l'erreur
numérique dans cette fonction de vraisemblance. La part expérimentale n'est pas abordée
dans celui-ci. Les auteurs eﬀectuent alors des études de convergence et mettent en évi-
dence la convergence de quantités moyennées ('ensemble average' et 'spatial average' dans
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Figure 4.9  Comportement fractal de l'interface entre les ﬂuides dans un tube à choc
de Richtmyer-Meshkov. Les ﬁgures présentent les cartes de fraction de présence entre
les deux ﬂuides au même temps t = 10ms pour 4 discrétisations spatiales diﬀérentes
(200× 200, 400× 400, 800× 800, 1600× 1600).
[YZL+06a]) autrement dit l'importance de considérer la bonne métrique pour l'étude d'in-
stabilités hydrodynamiques. En accord avec leurs résultats, nous nous intéresserons à des
quantités moyennées spatialement en y et stochastiquement sur l'ensemble de probabilité
considéré et en relation directe avec l'interface entre les deux ﬂuides. Nous étudierons
ces observables et vériﬁerons leurs convergences par rapport aux diﬀérents paramètres
de discrétisation.
Pour résumer, le travail présenté dans cette section correspond à une extension des
travaux de [YZL+06a] dans le sens où
 nous focaliserons sur les observables convergeantes mises en évidence dans [YZL+06a]
et en étudierons d'autres dont nous anticipons le besoin pour l'étude bayesienne de la
section suivante.
 Concernant le besoin d'introduire une nouvelle métrique ('moyenne d'ensemble' dans
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[YZL+06a]), nous nous placerons dans un espace de probabilité et déﬁnirons également
a priori le processus stochastique initial. En revanche, nous ne le considèrerons pas
gaussien 12. Si les auteurs dans [YZL+06a] ne s'intéressent qu'aux quantités statistiques
d'ordre 1 et 2 (moyenne et variance), nous nous intéresserons à des caractéristiques
statistiques plus poussée (pdf, support de pdf, indices de Sobol etc.), d'où notamment
l'introduction de gPC pour l'étape de propagation d'incertitudes.
 Concernant la résolution spatiale, les calculateurs récents permettent de pousser l'étude
à des simulations de plus de 10 millions de mailles.
 Concernant la résolution stochastique, pour les mêmes raisons que précédemment,
nous sommes en mesure d'eﬀectuer non plus une seule étude à résolution stochastique
ﬁgée comme dans [YZL+06a] 13 mais plusieurs avec des nombres de réalisations, i.e.
nombre de points de quadrature, allant de N = N2q = 3
2 = 9 à N = N2q = 9
2 = 81
pour chacun 14 des niveaux de discrétisation spatiale. Pour un niveau de discrétisation
spatiale intermédiaire (800 × 800 = 640000 mailles), nous avons même généré une
solution de référence par méthode Monte-Carlo pour cette conﬁguration complexe (soit
ici N = NMC = 4900 simulations).
 À noter que nous serons en géométrie plane (et non convergeante comme dans [YZL+06a])
car les expériences auxquelles nous confronterons nos résultats de simulations numériques
dans la section suivante ont été réalisées en géométrie plane.
 La section suivante constitue également dans un sens une extension aux travaux de
[YZL+06a] puisque l'on y confronte des expériences à nos simulations numériques dont
les paramètres de discrétisation seront réglés grâce aux études de cette section.
Nous décrivons dans la suite comment nous post-traitons certaines quantités obtenues
par résolution numérique du modèle d'intérêt (équation d'Euler) aﬁn de les rapprocher
de la taille de la zone d'instabilités hydrodynamiques avant d'en étudier son évolution
au cours du temps.
Nous supposons que l'incertitude sur l'interface initiale dépend explicitement de la paramétri-
sation grâce aux variables aléatoires sur Z (ce sera toujours le cas par la suite puisque
nous aurons recours à la décomposition de Karhunen-Loève , cf. section 4.3.2).
Nous souhaitons rapprocher la taille de la zone d'instabilités de plusieurs grandeurs liées à
la fraction de présence des diﬀérents constituants. Nous notons α(x, y, t,Z) cette fraction
de présence, celle-ci vaut 0 dans le ﬂuide 0, 1 dans le ﬂuide 1 et prend des valeurs
comprises dans ]0, 1[ au voisinage de l'interface. Pour une simulation donnée, il existe
un nombre très important d'observables possibles. Toutes ne peuvent être étudiées et
analysées au cours de cette thèse faute de temps mais nous proposons dans la suite de
12. En pratique, le fait de considérer un processus gaussien implique d'avoir une probabilité non
nulle (certes faible) de voir des réalisations de l'interface initiale sortir du domaine de simulation. Nous
souhaitons éviter cela et considèrerons pour cela des processus stochastiques paramétrés par des variables
aléatoires uniformes.
13. avec les notations de [YZL+06a], les auteurs n'utilisent que N = 5 simulations pour estimer les
quantités statistiques et n'ont qu'une seule solution de référence spatialement convergée.
14. Y compris pour le niveau de discrétisation spatial le plus ﬁn.
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déﬁnir une certaine catégorie d'observables intéressantes toutes basées sur la fraction de
présence des deux ﬂuides.
 Nous nous intéressons dans un premier à la grandeur
γ(x, y, t,Z) = 4α(x, y, t,Z)(1− α(x, y, t,Z)).
Par construction, γ(x, y, t,Z) ∈ [0, 1] de sorte que le maximum de cette fonction se
rapproche de 1.
 Nous déﬁnissons alors la position de l'interface comme suit
xint(y, t,Z) = max
x
[γ(x, y, t,Z)] = max
x
[4α(x, y, t,Z)(1− α(x, y, t,Z))].
Cette observable présente l'intérêt de ne pas faire intervenir de paramètres supplé-
mentaires en opposition à celles qui suivent et elle assure l'unicité de la position de
l'interface pour un y donné (en eﬀet numériquement, le maximum de γ n'est jamais
tout à fait égal à 1 et en général, ce maximum est unique). Or les cartes de fraction de
présence montrent des enroulements dont il serait intéressant d'étudier les caractéris-
tiques. Les quantités qui suivent visent à permettre cette étude.
 Nous notons x¯βint(y, t,Z) et x
β
int(y, t,Z) les abscisses minimum et maximum de l'interface
à y constant et à l'instant t. Ces deux quantités diﬀèrent l'une de l'autre pour un y
donné et pour un temps donné si l'interface présente des enroulements. Ces quantités
sont elles aussi déﬁnies à partir de la fraction de présence α et nécessite d'introduire
un paramètre empirique β : pour une ordonnée y ﬁxée, on déﬁnit
x¯βint(y, t,Z) = max{x|γ(x, y, t,Z) ≥ β},
de même que
xβint(y, t,Z) = min{x|γ(x, y, t,Z) ≥ β}.
Ainsi, en prenant β = maxx[γ(x, y, t,Z)], la déﬁnition assure que
xβint(y, t,Z) = x¯
β
int(y, t,Z) = xint(y, t,Z).
Dans la suite, les quantités dénotées par l'exposant max sont obtenues en prenant
β = maxx[γ(x, y, t,Z)].
En prenant β = ε > 0 avec ε petit les déﬁnitions de xβint(y, t,Z) et x¯
β
int(y, t,Z) assurent
de retrouver les limites entre les zones de ﬂuides purs et la zone de mélange numérique
(en eﬀet, le choix β = ε assure de prendre en compte la diﬀusion numérique du schéma).
Dans la suite, les quantités dénotées par l'exposant 0 sont obtenues en prenant β =
ε > 0.
 A partir de ces quantités, on construit la grandeur
∆βint(t) ≡
∫
y
{
max
Z
x¯βint(y, t,Z)−minZ x
β
int(y, t,Z)
}
dy. (4.47)
Sa construction nécessite dans un premier temps d'approcher les variables aléatoires
x¯βint(y, t,Z) et x
β
int(y, t,Z) à chaque temps et pour chaque y, d'en rechercher les supports
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(opération minZ et maxZ) avant de moyenner les grandeurs sur l'ensemble des y (en
accord avec les résultats de [YZL+06a] ainsi que sur les résultats expérimentaux de
[PTR98, VS95]).
Les observables précédentes ont été décrites de manière continue. En pratique, nous au-
rons recours à une discrétisation spatiale et stochastique. Nous présentons ici comment
en pratique les grandeurs sont approchées. Nous illustrons cela sur le calcul numérique
de la quantité (4.47) mais la généralisation aux autres grandeurs est immédiate. En fonc-
tion du nombre de mesures en temps, on discrétise le temps en Nt temps t1, t2, . . . , tNt
équi-répartis entre 0 et le temps ﬁnal de l'étude. Pour chaque y du maillage et ti, on
réalise la décomposition gPC de xβint(y, ti,Z) et x¯
β
int(y, ti,Z) de degré P : x
β,P
int (y, ti,Z) et
x¯β,Pint (y, ti,Z). Ensuite, nous tirons un grand nombre NMC de réalisations Monte-Carlo en
Z aﬁn de trouver le minimum et la maximum en Z : l'approximation gPC est utile précisé-
ment à cet instant puisque le support des variables aléatoires peut être approché et estimé
à moindre coût. L'approximation fait donc intervenir un certain nombre de paramètres
de discrétisation numérique dont il faudra quantiﬁer les eﬀets sur les approximations
des quantités ∆βint(ti) et sur l'inférence bayésienne de la ﬁn de ce chapitre. L'équivalent
discret de la formule (4.47) utilisé en pratique est le suivant : pour i ∈ {1, . . . ,Nt}
∆βint(ti) '
1
Ly
Ny∑
j=1
∆y
{
max
Z∈{Z1,...,ZNMC}
x¯β,Pint (yj , ti,Z)− min
Z∈{Z1,...,ZNMC}
xβ,Pint (yj , ti,Z)
}
,
(4.48)
en introduisant Ly la taille du domaine dans la direction y. Dans la suite, nous étudions
les observables décrites précédemment : nous nous intéresserons également à certaines
grandeurs probabilistes autres que le support des variables aléatoires considérées  pdf,
variance, indices de Sobol (cf. annexe F) des quantités xβint et x¯
β
int  en fonction des besoins
de l'étude. À noter que nous exploitons intensivement le fait que nous savons a priori
que l'observable d'intérêt (toujours étroitement liée à la position de l'interface au cours
du temps) est relativement régulière par rapport aux variables spatiales et stochastiques
ce qui consistue un atout lors de l'application de l'approximation gPC, cf. chapitre 2.
4.2.5 Une étude de propagation d'incertitudes sur un tube à choc de
Richtmyer-Meshkov incertain
Objectifs : Dans cette section, nous construisons puis résolvons un problème de propaga-
tion d'incertitudes pour le système d'Euler en deux dimensions d'espace sur un problème
hydrodynamiquement instable en choisissant un processus stochastique initial. Il s'agit
d'étudier le comportement de diﬀérentes observables ainsi que de l'approche par gPC en
fonction des diﬀérents paramètres de simulation sur un problème diﬃcile (étude d'insta-
bilités et phénomènes fortement non linéaires) en eﬀectuant diverses études de conver-
gence complémentaires à celles eﬀectuées dans [YZL+06a]. Ce problème, somme toute
plus simple qu'une expérience de tube à choc réelle (puisque nous contrôlons complète-
ment la statistique de l'interface initiale), présente néanmoins l'intérêt d'être moins coû-
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teux, nous pourrons ainsi construire des solutions de références. Cette section représente
également une extension des travaux de [GDH11] sur l'utilisation de gPC pour l'étude
d'instabilités hydrodynamiques ainsi que de [YZL+06a] sur la convergence des observ-
ables liées à des perturbations stochastiques des l'interface vis-à-vis des paramètres de
maillage. •
Dans cette section, nous focaliserons sur l'observable ∆maxint (t). L'étude peut être divisée
en trois sous-sections : dans un premier temps, nous eﬀectuons une étude de convergence
en fonction des paramètres de discrétisation spatiaux (∆x,∆y pour les pas d'espace).
Puis nous nous intéresserons aux paramètres de discrétisation stochastiques (Nq,P pour
les nombre de points de quadrature et ordre polynomial). L'étude de convergence par
rapport à la discrétisation spatiale est à rapprocher de l'étude eﬀectuée dans [YZL+06a]
en géométrie convergeante. Dans un second temps, l'étude de convergence par rapport
à la discrétisation stochastique dans ce genre de conﬁguration instable est quant à elle
originale et tend à approfondir l'étude eﬀectuée dans [GDH11]. Enﬁn, dans une dernière
sous-section, pour un jeu de discrétisation spatiale raisonnable, nous générons une solu-
tion de référence au problème de propagation d'incertitudes par méthode Monte-Carlo
et comparons nos résultats obtenus par approximation gPC à ceux-ci.
Dans toute cette section, le processus stochastique modélisant l'incertitude sur l'interface
initiale est celui présenté section 4.2.3 paramétré par deux variables aléatoires (Z1,Z2).
La ﬁgure 4.10 présente les diﬀérentes options de discrétisation initiales utilisées pour les
études de convergence qui vont suivre. Dans la colonne de gauche de la ﬁgure 4.10, la
moyenne, la variance ainsi que les réalisations du processus stochastique en les points de
Gauss-Legendre utilisés pour réaliser la propagation d'incertitudes sont présentés. À noter
que d'un point de vue discrétisation stochastique, la condition initiale est bien résolue y
compris pour un nombre de points de Gauss-Legendre relativement faible (Nq = 3 dans
chacune des directions), cf. ﬁgure 4.10. Bien sûr, si la condition initiale est bien résolue
avec peu de points de quadrature, il est diﬃcile de connaître a priori le nombre de points
de quadrature nécessaires pour approcher correctement l'observable d'intérêt : toutefois,
nous comptons sur la relative régularité de la position de l'interface par rapport aux
variables spatiales et temporelle ainsi qu'aux variables stochastiques.
La colonne de droite de la ﬁgure 4.10 présente les diﬀérents niveaux de discrétisation
spatiale considérés pour l'étude de convergence pour chacun des points de quadrature
utilisés (Nq = 3, 5, 7, 9 dans chaque direction). À noter que le processus stochastique
considéré est assez particulier dans le sens où tous les points de quadrature impliquent
des initialisations de l'interface ayant des niveaux de discrétisation spatiale équivalents.
Par exemple toutes les interfaces initiales correspondant aux réalisations des Nq points
de Gauss-Legendre sont discrétisées avec le même nombre de mailles : en eﬀet, le cal-
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Figure 4.10  Études de convergence en fonction de la discrétisation spatiale pour
divers valeurs des paramètres Nq (nombre de points de quadrature de Gauss-Legendre
dans chaque direction) et de P (ordre de troncature de gPC).
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cul 800 × 800 (respectivement 200 × 200, 400 × 400, 1600 × 1600, 3200 × 3200 15) assure
d'avoir 8 mailles (respectivement 2, 4, 16, 32 mailles) pour représenter les Nq interfaces
des simulations non intrusives. À noter également que cette conﬁguration présente à la
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Figure 4.11  Exemple d'évolution de la taille de la zone d'instabilités hydrodynamiques.
fois certains avantages et certains inconvénients. Le fait que peu de mailles soient néces-
saires pour représenter l'interface initiale (quelque soit le point de quadrature considéré)
est un avantage certain. Par contre, l'amplitude initiale de l'interface relativement impor-
tante par rapport au mode de perturbation considéré rend la dynamique de l'écoulement
particulièrement instable physiquement et par conséquent les diﬀérentes phases sont as-
sez diﬃcile à identiﬁer (notamment les instants de rechoc de l'interface sont diﬀérents
selon l'abscisse considérée) : La ﬁgure 4.11 présente l'évolution de la taille d'instabil-
ités caractérisées par la quantité ∆maxint (t) évaluée selon diﬀérentes méthodes (qui seront
plus amplement décrites par la suite, nous focalisons ici sur la description générale de
l'évolution des instabilités). Tout d'abord, pour les jeux de paramètres considérés, le
comportement est relativement cohérent. À t = 0ms, la taille des instabilités est dictée
par la condition initiale est vaut 0.02cm, cf. ﬁgure 4.10. Le premier point de la ﬁgure
4.11 correspond à l'instant t = 2ms pour lequel le choc a déjà frappé l'interface qui a
été comprimée une première fois et les instabilités ont commencées à se développer. À
t = 3ms environ, le choc réﬂéchit retraverse l'interface en sens inverse, en conﬁguration
instable (ﬂuide léger poussant sur le ﬂuide lourd), recomprime celle-ci et déclenche la
15. Dans toutes les simulations bidimensionelles présentées dans cette thèse, le rapport d'aspect des
mailles 2D est de 1 par défaut, sauf précision.
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croissance d'instabilités de taille plus importantes. Une autre intéraction choc-interface
(moins forte) intervient aux environs de t = 7ms changeant la pente de la courbe et donc
l'évolution de la taille des instabilités.
Ce phénomène physique, l'évolution de la croissance d'instabilités hydrodynamiques, est
important en pratique dans les expériences. C'est pourquoi il est important de pouvoir
prédire par simulation l'évolution de la croissance (ainsi que son taux de croissance, cf.
la pente des courbes de la ﬁgure 4.11) de la zone l'instabilités au cours du temps compte
tenu de perturbations de l'interface initiale.
Dans la suite de l'étude, nous eﬀectuerons une étude de convergence en fonction du
nombre de points de quadrature Nq = 3, 5, 7, 9 dans chacune des directions stochastiques
Z1 et Z2, en fonction du nombre de mailles Nx = Ny = 100, 200, 400, 800, 1600, 3200
dans chacune des directions spatiales x et y et une étude de convergence en fonction de
l'ordre de troncature P (avec P <= Nq − 1 dans chacune des directions stochastiques
Z1,Z2) de l'approximation gPC. Pour ce cas-test nous aurons également recours dans
certaines conditions à une solution de référence obtenue par méthode Monte-Carlo (ce qui
représente une première à notre connaissance pour ce genre de conﬁgurations complexes).
Première étude de convergence, par rapport aux paramètres de discrétisation
spatiale
Nous commençons par eﬀectuer des comparaisons similaires à celles eﬀectuées dans
[YZL+06a] : dans ces études, les auteurs comparent pour chacun des paramètres leur
solution numérique à la solution la plus ﬁne qu'ils peuvent obtenir. Nous procédons de
la même manière dans cette sous-section.
Dans un premier temps, nous présentons un certain nombre de résultats qualitatifs : la ﬁg-
ure 4.12 présente des proﬁls temporels d'évolution de la zone d'instabilités (∆maxint (t)) pour
plusieurs niveaux de discrétisation spatiale (Nx = 100, 200, 400, 800, 1600, 3200 mailles)
et plusieurs niveaux de discrétisations stochastiques (Nq = 3, 5, 7, 9 et P ≤ Nq − 1). Les
résultats des ﬁgures 4.12 sont visuels mais permettent de mettre en avant un certain
nombre de phénomènes. Chaque image de la ﬁgure 4.12 présente les courbes sur ∆maxint (t)
obtenue pour tous les jeux de discrétisation spatiaux (i.e. 100×100, 200×200, 400×400,
800× 800, 1600× 1600, 3200× 3200) en ﬁxant les paramètres de discrétisation stochas-
tique. À première vue, ces ﬁgures ne permettent pas facilement de mettre en évidence
une convergence (en tout cas rapide) de l'observable. Pourtant, deux phases sont à dis-
tinguer : si l'on considère la phase temporelle entre t = 0ms et t = 6ms, on constate
une vitesse de convergence rapide des solutions les moins maillées vers la solution (de
référence) la plus maillée. Il s'agit de la phase de calcul physiquement stable. En revanche,
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Figure 4.12  Études de convergence en fonction des discrétisations spatiale Nx, colonne
de droite, et stochastique Nq (nombre de points de quadrature de Gauss-Legendre dans
chaque direction), colonne de gauche, pour la condition initiale.
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pour des temps supérieurs à t = 6ms, donc après le passage en régime instable (léger
poussant sur le lourd), la vitesse de convergence de la solution semble fortement impactée
(diminue). La ﬁgure 4.13 permet de quantiﬁer les résultats de la ﬁgure 4.12 : la ﬁgure
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Figure 4.13  Convergence (ordre 1) de la taille des instabilités en fonction de la dis-
crétisation spatiale.
représente l'erreur en norme L1 en fonction du pas de discrétisation spatial ∆x pour tous
les jeux de paramètres stochastiques en prenant pour référence la solution la plus maillée
pour un jeu de paramètre Nq,P donné. Autrement dit, si nous dénotons par ∆
Nq ,P
int,∆x(t)
l'approximation de ∆maxint avec discrétisation spatiale ∆x, et discrétisation stochastique
(Nq,P), nous présentons ∀(Nq,P) ∈ {3, 5, 7, 9} × {P < Nq} :
eNq ,P(∆x) =
1
T
∫ T
0
|∆Nq ,Pint,∆x(s)−∆Nq ,Pint,min ∆x(s)|ds ≈
1
T
nT∑
i=1
∆t|∆Nq ,Pint,∆x(si)−∆Nq ,Pint,min ∆x(si)|,
où nT désigne le nombre de sortie temporelle. On constate sur la ﬁgure 4.13, quelque soit
le choix des paramètres de résolution stochastique, une convergence d'ordre 1 en accord
avec les résultats obtenus dans [YZL+06a]. Figure 4.14, nous présentons le même genre
de courbes, l'erreur en norme L1 en fonction de la discrétisation spatiale, mais en prenant
une référence commune pour toutes les discrétisations. Celle-ci est choisie comme étant la
mieux discréstisée (spatialement et stochastiquement) de notre jeu de données, à savoir
la solution ∆9,7int,min ∆x obtenue pour Nx = 1600, Nq = 9 et P = 7. Encore, une fois, nous
constatons une convergence d'ordre 1 pour cette observable.
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Figure 4.14  Convergence (ordre 1) de la taille des instabilités en fonction de la dis-
crétisation spatiale. La référence pour toutes les courbes est le calculs de caractéristiques
Nx = 3200,Nq = 9,P = 7.
Seconde étude de convergence, par rapport aux paramètres de discrétisation
stochastique
Tout comme précédemment, nous eﬀectuons une étude de convergence mais par rapport
aux paramètres de discrétisation stochastique dans cette sous-section. Cette étude de
convergence est donc complémentaire à celle eﬀectuée dans [YZL+06a]. Les ﬁgures 4.15
4.164.17 présentent les études de convergence quantitative en fonction des paramètres
de discrétisation stochastiques à paramètre de discrétisation spatial ﬁgé. La ﬁgure 4.15
représente une étude de convergence par rapport au nombre de points de quadrature
utilisés dans chaque direction Nq = 3, 5, 7, 9 pour un ordre de troncature ﬁxé P = 3 dans
un premier temps, pour toutes les valeurs de discrétisation spatiale. L'erreur considérée
est l'erreur en norme L1 et la référence pour chacune des courbes pour un ∆x ﬁxé est la
courbe ayant la même discrétisation spatiale ∆x, le même ordre de troncature P = 3 mais
le nombre de quadrature maximal Nq = 9. En d'autres termes, la ﬁgure 4.15 présente
∀Nx ∈ {100, 200, 400, 800, 1600, 3200} :
e∆x(Nq) =
1
T
∫ T
0
|∆Nq ,3int,∆x(s)−∆9,3int,∆x(s)|ds ≈
1
T
nT∑
i=1
∆t|∆Nq ,3int,∆x(si)−∆9,3int,∆x(si)|,
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Figure 4.15  Convergence de la taille des instabilités en fonction de la discrétisation
stochastique (nombre de points de quadrature Nq pour P = 3 ﬁxé).
où nT désigne le nombre de sortie temporelle. Une fois encore, on observe une convergence
par rapport au paramètre d'intégration numérique Nq. En revanche, on constate la non
monotonie de la convergence par rapport au pas de discrétisation ∆x (en eﬀet, l'erreur
pour Nx = 1600 est supérieure à celle pour Nx = 100), phénomène déjà constaté dans
[YZL+06a]. L'étude de convergence en nombre de points de quadrature ne peut se faire
qu'à P = 3 ﬁxé sous peine de voir s'ampliﬁer l'erreur d'intégration, cf. chapitre 2 ﬁgure
2.16.
La ﬁgure 4.16 présente l'étude de convergence en fonction de l'ordre de troncature de
l'approximation gPC. Pour cette ﬁgure, toutes les courbes ont été obtenues avec Nq = 9
aﬁn d'assurer une relativement bonne intégration des coeﬃcients polynomiaux pour des
ordres P ∈ {3, . . . , 7}. L'étude de convergence est eﬀectuée pour toutes les discrétisations
spatiales disponibles et la référence pour une courbe ayant Nx nombre de mailles et
Nq = 9 points de quadrature est la solution de caractéristique Nx,Nq avec l'ordre de
troncature le plus élevé P = 7. En d'autres termes, la ﬁgure 4.16 présente l'erreur en
norme L1 ∀Nx ∈ {100, 200, 400, 800, 1600} :
e∆x(P) =
1
T
∫ T
0
|∆9,Pint,∆x(s)−∆9,7int,∆x(s)|ds ≈
1
T
nT∑
i=1
∆t|∆9,Pint,∆x(si)−∆9,7int,∆x(si)|,
où nT désigne le nombre de sortie temporelle. On constate encore une fois la convergence
de chacune des approximations quelque soit le niveau de discrétisation spatial Nx. La
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Figure 4.16  Convergence de la taille des instabilités en fonction de la discrétisation
stochastique (ordre de troncature P pour Nq = 9 ﬁxé).
convergence est non monotone dans le sens où globalement pour tout P l'erreur pour
Nx = 100 est inférieure à l'erreur pour Nx = 1600, ceci est principalement lié au fait que
pour chaque courbe, la référence n'est pas la solution la plus ﬁne spatialement : la ﬁgure
4.17 présente la même étude de convergence mais en choisissant une référence commune
pour chacune des courbes de discrétisation spatiale Nx. Cette référence est la courbe de
caractéristiques Nx = 3200,Nq = 9,P = 7. En d'autres termes, la ﬁgure 4.17 présente
l'erreur en norme L1 ∀Nx ∈ {100, 200, 400, 800, 1600, 3200} :
e∆x(P) =
1
T
∫ T
0
|∆9,Pint,∆x(s)−∆9,7int,min ∆x(s)|ds ≈
1
T
nT∑
i=1
∆t|∆9,Pint,∆x(si)−∆9,7int,min ∆x(si)|,
où nT désigne le nombre de sortie temporelle. La convergence est assurée ainsi que la
monotonie des erreurs en fonction de la discrétisation spatiale Nx, cf. ﬁgure 4.17.
Les ﬁgures présentées dans les précédentes sous-sections sont encourageantes dans le
sens où elles permettent de vériﬁer la convergence de l'observable ∆maxint (t) au sens de
[YZL+06a] (première sous-section avec la convergence par rapport au paramètre de dis-
crétisation spatiale Nx) mais également vis-à-vis de la discrétisation stochastique Nq,P.
Toutefois, les études des chapitres précédents tendent à mettre en garde quant au choix
de l'ordre de troncature P en fonction du nombre de points d'intégration numérique Nq,
cf. chapitre 2 (notamment les ﬁgures 2.122.142.16) et annexe D qui est motivée par
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Figure 4.17  Convergence de la taille des instabilités en fonction de la discrétisation
stochastique (ordre de troncature P pour Nq = 9 ﬁxé), la référence pour tous les calculs
est le calcul Nx = 1600,Nq = 9,P = 7.
ce genre de problématique complexe. Les études précédentes ne permettent pas de répon-
dre à la question du choix de l'ordre de troncature P une fois le nombre de points de
quadrature Nq ﬁxé. Pour répondre à cette question du choix de l'ordre de troncature P
pour un nombre de point de quadrature ﬁxé 16 Nq, compte-tenu des diﬃcultés théoriques
à mettre en évidence des critères d'erreur a priori ou même a posteriori pour les prob-
lèmes non linéaires hyperboliques généraux (qui plus est chaotiques dans cette étude),
nous proposons une série de calculs originaux à notre connaissance puisque nous avons
cherché sous certaines conditions plus ou moins contraignantes à obtenir une solution de
référence par méthode Monte-Carlo.
Comparaison à une solution de référence obtenue par méthode Monte-Carlo
Aﬁn de tester sur ce problème chaotique la convergence en ordre de troncature de l'ap-
proximation polynomiale pour une intégration des coeﬃcients polynomiaux de précision
ﬁnie, nous avons lancé une campagne de calculs visant à obtenir une solution de référence
pour le problème de propagation d'incertitudes présenté précédemment.
16. En général, le budget de calcul est imposé par Nq.
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Pour cette campagne, il est dans un premier temps nécessaire de ﬁxer un niveau de dis-
crétisation spatiale commun. Pour ce faire, nous comptons sur les études précédentes :
concernant l'étude de convergence des observables au sens de [YZL+06a] (i.e. en fonc-
tion de la discrétisation spatiale Nx), les auteurs considèrent la solution convergée si
la diﬀérence entre 2 niveaux de raﬃnements successifs est inférieure à 5%. Les courbes
des ﬁgures 4.164.17 tendent à montrer que pour ce problème, cette condition est bien
vériﬁée dès Nx = 800 mailles (i.e. 8 mailles minimum par amplitude d'interface initiale).
Nous considèrerons par consésquent une étude de référence avec des calculs Monte-Carlo
ayant Nx ×Ny = 800× 800 = 640000 mailles.
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Figure 4.18  Convergence de la taille des instabilités en fonction de la discrétisation
stochastique (ordre de troncature P pour Nq = 9 ﬁxé) pour un niveau de discrétisation
spatiale de Nx = 800 mailles, la référence pour tous les calculs est un calcul Monte-Carlo
avec Nx = 800,NMC = 4900.
Avec ce niveau de discrétisation spatiale, Nx = 800, et compte-tenu de la mise à dispo-
sition du calculateur Tera100 (ainsi que du temps restant imparti pour la thèse), nous
nous ﬁxons un budget de 4900 simulations pour ce calcul de référence avec Nx = 800.
C'est à notre connaissance un nombre ambitieux pour ce genre de problème chaotique et
ce niveau de discrétisation.
Concernant le choix du plan d'expérience, la solution de référence est appelée 'Monte-
Carlo' par abus puisque nous choisissons de répartir les points uniformément dans les
intervalles [−1 ; 1] × [−1 ; 1] : en eﬀet, en dimension 2 (faible), une répartition uniforme
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assure une vitesse de convergence en O( 1NMC ) plutôt que O( 1√NMC ). Un nombre de points
du plan d'expérience de NMC = 4900 implique d'avoir 70 points par directions.
La ﬁgure 4.18 présente pour un niveau de discrétisation spatiale ﬁxé Nx = 800 une étude
de convergence sur ∆maxint (t) en norme L1 en fonction de l'ordre de troncature P pour
deux niveaux de précision de l'intégration numérique Nq = 7 et Nq = 9. Pour ces deux
courbes de la ﬁgure 4.18 la solution de référence est la solution obtenue par méthode
Monte-Carlo à NMC = 4900 points et Nx = 800. Autrement dit, la ﬁgure 4.18 présente
pour Nq = 7 et Nq = 9 :
eNq ,800(P) =
1
T
∫ T
0
|∆Nq ,Pint,800(s)−∆NMCint,800(s)|ds ≈
1
T
nT∑
i=1
∆t|∆Nq ,Pint,800(si)−∆NMCint,800(si)|,
où nT désigne le nombre de sortie temporelle.
La ﬁgure 4.18 met alors en évidence le phénomène déjà évoqué dans les chapitres 2 et
annexe D à savoir qu'à précision d'intégration numérique ﬁnie, il existe un ordre de tron-
cature optimal P. Au delà de cet ordre de troncature optimal, toute erreur d'intégration
numérique est ampliﬁée par l'ordre trop élevé du polynôme considéré et dégrade la qual-
ité de l'approximation. Ainsi, pour un niveau de précision de l'intégration numérique
Nq = 7, l'ordre optimal pour ce problème est P = 4, pour un niveau Nq = 9, celui-ci
vaut P = 5. Par conséquent, pour ce genre de problème complexe et chaotique, il est
nécessaire d'imposer une restriction relativement importante sur l'ordre de troncature P.
La ﬁgure 4.19 permet d'apprécier qualitativement la convergence de la courbe d'évolution
temporelle de la taille des instabilités en fonction des paramètres de discrétisation numé-
rique en selectionnant l'ordre de troncature optimal P pour chacune des valeurs de Nq
et ce pour chacun des niveaux de discrétisation spatiale Nx. La convergence est assurée
dans la direction stochastique quelque soit le niveau de résolution spatiale, même si la
vitesse de convergence dépend fortement de ce niveau de discrétisation Nx. Il est alors
possible de revisiter ces courbes sachant que les niveaux de résolution spatiale et stochas-
tique sont acceptables : un phénomène intéressant peut maintenant être pointé du doigt.
Pour des niveaux de résolution spatiaux inférieurs à Nx = 800 inclus, on constate pour
les temps t = 6ms à t = 9ms une diﬀérence plus importante qu'à des temps inférieurs
et même supérieurs alors que ce phénomène n'est plus présent pour des niveaux de dis-
crétisations spatiaux supérieurs (Nx = 1600, 3200). La raison de ce phénomène provient
du fait que l'interface au passage du second choc (conﬁguration instable léger→lourd)
comprime les instabilités faisant passer l'épaisseur de la zone d'instabilités en dessous
d'une certain nombre de mailles (≈ 4 mailles) ce qui génére à partir de cet instant une
erreur relativement importante qu'il n'est plus possible de rattraper.
À noter que dès lors que la discrétisation spatiale est suﬃsante Nq ≥ 800 ainsi qu'avec
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Figure 4.19  Études de convergence en fonction de la discrétisation stochastique pour
divers valeurs des paramètres de discrétisation spatiale Nx (nombre de mailles) avec
limitation de l'ordre de troncature fonction de la précédente étude.
un choix judicieux (certes 'conservatif' dans le sens où P doit être inférieur à Nq − 2)
de P par rapport à Nq (Nq = 3 =⇒ P = 3, Nq = 5 =⇒ P = 3, Nq = 7 =⇒ P = 4,
Nq = 9 =⇒ P = 5) les solutions semblent convergées en fonction du paramètre de dis-
crétisation stochastique pour un nombre de points de quadrature Nq relativement faible.
Ce phénomène conﬁrme indirectement le fait que l'observable d'intérêt est relativement
régulière dans l'espace stochastique et ainsi un faible nombre de points de quadrature
suﬃt pour obtenir une bonne approximation de ∆maxint (t).
La ﬁgure 4.20 présente la solution de référence obtenue par méthode Monte-Carlo ainsi
que les approximations gPC obtenues avec les Nq = 7 et Nq = 9 ainsi que les ordres de
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Figure 4.20  Exemple d'évolution de la taille de la zone d'instabilités hydrodynamiques
pour des paramètres de discrétisation stochastiques pertinents choisis grâce à l'étude
comparative sur la solution de référence obtenue par méthode Monte-Carlo de cette
section.
troncature P 'optimaux' pour ces niveaux de précision d'intégration (P ≤ 4 pour Nq = 7
et P ≤ 5 pour Nq = 9). Enﬁn, la ﬁgure 4.20 permet également de mettre en évidence
un phénomène bien connu pour les problèmes d'évolution temporelle utilisant gPC, à
savoir le problème de 'défaut d'intégration en temps long' (couramment appelé 'long-
term integration' dans la littérature, cf. [GvdSVK10a, PL11a]) : on constate en eﬀet qu'à
mesure que le temps passe, l'erreur stochastique (liée à l'approximation gPC) est de plus
en plus prononcée : ceci est dû au fait que la transformation du processus stochastique
initial au travers des équations d'Euler est de plus en plus non linéaire et par conséquent
la base polynomial initialement bien adaptée à la variable aléatoire à approcher ne l'est
plus. C'est un phénomène bien connu pour toute méthode numérique en général et il est
ici mis en évidence sur gPC.
Conclusion partielle de la section 4.2.5 : dans cette section, nous avons construit un prob-
lème de propagation d'incertitudes dans une conﬁguration de type tube à choc de Richtmyer-
Meshkov avec condition initiale incertaine dont la caractérisation est parfaitement déﬁnie
et contrôlée, problème à rapprocher de celui présenté dans [YZL+06a].
Cette étude nous a donc permis de vériﬁer la convergence au sens de [YZL+06a] vis-à-
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vis de paramètres spatiaux de l'observable ∆maxint caractérisant l'évolution de la taille des
instabilités hydrodynamiques générées par les passages successifs d'un choc au travers de
l'interface. L'étude étend celle eﬀectuée dans [YZL+06a] dans le sens où elle permet de
pousser les expériences de convergence numérique au domaine stochastique. Nous avons
de plus construit un cas-test avec solution de référence Monte-Carlo pour un problème
ambitieux et avons construit une base de donnée de résultats fournie qui pourra facilement
être revisitée pour d'autres observables d'intérêt (∆βint,∆
0
int etc.) et même d'autres méth-
odes d'approximation stochastiques (i-gPC, ME-gPC etc.). Celle-ci à nécessité 6 niveaux
de discrétisation spatiale (Nx = 100, 200, 400, 800, 1600, 3200) pour chacun des 4 niveaux
de discrétisation stochastique (Nq = 3, 5, 7, 9) soit un total de 6×(81+49+25+9) = 984
calculs plus ou moins précis. À ceux-ci s'ajoutent les 4900 calculs pour obtenir la solution
de référence Monte-Carlo. Chaque calcul est indépendant l'un de l'autre et ils peuvent
tous être lancés en même temps sur autant de n÷uds de calculs, ils ne nécessitent aucune
communications inter-n÷uds, ce qui est communément appelé de l'embarasingly parallel.
Cette étude a également permis de mettre en évidence l'existence de paramètres de
discrétisation pertinent compte tenu de diﬃcultés théoriques bien connues pour obtenir
de manière eﬃcace des estimateurs d'erreur (a prioria posteriori) lorsque l'on considère
des systèmes de lois de conservation (en régime fortement non linéaire). Ainsi, nous
avons constaté que pour le calcul précédent, 8 mailles par amplitude de perturbations
initiales suﬃsent à l'étude en terme de discrétisation spatiale. De même que nous avons
pu constater que quantitativement, Nq = 7 points de quadrature dans chaque direction
semblent suﬃsants pour approcher la solution de référence Monte-Carlo à condition bien
sûr de tronquer l'approximation gPC à un ordre raisonnable P = 3 ou P = 4.
Enﬁn, cette étude constitue une pré-étude avant d'aborder la dernière question de cette
thèse, à savoir la question de l'utilisation de l'inférence bayesienne pour application à
un problème hydrodynamique comparable : dans la suite, nous supposerons (hypothèse
forte certes) que les paramètres nécessaires à l'étude précédente le seront également pour
l'étude bayesienne qui suit.
Quelques résultats sur une observable statistique diﬀérente : coeﬃcients de
Sobol de xint(y, t,Z)
Nous nous intéressons ici à d'autres observables statistiques d'intérêt. Pour ce genre
de problème complexe, il est possible d'étudier de nombreuses observables mais nous
ne pouvons présenter toutes leurs interprétations dans cette thèse faute de temps. Nous
choisissons toutefois de présenter certains résultats mettant en jeu les coeﬃcients de Sobol
d'une observable car cet outil statistique intensivement utilisé n'a  à notre connaissance
 jamais été utilisé pour l'étude de phénomènes hydrodynamiques chaotiques et peuvent
être riche en informations. Plus de détails concernant ces indices sont présentés dans
l'annexe F. Nous nous intéressons donc aux coeﬃcients de Sobol intégrés sur l'ensemble
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des y de la quantité xint(t, y,Z) au cours du temps : on note de manière générale pour
un vecteur aléatoire Z de dimension quelconque
Si1,...,in(t) =
1
Ly
∫ Ly
0
Var [E [xint(y, t,Z)|Zi1 , . . . ,Zin ]]
Var [xint(y, t,Z)]
dy.
Ces outils statistiques sont décrits de manière précise dans l'annexe F, ils permettent
de quantiﬁer la part des variables aléatoires d'entrée Z1 et Z2 sur la variance totale du
processus au cours du temps pour le problème de dimension 2 de cette section.
À noter que dans cette section, nous ne présentons pas l'étude de convergence poussée
identique à celle eﬀectuée sur la quantité ∆maxint (t) précédemment, le discours serait re-
dondant. Le principal résultat issu de l'étude de convergence sur cette quantité est que la
convergence est constatée dans les mêmes conditions que précédemment, avec les mêmes
jeux de paramètres de discrétisation selectionnés.
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Figure 4.21  Évolution des indices de Sobol de xint en fonction du temps.
La ﬁgure 4.21 présente l'évolution au cours du temps des indices de Sobol S1(t),S2(t)
des variables aléatoires d'entrée Z1,Z2 pour les paramètres de discrétisation selectionnés
lors de l'étude précédente. Premier constat : les indices de Sobol sont globalement peu
aﬀectés pour ce problème particulier. On constate toutefois que le passage du premier
choc à t = 2ms tend à inverser l'inﬂuence des deux variables aléatoires d'entrée. Le
passage en conﬁguration instable en revanche met en évidence un changement de régime
pour la variable aléatoire de sortie puisqu'à mesure que le temps passe, la part de la
variance de l'observable de sortie est de plus en plus expliquée par la variable aléatoire
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Z2 soit la variable aléatoire responsable de la translation sur l'axe des y plutôt que celle
selon l'axe des x (Z1).
Les indices de Sobol constituent un outil puissant pour l'analyse et l'interprétation de
résultats de simulations : ils permettent d'expliquer la part de variance de chacun des
paramètres d'entrée sur l'observable en sortie. Aussi pour reprendre l'exemple précédent,
si dans le dispositif il est question de réduire la taille des instabilités aux diﬀérents temps
de la solution, les indices de Sobol permettent d'aﬃrmer qu'il sera plus eﬃcace de jouer
sur la réduction de l'incertitude sur le paramètre d'entrée Z2 plutôt que de tenter cette
réduction sur Z1 dans un premier temps.
Dans la suite de ce chapitre, nous abordons une dernière section dans laquelle nous
confrontons nos résultats de simulation numérique à des expériences de tubes à choc de
Richtmyer-Meshkov.
4.3 Étude bayesienne : comparaison à des expériences de
tubes à chocs
Objectifs : L'objectif de cette section est de confronter des résultats de simulations
numériques (dont les paramètres ont été choisis selon la stratégie décrite dans la section
précédente) à des expériences de tube à chocs. Il s'agit d'estimer la probabilité pour cer-
tains processus stochastiques initiaux d'expliquer les résultats expérimentaux d'évolution
temporelle de la taille des instabilités. Pour cela, nous abordons une étude de calibration
bayesienne sur les paramètres de l'interface initiale du tube à choc en nous comparant à
des résultats expérimentaux [PTR98, VS95].
Ainsi, dans ce chapitre, nous utilisons les notions et concepts présentés dans les deux
chapitres précédents (chapitre 2 pour gPC et 3 pour l'inférence bayésienne), les résultats
des expériences numériques de la section précédente aﬁn d'étudier l'expérience du tube
à choc et les instabilités de Richtmyer-Meshkov qui s'y développent. •
Pour les raisons évoquées précédemment dans la section 4.2.3 (cf. notamment la remarque
eﬀectuée sur la ﬁgure 4.7) il est diﬃcile d'explorer l'espace des processus stochastiques
pouvant représenter l'interface initiale sous peine de voir la dimension stochastique de
notre problème exploser avec le nombre de mailles représentant l'interface. Aﬁn d'éviter
ce problème, nous choisissons de nous restreindre à une certaine classe de processus
stochastique et avons recours au développement de Karhunen-Loève aﬁn de réduire l'eﬀet
de la dimension sur nos diﬀérents problèmes. Nous donnons tous les détails dans la section
4.3.2 qui suit mais avant cela nous présentons brièvement les résultats et dispositifs
expérimentaux de [VS95] auxquels nous confronterons nos simulations.
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4.3.1 Brève présentation de l'expérience VS85 de [VS95]
L'inférence bayesienne permet, comme nous l'avons déjà rappelé auparavant, de confron-
ter résultats expérimentaux et résultats obtenus avec un modèle à éprouver. Nous présen-
tons ici les expériences auxquels nous comparerons le modèle présenté précédemment aﬁn
d'estimer l'évolution de la taille d'instabilités suite à une série de chocs successifs. Il s'agit
en fait de valider ou d'invalider l'hypothèse que pour des temps courts, l'évolution de
la taille des instabilités est conduite par les phénomènes hydrodynamiques seuls. L'ex-
périence qui nous intéresse est décrite dans [VS95]. L'article présente les résultats de
visualisation de d'écoulements expérimentaux d'interfaces planes entre de l'air et du SF6
accélérées par une impulsion de nombre de Mach 1.5. La ﬁgure 4.6 résume les conditions
expérimentales du papier (la pré-étude de la section précédente était fortement inspirée
du dispositif expérimental de [VS95]).
Le dispositif expérimental de [VS95] permet de prendre des photographies de l'évolution
de la zone d'instabilités au cours du temps après les passages successifs des chocs. Le
post-traitement de ces photographies permet alors de calculer la taille moyennée selon
l'axe des y des instabilités au cours du temps (en accord avec l'intégration selon l'axe
des y dans (4.47)) : ces résultats expérimentaux sont présentés ﬁgure 4.22. L'acquisition
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Figure 4.22  Tailles de zone de mélange expérimentales [VS95].
des données ne se fait pas forcément de manière uniforme en temps (cf. ﬁgure 4.22) et
les données sont entachées d'une erreur de mesures modélisée ici par les tailles de carrés
en les points de mesures relativement grands.
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Comme expliqué précédemment, pour limiter a priori la taille de l'espace d'exploration
des processus stochastiques initiaux modélisant l'incertitude sur la condition initiale entre
les deux ﬂuides, nous choisissons de nous restreindre à une certaine classe de processus
stochastique que nous pensons pertinente (cf. inférence bayesienne et avis d'expert) et
avons recours au développement de Karhunen-Loève aﬁn de réduire l'eﬀet de la dimension
sur nos diﬀérents problèmes. Nous donnons tous les détails et les justiﬁcations dans la
section 4.3.2 qui suit.
4.3.2 Réduction de la dimension stochastique du problème initial :
développement de Karhunen-Loève
Un développement de Karhunen Loève permet de représenter un processus stochastique
en ne conservant que les modes prépondérant en norme L2 connaissant son noyau de
corrélation du processus (voir la section 4.3.2). Ainsi, l'interface initiale est de la forme
x0int = x
0
int(y,Z) (4.49)
avec Z un vecteur aléatoire de dimension ﬁnie. En l'occurrence, dans ce document, il sera
de dimension 2, 3 ou 4.
La représentation de Karhunen Loève a l'avantage de fournir une expression concise du
processus interface. Avec cette représentation, l'interface initiale s'écrit :
x0int = x
0
int(y,Z) =
Q∑
q=1
√
λqZqeq(y). (4.50)
Avec les λq et eq(y) les valeurs et fonctions propres du noyau de covariance du processus
et les Zq des variables aléatoires orthogonales.
Les fonctions et valeurs propres dépendent du noyau de corrélation du processus. En
choisissant un noyau de covariance exponentiel C(y, y′) = σ2 exp(−|y − y′| ÷ b) et en le
paramétrant par (b, σ), les fonctions et valeurs propres dépendent de ces paramètres ce
qui fait dépendre l'interface initiale de (b, σ).
x0int = x
0
int(y,Z; b, σ) =
Q∑
q=1
√
λd(b, σ)Zqeq(y; b, σ). (4.51)
Dans cette section, nous introduisons la représentation de Karhunen-Loève d'un proces-
sus stochastique qui permet d'exprimer un processus stochastique de variance ﬁnie et de
fonction de covariance connue, comme une somme de variables aléatoires et de fonctions
déterministes. En tronquant cette série convenablement, on déplace le problème d'un
processus stochastique, soit une inﬁnité de variables aléatoires, à une vecteur aléatoire
de dimension ﬁnie.
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Soit Fy(ω) un processus stochastique indexé par y ∈ D dans L2(D)× L2(Ω,P). Souvent
D est un intervalle de R. Dans nos applications, il s'agira de l'intervalle [0 ; Ly] où Ly
est la longueur dans la direction y. Dans cette étude, nous n'éprouvons pas le besoin de
considérer des processus stochastiques autres qu'à valeurs scalaires.
La décomposition de Karhunen-Loève correspond à une décomposition spectrale d'un
processus stochastique en fonction des valeurs propres et des fonctions propres de son
noyau de covariance. Le choix a priori de ce noyau de covariance restreint l'exploration
l'espace des processus stochastiques et conditionne les résultats de la prochaine étude
bayesienne (cf. l'importance de correctement choisir la densité a priori dans une étude
bayesienne, chapitre 3).
Quelques remarques sur les fonctions de covariance
Soit C la fonction de covariance, ou noyau de covariance, du processus Fy déﬁnie sur
D ×D et déﬁnie par :
∀(y1, y2) ∈ D2, C(y1, y2) = E [Fy1(ω)Fy2(ω)] (4.52)
=
∫
Ω
Fy1(ω)Fy2(ω) dP(ω) . (4.53)
Cette espérance se calcule par rapport à la variable aléatoire ω.
Dans la pratique, le noyau de covariance n'est pas connu. Dans le meilleur des cas, des
mesures expérimentales sont disponibles pour l'estimer (cf. [Per13] par exemple). Sinon,
une forme doit être supposée en se basant sur des caractéristiques physiques du processus
considéré. La première caractéristique d'un processus stochastique, sans a priori, est son
caractère semi déﬁni positif. Aﬁn de restreindre davantage l'ensemble des noyaux de
covariances possibles nous devons poser des hypothèses supplémentaires sur le processus
stochastique.
Nous ferons l'hypothèse de stationnarité et d'isotropie.
Déﬁnition 8 (Processus stationnaire) Un processus stochastique est stationnaire si sa
fonction de covariance ne dépend que de y1 − y2. Elle est invariante par translation.
C(y1, y2) = k(y1 − y2)
Déﬁnition 9 (Processus isotrope) Un processus stochastique est isotrope si sa fonction
de covariance ne dépend que de |y1 − y2|.
C(y1, y2) = k(|y1 − y2|)
Les fonctions de covariance isotropes sont des fonctions à base radiale (RBF).
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Pourquoi une telle hypothèse d'isotropie est-elle possible ? Concernant notre étude, le
processus stochastique correspond à l'interface initiale entre deux ﬂuides. En géométrie
polaire en dimension 2, y correspond à la coordonnée polaire θ. La stationnarité garantie
un invariance par rotation quelconque et l'isotropie assure la symétrie. Pour un tube à
choc, cela revient à négliger les eﬀets de bord et à assurer la symétrie par rapport à l'axe
du tube.
Parmi les noyaux classiquement utilisés sont à distinguer le noyau exponentiel de variance
σ2 et de longueur de corrélation L déﬁni par
C(x1, x2) = σ
2 exp
(
−|x1 − x2|
L
)
, (4.54)
et le noyau gaussien de variance σ2 et de longueur de corrélation L déﬁni par
C(x1, x2) = σ
2 exp
(
−(x1 − x2)
2
L
)
. (4.55)
Le second noyau est plus régulier que le premier.
Analyse spectrale : calculs des valeurs/vecteurs propres propres du processus
Le noyau de covariance déﬁnit un opérateur T sur l'espace L2(D) dans L2(D).
T : q ∈ L2(D)→
∫
D
C(., y)q(y) dy. (4.56)
Si le noyau de covariance est continu sur D2 alors l'opérateur T est symétrique déﬁni
positif et possède une séquence dénombrable de valeurs et vecteurs propres (λi, ei) ∈
R+ × L2(D) vériﬁant l'équation de Fredholm
∀y1 ∈ D :
∫
D
C(y1, y2)ei(y2) dy2 = λiei(y1) (4.57)
avec en plus l'orthonormalité des vecteurs propres :∫
D
ei(y)ej(y) dy = δi,j (4.58)
et tel que les valeurs propres positives vériﬁent λ1 > λ2 > λ3 . . .
Le théorème de Mercer [Mer09] assure une décomposition des processus stochastiques en
fonction de ses valeurs et vecteurs propres. Il s'agit en fait d'une généralisation en di-
mension inﬁnie de la diagonalisation des matrices symétriques déﬁnies positives. Comme
corollaire de ce théorème, la représentation de Karhunen-Loève de Fy est
Fy(ω) = µ(y) + σ
∞∑
i=1
√
λiei(y)Zi(ω) (4.59)
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où µ désigne le moyenne du processus : µ(y) = E [Fy(ω)].
En pratique, la série est tronquée et Fy es approché par :
Fy(ω) ' FQy (ω) = µ(y) + σ
Q∑
i=1
√
λiei(y)Zi(ω). (4.60)
Remarque : Nous tronquerons au niveau Q aﬁn de conserver plus de 90% de l'énergie.
C'est-à-dire que les valeurs propres vériﬁerons
Q∑
i=1
λi ÷
∞∑
i=1
λi > 0.9. (4.61)
Le niveau Q ne dépend pas de la variance σ2 mais uniquement de la longueur de corréla-
tion b (notée parfois L).
•
Choix a priori de l'espace des processus stochastiques explorés : noyau de
covariance exponentielle
Dans la suite de l'étude, notre choix a priori sur la classe des processus stochastiques à
explorer se porte sur les processus stochastique à noyau de covariance exponentielle, et
ce, pour plusieurs raisons :
1. elle est isotrope : nous n'avons pas a priori de raisons de privilégier certaines di-
rections ;
2. nous connaissons analytiquement ses fonctions propres et ses valeurs propres : ceci
évite d'ajouter d'autres erreurs numériques liées à la résolution de l'équation de
Fredholm. De plus, ces fonctions propres sont des sinus et des cosinus et elles
permettent, en passant à la limite (approche perturbative), de retrouver la base
des harmoniques sphériques (géométrie axisymétrique) ou des fonctions de Fourier
(géométrie plane) intensivement utilisées en approche par perturbation.
3. Ce type de noyau est très proche de ceux utilisés dans la littérature, par exemple
dans [YZL+06a, HDYW11] à ceci près que les variables aléatoires pondérants les
fonctions de base sont gaussiennes et non corrélées aux modes propres du développe-
ments (ces modes sont ﬁxés dans [YZL+06a, HDYW11]).
4. Enﬁn, ce noyau est paramétré par deux quantités, sa variance qui caractérisera
l'amplitude de la perturbation initiale et sa longueur de correlation qui caractérisera
les modes d'excitation de l'interface initiale.
148
L = 0.1
L = 1
L = 5
L = 10
1e-05
0.0001
0.001
0.01
0.1
1
2 4 6 8 10 12 14 16
λ
q
Q
Figure 4.23  Convergence des valeurs propres du noyau exponentiel pour diﬀérentes
longueurs de corrélation
Nous donnons ici analytiquement les fonctions propres et les valeurs propres pour un
processus stochastique Fy(θ) indexé sur [−a ; a] de covariance exponentielle.
La fonction propre f associée à la valeur propre λ vériﬁe l'équation de Fredholm suivante :
∀y ∈ [−a ; a], λf(y) =
∫ a
−a
e−c|y−y
′|f(y′) dy′. (4.62)
Séparons l'intégrale de l'équation 4.62 en deux.
∀y ∈ [0 ; 1], λf(y) =
∫ y
−a
e−c(y−y
′)f(y′) dy′ +
∫ a
y
e−c(y
′−y)f(y′) dy′
λf(y) = e−cy
∫ y
−a
ecy
′
f(y′) dy′ + ecy
∫ 1
a
e−cy
′
f(y′) dy′.
(4.63)
En dérivant deux fois par rapport à y, on montre que f vériﬁe l'équation diﬀérentielle :
f ′′(y) + ω2f(y) = 0 (4.64)
avec
ω2 =
2c− λc2
λ
(4.65)
et les conditions aux limites obtenues à partir de la première dérivation
cf(a) + f ′(a) = 0
cf(−a) + f ′(−a) = 0. (4.66)
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Figure 4.24  Fonctions propres du noyau exponentiel pour L = 1 et σ = 0.1. Modes 1
à 5. Les modes élevés ont une fréquence plus grande.
Finalement, le processus s'écrit :
Fy(θ) = µ+ σ
Q∑
q=1
√
λiqZ
i
q(θ)f
i
q(y) (4.67)
avec i = 1 si q est impair et q = 2 si q est pair.
Avec :
 pour i ∈ {1, 2}
λiq =
2c
(ωiq)
2 + c2
(4.68)
 les (ωiq)q∈N∗ sont les solutions ordonnées positives de c− ω tan(aω) = 0
 les (ωiq)q∈N∗ sont les solutions ordonnées positives de ω + c tan(aω) = 0
 les fonctions de base orthonormées sur [−a ; a] sont données par
f1q (y) =
cos(ω1qy)√
a+
sin(2ω1qy)
2ω1q
f2q (y) =
sin(ω2qy)√
a− sin(2ω
2
qy)
2ω2q
(4.69)
 les variables aléatoires Ziq complètent la caractérisation du processus stochastique. En
pratique, elles suivront des lois uniformes iid U(−1, 1).
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Figure 4.25  Réalisations (50) du processus stochastique pour un noyau exponentiel
pour L = 1 et σ = 0.1. Pour une longueur de corrélation grande, les réalisations du
processus sont davantage régulières.
Remarque : Plus la longueur de corrélation est faible devant la longueur du domaine et
plus le développement nécessite de termes pour être convergé et pour que l'approximation
du processus soit bonne. Cela est illustré par la convergence des valeurs propres du noyau
exponentiel pour diﬀérentes longueurs de corrélation 4.3.2. La convergence est plus rapide
lorsque la longueur de corrélation est grande. •
Le problème d'inversion bayesienne se réduit donc à un problème bidimensionnel sur les
paramètres du noyau de covariance exponentiel (b et σ) de l'interface initiale séparant les
deux ﬂuides dans le tube à choc : nous recherchons les paramètres b et σ ayant la plus
grande probabilité d'expliquer l'évolution de la taille des instabilités dans l'expérience
VS85 de [VS95].
Présentation et justiﬁcation des diﬀérents paramètres de l'étude
Dans un premier, il s'agit de considérer une plage d'exploration pour les paramètres σ
et b : cette plage d'exploration est contrainte par la discrétisation spatiale imposée par
l'amplitude initiale de la taille des instabilités (ce qui impactera principalement Nx) et
le temps de calcul d'une simulation ainsi que le nombre de simulations possibles pour
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Figure 4.26  Réalisations (50) du processus stochastique pour un noyau exponentiel
pour L = 0.1 et σ = 0.1. Pour une longueur de corrélation petite, les réalisations du
processus sont davantage chahutées.
l'étude (ce qui conditionnera le nombre de points de quadrature Nq pour une simulation).
Ainsi, l'intervalle d'exploration sur σ imposera des contraintes sur Nx (ce problème à
déjà été abordé dans les sections précédentes) alors que l'intervalle d'exploration de b
impose des contraintes sur le nombre de variables aléatoires à prendre en compte dans le
développement de Karhunen-Loève et donc le nombre total de simulation de l'étude.
Abordons tout d'abord la question de l'intervalle d'exploration pour b : nous considérerons
que le développement de Karhunen-Loève est raisonnablement résolu si la troncature
dimensionnelle assure de contenir au moins 90% du spectre total du processus, cf. (4.61).
En choisissant un intervalle d'exploration de b ∈ [0.5, 1.5], pour satisfaire la contrainte
précédente, la discrétisation du processus stochastique initiale nécessite au moins Q = 3
variables aléatoires dans le développement de Karhunen-Loève au plus Q = 4 variables
aléatoires pour les valeurs de b ≤ 0.6. Ceci est résumé sur la ﬁgure 4.27 où est représenté
le pourcentage d'énergie contenu par les modes d'ordre Q selon la formule dans le membre
de gauche de (4.61), en fonction de la valeurs de b.
Pour les besoins de l'étude, nous avons selectionné deux jeux de paramètres pertinents
pour l'étude bayesienne, nous les présentons et parlerons dans la suite d'une étude dite
nominale et d'une étude sous discrétisée.
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Figure 4.27  Pourcentage d'énergie dans le développement de Karhunen-Loève pour
un noyau exponentiel en fonction de la longueur de corrélation pour diﬀérents nombres
de modes conservés dans le développement. On impose de conserver 90% de l'énergie
Pour une longueur de corrélation au dessus de 0.6, il faut conserver 4 modes pour avoir
90% de l'énergie.
Caractéristiques de l'étude nominale
En choisissant des points de quadrature de Gauss-Legendre avec Nq = 5 dans chacune
des directions de Z permettant de paramétrer le processus stochastique, une simulation
nécessitera NQq = 5Q, soit 53 = 125 simulations pour les longueurs de correlation les plus
grandes (b > 0.6) ou 54 = 625 pour les longueurs de correlation les plus faibles (b ≤ 0.6).
En choisissant σ réparti uniformément dans l'intervalle [0.005, 0.01] et pour les longueurs
de correlation choisies précédemment, une discrétisation spatiale de Nx = 2000 mailles
dans chaque direction assure d'avoir une moyenne de 11 mailles par amplitude de pertur-
bation initiale avec une assurance d'avoir 80% des simulations avec plus de 8 mailles par
amplitude de perturbation initiale et 20% de simulations ayant seulement entre 4 et 8
mailles par amplitude de perturbation initiale (0% en dessous de 4 mailles par amplitude).
Le plan d'expérience pour l'étude bayesienne est construit en répartissant les points de
manière uniforme dans l'intervalle [0.005, 0.01] pour σ et de manière log-uniforme 17 dans
l'intervalle [0.5, 1.5] pour b. En prenant un plan d'expérience pour l'étude bayesienne avec
5 points par direction (soit 25 points en tout), l'étude baysienne que nous qualiﬁerons
17. Pour compenser le fait que le noyau de correlation dépende de b de manière exponentielle.
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de nominale représente un total de 5 × 54 + 20 × 53 = 5625 simulations en tout. Nous
rappelons que chaque calcul est indépendant des autres et tous peuvent être lancés en
même temps sur autant de n÷uds qu'il y a de simulations. Ils ne nécessitent aucune
communications inter-n÷uds, ce qui est communément appelé de l'embarasingly parallel.
L'étude correspondant au jeu de paramètres précédent est une étude longue compte-tenu
du temps restant pour cette thèse. Celle-ci a été lancée mais les simulations ne sont à ce
jour toujours pas terminées. Il est par conséquent trop tôt pour présenter une analyse et
les post-traitements sur l'étude que nous pouvons qualiﬁer de convergée. En revanche,
en allègeant certaines hypothèses, notamment de discrétisation spatiale, il a été possible
d'obtenir des résultats numériques relativement pertinents et interprètables sous certaines
conditions.
Caractéristiques de l'étude sous-discrétisée
Ainsi, pour l'étude en temps court, nous choisissons de nous restreindre à un jeu de para-
mètres moins ambitieux sur lesquels nous pourrons commencer certaines interprétations
sinon éprouver nos routines de post-traitement.
Concernant dans un premier temps la discrétisation stochastique, la pré-étude de la sec-
tion 4.2 permet de conﬁrmer le fait que l'observable d'intérêt étant relativement régulière,
un nombre faible de points de quadrature Nq est suﬃsant pour approcher les variables
aléatoires modélisant l'incertitude sur la position de l'interface au cours du temps à con-
dition de tronquer l'ordre de quadrature P en conséquence. Ainsi, pour cette étude rapide
sous-discrétisée, nous choisissons de prendre Nq = 3 : ceci implique que chaque calcul du
plan d'expérience bayesien nécessitera NQq calculs or nous tronquons le développement de
Karhunen-Loève à Q = 4 pour b ≤ 0.6 et Q = 3 pour b > 0.6, ce qui implique donc que
pour Q = 4, une simulation nécessite 34 = 81 lancements du code hydrodynamique 2D
alors que pour Q = 3, il en faudra 33 = 27. En accord avec la pré-étude de la section 4.2
nous tronquerons l'ordre polynomial à P = 3 dans chacune des directions stochastiques.
Concernant la discrétisation spatiale, nous eﬀectuerons les calculs avec seulement 1000
mailles dans chaque direction. Ceci assure d'avoir une moyenne de 6 mailles par amplitude
de perturbation initiale avec une assurance d'avoir 80% des simulations avec plus de 4
mailles par amplitude de perturbation initiale et 20% de simulations ayant seulement
entre 2 et 4 mailles par amplitude de perturbation initiale (0% en dessous de 2 mailles
par amplitude). Ce nombre de mailles est faible compte-tenu des études précédentes mais
il est calibré pour permettre un temps de restitution avant la ﬁn de cette thèse.
Le plan d'expérience pour l'étude bayesienne est construit en répartissant les points de
manière uniforme dans l'intervalle [0.005, 0.01] pour σ et de manière log-uniforme 18 dans
18. Pour compenser le fait que le noyau de correlation dépende de b de manière exponentielle.
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l'intervalle [0.5, 1.5] pour b. Le fait de prendre des calculs sous-discrétisés spatialement
nous permet en outre de raﬃner un peu notre plan d'expérience bayesien en prenant un
plan d'expérience pour l'étude bayesienne avec 10 points par direction (soit 100 points en
tout) ce qui nous permettra d'évaluer la pertinence de l'approximation gPC pour l'étude
bayesienne (approximation gPC sur la pdf a posteriori comme eﬀectuée dans le chapitre
3 et [LBP12]).
Ainsi, l'étude bayesienne que nous qualiﬁerons de sous discrétisée représente un total de
20× 34 + 80× 33 = 3780 simulations indépendantes (embarassingly parallel.
4.3.3 Résolution du problème d'inférence bayesienne sur les expéri-
ences de tubes à choc de Richtmyer-Meshkov de [VS95]
Dans cette section nous présentons les résultats de l'étude bayesienne obtenue pour l'é-
tude sous discrétisée (nous rappelons que l'étude nominale convergée est en cours de
calcul et fera l'objet de considérations futures) dont les caractéristiques sont rappelées
dans la sous-section qui précède. L'objectif dans cette section est de déterminer le max-
imum de vraisemblance par les paramètres (σ, b) expliquant au mieux les expériences de
[VS95].
Aﬁn de confronter les résultats numériques aux résultats expérimentaux, il est nécessaire
de déﬁnir une fonction de vraisemblance qui quantiﬁera l'écart entre les observations
expérimentales de [VS95] et nos résultats issus d'un code de résolution numérique.
Nous choisissons, comme dans le chapitre 3, une fonction de vraisemblance gaussienne.
Il s'agit de la fonction de vraisemblance la plus utilisée, son support inﬁni permet
de donner un 'score' à chacune des réalisations du plan d'expérience bayesien. Ainsi
pour chaque temps ti, on dénote par mi la mesure expérimentale obtenue au temps ti
dans [VS95] et, de manière plus concise que précédemment, par ∆maxint (ti, θ) le résul-
tat numérique obtenu par simulation dans les conditions d'étude sous discrétisée, où
θ = (σ, b) ∼ (U([0.005, 0.01]),U([0.5, 1.5])) et le vecteur aléatoire modélisant l'a priori,
la fonction de vraisemblance à un temps ti prend la forme suivante :
P(mi|θ) = piε (mi −∆maxint (ti, θ)) =
1√
2pisi
exp
(mi −∆maxint (ti, θ))2
2si
. (4.70)
Les mesures expérimentales au temps ti seront considérées indépendantes des mesures
aux autres temps et la conﬁance en les mesures 19 est quantiﬁée par une valeur plus ou
moins grande de l'écart-type si au temps ti de la fonction de vraisemblance. Pour des
raisons de simplicité, nous choisissons de ﬁxer ∀i, si = 0.05, soit une conﬁance de l'ordre
de 5% sur nos mesures et simulations. À noter qu'il serait tout à fait légitime d'avoir
19. et en la précision de la méthode numérique des simulations
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Figure 4.28  Toutes simulations confondues pour l'étude bayesienne sous discrétisée
quand on fait varier les paramètres b et σ dans leur domaine de variation, sur [0.5 ; 1.5]
pour b et [10−3 ; 10−2] pour σ. Le domaine de variation de réduit lors du passage du choc
à t = 0.0033 puis s'élargit avec la croissance des instabilités. Pour cette ﬁgure, on prend
Nq = 4 points de quadrature de Gauss-Legendre par dimension, un degré P = 3, Q = 3
mode Karhunen-Loève, 5000 réalisations de Monte-Carlo et un maillage 1000 × 1000.
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Figure 4.29  Pdf a posteriori de la distribution initiale en b, σ. Le maximum de vraisem-
blance est en b = 1.5, σ = 0.036, matérialisé par le carré noir.
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un écart-type si quantiﬁant la conﬁance en les mesures et simulations croissant avec le
temps : par exemple, il est bien connu en analyse numérique que l'erreur commise croît
avec le temps ﬁnal de la simulation. Nous choisissons tout de même ici de le garder
constant car des changements de valeurs pour si laissent invariant le maximum (et le
minimum) de vraisemblance (i.e. les observables statistiques d'intérêt dans notre cas).
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Maximum de vraisemblance (b = 1.5, σ = 3.6× 10−3)
Figure 4.30  Diﬀérentes TMZ a posteriori correspondantes au maximum a posteriori
pour 1000 × 1000 mailles. Les mesures expérimentales de [VS95] sont représentées par
des carrés rouges.
La ﬁgure 4.28 superpose les points de données expérimentales à toutes les courbes
obtenues par le plan d'expérience bayesien : il est intéressant de constater que les tailles
d'instabilités au passage du second choc, pour t ∈ [3.2ms, 4.8ms], sont relativement in-
dépendantes des paramètres σ, b initiaux. Ce phénomène est également observé par les
expérimentateurs dans [VS95] : la forme initiale de l'interface a une inﬂuence importante
sur le taux de croissance initial (i.e. pour t ∈ [0ms, 3.2ms]) des instabilités mais les taux
de croissance après rechoc (après t = 3.2ms) sont relativement indépendants de celle-ci.
Nous retrouvons ce phénomène dans la ﬁgure 4.28 avec le fait que les courbes issus de
simulations sont plus resserrées dans la zone t ∈ [3.2ms, 4.8ms].
La ﬁgure 4.29 présente la pdf a posteriori obtenue après post-traitement des 3780 sim-
ulations confrontées aux expériences de [VS95] (cf. ﬁgure 4.22) avec les fonctions de
vraisemblance aux temps ti données par (4.70) et les variables aléatoires a priori don-
nées par θ = (σ, b) ∼ (U([0.005, 0.01]),U([0.5, 1.5])) pour l'étude bayesienne dite 'sous
discrétisée'. Le maximum de vraisemblance sur la ﬁgure 4.29 est matérialisé par un carré
noir et il correspond au couple de valeurs (σ = 0.0036, b = 1.5). Celui-ci est situé au bord
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du domaine d'exploration ce qui porte à croire que la distribution des paramètres (σ, b)
n'était pas correctement choisi a priori. Toutefois, nous nous retiendrons de recalibrer l'a
priori, l'étude étant sous discrétisée : en eﬀet le maximum de vraisemblance pour cette
étude est précisément dans la région de l'espace des paramètres pour lesquels la discréti-
sation spatiale est mauvaise. D'ailleurs, on constate que la pdf a posteriori de la ﬁgure
4.29 est relativement uniforme dans l'espace des σ ≤ 0.005 ce qui tend à montrer que la
discrétisation spatiale est le facteur contraignant pour cette étude et que des valeurs de σ
dans le rectangle [0.001, 0.005]× [0.5, 1.5] ont à peu près la même probabilité d'expliquer
les données expérimentales.
Il est possible de rejouer le jeu de paramètres réalisant le maximum de vraisemblance et
de comparer la courbe obtenue avec les données expérimentales. C'est ce qui est réalisé
ﬁgure 4.30 : le maximum de vraisemblance présente un bon accord avec les données
expérimentales de [VS95], au moins en temps court. Pour les temps plus longs, nous
constatons que les courbes ont tendance à s'éloigner. Certes, il faut rappeler que la
simulation est sous-discrétisée pour l'instant mais elle permet de rappeler un résultat
d'analyse numérique classique : l'erreur commise dans une simulation tend à croître avec
le temps ﬁnal. Ce phénomène sera à prendre en compte une fois l'étude nominale eﬀectuée.
Bien sûr, l'explication peut également provenir du fait que la physique mise en jeu en
temps long ne peut plus uniquement être expliquée par les équations d'Euler (phénomène
visqueux et transition vers la turbulence).
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Figure 4.31  Diﬀérentes TMZ a posteriori correspondantes au minimum et au maxi-
mum a posteriori pour 1000 × 1000 mailles. Les mesures expérimentales de [VS95] sont
représentées par des carrés rouges.
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La ﬁgure 4.31 présente, en plus des résultats expérimentaux de [VS95] et de la courbe
réalisant le maximum de vraisemblance de l'étude bayesienne, le minimum de vraisem-
blance de cette même étude.
Conclusion partielle de la section 4.3 : cette première étude bayesienne constitue, nous
le répetons, une première étape en attendant les résultats de la campagne de calculs
dite 'nominale'. Toutefois, cette première étude a une importance pratique puisqu'elle a
permis notamment de tester et éprouver nos routines de post-traitements bayesien et de
les vériﬁer. Le principal résultat de cette étude est que même avec un jeu de simulations
sous-discrétisé, l'approche bayesienne permet de calibrer le processus stochastique initial
de manière à expliquer avec la plus grande probabilité les données expérimentales et
fournit un maximum de vraisemblance intéressant. Ce dernier résultat semble ouvrir une
nouvelle voie vers l'étude d'instabilités hydrodynamiques par méthode de type Chaos
Polynomial généralisé pour généraliser les méthodes perturbatives.
Conclusion du chapitre
Dans une dernière partie, nous avons focalisé sur des problèmes de dynamique des gaz
compressibles en conﬁguration tube à choc de Richtmyer-Meshkov.
Nous avons dans un premier temps rappelé un certain nombre de résultats sur les méth-
odes perturbatives et les avons comparées aux méthodes par Chaos Polynomial généralisé.
Nous avons mis en évidence le fait que les résultats issus des méthodes perturbatives ap-
pliquées à des problèmes de dynamique des gaz compressibles peuvent être retrouvés par
application des méthodes de type Chaos Polynomial. En ce sens, nous avons montré que
le Chaos Polynomial généralise les méthodes par perturbations.
Cette propriété a motivé une première étude à rapprocher de celle eﬀectuée dans [YZL+06a]
dans laquelle nous avons construit un problème de propagation d'incertitudes dans une
conﬁguration de type tube à choc de Richtmyer-Meshkov avec condition initiale incer-
taine dont la caractérisation est parfaitement déﬁnie et contrôlée. Au cours de cette étude
nous avons obtenu une solution de référence par méthode Monte-Carlo pour un problème
ambitieux et avons ainsi à disposition une base de donnée de résultats fournie qui pourra
facilement être revisitée pour d'autres observables d'intérêt fonctions de la position de
l'interface au cours du temps et dans l'espace ou pour d'autres méthodes d'approximation
stochastique.
Cette étude a également permis de mettre en évidence l'existence de paramètres de
discrétisation pertinent compte tenu de diﬃcultés théoriques bien connues pour obtenir
de manière eﬃcace des estimateurs d'erreur (a prioria posteriori) lorsque l'on considère
des systèmes de lois de conservation (en régime fortement non linéaire).
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Ces paramètres sont exploités dans une dernière étude bayesienne (dont les calculs sont
en passe de se terminer) et le matériel des chapitres précédents est appliqué dans une
première étude bayesienne 'sous-discrétisée' (pour des raisons de temps). Cette première
étude a néanmoins une importance pratique puisqu'elle a permis notamment de tester
et éprouver nos routines de post-traitements bayesien et de les vériﬁer. Le principal
résultat de cette étude est que même avec un jeu de simulations sous-discrétisé, l'approche
bayesienne permet de calibrer le processus stochastique initial de manière à expliquer
avec la plus grande probabilité les données expérimentales et fournit un maximum de
vraisemblance pertinent. Ce dernier résultat semble ouvrir une nouvelle voie vers l'étude
d'instabilités hydrodynamiques par méthode de type Chaos Polynomial pour généraliser
les méthodes perturbatives.
A plus long terme, il est évident que la composante visqueuse (i.e. Navier-Stokes) de
l'écoulement devra également être prise en compte pour une description plus réaliste de
l'interaction choc/turbulence qui apparaît dominante en temps long lorsqu'il y a produc-
tion de structures à petites longueurs d'onde, pour lesquelles la viscosité ne joue plus un
rôle négligeable. La quantiﬁcation de l'incertitude de ces phénomènes devrait par exem-
ple permettre de mieux comprendre le développement de couches limites derrière l'onde
de choc incidente et son inﬂuence sur l'accélération de l'écoulement moyen ainsi que les
structures en λ dues à l'interaction onde de choc/couche limite aux parois latérales du
domaine.
Au niveau algorithmique, il faudra se tourner du coté déterministe vers des codes de
calculs comportant une capture/gestion automatique de l'interface instationnaire via une
adaptation de maillage. Ceci évitera de pénaliser fortement l'étude en terme de coût de
calcul en imposant une ﬁnesse de maillage trop importante à l'ensemble du domaine de
calcul. Du coté stochastique, toute approche adaptative permettant de gérer au mieux les
fortes non-linéarités en temps long (problème du long-time integration), e.g. [PL11a,
DPL13] et permettant de réduire le nombre d'évaluations du code déterministe sera
bénéﬁque à la résolution du problème stochastique inverse. Ceci reste pour l'instant un
problème très ouvert. Enﬁn lorsque les techniques seront suﬃsamment matures, il faudra
considérer des simulations 3D et vériﬁer s'il existe aussi des spéciﬁcités apportées par
une géométrie sphérique par rapport à la majorité des études qui portent plutôt sur un
scenario plan ou cylindrique [Bha11].
Plusieurs questions se posent concernant la pertinence des hypothèses nécessaires à la
parametrisation stochastique des imperfections de l'interface initiale : stationnarité, mod-
èle/longueur de correlation, régularité, gaussianité ? Des aspects plus fondamentaux tels
que le choix - de la bonne quantité physique à renseigner pour le modèle, - des bonnes
mesures/normes à adopter pour accéder à une certaine forme de convergence des résul-
tats, de la façon de mesurer au mieux la taille de la zone d'instabilités restent à améliorer.
Par la suite, un travail important de validation et d'analyse doit être aussi mené pour
généraliser cette étude et répondre à certaines questions sur l'inﬂuence d'autres para-
mètres physiques sur le taux de mélange, tels que : - le nombre de Mach, - le nombre
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d'Atwood, - l'intensité du choc,. . .
Enﬁn, nous soulignons l'importance du calcul parallèle et la possibilité d'exploiter le
supercalculateur Tera100 pour les diﬀérentes études de ce chapitre : les approches statis-
tiques et probabilistes utilisées dans cette thèse impliquent une résolution stochastique
dite 'non intrusive' pour laquelle un code de simulation est utilisé en boîte noire et dont
chaque lancement est indépendant des autres. Ces approches, d'un point de vue calcul
haute performance, sont qualiﬁées d'embarassingly parallel puisqu'elles ne nécessitent pas
de communications entre les processeurs : la puissance de calculs est ainsi exploitée à son
optimum.
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Chapitre 5
Conclusion
Dans cette thèse, nous avons dans un premier temps abordé le problème de la propaga-
tion d'incertitudes dans les systèmes complexes. Nous avons eﬀectué un état de l'art sur
les méthodes spectrales dites par Chaos Polynomial généralisé (approche non intrusive)
en précisant les conditions de mise en ÷uvre sur la loi d'entrée et sur le modèle. Nous
avons montré la pertinence de soigner le choix de la base de projection. Nous avons illus-
tré son application sur des exemples simples mais permettant d'anticiper les problèmes
intervenant notamment en dynamique des gaz compressibles, physique qui motive les
travaux de ce mémoire. Nous avons eﬀectué l'analyse numérique complète de la méthode
et étudié des problèmes académiques simples pour mettre en évidence les avantages et
les inconvénients du Chaos Polynomial généralisé en application non intrusive (i.e. util-
isant un code en boîte noire comme les méthodes Monte-Carlo). L'approche comporte
deux principaux inconvénients : la forte dépendance de la compléxité du problème au
nombre de dimension stochastique du problème (appelé ﬂéau de la dimension dans les
ouvrages de la littérature) ainsi que sa sensibilité au phénomène de Gibbs dès lors que la
solution présente de forts gradients dans l'espace des paramètres incertains. Concernant
la première diﬃculté, nous n'avons pas apporté de contributions à la discipline, en eﬀet
nous avons pu dans cette thèse nous limiter à des dimensions relativement faibles pour
les études eﬀectuées. Concernant le second point, à savoir la sensibilité au phénomène de
Gibbs et aux transformations non linéaires en général, nous avons proposé une nouvelle
méthode basée à la fois sur le Chaos Poynomial généralisé et les méthodes aux mo-
ments. La méthode, appelée i-gPC pour iterative-generalized Polynomial Chaos, assure
une meilleure approximation que le Chaos Polynomial généralisé classique et présente
un intérêt en particulier sur les solutions présentant de forts gradients par rapport aux
variables de l'espace stochastique. L'analyse numérique de cette nouvelle méthode a fait
l'objet d'une publication soumise à SIAM numerical analysis dont nous attendons le
retour des rapporteurs.
Nous avons ensuite abordé la résolution de problèmes inverses impliquant des modèles
163
fortement non linéaires ou discontinus, en particulier des systèmes de loi de conservation
(du type de celui gouvernant la dynamique des ﬂuides compressibles). Nous avons dans
un premier temps lié la convergence en norme L2 de l'approximation du modèle direct à la
convergence dans la divergence de Kullback-Leibler de l'approximation de l'a posteriori.
En particulier, nous avons posé les conditions pour que la convergence de l'a posteriori
au sens de la divergence de Kullback-Leibler soit au moins deux fois plus rapide que la
convergence du modèle direct en norme L2. Nous avons alors mis en ÷uvre l'inférence
bayésienne dans ce cadre d'approximation stochastique spectrale. Les taux de convergence
théoriques ont été illustrés sur des problèmes inverses non linéaires de régularités diverses.
Nous avons en outre proposé une approche numérique eﬃcace adaptée aux problèmes
inverses fortement non linéaires. Il s'agit de l'amélioration de l'approximation du modèle
direct en utilisant l'algorithme auto adaptatif i-gPC. Nous avons montré que l'approche
i-gPC pour les problèmes inverses apporte un gain par rapport à l'approche gPC et que
nous avons ainsi accéléré la convergence de l'inférence bayésienne. Nous avons démontré
l'eﬃcacité de l'approche i-gPC dans un contexte de quadrature numérique ﬁnie présentant
peu de points.
Enﬁn, dans une dernière partie, nous avons focalisé sur des problèmes de dynamique des
gaz compressibles en conﬁguration tube à choc de Richtmyer-Meshkov. Nous avons dans
un premier temps rappelé un certain nombre de résultats sur les méthodes perturbatives
et les avons comparées aux méthodes par Chaos Polynomial. Nous avons mis en évidence
le fait que les résultats issus des méthodes perturbatives appliquées à des problèmes de
dynamique des gaz compressibles peuvent être retrouvés par application des méthodes
de type Chaos Polynomial. En ce sens, nous avons montré que le Chaos Polynomial
généralise les méthodes par perturbations : cette propriété a motivé une première étude
à rapprocher de celle eﬀectuée dans [YZL+06a] dans laquelle nous avons construit un
problème de propagation d'incertitudes dans une conﬁguration de type tube à choc de
Richtmyer-Meshkov avec condition initiale incertaine dont la caractérisation est parfaite-
ment déﬁnie et contrôlée. Au cours de cette étude nous avons obtenu une solution de
référence par méthode Monte-Carlo pour un problème ambitieux et avons ainsi à dispo-
sition une base de donnée de résultats fournie qui pourra facilement être revisitée pour
d'autres observables d'intérêt fonctions de la position de l'interface au cours du temps
et dans l'espace ou pour d'autres méthodes d'approximation stochastique. Cette étude a
également permis de mettre en évidence l'existence de paramètres de discrétisation perti-
nents compte tenu de diﬃcultés théoriques bien connues pour obtenir de manière eﬃcace
des estimateurs d'erreur (a prioria posteriori) lorsque l'on considère des systèmes de
lois de conservation (en régime fortement non linéaire). Ces paramètres sont exploités
dans une dernière étude bayesienne (dont les calculs sont en passe de se terminer) et
le matériel des chapitres précédents est appliqué dans une première étude bayesienne
'sous-discrétisée' (pour des raisons de temps). Cette première étude a néanmoins une
importance pratique puisqu'elle a permis notamment de tester et éprouver nos routines
de post-traitements bayesien et de les vériﬁer. Le principal résultat de cette étude est que
même avec un jeu de simulations sous-discrétisé, l'approche bayesienne permet de calibrer
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le processus stochastique initial de manière à expliquer avec la plus grande probabilité les
données expérimentales et fournit un maximum de vraisemblance pertinent. Ce dernier
résultat semble ouvrir une nouvelle voie vers l'étude d'instabilités hydrodynamiques par
méthode de type Chaos Polynomial pour généraliser les méthodes perturbatives.
Enﬁn, nous soulignons l'importance du calcul parallèle et la possibilité d'exploiter le
supercalculateur Tera100 pour les diﬀérentes études de ce chapitre : les approches statis-
tiques et probabilistes utilisées dans cette thèse impliquent une résolution stochastique
dite 'non intrusive' pour laquelle un code de simulation est utilisé en boîte noire et dont
chaque lancement est indépendant des autres. Ces approches, d'un point de vue calcul
haute performance, sont qualiﬁées d'embarassingly parallel puisqu'elles ne nécessitent pas
de communications entre les processeurs : la puissance de calculs est ainsi exploitée à son
optimum.
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Annexe A
Notations
Le tableau ci-dessous présente les diﬀérentes notations utilisées dans cette thèse.
C0(E ,F) : ensemble des fonctions continues de E à valeurs dans F
pdf : probability density funtion (densité de probabilité)
cdf : cumulative density function (fonction de répartition)
dP : mesure de probabilité
P(A) : probabilité de A
P(A|B) : probabilité de A sachant B
PX(x) : probabilité associé à la variable aléatoire X
E [.] : espérance
X ∼ f(x) : la variable aléatoire suit la loi de pdf f
UQ : Uncertainty Quantiﬁcation
u : modèle physique
θ : variable d'entrée incertaine
R[x] : espace des polynômes en x
Rn[x] : espace des polynômes en x de degrés inférieurs ou égal à n
Hk : polynôme de Hermite de degré k
(φθk)k∈N : base polynômiale adaptée à la loi de θ
(φLk )k∈N : base polynômiale de Legendre
I : fonction indicatrice
ωi : poids de quadrature
∝ : proportionnel à
P : degré polynômial gPC
bxc : partie entière inférieure de x
dxe : partie entière supérieure de x
167
168
Annexe B
Rappels sur la théorie des
probabilités
Objectifs : Dans ce chapitre, nous introduisons dans un premier temps de façon brève
la théorie des probabilités. Nous nous sommes inspirés pour cela de [E.08, Shi07, lj07,
JJ00, A.N00]. Nous renvoyons le lecteur à ces ouvrages et livres de cours pour plus de
détails. •
La théorie des probabilités fournit un formalisme mathématique pour décrire les phé-
nomènes aléatoires. Le résultat d'un évènement aléatoire, par opposition à un évène-
ment déterministe, n'est pas prévisible. On peut seulement analyser la probabilité, ou la
 chance , que tel ou tel évènement survienne. Par exemple, le résultat d'un lancer de
dès constitue une variable aléatoire. Si le dès a six faces et est non pipé, la probabilité
d'obtenir 1 est 16 .
Soit (Ω,F ,P) un espace de probabilité. Ω désigne l'espace des états, F une tribu sur Ω
et P une mesure de probabilité sur F . Déﬁnissons dans un premier temps ces objets.
Déﬁnition 10 (Espace des états) On note Ω l'espace des états, c'est-à-dire l'ensemble
des conﬁgurations possibles d'un phénomène aléatoire.
Déﬁnition 11 (Tribu ou σ-algèbre) Une tribu ou σ-algèbre F est une famille de parties
de Ω vériﬁant :
1. ∅ ∈ Ω ;
2. F est stable par passage au complémentaire : ∀A ∈ F ,Ac = Ω
A ∈ F ;
3. F est stable par union ﬁnie ou dénombrable. Si {An} est une famille ﬁnie ou
dénombrable d'éléments de F alors ⋃n An ∈ F .
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Un élément de F est appelé un évènement.
Déﬁnition 12 (Mesure de probabilité) On appelle mesure de probabilité sur l'espace
mesurable (Ω,F) toute application P de F dans [0 ; 1] telle que :
1. P(∅) = 0 et P(Ω) = 1 ;
2. P est σ additive c'est-à-dire que pour toute famille dénombrable {An} d'éléments
de F deux à deux disjoints, on a
P
(⋃
n
An
)
=
∑
n
P(An) . (B.1)
Il s'agit donc d'une mesure positive au sens de la théorie de la mesure, de masse 1.
Nous introduisons la notion de probabilité conditionnelle qui nous sera utile pour l'in-
férence bayésienne aﬁn de considérer la probabilité d'une mesure expérimentale connais-
sant un paramètre et la probabilité du paramètre connaissant la mesure expérimentale.
Déﬁnition 13 (Probabilité conditionnelle) Soient (Ω,F ,P) un espace de probabilité et
B un évènement de F telle que P(B) 6= 0. On déﬁnie la probabilité conditionnelle de
A ∈ F sachant B par
P(A|B) = P(A ∩ B)
P(B)
. (B.2)
Aﬁn d'illustrer la notion de probabilité conditionnelle, nous donnons un exemple con-
cret. Nous considérons un test de dépistage d'une maladie. Ce test est ﬁable à 99,9%.
Trois individu sur 10000 est touché par cette maladie. Un tests sur 10000 sont positifs.
L'évènement A correspond au fait d'être atteint par la maladie et B à la positivité du
test. On cherche donc la probabilité d'être malade sachant que le test de dépistage est
positif. Cette probabilité n'est pas calculable en utilisant la déﬁnition B.2. On la calcule
à l'aide du théorème de Bayes.
Le théorème de Bayes correspond à une relation d'inversion probabiliste. Elle tient un
rôle essentiel dans ce manuscrit.
Théorème 16 Soient A et B deux évènements de F de probabilité non nulle. Alors
P(A|B) = P(A)P(B|A)
P(B)
. (B.3)
Démonstration. Par déﬁnition,
P(A|B) = P(A ∩ B)
B
P(B|A) = P(B ∩A)
A
.
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Donc,
P(A ∩ B) = P(A)P(B|A) = P(B)P(A|B) . (B.4)
On obtient la formule de Bayes en divisant cette dernière égalité par P(B) non nulle.
Reprenons l'exemple du dépistage introduit ci-dessus. D'après les données, P(A) =
0.0003 (probabilité d'être malade), P(B) = 0.0001 (probabilité que le test soit positif) et
P(B|A) = 0.999 (probabilité que le test soit positif sachant que l'individu est malade).
Ainsi P(A|B) = 0.0003× 0.999/0.0001 = 0.000333.
Nous aurons également besoin de la notion d'indépendance d'évènements pour exprimer
la probabilité d'un échantillon de mesure comme le produit des probabilités de chacune
des mesures.
Déﬁnition 14 (Évènements indépendants) Soient A et B deux évènements de l'espace
de probabilité (Ω,F ,P). A et B sont dis indépendants si
P(A ∩ B) = P(A)P(B) . (B.5)
Déﬁnition 15 (Indépendance mutuelle) Soient A1,A2, . . . ,An n évènements de l'espace
de probabilité (Ω,F ,P). Ils sont dis mutuellement indépendants si
P(A1 ∩A2 ∩ . . . ∩An) = P(A1)P(A2) . . .P(An) . (B.6)
Il ne faut pas confondre la notion d'indépendance mutuelle et la notion d'indépendance
deux à deux. A1,A2, . . . ,An sont n évènements deux à deux indépendants si pour tout
(i, j), i 6= j, Ai et Aj sont indépendants. La première implique la seconde. La réciproque
est fausse.
Considérons dans ce qui suit l'espace de probabilité (R,B(R),P) où B(R) correspond à
la tribu des boréliens sur R.
Déﬁnition 16 (Fonction de répartition) La fonction de répartition de P est déﬁnie
comme l'application de R dans [0 ; 1] F : x→ F(x) = P(]−∞ ;x]).
Sur l'espace (R,B(R),P), la mesure de probabilité P est caractérisée par sa fonction de
répartition.
Déﬁnition 17 (Densité de probabilité) La mesure P admet une densité de probabilité f
si pour tout intervalle I de R
P(I) =
∫
I
f(x) dx. (B.7)
La ﬁgure B.1 présente des densités de probabilité de lois conntinues usuelles.
Nous appellerons également les densités, probability density function ou pdf.
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Figure B.1  Densité de probabilité des lois continues usuelles
La notion de variable aléatoire constitue un concept fondamentale de la théorie des
probabilités.
Déﬁnition 18 (Variable aléatoire) Soient (Ω,F ,P) un espace de probabilité et E un es-
pace muni d'une tribu E . On appelle variable aléatoire à valeurs dans E toute application
mesurable X de Ω dans E, c'est-à-dire telle que
∀A ∈ E : X−1(A) ∈ F . (B.8)
Remarque : Les variables aléatoires que nous traiterons seront soit continues à valeurs
dans Rd, soit discrètes à valeurs dans Z. Dans les deux cas, il s'agit de la même déﬁnition.
•
Une variable aléatoire se caractérise par sa loi.
Déﬁnition 19 (Loi d'une variable aléatoire) Soit X une variable aléatoire de (Ω,F) dans
(E, E). L'application PX : E → [0 ; 1] telle que
∀A ∈ E : PX(A) = P
(
X−1(A)
)
(B.9)
déﬁnit une mesure de probabilité sur l'espace mesurable (E, E), appelée mesure image de
P par X. La mesure PX est appelée distribution ou loi de X. Par abus de notation, on
notera souvent P au lieu de PX.
Les notions de variable aléatoire, fonction de répartition et de densité de probabilité
s'étendent à Rd avec d ∈ N∗
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Figure B.2  Fonction de répartition des lois continues usuelles
Déﬁnition 20 (Vecteur aléatoire) Un vecteur aléatoire de (Rd,B(Rd),P) est un vecteur
de Rd dont chacune des composantes est une variable aléatoire de (R,B(R),P).
Dans cette thèse, nous auront à considérer des suites de variables aléatoires, par exemple
dans le cadre des approximations par polynôme du chaos successives de degré P. Nous
étudierons les convergences dans l'espace L2 des variables aléatoires de variance ﬁnie.
Plus généralement, nous déﬁnissons la convergence dans Lp, p ∈ N∗.
Déﬁnition 21 (Convergence Lp) On dit que la suite Xn de variables aléatoires d'un
espace normé converge dans Lp vers X si :
 les X et Xn sont dans L
p(Ω,F ,P) ;
 limn→∞ E [‖X−Xn‖p] = 0.
On note Xn
Lp−→ X.
Les cas les plus importants sont la convergence en moyenne (p = 1) et la convergence
quadratique (p = 2).
Il existe également la convergence presque sûr, la convergence en probabilité (chapitre
17 de [JJ00]) et la convergence en loi (chapitre 18 de [JJ00]). Nous ne déﬁnissons pas ces
notions ici car nous ne les utilisons pas dans ce manuscrit.
La notion de moment statistique d'une variable aléatoire réelle nous permettra entre
autre de calculer la base polynômiale orthonormale par rapport à la loi de la variable
aléatoire.
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Déﬁnition 22 (Moment statistique d'une variable aléatoire réelle) Soit X une variable
aléatoire réelle de loi PX. Le moment statistique d'ordre p, p ∈ N, de X est déﬁni par
µp =
∫
R
xp dPX(x)
=
∫
Ω
X(ω)p dP(ω) .
Pour terminer, déﬁnissons un processus stochastique.
Déﬁnition 23 (Processus stochastique) Un processus stochastique est un ensemble de
variables aléatoires indéxé par y ∈ D, un compacte de R. Pour tout y dans D, Fy est une
variable aléatoire.
Nous noterons Fy(ω) le processus stochastique indéxé par y.
Déﬁnition 24 (Histogramme) Soit X une variable aléatoire réelle. On dispose de n
réalisations de X : x1, x2, . . . , xn. L'histogramme fˆ de X est :
fˆ(x) =
1
nh
n∑
i=1
I{|x− xi| 6 1
2
} (B.10)
avec h dépendant du nombre de classes k de l'histogramme : kh = maxi xi −mini xi. Il
existe diﬀérentes heuristiques pour le choix de k :
k = b√nc (B.11)
ou dlog2(n) + 1e (B.12)
ou d10
3
log(n) + 1e (B.13)
ou d2n 13 e (B.14)
Pour de plus amples précisions sur a théorie de probabilité, nous renvoyons le lecteur aux
ouvrages et cours [E.08, Shi07, lj07, JJ00, A.N00].
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Annexe C
Rappels sur les méthodes de
propagation d'incertitudes non
spectrales
Objectifs : Nous eﬀectuons un bref rappel sur deux méthodes de propagation d'incer-
titudes non spectrales très utilisées dans la littérature [AH07, Sap06, Sud07, SK00] : la
méthode de Monte-Carlo, non intrusive et la méthode de perturbation, intrusive. Les
méthodes sont illustrées sur une analyse de second moment (détermination de moyenne
et variance) sur un système de lois de conservation quelconque 1D stochastique. •
Dans cette annexe, on se donne un système de lois de conservation hyperbolique non
linéaire 1D
∂tu+ ∂xf(u) = 0, u ∈ U ⊂ Rn. (C.1)
Ξ est une variable aléatoire de mesure de probabilité dP, de moyenne µ et de variance
σ2. Supposons que l'incertitude porte sur la condition initiale u0 : (x, ω) ∈ D × Ω 7−→
u0(x,Ξ(ω)) ∈ Rn mais l'étude est généralisable à d'autres sources d'incertitudes.
C.1 Méthode de Monte-Carlo
La méthode de Monte-Carlo est la méthode de propagation d'incertitudes la mieux con-
nue et la plus utilisée [Sap06]. Elle repose sur l'application directe de deux théorèmes
importants : la loi forte des grands nombres et le théorème centrale limite.
Théorème 17 (Loi forte des grands nombres) Soit (Xn)n∈N une suite de variables aléa-
toires indépendantes identiquement distribuées telles que E[X2n] <∞. Alors l'estimation
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(Xn)n∈N déﬁnie par
Xn =
1
n
∑n
k=0
Xk
converge presque sûrement vers E[X1].
L'hypothèse Xn ∈ L2(Ω) peut être relaxée (voir [Sap06]) mais dans le cadre de notre
étude, les variables aléatoires sont considérées de carrés intégrables.
Théorème 18 (Théorème Central Limite) Soit (Xn)n∈N et (Xn)n∈N déﬁnies comme
précédemment. Notons E[X1] = µ et Var(X1) = σ2. La variable aléatoire Yn =
√
n(Xn−
µ) converge en loi vers une loi normale de moyenne 0 et de variance σ2.
Supposons maintenant que l'objectif de notre étude soit de calculer la quantité µg =∫
g(u)dP où g est une fonction de u solution du système (C.1). Le principe de la méthode
de Monte Carlo est le suivant :
 Il s'agit de simuler N réalisations de la variable aléatoire Ξ, paramétrée par ξ, notée
(ξn)n∈{0,...,N} suivant la distribution dP.
 D'après la loi forte des grandes nombres µNg =
1
N
∑N
n=0 g(u(x, t, ξn)) est un estimateur
convergeant de µg. En prenant g(u) = u et g(u) = (u−µg)2 on obtient des estimateurs
convergeant de la moyenne et la variance de u.
 D'après le théorème Central Limite, la vitesse de convergence de la méthode est en
O( 1√
N
). Il permet également de donner un intervalle de conﬁance asymptotique pour
l'estimation. Pour la moyenne par exemple, on a
|µg − µNg | ≤ aα/2
σNg√
N− 1
où σNg =
1
N−1
∑N
n=1(g(u(x, t, ξn))− µNg )2, aα/2 = −G−1(1− α2 ) avec G(x) = P(Ξ ≤ x)
la fonction de répartition de Ξ. Des intervalles de conﬁance similaires peuvent être
obtenus pour la variance [Sap06].
La méthode de Monte Carlo, du fait de son utilisation non intrusive, présente l'avantage
d'être transparente aux problèmes des non linéarités et à la présence de discontinuités
de la solution (cf. chapitre 2). La vitesse de convergence est connue, en O( 1√
N
) quelque
soit la régularité de la solution et la dimension stochastique. Il est possible de déﬁnir des
intervalles de conﬁance est d'ainsi évaluer a posteriori la précision de l'estimation.
Le principal inconvénient de cette méthode est sa vitesse de convergence faible nécessi-
tant un nombre de réalisation N très grand. Des modiﬁcations de la méthode existent
pour améliorer cette vitesse. Ces méthodes seront diﬀérentes selon que l'on s'intéresse à
une étude de second moment, une étude de probabilité d'échec ou une étude spectrale
(voir [AH07, GS98, Sap06] par exemple). Nous pensons par exemple aux méthodes de
Quasi-Monte-Carlo. Dans ce cas, les points ne sont plus choisis de manière aléatoire (s'in-
téresser aux séries à discrépance faible pour plus de détails). Ces méthodes présentent
néanmoins le désavantage de ne plus posséder une vitesse de convergence indépendante
de la dimension stochastique.
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C.2 Méthode par perturbations
Les méthodes par perturbations sont basées sur le développement en série de Taylor des
variables du système autour de la valeur moyenne des paramètres d'entrée :
u = u0 + u1ε+ u2
ε2
2
+O(ε3), (C.2)
où ε désigne une perturbation de la variable aléatoire d'entrée Ξ autour de sa moyenne
µ (ε = Ξ− µ). Considérons que ξ paramétrise Ξ et on a par conséquent
u0(x, t) = u(x, t, µ),
u1(x, t) =
∂u
∂ξ
(x, t, µ),
u2(x, t) =
∂2u
∂ξ2
(x, t, µ).
(C.3)
Il s'agit d'injecter alors le développement précédent dans (C.1) et on identiﬁe les coeﬃ-
cients de 1, ε, ε
2
2 pour obtenir le nouveau système suivant :
∂tu0 + ∂xf(u0) = 0,
∂tu1 + ∂x(∇uf(u0)u1) = 0,
∂tu2 + ∂x(∇uf(u0)u2 +∇2u,uf(u0)u21) = 0,
où (u0, u1, u2)
t ∈ R3×n. (C.4)
Une fois le système résolu (méthode intrusive), il est possible de déduire des u0, u1, u2
une approximation des moyenne et variance de u. En eﬀet, en prenant la moyenne du
développement (C.2), on obtient l'estimation
E[u] = u0 + E[ε]u1 +
1
2
E[ε2]u2, (C.5)
avec par déﬁnition E[ε] =
∫
ω∈Ω
(Ξ(ω)− µ) dP(ω) = 0 et E[ε2] =
∫
ω∈Ω
(Ξ(ω)− µ)2 dP(ω) =
σ2. D'où
E[u] = u0 +
1
2
σ2u2. (C.6)
En eﬀectuant les mêmes calculs sur E[(u−E[u])2], on obtient l'estimation de la variance
Var(u) = u1σ
2. (C.7)
La méthode de perturbations a l'avantage d'être peu coûteuse et de présenter un fort in-
térêt pour la modélisation (voir particulièrement [Jao01] qui s'intéresse aux perturbations
tridimensionnelles d'un écoulement de base monodimensionnel grâce à ces méthodes).
Elle est eﬃcace surtout pour des études de second moment [Sud07, SK00, AH07].
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Elle présente l'inconvénient d'être sensible à l'augmentation en dimension stochastique
(augmentation conséquente du nombre nb de coeﬃcients de développement à calculer avec
la dimension nb = 2d+ 1, même si cette dépendance n'est que linéaire). Son domaine de
validité reste également limité aux systèmes linéaires. En eﬀet, la jacobienne du ﬂux de
(C.4) est donnée par
J =
 ∇uf(u0) 0 0∇2u,uf(u0)u1 ∇uf(u0) 0
∇2u,uf(u0)u2 +∇3u,u,uf(u0)u21 2u1∇2u,uf(u0) ∇uf(u0)
 , (C.8)
dont les valeurs propres sont celles de la jacobienne du ﬂux∇uf(u) du système (C.1) mais
dont la multiplicité est multipliée par 3. Le nouveau système est faiblement hyperbolique
et ses solutions ne sont pas stables en temps long (instabilité à croissance linéaire).
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Annexe D
Sélection du degré gPC par
validation croisée leave one out
Objectifs : Nous présentons dans ce chapitre l'estimation de l'erreur L2, et d'autres
quantités, par validation croisée [DKLM05] leave one out en dimension stochastique un.
Nous étendons ensuite cela aux dimensions stochastiques supérieures en réalisant de la
validation croisée par groupe. Nous l'appliquons à la sélection du degré de troncature
d'une approximation gPC. •
Dans ce chapitre, nous abordons une thématique explorée de manière annexe durant la
thèse. Il s'agit de la sélection par validation croisée, et plus précisément par leave one
out, du degré de troncature polynômial gPC. Pour cela, nous présentons pour commencer
comment modiﬁer les poids d'intégration de la quadrature lorsqu'un point est enlevé.
Nous abordons en ﬁn de chapitre des pistes aﬁn de traiter le cas de la dimension stochas-
tique supérieure à un.
D.1 Modiﬁcation de la quadrature
Lors de la procédure de validation croisée, qui en l'occurrence correspond à une 1-
validation croisée ou leave one out, nous retirons un point de quadrature pour déterminer
une prédiction par chaos polynômial en ce point en utilisant le reste de quadrature. Il
n'est en eﬀet pas conseillé de calibrer un modèle sur une base et de le valider sur la même
base, cf. [Sap06]. Le cas de l'interpolation polynôme met bien en évidence les défauts
d'une telle pratique : l'erreur commise sur les points d'apprentissage est par déﬁnition
nulle. Donc l'erreur estimée sur les points d'apprentissage est nulle ce qui n'est en général
pas le cas. On comprend alors la nécessité de séparer les points d'apprentissage et les
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points de validation, ce que réalise la validation croisée.
Il est nécessaire de modiﬁer les poids de quadrature aﬁn de conserver une bonne qualité
d'intégration après qu'un point de la quadrature ait été retiré. Désormais et sans perte
de généralité, le point retiré sera le dernier point xNq .
Pour cela, la quadrature initiale comprenant Nq points, nous requérons que la quadrature
amputée d'un point intègre exactement tous les polynômes de degrés inférieurs ou égaux
à Nq−2. Soit un polynôme Q ∈ RNq−2[X]. Ce polynôme, s'écrit dans la base de Lagrange
au dessus de {x1, . . . , xNq−1}
Q(x) =
Nq−1∑
k=1
Q(xi)Lk(x), (D.1)
où
Lk(x) =
Nq−1∏
j=1,j 6=k
x− xj
xk − xj . (D.2)
L'intégration du polynôme Q vaut∫
Ω
Q(x) dP(x) =
Nq−1∑
k=1
Q(xi)
∫
Ω
Lk(x) dP(x) . (D.3)
Nous introduisons les poids {α1, . . . , αNq−1} de {x1, . . . , xNq−1} que nous cherchons à
déterminer. La contrainte d'intégration exacte pour Q ∈ RNq−2[X] donne∫
Ω
Q(x) dP(x) =
Nq−1∑
k=1
αiQ(xi). (D.4)
Les égalités (D.3) et (D.4) devant être vériﬁées pour tout polynôme Q ∈ RNq−2[X], il en
découle que pour k ∈ {1, . . . ,Nq − 1} :
αk =
∫
Ω
Lk(x) dP(x) . (D.5)
Or, la quadrature initiale nous permet de calculer exactement cette intégrale.∫
Ω
Lk(x) dP(x) =
Nq∑
i=1
ωiLk(xi) (D.6)
= ωkLk(xk) + ωNqLk(xNq) les autres Lk(xi) étant nuls (D.7)
= ωk + ωNqLk(xNq) (D.8)
Finalement, pour k ∈ {1, . . . ,Nq − 1} :
αk = ωk + ωNqLk(xNq). (D.9)
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Nous disposons alors d'une quadrature tronquée (x1, α1), . . . , (xNq−1, αNq−1) capable
d'intégrer exactement les polynômes de degrés inférieurs ou égaux à Nq − 2. Nous mon-
trons sur la ﬁgure D.1 ce que donne la modiﬁcation des points de la quadrature pour une
quadrature initiale de Gauss-Legendre à 16 points.
Remarque : Nous avons vériﬁé numériquement que les quadratures mises à jour intègrent
eﬀectivement les polynômes de degrés inférieurs ou égaux à Nq − 2. •
Remarque : Les nouveaux poids α somment à un. En eﬀet,
Nq−1∑
k=1
αk =
Nq−1∑
k
wk + wNq
Nq−1∑
k=1
Lk(xNq). (D.10)
Or le polynôme 1 −∑Nq−1k=1 Lk(x) est de degré Nq − 2 et présente Nq − 1 zéros (x1, x2,
. . . , xNq−1). Il est donc toujours nul. Donc
∑Nq−1
k=1 Lk(xNq) = 1. Donc
Nq−1∑
k=1
αk =
Nq−1∑
k=1
wk + wNq = 1. (D.11)
•
Nous remarquons que les poids modiﬁés peuvent être négatifs comme sur la ﬁgure D.1(b)
ou bien plus petits que les poids originaux sur la ﬁgure D.1(a) (le septième proche de
-0.4).
D.2 Validation croisée
L'essence de la validation croisée est de dissocier la base de calibration (dans le con-
texte de l'intégration numérique il s'agit de la quadrature), et la base de validation aﬁn
principalement d'éviter le sur apprentissage.
Aﬁn de sélectionner l'ordre de troncature P du modèle gPC, nous mettons en ÷uvre une
1-validation croisée.
Fixons, pour le moment, le degré de troncature P. Il s'agit de prédire le modèle u par
chaos polynômial de degré P en chacun des points de la quadrature initiale en utilisant
le reste des points de quadrature et les poids mis à jour (cf. ci-dessus section D.1). Cette
prédiction sera notée yP−i(xi) pour mettre en évidence que la quadrature ne comprend
pas le point xi, que le polynôme est de degré P et que la prédiction a lieu au point
xi. En eﬀectuant cela pour chaque point i de la base initiale, nous obtenons les prédic-
tions yP−1(x1), yP−2(x2), . . . , yP−Nq(xNq). Nous les utilisons pour calculer un critère C(P)
quantiﬁant la qualité du polynôme du chaos tronquer à l'ordre P.
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(b) Amputée du point 3
Figure D.1  Mise à jour des poids de quadrature quand un point de quadrature est
retiré. En rouge, nous présentons la quadrature pleine et en vert les poids de la quadrature
amputée d'un point.
D.3 Critères de sélection
Nous donnons quelques exemples de critères éventuels. Le premier correspond à l'erreur
L2 au carré.
C(P) =
Nq∑
i=1
ωi
[
yP−i(xi)− u(xi)
]2
(D.12)
Le deuxième correspond à l'erreur L1.
C(P) =
Nq∑
i=1
ωi
∣∣yP−i(xi)− u(xi)∣∣ (D.13)
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Les suivants portent sur les moments statistiques et viennent de l'importance de calculer
les 2P + 1 premiers moments statistiques :
C(P) = max
06s62P+1
∣∣∣∣∣∣
Nq∑
i=1
ωi
[
yP−i(xi)
]s −ms
∣∣∣∣∣∣ , (D.14)
où ms =
∑Nq
i=1 ωiu(xi)
s.
C(P) =
1
2P + 1
2P∑
s=0
∣∣∣∣∣∣
Nq∑
i=1
ωi
[
yP−i(xi)
]s −ms
∣∣∣∣∣∣ (D.15)
C(P) =
√√√√√ 1
2P + 1
2P∑
s=0
 Nq∑
i=1
ωi
[
yP−i(xi)
]s −ms
2 (D.16)
Nous utiliserons le critère en norme quadratique car le polynôme du chaos converge dans
cette norme.
D.4 Exemples numériques
Dans cette section, nous présentons quelques résultats numériques sur des cas test con-
tinus et discontinus.
D.4.1 Cas Legendre
Ce cas permet de valider la sélection du degré sur un cas test polynômial. Le modèle est
u(x) = φ0(x) + φ3(x) + φ10(x). Où les φk désignent les polynômes de Legendre.
On s'attend à ce que pour un nombre suﬃsant de calculs, ce soit le degré 10 qui soit
sélectionné. Eﬀectivement, on retrouve ce résultat sur la ﬁgure D.3. Cette ﬁgure montre
le degré sélectionné par la validation leave one out en fonction du nombre de points de
quadrature de Gauss-Legendre, le degré théorique pour la quadrature de Gauss-Legendre
P = Nq−1, le degré qui aurait été sélectionné si on avait accès à l'erreur L2. On remarque
qu'il faut 10 points de quadrature pour que le P exact sélectionné soit 10 ce qui correspond
au pouvoir intégrateur théorique de Gauss-Legendre. Il faut 22 points pour que le P leave
one out sélectionné soit 10. On perd ici le facteur 2 de l'intégration de Gauss-Legendre.
La ﬁgure D.4 conﬁrme que disposant de suﬃsamment de points de quadrature, on estime
correctement l'erreur L2 pour un modèle gPC de degré 10. Par contre, au delà du degré
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Figure D.2  Modèle Legendre
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Figure D.3  Degré polynômial sélectionné en fonction du nombre de points de quadra-
ture sur la cas Legendre
12, la quadrature ne comprend pas assez de points pour évaluer correctement par leave
one out l'erreur L2.
En conclusion, si le modèle est vraiment polynômial, la validation croisé leave one out
permet de trouver son degré lorsque le nombre de points de quadrature est suﬃsant.
D.4.2 Cas sinus
Le cas sinus est là pour visualiser ce qui se passe pour un modèle continu non polynômial,
donc contenant une inﬁnité de modes dans la projection gPC.
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Figure D.4  Erreur L2 théorique et LOO en fonction du degré gPC, cas Legendre
Pour ce cas,
u(x) = sin(2pix). (D.17)
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D.4.3 Cas choc
Nous passons maintenant à l'étude de cas discontinu en commençant par le plus simple
qui soit : deux paliers constant séparés par une discontinuité.
Pour ce cas,
u(x) = I[−1 ;−0.5](x). (D.18)
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Figure D.5  Degré polynômial sélectionné en fonction du nombre de points de quadra-
ture sur la cas sinus
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Figure D.6  Erreur L2 théorique et LOO en fonction du degré gPC, cas sinus
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Figure D.7  Modèle choc
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Figure D.8  Degré polynômial sélectionné en fonction du nombre de points de quadra-
ture sur la cas choc
D.4.4 Cas bichoc
Pour ce cas,
u(x) = 2I[−1 ;− 1
3
](x) + I[− 1
3
; 1
3
](x). (D.19)
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Figure D.9  Erreur L2 théorique et LOO en fonction du degré gPC, cas choc
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Figure D.10  Modèle bichoc
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Figure D.11  Degré polynômial sélectionné en fonction du nombre de points de quadra-
ture sur la cas bichoc
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Figure D.12  Erreur L2 théorique et LOO en fonction du degré gPC, cas bichoc
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D.5 Dimension stochastique supérieure
Nous avons considéré ici le cas de la dimension stochastique un. Il est possible d'étendre
cette approche à la dimension stochastique supérieure à un. En particulier, concernant
les cubatures tensorisées pleines, ce que nous abordons. Il s'agit alors d'une tensorisation
de quadratures de dimension un. Notons ici d la dimension stochastique, d > 1. Nous
devons répondre à la question suivante : comment mettre à jour les poids de cubature si
on retire le point (xi,1,. . . ,xi,d) ?
Aﬁn d'estimer l'erreur L2 à P ﬁxé, il est possible de procéder par leave one out comme
dans le cas de la dimension un ci-dessus. En dimension supérieure, cela est plus compliqué.
Il est alors possible de procéder par leave k out en retirant de la cubature un groupe de
points et en calibrant gPC avec le reste de la cubature. Par exemple en dimension deux,
on peut retirer une ligne ou une colonne de la cubature. En dimension d, on peut retirer ce
qui correspond à une ligne, c'est-à-dire l'ensemble des points ayant la même composante
dans une certaine direction (voir la ﬁgure D.13 en dimension deux). Dans cette direction,
on obtient une quadrature 1D amputée d'un points. On applique alors la méthode de la
section D.1 aﬁn de la mettre à jour. Puis on tensorise cette nouvelle quadrature 1D avec
les d − 1 autres quadratures 1D dans les autres directions aﬁn d'obtenir la cubature de
dimension d à la quelle on a retiré un ligne au sens de la dimension d.
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Clenshaw-Curtis Quadrature, 289 points
Figure D.13  Quadrature numérique tensorisée pleine de Clenshaw-Curtis, 289 points
(172), 17 points par dimension. On peut retirer une colonne (vert ou rouge) ou une ligne
(bleu) aﬁn de calibrer gPC avec la quadrature privée pour calculer l'erreur sur les points
retirés.
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Conclusion
Nous avons montré théoriquement et numériquement comment, par validation croisée
leave one out, sélectionner le degré de troncature gPC et estimer l'erreur L2 de l'approx-
imation gPC. Nous avons étendu cela au cas de la dimension stochastique supérieure à
un en procédent par leave k out.
Cette approche leave one out peut être utilisée aﬁn de comprendre comment se comporte
gPC sur le modèle à approcher. Il s'agit d'un outil pour l'utilisateur. Elle ne doit pas
être introduite en boite noire dans gPC aﬁn d'éviter à l'utilisateur d'avoir à choisir
un degré de troncature polynômial P. Il serait utile d'appliquer cette méthode aﬁn de
tracer pour chaque un nombre de quadrature donnée, l'erreur L2 en fonction du degré P
estimée par validation croisée. Faire cela pour diﬀérents niveaux de quadratures emboitées
pour obtenir plusieurs courbe de convergence en fonction de P serait encore davantage
instructif.
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Annexe E
Calcul des racines positives de
c− x tan(ax) = 0 et x + c tan(ax) = 0
Objectifs : Dans ce chapitre, nous expliquons comment nous trouvons les racines des
équations c − x tan(ax) = 0 et x + c tan(ax) = 0 intervenant dans le calcul des valeurs
propres du développement de Karhunen-Loève. •
a est un réel strictement positif. Nous notons :
h1(x) = c− x tan(ax) (E.1)
h2(x) = x+ c tan(ax). (E.2)
Ces fonctions sont déﬁnies et dérivables sur [0 ; +∞[ privé de { pi2a + kpia , k ∈ N}. Notons
I cet intaervalle. On cherche les racines de h1 et h2. Pour cela, on utilisera l'algorithme
de Newton. Il faudra alors bien choisir l'initialisation de l'algorithme. Nous expliquons
ici comment nous procédons.
E.1 Équation c− x tan(ax) = 0
Proposition 3 La fonction h1 est décroissante sur I.
Preuve. En eﬀet, la dérivée de h1 vaut pour tout x dans I
h′1(x) = − tan(ax)(1 + ax)− ax. (E.3)
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Sachant que pour tout x dans I on a tan(ax) > ax, alors :
tan(ax) > ax
− tan(ax) 6 −ax
− tan(ax)(1 + ax) 6 −ax(1 + ax)
− tan(ax)(1 + ax)− ax 6 −ax(1 + ax)− ax
h′1(x) 6 −ax(1 + ax)− ax
h′1(x) 6 0
k ∈ N. Sur l'intervalle ]kpia − pi2a ; kpia + pi2a [, h1 est continue et tend vers plus inﬁni en kpia − pi2a
et vers moins l'inﬁni en kpia +
pi
2a . Or elle est croissante. D'après le théorème des valeurs
intermédiaires, elle s'annule une unique fois sur cet intervalle. On note xk cette racine.
Elle vériﬁe donc
c tan(axk) =
1
xk
. (E.4)
Proposition 4 La quantité xk − kpia tend vers 0 lorsque k tend vers l'inﬁni.
Preuve. Lorsque k tend vers l'inﬁni, xk tend vers l'inﬁni, et donc tan(axk) vers 0 par
valeurs positives. Donc, par déﬁnition, pour tout ε strictement positif, il existe un rang
k0 à partir duquel on a :
0 6 tan(axk) 6 tan aε. (E.5)
Par pi périodicité on a :
tan(a(
kpi
a
)) 6 tan(axk) 6 tan(a(ε+
kpi
a
)). (E.6)
Par croissance de tangeante :
kpi
a
6 xk 6 ε+
kpi
a
. (E.7)
Par conséquent, xk − kpia tend vers 0 lorsque k tend vers l'inﬁni.
On change alors de variable pour se placer autour de kpia : yk = xk − kpia . En revenant à
l'équation E.4, il vient :
c tan(ayk) =
1
yk +
kpi
a
. (E.8)
On réalise un développement limité en yk autour de 0 à l'ordre un. Il vient :
cayk =
1
yk +
kpi
a
. (E.9)
196
On obtient une équation polynômiale de degré 2. En la résolvant, on obtient une approx-
imation de yk puis de xk :
xk ' kpi
2a
+
√(
kpi
2a
)2
+
c
a
. (E.10)
On utilise cette estimation comme initialisation de l'algorithme de Newton pour déter-
miner une bonne estimation de xk.
E.2 Équation x+ c tan(ax) = 0
Proposition 5 La fonction h2 est décroissante sur l'intervalle I.
Preuve. En eﬀet, la dérivée de h2 est pour tout x dans I :
h′2(x) = − tan(x)− ax(1 + tan2(x)). (E.11)
Sachant que ax est positif, on a :
tan(ax) > ax (E.12)
− tan(ax) 6 −ax (E.13)
− tan(ax)− ax 6 −2ax (E.14)
− tan(ax)− ax− ax(1 + tan2(ax)) 6 −2ax− ax(1 + tan2(ax)) (E.15)
h′2(x) 6 −2ax− ax(1 + tan2(ax)) (E.16)
h′2(x) 6 0. (E.17)
k ∈ N. Sur l'intervalle ]kpia − pi2a ; kpia + pi2a [, h1 est continue et tend vers plus inﬁni en kpia − pi2a
et vers moins l'inﬁni en kpia +
pi
2a . Or elle est croissante. D'après le théorème des valeurs
intermédiaires, elle s'annule une unique fois sur cet intervalle. On note xk cette racine.
Elle vériﬁe donc
c tan(axk) = −xk (E.18)
qui s'écrit aussi
1
c tan(axk)
= − 1
xk
. (E.19)
Proposition 6 La quantité yk = xk −
(
kpi
a − pi2a
)
tend vers 0 lorsque k tend vers l'inﬁni.
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Preuve. D'après l'équation E.18, tan(axk) tend vers moins l'inﬁni lorsque k tend vers
plus l'inﬁni. Or xk appartient à l'intervalle ]
kpi
a − pi2a ; kpia + pi2a [ dans lequel la fonction
tangeante est croissante. Par déﬁnition de la limite, pour tout ε strictement positif, il
existe un rang k0 à partir duquel on a :
tan(axk) 6 tan
(
a
(
− pi
2a
+ ε
))
. (E.20)
Par pi périodicité on a aussi :
tan(axk) 6 tan
(
a
(
kpi
a
− pi
2a
+ ε
))
. (E.21)
Par croissance de tangeante sur l'intervalle :
kpi
a
− pi
2a
6 xk 6
kpi
a
− pi
2a
+ ε. (E.22)
On reprend l'inégalité E.19 en yk :
1
c tan(ayk − pi2 )
= − 1
yk +
(
kpi
a − pi2a
) (E.23)
1
c
tan(ayk) =
1
yk +
(
kpi
a − pi2a
) . (E.24)
On réalise un développement limité en yk autour de 0 :
ayk
(
yk +
(
kpi
a
− pi
2a
))
− c = 0. (E.25)
Il s'agit d'une équation polynômial de degré deux. En la résolvant, on obtient la solution
en yk puis en xk :
xk ' 1
2
(
kpi
a
− pi
2a
)
+
√
1
4
(
kpi
a
− pi
2a
)2
+
c
a
. (E.26)
On utilise cette approximation comme initialisation de l'algorithme de Newton pour
calculer numériquement la racine k de l'équation h2(x) = 0.
E.3 Algorithme de Newton
L'algorthme de Newton permet de calculer numériquement une solution de l'équation
f(x) = 0 en partant d'une initialisation x0 suﬃsamment proche de la solution aﬁn que
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la procédure itérative converge. Les approximations successives sont notées xn. Á chaque
itération, on approche f par sa tangeante au points xn d'équation :
y = f ′(xn)(x− xn) + f(xn). (E.27)
L'approximation n+ 1 sera l'intersection de la tangeante avec l'axe des abscisses :
xn+1 = xn − f(xn)
f ′(xn)
. (E.28)
xnxn+1
f(xn)
f(xn+1)
Figure E.1  Principe de l'algorithme de Newton
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Annexe F
Analyse de sensibilité de Sobol
Objectifs : Dans cette section, nous introduisons l'analyse de sensibilité de Sobol et son
estimation par polynôme du chaos. •
Soit u un modèle et X la variable incertaine en entrée de dimension d.
F.1 Déﬁnitions des indices de Sobol
Il s'agit de quantiﬁer la contribution de chacune des variables à la variance totale. Il est
aussi possible de quantiﬁer les contributions des interractions entre diﬀérentes variables
d'entrée.
Déﬁnition 25 (Indice de Sobol d'ordre 1) L'indice de Sobol Si (d'ordre 1) mesure la
contribution de l'entrée Xi à la variance totale. Il est déﬁni de la façon suivante :
Si =
Var [E [u(X)|Xi]]
Var [u(X)]
. (F.1)
Déﬁnition 26 (Indice de Sobol d'ordre 2) L'indice de Sobol Si,j mesure la contribution
de l'interraction des l'entrées Xi et Xj à la variance totale. Il est déﬁni de la façon
suivante :
Si =
Var [E [u(X)|Xi,Xj ]]
Var [u(X)]
. (F.2)
De la même manière, on peut déﬁnir un indice de Sobol de l'interraction Xi1 , . . . , Xin .
Déﬁnition 27 (Indice de Sobol d'ordre n) L'indice de Sobol d'ordre n entre Xi1, . . . ,
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Xin est déﬁni de la façon suivante :
Si =
Var [E [u(X)|Xi1 , . . . ,Xin ]]
Var [u(X)]
. (F.3)
Remarque : Un indice de Sobol est compris entre 0 et 1. Plus il est proche de 1 et plus
les variables considérées par l'indice ont de l'importance. •
Remarque : Les indices de Sobol sont liés à la décomposition ANOVA de u. Celle-ci
correspond à l'écriture de u sous la forme
u(X) = u0 +
d∑
i=1
ui(Xi) +
d∑
i<j
ui,j(Xi,Xj) +
d∑
i<j<k
ui,j,k(Xi,Xj ,Xk) + . . . . (F.4)
Les indices de Sobol correspondent aux variances des termes de cette décomposition
divisées par la variance totale. Par exemple Si est la variance ui sur la variance totale et
Si,j est la variance de ui,j sur la variance totale. •
F.2 Calcul des indices de Sobol par polynômes du chaos
Lorsque u est un modèle coûteux numériquement, on peut utiliser le chaos polynômial
aﬁn d'approcher les valeurs des indices de Sobol.
Le développement gPC de u s'écrit sous la forme est :
u(X) = u0 +
∑
i1,...,id
ui1,...,idφi1,...,id(X) (F.5)
avec diﬀérentes possibilités pour tronquer le développement. Les indices ik désignent les
degrés polynômiaux partiels par rapport à la variable Xk.
À partir de ce développement, on peut calculer la variance totale :
V =
∑
i1,...,id
(ui1,...,id)
2 . (F.6)
Aﬁn de calculer l'indice de Sobol d'ordre 1 Sk, il faut calculer la variance des termes
ayant uniquement Xk comme contribution, c'est-à-dire ayant tous les degrés partiels nuls
sauf celui de Xk qui est strictement positif. L'indice de Sobol Sk s'écrit formellement,
Sk =
1
V
∑
ij=0,j∈{1,...,d}\{k}
ik>0
(ui1,...,id)
2 . (F.7)
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De même, l'indice de Sobol Sk,l sécrit :
Sk,l =
1
V
∑
ij=0,j∈{1,...,d}\{k,l}
ik>0,il>0
(ui1,...,id)
2 . (F.8)
F.3 Validation sur une fonction test
Aﬁn de la valider la procédure de calcul numérique des indices de Sobol, nous utilisons
la fonction de Ishigami de trois variables déﬁnie de la façon suivante :
Y = g(X1,X2,X3) = sin(X1) + a sin
2(X2) + bX
4
3 sin(X1) (F.9)
où les variables aléatoires X1, X2 et X3 sont indépendantes et uniformes sur [−pi ;pi].
La variance ainsi que les indices de Sobol sont connus de manière analytique :
V(Y) =
1
2
+
3a2
8
+
b2pi8
18
+
bpi4
5
− a
2
4
(F.10)
S1 =
1
V(Y)
1
2
(
1 + b
pi4
5
)2
(F.11)
S2 =
1
V(Y)
a2
8
(F.12)
S3 = 0 (F.13)
S1,2 = 0 (F.14)
S1,3 =
1
V(Y)
b2pi8
8
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(F.15)
S2,3 = 0 (F.16)
S1,2,3 = 0. (F.17)
Nous avons choisi les paramètres suivant pour eﬀectuer la validation :
 quadrature de Gauss-Legendre ;
 12 points de quadrature par dimension (3 ici) ;
 degré gPC de 10 ;
 a = 7 ;
 b = 0.05.
Le tableau F.3 suivant compare les valeurs numériques théoriques et les valeurs numériques
approchées par gPC. On obtient une précision à 10−5.
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Indice Analytique Estimation Diﬀérence
S1 0.2185185644270133 0.2185196840920164 1.119665003102011e-06
S2 0.686894643648693 0.6868930393314093 1.604317283687706e-06
S3 0 2.8486349185377e-28 2.8486349185377e-28
S1,2 0 1.916875412079086e-28 1.916875412079086e-28
S1,3 0.09458679192429377 0.09458727657657424 4.846522804746733e-07
S2,3 0 1.427911903094086e-28 1.427911903094086e-28
S1,2,3 0 1.9625181991727e-29 1.9625181991727e-29
V(Y) 8.916942440349825 8.916896750921662 4.568942816263188e-05
Table F.1  Comparatif entre les indices de Sobol analytiques de la fonction d'Ishigami
et l'estimation gPC
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