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Abstract
Network science has provided useful answers to research questions in many fields, from
biology to social science, from ecology to urban science. The first analyses of networked
systems focused on binary networks, where only the topology of the connections were
considered. Soon network scientists started considering weighted networks, to represent
interactions with different strength, cost, or distance in space and time. Also, connections
are not fixed but change over time. This is why in more recent years, a lot of attention
has been devoted to temporal or time-varying networks.
We now entered the era of multi-layer networks, or multiplex networks, relational sys-
tems whose units are connected by different relationships, with links of distinct types
embedded in different layers. Multiplexity has been observed in many contexts, from
social network analysis to economics, medicine and ecology. The new challenge consists
in applying the new tools of multiplex theory to unveil the richness associated to this
novel level of complexity. How do agents organise their interactions across layers? How
does this affect the dynamics of the system?
In the first part of the thesis, we provide a mathematical framework to deal with multi-
plex networks. We suggest metrics to unveil multiplexity from basic node, layer and edge
properties to more complicated structure at the micro- and meso-scale, such as motifs,
communities and cores. Measures are validated through the analysis of real-world sys-
tems such as social and collaboration networks, transportation systems and the human
brain.
In the second part of the thesis we focus on dynamical processes taking place on top of
multiplex networks, namely biased random walks, opinion dynamics, cultural dynamics
and evolutionary game theory. All these examples show how multiplexity is crucial to
determine the emergence of unexpected and instrinsically multiplex collective behavior,
opening novel perspectives for the field of non-linear dynamics on networks.
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Unveiling a new level of complexity
The human brain, a social system and the world trade web are all examples of complex
systems: they are all made by a large number of single units interacting in such a way
that the global behavior is not a simple combination of the behaviors of the single compo-
nents. Despite the lack of centralised control, they are characterised by the emergence of
collective behavior and sometimes extreme or unpredictable events, no matter how good
the knowledge of the properties of the single units is. Examples include epileptic seizures,
the diffusion of online viral contents online, traffic jams and financial bubbles. Neurons
are different from individuals and countries: this explains why such diverse agents have
become the object of study of neuroscience, sociology and economics respectively. Yet, in
all these systems reducing the problem to the analysis of the single pieces is not enough.
In order to grasp many critical features observed empirically is necessary to consider
the complex network of interactions connecting the different units and representing the
backbone of the complex system.
Network science has provided useful answers to research questions in many fields,
from biology to social science, from ecology to urban science [1–4]. The first analy-
ses of networked systems focused on binary networks, where only the topology of the
connections was taken into account [5, 6]. Soon network scientists started considering
weighted networks [7], to represent interactions with different strength, cost, or distance
in space and time. Also, connections are not fixed but change over time. This is why
in more recent years, a lot of attention has been devoted to temporal or time-varying
networks [8].
We now entered the era of multi-layer networks, or multiplex networks, relational
systems whose units are connected by different relationships, with links of distinct types
embedded in different layers [9–15]. Multiplexity [16] has been observed in many con-
texts, from social network analysis [17] to economics [18], medicine [19] and ecology [20].
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For instance, multimodal transportation systems are now ubiquitous in large metropoli-
tan areas, where locations can be reached by bus, underground, suburban rail and naval
routes [21]. Some of the best well-known network datasets, such as the co-authorship
network of scientists, the co-starring network of movie actors, or the neural system of
the worm C. Elegans are multiplex networks: scientific collaborations can be distin-
guished according to the area of research; movies classified in several genres; neurons
communicate by means of synapses or gap junctions [22].
The new challenge consists in applying the new tools of multiplex theory to unveil
the richness associated to this novel level of complexity. How do agents organise their
interactions across layers? How does this affect the dynamics of the system? In such
sense, the research on multi-layer networks presented in this thesis is at the heart of
complexity science, focusing on fundamental aspects and providing new tools for the
analysis of the structure and dynamics of real-world systems.
Beyond the buzzword: when ‘multiplex’ really matters?
Multiplexity does not come for free: multi-layer networks require more memory and
more complicated algorithms for their analysis compared to single-layer graphs. As a
consequence, keeping track of the different nature of the links should be the result of a
cost-benefit analysis based on a trade-off between amount of information and resources
needed to store it [23].
Layered interactions have been shown to give rise to novel criticality for a wide
set of dynamical processes. To name just few of them, multi-layer networks are char-
acterised by a first-order percolation transition and are more fragile to attacks than
single-layer graphs [24], are endowed with a super-diffusive regime faster than the diffu-
sion at any single layer [25], promote novel types of Turing patterns in reaction-diffusion
processes [26], novel stable synchronised states [27] and qualitatively different spreading
phenomena [28].
Multi-layer networks also allow to model intertwined dynamical processes on inter-
acting layers, as in the case of random walk and kuramoto process coupled together to
model energy transport and neural dynamics in the brain [29]. Other interesting cases
are represented by the diffusion of awareness on disease spreading, where informed indi-
viduals become immunised to the spreading pathogen [30], the impact of trust, modelled
as a cooperation game, on information diffusion [31], and the interplay between choices
based on strategy and imitation [32].
5
Figure 0.1: Multiplexity pervades many relational systems and may occur at
very different spatio-temporal scales. Let us focus on the human
being, one of the most complex systems. At the scale of microns,
our brain is composed of hundreds of billions of neurons cou-
pled through diverse actions lasting milliseconds and which work
together to make us move and take decisions (neural scale). The
second scale is that of the interactions among individuals, at dis-
tance of meters and ranging from seconds to weeks, regulated by
a variety of social mechanisms such as social influence, homophily,
norms and conventions (social scale). The largest one is that
of countries, aggregates made of a large number of individuals,
bond together by an intricate pattern of trade relations, political
alliances and trasportation links, thousands of kilometres away and
which evolve over periods of months or years (economic scale).
As not every system made of many components is complex, multiplexity is not inter-
esting per se, but only when it produces novel behavior which can not be obtained on
any layer individually, or by merging all links into an aggregated network [33].
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Multiplex networks: structure and dynamics. In the first part of these thesis
we measure and model the structure of several genuinely real-world multiplex networks,
such as social networks, collaboration networks, transportation networks and human
brain networks, at the micro-, meso- and macro-scale. In the second part of this thesis
we investigate dynamics on multiplex networks, with a special focus on random walks,
opinion dynamics, cultural dynamics and evolutionary dynamics of group interactions.
7
Part I
Structure of multiplex networks
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In the first part of this thesis we propose a general formalism and a comprehensive
approach to analyse the structure of multiplex networks across different scales, from basic
node and edge properties to more complicated mesoscopic structures.
Single-layer networks. Let us consider a complex system made by many interacting
units its basic units. By taking advantage of graph theory, in network science the N
elements of the system are usually known as nodes (or vertices), connected through links
(or edges) representing their pairwise interactions. This information is typically stored
into an N×N adjacency matrix A = {aij}, where aij = 1 if nodes i and j are connected,
and aij = 0 otherwise. In the simplest case, each relationship is bidirectional and A is a
symmetric matrix, i.e. aij = aji. However, such framework can be easily extended to the
case of directed interactions, where aij describes the existence of a link from i to j and A
is in general an asymmetric matrix. Relationships can have different intensities. For this
reason, a network is often described in terms of a weighted adjacency matrix W = {wij},
where wij is typically a non-negative number describing the strength of the connection
between i and j. Negative entries are allowed as well in the case of signed networks,
such as social networks or functional networks, where links can be either positive or
negative. Single-layer networks have been widely covered in the literature, for instance
in Ref. [1–4].
Networks with multiple layers of interactions. When it is possible to dis-
tinguish the nature of the ties, we are dealing with a multiplex network M. Let us
try to define this notion more formally [9–11]. We consider a system composed of N
nodes interacting through links of M different type. An effective approach consists of
embedding all edges of different types in different layers of interactions. The pattern
of connections at layer α, with α = 1, . . . ,M , can be described by an adjacency matrix
A[α] = {a[α]ij }, where the entry a
[α]
ij for i, j = 1, 2, . . . , N is either 1 or 0, depending on
the existence or absence of a link from node i to node j at layer α. Notice that, in the
notation we will use for the rest of the thesis, subscripts are given in roman letters and
indicate nodes, while superscripts are given in greek letters and indicate layers. Hence
all the intra-layer connections of our system are encoded in the set A of M adjacency
matrices A = {A[1], A[2], . . . , A[M ]}, with A ∈ RM×N×N≥0 [15].
In some systems there is no explicit cost to pay associated to changing layer, i.e. to
switching from the use of links of layer α to links of layer β at a generic node i. In this
case the multiplex network is fully-defined by specifying A, i.e.:
M≡ A = {A[1], A[2], . . . , A[M ]} (1)
Similar structures have also been studied in the mathematical literature under the name
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of edge-colored graphs [35]. We note here though that in multiplex networks links of
different types, or colors, between the same units can coexist. The formalism can be easily
extended to the case of weighted multiplex networks W = {W [1],W [2], . . . ,W [M ]} [15,
34], with directed or signed links.
However, there are cases of practical importance where switching between operating
in different modes comes at a cost. Such is the case with multimodal urban transportation
networks, where the main locations in a city (naturally represented as the N nodes of
a multiplex network) include, for instance, bike, bus, underground and train stations
(representing the M = 4 modes seen as layers), and it can take a varying amount of
time to move from one transportation medium to another at a given location. These
real-life systems can be modelled by a multiplex framework with a defined weight of
inter-layer links, so that the cost associated with switching layer could be taken into
account and compared with the cost to move between nodes in the same layer. Thus,
for each node i, the weight of interactions between two different layers α and β (or
some similar information about the inter-layer connectivity) is given by the M × M
coupling matrix Ci = {c[αβ]i }, where the entry c
[αβ]
i for α, β = 1, 2, . . . ,M is either 1 or
0, depending on whether or not it is possible to go from layer α to layer β at node i, or,
more generally, a non-negative real number describing the weight of the inter-layer link
at node i from layer α to layer β. These inter-layer connections are stored in the set of
N coupling matrices, one for each node, C = {C1, C2, . . . , CN}, with C ∈ RN×M×M≥0 .
Thus, a general multiplex network M is described by the two sets A and C:
M≡ (A,C) = {A[1], A[2], . . . , A[M ], C1, C2, . . . , CN} (2)
where A and C account, respectively, for the intra-layer and inter-layer connectivity.
These multiplex networks are formally defined by giving M N ×N adjacency matrices
that describe the connections between nodes at each of the layers, as well as N M ×M
coupling matrices describing the connections between layers at each of the nodes.
In some particular cases, the coupling between two layers is a node-independent
property, and C is described by a single matrix Ci = C ∀i, with C = {c[αβ]}. Moreover,
to simplify the treatment (especially analytically) it is sometimes assumed that all the
layers are coupled with the same intensity, i.e. c[αβ] = c > 0 ∀ α, β, so that the form of
C further reduces to a single positive number c controlling the weight of the inter-layer
links with respect to the weights of the intra-layer links.
A particular case: temporal networks. In other cases the structure of C sim-
plifies for different reasons, since not all layers of a multiplex system are necessarily
coupled directly. This is reflected in the number and positions of zeros in the Ci matri-
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ces. For instance, one very special class of systems that can also be described by the
general formalism of Eq. (2) is that of temporal, or time-varying networks. A temporal
network is a system where the connections over a fixed set of some N nodes can fluc-
tuate over time. They are described by a sequence of corresponding adjacency matrices
A = {A[1], A[2], . . . , A[T ]}, where A[t] is the adjacency matrix of the network at a ‘time’
(or a position in the order of observation) t = 1, 2, . . . , T . A temporal network can there-
fore be viewed as a multiplex networkM as in Eq. (2), which has T layers (M = T ), and
where each layer α describes the system at ‘time’ α = t. Notice that, in this case, the
precise order of the matrices in A is important, since A[α] and A[α+1] represent the links
of the time-varying system at two consecutive time observations. C also has a special
structure since, for each node i, we have c
[αβ]
i = c · δα+1,β where δαβ is the Kronecker
delta. Because of their very peculiar constraints and features, as well as the wide extent
of literature on the topic, temporal networks will not be thoroughly discussed in this
thesis. Information on this topic can be found in a variety of already available material,
such as Ref. [8, 36, 37].
Multiplex, multilayer, interconnected and interdependent networks. We
observe that a system described by eqs. (1) or (2) is a particular case within a generic
tensorial formalism that encodes all possible connections in a systems with many layers
in a rank four tensor T = {τ [αβ]ij } [12]. As in the previous cases, superscripts indicate
layers while subscripts indicate nodes, and the entry τ
[αβ]
ij is a non-negative real number
representing the weight of a link from node i at layer α to node j at layer β. T thus
stands for a general multilayer system, and can represent interdependent and intercon-
nected networks that allow for inter-layer links between different nodes. In this notation
multiplex systems are given as M≡ T supplemented by a requirement that, for α 6= β,
only entries τ
[αβ]
ij with i = j can be different from zero. Attempts to provide a rigid
classification of multilayer systems into multiplex, interconnected and interdependent
networks are present in the literature [10]. Interconnected and interdependent networks
have so far found a limited number of practical applications. We note here the case of
the internet communication network and the network of power stations, where the effect
of their respective breakdowns are multiplied by their interconnectedness [24], or the
case of epidemic spreading in populations of males and females characterised by both
homosexual and heterosexual interactions [38]. Conversely, the vast majority of multi-
layer networks considered in empirical and theoretical analysis follow into the category
of multiplex networks, as described in vectorial formalism in eq. (1) or eq. (2). In this
thesis we focus on multiplex networks, to which we also refer generically as multilayer
networks. As network theory is not a tool which should belong to mathematicians and
theoretical physicists only, but it is of great interest for people working on a variety
of different and more applied fields, we will focus here on the vectorial formalism for
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Figure 0.2: Schematic representation of a multiplex network with N = 5 nodes
and M = 3 layers, corresponding to different types of relations
(left). From a multiplex network, it is possible to obtain simplified
structures, such as the weighted overlapping network mathcalO,
by collapsing all layers and neglecting the different nature of the
interactions (right).
multiplex networks, which we believe represent the simplest, yet the most effective way
to describe multilayer networks.
Aggregated networks. We finally note that it is always possible to compress the
information stored in a multiplex networks into simpler structures [15]. We first define
the aggregated topological adjacency matrix A = {aij}, where
aij =





Such a matrix describes a single-layer binary network where two nodes are connected if
they share a link on at least one layer. It is known as the topological aggregated matrix
and can be studied using the well-established set of measures defined for single-layer
networks. In the topological aggregated matrix not only the nature of links connecting
two nodes, but also their number, is lost in the aggregation process. This second basic
feature can be preserved by introducing the overlapping network O = {oij}, a single-layer




ij accounts for the total number of edges connecting
i and j across the different layers. In the next chapters of the thesis we will show that
aggregated networks, either A or O, often provide a non adequate description of networks
with multiple types of interactions, falling short in capturing crucial information which




When analysing a network, nodes are historically at the heart of our investigations. In
social networks we are interested in discovering which individuals are the most central
and influential. In brain networks we investigate which regions are crucial to process
and transmit information. In transportation networks we want to know which stations
are the hubs and should be avoided on peak time because they are likely to saturate.
In economic networks we want to know which countries are in a position of advantage
by looking at their import and export patterns of goods. In ecological networks we
want to know which species are key to determine the stability of an ecosystem and its
food chain. Node properties can be based on local information, such as the degree,
or more complicated global information, for instance to determine its centrality. A
striking feature of multiplex networks is that, differently from the traditional single-
layer approach, where a generic property of a node i is described by a scalar variable,
e.g. ξi, node properties are naturally described in vectorial terms, ξi = {ξ[1]i , . . . , ξ
[M ]
i }.
A basic starting point to the multiplex analysis of a system is to perform a layer-by-layer
exploration of a given node property. Unfortunately, in the case of systems with many
layers of interactions the information provided by this task is often difficult to read. As a
consequence, one of the challenges is to describe the multiplexity characterising the units
of the system by mean of synthetic descriptors which effectively combine information
from the different layers. In this chapter we introduce and review a wide set of basic
local and global properties for the nodes of a network in multilayer system.
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1.1 Node activity
A crucial empirical evidence is that in many multiplex networks not all nodes have
connections at all layers. As a consequence, a node i is defined as active on a layer α if
it is connected to at least another node at that layer. The activity-pattern of each node
can be compactly stored into the node-activity vector





i = 1− δ0,k[α]i , i.e. b
[α]
i = 1 if node i is active on layer α, and b
[α]
i = 0 otherwise.




i represents the number of layers in which node i is
active, with 0 ≤ Bi ≤M [22]. We indicate as N [α] the number of nodes active, i.e. with
at least one link, on layer α.
We perform an investigation of this basic feature of multiplex networks by introducing
a number of different multiplex datasets, namely
• the six continental airline transportation systems, where airports are the nodes,
routes between two airports are links, and different airlines are the layers (data
available from OpenFlight at [39]);
• the American Physical Society (APS) co-authorship network, where scientists are
the nodes, links indicate the existence of co-authored papers between two scientists,
and different layers represent publications in ten different fields of physics, identified
by their PACS code (data available at [40]);
• the Internet Movie Database (IDMb) co-starring network, where actors are the
nodes, links indicate that two actors participated in the same movie, and different
layers represent different movie genres (data available at [41]).
An important point is that related datasets were among the first one to be analysed in
network science as single-layer networks, and the aim is to now gain some more insights
on their structural patterns by rediscovering them in a multiplex context. In particular,
pioneering work on the single-layer structure of the airport transport system can be found
in Ref. [7, 42]. Conversely, early work on the structure of co-autorship and co-starring
networks can be found respectively in Ref. [43] and in Ref. [5].
The basic properties of the six continental airline transportation systems and the two
social networks are reported in Table 1-A. A detailed presentation of the layers of the
APS and the IMDb multiplex networks is instead shown in Table 1-B and in Table 1-C
respectively.
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Network N M 〈N [α]〉
Airlines - Africa 235 84 9.8
Airlines - Asia 792 213 24.4
Airlines - Europe 593 175 21.8
Airlines - North America 1020 143 24.9
Airlines - Oceania 261 37 14.1
Airlines - South America 296 58 15.1
APS 170385 10 43188
IMDb 2158300 28 229330
Table 1-A: Number of nodes N , number of layers M and average number of
active nodes 〈N [α]〉 = 1M
∑
αN
[α] of the six continental airline
transportation systems from OpenFlight [22].
Layer Field N [α] K [α] 〈k[α]〉
0 General 53170 1268045 47.7
1 Particles 37861 4865557 257.0
2 Nuclear 32792 1747892 106.6
3 Atomic 33649 189674 11.27
4 Classical 40269 222328 11.04
5 Gases and Plasmas 14237 179786 25.3
6 Condensed Matter I 63560 611765 19.3
7 Condensed Matter II 79416 631159 15.9
8 Interdisciplinary 45385 509058 22.4
9 Astronomy 31540 2467703 156.5
Table 1-B: The APS multiplex collaboration network consists of ten layers, one
for each field of physics. For each layer α we report the number of




average degree 〈k[α]〉 [22].
As shown in Fig. 1.1, it has been found that these real-world multiplex networks
are characterised by power-law distributions of node activity [22]. This means that the
typical number of layers in which a node is active is subject to unbounded fluctuations,
and that as a consequence its average value is not representative of the whole distribution.
1.2 Overlapping degree and participation coefficient
Another basic node property is the node degree, which accounts for the total number
of connections of a node. As for the activity, also the degree of a node in a multiplex
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Layer Genre N [α] K [α] 〈k[α]〉
1 Action 330333 11800436 71.4
2 Adult 66756 1691208 50.7
3 Adventure 210293 7390148 70.3
4 Animation 55376 1120523 40.5
5 Biography 128552 4272197 66.5
6 Comedy 810693 30118775 74.3
7 Crime 297554 10051325 67.6
8 Documentary 313019 6850670 43.8
9 Drama 1091789 43352371 79.4
10 Family 198301 5432262 54.8
11 Fantasy 176080 5096872 57.9
12 Film-Noir 7035 399548 113.6
13 Game-Show 15222 282942 37.2
14 History 124803 4137162 66.3
15 Horror 263290 5428250 41.2
16 Musical 121471 4118346 67.8
17 Music 165110 4977063 60.3
18 Mystery 168898 4226618 50.0
19 News 21530 406166 37.7
20 Reality-TV 29112 465244 32.0
21 Romance 364042 13325687 73.2
22 Sci-Fi 164468 4147689 50.4
23 Short 644430 5117780 15.9
24 Sport 101006 3643330 72.1
25 Talk-Show 19700 516943 52.5
26 Thriller 356776 10757551 60.3
27 War 118960 3967033 66.7
28 Western 56638 2101057 74.2
Table 1-C: Basic features on each of 28 layers of the IMDb multiplex network.
In this case, each layer corresponds to a movie genre [22].
network is in general a vector









ij is the number of links incident in i at layer α.
We continue our exploration of multiplexity in real-world systems by introducing a
fourth multilayer dataset, one of the first one considered in the literature, the Noordin
Top Terrorist Network, first presented in Ref. [44] and deeply analysed in Ref. [15]. This
dataset includes information about trust (T), operational (O), communication (C) ties
and business (B) relations among a group of 78 terrorists from Indonesia active in recent
years. Moreover, information for some of the layers can be split into a deeper level. This
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Figure 1.1: Distributions of node-activity for (a) the six multiplex networks
of continental airlines and for (b) APS and IMDb. In all airline
networks P (Bi) can be fitted by power-laws with exponents rang-
ing from 1.8 to 2.3. Exponents and corresponding p-values are
reported in the legend in parenthesis [22].
is the case of the trust and operational networks which are composed by four sub-layers
each, making them multiplexes inside a multiplex. Layer T is obtained as superposition
of classmates, friendship, kinship and soul-mates ties, while layer O can be split into
logistic, meetings, operations and training sub-layers. As a first approach we represent
this system as a multiplex network with M = 4 layers, namely T, O, C and B. We
exploit the additional richness of the data set to assign a weight to the links connecting
nodes in layers T and O, while we leave the analysis of multiplexes of multiplexes for
future work. In particular, we associated an integer number w
[T]
ij with 1 ≤ w
[T ]
ij ≤ 4 to
every edge in the trust layer, based on how many times the connection appears in the
four corresponding sub-layers. Analogously, an integer weight w
[O]
ij with 1 ≤ w
[O]
ij ≤ 4 is
associated to every edge in the operational layer. For most of the following analysis we
will consider also T and O as unweighted layers. An analysis of the weights of the links
on layers T and O is presented in the next chapter.
Summing up, the multiplex network of Top Noordin Terrorists has N = 78 nodes,
K = 623 (where K is the number of links in the topologically aggregated binary net-
works), O = 911 (where O is the sum of the number of links of each layer) and Ow = 1014
(where Ow is the sum of the weights of the links of each layer). Table 1-D reports more
details about the size of each layer and sub-layer, and of the corresponding aggregated
adjacency matrices. We notice that some individuals are not involved in all the four lay-
ers, meaning that their activity with respect to a particular kind of social relationship has
not been registered or was unknown at the time the data set was compiled. Consequently,
some of the replicas of such nodes will be isolated nodes on one or more of the four layers.
It is evident that while the trust, communication and operational layers share approxi-
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LAYER CODE N K S O Ow
MULTIPLEX M 78 623 / 911 1014
TRUST T 70 259 293 / /
Classmates Tc 39 175 / / /
Friendship Tf 61 91 / / /
Kinship Tk 24 16 / / /
Soulmates Ts 9 11 / / /
OPERATIONAL O 68 437 506 / /
Logistic Ol 16 29 / / /
Meetings Om 26 63 / / /
Operations Oo 39 267 / / /
Training Ot 38 147 / / /
COMMUNICATION C 74 200 200 / /
BUSINESS B 13 15 15 / /
Table 1-D: The Top Noordin Terrorist Network includes data about trust (T),
operations (O), communication (C) and business (B) among 78
terrorists active in recent years in Indonesia. Trust and opera-
tional networks are characterized by a deeper internal structure,
and they can be divided into four sub-layers each. For the multi-
plex network (M), and each layer and sub-layer we show the total
number of active nodes N , and the number of edges expressed as
non-overlapping links K (number of links in the aggregated topo-
logical network), overlapping links O (sum of the number of links
of the four layers, where each layer is considered as unweighted)
and weighted overlapping links Ow (sum of the number of links
of the four sublayers for trust, the four sublayers for operational,
together with communication and business). For each layer α we
also report the total strength S = 12 =
∑
i si [15].
mately 90% of the nodes, the business layer has only 13 active nodes. Consequently, in
the following we will usually consider only trust, communication and operational rela-
tionships. For this three-layer multiplex network we have N = 78, K = 620 (total
number of links in the aggregated network), O = 896 (total number of links obtained by
summing the layers of the multiplex networks) and Ow = 999 (total weight obtained by
summing the weights of all links). A schematic representation of this multiplex network
is reported in Fig. 1.2. We introduce the total number of connections of node i, usually







The node color-code indicates the layers in which nodes are involved, while the size of
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Figure 1.2: A flattened representation of the three-layer multiplex obtained by
considering only trust (T), communication (C) and operations ties
(O). For each node i we indicate with a color-code the layers in
which i is actively involved (i.e., the layers α for which k
[α]
i > 0).
The size of a node is proportional to its overlapping degree oi:
node 57 is the node with the largest overlapping degree [15].
each node is proportional to its overlapping degree oi. Notice that in this case most of
the nodes participate to all the three layers, while just a few of them are present in only
one or two layers.
We can now evaluate how the degree of a node is distributed across different layers.
It is in fact possible that nodes which are hubs in one layer have only few connections,
or are even isolated, in another layer. Or, alternatively, nodes which are hubs in one
layer are also hubs in the other layers. We have therefore computed the aggregated
topological degree ki and the degree of the nodes in each layer k
[α]
i , with α ∈ {T,O,C},
ranking the nodes according to their aggregated topological degree. In Fig. 1.3(a) we
compare with a color-code plot the values of ki, the degree on the topological aggregated
networks, with the values k
[α]
i of the node degree at each layer α. By visual inspection,
the four degree sequences appear weakly correlated, with nodes which are hubs in one
level often having only few connections in another layer. In Fig. 1.3(b) we report the
results obtained by ranking the nodes according to oi, their total number of connections
in the weighted overlapping network O. Also in this case we observe weak correlations
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Figure 1.3: The top row of the panel shows with a color-code the degree ki
of each node, from the largest (darkest, leftmost) to the smallest
(brightest, rightmost). Keeping fixed the ranking induced by ki, in
the other three rows we report respectively the degree in the trust
layer k
[T]
i , operational layer k
[O]
i and communication layer k
[C]
i . (b)
Same as panel (a) but in the first row nodes are ranked according
to their overlapping degree oi. (c) The heat map represents the







Notice that the degree of a node in the operational layer O is
poorly correlated with its degree in the communication and trust
layers (bright yellow regions in the heat map) [15].
between the four degree sequences. To better quantify such correlations, we computed
the Kendall rank correlation coefficient, τk, which measures the similarity of two ranked
sequences of data X and Y . The correlation coefficient τk is a non-parametric measure
of statistically dependence between two rankings, since it does not make any assumption
about the distributions of X and Y , and takes values in [−1, 1]. We get τk(X,Y ) = 1 if
the two rankings are identical, τk(X,Y ) = −1 if one ranking is exactly the reverse of the
other and finally τk(X,Y ) = 0 if X and Y are independent. In Fig. 1.3(c) we report as
a heat map the values of τk obtained for the rankings of each pair of variables. Notice
that the aggregated degrees ki and oi are usually weakly correlated with the degree of
node i on each single layer. The highest correlation is indeed found between the degree
of the aggregated topological network ki and the overlapping degree oi.
Given a generic vectorial property ξi, it is important to be able to compress the
information into meaningful scalar descriptors, especially for systems composed of a
large number of layers. A typical way to approach this problem is to consider the
first and the second moment of the vector ξ, accounting for its mean value µ(ξ) (or,
analogously, the sum of its components) and its variance σ2(ξ), or related quantities.
In the particular case of the degree, two synthetic descriptors have been successfully
introduced in the literature. The first one is the previously introduced total number




i , which accounts for the total number of connections
of node i disregarding their specific nature [15]. Conversely, the heterogeneity of the
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where Pi = 1 when the links incident on node i are equally distributed across the layers,
and Pi = 0 when a node is only active on one layer. The definition of the multiplex
participation coefficient is in the same spirit of that of participation coefficient introduced
in Refs. [45, 46] to quantify the participation of a node to the different communities of
a network. We note that similar information about the heterogeneity of the distribution

















In Fig. 1.4(a) we plot the distribution of Pi for the multi-layer network of Indonesian
terrorists under study. Although the average participation coefficient of the multiplex is
equal to P = 0.72, we observe a quite broad distribution of Pi in the range [0, 1]. This
variance suggests the existence in the network of various levels of node participation
to each of the three layers. Since the overlapping degree of a node represents its over-
all importance in terms of number of incident edges, while the multiplex participation
coefficient gives information about the distribution of incident edges across the layers,
we propose to classify the nodes of a multiplex by looking, at the same time, at their
multiplex participation coefficient and at their overlapping degree. With respect to the
multiplex participation coefficient, we identify three classes. We call focused those nodes
for which 0 ≤ Pi ≤ 1/3, mixed the nodes having 1/3 < Pi ≤ 2/3 and truly multiplex
(or even simply multiplex ) the nodes for which Pi > 2/3. Instead of the overlapping






where 〈o〉 is equal to the average overlapping degree of the nodes of the system, and σo is
the corresponding standard deviation. With respect to the Z-score of their overlapping
degree, we distinguish hubs, for which z(oi) ≥ 2, from regular nodes, for which z(oi) < 2.
Consequently, by considering the multiplex participation coefficient Pi of a node and its
total overlapping degree oi we can define six classes of nodes, as depicted in Fig. 1.4(b),
where we represent each node as a point in the (Pi, z(oi)) plane.
Notice that the distribution of z(oi) is asymmetric and unbalanced towards positive
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values, and this is a sign of the heterogeneity of the total overlapping degree. Moreover,
there is a quite large heterogeneity in the values of Pi for a fixed value of z(oi). Let us
focus for instance on two specific nodes, namely node 16 and 34. These two nodes have
the same overlapping degree, namely o16 = o34 = 25, corresponding to z(o16) = z(o34) =
0.12 , but very different participation coefficient across layers T, O and C, respectively
P16 = 0.915 and P34 = 0.23. Consequently, even if the overall number of edges of node
16 and node 34 is the same (which would make these two nodes indistinguishable in the
aggregated overlapping network), they play radically different roles, as becomes evident
by looking at their ego networks, reported in Fig. 1.4(c). In fact, while node 34 is highly
focused on the operational layer (blue edges), with only one edge in the trust layer (green
edge) and one edge in the communication layer (red edge), node 16 is instead involved in
all the three layers, with a comparable number of edges in each of them. This implies that
the removal of node 34 would primarily affect just the operational layer, while the absence
of node 16 could cause major disruptions in the trust, operational and communication
networks. Similar results are obtained by considering the Z-score of the degree ki of node
i in the aggregated topological network (figure not shown).
To conclude, the pair of variables (Pi, oi) can be used to classify nodes via the so-called
multiplex cartography [15], efficiently distinguishing multiplex hubs (high oi and high
Pi), focused hubs (high oi and low Pi), multiplex leaves (low oi and high Pi) and focused
leaves (low oi and low Pi). The overlapping degree and the participation coefficient can
be easily generalised to the case of networks with weighted layers, where the degree of a
node is replaced by its strength si = {s[1]i , . . . , s
[M ]








One of the most remarkable characteristic of complex real-world single-layer networks,
especially acquaintance and collaboration networks, is the tendency of nodes to form
triangles, i.e. simple cycles involving three nodes. This widely observed tendency is
concisely expressed by the popular saying “the friend of your friend is my friend” and
is usually quantified through the so-called node clustering coefficient [5]. The clustering
coefficient of node i is defined as :
Ci =
∑
j 6=i,m 6=i aijajmami∑
j 6=i,m 6=i aijami
=
∑
j 6=i,m 6=i aijajmami
ki(ki − 1)
. (1.7)
and quantifies how likely it is that two neighbors of node i are connected to each other.
In fact, Eq. (1.7) measures the fraction of triads centered in i that close into triangles.
By definition Ci takes values in the interval [0, 1]. Averaging this quantity over all the
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Figure 1.4: (a) Rank distribution of the participation coefficient Pi for the
multi-layer network of Top Noordin Indonesian Terrorists. M = 3
layers were considered, namely trust, operational and communi-
cation. The average value P = 0.72 is shown as a horizontal blue
line, while the shaded band indicates the standard deviation. (b)
A cartography of the roles of the nodes in a multi-layer network
can be obtained by plotting, for each node i, the multiplex par-
ticipation coefficient Pi versus the Z-score of the total overlapping
degree z(oi). Even if two nodes have exactly the same value of
z(oi) (like node 16 and node 34, indicated by the orange and blue
circles, respectively), they can have pretty different roles, accord-
ing to the value of the multiplex participation coefficient. (c) The
ego networks of node 16 and 34, in which edges are colored accord-
ing to the layer to which they belong, respectively green (trust),
blue (operational) and red (communication). It is evident that the
connectivity pattern of node 16, whose links are homogeneously
distributed across the three layers, is “more multiplex” than that
of node 34, which is instead focused on the operational layer [15].







A similar —although not identical— measure of local cohesion [47], which is commonly
used in the social sciences, is the network transitivity [48]:
T =
3×No. of triangles in the graph
No. of triads in the graph
. (1.9)
This is defined as the proportion of triads, i.e. connected triples of nodes, which close
into triangles.
Since each layer of a multiplex can be seen as a single-layer network, the definitions
of network clustering coefficient and network transitivity can be used to characterize the
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abundance of triangles on each layer. In general, different layers may show similar or
dissimilar patterns of clustering. In Table 1-E we report the average clustering coeffi-







Table 1-E: The average clustering coefficient C and the transitivity T for lay-
ers T, O, C and for the aggregated topological network A for the
Noordin dataset [15].
Notice that each layer has quite peculiar values of clustering and transitivity, which
are in turn different from those measured on the aggregated topological network. In
particular, the highest values of clustering and transitivity are observed in the Operations
layer, probably due to the fact that terrorist missions usually involve more than two
people at the same time. In Fig. 1.5(a) we focus on the node clustering coefficient, we
rank the nodes of the multiplex according to the value of Ci for the aggregated topological
network and we compare this value with the clustering coefficient calculated on each layer
C
[α]
i . As shown, many nodes display quite different values of the clustering coefficient
across the layers. We have computed the Kendall correlation coefficient τk between each
pair of layers and between each layer and the topological aggregate. The results are
shown in Fig. 1.5(b), as a heat map. Notice that at the best the sequences of clustering
coefficient are weakly correlated, when not uncorrelated or even anti-correlated. In
particular, the ranking of clustering coefficient for the Operations layer is anti-correlated
with that of the other three layers and of the topological aggregated network.
However, comparing the sequences of Ci for each layer tells us very little about the
interplay between the several levels of the system in terms of clustering. In particular, it
is interesting to study to which extent the multiplexity affects the formation of triangles,
i.e. how the presence of different layers can give rise to triangles which were impossible
to close at the level of single layers. For this reason we need to extend the notion of
triangle to take into account the richness added by the presence of more than one layer.
We define a 2-triangle a triangle which is formed by an edge belonging to one layer and
two edges belonging to a second layer. Similarly, we call a 3-triangle a triangle which is
composed by three edges all lying in different layers. In order to quantify the added value
provided by the multiplex structure in terms of clustering, we define two parameters of
clustering interdependence I1 and I2. I1 is the ratio between the number of triangles in
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the multiplex which can be obtained only as 2-triangles, and the number of triangles in
the aggregated system. I2 is the ratio between the number of triangles in the multiplex
which can be obtained only as 3-triangles and the number of triangles in the aggregated
system. Then, I = I1 + I2 is the total fraction of triangles of the aggregated topological
network which can not be found entirely in one of the layers. For the multi-layer network
of terrorists we obtain I1 = 0.31 and I2 of the order of 10
−3, which indicates that almost
no triangle is formed exclusively by the interplay of three different layers. This result is
the first indicator of the presence of non-trivial patterns in clustering and triadic closure
in multi-layer systems.
In this section we also aim at generalizing the notion of clustering coefficient to multi-
layer networks. Recalling the definition of 2-triangle and 3-triangle, we define a 1-triad
centered at node i, for instance j− i− k, a triad in which both edge j− i and edge i− k
are on the same layer. We also define a 2-triad as a triad whose two links belong to two
different layers of the systems. We are now ready to give two definitions of clustering
coefficient for multiplex networks. The first coefficient Ci,1 is defined, for each node i,
as the ratio between the number of 2-triangles with a vertex in i and the number of 1-





























(M − 1)∑α k[α]i (k[α]i − 1) (1.10)
Since each 1-triad can theoretically be closed as a 2-triangle on each of the M layers
of the multiplex excluding the layer to which its edges belong, in order to have a nor-
malised coefficient we have to divide the term by M − 1. In addition to this, we define a
second clustering coefficient for multiplex networks as the ratio between the number of
3-triangles with node i as a vertex, and the number of 2-triads centered in i. In terms
















(M − 2)∑α∑α′ 6=α∑j 6=i,m 6=i(a[α]ij a[α′]mi ) . (1.11)
where a normalisation coefficient M−2 has been added. While Ci,1 is a suitable definition
for multiplexes with M ≥ 2, Ci,2 can only be defined for systems composed of at least
three layers. Averaging over all the nodes of the system, we obtain the network clustering
coefficients C1 and C2. Similar definitions can also be provided in terms of the tensorial
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formalism for multilayer networks, as in Ref. [49].
In Fig. 1.5(c) we rank the nodes of the terrorist network according to their value of Ci
for the aggregated system, and compare this sequence of values with the ones obtained
with the two measures of multiplex clustering, Ci,1 and Ci,2. As shown in the figure,
Ci,1 and Ci,2 capture different effects of multi-layer clustering. This fact is confirmed by
the heat map reported in Fig. 1.5(d), which shows with a color-code the non-parametric
correlations among Ci,1, Ci,2 and Ci. Notice that, in general, the correlation between Ci
and both Ci,1 and Ci,2 is pretty small.
These results indicate that multiplex clustering provides information which are sub-
stantially different from those obtained by looking at the clustering of the aggregated
network. In addition to this, Ci,1 and Ci,2 are poorly correlated, as is also evident from
Fig. 1.6(a). In practice, for a given value of Ci,1, we have nodes with a wide range
of values of Ci,2, and vice–versa. Consequently, it is necessary to use both clustering
coefficients in order to properly quantify the abundance of triangles in multi-layer net-
works. In Fig. 1.6(b) and Fig. 1.6(c) we report the scatter-plots of Ci,1 and Ci,2 versus
oi. Multiplex clustering coefficients are genuine multiplex variable and appear to be not
correlated with the degree of the nodes of the system. We also found that the clustering
coefficient is not correlated with other measures of aggregated degree, such as ki.
We can also generalize the definition of transitivity T to the case of multi-layer
networks. Similarly to the case of the clustering coefficient we propose two measures of
transitivity. We define T1 as the ratio between the number of 2-triangles and M − 1
times the number of 1-triads in the multi-layer network. Moreover, we introduce T2 as
the ratio between the number of 3-triangles and M − 2 times the number of 2-triads in
the system.
Notice that clustering interdependences I1 and I2, average multiplex clustering coef-
ficients C1 and C2 and multiplex transitivities T1 and T2 are all global graph variables
which give a different perspective on the multi-layer patterns of clustering and triadic
closure with respect to the clustering coefficient and the transitivity computed for each
layer of the network. We have computed all such quantities for the multi-layer network
of the Indonesian terrorists and, as a term of comparison, we have constructed a con-
figuration model for multiplex networks, which will be useful to prove the non-trivial
organization of the network under study.
In analogy with the case of a single-layer network, for a multiplex with M layers,
where each node is characterized by a degree vector ki, we call configuration model the set
of multiplexes obtained from the original system by randomizing edges and keeping fixed
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Figure 1.5: (a) The node clustering coefficient Ci of the aggregated topological







i . The nodes are ranked according to their value
of Ci on the aggregated topological network. (b) The heat map
represents the correlation between the rankings of nodes accord-
ing to their clustering coefficients on the three layers and on the
topological aggregated network. Notice that C
[α]
i is weakly corre-
lated with Ci for α ∈ {T,O,C}, and that such correlation might
also be negative, as in the case of C
[O]
i . (c) Comparison among
the clustering coefficient Ci of the aggregated topological network,
and the multi-layer clustering coefficients C1,i and C2,i. The nodes
are ranked according to their value of Ci. (d) The heat map rep-
resents the correlation between the rankings of nodes according to
Ci, C1,i and C2,i [15].
the sequence of degree vectors {k1,k2, . . . ,kN}, i.e. keeping fixed the degree sequence
at each layer α. We can now compare the values of C and T , C1 and C2, T1 and
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Figure 1.6: Scatter-plots of (a) C1,i versus C2,i (b) C1,i versus oi and (c) C2,i
versus oi. The values of the Kendall’s τ and of the Pearson’s linear
correlation coefficient r for any pair of measures are, respectively:
τ(Ci,1, Ci,2) = 0.61, r(Ci,1, Ci,2) = 0.76, τ(Ci,1, oi) = −0.11,
r(Ci,1, oi) = −0.13, τ(Ci,2, oi) = 0.01, r(Ci,2, oi) = 0.04. It is
worth noticing that both Ci,1 and C2,i are almost uncorrelated
with the overlapping degree oi, a fact that confirms their truly
multiplex nature [15].
T2, I1 and I2 obtained on real data with the average values found for the multi-layer
configuration model. The comparison is shown in Table 1-F. As expected C and T
computed on the aggregated topological network for real data are systematically higher
than the ones obtained on randomized data, where edge correlations are washed out by
the randomization. For the same reason, C1, C2, T1 and T2 are higher on real data.
Conversely, we obtained higher values on randomized data for I1 and I2. This is not
surprising, since the measures of clustering interdependence tell us about the fraction of
triangles which can be exclusively found as multi-triangle in the system. We note that
the randomisation process destroys comparatively more 1-triangles, which account for
clustering inside each layer, than 2- or 3-triangles, which measure clustering across layers.
In the randomised system, this leads to a decrease in the denominators of I1 and I2 which
is much stronger than that of the corresponding numerators. We also finally notice that
since the configuration model washes out inter-layer correlations, it is generally easier to
find multi-triangles on a randomized multiplex network rather than on a real one where
edges have a higher overlap. All these results demonstrate that, as previously shown
for the overlap, also the clustering coefficient appears to be affected by the presence
of non-trivial structural properties across the different layers of the multiplex network
under study.
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Table 1-F: Values of clustering C and transitivity T computed on the aggre-
gated topological network, and values of the introduced measures
for clustering in multi-layer networks, namely the multiplex clus-
tering C1 and C2, the multiplex transitivity T1 and T2, and the
clustering interdependence I1 and I2. For comparison we report
also the results for a randomized system obtained through a multi-
layer configuration model [15].
Figure 1.7: (a) Rank distribution of the node interdependence λi in the
Indonesian Terrorist multiplex network. (b) Scatter-plot of
the interdependence λi versus oi and (c) versus Pi. The cor-
responding value of Kendall’s τ and Pearson’s r correlation
coefficient are, respectively, τ(λi, oi) = −0.41, r(λi, oi) = −0.56,
τ(λi, Pi) = −0.41, r(λi, Pi) = −0.57 [15].
1.4 Interdependence
Reachability is an important feature in networked systems. In single-layer networks it
has to do with the existence and length of shortest paths connecting pairs of nodes. In
multi-level systems, shortest paths may significantly differ between different layers, and
each layer and the aggregated topological networks as well. To capture the multiplex
contribution to the reachability of each unit of the network, the so-called node interde-











where σij is the total number of shortest paths between node i and node j on the
multiplex network, and ψij is the number of shortest paths between node i and node j
which make use of links in two or more than two layers. Hence, the node interdependence
is equal to 1 when all shortest paths make use of edges laying at least on two layers,
and equal to 0 when each of the shortest paths makes use of only one of the M layers
of the system. Averaging λi over all nodes, we obtain the network interdependence
λ = (1/N)
∑
i λi. In Fig. 1.7 we display the rank distribution of λi. The network has
a large variety of node interdependencies: although most of the nodes have a value of
λi in the range [0.27, 0.56] around the average value λ = 0.41, there are also nodes with
values as small as λi = 0.1, and two nodes with values larger than 0.8.
The interdependence is a genuine multiplex measure and, as shown in Fig. 1.7(b)
provides information in terms of reachability which is slightly anti-correlated to measures
of degree such as oi. In fact, a node with a high overlapping degree quite likely will have
a number of different possibilities to choose the first edge to go towards the other nodes,
and in this way it will have a low value of λi. Conversely, a node with low degree will
more likely have a high value of λi, being its shortest paths constrained to a limited
selection of edges and layers from the first step. Moreover, λi appears to be slightly anti-
correlated with Pi, as confirmed by the values of Kendall’s and Pearson’s correlation
coefficients (see the caption of Fig. 1.7). We finally note that it is also possible to define
a layer interdependence λ[α], accounting for the number of shortest paths with at least
one link on layer α [51].
1.5 Centrality
Another characteristic property of real-world networks is the presence of heterogeneity in
the relative importance of nodes, as measured by different notions of node centrality. As
for other basic properties, the centrality of nodes at different layers can be very different.
For instance, let us consider the eigenvector centrality of node i in the multiplex network.
As for the other node properties, it is a vector:





i is the eigenvector centrality of node i at layer α. We also indicate the
eigenvector centrality on the aggregated topological and on the aggregated overlapping
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network respectively as Ei(A) and Ei(O). In Fig. 1.8(a), 1.8(b) and 1.8(c) we compare
the eigenvector centrality computed on each layer with that evaluated on the aggregated
topological and overlapping networks. We notice only very weak correlations between
the different centrality sequences. Such results are very similar to those obtained in
Section 7.2 for the case of node degree, as a consequence of the fact that, at order zero,
the eigenvector centrality reduces to the node degree. The Kendall correlation coefficients
obtained for pairs of centralities are reported in Fig. 1.8(d) as a heat map.
Figure 1.8: (a) Eigenvector centrality of the aggregated topological network





i . The nodes are ranked according to their value of Ei(A)
on the aggregated topological network. (b) Similar to panel (a)
but here nodes are ranked according to their eigenvector centrality
computed on the aggregated overlapping network Ei(O). (c) Com-
parison of the rankings of eigenvector centrality computed on the
aggregated topological network and on the aggregated overlapping
network, respectively Ei(A) and Ei(O). (d) The heat map shows
the non-parametric correlation between the rankings induces by
the different centralities [15].
For a large fraction of nodes, the rankings induced by the eigenvector centrality at
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Figure 1.9: Scatter-plot of the eigenvector centrality on the aggregated over-
lapping network Ei(O), and the participation coefficient Pi. Notice
that there is indeed a slightly positive correlation between these
metrics (τ(Ei(O), Pi) = 0.31, r(Ei(O), Pi) = 0.43) [15].
different layers differ significantly. A slightly higher value of correlation is found between
centrality at different layers and the centrality of the aggregated network, while the
maximum correlation is observed between the values of eigenvector centrality computed
on the aggregated topological network and on the aggregated overlapping network.
It is interesting to notice, as shown in Fig. 1.9, that the centrality computed on
the aggregated networks (e.g., on the overlapping network) is not correlated with the
multiplex participation coefficient of the nodes. In fact, if we fix the value of Ei(O), we
observe a large heterogeneity in the values of Pi, and vice-versa.
A number of different approaches have been suggested to define and compute a syn-
thetic measure of node centrality in a multiplex network. A first possibility consists
in defining the multiplex centrality as a combination of the centrality scores of each
node at the different layers. For instance, starting from a centrality vector of node i,
ci = {c[1]i , . . . , c
[M ]
i } (where c represents one of the possible measure of centrality, for
instance eigenvector centrality), one can try to condense the information into a single
scalar variable, as we did for the degree, in which the role of a node explicitly depends
on the structure of the multiplex at all layers. For instance, the authors of Ref. [52] sug-
gested to compute the eigenvector centrality of nodes on each layer α as the normalised






where I = {i[α,β]} is a given influence matrix which determines how the centrality of
layer α depends on the structure of layer β.
We now focus on a similar approach, presented in Ref. [15], where the authors stud-
ied the contributions of the different layers to the centrality of the nodes for the case
of the Terrorists network. Given a two-layer multiplex network (a duplex) and the cor-
responding adjacency matrices A[1] and A[2], we can construct the following adjacency
matrix:
M(b) = bA[1] + (1− b)A[2], (1.15)
which is a convex combination of A[1] and A[2] where b is a parameter taking values
in the interval [0, 1]. We call such matrix the multi-adjacency matrix. Notice that the
parameter b sets the relative contribution of each layer to the multiplex structure. In
fact, if b = 0 (respectively, b = 1) the multi-adjacency matrix of the duplex reduces to
A[2] (respectively A[1]). We can consider b = 0.5 as the benchmark case, where the two
layers are given the same weight. Notably, we have M(b = 0.5) = O/2, i.e. for b = 0.5
the multi-adjacency matrix is proportional to the aggregated overlapping network.
For each value of b, M is a square matrix with non-negative entries. Thus, being
satisfied all the hypotheses of the Perron-Frobenius theorem, we can calculate the eigen-
vector centrality of M as a function of b. In order to assess the role of each layer in
determining the multiplex centrality, we follow this approach: we compute the eigen-
vector centrality of the benchmark case b = 0.5 (corresponding to matrix O); we then
compute the eigenvector centrality of M for a generic value of b, and we evaluate the
Kendall correlation coefficient τk between the centrality ranking obtained for b = b and
the benchmark case b = 0.5. Since the multiplex network of the Indonesian terrorists has
three layers, we can construct three different duplex networks. The results are shown in
Fig. 1.10, where we plot the Kendall coefficient τk as a function of b.
As expected, the three duplex have a peak τk = 1 for b = 0.5. By comparing the three
curves we can deduce that T and O have a similar role in determining the centrality of the
multi-layer system, in both cases stronger than layer C. In fact, the slopes of the curves,
as well as their symmetry/asymmetry, and the symmetry/asymmetry of the extreme
cases b = 0 and b = 1, tell us about the interplay between the two layers in determining
the centrality of the multi-layer system. The curve corresponding to the duplex T-O is
quite symmetrical, indicating that the effect of T and O on the centrality is very similar.
Conversely, the curves corresponding to T-C and O-C are asymmetrical. This means
that both layers T and O dominate layer C in determining the centrality of the nodes.
If we focus on the case b = 0, we obtain three similar values of τk. Instead, the three
curves display different behavior in the range 0 ≤ b ≤ 0.5. In particular, the solid blue
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Figure 1.10: For each couple of layers (duplex) of the multiplex network of
Indonesian terrorists we plot the Kendall correlation coefficient
τk between the eigenvector centrality of the benchmark case (b =
0.5, i.e. equal weights on both layers) and the generic case of
Eq. 1.15 [15].
Figure 1.11: As subsets of the original overlapping network, we consider the
three duplex M [T,O] = bAT + (1 − b)A[O], M [T,C] = bAT + (1 −
b)A[C] and M [O,C] = bAO + (1− b)A[C]. For each possible duplex,
we report the Kendall coefficient τk between the centrality of each
single layer and the corresponding M as a function of b [15].
curve shows the steepest decrease from the peak (this is also true for b ≥ 0.5), indicating
that layers T and O are more different than layers T and C or layers O and C. For this
reason, a small perturbation of the coefficients of M from the benchmark case affects
the centrality of the multi-layer system more for the duplex T-O than for the duplexes
T-C and O-C. The largest dissimilarity of the pair T-O is also confirmed by the smallest




i , as shown in Fig. 1.8(d).
A slightly different approach provides useful insights about the distribution of cen-
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trality in the system under study. Given the three duplex networks, for each one of them
we can compute the Kendall coefficient τk between the values of centrality obtained
for M and different values of b, and those obtained for each single layer. Results are
shown in Fig. 1.11. We note that the value of τk(E
[α]
i , Ei(M(b = 0.5))) in each panel
of Fig. 1.11 is equal, respectively, to the value of τk(Ei(O), Ei(M(b = 1))) for α = 1
and to τk(Ei(O), Ei(M(b = 0))) for α = 2 on the corresponding curve in Fig. 1.10. In
Fig. 1.11(a) the two curves are quite symmetrical and intersect around b = 0.5, indicat-
ing that the contributions of layers T and O to centrality is similar. Conversely, for both
T-C and O-C (respectively, Fig. 1.11(b) and Fig. 1.11(c)) the two curves are asymmet-
rical and intersect at 0.35 < b < 0.40, indicating that both layer T and O have stronger
impact on centrality than layer C.
These results indicate that multi-layer systems are characterised by non-trivial organ-
isation also with respect to centrality. We conclude this Section by noticing that such
definition of multiplex centrality can be easily generalised the to a system of M levels
by constructing the adjacency matrix:
M = b1A[1] + b2A[2] + ...+ bMA[M ] (1.16)
with the condition that
∑M
i=1 bi = 1. Once again the benchmark case obtained by fixing
b1 = ... = bM =
1
M coincides with the aggregated overlapping network.
We remark that a different entire class of node centrality measures can be defined
by using the properties of random walks on multiplex networks [53]. A particularly
interesting example is that of multiplex PageRank centrality proposed in Ref. [54]. The
authors of Ref. [54] considered the case of a two-layer multiplex network and defined the
multiplex PageRank of the nodes in layer α = 2 as a function of the PageRank scores
of the nodes in layer α = 1. The main idea of this genuinely multiplex measure is that,
especially in social systems, nodes can leverage their centrality in one context, such as
personal relationships (represented by layer 1) to gain centrality in another context, e.g.
professional relationships (represented by layer 2).
Finally, if one represents a multiplex network using the order-4 tensor, an entire class
of centrality measures can be obtained as natural extensions to adjacency tensors of the
corresponding measures defined on adjacency matrices [56]. For instance, the eigenvec-
tor centrality of a node in this formalism can be computed by considering either the
eigenvectors of the order-4 tensorial representation of the multiplex or the eigenvectors
of the associated supra-adjacency matrix. An interesting application of this class of
measures, described in Ref. [55, 56], allows to define the versatility of nodes, assigning
higher centrality scores to those nodes which act as bridges among different layers.
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1.6 Discussion
In this chapter we focused on the main actors of networks, their nodes, and discovered
how the allocation of links and resources across the different layers of a multiplex net-
works impact basic properties such as their activity, degree, clustering, reachability and
centrality. Empirical analysis of real-world multiplex datasets, such as transportation
networks, co-authorship networks and social networks suggested that nodes take advan-
tage of the layered structure diversifying their relationship, and possibly to perform
different tasks. We eventually proposed and reviewed a number of genuinely multiplex
descriptors that, compressing information from the vectors associated to a given property
into synthetic and meaningful scalar variables, are able to provide an effective description
of this additional level of richness pervading the node of the system. In particular, rather
than simply generalising standard network measures to the case of multilayer systems,
we attempted to create tools able to quantify the added value of multiplexity at the local
and global scales. In the next chapter, we change our perspective from nodes to layers
and edges, investigating similarities and overlap of the connections across the different
levels of a multiplex network.
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Chapter 2
Layer and edge properties
In the previous chapter we unveiled how to measure multiplexity from the perspective of
the units of our system. Let us consider again the graphical representation of a multiplex
network, as shown in Figure 0.2. Investigating node properties, for instance how a node
is connected, and how much it is clustered, reachable and central in a network, can be
considered a vertical analysis of a multilayer system. Similarly, for multiplex networks it
can be of interest to slice the system horizontally and study it from the perspective of the
layers. In this Chapter we show how to characterise the structure and similarity between
the layers of a multiplex network, each one of those describing the pattern of connections
of links of a specific type. Indeed, multiplexity is fundamentally a link property, with
the same pair of nodes that can possibly be connected at different levels of the system,
giving rise to different levels of overlap. These multi-links can also be considered the
most simple multi-layer motifs, which will be extensively discussed in the next Chapter.
2.1 Layer activity and pairwise similarity
Similarly to the case of node activity, it is possible to define the activity-vector of each
layer α [22] as





i = 1 if k
[α]
i > 0, and b
[α]





i describes the total number of nodes with at least one connection in layer
α, with 0 ≤ N [α] ≤ N .
The similarity between the activity-vectors of two layers α and β can be measured
by mean of the pairwise multiplexity [22], which accounts for the fraction of nodes of the
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Figure 2.1: Distribution of layer-activity for the continental airline networks,
APS and IMDb. A clear power-law trend for P (Nα) appears in
the multiplex transportation systems of continental airlines, which
consist of many layers (O(102)). A weaker, but still heterogeneous
behaviour is also observed for IMDb, made of 28 layers only [22].











In general 0 ≤ Q[α,β] ≤ 1, with Q[α,β] = 1 when all nodes are active in both layers, and
Q[α,β] = 0 when no node is active on both layers. The similarity among the patterns of














where H [α,β] = 0 if d[α] = d[β] and H [α,β] = 1 if all active nodes are active in no more than
one layer. It has been suggested that real multiplex networks are normally characterised
by heterogeneous distributions of layer activity and of pairwise multiplexity [22].
Interestingly, it has also been found that many real-world multiplex networks not
only are far from being random combinations of the different layers, but their structures
rather appear to be determined by hidden geometric correlations [57].
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Figure 2.2: The pairwise multiplexity has a power-law behavior in (a) airline
networks, while it is exponential in (b) APS and IMDb. In panel
(c) we report a graph of the first 20 airlines in Europe by number
of covered airports. Each node of this graph represents a layer of
the original multiplex network, while the weight of the edge con-
necting two nodes is proportional to the fraction of nodes present
in both layers. The size of a node is proportional to the number
of airports in which the corresponding company operates, while
the color (from yellow to red) corresponds to the node strength,
which in this case is proportional to the total node overlap with
other airlines [22].
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2.2 Inter-layer degree correlations
Another interesting property observed in real multiplex networks is the presence of cor-
relations between the degrees of the same node at different layers. This is normally sig-
nalled by the fact that the probability P (k[α] = k1, k
[β] = k2) to find a node with degree
k1 on layer α and degree k2 on layer β does not factorise in the product P
[α](k)P [β](k)
of the degree distributions of the two layers. In general, given two layers α and β and




i can be computed using



































i is the average rank.
The authors of Ref. [58] proposed to quantify inter-layer degree correlations by using























(or perfectly anti-correlated), and minimal when they are uncorrelated. We notice that
a similar set of quantities to measure the inter-layer assortativity has been defined for
the order-4 tensorial formulation in Ref. [59]. The same formalism has also been used to
analyse the spectral properties of multiplex networks [60, 61].





that is the average degree at layer β of a node having degree k[α] at layer α, and is
the multiplex homologous of the nearest-neighbours average degree function knn(k) tra-
ditionally used to quantify degree-degree correlations in single-layer graphs [62]. An
increasing (decreasing) trend in k[β](k[α]) will signal the presence of positive (negative)
inter-layer degree correlations between layer α and layer β.
We note that a different type of degree correlations are often studied in single-layer
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Figure 2.3: Different degree correlation coefficients, namely (a) Pearson’s r,
(b) Spearman’s ρ and (c) Kendall’s τ for different couples of lay-
ers, and the corresponding distributions (d) are reported for the
APS, and show that inter-layer correlations in this system tend
to be assortative. A similar pattern is observed in IMDb (panels
(e)-(h)). However, some movie genres, like Adult and Talk-Show
(respectively corresponding to layer number 2 and number 25 in
the diagram) have marked negative inter-layer correlations with
almost all the other layers [22].
networks, which we call here intra-layer degree correlations. In particular, the quantity
of interest is typically is the average degree of the nearest neighbours (nn) on layer α
of a node with given degree k[α] on that layer, i.e. 〈k[α]nn(k[α])〉. In particular, 〈k[α]nn〉
is obtained as an average of k
[α]
nn,i over all nodes with the same degree k
[α]. The node














ij are the entries of the adjacency
matrix at layer α. If 〈k[α]nn(k[α])〉 is an increasing (decreasing) function of k[α] if assortative
(disassortative) intra-layer degree correlations are present.
Similarly, it is possible to measure the presence of mixed correlations through the
function 〈k[β,α]nn (k[α])〉, that is the average degree on layer β of the nearest neighbours
on layer β of a node with degree k[α] on layer α. In analogy with the case of intra-












. We remark here that there
exists another possible definition of mixed correlations coefficient, which considers the
nearest neighbours of a node on layer α rather then β. Mixed degree investigations have
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Figure 2.4: The inter-layer pairwise degree correlation function k[β](k[α]) is
shown for various couples of layers α and β, respectively, in (a)
APS and (b) IMDb. The lines reported are fit obtained by a power
law of the form k[β](k[α]) ∼ (k[α])µ. in APS only assortative inter-
layer degree correlations are observed. All types of inter-layer
correlations are instead observed among the layers of IMDb. As
an example of positively correlated genres in the IMDb we report
the couple Drama-Western. The couple Adult-Western is instead
negatively correlated, while Drama Movies are not correlated with
Game Show [22].
been investigated both on synthetic and real-world systems, such as the APS and IMDb
collaboration networks [63].
2.3 Edge overlap
Multiplexity is fundamentally a link property. Due to the presence of multiple layers,
indeed, a pair of nodes (i, j) can be connected through several edges. Given two layers













ij = 1 if i and j are connected at both layers, o
[α,β]
ij = 1/2 if they are connected
at one layer only, and o
[α,β]
ij = 0 if the two nodes are node connected. For a generic





























j 1− δ0,∑α a[α]ij
(2.10)
where the average is restricted to the pairs of nodes which share at least one edge [58].
Alternative definitions for the local edge overlap on a node i and the total overlap of two



























ij = 1 when both layers have a link between i and j and õ
[α,β]
ij = 0 otherwise.
We note that in the same spirit, a similar measure of edge correlations is the so-called









K [α] +K [β]
(2.13)
where K [α] (K [β]) is the total number of edges at layer α (β). Notice that m[α,β] takes
values in the range [0, 1].




















which measures the probability of finding a pair of nodes that is connected by an edge
on all the M layers of the multiplex [23].
As each layer of a multiplex network is typically sparse, random models for multilayer
systems produce very low values of overlap. Conversely, real-world systems are usually
characterised by high edge overlap. Let us consider for instance the multiplex formed by
all the four layers of the Noordin Indonesian Terrorist Network, i.e. the trust, operational,
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Figure 2.5: (a) For each layer α, we show in the color map the fraction of
edges which is also present in each other layer α′. (b) Probability
Pw of finding a certain link at layer O (solid blue line), C (dotted
green line)and B (dashed red line), conditional to the weight w
[T]
ij
of the same link at layer T. (c) The values of Pw computed on real
data for layer O (solid blue line) are compared to those obtained
by randomizing the edges keeping fixed the total number of links
K [O] (dashed grey line) or the degree distribution P (k[O]) (dotted
magenta line) for the operational layer [15].
communication and business layers, so that 1 ≤ oij ≤ 4 for all possible pairs of nodes
connected by at least one edge. If we look at the distribution of oij , we see that 46% of
the edges exist in just one of the four layers, 27% are present in two layers, 23% exist in
three layers and only 4% are present in all the four layers.
2.4 Reinforcement
Besides the distribution of oij gives some information about the existence of edge cor-
relations, it is not able to disentangle the relevance of single layers. A slightly more
sophisticated quantity we can look at is the conditional probability of finding a link at
















The denominator of Eq. (2.15) is equal to the number K [α] of edges at layer α, while
the numerator is equal to the number of such edges which are also present at the layer




ij ) is shown as a heat-map in Fig. 2.5(a) for
the four layers. For instance, the first column shows with a color-code the probability






ij ) = 1), while the last row represents the fraction of edges in layer T which also
exist in layer T, O, C and B. Since layers T and O have a composite internal structure of




ij to each pair of connected




ij ) of having a link
on layer α′ given its weight on the leading layer α, with α corresponding to layers O,
and T. In Fig. 2.5(b) we plot the probability of finding a link at layer O, C and B, given
the weight w
[T]
ij of the link at layer T. Even though in principle w
[T]
ij = 4 is possible,
none of the edges appears together in all classmates, friendship, kinship and soul-mates
sub-layers of the trust layer. In all the three cases, Pw is an increasing function of w
[T]
ij .
Fig. 2.5(b) suggests that the stronger the trust connection between two terrorists the
higher the probability for them to operate together, communicate or having common
business. In particular, for layer O and C, which are the ones that have a number of
nodes comparable to the one of layer T, already a value of w
[T]
ij = 2 implies that the two
people have common operations and communications in 80% of the cases. If w
[T]
ij = 3,
then the probability that the edge i − j exists in all the three remaining layer is equal
to 1.
This phenomenon can be explained in terms of social reinforcement [65], meaning that
the existence of strong connections in the Trust layer, which represents the strongest rela-
tionships between two people, actually fosters the creation of links in other layers and
produces a measurable effect on the probability to operate, communicate and do business
together. Despite we do not have longitudinal information to test the hypothesis that
original trust connections actually caused the creation of links in other layers by means
of social reinforcement, in this particular case we have to stress that the strength of the
trust relationship between two individuals is higher if they had been kin, classmates,
soul-mates, and/or friends, respectively. This means that, with high probability, the
establishment of any of the four Trust relationships between i and j preceded by sev-
eral years the establishment of any communication, operational or business relationship
registered during the collection of the data set. Consequently, it is not too pretentious
to suggest that a social reinforcement mechanism took place in this small social system,
and that trust relationships have actually caused the subsequent communication and the
collaboration among the terrorists.
In order to statistically validate these results, in Fig. 2.5(c) we report the expected
values of Pw obtained by randomizing the non-leading layers while keeping fixed either
the total number of links k[α] or the degree distribution P (k[α]). In the first case, each
non-leading layer is an Erdös-Renyi random graph and Pw is not even correlated with
the weights on layer T, as expected. In the second case, which is an extension to mul-
tiplexes of the configuration model, for each weight w
[T]
ij the conditional probability to
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find an edge on the operational layer is systematically lower in the randomized networks
than in the original one. Hence, we can conclude that inter-layer correlations among
the heterogeneous degree distributions of the various levels do not provide an ultimate
explanations to the founded results for Pw and that the Trust layer is genuinely driving
the observed connection pattern. Results analogous to that of layer O, were also found
for layers C and B.
Similar results are obtained considering the operational network (instead of the trust
network) as leading layer, but in this case the conditional probability of finding an edge
in T, C and B given its weight in O was substantially smaller than those reported
in Fig. 2.5(b) and Fig. 2.5)(c)(figure not shown). This is not surprising at all, since
while it is clear that a stronger level of trust between two individuals can boost their
communications and their common operations, we expect a weaker causality between
the strength of different operations two individuals have shared and their trust and
communications. The existence of a weaker interaction between the operational layer
and the other three layers increases the validity of our hypothesis that the trust layer
is indeed controlling the overall structure of the multiplex network through a social
reinforcement mechanism and that the relative importance of the trust layer for the
formation of edges on other layers is not a mere consequence of existence of sub-layers.
2.5 Discussion
In this chapter we saw how to study the structure and similarity between the layers
of interactions in a multiplex network, and how to unveil and measure multiplexity at
the edge level. Real-world networks are characterised by high levels of overlap and the
existence of non-trivial correlations among the different levels at which interactions can
occur. Still, a fundamental issue remains somehow open, and concern assessing whether
the presence of more than one interaction layer indeed provides more information about
the structure of a system compared to a classical single-layer network representation.
In many cases, aggregated networks such as A and O appear to provide an inadequate
description of the system. At the same time, keeping track of all the information con-
cerning the different nature of the links leads to longer and more complicated algorithm
for the analysis of our systems and requires larger memory. Hence, is it possible to
quantify how much information is lost when we aggregate some or all the layers of a
multiplex network to obtain a lower-dimensional representation? What is in general the
best representation of a multiplex network which maximise the trade-off between min-
imising information loss in the aggregation procedure still preserving the layered nature
of the system? The authors of Ref. [23] tackled the problem of multiplex reducibility by
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drawing on an existing formal parallel between density operators of quantum systems
and Laplacian matrices of graphs, and extending the concept of Von Neumann entropy of
a graph to the case of multiplex networks. They proposed a greedy procedure, based on
the estimation of the quantum Jensen-Shannon divergence between layers, which allows
to successively aggregate the most redundant layers of a multiplex and to obtain a more
compact representation which uses the minimal number of layers while maximising the
distinguishability between the multiplex and the single-layer representation of the same
system. An interesting result of the paper is that different multilayer systems allow
different levels of reducibility, with man-made systems being the least reducible and




In the previous chapter we focused on how to measure multiplexity at the layer and
edge level in a multiplex system. More generally, many networks are characterised by
the presence of non-trivial structures at the microscopic scale. In particular, biological
networks are rich in certain subgraphs, because these are crucial for the stability of the
system and for the efficient processing of information. Motifs have been largely studied
in neuroscience both in networks of anatomical connectivity and in networks of corre-
lations in the functional activity of different brain regions. To shed new lights on the
intimate relations between structure and function in the human brain, we consider the
two networks as the layers of a multiplex brain network, and we investigate the pres-
ence of statistically overabundant subgraphs spanning across the two layers in several
healthy subjects. We provide a mathematical framework for multi-layer motif analy-
sis and identify over-represented subgraphs associated to the existence of overlap and
structural balance in the two layers, as well as the existence of significant reinforcement
mechanisms among the structural and functional connections in the human brain.
3.1 Motifs in brain networks
In neurosciences, it is widely acknowledged that the emergence of several pathological
states is accompanied by alterations in brain connectivity patterns [66, 67]. Indeed,
empirical studies have lead to the hypothesis that the brain relies on the coordination of
a scattered mosaic of distant brain regions, forming non-random a weblike structure of
neural assemblies, and that brain dysfunctions are related to a lack of such coordination
[68]. In the last decade, the combined use of advanced neuroimaging techniques and of
mathematical tools to characterise the structure of a complex network has significantly
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improved our understanding of how the brain works. However, it is important to notice
that we have two fundamentally different ways to study brain connectivity, since data
can reflect either anatomical properties of the brain, or functional neural activity.
In the first case (anatomical brain networks) we construct networks whose nodes
are usually putative brain regions and the links represent physical connections among
them, while in the second case (functional brain networks) each node represents an
area of the brain, usually consisting of neural assemblies, and each link indicates the
presence of a functional interaction between the activity (electrical, magnetic or hemo-
dynamic/metabolic) of two areas.
Despite the evident relations between the two type of networks, comparison between
anatomical and functional brain networks is not straightforward [69, 70]. Theoretical
studies support the idea that anatomical connections can determine some aspects of
brain dynamics [69], but it is less clear how in general the anatomical connectivity
supports or facilitates the emergence of the properties of functional networks.
Correspondence between functional and structural networks remains thus an active
research area [71–73]. A better understanding of how anatomical connections support
communication, correlations and synchronisation of brain activities is necessary to read
normal neural processes, as well as to improve the identification and prediction of alter-
ations in brain diseases.
In this chapter we contribute to unveiling the delicate relations between structure
and function in the human brain by focusing on network motif analysis, a tool that has
revealed quite successful in network science. A network motif is a small subgraph that is
statistically over-represented in a complex network with respect to a given null model [74].
Empirical evidence suggests that motifs are a key concept from RNA structures to social
networks [74–77]. The emergence of motifs, i.e. the abundance of certain types of
subgraphs in a given network, seems to be related to the robustness of the system, or to
the stability of the dynamical or signalling circuits that each motif represents [74–77].
In previous studies, functional interactions have been found to variate with the pat-
terns of local structural motifs in the monkey cortex [78]. Similarly, functional integra-
tion of cortical areas in monkeys seem to be strongly determined by some properties
(e.g. density and symmetry) of structural motifs [79]. Neurocomputational modeling
indicates, for instance, that neuronal networks motifs might play a role on information
transmission delays and on long- and short-term memory [80]. Recent results suggest
that network motifs analysis can provide significant new markers for the progression of
Alzheimer’s disease [81]. Motif analysis has been applied separately, both to anatomical
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and functional brain and, although some motifs which are considered central to informa-
tion processing in the brain have emerged [82–84], the interplay between structural and
functional motifs is still not well understood.
Here, we investigate the relation between structure and function in the brain by
generalising motif analysis to the case of multiplex networks, and by detecting multiplex
motifs in the brain. We note that the multi-layer formalism has been recently applied to
other brain data such as connectivity matrices estimated from magnetoencephalographic
data for getting a more complete picture of neural interaction across different frequency
bands [85, 86].
The multiplex motifs we are interested in are small multi-layer connected subgraphs
which are statistically overabundant in multiplex networks describing real systems. We
note that the related problem of finding isomorphisms in multi-layer networks has been
considered in Ref. [87]. The layered organization of triadic connections considered in
Chapter 1 [15], as well as other possible generalisation of clustering [49, 88–90] can also be
considered as specific families of motifs. In particular, in this Chapter we use multi-layer
motif analysis to study multiplex networks with two layers constructed from structural
and functional information on the brains of healthy subjects, respectively obtained by
Diffusion Tensor Imaging (DTI) and resting-state functional MRI (rs-fMRI) [91]. In
these networks, nodes are defined as Regions of Interest of the brain (ROIs). The edges
of the structural DTI layer represent the estimated white matter connection strength
between any pair of ROIs, while links in the functional network indicate functional
correlations between the fMRI time-series of the two corresponding ROIs. As we will
show, our approach to detect multiplex anatomical/functional motifs is able to provide
useful insights on multiplex networks derived from multiple brain modalities of several
subjects [91].
3.2 Mathematical framework
Single-layer motifs. In single-layer networks, standard motif analysis searches for
small subgraphs that are statistically over-represented in a given graph G with respect
to a null model [74]. In practice, the frequency of each subgraph g in graph G is compared
with the expected frequency of that subgraph in an appropriately randomised version of
the graph G, e.g. in the family of random graphs having the same number of nodes and
the same number of edges of G. If the actual frequency of the subgraph g in in G is larger
than that expected in the null model and the difference is statistically significant, then
g is an overrepresented subgraph, i.e. a network motif. Small connected subgraphs are
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Figure 3.1: A simple edge on the aggregated network can originate from dif-
ferent multi-layer subgraphs. For M = 3 layers there exist c = 7
different types of multi-links (s = 1, see Eq. 3.2) (a). At the aggre-
gated level, we distinguish two subgraphs with n = 3 nodes (b),
the chain (top) and the clique (bottom), and six motifs with n = 4
nodes (c), usually respectively known as the star, the chain and
the 3-loop-out (top, left to right), the box, the semi-clique and the
clique (bottom, left to right). We report the number of different
multi-layer motifs giving rise to each aggregated subgraph as a
function of the number of multi-links c [91].
typically classified at two different levels: they are first sorted according to their number
of nodes n and then classified based on the number ` and placement of their links. If
G is undirected, the smallest subgraphs of interest are those with n = 3 nodes. In this
case, two different connected subgraphs can be identified, namely the chain, also known
as triad, and the complete graph, or triangle. We have then six different subgraphs
with n = 4 nodes, nineteen subgraphs with n = 5 nodes, with this number growing fast
as the number of nodes increases. Because of the decreasing statistical significance of
larger subgraphs and the growing computational cost associated to their detection, motif
analysis in real-world networks is usually limited to small subgraphs consisting of a few
nodes.
Motifs in multi-layer networks. A multiplex network M is a convenient rep-
resentation for systems where nodes are related through different types of interactions.
We already saw that any multiplex network can be aggregated into a unique and non-
ambiguous aggregated network A. The simplest approach would be then a single-layer
motif analysis on network A. While such analysis provides useful information on micro-
scale connectivity patterns at the aggregated level, information is lost on the significance
of the layered organisation of interactions. A given subgraph g observed in the aggre-
gated graph A can indeed originate from different combinations of the edges across the
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layers of the system, so that we are interested to enumerate the different types of multi-
layer motifs contributing to each subgraph in the aggregate network. We suggest here a
classification of motifs in multiplex networks on three levels [91]. At the first level, multi-
layer connected subgraphs are categorised according to their number of nodes n. At the
second level, they are classified according to the subgraphs they generate in the corre-
sponding aggregated network A. At the third level, for each subgraph in A, the different
multiplex subgraphs are distinguished by looking at the exact pattern of connections
across the different layers.
Multi-layer motifs with n = 2 nodes. Due to the richness provided by the
presence of more than one layer, the smallest motifs of interest in multiplex networks
are already those with n = 2 nodes. Such multilayer motifs correspond in practice to
the different types of multi-links connecting two nodes [14]. An edge between two nodes
appears in the aggregated network if the two nodes are connected on at least one of the
layers. We now derive the total number of different multi-layer configurations giving










configurations such that two nodes are linked at two different layers, and so on. Hence,








= 2M − 1, (3.1)
where we have neglected the degenerate configuration in which there is no edge between
the two nodes at any layer, since in that case the corresponding subgraph is disconnected.
Let us consider for instance a multiplex network with M = 3 layers. As shown in











= 3 with edges on two layers and one complete








An interesting case is that where the edges at a given layer can be of different types,
e.g. signed or coloured edges, and such information is lost in the aggregate graph. Let
us denote by s the number of different types of edges allowed on each layer (for instance
s = 2 for a signed network with positive and negative edges), with s equal on every layer.






must be multiplied by a factor sm, and the total number of









= (s+ 1)M − 1. (3.2)
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If each layer α has a different number s[α] of edge types, the total number of multi-







The latter formula correctly reduces to Eq. (3.2) and Eq. (3.1) respectively if s[α] = s
∀α, and if s = 1.
Multi-layer motifs with n = 3 nodes. For motifs with more than n = 2 nodes,
the problem of counting the number of multi-layer configurations of a given aggregated
motif is equivalent to that of finding the number of non-isomorphic ways in which that
subgraph can be coloured by choosing edges from c different colours [91].
Let us focus first on the case of connected subgraphs with n = 3 nodes. In such case
we distinguish two different subgraphs on the aggregated network A, the triad gn=3,`=2
and the triangle gn=3,`=3, shown respectively at the top and the bottom of Figure 3.1(b).
Let us consider a triad formed by ` = 2 specific multi-links, each chosen from the
c possible ones. In general there are c2 ways to colour a labeled triad. However, each
possible configuration of two coloured multi-edges generates 2 isomorphic configurations.
Hence, the number t of different multi-layer triads is equal to the number of different







Similarly, let us consider a triangle formed by ` = 3 specific multi-links. In general there
are c3 to colour a labeled triangle. However, each possible configuration of two coloured
multi-edges generates 3! = 6 isomorphic configurations. Consequently, the number T








Multi-layer motifs with n > 3 nodes. At difference with the multi-layer triads
and triangles, larger multiplex subgraphs are in general not characterised by symmetry
classes as simple as those of the triad or triangle. As a consequence, counting the number
of multi-layer patterns associated to the same aggregated subgraph is in general more
complicated. The basic idea is to decompose each structure as a combination of smaller
motifs, such as multi-links (whose multiplicity is equal to c), pairs and triples consisting
of symmetric multi-links (for which the previous formulas introduced in Eqs. (3.4) and
(3.5) apply) [91].
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For simplicity, let us focus on the motifs with n = 4 nodes shown in Figure 3.1(c).
The star I is the only motif where all the links are indistinguishable. Hence, it can
be generated in a number of multi-layer configurations corresponding again to selecting
` = 3 unordered multi-links with repetition. For the chain II, the multi-layer multiplicity
can be determined as the product between the number of possible central multi-links
and that of the pair of symmetric external edges. The 3-loop-out III corresponds to
the product of the number of multi-links with the number of multiplex triangles. For
the box IV, we can decompose the problem into selecting in an unordered way with
repetition two different pairs, each composed of two symmetric multi-links. The multi-
layer multiplicity of the semi-clique V is equal to the product of one multi-link and a box.
At last, for the multi-layer clique VI we can decompose the problem into selecting in
an unordered way with repetition three different pairs, each composed of two symmetric
multi-links. Similar techniques can be used to compute the multi-layer multiplicity of
motifs with n > 4 nodes. The exact number of multi-layer configurations corresponding
to the different motifs with n = 3 or n = 4 nodes is reported in Figure 3.1.
3.3 Structural and functional layers in the human brain
(a) (b) (c)
Figure 3.2: DTI connectivity provides the strength of axonal connections
among regions of interest (ROIs) of the brain for the anatomi-
cal network (a). Positive and negative correlations in the activity
of the different areas are measured through fMRI for the func-
tional layer (b). Such information can be combined to construct
a multi-layer brain network (c) [91].
We study a data set of multiplex brain networks obtained from the USC Multimodal
Connectivity Database (http://umcd.humanconnectomeproject.org), an open reposi-
tory for brain connectivity matrix sharing and analysis [92]. Each multiplex consists of
two layers representing the structural (anatomical) and functional connections among
the brain areas of the corresponding subject, respectively inferred by means of Diffusion
Magnetic Resonance Imaging (DTI) and functional Magnetic Resonance Imaging (fMRI).
All the scanning parameters and pre-processing details of both DTI an fMRI connectiv-
ity matrices are explained in [93]. The anatomical connectivity networks are based on
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the connectivity matrices obtained by DTI data from 19 healthy participants. Whole
brain deterministic tractography was performed using the fiber assignment by continuous
tracking algorithm. Fiber tractography was carried out by propagating fibers from each
voxel with a maximum turn angle of 50◦ followed by a spline filter smoothing. Each ele-
ment of the matrix represents thus an approximation of the anatomical strength between
the corresponding pair of brain regions. The elements of this matrix gives the estimated
number of fibers between different anatomical regions of interest (N = 264 nodes in
all the networks) spanning the cerebral cortex, subcortical structures, and the cerebel-
lum [94]. The functional connectivity networks are based on the matrices extracted from
fMRI recordings as explained in [93]. All fMRI data sets (segments of 6 minutes recorded
from the same 19 healthy subjects) were normalized, corrected and sub-sampled from
the same set of anatomical regions as for anatomical connectivity. These 264 putative
functional regions were shown to more accurately represent the information present in
the brain network relative to other voxelwise and atlas-based parcellation approaches.
To eliminate low frequency noise (e.g. slow scanner drifts) and higher frequency arti-
facts from cardiac and respiratory oscillations, time-series were digitally filtered with a
finite impulse response filter with zero-phase distortion (bandwidth = 0.01 − 0.1 Hz).
For the functional connectivity, linear correlation were estimated between time series of
each of the 264 brain regions. Correlation coefficient were then variance-stabilized by
applying the Fisher’s Z-transform in order to generate 264× 264 whole brain functional
connectivity matrices for each subject.
Consequently, the weight of an edge in the DTI layer indicates the presence (and
strength) of axonal connections between the corresponding areas, while the weight of an
edge in the fMRI layer is proportional to the correlation in the time-series of hematic flow
activity associated to the two areas. The functional connectivity matrices reflect both
positive and negative correlations. Anti-phase oscillatory patterns are generally related
to different structural factors such as time delay in coupling, modularity and the cou-
pling types (excitatory or inhibitory) [71, 95, 96]. Although the cognitive significance of
negative correlations is still speculative, recent evidence suggests biological relevance [97]
and potential behavioral significance [98, 99]. The study of negative weights is therefore
necessary for understanding brain network organization.
In the following we will refer to D = {dij} as the physical connectivity matrix, where
dij represents the weight of the physical connection between node i and node j. For each
subject such matrix consists of a single connected component and it is sparse (dij = 0
for many pairs i, j.). Functional data, conversely, in principle represent a fully connected
graph. For such reason we thresholded such graph, keeping only significant functional
links (both positive and negative ones). The significance was set at p < 0.05, corrected
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Figure 3.3: The presence (Y) or absence (N) of links in the structural layer D,
and the existence of a significant positive link (+), negative link
(-) or its absence (0) in the functional layer F give rise to c = 5
(see Eq. 3.3, s[d] = 1, s[f ] = 2) (a). The Z-scores of the subgraphs
show that +Y is a strongly over-represented motif, indicating cor-
relation between the co-activation of two ROIs and the existence
of a structural link. Conversely, the motif -Y is roughly as likely in
real and random data (actually slightly under-represented in real
data), suggesting that significant negative functional links appear
to be at random relatively to the physical connections (b). Results
are shown for 19 healthy subjects [91].
for multiple comparisons [100]. We will refer to such thresholded functional graphs
as F = {fij}, where fij represents the weight of the significant functional connection
between node i and node j (if the link is not significant we set fij = 0). We indicate by
M = {D,F}. (3.6)
the multiplex brain network M encoding information on such structural and functional
layers, and illustrated in Figure 3.2. The correlation fij between the fMRI activity of
two ROIs i an j can be either positive (+, red links), or negative (-, blue links) or non-
significative (0, no link). Conversely a structural edge between two ROIs might either
exist (Y, green links) or not (N, no link).
3.4 Multi-edges in multiplex brain networks
We now move our attention to the investigation of multi-layer motifs in brain net-
works [91]. We first consider the structural layer D and the functional layer F as binary
unweighted networks. Since links are signed in the functional layer F , i.e. s[f ] = 2, and
simple in the structural layer D, i.e. s[d] = 1, from Eq. (3.3) we have c = 5 elementary
motifs with n = 2, namely +Y , -Y , 0Y , +N , -N. They are illustrated in Figure 3.3(a).
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where the abundance µg of the subgraph in the real system is compared with the average
abundance µ̄g and standard deviation σg of what found on a suitable randomised network.
A high positive value Z(µg) indicates that g is a significant recurrent motif.
In order to consider a suitable null-model, it is necessary to take into account the
division of the brain into two distinct hemispheres. For such a reason, we randomise
the links of the layer by performing the following block configuration model. For each
node, tot only we preserve its total degree at that layer, but we also keep fixed its
number of connections towards regions in the same brain hemisphere and those towards
the other hemisphere. Such block configuration model can be practically implemented
by performing two standard configuration models for the intra-hemisphere links in the
right and in the left hemisphere, and by performing a bipartite configuration model on
the inter-hemisphere links. In Figure 3.3(b) results are shown for a multiplex null-model
where we kept fixed the signed functional layer and performed a block configuration
model on the structural layer, with 100 randomisation for each subject.
Interestingly, the motif +Y (corresponding to the concurrent presence of a posi-
tive fMRI correlation and of a direct connection in the DTI layer) is significantly over-
represented, while +N (positive correlation and absence of edge) is markedly under-
represented. This is a remarkable result as it supports the hypothesis that functional
positive links are definitely correlated with the structural network. Conversely the motif
-Y is as likely in real data as in the random model, which indicates that two brain areas
physically connected do not correlate with negative functional interactions between their
dynamics. Results are shown for 19 different subjects.
3.5 Triads and triangles in multiplex brain networks
Having fixed the abundance of the c = 5 multi-links, we are interested in knowing the
significance of each higher order motif. It is possible to extend such motifs analysis
to larger subgraphs, such as motifs with n = 3 nodes [91]. According to Eqs. (3.4)
and (3.5), in the considered multiplex networks there are t = 15 multi-layer triads
and T = 35 multi-layer triangles. For each subgraph with n = 3 we compute now
the Z-score by comparing the value found in the real data with the average value and
standard deviations of a randomised ensemble of networks, where the unsigned structure
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Figure 3.4: The t = 15 different multi-layer triads are shown in (a). Their
corresponding value of the Z-score are reported in (b). Triad 5, 13
and 14 emerge as statistically validated recurrent motifs (p < 0.05,
corrected for multiple comparisons) [91].
of the overlapping network is kept fixed, but the different multi-links were shuffled. In
Figure 3.4 we see for instance that, even if the multi-link +Y is over-represented, the
triad formed by two multi-links of such type is underrepresented, with Z ≈ −8. This is
due to the fact that in the real data, if one region i is connected to two other regions
j and k with both a structural and positive functional links, it is very unlikely that j
and k are no connected at all. We notice that for the same reason almost all multi-layer
triads with at least one multi-link of type +Y have a negative Z-score, as shown in
Figure 3.4, with the exception of triad of type 9. In this subgraph, the central node is
indeed strongly connected to one of the other region, both physically and with a positive
functional link, but only weekly connected to the other with a negative functional link
and no structural link. Hence, the two external regions of the triads do not appear to
be communicating much, and the resulting Z-score is approximately 0.
We now analyse which other multi-layer triangles are overabundant in the real data
and propose possible underlying reasons for this phenomenon. The high Z-score of the
first multi-layer triangles in Figure 3.5 confirms that, if one region i is connected to two
other regions j and k at both layers, j and k are also directly connected by links at
both layers as well. Triangles of type 3 are significative due to high clustering in the
structural layer. Triangles of type 4 have a high Z-score because of structural balance
(three positive values of correlations) in the functional layer. Similarly, many other
multi-layer triangles appear to be overabundant due to the existence of signed balanced
triangles in the functional layer (given either by three positive links, as in triangles of
type 1, 4 and 18, or by one positive link and two negative link, as for triangles of type
10, 22, 25, 34). The mentioned motifs were confirmed to be statistically over-represented
from the reference null model by using a p < 0.05 significance level, which control for the
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multilayer structure of the graph. A current open problem in the analysis of functional
networks is how to effectively eliminate links determined by spurious correlations in
the activity (time-series) of different brain regions. We note that issues related to the
definition of functional links might be present also here at the multi-layer level, where
structural and functional networks are analysed together.
Figure 3.5: The T = 35 different multi-layer triangles are shown in (a). Their
corresponding value of the Z-score are reported in (b). Triangles
1, 4, 18, 22, 25 and 34 emerge as statistically validated recurrent
motifs [91].
3.6 Discussion
The recent prevalence of applications involving multidimensional and multimodal brain
data has increased the demand for technical developments in the analysis of such com-
plex data. Modeling the human brain as a complex network has unveiled the presence of
charactaristic non-trivial connectivity features (small-worldness, power-law degree distri-
butions and modularity among others) in many structural and functional networks [101].
The interplay between anatomical connections and functional interactions is a current
challenge for understanding general brain functioning. In the last decade, some studies
have thus directly compared these connectivity structures to better investigate possible
direct mappings at the network level [78, 102]. In this study we addressed a fundamental
problem in multimodal brain networks analysis: the organisation of the complex mosaic
of brain motifs in anatomical and functional connectivity.
By considering multi-layer networks we have identified nonrandom motif structures
in multimodal brain networks. In contrast to current approaches, which considers motif
analysis on separate brain modalities [82–84], this work provides the first evidence of
joint anatomo-functional motifs in human brain networks. In line with previous stud-
ies [103, 104], our results confirm the complex relationships between structural connectiv-
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ity and coupling of brain dynamics. Significant multi-layer triads differ from those usually
obtained from single structural connectivity in both humans [84] or monkeys [78, 82].
This suggests that the multi-layer formalism constitutes could be a very appropriate
choice for the analysis of multimodal brain networks.
Our finding of a positive fMRI correlation between brain areas connected by a direct
physical link is consistent with prior works [105]. In some cases, this increased functional
connectivity can be explained by the spatial proximity of areas [101], but distant regions
can also display strongly coherent dynamics without direct physical connections [70]. In
agreement with previous works, over-represented multi-layer triads involving negative
functional links could also suggest a decrease in the anatomical connectivity that cor-
relates with negative resting state correlations [105]. Nevertheless, more refined neuro-
computational models are needed to fully explain the mechanism of this phenomenon.
A limitation of our study is the symmetrical configuration of the analyzed brain
connectivity matrices, which is a consequence of the inherent symmetrical properties
of DTI techniques (fiber estimation cannot distinguish between afferent and efferent
projections) and of the undirected functional interaction obtained by linear correlations
(for a network of N = 264 nodes, directed interactions could be estimated but from much
longer time series [106]). The symmetrical property of structural interactions constrains
thus the motif analysis to consider a reduced number of motifs.
Whereas positive functional links are clearly correlated with the structural connec-
tions, results suggest that the local distribution of positive and negative links may play
a role on the non-random organisation of brain networks. However, the precise relevance
of such signed motifs on brain abilities remains a central question for future research.
We therefore hope that our approach will foster more principled and successful analysis
of multimodal brain connectivity datasets.
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Chapter 4
Models of multiplex networks
In the previous chapters we characterised the structure of real-world multiplex net-
works by looking at the properties of nodes, edges, motifs and layers. How can we
model and explain the emergence of some given features in our system? Historically, the
investigation of the properties of networks from the real world has progressed together
with increasing modelling efforts aiming at quantifying how special or peculiar were the
observed patterns. For instance, how high clustering can coexist with a low diameter
in a graph? Why are most networks characterised by a degree distribution with a fat
tail? More in general, for a given feature how probable is to find them in an appropri-
ately chosen family of random graphs, and which are the mechanisms that determine
its appearance? In this Chapter we review a few classes of models of multiplex net-
works, namely the canonical and microcanonical ensembles, other static models aiming
at reproducing real-world patterns of node activity, layer activity and edge overlap, and
basic models of growing multiplex networks.
4.1 Canonical and microcanonical ensembles
A standard approach to study the structure of a given network is to quantify how proba-
ble is to observe a network with similar properties in an appropriately defined ensemble
of random graphs whose elements satisfy certain constraints. For instance, it is a well-
known fact that graphs with power-law degree distributions are extremely rare in the
classical Erdös-Renyi random graph ensemble, where each pair of nodes are connected
with a given probability p. As a consequence, the hypothesis that power-law degree
distributions arise as a result of a uniform distribution of edges across the nodes can be
safely rejected, and we can conclude that some other mechanism should be at work in
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the formation of graphs with heterogeneous degree sequences.
An ensemble of graphs is determined by a set of constraints that its elements should
satisfy. According to the type of constraints, we can identify at least two classes of ran-
dom network ensembles, namely canonical ensembles, where each graph of the ensemble
satisfies the set of constrains on average (soft constraints), and microcanonical ensembles,
where each graph satisfies all the constraints exactly (hard constraints). It is possible to
define a sequence of canonical and microcanonical ensembles of multiplex networks [14],
where the constraints are just the average degree at each of the M layers, or the degree
distribution of each layer, or the degree distribution together with the distribution of
edge overlap, and so on.
Each multiplex networks ensemble is defined by providing the probability P (A) for
each of the possible configuration of multiplex networks A which satisfy the constraints.




P (M) lnP (M) (4.1)
[14].
For the special case of uncorrelated multiplex networks, we have
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P [α](A[α]) ln(P [α](A[α])). (4.4)
In the following we focus on the canonical - indicated by C - and microcanonical -
denoted by MC - ensembles of multiplex networks. Let us assume that we have T soft
constraints such that ∑
A
P (M)Fµ(M) = Cµ (4.5)
where µ = 1, . . . , T , and Fµ(M) describes how such constraints are imposed on the net-
work, such as the degree of each node of the network at each layer α, or the total number
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of edges K [α] for α = 1, . . . ,M . The probability PC(M) of observing the multiplex M
can be obtained by maximising the entropy S under the given set of constraints. By












where ZC is the partition function of the canonical multiplex ensemble and the values of
the Lagrangian multipliers λµ are obtained by satisfying Eq.4.5 imposing such functional




λµCµ + lnZc. (4.7)
Conversely, in the microcanonical multiplex ensemble each multiplex configuration











µ=1 δ[Fµ(M), Cµ] is the micro-
canonical partition function, accounting for the number of multiplex networks satisfying





PMC(M) lnPMC(M) = lnZMC (4.9)
where Σ is the Gibbs entropy of the multiplex ensemble. It can be shown that the Gibbs
entropy Σ is related to the corresponding Shannon entropy S by NΣ = S −NΩ, where
Ω is the logarithm of the probability that in the related canonical multiplex ensemble
the hard constraints Fµ(M) are satisfied.
The author of Ref. [14] provided an exhaustive explanation of how the entropy and
the partition function can be computed in different classes of multiplex networks with
increasingly stringent sets of constraints, both for the canonical and for the microcanoni-
cal ensembles. The same approach has been generalised to a number of more complicated
structures, including spatial multiplex networks [107] and multiplex networks with het-
erogeneous activities of the nodes [108]. The Authors of Ref. [109] study the canonical
ensemble of the overlapping networks generated by merging different layers, where infor-
mation on the connection between nodes is only accessible at the aggregated level.
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4.2 A rewiring model for edge overlap
The canonical and microcanical ensembles do not account for edge correlations and the
non-negligible values of edge overlap observed in real-world multiplex networks. Here
we show how it is possible to construct a model for a 2-layer multiplex network where
the degree distributions of each layer is kept fixed, and where one can control the edge
overlap ω by rewiring a certain fraction r of the edges. The model was introduced in
Ref. [110]. For simplicity, let us assume that the two layers have the same number of
edges K [α] = K [β] = K. If we start from two identical networks, we have maximum edge
overlap ω = 1. If we now keep fixed the structure on one of the two layers, and rewire
one of the edges of the other layer, the number of links present in both layers decreases
by one unit, while the number of those present in only one of the two layers increases
by two units. Consequently, if we rewire a fraction r of the K edges of the second layer
in such a way that each rewire decreases the number of edges existing on both layers,








By inverting such relation, we find that a given overlap ω corresponds to a rewire r equal
to r = (1 − ω)/(1 + ω). In practice, this model allows to obtain a prescribed value of
edge overlap by rewiring a certain fraction r of the edges in one of the two layers.
4.3 Models of node and layer activity
The concept of node and layer activity is peculiar to multilayer networks, and it is inter-
esting to assess whether simple models can give account for the observed heterogeneous
distributions of node and layer activities. In the following we provide a brief review of
some null models proposed so far to quantify the peculiarity of given distributions of
node and layer activities.
Hypergeometric model (HM). Let us consider two layers α and β with N [α] and
N [β] active nodes respectively. If initially the two layers have no active nodes and we
then sample uniformly at random from {1, 2, 3, . . . , N} N [α] nodes on layer α and N [β]
nodes on layer β and we activate them, then the probability that m of them are active
at both layers follows a hypergeometric distribution











Figure 4.1: The rank distribution of node-activity vectors in APS (a) and
IMDb (b), compared with those of synthetic multiplex networks
genrated using MDM and MSM [22].
according to which the expected number of nodes active at both layers is equal to









[α] +N [β] − 2m)× p(m;N,N [α], N [β])
min(N,N[α] + N[β])
(4.13)
This is the simplest model of node activation and is known as the hypergeometric
model [22]. However, the authors of Ref. [22] have shown that the distribution of pair-
wise multiplexity and pairwise Hamming distance in real-world multiplex networks is
not compatible with those given in Eq. 4.12 and Eq. 4.13.
Multi-activity Deterministic and Stochastic Models (MDM and MSM). Let
us now consider the problem of constructing a multiplex networks with a fixed number
of layers M , a fixed number of nodes N which are active on at least one of the M layers,
and where each node i has an assigned node activity Bi, which is for instance set equal




vectors of node-activity with Bi non-zero entries, the distribution of the total node
activity of the original system is kept fixed, whereas the correlations in the layer activity
and the distribution of the node-activity vectors are not preserved. Moreover, in such a
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Figure 4.2: Distribution of pairwise multiplexity (a) and Zipf’s plot of node-
activity (b) for the European airlines multiplex network (solid
black line) and the corresponding synthetic networks obtained by
four different models, namely: HM (red circles), MDM (orange
squares), MSM (green diamonds) and LGM (blue triangles).
Notice that LGM fits well the distribution of pairwise multiplexity,
and performs better than HM in reproducing the rank distribu-
tion of node-activity. The shape of P (Bi) in MDM and MSM is
identical to that of the original multiplex by construction [22].







This model is known as the multi-activity deterministic model [22]. A variation of the
model is constructed by activating node i in each layer α with probability B̄i = Bi/M ,
so that the expected activity of each layer stays the same but the original node-activity
distribution is not preserved. This model is known as the multi-activity stochastic
model [22].
A last model of layer activity is presented in the next section on growth models.
4.4 Growth models of multiplex networks
It is well-known that networks evolve and change over time. Historically, a lot of efforts
have been devoted to the study of growing network models able to reproduce specific
features. For instance, the scale-free degree distribution of many networks can simply
emerge as a consequence of coupling together simple mechanisms such as growth and
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preferential attachment [6]. In this section we review a few basic growth models for
multiplex networks.
Layer Growth with Preferential Activation Model (LGM). The most simple
example of this class is a model of layer-growth, aimed at explaining the fat-tail distri-
bution of layer activity observed in empirical data [22]. The model works as follows. We
start at time t0 = 0 with a multiplex with M0 layers and N nodes. At each time t, a new
layer α joins the network with N [α] nodes to be activated, where N [α] can be observed
from the data-set we are attempting to reproduce. Each node i has then a probability
to be active on that layer at time t equal to:
pi(t) = A+Bi(t), (4.15)
where Bi(t) is the number of layers where node i is already active and A > 0 is a constant
that allows the activation of nodes not yet active in the multiplex. When the number
of layers in the model increases, the distribution of layer activity P (N [α]) approaches a
power law.
Linear and Non-linear preferential attachment. Another important class of
growth models is that where not layers, but individual nodes join sequentially the net-
work, for instance by connecting to preexisting vertices on possibly different layers. In
such regard, it is clear that the specific shape of the attachment function determines the
long-term statistical properties of the final multiplex graph. In single-layer networks,
a particularly well-studied case is the so-called preferential attachment, where nodes
choose to attach to older vertices depending on a function (in the simplest case linear) of
their degree k [6]. In a multiplex network the degree of each node j is a vector and the
probability Π
[α]
i→j that a new node i attaches to j on a given layer α in general depends











The most simple class of preferential attachment models is obtained by considering
linear attachment kernels, i.e. by setting F
[α]
j as a convex combination of the degrees
of node j at all the layers [111, 112]. The interesting result is that linear attachment
kernels produce multiplex networks whose layers have power-law degree distributions,
but where inter-layer degree correlations are always positive, meaning that a hub on one
layer is also a hub on the other layer as well. This is due to the fact that the expected

































Figure 4.3: As a function of the two parameters b1 and b2 we report, by means
of a color code (a) the number of distinct degree classes |k| (a)
the Kendall’s τ correlation coefficient (b). The solid black lines
in panel (a) separate the non-condensed (region I) from the con-
densed phase (region II, small |k|). The solid black line in panel
(b) separates the two regions with positive (region +) and negative
inter-layer degree correlations (region −), respectively correspond-
ing to b2 > 0 and b2 < 0. The value of τ for the whole multiplex
is negative only in region −b [115].
joins the network [111]. A generalisation of the closed-form solutions for the joint degree
distribution of heterogeneously growing multiplex networks with arbitrary number of
layers and arbitrary times can be found in [113].
A more interesting class of multiplex networks is obtained by considering non-linear
attachment kernels [114]. The authors of Ref. [115] started from the case of multiplex














where b1, b2 ∈ R. By tuning the relative values of the exponents b1 and b2, one can
obtain multiplex networks where each layer has either an exponential, a power-law,
or a condensed degree distribution (where super-hubs with extensive degrees appear).
Moreover, with non-linearity it is possible to get non only positive inter-layer degree
correlations as in the case of the linear model, but also null and negative correlations that
have been observed in real-world systems [22]. In the same work the authors suggested
several possible generalisations of the model to the case of multiplex networks withM ≤ 2
layers. An interesting model of multiplex network growth which takes into account
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weighted links, aimed at reproducing the structure of some layered social networks, can
be found in Ref. [116].
4.5 Discussion
In this chapter we reviewed a number of models of multiplex networks. We first consid-
ered ensembles of graphs which satisfy on average or exactly several constraints, such
as the number of links K [α] at each layer α, and which are known respectively as the
canonical and the microcanonical ensembles. A second set of static models was sug-
gested to reproduce some specific features such as node and layer activity, as well as
edge overlap. An important class of models is that of growth multiplex networks, where
nodes join the system at different time. In particular, we focus on generalisation to the
multiplex case of models based on linear and non-linear preferential attachment, where
new nodes attach to vertices already in the system with a probability which depends on a
function of their degree. Simple preferential attachment models, while able to reproduce
some empirical patterns such as inter-layer degree correlations, do not allow to construct
multiplex networks with community structure. In the next Chapter we first evaluate
community structure into and across the layers of real collaboration networks, and then
suggest a more sophisticated - but still simple - growth model, which based on intra-layer
and inter-layer triadic closure mechanisms is able to produce multiplex networks with




More often than not the agents of a social system prefer to combine their efforts in
order to achieve results that would be otherwise unattainable by a single agent alone.
A relevant role in the organisation of such systems is therefore played by the emerging
patterns of collaboration within a group of individuals, which have been widely and
thoroughly investigated in the last few decades [48, 117]. In a collaboration network,
two individuals are considered to be linked if they are bound by some form of partnership.
For instance, in the case of scientific collaborations, the nodes of the networks correspond
to scientists and the relationship between two authors is testified by the fact that they
have co-authored one or more papers [43]. Another well-known example of collaboration
network is that of co-starring graphs, where the nodes represent actors and there is a
link between two actors if they have appeared in the same movie.
The study of large collaboration systems has revealed the presence of a surprisingly
high number of triangles in the corresponding networks [5, 118]. This indicates that
two nodes with a common neighbour have a higher probability to be linked than two
randomly chosen nodes. This effect, known as transitivity [48], can be easily explained
in terms of a basic mechanism commonly referred to as triadic closure [119], according
to which two individuals of a collaboration network have a high probability to connect
after having been introduced to each other by a mutual acquaintance [5, 120, 121].
Some other works have pointed out that triadic closure can also explain other empirical
features of real-world collaboration networks, including fat-tailed degree distributions
and correlations between the degrees of neighbouring nodes [122, 123].
Another remarkable feature often observed in social and collaboration networks is
the presence of meso-scale structures in the form of communities, i.e. groups of tightly
connected nodes which are loosely linked to each other [124]. Interestingly, structural
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communities quite often correspond to functional groups [125].
An important observation is that not all the links of a collaboration network are
equal, since collaborations can often be classified into a number of different categories.
For instance, scientific co-authorship can be classified according to the research field,
while actors often appear in movies of different genres. In these cases, a collaboration
network is indeed better described in terms of multiplex network. In the previous chapter,
we reviewed several static and growing models of multiplex networks, such as multiplex
network ensembles, models of node and layer activity and growing models based on lin-
ear [111, 112] or non-linear [115] preferential attachment, or on weighted networks [116].
Less attention has so far been devoted to define and extract communities in multiplex
networks [126, 127].
In this chapter we investigate the multiplex nature of communities in collaboration
networks and we propose a simple model to explain the appearance, coexistence and
co-evolution of communities at the different layers of a multiplex [63]. Our hypothesis is
that the formation of communities in collaboration networks is an intrinsically multiplex
process, which is the result of the interplay between intra-layer and inter-layer triadic
closure. For instance, in the case of scientific collaborations, multiplex communities
naturally arise from the fact that scientists may collaborate with other researchers in their
principal field of investigation and with colleagues coming from other scientific disciplines.
Analogously, actors can prefer either to specialise in a specific genre or instead to explore
different (sometimes dissonant) genres, and these two opposite behaviours undoubtedly
have an impact on the kind of meso-scale structures observed on each of the layers of
of the system. The generative model we propose here mimics two of the most basic
processes that drive the evolution of collaborations in the real world, namely intra- and
inter-layer triadic closure, and is able to explain the appearance of overlapping modular
organisations in multi-layer systems. We will show that the model is able to reproduce
the salient micro-, meso- and macro-scale structure of different real-world collaboration
networks, including the multi-layer network of co-authorship in journals of the American
Physical Society (APS) and the multiplex co-starring graph obtained from the Internet
Movie Database (IMDb).
5.1 Multiplex communities in collaboration networks
We start by analysing the structure of two multiplex collaboration networks from the
real world. The first multiplex is constructed as a subset of the APS co-authorship
data set, first present in Chapter 1 and consists of four layers representing four sub-
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fields of physics (respectively, Nuclear physics, Particle physics, Condensed Matter I,
and Interdisciplinary physics). In particular, we considered only scientists with at least
one publication in each of the four sub-fields, and we connected two scientists at a
certain layer if they had co-authored at least a paper in the corresponding sub-field.
The second multiplex is constructed as a subset of the Internet Movie Database (IMDb),
again presented in Chapter 1, and consists of four layers respectively representing the
co-starring networks of actors with at least one participation in four different genres,
namely Action, Crime, Romance, and Thriller movies. The basic structural properties
of each layer of the two 4-layer multiplexes are summarised in Table 5-A.
APS N 〈k〉 C
Nuclear (N) 1238 4.75 0.27
Particle (P) 1238 4.66 0.30
Cond. Matt. I (CM) 1238 10.29 0.24
Interdisciplinary (I) 1238 7.37 0.26
IMDb N 〈k〉 C
Action (A) 55797 83.56 0.61
Crime (C) 55797 82.30 0.58
Romance (R) 55797 86.00 0.59
Thriller (T) 55797 77.75 0.56
Table 5-A: We report the number of nodes N , the average degree 〈k〉 and the
clustering coefficient C for each layer of a subset of the APS and
IMDb data sets. In particular, we focus on the multiplex collabora-
tion network of all scientists active in Nuclear, Particle, Condensed
Matter I and Interdisciplinary physics, and the multiplex collab-
oration network of all actors starring in Action, Crime, Romance
and Thriller movies. All the layers of APS have a clustering coeffi-
cient C in the range [0.24, 0.30]. Conversely, the values of C of all
the IMDb layers are in the range [0.56, 0.61] [63].
Since we are interested in assessing the role of intra- and inter-layer triadic closure in
the formation of meso-scale multiplex structures, we quantified the transitivity of each
layer through the clustering coefficient C [5]. We notice that the four layers of each
data set have similar values of clustering, ranging respectively in [0.24, 0.3] in the case
of APS and in [0.56, 0.61] for IMDb. As we will discuss in the following, by focusing on
layers having comparable clustering we will be able to perform a comparison between the
structure of these real-world multiplex networks and the proposed model in its simplest
formulation.
The multiplex nature of communities in collaboration networks can be measured by
means of the normalised mutual information (NMI) [128], which quantifies the similarity
between the partition in communities observed in two different layers of a multiplex. In
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Figure 5.1: We report the similarity among communities at the different layers
of two real-world collaboration networks.In each of the two graphs
nodes represent the layers of the multiplex (APS on the left and
IMDb on the right) and the edges are coloured according to the
value of the normalised mutual information for the community
decompositions at the corresponding pairs of layers [63].
particular, given the two partitions Pα and Pβ respectively associated to layer α and
layer β, we denote the normalised mutual information (NMI) between them as
NMI(Pα,Pβ) =













where Nmm′ is the number of nodes in common between module m of partition Pα
and module m′ of partition Pβ, while Nm and Nm′ are respectively the number nodes
in module m and in module m′. The partition in communities on each layer has been
obtained through the algorithm Infomap [129]. The normalised mutual information takes
values in [0, 1]. In general, higher values of NMI correspond to more similar partitions.
The values of NMI for each pair of layers in APS and IMDb are shown in Fig. 5.1. It is
interesting to notice that in general pairs of layers corresponding to related subjects or
genres exhibit higher values of NMI. This is for instance the case of Nuclear Physics and
Particle Physics in APS. Similarly, in the IMDb network we observe a higher similarity
between the communities at the three layers representing respectively Thriller, Crime
and Action genres. Conversely, the layer of Romance movies displays a different modular
structure from Crime and Action. Notice also that the level of similarity between the
communities of two layers can vary substantially, despite the four layers of each multiplex
have roughly the same clustering coefficient.
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5.2 Growth model with community structure
In this Section we introduce a model to grow collaboration networks with tunable mul-
tiplex community structure, able to reproduce the patterns observed in the considered
real-world systems [63]. Let us consider for simplicity the case of a multiplex with M = 2
layers, and assume that initially each layer consists of a clique of n0 nodes. Then at each
time step t a new node is added to the network, with m[1] edge stubs to be connected on
layer 1 and m[2] other stubs to be connected on layer 2. The multiplex network grows
according to the following rules:
• Layer selection. The newly arrived node i selects one of the two layers {1, 2}
uniformly at random. Let us label the first selected layer with the index a. The
first edge of i is connected to one of the existing nodes on that layer, chosen
uniformly at random, that we call na.
• Intra-layer triadic closure (I). The remaining m[a]-1 edges of node i on layer a are
attached with probability p[a] to one of the first neighbours of na, chosen uniformly
at random, and with probability 1 − p[a] to one of the nodes of layer a, chosen
uniformly at random.
• Inter-layer triadic closure. When all its m[a] edges on layer a have been created,
node i starts connecting on the other layer b with m[b] edges. The first link in layer
b is created with probability p∗ to the same node na, and with probability 1 − p∗
to one of the other nodes, chosen uniformly at random. The node to which this
first link is attached is called nb.
• Intra-layer triadic closure (II). The remaining m[b]-1 links at layer b are attached
with probability p[b] to one of the first neighbours of nb chosen uniformly at random,
and with probability 1 − p[b] to one of the nodes at layer b, chosen uniformly at
random.
This general model has five parameters to be tuned, namely the number of new edges
m[1] and m[2] brought by each new node on each of the two layers, which determine
the average degree on each layer, and the three probabilities p[1], p[2], and p∗, which are
respectively responsible for the formation of intra- and inter-layer triangles. In fact, by
varying the parameters p[1] and p[2] we can tune the strength of the intra-layer triadic
closure mechanism, i.e the probability to form triangles on each of the two layers. In
particular, larger values of p[1] and p[2] will foster the creation of a larger number of
triangles in layer 1 and layer 2 respectively. Conversely, the parameter p∗ tunes the
inter-layer triadic closure mechanism, and in particular high values of p∗ correspond to
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a higher probability that the neighbourhoods of node i at the two layers will exhibit
a certain level of overlap. These two simple attachment rules, namely intra-layer and
inter-layer triadic closure, aim to describe the real mechanisms characterising the evo-
lution of collaboration networks. We argue that, for instance, scientists do not tend to
collaborate with other scientists at random. Instead, they usually exploit the neighbour-
hoods of their collaborators in a specific field (intra-layer triadic closure). Similarly,
when opening themselves to new scientific fields, a researcher usually takes into account
the neighbourhoods of their past colleagues from previous collaborations in other fields
(inter-layer triadic closure). A schematic representation of the model is depicted in
Fig. 5.2.
It has been recently shown [123] that in a single-layer network scenario the interplay
between random attachment and triadic closure leads to a network growth in which the
attachment probability (i.e., the probability for an existing node to receive one of the
new edges) is a sub-linear function of the degree, and produces networks with non-trivial
community structure, as long as the link density is not too high. In the multi-layer model
we propose, the further addition of an inter-layer triadic closure mechanism allows to
tune at will the overlap between the community structures at the different layers.
5.3 Validation in a simple scenario
To assess the ability of the model to reproduce the organisation of communities in mul-
tiplex networks, we start by considering a simple scenario, i.e. the case in which the
layers of the multiplex have the same density (m[1] = m[2] = m) and the same clustering
coefficient (p[1] = p[2] = p). We show that this simplified version of the model is already
able to reproduce both the different levels of similarity between community structures
at different layers, and the microscopic patterns of intra-layer and inter-layer degree
correlations observed in the real-world collaboration multiplexes of APS and IMDb [63].
In Fig. 5.3(a), we report the values of the clustering coefficient C (which, by con-
struction, does not depend on the parameter p∗) for several realisations of the model.
In particular, we run our model to build networks with N = 20000 nodes, for each
pair of values (p, p∗) As expected, the clustering coefficient of each layer is a linearly
increasing function of the parameter p, which tunes the strength of intra-layer triadic
closure. This means that, if we consider a real-world multiplex network whose layers
have approximately the same value of clustering coefficient C, we can set the value of
the parameter p of the model accordingly. This is for instance the case of the four-layer






















Figure 5.2: We show a schematic representation of network growth with intra-
layer and inter-layer triadic closure. A newly arrived node i creates
m[1] new edges on layer 1 and m[2] new edges on layer 2. The new
node starts by choosing at random one of the two layers {1, 2}.
We indicate the first chosen layer using the label a. a) The first
link of the new node is connected to one of the nodes of layer a,
chosen uniformly at random and called na (solid green line). Each
of the remaining m[a] − 1 links is attached with probability p[a]
to a neighbour of the previously chosen node (intra-layer triadic
closure) or with probability 1 − p[a] to one of the nodes at layer
a, chosen uniformly at random (dashed red lines). b) Afterwards,
the new node starts connecting on the other layer b. The first link
on layer b is created to node na with probability p
∗, or to one of
the other nodes at layer at random with probability 1 − p∗. We
call nb the first node to which i attaches on layer b. c) Each of the
m[b] − 1 remaining edges on layer b are attached with probability
p[b] to one of the neighbours of nb, and with probability 1− p[b] to
one of the nodes on layer b, chosen uniformly at random [63].
layers have comparable levels of clustering. We obtain p = 0.40 for APS and p = 0.85
for IMDb, respectively.
In Fig. 5.3(c) we show, as a colour-map, the values of NMI of the networks obtained
through the proposed model by using different combinations of the parameters p and
p∗. It is evident that, in spite of its simplicity, the model can yield a quite rich variety
of multiplex networks. In agreement with intuition, when both p and p∗ are large one
obtains multiplexes with higher values of NMI. In fact, in this regime both the intra-layer
and inter-layer triadic closure mechanisms are strongly affecting the network evolution
and, as a consequence, it is likely that the new node joining the network will close a
triad on both layers in the same region of the network. As a consequence, each layer
will have a strong community structure (large p) which is pretty much correlated to the
one present on the other layer, due to the large value of inter-layer triadic closure p∗.
Conversely, if the inter-layer parameter p∗ is small we will obtain layers whose partitions
























































Figure 5.3: We report here the model calibration in the simplest scenario and
the values of p and p∗ extracted for the different pairs of layers of
the four-layer collaboration networks of APS and IMDb. (a) The
clustering coefficient C depends exclusively on the parameter p,
which tunes intra-layer triadic closure. Since all the layers of those
two multiplex networks have comparable clustering coefficients, we
are able to determine the value of the parameter p in each of the
two cases. (b) For each pair of layers, we can also determine the
value of the inter-layer triadic closure parameter p∗ by setting it
equal to the value which yields an organisation in communities
characterised by a value of NMI compatible with that observed in
the real network [63].
of Fig. 5.3, while the NMI is only marginally larger when p is very small (bottom-left
corner of the phase space).
In Fig. 5.4 we report two realisations of the multiplex network model with N = 50,
m[1] = m[2] = 2 and p[1] = p[2] = 0.9, respectively for p∗ = 0.9 (left) and p∗ = 0.1
(right). Nodes belonging to the same community are reported using the same colour,
and the colour chosen for each community in the second layer (bottom) corresponds to
the colour of the community in the first layer (top) for which the node overlap between the
communities is maximum. These two examples help explain the role of the parameter p∗
in shaping the inter-layer modular structure of the network. For p∗ = 0.9 (left panel) the
community structures of the two layers are closely matched (this situation corresponds
to the high values of NMI found in the top-right region of the heat-map in Fig. 5.3),
while for p∗ = 0.1 (right panel) the communities at the two layers are uncorrelated (low
values of NMI in the top-left of the heat-map in Fig. 5.3).
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Figure 5.4: We show the effect of the value of the inter-layer triadic closure
parameter p∗ on the multiplex community structure. The two top
layers show two typical realisations of the simplest version of the
network model with N = 50, m[1] = m[2] = 2 and p[1] = p[2] = 0.9.
Nodes belonging to the same community are given the same colour
and are drawn close to each other. The two layers at the bottom of
each multiplex are obtained by setting, respectively, p∗ = 0.9 (left)
and p∗ = 0.1 (right). The nodes maintain the same placement
in space on the second layer, but are coloured according to the
community they belong in that layer (colours are chosen in order
to maximise the number of nodes that have the same colour in
the two layers). It is evident that the community structures of
the two layers on the left, corresponding to p∗ = 0.9, are very
similar, while the partition into communities of the upper layer on
the left panel is substantially different from the one observed in
the bottom layer of that multiplex [63].
Differently from the clustering coefficient C, the values of the normalised mutual
information NMI depend on both p and p∗. Having already determined a candidate
value of p for each multiplex by fitting the clustering coefficient of its layers, we can
determine the strength of the inter-layer triadic closure mechanism by fitting the NMI.
Remarkably, for any fixed value of p, the simplest formulation of our model is able to
reproduce all the values of NMI observed in the real-world networks by just tuning the
parameter p∗, with the exception of the pair Nuclear-Particle physics which is slightly
out of the plane with an NMI value of 0.81 (represented on the right border of the plane
which corresponds to NMI=0.79). We would like to note here that the model is able
to produce a remarkably wide range of values of NMI, which span the whole interval
[0.6, 0.9].
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5.4 Calibration for generic multiplex networks
We now discuss how to calibrate the model in the most general case in which the layers
might possibly have different edge density, i.e. m[1] 6= m[2], and different clustering, i.e.
p[1] 6= p[2] [63]. As an example, we consider the co-authorship networks of the same four
sub-fields of physics (namely, Nuclear, Particle, Condensed Matter I and Interdisciplinary
physics) used to construct the four-layer APS multiplex (cf. Table 5-A and Fig 5.1).
However, we focus here on all two-layer multiplex networks obtained by combining two
networks at a time, so that, for instance, a node appears in the Nuclear-Particle (N-P)
multiplex network if the corresponding author has published papers in both sub-fields.
In general, the obtained multiplex networks are composed by layers with different edge
density and different clustering coefficients, as shown in Table 5-B, thus we need to set
separately the four parameters of the model p[1], p[2], m[1] and m[2].
We start by observing that the average degree of a synthetic layer is 〈k〉 ' 2m, where
m is the number of edge stubs connected by a newly arrived node, so that the parameters











and 〈k[2]〉 are the measured average degrees of the two layers (numbers are approximated
to the closest integers). Similarly, as we show in Fig. 5.5(a), the clustering coefficient
C [α] of a layer α is univocally determined by p[α], as soon as m[α] is fixed. In Fig. 5.5(a)
we show how the values of C [α] change as a function of p[α], for different values of m[α].
Hence, the values of the intra-layer triadic closure parameters p[1] and p[2] can be set in
order to match the values of clustering coefficient observed in each of the two layers. The
only parameter yet to be determined is p∗. However, if we set the values of m[1], m[2],
p[1], and p[2] to match the densities and clustering coefficients of the layers, we can then
run the model for different values of p∗ and look for the one which yields a value of NMI
as close as possible to the one observed in the real two-layer multiplex. This procedure
is sketched in Fig. 5.5 (b) for the six two-layer multiplexes in APS.
In order to better understand the role of the different parameters, in Fig. 5.5(c)
we report the values of NMI obtained from different realisations of the model with
m[1] = m[2] = m and p[1] = p[2] = p for m varying in [2, 3, ..., 10], and p varying in
[0, 0.1, ..., 1] at different values of p∗, [0.05, 0.5, 0.95], corresponding respectively to low,
intermediate and high inter-layer triadic closure strength. We see that the effect of the
increase in the link density m of the layers leads to a decrease in the similarity of their
community structures even for high values of p and p∗.
It is interesting to notice that, although the generic version of the model depends on
five parameters, respectively accounting for layer density (m[1] and m[2]), triadic closure
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Figure 5.5: We show here the model calibration for generic multiplex networks.
In panel a) we show the dependence of the clustering coefficient C
on the intra-layer triadic closure parameter p for different values of
the parameterm, which sets the layer’s average degree. In the mul-
tiplex consisting of the layers Particle (P) and Condensed Matter
I (CM), the average degree of each layer corresponds, respectively,
to m[1] = 3 and m[2] = 4. The value of p[1] and p[2] are determined
to match the clustering coefficients C [1] and C [2]. In panel b), after
having determined m[1], m[2], p[1] and p[2] for all the pairs of layers
in the APS dataset, we run the model with such parameters for
different value of p∗ and infer, for each pair, the value of the inter-
layer triadic closure parameter p∗ yielding a value of NMI com-
patible with that observed (see Table 5-A for layers’ acronyms).
In panel c) we plot a heat-map of the NMI as a function of p and
m, respectively for low (0.05), intermediate (0.50) and high (0.95)
values of p∗ in the model with m[1] = m[2] = m and p[1] = p[2] = p.
An increase in the link density of the layers produces a less corre-
lated community structure in the two layers, even if the inter- and
intra-layer triadic closure strengths are high [63].
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(p[1] and p[2]), and inter-layer overlap of communities (p∗), the values of those parame-
ters can be easily set by measuring just the average degree and the average clustering
coefficient of each layer, and the normalised mutual information between the community
structures at the two layers. Again, the good agreement between the synthetic networks
and the real-world datasets extends also to other structural properties, such as intra-
layer and inter-layer degree correlations. We remark that it is known that on each layer a
minimum level of degree correlations is needed to achieve a certain level of clustering, as
discussed in Ref. [130]. These results suggest that triadic closure plays an unexpectedly
central role in determining the structural properties of real-world multiplex collaboration
networks.
Layer 1 Layer 2 N 〈k[1]〉 〈k[2]〉 C [1] C [2] NMI
Nuclear Particle 6572 6.88 7.46 0.56 0.56 0.83
Nuclear Cond. Matt. I 3828 4.53 7.20 0.43 0.34 0.71
Nuclear Interdisciplinary 2556 4.15 5.39 0.37 0.33 0.72
Particle Cond. Matt. I 3774 5.70 7.82 0.53 0.40 0.71
Particle Interdisciplinary 2502 4.82 5.66 0.49 0.39 0.74
Cond. Matt. I Interdisciplinary 27257 10.34 7.05 0.55 0.64 0.82
Table 5-B: Basic properties of duplex networks in APS. We consider
all the possible multiplex networks with M = 2 layers obtained
from combinations of the APS collaboration networks correspond-
ing to the four sub-fields Nuclear, Particle, Condensed Matter I and
Interdisciplinary Physics. For each duplex, we report the number
of nodes N , the average degree on the two layers 〈k[1]〉 and 〈k[2]〉,
and the values of the clustering coefficients C [1] and C [2] [63].
5.5 Discussion
Human collaboration patterns are inherently multifaceted and often consist of different
interaction layers. Scientific collaboration is probably the most emblematic example. As
a Ph.D. student you usually join the scientific collaboration network by publishing the
first paper with your supervisor in a specific field. Afterwards, you start being introduced
by your supervisor to other researchers in the same field, e.g. to some of his/her past
collaborators, and you might end up working with them, creating new triangles in the
collaboration network of your field (what we called intra-layer triadic closure). But it
is also quite probable that some of your past collaborators will in turn introduce you
to researchers working in another -possibly related- area (what we called an inter-layer
triadic closure), so that you will easily find yourself participating in more than just one
field, and the collaboration network around you will become multi-dimensional. Such
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multi-level collaboration patterns appear not to be specific of scientific production only,
but are instead found in many aspects of human activity.
The multi-layer network framework provides a natural way of modelling and charac-
terising multidimensional collaboration patterns in a comprehensive manner. In partic-
ular, we have argued that one of the classical mechanisms responsible for the creation
of triangles of acquaintances, i.e. triadic closure, is indeed general enough to give also
account for another interesting aspect of multi-level collaboration networks, namely the
formation of cohesive communities spanning more than a single layer of interaction. It
is quite intriguing that the simple model we proposed in this work, based just on the
interplay between intra- and inter-layer triadic closure, is actually able to explain much
of the complexity observed in the micro- meso- and macroscopic structure of multidimen-
sional collaboration networks of different fields (science and movies), including not just
transitivity but also intra- and inter-layer degree correlation patterns and the correspon-
dence between the community partitions at difference layers. We also remark that such
levels of accuracy in reproducing the features of real-world systems have been obtained
without the introduction of ad-hoc ingredients.
The results reported in this chapter suggest that, despite the apparent differences in
the overall dynamics driving scientific cooperation and movie co-starring, triadic closure
is a quite generic mechanism and might indeed be one of the fundamental processes
shaping the structure of multi-layer collaboration systems [63]. These findings fill a
gap in the literature about modelling growing multidimensional networks, and pave the
way to the exploration of other simple models which can help underpinning the driving




In complex network theory a core consists of a group of central and densely connected
nodes which often control the overall behaviour of the system. Since the seminal paper
by Borgatti and Everett [131], the core-periphery structure is recognised as one of the
key meso-scale structures in complex networks, and was shown to be present in several
real-world systems, such as the world trade web [132], many social [133] and biological
networks [134], and the brain [135]. In this Chapter we explore the existence and the
overlap between the cores of multiple interaction layers in a multilayer network, and
propose a simple method to partition the nodes into a multiplex core-periphery structure
by taking into account at the same time the connectivity of all the different layers without
neglecting their specificity [? ].
6.1 Block structure
The best way to visualise the core of a network is to consider its adjacency matrix. In
a core-periphery structure, each node is assigned to one out of two possible categories,
namely the core C or the periphery P . Nodes of type C are supposed to have a high
chance to be connected among each other, as they form the “gravity centre” of the
network. Conversely nodes of type P are supposed to have few connections, and in
particular very low chances to be connected among each other.
An idealised representation of a core periphery structure in a network is shown
through the adjacency matrix in Fig. 6.1(a), as first presented in Ref. [131]. We clearly
distinguish the existence of different blocks. A first block (that we name 1) at the top






Figure 6.1: (a) Idealised core-periphery structure in networks: two core nodes
are linked with probability p1 = 1, a core node and a peripheral
node are linked with probability p2 = 1, two peripheral nodes are
linked with probability p3 = 0. (b) Core-periphery structure in
a co-citations network among social work journals over a 1 year
period across 1985-1986, as shown in Ref. [131].
nodes forms a fully connected clique such that this part of the adjacency matrix is filled
exclusively with ones. Conversely, at the bottom right we observe a block (that we name
3) filled only with zeros, which represents the (absence of) connections among nodes of
type P . By assuming we are dealing with an undirected network, the bottom left and
the top right blocks encodes connections between nodes of type P and node of type C
(these two symmetric sections of the adjacency matrix are named block 2). Also block 2
is filled exclusively with ones. As it is clear from this simplified picture, in the approach
followed by Borgatti and Everett a node belonging to the periphery of the network is not
necessarily a poorly connected node, but its connections are supposed to be towards core
nodes only. Of course this representation is idealised and real-world systems can rarely
be partitioned in a way to recover such block structure in the adjacency matrix. A core is
almost never formed by a fully connected clique, and few connections among peripheral
nodes may exist. Still, this simple block model was suggested as a reference to evaluate
how good is a given partition of the nodes of the system in terms of a core-periphery





where Cij = 1 if both i and j are nodes of type C. Such number is compared with what
is obtained in a network where the same number of nodes are assigned to the categories
C and P , but were such labels are randomised. The configuration which produces the
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highest z-score Z(Γ) is chosen as the best core-periphery partition of the system. In a
slightly modified version, Cij can be set to be equal to γ, with 0 < γ < 1, if the pair of
nodes i and j includes exactly one node of type C and one node of type P . However,
despite in Fig. 6.1(a) block 2 is a block with only ones, as discussed again in Ref. [131]
the specific value of the density of the links connecting a core node and a peripheral
node is basically irrelevant to determine the goodness of a periphery structure, which is
mainly based on maximising the difference in densities of block 1 and block 3. For such
reason, the parameter γ is considered to be arbitrary. We also note that in this method
the number of nodes Nc belonging to the core of the system is a second parameter to be
determined a priori. The core-periphery structure of a small real-world citation network
is shown in Fig. 6.1(b).
In large networks, testing all possible configurations in order to maximise Z(Γ) and
extract the core of a system, even with a predetermined size, is not feasible. Combina-
torial optimization techniques such as simulating annealing can be used, but typically
they make methods to find core-periphery structures in networks extremely slow, as they
work taking into account the whole network structure.
Figure 6.2: Block structure of a network with community structure (a),
core-periphery structure (b), global core-periphery structure with
local community structure (c), and global community structure
with local core-periphery structure (d). By permuting rows and
columns of the adjacency matrix, one can see that (c) and (d) are
equivalent [138].
Networks may in general display multiple cores, each one of them being formed by a
separate group of central and densely connected units. We note that the two meso-scale
structures considered in this thesis, namely community and core-periphery structures,
are not mutually exclusive, but instead can coexist, as shown in Fig. 6.2. Conversely,
bipartite networks are typically known to not have a core-periphery structure [137], as
they have no clustering by default. At last, we remark that the models considered so
far all produce a binary classification of nodes. Continuous models of core-periphery
structure, where each node is assigned a value of coreness included between 0 and 1,
have also been considered in the literature. A complete overview of different methods
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and interesting alternatives can be found in Refs. [138, 139].
6.2 A local algorithm: the rich core
Methods to find cores in networks are usually quite complicated, parametric and com-
putationally heavy. The Authors of Ref. [140] recently proposed a novel method which
is fast, as it is based on local information only, non-parametric, and able to extract the
so-called rich core of a network. The procedure to identify such rich cores consist of few
simple steps. First, nodes are ranked in descending order of richness according to a cho-
sen structural property ξ. Typically such property is chosen to be the degree k. Second,
for each node i, its ki links are divided into two groups: those towards richer neighbours
which have a higher degree (connections of type ’+’, whose number we indicate as k+),
and those towards poorer neighbours with a lower degree (connections of type ’-’, whose






We then study the number of links towards richer nodes k+ = k+(r) as a function of their
rank in richness r. The node with the highest degree in a network has many connections,
but they are all towards poorer nodes, i.e. k+(r = 1) = k+(k = kmax) = 0. Conversely,
the poorest node in the system will have only connections of type ’+’, but they will be
very few, i.e. k+(r = N) = k+(k = kmin) = kmin. In general there exists a node with
given rank r∗, such that k+r reaches its maximum k
+∗
r . By definition the rich core of the
network is formed by all nodes with a rank which is better than or equal to r∗, whereas
the remaining ones belong to the periphery. In the case of weighted networks, the degree
ki of a node i is replaced with its strength si =
∑
j wij , where wij ≥ 0 describe the
intensity of the connection between i and j, and k+i becomess
+
i . The algorithm can also
be easily generalised to the case of directed networks.
As it is based on local information only, profiling the rich core of a network is a much
quicker procedure than other methods to identify core-periphery structures in networks,
and it is particularly suited for large-scale systems. The algorithm is illustrated in Fig. 6.3
for the famous Zachary Karate Club network [141], and has been applied in a number
of different contexts, including detecting the core of the network of collaborations and
funding among universities in the United Kingdom [142]. In spite of its simplicity, this
pragmatic way of defining a core was shown to be related to coupling the two concepts
of escaping time of a random walker and the rich-club behavior of a network [140].
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Figure 6.3: (a) Number of links k+r towards richer nodes for each node r in
the Zachary Karate club network [141]. The boundary of the core
is marked by k+∗r and indicated by the dotted line. (b) A graphi-
cal representation of the network with core (black) and periphery
(white) nodes derived from the rich-core method [140].
We now evaluate the performance of such algorithm on a simple model inspired by
the discussion of the previous Section [? ]. Let us consider a stochastic block model
where Nc nodes are labeled as core and Np = N − Nc as periphery. A connection
between two core nodes (block 1) is generated with probability ρ1, a connection between
a core node and a periphery node (block 2) is generated with probability ρ2, and a
connection between two peripheral nodes (block 3) is generated with probability ρ3. We
choose the three probabilities such that ρ1 ≥ ρ2 ≥ ρ3, in agreement with our previous
discussion on the block structure of a network with a core-periphery structure. The
stronger the block structure associated to the graph, i.e. the higher ∆ρ = ρ1 − ρ3, the
easier it is for the algorithm to recover the wanted core-periphery partition. Given the
three probabilities, the expected total number of edges connecting two core nodes is
Kcc = ρ1[(Nc− 1) ∗Nc/2], the expected total number of edges connecting two peripheral
nodes is Kpc = ρ3[(N −Nc − 1) ∗ (N −Nc)/2], and the expected total number of edges
connecting a node from the core and a node from the periphery Kcp = ρ2[Nc ∗ (N −Nc)].
The total number of links is K = Kcc + Kcp + Kpp. It is also possible to compute the
average degree of core nodes as
〈kc〉 = ρ1(Nc − 1) + ρ2(N −Nc) (6.3)
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and that of the peripheral nodes as
〈kp〉 = ρ3(N −Nc − 1) + ρ2(Nc). (6.4)
The average degree of the system will then be equal to
〈k〉 = Nc〈kc〉+ (N −Nc)〈kp〉
N
. (6.5)
In the following we fix the value of ρ2 to a precise value, and study the system has
a function of the relative density of the core and the periphery blocks. We start by
considering a system with N = 250 nodes, of which Nc = 50 belonging to its core.
We choose ρ2 = ρ̄ = 0.04. For ρ1 = ρ2 = ρ3, this condition fixes the average degree
〈k〉 ≈ 10. We are interested in studying the algorithm performance by varying the
internal structure of the network, but keeping fixed the total number of connections. For
such a reason, as we vary ρ1, we can opportunely compensate by tuning the density of
the periphery-periphery block and setting it equal to
ρ3 =
2
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Figure 6.4: (a) Number of nodes assigned label C correctly (blue line) and
wrongly (green line) identified by the algorithm, and number of
nodes assigned label P correctly (light blue line) and wrongly (red
line) identified by the algorithm, as a function of ρ1. (b) Jaccard
and Rand index between the pre-assigned groundtruth partition
and the partition recovered by the rich core algorithm as a function
of ρ1. For the considered system size (N = 250 nodes, Nc =
50, Np = 200) the algorithm appears to work extremely well for
ρ1 > 0.2. (c) Jaccard index between the groundtruth partition
and the partition recovered by the algorithm for different core size
as a function of the average degree of core and peripheral nodes
kc/kp [? ].
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In Fig. 6.4(a) we show that, as ρ1 grows, the total number of nodes originally labeled
as cores and periphery correctly classified by the algorithm increases, whereas the number
of mistakes diminishes [? ]. Let us call ncc the number of nodes labeled and identified by
the algorithm as core, npp the number of nodes labeled and identified by the algorithm
as periphery, ncp the number of nodes labeled as core but identified as periphery (false
negative) and npc the number of nodes labeled as periphery but identified as core (false
positive). We evaluate the goodness of the extracted partition as a function of ρ1 in
terms of the Jaccard index
J =
ncc
ncc + ncp + npc
(6.7)
and the Rand index
R =
ncc + npp
ncc + npp + ncp + npc
. (6.8)
While R considers equally important a correct classification of core and peripheral nodes,
J focuses on the first only. As shown in Fig. 6.4(b) both indexes increase as a function
of ρ1, even if R is higher than J . Whereas the increase is stronger for small values ρ1,
it becomes lighter for larger values, in particular after ρ1 = 0.2. In Fig. 6.4(c) we show
the Jaccard index between the partition found by the algorithm and the groundtruth for
systems with cores of different sizes, such as Nc = 25, Nc = 50 and Nc = 100.
6.3 Rich cores in multiplex networks
In multi-layer networks nodes can in general play very different roles on different layers.
For instance, a node which is extremely central in one layer might be very peripheral on a
different one. Conversely, it is possible to have nodes that do not belong to the core of any
layer individually, but because of their interplay are still quite important for the overall
relational organisation of the multiplex network [? ]. A first unsatisfactory solution
to extract cores in multiplex networks consists in applying the single-layer method to
the weighted overlapping network O. However, in such case the specific role played by
a node on each level is completely neglected. We remark that the meaning associated
to the different types of links can be very different, as we saw in Chapter 3, where we
considered the structural and the functional layers in the human brain.
Surprisingly, no method has been provided so far to profile core-periphery structures
in multi-layer networks. Starting from the concept of rich core, we develop a method
to detect multilayer core-periphery structure by accounting for interactions of different
nature [? ]. For each node i we compute its multiplex degree vector ki = {k[1]i , . . . , k
[M ]
i }.










Summing across the M layers, the total number of connections towards richer nodes,







Differently from the corresponding variable k+i,aggregated computed on the overlapping
network O with the single-layer weighted algorithm, k+i,multiplex does take into account
the different contribution of the same nodes to the different layers of the system, rather
than only its averaged value on the aggregated network. Nodes are then ranked in terms




i , from highest to lowest. We look for the maximum
value of k+i,multiplex, and all nodes from that with overlapping degree oi higher or equal
to that of the node corresponding to k+multiplex,max, are part of the multiplex core, while
the remaining ones are part of the multiplex periphery.
In order to illustrate how the algorithm works we evaluate such procedure on a novel
multi-layer stochastic block models [? ]. Other modelization of multiplex networks in
terms of stochastic block models can be found in Refs. [143, 144]. As for the single-layer
model, we consider a multiplex of N = 250 nodes, where in each layer α N
[α]
c = 50
of them are labeled as core nodes. Once again we set the average degree such that
〈k[α]〉 = 〈k〉 = 10 and the densities of block 2 in the two layers are again set equal to
ρ
[α]
2 = ρ2 = 0.04 ∀α. The densities of the blocks 1 is set equal to ρ
[α]
1 = ρ1 = 0.2, as
this was evaluated as the minimum value on the single-layer case to achieve a sufficiently
strong core-periphery block structure from the previous single-layer analysis. ρ
[α]
3 = ρ3
is then computed through Eq. 6.6. We evaluate the algorithm over different multi-layer
networks with M = 2 layers, where the core nodes of the two layers have different levels
of node overlap. Core node overlap accounts for the fraction of core nodes in the first
layer that are also core nodes in the second layer. In Fig. 6.5(a) we consider two layers
whose core nodes completely overlap. Their block structure is equivalent (a, top), the
degrees k[1] and k[2] are correlated and most of the nodes belonging to each core (a,
medium) form the multiplex core of the system (a, bottom). In Fig. 6.5(b) we consider
layers where half of the core nodes are shared with the other level of the system, and
half are typical of each level. The block representation of the two layers is partially





i ) (b, medium). The multiplex core of the system (b, bottom) is formed by
nodes which are part of the core on both layers and nodes which, despite being in the
periphery in one of the two, score extremely high in the other one. At last, in Fig. 6.5(c)
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Figure 6.5: In panels (a),(b) and (c) we consider three multiplex networks
with M = 2 and different levels of core node overlap. The block
structures of the two layers of each multiplex are shown in the top
row panels. The core block of layer 1 (its block 1) is delimited
by a dark blue line, whereas the periphery block (its block 3) is
delimited by a light blue line. The core block of layer 2 is coloured
in dark green and the periphery block is coloured in light green.
The core of layer 1 is fixed while the core of layer 2 is progressively
shifted from (a) to (c) to decrease the node overlap from maximum
to minimum. In the scatterplots we show each node as a function
of the degree on the two layers according to a single-layer analysis
(intermediate row: core in both layers, periphery in both layers,
or mixed situation) and the multiplex algorithm (bottom row) [?
].
we consider layers whose cores do not overlap (c, bottom), meaning that k[1] and k[2] are




We note that the two considered functional forms to aggregate {k[1]i , . . . , k
[M ]
i } and
{k+[1]i , . . . , k
+[M ]
i } represent the simplest possible choices. More in general, however,
the multiplex richness µi (equal to oi in the simplest case) will be a generic function f
of the degree of a node at the different layers:
µi = f(k
[1]
i , . . . , k
[M ]
i ). (6.11)
In an analogous way, the contribution towards richer nodes µ+i (equal to k
+
i,multiplex in
the simplest case) will be given by
µ+i = g(k
+[1]
i , . . . , k
+[M ]
i ), (6.12)
where g is another generic function. In some contexts, exogenous information is available
on the relative importance c[α] of the M layers. Let us be both f and g two linear additive
functions. The previous equations can be re-written to take into account the relative














If no exogenous information on the layers is available, c[α] = c = 1 ∀α and µi and µ+i
correctly reduce to oi and k
+
i,multiplex respectively [? ]. The presented method enables
to extract a multiplex core from any type of multilayer datasets. We hope that in the
future this technique will help unveil the core structures of many social, biological and
man-made networks where the units interact across channels of different type.
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Part II
Dynamics on multiplex networks
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The first part of this thesis was devoted to set out the formalism to describe the
structure of a multiplex network, which we take to be given either by eq. (1) or (2), and
unveil the structure at the micro, meso and macroscale of real-world multiplex networks.
In the second part of the thesis we investigate dynamical processes taking place on top
of multiplex networks, from random walks to social and evolutionary dynamics, and how
multiplexity often produces novel and unexpected emergent multiplex behavior which
is not observed on any of the layers individually, nor on the corresponding aggregated
network.
Let us start by proposing a general formalism to describe dynamics in multilayer
systems [33]. We first define the dynamical state of the N nodes of the system. We
assume here that the state of a node i at time t is described by a D-dimensional vector
σi = σi(t) ∈ RD whose components we take w.l.o.g. as real numbers. Notice that the
dimensionality D of the state variable of each unit is not necessarily directly related
to the number of layers M of the multiplex. In the simplest possible case the state of
the node is identical across all layers, which means that D = 1 and σi is single-valued.
Often, however, we want to model a case where a node’s state can be different depending
on the layer. In this more general case the global dimensionality of the node state as a
combination of the dimensionality d[α] at each layer, i.e. D =
∑M
α=1 d
[α]. When the state
of the node on each layer has the same dimensionality d, the previous expression reduces
to D = M × d. In this way, the dynamical state of a multiplex network is determined
once we give the N ×D-dimensional vector S = {σ1,σ2 . . . ,σN}.
In such most general form the equations governing the dynamics on a multiplex can
be written as [33]:
dS
dt
= F (M,S) (6.15)
for a continuous-time process, or
S(t+ 1) = F (M,S(t)) (6.16)
for a discrete-time process. We note that more complicated cases are also possible, such
as coupling layers with both continuous and discrete time evolution, as in the case of
Ref. [29].
In the equations given above the structure of the multiplex remains fixed, i.e. M(t) =
M(0) ∀t, and only the states of the nodes S are changing over time. Now, it is also pos-
sible for the multiplex structure to evolve over time, dMdt = G(M). When the evolution
of the multiplex structure is influenced by a fixed state or topological property of the
nodes, the previous equation can be generalised as dMdt = G(M,S). This naturally leads
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to the most general case, where the dynamical evolution of the state of the nodes and
the multiplex structure is interdependent. For this last case, we can write the dynamical
equations as [33] 
dS




for continuous-time processes, and as
S(t+ 1) = F (M(t),S(t))
M(t+ 1) = G(M(t),S(t))
(6.18)
for discrete-time processes. We finally note that it is also possible to associate a dynam-
ical state to the edges of the multiplex and consider the corresponding link dynamics.
However, this topic is still in its infancy and will not be covered in this thesis.
This general formalism for dynamical processes on multiplex networks was introduced
in Ref. [33], where Authors analyse selected examples from the multilayer literature where
multiplexity produces genuinely novel emergent behavior. We note that there exists as
well a number of thematic reviews on dynamics on multilayer networks, for instance
on percolation [145], games [146], spreading processes [147] and based on the tensorial
formalism [148]. In the next chapters of this thesis we focus on specific dynamics such
as random walks, opinion dynamics, cultural dynamics and evolutionary game theory,
closely presented as in the original papers, and investigate how the multilayer structure




In the realm of dynamical processes on networks [149] the simplicity and -still- the rich-
ness of random walks has attracted much attention in recent years [150, 151]. Random
walks are the most simple way to explore a network using only local information, and
the steady-state properties of a walk, including characteristic times, limiting occupation
probability, and coverage, have tight relationships with the structure of the graph upon
which the walk takes place [152, 153]. For this reason, random walks have also been
successfully used as probes of network properties, with applications ranging from com-
munity detection [129, 154, 155] to taxonomy of real-world networks [156]. Moreover,
specific flavours of random walks are widely used for the exploration of online social
networks, information networks and the like.
A class of random walkers of particular interest is that of walkers whose motion is
biased on the structural properties of the network [157]. In its simplest possible version,
the considered biased random walks are Markov processes whose transition probability is
a parametric function of the topological properties of the destination node. In this way,
by tuning the parameters of the biasing function one can force the walk to preferentially
visit, or avoid, nodes exhibiting high or low values of given topological descriptors, such
as the degree, clustering or betweenness. In particular, degree-biased random walks have
been used to define new centrality measures [158, 159], identify communities [160], and
provide optimal exploration of a network using only local information [162]. It has also
been found that the dynamics of degree-biased random walks is strongly affected by the
presence of degree-degree correlations in the structure of the network [161, 163, 164],
so that an appropriate choice of the structural bias can be used to perform efficient
sampling of unknown networks.
In this chapter we study several ways in which random walks can be extended to
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multi-layer networks, and we show how to devise appropriate ways to bias the walkers
on the topological properties of the nodes at each layer in order to perform an efficient
exploration of such systems [165]. We notice that random walks have also been applied
to multi-layer networks to quantify the impact of failures in interconnected systems [166].
However, we will focus here on biased random walks and will investigate how the biasing
function affects the dispersiveness of the walk and the steady-state occupation probability
distribution [165]. The aim is to find walks which visit far away regions of a multiplex
network within a relatively small number of steps, a property related to the dispersiveness
of the walk, and, at the same time, guarantee that the probability for a walker to visit any
node in the system is as close as possible to uniform, thus allowing to sample unknown
graphs in an efficient way.
The presence of many interdependent layers allows to construct several classes of
biased random walks, and in particular what we call extensive walks and intensive walks,
where the difference between the two classes is in the dependence of the parameters of the
biasing function on the number of layers of the system. In the former case, the biasing
function depends on the structural properties of the destination node at all the layers of
the system (thus, the number of parameters is extensive in the number of layers), while
in the latter case the bias depends on intrinsically multiplex properties of the destination
node, which do not depend explicitly on the number of layers of the network.
For both classes of biasing functions, we provide analytical closed forms for the long-
time properties of the random walks, in terms of stationary probability distribution and
entropy rate [167], and we study the effect of different structural properties, including the
number of layers, the presence and sign of inter-layer degree correlations, the redundancy
of edges across layers, the density of the multiplex and the heterogeneity of the degree
distributions, on the steady-state behaviour of these walks. We find that all these prop-
erties have a remarkable effect on the maximal dispersiveness and on the steady-state
occupation probability of biased random walks [165].
Finally, we study the diffusion properties of several real-world multiplex networks,
namely the six continental airline transportation networks, and we show that in those
cases the pressure to provide robust route alternatives has somehow hindered the overall
diffusion properties of those systems [165].
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7.1 General features of biased random walks
Let us consider a M -layer multiplex network of N nodes. In the following we assume
the layers to be unweighted, but all the results can be easily extended to to the case of
weighted multiplexes.
In general, a random walker on a multiplex is not constrained on a single layer and can
exploit all the connections pointing out of the current node, at all layers. A synthetic –
yet incomplete– description of the topology of a multiplex is provided by the overlapping





account for the total number of connections between two nodes across all layers [15]. In






This set up is very general and allows for a variety of different motion rules. In fact,
fj can be either a function of some topological multiplex properties of the arrival node
j, or an informative combination of some structural features of the destination node,
measured at all or at a fraction of the layers. Notice that the unbiased random walk on
the multiplex is obtained by setting fj = 1, ∀j ∈ V . In this case a walker jumps out of
node i by traversing one of the edges incident on i chosen with uniform probability and
independently on the layer to which it belongs. It is worth noting that the use of the
overlapping adjacency matrix {oij} does not automatically make the walk in Eq. (7.1)
equivalent to a random walk on the aggregated graph obtained by flattening all the layers
in a single network. In general, if the biasing function fj depends, either explicitly or
implicitly, on the structural properties of node j in the multiplex network, the walk in
Eq. (7.1) cannot be directly mapped on an equivalent walk on the aggregated graph.
Stationary probability distribution. Starting from the one-step transition prob-
ability given in Eq. 7.1 we derive closed forms for several asymptotic properties of the
walk [165]. Following an approach similar to that used in Ref. [157], we now show that
for any choice of the biasing function fj the stationary probability distribution p
∗ = {p∗i }
of biased walks on multiplex networks can be analytically derived, under the hypotheses
that i) the topological overlapping matrixO is primitive and that ii) fj is a time-invariant
function of any property of the destination node j. We start by considering the prob-





πj1,i × πj2,j1 × . . .× πj,jt−1 , (7.2)
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πj1,j × πj2,j1 × . . .× πi,jt−1 . (7.3)
Comparing Eq. (7.2) with Eq. (7.3) and considering that the multiplex is undirected
(i.e., oij = oji), we obtain
cifipi→j(t) = cjfjpj→i(t), ∀i, j ∈ V (7.4)
where ci =
∑
j oijfj . If the matrix O is primitive, then a stationary probability distri-
bution exists and limt→∞ pi→j(t) = p
∗















We notice that Eq. (7.6) is quite general, since it does not explicitly depend on the form
of the biasing function or on the actual structure of each layer or of the topological
overlapping matrix O.
In many real-world application scenarios, e.g. in crawling the structure of online social
networks, it is important to guarantee that for long enough times the walk will end up
visiting all the nodes of the graph with the same probability. It is easy to prove that an
unbiased random walk is not a good choice in this case, since its steady-state occupation
probability distribution is proportional to the degree sequence, hence an appropriate
bias should be used to avoid to visit hubs more frequently than poorly-connected nodes.
In practice, it is not always possible to find a walk which produces exactly the same
stationary occupation probability distribution for all the nodes, i.e. p∗i = p = 1/N, ∀i.
However, one could instead require that the resulting stationary probability distribution,
although not equal for all nodes, has the minimum possible variance. In particular, in the






where µ(p∗) and σ(p∗) are the average and the standard deviation of p∗, respectively. We
will look for suitable combinations of the parameters of the walk that produce the small-
est possible value of η(p∗), corresponding to the maximum uniformity of the accessibility
of the nodes attainable on a certain multiplex network.
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Entropy rate. One classical measure to quantify the mixedness or dispersiveness of
a walk on a graph is the entropy rate h = limt→∞ St/t [167], where St is the Shannon
entropy of the set of all the trajectories of length t generated from the walk rule, and
h is the minimum amount of information necessary to describe the process [167]. In
particular, h = 0 only if the walk generates exactly one possible trajectory, while h
is maximum when all the trajectories are equiprobable. Intuitively, walks with a high
mixedness can explore remote regions of a graph within a relatively small number of
time-steps. This property is again desirable for the efficient exploration of unknown
networks, where only local information is available. In particular, it is interesting to find
a biasing function which guarantees that the walk does not remain trapped for too long
in any region of the graph, and this is usually obtained by maximising the dispersiveness
of the walk.







which means that h depends only on the walk rule πij and on the stationary probability
distribution [157]. By substituting the analytical expression for p∗ given in Eq. (7.6)
into Eq. (7.8) we get:












This expression has a natural upper bound, which reflects the case of random walks
where all trajectories of the same length have equal probability. It is interesting to
notice that, as shown by Burda et al. in Ref. [168], the maximal value of entropy rate
attainable by any walk on a given single-layer graph depends on the structure of the
graph, and in particular for an undirected graph it is equal to lnλmax, where λmax is the
maximum eigenvalue of the adjacency matrix of the graph.
This result can be extended to the case of walks on multiplex networks as follows [165].
The total number of trajectories of length t generated by a walk defined as in Eq. (7.1)
is equal to Nt =
∑
i,j(Ot)ij , where Ot is the t-th power of the overlapping adjacency






where λmax is now the maximum eigenvalue of the overlapping adjacency matrix O (this
result is a direct consequence of the application of the power method). In general, the
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maximal value of the entropy rate attainable with a particular motion rule will be smaller
than or at most equal to h̃max. Since obtaining high mixedness is a desirable property of
a walk in many real-world applications, such as when searching for a given resource on a
graph, in the following we will look for combinations of the parameters of different motion
rules which can produce high values of h, to better approximate the corresponding value
of h̃max allowed by the structure of the network.
Heterogeneous mean-field. In the particular case in which the bias function
fi depends only on the (vectorial) degree ki = {k[1]i , k
[2]
i , . . . , k
[M ]







ij is the degree of node i at layer α, the expression for the
stationary probability distribution can be considerably simplified [165]. Let us consider
a heterogeneous mean-field, in which all the nodes belonging to the same degree class k
are structurally indistinguishable. Under these assumption, and since fi depends only on
the degree, then for all the nodes i having the same degree ki = k we have fi = fki = fk,















k = 1. Eq. (7.11)
means that all the nodes in the same degree class will have the same steady-state prob-
ability of being visited by the walk. Notice that okk′ is the expected number of edges
connecting two nodes whose multiplex degree is respectively equal to k and to k′. If we
assume that there are no edge correlations, i.e. that the probability of having a
[α]
ij = 1
does not depend on the probability of having a
[β]













since the expected number okk′ of edges between a node with degree k and a node
with degree k′ is actually equal to the sum of the expected number of edges connecting
these two nodes at each of the M layers (we indicate by k′[α] the degree at layer α of a
node whose vectorial degree is equal to k′). If we additionally assume that there are no
intra-layer correlations, then:
P (k′


















This expression for p∗k is quite general, and in particular it is valid even in the presence
of inter-layer degree-correlations [22]. Since the heterogeneous mean-field discards intra-
layer and edge correlations, which usually contribute to hinder the dispersiveness of a
walk, Eq. (7.14) can be readily plugged into the expression of the entropy rate in Eq. (7.8)
to obtain an estimate of the maximum value of h attainable with a given biasing function
on a multiplex network with an assigned multiplex degree sequence {ki}.
7.2 Classes of biased random walks
The introduction of a biasing function in the motion rule is mainly motivated by the
necessity to obtain an exploration of the graph which is more efficient, i.e., faster with
respect to the time needed to visit all the nodes, or more homogeneous, i.e., avoiding
heterogeneities in the stationary distribution probability, in order to explore with the
same probability each node of the graph. In single layer networks these two aims are
in general antithetical. For instance, a biasing function which maximises the mixing
of the walk (corresponding to higher values of entropy rate) usually produces a quite
heterogeneous stationary occupation probability, mainly due to the fact that a better
mixing is obtained by exploiting the central role played by hubs. High values of h are
usually achieved in a single-layer uncorrelated graph by a degree-biased walk πji ∼ kbj
with b = 1, and in general with a bias b > 0 in graphs with non-trivial degree-degree
correlations [157]. On the other hand, a uniform stationary occupation probability is
obtained by using πji ∼ kbj with b = −1 in uncorrelated graphs, and in general by a
value of b < 0 for graphs with degree-degree correlations, which corresponds to forcing
the walkers to preferentially move towards poorly connected nodes [164].
The richness of multi-layer networks allows the exploration of more complex biasing
functions and, as we will show in the following, usually produces quite interesting dynam-
ics. The reason of such richness is that the multiplex degree of a node i is a vectorial
rather than a scalar quantity, a fact that allows to construct several degree-based biasing
functions. In the following we present two particular classes of such biasing functions,
which we call extensive and intensive biases, respectively [165].
Extensive bias functions. We call extensive those walks whose motion rule depends
on a function of the degrees of the destination node at each of the M layers. A first
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where bα ∈ R is the bias exponent associated to layer α. Another example is that of








We named these walks “extensive” since the number of free parameters in the motion
rule, namely the exponents bα, increases with the number of layers M . This peculiar
property of extensive walks allows for a fine-grained setting of the bias in order to avoid
nodes whose replicas on each of the M layers belong to a specific degree class. For
instance, in the case of a two-layer multiplex, if we set b1 > 0 and b2 < 0 then the
walkers will preferentially move towards node having, at the same time, high degree
on layer 1 and low degree on layer 2. It might sometimes be desirable for a walker to
have such sophisticated motion rules. An example is that of multiplex collaboration
networks, in which nodes are scientists and layers represent co-authorship patterns in
different fields. In that case, we might use an appropriately biased multiplex random walk
which prefers to move towards nodes having a higher degree in a particular field, whose
stationary probability distribution will represent a measure of the relative importance of
each author in that field.
However, having a number of parameters which scales with the number of layers is
not always a desirable property, especially if one wants to tune these parameters in order
to obtain a walk with certain dynamical properties (e.g., either in terms of stationary
probability or in terms of entropy rate). This problem is efficiently solved by intensive
bias functions.
Intensive bias functions. We call intensive those multiplex walks whose motion
bias depends on one or more intrinsically multiplex properties of the destination node.

















j is the overlapping degree of node j and Pj is the multiplex participa-




























































Figure 7.1: Heat-maps of the value of entropy rate h of different multiplex
biased walks as a function of the parameters of the biasing func-
tion. The panels correspond, respectively, to additive [right, (a)
and (d)], multiplicative [middle, (b) and (e)] and intensive walks
[left, (c) and (f)] on uncorrelated duplex networks (in the top pan-
els the two layers have the same power-law degree distribution
P (k) ∼ k−γ with γ = 2.5, while in the bottom panels the two lay-
ers have power-law degree distributions with different exponents,
namely γ1 = 2.2 and γ2 = 2.7. In general, the maximum of h
is obtained for positive values of the two bias parameters, cor-
responding to extensive walks which move preferentially towards
nodes having high degrees on both layers, and to intensive walks
whose motion rule is biased towards truly multiplex nodes [165].
we are effectively using information about the distribution of the edges of the destination
node across the layers. In particular, for fixed number of layers M , oi is proportional
to the average of the distribution defined by ki = {k[1]i , k
[2]
i , . . . , k
[M ]
i }, while Pi gives




i ∀α (i.e., if
node i has roughly the same degree at all layers) and Pi ∼ 0 if almost all the edges of
node i lie on just one layer.
We notice that when bo > 0 the walkers will preferentially move towards hubs, while
for bo < 0 they tend to visit the poorly connected nodes more often. Similarly, for
positive values of bp the walkers will preferentially move towards truly multiplex nodes,
i.e. nodes whose distribution of edges across the M layers is more homogeneous, while for
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bp < 0 the walkers prefer to move towards focused nodes, i.e. those having the majority
of their connections in just one or a few of the M layers [15]. In general, by tuning the
two parameters bo and bp we can obtain a rich variety of different walks. For instance, for
bo > 0 and bp > 0, the walkers will be attracted by truly multiplex hubs (i.e., nodes with
many links, almost equally distributed across the layers). Conversely, when bo > 0 and
bp < 0 focused hubs are visited often and multiplex poorly connected nodes are strongly
avoided, and so forth. The unbiased multiplex walk is recovered for bp = bo = 0.
The most interesting characteristic of the intensive walk defined by Eq. (7.17) is that
the number of free parameters is fixed and does not scale with the number of layers, as
instead happens for extensive walks. We will show in the following that intensive walks
usually perform at least as well as extensive walks, e.g. with respect to the maximisation
of entropy rate or to the minimisation of heterogeneity in the stationary occupation
probability distribution.
It is worth noting that in the case of a duplex, i.e. when M = 2, even if the number
of biasing parameters in intensive and extensive walks is the same, their effect on the
motion of the walkers is different. Differently from b1 and b2, intensive biases do not
allow to bias the walkers towards nodes with given properties in a particular layer but
always consider intrinsically multiplex features, such as their total number of connections
and their heterogeneity.
In order to explore the differences in the dynamical properties (i.e., the entropy
rate h and the normalised standard deviation of the stationary occupation probability
distribution η(p∗)) of biased multiplex walks, in the top panel of Fig. 7.1 we report the
values of h obtained by additive, multiplicative and intensive random walks as a function
of the two bias exponents in a two-layer multiplex network whose layers have the same
average degree 〈k〉 and power-law degree distributions P (k) ∼ k−γ with γ = 2.5, with
no inter-layer correlations and no edge overlap. We note that the results obtained for
different values of the exponent γ of the power-law degree distribution are comparable
to those shown in Fig. 7.1 and Fig. 7.2, and are not reported for brevity. We notice
that also in this simple case the three walks have remarkably different behaviours. In
particular, the additive walk exhibits a relative small sensitivity to the values of the
biasing exponents, which results in smaller variations of h. In fact, there is a large
region of b1 (i.e. 0 < b1 < 2) within which the entropy rate is almost constant and not
very different from the absolute maximum for a relatively large range of values of the
other exponent b2, i.e. −5 < b2 < 2 (the same reasoning is valid for 0 < b2 < 2 and
−5 < b1 < 2, due to the symmetry of the additive bias function).
Conversely, the picture is much richer and less trivial in the case of multiplicative
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and intensive walks, for which the maximum of h is obtained for a relatively small
range of parameters, usually corresponding to positive exponents. We obtain slightly









, namely with exponents γ1 = 2.2 and γ2 = 2.7
respectively. In this case, the symmetry in the additive and multiplicative phase diagrams
is broken, and the maximum values of h are found by biasing the walk towards nodes with
high degree on both layers, with a higher biasing exponent on the degree of the second
layer, which has a more homogeneous degree distribution. Also the phase diagram for
the intensive walk is modified, with the line of maximum values becoming thinner.
Similar considerations hold for the phase diagram of η(p∗), reported in Fig. 7.2. In
this case, the minimum variance (yielding a more homogeneous exploration of nodes) is
obtained for negative values of the two bias exponents. Moreover, the phase diagram
exhibits quite small variations in the case of additive walk, while we observe more het-
erogeneity in the case of multiplicative and intensive walks. Again, the symmetry of
the phase diagrams of the extensive walks is broken when pairs of layers with different
power-law exponents γ1, γ2 are considered, with the region b2 > b1 showing greater varia-
tions than for b2 < b1. Qualitatively similar differences can be obtained with asymmetric
layers with respect to other statistical properties, such as density.
All the results for synthetic networks, both in the current and following sections, have
been obtained for layers with N = 104 nodes and averaged over 1000 realisations.
7.3 How the structure of a multiplex affects the walk
In this section we illustrate how the structure of the multiplex network affects the maxi-
mal entropy rate and the minimum heterogeneity of the stationary occupation probability
distribution achievable in the system.
We focus on five structural aspects, namely i) the presence and sign of inter-layer
degree-degree correlations, ii) the existence of edge overlap across layers, iii) the number
M of layers of the multiplex, iv) the power-law exponent γ of the degree distribution
of the layers, and v) their density, measured through the average degree 〈k〉. Since
our focus is on the construction of efficient walks (in terms of maximal dispersiveness
and of homogeneity of the stationary occupation probability) the parameters of interest
in all the cases are the overall maximum value of entropy rate, denoted by hmax, and
the minimum value of the normalised standard deviation, denoted by ηmin, obtained by












































































Figure 7.2: Heat-maps of the normalised standard deviation of the station-
ary occupation probability distribution η(p∗) of different multiplex
biased random walks. Legend as in Fig. 7.1. In extensive walks,
the minimum of η is always attained for negative values of the two
exponents, while in intensive walks the minimum of η is obtained
for bo < 0 and bP ' 0, meaning that walkers tend to preferentially
move towards nodes with small degrees on both layers [165].
Effect of inter-layer degree correlations. In this paragraph we recall the Spear-
man rank correlation coefficient ρ between layer α and layer β introduced in Section 2.2.
We remind that the coefficient ρ takes values in [−1, 1], so that ρ = 1 if the two degree
sequences are perfectly correlated (meaning that a hub at layer α is also a hub at layer
β), while ρ = −1 when the two degree sequence are perfectly anti-correlated, i.e. when
a hub on layer α is always a poorly connected node on the other layer, and viceversa.
Intermediate positive (negative) values of ρ indicate weaker positive (negative) inter-layer
correlations, while ρ ' 0 when the two degree sequences are uncorrelated.
In Fig. 7.3(a) we report the plot of hmax and ηmin for extensive and intensive walks on
two-layer multiplex networks with same average degree and power-law degree distribu-
tions P (k) ∼ k−γ with γ = 2.5, for different levels of inter-layer degree correlations [165].
As made evident by the figure, intensive walks usually perform at least as well as extensive
walks with respect to both maximisation of entropy and minimisation of the heterogene-
ity of the stationary occupation probability distribution. This suggests that, aside from
















































Figure 7.3: Values of hmax (top panels) and ηmin (bottom panels) as a func-
tion of the the inter-layer degree correlation coefficient ρ (a), the
average edge overlap ω (b) and the number of layers M (c), respec-
tively for additive (triangles), multiplicative (squares) and inten-
sive (circles) walks. For the entropy rate, we also show the value
of h̃max = lnλ corresponding to the maximum entropy random
walk (solid line). (a) For all walks, hmax is an increasing func-
tion of the inter-layer degree correlation coefficient ρ, and provides
a very good approximation of the maximum theoretical entropy
rate h̃max. Notice that intensive walks perform at least as well as
the extensive ones. (b) As the overlap increases, the estimates of
hmax obtained by the biased walks become less precise, while ηmin
increases as a function of ω. (c) hmax increases and ηmin decreases
as a function of M . In this case we only performed simulations for
intensive walks [165].
of values of entropy and η(p∗) by using only two parameters, irrespective of the actual
numbers of layers in the multiplex.
Effect of edge overlap. We now investigate the impact of the presence of edge
overlap on the long-term dynamics of extensive and intensive walks [165]. Given the







ij . The edge overlap of a multi-layer network is then computed as
the average of ωij over all the node pairs for which oij 6= 0 (i.e., for all pairs of nodes














where K is the number of pairs of nodes which are connected in at least one of the M
layers. Notice that the average edge overlap ω is equal to 1 only if all the M layers are






























Figure 7.4: Values of hmax (top panels) and ηmin (bottom panels) as a function
of the exponent γ of the the power-law distribution of each layer
(a) and of the average degree 〈k〉 (b), respectively for additive (tri-
angles), multiplicative (squares) and intensive (circles) walks. For
the entropy rate, we also show the value of h̃max = lnλ correspond-
ing to the maximum entropy random walk (solid line). As shown,
for all walks hmax appears to increase as a function of both γ and
〈k〉. Smaller variations are also found in the values of ηmin [165].
We started from two-layer multiplex networks obtained by coupling identical layers
(thus having edge overlap equal to 1) with power-law degree distributions P (k) ∼ k−γ
with γ = 2.5, and then we obtained multiplex networks with prescribed values of edge
overlap by rewiring a certain percentage of the edges of one of the two layers in order
to maintain the degree sequence unaltered. Notice that by construction the resulting
multiplex networks have maximally positive inter-layer degree correlations (i.e., ρ = 1).
As shown in Fig. 7.3(b), ηmin becomes higher as ω increases, meaning that higher values
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of edge overlap correspond to a more heterogeneous stationary state probability distri-
bution. Conversely, hmax decreases with ω, in accordance with the fact that higher edge
overlap tends to hinder the dispersiveness of the walk, since a smaller number of distinct
walks can originate from each node. Summing up, multiplex networks having smaller
values of edge overlap are overall preferable in order to maximise the dispersiveness
of the walk and to obtain a more homogeneous stationary occupation probability. In
other words, a small edge overlap guarantees a more effective exploration of a multiplex
network and, at the same time, a more homogeneous distribution of the probability of
visiting each node.
Effect of the number of layers. It is also interesting to study how the dynami-
cal properties of intensive walks change when the number of layers M is progressively
increased [165]. To this aim, we constructed multiplex networks with different number
of layers, with no inter-layer degree correlations and negligible edge overlap, where all
the layers had power-law degree distributions P (k) ∼ k−γ with γ = 2.5. As shown in
Fig. ??(c), hmax is an increasing function of M , while ηmin decreases as the number
of layers grows. In general, the addition of layers in absence of inter-layer correlation
flattens the structural differences among the nodes of the multiplex, and provides better
dispersiveness and less heterogeneity in the occupation probability distribution.
Effect of the heterogeneity of the degree distribution. We investigate here how
the heterogeneity of the the degree distribution of each layer affects hmax and ηmin [165].
To this aim, we considered pairs of uncorrelated layers with the same power-law degree
distribution P (k) ∼ k−γ for different values of γ, maintaining fixed the average degree
of the networks 〈k〉. The plots in Fig. 7.4(a) confirm that both hmax and ηmin grow as γ
increases, i.e. as the degree distribution of the layers becomes more homogeneous. We
notice though that the variation in ηmin appears to be relatively smaller, especially for
multiplicative and intensive walks. This result can be explained by considering that dis-
persiveness is favoured by more homogeneous degree distributions. Layers with different
power-law exponents γ1 and γ2 have been considered in the previous section.
Effect of layer density. Finally, we focus on the effect of layer density, measured
through the average degree of the layers 〈k〉 [165]. Once again we report here the case
of uncorrelated layers with power-law exponent γ = 2.5, but similar results have been
obtained for other values of γ. As shown in Fig. 7.4(b), both hmax and ηmin increase
as a function of 〈k〉. Layers with different average degrees 〈k[1]〉 and 〈k[2]〉 break the
symmetry of the phase diagrams for h and η qualitatively in a similar way as pairing
layers with different power-law exponents.
Summing up, the analysis of the impact of structural properties on the values of
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hmax and ηmin attainable on a multiplex network confirms that positive inter-layer degree
correlations, small edge overlap, large number of layers, and more homogeneous layers
all concur towards allowing biased random walks with nearly-optimal dispersiveness and
closely-to-homogeneous steady-state visiting probability. In other words, a multiplex
network with a large number of layers and small edge overlap, where nodes have roughly
the same number of links at all layers, can be explored ways more efficiently than a
similar multiplex network where nodes have disassortative inter-layer correlations and
edges are redundant across layers.
In the following section we show that the multiplex airline transportation networks
of all the six continents have evolved towards a structure which provides a good trade-off
between efficient exploration and robustness.
7.4 Applications to real-world airline transportation net-
works
As an application, we study here the dynamical properties of multiplex biased walks on
a set of real-world systems [165]. Namely, we apply our framework to the six continental
airline transportation networks introduced in Chapter 1. As shown in Table 7-A, all
such multiplex networks consist of a relatively high number of layers. For this reason,
we will use intensive walks to compute the maximal entropy rate hmax and the minimum
value of the standard deviation of the stationary distribution ηmin. In Table 7-A, we also
report for each multiplex the average number of layers M×ω where each edge exists, the
theoretical upper value of entropy rate lnλ, and the values of hmax and ηmin obtained
by optimising intensive walks.
Multiplex N M M × ω lnλ hmax ηmin
Africa 238 84 1.57 3.36 2.20 1.36
Asia 795 213 2.16 4.96 3.52 1.17
Europe 594 174 1.55 4.60 3.76 1.06
North America 1029 143 1.56 4.70 3.75 1.35
Oceania 261 37 1.52 3.71 2.39 2.00
South America 300 58 1.81 3.66 2.59 1.08
Table 7-A: Structural properties of the six continental airline transportation
systems. For each multiplex, we report the number of nodes N , the
number of layers M , the average number of layers in which an edge
exists M × ω, the theoretical upper value of entropy rate lnλmax
and the extremal values hmax and ηmin obtained by optimising
intensive walks [165].
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We notice that the efficiency of a transportation system is usually measured in terms
of the accessibility of the locations it serves. In particular, in an ideal transportation
system it should be easy to travel between any pair of far-apart regions of the network,
mostly irrespective of where exactly those locations are located. Now, discarding the cost
associated to the distance between the nodes of an airline transportation network, high
accessibility can be obtained by guaranteeing that a traveller can reach remote locations
in the system without large effort, in terms of number of interchanges, and that all loca-
tions can be visited with comparable effort. We have seen that in the language of random
walks these two criteria correspond, respectively, to the maximisation of dispersiveness
and to the minimisation of the standard deviation of the visiting probability.
Hence, we can ask whether the six continental air transportation systems can guar-
antee a good level of navigability, i.e. an optimal trade-off between dispersiveness and
homogeneity of the visiting probability. We reckon that a more informative analysis of
the efficiency of these systems would require more detailed information about the actual
patterns of trips travelled by passengers, the cost associated to each route, the presence
of non-Markovian effects (people often come back to their original place at the end of a
trip), the non-stationarity of the system due to seasonality, etc.. However, we argue that
biased random walks can still provide useful, yet coarse-grained, information about the
overall navigability of those systems. Since we cannot modify the degree distributions
of each of the layers, or the patterns of inter-layer correlations, or the actual number of
layers in each continental air transportation system, we focus here in particular on the
effects of edge overlap.
In the previous section we showed that networks with high edge overlap ω achieve
lower maximal values of dispersiveness of the walk and larger heterogeneity of the equilib-
rium occupation probability distribution. When two nodes are connected by more than
one edge, indeed, from a dynamical point of the view some connections are wasted, since
redundant links do not allow for new paths in the network. However, their redundancy
might often be important for a transportation system, since it makes specific connections
more robust to single link failures. It is not unrealistic to assume that multi-layer trans-
portation systems from the real-world have developed by satisfying a trade-off between
the necessity to provide, at the same time, high diffusivity together with reasonable levels
of robustness, a common problem in spatial networks [166, 169].
Because of the large heterogeneity in the size and number of layers of the six conti-
nental transportation systems, it is necessary to introduce some kind of normalisation
which allow to compare the results observed in different systems. In order to test the
effect of edge overlap on the diffusion properties of real-world systems, for each of the
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where 〈ω〉 and σ(ω) represent respectively the average value and the standard deviation
of the overlap computed on an ensemble of suitably randomised multiplex networks.
In particular, for each continental airline system we sampled 1000 multi-layer graphs
from the configuration model which maintains fixed the degree sequence of all the layers
and rearranges the links on each layer, pairing edge stubs at random. We computed
also z(hmax) and z(ηmin), i.e. the z-scores of the maximal entropy rate and minimum
variance over those 1000 multiplex graphs.
The results reported in Fig. 7.5 confirm that also in real-world systems hmax is nega-
tively correlated with edge overlap, in agreement with the results obtained on synthetic
networks. Similarly, ηmax is positively correlated with ω. Notice that we have z(ω) > 0
in all the six continents, meaning that the edge overlap of the real-world systems is
always higher than that of the null-model, in agreement with the observation that real-
world transportation networks tend to guarantee a certain level of robustness to failures.
However, the quest for robustness has a cost in terms of dispersiveness and accessibility.
In fact, hmax is consistently smaller than the value observed in the randomised systems
(z(hmax) < 0) for all continents, and similarly the steady-state probability distribution
is consistently larger than that observed in the null model (z(ηmin) > 0)
It is quite interesting to note that the two multiplex networks with smallest over-
lap and overall better diffusion properties are the continental networks of Oceania and
Europe, which span the least geographical space. We can speculate that in such systems
some nodes representing cities in different countries are connected comparably well by
different modes of transport, such as trains and bus, suited for relatively short distances
and not included in our analysis. This might potentially explain the relative low number
of redundant edges in those two airline transportation systems. Conversely, the necessity
to provide route redundancy has somehow forced the airline transportation networks of
Asia, South America and North America towards slightly less efficient configurations.
7.5 Discussion
In this Chapter we have explored how to extend biased random walks to the case of mul-
tiplex networks, showing that the richness of multi-layer systems allows to define several
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Figure 7.5: z-score of the average edge overlap ω versus the z-scores of the max-
imal entropy rate hmax (a) and the minimum standard deviation
of the stationary distribution ηmin (b) obtained through intensive
walks. In agreement with findings for synthetic networks, also
in real-world systems z(hmax) is negatively correlated with z(ω)
- Pearson’s correlation coefficient r = −0.70 -, whereas z(ηmin)
is positively correlated - r = 0.30, which increases to r = 0.67
excluding the outliner North America - [165].
extensive walkers (where the node properties, as the degree, are considered separately
at each of the layers with different biasing parameters) and intensive walkers (biased on
of the product two intrinsically multiplex, namely the overlapping degree and the par-
ticipation coefficient) finding closed forms for the stationary occupation probability of
these walks and for the entropy rate, and provided simplified heterogeneous mean-field
expressions for the case in which the multiplex has no correlations.
We thoroughly investigated how structural properties of the multiplex, such as its
number of layers, the presence of edge overlap and/or inter-layer degree correlations,
the density of the layers and the heterogeneity of their degree distribution affect the
dynamics of the random walkers. We found that number of layers, edge overlap and
inter-layer degree correlations have a substantial impact on the diffusion properties of
the walks. Also, we found that intensive random walkers perform at least as well as
extensive random walkers in all the considered scenarios, with the advantage that the
number of bias parameters does not scale with the number of layers.
Finally, the study of the diffusion properties of six real-world multiplex networks,
namely the continental airline transportation networks of Africa, Asia, Europe, Oceania,
North and South America, has shed some new light on the interplay between efficiency
and robustness in multi-layer transportation systems. In particular, we found that the
emerging necessity to provide some resilience to single link failures, which corresponds
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to the introduction of some level of edge overlap, has shaped these systems in such
a way that their navigability, in terms of entropy rate and heterogeneity of the node
occupation probability, has somehow been sacrificed in favour of robustness. The results
of the present work represent a valuable theoretical contribution to the development of
efficient strategies to explore, search or navigate multiplex networks, and confirm the
importance of appropriately taking into account the multiplexity of interactions when
modelling intrinsically multi-dimensional systems.
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Chapter 8
A model with interacting opinions
The increasing availability of data sets about social relationships, such as friendship, col-
laboration, competition, and opinion formation, has recently spurred a renewed interest
for the basic mechanisms underpinning human dynamics [170]. Aside with the classical
studies in social sciences and social network analysis [48, 117, 171], some interesting
contributions to the understanding of social dynamics have lately come from statistical
physics [172], which has brought in the field new tools and analytical methods to study
systems consisting of many interacting agents. In such wider context, much effort has
been devoted to the study of the dynamics responsible for opinion formation in pop-
ulations of interacting agents, and in particular to a more in-depth understanding of
the elementary mechanism allowing the emergence of global consensus and of the role
of endogenous and exogenous driving forces, including social pressure and mass media.
As a result of this investigation, a plethora of models of opinion formation have been
proposed and studied [173–180].
Although the majority of those models originally made the simplifying assumption of
considering homogeneous interaction patterns, i.e. regular lattices, the rise of network
science provided the tools to overcome this limitation, featuring more realistic interaction
patterns. More recently, also the role of mass media in the formation of global consensus
has attracted a lot of interest [181–186].
An aspect of social relationships that has been mostly discarded in the study of the
emergence of consensus is the fact that agents usually interact in a variety of different
contexts, making the interaction pattern effectively multilayered and multi-faceted. As
a matter of fact, the urge to maintain a certain level of coherence among opinions on
different but related subjects might actually play a crucial role in determining the reac-
tion of each agent to external pressure and in facilitating (or hindering) the emergence of
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global consensus. Moreover, the balance between the internal tendency towards coher-
ence and the necessity to adequately respond to social pressure is naturally dependent on
each person’s attitude, thus implying a certain level of heterogeneity. Some individuals
may be more prone to align more closely to the opinions of their neighbors in each of
the different contexts where they interact, putting little or no importance to the over-
all coherence of their profile. On the contrary, some other agents may indeed be more
reluctant to change their opinion on a topic, in spite of being urged by other individuals
or media, if such a change results in a contradiction with another of their opinions on a
different but related subject.
In this Chapter we propose a model of opinion formation that takes into account
i) the concurrent participation of agents to distinct yet connected interaction levels
(representing discussion topics or social spheres), ii) the presence of social pressure and
iii) the exogenous action of mass media [187]. This analysis can be naturally cast in
the framework of multiplex networks, which has recently proven successful for a more
realistic modeling of different social dynamics [188–190]. According to this framework,
agents are represented by nodes connected by links of different nature, where links of
the same kind belong to the same layer of the system. Each layer thus represents the
interaction pattern of individuals discussing a given topic. Different layers are in general
endowed with different topologies, to mimic multi-layer real-world social systems where
distinct interaction patterns are present at different levels. Peer social pressure occurs
on each topic through intra-layer links. The opinions of an individual on the different
topics are also driven towards a specific state by the tension towards internal agent’s
coherence, represented by a preferred configuration of opinions on different topics. Mass
media are introduced as fields acting uniformly on all the agents at the level of each
single topic.
The resulting model is a natural extension of the traditional Ising model of magnetic
interaction [191] and of more recent variations introduced to take into account the effect
of external forces on the emergence of consensus [192], in the spirit of less and more recent
work connecting statistical mechanics of disordered systems and opinion dynamics [193,
194]. The key ingredient of heterogeneous distributed couplings between opinions lead
to interesting equilibrium states, where agents can remain fully coherent while a variable
level of global consensus is attained, depending on the strength of the pressure exerted
by mass media. This clearly resembles the dynamics observed in real societies, thereby
supporting the relevance of our approach.
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8.1 Interacting opinions
Figure 8.1: (a) Model of interacting opinions for M = 2 different topics. Every
agent in the population expresses a binary opinion on each sub-
ject α = 1, 2 (upward or downward arrows) and may interact with
other individuals. The pattern of intra-layer interactions (blue/red
lines for each α respectively) may in general be different. (b) Opin-
ions may change according to both social pressure (weighted by
the parameter J) and external fields, e.g. mass media (not shown).
Individuals are also differently prone to change one or more of
their opinions, according to their internal coherence. Such effect
is taken into account by identifying natural couplings between the
opinions of an agent at the two layers, weighted by the agent-
dependent parameter χi. (c) The internal coherence/incoherence
of an agent is determined by the sign of its opinions (orientation of
the arrows): when χi > 0, coherent configurations are those with
both opinions of the same sign (left couple), whereas incoherent
ones present opinions of different sign (right couple). The opposite
holds if χi < 0 [187].
We consider a population of N individuals interacting through M different layers,
representing different topics or subjects. The network of each layer α = 1, . . . ,M rep-
resents the pattern of interactions among agents on a specific topic, which is in general
distinct from those of the other layers. Each agent i = 1, . . . , N expresses a binary
opinion σ
[α]
i = ±1 on each subject α = 1, . . . ,M . An example with M = 2 is shown
in Fig. 8.1(a), where upwards and downwards spins represent the two possible values
of σ
[α]
i . We assume that agent opinions evolve over time due to two concurrent mecha-
nisms. On the one hand, agents are subject to social pressure from their peers on each
layer (denoted by the red and blue links in Fig. 8.1), so that the opinion of agent i
on node α will tend to remain aligned with the opinions of its neighbors on the same
layer. This mechanism, based on the elimination of conflicting opinions on a microscopic
scale, has been widely observed in many real-world social systems, and is responsible for
the attainment of local consensus on each layer. On the other hand, we assume that
the opinions of agent i at the different layers are not independent from each other but
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are instead interacting, so that for each agent there exists a preferred configuration of
opinions at the different layers which is considered coherent. For instance, the political
orientation of a person is often related to his/her ideas about economy and welfare, so
that the emergence of consensus with its neighbors on one subject should remain coher-
ent with its current opinions on the other layers. Moreover, we imagine that agents are
exposed, on each layer, to the action of mass-media, a mean-field external force which
preferentially drives their opinions towards either +1 or −1.



















for each agent i and each topic α. The first sum on the rhs of Eq. (8.1) represents
the social pressure exerted on i by its neighbors on layer α, and is weighted by the
coefficient J , which models its intrinsic permeability to social pressure. The variables
h[α] represent the external effect of mass-media on the formation of agents’ opinions,
which are considered in this case as a mean-field force acting homogeneously on all the
agents of a layer. Finally, the second sum represents the tendency of agent i towards
internal coherence, where the global parameter γ sets the relative importance of internal
coherence and social pressure. Specifically, when γ ' 0 the opinions of the agents are
mainly driven by peer and external pressure, whereas when γ →∞ they are determined
by the internal coherence, such that coherent configurations are strongly favoured.
This setup is depicted in Fig. 8.1(b) for the case M = 2, where links with different
colors indicate the connections of an agent at the two layers. In practice, J is the
strength of the interaction of each agent with its neighbors, while χi determines the
importance (and sign) of internal agent coherence. In this case, as shown in Fig. 8.1(c),
the preferred configuration of agent’s i spins is concordant if χi > 0 and discordant if
χi < 0. We notice that the actual value of χi, which in the following always lie in the
interval [−1, 1], is a measure of how much agent i is flexible towards a change of one of
its opinions, eventually leading to configurations which do not agree with what it would
consider a coherent configuration of its spins. In other words, agents for which |χi| ' 0
assign less importance to internal coherence and more relevance to social pressure, while
the opposite happens when |χi| ' 1.
In our model, the opinions of each agent evolve towards configurations which maxi-






i , in order to attain, at the same time, internal coherence
and local consensus with their neighbors on each layer [187]. As a consequence, agents
will naturally prefer configurations of spins at all layers which ensure a balanced trade-off
119
between social pressure and coherence, depending on the respective values of the param-
eters γ, J , χi, and of the external fields h
[α]. Although being a somehow simplified model
of real-life interactions, where not just binary but also intermediate opinions between
two extremes are possible and agents might respond differently to social pressure and to
the external effect of mass-media, this model turns out to be already general enough to
investigate the elementary mechanisms driving interacting opinions.
Numerical implementation of this dynamical evolution is obtained through extensive
Monte Carlo simulations, adopting an appropriately modified version of the Glauber
algorithm [195]. In particular, at each step we update all the spins σ
[α]
i , i = 1, . . . , N, α =





i and accepting the flip only when the new configuration leads to a larger
value of the function F
[α]
i . Every time a flip is accepted, F
[α]
i is also updated according
to the new configuration. Clearly, the form of f
[α]
i captures both the contributions of
intra-topic and inter-topic couplings and those of the existing external fields, so that
larger values of F
[α]
i correspond to preferred configurations for node i.
Clearly, these rules imply a deterministic evolution of the opinions, which is not
observed in real social systems. We then need to account for the presence of stochastic
noise. Its simulation is realized by introducing a parameter T ≥ 0, which may be
regarded as a social temperature in analogy with magnetic systems, induced by all those
mechanisms which drive the system out of its deterministic dynamics, such as partial
information or misunderstandings. We include such thermal noise in the dynamics of
our model in a standard way: when T > 0, an agent i may change its opinion on the
topic α even if it leads to configurations with a smaller F
[α]







i being the variation in F
[α]
i due to the flip of thew spin σ
[α]
i .
8.2 Consensus and coherence
We are interested in understanding how the presence of three concurrent factors, namely
the response to social pressure, the tension towards internal coherence and the presence
of an external mean-field force on each layer, affects the emergence of consensus in
the population. We consider three scenarios, namely i) the case in which χi = 1,∀i
(homogeneous agents); ii) the case in which χi is a random variable sampled from a
certain probability distribution (heterogeneous agents); and finally iii) the case in which
the dynamics is affected by noise. For the sake of simplicity, in the following we focus
on the case of two interconnected layers, i.e. M = 2, and we set J = 1, so that the
relative importance of internal coherence and social pressure is determined, for each
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agent, by the product γχi. The model is numerically investigated in the three different
setups described above, where the parameters γ, h[1], and h[2] play the role of control
parameters.












which satisfies −1 ≤ M [α] ≤ 1, with
∣∣∣M [α]∣∣∣ denoting the strength of consensus and
sgnM
[α]
indicating which of the opinion is prevalent among the population. We also











Notice that, when γ > 0, C = +1 if the two spins of each agent are coherent with
their preferred configuration, while C = −1 if they are incoherent for every agent. The
opposite holds when γ < 0.































(which we do not consider in this study) effectively is the Hamiltonian of a multi-layer
Ising model, where the population evolves equivalently towards configurations that min-
imise H. In this sense, our model can be considered as a generalization of the coupled
Ising model on lattices [196]. Following this analogy, we note that the order parameters
M [α] can be interpreted as the magnetization of the different layers of the system.
We discuss in the following sections the transition towards coherence and consensus
and the equilibrium properties of the model, focusing on the dependence of the order
parameters C and M [α] in Eqs. (8.2-8.3) on the parameter γ and on the external fields
h[α] [187]. In details, we investigate in Sec. 8.3 the case of χi = 1 ∀i and T = 0, i.e. a
population of homogeneous agents in the absence of social noise. In Sec. 8.4 we consider
a population of heterogeneous agents (χi not fixed), while keeping T = 0. Finally, in
Sec. 8.5 we study the effect of social noise by investigating the dependence on T .
Simulations of the Glauber dynamics described in the previous section are realized




i = 1 and σ
[2]
i = −1 ∀i. We let the system perform two complete hysteresis
cycles before recording the resulting configurations. This procedure eliminates possible
effects due to the specific initial conditions.
The results presented here are obtained by simulating the dynamics on a multiplex
of two random graphs with the same average degree 〈k〉=6.
8.3 Homogeneous agents: transition towards full coher-
ence
We consider here the case of homogeneous agents χi = 1 ∀i, in the absence of social noise,
i.e., the case T = 0. The effects induced by the external forces, e.g., the mass media, are
studied by choosing fields with opposite signs and relative strength according to the two
typical cases: |h[1]| = |h[2]| or |h[1]| > |h[2]|. We remark that the qualitative behaviour
observed does not depend on the specific values of |h[1]| and |h[2]|. First, we study the
transition in coherence as a function of γ: for fields of both equal and different intensity,
we provide evidence of the existence of a sharp transition along with a hysteresis loop.
We are also able to propose an empirical relation to estimate the transition points γ±,
given the intensity of the fields and the density of the layers. We note that the case of
fields with equal signs is somehow trivial, since the opinions on both layers are pulled in
the same direction and global consensus emerges easily. Second, we find that a coherent
population, i.e. in the regime γ → ∞, exhibits either states of full or null consensus
and that states of partial consensus cannot be attained in a population of homogenous
agents [187].
We show examples of the steep transitions that the system exhibits by plotting C
as a function of γ in the top panels of Fig. 8.2(a1) for |h[1]| > |h[2]| and of Fig. 8.2(a2)
for |h[1]| = |h[2]|. The behavior of the coherence is robust with respect to the relative
strength of the external fields: we always observe a sharp transition from C = −1 to
C = +1 characterised by a marked hysteresis loop. However, the actual values of h[1] and
h[2] deeply affect the corresponding level of consensus emerging in the population. This
is shown in the bottom panels of Figs. 8.2(a-b), where we plot the corresponding value
of M
[2]
as a function of γ. If the external fields have the same intensity |h[1]| = |h[2]|,
we have M
[2]
= 0 for γ > γ+, while M
[2]
= −1 when γ− ≤ γ ≤ γ+. As the transition
is sharp, we can always infer the value of M
[1]
from the corresponding values of C and
M
[2]
. In fact, we respectively have M [1] = ±M [2] when C = ±1.
This result has a clear interpretation. When γ is increased, the second term in
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Figure 8.2: Values of the average agent coherence C (top panels) and of the
consensus on the second topic M [2] (bottom panels) as a func-
tion of γ for a population of homogeneous agents (χi = 1, ∀i).
External fields are chosen with opposite signs and either differ-
ent (|h[1]| > |h[2]|) (left panels) or equal (|h[1]| = |h[2]|) relative
intensity (right panels). A sharp transition towards full coher-
ence (C = 1), characterised by an hysteresis cycle delimited by
the transition points γ+ and γ−, is observed in both cases (pan-
els a-b), independently from the relative strength of the media.
Conversely, the corresponding value of M [2] after the transition,
i.e., when agents are coherent, differs significantly: if |h[1]| = |h[2]|
(panel d), we have M [2] = 0, while if |h[1]| > |h[2]| (panel c), we
have M [2] = 1. The presence of a stronger media pressure on a
specific topic indeed influences also the other one. We note that
when agents are homogeneous no states of partial consensus are
allowed on either layer [187].
the right hand side of Eq. (8.1) becomes dominant, meaning that the agents give more
importance to internal coherence than to social pressure. At the same time, however,
none of the two external fields, which have opposite signs, is able to force a flip of opinions
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on the the other layer. This leads naturally to states of vanishing magnetization on each
layer, i.e., no consensus. The opposite situation is observed when we decrease γ. Indeed,
the agents become more flexible, so that different opinions on different topics can coexist.
Of course, this tendency gradually increases the effect of the external fields on their own
topic. At the transition point, the population becomes globally incoherent, whereas the
external fields induce full consensus separately on each layer, with their sign determining
the dominant opinion.
In the case where one of the two fields is larger than the other, i.e. |h[1]| > |h[2]|, the
situation is radically different. We indeed find M
[2]
= +1 for γ > γ+, M
[2]
= −1 when γ
increases in the interval [γ−, γ+], and M
[2]
= +1 when γ decreases in [γ−, γ+]. The inter-
pretation follows straightforwardly with a reasoning similar to the one reported above
for the case |h[1]| = |h[2]|. As γ increases, the agents become more and more inflexible,
thus favoring opinions of the same sign throughout the different topics. Moreover, since
|h[1]| is larger than |h[2]|, states of non-vanishing consensus are favored. In particular,
one of the opinions ends up prevailing not just on layer 1 but, through the internal agent
coherence, also on the other layer. Thus, the concurrent effect of these two mechanisms
causes a steep transition towards a state of both full coherence and full consensus on
a single opinion on both the topics, which is determined by the leading external field.
The same dynamical explanation of the previous case can instead be given for decreasing
values of γ beyond γ−.
As suggested before, these qualitative patterns are robust with respect to the strengths
of the external fields, which only determine the exact transition points γ+ and γ−, as
shown in Fig. 8.3(a). We find that the transitions points γ+ and γ− where the hysteresis
loop starts and ends respectively are given by the following empirical non-linear relation:
γ± = ±〈k〉/2− sgn(h[1]h[2]) min(|h[1]|, |h[2]|), (8.5)






ij is the average degree of the two layers. The actual
values of h[1], h[2] only determine a shift of the metastable region, whereas they do not
modify the width of the hysteresis cycle. We support this conjecture by showing in
Fig. 8.3(b) the values of (γ+ + γ−)/2 (i.e. the center of the hysteresis cycle) obtained
from the simulations as a function of h[1] and h[2], confirming the validity of the relation
expressed in Eq. (8.5).
We conclude that in the case of homogeneous agents the system always reaches con-
figurations of full consensus on both layers, where the dominant opinion on each layer is
determined by the sign of the strongest external field (phase diagram in Fig. 8.4, top panel































Figure 8.3: (a) Plot of the hysteresis cycle of the average internal coherence C
for different values of their external fields. Even if the qualitative
behaviour of the system does not depend on the actual values of
h[1] and h[2]) (i.e., the system is characterised by a sharp transi-
tion in C with a marked hysteresis loop, whose width is determined
solely by the average degree on the two layers 〈k〉), the exact posi-
tions of the transition points γ+ and γ− change according to the
intensity and sign of the external fields. (b) Simulated values of
(γ+ + γ−)/2 as a function of h
[1] and h[2]. These numerical results
support the validity of the empirical relation of Eq. (8.5).
As expected, the assumption of homogeneity of the agents imposes a strong constraint
on the dynamics of the model, leading only to unrealistic patterns of perfect (or null in
the specified particular case) consensus always accompanied by perfect coherence, but
not allowing intermediate configurations. These sharp scenarios are different from those
observed for real-world systems, where states of partial consensus are often observed.
The heterogeneity in the relative weight and sign assigned to internal coherence indeed
plays a crucial role by favoring the influence of the mass media over the attainment of
full coherence in the population. Thus, we expect that the relaxation of the homogeneity
hypothesis in our model could lead to milder patterns, with different levels of consensus
at equilibrium, thus better resembling the observed dynamics of real-world societies.
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Figure 8.4: Phase diagrams of M [2] (consensus on the second layer) with
respect to the external fields (top panels) for a population of coher-
ent agents, i.e., for γ large enough to have average coherence C = 1
(γ = 15 for panels (a-b) and γ = 50 for panels (c-d)), and the
corresponding transition of C (bottom panels) as a function of γ
(forward/backward branch of the hysteresis cycle respectively for
blue/red lines) for h[1] = 5, h[2] = −3. The inter-layer coupling χi
for each panel is sampled from different distributions, namely (a)
χ1 = 1 ∀i, (b) half of the agents with χi = 1 and the remaining
half with χi = 1/2, (c) χi uniformly distributed in [0, 1], and (d)
χi uniformly distributed in [−1, 1]. We recall that in this regime,
where C = 1, we have M [1] = M [2] [187].
8.4 Heterogeneous agents: emergence of partial consensus
states
We consider here the case of a population of heterogeneous agents, i.e. χi may be
different for each agent i [187]. As in the previous section, we set T = 0, meaning that
we neglect the effect of social noise. Such realistic scenarios break the steep transition
of the average internal coherence C and allow for the emergence of states of partial
consensus in populations of coherent agents. We support this claim by reporting in
Fig. 8.4 both the phase diagrams of the consensus on the second layer M [2] for γ  1, or
equivalently C = 1, (top panels) and the plot of C as a function of γ for a typical choice
of the external fields (h[1] = 5, h[2] = −3 specifically) for a few simple but explanatory
cases.
We first consider the simplest possible setup where half of the population is assigned
χi = 1/2, whereas the other one is assigned χi = 1 [Fig. 8.4(b)], meaning respectively
that 50% of the population is flexible with respect to internal consensus (χi = 1/2) while
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the remaining agents are intransigent (χi = 1). Even if in this case the phase diagram
looks similar to the one in Fig. 8.4(a) for a population of homogeneous agents, we can
already observe the emergence of states of partial consensus close to the diagonal, i.e.,
for |h[1]|, |h[2]| > 2.5. The breaking of the steep transition in C is also confirmed in the
bottom panel of Fig. 8.4(b).
We then consider in Fig. 8.4(c) the case of an heterogeneous population with χi ∈
U(0, 1), i.e., uniformly distributed in the interval [0, 1]. In this case, the qualitative
behaviour of both M [2] and C is similar to the one shown in Fig. 8.4(b). However, as
expected due to the increase of the level of heterogeneity of the population, the regions
of partial consensus are wider and characterized by lower values of M [2] with respect to
the previous case.
Thus, we may expect to find even richer phase diagrams and smoother transitions
in C with respect to the cases presented before if we further increase the heterogeneity
of the population. Indeed, when χi is sampled uniformly in [−1, 1], the phase diagram
looks qualitatively different: M [2] smoothly increases from −1 to +1 for increasing values
of h[2] and fixed h[1]. Furthermore, the consensus attained in the region |h[2]| < 2.5 with
|h[1]| > 2.5 is significantly smaller than in the other cases. These results suggest that one
can smoothly tune the level of consensus on each topic by choosing the relative strength
of the media acting on the two layers, and yet obtain states in which the majority
of the agents are internally coherent. We also recall that in all the non-homogeneous
cases (Fig. 8.4(b-d)) the system reaches full coherence, but the transition is not sharp.
We conclude by highlighting that our model, even if simplified, is nevertheless able to
generate non trivial states of partial consensus across the layers due to the driving effect
of mass media, while at the same time ensuring that each agent will still find itself
coherent.
8.5 The effect of noise
We here consider the case with social noise, i.e. T > 0. For simplicity, we investigate
its effect in a population of homogeneous agents (χi = 1 ∀i). We find that the system
exhibits the same qualitative behaviour described in the case T = 0 for all temperatures
below a non-null critical temperature Tc, whereas for T ≥ Tc it does have absorbing
states for finite values of γ, thus lying in a paramagnetic phase dominated by noise [187].
This is shown in Fig. 8.5(a) where we plot C as a function of both T and γ (forward
branch of the hysteresis cycle) for an exemplary choice of the external fields h[1], h[2] with
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Figure 8.5: (a) Average internal coherence C as a function of the noise T
and of the global parameter γ for h[1] = 10, h[2] = −5. Sim-
ulations are obtained by increasing γ adiabatically for fixed T
(forward branches shown). There exists a critical value Tc of T
below which the system always attains full coherence (C = 1) and
consensus (M [1] = M [2] = +1) through sharp transitions (consen-
sus not shown). For T > Tc instead the noise becomes dominant
and the agents remain incoherent for any γ finite. Eventually
for γ → ∞ full coherence is obtained via a smooth transition.
(b) Projections of C for both increasing and decreasing values of
γ (dark/light color respectively) for three different values of T
(symbols). The transition between coherent and incoherent states
smoothens as T increases, eventually becoming continuous when
T > Tc ≈ 10 [187].
opposite signs. We note that different values of |h[1]|, |h[2]| do not change qualitatively
the results presented. Indeed, for T < Tc the system exhibits steep transitions to states
of full coherence and consensus. However, when T increases, i.e. as the noise becomes
stronger, the jump of the transition becomes less pronounced and the hysteresis cycle
shrinks considerably, eventually disappearing at T = Tc. For T > Tc only states of
partial coherence and consensus can be obtained, and |C| ' 0 for T  Tc. Only in the
limit γ →∞, the population is able to recover full coherence.
This scenario is confirmed by Fig. 8.5(b), where we report projections of the phase
diagram of Fig. 8.5(a) for different exemplary values of T . For T = 0 the hysteresis
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cycle is wide and the jump in C goes from −1 to 1. For T = 10, slightly below Tc,
the hysteresis cycle has almost disappeared and the jump in C is consistently reduced,
though still present. For T = 20, i.e. beyond the critical level of noise, the transition
in C becomes continuous and the hysteresis loop disappears. We note that the noise
similarly affects the system in the case of a population of heterogeneous agents, such
that a paramagnetic phase appears beyond Tc also in this case. Furthermore, we stress
that Tc depends non trivially on the set of parameters of the system. However, deriving
such functional relation is beyond the scope of the present work.
We conclude by recalling that opinion evolution in real social systems is often affected
by noise. In this Section, we have shown that the behavior of the system for T = 0 does
not change qualitatively in the presence of noise below some critical value Tc for both
a population of homogeneous agents and one of heterogeneous agents. This ultimately
suggests that our finding that heterogeneity is necessary in population of coherent agents
in order to exhibit realistic states of partial consensus, found for noise-free setups of our
model, may still be relevant for real social systems.
8.6 Discussion
Understanding the elementary mechanisms responsible for the emergence of consensus in
social systems is a fascinating problem that has stimulated research in several different
fields, from sociology to mathematics, from computer science to theoretical physics, for
more than a few decades. Nevertheless, traditional models used in the field to describe
such systems are still far from capturing the essence of the dynamics of real societies.
Indeed, these models of opinion formation overall underestimate the importance of
both (i) the existence of many different contexts where social dynamics may develop,
and (ii) the variety of interaction patterns that naturally forms between individuals at
each of these different aspects. In details, these models are usually based on the sim-
plifying assumption that the social interactions underpinning consensus are essentially
homogeneous, whereas real-world societies are instead intrinsically multilayered and mul-
tifaceted, meaning that individuals normally interact with several different neighbour-
hoods in a number of different yet correlated contexts. Such multilayered structure of
social interactions also naturally imply that relationships among each individuals’ opin-
ions on many different topics or subjects may exists, thus playing a major role in the
formation of an agent’s public profile. However, this issue has rarely been addressed in
the literature to our knowledge. Overall, these properties of real social systems, force
agents to pursue a balanced trade-off between their internal tendency towards providing a
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coherent image of themselves, corresponding to a coherent set of opinions over the range
of contexts in which their social activities develop, and the external pressure towards
local homogeneization that comes from their concurrent participation to different social
circles.
In this Chapter we address the issues (i-ii) thoroughly, and propose a novel, yet sim-
ple, model of social opinion dynamics which is capable to account for them all. Our model
is obtained by suitably readapting the framework of multilayer networks, which has been
developed in the last years in different contexts. Remarkably, the proposed model sug-
gests that the delicate equilibrium between internal agent coherence and responsiveness
to external social pressure in a multilayered social environment might indeed be one
of the fundamental ingredients responsible for the appearance of non-trivial consensus
patterns, such as states of partial consensus emerging from a population of coherent
agents. Despite being straightforward in its formulation and relying on rather simple
assumptions, the model we proposed allows to take appropriately into account the inter-
play between each agent’s tendency towards coherence, the neighborhood’s tendency
towards local consensus and the pulling external forces represented by the persistent
action of mass media. One of the most interesting findings of the present work is that
the introduction of mild heterogeneity in the agents’ response to social pressure fosters
the emergence of non-trivial states in which internal agent’s coherence is always reached
at the expenses of a lower level of global consensus. This picture is consistent with what
is widely observed in structured societies [197], where a perfect global consensus is never
stable while individuals tend to adhere to pre-defined sets of social values which they
consider coherent.
Another remarkable effect reproduced by our model is the impact of mass media
pressure, especially in the case where the population is heterogeneous. In particular,
it is interesting to observe that by an appropriate tuning of the relative strength of
the two external fields representing mass media one can indeed set any desired value of
consensus on each layer, with the possibility of driving the population from incoherent
to more coherent configurations in a continuous way. Finally, the results of the study
of the role played by the presence of noise are compatible with real-world scenarios, in
which incomplete or inaccurate information about the state of peers is the norm and not
an exception.
We highlight that the model discussed in this work is limited to a specific setting,
where both the social and mass-media pressure are considered only as a mean-field
effect. These assumptions imply that the response of agents to both external fields and
interactions with his/her neighbors is homogeneous, which is only a first-order approx-
imation of the real effects of mass media and social pressure on a population of agents.
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A more realistic approach would require to consider each agent’s adaptive response to
such influence, i.e., by both considering that the effect of external field on layer α on
each node i is a random variable h
[α]
i drawn from a certain distribution, and considering
an agent-dependent response to interactions with other individuals, i.e. by replacing J
with an agent-dependent parameter Ji. However, we purposedly decided to leave the
investigation of these generalizations to a future work.
In conclusion, we find it quite intriguing that by taking into account the presence of
concurrent interactions on a variety of different topics we were able to provide a simple
explanation for the formation of growing patterns of consensus, whose level appears to
be dependent on the strength of mass media pressure, as long as the agents acknowledge
different couplings between their opinions on the different topics. We believe that the
results presented in this work will spur further research towards a better understanding of
the implications of interconnected and multilayered interaction patterns on the spreading
of opinions and emergence of consensus in real-world social systems.
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Chapter 9
Cultural dynamics: revisiting the
Axelrod model
Despite the presence of increasing pressure towards globalisation, the coexistence of dif-
ferent cultures is a distinctive feature of human societies. However, how multiculturality
can emerge in a population of individuals inclined to imitation, and how it remains stable
under cultural drift, i.e. the spontaneous mutation of traits in the population, still needs
to be understood. To solve such a problem, we propose in this Chapter a microscopic
model of culture dissemination which takes into account that, in real social systems,
the interactions are organised in various layers corresponding to different interests or
topics. We show that the addition of multiplexity in the modeling of our society gener-
ates qualitatively novel dynamical behavior, producing a new stable regime of cultural
diversity [198]. This finding suggests that the layered organisation of social influence
typical of modern societies is the key ingredient to explain why and how multiculturality
emerges and thrives in our world.
9.1 Imitation, drift and multiculturality: a difficult puzzle
The existence of multiculturality and group boundaries is a well-established feature of
social systems [199, 200] and much effort has been devoted into explaining possible mech-
anisms able to reproduce such empirical finding. In particular, cultural diversity appears
as a striking phenomenon, supposedly in contrast with the widely acknowledged princi-
ple of social influence [201]. According to such mechanism, changes in the cultural traits
of an agent are influenced by the acquaintances and friends of that agent facilitating the
local convergence towards a set of common cultural traits and promoting homogeneity
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across the populations. For instance, homogenous absorbing states are typical of imi-
tative dynamics where the state of the individuals is described through a scalar binary
variable, as for the voter model [202] in finite size populations.
An interesting solution to reconcile social influence and the emergence of cultural
diversity commonly observed in human societies was suggested by Robert Axelrod, who
proposed in 1997 a simple agent-based mechanistic model of dissemination of cultural
traits [179]. In the original model the state of individuals is not described through a
scalar variable, but each agent is endowed with a set of cultural features F , each of them
taking one of a number of different cultural traits q. Based on pairwise interactions
among agents, together with social influence the model mimics another important social
principle, known as homophily [203–205], i.e., the tendency of individuals to connect and
interact preferentially with similar ones. As a result of pairwise interactions, imitation
still occurs but is limited to the update of one feature at a time. Homophily and social
influence acting together constitute a self-reinforcing dynamics leading to local homog-
enization. However, a main result of the analysis of Axelrod was that in spite of local
convergence, global polarization was possible: agents become more similar by local inter-
actions, but cleavages among different cultural groups are created so that these groups
no longer interact. The overall result is the possible emergence of a globally polarized or
multicultural state with coexistence of different cultural groups. A quantitative analysis
of the model [206] unveiled a non-equilibrium phase transition at a critical number of
cultural traits qc from a mono-cultural phase (global culture) to a polarized or multicul-
tural phase, where several groups with different cultural traits survive. In the previous
chapter we investigated what happens to a simple spin-model, historically at the heart
of statistical physics and opinion dynamics, when two systems are coupled together. In
this chapter we revisit the famous social dynamics proposed by Axelrod with tools and
ideas from multiplex network theory. We note that, differently from other social dynam-
ics, also in its simplest implementation on single-layer networks the Axelrod model is
somehow inherently layered, as the state of each individual is described by a set of differ-
ent spins associated to different traits. For such a reason the Axelrod model and all its
modifications are not considered to be models of opinion dynamics, but rather to form a
class of their own, usually referred to as cultural dynamics. The model was at first imple-
mented on regular lattices but the same transition from globalisation to multiculturality
has been observed also for realistic interaction patterns, such as small-world networks
and heterogeneous distributions of the connections among the individuals [207].
However, it was found that the multicultural phase is achievable only for a high initial
number of traits q in the population. In addition, the multicultural phase is not stable
under cultural drift, meaning that the spontaneous tendency of agents to modify their
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cultural traits independently of their environment drives the system towards a mono-
cultural state [208, 209]. Different mechanisms have been invoked to account for robust
cultural diversity, such as the plasticity of the social relations among agents, so that the
social networks coevolves with the dynamics of the cultural state [210]. Other alternative
proposals focus on modifications of the form of the local interactions, for instance based
on assimilation-contrast theory [211], also known as bounded confidence [212–214]. It
has been shown how by integrating metric cultural states [215–217], as opposed to nomi-
nal states, the bounded confidence mechanism can lead to robust cultural diversity [218].
Another type of modification [219] addresses the nature of social influence in line with
other models of social contagion [220–223]: the dyadic interpersonal influence of the
original model is replaced by a mechanism in which an agent modifies its cultural state
depending on the state of all agents in her neighborhood. Finally, the mechanism of
social differentiation in which agents tend to increase cultural differences has also been
analyzed in [224, 225].
In this Chapter we propose an alternative mechanism to account for robust multicul-
turality that naturally brings together social influence and the nature of the social net-
work of interactions with no need of introducing any additional dynamical feature [198].
In real societies the relationships among individuals are inherently layered, i.e. individu-
als tend to interact with different neighborhoods on different topics. We model cultural
dissemination associating each cultural feature to a different layer of a multiplex net-
work. Social influence becomes now a layered mechanism in which an agent is allowed to
imitate only a subset of all the cultural features of its neighbors, namely those for which
there exists a link on the corresponding interaction layer. The consequences of layered
social influence are strongly dependent on the structural overlap among different layers,
so that the overlap becomes the control parameter for the nonequilibrium transition in
the system.
We find that layered social influence in synthetic and empirical multiplex networks
with heterogeneous layers easily leads to a global state of cultural diversity. This state
exists for any number of cultural traits provided that the interaction patterns into the
population are sufficiently layered, i.e. the value of the structural overlap is below a
critical point [198]. We remark that this is a qualitative shift in the behavior of the
system, only achievable in multiplex networks, and it is in agreement with empirical
evidence of fragmented states even in social contexts with a limited number of available
cultural choices q. Moreover, unlike the fragmented states found by Axelrod, such new
multicultural state is robust against cultural drift, thus providing an explanation for the
persistence of multiculturality we experience in real-world society. In addition, we find
novel phases of cultural diversity in which a global culture for a number of cultural fea-
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Figure 9.1: Social influence is inherently layered. Social systems are
multiplex networks, in which each layer describes a different type
of relations or interactions. Usually, the individuals tend to dif-
ferentiate their social patterns, choosing recipients according to
the subject of the interactions and viceversa. As an example, the
couple of agents i and j discusses sports and politics, the couple
j and k discusses sports and religion, while m and k can only dis-
cuss politics. In classical models of social influence such as the
Axelrod model, the cultural profile of each individual is a vector
of different features (sport, religion, politics), shown as a stack
of cylinders, and each feature can take one of a series of differ-
ent traits, represented as the colors of the cylinders. However, the
peculiar nature of each interaction is neglected and all connections
are treated together. Consequently, interactions at any level can
potentially impact (and thus modify) any cultural trait (a). For
instance, the existence of a link between nodes i and j, and the
different traits of the pair on the feature “religion”, suggest that
this bond is still active. According to social influence, one of the
two agents will eventually absorb the religious trait of the other
one, making the pair equal on all the three features. Conversely,
we propose a layered cultural influence model where the struc-
ture of the relationships pertaining to different social spheres is
preserved and explicitly taken into account, assuming that each
layered interaction can affect the corresponding cultural features
(b). Agents i and j are not linked at the religious layer. As a conse-
quence, since the two individuals already have the same sport and
politics traits, the interaction between i and j is frozen. Indeed,
the two individuals already reached consensus at all levels where
they are linked, and imitation can not concern religious beliefs,
since religion is not discussed by them [198].
tures coexist with polarization in other features, a situation reminiscent of the so-called
chimera states [226–228]. More in general, we observe that different levels of homo-
geneity may be achieved on different cultural features, depending on the heterogeneity
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Figure 9.2: Modeling classical versus layered social influence. The size
of the largest cultural component S in the classical (a) and in the
layered (b) social influence model is shown as function of the num-
ber of cultural traits q, and for multiplex networks with N = 625
nodes, F = 10 layers, 〈k〉 = 4, and a tuneable structural over-
lap o. In the case of classical social influence, a decrease in o
increase the density of the aggregated networks, hence increas-
ing the value of qc(o). Conversely, for layered social influence,
the critical number of cultural traits qc(o) separating globalisation
(red region) from multiculturality (blue region) decreases with the
overlap, and goes to 0 for o smaller than a critical value. This
means that, for sufficiently small values of the overlap, multicul-
turality is always achieved independently from the values of q.
Under the presence of drift r, the critical overlap sustaining glob-
alisation depends both on q and r. Noticeably, the polarised phase
obtained for o < oc(q, r = 0) ≈ 2/F is stable under the pres-
ence of noise. This is shown in (b), where we plot with different
dashes the critical lines relative to four increasing values of noise
r = r1, . . . , r4. Conversely, the multicultural states on the classi-
cal model are not stable in presence of drift. The two projections
of the phase diagram for layered social influence are reported in
(c) and (d). Transitions from globalisation to multiculturality are
steep both as a function of the number of cultural traits and the
overlap [198].
of the structure of interactions across the layers. Finally, we investigate two layered
social networks from the real-world, showing how considering the nature of the different
interactions promotes cultural fragmentation in the population.
9.2 Cultural dissemination and layered social influence
We propose to take into account the multilayer structure of real social interactions by
modelling layered social influence between pairs of individuals, as shown in Fig. 9.1.
We describe the specific pattern of social influence at each cultural level f by mean of a
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multilayer network described as the usual vector of adjacency matrix. Since each cultural
feature is associated to a layer, in this Chapter we indicate the layers of a multiplex with
the letter f rather than the usual α.






ij between two individuals,
and each average value o among connected individuals, as introduced in Sec.2.3. Intu-
itively, when o ≈ 1 the layered nature of social influence will be negligible. Indeed, if the
peculiar nature of the links is neglected, the corresponding aggregated network of social
interactions (formally defined at the end of this Section) will be similar to the interaction
networks relative to each feature. Conversely, when o ≈ 1/F interactions are extremely
diversified across the different topics. As a consequence, the aggregated network will be
very different from the interactions occurring at each layer, hinting at possible different
outcomes between the layered model and the original model on the aggregated network,
to which we refer as the classical case.
The cultural profile of each agent is described by a feature vector of F integer variables
(σ[1], . . . , σ[F ]). Each feature f , with f = 1, . . . , F , takes one of q possible traits, σ[f ] =
1, 2 . . . , q. Because of the layered structure of interactions, when an agent interacts
with a neighbor it only considers the subset of features where the two are connected.
According to the principle of homophily, the probability of a social interaction between
two connected agents i and j is assumed to be proportional to their layered cultural

























is the Kronecker’s delta function. Notice that the cultural overlap
of two agents is proportional to the number of shared traits on the layers in which the
two agents are directly connected. When two agents interact, their cultural profiles are
updated according to layered social influence. In practice, when agent i interacts with
one of its neighbors j, imitation occurs, and j aligns one of its cultural features to that
of i, choosing only among cultural features in which i and j interact, i.e., only those
features for which a link between i and j exist in the corresponding layer. To avoid
confusion between o and ω, in the following we will explicitly refer to the average edge
overlap as to the structural overlap.
The dynamics of the model proceeds in epochs. During each epoch we consider each
of the N agents in a random order, and perform the following steps:
1. Consider agent i, chosen uniformly at random.
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2. Consider a neighbor j of i, chosen uniformly at random among all the neighbours
of i (nodes with a link to i on at least one layer).
3. Let i and j interact with probability ωij in Eq. 9.1.
4. If the interaction takes place, choose at random a feature f such that a
[f ]






The dynamics stops when all pairs of connected agents i and j have either ωij = 0 or
ωij = oij . This implies the existence and stability of interacting pairs of agents who only
share a limited number of cultural features, a realistic property observed in real systems
but not achievable in the classical model.
In fact, if we neglect the layered structure of interactions, we are implicitly assuming
that any link between two individuals potentially allows for an exchange of traits over
any feature. In that case, the structure of interactions in the systems can be described
by the corresponding aggregated network A. We note that the aggregate network does
not lead to any discrepancy with the structure of the original multilayer networks for
the dynamics of cultural diffusion when o = 1.
9.3 Emergence of stable multicultural states
In this Section we show how the presence of layered interactions, which mimic the multi-
layer structure of real-world societies, can explain empirical observations on the presence
of multiculturality in real systems. In order to study the impact of layered interactions on
culture diffusion, we model the structure of a social network by tuning its level of struc-
tural overlap o. We considered multilayer networks with F layers, each of them being an





∀f = 1, . . . , F .
In the case of F identical layers, the stuctural overlap is maximum and we have o = 1.
Starting with this configuration, we then assign to each edge of each layer a probability
p to be rewired at random. Since each edge is rewired independently, we can express the
structural overlap o as a function of p. In particular, let us consider the case where each
layer f has the same number of links K [f ], so that we have K [f ]F links in total. We then
consider the aggregated network obtained by collapsing all the layers. If all the layers
are identical, the aggregated graph will have K = K [f ] edges. Hence o = 1F
KF
K = 1 for
p = 0. When p 6= 0 and links are rewired independently at each layer, the number of
edges in the aggregated networks increases. If we neglect the probability that two links
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of different layers are rewired in the same position, the number of edges in the aggregated















(1− p)mpF−mK [f ](F −m) (9.2)







(1− p)mpF−m(1− δ0,m + F −m)
, (9.3)
higher values of rewiring correspond to lower values of overlap and vice versa, with the
limiting cases of o = 1 for p = 0 and o = 1/F for p = 1. Given the average degree
〈k[f ]〉, the average number of neighbours 〈k〉 in the aggregated network can be obtained
as 〈k〉 = 〈k[f ]〉/o. Hence, the higher the p, the lower the o and the higher the density of
the aggregated network.
In Fig. 9.2 we plot the size of the normalised largest cultural component S as a
function of the number of cultural traits q and for different values of the structural
overlap o, both for the classical Axelrod model (a), which runs on the aggregate graph
associated to the multiplex network, and for the layered social influence model (b). Two
individuals are considered to be part of the same cultural component if there is a path
from one to the other (paths whose edges lay on different layers are allowed) and if they
have equal cultural traits for all F features. In the classical model, a lower value of
overlap by making the aggregated network denser is favouring globalisation, i.e. S ≈ 1,
increasing the critical number of cultural traits qc(o) at which multiculturality appears,
i.e. S ≈ 0.
For o = 1 (i.e., when all the layers are identical) the classical and layered model
are undistinguishable, and multiculturality can only be achieved for large values of q.
For instance, in the population considered in Fig. 9.2, multiculturality can be achieved
only for q > 140. In the layered social influence model, where an agent can absorb the
cultural trait of his neighbor only if they are connected instead, qc(o) becomes smaller as
o decreases, until it vanishes at critical value oc(q) > 0 ∀q ≥ 2, whose exact value depends
on q, as shown in Fig. 9.2(c). This implies that for low structural overlap globalisation
is not achievable, and the system always has a qualitative different behavior, always
converging towards a multicultural state independently of the number of cultural traits
q ≥ 2. This is in agreement with empirical finding of fragmented social states even in
the presence of a limited number of available cultural choices.
A symmetric situation is observed if we study the system as a function of o, as shown
in Fig. 9.2(d), where it is evident that when q is small fragmentation can be obtained only
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Figure 9.3: Global and feature-level consensus. A toy social system with
three cultural features (a). With classical social influence (top),
such system is still far from the equilibrium. Conversely, with lay-
ered social influence (bottom), the system is already in the absorb-
ing state, and the largest cultural components at each layer differ
from the global one. In (b) we show the phase diagram of the
global largest cultural component of the system for classical (top)
and layered (bottom) social influence as a function of q and for dif-
ferent values of the overlap o in networks with N = 625, F = 10
and five low-density layers (〈k〉 = 4) and five high-density layers
(〈k〉 = 8). In the classical case, the system reaches a state where
either globalization (red region) or fragmentation (blue region) is
achieved for all features. In the layered case, instead, when o is
smaller than a critical value o2 , it is possible to have globalisa-
tion in the five high-density layers together with multiculturality
in the five low-density ones (orange region). In (c), for the layered
case, we plot the values of S as a function of q for one low-density
and one high-density layer, and for three different values of the
overlap, namely omin, o1 and o2. In (d), for the same values of
overlap, we show the average and the standard deviation of the
largest component S[f ] over all layers [198].
for very low values of structural overlap. As q increases, the globalised phase shrinks and
the critical value oc increases. For q > 140, finally, the system is always in a fragmented
state, even in the case of maximal structural overlap.
A important feature of social systems is the presence of cultural drift, i.e., the occa-
sional spontaneous mutation of a cultural trait of an agent. Such phenomenon can be
modelled as a noise of constant rate r, acting on the system on longer time-scales com-
pared to the one that regulate the imitation and interactions among individuals. In the
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classical Axelrod model on finite populations the multicultural absorbing states (blue
region in Fig. 9.2(a)) are known to be metastable and fragmentation is destroyed if
spontaneous mutation is allowed [208, 209], still leaving unanswered how it is possible
to explain the persistence of multiculturality in realistic societies.
In Fig. 9.2(b) we show with different dashed lines the position of the critical line
separating globalisation from fragmentation under four increasing values of noise, namely
r1 = 3 × 10−5, r2 = 5 × 10−5, r3 = 6 × 10−5 and r4 = 7 × 10−5. We note that, given a
number of cultural traits q, the critical value of overlap needed to sustain globalisation
depends on the amount of noise in the system, i.e. oc = oc(q, r). In analogy to the
classical case, for o > oc(q, r) the multicultural region appearing at high values of q is
unstable under cultural drift. Conversely, the polarised phase obtained for o < oc(q, r) is
not affected by the presence of noise and allows to explain the persistence of multicultural
states that we observe in real-world societies. Noticeably, in the limit q → 2 the value of
oc(q, r) appears to be independent of r and approaching the value of 2/F . Conversely,
in the classical model shown in 9.2(a) already all multicultural states for q < 200 are
destroyed already for a drift as small as r2 = 5 × 10−5, and all multicultural states
for q < 300 are lost for r3 = 6 × 10−5, no matter the value of the structural overlap.
We remark that the instability of multicultural states is meant under the introduction
of a moderate level of drift. Conversely, if drift is too high, the system enters a noisy
dynamical state, describing an unrealistic society where spontaneous mutation accounts
for most of the cultural chances and the effect of social influence is widely neglected.
9.4 Feature-level consensus
We introduce now the largest topical cultural component S[f ]. Two individuals i and j
are considered to be part of the same topical component f if there is a path connecting
them at layer f , and share the same cultural trait on feature f , i.e. sf(i) = sf(j) [198].
We note that when S = 1, the condition that S[f ] = 1 ∀f is automatically satisfied in
both the classical and the layered model (assuming that each layer is connected). A
remarkable property of layered social influence is that it allows for different levels of
consensus on single topics to coexist, possibly resulting in the emergence of globalisation
on some topics, i.e. S[f ] ≈ 1 for some features f , and the persistence of fragmentation in
some other ones, S[f̃ ] ≈ 0 for some other f̃ . We call this regime feature-level consensus,
or topical consensus. We remark that this realistic phenomenon can not be achieved with
the classical version of the model, where at the absorbing state the largest component
on each layer is always as large as the one computed taking into account all topics
simultaneously.
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In Fig. 9.3 we show how feature-level consensus may be possible only as an effect of
the difference in the number of social interactions related to the different features, i.e.
different layers’ densities [198]. Let us consider two sets of layers. The first set is made
of five equal layers with average degree 〈k[f ]〉 = 8, whereas the second is made of five
equal layers with average degree 〈k[f ]〉 = 4. When all edges of the layers in the second
set also belong to those in the first set, the structural overlap in the system is maximised,
o = omax. Conversely, when no edges in the low-density layers are also present in the
high-density ones the overall will be minimum, o = omin, and the system behaves as
two isolated five-layer classical models with different average degree. Hence, because of
the different density, they will have a different critical values qc for transitioning from
globalisation to multiculturality. Intermediate configurations when omin < o < omax are
also considered.
For o = omin, the critical values separating globalisations from multiculturality for the
low-density and high-density layers are different. While both sets of layers are globalised
for q < 60 and fragmented for q > 120, in the range 60 < q < 120 globalisation is
achieved only in the high-density layers, for which S[f ] ≈ 1, and the low-density ones
are instead polarised, S[f ] ≈ 0. Strikingly, such property of the system is not peculiar
of the case o = omin, but it is preserved for a finite range of values of structural overlap
of to a critical value o2. Such region is highlighted in orange in the diagram shown in
Fig.9.3(b,bottom), and separates the globalised region (red) from the fragmented one
(blue) when the value of overlap is sufficiently low.
The value of S[f ] for low-density and a high-density layers is also shown in Fig. 9.3(c),
as well as the average value of the largest cultural components 〈S[f ]〉 and its standard
deviation. The standard deviation σ(S[f ]), approximately 0 for both the globalised and
fragmented regions, takes values close to 0.5 in the mixed orange region, where consensus
only exists on some layers.
9.5 Applications to real-world social networks
We remark that higher heterogeneity in the structure of the layers produces even richer
and more diverse patterns of consensus across the different cultural features. A typical
case is when the activity of the nodes on the layers is heterogenous [22], i.e. when
not all agents are involved in discussion with other individuals on all topics, preventing
the spread of a cultural traits across the whole population for some given features.
This is the case of many real-world systems, where the structure of interactions is often
inherently layered and diverse levels of activity occur at the different layers. As a test-
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Figure 9.4: Multiculturality in empirical multilayer social networks.
The largest cultural component S for classical (solid lines) and lay-
ered social influence (dashed lines) is reported as a function of q for
two real-world multiplex social systems, respectively the network
of Indonesian terrorists in panel (a) and the collaboration network
of the Pierre Augier observatory in panel (b). In the first case
the outcome of the classical and layered model are similar, with
layered social influence only producing a decrease in the value of
qc. This is mainly due to the relatively large amount of structural
overlap in the terrorists network (o = 0.48) and low heterogeneity
in the activity of nodes. Conversely, the low value of redundancy
in the Pierre Augier collaboration network (o = 0.07), and the
heterogeneity in the density and activity of the layers, produce
qualitatively different results: the layered model is always frag-
mented, even at q = 2, whereas the classical model produces a
largest component of order 1/N only for q > 1000 [198].
case, we study the dynamics of our model with layered social influence on two multilayer
social systems, namely the network of Indonesian terrorists introduced in Chapter 1
and extensively analysed in Ref. [15], and the collaboration network of the Pierre-Auger
observatory presented in Ref. [126]. We recall that in the first dataset most of the 78
individuals are active on all F = 3 layers (as in most of this thesis, here we do not
consider the fourth extremely sparse layers with information about financial ties), the
multiplex network is connected and we have a structural overlap equal o ≈ 0.4817. The
second dataset consists of F = 16 layers and is in principle disconnected. In order to
allow, at least potentially, complete globalisation also in this system, we selected the
subset of individuals who belong to the giant component of the aggregated network.
Such system includes 475 individuals. The system has a structural overlap of o ≈ 0.069
and high heterogeneity in the activity of its members.
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In Fig.9.4 we plot for both systems, as a function of q, the size of the largest cultural
components found in the model with layered social influence (dashed lines) compared
with those obtained with the classical model simulated on the corresponding aggregated
networks (solid lines). For the terrorists network (panel (a)), a giant component of the
order of the number of nodes appear for small q even in the layered case, while for q ≈ 20
fragmentation appears on all features. The classical model predicts instead qc ≈ 50. For
the Pierre-Auger collaboration network (panel (b)), in the classical model we have S ≈
1/N only for q > 1000. Conversely, the layered model predicts multiculturality already
for q = 2, producing a qualitative different result. Such striking difference between the
layered and classical dynamics is due to the relatively low level of structural overlap and
to the heterogeneity in the activity and density of the layers of the multiplex [198]. Such
qualitative different behaviors highlights the importance of the underlying structure of
social interactions to understand cultural patterns in real-world societies.
9.6 Discussion
Reconciling the phenomenon of social influence and imitation with the empirical evidence
of multiculturality at a global scale is a long-debated problem. The model for the dissem-
ination of culture introduced by Axelrod in 1997 [179] has proven to be able to produce
socially diversified states in spite of the existence of a locally polarising rule. However,
such multicultural states occur only for a very high number of cultural traits q and are
not robust against cultural drift. In spite of several proposals [210, 218, 219, 224, 225],
explaining the emergence and persistence of multicultural states that we experience in
our life still appears as an open problem. In our work we considered agents having differ-
ent interaction patterns according to the different cultural features. This is a property of
many social systems, where individuals usually choose the recipients of their discussion
according to the content of their messages and vice versa. By constraining the imitation
of the cultural traits to the cultural features where two individuals are actually linked,
we naturally introduce the notion of layered social influence, inherently connected to
the average structural overlap o of a social system. Such definition implies the existence
of stable states where connected agents might not have completely equal or different
cultural profiles, but instead share just a limited number of features.
A main finding is that a robust multicultural regime emerges as a natural consequence
of taking into account the actual structure of social interactions, which are inherently
layered. Interestingly, when the structural overlap among the layers is small, i.e. when
connections are not too much redundant across layers, only multicultural states will be
allowed, independently of the actual number of possible cultural traits, suggesting a
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qualitative shift in the behavior of the system. This finding is also in agreement with
the empirical evidence of socially fragmented societies even under a limited number of
cultural choices. Moreover, differently from the multicultural regime predicted when the
layering of social influence is not taken into account, and achievable only for a large
number of traits, such novel multicultural regime is robust to the presence of cultural
drift, providing a potential explanation to the persistence of global diversity over time.
Another interesting aspect of layered social influence is the ability to explain the
existence of a novel regime where globalisation appears only on a limited number of
cultural features, while the remaining ones are characterised by multiculturality. The
coexistence of different levels of multiculturality in different aspects of a cultural profile
is in fact another typical property observed in human societies.
In conclusion, the model of layered social influence proposed in this paper, provides
a mechanism leading to robust multiculturality, reveiling the important role played by
a multilayer organisation of social interactions in avoiding globalisation, and pointing
out the effect of heterogeneity of layer densities in the emergence of partially globalised
regimes. While previous proposals to account for robust multiculturality invoke different
forms of interactions among agents in an aggregated social network, we provide here an
alternative mechanism not based in the form of the interaction, but on the structural
properties of the social network. From this new perspective, the relevant control param-
eter of polarization-globalization transitions is no longer the number of cultural traits
per feature, but a structural property, namely the overlap parameter accounting for the
heterogeneity of social links among the different layers of the social network. The rele-
vance of the structural properties of multilayared social interactions, illustrated here for
cultural dissemination, is far reaching, and should be taken into account to reconsider




Evolutionary dynamics of group
interactions
In the previous Chapter we considered a social dynamics where agents are influenced
by their acquaintances through social influence. An individual selected a first neighbour
at random and updated its state by imitating that of the other agent. Despite imita-
tive processes are very frequent in nature, in many contexts imitation does not occur
at random, but according to strategic behavior whose aim is to maximise some form
of fitness or payoff. The field where game theory is applied to evolving populations is
known as evolutionary game theory, whose synergies with statistical physics have signifi-
cantly improved our understanding of public cooperation in structured populations. The
interplay between the overlap in the structure of the layers and the control parameters of
the corresponding games on sustaining cooperation in a multiplex networks has not yet
been investigated. With this aim, we consider here a public goods game on a multiplex
network, and we unveil the role of number of layers, and overlap of links and presence
of uneven synergy factors at the different layers on the onset of cooperation [229]. In
particular, we show that enhanced public cooperation emerges when a significant edge
overlap is combined with at least one layer being able to sustain some cooperation by
means of a sufficiently high synergy factor. In the absence of either of these condi-
tions, the evolution of cooperation in multiplex networks is determined by the bounds
of traditional network reciprocity with no enhanced resilience. These results caution
against overly optimistic predictions that the presence of multiple social domains may in
itself promote cooperation, and they help us better understand the complexity behind
prosocial behavior in layered social systems.
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10.1 Evolutionary game theory on structured populations
Human cooperation is an evergreen puzzle [230], at the heart of which is the divide
between the Darwinian desire to maximize personal benefits and our social instincts
that dictate prosocial behavior. The later are particularly strong in humans, because
without their evolution we would have had serious challenges in rearing offspring that
survived [231], and as a results would have likely died out as a species. Instead, we have
acquired remarkable other-regarding abilities that have propelled us to dominance over
all the other animals, to the point where today the biggest threat to us is ourselves.
The theoretical framework used most frequently to study cooperation among selfish
individuals is evolutionary game theory [232–236], where the concept of a social dilemma
captures the essence of the problem. In short, cooperation is costly, and it therefore
weighs heavily on individual wellbeing and prosperity. One is thus torn between doing
what is best for the society, and doing what is best for oneself. The public goods
game is particularly apt in describing the dilemma [237]. The game is played in groups,
where individuals can decide between cooperation and defection. Those that decide to
cooperate contribute an amount to the common pool, while defectors contribute nothing.
All the contributions are multiplied by a synergy factor that takes into account the added
value of a group effort, and the resulting public goods are divided equally among all group
members irrespective of their strategy. Clearly the best individual strategy is defection.
But if everybody decides to defect there will be no public goods. In order to avoid the
tragedy of the commons in a society cooperation is thus needed [238].
While the evolution of cooperation has been studied at great lengths in biology and
sociology [239, 240], the problem became attractive for physicists after the discovery
of network reciprocity [241], which manifests as the formation of resilient cooperative
clusters in a structured population. Cooperators in the interior of such clusters can
survive at conditions that do not sustain cooperation in well-mixed populations. In
fact, methods of statistical physics have recently been applied to subjects that, in the
traditional sense, and in particular evolutionary games in structured populations [242–
244].
We are here concerned in particular with the evolution of cooperation in multilayer
networks [146]. Several mechanisms have already been discovered by means of which the
interdependence between different networks or network layers may help to increase the
resilience of cooperation and resolve social dilemmas [245–251]. Interdependent network
reciprocity is one example, which requires simultaneous formation of correlated coopera-
tive clusters on two or more networks [249]. Other mechanisms that promote cooperation
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beyond the bounds of traditional network reciprocity include non-trivial organization of
cooperators across the network layers [246], probabilistic interconnectedness [248], infor-
mation transmission between different networks [250], as well as self-organization towards
optimally interdependent networks by means of coevolution [251].
Previous research has thus shown that multiplex networks may enhance the resilience
of cooperation, but the key determinants of this, especially in terms of the topological
overlap between the network layers and the game parametrization on each individual
layer, still need to be determined. By studying the public goods game in a multiplex of
regular random graphs, we here show that enhanced public cooperation requires signifi-
cant edge overlap, combined with at least one layer being able to sustain some coopera-
tion by means of a sufficiently high synergy factor [229]. The details of this conclusion
depend further on the number of layers forming the multiplex, and on other properties of
the spatiotemporal evolutionary dynamics, which includes pattern formation and spon-
taneous symmetry breaking across the layers. As we will show, these results provide a
deeper understanding of the complexity behind cooperation in multiplex networks, and
as such they have important implications for promoting prosocial behavior in different
but linked social contexts.
10.2 The multiplex public goods game
In the public goods game players, belonging to a group of size G, are asked to contribute
to a common pool. Cooperators contribute with a token d, typically d = 1, whereas
defectors do not contribute at all. The amount of tokens in the pool is multiplied
by a synergy factor r, and the resulting amount is divided equally among all players.
Cooperators thus obtain a payoff d(NC · r/G− 1), while defectors get dNC · r/G, where
NC is the number of cooperators in the group. When the game is played on multiple
rounds, players choose to cooperate or defect at each iteration, based on the success of the
two strategies. The game can be implemented on structured populations, where players
are placed on the nodes of a graph and interact through their links. The results usually
show that, while in well-mixed populations cooperators extinguish quickly, repeated local
interactions among the same players allow the formation of clusters of cooperators which
are able to survive.
In real situations, individuals are typically involved in strategical choices on inde-
pendent domains, and can adopt different strategies according to the specific domain.
However, information on the earnings of each individual might be only be available at
the aggregate level, as a sum the payoff obtained as a result of all its decisions. More
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formally, in order to take this into account, we consider here a population of N individu-
als playing the public goods game on the M layers of a multiplex network. In particular,
we model each layer as a regular random graph with degree k = 4. Hence the game
is played in groups each of size G = k + 1. The state of a player i, i = 1, 2, . . . , N , is
fully described by a vector of strategies σi = {σ[1]i , . . . , σ
[M ]
i }, such that at each layer α,
α = 1, 2, . . . ,M , the player can independently choose to either cooperate, i.e., σ
[α]
i = +1,
or defect, i.e., σ
[α]
i = −1. The benefit of synergy among individuals in general depends
on the specific domain. In order to model this feature, we assume that the synergy
factor can be different from layer to layer. We hence consider a synergy factor vector
r = {r[1], . . . , r[M ]}. On each layer α, player i earns the payoff π[α]i , such that i gains
d(NC · r[α]/G− 1) if it cooperates, or otherwise dNC · r[α]/G, if it defects.
The public goods game is simulated by a Monte Carlo method in which, at each
elementary step, a layer α is selected, and then a randomly chosen node i, and one of its
neighbours j on that layer, are considered. Both i and j play the game on all the layers,









player i compares its payoff to that of player j, and copies the strategy of player i, but













where K quantifies the contribution of random fluctuations to the strategy adoption
[252–254]. In the K → 0 limit, player j copies the strategy of player i if and only if
πi > πj . Conversely, in the K →∞ limit, payoff differences cease to matter and i copies
the strategy of j with a probability equal to 0.5. Between these two extreme cases, for
intermediate values of K, players with a higher payoff will be readily imitated, although
the strategy of under-performing players may also be occasionally adopted to mimic, for
example, errors in the decision making, imperfect information and external influences
that may adversely affect the evaluation of an opponent. We adopt the value K = 0.5
without loss of generality, as shown in [253]. In our simulations, we obtain one full Monte
Carlo step (MCS) by repeating M ×N times the elementary steps described above, thus
giving a chance to every player to change its strategy on all the layers once on average.
In order to characterize the outcomes of our evolutionary dynamics model, we intro-
duce the vector c = {c[1], . . . , c[M ]}, where c[α] is the fraction of cooperators at layer α
in the stationary state, i.e., when the average over time of this quantity becomes time
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which is the overall fraction of cooperators across all the layers of the multiplex in the
stationary state. We note that 0 ≤ c ≤ 1, where c = 1 corresponds to full cooperation
while c = 0 corresponds to full defection. As a second order parameter, we define the














where ξi is the coherence of the strategies of player i. A value ξi = 1 indicates that
player i is maximally coherent, meaning it adopts the same strategy in all the layers.
Conversely, ξi = 0 means that player i is maximally incoherent, adopting σ
[α]
i = +1 just
as often as σ
[α]
i = −1 across the M different layers. A similar definition of coherence for
the particular case M = 2 has been reported in Sec. 8.2. In addition to the two main
order parameters c and ξ, when M = 2, we will also use the quantities c[2] − c[1] and
|c[2] − c[1]| to evaluate differences in the level of cooperation at the two layers. In fact,
as we will show in the following, there exist indeed regions in the parameter space of
our model such that full cooperation is observed at the layer with the highest synergy
factor, while the layer with the lower synergy factor is in a full defection state. Also,
a multiplex network with two layers may exhibit spontaneous symmetry breaking, such
that, even if the two layers are characterized by the same synergy factor and the same
interaction network topology, the level of cooperation on them can be different.
10.3 Structural effects: number of layers and edge overlap
We implement our model on a multiplex network in which it is possible to tune the
similarity among the topology of the M layers. We therefore consider that each layer
is a regular random graph with N = 104 nodes and K = 2 · 104 links, and we tune the
average edge overlap ω defined as in Eq. 2.10,where the average is restricted to the pairs
of nodes which share at least one edge. We begin by assuming that the synergy factor
used for the public goods game is the same at each layer, namely we set r[α] = r ∀α.
Initially, each layer is populated by the same proportion of cooperators and defectors,
distributed uniformly at random, and subsequently the game is iterated in time according









Figure 10.1: Number of layers and topological overlap are crucial to lower
the critical value of the synergy factor needed for cooperators
to survive. (a,b) The multiplex is formed by M regular random
graphs with degree k = 4, and edge overlap respectively equal to
ω = 1 (a,b) and ω = 0 (c,d). We show the average fraction of
cooperators across the whole multiplex c (a,c) and the average
coherence of the players across all the layers ξ (b,d) as a function
of the synergy factor r, and for different values of M . Insets show
the number of full Monte Carlo steps T needed for the system
to reach an absorbing phase with either all cooperators or all
defectors [229].
Fig. 10.1 are shown separately in two rows, respectively for the case ω = 1 [panels (a)
and (b)] and the case ω = 0 [panels (c) and (d)]. Looking at panels (a) and (b), it can be
observed that the larger the value of M , the lower the critical value of the synergy factor
that is needed to sustain cooperation. When M = 1, on a single-layer regular random
graph, the critical value is equal to rc = 3.75, which is in agreement with traditional
network reciprocity [253]. When ten layers form the multiplex, however, the critical value
drops to as low as rc = 2.35. The minimal coherence also emerges at ever lower values
of r as M increases, and the minima become lower, indicating that at least some layers
are able to sustain cooperation even though in the majority the players defect [229].
The evolutionary outcomes are significantly different in panels (c) and (d), where the
topological overlap is zero. It can be observed that the increase in M does nothing to
reduce the critical values of r needed to sustain cooperation. In fact, rc = 3.75 that is due
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Figure 10.2: Benefits to public cooperation in a multiplex network with M = 2
layers and a tunable value of edge overlap ω. The synergy factor
used for the public goods game is the same at the two layers,
namely r[1] = r[2] = r. Panel (a) shows the full r − ω phase
diagram where the color map encodes the average fraction of
cooperators c across the two layers. High benefits emerge only
for large values of ω. Panels (b) and (c) show the full r−ω phase
diagram where the color map encodes respectively the average
coherence ξ and the absolute difference |c[2] − c[1]| between the
fraction of cooperators in the two layers. Reported dashed lines
separate regions where the system is at an absorbing state with
full coherence ξ = 1 and either full defection c = 0 (IA) or full
cooperation c = 1 (IB), from the region of continuously evolving
coexistence of cooperators and defectors 0 < c < 1 (II) [229].
for public cooperation. Not surprisingly, the minimal coherence also occurs at the same
value or r regardless of M . The minima become lower as M increases because the
average goes over more layers, simply giving statistically more opportunity for players
to hold different strategies across different layers. Taken together, these results show
that topological overlap is essential for enhanced multiplex network reciprocity to take
effect and enhance the resilience of public cooperation expected in a system with multiple
layers of interactions [229]. These results confirm the crucial impact of the edge overlap
on dynamical processes on networks, as we already saw in the previous Chapter for the
Axelrod model.
To investigate more in details the role of the topological overlap, we consider a mul-
tiplex with only two layers, but where the value of the edge overlap ω can be varied
continuously in the range [0, 1] through the model introduced in Sec. 4.2. In Figure
10.2 we report the results obtained as a function of the two control parameters r and ω.
The three phase diagrams shown encode respectively the average fraction of cooperators
c across the two-layer multiplex (a), the average coherence ξ of the players (b), and
the absolute difference between the fraction of cooperators in the two layers, |c[2] − c[1]|
(c). In panels (a) and (b), we can distinguish two regions, namely type I where the
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whole multiplex reaches an absorbing phase (each layer is either in full cooperation or
in full defection), and type II where the multiplex is trapped in a state where coopera-
tors and defectors coexist. The two type I regions can be further classified as type IA
where defectors dominate (c = c[1] = c[2] = 0), and type IB where cooperators dominate
(c = c[1] = c[2] = 1). In both type IA and IB regions all the players are of course
fully coherent, i.e., they adopt the same strategy on both layers such that ξ = 1. It
can be observed that the added value of the multiplex structure in enhancing network
reciprocity marking the transitions from region IA to II suddenly decreases for ω < 0.25,
disappearing as the value of the topological overlap ω approaches 0 [229].
Interestingly, at the II to IB transition, that is from the mixed (C + D) phase to
the pure C phase, the topological overlap does not play a role at all, indicating that the
enhanced multiplex network reciprocity is crucial only when cooperation can be barely
sustained. Even as the multiplex enters the mixed (C + D) phase, i.e., region II, the
impact of the extent of topological overlap vanishes very quickly beyond the critical
value of rc at the transition point. In the mixed (C + D) phase, we can also observe
spontaneous symmetry breaking in panel (c), where in region II |c[2] − c[1]| > 0. This
means that, even though the public goods game in both layers is characterized by the
same synergy factor and is staged on layers with identical topological properties, the
level of cooperation in the stationary state is different. In particular, it can be observed
that the lower the topological overlap between the two layers (ω → 0), the higher the
symmetry breaking, with the maximum value occurring for ω = 0 and r = G = 5 [229].
10.4 Dynamical effects: the role of different synergy fac-
tors
Lastly, we study the impact of differing synergy factors in the layers forming the multi-
plex in order to determine the importance of game parametrization on the emergence of
enhanced multiplex network reciprocity. In Fig. 10.3, we present results separately for
two-layer multiplex networks with complete (a,b,c) and zero (d,e,f) topological overlap
between the layers. The r[1]− r[2] phase diagrams encode the average fraction of cooper-
ators across the two-layer multiplex c (a), the average coherence of the players across the
two layers ξ (b), and the difference between the fraction of cooperators in the two layers
c[2] − c[1] (c). It can be observed that in both cases, regardless of the overlap, region
IB occurs when both r[1] > 6 and r[1] > 6 (a,d). A new region can also be observed
in both cases when r[α] > 6 and r[β] < 3.75, which we denote as IC, where one layer is
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Figure 10.3: The emergence of multiplex network reciprocity depends on the
different values of the synergy factors at each layer. The multi-
plex is formed by two layers of regular random graphs with an
edge overlap respectively equal to ω = 1 (a,b,c) and ω = 0 (d,e,f).
Panels (a,d) report the full r[1]−r[2] phase diagram where r[1] and
r[2] are the synergy factors at the two layers, and where the color
map encodes the average fraction of cooperators c. Panels (b,e)
and (c,f) show the full r[1] − r[2] phase diagram where the color
map encodes respectively the average coherence ξ and the differ-
ence of cooperators c[2] − c[1] in the two layers. A new absorbing
state (region IC), with full cooperation at layer α c[α] = 1, full
defection at layer β c[β] = 0 and complete incoherence ξ = 0,
emerges [229].
defection (c[β] = 0). Accordingly, we have a completely incoherent multiplex with ξ = 0
(b,e).
These equivalences beget the question when do the evolutionary outcomes actually
differ in dependence on complete and zero overlap. As results in Fig. 10.3 show, and
as could be anticipated from the results presented in Fig. 10.2, the difference is most
expressed at the interface between regions IA and II (see dashed purple line). If there is no
topological overlap between the two layers (d,e,f), we see that as long as both r[1] < 3.75
and r[2] < 3.75, we always have full defection in both layers. Hence, multiplexity does not
provide any advantage to the evolution of cooperation (see also Fig. 10.1). Conversely,
when there is perfect overlap (a,b,c), cooperators emerges already for r = r[1] = r[2] <
3.75, roughly r ≈ 3.25 = rc. But given an arbitrary choice for r[β] that is smaller
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than 3.75, is r[α] = 3.25 the minimum value to see the emergence of cooperators in the
multiplex? Indeed no, given r[β] we still see cooperators in the system as long as we choose
r[α] such that it is slightly above r
[α]+r[β]
2 > 3.25 (linear relationship r
[α]
c = 2 · 3.25− r[β],
see purple line). Importantly, this relation holds as long as r[β] does not go beyond
3.75, the original critical value for one layer, at which point the relation no longer holds
and the overlapping case behaves as the non-overlapping case. Based on the phase
diagrams in Fig. 10.3, the critical value can be approximated as r[α] ≈ 2 ·rc−rc(M = 1),
which means r[α] = 2 · 3.25 − 3.75 ≈ 2.75. Taken together, a topologically overlapping
multiplex can extend the coexistence region II towards significantly smaller values of r,
which in our two-layer setup corresponds to a triangle delimited by (r[1], r[2]) such that
X = (2.75, 3.75), Y = (3.75, 3.75) and Z = (3.75, 2.75) [229].
10.5 Discussion
We have studied the determinants of public cooperation in multiplex networks, focusing
in particular on the topological overlap and different synergy factors across the layers. We
have shown that, if the topological overlap between the layers is sufficiently extensive, the
critical value of the synergy factor that enable cooperators to survive decreases steadily
as the number of layers increases. This result confirms the existence of interdependent
or multiplex network reciprocity, which enhance the resilience of cooperators beyond
the bounds of traditional network reciprocity on an single-layer network. However, we
have also shown that, as the topological overlap between the layers decreases, so do the
benefits of multiplexity for the evolution of cooperation. In particular, if the topological
overlap is zero, cooperators loose all benefits stemming from their engagement in different
layers of the multiplex and thus become reliant on single-layer network reciprocity alone.
These results manifest not only in the average fraction of cooperators in the multiplex,
but also in the average coherence of the players across all the layers. We show that, in
case of perfect topological overlap, the later reaches a minimum at ever lower values of
the synergy factor as the number of layers increases, while in the absence of topological
overlap the synergy factor yielding minimal coherence is independent of the number of
layers.
By further varying the synergy factor that applies on each particular layer, we have
shown that the topological overlap is crucial only if the synergy factor on all layers is
smaller than the critical value on a single layer. If that is the case, the overlap plays
a key role in sustaining cooperation, and there exists an average value of the synergy
factor across all the layers that needs to be reached for cooperators to survive. However,
if on a single layer the synergy factor is large enough to sustain cooperation even in the
155
absence of multiplexity, i.e., as if the layer would be isolated, then the topological overlap
seizes to matter. By means of extensive Monte Carlo simulations, we have determined
precise bounds on the topological overlap and the relations between synergy factors in
different layers that need to be met for enhanced multiplex network reciprocity to take
effect. Taken together, our results thus establish key determinants of public cooperation
in multiplex networks.
The presented results reveal rather stringent conditions that have to be met for pub-
lic cooperation to be more resilient on multiplex network than it is on single-layer net-
works. Indeed, the hallmark of multiplex network reciprocity, which is the simultaneous
formation of correlated cooperator clusters across different layers, requires near perfect
topological overlap, and is effective only if the conditions for cooperation on all layers are
rather dire. If the coordination process leading to the formation of correlated cooperator
clusters is disturbed due to the lack of topological overlap, multiplex network reciprocity
never emerges, resulting in the total collapse of cooperation across all layers minus those
that would sustain cooperation on their own either way. Thus, while multiplexity and
network interdependence can in theory be exploited effectively to promote cooperation
past the limits imposed by isolated networks, caution is needed against overly optimistic
predictions that suggest involvement in different social contexts alone is in itself suffi-
cient to promote cooperation. Enhanced prosocial behavior in layered social systems can




Network science is an old science: it draws on theories and methods from a variety of
disciplines, such as graph theory from mathematics, statistical mechanics from physics,
data mining from computer science, inference from statistics, and social network analy-
sis from sociology, all of which have a very well developed trajectory of their own. Yet,
network science is a new science: making all these fields speaking together it created
the ground for a novel fertile research area, which has produced many interesting works
in the last twenty years. The main reason behind its success is that its theoretical,
numerical and mathematical tools were shown to provide, or contribute to find practical
solutions to hard problems. For instance, the study of networks has helped us unveil
the structure of the internet, of human and animal societies, and understand how epi-
demics and rumours spread or how epileptic seizures happen. Many complex systems are
indeed well described in terms of networks, and their complexity typically dwells in the
intricate structure of interactions among their units. In a quest to better represent and
understand real-world systems, network scientists have progressively included realistic
features in their network models and analyses, such as link weight, direction, sign and
time. When links can be grouped in different types, we are dealing with multilayer, or
multiplex, networks. Multiplex networks are everywhere, from multimodal transporta-
tion systems to multifaceted social relationships and biological interactions taking place
through different channels. In the first part of this thesis we suggested measures and
models to unveil and quantify multiplexity from a structural point of view, from basic
node, layer and edge properties to more complicated structures at the micro- and meso-
scale, such as motifs, communities and core-periphery. These tools are potentially of
interest for many researchers working with networks, from sociologists to neuroscien-
tists, economists, ecologists and urban scientists, and we collected most of them in a
freely available and open source software library [255]. The second part of this thesis is
devoted to dynamical processes on multiplex networks, and in particular random walks,
opinion dynamics, cultural dynamics and evolutionary game theory. The crucial point is
that interactions across layers may give rise to novel and unexpected emergent behavior,
which is unpredictable from the knowledge of the single layers independently, or from
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that of the aggregated system [33]. When this novel multiplex behavior exists, “multi-
plex matters” and the multiplex ingredient must not be missed in the representation of
our complex system. The study of multiplex networks has received a lot of attention in
the last years, almost as if they were a research topic of their own. Yet, no figure like that
of a multiplex scientist must exist: the novel tools and techniques should just enter into
the background and skills of researchers working on and with networks. Methods and
results from multiplex network theory are likely to be combined in the upcoming years
to other topics at the forefront of network science, such as temporal networks [8, 256]
and networks with metadata [257, 258], combining multiple additional level of complex-
ity. Together with the theory, we also hope and believe the study of multilayer systems
will help bring answers to practical problems. Will multiplex network theory contribute
to battle diseases by looking at their correlation and cooccurrence with specific habits?
Will it be able to reduce the risk of dramatic interdependent cascades in the banking and
in the financial sectors? Will multiplexity give us a better understanding of societies and
of our brain? Hopefully this thesis represents a little step in generate research efforts
in this direction, providing tools, methods and in general a new framework to analyse
increasingly reacher data now available in fields as diverse as medicine and finance. For
the moment, we can tell network scientists who are trying to unveil the structure of our
brain, the world trade web, patterns of online and offline communication, and also all
those kids who can’t help stare at the Tube map in London while waiting for a train:
yes, those are multiplex networks, and we understand your fascination.
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A. Arenas, “Spectral properties of the Laplacian of multiplex networks”, Physical
Review E, 88 (3), 032807 (2013)
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