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Abstract
The error analysis of a proper orthogonal decomposition (POD) data
assimilation (DA) scheme for the Navier-Stokes equations is carried out.
A grad-div stabilization term is added to the formulation of the POD
method. Error bounds with constants independent on inverse powers of
the viscosity parameter are derived for the POD algorithm. No upper
bounds in the nudging parameter of the data assimilation method are re-
quired. Numerical experiments show that, for large values of the nudging
parameter, the proposed method rapidly converges to the real solution,
and greatly improves the overall accuracy of standard POD schemes up
to low viscosities over predictive time intervals.
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Keywords. Data assimilation, downscaling, Navier-Stokes equations, uniform-
in-time error estimates, proper orthogonal decomposition, fully discrete schemes,
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1 Introduction
Reduced order models (ROM) are a fairly extensive technique applied in many
different fields to reduce the computational cost of direct numerical simulations
while keeping enough accurate numerical approximations. Proper Orthogonal
Decomposition (POD) method provides the elements (modes) of the reduced
basis from a given database (snapshots) which are computed by means of a
direct or full order method.
Data assimilation refers to a class of techniques that combine experimental
data and simulations in order to obtain better predictions in a physical system.
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There is a vast literature on data assimilation methods (see e.g., [4], [17], [32],
[35], [39], and the references therein). One of these techniques is nudging in
which a penalty term is added with the aim of driving the approximate solution
towards coarse mesh observations of the data. In [5], a new approach, known as
continuous data assimilation, is introduced for a large class of dissipative partial
differential equations.
In this paper we study the numerical approximation of the Navier-Stokes
equations with a continuous data assimilation method defined over a reduced
order space. The basis functions in the ROM are based only on velocity ap-
proximations at different times computed with a mixed finite element Galerkin
method using inf-sup stable elements. Both the snapshots and the basis of the
ROM satisfy a discrete divergence-free condition.
We consider the Navier-Stokes equations (NSE)
∂tu− ν∆u+ (u · ∇)u+∇p = f in (0, T ]× Ω,
∇ · u = 0 in (0, T ]× Ω, (1)
in a bounded domain Ω ⊂ Rd, d ∈ {2, 3} with initial condition u(0) = u0. In (1),
u is the velocity field, p the kinematic pressure, ν > 0 the kinematic viscosity
coefficient, and f represents the accelerations due to external body forces acting
on the fluid. The Navier-Stokes equations (1) must be complemented with
boundary conditions. For simplicity, we only consider homogeneous Dirichlet
boundary conditions u = 0 on ∂Ω.
As in [37] we consider given coarse spatial mesh measurements, correspon-
ding to a solution u of (1), observed at a coarse spatial mesh. We assume that
the measurements are continuous in time and error-free and we denote by IH(u)
the operator used for interpolating these measurements, where H denotes the
resolution of the coarse spatial mesh. Since no initial condition for u is available
one cannot simulate equation (1) directly. To overcome this difficulty it was
suggested in [5] to consider instead a solution v of the following system
∂tv − ν∆v + (v · ∇)v +∇p˜ = f − β(IH(v)− IH(u)), in (0, T ]× Ω,
∇ · v = 0, in (0, T ]× Ω, (2)
where β is the nudging parameter. In [37] a semidiscrete postprocessed Galerkin
spectral method in considered and analyzed. A fully discrete method for the
spatial discretization in [37] is analyzed in [28]. In [23] the continuous data
assimilation algorithm is analyzed considering both a finite element Galerkin
method and a Galerkin method with grad-div stabilization. The extension to
the fully discrete case is carried out in [22]. For the Galerkin method with grad-
div stabilization the constants in the error bounds in [22] and [23] are indepen-
dent on inverse powers of the viscosity parameter. In [34] the authors consider
also fully discrete approximations to (2) in which for the spatial discretization
the Galerkin method with grad-div stabilization is considered. However, the
constants in the error bounds in [34] are not independent on inverse powers
of ν. Moreover, in [22], [23] there is no need to impose an upper bound on
the nudging parameter β as required in [28], [34], [37]. This fact is important
because, on the one hand, there is numerical evidence that no upper bound is
required in the numerical experiments and, on the other hand, better results are
obtained in some experiments for values of β above the upper bound assumed
in references [28], [34], [37].
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In [44] a continuous data assimilation reduced order model (DA-ROM) me-
thod is introduced and analyzed. The idea is to consider a Galerkin approxi-
mation to (2) defined in a ROM space. The ROM space is based on a set of
snapshots that are fully discrete Galerkin inf-sup stable mixed finite element
approximations to (1) at different time steps. The DA-ROM method in [44] is a
Galerkin method without any kind of stabilization. The implicit Euler method
is used as time integrator and error bounds are proved that converge exponen-
tially fast in time to the true solution. The constants in the error bounds in [44]
depend on inverse powers of the viscosity parameter.
In the present paper, we follow [44] and consider almost the same DA-
ROM with the difference that we add grad-div stabilization. We will call the
model grad-div-DA-ROM. We make some improvements compared with the er-
ror analysis in [44]. First of all, we prove error bounds in which the constants do
not depend on inverse powers of the viscosity. This fact is important in many
applications with large Reynolds numbers. A second difference with respect
to [44] is the following. In [44] the correlation matrix is based on the inner
products of the snapshots without dividing by the number of snapshots as it
is standard (see [33]). The reason for not dividing by the number of snapshots
is that proceeding in that way one can bound the maximum in time of the L2
error between the true solution and the projection onto the ROM space instead
of having a bound for a discrete primitive in time of the L2 error (let say the
mean error, see [33] again). Although an available bound for the maximum
norm of the error in the projection simplifies the error analysis, one obtains for
the correlation matrix not divided by the number of snapshots that the size
of the eigenvalues scales exactly with the number of snapshots. This means
that not dividing by the number of snapshots, say M where M is typically
(∆t)−1, ∆t being the time step, we get eigenvalues M times larger than u-
sing the standard correlation matrix, which in practice implies that the error
bounds are multiplied by M (say (∆t)−1). As a consequence, there is no gain
using the correlation matrix considered in [44]. In the present paper, we use
the standard correlation matrix as defined in [33] and we get error bounds for
the error between the grad-div-DA-ROM and the orthogonal L2 projection of
the true solution onto the ROM space in which we apply the available bound
for the mean error instead of requiring a bound for the maximum error. The
last improvement respect to [44] is related to the nudging parameter. In the
numerical experiments in [44] there is evidence that using a large value for β
(say β = 100, 500) makes a significant difference between the DA-ROM and
the standard ROM, the first one being much more accurate. Although in [44,
Remark 3.8] it is stated that with the analysis presented the usual upper bound
on the nudging parameter can be relaxed or even eliminated this is not true.
Actually, we found some mistakes in the statement of the main Theorem in [44],
Theorem 3.5. More precisely, constants α1, α2 are defined in the following way
α1 := ν − 2µ(β2 − 1)C2IH2,
α2 := 2µ− µC
2
I
2β1
− µ
2β2
− 6ν−1C2b ‖Sr‖2‖∇un+1‖2. (3)
In (3), the value of µ is β, i.e. µ is the nudging paremeter in (2), H is the coarse
mesh in (2), n is the time level, CI is a constant related to the interpolant
operator IH and Cb is a constant related to a standard bound of the nonlinear
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term. In [44, Theorem 3.5] it is assumed that αi > 0, βi > 0, i = 1, 2. Following
the error analysis in [44] we found that the correct value for the constant α2 in
(3) should be
α2 := 2µ− µC
2
I
β1
− 2µ
β2
− 6ν−1C2b ‖Sr‖2‖∇un+1‖2,
while β2 must be larger than 1. Then, in view of the assumption α1 > 0 we fall
essentially into the upper bound ν − 2µC2IH2 > 0 assumed in references [28],
[34], [37], which means that the upper bound cannot be removed. On the other
hand, if we want to relax condition ν − 2µC2IH2 > 0 we can take β2 = 1 + 
with → 0 but in that case in view of the correct value of α2 we would need to
take β1 > (1+ )C
2
I /(2), which increases as  goes to zero. Since the factor β1µ
multiplies the constant in the error bound of Theorem 3.5, relaxing the upper
bound in the nudging parameter results in increasing the size of the constants
in the error bounds.
In the present paper, as in [22], [23], we do not need to assume an upper
bound on the nudging parameter. For the time integration we use the implicit
Euler method although the error analysis for a second order time integrator as
BDF2 can be carried out as in [22]. We prove error bounds for the method with
constants independent on inverse powers of the viscosity. As in [44] and previous
references the error in the initial condition goes to zero exponentially fast. The
error in the grad-div-DA-ROM has three components, one coming from the time
integrator used, one due to the error in the snapshots (finite element error) and
a third one due to the POD method, measured in terms on the eigenvalues of
the correlation matrix. Numerical experiments confirm that, for large values of
the nudging parameter, the proposed grad-div-DA-ROM rapidly converges to
the real solution, and greatly improves the overall accuracy of standard POD
schemes up to low viscosities over predictive time intervals, similarly to the
DA-ROM in [44].
The outline of the paper is as follows. In Section 2 we state some prelimina-
ries and notation. In Section 3 we recall the POD method and get some a priori
bounds for the orthogonal projection of the true solution onto the POD space.
In Section 4 we describe the proposed grad-div-DA-ROM and bound the error.
Section 5 is devoted to show some numerical experiments. Finally, Section 6
presents the main conclusions of this work.
2 Preliminaries and notation
Let us denote by Q = L20(Ω) =
{
q ∈ L2(Ω) | (q, 1) = 0}. Let Th = (τhj , φhj )j∈Jh ,
h > 0 be a family of partitions of suitable domains Ωh, where h denotes the
maximum diameter of the elements τhj ∈ Th, and φhj are the mappings from the
reference simplex τ0 onto τ
h
j . We shall assume that the partitions are shape-
regular and quasi-uniform. Let r ≥ 2, we consider the finite-element spaces
Sh,r =
{
χh ∈ C
(
Ωh
) ∣∣χh|τhj ◦ φhj ∈ P r−1(τ0)} ⊂ H1(Ωh),
S0h,r = Sh,r ∩H10 (Ωh),
where P r−1(τ0) denotes the space of polynomials of degree at most r− 1 on τ0.
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We shall denote by (Xh,r, Qh,r−1) the MFE pair known as Hood–Taylor
elements [10, 43] when r ≥ 3, where
Xh,r =
(
S0h,r
)d
, Qh,r−1 = Sh,r−1 ∩ L20(Ωh), r ≥ 3.
To approximate the velocity we consider the discrete divergence-free space
Vh,r = Xh,r ∩
{
χh ∈ H10 (Ωh)d | (qh,∇ · χh) = 0 ∀qh ∈ Qh,r−1
}
.
For n ≥ 1 we define the fully discrete Galerkin approximation with the BDF2
time discretization (unh, p
n
h) ∈ Xh,r×Qh,r−1 satisfying for all (ϕh, ψh) ∈ Xh,r×
Qh,r−1(
3unh − 4un−1h + un−2h
2∆t
,ϕh
)
+ ν(∇unh,∇ϕh) + bh(unh,unh,ϕh) + (∇pnh,ϕh)
= (fn,ϕh),
(∇ · unh, ψh) = 0. (4)
In (4) unh is the Galerkin approximation at time tn, ∆t is the time step and
bh(·, ·, ·) is defined in the following way
bh(uh,vh,ϕh) = ((uh · ∇)vh,ϕh) +
1
2
(∇ · (uh)vh,ϕh), ∀uh,vh,ϕh ∈ Xh,r.
It is straightforward to verify that bh enjoys the skew-symmetry property
bh(u,v,w) = −bh(u,w,v) ∀u,v,w ∈ H10 (Ω)d. (5)
Let us fix T > 0 and define M = T/∆t. For the fully discrete Galerkin approxi-
mation the following bounds hold, see for example [21]:
‖un − unh‖0 ≤ C(u, p, ν, r)(hr + (∆t)2), 1 ≤ n ≤M
‖un − unh‖1 ≤ C(u, p, ν, r)(hr−1 + (∆t)2), 1 ≤ n ≤M. (6)
Remark 2.1 If we use a stabilized method instead of the Galerkin one we can
get bounds with constants independent on inverse powers of ν. For the error
analysis we carry out in this paper we need to have velocity approximations
with discrete divergence zero. Then, we could start from a Galerkin method
with grad-div stabilization as proposed in [19]. A fully discrete version of the
Galerkin method with grad-div stabilization and the implicit Euler method is
analyzed in [19] resulting in the following bounds:
‖un − unh‖0 + h‖un − unh‖1 ≤ C(u, p, r)(hr−1 + ∆t), 1 ≤ n ≤M, (7)
where the constant C(u, p, r) depends on norms of the true solution but not
directly on inverse powers of the viscosity parameter ν. Comparing the error
bound (7) with (6) we can observe that instead of rate r in terms of h a rate of
convergence r − 1 is proved. The numerical experiments in [24] show that this
rate is sharp for small values of the viscosity parameter ν.
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If the family of meshes is quasi-uniform then the following inverse inequality
holds for each vh ∈ Sh,r, see e.g., [16, Theorem 3.2.6],
‖vh‖Wm,p(K) ≤ cinvhn−m−d(
1
q− 1p )
K ‖vh‖Wn,q(K), (8)
where 0 ≤ n ≤ m ≤ 1, 1 ≤ q ≤ p ≤ ∞, and hK is the diameter of K ∈ Th.
We consider a modified Stokes projection that was introduced in [18] and
that we denote by smh : V → Vh,r satisfying
(∇smh ,∇ϕh) = (∇u,∇ϕh), ∀ ϕh ∈ Vh,r, (9)
and the following error bound, see [18]:
‖u− smh ‖0 + h‖u− smh ‖1 ≤ C‖u‖jhj , 1 ≤ j ≤ r. (10)
From [15], we also have
‖∇smh ‖∞ ≤ C‖∇u‖∞, (11)
where C does not depend on ν and [23, Lemma 3.8]
‖smh ‖∞ ≤ C(‖u‖d−2‖u‖2)1/2, (12)
‖∇smh ‖L2d/(d−1) ≤ C
(‖u‖1‖u‖2)1/2, (13)
where the constant C is independent of ν.
Let us denote by PQ the L
2 orthogonal projection onto Qh,r−1. It holds
‖p− PQp‖0 ≤ Chr−1‖p‖r−1, p ∈ Q ∩Hr−1(Ω). (14)
We will also use the well-known property, see [31, Lemma 3.179]
‖∇ · v‖0 ≤ ‖∇v‖0 , v ∈ H10 (Ω)d. (15)
We will assume that the interpolation operator IH is stable in L
2, that is,
‖IHu‖0 ≤ c0‖u‖0, ∀u ∈ L2(Ω)d, (16)
and that it satisfies the following approximation property,
‖u− IHu‖0 ≤ cIH‖∇u‖0, ∀u ∈ H10 (Ω)d. (17)
The Bernardi–Girault [9], Girault–Lions [26], or the Scott–Zhang [42] interpo-
lation operators satisfy (16) and (17). Notice that the interpolation can be on
piecewise constants.
3 Proper Orthogonal decomposition
We will consider a proper orthogonal decomposition (POD) method. Let us fix
T > 0 and M > 0 and take ∆t = T/M and let us consider the following space
V =< u1h, . . . ,uMh > .
Let dp be the dimension of the space V.
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LetK be the correlation matrix corresponding to the snapshotsK = ((ki,j)) ∈
RM×M where
ki,j =
1
M
(uih,u
j
h),
and (·, ·) is the inner product in L2(Ω)d. Following [33] we denote by λ1 ≥
λ2 ≥ . . . ≥ λdp > 0 the positive eigenvalues of K and by v1, . . . ,vdp ∈ RM the
associated eigenvectors. Then, the (orthonormal) POD basis is given by
ψk =
1√
M
1√
λk
M∑
j=1
vjkuh(·, tj), (18)
where vjk is the j-th component of the eigenvector vk and the following error
formula holds, see [33, Proposition 1]
1
M
M∑
j=1
∥∥∥∥∥ujh −
l∑
k=1
(ujh,ψk)ψk
∥∥∥∥∥
2
0
=
dp∑
k=l+1
λk, (19)
where we have used the notation ujh = uh(·, tj).
Denoting by S the stiffness matrix for the POD basis S = ((si,j)) ∈ Rdp×dp
with si,j = (∇ψi,∇ψj) then for any v ∈ V the following inverse inequality
holds, see [33, Lemma 2]
||∇v||0 ≤
√
‖S‖2‖v‖0, (20)
where ‖S‖2 denotes the spectral norm of S.
From this inverse inequality we get
1
M
M∑
j=1
∥∥∥∥∥∇ujh −
l∑
k=1
(ujh,ψk)∇ψk
∥∥∥∥∥
2
0
≤ ‖S‖2
M
M∑
j=1
∥∥∥∥∥ujh −
l∑
k=1
(ujh,ψk)ψk
∥∥∥∥∥
2
0
≤ ‖S‖2
dp∑
k=l+1
λk. (21)
Instead of (21) we can also apply the following result that is taken from [29,
Lemma 3.2]
1
M
M∑
j=1
∥∥∥∥∥∇ujh −
l∑
k=1
(ujh,ψk)∇ψk
∥∥∥∥∥
2
0
=
dp∑
k=l+1
λk‖∇ψk‖20. (22)
In the sequel we will denote by
V l =< ψ1,ψ2, . . . ,ψl >,
and by Pl the L
2-orthogonal projection onto V l.
Although the proof of the following lemma can be found in [29, Lemma 3.3]
we include it here for convenience of the readers.
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Lemma 3.1 Let u be the solution of (1) with initial condition u0 and let us
denote by uj = u(·, tj), then the following bounds hold
1
M
M∑
j=1
‖uj − Pluj‖20 ≤ C0,P := 2C(u, p, ν, r)(h2r + (∆t)4) + 2
dp∑
k=l+1
λk,
1
M
M∑
j=1
‖∇(uj − Pluj)‖20 ≤ C1,P := 3C(u, p, ν, r)(h2(r−1) + (∆t)4) (23)
+3
dp∑
k=l+1
λk‖∇ψk‖20 + 3C(u, p, ν, r)‖S‖2(h2r + (∆t)4).
Proof: By definition of the Pl projection
‖uj − Pluj‖0 ≤ ‖uj − Plujh‖0.
Then
‖uj − Pluj‖20 ≤ 2‖uj − ujh‖20 + 2‖ujh − Plujh‖20.
Applying now (6) and (19) we prove the first inequality in (23). To prove the
second one we write
‖∇(uj − Pluj)‖20 ≤ 3‖∇(uj − ujh)‖20 + 3‖∇(ujh − Plujh)‖20
+3‖∇(Plujh − Pluj)‖20.
Taking into account that applying (20) we get
‖∇(Plujh − Pluj)‖20 ≤ ‖S‖2‖Pl(ujh − uj)‖20 ≤ ‖S‖2‖ujh − uj‖20
we conclude by applying (6) and (22). 
3.1 A priori bounds for the orthogonal projection onto V l.
In this section we will prove some a priori bounds for the orthogonal projection
Plu
j , j = 0, · · · ,M, that are needed in the error analysis of the rest of the
paper. We start with the L∞ norm, using (8) and (12) we get
‖Pluj‖∞ ≤ ‖Pluj − smh (·, tj)‖∞ + ‖smh (·, tj)‖∞
≤ Ch−d/2‖Pluj − smh (·, tj)‖0 + C(‖uj‖d−2‖uj‖2)1/2
≤ Ch−d/2 (‖Pluj − uj‖0 + ‖uj − smh (·, tj)‖0)+ C(‖uj‖d−2‖uj‖2)1/2.
Applying now (23) and (10) we obtain
‖Pluj‖∞ ≤ Cinf := Ch−d/2(M1/2C1/20,P + Chr‖u‖r) + C(‖uj‖d−2‖uj‖2)1/2. (24)
Let us observe that in view of (24) and the definition of C0,P in (23) the following
quantities have to be bounded:
[
(∆t)−1/2hr−d/2
]
,
[
h−d/2(∆t)3/2
]
,
(∆t)−1/2h−d/2
 dp∑
k=l+1
λk
1/2
 . (25)
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Remark 3.2 The factor M1/2 (essentially (∆t)−1/2) appearing in (24) comes
from the rough estimate
‖uj − Pluj‖20 ≤M
 1
M
M∑
j=1
‖uj − Pluj‖20
 ≤MC0,P .
In practice one expects an equidistribution of the errors (no individual term
much larger than others) in the M factors in
∑M
j=1 ‖uj − Pluj‖20 which would
avoid the too pessimistic factor (∆t)−1/2 in (25). Actually, in some references
this kind of assumption is included in the error analysis, see for example [29,
Assumption 3.2]. In other references, as in [44], instead of taking the correlation
matrix K = ((ki,j)) ∈ RM×M where
ki,j =
1
M
(uih,u
j
h),
they take
ki,j = (u
i
h,u
j
h),
i.e., they drop the 1/M factor as suggested in [29, Remark 3.2]. Then, instead
of a bound for
1
M
M∑
j=1
‖uj − Pluj‖20,
as in (23) one gets a bound for
M∑
j=1
‖uj − Pluj‖20,
from which the bound for any of the terms ‖uj−Pluj‖20 follows. The problem is
that proceeding in this way the eigenvalues of this approach are the eigenvalues
λj in (23) multiplied by M . For this reason we prefer to assume the quantities
in (25) are bounded since, in practice, this assumption is not hard to be satisfied
while the method we propose has a smaller component of the error coming from
the eigenvalues.
We will get bounds for the orthogonal projection in two further norms. Arguing
as before, applying (8), (13) we get
‖∇Pluj‖L2d/(d−1) ≤ ‖∇(Pluj − smh (·, tj))‖L2d/(d−1) + ‖∇smh (·, tj)‖L2d/(d−1)
≤ Ch−1/2‖Pluj − smh (·, tj)‖1 + C
(‖uj‖1‖uj‖2)1/2.
Adding and subtracting uj and applying (23) and (10) we finally obtain
‖∇Pluj‖L2d/(d−1) ≤ Cld := Ch−1/2
(
M1/2C
1/2
1,P + Ch
r−1‖u‖r
)
+C
(‖uj‖1‖uj‖2)1/2. (26)
As before, we will assume h, ∆t and l (number of modes) are chosen such that
h−1/2M1/2C1,P is bounded. Comments made on Remark 3.2 also apply here as
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well as for the following last bound. Arguing as before, and applying (8) and
(11) we get
‖∇Pluj‖∞ ≤ ‖∇Pluj −∇smh (·, tj)‖∞ + ‖∇smh (·, tj)‖∞
≤ Ch−d/2‖ujh − smh (·, tj)‖1 + C‖∇uj‖∞. (27)
Adding and subtracting uj and applying (23) and (10) we finally obtain
‖∇Pluj‖∞ ≤ C1,inf := Ch−d/2
(
M1/2C
1/2
1,P + Ch
r−1‖u‖r
)
+ C‖∇uj‖∞,(28)
so that in the sequel we assume h−d/2M1/2C1/21,P is bounded.
Slightly sharper a priori bounds can be obtained using a priori bounds for
the Galerkin velocity approximation. We start with the L∞ norm, using (8),
(12), (6) and (10) we get
‖ujh‖∞ ≤ ‖ujh − smh (·, tj)‖∞ + ‖smh (·, tj)‖∞
≤ Ch−d/2‖ujh − smh (·, tj)‖0 + C(‖uj‖d−2‖uj‖2)1/2
≤ Ch−d/2C(u, p, ν, 2)(h2 + ∆t2) + C(‖uj‖d−2‖uj‖2)1/2
≤ Cu,inf := C
(
C(u, p, ν, 2) + (‖uj‖d−2‖uj‖2)1/2
)
, (29)
whenever we assume the following condition holds for the time step
∆t ≤ Chd/4. (30)
In the error bound (29) we have included the factor Ch2‖uj‖2 coming from
the error ‖uj − smh (·, tj)‖0 into the factor C(u, p, ν, 2)h2 coming from the error
of the Galerkin method since C(u, p, ν, 2) depends on ‖u‖L∞(H2).
Now we bound the L∞ norm of the gradient, using (8), (11), (6) and (10)
we get
‖∇ujh‖∞ ≤ ‖∇ujh −∇smh (·, tj)‖∞ + ‖∇smh (·, tj)‖∞
≤ Ch−d/2‖ujh − smh (·, tj)‖1 + C‖∇uj‖∞
≤ Ch−d/2C(u, p, ν, 3) (h2 + (∆t)2)+ C‖∇uj‖∞
≤ Cu,1,inf := C
(
C(u, p, ν, 3) + ‖∇u‖L∞(L∞)
)
, (31)
whenever condition (30) holds.
Finally, we bound the L2d/(d−1) norm. Using (8), (13), (6) and (10) and
assuming again condition (30) holds (indeed the weaker condition ∆t ≤ Ch1/4
would be enough) we get
‖∇ujh‖L2d/(d−1) ≤ ‖∇(ujh − smh (·, tj))‖L2d/(d−1) + ‖∇smh (·, tj)‖L2d/(d−1)
≤ Ch−1/2‖ujh − smh (·, tj)‖1 + C
(‖u‖1‖u‖2)1/2
≤ Ch−1/2C(u, p, ν, 2)(h+ (∆t)2) + C(‖u‖1‖u‖2)1/2
≤ Cu,ld := C
(
C(u, p, ν, 2) +
(‖u‖1‖u‖2)1/2) . (32)
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Now, we prove a priori bounds in the same norms for Plu
j . To this end, using
inverse inequality (8), (29), the stability of the Pl projection, and (6) we get
‖Pluj‖∞ ≤ ‖ujh‖∞ + ‖Pluj − ujh‖∞ ≤ Cu,inf + h−d/2‖Pluj − ujh‖0
≤ Cu,inf + h−d/2‖Pl(uj − ujh)‖0 + h−d/2‖Plujh − ujh‖0
≤ Cu,inf + h−d/2‖uj − ujh‖0 + h−d/2‖Plujh − ujh‖0
≤ Cu,inf + h−d/2C(u, p, ν, 2)(h2 + (∆t)2) + h−d/2‖Plujh − ujh‖0
≤ Cu,inf + C + h−d/2‖Plujh − ujh‖0, (33)
where in the last inequality we assume, as before, condition (30). In view of (19)
we can write for the last term ‖Plujh − ujh‖0 ≤ M1/2
(∑dp
k=l+1 λk
)1/2
, where,
as before, the factor M1/2 comes from a rough estimate of any of the factors on
the left-hand side in (19). Actually, this estimate can be slightly improved with
the following argument. It is easy to see that
ujh − Plujh =
dp∑
k=l+1
(ujh,ψk)ψk.
Using the definition of ψk it is also easy to observe that
ujh − Plujh =
dp∑
k=l+1
(ujh,ψk)ψk =
√
M
dp∑
k=l+1
√
λkv
j
kψk.
And then
‖ujh − Plujh‖0 =
√
M
 dp∑
k=l+1
λk|vjk|2
1/2 ≤ √M√λl+1
 dp∑
k=l+1
|vjk|2
1/2
≤
√
M
√
λl+1, (34)
where in the last inequality we have used that
(∑dp
k=l+1 |vjk|2
)1/2
≤ 1 since the
matrix with columns the vectors vk can be enlarged to an M ×M orthogonal
matrix.
Inserting (34) into (33) we finally arrive
‖Pluj‖∞ ≤ Cinf := Cu,inf + C + h−d/2
√
M
√
λl+1, (35)
which is sharper than (24).
Arguing similarly, using inverse inequality (8), (31), (20), the stability of the
Pl projection, and (6) we get
‖∇Pluj‖∞ ≤ ‖∇ujh‖∞ + ‖∇(Pluj − ujh)‖∞
≤ Cu,1,inf + h−d/2‖∇(Pluj − ujh)‖0
≤ Cu,1,inf + h−d/2‖∇(Pl(uj − ujh))‖0 + h−d/2‖∇(Plujh − ujh)‖0
≤ Cu,inf + h−d/2‖S‖1/22 ‖uj − ujh‖0 + h−d/2‖∇(Plujh − ujh)‖0
≤ Cu,inf + h−d/2‖S‖1/22 C(u, p, ν, 2)(h2 + (∆t)2)
+h−d/2‖∇(Plujh − ujh)‖0
≤ Cu,inf + C + h−d/2‖∇(Plujh − ujh)‖0. (36)
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Finally, from (22) we get
‖∇(Plujh − ujh)‖0 ≤
√
M‖S‖1/22
 dp∑
k=l+1
λk
1/2 ,
which inserted into (36) gives
‖∇Pluj‖∞ ≤ C1,inf := Cu,1,inf + C + h−d/2
√
M‖S‖1/22
 dp∑
k=l+1
λk
1/2 .(37)
Arguing exactly as before and applying (32) we also obtain
‖∇Pluj‖L2d/(d−1) ≤ Cld := Cu,ld + C + h−1/2
√
M‖S‖1/22
 dp∑
k=l+1
λk
1/2 .(38)
4 The POD Data assimilation algorithm
For any initial condition the POD data assimilation approximation using the
implicit Euler method and grad-div stabilization is obtained by solving for n ≥ 1:(
unl − un−1l
∆t
,ϕl
)
+ ν(∇unl ,∇ϕl) + bh(unl ,unl ,ϕl) + µ(∇ · unl ,∇ ·ϕl)
= (fn,ϕl)− β(IHunl − IHun, IHϕl), ∀ϕl ∈ V l, (39)
where µ is the grad-div stabilization parameter, β is the nudging parameter and
IH is an interpolation operator over a coarse mesh.
Theorem 4.1 Let unl be the grad-div-DA-ROM approximation defined in (39),
let un be the velocity approximation of the Navier-Stokes equations (1) at time
tn and let Plu
n be its orthogonal projection over the POD space V l. Assuming
the solution (u, p) of (1) is smooth enough the following bound holds
‖unl − Plun‖20 ≤
1(
1 + γ2∆t
)n ‖e0l ‖20 + TC1,P (ν + 2µ+ 2L (‖u‖2 + Cld + Cinf)
)
+Tβc20C0,P +
C
µ
h2(r−1)∆t
n∑
j=1
‖pj‖2r−1 +
C(∆t)2
L
∫ tn
0
‖utt(s)‖20 ds, (40)
where C0,P , C1,P are the constants in (23), and Cld, Cinf are the constants in
(35), (38).
Proof: Following [44] we will compare unl with Plu
n. It is easy to obtain(
Plu
n − Plun−1
∆t
,ϕl
)
+ ν(∇Plun,∇ϕl) + bh(Plun, Plun,ϕl)
+µ(∇ · Plun,∇ ·ϕl) = (fn,ϕl) + ν(∇τn1 ,∇ϕl) + (τn2 ,∇ ·ϕl)
+(τn3 ,ϕl) + (τ
n
4 ,ϕl), ∀ϕl ∈ V l, (41)
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where τn1 , τ
n
2 , τ
n
3 and τ
n
4 are defined by:
τn1 = (Plu
n − un),
τn2 = (p
n − PQ(pn)) + µ (∇ · (Plun − un)) ,
τn3 =
1
∆t
(un − un−1)− unt , (42)
(τn4 ,ϕl) = bh(Plu
n, Plu
n,ϕl)− bh(un,un,ϕl),
and we denote by PQ the L
2 orthogonal projection onto Qh,r−1.
Let us denote by
enl = u
n
l − Plun.
Subtracting (41) from (39) and taking ϕl = e
n
l we get
1
2∆t
(‖enl ‖20 − ‖en−1l ‖20)+ ν‖∇enl ‖20 + µ‖∇ · enl ‖20 + β‖IHenl ‖20 (43)
≤ −bh(unl ,unl , enl ) + bh(Plun, Plun, enl ) + β(IH(un − Plun), IHenl )
−ν(∇τn1 ,∇enl )− (τn2 ,∇ · enl )− (τn3 , enl )− (τn4 , enl ).
We will argue as in [22].
For the first term on the right-hand side of (43) using the skew-symmetric
property (5) we get
|bh(unl ,unl , enl )− bh(Plun, Plun, enl )| = |bh(enl , Plun, enl )|
≤ ‖∇Plun‖∞‖enl ‖20 +
1
2
‖∇ · enl ‖0‖Plun‖∞‖enl ‖0
≤ L
2
‖enl ‖20 +
µ
4
‖∇ · enl ‖20, (44)
where
L = 2 max
n≥0
(
‖∇Plun‖∞ + 1
4µ
‖Plum‖2∞
)
≤ 2
(
C1,inf +
C2inf
4µ
)
, (45)
and we have applied (35) and (37) in the last inequality.
For the second term on the right-hand side of (43), applying the L2-stability
of the interpolation operator (16) we get
β(IH(u
n − Plun), IHenl ) ≤ βc0‖un − Plun‖0‖IHenl ‖0
≤ β
2
c20‖un − Plun‖20 +
β
2
‖IHenl ‖20. (46)
For the truncation errors we write
|ν(∇τn1 ,∇enl )| ≤
ν
2
‖∇τn1‖20 +
ν
2
‖∇enl ‖20,
|(τn2 ,∇ · enl )| ≤
‖τn2‖20
µ
+
µ
4
‖∇ · enl ‖20, (47)
|(τn3 + τn4 , enl )| ≤
1
2L
‖τn3 + τn4‖20 +
L
2
‖enl ‖20.
Inserting (44), (46) and (47) into (43) we get
1
2
1
∆t
(‖enl ‖20 − ‖en−1l ‖20)+ ν2‖∇enl ‖20 + β2 ‖IHenl ‖20 + µ2 ‖∇ · enl ‖20 (48)
≤ L‖enl ‖20 +
ν
2
‖∇τn1‖20 +
‖τn2‖20
µ
+
1
2L
‖τn3 + τn4‖20 +
β
2
c20‖un − Plun‖20.
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The following argument is taken from [22] and [23]. We first observe that
L‖enl ‖20 ≤ 2L‖IHenl ‖20 + 2L‖(I − IH)enl ‖20
so that assuming
β ≥ 8L
and multiplying (48) by 2 we obtain
1
∆t
(‖enl ‖20 − ‖en−1l ‖20)+ ν‖∇enl ‖20 + β2 ‖IHenl ‖20 + µ‖∇ · enl ‖20 − 4L‖(I − IH)enl ‖20
≤ ν‖∇τn1‖20 +
2‖τn2‖20
µ
+
1
L
‖τn3 + τn4‖20 + βc20‖un − Plun‖20.
Applying (17) we have
ν‖∇enl ‖20 − 4L‖(I − IH)enl ‖20 ≥ ν‖∇enl ‖20 − 4Lc2IH2‖∇enl ‖20 ≥
ν
2
‖∇enl ‖20,
whenever
H ≤ ν
1/2
(8L)1/2cI
, (49)
and then
1
∆t
(‖enl ‖20 − ‖en−1l ‖20)+ ν2‖∇enl ‖20 + β2 ‖IHenl ‖20 + µ‖∇ · enl ‖20
≤ ν‖∇τn1‖20 +
2‖τn2‖20
µ
+
1
L
‖τn3 + τn4‖20 + βc20‖un − Plun‖20. (50)
Applying (17) again we get
ν
2
‖∇enl ‖20 +
β
2
‖IHenl ‖20 ≥
ν
2
c−2I H
−2‖(I − IH)enl ‖20 +
β
2
‖IHenl ‖20
≥ γ (‖IHenl ‖20 + ‖(I − IH)enl ‖20) ≥ γ2 ‖enl ‖20,
where
γ = min
{
ν
2
c−2I H
−2,
β
2
}
, (51)
and then, going back to (50) we reach
1
∆t
(‖enl ‖20 − ‖en−1l ‖20)+ γ2 ‖enl ‖20 + µ‖∇ · enl ‖20
≤ ν‖∇τn1‖20 +
2‖τn2‖20
µ
+
1
L
‖τn3 + τn4‖20 + βc20‖un − Plun‖20. (52)
Let us denote by
‖τn‖20 := ν‖∇τn1‖20 +
2‖τn2‖20
µ
+
1
L
‖τn3 + τn4‖20 + βc20‖un − Plun‖20.
From (52) we have(
1 +
γ
2
∆t
)
‖enl ‖20 ≤ ‖en−1l ‖20 + ∆t‖τn‖20,
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and then for 1 ≤ n ≤M we get
‖enl ‖20 ≤
1(
1 + γ2∆t
)n ‖e0l ‖20 + ∆t n∑
j=1
1(
1 + γ2∆t
)n−j+1 ‖τ j‖20
≤ 1(
1 + γ2∆t
)n ‖e0l ‖20 + ∆t n∑
j=1
‖τ j‖20. (53)
To conclude we need to bound the truncation error on the right-hand side of
(53). We first observe that applying (23) we get
ν∆t
n∑
j=1
‖∇τ j1‖20 =
νT
M
n∑
j=1
‖∇τ j1‖20 ≤
νT
M
M∑
j=1
‖∇(Pluj − uj)‖20
≤ νTC1,P . (54)
For the second term in the truncation error applying (14), (15) and (23) again
we get
∆t
n∑
j=1
‖τ j2‖20
µ
≤ 2
µ
∆t
n∑
j=1
‖pj − PQ(pj)‖20 +
2µT
M
M∑
j=1
‖∇(Pluj − uj)‖20
≤ C
µ
h2(r−1)∆t
n∑
j=1
‖pj‖2r−1 + 2µTC1,P . (55)
For the first term in the third term of the truncation error we obtain
∆t
n∑
j=1
‖τ j3‖20 = ∆t
n∑
j=1
∥∥∥∥ujt − uj − uj−1∆t
∥∥∥∥2
0
≤ C(∆t)2
∫ tn
0
‖utt(s)‖20 ds. (56)
For the second term in the third term of the truncation error we apply [19,
Lemma 2] and (24) and (28) to get∥∥bh(Pluj , Pluj ,ϕl)− bh(uj ,uj ,ϕl)∥∥0
≤ (‖u‖2 + ‖∇Pluj‖L2d/(d−1) + ‖Pluj‖∞) ‖∇(Pluj − uj)‖0
≤ (‖u‖2 + Cld + Cinf) ‖∇(Pluj − uj)‖0.
And then applying (23) we get
∆t
n∑
j=1
‖τ j4‖20 ≤
T
M
(‖u‖2 + Cld + Cinf)
M∑
j=1
‖∇(Pluj − uj)‖20
≤ T (‖u‖2 + Cld + Cinf)C1,P . (57)
Finally, for the last term in the truncation error applying (23) again we obtain
βc20∆t
n∑
j=1
‖Pluj − uj‖20 ≤
Tβc20
M
n∑
j=1
‖Pluj − uj‖20 ≤ Tβc20C0,P . (58)
Inserting (54), (55), (56), (57) and (58) into (53) we conclude (40). 
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.Remark 4.2 Let us observe that for the POD data assimilation method we can
start from u0l = 0 since the initial error decays exponentially to zero. For the set
of snapshots we do not need to include u0h since we apply (23) with j starting
at 1. This is different from references [29], [33] where the initial condition u0h
is included into the set of snapshots and agrees with [44].
Theorem 4.3 Assuming conditions of Theorem 4.1 hold the following bounds
can be obtained
1
M
M∑
j=1
‖ujl − uj‖20 ≤
(
1 +
γ
2
∆t
)−1
‖e0l ‖20 + (Tβc20 + 1)C0,P
+TC1,P
(
ν + 2µ+
2
L
(‖u‖2 + Cld + Cinf)
)
(59)
+
C
µ
h2(r−1)∆t
M∑
j=1
‖pj‖2r−1 +
C(∆t)2
L
∫ T
0
‖utt(s)‖20 ds.
Proof: Arguing as in [40], we observe that from (40) we get
1
M
M∑
j=1
‖ejl ‖20 ≤
(
1 +
γ
2
∆t
)−1
‖e0l ‖20 + Tβc20C0,P
+TC1,P
(
ν + 2µ+
2
L
(‖u‖2 + Cld + Cinf)
)
(60)
+
C
µ
h2(r−1)∆t
M∑
j=1
‖pj‖2r−1 +
C(∆t)2
L
∫ T
0
‖utt(s)‖20 ds,
so that applying triangle inequality together with (23) we finally reach (59) 
Remark 4.4 Let us observe that in the error bound (59) we have lost the
exponential decay of the initial error since we have taken the maximum er-
ror on the right-hand side of (40) to reach (60) and consequently (59). To
avoid this problem one can apply triangle inequality to (40) to bound the error
‖unl − un‖0. Then, one would have on the right-hand side of the error bound
the term ‖un−Pjun‖0 for which the rough estimate ‖un−Pjun‖0 ≤M1/2C1/20,P
follows from (23). Assuming an equidistribution of the errors in (23) (as ob-
served in Remark 3.2) one would avoid the factor M1/2. This is the behavior
we observe in practice in the numerical experiments (see Section 5) where both
the exponential decay of the initial errors is observed together with the absence
of the factor M1/2 in the error behavior.
Remark 4.5 Accordingly to Remark 3.2 we observe that to get the error bounds
(40) we have applied (23). In reference [44] the authors instead of the left-hand
side of (23) they bound M times the left-hand side of (23). To this end, instead
of the correlation matrix K = ((ki,j)) ∈ RM×M whith ki,j = (1/M)(uih,ujh),
they take ki,j = (u
i
h,u
j
h), dropping the 1/M factor. Then, the eigenvalues λj in
the error bounds of [44] are multiplied by M respect to the eigenvalues λj of the
present paper.
16
5 Numerical Experiments
In this section, we present numerical results for the grad-div-DA-ROM (39)
introduced and analyzed in the previous section. The numerical experiments
are performed on the benchmark problem of the 2D unsteady flow around a
cylinder with circular cross-section [41] at Reynolds numbers Re = 100, 1000.
The open-source FE software FreeFEM [27] has been used to run the numerical
experiments.
Setup for numerical simulations. Following [41], the computational domain
is given by a rectangular channel with a circular hole (see Figure 1 on top for the
computational grid used for Re = 100 and Figure 2 on top for the computational
grid used for Re = 1000):
Ω = {(0, 2.2)× (0, 0.41)}\{x : (x− (0.2, 0.2))2 ≤ 0.052}.
Mesh
Coarse Mesh
Figure 1: Fine mesh (top) and coarse mesh (bottom), H = 4h, for example 5.1
(Case Re = 100).
No slip boundary conditions are prescribed on the horizontal walls and on
the cylinder, and a parabolic inflow profile is provided at the inlet:
u(0, y, t) = (4Umy(A− y)/A2, 0)T ,
with Um = u(0, H/2, t) = 1.5 m/s, and A = 0.41 m the channel height. At the
outlet, we impose outflow (do nothing) boundary conditions (ν∇u−p Id)n = 0,
with n the outward normal to the domain.
We consider two different values of the kinematic viscosity of the fluid: ν =
10−3, 10−4 m2/s, and there is no external (gravity) forcing, i.e. f = 0 m/s2.
Based on the mean inflow velocity U = 2Um/3 = 1 m/s, the cylinder diameter
D = 0.1 m and the different values of the kinematic viscosity of the fluid ν =
10−3, 10−4 m2/s, the Reynolds numbers considered are Re = UD/ν = 100, 1000.
In the fully developed periodic regime for the two Reynolds numbers, a vortex
shedding can be observed behind the obstacle, resulting in the well-known von
Ka´rma´n vortex street (see Figure 3).
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Mesh
Coarse Mesh
Figure 2: Fine mesh (top) and coarse mesh (bottom), H = 7h, for example 5.2
(Case Re = 1000).
For the evaluation of computational results, we are interested in studying
the temporal evolution of the following quantities of interest. The kinetic energy
of the flow is the most frequently monitored quantity, given by:
EKin =
1
2
‖u‖2L2 .
Other relevant quantities of interest are the drag and lift coefficients. In order
to reduce the boundary approximation influences, in the present work these
quantities are computed as volume integrals [30]:
cD = − 2
DU
2 [(∂tu,vD) + b(u,u,vD) + ν(∇u,∇vD)− (p,∇ · vD)] ,
cL = − 2
DU
2 [(∂tu,vL) + b(u,u,vL) + ν(∇u,∇vL)− (p,∇ · vL)] ,
for arbitrary test functions vD,vL ∈ H1 such that vD = (1, 0)T on the boundary
of the cylinder and vanishes on the other boundaries, vL = (0, 1)
T on the
boundary of the cylinder and vanishes on the other boundaries. In the actual
computations, we have used the approach in [44], where the pressure term is not
necessary to compute cD, cL, since the test functions vD,vL are computed by
Stokes projection, so that they are taken properly in the discrete divergence-free
space Vh,r. For the lower Reynolds number case (Re = 100), reference intervals
for these coefficients were given in [41] (see second row of Table 1), together
with the Strouhal number St = Df/U , where f is the frequency of the vortex
shedding. For the higher Reynolds number case (Re = 1000), we will take the
computed finite element DNS drag and lift coefficients as reference values.
DNS-FEM and POD modes. The numerical method used to compute the
snapshots is the DNS-FEM (4) described in Section 2, with a spatial discretiza-
tion using the mixed inf-sup stable P2−P1 Taylor-Hood FE for the pair velocity-
pressure. For the time discretization, a semi-implicit Backward Differentiation
Formula of order 2 (BDF2) has been applied, which guarantees a good balance
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Figure 3: Final finite element DNS velocity magnitude for examples 5.1 (Case
Re = 100) and 5.2 (Case Re = 1000), from top to bottom.
cmaxD c
max
L St
DNS 3.22 0.96 0.303
Reference results from [41] [3.22, 3.24] [0.99, 1.01] [0.295, 0.305]
Table 1: Maximum drag coefficient cmaxD , maximum lift coefficient c
max
L , and
Strouhal number for the finite element DNS solution (first row), compared with
reference intervals from [41] (second row) for example 5.1 (Case Re = 100).
between numerical accuracy and computational complexity (cf. [3]). In particu-
lar, we have considered an extrapolation for the convection velocity by means of
Newton–Gregory backward polynomials [13]. Without entering into the details
of the derivation, for which we refer the reader to e.g. [13], we consider the
following extrapolation of order two for the discrete velocity: ûnh = 2u
n
h−un−1h ,
n ≥ 1, in order to achieve a second-order accuracy in time. For the initialization
(n = 0), we have considered u−1h = u
0
h = u0h, being u0h the initial condition,
so that the time scheme reduces to the semi-implicit Euler method for the first
time step (∆t)0 = (2/3)∆t. In the DNS, an impulsive start is performed, i.e.
the initial condition is a zero velocity field, and the time step is ∆t = 2×10−3 s.
Time integration is performed till a final time T = 7 s. In the time period
[0, 5] s, after an initial spin-up, the flow is expected to develop to full extent, in-
cluding a subsequent relaxation time. Afterwards, it reaches a periodic-in-time
(statistically- or quasi-steady) state, see Figure 4, where we plot kinetic energy
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temporal evolution for the DNS solutions at Reynolds numbers Re = 100, 1000.
From Table 1, we observe that DNS results at Re = 100 agree quite well with
reference results from [41].
0 1 2 3 4 5 6 7
t
0.5
0.55
0.6
0.65
0.7
En
er
gy
DNS
Re=100
Re=1000
Figure 4: Temporal evolution of kinetic energy for the DNS solution computed
for examples 5.1 (Case Re = 100) and 5.2 (Case Re = 1000).
The POD velocity modes are generated in L2 by the method of snapshots
with velocity centered-trajectories [25] by storing every DNS velocity solution
from t = 5, when the solution had reached a periodic-in-time state, and using
one period of snapshot data for the two Reynolds numbers Re = 100, 1000.
The full period length of the statistically steady state is, respectively, 0.332 s
for Re = 100 and 0.22 s for Re = 1000, thus we collect 166 snapshots for
Re = 100 and 110 snapshots for Re = 1000. The rank of the velocity data set
at Re = 100, 1000 is, respectively, dp = 27, 51, for which λk < 10
−10, k > dp, see
Figure 5 where we show the decay of POD velocity eigenvalues λk, k = 1, . . . , dp,
for the two Reynolds numbers Re = 100, 1000.
Numerical results for grad-div-DA-ROM. With POD velocity modes genera-
ted, the fully discrete grad-div-DA-ROM (39) is constructed as discussed in
the previous section, using the semi-implicit BDF2 time scheme as for the DNS-
FEM, and run with varying values of the nudging parameter (β = 10, 100, 500) in
the stable response time interval [5, 7] s with ∆t = 2×10−3 s and a small number
(l = 8) of POD velocity modes, which already give a reasonable accuracy for
the proposed method at Reynolds numbers Re = 100, 1000, especially for large
values of the nudging parameter (β = 100, 500). The coarse mesh for grad-
div-DA-ROM is given by the same computational grid for the two Reynolds
numbers, represented at the bottom of Figures 1, 2. For Re = 100 this coarse
mesh corresponds to H = 4h, while for Re = 1000 it corresponds to H = 7h,
being H the resolution of the coarse spatial mesh, and h the one of the used
fine spatial computational grid. In the current implementation, since H/h is
bounded, IH has been chosen as the nodal Lagrange interpolation operator
onto the coarse mesh of size H, for which error bounds have been proven in
[22, 23]. A numerical comparison with respect to an interpolation operator on
piecewise constants [22, 23] gave almost similar results (not shown for brevity).
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Figure 5: POD velocity eigenvalues for examples 5.1 (Case Re = 100) and 5.2
(Case Re = 1000).
For the grad-div-DA-ROM computations, we start from zero initial velocity
conditions at t = 5 s and begin assimilation with the DNS solution at t =
5.002 s, whereas IHu
n is computed only in one period and then repeated in
the rest of periods, thus being the DNS data to construct the reduced basis
sufficient to implement the DA term, and no further information is needed. In
the following numerical experiments, we observe that the grad-div-DA-ROM
solution exponentially converges to the DNS solution in time and the speed of
convergence grows as we increase the nudging parameter β.
To assess the numerical accuracy of the new grad-div-DA-ROM, the tempo-
ral evolution of the drag and lift coefficients, and kinetic energy are monitored
and compared to the DNS solutions in the stable response time interval [5, 7] s.
Following [44], we also investigate the new grad-div-DA-ROM in predicting the
cited quantities of interest when inaccurate snapshots (64% of one full period)
are used in its construction. The interest of this numerical investigation relies
on the fact that, in practice, complete sets of data are usually not available, or
the quantity of data needed to reasonably catch up the behavior of the real so-
lution is usually unknown. This also allows to reduce the offline computational
cost of the method, since a reduced number of snapshots is used to build the
correlation matrix, while almost maintaining the numerical accuracy of comp-
lete data sets simulations. At the same time, we compare the performance of
the grad-div-DA-ROM to that of the standard Galerkin-ROM (G-ROM), for
which µ = 0 and β = 0, the grad-div-ROM, for which β = 0, and the DA-ROM,
for which µ = 0. The DA-ROM has been introduced and analyzed in [44]. To
perform the comparison, here we run it with the same numerical setup as for the
grad-div-DA-ROM. From the following numerical experiments, we observe that
under the same setup conditions, both DA reduced order methods tested gave
almost similar reliable results. In terms of computational cost, note that the
CPU time of all the ROM tested is at least three orders of magnitude lower than
the CPU time of the DNS-FEM, thus proving their computational efficiency.
Of particular interest is also the comparison of the G-ROM and the grad-
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div-ROM. For these methods, the initial velocity condition at t = 5 s is taken
as the L2-orthogonal projection of the DNS solution onto V l. The rest of the
numerical setup is the same as for the DA reduced order methods tested. In
the following numerical experiments, we notice that, whereas the G-ROM so-
lution is totally inaccurate, the application of the grad-div stabilization term
already helps to improve the G-ROM solution, allowing to compute a solution
with reasonable accuracy, especially at Reynolds number Re = 100. However,
for the higher Reynolds number Re = 1000, both DA reduced order methods
tested outperform both G-ROM and grad-div-ROM, especially for large values
of the nudging parameter, thus supporting the performed numerical analysis,
in which we do not need to assume at all an upper bound on the nudging pa-
rameter. In these case, the grad-div-ROM should be combined with convection
stabilization (e.g., SUPG [11] or LPS [1, 7, 14, 20]) in order to obtain more accu-
rate results, but this falls outside the scope of the present work. Nevertheless,
up to our knowledge, this is the first time that the grad-div-ROM is numer-
ically investigated as itself. Indeed, although the grad-div stabilization term
has been already considered e.g. in [8, 12] within a ROM framework, actually
in [8] it has been embedded within a residual-based VMS [2, 6] method, thus
making difficult to understand its real contribution, while in [12] it has been
neglected in the numerical studies. However, we found convenient to add it to
the G-ROM in the present numerical experiments. Indeed, this term generally
provides improvement of local discrete mass conservation [36, 38], and thus it is
particularly important in the present framework, in which mixed interpolations
that satisfy the inf-sup condition but are not exactly divergence-free have been
used to compute the snapshots. This allows to work with only velocity ROM, as
in this case, since the POD velocity modes are solenoidal and the pressure term
drops out, but could lead to a poor resolution, as the G-ROM results confirm.
We emphasize again that when considering DA into the ROM, thus adding or
not the grad-div stabilization term makes no significant difference, as showed in
the following numerical experiments.
5.1 Case Re = 100
In this section, we discuss results for Re = 100. In this case, we have used the
computational grid represented in Figure 1 on top to compute the snapshots, for
which h = 2.76× 10−2 m, resulting in 32 488 d.o.f. for velocities and 4 151 d.o.f.
for pressure. Also, 166 snapshots were collected, which comprise one full period
from t = 5 s to t = 5.332 s. All tested ROM have been run in the stable response
time interval [5, 7] s, corresponding to six periods for the lift coefficient. Thus,
we are actually testing the ability of the considered ROM to predict/extrapolate
in time, monitoring their performance over a six times larger time interval with
respect to the one used to compute the snapshots and generate the POD modes.
This will show how the strategy to incorporate DA into the ROM can provide
long time stability and accuracy, thus proving its robustness.
Numerical results for energy, drag and lift predictions using l = 8 modes are
shown in Figures 6, 7, 8. In particular, Figure 6 shows a comparison within
DNS, G-ROM, grad-div-ROM with µ = 0.15, DA-ROM with β = 10, and
grad-div-DA-ROM with µ = 0.15 and β = 10. The value µ = 0.15 for the grad-
div stabilization term has been fixed minimizing the error with respect to the
DNS energy. From this figure, we observe that, whereas the G-ROM solution
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is totally inaccurate, the application of the grad-div stabilization term greatly
improves the G-ROM solution, allowing to compute rather accurate quantities of
interest. Indeed, the temporal evolution of the kinetic energy and lift coefficient
is very close to that of the DNS, being the drag coefficient temporal evolution
the most sensitive quantity presenting larger differences. A slight improvement
is observed for using DA with β = 10, being results for DA-ROM and grad-
div-DA-ROM almost identical. Note that using DA, since we started from zero
initial velocity conditions, the DNS results are approached around t = 5.4 s with
β = 10.
A significant improvement is observed by increasing the nudging parameter
β for DA reduced order methods. This is clearly displayed in Figures 7, 8,
which respectively show the behavior of the DA-ROM and the grad-div-DA-
ROM, varying the nudging parameter β from 10 to 500. Again, almost identical
results are obtained with both DA reduced order methods, for which the best
predictions are given by the largest values β = 500 of the nudging parameter,
although we observe a similar accuracy already for β = 100. Note also that for
large values of the nudging parameter (β = 100, 500), although we started from
zero initial velocity conditions, the DNS results are approached with a rather
accurate resolution just after very few iterations (around 20, i.e. 0.04 s, for β =
100 and 5, i.e. 0.01 s, for β = 500). All these results are also confirmed by Table
2, where we display the error levels with respect to DNS of maximum kinetic
energy |Emaxkin,l−Emaxkin,DNS |, maximum drag coefficient |cmaxD,l −cmaxD,DNS |, maximum
lift coefficient |cmaxL,l −cmaxL,DNS |, and velocity norm ‖ul − uDNS‖`2(L2) using l = 8
modes for G-ROM, grad-div-ROM (µ = 0.15), DA-ROM (β = 500), and grad-
div-DA-ROM (µ = 0.15, β = 500) in the time interval [5.01, 7] s. Note how grad-
div-ROM already reduces the error level in Emaxkin of three orders of magnitude
with respect to G-ROM, similarly to both DA reduced order methods, and in
cmaxL of one order of magnitude, while both DA reduced order methods of two
orders of magnitude. However, for cmaxD , while grad-div-ROM slightly reduces
the error level with respect to G-ROM (five times), both DA reduced order
methods guarantee again a reduction of two orders of magnitude. In terms
of `2(L2) velocity norm, both DA reduced order methods reduces the G-ROM
error level eight times, while the grad-div-ROM is just slightly better accurate
than G-ROM.
Re = 100
Errors G-ROM grad-div-ROM DA-ROM grad-div-DA-ROM
Emaxkin 4.56e-02 1.60e-05 8.20e-05 4.30e-05
cmaxD 3.84e-01 7.15e-02 2.72e-03 2.87e-03
cmaxL 6.78e-01 4.33e-02 4.18e-03 4.76e-03
`2(L2)u norm 1.68e-01 9.73e-02 2.04e-02 2.04e-02
Table 2: Example 5.1 (Case Re = 100): Errors levels with respect to DNS for
G-ROM, grad-div-ROM (µ = 0.15), DA-ROM (β = 500), and grad-div-DA-
ROM (µ = 0.15, β = 500) (166 snapshots used, which comprise one full period
from t = 5 s to t = 5.332 s).
We also investigate the considered ROM performances in predicting quanti-
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ties of interest when inaccurate snapshots (64% of one full period) are used in
their construction. Thus, we generate inaccurate snapshots using 64% of one
full period of DNS data, which corresponds in this case to the first 106 DNS time
step solutions from t = 5 s to t = 5.212 s. Figure 9 displays the Euclidean norm
of the first POD velocity modes obtained with the full set of snapshots (left) and
the inaccurate set of snapshots (right). Results for the considered ROM using
l = 8 modes in this case are shown in Figures 10, 11, 12. Similar to the previous
results, DA significantly improves the accuracy of the G-ROM, especially for
large values of the nudging parameter, without the need to increase the number
of reduced basis functions. While results for G-ROM becomes more and more
inaccurate as time goes on, results for grad-div-ROM remain still acceptable
if compared with DA reduced order methods for a small value of the nudging
parameter. Again, results for both DA-ROM (with and without grad-div term)
are very close and almost approaches DNS results for large values of the nudg-
ing parameter. Actually, they are almost comparable to previous results for
one full period of DNS data. All these considerations are also reflected by the
error levels displayed in Table 3. These results suggest that, despite its simple
implementation, DA can greatly improve the overall accuracy of the standard
G-ROM in the computation of quantities of interest even when low-resolution
data are available to construct the reduced basis, which is common in prac-
tice, whereas grad-div stabilization (without DA) continues providing reliable
results. We notice, however, that as the Reynolds number is increased (see next
section), results for grad-div-ROM (without DA) are less accurate, and maybe
it should be combined with convection stabilization if one does not use DA in
order to obtain more accurate results.
Re = 100 (Inaccurate snapshots)
Errors G-ROM grad-div-ROM DA-ROM grad-div-DA-ROM
Emaxkin 4.34e-02 4.13e-04 2.30e-05 6.10e-05
cmaxD 3.75e-01 6.40e-02 1.14e-02 1.16e-02
cmaxL 6.29e-01 1.89e-02 1.16e-02 1.11e-02
`2(L2)u norm 1.76e-01 1.01e-01 2.99e-02 2.99e-02
Table 3: Example 5.1 (Case Re = 100): Errors levels with respect to DNS for
G-ROM, grad-div-ROM (µ = 0.15), DA-ROM (β = 500), and grad-div-DA-
ROM (µ = 0.15, β = 500) (106 snapshots used, which comprise 64% of one full
period from t = 5 s to t = 5.212 s).
5.2 Case Re = 1000
In this section, we discuss results for Re = 1000. In this case, we have used a
finer computational grid with respect to Re = 100 to compute the snapshots
(see Figure 2 on top, for which h = 1.46 × 10−2 m, resulting in 101 820 d.o.f.
for velocities and 12 885 d.o.f. for pressure). This has been necessary to obtain
stable DNS results. However, the coarse mesh for DA in ROM is the same
as for the previous case (see Figure 2 on bottom). The full period length of
the statistically steady state is now 0.22 s, so that 110 snapshots were collected,
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starting from t = 5 s. Again, all tested ROM have been run in the stable response
time interval [5, 7] s, corresponding now to nine periods for the lift coefficient.
This time range is thus nine times wider with respect to the time window used
for the generation of the POD modes, so that at the higher Reynolds number
we are performing the longer time integration with respect to the time interval
used to compute the snapshots.
Numerical results for energy, drag and lift predictions using l = 8 modes are
shown in Figures 13, 14, 15. In particular, Figure 13 shows a comparison within
DNS, G-ROM, grad-div-ROM with µ = 0.001, DA-ROM with β = 10, and grad-
div-DA-ROM with µ = 0.001 and β = 10. The value µ = 0.001 for the grad-div
stabilization term has been fixed again minimizing the error with respect to the
DNS energy. As already noticed in the previous case, from this figure we observe
that, whereas the G-ROM solution is totally inaccurate, the application of the
grad-div stabilization term helps to improve the G-ROM solution, although it
shows larger error levels than the lower Reynolds number case Re = 100 when
compared to DNS results. A slight improvement is observed again for using
DA with β = 10, being results for DA-ROM and grad-div-DA-ROM almost
identical. Looking at the temporal evolution of the kinetic energy (on top), we
observe that also in this case the DA results almost stabilize around t = 5.4 s
with β = 10, even if the reached values under-estimate the DNS results.
Increasing the nudging parameter β from 10 to 500 for DA reduced order
methods (see Figures 14, 15) already allows to almost approach DNS results,
although we note a detachment in predicting cD, cL as time increases. Almost
identical results are obtained with both DA reduced order methods, for which
the best predictions are given by the largest values β = 500 of the nudging
parameter, although we observe a similar accuracy already for β = 100. Note
again that for large values of the nudging parameter (β = 100, 500), the DNS
results are almost approached just after very few iterations (around 20, i.e.
0.04 s, for β = 100 and 5, i.e. 0.01 s, for β = 500). All these results are confirmed
by Table 4. Note that grad-div-ROM now just slightly reduces the error levels
with respect to G-ROM for all quantities, while both DA reduced order methods
still guarantee a reduction of two orders of magnitude for Emaxkin , c
max
D , and
five times for cmaxL . In terms of `
2(L2) velocity norm, both DA reduced order
methods reduces the G-ROM error level by a factor of 6.5, while the grad-div-
ROM is just slightly better accurate than G-ROM.
Re = 1000
Errors G-ROM grad-div-ROM DA-ROM grad-div-DA-ROM
Emaxkin 3.79e-02 2.28e-02 2.85e-04 3.11e-04
cmaxD 4.21e-01 2.82e-01 3.46e-03 2.85e-03
cmaxL 1.40e-01 4.95e-02 2.83e-02 2.77e-02
`2(L2)u norm 3.38e-01 3.02e-01 5.19e-02 5.19e-02
Table 4: Example 5.2 (Case Re = 1000): Errors levels with respect to DNS for
G-ROM, grad-div-ROM (µ = 0.001), DA-ROM (β = 500), and grad-div-DA-
ROM (µ = 0.001, β = 500) (110 snapshots used, which comprise one full period
from t = 5 s to t = 5.22 s).
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Also in this case we finally investigate the considered ROM performances
in predicting quantities of interest when inaccurate snapshots (64% of one full
period) are used in their construction. Thus, we generate inaccurate snapshots
using 64% of one full period of DNS data, which corresponds in this case to
the first 70 DNS time step solutions from t = 5 s to t = 5.14 s. Figure 16
displays the Euclidean norm of the first POD velocity modes obtained with the
full set of snapshots (left) and the inaccurate set of snapshots (right). Results
for the considered ROM using l = 8 modes in this case are shown in Figures
17, 18, 19. Here, we observe that results for G-ROM and grad-div-ROM are
rather inaccurate, being the grad-div-ROM slightly better, while results for both
DA-ROM (with and without grad-div term) almost approaches DNS results as
for the one full period case. All these considerations are also reflected by the
error levels displayed in Table 5. These results suggest that DA reduced order
methods perform well also for low values of viscosity and display low sensitivity
compared to increases in Reynolds number, even when low-resolution data are
available to construct the reduced basis. This fact is extremely important in
order to solve complex realistic flows at high Reynolds numbers and also provides
a numerical support to the theoretical analysis performed, in which error bounds
with constants independent on inverse powers of the viscosity parameter are
derived.
Re = 1000 (Inaccurate snapshots)
Errors G-ROM grad-div-ROM DA-ROM grad-div-DA-ROM
Emaxkin 4.11e-02 1.59e-02 1.20e-04 1.50e-04
cmaxD 4.93e-01 2.15e-01 9.00e-04 1.26e-03
cmaxL 1.55e-01 2.83e-02 5.29e-03 5.08e-03
`2(L2)u norm 3.62e-01 3.02e-01 6.79e-02 6.79e-02
Table 5: Example 5.2 (Case Re = 1000): Errors levels with respect to DNS for
G-ROM, grad-div-ROM (µ = 0.001), DA-ROM (β = 500), and grad-div-DA-
ROM (µ = 0.001, β = 500) (70 snapshots used, which comprise 64% of one full
period from t = 5 s to t = 5.14 s).
6 Conclusions
In this paper, a new stabilized data assimilation reduced order method (grad-
div-DA-ROM) for the numerical simulation of incompressible flows is proposed,
analyzed and tested. The new grad-div-DA-ROM is a velocity nudging-based
DA-ROM that incorporates a grad-div stabilization term.
The main contribution of the present paper is the numerical analysis of
the fully discrete grad-div-DA-ROM applied to the unsteady incompressible
NSE,where a rigorous error estimate is proved. This estimate takes into ac-
count the three sources of error: the spatial discretization error (due to the FE
discretization), the temporal discretization error (due to the backward Euler
method), and the POD truncation error.
With respect to a related approach [44] that, in a similar way, proposed,
analyzed and tested a nudging-based DA-ROM (without grad-div) for incom-
26
pressible flows, here we have obtained error bounds with constants independent
on inverse powers of the viscosity parameter. Also, no upper bounds in the
nudging parameter of the data assimilation method are required. Thus, in this
respect, the present study can be seen as an improvement of the numerical
analysis performed in [44].
Numerical experiments show that, for large values of the nudging parameter
and a small number of POD modes, the new grad-div-DA-ROM converges to
the true solution exponentially fast, and similarly to the DA-ROM in[44], de-
spite its simple implementation, it greatly improves the overall accuracy of the
standard Galerkin POD-ROM (G-ROM) up to low viscosities over predictive
time intervals. In the numerical experiments it can also be observed that the
incorporation of the grad-div stabilization term in the ROM framework (grad-
div-ROM, without DA) guarantees a significant improvement over G-ROM only
for low Reynolds number. The numerical results suggest that DA reduced order
methods display low sensitivity with respect to increase the Reynolds number,
which is extremely important in order to solve complex realistic flows with low
viscosities, and also provide a numerical support to the performed theoretical
analysis, in which error bounds with constants independent on inverse powers
of the viscosity parameter are derived.
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Figure 6: Example 5.1 (Case Re = 100): Temporal evolution of kinetic energy,
drag coefficient and lift coefficient using l = 8 modes (166 snapshots used, which
comprise one full period from t = 5 s to t = 5.332 s).
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Figure 7: Example 5.1 (Case Re = 100): Temporal evolution of kinetic energy,
drag coefficient and lift coefficient using l = 8 modes for DA-ROM with β =
10, 100, 500 (166 snapshots used, which comprise one full period from t = 5 s
to t = 5.332 s).
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Figure 8: Example 5.1 (Case Re = 100): Temporal evolution of kinetic energy,
drag coefficient and lift coefficient using l = 8 modes for grad-div-DA-ROM
with µ = 0.15 and β = 10, 100, 500 (166 snapshots used, which comprise one
full period from t = 5 s to t = 5.332 s).
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Figure 9: Example 5.1 (Case Re = 100): First POD velocity modes (Euclidean
norm) obtained with 166 snapshots (full period basis, left) and 106 snapshots
(inaccurate basis corresponding to 64% of one full period, right).
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Figure 10: Example 5.1 (Case Re = 100): Temporal evolution of kinetic energy,
drag coefficient and lift coefficient using l = 8 modes (106 snapshots used, which
comprise 64% of one full period from t = 5 s to t = 5.212 s).
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Figure 11: Example 5.1 (Case Re = 100): Temporal evolution of kinetic energy,
drag coefficient and lift coefficient using l = 8 modes for DA-ROM with β =
10, 100, 500 (106 snapshots used, which comprise 64% of one full period from
t = 5 s to t = 5.212 s).
36
5 5.2 5.4 5.6 5.8 6 6.2 6.4 6.6 6.8 7
t
0.565
0.57
0.575
0.58
0.585
0.59
0.595
0.6
0.605
En
er
gy
l=8
DNS
grad-div-DA-ROM ( =0.15, =10)
grad-div-DA-ROM ( =0.15, =100)
grad-div-DA-ROM ( =0.15, =500)
5 5.2 5.4 5.6 5.8 6 6.2 6.4 6.6 6.8 7
t
3
3.05
3.1
3.15
3.2
3.25
3.3
D
ra
g
l=8
DNS
grad-div-DA-ROM ( =0.15, =10)
grad-div-DA-ROM ( =0.15, =100)
grad-div-DA-ROM ( =0.15, =500)
5 5.2 5.4 5.6 5.8 6 6.2 6.4 6.6 6.8 7
t
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
Li
ft
l=8
DNS
grad-div-DA-ROM ( =0.15, =10)
grad-div-DA-ROM ( =0.15, =100)
grad-div-DA-ROM ( =0.15, =500)
Figure 12: Example 5.1 (Case Re = 100): Temporal evolution of kinetic energy,
drag coefficient and lift coefficient using l = 8 modes for grad-div-DA-ROM
with µ = 0.15 and β = 10, 100, 500 (106 snapshots used, which comprise 64%
of one full period from t = 5 s to t = 5.212 s).
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Figure 13: Example 5.2 (Case Re = 1000): Temporal evolution of kinetic energy,
drag coefficient and lift coefficient using l = 8 modes (110 snapshots used, which
comprise one full period from t = 5 s to t = 5.22 s).
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Figure 14: Example 5.2 (Case Re = 1000): Temporal evolution of kinetic energy,
drag coefficient and lift coefficient using l = 8 modes for DA-ROM with β =
10, 100, 500 (110 snapshots used, which comprise one full period from t = 5 s
to t = 5.22 s).
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Figure 15: Example 5.2 (Case Re = 1000): Temporal evolution of kinetic energy,
drag coefficient and lift coefficient using l = 8 modes for grad-div-DA-ROM with
µ = 0.001 and β = 10, 100, 500 (110 snapshots used, which comprise one full
period from t = 5 s to t = 5.22 s).
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Figure 16: Example 5.2 (Case Re = 1000): First POD velocity modes (Eu-
clidean norm) obtained with 110 snapshots (full period basis, left) and 70 snap-
shots (inaccurate basis corresponding to 64% of one full period, right).
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Figure 17: Example 5.2 (Case Re = 1000): Temporal evolution of kinetic energy,
drag coefficient and lift coefficient using l = 8 modes (70 snapshots used, which
comprise 64% of one full period from t = 5 s to t = 5.14 s).
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Figure 18: Example 5.2 (Case Re = 1000): Temporal evolution of kinetic energy,
drag coefficient and lift coefficient using l = 8 modes for DA-ROM with β =
10, 100, 500 (70 snapshots used, which comprise 64% of one full period from
t = 5 s to t = 5.14 s).
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Figure 19: Example 5.2 (Case Re = 1000): Temporal evolution of kinetic energy,
drag coefficient and lift coefficient using l = 8 modes for grad-div-DA-ROM with
µ = 0.001 and β = 10, 100, 500 (70 snapshots used, which comprise 64% of one
full period from t = 5 s to t = 5.14 s).
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