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Abstract Volunteer potato is an increasing problem in crop rotations where winter
temperatures are often not cold enough to kill tubers leftover from harvest. Poor control, as
a result of high labor demands, causes diseases like Phytophthora infestans to spread to
neighboring fields. Therefore, automatic detection and removal of volunteer plants is
required. In this research, an adaptive Bayesian classification method has been developed
for classification of volunteer potato plants within a sugar beet crop. With use of ground
truth images, the classification accuracy of the plants was determined. In the non-adaptive
scheme, the classification accuracy was 84.6 and 34.9% for the constant and changing
natural light conditions, respectively. In the adaptive scheme, the classification accuracy
increased to 89.8 and 67.7% for the constant and changing natural light conditions,
respectively. Crop row information was successfully used to train the adaptive classifier,
without having to choose training data in advance.
Keywords Machine vision  Adaptive Bayesian classification  Weed detection
Introduction
Volunteer potato is a serious weed in many potato growing regions where winter tem-
peratures often are not cold enough to kill tubers left in the ground after harvest (Lutman
and Cussans 1977; Boydston 2001). Plants sprouting from overwintered tubers are difficult
to control in sugar beet, where no selective herbicides are available (Cleal 1993). As a
result of poor control, volunteer potatoes affect other crops in the crop rotation. Volunteer
potato harbors diseases like Phytophthora infestans, insects and nematode pests of potato,
negating the benefits of crop rotation (Turkensteen et al. 2000). Volunteer potatoes have to
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be removed to increase the benefit of crop rotation. Applying glyphosate to volunteer
potato plants is the most effective control method but is very labour intensive (Paauw and
Molendijk 2000) and therefore has to be automated. Precise application of glyphosate is
required to prevent crop damage as glyphosate is a non-specific systemic herbicide (Giles
et al. 2004). Therefore, precise application is needed on volunteer potato plants and
application on sugar beets should be prevented. The automation of application of gly-
phosate to volunteer potato plants is the objective of current research. Essentially, an
automated volunteer potato removal device consists of a system that detects and a system
that removes or kills unwanted plants. A system analysis revealed that a vision system for
such a precise control system should satisfy the following design criteria: (1) square
centimeter precision within the sugar beet row seed line to assure targeted application on
volunteer potato only, (2) handle daylight and weather variability, (3) handle within-field
and between-field variability of crop and volunteer potato plant features like growth stages,
occlusions and colours and, (4) no offline training data should be used, online training is
required.
Weed detection systems have evolved from large scale remote sensing techniques to
high resolution machine vision detection systems (Thorp and Tian 2004). Nevertheless,
machine vision based systems for precise weed control at square cm level have hardly been
researched besides, for example, a tomato seedling weed detection and removal application
by Lee et al. (1999) and sugar beet and weed detection by Astrand (2005). Nieuwenhuizen
et al. (2005), showed that colour-based detection of volunteer potatoes is to some extent
feasible, although problems occurred with occlusions of plants, square centimeter precision
could not be attained and variations between fields and daylight variations could not be
handled. Marchant and Onyango (2001) showed methods for daylight invariant classifi-
cation of vegetation from the soil background but they did not investigate classification of
crops and weeds with their invariant image maps. For crop and weed classification, Astrand
(2005) made an Integrated Plant Classifier (IPC) that combined a priori geometrical
planting data and a posteriori features of the plant information. The combination of a priori
and a posteriori information improved classification of sugar beet seedlings and weeds in
the field. Tillett et al. (2002) gave a promising example of how a priori geometrical
cropping information like row recognition can be gathered in the field. All algorithms that
have been proposed for machine vision detection of weeds and crops use features of
reflectance of the vegetation to define a certain decision function. Classification functions
applied with machine vision use features that are in general identified as colour, shape and
texture. El Faki et al. (2000) and Woebbecke et al. (1995b) applied colour features for
weed detection. Shape features were applied by for example Guyer et al. (1986) and
Woebbecke et al. (1995a). Woebbecke et al. (1995a) described problems with regard to
shape features like occlusions of leaves; these could be due to the growth stage of the crops
that were measured. Texture features were used for crop and weed detection by Burks et al.
(2000). To derive classification functions from the features, most methods described in the
literature need separate labeled training datasets of the classes. However, these training
data are not always available. In addition to availability of training data, training images do
not always give consistent classification results (Nieuwenhuizen et al. 2007). The results
depend on the actual properties of the weeds and crops within the training images which is
not known beforehand, and probably do not sufficiently represent the crop and weed
population within the field.
The objective of this research was to extend weed detection methods to match the
design criteria as mentioned before: (1) include row recognition information for automatic
classifier training purposes, (2) include more features to increase correct classification rates
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and, (3) adaptively classify vegetation at square centimeter precision to handle variability
and occlusion of plants.
Materials and methods
In spring 2006, data were gathered with a color camera for row recognition (VGA reso-
lution, 640 9 480 pixels) and a color camera for crop recognition (SXGA resolution,
1392 9 1040 pixels). The camera for row recognition was mounted at a 45 angle looking
forward and was fitted with a 4.8 mm focal length lens and gave a field of view containing
three or more crop rows, as shown in Fig. 1. The row recognition camera had automatic
shutter-time and white balance enabled based on the complete scene that was imaged.
The crop recognition camera was mounted perpendicular to the soil surface. A 6 mm focal
length lens resulted in a field of view of 1.0 m length and 0.7 m width containing one sugar
beet row. The angles of the cameras and the fields of view were calibrated before the
experiments were started in the field. Shutter time and white balance for the crop recognition
Fig. 1 Manually operated mobile measurement setup with row recognition camera (R) and crop recognition
camera (C). The field of view of the row recognition camera has an overlap of 0.1 m with that of the crop
recognition camera
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camera were automatically adjusted based on a grey reference board with 50% reflectance
(Fotowand, Sudwalde, Germany) mounted in the field of view of the camera. The adjustment
was done after each image was captured, and was done in the camera hardware. An optical
wheel encoder triggered both cameras every 500 mm to acquire an image, therefore plant
recognition camera images had 50% overlap. The images were recorded at walking speed
between 0.5 and 1.0 ms-1. Images were recorded online and analyzed offline.
The classification procedure of the images was:
For image = 1 to N
{
1. Determine crop row position in row recognition image
2. Create vegetation grid cells of 100 mm2 in crop recognition image
3. Determine crop row width
4. Determine feature values for each vegetation grid cell
5. Update a priori training data for classification
6. Normalize the feature values
7. Classify each grid cell and show decision
}
Vegetation was highlighted from the soil background in both the row and crop recog-
nition images using the excessive green transformation defined by Woebbecke (1995b),
Excessive Green, EG = 2G–R–B. In the crop recognition images, a threshold on the
excessive green values was set at 10 based on examining histograms of the data. Images of
the row recognition camera gave information on the crop row position using an algorithm
based on Tillett et al. (2002). Our row recognition algorithm contained a template with
three Gaussian bell shaped curves that were convolved with the actual crop row image. The
row position from the convolution procedure was used as a priori information to determine
which plants grow within and which ones grow between the crop row in the crop recog-
nition image. After the convolution procedure, the calculated crop row position was
overlaid on the corresponding crop recognition image and the width of the sugar beet crop
row was determined using a histogram approach. The histogram is made from an image
where the bins represent the number of green pixels in the driving direction in the current
image, resulting in a peak at the position of the sugar beet plants. The width of the peak
represents the width of the sugar beet crop. Subsequently, the crop recognition image was
split into grid cells that represented about 100 mm2 at the soil surface. If a grid cell
contained vegetation, based on the excessive green value from Woebbecke (1995b), six
features were determined for the specific grid cell. The features determined were: (1)
distance to crop row, (2) mean red value, (3) mean green value, (4) mean EG value, (5)
mean red–blue (RB) value and, (6) texture in terms of the length of edge segments. The
distance to crop row is the perpendicular distance of the grid cell to the detected crop row
position measured in mm. The mean red and mean green values were determined from
histograms of the actual grid cell. The mean EG and mean RB values were calculated with






































According to Steward and Tian (1998), this transformation is a rotation of the RGB
co-ordinate system such that the resulting I-co-ordinate is collinear with the intensity axis.
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The EG and RB co-ordinates span a color plane with in one direction the greenness and in
the other perpendicular direction values ranging from blue to red.
The texture measure was calculated as the length of the edge segments within a grid
cell. The length of edge segments was calculated after a Canny edge detection algorithm
(Canny 1986; National-Instruments 2005) was applied. The first feature, the distance to the
crop row (a), was used for the context adaptive training of the classifier. The other five
features were used for the multivariate Bayesian classification. Two classes were trained:
volunteer potato and sugar beet.
For both the sugar beet class and the volunteer potato class, training feature vectors
were stored in a buffer of 100 grid cells based on the following function to determine
training candidate grid cells (Eq. 3), where r is the variance of the crop row width, and a
represents the distance to the center of the crop row:
f að Þ ¼
a \ 1 cm ) Sugar beet training candiate
1 cm \ a \ 1:5 r cm ) To be classified






Two-first-in-first-out (fifo) buffers were used. One for the sugar beet training data and
one for the volunteer potato training data. Using a fifo-buffer means that the oldest
information is pushed out, when newer training data of vegetation was available. The
buffers were implemented as follows:
fFor m new training grid cells G
For i ¼ 0 to 99-m
B 100  i½  ¼ B½100  i þ mÞð  shift and remove oldest data; ‘First Out’ð Þ
For i ¼ 1 to m
B i½  ¼ Gg insert new training grid cell features; ‘First In’ð Þ
where B is a buffer of 100 grid cell feature vectors, i is the position in the buffer B, and m is
the number of grid cell feature vectors that is added to the buffer B. When both buffers
were filled with training data of 100 grid cells, the a priori training data were available.
Then, the feature values were normalized by subtracting the mean and dividing by the
standard deviation. Subsequently, covariance matrices and mean vectors were calculated
from the buffer as a priori data for classification. A multivariate Bayesian statistical
classifier was used as described in Gonzalez and Woods (1992) (Eq. 4)








C1j x  mj
 h i ð4Þ
dj(x) is the value of the decision function for class j, P xj
 
is the prior chance for class j, Cj
is the covariance matrix for class j, x  mj is the feature vector, x—mean feature vector for
class j, j is 1 or 2, volunteer potato and weeds or sugar beet.
Then, the values of the dj(x) functions for all the grid cells in the image were determined
and a grid cell was classified in the class with the highest value for dj(x). Finally, the
resulting images with classified grid cells were filtered with a low-pass filter size of 4 cm2
to remove all small objects as these are too small to be sprayed within our research project.
We applied the Bayes classification in both an adaptive and a non-adaptive method. The
non-adaptive classification was only trained at the start of the field until 100 vegetation grid
cells for both the sugar beet and the volunteer potato class were available. Then the training
was stopped, and the rest of the field was classified with the information gathered from the
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100 vegetation grid cells. In the non-adaptive case, the crop row width was kept at the
mean crop row width recorded until the 100 grid cells of training data were available.
In the adaptive classification, the training data were continuously updated in the fifo-
buffer of 100 grid cells of sugar beet and volunteer potato plant along the travel through the
field according to Eq. 3. In both classification schemes, the calculated crop row position
was always taken into account, as this also compensated for operator or driver inaccuracy
between the measurement days.
Classification results were obtained for two measurement days that included the same
crop row section of 50 m length. At 18-05-2006 (Day 1), the measurements were done with
an overcast sky and constant natural lighting conditions. At 24-05-2006 (Day 2), the
measurements were done during changing natural lighting conditions, with sunlit and
overcast periods.
For the crop recognition images recorded during the two measurement days, ground
truth images were created manually. One by one, grid cells were manually identified as
volunteer potato plant or as sugar beet plant. The plants were separated from each other by
hand as well, in a way that the number of sugar beet and volunteer potato plants that were
present within the images could be counted. The creation of ground truth images is a
crucial step for evaluation of machine vision algorithms (Thacker et al. 2008). It is
however not part of the final implementation of an algorithm in a practical situation. With
use of the ground truth images, the validity of the features chosen for discrimination was
determined. This was done by a linear discriminant analysis (SAS 1999), as this analysis
shows the contribution of the individual features to the discrimination between the two
classes. Secondly, confusion tables and the classification accuracy of our algorithm are
given and the causes for its performance increase or decrease are discussed when an
adaptive or non-adaptive classification scheme was applied.
Results
Image quality
The quality obtained from the row and crop recognition images was good, in the sense that
a constant threshold value of 10 could be used on the excessive green value to separate
vegetation from the soil background. For the crop recognition camera, the image intensity
at the grey reference board was measured and is displayed in Fig. 2. The camera hardware
was programmed to maintain constant lighting conditions based on the grey reference in
the field of view. Nevertheless, the camera could not always directly correct for quick
changes in lighting intensity as shown by the peaks in the intensity of the reference for
day 2. Sometimes natural light conditions changed faster than the rate at which the camera
grabbed images and could correct for changing light conditions. This was probably due to
the hardware trigger that was used to grab images. The image recording speed was related
to the travel velocity, which was a walking speed close to 1.0 ms-1. Approximately two
images per second were recorded, and so two times per second the camera hardware
algorithm could change its shutter-time to compensate for changing light conditions. On
day 1, the natural lighting conditions were constant, and so the camera was able to keep a
constant intensity of 128 at the reference board.
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Crop row detection and crop row width
When vegetation was thresholded from the background soil, the crop row position and the
crop row width were determined. The crop row position that was determined related well
to the actual crop row position, based on visual assessment as shown in Fig. 3. Of course,
the crop row position was not always exactly in the middle of the images, due to operator
driving inaccuracy during the measurements but it was found at the correct position with
regard to the real crop rows. Of higher importance for the training stage of the classifier
was the crop row width as shown in Fig. 4. The crop row width was larger at day 2,
because the plants were 1 week older and therefore larger in size. This means that the inter-
row spacing area available for obtaining volunteer potato training data reduced with
increasing growth stage. But also during one measurement day, considerable variations in
crop row width could be observed. On day 1, crop row width varied between 70 and
160 mm. During day 2, the crop row width varied between 80 and 190 mm. These data
show that differences up to 90 mm change in crop row width existed when the volunteer
plants had to be detected. Adapting the crop row width to actual crop row width, maxi-
mized the area between the crop rows available for obtaining training data for volunteer
plants according to Eq. 3.
Feature quality/linear discriminant analysis
The discriminative power of the features used were identified with a discriminant analysis.
This was possible through the use of the ground truth images of the sugar beet and
volunteer potato grid cells. The features that the linear discriminant analysis selected, in
order of magnitude of variance that they explained, is given in Table 1. From the features
Red, Green, EG, RB and Texture at day 1 only EG, Green, and RB were selected as
discriminative. For the images of day 2, EG, Green, Texture and RB were selected as
discriminative features. When the natural light conditions were constant, the texture was
not needed as a feature. In both situations, the red color feature was not selected as a
discriminative feature by the stepwise selection method, as this feature did not reach the F
value of 3.84 to be entered as a variable in the discriminant analysis.
Fig. 2 The grey reference
intensity for an overcast sky at
day 1 and a bright and cloudy sky
at day 2
Precision Agric (2010) 11:433–447 439
123
The feature mean values and variances within the experiments are given in Table 2. The
variances of the feature values were larger at the second measurement day when the natural
lighting conditions were more variable. The intensity of the reference board, which was the
constant factor between experiments, showed an increase of variance from 1.97 to 147.26
between the two measurement days; proof that the camera could not maintain the desired
intensity value of the grey reference board.
The color and texture features of the plants show an increased variance for the second
measurement day with changing natural light conditions. During the first measurement day,
when natural light conditions were constant, the variances of the volunteer potato plants
were larger compared to the sugar beet plants.
Fig. 3 Crop row detection image, after excessive green transformation (left) and overlaid crop row position
(b) in plant recognition image (right). The middle 0.5 m of each image was used for recognition. The grey
reference for shutter time and white balance correction is annotated with (a)
Fig. 4 Crop row width [mm] as
a function of travel distance [m]
during the two experiments
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In more detail, the EG feature value is shown in Fig. 5. The EG feature value explained
the largest amount of variance and was therefore chosen to demonstrate the evolution of
the feature values while travelling over the field over a distance of 50 m. During the first
measurement day, under constant natural light conditions, the EG feature value varied
considerably. As the natural light conditions were constant, this indicates an intrinsic color
change of the plants within the field.
On day 2, when the natural light varied during the experiment, the EG feature value as
shown in Fig. 6 changed similarly to the reference intensity as seen in Fig. 2, showing a
peak at 50 m travel distance. On day 2, changes in EG feature value cannot completely be
attributed to the intrinsic crop color changes, as the recording conditions were not constant.
On day 2, the intensity of the images was not constant, therefore the EG feature values of
the plants were not separated, but got mixed along the travel distance through the field as
shown in Fig. 6.
Table 1 Stepwise selection method results of discriminant analysis to identify the importance of the
features for their discriminative power
Step Day 1 Day 2
Entered Residual variance Entered Residual variance
1 EG 0.173 EG 0.622
2 Green 0.089 Green 0.428
3 RB 0.087 Texture 0.401
4 RB 0.393
At each step, the variable that reduced the variance most was entered into the analysis
Table 2 Feature mean values and variances for the two measurement days
Day 1 Day 2
Mean Variance Mean Variance
Intensity reference 131 2 133 147
EG sugar beet 20 \1 15 4
EG volunteer potato 14 2 12 2
Green sugar beet 114 23 97 123
Green volunteer potato 98 37 95 57
Texture sugar beet 42 6 45 9
Texture volunteer potato 52 26 57 46
RB sugar beet 41 1 32 16
RB volunteer potato 30 5 29 13
Red sugar beet 119 28 102 134
Red volunteer potato 101 39 101 66
The features are ordered by the amount of variance that they explained, according to the linear discriminant
analysis of day 2
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Classification accuracy
The classification results were judged against the ground truth images and the percentages
of classified plants are shown in Table 3.
Classification accuracy is the percentage of correctly classified sugar beet and volunteer
potato plants combined. For the data of day 1, this resulted in a classification accuracy of
84.6% when the static, non-adaptive Bayes classification was applied. On the other hand,
Fig. 5 The EG feature values of the sugar beet and volunteer potato plants on the two measurement days
plotted against the travel distance
Fig. 6 The EG feature values of the sugar beet and volunteer potato plants on the two measurement days
plotted against the grey reference intensity
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the classification accuracy was 89.8% when the Bayes classification was adaptive. On
day 1, the SB misclassification reduced from 20.2 to 13.6% as a result of the application of
the adaptive classification scheme. The data from day 2 gave 34.9% classification accuracy
for the non-adaptive Bayes classification. The adaptive Bayes classification had an accu-
racy of 69.7%. On day 2, the SB misclassification reduced from 85.4 to 36.7% as a result
of the application of the adaptive classification scheme. At both measurement days, the
adaptive algorithm had a better classification accuracy, indicating that adapting to local
plant color and texture features increased classifier performance.
An example of a classified volunteer potato plant within a sugar beet crop row is given
in Fig. 7. The classification result in Fig. 7b shows that centimeter precision of classifi-
cation was feasible within the crop row. The red color represents a volunteer potato plant,
green color represents a sugar beet plant.
Discussion
Image quality and vegetation separation
Apparently our triggered acquisition frame rate of 2 Hz was too low to adjust the camera
shutter-time fast enough to changing natural light conditions in the field. This was shown
by the changing grey reference board value in Fig. 2. Tillett and Hague (1999) reported
that their acquisition frame rate was 25 Hz, which means that their setup could adjust to
changing conditions 12.5 times per second more than our setup. However, if the frame rate
of our camera was increased, redundant data would have been recorded as the image scene
itself would not have changed completely before a new image was recorded. On the other
hand, an increased frame rate would provide data for faster adaptation to intensity changes
as well, and improve the classification results. This would reduce the interference of EG
values between sugar beet and volunteer potato plants as seen in Fig. 6. Our vegetation
separation was based on a constant threshold on the excessive green. During the data
Table 3 Classification results for sugar beet and volunteer potato plants at day 1 and day 2 for non-adaptive
and adaptive Bayes classification
Day 1 Day 2
Result Result
84.6 VP SB # 34.9 VP SB #
Non adaptive
Groundtruth VP 98.6 1.4 72 VP 98.5 1.5 66
SB 20.2 79.8 213 SB 85.4 14.6 206
89.8 VP SB # 69.7 VP SB #
Adaptive
Groundtruth VP 100 0 72 VP 90.6 9.4 64
SB 13.6 86.4 213 SB 36.7 63.3 207
In bold the classification accuracy is given. True positive, false positive, false negative and true negative
percentages of classified plants are shown. The number of plants is shown in the column marked with #
VP volunteer potato, SB sugar beet
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analysis, no problems occurred using the constant threshold for vegetation separation,
however Meyer and Camargo Neto (2008) showed that an excessive green minus an
excessive red outperformed the traditional excessive green classifier for vegetation
detection. This could be an improvement when problems arise with vegetation separation
in future research. In our setup, no problems appeared with shadows in our images.
However it could happen under natural light conditions that shadows become a problem for
correct color classification. Marchant and Onyango (2000) reported a shadow invariant
transformation to overcome the problems of shadows in images with vegetation that could
be implemented in our work as well. Another solution to shading and intensity interference
could be a covered measurement setup with controlled light conditions.
Crop row recognition and crop row width
The crop row recognition was not validated with help of ground truth images. The crop row
positions however do determine which data is used for training of the classifier. In that way
the crop row recognition is a crucial step in the performance of the classifier, either
adaptive or static. Since our algorithm is based on Tillett and Hague (1999), the row
recognition errors will be in the same range of 13 to 18 mm. Bakker et al. (2008) reported
errors of row recognition with a Hough transform algorithm between 5 and 11 mm. Both
Tillett and Hague (1999) and Bakker et al. (2008) do not report on the dimensions of the
crop row width, although crop row width and growth stage are important parameters for
weed detection and weed control systems as well. Tellaeche et al. (2008) reported a vision-
based algorithm that takes into account the crop growth stage for weed detection as well.
However the precision of their algorithm was not reported, but was estimated to be larger
with a value of 0.1 m2. In that way, our algorithm for square centimeter precision weed
detection is an improvement over existing algorithms reported in the literature, taking into
account the crop row position and width.
Fig. 7 Original image (a) and classification result of a volunteer potato plant (b) within and between sugar
beet crop rows. (c) Shows the ground truth of the same image that was created by hand. Each block
represents 100 mm2
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Feature quality
The linear discriminant analysis for evaluation of the features used a stepwise selection
procedure to identify the valuable features. However, the Bayes classifier itself was a
multivariate classifier, taking into account all the five color and texture features. The
efficiency of the multivariate classifier could be improved with an automatic feature
selection process. Examples of these are principle components based classifiers, or auto-
matic feature selection processes as explained in Maenpaa et al. (2003). The linear dis-
criminant analysis was done on the complete data set available from the ground truth
images. The Bayes classifier however, was used only on the local features that were stored
in the buffer of 100 vegetation grid cells. Therefore, it could be that locally some features
are more discriminative than others. This can explain some of the differences between the
features that were selected at day 1 and 2 as well. The lighting conditions were different at
day 2. Therefore the colors recorded will be different, and the texture feature was needed
as well to discriminate between volunteer potato and sugar beet. Another valuable feature
that could further increase the discriminative power between the weed potato and sugar
beet class are the near-infrared reflection properties of the vegetation. Gerhards et al.
(2002) mention that the near-infrared reflection properties of weeds and crops can help in
distinguishing between them.
Adaptive and non-adaptive classification
Local multivariate normal distributions were used to discriminate between volunteer potato
and sugar beet plants. When the classifier was applied non-adaptively, the training data at
that point in the field determined the classification accuracy later on in the field. Our data
showed that crop features like crop row width, color and texture, change throughout the
field, and therefore adaptive classification outperformed non-adaptive classification. It took
into account the changing crop row width, the actual crop color and texture, and could
adapt to changing natural light conditions. This adaptive behavior was feasible through the
buffer of grid cells with vegetation features that was stored. The size of the buffer of 100
grid cells was chosen because it represented the size of about five sugar beet plants.
Obviously one could reduce adaptive behavior by increasing the buffer of stored vegetation
features, thereby increasing the standard deviations of the multivariate normal distributions
represented in the covariance matrices from Eq. 4. The classification results from Table 3
showed that the adaptive scheme resulted in lower percentages of mis-classification of
sugar beet. This is even more important than an increase in classification accuracy, as the
actuator will eventually spray a non-specific herbicide on all the grid cells that were
identified as volunteer potato.
General
For a static classifier, it is necessary to choose training data in advance, although choosing
representative training candidates for changing and different field situations can be difficult
(Nieuwenhuizen et al. 2007). The progression made to other research is that the adaptive
Bayes classification as used in this research showed that using actual context information
improves classification results such as the context based methods proposed by Astrand
(2005). Furthermore, the drawbacks of having to choose training data in advance are not
valid anymore, as online training data is always available by using the crop row position
for choosing training data progressively.
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Conclusion
In this research, an adaptive Bayesian classification method has been developed for
classification of volunteer potato plants within a sugar beet crop. Crop row information was
successfully used to train the adaptive classifier without having to choose training data in
advance. Adaptive classification, taking into account the crop growth stage, and the local
crop and volunteer potato color and texture features, increased classification accuracy.
1. Automatic classifier training is feasible. The only information needed is that one crop
row position has to be detectable and its row width can be determined. The crop row
width changes within a field for many agronomic reasons, e.g., growth conditions,
pests, diseases. Therefore, adapting to the crop growth stage increases availability and
quality of training data of the classifier.
2. The features needed for detection were EG, green, RB and texture. These features
were selected with a stepwise selection method followed by a linear discriminant
analysis. Changing light conditions required one extra feature, in this case texture.
Texture was not needed under constant natural light conditions.
3. With use of ground truth images, the classification accuracy of the plants was
determined. In the non-adaptive scheme, the classification accuracy was 84.6 and
34.9% for the constant and changing natural light conditions, respectively. In the
adaptive scheme, the classification accuracy increased to 89.8 and 67.7% for
the constant and changing natural light conditions, respectively, thus supporting the
adaptive classification scheme.
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