Basic Principles of Gamma-Ray Spectrometry
Gamma-ray spectrometry with germanium semiconductor or Nal scintillation detectors as a tool for the assay of radionuclides is described in various textbooks (e.g., Debertin and Helmer, 1988; Hnatowicz, 1986; Knoll, 1989) . In this Section, as far as necessary for applications in in-situ gamma-ray spectrometry, the main principles are briefly summarized. Mter a discussion of the relevant interactions of gamma rays with matter, some properties of the detectors and the electronics, and the basic spectrum analysis, calibration and activity determination procedures will be considered. In this Section, germanium spectrometer systems will be discussed.
Photon Interactions with Matter
In the context of gamma-ray spectrometry, the three most important interaction processes of photons in matter are photoelectric absorption, Compton scattering and pair production, the last being energetically possible only for gamma rays with energies greater than 1.022 MeV. Other interaction processes are coherent scattering, which becomes increasingly important at low energies (less than 50 keV) , and nuclear reactions at high energies (greater than 5 MeV).
The interaction of photons (i.e., gamma and x rays) within the source material and in any matter between the source and the detector leads to an attenuation and modification of the original spectral fluence rate. The attenuation of monoenergetic photons along a path of length r through a uniform material is described by an exponential function (2.1) where I is the number of photons transmitted without change of the original energy; 10 is the number of original photons and fJ.-the linear attenuation coefficient having the dimension of a reciprocal length (e.g., cm-I ). The mass attenuation coefficient fJ.-I p (dimension, e.g., cm 2 per g) is independent of the density, p, of the material and is therefore preferred for the description of the attenuation. For mixtures, the mass attenuation coefficient is obtained from (2.2) where Wi is the proportion by mass of the i-th elemental constituent with the mass attenuation coefficient (fJ.-I P)i.
The coefficient fJ.-includes coherent scattering in which only the photon direction but not its energy is changed. The directional change is not large. For extended sources, as normally encountered in in-situ gamma-ray spectrometry, the effect of coherent scattering on the photon fluence at the location of the detector is small. In analytical calculations for the fluence rate of primary photons, a good approximation is therefore obtained by using the linear attenuation coefficient without coherent scattering, fJ.-'. Calculations with the total linear attenuation coefficient would yield the unscattered photon fluence rate, which, for low source energies, can differ considerably from the fluence rate of primary photons. Both fJ.-and fJ.-' have been tabulated for all elements by Storm and Israel (1970) . Hubbell (1982) has derived fJ.-I P values (i.e., with the coherent scattering included) for many elements and compounds. Detailed data on coherent scattering have been given by Hubbell and 0verb0 (1979) . The photon cross section program XCOM (Berger and Hubbell, 1987) may be used to calculate attenuation coefficients for arbitrary compo sited materials and photon energies in the range of 1 ke V to 100 GeV.
Ionizing photon interaction processes lead to the production of free electrons and possibly positrons which are slowed down on their path through matter and create electron-ion or electron-hole pairs. In scintillation detectors, the simultaneously emitted low-energy photons (in the visible and ultraviolet region) are detected with a photomultiplier, giving rise to an electric pulse. In semiconductor detectors, the electrons and holes are collected directly on the detector electrodes.
The full photon energy is not only imparted to the detector crystal in the photoelectric absorption process (assuming that no secondary photons and electrons escape from the crystal), but also after multiple interactions. For example, if the first interaction is Compton scattering and the scattered photon then interacts in the crystal through photoelectric absorption, or if the first interaction is pair production and the two annihilation quanta are fully absorbed, the full photon energy is absorbed. It is these full-energy absorption events which give the information needed to identify radio nuclides in gamma-ray spectrometry. Since the interaction cross sections increase with atomic number, Z, high-Z elements are desirable in photon detectors.
Gamma-Ray Spectrometers
A gamma-ray spectrometry system includes the detector, electronics for pulse amplification and pulse height analysis, and a computer for data processing and evaluation.
The Detector
The detector consists of a germanium crystal suitably connected and mounted in a vacuum cryostat. The cryostat usually contains a cryogenic pump (e.g., a molecular sieve) to absorb gases and vapors outgassing from the various mounting materials, thus maintaining the vacuum. The crystal is usually cooled either by inserting the cryostat in a dewar vessel filled with liquid nitrogen, or by electrically-powered cryogenic refrigerators.
In in-situ gamma-ray spectrometry, easily portable multi-purpose cryostats which can be turned in the desired direction are frequently used. The cryostat endcap has a window designed to minimize the attenuation of the incoming photons. It is therefore made from a low atomic number material such as aluminium or beryllium and not thicker than necessary to be vacuum-tight and to withstand the air pressure.
All germanium detectors produced nowadays are made of high-purity germanium. In comparison with the Ge(Li) detectors manufactured in the past, they have the advantage of not needing to be cooled when not in use. In in-situ gamma-ray spectrometry, coaxial detectors in a "closed-end" geometry, as shown in Figure 2 .1, dominate. One contact extends over the cylinder mantle and the front side, the other is placed in a centered hole.
There are two types of high-purity germanium detectors, those made of p-type germanium (mainly trivalent elements as residual impurities) and those made ofn-type germanium (mainly pentavalent impurities). The p-type detectors are cheaper, but due to the contact configuration they normally have a germanium dead-layer of the order of 0.5 mm. This results in a marked decrease in their response at lower energies. With n-type detectors, this dead layer is much thinner, and photons with energies down to 5 keV can be measured. In Figure 2 .1 the designations p+ and n+ for the contact materials indicate that the materials are highly doped. For applications that might involve low-energy photons, such as the measurement of 241Am (59.5 keV) or 210Pb (46.5 keV), the use of an n-type detector has considerable advantages over a p-type, not only because its peak response n-type Ge V P ' contact r- p-type Ge n' contact/ ,.--.
(! 300llm) (definition is given below) is higher, but also because there is less variation in response with energy. This is illustrated in Figure 2 .2, which shows the typical difference in peak response at low energies for two detectors of the same size.
The most important quantities for characterizing a detector are its size (for scintillation detectors) or relative efficiency (for germanium detectors) and its energy resolution. The efficiency of germanium detectors is frequently quoted relative to that of an N aI crystal 7.6 cm in height and 7.6 cm in diameter (3" x 3") for the 1.33 MeV gamma radiation of60Co and for a source-detector distance of 25 cm. This relative efficiency is given as the ratio (in percent) of the corresponding detection probabilities in the fullenergy peaks. Germanium detectors with a relative efficiency of more than 100 percent are available, but more frequently used and usually sufficient for the task are detectors with relative efficiencies of the order of 10 to 50 percent. A relative efficiency of 25 percent corresponds to a sensitive germanium detector volume of about 100 cm 3 .
The efficiency is more simply characterized by an absolute figure not related to an NaI detector. Presently, it is becoming usual to quote the efficiency as the number of full-energy peak counts per 1.33 MeV photon emitted from a 60CO source a~ a so~rce-t~ detector window distance of 25 cm. ThIs efficiency IS 1.2 x 10-3 for a "100 percent detector." The peak reponse of a detector, defined by the full-energy peak count rate (see Section 2.3.2) per incident fluence rate of primary photons, is a quantity which is more closely related to in-situ gamma-ray spectrometry. For 1.33 MeV photons impinging perpendicularly on the entrance window of a 100 percent detector, the peak response is about 11 cm 2 .
The energy resolution is characterized by the full width at half maximum (FWHM) of the full-energy peak due to the 1.33 MeV gamma radiation of 60CO which varies between 1. 7 keV and 2.4 keV. For n-type detectors the FWHM at lower energies is also specified. The' FWHM increases with energy, E, and is 
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typically 0.5 keVat 5.9 keY, 1.0 keVat 100 keVand 1.4 keVat 662 keY. For small planar detectors (not used in in-situ spectrometry) the FWHM is much lower at low energies.
Other detector specifications are the full width at tenth maximum (FWTM) and the peak/ Compton ratio. Both quantities are also quoted for 1.33 MeV gamma radiation. The ratio of the FWTM to the FWHM is a measure of the deviation of the peak shape from the ideal shape of a Gaussian function for which the FWTM is equal to 1.82 times the FWHM. For good detectors, the FWTM is about twice the FWHM. The larger the FWTM, the worse will be the fit of a Gaussian function to the full-energy peak.
The peak/Compton ratio is defined as the ratio of the height of the 1.33 MeV full-energy peak in a 60CO spectrum and the height of the flat part of the Compton distribution (between 1,040 and 1,096 keY, see Figure 2 .3). This ratio is generally greater the larger the crystal and the better the energy resolution. A large peak/ Compton ratio is desirable because a low Compton background from higher energy lines in the region of lower energy lines facilitates their analysis.
The construction materials in the immediate vicinity of the germanium crystal (e.g., mounting, endcap, window, molecular sieve, preamplifier) should contain minimal natural or artificial radionuclides which might contribute to the background.
When ordering a new detector, one usually seeks to optimize its properties and specifications within the ---I W Z limitations imposed by a budget. The price increases with the detector size and decreases with increasing FWHM. In general, more important than the energy resolution is a large efficiency, not only to reduce the uncertainty due to the counting statistics in the peaks, but also to reduce the pertinent Compton distributions. For measurements at high count rates, smaller detectors are preferable, to avoid nonnegligible dead-time losses.
The Electronics and Software
An electronic system for a germanium spectrometer is shown schematically in Figure 2 .4.
The bias voltage across the detector may be from a few hundred volts for a small detector to over 4,000 V for a large one. The voltage is usually automatically switched off when the detector temperature rises, in order to avoid detector deterioration.
The preamplifier is of the charge-sensitive type and forms an integral unit with the detector. Its input stage has a field-effect transistor (FET) which is cooled by mounting it within the detector cryostat to minimize noise. Detector and preamplifier components should be arranged in such a way as to minimize microphonic noise, a trouble particularly encountered in helicopter measurements. Low-power preamplifiers are available for use in small portable systems.
The important characteristics of the amplifier are the linearity, the output pulse shape, the gain stabil- ity and the noise level. The performance of modern spectroscopy amplifiers is excellent with respect to these characteristics, i.e., the requirements of in-situ gamma-ray spectrometry can be easily fulfilled. These amplifiers provide a unipolar output and include pole-zero cancellation (a technique eliminating the undesired undershoot of the output pulse) and rapid baseline restoration after the occurrence of a pulse. The pulse-shaping network allows the selection of several shaping time constants (of the order of a few microseconds) that determine the pulse width. Longer time constants result in a better resolution, since the system can then average the noise over a longer period of time. On the other hand, the longer time constants lead to more losses and spectrum deterioration due to the pile-up of subsequent pulses at high count rates. As a compromise, a shaping time constant of about 4 p.s is frequently chosen.
Pulse-height analysis was, in the past, usually performed with a stand-alone multi-channel analyzer with analog-to-digital converter (ADC), memory, monitor and push buttons, switches, potentiometers or keyboard for functional commands like accumulation, setting of regions of interest, area determination, etc. Today, more and more personal computers are used which contain the ADC and multichannel buffers as plug-in units and are programmed for pulse-height analysis and storage of the spectrum. The system must be additionally equipped with printers, floppy disks or other data storage units in order to edit and store the spectra for further analysis.
For the pulse-height analysis, a minimum of 4,096 channels should be available. This means that 1 keV corresponds to two channels if the spectrum extends up to 2 MeV. A peak at 1.33 MeV then has an FWHM of about four channels. For activities in the region of the detection limit, it may sometimes be advantageous to reduce the number of channels, e.g., to 1 channel/keV, in order to better discern a peak visually. On the other hand, the analysis software may produce less reliable results for strong lines under these circumstances.
In in-situ gamma-ray spectrometry, the electronics must frequently operate under unstable temperature conditions. This may lead to gain instabilities and result in a peak shift and spectral distortion during the measurement. In order to avoid this, gain stabilization can be used with the system. One method for its realization is to place two narrow (single-channel) windows on the two sides of a peak. Preferably, these should be located in the upper part of the spectrum. The system gain is then controlled to keep the count rates in these two channels equal. It may also be desirable to monitor the zero of the system with a low-energy peak. Any deviation in the peak position is used to adjust the zero control of the ADC. With computer-based systems, other options for gain and zero stabilization are available.
A pulse-height analysis system frequently includes a software package having the following options:
• automatic peak search (not needed for known spectra where the operator himself sets the regions of interest) • calculation of peak position, FWHM and net peak area • standard deviation of the net peak area • deconvolution of multiple peaks • energy calibration • radionuclide-related and energy-related efficiency calibration • identification of radionuclides on the basis of peak positions and a nuclide library containing half-lives, photon energies and emission probabilities • determination of detection limits for given radionuclides Commercial software packages should be well documented. In order to judge the quality of a program, the user needs an explicit description of the algorithms used. An evaluation of commercial IBM PC software for the analysis of low-level environmental gamma-ray spectra has recently been performed by Decker and Sanderson (1992) . None of the analyzed software is adapted to the needs of in-situ gamma-ray spectrometry and it is up to the user to modify and supplement it. Meanwhile, however, the first commercially available software for in-situ gamma-ray spectrometry does exist.
Spectrum Analysis

Detector Response Function
Due to the various types of interaction of gamma radiation with matter, even monoenergetic radiation of energy E leads to a complex detector response. An example is shown in Figure 2 .3 for 60CO radiation (1.17 MeV and 1.33 MeV). The measured pulseheight distribution shows the full-energy absorption peak at the high-energy end, and towards lower energies a distribution due to partial energy deposition events, consisting of a continuous part and sometimes other, usually smaller, peaks.
Single Compton scattering processes in the detector lead to a continuous Compton distribution from zero energy to the Compton edge at the energy
where Eo is the electron rest energy (511 keV). Multiple scattering gives rise to a distribution extending up to the full energy.
Interaction in the crystal by electron-positron pair production results in the single-escape peak at E -Eo, the double-escape peak at E -2Eo, and also a continuum due to partial energy deposition following Compton scattering of annihilation photons. The escape of bremsstrahlung and of fluorescence radiation also has an effect on the shape of the observed spectrum.
Compton scattering in the non-active parts of the detector, e.g., in the detector mounting materials or in the cryostat, leads to scattered photons which can also be detected. The resulting scattering distribution in the pulse height spectrum usually exhibits a broad "backscatter" maximum at an energy E I (1 + 2E I Eo).
Pair production in surrounding materials leads to a peak at 511 ke V and photoelectric absorption to fluorescence radiation peaks. Even electrons produced outside the effective detector volume can contribute directly or via bremsstrahlung to the recorded spectrum.
The relation between the pulse height distribution and the incident photon fluence is described by the response function Rv(E) of the detector. 1 This is defined as the probability per unit pulse height that a photon fluence incident with energy E will produce a pulse of height V. In general, the response function Rv(E) can be expressed (see also Berger and Seltzer, 1972) as an integration
1 In other contexts the response function is defined as the relation between pulse height distribution and number of incident photons. In general, the angular characteristics of the radiation field in the environment is complex. For gamma-ray spectrometry in the environment the number of incident photons, will depend on the orientation of the detector in the radiation field and can not easily be determined.
where DE,(E) is the probability that a photon with energy E deposits the energy E' in the detector crystal, per unit energy E' and per incident fluence, and Gy(E') is the probability per unit pulse height that a deposited energy E' will give rise to a pulse of height V. The resolution function Gy(E') is a measure of the efficiency and statistics of the signal collection and processing in the detector and can be appoximated by a Gaussian distribution.
Peak Position and Area
The basic task of the gamma-ray analysis program is to find and identify the peaks and to deduce the peak area.
When there are many peaks to be located in a spectrum, automatic peak search routines are of particular value. A common feature of the various procedures developed (see Debertin and Helmer, 1988) is that it is possible to select sensitivity parameters. If the sensitivity is too low, only the strong lines are found. At higher sensitivity, weak lines too are identified, but also lines which do not correspond to a gamma energy and are only simulated by statistical variations of the background. The optimum adjustment of the sensitivity parameters must be found experimentally. The peak search procedure does not need to be initiated if specific radio nuclides are expected. In this case, a manual setting of windows in the corresponding energy region is preferable.
The peak position can usually be determined with an uncertainty of less than a tenth of a channel. For 4,096 channels and a total energy range of 2 MeV, this means that the energy can be obtained with an uncertainty of the order of 0.1 keV. If a particular radionuclide is expected, the corresponding region of interest can be set in advance, and the determination of the peak position becomes unnecessary.
Somewhat more problematical is the determination of the number of counts in the peak (peak area). The simplest method is the summing of all counts in the channels containing the peak and subtracting the background from these total counts. The background may comprise two components: First, real peaks due to other photons of approximately the same energy, and second, the Compton continuum due to higher energy photons. This continuous part is obtained by using the pulse-height distributions above and below the peak, e.g., the way indicated in Figure 2 .5. The pulse rate o.fthat peak area is called full-energy peak count rate N.
In defining the range of channels considered to belong to the peak, two alternatives exist. This region of interest is marked either manually or chosen automatically as a multiple of the FWHM, e.g., 2.5 FWHM, and centered around the peak position. The multiple chosen must be identical in the calibration procedure and in the actual measurement. This simple summing procedure can only be applied when there are single lines with no disturbing lines nearby.
If multiple lines which are not fully resolved have to be analyzed, the total counts cannot be so easily divided into individual components. In such cases, the peak shape has to be described by a suitable function. For n lines in a multiplet, the sum of n functions must then be fitted to the spectral distribution. In most commercial programs, a single peak is described by the density function of a normal distribution, also called a Gaussian density: (2.5) where V is the pulse height, Vo the pulse height corresponding to the peak position, N n the net counts in the peak, and (J the width parameter (standard deviation (J = 0.425 FWHM). The continuous background is taken into account by adding a linear, and in rare cases also, a quadratic, function to the Gaussian density. The fitting procedure results in Va, N m (J and the parameters of the background. All parameters are fitted in one step, for example by the least-squares method. Figure 2 .6 shows a pulse-height spectrum in the region of the 1.33 MeV line of6oCo. On the low-energy side clear deviations from the Gaussian peak shape are visible. For this reason, in more elaborated programs further functions are used besides the Gaussian, including one or two tailing functions and a step function taking into account the rise of the background on the low-energy side of the peak (see Figure  2 .6). The use of such complicated fitting functions is only worth the effort if the relative measurement uncertainty of the peak area is less than, say, 10 percent. The parameters of the additional functions are derived from separate fits to peaks with a high number of counts. In the routine analysis procedure, these parameters are no longer variables in the fit, but are kept fixed and calculated from a given function ofthe energy. This is also frequently done for the FWHM. In order to validate the analysis software, it is recommended that it be tested with artificial multiplets for which the ratio of the counts in the individual contributions is known in advance.
When fitting functions are used, the channel size should be chosen in such a way that the FWHM is not smaller than four channels, otherwise the measured histogram distribution cannot be adequately fitted by a continuous function.
Energy Calibration
An analysis of the peaks in a measured pulse height spectrum yields the peak position (or centroid), Va. In order to relate Va to the gamma-ray energy E, an energy calibration has to be performed.
The energies of the strong gamma lines of most radionuclides occurring in the environment or used for standard sources are known with high accuracy, the uncertainty rarely exceeding 0.01 keV. It therefore does not matter which radionuclides are used for the energy calibration as long as the energy range of interest is covered. Assuming a linear dependence between channel and energy, two lines with energies E 1 , E2 giving rise to peaks with centroids in channels VOl in the lower and V 02 in the upper part of the spectrum would, in principle, be sufficient for the energy calibration. With modern germanium spectrometer systems, this procedure will not result in errors larger than 0.1 keV. This figure can be reduced by using several lines with energies Ei (i = 1,2 ... n), e.g., from 152Eu, and fitting a polynomial of second or higher order to the value pairs (VOi, Ed. The analysis software of the spectrometer usually includes this option.
Detector Peak Response as a Function of Photon Energy
A peak response calibration can be determined through either theoretical or experimental means. In general, the peak response of a detector is a complex function of a number of factors such as crystal size, shape, mounting, housing and inactive volume regions. Estimates of these parameters can be provided by the manufacturer and then used as input to computer codes for determining the detector peak response as a function of energy. Later in this Report, detector calibrations using Monte Carlo methods are discussed as they pertain to spectral stripping techniques. More commonly, experimental determinations of detector peak response are performed using certified calibration sources. For purposes of in-situ gamma-ray spectrometry, a calibration with plane parallel radiation is strived for, since for point sources, the measured count rate depends upon the distance to the effective crystal center rather than to the detector window. The effective crystal center depends on energy and is not easy to determine. Although true plane parallel incidence would be accomplished with point source only for an infinite distance, for practical applications, a source distance of 1 to 2 m can suffice, considering that the dimensions of a germanium crystal are on the order of a few cm.
The peak response to unit parallel incide1).t fluence rate at. energy, E, can be expressed as N o / 'P (cm 2 ) where No is the full-energy peak count rate (S-l) and 'P is the fluence rate (cm-2 s-1 ) of the photons at energy, E, given by (2.6) where C(E) is a numerical factor to account for the attenuation effects of the source, its encapsulation, and the air between the source and detector, peE) is the emission probability of photons with energy E per disintegration (s-lBq-1), A is the source activity (Bq) and r is the source to detector distance (cm). C(E) may be a very small correction factor for high energy gamma rays, however, it generally cannot be neglected for low energy gamma rays and large values ofr.
The peak response, N o / 'P, must be determined at several different energies over the effective operating energy range of the instrument. For environmental gamma radiation, this would be up to 2.615 MeV, a principal gamma ray emitted by 208TI in the naturally occurring 232Th series (although there may be applications for studying 16N near operating reactors, in which case E = 7.112 MeV). The effective low end point will depend upon the type of detector, and would be about 60 keV for p-type germanium and down to about 5 keV for n-type.
Although almost any certified gamma source can be used to measure the detector peak response, at a particular energy, the use of longer-lived nuclides is recommended so that measurements can be repeated throughout the lifetime of the detector. In addition, the use of the same set of sources for two different detectors will reduce systematic differences in detector peak response determinations. It is also effective to use multiple gamma emitters such as 152Eu and 154Eu since they can provide many data points across a wide energy range. While these nuclides generally introduce some difficulty in calibrating detectors for close-in source geometries due to the effects of cascade coincidence summing, the effect is negligible at source distances of 1 m or more. Also, 241Am (59.5 keV) , 137CS (661.6 keV) and 60CO (1,173.2 keV and 1,332.5 keV) are common radio nuclides that can provide data points at low, medium and high energies, respectively. Although it has a relatively short halflife of 1.9 years, 228Th provides a crucial high energy point at 2.615 MeV from its progeny, 208Tl. However, 232U sources producing 228Th will be preferable due to the longer half-life (72 years). Measurements of 133Xe may be calibrated with 133Ba so,:!rces.
A precise determination of N o / 'P should take into account that the calculation of the fluence rate at the detector will depend upon the distance from the point source to average point of interaction within the crystal. At low energies (less than 100 keV) , the penetration of the photons into the crystal is minimal and the distance to the front surface can be taken to be the value of r. For high energies (greater than 1 MeV), the value of r can be measured to the geometric midpoint of the crystal since the penetration is high and the interactions are spread throughout. For medium energies, the mean penetration into the crystal can be estimated from the photon cross section data for germanium. The precise value of r becomes less important as the source to detector distance increases relative to the crystal dimensions.
For a crystal that is 6 cm long, the difference in the fluence rate at 1 m is close to six percent for front surface as opposed to midpoint distances. At 2 m the difference is reduced to three percent.
As a first app~oximation, the relationship between peak response, N o / 'P, and energy is linear on a log-log plot for energies between 300 keV and 2 MeV, i.e., n In CNo/cpJ = 2: ai In (E/Er)i, (2.7) 1=0 with n = 1 and where Er is the reference energy, e.g., 1 MeV introduced to make the argument of the logarithm dimensionless. The fit is improved for n = 2. More sophisticated interpolation methods (spline algorithms or other analytic functions) are used to describe the shape for the whole energy region, at l~ast down to 60 keV. Using Equation 2.7, the value of N o / cp at an arbitrary energy within the region of calibration points can be derived with an uncertainty of the order of the uncertainty of the calibration source emission rates, provided that there are at least 10 well distributed calibration points. Such an interpolation procedure is usually a part of the software supplied with the spectrometer system. To get a feeling for the quality of the fit, a plot of the ratios of measured and fitted values is recommended (see Figure 2 .7).
As already mentioned, a simple straight-line fit on a log-log plot is adequate between 300 keV and 2 MeV. It can be expected that this simplest of approaches would fit the data to within five percent (Debertin and Helmer, 1988) . This straight line fit can be extended out to 4 MeV with some loss in accuracy although it is best to avoid extrapolating beyond the highest measured point (ANSI, 1991) . Given that the uncertainties associated with the quoted activity of the calibration source, the gamma-ray emission probability for that nuclide, and the source-detector distance tend to total a few percent, a l!lore complex fit may not be justified. The curves of N o / cp for various size detectors that are shown in Figure 2 .8 indicate how the fitted lines approach one another at low energies. This is the result ofthe exponential nature of photon absorption; the u~e of a larger volume crystal which doubles the value N o / cp at 1,332 keV will produce less of an increase at low energies. It can also be seen in this Fig. 2.8 . Peak response, Nol if! for plane parallel fluence at normal incidence to the front face for various germanium detectors, characterized by the relative efficiency (Helfer and Miller, 1988). gies. This is due to the effects of different crystal shapes and surface dead layers. Detectors which are quoted as having the same relative efficiency at 1,332 keV can have substantially different values of N o / cp at lower energies as shown in Figure 2 .8.
Detector Peak Response as a Function of Angle of Incidence
Although the peak response of a detector to photons at normal incidence provides a general measure of the sensitivity for in situ measurements, the actual full calibration of the detector for most applications involves the peak response at other angles of incidence because one is generally measuring extended rather than point sources in the environment. In these circumstances, photons will be incident on the detector through the side wall, and possibly even at angles corresponding to a photon path through the dewar. For this reason, some consideration must be given to the crystal shape, dewar size and detector orientation in the field.
Due to the cylindrical shape of the germanium crystal, a uniform peak response about its axis of rotation is expected. This can be checked experimentally for a detector to ensure that the mounting structure has not introduced any substantial asymmetrical response characteristics, particularly at low energies. For typical applications in the field, the orientation of the detector should be with the axis of rotation perpendicular to the ground thus eliminating any dependence on angle of photon incidence about the azimuth.
In general, the peak response depends on the angle between the direction of photon incidence and the rotation axis of detector symmetry. For the measurement of a source in a half-space geometry where the detector is faced toward the source, the range of angles would be 0° (normal incidence to the detector face) to 90° (sidewall incidence). This would be the ideal orientation for measuring ground sources, i.e., facing down with the dewar overhead. Although it may seem unconventional, it is possible to perform measurements over soil with the detector facing up and the dewar underneath. In this case, the range in the photon angles of incidence would be 90° to 180°, relative to the detector face. In either case, the detector response about the angles of photon incidence must be determined.
Whereas the total volume ofthe germanium crystal is closely related to the quoted efficiency, the shape of the crystal is the fundamental controlling factor for the variation in efficiency at other than normal incidence. A cylindrical crystal with a length, L, greater than the diameter, D, will tend to have a higher response at angles off normal incidence (Helfer and Miller, 1988) . The response for a detector where L is less than D would tend to be opposite to this since less surface area is presented to the fluence at sidewall incidence. The variation in response would be least for crystals where L == D. In general, response variations with angle would be most pronounced at lower energies where the efficiency would be related to the effective area that intercepts the photon flu-1.5 122 keV ence. At higher energies, the angular response characteristics are less sensitive to the crystal shape since primary and secondary absorption occurs throughout the volume of the germanium crystal. To illustrate these characteristics, the full-energy peak count rate per unit fluence r8;te re~ative to normal incidence, which is defined asN((})/N o , for three different crystal shapes (as measured by the L/ D ratio) are presented in Figure 2 .9 for angles between 0° and 90° at E = 122, 662 and 1,408 keY.
Depending upon the orientation of a germanium detector with respect to the angular distrib~tion ~f the fluence, it may be necessary to determineN((})/N o at angles> 90°. Generally, the presence of the mounting structure and liquid ~itrogen dewar behind the detector will cause the N((})/N o to continually decrease as () approaches 180°. However, the mounting 8;nd d~ad layer configuration can cause the value of N((})/N o to display some complexity and not decrease monotonically with angle.
The data in Figure 2 .9 are indicative of the general behavior that would be found for germanium detectors, although the exact angular characteristics would be expected to vary among detectors with the same L / D ratio because of different sizes and variations in attenuation properties associated with mounting and dead layers. At very low energies (less than 100 keY), the effects of attenuation by the detector mounting and housing material can substantially reduce the value of N( 8) / No for flux incident on the detector sidewall and no general behavior can be predicted.
Activity Determination
One aim of gamma-ray spectrometry in the environment is to measure either activity per unit area of ground, A a , or activity per unit mass of soil, Am, or activity per unit volume of air, Av. How these quantities are derived from measured full-energy peak count rates is discussed in Sections 3 and 4.
Since the count rates in gamma-ray spectrometry in the environment are usually low and the sourcedetector distances are large, neither random nor real (cascade) summing corrections need be applied. At count rates less than 1,000 S-l, random summing losses usually amount to less than one percent.
To obtain the activity at a time other than the time of measurement, decay corrections are applied. For short-lived radio nuclides with half-lives, Tl/2, comparable with the measuring time, till) that are not produced by parent nuclides, the measured count rate must be multiplied by in order to obtain the count rate at the beginning of the measurement.
If a radio nuclide emits gamma rays of several energies, E i , the procedure for the activity calculation may be applied to all corresponding peaks in order to check whether the model of the environmental source distribution used for the evaluation of the measured spectrum (as described in Section 3) is applicable. The final activity value, .Ax, is then obtained by forming the weighted mean (2.9)
where Ax i is the activity corresponding to gamma rays of energy Ei and Wi is usually taken as the reciprocal relative variance of the full-energy peak count rate, N i . In applying Equation 2.9, the activity levels Ax,i should be compatible with regard to their uncertainties. Otherwise, one should check for possible contributions of other radio nuclides to the peaks of interest. A systematic decrease or increase of Ax,i with energy is an indication of unrealistic assumptions on the photon attenuation or the activity distribution in the source.
A comprehensive approach to the derivation of the activities of all radio nuclides in one step is the so-called matrix method. The principle is a least-squares fit to the full-energy peak count rates with the activities of the nuclides as the parameters to be computed. Here, full-energy peak count rate means number of counts in a region where the computer program identifies either one single peak or a multiple peak consisting of several overlapping single peaks. This method requires the minimization of (2.10) where the Ni are the measured full-energy peak count rates and Nc,i the calculated, i.e., NC,i = 
where Axk is the activity associated with the kth nuclide, Pk(E) the emission probability of a photon with energy E i , from the kth nuclide, Ex(E i ) the full-energy peak count rate per source photon per unit area (x = a), per unit mass (x = m), or per unit volume (x = u), and tm the measuring time. The full-energy peak count rate per source photon, Ex(E i ), may depend on radio nuclide k, according to its depth distribution, as discussed later.
The Ad are the parameters to be determined in the least-squ~res fit. The sum over k is over all the nuclides of interest. If there is decay during the counting interval or if parent-progeny growth and decay are to be taken into account, there are additional factors that depend on tm, the decay time and the pertinent decay constants. The advantage of this method is that it uses all of the identified gamma rays from a nuclide to determine its activity, and at the same time, it allows the decomposition of any full-energy peak count rates that have contributions from more than one nuclide. The spectrum analysis is fast-an important feature in in-situ gamma-ray spectrometry-since multiple peaks need not be deconvoluted by fitting complicated functions (as mentioned in Section 2.3.3) with shape parameters which would have to be determined in separate measurements. The method is also relatively insensitive to peak smearing due to drifts which can easily occur in field measurements when weather and temperature change. The nuclide library should not be too large, about 50 radio nuclides are usually sufficient for a particular scenario. Programs of this type have been developed by, e.g., Gunnink and Niday (1972 ), Kromer et al. (1988 ), Phillips and Marlow (1976 and Putnam et al. (1985) .
In low-level measurements, the need frequently arises to extract an upper limit for an activity of a radionuclide not identified in a spectrum, or even to quote in advance the minimum detectable activity. The detection limit, N L , expressed in the number of counts, is frequently given as (2.12) where Nb is the total number of background counts over the region covered by a peak. NL may be converted into activity by the relations between fullenergy peak count rate and activity as given in Sections 3 and 4.
A mathematically better founded derivation of the detection limit results in a somewhat different expression. From a German DIN standard (DIN, 1987) , e.g., NL = 5.4 + 3.3 (2 Nb)1/2 (2.13) is obtained. The resulting detection limit in terms of activity, A L , must in this case be interpreted in the following way: If a source has an activity A L , the probability of not finding it is five percent; the probability of deducing from a spectrum that a source with an activity AL is present if, in fact, there is no source, is also five percent. Further details on the derivation of detection limits are given by, e.g., Currie (1968) and Pasternack and Harley (1971) . An ISO standard on this topic is in preparation (ISO, 1992) .
The detection limit for a specific radionuclide does not only depend on the measuring time and gammaray emission probability but also on the presence of other radionuclides that may give rise to an increase of the background continuum under the peak of interest.
Quality Assurance
The quality of the results derived from measurements with a gamma-ray spectrometer depends on the quality assurance program adopted in the laboratory. Minimum requirements of internal quality assurance are the documentation of measurement procedures, instrument and software tests, calibration and routine performance checks. The traceability of activity measurements to national or international activity standards should be demonstrated.
External quality assurance is achieved by participating in inter-laboratory trials. Operational records on all measurements should be maintained in order to be prepared for possible quality assurance audits.
Further details concerning quality assurance in activity measurements are described in IEC (1989) and ANSI (1991) standards.
