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Abstract
Publish-subscribe systems route events to interested
subscribers through a distributed network of routing ta-
bles. We present a self-stabilizing algorithm that main-
tains these routing tables in a consistent distributed
state, andrecoversfrom faultsin thenetwork. Neighbor-
ing message routers periodically exchange their rout-
ing table state, and take corrective actions if (and only
when) necessary. We formally prove that the resulting
algorithm brings the system back to a legal global state
if it starts out in a faulty state.
Further, we show how to reduce the size of the pe-
riodic message exchanges by exchanging “sketches”
of the routing tables which are much smaller than
the routing tables themselves. We present a message
size/accuracy tradeoff of using these sketches, which are
based on Bloom ﬁlters. We have simulated our algo-
rithm, and present our results of studying the important
special case of a transient edge failure in greater detail.
Due to space constraints, we will give an overview of
our results in this paper, and we refer to our technical
report for further details.
1 Introduction
Publish-subscribe systems provide a loosely coupled
middleware to distributed applications. In such systems,
messages from senders (or publishers) are routed to re-
ceivers (or subscribers) based on their content, rather
than on a ﬁxed destination address. Receivers in turn
express their interest in receiving a certain class of mes-
sages by submitting subscriptions, which are predicates
on the message content. If the publish-subscribe sys-
tems are to be scalable to large networks, then the event
routing must be performed in a in a distributed fashion.
Manysystemssuchas [CRW01,ASS+99,Muh02]show
how to construct a distributed network of routing tables
to accomplish this task.
In this work, we are concerned with the fault tol-
erance of the routing tables. Faults are inevitable in
sucha distributedsystembuiltoverawide-areanetwork.
For example, a loss of a subscribe/unsubscribe message
could lead the system to a state where the routing ta-
bles are inconsistent with each other. A more serious
fault might be the corruption of a routing table, or even
a router crash. Any fault detection/recovery mechanism
must be decentralized, and should have a low overhead
of detection/correction.
We propose a fault detection and recovery mecha-
nism for distributed publish-subscribe networks based
on self-stabilization. Self-stabilization is a general fault-
tolerance technique, introduced by Dijkstra[Dij74]. In-
formally, a system is self-stabilizing if, starting from an
arbitrary initial global state (perhaps faulty), it quickly
reaches a “legal” global state. The advantage of self-
stabilization is that it addresses all faults throughan uni-
form mechanism. Rather than enumerate all possible
faults that couldoccurin the networkand takecorrective
actions for each of them, we present one set of rules and
actions which handles all possible faults in the router
state. When these actions are consistently followed, the
system will be quickly restored to a “legal” state after
router faults.
The correctness of the publish-subscribe system is a
global system property. No single node in the system
will be able to say whether or not the system is in a cor-
rect state. However, we show that the predicate speci-
fying that the global system state is correct can be writ-
ten as the conjunction of many local predicates, each of
which can be checkedin a decentralizedway using local
actions. This property will help us in designing a local
algorithm for the fault-tolerance. We prove that our al-
gorithm leads the system to a legal state, and the time
taken is proportional to the diameter of the graph.
If implemented in a straightforward way, self-
stabilization presents a large message overhead. At ﬁrst
glance, it seems necessary for the nodes to pass theircomplete routing tables to their neighbors. The rout-
ing tables are typically large (a few thousands of sub-
scriptions), and since this exchange has to take place
periodically, this could lead to signiﬁcant message traf-
ﬁc. To reduce this overhead of checking, we propose
to communicate small space “sketches” of the routing
tables, instead of the whole routing tables themselves.
Our sketches are based on Bloom Filters[Blo70]. These
can be used to detect inconsistencies between routing
tables very accurately, and yield space improvements of
two orders of magnitude.
We formally analyze the space/accuracy tradeoff of
checking using our sketches. Our analysis of the false
positive probability of using Bloom ﬁlters to check set
equality is novel. All previous analyses of Bloom ﬁlters
focusedonthe falsepositiveprobabilityforcheckingthe
set membership.
In summary, our contributions are as follows:
(1)We present a local, self-stabilizing algorithm for
addingfault-toleranceandrecoveryto publish-subscribe
systems. We prove that irrespective of what global state
the system begins in, it will reach a legal global state,
and quantify the time (number of parallel steps) taken to
do so.
(2)We present a way to reduce the overhead of fault-
tolerance by communicating “sketches” of the routing
tables as opposed to the routing tables themselves. We
analyze the space-accuracy tradeoff provided by these
sketches.
(3)We have simulated the self-stabilization algorithm,
and these simulations reinforce our theoretical analy-
sis. We found that though the algorithm is correct in
all cases, it needs further tuning, and may not lead to the
most efﬁcient recovery in every case. We have analyzed
an important special case, that of a transient edge fail-
ure, and this demonstrates how the choice of a timeout
for initializing the fault recovery can be very important
for the overall performance.
Related Work: Existing work study the fault tol-
erance problem from the perspective of topological
changes, such as tree partitioning, grafting/pruning of
branches. Siena[CRW01] brieﬂy suggests using system
primitives, like subscribe/unsubscribe, to allow subtrees
to be merged or to be split. In [PCL03], the authors ar-
guethatsubscribingandunsubscribingshouldbetreated
asymmetrically and propose an optimization over the
Siena approach. In another paper [CFLP04], they op-
timize the special case of a link failure and a link forma-
tion occurring in parallel and push the reconﬁguration
overhead for this special case to a minimum.
On the other hand, some systems like
Scribe[RKCD01] and Hermes [PB02] are built on
top of a distributed hash table, which take advan-
tage of the peer-to-peer routing substrate to achieve
fault-tolerance.
All current work handles a limited range of faults
such as message losses and link formation/failure; they
do not provide a comprehensive mechanism like we do.
2 Model
We deal with a publish-subscribe network whose
nodes are organized into a single spanning tree. We
assume that all communication links are FIFO. Each
node holds a routing table. Many data structures have
been proposed for fast matching and forwarding of
events[CW03, ASS+99]; we will not be concerned with
the exact form of this data structure. For our purposes,
the routing table is a set of tuples of the form (sub;R)
where sub is a subscription, and R is a set of neighbor-
ing nodes from which the subscription was received. If
any event arrives that matches sub, then it is forwarded
to all nodes in R, except for the node from which the
event arrived.
Self-stabilizing algorithms can be built in a modular
fashion[GM91]. Our algorithm stabilizes the state of the
routing tables on a tree-based publish-subscribe system.
This can be layered on top of another algorithm which
stabilizes the spanning tree itself.
3 Self-stabilization Algorithm
The self-stabilization algorithm is concerned with
the consistency between the routing tables held by the
nodes. Neighboring nodes periodically exchange the
states of their routingtables. A node takes corrective ac-
tions if its routing information is inconsistent with some
neighbor. Each node makes local corrections indepen-
dently and asynchronously. Througha sequenceof local
corrections, we restore the consistency among the dis-
tributed routing tables.
3.1 Local Legality Implies Global Legality
The deﬁnitions of legal local/global states lie at the
core of our algorithm. Before deﬁning them, we ﬁrst
introduce some notations and concepts.
An undirected edge connecting nodes a and b is de-
noted by fa;bg. It is composed of two directed edges,
denotedby(a;b) and(b;a). Fornodev, let N(v) denote
the neighbor set of v. If we remove edge fa;bg from the
tree T, the whole tree is divided into two parts. The sub-
tree rooted at a is denoted by T b
a and the subtree rooted
at b is denoted by T a
b .
For directed edge (a;b), the ﬁlter Fa!b is the union
of all subscriptions registered at node a, which sends
matching events to node b; in other words, it is the set of
all subscriptions that a has so far received from b. Theset Sa
b is the union of all subscriptions that are generated
by nodes in the subtree T a
b .
Deﬁnition 1 A system is quiescent if there are no sub-
scribe/unsubscribe messages in transit.
Suppose the neighbor set of b, N(b) =
fn1;n2;:::nk;ag. Let Xb!a denote the subscrip-
tions in transit from b to a and Yb!a denote the
unsubscriptions in transit from b to a. Let Lb denote
the local subscriptions issued by node b. We ﬁrst deﬁne
what it means for an edge to be locally legal.
Deﬁnition 2 The directed edge (a;b) is locally legal, iff
Fa!b [ Xb!a   Yb!a = [k
i=1Fb!ni [ Lb.
Deﬁnition 3 The undirectededge fa;bgis locally legal,
iff both (a;b) and (b;a) are locally legal.
We now deﬁne what it means for an edge to be glob-
ally legal.
Deﬁnition 4 If the system is quiescent, then edge fa;bg
is globally legal, iff Fa!b = Sa
b and Fb!a = Sb
a.
We assume that every received subscription will be
forwardedunless it is a duplicate. Deﬁnition 4 holds un-
der this assumption. Regarding any other optimization
in subscription forwarding, the computation of S and F
can be adapted to keep Deﬁnition 4 valid.
Deﬁnition 5 A publish-subscribe system is in a legal
state if one of the two conditions holds:
(1)it is quiescent and all edges are globally legal or
(2)it can be reached from a legal quiescent state by a
ﬁnite sequence of transitions.
The global legality of edges is hard to check directly,
since it is a predicate that involves the state of the whole
system. However, the local legality of an edge can be
(more) easily checked. We now state a theorem which
shows that the predicate deﬁning the global legality of
the system can be written as the conjunction of many
local predicates, one for each edge.
Theorem 1 The publish-subscribe system is in a legal
state iff every edge is locally legal.
This proof and the following proofs are all omitted
due to space constraints. We refer interested readers to
our technical report[ST04].
3.2 The Edge Stabilization Algorithm
Given the above theorem, we only need to stabilize
each directed edge into a legal state, and the system will
reach a globally legal state. It is easy to set a (faulty) di-
rected edge to a legal local state using appropriate sub-
scriptions/unsubscriptions. However,stabilizinga faulty
edge might “disturb” a neighboringedge, and cause it to
move from a legal to an illegal state, so that the global
state is still illegal. Informally speaking, such “distur-
bances” can ﬂow only along a simple path in the tree,
and have to eventually stop at a leaf. Thus, eventually
the system will reach a globally legal state.
A timer is assigned to each directed edge in the net-
work, and the (directed) edge stabilization procedure is
initiated upon expiry of the timer. The period of the
timer controls the frequency of stabilization, and hence
the message overhead (more discussion of the timer ap-
pears in Section 5). The source node of a directed edge
is responsible for the stabilization. A single round of the
procedure consists of two phases: an observe phase fol-
lowed by a correction phase. We describe the algorithm
for directed edge (a;b). All the directed edges are being
stabilized in parallel in this manner.
Variables:
(1) N(a) = fn1;n2;:::;nk;bg
(2) S(a) = [k
i=1Fa!ni [ La
(3) C1 = S(a)   Fb!a
(4) C2 = Fb!a   S(a)
Actions at Node a
Event: timeout at t1 (observe phase)
(1) compute S(a) at time t1
(2) send an “observer” to b
(3) reset the timer for the next round
Event: get the reply from b (correction phase)
(1) (comment: b’s reply is Fb!a)
(2) if (S(a) = Fb!a)
(3) return;
(4) else
(5) compute C1;C2
(6) send C1;C2 to b
Actions at Node b
Event: receive an “observer” from a (observe phase)
(1) compute Fb!a
(2) return Fb!a to a
Event: receive C1 from a (correction phase)
(1) subscribe to each record contained in C1
Event: receive C2 from a (correction phase)
(1) unsubscribe to each record contained in C2
It is important to note that the correction phase at
node b is initiated only if edge (a;b), and hence the
whole system was not in a legal state. Thus, if the sys-
tem is in a legal state, then the self-stabilization will not
add any additional subscriptions/unsubscriptions to the
system.
Theorem 2 Starting from any initial state (perhaps
faulty), if (1)no further faults occur and (2)every di-
rected edge in the tree executed the above stabilization
process, then the system will reach a legal global state.4 Reducing the Message Overhead
An important component of the local stabilization al-
gorithm is the checking of the equality between the two
tables S(a) and Fb!a. One way to do this is to send the
entire table Fb!a across from node b to node a, but this
would result in a large message overhead for the follow-
ing reasons:
(1)The objects being sent across and compared are large
sets of subscriptions. These routing tables might con-
tain thousands of subscriptions, and if each subscription
takes a few tens of bytes, then these messages would
be of the order of a few hundred kilobytes or more. In
addition, comparing these large sets would be signiﬁ-
cant computational overhead. (2)Self-stabilization is a
periodic system behavior, which further exacerbates the
above problem.
Our approach to reducing this overheadis as follows.
Instead of sending the entire routing tables across, we
send only a sketch of the table to the neighboring node.
This sketch takes much smaller space than the table it-
self. These sketches are compared at the neighboring
node, and if they are found to be inconsistent, then there
must be a fault, and now a full comparison of the rout-
ing tables is initiated to recover from the fault. For the
commoncasewhentheroutingtablesareconsistentwith
each other, the whole routing table will not have to be
sent across, leading to a very efﬁcient checking process.
However, these sketches are inherently lossy. There
is some probability that the routing tables are actually
inconsistent, but the sketches do not reveal it. We are
able to quantify this probability of a false positive, and
we show that a sketch which uses only a few bits per
subscription is able to provide a false positive probabil-
ity of less than 10 3.
We note that this is the ﬁrst work, to our knowledge
which suggests compression of messages in this way in
a self-stabilizingalgorithm. We summarizethe desirable
properties of a sketch:
(1) The size of the sketch should be small compared to
the original routing table size
(2) It should be able to detect inconsistencies with high
probability, and with low computational overhead
(3) The cost of maintenance should be low, i.e. every
timeasubscriptionorunsubscriptionis received,we
should be able to update the sketch quickly.
(4) Since we need to compute the union of routing ta-
bles while checking, we need to be able to (quickly)
compute the sketch of the union of sets given the
sketches of the sets.
We considered various techniques for maintaining
these sketches, including hashing and checksums. Our
ﬁnal solution, which satisﬁes all the above properties,
is based on Bloom ﬁlters. Below we analyze the var-
ious tradeoffs associated with using a Bloom ﬁlter for
the purpose of testing equality between sets.
4.1 Bloom Filter for Testing Set Equality
A Bloom ﬁlter is a compact representation of a set to
support membership queries. It was invented by Burton
Bloom in 1970 [Blo70]. In [FCAB00], it is shown how
to derive the probability of a false positive for a mem-
bership query in using the Bloom ﬁlter.
In self-stabilization, we do not use a Bloom ﬁlter to
test for set membership, but to compare if two sets are
equal. More precisely, we want to check if the union of
a few sets (S(a) = [k
i=1Fa!ni [ La) equals another
set (Fb!a). This calls for a new analysis of the trade-
offs between the false positives and the parameters of
the Bloom ﬁlter. We now sketch our analysis of the false
positive probability for the context of set equality, and
graph the resulting tradeoffs obtained.
LetBS denotetheBloomﬁlterofsetS. Letmdenote
the size (in bits) of the Bloom ﬁlter, and k the number
of hash functions. We want to compute the probability
that BA and BB are equal, thoughA and B are unequal.
Let  = e 
kjBj
m and  = e 
kjAj
m . Let p denote the false
positive probability, i.e. the probability that BA = BB
though A 6= B.
Theorem 3
p  minfpA;pBg
where
pA <  
kjA Bj Y
i=2

i   1
m
+

1  
i   1
m

 

(1)
and
pB <  
kjB Aj Y
j=2

j   1
m
+

1  
j   1
m

 

(2)
We nowsketch thefalse positiveprobabilitiesforvar-
ious values of k;m=n and jA   Bj in Figure 1. Clearly,
theprobabilitydecreases(leadingto amoreaccuratetest
for equality)whenthe differencebetween the sets is get-
ting large. As k increases, the computation overheadfor
maintaining the Bloom ﬁlter increases. The parameter
m=n is the number of bits used per element. As it in-
creases, the space overhead also increases, but the false
positive probability decreases. Thus, by using 4 bits per
element and 2 hash functions, the false positive rate for
sets differingby 3 elements is only about 0:001, and this
can be further decreased by increasing k or m=n.
5 Simulations
The self-stabilization procedure is a periodic sys-
tem behavior, whose period is controlled by aFigure1.TheProbabilityofaFalse Positive
Under Various m=n and k Combinations.
The y-axis is the error probability, in a log-scale. The
x-axis is the size of the difference, jA   Bj.
timer(Section 3.2). Since this period is ﬁxed, the pro-
cedure is executed at regular intervals. However, this
regular behavior does not always yield the best perfor-
mance, though it is always correct. One special case is
that of a transient edge failure, which we consider now.
Infaceof anedgefailure,some subscriptionsbecome
obsolete, since they were generated by nodes in a par-
tition which is now unreachable. These subscriptions
have to be (usually) removed, else the endpoints of the
brokenedge will continueto receiveuseless events. But,
if the brokenedgecomes backup quickly,thenthese ob-
soletesubscriptionsbecomeusefulagain. Insucha case,
it is better to delay the unsubscribing after the link fail-
ure.
Since the setting of the timer is independentfrom the
eventoflinkfailure,thereis nosynchronizationbetween
the time of the link failure and the activation time of the
next round of stabilization. As a result, the next round
of stabilization might kick in soon after the link failure,
which may not be ideal for the performance.
A better approach is to reset the timer based on the
network condition. This leads to our adaptive strategy,
which delays the stabilization timeout until the node re-
ceives a sufﬁcient number of unwanted events, rather
than depending on a ﬁxed timeout.
Weconcludebypresentingsomeexperimentalresults
which compare various timeout strategies. Our perfor-
mance metric is the reconﬁguration overhead, which is
deﬁned to be the total number of hops traversed by both
unsubscribe/re-subscribemessagesandunwantedevents
under a single link failure. We study the following three
strategies:
(1)The “strawman algorithm” (the name borrowed from
[PCL03]). Upon a link failure, it resets the timer and
initiates the stabilization without delay.
(2)The “static algorithm” with no change to the preset
timer.
(3)Our “adaptive algorithm”. Upon a link failure, the
timer is reset, but the stabilization is activated once a
sufﬁcient number of unwanted events are received, or
when the link is re-formed.
5.1 Simulation Setting
In our simulations, both an event and a subscription
are chosen to be 3-character random strings. An event
matches a subscription if the two strings are identical.
The topologyis a single spanningtree, consisting of 100
nodes.Eachsimulationscenariois uniquelyidentiﬁedby
a combination of the following parameters:
Publish Rate: The publish rate regulates the system
load. We simulate two scenarios: a light system load us-
ing a publish interval of 5.0 seconds and a heavy system
load using a publish interval of 0.1 seconds.
Subscribe Rate: The subscribe rate controls the density
of the subscriptions. We set the subscribe interval to be
2.0 seconds. In addition, each router can subscribe to at
most 20 event patterns.
Fixed Delay: This is the timeout used by the “static”
algorithm. We choose two timeout values: a longer one
of 10 seconds and a shorter one to be 3 seconds.
Figure 2. Reconﬁguration Overhead Under
Heavy System Load
Under a heavy load (Figure 2), the endpoints expect
to receive more unwanted events. It’s ideal to unsub-
scribe early to limit the increasing cost of unwanted
events. In Figure 2, the strawman curve has the lowestFigure 3. Reconﬁguration Overhead Under
Light System Load
overhead,as it unsubscribeswithout delay. The adaptive
curve has a slight increase, for it delays unsubscribing a
little bit. The static algorithm has a poor performance,
but a shorter timeout brings down the overhead by 50%.
Under a light load (Figure 3), the cost of unwanted
events is negligible due to the rare occurences of un-
wanted events. It is better to delay unsubscribing.
Therefore any static algorithm with large timeout per-
forms well under this condition. Meanwhile the adap-
tive algorithm also yields the same amount of cost. This
time both the strawman and the static strategy with short
timeout value generate huge overhead. As a compari-
son, our adaptive algorithm saves two thirds of the cost
of the strawman approach.
In summary, neither the static nor the strawman do
well forboththelightlyloadedandheavilyloadedcases.
However, the adaptive algorithm for triggering the re-
conﬁgurationshows a good (thoughnot optimal) perfor-
mance in both cases.
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