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Abstract 
Since the advent of SCUBA, deep submillimetre surveys have succeeded in re- 
solving the bulk of the far -infared extragalactic background into discrete sources, 
revealing a population of high -redshift (z > 1) heavily dust -enshrouded massive - 
starforming galaxies. 
Here, the nature of the most luminous 850 pm sources (S850 > 5 mJy) are 
considered, in particular their link with the formation and evolution of the most 
massive elliptical galaxies visible in the present -day Universe. 
The "SCUBA 8 mJy Survey" is the largest of the blank field submillimetre 
surveys completed to date, designed specifically with the aim of identifying the 
brightest 850µm sources. It covers 260 square arcminutes of sky to a depth 
of Qrms ^- 2.5 mJy /beam, evenly split between two areas of low galactic cirrus 
emission; the Lockman Hole East and ELAIS N2. The data have in part been 
reduced by the standard JCMT SURF procedures, but the primary reduction 
method was an alternative IDL -based pipeline which has the advantage of pro- 
ducing uncorrelated noise images. This latter approach has enabled me to de- 
velop a maximum -likelihood source extraction algorithm which simultaneously 
measures the statistical significance of every peak in a SCUBA map, leading to 
properly quantified errors on the flux densities of all potential sources. Applying 
the source extraction algorithm to these two fields has revealed 19 sources with 
S/N > 4.00, 40 sources with S/N > 3.50, and 85 sources with S/N > 3.00. Com- 
pleteness, mean output vs. input flux density, and contamination from spurious / 
confused sources were quantified using extensive Monte Carlo simulations. Using 
deep 1.4 GHz imaging of the survey fields to determine the radio -to- submillimetre 
spectral indices for every 850µm detection, all sources were constrained to lie at 
z > 1, with a median redshift zmed 2.4. This being the case, the inferred star 
formation rates are ti 1000 Mo yr -1, sufficient to form the most massive ellipti- 
cal galaxies on timescales of 1 Gyr, but heavily obscured by 108 - 109 Mo of 
dust. The comoving number density of high redshift galaxies forming stars at 
V 
> 1000 M® yr-1 is 10 -5 Mpc -3, with only a weak dependence on the precise 
redshift distribution, also corresponding to the number density of massive ellip- 
ticals with L > 3 - 4L* in the present -day Universe, as well as the co- moving 
number density of comparably massive, passively -evolving objects in the redshift 
band 1 < z < 2 inferred from recent surveys of extremely red objects. This sug- 
gests that the bright submillimetre sources uncovered by this survey can plausibly 
account for the formation of all present -day massive spheroids. 
Combining the data from the "SCUBA 8 mJy Survey" with other existing 
blank field surveys, re- reduced and analysed in an identical manner, approxi- 
mately doubles the area of sky observed with SCUBA in an unbiased manner. 
The full source catalogue derived from combining these fields contains a sufficient 
number of significant detections to place meaningful constraints on the cluster- 
ing properties of the bright submillimetre population. Measurements of angular 
correlation functions and nearest neighbour statistics for S850 > 5, 6, and 7 mJy 
sources, imply strong clustering on scales of ti 1 arcminute at a significance level 
of ti 4a. The combined datasets also allow the determination of the most accu- 
rate source counts to date for S850 > 2 mJy. For 2 < S850 < 8 mJy the differential 
source counts follow a power -law such that dN(> S) /dS oc S -1'5, but appear to 
steepen thereafter, possibly indicative of a high -mass cutoff. Reasonably success- 
ful modelling of the number counts can be achieved by strong pure luminosity 
evolution with redshift, of the local 850 pm luminosity function. 
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3rd pointings for each of the grid positions. 140 
4.2 The 850µm image of the ELAIS N2 field, smoothed with a beam - 
size Gaussian (14.5 arcsecond FWHM). The numbered circles high- 
light those sources found at a significance of > 3.00; the red circles 
are those sources with S/N > 4.00, the blue circles those sources with 
3.50 < S/N < 3.99, and the green circles those detections with 3.00 < 
S/N < 3.49. The labelling corresponds to the numbers in Table 4.1.. . 144 
4.3 The 850 pm image of the Lockman Hole East field, smoothed with a 
beam -size Gaussian (14.5 arcsecond FWHM). The numbered circles 
highlight those sources found at a significance of > 3.00; the red cir- 
cles are those sources with S/N > 4.00, the blue circles those sources 
with 3.50 < S/N < 3.99, and the green circles those detections with 
3.00 < S/N < 3.49. The labelling corresponds to the numbers in Table 
4 2 146 
4.4 Cumulative 850 pm source counts. The solid diamonds show the results 
from the `SCUBA 8 mJy Survey', corrected for the effects of flux den- 
sity boosting and incompleteness. The upper solid and dashed curves 
are predicted number counts, based on the 60 µm luminosity function 
of Saunders et al. (1990), assuming a dust temperature of 40K, a 
dust emissivity index of ß = 1.2, and pure luminosity evolution of the 
form L(z) = L(0) (1 + z)3 out to z = 2 (beyond which the luminosity 
function is simply frozen), for cosmologies (QM = 1.0,52A = 0.0) and 
(12M = 0.3,QA = 0.7) respectively. The lower solid and dashed curves 
show the number counts predicted by the same models if no luminos- 
ity evolution is included. The dot -dash and dot -dot dash assume a 
more complicated, but arguably more realistic luminosity evolution of 
the form L(z) = L(0)(1 + z)3 /2sech2[b ln(1 + z) - c]cosh2c , for cos- 
mologies (S2M = 1.0,SZA = 0.0) and (S2M = 0.3,QA = 0.7) respectively, 
and assuming a dust temperature of 37 K and dust emissivity index of 
ß = 1.2 (Jameson et al. 1999, Smail et al. 2002). 151 
4.5 The FIR -radio correlation for strong sources selected at A = 60 pm 
from the revised IRAS bright galaxy sample (Soifer et al. 1989), and 
not containing any known AGN. The figure is taken from Condon (1992).153 
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4.6 SEDs of the local starburst galaxies (a) M82 and (b) Arp 220. The 
dashed lines represnt the 1.4 GHz - 850µm spectral index at redshift 
z = 0 and the solid lines represent the spectral index as would be 
measured if the galaxies were placed at redshift z = 3. 154 
4.7 Left hand column: Plots of running (cumulative) average radio -identified 
fraction for the Lockman Hole East submm sample (open circles) and 
the ELAIS N2 submm sample (filled circles) against submm signal -to- 
noise ratio (top), 850 µm flux density (middle) and local 850 µm noise 
(bottom). The unexpected failure to identify the radio counterparts to 
the four brightest Lockman submm sources, obvious in the middle plot, 
is shown in the bottom plot to be due to the fact that all these sources 
were extracted from the noisiest regions of the original submm maps. 
Based on the bottom -left plot, Ivison et al. (2002) have rejected all 
6 sources with x850 > 3 mJy from the sample on the basis that they 
are probably produced by source confusion /noise. Right hand column: 
Same plots after removal of the 6 unreliable sources. The observed 
trends are now more sensible and statistically consistent between both 
fields, asymptoting to a final radio identification rate of 60 %. This 
figure is taken from Ivison et al. (2002) 156 
4.8 Cumulative redshift distribution, EN(z), of the 8 mJy sample as de- 
duced from the spectral index between 1.4 GHz and 850 µm using the 
Carilli & Yun (2000) redshift estimator (solid black). For comparison, 
EN(z) for the complete SCUBA lens survey by Smail et al. (2000, 2002) 
has also been plotted (dotted blue). EN(z) for > 8 and < 8 mJy submm 
sources are plotted as red and green dashed lines, respectively (again 
assuming the Carilli & Yun model). This figure is taken from Ivison et 
al. (2002). 157 
4.9 The dependence of the 850µm luminosity on redshift for an 8 mJy 
source, assuming an Arp 220 SED with dust temperature 42.2K and 
emissivity index 1.2 (Dunne et al. 2000a). The blue line shows the 
dependence on redshift in an S2M = 0.3, St = 0.7 cosmology, whereas 
the red line shows the dependence on redshift in an S2M = 1.0, St = 0.0 
cosmology. 160 
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4.10 The dependence of the inferred far -infrared bolometric luminosity on 
redshift for an 8 mJy source, assuming an Arp 220 SED with dust tem- 
perature 42.2K and emissivity index 1.2 (Dunne et al. 2000a). The 
blue line shows the dependence on redshift in an S2M = 0.3, QA = 0.7 
cosmology, whereas the red line shows the dependence on redshift in an 
S2M = 1.0, QA = 0.0 cosmology. 160 
4.11 The dependence of the star formation rate on redshift for an 8 mJy 
source, assuming an Arp 220 SED with dust temperature 42.2K and 
emissivity index 1.2 (Dunne et al. 2000a). The blue line shows the 
dependence on redshift in an S2M = 0.3, QA = 0.7 cosmology, whereas 
the red line shows the dependence on redshift in an 52M = 1.0, QA = 0.0 
cosmology. 161 
4.12 The dependence of the dust mass on redshift for an 8 mJy source, as- 
suming an Arp 220 SED with dust temperature 42.2K and emissivity 
index 1.2 (Dunne et al. 2000a). The blue line shows the dependence 
on redshift in an S2M = 0.3, QA = 0.7 cosmology, whereas the red line 
shows the dependence on redshift in an S2M = 1.0, QA = 0.0 cosmology. 161 
4.13 The dependence of the 850µm luminosity on dust temperature for an 
8 mJy source, assuming the source lies at z = 2.4 in an S2M = 0.3, 
QA = 0.7 cosmology. Optically thin greybody emission is assumed. 
The red, blue, black, green, magenta and cyan solid lines are for dust 
emissivity indexes of 1.0, 1.2, 1.4, 1.6, 1.8 and 2.0 respectively. . . . . 170 
4.14 The dependence of the 850 um luminosity on dust temperature for an 
8 mJy source, assuming the source lies at z = 2.4 in an S2M = 1.0, 
QA = 0.0 cosmology. Optically thin greybody emission is assumed. 
The red, blue, black, green, magenta and cyan dashed lines are for dust 
emissivity indexes of 1.0, 1.2, 1.4, 1.6, 1.8 and 2.0 respectively. . . . . 170 
4.15 The dependence of the inferred far -infrared bolometric luminosity on 
dust temperature for an 8 mJy source, assuming the source lies at z = 
2.4 in an S2M = 0.3, S2A = 0.7 cosmology. Optically thin greybody 
emission is assumed. The red, blue, black, green, magenta and cyan 
solid lines are for dust emissivity indexes of 1.0, 1.2, 1.4, 1.6, 1.8 and 
2.0 respectively. 171 
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4.16 The dependence of the inferred far -infrared bolometric luminosity on 
dust temperature for an 8 mJy source, assuming the source lies at z = 
2.4 in an QM = 1.0, S2A = 0.0 cosmology. Optically thin greybody 
emission is assumed. The red, blue, black, green, magenta and cyan 
dashed lines are for dust emissivity indexes of 1.0, 1.2, 1.4, 1.6, 1.8 and 
2.0 respectively. 171 
4.17 The dependence of the star formation rate on dust temperature for an 
8 mJy source, assuming the source lies at z = 2.4 in an QM = 0.3, 
S2A = 0.7 cosmology. Optically thin greybody emission is assumed. 
The red, blue, black, green, magenta and cyan solid lines are for dust 
emissivity indexes of 1.0, 1.2, 1.4, 1.6, 1.8 and 2.0 respectively. . . . . 172 
4.18 The dependence of the star formation rate on dust temperature for an 
8 mJy source, assuming the source lies at z = 2.4 in an S2M = 1.0, 
SZA = 0.0 cosmology. Optically thin greybody emission is assumed. 
The red, blue, black, green, magenta and cyan dashed lines are for dust 
emissivity indexes of 1.0, 1.2, 1.4, 1.6, 1.8 and 2.0 respectively. . . . . 172 
4.19 The dependence of the dust mass on dust temperature for an 8 mJy 
source, assuming the source lies at z = 2.4. The blue line shows an 
S2M = 0.3, QA = 0.7 cosmology, whereas the red line shows an QM = 1.0, 
QA = 0.0 cosmology. In this estimate of the dust mass, there is no 
dependence on the dust emissivity 173 
4.20 2 -point angular correlation function for the ELAIS N2 survey field. The 
red (solid) power -law line indicates the correlation function found by 
Daddi et al. (2000) for EROs with R -K > 5 and K < 18.5, and the 
blue (dashed) power -law line indicates the correlation function found 
by Giavalisco et al. (1998) for Lyman break galaxies at z N 3. 180 
4.21 2 -point angular correlation function for the Lockman Hole survey field. 
The red (solid) power -law line indicates the correlation function found 
by Daddi et al. (2000) for EROs with R -K > 5 and K < 18.5, and the 
blue (dashed) power -law line indicates the correlation function found by 
Giavalisco et al. (1998) for Lyman break galaxies at z N 3 . 180 
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4.22 In the left -hand plot, the green circles show the original angular corre- 
lation function determined for the 17 SCUBA sources with S/N > 3.50 
in the ELAIS N2 field, as published in Scott et al. (2002) The blue 
squares show the angular correlation function for the 72 high redshift 
Chandra sources in the ELAIS N2 field (Almaini et al. 2003). In the 
right -hand plot the magenta circles show the combined angular corre- 
lation function for both the submillimetre and X -ray sources. In both 
plots the red (dashed) power -law line represents the angular correlation 
function measured by Daddi et al. (2000) for EROs with R -K > 5 
and K < 18.5. Error bars are la Poisson errors. This plot is taken 
from Almaini et al. (2003). 182 
4.23 2 -point angular correlation function for the combined survey fields. The 
red (solid) power -law line indicates the correlation function found by 
Daddi et al. (2000) for EROs with R -K > 5 and K < 18.5, and the 
blue (dashed) power -law line indicates the correlation function found 
by Giavalisco et al. (1998) for Lyman break galaxies at z ti 3. 183 
4.24 2 -point angular correlation function for the S850 Ann > 6 mJy sources 
from the combined survey fields. The red (solid) power -law line indi- 
cates the correlation function found by Daddi et al. (2000) for EROs 
with R -K > 5 and K < 18.5, and the blue (dashed) power -law line 
indicates the correlation function found by Giavalisco et al. (1998) for 
Lyman break galaxies at z ti 3. 183 
5.1 The 850 gm image of the CUDSS 03 -Hour field, smoothed with a beam - 
size Gaussian (14.5 arcsec FWHM). The numbered circles highlight 
those sources found at a significance of > 3.00; the red circles are those 
sources with S/N > 4.00, the blue circles those sources with 3.50 < 
S/N < 3.99, and the green circles those detections with 3.00 < S/N < 
3.49. The labelling corresponds to the numbers in Table 5.1. 191 
5.2 The 850 µm image of the CUDSS 10 -Hour field, smoothed with a beam - 
size Gaussian (14.5 arcsec FWHM). The numbered circles highlight 
those sources found at a significance of > 3.00; the red circles are those 
sources with S/N > 4.00, the blue circles those sources with 3.50 < 
S/N < 3.99, and the green circles those detections with 3.00 < S/N < 
3.49. The labelling corresponds to the numbers in Table 5.2. 192 
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5.3 The 850 pm image of the CUDSS 14 -Hour field, smoothed with a beam - 
size Gaussian (14.5 arcsec FWHM). The numbered circles highlight 
those sources found at a significance of > 3.00; the red circles are those 
sources with S/N > 4.00, the blue circles those sources with 3.50 < 
S/N < 3.99, and the green circles those detections with 3.00 < S/N < 
3.49. The labelling corresponds to the numbers in Table 5.3. 194 
5.4 The 850µm image of the CUDSS 22 -Hour field, smoothed with a beam - 
size Gaussian (14.5 arcsec FWHM). The numbered circles highlight 
those sources found at a significance of > 3.00; the red circles are those 
sources with S/N > 4.00, the blue circles those sources with 3.50 < 
S/N < 3.99, and the green circles those detections with 3.00 < S/N < 
3.49. The labelling corresponds to the numbers in Table 5.4. 195 
5.5 The 850 µm image of the Lockman Hole field from the HFF Survey, 
smoothed with a beam -size Gaussian (14.5 arcsec FWHM). The num- 
bered circles highlight those sources found at a significance of > 3.00; 
the red circles are those sources with S/N > 4.00, the blue circles those 
sources with 3.50 < S/N < 3.99, and the green circles those detections 
with 3.00 < S/N < 3.49. The labelling corresponds to the numbers in 
Table 5.5. 198 
5.6 The 850 µm image of the SSA13 field from the HFF Survey, smoothed 
with a beam -size Gaussian (14.5 arcsec FWHM). The numbered circles 
highlight those sources found at a significance of > 3.00; the red circles 
are those sources with S/N > 4.00, the blue circles those sources with 
3.50 < S/N < 3.99, and the green circles those detections with 3.00 < 
S/N < 3.49. The labelling corresponds to the numbers in Table 5.6.. . 200 
5.7 The 850 µm image of the SSA17 field from the HFF Survey, smoothed 
with a beam -size Gaussian (14.5 arcsec FWHM). The numbered circles 
highlight those sources found at a significance of > 3.00; the red circles 
are those sources with S/N > 4.00, the blue circles those sources with 
3.50 < S/N < 3.99, and the green circles those detections with 3.00 < 
S/N < 3.49. The labelling corresponds to the numbers in Table 5.7.. . 201 
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5.8 The 850 pm image of the SSA22 field from the HFF Survey, smoothed 
with a beam -size Gaussian (14.5 arcsec FWHM). The numbered circles 
highlight those sources found at a significance of > 3.00; the red circles 
are those sources with S/N > 4.00, the blue circles those sources with 
3.50 < S/N < 3.99, and the green circles those detections with 3.00 < 
S/N < 3.49. The labelling corresponds to the numbers in Table 5.8.. 203 
5.9 The 850 pm image of the Hubble Deep field smoothed with a beam -size 
Gaussian (14.5 arcsec FWHM). The numbered circles highlight those 
sources found at a significance of > 3.00; the red circles are those sources 
with S/N > 4.00, the blue circles those sources with 3.50 < S/N < 3.99, 
and the green circles those detections with 3.00 < S/N < 3.49. The 
labelling corresponds to the numbers in Table 5 9 206 
5.10 2 -point angular correlation function for sources brighter than 5 mJy, 
detected at a significance of > 3.50o-, over all of the survey fields. The 
error bars are la Poisson errors. The red (solid) power -law line indicates 
the correlation function found by Daddi et al. (2000) for EROs with 
R -K > 5 and K < 18.5, and the blue (dashed) power -law line indicates 
the correlation function found by Giavalisco et al. (1998) for Lyman 
break galaxies at z ti 3. The vertical dotted line indicates the size of 
the JCMT beam at 850µm. 209 
5.11 2 -point angular correlation function for sources brighter than 5 mJy, 
detected at a significance of > 3.00a, over all of the survey fields. The 
error bars are 1a Poisson errors. The red (solid) power -law line indicates 
the correlation function found by Daddi et al. (2000) for EROs with 
R -K > 5 and K < 18.5, and the blue (dashed) power -law line indicates 
the correlation function found by Giavalisco et al. (1998) for Lyman 
break galaxies at z ti 3. The vertical dotted line indicates the size of 
the JCMT beam at 850µm. 209 
5.12 2 -point angular correlation function for sources brighter than 6 mJy, 
detected at a significance of > 3.00a, over all of the survey fields. The 
error bars are 1Q Poisson errors. The red (solid) power -law line indicates 
the correlation function found by Daddi et al. (2000) for EROs with 
R -K > 5 and K < 18.5, and the blue (dashed) power -law line indicates 
the correlation function found by Giavalisco et al. (1998) for Lyman 
break galaxies at z « 3.The vertical dotted line indicates the size of the 
JCMT beam at 850 µm. 210 
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5.13 2 -point angular correlation function for sources brighter than 7 mJy, 
detected at a significance of > 3.00a, over all of the survey fields. The 
error bars are 1Q Poisson errors. The red (solid) power -law line indicates 
the correlation function found by Daddi et al. (2000) for EROs with 
R -K > 5 and K < 18.5, and the blue (dashed) power -law line indicates 
the correlation function found by Giavalisco et al. (1998) for Lyman 
break galaxies at z ti 3.The vertical dotted line indicates the size of the 
JCMT beam at 850 pm. 210 
5.14 Nearest -neighbour analysis for sources brighter than 5 mJy, detected at 
a significance of > 3.00a over all of the survey fields.The vertical dotted 
line indicates the size of the JCMT beam at 850 rim. The red (solid) line 
shows the distribution of nearest -neighbour pairs for the actual dataset, 
whereas the blue (dashed) line shows the expected nearest -neighbour 
histogram for the same surface density of sources when distributed ran- 
domly. The probability that the two distributions are the same is < 0.05.215 
5.15 Nearest -neighbour analysis for sources brighter than 6 mJy, detected at 
a significance of > 3.00a over all of the survey fields.The vertical dotted 
line indicates the size of the JCMT beam at 850 ,um. The red (solid) line 
shows the distribution of nearest -neighbour pairs for the actual dataset, 
whereas the blue (dashed) line shows the expected nearest -neighbour 
histogram for the same surface density of sources when distributed ran- 
domly. The probability that the two distributions are the same is < 0.05.215 
5.16 Nearest -neighbour analysis for sources brighter than 7 mJy, detected at 
a significance of > 3.00a over all of the survey fields.The vertical dotted 
line indicates the size of the JCMT beam at 850 µm. The red (solid) line 
shows the distribution of nearest -neighbour pairs for the actual dataset, 
whereas the blue (dashed) line shows the expected nearest -neighbour 
histogram for the same surface density of sources when distributed ran- 
domly. The probability that the two distributions are the same is < 0.01.216 
5.17 Cumulative number counts corrected for the effects of boosting and 
incompleteness versus the raw number counts. The dotted line marks 
the case where the raw and corrected cumulative numbers counts are 
the same. The error bars are as given in Table 5.11 220 
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5.18 A plot of differential number counts vs. flux density. The solid dia- 
monds represent data from the combined blank field survey re- analysis 
only, with 1Q Poisson error bars on the y -axis, and the flux density 
range on which the differential count is based marked as an error bar 
on the x -axis. The open triangles represent data points from the lensing 
surveys of Blain et al. (1999) and Cowie et al. (2002). The solid curve 
is a best fit parametric model of the form n(s) = N0 222 
(a +Sa ) 
5.19 A plot of cumulative number counts vs. flux density, along with a 
series of models assuming an S2M = 0.3, QA = 0.7 cosmology. The solid 
diamonds represent the cumulative source counts from the completeness 
and boosting corrected counts derived from the combined blank field 
survey re- analysis only, with error bars as given in Table 5.11. The 
crosses and round -edged squares represent data points from the lensing 
surveys of Blain et al. (1999) and Cowie et al. (2002) respectively, and 
the star is from Borys et al. (2002). The various models are described 
in the main text 224 
5.20 A plot of cumulative number counts vs. flux density, along with a 
series of models assuming an S2M = 1.0, S2J = 0.0 cosmology. The solid 
diamonds represent the cumulative source counts from the completeness 
and boosting corrected counts derived from the combined blank field 
survey re- analysis only, with error bars as given in Table 5.11. The 
crosses and round -edged squares represent data points from the lensing 
surveys of Blain et al. (1999) and Cowie et al. (2002) respectively, and 
the star is from Borys et al. (2002). The various models are described 
in the main text 225 
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6.1 Simulated SCUBA / BLAST survey results in terms of measured clus- 
tering amplitude and slope (left -hand plot) and source redshift distribu- 
tion (right -hand plot) as predicted from 6 alternative theoretical models 
of the submillimetre source population. The error bars on the autocorre- 
lation functions are based on fits to 50 different realizations of each the- 
oretical model, and assume that the survey will detect 200 -400 sources 
at > 3.50a, as implied by the source counts from the "8 mJy Survey ". 
The redshift distributions have been smoothed from the raw theoretical 
output by a box -car filter of width 8z = 1, to reflect the redshift res- 
olution achievable from SCUBA+BLAST photometric redshifts. This 
figure is taken from the JCMT telescope proposal for SHADES. 236 
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Chapter 1 
Introduction 
1.1 Modern -day Cosmology 
Astronomy is the study of the components of the Universe and how they evolve. 
Humankind has been recording the positions and motions of the brightest stars 
and planets for many thousands of years, using this knowledge to predict tides 
and agricultural cycles and to navigate the oceans. However, it is really only in 
the last 100 years that the true extent of the Universe has been revealed. 
The existence of galaxies outside our own was a matter of considerable debate 
until 1924, when Edwin Hubble identified Cepheid variable stars in the "spiral 
nebula" M31 (the Andromeda galaxy). The tight correlation between period and 
luminosity in Cepheid variables allowed Hubble to measure the distance to An- 
dromeda, establishing that the Cepheid variables in M31 were much further away 
than any of those observed in the Milky Way, and thus identifying Andromeda as 
a separate galaxy for the first time. Immediately, the vast scale of the Universe 
was clear. Spirals similar to Andromeda could be seen in photographs all the way 
down to the faintest detectable images. Our perception of the Universe changed 
almost overnight, from one that was at most a million light years across to one 
that was at least billions of light years in scale. 
During the same era, while the argument regarding the nature of spiral neb- 
ulae was still raging, V.M. Slipher began studying the radial velocities of these 
objects by means of measuring the Doppler shifts in the wavelengths of their 
absorption lines with respect to the laboratory values. By 1925, he had 40 re- 
liable measurements from which he established that spectra showing redshifted 
lines were much more common than those exhibiting blueshifts, and therefore 
concluded that the vast majority of the galaxies were receding rapidly from us. 
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Hubble combined his distance measurements with Slipher's radial velocity mea- 
surements and in 1929 announced the discovery that the galaxies were receding 
away from Earth with a velocity directly proportional to their distance 
v = Hod (1.1) 
where v is the recession velocity, d is the distance to the galaxy and Ho is the 
constant of proportionality (known as the Hubble constant). This relation is 
known as Hubble's law, and tells us that not only are the galaxies moving away 
from Earth, but that they are also moving away from each other: the Universe is 
expanding. 
Following these discoveries, our understanding of the nature and evolution of 
the Universe has increased by "leaps and bounds ". The present -day "standard 
model" of physical cosmology provides a world picture which, although incom- 
plete, has survived many observational tests and is consistent with the available 
evidence. This model asserts that the distribution of matter in the Universe is 
homogeneous and isotropic if smoothed on a sufficiently large scale, that the Uni- 
verse is expanding, and that it was much hotter and denser in the past. It is 
based upon two fundamental assumptions and supported by a number of addi- 
tional important observations. 
The first assumption is that the laws of physics are the same on cosmological 
scales as they are on smaller scales; in particular, that general relativity is the 
correct description of gravity on large scales. The second assumption we make is 
often termed the "Copernican Principle" and simply states that there is nothing 
particularly special about the position we occupy in the Universe. How true this 
is on a sub -galactic scale is still open to question - to the best of our knowledge 
the presence of life requires a number of special conditions (such as the existence 
of liquid water) which are not omnipresent, however, there appears to be nothing 
particularly special about the Milky Way galaxy when compared with M31 or 
M101 for example, and there seems to be no good reason to suppose that our 
presence in this particular galaxy is due to anything other than chance. 
The cosmic microwave background (CMB) provides some of the strongest ev- 
idence to date supporting an expanding and isotropic Universe. At early epochs 
the Universe was much hotter and denser, and the baryonic matter was fully 
ionised. Scattering was highly efficient and the Universe was in thermal equilib- 
rium. By a redshift of z ti 1000, the Universe had cooled sufficiently for electrons 
to combine with protons and form atoms. Following recombination, the optical 
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Figure 1.1: Intensity plot of the cosmic microwave background using data points 
measured by COBE -FIRAS. The curve is an isothermal blackbody with a temperature 
of 2.726 K. This figure is taken from 
http: / /www.phy.duke.edu/ kolena /cmb.htm. 
depth dropped sharply leaving the Universe transparent to CMB photons. Ra- 
diation from the surface of last scattering is observable today, albeit greatly red - 
shifted due to universal expansion. Measurements by the "Far Infrared Absolute 
Spectrophotometer (FIRAS)" experiment on the "Cosmic Background Explorer 
(CUBE)" satellite were the first to show that the spectrum of the CMB is an 
almost perfect black body with a temperature of 2.7 K, peaking at ti 1 mm, as 
shown in Figure 1.1. Furthermore the CMB is uniform to better than 1 part 
in 10000 (Figure 1.2) on all angular scales suggesting a highly isotropic Universe 
(Fixsen et al. 1996). This result has been confirmed more recently by the Wilkin- 
son Microwave Anisotropy Probe (WMAP), which has 30 times the resolution of 
COBE (Figure 1.3) and is limited in the precision of its measurement by cos- 
mic variance only. There have been many WMAP papers released in the last 6 
months but Bennett et al. (2003) provide a comprehensive overview of the major 
results. 
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Figure 1.2: Anisotropies in the temperature in the CMB as measured by COBE. The 
dipole arising from the Earth's motion with respect to the CMB (' 370 km /s in the 
direction of Virgo), as well as microwave emission from molecules (particularly CO) 
and dust from our galaxy have been removed. This figure is taken from 
http : / /map.gsfc.nasa.gov /msnm.html. 
Figure 1.3: Anisotropies in the temperature in the CMB as measured by WMAP. The 
dipole arising from the Earth's motion with respect to the CMB (N 370 km /s in the 
direction of Virgo), as well as microwave emission from molecules (particularly CO) 
and dust from our galaxy have been removed. This figure is taken from 
http : / /map.gsfc.nasa.gov /msnm.html. 
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Galaxy counts may also be used to infer isotropy and homogeneity. Although 
structure is apparent on smaller scales (clusters, walls, voids etc.), smoothing the 
number counts towards larger scales, the Universe looks increasingly isotropic 
and homogeneous. 
However, even with large investments of telescope time, there are a number 
of fundamental issues regarding the formation and evolution of galaxies that 
remain to be resolved. As will become clear, this thesis will address one of these 
controversial points; specifically the epoch and nature of formation of the most 
massive elliptical galaxies. 
1.2 The "Standard" Cosmological Model 
1.2.1 The Earliest Epochs 
The generally accepted "standard" cosmological model amongst scientists today 
is that of the "Hot Big Bang ". According to the Big Bang theory, the following 
sequence of events is believed to have occurred. The starting point for this time- 
line, 13.7 + 0.2 billion years ago, is the time at which in general relativity there 
exists a gravitational singularity. At this time, general relativity is unable to 
make statements about what the Universe is like because the theory gives infinite 
values for the temperature and density of the universe. 
It is believed that general relativity is insufficient to make predictions about 
the very beginning of the Universe and that a theory of quantum gravity will 
be needed to do so. Nevertheless the time at which general relativity predicts a 
singularity makes a convenient starting point to begin the timeline, despite the 
fact that this singularity may or may not actually have existed. 
The "Big Bang" itself was a primaeval fireball from which the singularity ex- 
panded into the current space time continuum, creating not only fundamental 
subatomic particles and thus matter and energy, but space and time itself. We 
currently have no real understanding of what physics would be like at the energies 
prevailing between the occurrence of the Big Bang and the Planck time (10 -43 sec- 
onds). Recent work on supersymmetric Grand Unified Theories (GUTs) suggests 
that prior to the Planck time the gravitational force may have been quantized, 
and that there could have been extra dimensions beyond the four that we ex- 
perience as spacetime. It may be that the perturbations that would eventually 
become galaxies had their origins in quantum fluctuations right at the beginning 
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when gravity was quantised. 
The "Planck Epoch" covers the time from 10-43 to 10 -35 seconds after the Big 
Bang, during which time the temperature is estimated to have decreased from 
1032 to 1027 K. At the Planck time of 10-43 seconds, the force of gravity separated 
from the other three fundamental forces (collectively known as the electronuclear 
force). The diameter of the currently observable Universe at this point in time is 
theorized as 10 -35 m. 
1.2.2 Inflation 
The end of Grand Unification occurred 10 -35 seconds after the Big Bang when 
the strong nuclear force separated from the electroweak force, initiating the infla- 
tionary epoch. Between 10 -35 and 10 -32 seconds, the Universe underwent a phase 
of strongly accelerated expansion, expanding by a factor of approximately 1020 to 
1030, increasing in diameter from the size of an atom to the size of a grapefruit, 
during which the temperature dropped from 1027 to 1025 K. The general idea be- 
hind inflation is that in the early Universe there exists some scalar field (called an 
inflator) with a non -zero potential. The potential is a source of vacuum energy, 
acting as a large cosmological constant, and if sufficiently large will completely 
dominate the expansion. Although experimental particle physics provides no real 
motivation for the process of inflation, a period of strongly accelerated expansion 
in the Universe solves a number of long standing cosmological problems. The first 
of these is the so- called "flatness problem" ie. the fact that the observed density 
of the Universe is so close to the critical density (--total = QM + Stn = 1). In the 
absence of inflation, the solution St = 1 is unstable; any deviation from this value 
will become increasingly marked as time progresses, such that to observe a value 
of St so close to the critical density today would require a fine tuning of Omega 
at the Planck epoch to less than 1 part in 1060. How could the Universe know 
that such fine tuning would be required in its initial conditions? The process of 
inflation, however, acts in the reverse, driving St so close to 1 on its completion 
that all subsequent expansion between the end of inflation and the present is 
insufficient to drive it away again. 
The second of these issues is the "horizon problem". As mentioned briefly in 
the previous section, the CMB from all parts of the sky is at the same temperature 
to within one part in 105. Observations suggest thermal equilibrium which would 
make sense if different regions of the sky were in causal contact at some point in 
1.2: The "Standard" Cosmological Model 35 
the past. However, light has a finite speed and the CMB radiation we see from 
opposite sides of the sky has travelled to us uninterrupted from the surface of last 
scattering at which time the particle horizon had a size of order 100 Mpc. That 
is to say, points on the sky separated by more than 2 degrees are not causally 
connected. Inflation provides a simple solution to this problem: a region which 
is the same order of size as the particle horizon before inflation could encompass 
the entire observable horizon today. 
A third problem solved by inflation, indeed the one which motivated its orig- 
inal invention, is the "monopole problem". GUT models predict that a large 
number density of monopoles (point like topological defects) should be produced 
during the breaking of the GUT symmetry in the early Universe. However, the 
predicted number density is orders of magnitude greater than the observational 
upper limit. Inflation can again produce a natural solution to this problem if the 
monopoles are generated prior to the period of accelerated expansion. In this 
case excessive monopoles are tidily swept beyond our observable horizon. 
Finally, inflation is able to provide a solution to the "structure problem ". 
The Heisenberg Uncertainty Principle tells us that small fluctuations in density 
must exist on very small scales. During a period of inflationary expansion, these 
quantum fluctuations will also expand, which given a sufficiently fast expansion 
rate they will reach super- horizon scales and become "frozen -in" before they can 
die away. As a result, small perturbations to the background over a wide range of 
scales are generated, in particular perturbations on scales larger than the particle 
horizon are possible. Such large scale perturbations are required to explain such 
large scale structures as observed today. In contrast, causal processes could not 
have generated such perturbations. 
This period is also very important for the existence of matter in the Universe. 
Once inflation has ceased, the intense radiation field allows for the creation and 
annihilation of particle- antiparticle pairs; specifically quarks and antiquarks, neu- 
trinos and antineutrinos, and electrons and positrons. Initially these processes 
are in thermal equilibrium but as the Universe continues to cool the radiation 
field is no longer hot enough for quark -antiquark pair production. It is at this 
point that those existing quarks and antiquarks annihilate one another. However, 
there exists an asymmetry between the production of matter and antimatter in 
the Universe due to charge -parity (CP) violation, resulting in the creation of 
an extra quark for every 109 quark -antiquark pair annihilations. Once the tem- 
perature drops to approximately 1025 K quark -antiquark freezeout begins. It is 
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still too hot for formation of protons and neutrons but now the quarks are suf- 
ficiently diffusely distributed that annihilations with any remaining antiquarks 
largely cease. This is the origin of the baryon- antibaryon asymmetry and is also 
the reason why baryons are so rare compared to photons. 
1.2.3 Big Bang Nucleosynthesis 
Between 10 -32 and 10 -12 seconds marks a bit of a desert regarding any changes 
in the physical processes governing the Universe's evolution. The next period of 
interest is the electroweak epoch, covering the time from 10 -12 to 10-6 seconds 
after the Big Bang. During this era, the temperature drops from approximately 
1015 to 1013 K. At 10 -12 seconds the diameter of the Universe has increased to 
approximately 1013 m. The weak force which involves massive particles (the W 
and Z bosons) condenses and separates from the electromagnetic force for which 
the particle is massless (the photon), leaving the four separate fundamental forces 
we know today. Following the electroweak epoch, is the so- called hadron epoch, 
covering the time from 10 -6 seconds to 1 second after the Big Bang. The tem- 
perature during this period is estimated to fall from 1013 to 101° K. Electrons and 
positrons annihilate one another, eventually undergoing a freezeout when the 
Universe drops to 1010 K. Again the asymmetry between matter and antimatter 
leads to more residual electrons than positrons. Neutrinos break free and exist 
on their own. It is also during this time that quarks combine to form protons and 
neutrons. Any remaining antiquarks are also able to combine with their quark 
counterparts to produce mesons. After this period quarks and antiquarks can no 
longer exist as free particles. 
The next epoch of importance is that of cosmic nucleosynthesis, when pri- 
mordial baryons begin to fuse together to form the heavier elements. At very 
high temperatures 1012K), neutrons and protons were constantly being trans- 
formed into one another via the reactions 
nT=p++e +ve (1.2) 
n+e+7=p++ve (1.3) 
n ve =p++e_ (1.4) 
These constant conversions were easily accomplished because the mass difference 
between a proton and a neutron is only 
(m - mp)c2 = 1.293 MeV (1.5) 
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while the characteristic thermal energy of the particles at 1012 K is kT -2 86 MeV. 
One has only protons and neutrons at these high temperatures, with abundances 
fixed by thermal equilibrium, such that 






Any heavier nucleii which form are rapidly dissociated. Initially the numbers of 
protons and neutrons are approximately the same (the ratio is 0.985 for T = 
10i2 K) since the mass difference between the two hadron particles is negligible 
in comparison to the thermal energy of the particles. However, as the Universe 
expanded and the temperature continued to fall, the balance began to shift in 
favour of the protons. If nothing else were to intervene, all of the neutrons would 
rapidly be converted to protons. This intervention occurred approximately 1 
second after the Big Bang when the temperature had dropped to ti 1010 K and 
the time scale for these reactions exceeded the characteristic timescale of the 
expansion. At a little above 1010 K, the reaction rates decreased significantly 
for two reasons. Firstly, the expansion had reduced the energy of the neutrinos 
until they were unable to participate in the reactions 1.2 - 1.4. Secondly the 
cessation of electron -positron pair production meant that electrons and positrons 
annihilated each other without being replaced, leaving only a small remainder of 
excess electrons. For these reasons the neutrons could not be replenished as fast 
as they were destroyed and so there was insufficient time for these reactions to 
reach equilibrium. In a sense, that is to say that the creation of new neutrons 
could not keep up with the rate of expansion of the Universe. Consequently the 
relative number densities of neutrons to protons became frozen at approximately 
0.34. 
After the freeze -out, beta decay (the forward reaction of equation 1.2) contin- 
ued to operate, converting neutrons to protons with a half -life of 617 seconds (or 
equivalently an e- folding timescale of 890 seconds). Around 3 minutes after this, 
however, and before beta decay could seriously deplete the number of remaining 
neutrons, the temperature dropped to 109 K at which point the protons and neu- 
trons readily combined to produce as many deuterium nucleii as possible via the 
reaction 
p++n D + (1.7) 
The most efficient reactions leading to 'He include the fusion of deuterium to 3He 
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via 
D -1- p+ --43 He -I- 
D+D--3He+n 
or to tritium (3H) via 
(1.8) 
(1.9) 
D +n -+3H+y (1.10) 
D +D -+3H+p+ (1.11) 
Subsequently, 4He is formed via the reactions 
3He + D -4 He + p+ (1.12) 
3H + D44 He -1- n (1.13) 
The binding energy per nucleon of the 4He nucleus is substantially larger 
than that of deuterium, tritium or 3He, so that any 4He that forms is stable, and 
unlikely to be broken down. Consequently, nearly all of the neutrons become 
locked up in helium, and hence the abundances of the intermediate species at 
the end of nucleosynthesis are small. With the exception of very small traces of 
7Li and `Be, no elements heavier than 4He form. Firstly, this is because nuclei 
with mass numbers 5 and 8 are unstable and rapidly decay back to their initial 
components, and secondly the triple -a process which is responsible for the first 
stages of heavy element production in stars 
4He +4 He +4 He -+.12 C + (1.14) 
occurs at a negligible rate. By 103 seconds after the Big Bang, the Universe is 
too cool for nuclear activity to continue, and these reactions stop. At this point 
the Universe consists of about 75% hydrogen and 25% 4He by mass, with trace 
amounts of deuterium, 3He, 7Li and 7Be. The relic abundances of D, 3He, 7Li and 
7Be are rate limited, determined by the competition between the early Universe 
expansion rate and the nucleon density. The precise abundances of these nucleii 
are controlled by a single free parameter, the baryon to photon ratio i where 
= 2.746 x 10-852bh2 (1.15) 
and SZb is the ratio (at present) of the baryon density to critical density, and h 
is the present value of the Hubble parameter in units of 100 km s -1 Mpc'. In 
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Figure 1.4: Plotted in the figure are the light element abundances predicted by primor- 
dial nucleosynthesis against its one free parameter, the baryon -to- photon ratio. The 
mass fraction of baryons in 4He, and the number densities relative to hydrogen of D, 
3He and 7Li are the abundances shown. The thickness of each curve represents the 
confidence in the abundance predictions at the 95% level. The boxes in the figure show 
the regions of parameter space the observationally determined abundances predict for 
the value of the baryon -to- photon ratio. The vertical band on the curve represents 
the determination of the baryon density from recent measurements of the cosmic back- 
ground radiation fluctuations. This figure is taken from 
http: / /nedwww.ipac. caltech. edu /level5 /Tytler2 /Tytler32.html. 
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contrast to the other light nuclides, once Big Bang nucleosynthesis begins, the 
reactions building 4He are so rapid that its relic abundance is not rate limited. 
The primordial abundance of 4He is limited by the availability of neutrons. To a 
very good approximation, its relic abundance is set by the neutron abundance at 



















Figure 1.5: An example of the evolution of mass fraction versus temperature (or time) 
for BBN abundances for a baryon density consistent with current observational data. 
This figure is taken from 
http: / /heseweb.nrl. navy.mil/ gamma /dap- aps /astro /bbn /bbn5.htm. 
Determination of the primordial abundance of any of the elements is substan- 
tially complicated by the fact that most of the gas we observe will have been 
contaminated by elements produced by stellar nucleosynthesis. The best tech- 
nique to date for avoiding this problem involves determining the D/H ratio in 
absorption line systems of high redshift quasars. Deuterium is not produced dur- 
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ing stellar nucleosynthesis (although it can be destroyed) and thus the observed 
D/H ratio is thus a strong lower limit on the primordial ratio. Moreover the 
observed metal abundance of the absorption line systems allows one to estimate 
the fraction of gas that has been processed through stars, and thus the fraction 
of primordial deuterium that has been lost. Typical absorption line systems have 
0.001 < Z /Zo < 0.01, corresponding to a loss of approximately 1- 10% (Edmunds 
1994) of the primordial deuterium. Recent measurements of the D/H ratio from 
absorption systems in the spectra of quasars (O'Meara et al. 2001 and references 
therein) give a value of D/H = 3.0+0.4 x 10-5 corresponding to a baryon density 
of SZbh2 0.021, which is consistent with recent WMAP measurements from the 
CMB of SZbh2 = 0.0224 + 0.0009 (Bennett et al. 2003). The dependence of the 
abundances of the light elements relative to hydrogen with respect to the present 
density of baryonic matter are shown in Figure 1.4. Figure 1.5 goes on to show 
how the mass fraction of the elemental abundances evolves with temperature, and 
time after the Big Bang, when the baryon density is consistent with that mea- 
sured observationally from the CMB and the D/H ratio in absorption systems of 
high redshift quasars. 
1.2.4 Recombination 
For several thousand years following the formation of helium nucleii, the Uni- 
verse remained a hot broth of photons, neutrinos, hydrogen and helium nucleii, 
and electrons. The dynamics of the expansion were dominated by radiation and 
relativistc particles like neutrinos so that the scale factor of the Universe in- 
creased as R a t1'2. Eventually, at t 1011 seconds after the Big Bang, the 
cosmic background radiation had become sufficiently diluted that the expansion 
became governed by the matter particles and the scale factor of the Universe now 
increased as R a t2/3. The point at which the radiation era came to a close and 
the matter era began occured when the temperature was of order 105 K. 
Being electrically charged, the protons and electrons continued to interact 
strongly with the high -energy photons of the electromagnetic radiation field. In 
this process, energy was exchanged between the particles and the photons, ensur- 
ing that the matter and radiation fields were closely linked. The two energy fields 
were in thermodynamic equilibrium and they remained in this state until the next 
milestone in the cosmic evolution, the recombination epoch, when radiation and 
matter became decoupled from each other. 
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This occurred approximately 300 000 years after the Big Bang, when the 
temperature had dropped to 3000 K. At this point electrons were able to combine 
with the nucleii to produce neutral atoms, and this is known as the recombination 
epoch. In a very short time the Universe went from being a predominately ionised 
state to a neutral state. The neutral gas no longer interacted with the radiation 
field and the matter and photon fields were free to evolve on their own. The 
Universe became transparent to the cosmic background radiation. It is this relic 
which is observed today by satellites such as COBE and WMAP, redshifted by a 
factor of 1000 into the microwave part of the electromagnetic spectrum, and com- 
monly termed the cosmic microwave background (CMB). The radiation appears 
to have come from a spherical surface around the observer such that the radius 
of the shell is the distance each photon has travelled since it was last scattered 
at the epoch of recombination. 
1.2.5 Dark Matter 
Up until now, the evolution of the Universe has been discussed in terms of well 
known particles; photons, baryons (and of course the particles comprising the 
baryons at early epochs). However, there are good reasons for believing that the 
matter we see directly accounts for only a fraction of the matter in the Universe, 
the remainder termed "dark matter ", since it manifests itself only via gravity. 
There exist several theories to account for the missing mass ranging from exotic 
subatomic particles, to a population of isolated black holes, to less exotic brown 
and white dwarfs. 
Historically, the first detection of dark matter was made in 1933 by Zwicky, 
who was studying the motions of distant and massive clusters of galaxies, specifi- 
cally the Coma cluster and the Virgo cluster. Zwicky estimated the mass of each 
galaxy in the cluster based on their luminosity, and added up all of the galaxy 
masses to get a total cluster mass. He then made a second, independent estimate 
of the cluster mass, based on measuring the spread in velocities of the individual 
galaxies in the cluster, finding that this second dynamical mass estimate was 400 
times larger than the estimate based on the galaxy light. Although the evidence 
was strong at Zwicky's time, it was not until the 1970s that scientists began to 
explore this discrepancy comprehensively. It was at this time that the existence 
of dark matter began to be taken seriously. The existence of such matter would 
not only resolve the mass deficit in galaxy clusters; it would also have more far 
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reaching consequences for the evolution and fate of the universe itself. 
The most dramatic evidence for the existence of large amounts of dark matter 
is that many galaxies show flat rotation curves, rather than the Keplerian fall - 
off v a 1/Vi that would be expected if the total mass inside r had converged. 
The observation of a roughly constant It implies a linearly divergent M(< r) a r. 
The implication is that the mass enclosed by larger- radius orbits increases, even 
for stars that are apparently near the edge of the galaxy. While they are near 
the edge of the luminous part of the galaxy, the galaxy has a mass profile that 
apparently continues well beyond the regions occupied by stars. 
Several theories have surfaced in the literature to account for the missing 
mass such as WIMPs (Weakly Interacting Massive Particles), MACHOs (MAssive 
Compact Halo Objects), primordial black holes, massive neutrinos, although some 
of these can now be discounted as major halo dark matter constituents by recent 
research. 
Limits already existed on much of the potential mass range of MACHOs from 
earlier studies. Lacey & Ostriker (1985) suggested a mechanism for disk heating 
by supermassive black holes and discussed that black holes with M > 106M® 
could destroy the galactic disk. Nemiroff et al. (1993) searched for the "echoes" 
of gamma -ray bursts induced by gravitational lensing; that is to say they searched 
for multi- imaging associated with gravitational lensing which due to limited 
resolution could not be resolved spatially, but could still be resolved tempo- 
rally. Their null results effectively excluded halo dark matter in the mass range 
M 106.5 - 108.5. Moore (1993) argued that massive black holes (M > 103M®) 
could disrupt low mass globular clusters. Although this argument is somewhat 
sensitive to assumptions about the initial population of globular clusters, it im- 
plies an upper limit of M < 103M®. At the lower mass end, microlensing experi- 
ments by the MACHO collaboration (Alcock et al. 2001) and the EROS collab- 
oration (Afonso et al. 2003) found that MACHOs with 10 -7.5M® < M < 30M® 
cannot account for the mass of the dark halo. De Rújula, Jetzer & Massó have 
investigated in detail the possibilty that the dark constituents of galactic halos 
may be brown dwarfs, compact hydrogenous objects of mass below the nuclear 
ignition threshold M 0.08Mp. They demonstrated that these objects would 
have evaporated away in a galactic timescale if lighter than 10 -7M®. A recent 
study of halo dark matter by Yoo et al. (2003) has effectively put the final nail in 
the coffin on MACHOs being a major dark matter constituent. They investigated 
the evolution of halo wide binaries in the presence of MACHOs and estimated 
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upper limits of MACHO density as a function of their assumed mass by com- 
paring simulations to the sample of wide binaries of Chanamé & Gould (2003). 
Their results were able to exclude MACHOs with M > 43M0 at the standard 
local halo density at the 95% confidence level, effectively ruling out MACHOs as 
a significant dark matter constituent. 
It has been suggested that if the neutrino, generally believed to be a massless 
particle, actually had an extremely small mass of order a few tens of eV, it could 
plausibly be a significant source of dark matter, simply due to the sheer number 
of the particles pervading the Universe. This scenario is an example of hot dark 
matter (HDM) and has been an attractive idea in the past since one does not 
need to introduce the concept of any new, more exotic particles. However, if the 
Universe were dominated by massive neutrinos, then fluctuations that contain 
a mass less than some critical mass would be wiped out because the neutrinos 
which move at relativistic speeds can "free- stream" from the over -dense regions 
into the under -dense regions. For a neutrino mass of 30 eV for example, this 
critical mass is ti 1016M0 ie. supercluster scales. Somehow these would have 
to fragment for galaxies to form. Computer simulations have shown that in this 
"top down" structure formation scenario galaxies could only form at z ti 1, and 
furthermore predict far too much condensation into large scale structure and huge 
voids. The situation is made worse for even smaller neutrino masses. Combining 
the extremely strong parametric constraints obtained from WMAP with large - 
scale structure data from the Sloan Digital Sky Survey (SDSS) (Tegmark et al. 
2003), the sum of the masses of the three flavours of neutrino is constrained to 
M < 1.7 eV at the 95% confidence level. These results would therefore suggest 
that massive neutrinos provide very little contribution (if any) to the dark matter. 
The most favoured dark matter candidates to date are cold particles, often 
referred to as WIMPS. The candidates are non -baryonic eg. neutralinos and 
axions, and although no such particle has yet been directly detected there is 
some motivation for their existence from supersymmetry theories. In this case 
small scale structures are preserved at all times. Free -streaming of particles is 
unimportant since the dark matter is non -relativistic. In cold dark matter (CDM) 
models the structure formation is "bottom up ". The first objects to form are 
low mass systems which assemble into larger systems by hierarchical clustering. 
Masses on small scales are able to begin collapse shortly after the recombination 
epoch. 
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Figure 1.6: Snapshots of hierarchical CDM growth at z = 3, z = 1, and z = 0, for 
four different cosmologies (taken from Jenkins et al. (1998), courtesy of the VIRGO 
consortium). The brightness of the colours is proportional to the log of the density of 
the particles. The boxsize is 239.5/h Mpc, where h = Ho /100. 
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Figure 1.6 shows snapshots of hierarchical CDM growth at z = 3, z = 1, and 
z = 0, for four different cosmologies (taken from Jenkins et al. (1998), courtesy 
of the VIRGO consortium). The boxsize is 239.5/h Mpc, where h = Ho /100. The 
brightness of the colours is proportional to the log of the density of the particles. 
Note that the densest regions are the oldest since these mark the regions highest 
density peaks in the initial Gaussian fluctuations. 
1.2.6 The Cosmological Constant 
The cosmological constant is a term Einstein first introduced into his General 
Theory of Relativity in order to allow for static solutions of the field equations. 
Although he later retracted the suggestion following Hubble's discovery that the 
Universe was expanding, there is no physical reason for the cosmological constant 
A to be zero. 
The idea that a cosmological constant could be explained in terms of a vacuum 
energy contribution was first introduced by Zeldovich (1967). The basic idea 
is that any energy density associated with space will have a negative equation 
of state. To see why this is so, consider the effects of expanding space by an 
infinitesimal amount dV. This increases the energy content by dU = pAc2dV, 
which for an adiabatic change is dU = -pdV. The pressure must then be given 
by 
which further implies that 
PA = -pnc2 (1.16) 
dd ° = 0 (1.17) 
i.e. the vacuum energy density remains constant. At first sight the idea of empty 
space containing energy does seem rather abstract, however quantum theory tells 
us that there is no such thing as truly empty space. Rather, the vacuum state 
in quantum field theory is simply the minimum energy state. This value may be 
zero, but there does not appear to be anything in quantum field theory to force 
it to be so. A non -zero cosmological value for the cosmological constant would 
contribute to the energy- momentum tensor as a vacuum energy density. 
Recent observational evidence is strongly supportive of a non -zero cosmologi- 
cal constant. Over the past decade, supernovae have emerged as some of the most 
powerful tools for measuring extragalactic distances. A well developed physical 
understanding of type Ia supernovae allow them to be used to measure distances 
independent of the extragalactic distance scale. Type Ia supernovae are empirical 
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tools whose precision and intrinsic brightness make them sensitive probes of the 
cosmological expansion. Two teams have used type la supernovae to trace the 
expansion of the Universe to a look -back time more than 60% of the age of the 
Universe. Perlmutter et al. (1999) and Riess et al. (1998) both found strong 
evidence for a non -zero cosmological constant, consistent with Dm = 0.3 and 
Stn = 0.7. 
Observations of the angular power spectrum of the anisotropies in the CMB 
can also be use for determining cosmological parameters. The powerful combi- 
nation of WMAP data (Spergel et al. 2003, Verde et al. 2003) with data from 
CBI (Pearson et al. 2002) and ACBAR (Kuo et al. 2002) which probe the CMB 
temperature power spectrum at l > 900, very firmly indicates a non -zero cosmo- 
logical constant, the best -fit model having a matter fraction S1M = 0.27 + 0.04 
and dark energy fraction Stn = 0.73 + 0.04. 
1.3 The Evolutionary History of Galaxies 
The standard model outlined above is a good description of the Universe on 
the largest scales where one can regard it as effectively homogeneous. However, 
looking at the Universe on smaller scales, the presence of galaxies, clusters and 
superclusters demonstrates an inhomogeneous distribution of matter. Initial den- 
sity perturbations, observable today as very small temperature anisotropies (< 1 
part in 10g) in the cosmic microwave background, provided the seeds from which 
structure observable in the Universe today could begin to form. These small 
irregularities continued to grow under the influence of gravity, the regions with 
the highest density attracting more matter from the surrounding regions thus 
increasing their density further. An irregular distribution of matter is unstable 
under the influence of gravity, explaining the observation that the Universe is 
much more irregular now than at decoupling. 
Gravity led to the accretion of primordial hydrogen and helium, created in 
big bang nucleosynthesis, to the higher density regions, producing massive clouds 
of gas from which the first stars could form. The initial star -forming clumps, 
however, were almost 30 times warmer than the molecular gas clouds that form 
stars today in the solar neighbourhood. They may have reached 500 to 800 
Kelvin at the highest densities attained because they lacked dust grains and 
molecules with heavier elements that work much more efficiently to cool such 
clouds (Larson 1999). Hence, the minimum "Jeans mass" that a relatively warm, 
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primordial clump of gas needed to collapse under its gravity is hypothesized to 
be almost a thousand times what it is today (Bromm, Coppi & Larson 2002). 
These massive stars began synthesizing the heavier elements, resulting in the 
creation of dust grains composed of silicates and / or graphite, typically with 
diameters ti 0.01- 0.1 pm. After three to four million years, these stars exploded 
as supernovae, infusing the interstellar medium with heavier elements and dust 
grains. Some of the metal -enriched material would feed back into new generations 
of stars which in their turn also evolve and die, and so on. Present day galaxies 
contain between ti 106 and 1013 stars from dwarf to giant, along with gas and 
dust, the material from which they are composed having been through a number 
of stellar lifecycles previously. 
Galaxies essentially come in three morphological classes; elliptical, spiral and 
irregular. The elliptical and spiral galaxies both show a symmetrical and regu- 
lar structure, however, they display very different stellar populations and evolve 
on separate evolutionary tracks. An elliptical galaxy (or spheroid) comprises a 
group of stars showing more random than ordered three -dimensional motions. 
They contain old, red stellar populations, show very little evidence for recent star 
formation and tend to be devoid of gas and dust (Seeds 1990). Spiral galaxies 
(or disks) contain a central bulge with similar properties to that of a spheroid, 
however, they mainly comprise a flattened disk of stars and interstellar material 
rotating about the galactic centre in a two -dimensional ordered manner. The disk 
contains a young blue stellar population with significant levels of star formation 
ongoing as well as an interstellar medium rich in gas and dust (Seeds 1990). The 
remaining galaxies are classified as `irregular' since they show no symmetrical or 
regular structure. In general they show signs of recent interactions, distorting 
their shape and often triggering fresh bouts of star formation activity. A survey 
of the region of space out to 9.1 Mpc shows that 13% of galaxies are ellipticals, 
33% are spirals and 54% are irregulars. 
The following two subsections will give a more detailed overview of the com- 
parative evolutionary properties of disks and spheroids. 
1.3.1 Spirals 
Observations of ultraviolet continuum and Ha emission of the young stellar disk 
population of local spiral galaxies has shown that typical star formation rates are 
of order a few solar masses per year, although this ranges from almost zero to ti 
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Figure 1.7: The spiral galaxy M51. This is a "true- colour" composite of B, V and R 
images obtained with the WHT Prime Focus Camera and. This image is taken from 
http: / /www.ing.iac.es /PR /newsletter /news3 /crown.html. 
20 Mpyr -1 in the largest spirals (Kennicutt 1983, Donas et al. 1987). Comparison 
of these star formation rates with the remaining supply of interstellar gas yields 
consumption timescales of a few Gyrs. Moreover, if one considers the past star 
formation rate estimated by dividing the current stellar content by the age of the 
disk, an almost constant star formation rate is implied throughout the lifetime of 
the disk (Kennicutt 1983). There is no initial intense burst of starburst to mark 
the beginning of formation. 
The central bulges of spiral galaxies are believed to form in a similar manner to 
elliptical galaxies (described in the next subsection), with the disk being acquired 
at a later time via the infall of high angular momentum gas. Evidence supporting 
this idea comes from the age dating of our own Milky Way galactic disk, by means 
of cool white dwarf stars. The age estimate uses the idea that in a galaxy of finite 
age there will be a temperature beyond which the oldest, coolest white dwarfs 
have not had time to cool, which results in a break in their luminosity function. A 
multicolour proper motion survey for cool white dwarfs was conducted by Knox, 
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Hawkins & Hambly (1999), from which a white dwarf luminosity function was 
constructed. This survey showed no signs of incompleteness. By comparing the 
measured luminosity function to models of white dwarf cooling, they estimate 
the age of the Milky Way disk as 9 -13 Gyr old. Cool white dwarfs are extremely 
faint and our distance from the galactic centre means that only a handful of 
these objects have been discovered in the galactic bulge to date. In order to 
estimate the age of the galactice bulge, therefore, one must use other methods 
such as globular clusters. A globular cluster is a dense spherical clump of mainly 
population II stars - very old stars with low metallicities, believed to form very 
early on in the galaxy's history. They are located in a spherical halo surrounding 
the galaxy and are part of the same spheroidal population of the bulge. Recent 
age dating of the stellar populations in globular clusters by Vandenberg (1998) 
has determined an age of 13 -14 Gyr for the Milky Way's galactic bulge. 
To summarise, the spiral disks appear to form quiescently, by means of a low 
but steady star formation rate over a long period of time. A picture of the spiral 
galaxy M51 is shown in Figure 1.7. 
1.3.2 Ellipticals 
There are two main families of models describing the formation of spheroids. 
The monolithic scenario, developed since the early work by Larson (1975), 
is characterized by an intense starburst and a consequent chemical enrichment 
at very early phases of the galaxy history, followed by a long period of quiescent 
evolution. Episodes of star formation may occur later in the lifetime of the 
galaxy, stimulated by either interactions with neighbours or accretion of gas from 
the intergalactic medium (Bertola et al. 1992). 
In the so called hierarchical scenario, ellipticals are formed from different 
merging episodes through the Hubble time, which trigger the star formation ac- 
tivity and the chemical enrichment of the system (White & Rees 1978). In this 
scenario massive ellipticals form at relatively low redshifts (z < 1.5) through the 
merging of spiral galaxies (Toomre 1977, Baugh et al. 1996, 1998). 
As emphasised by Peebles (2002), the distinction between the two scenarios is 
more of historical rather then physical significance. Large objects may be formed 
by interaction and merging of a hierarchy of primeval "lumps" in a protogalaxy: 
this is practically equivalent to a monolithic scenario. On the other hand there is 
no doubt that galaxies do interact, with sometimes spectacular effects, and have 
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Figure 1.8: The elliptical galaxy M87. This is an optical image taken with the AAT. 
This image is taken from 
http: / /www.seds.org /messier /more /m087a,at.html. 
perhaps interacted still more at large z. The pivotal problem is to determine 
when the majority of the stars were formed and if the subsequent evolution was 
passive or modified by interactions. 
There exist a large body of observations supporting the view that ellipticals 
were already formed at z d. 2 in about the same proportion as today, and have 
since evolved passively. Firstly the small scatter in the mass -to -light ratio derived 
from the Fundamental Plane (the correlation of luminosity with surface brightness 
and velocity dispersion), imposes tight constraints on the dynamics, initial mass 
function and ages of the stellar populations (Renzini Si Ciotti 1993). Jorgensen et 
al. (1999) used photometric and kinematic data to derive the Fundamental Plane 
for two clusters near z = 0.18. Together with previous data published by van 
Dokkum & Franx (1996) and Kelson et al. (1997) for a series of higher redshift 
clusters, they found a gradual and slow evolution of the mass- to-light (M /L) 
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ratio with redshift. Using stellar population models, Jorgensen et al. (1999) were 
able to relate the change in the M/L ratio to the formation redshift, and found 
that their results were consistent with passive evolution of a stellar population 
formed at z 5. This is congruous with Ziegler et al. (1999) who examined the 
luminosity evolution of clusters in comparison to the local Coma cluster using 
the Kormendy relation (a correlation between the radius, re, that contains half 
of the luminosity in a de Vaucouleurs law fit to the surface brightness profile of 
an elliptical galaxy and the surface brightness at re). 
One can also look to the colour -magnitude (CM) relation as a tracer of 
spheroid evolution. This is a remarkable correlation between colours and lumi- 
nosities of the spheroid population, the brighter galaxies showing redder colours. 
The CM relation is best defined for clusters, and can be readily explained in 
terms of a single star formation episode. More massive galaxies would retain 
supernovae ejecta more effectively, resulting in higher metallicities for the suc- 
ceeding generations of stars within the initial burst and hence in redder colours 
for more luminous galaxies (Larson 1975). Indeed, the CM relation in nearby 
clusters appears to imply a close tie between metallicity and galaxy mass, as seen 
in the tightness of the Mg2 line index and central velocity dispersion (Mg2 - o ) 
correlation (Bender, Burstein & Faber 1993). Furthermore, the scatter in the 
UVK colours of present -epoch cluster ellipticals is observed to be very small 
(Bower, Lucey & Ellis 1992a & 1992b). This is evidence for a high degree of 
synchronization in their star formation histories and relatively old ages. Late, 
episodic bursts of star formation, young galaxy ages, or a wide range in galaxy 
formation redshifts would be expected to lead to a much larger scatter in colour 
than is observed. An intense burst of star formation lasting ti 1 Gyr at an early 
formation epoch coupled with passive evolution simply predicts the observed ho- 
mogeneity in the colours of most elliptical galaxies in clusters today. Stanford 
et al. (1998) have studied the z variation of the CM diagram in clusters out to 
z 1. Their results are also in agreement with passive evolution of a population 
formed at z > 2.5. 
Thomas et al. (2002) have studied the epochs of early -type galaxy formation in 
clusters and in the field by considering the role played by the so- called a- elements, 
represented largely by magnesium. They applied single stellar population (SSP) 
models with variable [a /Fe] ratios to a sample of 126 spheroidal galaxies, finding 
that [a /Fe] ratios correlated well with velocity dispersion u, and also with the 
estimated mean population age. They concluded that the more massive ellipticals 
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had higher average ages and higher [ca /Fe] ratios, because of earlier formation 
epochs and shorter formation timescales of their stellar populations: applying 
a boundary of u = 200 km /s to distinguish between "low" and "high" mass 
ellipticals they determined that 50% of low -mass ellipticals, but only 10% of the 
high -mass ellipticals, had average ages younger than 5 Gyr. 
Finally, the lack of molecular gas and dust in spheroids suggests that the epoch 
of star formation of these galaxies is behind us. Observations of nearby ellipticals 
originally showed no evidence of an interstellar medium (ISM) and they were 
believed to be devoid of gas and dust (eg. Faber & Gallagher 1976). More recent 
observations carried out in the infrared and millimetre, however, have implied the 
presence of an ISM, similar in terms of colour and hydrogen abundances to that 
found in spirals but in much smaller quantities (Lees et al. 1991). Low levels of 
molecular gas are inferred < 108 Me, insufficient for any major episodes of star 
formation in the future. 
Perhaps one point of conjecture comes from recent analyses of the spectro- 
scopic features and colours of elliptical galaxy spectra, indicating that some el- 
lipticals contain an intermediate -age stellar population eg. James & Mobasher 
(1999). However, James & Mobasher also noted that this appears to be true for 
ellipticals clustered in small groups rather than those in isolated environments or 
dense clusters. Since it is small groups that are most conducive to merger activity 
due to their low velocity dispersion, it would seem likely that all ellipticals form 
coevally at high redshift, but those undergoing mergers with gas -rich galaxies in 
more recent epochs additionally contain a newer younger stellar population. 
A wealth of observational evidence implies that elliptical galaxies and spheroidal 
bulges in spiral galaxies underwent a short 1Gyr) and violent starbursting 
episode at high redshift, evolving passively from that point. The extremely high 
star formation rates would lead to the generation of huge amounts of dust, ob- 
scuring the optical and ultraviolet emission, particularly for the most massive 
objects. This, coupled with the huge distances involved, may explain why a mas- 
sive elliptical galaxy in the throes of formation has yet to be detected directly by 
its starlight. An image of the elliptical galaxy M87 is shown in Figure 1.8. 
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1.4 Global Star Formation History - I. An Op- 
tical Perspective 
1.4.1 Low Redshift (z < 1) 
Young stars are very hot (T > 10000 K), and hence emit strongly at optical and 
ultraviolet (UV) wavelengths. In order to determine the star formation rate (SFR) 
at low redshift one looks to the rest -frame UV luminosity density by means of 
large and deep multi -wavelength redshift surveys. Provided there is no substantial 
evolution of galaxy dust properties over the redshift range 0 < z < 1, the shape 
of the rest -frame UV luminosity density should correlate directly with the SFR. 
The results of these surveys (described below) all agree that the co- moving star 
formation rate of the Universe is in decline. The rate of decline, however, is 
somewhat uncertain, the different analyses suggesting that the star formation 
rate has dropped by a factor of 3 - 30 since z = 1, an order of magnitude 
discrepancy. 
Optical / UV studies originally suggested a steep rise in the SFR as a function 
of redshift between z = 0 and z = 1 (Lilly et al. 1996) such that the star formation 
and metal production rates were of order 15 times greater at z = 1 than at z = O. 
This was based on data from the "Canada France Redshift Survey (CFRS)" 
consisting of 730 I -band selected galaxies (17.5 < IAB < 22.5), of which 591 had 
secure redshifts in the range 0 < z < 1.3, with a median < z 0.56. All objects 
had V and I photometry, with a large proportion also having been observed in 
B and K. 
An optical / UV analysis by Cowie et al. (1999), however, based on a large, 
deeper (BAB < 24.75, 1. AB < 23.5) and highly complete spectroscopic redshift 
survey of galaxies observed in seven colours (U', B, V, R, I, J and HK') of the 
"Hawaii Survey Fields" and "Hubble Deep Field" has implied a much gentler 
trend in the SFR density with epoch at z < 1, consistent with a slope of (1 + z)'.5 
for an Einstein de Sitter cosmology (a drop in star formation rate by a factor 
of 3 since z = 1). They proposed that this survey had two advantages over the 
UV luminosity density analysis carried out by Lilly et al. (1996), as follows. 
Firstly, the CFRS is a red (I -band) selected sample with V and I photometry 
primarily, and only partial B and K coverage. At the lower end of the redshift 
range 0 < z < 1 this requires a very substantial extrapolation across the 4000A 
break to obtain a 2800A rest -frame luminosity. Secondly, the CFRS is slightly 
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too shallow to address this issue (JAB < 22.5), thus creating problems at the 
higher end of this redshift range near z = 1 because the sample does not probe 
deep enough in the luminosity function to allow a reliable extrapolation to a total 
luminosity density. Cowie et al. (1999) find a UV luminosity density at the lower 
end of this redshift range to be considerably higher than that found by Lilly et al. 
(1996), and in good agreement with the local UV luminosity density determined 
by Treyer et al. (1998). This would indicate that much of the integrated total of 
optically visible stars is still being assembled at the present time. 
The most recent estimates of the star formation history in the low redshift 
Universe take an alternative approach. The measured spectrum of a galaxy con- 
tains, in principle, information about the processes which led to its formation 
and evolution. The quantity of gas transformed into stars, the metallicity and 
dust content at a given time all affect the integrated light of a galaxy. Therefore, 
using spectra from nearby galaxies one should be able to unlock the fossil record 
of the past history of the Universe. The vast quantities of data on the relatively 
nearby Universe collected from the Sloan Digital Sky Survey (SDSS) provides a 
unique tool for such an approach. In brief, the SDSS is a digital CCD survey 
in 5 optical wavebands (u, g, r, i and z) covering one quarter of the entire sky 
(York et al. 2000). The main galaxy sample is essentially a magnitude limited 
spectroscopic sample. It is selected as virtually all galaxies in the photometric 
area with a Petrosian magnitude r < 17.7. Ninety eight per cent of the galaxies 
span a redshift range of 0 < z < 0.25 with a median redshift of 0.10. 
Glazebrook et al. (2003) used an ensemble of all galaxies to construct the 
"Cosmic Optical Spectrum" of the local Universe which represents the luminosity - 
scaled spectra summed over all galaxies. The cosmic spectrum can be thought of 
as the total emission from all the objects in a representative volume of the Uni- 
verse. Objects contribute to the cosmic spectrum according to their luminosity. 
As with an individual galaxy, this spectrum contains a luminosity- weighted mix 
of features from both young and old stars to which models of the star formation 
history may be fitted. Due to the fact that the cosmic spectrum represents an 
average, it will represent the end point of the average star formation history. This 
allows much simpler models to be fit to the cosmic spectrum than would be re- 
quired for individual galaxies because the star formation history of the Universe 
as a whole is expected to vary smoothly with time. Using the standard power 
law star formation history model of the form (1 + z)ß out to z = 1, Glazebrook 
et al. (2003) found that ¡3 = 2 - 3 (a drop of 4 -8 in star formation activity from 
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z = 1 to the present day) is still the most likely model. 
Panter, Heavens & Jimenez (2003) have also analysed the fossil record of 
galaxies from the SDSS, but instead of using the averaging approach of Glaze - 
brook et al. (2003) they applied clever data compression techniques to allow each 
individual galaxy to be considered in turn. The approach of the Multiple Opti- 
mised Parameter Estimation and Data compression (MOPED; Heavens, Jimenez 
& Lahav 2000) chooses a relatively small number of linear combinations of the 
data, where the weightings are chosen carefully and automatically to preserve as 
much information as possible about the parameters one wants to know about; in 
this case placing emphasis on the star formation and metallicity histories and the 
dust content. In this manner it is possible in a practical way to recover virtually 
as much information as is theoretically possible, given the data and a theoretical 
model. Panter, Heavens & Jimenez (2003) found a considerable decrease is the 
star formation rate density of order a factor of 30 over the last 6 Gyr (z < 1), 
with tentative evidence for flattening before that time. 
1.4.2 High Redshift (z > 1) 
The earliest searches for high redshift star -forming galaxies were blank field sur- 
veys for Lya emsision lines (eg. Pritchet & Hartwick 1990, Djorgovski & Thomp- 
son 1992 and refernces therein). Lya emission in proto- galaxies can be powered 
primarily by photoionization by young, massive stars. Additional mechanisms 
include shock ionization from infalling and colliding protogalactic fragments, su- 
pernovae, cooling of the first stars, and photoionization by early active galactic 
nucleii (AGN), if any are present. However, these searches were largely unsuccess- 
ful, detecting only a handful of potentially high redshift objects, many of which 
were found to be at z < 1 in spectroscopic follow -up. 
More successful in finding high -redshift star -forming galaxies was the Lyman - 
break technique. This method makes use of the Lyman -limit at a rest frame 
wavelength of 912A. Very little flux is emitted from the blue side of the Lyman - 
limit since 
There are very few stars hot enough to produce such energetic photons. 
Photons at wavelengths shortwards of the Lyman -limit can ionize neutral hy- 
drogen and hence stand a good chance of being absorbed. 
Such photons also may be absorbed by hydrogen clouds along the line of sight 
from the galaxy to Earth. 
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Lyman -break galaxies (LBGs) are selected by performing deep imaging in 
3 broad -band filters; U, G and R when searching for galaxies at z ti 3 or G, 
R and I when searching for galaxies at z ' 4. Potential high -redshift sources 
are identified for spectroscopic follow -up if they are detected in the two longer 
wavelength filters but do not appear in the shortest wavelength image (as a result 
of the Lyman break having been redshifted into this waveband). 
Based on imaging of the Hubble Deep Field (HDF), Madau et al. (1996) 
initially found that the global star formation rate declined beyond a redshift of 
z ti 1.5 - 2 reaching a value at z 4 comparable to that Lilly et al. (1996) 
had inferred for the local Universe. However, as pointed out by Steidel et al. 
(1999) there are several reasons to be concerned about results based solely on the 
HDF. Firstly, the HDF, while one of the highest quality images of the sky ever 
obtained is after all only a small piece of sky 5 sq. arcmin) and hence samples 
only a very small volume at any redshift. Since observations of the Lyman -break 
population at z ti 3 in ground -based surveys have shown that at high redshift 
luminous star- forming galaxies are strongly clustered (Giavalisco et al. 1998), one 
must be concerned about sample variance. Moreover, even if the HDF represents 
a fair sample of the Universe, the redshift distributions of the F300W and F450W 
dropouts are not well known empirically. As a result, the effective volumes used 
by Madau et al. (1996) to calculate the star- formation densities at < z >= 2.75 
and < z >= 4 were based upon models of the spectral- energy distributions and 
Lyman- continuum opacities of galaxies, and not on spectroscopic redshifts. 
Steidel et al. (1999) have conducted a survey approximately 160 times larger 
than the HDF using both U- and G -band dropouts of complemetary depths 
to search for luminous star -forming galaxies at z ti 3 and z ,--, 4 respectively. 
After correcting for extinction using the Calzetti (1997) reddening law (typical 
E(B - V) = 0.15), they find an almost constant star -formation rate density 
(SFRD) in the redshift range 1 < z < 4. 
In the past year, a number of groups have extended the Lyman -break tech- 
nique to search for star- forming galaxies at redshifts z 5 and z 6. Iwata 
et al. (2003) have detected 305 candidate Lyman -break galaxies at z ti 5 using 
ultra -deep V, I, and z' imaging, taken with the Subaru Prime Focus Camera, 
of a 618 sq. arcmin field, including the Hubble Deep Field North. They found 
no signifiant difference between the luminosity function of LBGs at z ti 5 and 
those at z ti 3 and 4 obtained by Steidel et al. (1999) although there is some 
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Figure 1.9: Figure taken from Bouwens et al. (2003a). A history of the star formation 
rate density assuming no extinction correction, integrated down to 0.5L *. The open 
squares are from Lilly et al. (1996), open circles from Madau et al. (1998), crosses from 
Steidel et al. (1999), open triangles from Thompson et al. (2001) and open pentagons 
from Stanway, Bunker Si McMahon (2003). The solid red triangles are from Bouwens, 
Broadhurst & Illingworth (2003b), and the solid red circles are from Bouwens et al. 
(2003a). The lower solid red circle assumes no incompleteness correction and provides 
a reliable lower limit. The middle point is is based on a generalization of the formalism 
used in Steidel et al. (1999). The upper point is based on the differential evolution 
from z ti 6 to z N 5 and is linked to z N 3 using the results of Bouwens, Broadhurst & 
Illingworth (2003b). 
uncertainty at the fainter magnitudes. Furthermore, their best estimate for the 
co- moving star formation rate density at z ti 5 is 60 -70% of that estimated by 
Steidel et al. (1999) at z - 3, although they do make the point that with the 
uncertainty at the faint end of the LBG luminosity function of the z 5 sample, 
their results are still consistent with a constant star formation rate density for 
the redshift range 1 < z < 5. 
The usual Lyman -break technique involves the use of three filters: one below 
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the Lyman -limit (Arest = 912 A), one in the Lyman forest region and a third 
longwards of the Lyman -a line (Arest = 1216 A). At z « 6, however, the integrated 
optical depth of the Lyman -a forest is >> 1, and hence the continuum break at 
the wavelength of Lyman -a is large and so the shortest wavelength filter below the 
Lyman -limit becomes redundant. Thus provided one has sufficiently high signal - 
to -noise imaging, i' dropouts can be safely identified through detection in a single 
redder band ie. z'. Using ultra -deep i' and z' imaging of the Chandra Deep Field 
South and Hubble Deep Field North, taken with the ACS camera on the Hubble 
Space Telescope, a handful of z ti 6 LBGs have been identified (Bouwens et al. 
2003a; Dickinson et al. 2003; Stanway, Bunker & McMahon 2003). All groups 
find fewer candidates than would be expected if the z ti 6 luminosity function 
for LBGs were the same as the z ti 3 Lyman break luminosity function. The 
preferred estimate for the rest -frame UV luminosity density and star formation 
rate density, however, implies only a 20 -40% drop from z ti 3 to z ti 6. 
Figure 1.9 (taken from Bouwens et al. 2003a) summarises the history of the 
star formation rate density of the Universe. The assumed cosmology is S2M = 0.3, 
f2A = 0.7 and Ho = 70 km s -1 Mpc -1. The low -redshift data points (open squares) 
are taken from Lilly et al. (1996) and mark a rise in the SFRD of an order 
of magnitude from z = 0 to z = 1, which is approximately midway between 
the values quoted from the various studies outlined in Section 1.4.1. The data 
points at z > 1 are taken from Madau et al. (1998) (open circles), Steidel et al. 
(1999) (crosses), Thompson et al. (2001) (open triangles) and Stanway, Bunker 
& McMahon (2003) (open pentagons). The solid red triangles are from Bouwens, 
Broadhurst & Illingworth (2003b), and the solid red circles are from Bouwens et 
al. (2003a). The lower solid red circle assumes no incompleteness correction and 
provides a reliable lower limit. The middle point is based on a generalization of 
the formalism used in Steidel et al. (1999). The upper point is based on the 
differential evolution from z rs, 6 to z rs, 5 and is linked to z rs., 3 using the results 
of Bouwens, Broadhurst & Illingworth (2003b). None of the data points shown 
have been corrected for extinction, although application of the Calzetti reddening 
law would raise the z > 1 data points by a factor of 2 -3, thus implying an almost 
uniform star formation rate density over the redshift range 1 < z < 6. 
It is at this point where we must ask whether the optical observations are 
telling us the whole story. Firstly, we must address the question of whether the 
applied extinction corrections to known high -redshift objects are appropriate. 
Direct measurements of the submillimetre / millimetre emission (a direct tracer 
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of thermal dust emission in high redshift galaxies - see next subsection) of the 
strongly- lensed Lyman -break galaxies MS 1512 +36 -cB58 (van der Werf et al. 
2001, Baker et al. 2001, Sawicki 2000) and MS 1358 +62 -G1 (van der Werf et 
al. 2001) imply that the standard procedure based on the correlation of the 
ultraviolet spectral index and the ratio of far -infrared to ultraviolet flux used to 
predict the sub -millimetre emission of the Lyman -break population over -predicts 
the observed 850 ,um flux densities by a factor of up to 14. A recent X -ray 
detection of MS 1512 +36 -cB58 (Almaini, Pettini & Steidel in prep.) also supports 
the view that corrections for dust have been exaggerated, the level of X -ray 
emission implying a much lower SFR than that derived from the "dust- corrected" 
UV spectrum, but consistent with the measured 850 am flux density, for a typical 
starburst SED. 
Secondly, it is possible that there exists an entire population of heavily dust - 
enshrouded high redshift objects that have gone completely undetected in optical 
/ UV surveys. Even if the most optimistic corrections for dust extinction are 
made in Lyman -break galaxies, the typical inferred star formation rates are only 
a few tens of solar masses per year. Given the evidence outlined in Section 1.2.2, 
the most massive elliptical galaxies appear to form the majority of their stars 
on timescales of ti 1 Gyr, requiring star formation rates of a few hundred to a 
few thousand solar masses per year. The star formation rates observed in Lyman 
break galaxies fall short of this value by 1 -2 orders of magnitude, suggesting they 
are young intermediate mass galaxies rather than the most massive ellipticals. 
Furthermore, since it is the most massive ellipticals which undergo the most 
vigorous starburst, one would expect huge quantities of dust to be produced, 
supporting the idea that the optical / UV emission from the young stars is almost 
completely absorbed in the progenitors of the most massive spheroids. 
1.5 Thermal Dust Emission and the Submm Wave- 
band 
Once the dust has been heated to equilibrium temperature by the incident radi- 
ation field, it re -emits the aborbed radiation in the far -infrared (FIR) waveband. 
The emission is thermal and is normally described by greybody emission, essen- 
tially a blackbody spectrum modified by the wavelength dependence of the dust 
grains. For an isothermal source with dust temperature Td, the rest frame flux 
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Figure 1.10: Isothermal greybody spectrum for Td = 40K, typical of the dust tem- 
peratures of local starburst galaxies. 
density takes the form 
2S2hv3 (1 -e -T) p 
SV 2 by (1.18) 
C (ekTd 1) 
where v is the frequency at which the radiation is emitted, 12 is the solid angle of 
the source, h, k, and c are the Planck, Boltzmann and speed of light constants 
repectively, and T is the optical depth of the source given by 
¡U13 
T = I I (1.19) 
where vo is the wavelength at which the source becomes optically thick, and /3 
is the strength of the wavelength dependence of the grain emissivity, generally 
taken to lie in the range 1 < ,ß < 2. 
If the dust can be considered to be optically thin (ie. v « vo) as is generally 




c2vo (ekTd - 1) 
(1.20) 
The spectrum turns over at a wavelength Amax given by the Wien displacement 
law such that 
Amax (pm) = 2900/Td(K) (1.21) 
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For A < Amax the spectrum falls off exponentially on the Wien tail. For A > Amax 
the spectrum falls off as a steep power law on the Rayleigh -Jeans tail, asymptoting 
to v2 +p. 
Surveys of local galaxies, such as the "SCUBA Local Universe Survey (SLUGS)" 
(Dunne et al. 2000a), have shown that dust temperatures in local star -forming 
galaxies eg. Arp 220 are typically Td 40 K. An example of a thermal dust 
emission spectrum for Td = 40 K in the source's rest -frame is shown in Figure 
1.10. The spectrum peaks in the far -infrared at Amax ^- 100µm. 
At high redshifts (z ti 1) the strongly peaked FIR radiation emitted by the 
dust in star- formation regions of distant galaxies is redshifted into the submil- 
limetre waveband. Furthermore, the steep spectral index of the thermal emission 
longwards of the peak at A 100 pm results in a sufficiently large negative 
K- correction that the dimming effect of increasing cosmological distance is effec- 
tively cancelled over a wide range in redshift. Consequently, for a galaxy with 
fixed intrinsic FIR luminosity, we would expect to observe approximately the 
same 850 ,um flux density for an object at z = 8 as at z = 1. The strength of 
this effect is obviously dependent on the assumed cosmology, as demonstrated in 
Figure 1.11 for an Arp 220 type galaxy with a SFR of 300 Moyr -1. It is most 
pronounced in an Einstein -de Sitter universe (red- solid), in which the predicted 
flux density of an object of fixed luminosity actually increases slightly beyond 
z 1. If instead we adopt 1M = 0.3, S2A = 0.7, a very gentle decline in flux den- 
sity is predicted over this same redshift range (blue- solid). At 450pm, a similar 
but less pronounced effect may be seen (dashed red and blue lines for an Einstein 
de Sitter and S2M = 0.3, S/A = 0.7 cosmology respectively). 
If one were to assume a different spectral energy distribution to that of Arp 220 
eg. altering the values of the dust temperature and emissivity the following 
effects would be apparent on the observed flux density of a source with redshift: 
Increasing ,3 increases the strength of the negative K- correction. 
Increasing Td shifts the spectral peak to higher frequencies, allowing the K- 
correction to counteract the cosmological dimming over a larger range of redshift. 
If the spectrum were to become optically thick at ti 200µm, the observed flux 
density would increase but continue to be almost independent of redshift for 
z >1. 
The mass of dust present in an object can be estimated directly from the 
submillimetre flux density if the following assumptions are made: 
1) The dust is optically thin to submillimetre radiation. 






Figure 1.11: Predicted flux density of an Arp 220 type galaxy (SFR 300 Moyr -1) 
at 850 µm (solid) and 450 µm (dashed). The red lines represent an Einstein de Sitter 
cosmology, whereas the blue lines represent an SZM = 0.3, St = 0.7 cosmology. 
2) The dust grains radiate as an isothermal black body. 
3) There is a single grain type. 
4) The dust grains are spherical. 
5) The dust is heated only by internal processes. 
Assuming local thermodynamic equilibrium, one can write the emission from 
a single grain as: 
Lest = ígrainQvrest Bvrest (Td) (1.22) 
where forest is the flux density contribution of a single grain at frequency wrest, 
grain is the solid angle of the dust grain as viewed along the line of sight, Qrest is 
the emissivity of the dust grain at wrest, and Bvrest(Td) is the intensity of emission, 
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where a is the radius of the dust grain and D is the effective distance to the dust 
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cloud given by 
c f zl dz 
D 
H° J° V(1+z)2(5ZMz+1) -z(z+2)SZA 
for a source at redshift zl in a flat Universe. 
(1.25) 
Since the dust cloud is assumed to be optically thin, the total flux density Forest 
emitted by a cloud containing N dust grains is simply 
Forest Nfvrest (1.26) 
For a single grain type, the total mass of the dust cloud Md is simply the number 
of grains multiplied by the mass of a single dust grain mgrain 
Md = Nmgrain 
The observed flux density Sobs is related to the emitted flux density by 
Sobs = (F +s z) 
and the mass absorption coefficient 1d is related to the emissivity by 




Combining these equations, an estimate of the dust mass present is given by 
Md 
SobsD2(1 + z) (1.30) 
Kd (Vrest) Bvrest (Td) 
The mass absorption coefficient Kd(v) varies with wavelength as A-ß where ¡3 is 
the dust emissivity index. 
In fact, if one is using 850 pm observations to estimate the mass of dust in an 
object at z > 1, the very weak dependence of observed 850µm flux density on 
redshift for a source of fixed intrinsic luminosity means that the measured flux 
density correlates almost linearly with the amount of dust present. 
1.6 Global Star Formation History - II. A Sub - 
millimetre Perspective 
Locally, all powerful radio sources reside in massive elliptical hosts, and so it 
would therefore seem natural to assume that high redshift radio galaxies are 
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younger versions of these local systems. Sub -millimetre detections of the z 4 
radio galaxies 4C41.17 (Dunlop et al. 1994, Hughes, Dunlop & Rawlings 1997) 
and 8C1435+635 (Ivison 1995, Ivison et al. 1998) confirm that the Lyman -break 
population does not tell the full story. These extreme radio galaxies display the 
properties expected of youthful massive ellipticals, and have inferred dust masses 
> 108M® and SFRs > 1000 Moyr ". Archibald et al. (2001) conducted the 
first major systematic submillimetre survey of 47 radio galaxies spanning the 
redshift range 1 < z < 5, down to a consistent noise level of o85oµm = 1 mJy. 
They found that the typical submillimetre luminosity (and hence dust mass) of a 
powerful radio galaxy was a strongly increasing function of redshift, the detection 
rate rising from 15% at z < 2.5 to > 75% at z > 2.5. If one assumes that the 
massive ellipticals housing powerful radio sources are typical of massive ellipticals 
in general this would imply that the bulk of star formation takes place at z > 2.5 
and is highly obscured by large quantities of dust. 
The total amount of optical / UV energy released from youthful stars and 
reprocessed into cool dust emission by the interstellar medium (ISM) may be 
constrained by the background detected at A > 150µm (Puget et al. 1996, 
Schlegel, Finkbeiner & Davis 1998, Fixsen et al. 1998, Hauser et al. 1998). Since 
the advent of SCUBA, the Sub -millimetre Common User Bolometer Array, on the 
James Clerk Maxwell Telescope (JCMT) in Hawaii (Holland et al. 1999), a series 
of complementary deep 850µm surveys (eg. Small et al. 1997, Hughes et al. 1998, 
Barger et al. 1998, Barger, Cowie & Sanders 1999, Blain et al. 1999, Eales et al. 
2000, Scott et al. 2002, Borys et al. 2002, Cowie et al. 2002, Webb et al. 2003a,) 
have successfully resolved the bulk of the far -infrared (FIR) extragalactic back- 
ground into discrete sources, revealing a population of heavily dust- enshrouded 
high -redshift galaxies undergoing an intense period of massive star -forming ac- 
tivity. These surveys vary in size and depth from ultra -deep surveys exploiting 
gravitational lensing from intervening clusters to study the very faintest submm 
sources (Smail et al. 1997, Cowie et al. 2002), small and deep blank field surveys 
such as the HDF (6 sq. arcmin to a uniform noise level of lorms 0.5 mJy /beam; 
Hughes et al. 1998, Serjeant et al. 2002), through to moderate area and compar- 
atively shallower blank field surveys such as the "SCUBA 8 -mJy Survey" (a total 
of 250 sq. arcmin to a uniform noise level of la'rms 2.5 mJy /beam; Scott et 
al. 2002). These sources, are believed to be analogous to the local ultraluminous 
infrared galaxies (ULIRGs) and undergoing a period of massive star -formation 
at rates of 102 - 103 M0yr-1. These submillimetre surveys have implied a star 
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formation rate up to an order of magnitude higher than that originally deduced 
from optical / UV data at high redshift. 
1.7 Aim and Outline of this Thesis 
The aim of this thesis is to present an unbiased study of the nature of bright 
850µm sources uncovered in blank field SCUBA surveys. In particular, the red - 
shifted submillimetre thermal dust emision is used to estimate star formation rates 
and dust masses, and statistical properties such as source counts, clustering and 
co- moving number densities are used to investigate the link between the bright 
(> 5 mJy) submillimetre population and present -day massive elliptical galaxies. 
Chapter 2 provides a detailed description of submillimetre observing, and data 
reduction, as well as a new source extraction algorithm based on a simultaneous 
maximum- likelihood fit to all the potential sources in the maps. 
Chapter 3 presents results from extensive simulations which have been used to 
quantify completeness, the ratio of retrieved -to -input flux densities, positional un- 
certainties and the level of likely contamination form spurious /confused sources 
for every 850 ,um survey field used in this thesis. These Monte -Carlo simulations 
fell into two different categories: a one -in, one -out technique where an individual 
source was added into the existing data and then retrieved using the source ex- 
traction algorithm, repeated many times, and also fully simulated realisations of 
the datasets based on a consistent number counts model. 
Chapter 4 presents results from the `SCUBA 8 mJy Survey', a wider -area, 
somewhat shallower survey than its earlier counterparts undertaken with the aim 
of constraining the brighter end of the 850µm source counts in the region of 
8 mJy. The almost linear correlation between the measured 850 pm flux density 
and intrinsic luminosity of sources lying in the redshift range 1 < z < 8 is 
used to estimate star formation rates and dust masses. Source counts, clustering 
properties and co- moving number densities are used to place constraints on the 
formation and evolution of present -day massive elliptical galaxies. 
In Chapter 5, existing submillimetre data from the blank field surveys of the 
Canada- France Redshift Survey Fields, Hawaii Flanking Fields and Hubble Deep 
Field are re- reduced in the same way as the `8 mJy Survey' observations and 
the new source lists compared with those published previously. All of the blank 
field datasets are then combined with the `8 mJy Survey' and clustering properties 
based on this larger source catalogue are re- addressed by means of 2 -point angular 
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correlation functions and nearest -neighbour analyses. The most accurate 850µm 
source counts are presented and compared with a variety of simple models. 
Chapter 6 provides a summary of the key results from earlier chapters. It 
closes with a discussion of a major new blank field submillimetre survey currently 
in progress at the JCMT, motivated largely by the results presented in this thesis 
with the aim of addressing some of the remaining questions regarding the star 
formation history of the Universe and the clustering properties of bright SCUBA 
sources. 
Two cosmologies have been adopted throughout this thesis; 1M = 1.0, S2A = 
0.0 (Einstein -de- Sitter cosmolgy) for easy comparisons with earlier publications, 
and SZM = 0.3, QA = 0.7 in line with the most recent cosmological param- 
eter results from the supernova cosmology project (Perlmutter et al. 1999), 
X -ray clusters (Allen, Schmidt & Fabian 2002a, 2002b), and WMAP observa- 
tions of the cosmic microwave background (Spergel et al. 2003). A value of 
Ho = 67 km s -1 Mpc -1 was assumed throughout. 
Chapter 2 
Observations, Data Reduction 
and Source Extraction 
This Chapter describes the techniques used in submillimetre observing, as well as 
data reduction and source extraction methods. Section 2.1 gives a short descrip- 
tion of the SCUBA instrument, the submillimetre continuum camera mounted 
on the JCMT in Hawaii which was used to take all of the observations described 
in subsequent chapters. In Section 2.2, the mapping technique known as "jiggle - 
mapping" is explained. Section 2.3 outlines the problems faced by submillimetre 
observing due to the Earth's atmosphere, and how these effects are compensated 
for in the observation and data reduction processes. Two independently designed 
data reduction pipelines are discussed and compared in Section 2.4, and lastly 
in Section 2.5 a new source extraction algorithm is presented which is able to 
provide a simultaneous maximum- likelihood fit to every peak in the images, thus 
partially accounting for source confusion. 
2.1 The JCMT and SCUBA - a brief overview 
The James Clerk Maxwell Telescope (JCMT) is a 15m Cassegrain telescope 
with an alt- azimuth mounting, located at a high dry site near the summit of 
Mauna Kea in Hawaii, and dedicated to observing at submillimetre wavelengths. 
Mounted on a Nasmyth platform at the telescope is a submillimetre continuum 
array receiver - the Submillimetre Common User Bolometer Array (SCUBA) 
(Holland et al 1999). SCUBA consists of two bolometer arrays, both of which are 
arranged in a close packed hexagon and have approximately a 2.3 arcminute field 
of view (slightly smaller on the short -wavelength array). The diffraction- limited 
beam sizes delivered by the JCMT have a full width at half maximum (FWHM) of 
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14.5 arcseconds at 850µm and 7.5 arcseconds at 450µm, and the bolometer feed - 
horns on the arrays are sized for optimal coupling to the respective beams. As a 
result, the long wavelength (LW) array consists of 37 bolometers, and the short - 
wavelength (SW) array consists of 91 bolometers. Observations may be made 
simultaneously with both arrays by means of a dichroic beamsplitter. SCUBA 
may also be used to undertake observations with a LW /SW combination of 750 
and 350µm respectively (when the filter wheel is in good repair). In addition 
there are three lone larger bolometers located at the edge of the LW array allow- 
ing photometry observations at 2 mm, 1.35 mm and 1.1 mm to be carried out. A 
3He / 'He dilution refrigerator cools SCUBA down to ti 90mK, making the array 
background limited and not noise dominated from the detector itself. When us- 
ing a cold load (specifically a reflector in front of the cryostat entrance window) 
to measure the basic system noise, the typical bolometer root -mean -square (rms) 
noise levels are in the range 40 - 50 nV, although it is not unusual for several 
bolometers to have rms noise levels over 100 nV, particularly those in the outer 
rings of the arrays. 
2.2 Jiggle- mapping 
There are two mapping techniques available on the JCMT; scan mapping and 
jiggle mapping. Both mapping modes have comparable observational efficiency 
at present. Jiggle -mapping is simpler and much better characterised than scan - 
mapping, and it is this observational method employed in the vast majority of 
deep SCUBA surveys which will be described here. 
The arrangement of the bolometers means that at any instant observations of 
the sky are under- sampled. In order to obtain a fully sampled image, the gaps 
between the bolometers are filled -in by means of a series of 1 second exposures 
offset from one another in a hexagonal pattern. This offsetting is achieved by 
"jiggling" the secondary mirror. A 16 -point jiggle- pattern is required if only the 
LW data is needed, whereas if data from both arrays is to be collected simultane- 
aously a 64 -point pattern is required to fully sample the sky. The factor of four 
arises due to the fact that the size / spacing of the SW array feedhorns is smaller 
than on the LW array, and it is necessary to fill -in the gaps on the LW array at 
the resolution of the SW array. 
Although data is taken at a rate of 128 Hz at the JCMT it is only actually 
recorded as a 1 second average. One jiggle -map "integration" corresponds to the 
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time taken to integrate for 1 second at each of the 64 jiggle positions, in both the 
positive and negative beams ie. 128 seconds. Overheads arising from chopping 
and nodding (see 2.3.1) mean that the actual amount of time required to execute 
this observation is about 1/3 as much again ie. ti 171 seconds. 
The current sensitivities of the arrays, give by the noise equivalent flux den- 
sities (NEFDs) are: 
1400 mJyHz -1/2 at 450 pm 
90 mJyHz -1/2 at 850 µm 
2.3 Effects of the Earth's Atmosphere 
The Earth's atmosphere has two important effects on the signal from a source. 
Firstly, the atmosphere and immediate surroundings of the telescope and obser- 
vatory emit thermal radiation several orders of magnitude larger than the source 
signal (see 2.3.1). Secondly, the atmosphere is only partially transparent at sub - 
millimetre wavelengths and hence the source signal is attenuated (see 2.3.2). 
2.3.1 Sky Subtraction - Chopping and Nodding 
The sky emission varies with the wavelength being observed, both temporally and 
spatially, and completely overwhelms the source signal. The techniques applied 
to remove the background radiation are known as chopping and nodding. To- 
gether they are able to remove the bulk sky emission and diminish the variations 
in it. 
Chopping. The action of chopping is to tilt the secondary mirror back and 
forth so that alternately the source and a region of sky a specified distance away 
are brought into view. The measured sky signal is then subtracted from the 
source signal. The distance between the source and the reference region of sky 
is known as the chop throw, and should ideally be kept as small as possible oth- 
erwise poor sky cancellation and large beam shape distortions may result. It is 
important to chop faster than the rate at which the sky varies, although some 
compromise must be made between reliability, performance and vibrational noise 
induced; the standard chopping frequency is 7.8 Hz. 
Nodding. If the sky emission were spatially uniform then the act of chopping 
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alone should be sufficient, in theory, to recover the actual source flux. Gradual 
increases /decreases in sky brightness i.e. gradients in the sky emission, however, 
are not uncommon. Under such circumstances chopping on one region of sky 
only would lead to an over /under estimate of the actual source flux. In order to 
compensate for linear sky gradients the telescope also nods periodically. That is 
to say, the primary mirror now moves into an `off' position where the source and 
a new region of sky, located the same distance away from the source, along a line 
joining all three sky areas, effectively trade roles. In the `off' position the source 
is in the negative beam, and it is now the source signal subtracted from the sky 
emission that is recorded - a negative jiggle -map of the source is produced. 
The action of nodding has the additional benefit of cancelling any asymmetries 
in the telescope environment. For example, since the internal electronics deal with 
the two beams separately, any electronic biasing effects are removed. 
To move the primary 15m dish of the JCMT at a comparable rate to the 
chopping is highly impractical. Instead the telescope nods every 16 seconds in 
jiggle -map mode. In the case of a 16 -point jiggle -map this is once every complete 
jiggle -sampling. For a 64 -point jiggle -map, it is split into four Sections, each 
quadrant consisting of 16 jiggle positions. This rate was chosen as an optimal 
balance between observational overheads and the suppression of sky noise. 
The overall consequence of chopping and nodding is that it can largely remove 
the thermal D.C. offset component of the sky emission and reduce the level of 
sky noise, although it is not able to entirely eradicate the quickly varying sky 
emission and gradients (although techniques in the data reduction can largely 
remove any residual - see Section 2.4.2). 
The action of chopping and nodding leads to a rather distinctive beam pat- 
tern. If one chop throw, small enough to fall on the SCUBA array (under ti 70 
arcseconds), and fixed in RA coordinates is used to observe a source, then the 
positive image will be accompanied by two negative sidelobes, one on either side 
of the source, each of which is half as deep as the positive peak flux (see Fig. 
2.1). Recovering the signal in these sidelobes is important for blank field surveys 
as it boosts the signal -to -noise of the recovered sources and helps discriminate 
between real and spurious detections. 
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Figure 2.1: The peak -normalised beam profile of a source, observed with a 30 arcsecond 
chop throw, using a fixed position angle in the east -west direction. 
2.3.2 Atmospheric Extinction 
Atmospheric extinction reduces the observed source signal and must be accounted 
for when analysing the data recorded by the telescope. Assuming a plane parallel 
atmosphere, 
Vo = Vmease Tit (2.1) 
where Vo is the above atmosphere unattenuated signal, Vmeas is the attenuated 
signal recorded at the telescope, A is the airmass( = cosec(angle of elevation)) and 
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T is the zenith optical depth. 
There are presently two methods with which the zenith sky opacity (T) may 
be measured: 
Skydip. A skydip provides a direct measurement of the 850 and 450 pm opac- 
ities by measuring the sky brightness at different elevations. When performing a 
skydip SCUBA alternates between observing a hot load, the sky, and a cold load 
at each elevation. A chopper wheel in front of the cryostat entrance window has 
two blades (and two gaps), and is spun at a rate of 2 Hz. One of the blades 
is coated in Eccosorb and emits a blackbody at ambient temperature. The other 
blade is coated with a reflective surface so that the cryostat is seen by SCUBA. 
The temperature of the hot and cold loads may be measured, and adjusted to 
match the central wavelengths and bandwidths of the LW and SW filters. It is 
from these loads that the sky temperature may be calibrated. A model which de- 
scribes both the system of optics and the atmosphere (assuming a plane parallel 
form) may be fitted to the data in order to determine the zenith sky opacity. 
Given the observational overheads involved, skydips are normally only carried 
out every 1.5 - 2 hours. 
Interpolation from T225GHz measured at the Caltech Submillimetre 
Observatory (CSO). The Caltech Submillimetre Observatory (next door to 
the JCMT) has an opacity meter recording the opacity at 225 GHz, at the CSO 
zenith, every 10mins (day and night). Although the individual observations taken 
with this device have a tendency to "spike" sometimes, Archibald et al. (2002a) 
have demonstrated that after smoothing the appropriate CSO data by means 
of polynomial fit, there is a well defined linear relation between the opacity at 
225 GHz, and the opacities at 850 and 450 pm. This is currently the optimal 
method for measuring the atmospheric attenuation, and the relations are given 
below. 
T850N = 3.96(T225GHz - 0.Ó04) (2.2) 
T450N = 23.51(T225GHz - 0.012) (2.3) 
T850W = 4.17(T225GHz - 0.002) (2.4) 
T450W = 28.54(7225GHz - 0.015) (2.5) 
2.4: Data Reduction 74 
where the `N' refers to the pre- upgrade narrow band filters, and the `W' refers to 
the post- upgrade wideband filters, in use since October 1999. 
2.4 Data Reduction 
I have used two independent software packages to reduce SCUBA data in my 
thesis work: the SCUBA User Reduction Facility (SURF; Jenness et al. 1997), 
and an Interactive Data Language (IDL) based package, developed by Serjeant et 
al. (2003). The two mechanisms follow a very similar core reduction process, the 
main difference being in the techniques applied for deglitching and sky subtrac- 
tion, and in the production of the final maps. Both data reduction procedures are 
discussed in detail here, however the IDL -based reduction routines were designed 
specifically with large jiggle -map surveys in mind and have an advantage that 
the noise levels in the final output images are much better characterised. This 
was therefore adopted as the primary method for data reduction and the results 
presented in subsequent chapters refer to data reduced by these IDL routines 
unless specifically stated otherwise. Much (but not all) of the "SCUBA 8 mJy 
Survey" map data has also been reduced using SURF. 
2.4.1 Core Reduction 
A basic reduction of the SCUBA jiggle -map data encompassed the following steps: 
Combining the nods. In order to take nodding into consideration, the off - 
position was subtracted from the on- position in the raw beam -switched data. 
Flatfielding. The relative sensitivities of the bolometers, with respect to a 
reference bolometer (the central bolometers H7 and C14, for the 850 and 450 µm 
arrays respectively) were accounted for by multiplying by the standard Hatfield 
values. 
Extinction Correction. The atmospheric opacity was measured wherever 
possible using a 6th order polynomial fit to the CSO T225GHz, followed by a linear 
interpolation to 850 and 450µm using the relations given in equations 2.2 -2.5. 
On the occasions when the CSO opacity meter was out of service, or less than 
7 reliable CSO observations were available within +1 hour of each observation, a 
linear interpolation between successive skydip values was used to determine T85oµm 
and T45oµm Equation 2.1 was then used to correct each jiggle for atmospheric 
attenuation. 
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2.4.2 Deglitching and Removal of Residual Sky Emission 
The next steps in the data reduction process, are to remove spikes in the data 
resulting from cosmic -rays and bad bolometers, and to remove any residual sky 
emission. The two data reduction packages differ slightly in the techniques em- 
ployed to do this, although the resulting improvements to the image quality are 
very similar. 
In the case of SURF, the first deglitching step made use of the scuclip task. 
This routine considers each bolometer in turn, calculating the mean and removing 
any points lying more than na from the mean. It is an iterative process, the mean 
being recalculated after each clip until no glitches remain. When considering 
the calibration data, the on- source bolometers jiggle on and off the source and 
therefore experience a large change in signal. Consequently only a 5u clip was 
applied to the secondary / tertiary calibrators (see Section 2.4.3), and no clipping 
was applied to primary calibrators (Uranus or Mars) for fear of removing real 
source signal. A harder cut (5u and then 3u), however, was applied to the 
submm survey data, since this did not contain any sufficiently bright sources for 
real signal to be removed at this level. 
Although the combination of chopping and nodding are largely able to corn - 
pensate for slower- varying fluctuations in the submm sky, the practical limit to 
the rate at which the JCMT is able to nod means that there are still short - 
term temporal variations leaving residual sky -noise in the data. Jenness, Light- 
foot & Holland (1998) developed a method of sky subtraction (employed in the 
SURF routine remsky) based on the fact that the scale size of the sky variations 
(> 1000 aresec), are much larger than the size of the array ti 140 aresec. Conse- 
quently, the residual noise in the data is spatially correlated across the array, and 
is well approximated by calculating an average of all the bolometers observing 
sky for each jiggle, and subtracting this as a D.C. offset. In the survey data, 
the absence of any bright sources meant that all bolometers, with the exception 
of any showing abnormally high noise levels, were assumed to be observing sky 
emission. 
The final SURF deglitching procedure used on the survey data was the de- 
spike routine, which was applied after the individual map data had been cali- 
brated. The despike procedure compares points that lie within a cell of size one 
quarter of the beamwidth, removing any spikes lying > no from the mean. A 
cut level of 3a was again applied to the survey data. Prior to creating the final 
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maps, the setbolwt task was used to calculate the standard deviation on each 
of the bolometers, and for each jiggle -map to be combined in the final output. 
This assigned each bolometer a weight with reference to the central bolometer of 
the first input jiggle -map, thus allowing data from noisy bolometers to be down - 
weighted. 
In the IDL reduction, deglitching and residual sky subtraction were under- 
taken by an iterative process, each iteration making a temporal noise estimate 
and deglitching, followed by a spatial sky subtraction. There were no bright 
sources in any of submm survey fields that would have been significantly de- 
tected in any single jigglemap, let alone in sub -dividing the data -stream into 
shorter timescale chunks and so the procedure was as follows: 
For each bolometer, noise estimates were made by fitting a Gaussian to the 
data -stream in chunks of 128 readout groups. 
These time dependent noise estimates were then used to remove any spikes by 
performing a 3a clip on the data. 
Using the fits to all of the bolometers in the array, a modal residual sky level 
was determined for each of these 128 readout groups, and subtracted from this 
data. 
With each consecutive iteration, the deglitching process makes a harder cut. 
Noisy bolometers were assigned a low inverse variance weight in this way. In 
the case of the calibration data, however, the presence of a bright source would 
likely lead to over -enthusiastic clipping of the data, and so in this case a timeline 
without object signal was constructed. This was created by calculating the mean 
of the timestream data points recorded immediately before and after the readout 
being considered, and subtracting this from the readout value. 
2.4.3 Calibration 
Each of the individual jiggle -maps comprising the submm survey data were cali- 
brated prior to producing the final coadded images, in order to account for changes 
in the flux conversion factor (FCF) throughout the shift, and also to account for 
the mix of observations taken with the narrow -band (850N:450N) filters prior 
to October 1999, and the wider -band (850W:450W) filters since October 1999. 
The wide -band filters are more sensitive, resulting in lower flux conversion factors 
(typically 200 Jy /V /beam as compared with 240 Jy /V /beam at 850 pm, and 300 
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Jy /V /beam as compared with 700 Jy /V /beam at 450 µm). 
There are currently two methods of calculating the FCF; the first of these 
calibrates on the peak flux density of a known calibration source in units of 
Jy /V /beam (ie. FCFpeak = Sbeam/Vpeak where Sbeam is the flux density contained 
within the beam, and Vpeak is the measured peak voltage). The second method 
calibrates on the total flux density of a known calibration source contained within 
an aperture, in units of Jy/V/arcsec2 (ie. FCFaper = S total/ (Vint A) where Stotal 
is the total flux density of the calibration source, Vint is the integrated voltage 
within the aperture, and A is the area of the aperture). 
Dunne & Eales (2001) and Jenness et al. (2002) have examined the issue 
of calibration errors in detail using the data from the "SCUBA Local Universe 
Galaxy Survey" (SLUGS), and an automated reduction of the extensive SCUBA 
calibration data stored in the Canadian Data Archive (CADC), respectively. Both 
groups found that the aperture calibration method generally produced more sta- 
ble gains. For example, Dunne & Eales (2001) found that at 850 µm the standard 
deviation in the FCF determined using a 45 arcsecond aperture corresponded to 
an accuracy of 6 %, compared with 8% when using peak FCFs. They found that 
this was more marked at 450 µm where the comparable accuracies were 9% and 
18% for a 45 arcsecond aperture FCF and peak FCF respectively. In comparison, 
at 850µm Jenness et al. (2002) found accuracies of 11% and 12% for a 40 arc - 
second FCF and peak FCF using the narrow -band filter, and 5% and 6% for the 
wide -band filter. At 450 µm, Jenness et al. reported accuracies of 22% and 30% 
for a 40 arcsecond aperture FCF and peak FCF using the narrow -band filter, and 
16% and 24% for the wide -band filter. The peak FCFs are less accurate than 
the aperture FCFs because the peak flux density measurements are sensitive to 
changes in the beam shape due to sky noise, pointing drifts, chop throw, and in 
particular the shape of the dish. This in turn translates through to variations in 
the determined flux conversion factors, particularly at 450µm. 
The IDL pipeline does, however, have the considerable advantage of produc- 
ing accurate noise maps with uncorrelated pixels (see Section 2.4.5), which has 
allowed me to develop a maximum -likelihood method to measure the statistical 
significance of each peak in an image (see Section 2.5). The source -extraction al- 
gorthim provides a simultaneous fit to all peaks in the image, and is therefore able 
to decouple any partially- confused sources whilst still recovering the additional 
signal -to -noise yielded by the negative sidelobes. The resulting best -fit model 
therefore allows the flux densities of any significant detections (> 3.000 to be 
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measured directly, as well as yielding properly- quantified errors on this value. At 
850 pm the accuracy gained by this approach more than compensates for the 
extra 1 - 2% error in the calibration and the datasets when calibrated using 
a FCF system based on fitting to the peak values as opposed to the aperture 
method. For consistency, the same approach was adopted when considering the 
SW data. 
In order to calibrate the data, each shift was divided in two and all available 
information was utilised to calculate the mean FCFs applicable to each half -shift 
by fitting to the calibrator peaks. Uranus and Mars were observed as primary 
calibrators when available, with the planetary flux densities taken from the JCMT 
FLUXES program. Additionally, the secondary calibrators CRL618, 0H231.8, 
CRL2688 and IRC10216 were used. Since IRC10216 is variable with a period of 
635 days, it was assumed to have constant flux density over an 8/9 night observing 
run, calculated using all other calibration data for that run. Beam maps of the 
pointing sources were used for tertiary calibration. The same chop -throw was used 
for observing both the survey areas and the calibrators, in order to cancel out the 
effects of beam distortion as far as possible. Recent work undertaken by Jenness 
et al. (2002), carried out since the submm survey datasets were fully reduced 
and analysed, has refined the accuracies of the flux densities and morphologies 
of the secondary calibrators used frequently at the JCMT, including an accurate 
850 pm light curve for IRC10216. My calculated peak flux densities for IRC10216 
agree well with the predicted flux density contained in the beam based on this 
light curve and the deconvolved size of the source, and also agree very well with 
earlier work undertaken by Sandell (1994). The exception is OH231.8 which was 
found to be variable by about 25 %, and with a period of 630 days. This calibrator 
was used in determining the gains for only a small percentage of half -shifts and 
was always combined with other calibration information. In addition, the surveys 
affected by the discovery of variability in this calibrator were built up by many 
overlapping jiggle -maps, reducing any additional level of error introduced into the 
calibration. Taking into account the errors on the calibrator flux densities, the 
variation in the flux -conversion factor over half a shift, and errors in the measured 
atmospheric opacity, the average calibration error over the survey maps was found 
to be 10% at 850 pm, and 20% at 450 pm. 
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2.4.4 Pointing Problems 
Over the period during which survey data were collected, three different pointing 
problems are now known to have afflicted the JCMT. 
Firstly, prior to 28th July 1998, a bug in the chopping software of SCUBA 
meant that the chop direction was not updated once an observation had begun, 
and consequently the negative sidelobes accompanying a source in this data set 
will appear smeared and therefore shallower than expected. The effect however 
is small when compared to the sky noise and the length of an observation (never 
more than lhr for any of the surveys), and affects only a small portion of the 
data collected. 
Secondly, some of the jiggle -maps taken since June 1999 may have been af- 
fected by an elevation drive pointing glitch (Coulson 2000). Some observations 
appeared to suffer a 4 arcsecond jump in elevation when passing through transit. 
Additionally, pointing on the opposite side of the meridian to the survey field may 
have introduced a similar effect, of order 1.5 -2 arcseconds in magnitude, since by 
pointing on the opposite side of the meridian the direction of the telescope drive 
is reversed on moving from the pointing source to the survey field. The fact that 
each area of sky is covered by several individual jiggle -maps significantly reduces 
the likelihood of a large increase in positional uncertainty and source smearing. 
It is not really possible to correct for this problem when conducting deep extra- 
galactic blank field surveys such as these because: 
1) The size and positioning of the jump in elevation were found to be non - 
constant. 
2) None of the individual jiggle -maps contained any sources bright enough to be 
significantly detected, and hence could not be examined to see whether a jump 
in the elevation drive near transit had actually taken place. 
3) When pointing in between sets of observations, it was not clear that slightly 
larger than average apparent pointing drifts (4 -5 arcseconds as opposed to < 
3 arcseconds) hadn't in fact been introduced at the last minute by the action of 
returning to the pointing source. 
Perhaps reassuringly, an examinination of which maps may have been affected 
in the "SCUBA 8 mJy Survey" under the most pessimistic assumptions, showed 
that a maximum of 15% of the overall data may have been affected by this 
pointing problem, and in any one region of sky no more than 25% of the jiggle - 
maps regridded would have been susceptible to pointing jumps. 
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Finally, data taken between the 15th July 1999 and 23rd May 2000, were 
affected by a non -synchronization of the GPS and SCUBA data acquisition com- 
puter clocks, leading to an incorrect time being stored in the data headers and 
hence causing the reduced jiggle -maps to appear rotated when regridded with re- 
spect to the actual observations. This problem has been corrected for in the data 
reduction by resurrecting the scuba2mem SURF routine (and an IDL reduction 
equivalent) to obtain the correct astrometry (Jenness 2000). 
2.4.5 Producing the final images 
To construct the final images in SURF, the task rebin outputs the reduced 
data onto a rectangular mesh, using a variety of methods. These methods use 
either a convolution with a linear, Bessel or Gaussian weighting function, or a 
spline interpolation and smoothing routine. The bolometer weights output from 
setbolwt noise -weight the final signal image. 
In the IDL reduction, the final images were produced using an optimal noise - 
weighted drizzling algorithm (Fruchter & Hook, 2002) with a pixel size of 1 square 
arcsecond. Both output signal and noise maps were created, the signal in any one 
square-arcsecond pixel given by the noise -weighted average of the bolometer read- 
outs at that position, and the corresponding noise value given by a noise- weighted 
average of the Gaussian fits to the readout histograms. Unlike a standard shift - 
and -add technique which takes the flux density in each detector pixel and places 
it into the final map over an area equivalent to one detector pixel projected on 
the sky, drizzling takes the flux density and places it into a smaller area in the 
final map. Although this almost minimises the signal -to -noise ratio in each pixel, 
simulations have shown that this helps preserve information on small angular 
scales, provided that there are enough observations to fill in the resulting gaps. 
The area in the coadded map receiving the flux from one detector pixel is termed 
the footprint. This method is an extreme example of drizzling; one takes the data 
from each 14.5 arcsecond bolometer and puts the flux density into a very small 
footprint (termed the `zero -footprint'), one arcsecond square. Unlike in the stan- 
dard SURF reduction, there is no intrinsic smoothing or interpolation between 
neighbouring pixels in this rebin procedure. Although there is some degree of cor- 
relation between pixels in the output zero -footprint signal maps in terms of the 
beam pattern, the corresponding pixel noise values represent individual measure- 
ments of the temporally varying sky noise averaged over the dataset integration 
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time, at a specific point on the sky, and are hence statistically independent from 
their neighbours. In essence this method produces a very oversampled image 
with statistically independent pixels. Statistical non -independence would refer to 
pixel -to -pixel crosstalk, which is not the case here. A final 4o -clip on the signal - 
to -noise was carried out to remove any remaining `hot pixels'. A noise- weighted 
convolution with a beam -sized Gaussian point spread function (PSF) produces 
realistic smoothed maps of the survey areas and is able to account for variable 
signal -to -noise between individual pixels. 
Figures 2.2 - 2.9 show the examples of zero -footprint signal and noise images, 
and the corresponding noise- weighted Gaussian -convolved signal and noise images 
for two of the survey fields; the Lockman Hole East taken from the "SCUBA 8- 
mJy survey" and the Hubble Deep Field. These correspond to the shallowest 
and deepest of the submillimetre surveys analysed in this thesis respectively, and 
have been displayed with the minimum and maximum levels as given by a 95% 
auto -cut in the GAIA image analysis tool for clarity (specific values given in the 
figure captions). Note, when visually comparing the Lockman Hole and Hubble 
Deep Field images that the displayed dimensions on the page are not to scale - the 
Lockman Hole East has c. 130 square arcminutes of SCUBA data, whereas the 
Hubble Deep Field has only 6 square arcminutes of SCUBA data. In both fields, 
the unconvolved and convolved noise images show the increased noise levels in 
the areas towards the edge which have not been fully sampled. The deep strip of 
the Lockman Hole which saw roughly twice the integration time of the rest of the 
field is also clearly visible. In terms of the signal data, the two most significant 
Hubble Deep Field sources which are clearly visible in the smoothed image, are 
also just visible in the unconvolved signal map. The "speckling" in the edge 
regions of the smoothed images is simply a result of incomplete integration time 
here, and shows that quite a number of pixels in these regions contain no data. 
Further analysis of these fields may be found in Chapters 4 and 5. 
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Figure 2.2: Zero -footprint signal map of the Lockman Hole East from the "SCUBA 
8mJy Survey". Display levels are the 95% auto -cut levels from the GAIA image analysis 
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Figure 2.3: Zero -footprint noise map of the Lockman Hole East from the "SCUBA 
8mJy Survey ". Display levels are the 95% auto -cut levels from the GAIA image analysis 
tool (0.0 - 113.1 mJy). 
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Figure 2.4: Gaussian -convolved signal map of the Lockman Hole East from the 
"SCUBA 8mJy Survey ". Display levels are the 95% auto -cut levels from the GAIA 
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Figure 2.5: Gaussian -convolved noise map of the Lockman Hole East from the 
"SCUBA 8mJy Survey ". Display levels are the 95% auto -cut levels from the GAIA 
image analysis tool (0.0 - 7.1 mJy). 
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Figure 2.6: Zero- footprint signal map of the Hubble Deep Field. Display levels are the 
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Figure 2.7: Zero -footprint noise map of the Hubble Deep Field. Display levels are the 
95% auto -cut levels from the GAIA image analysis tool (0.0 - 41.1 mJy). 
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Figure 2.8: Gaussian -convolved signal map of the Hubble Deep Field. Display levels 
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Figure 2.9: Gaussian -convolved noise map of the Hubble Deep Field. Display levels 
are the 95% auto -cut levels from the GAIA image analysis tool (0.0 - 3.5 mJy). 
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It is probably worth digressing a little at this point, to address the question 
of whether the SURF reduction process as it currently stands produces anything 
similar to the uncorrelated noise maps from the IDL reduction. In addition to 
the noise -weighted signal image produced by the SURF task rebin, a "variance" 
array is also output. As previously mentioned, SCUBA takes data at a rate of 
128 Hz, recording the signal as a one second average. The value stored is derived 
from a linear least -squares fit of a model to the data, such that the measured 
values, MEAS(i), are given by: 
MEAS(i) = A.E(i) + B.CHOP(i) + C.CALIB(i) + D + ERROR(i) (2.6) 
where E(i) represents the slow exponential decay in mean signal which occurs 
when the chopped signal amplitude suddenly changes. Such a change is likely to 
happen each time a new jiggle position is started, and is caused by the electron- 
ics being A.C. coupled. CHOP(i) is a sine wave coinciding in period and phase 
with the expected chopped flux variation and B corresponds to the amplitude of 
the Fourier component at the chop period and phase after subtracting A.E(i). 
CALIB(i) is a sine wave coinciding in period and phase with the expected signal 
from the internal calibrator, with C corresponding to its Fourier amplitude. D 
allows for a zero offset in the system. The variance values are given by the formal 
values generated by the least -squares fit, and are propagated in the normal fash- 
ion throughout the SURF reduction process. One might assume that the final 
rebinned variance array would bear some resemblance to the Gaussian convolved 
noise maps (in the same way that the SURF signal map and Gaussian convolved 
IDL signal map are related), however, inital assessments (by myself and Rob Ivi- 
son) have suggested that this is NOT the case. One suspicion is that the variance 
values are artificially high as a result of microphonics and higher harmonics of 
the periodic signals, which are not included in the description of MEAS(i) (D. 
Kelly, priv comm). Whether the output variance arrays could be related to the 
actual variance by means of some "fudge" factor, or if they are useless for this 
purpose, is beyond the realms of this thesis (but an area of current and future 
work). The noise levels in the vicinity of a source in a SURF image may in- 
stead be estimated by placing beam -sized apertures on source -free sky areas and 
calculating the standard deviation of the enclosed ensemble of pixels. More so- 
phisticated modifications to this procedure have been developed by other survey 
groups primarily using a SURF reduction (eg. Barger et al. 1999 and Eales et 
al. 2000), and these will be summarised in Chapter 5. 
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2.5 Source Extraction 
The chopping- nodding mechanism of the telescope provides a valuable method of 
discriminating between real detections and spurious noise spikes in the data. All 
of the submm surveys discussed in this thesis were carried out using chop throws 
which were small enough to fall onto the SCUBA array (either 30" or 45 "). With 
the exception of the Hubble Deep Field (HDF), each of the surveys used a single 
chop throw fixed in right ascension (RA), thus creating negative sidelobes, half 
the depth of the peak flux density, on either side of a real source. In the case of 
the HDF, this strategy was modified to use two chop throws fixed in RA, each 
chop throw used for approximately half of the total integration time. In all cases, 
this side -lobe signal can be recovered to boost the overall signal -to -noise ratio of 
a detection. 
For well- separated sources, convolving the images with the beam is formally 
the best method of source extraction (Eales et al. 1999, 2000, Serjeant et al. 
2003). However, following a careful examination of the reduced data it became 
clear that some of the potential sources were partially confused. This is particu- 
larly prominent in the map of ELAIS N2 (Chapter 4) where the negative sidelobes 
of individual sources have overlapped and are therefore somewhat deepened rel- 
ative to both source peaks. Consequently, in order to decouple any confused 
sidelobes I have devised a source -extraction algorithm based on a simultaneous 
maximum- likelihood fit to the flux densities of all potentially significant peaks 
in the maps. This is made feasible by the independent data -points and errors 
yielded by the zero -footprint IDL- reduced maps. These peaks were identified as 
any positive peak in the noise -weighted Gaussian convolved signal maps. Using a 
peak -normalised beam -map as a source template (generated by binning together 
all of the observations of Uranus or CRL618 taken with the relevant chop throw), 
a basic model was constructed by centring a beam -map at the positions of every 
peak in the maps. The normalisation coefficients of each of the positioned beam - 
maps were then calculated simultaneously such that the final multi- source model 
provided the best description of the submm sky, as judged by a minimum x2 fit. 
The fitting process is as follows. Suppose one considers a normalised beam - 
map B(x, y) as a source template and that at position (i, j) in the unconvolved 
image the signal is S(i, j) and the noise is N(i, j). If n peaks above a specified 
flux threshold are located in the Gaussian- convolved image, one may construct 
a model to the unconvolved zero -footprint image such that beam -maps centred 
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on each peak position are simultaneously scaled to give an overall best fit to the 
entire image. Using a minimised x2 fit as the maximum likelihood estimator then 
X2 = - Ek=1 akBk(x - i, y - j) 
N(Z,j)2 ) 2 
(2.7) 
where ak is the best fit flux to the kth peak. Minimising with respect to each ak 
dx2 
dam 
[S(2, j) - k-1 akBk(x - i, y - j)]Bm(x - i,y - i) 0 (2.8) 
N(i, j)2 
- 
and m= 1n. 






ak = L 
N(i,j)2 
is obtained, which may be written in the form 
where 
amk = 
an n x n matrix, and 
n 




S(2, j)Bm (x - i,y - j) 
N(i,j)2 
a vector of length n. 










The variance associated with the estimate ak is given by 
N2(ak) = N(i,j)2 (asj)) (2.14) 
z,7 
Since akm is independent of S(i, j) 
aak n [a]LnBm(x-i,y-j) 
aS(i,j) m=1 N(i,j)2 
(2.15) 
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[a] k(>2, Bm(x-i,y-j)Bi(x-i,y-.7) (2.16) m [] kl1 N(i, j) 2 
z,7 
The final term in brackets is simply the matrix [a] and so this expression reduces 
to 
N2(ak) = [aJkk (2.17) 
The diagonal elements of [a] -1 are the variances of the fitted parameters ak such 
that the significance of the peak detection 





This method can also be modified to deal with surveys which have used more 
than one chop throw or position angle. The peaks are found in the same way as 
before, by regridding all of the individual observations together (regardless of the 
chop throw or position angle used) and carrying out a noise -weighted smoothing 
with a beam -sized Gaussian. When conducting the x2 fit, however, each par- 
ticular combination of chop throw and position angle is binned separately. If r 
different chop configurations have been used x2 becomes 
¡¡ Sp(i,j) - Ek =1 akBp,k(xp - i, yp - 3) 
Np(i,j)2 
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and the expressions for ak and N(ak) are the same as equations 2.13 and 2.17 
respectively. 
One could, of course, attempt to fit a model of the sky consisting of a beam - 
map centred at every pixel, rather than just at those positions identified with a 
positive peak. This is essentially the technique applied in making maps of the 
cosmic microwave background (eg. Janssen & Gulkis 1992, Bennett et al. 2003), 
however, in this case a continuous map is required to measure the anisotropies 
over all of the angular scales appropriate to the telescope beamsize, thus requiring 
the data contained in every pixel to be considered in the matrix inversion. The 
difference with the SCUBA data is that the aim is to produce a discrete list of 
point sources for which a very acceptable fit (xú = 1) to the sky can be obtained 
by centring the beam profile only at the positions of known peaks, certainly 
given the noise levels in these datasets. This has the advantage of requiring much 
smaller matrices to be inverted than if every pixel were considered, thus saving 
on cpu time and allowing an analytical method to be used rather than relying on 




This Chapter describes the Monte Carlo simulations carried out to quantify the 
statistical effects of completeness, output -to -input flux -density ratio, positional 
error and spurious fraction. A preliminary introduction as to why simulations are 
required is given in Section 3.1. Sections 3.2 and 3.3 present results from the two 
different types of simulation method. The first of these methods builds on the 
real survey data, by adding in sources of known flux density at random positions 
throughout the signal maps, one source at a time so as not to significantly enhance 
source confusion, following which the source extraction algorithm is employed in 
an attempt to retrieve it. The latter of these two sections discusses results from 
fully simulated images of the survey fields, created by using a realistic source - 
counts model and noise properties from the actual data. 
3.1 The need for simulations 
In order to assess the effects of confusion and noise on the reliability of the 
source -extraction algorithm, Monte Carlo simulations were carried out on all of 
the survey fields. The individual fields vary widely in size and depth from small, 
deep surveys covering a few square arcminutes of sky down to the confusion 
limit (eg. the Hubble deep field), to wider, shallower surveys aimed at studying 
the most luminous sub -millimetre sources on scales of 100 square arcminutes 
(eg. the wide area Lockman Hole field from the "SCUBA 8 -mJy Survey "). The 
typical noise levels and areas of each of the fields are given in Table 3.1. The 
dependences of positional error, completeness and error in reclaimed flux density, 
on input source flux density and noise in the maps, were determined by planting 
individual sources of known flux density into the real SCUBA maps. This has 






area /sq. arcmins 
lu rms noise 
level mJy /beam 
ELAIS N2 137 113 2.2 + 0.7 
Lockman Hole wide area 141* 88 2.7 ± 0.7 
Lockman Hole deep strip 21 1.8 ± 0.2 
03h wide area 69* 55 1.8 ± 0.5 
03h deep area 8 1.1 + 0.2 
10h 10 8 1.3 ± 0.2 
14h 61 57 1.5+0.3 
22h 7 5 1.5 +0.3 
Hubble Deep Field 10 6 0.6 ± 0.1 
SSA13 wide area 72* 45 2.5 + 0.6 
SSA13 deep area 8 0.7 ± 0.1 
SSA17 24 21 1.6 + 0.5 
SSA22 26 21 0.9 ± 0.2 
Lockman Hole deep area 11 8 0.8 + 0.1 
Table 3.1: Survey field areas and la rms noise levels in the regions of uniform noise, 
as given by the mean and standard deviation measured directly from the 14.5" FWHM 
Gaussian convolved noise maps. Total areas marked with * refer to fields composed 
of a small deep region within a wider shallower survey area and correspond to the full 
area of that entire field (ie. both shallow and deep). 
the advantage of testing the source -reclamation process against the real noise 
and confusion properties of the images, accounting for any clustering in the faint 
background source population, for example. However, these simulations do not 
allow assessment of the level to which false or confused sources can contaminate 
an extracted source list. I have therefore also created a number of fully -simulated 
images of the survey areas by assuming a reasonable 850 pm source -counts model, 
derived from a best -fit power -law to the source counts given in Chapter 5. The 
results of analyzing these sets of simulations are discussed in the following two 
sections. 
3.2 Simulations building on the real survey data 
A normalised beam -map, with the same chop throw and position angle as that 
used in the real data, was used as a source template. At flux density intervals of 
0.5 mJy, spanning the entire range of flux densities for which real sources were re- 
covered, fake sources were added into the unconvolved zero -footprint signal maps. 
This was done one fake source at a time, so as not to enhance significantly any 
existing real confusion noise within the image. The source- extraction algorithm 
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was then re -run. This exercise was repeated for 100 different randomly- selected 
positions on each image, at each flux density level, so that source reclamation 
could be monitored as a function of input flux density and position /noise -level 
within the maps. The source reclamation was deemed to have been successful 
if the source- extraction algorithm returned the fake source with signal -to -noise 
> 3.50 (a level selected as a compromise between recovering a reasonable number 
of sources and contamination with spurious / confused sources - see Section 3.3) 
within less than half a beam -width of the input position, but excluding from the 
analysis any fake sources which had fallen upon a position within half a beam - 
width of a brighter > 3.00o peak already detected in the map. This is because 
the flux densities of the recovered sources within the real data span a broad range 
(^_ 2 -12 mJy), and it is not possible to resolve two separate sources placed closer 
together than this - they would appear as one peak in the Gaussian -smoothed 
image. It is not realistic to consider, for example, a fake 2 mJy source to have 
been successfully recovered if it lies almost on top of an 8 mJy source already de- 
tected significantly in the map. Under this situation it is really the 8 mJy source 
already present in the image which is being recovered. Reversing the situation, 
however, the successful reclamation of a fake 8 mJy source planted into the map 
in the near vicinity of an already significantly detected 2 mJy source (a possible 
scenario in the very deep images such as that of the HDF) would be included 
in the analysis because the fake source is the dominating contribution to the 
combined flux density. 
The Lockman Hole East field from the "SCUBA 8 mJy Survey ", the 03h field 
from the "Canada UK Deep Submillimetre Survey (CUDSS) ", and the SSA13 
field from the "Hawaii Submillimetre Survey ", contain sections of map which are 
markedly deeper than the rest of the data. In the case of the Lockman Hole this 
was due to an early change in survey mapping strategy, and in the 03h and SSA13 
fields this resulted from a deep pencil beam survey being incorporated into the 
wider -area images. In each of these cases, separate sets of simulations were run 
on the deep and shallower sections of the fields. 
Additionally, regions of uniform and non -uniform noise were defined for each 
field (again treating the deep parts of the Lockman Hole, 03h and SSA13 fields 
as separate fields from the wider -area shallower part), using the "GAIA" tool 
to manually cut out a template of the uniform noise area using the Gaussian - 
smoothed noise maps. The deep pencil beam surveys, such as the HDF and 
CUDSS 22h field, are comprised of a stack of jiggle -map observations centred on 
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Survey Field Noise Region a b x2 
ELAIS N2 uniform 0.17043 2.3338 0.37425 
Lockman Hole wide area uniform 0.14800 3.2690 0.28300 
Lockman Hole deep strip uniform 0.20896 2.1064 0.22527 
03h wide area uniform 0.20081 2.0013 0.21037 
03h deep area uniform 0.28937 1.6500 0.39179 
10h uniform 0.22587 1.3248 0.42789 
14h uniform 0.21016 1.5467 0.31834 
22h uniform 0.26450 1.9359 0.12883 
Hubble Deep Field uniform 0.39711 0.6258 0.15015 
SSA13 wide area uniform 0.14627 2.6614 0.19068 
SSA13 deep area uniform 0.22037 0.8738 0.13963 
SSA17 uniform 0.24248 1.9077 0.19140 
SSA22 uniform 0.21362 0.4445 0.37697 
Lockman Hole deep area uniform 0.24862 0.8042 0.12062 
ELAIS N2 non -uni 0.00588 0.0030 0.04114 
Lockman Hole wide area non -uni 0.01388 4.6093 0.05206 
Table 3.2: Best fit values determined for a and b in equation 3.1, describing the 
percentage differential completeness against input source flux density for each of the 
survey fields and noise regions. 
one or two positions only, and so the non - uniform edge regions in these images 
are largely the result of undersampling from the bolometers on the outer ring of 
the array. The wider -area images, however, were built up from a series of jiggle - 
pointings, offset from each other by some fraction of an array width. Hence, the 
pointings forming the outer -most regions of the survey field lack the next consec- 
utive set of integrations from what would have been the neighbouring pointing, 
resulting in a border of shallower (and hence noisier) observations. In Chapters 4 
and 5, which discuss the various survey fields in detail, any sources recovered in 
these poorer noise regions have been marked with the term "edge" in the source 
list tables. 
3.2.1 Completeness 
The differential completeness is given by the percentage of sources recovered with 
signal -to -noise ratio > 3.50 at each input flux density level, and was found to be 
described well by the functional form 
differential completeness = 100(1 - e- a(x -b)) (3.1) 
where x is the input flux density, and the values of a and b were determined by 
a minimised x2 fit to the simulation results for each 850 pm survey field. The 
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values of a and b determined from these fits are given in Table 3.2. 
The primary goal in allowing a fit of this nature was to obtain a best -fit 
description of the overall shape of the curve, rather than a detailed analysis of 
possible combinations of free -parameters `a' and `b' in x2 space. However, even 
simple plots of the best fit values of a and b against the 1a. rms noise levels 
as measured from the beam -sized Gaussian convolved noise images (Figs. 3.1 
and 3.2 respectively), show clear noise- dependent trends. The horizontal error 
bars reflect the standard deviation of the noise values about the mean, in the 
uniform regions of the map. The best -fit values of parameter `a' show a general 
decrease with increasing rms noise levels, albeit with a fairly broad dispersion, 
particularly between the deep pencil beam surveys such as the Hubble deep field 
and the SSA13 deep area field. This is likely a combination of being at the 
confusion limit (generally high source density) and the variation in the number 
density of sources between these small area fields (cosmic variance and perhaps 
clustering effects also). The parameter `b' defines a lower flux density cut -off 
below which no sources are successfully recovered, and shows a much tighter 
correlation, increasing roughly linearly with the rms noise as b 1.25 x noise. 
Unfortunately, the scatter in parameter `a' with rms noise is too large to allow 
for a general differential completeness formula applicable to any survey field to 
be developed, based on this data. 
Figures 3.3, 3.4 and 3.5 show the completeness analysis for the uniform noise 
regions of the "SCUBA 8 mJy Survey" fields (ELAIS N2, Lockman Hole wide 
area and Lockman Hole deep strip). The error bars are given by the Poisson 
error on the number of sources planted into the field in each noise region, and 
at each flux density. These fields have the largest shallow border regions of all 
the survey fields discussed in this thesis, due to the survey strategy adopted to 
even out the noise (see Chapter 4). The corresponding completeness plots for the 
non -uniform regions of ELAIS N2 and the Lockman Hole wide area are shown 
in Figs. 3.6 and 3.7 respectively. It is immediately obvious in comparing plots 
of uniform and non -uniform noise that source recovery in the non -uniform edge 
regions is very much worse than in the fully observed central areas, reaching at 
best 10% at 15 mJy as opposed to the ti 90% in the uniform noise regions. The 
simulations carried out on the remaining smaller fields did not yield sufficiently 
good statistics in the non -uniform noise regions to allow any meaningful fit to be 
made, hence only plots for the uniform noise regions of the remaining fields have 
been presented (Figs. 3.8 to 3.18). 
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Figure 3.1: Best -fit values for the parameter "a" as given in Table 3.2, plotted against 
the lu rms noise levels as determined from the uniform regions of the 14.5" Gaussian 
convolved noise images (values given in Table 3.1). The horizontal error bars show the 
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Figure 3.2: Best -fit values for the parameter "b" as given in Table 3.2, plotted against 
the 1Q rms noise levels as determined from the uniform regions of the 14.5" Gaussian 
convolved noise images (values given in Table 3.1). The horizontal error bars show the 
standard deviation of the noise about the mean level. 
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Figure 3.3: Percentage of sources recov- 
ered against input flux density, for the uni- 
form noise regions of the ELAIS N2 field 
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Figure 3.4: Percentage of sources recov- 
ered against input flux density, for the uni- 
form noise regions of the Lockman Hole 
East wide area field from the "SCUBA 
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Figure 3.5: Percentage of sources recov- 
ered against input flux density, for the uni- 
form noise regions of the Lockman Hole 
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Figure 3.6: Percentage of sources recov- 
ered against input flux density, for the non- 
uniform noise regions of the ELAIS N2 
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Figure 3.7: Percentage of sources recov- 
ered against input flux density, for the non- 
uniform noise regions of the Lockman Hole 
East wide area field from the "SCUBA 
8 mJy Survey ". 







N 2 Uniform noise region 
03h wide area 
4 6 8 10 
Input flux density /mJy 
2 
Figure 3.8: Percentage of sources recov- 
ered against input flux density, for the uni- 
form noise regions of the 03 hour wide area 
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Figure 3.9: Percentage of sources recov- 
ered against input flux density, for the uni- 
form noise regions of the 03 hour deep area 
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Figure 3.10: Percentage of sources recov- 
ered against input flux density, for the uni- 
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Figure 3.11: Percentage of sources recov- 
ered against input flux density, for the uni- 
form noise regions of the 14 hour field from 
the "CUDSS ". 
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Figure 3.12: Percentage of sources recov- 
ered against input flux density, for the uni- 
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Figure 3.13: Percentage of sources re- 
covered against input flux density, for the 
uniform noise regions of the Hubble Deep 
Field. 
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Figure 3.14: Percentage of sources recov- 
ered against input flux density, for the uni- 
form noise regions of the SSA13 wide area 
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Figure 3.15: Percentage of sources recov- 
ered against input flux density, for the uni- 
form noise regions of the SSA13 hour deep 
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Figure 3.16: Percentage of sources recov- 
ered against input flux density, for the uni- 
form noise regions of the SSA17 field from 
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Figure 3.17: Percentage of sources recov- 
ered against input flux density, for the uni- 
form noise regions of the SSA22 field from 
the "Hawaii Submm Survey". 
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Figure 3.18: Percentage of sources recov- 
ered against input flux density, for the uni- 
form noise regions of the Lockman Hole 
deep area from the "Hawaii Submm Sur- 
vey". 
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Survey Field Noise Region C d f x2 
ELAIS N2 uniform 6.350 0.4813 1.0150 1.11683 
Lockman Hole wide area uniform 5.555 0.3591 1.0246 1.08116 
Lockman Hole deep strip uniform 6.543 0.5313 1.0154 1.34420 
03h wide area uniform 6.587 0.5667 1.0603 1.05373 
03h deep area uniform 13.575 1.1842 1.0537 1.67181 
10h uniform 8.786 0.9443 1.0439 0.76535 
14h uniform 8.086 0.7701 1.0325 1.71510 
22h uniform 9.815 0.8236 1.1301 1.51353 
Hubble Deep Field uniform 12.106 1.6358 1.0513 1.80567 
SSA13 wide area uniform 4.606 0.4312 1.0430 1.52413 
SSA13 deep area uniform 2.726 0.8049 1.0516 1.22079 
SSA17 uniform 6.769 0.8624 1.0965 1.60692 
SSA22 uniform 8.262 1.2241 1.0168 1.23946 
Lockman Hole deep area uniform 9.712 1.5104 1.0422 0.68671 
ELAIS N2 non -uni 3.686 0.2283 1.1805 1.84850 
Lockman Hole wide area non -uni 112.821 0.6582 1.2593 3.39015 
Table 3.3: Best fit values determined for C, d and f in equation 3.2, describing the 
output to input flux density ratio against input flux density for each of the survey fields 
and noise regions. 
3.2.2 Output versus Input Flux Density 
Using these simulations, it is also possible to determine the dependence of the 
mean output -to -input flux density ratio as a function of the input flux density, 
for those sources identified with signal -to -noise ratio > 3.50. This relation was 
found to be well described by the expression 
output flux density 
= _dX 
input flux density 
- Ce + f (3.2) 
where x is the input flux density, and the values of C, d and f were determined 
by a minimised x2 fit to the simulation results for each 850µm survey field and 
are given in Table 3.3. 
The plots of mean output /input flux density ratio against input flux density 
are shown in Figs. 3.22 to 3.37. The error bars are the standard error on the mean. 
One of the first things to notice about the subsequent ratio plots, is that the effect 
of noise and confusion is to produce systematic `flux- boosting', the mean retrieved 
flux density always being greater than the input value. This effect is apparent in 
any flux limited survey where a specific signal -to -noise threshold is employed. The 
presence of noise and confusion from the faint background population will vary the 
flux densities with which a source of specified input flux density is retrieved. If, for 
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example, one considers a very simple case of pure Gaussian noise on a fake source, 
the measured flux densities would be expected to have a symmetric distribution 
about the actual source flux density, the exact characteristics of the distribution 
dependent on the level of noise applied. However, if a fixed signal -to -noise ratio 
is applied to the source extraction procedure, one will preferentially select those 
sources which have been retrieved with a brighter flux density, as some of the 
fainter measured values will fail to make the signal -to -noise cutoff. Consequently, 
the mean retrieved flux density will always be larger than the input flux density. 
Applying the same noise characteristics to input sources of increasing brightness, 
the mean boosting ratio is reduced, because only the larger negative fluctuations 
on the tail of the Gaussian noise distribution will allow the brighter sources to fall 
below the signal -to -noise threshold. For very bright sources the output -to -input 
flux density ratio approaches 1. Non -Gaussian noise and confusion will of course 
affect the distribution of the retrieved flux densities - in particular confusion of 
faint background sources may lead to a more asymmetric distribution, especially 
if the SCUBA population is found to strongly cluster. Simulations such as these, 
however, allow for an empirical numerical description on a field by field basis. 
Trends in the properties of parameters `C', `d' and `f' with rms noise are shown 
in Figs. 3.19 to 3.21. Both parameters `C' and `d' decrease with increasing rms 
noise. The decline is steep at low rms noise levels, but becomes more shallow 
above 'arms 1.5-2 mJy. Parameter `d' shows a fairly tight correlation, however 
`C' shows too great a level of scatter to allow a general formula, based solely 
on rms noise, to be developed for the output -to -input flux density ratio. The 
parameter `f' represents the ratio of output -to -input flux density for very bright 
sources with a constant value of ti 1 expected for all fields, regardless of noise 
level (the median value is in fact 1.04). 
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Figure 3.19: Best -fit values for the parameter "C" as given in Table 3.3, plotted against 
the 1Q rms noise levels as determined from the uniform regions of the 14.5" Gaussian 
convolved noise images (values given in Table 3.1). The horizontal error bars show the 
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Figure 3.20: Best -fit values for the parameter "d" as given in Table 3.3, plotted against 
the la rms noise levels as determined from the uniform regions of the 14.5" Gaussian 
convolved noise images (values given in Table 3.1). The horizontal error bars show the 
standard deviation of the noise about the mean level. 
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Figure 3.21: Best -fit values for the parameter "f" as given in Table 3.3, plotted against 
the la rms noise levels as determined from the uniform regions of the 14.5" Gaussian 
convolved noise images (values given in Table 3.1). The horizontal error bars show the 
standard deviation of the noise about the mean level. 
It can also be readily seen from comparing Figs. 3.22 and 3.23, with 3.25 
and 3.26, that the level of flux -boosting is much greater in the non -uniform noise 
regions and with a much larger degree of scatter in the data points. For example, 
a source input to the ELAIS N2 or Lockman Hole fields ( "from the SCUBA 8 -mJy 
Survey ") would appear boosted on average by a factor of 1.2 -1.3 if extracted from 
the uniform noise regions. In the non -uniform regions though, the mean level of 
boosting is by a factor 2. Due to the combination of a poor level of retrieval and 
large flux boosting factors, any sources recovered in the non -uniform noise regions 
(marked as "edge" in subsequent chapters) have been excluded from statistical 
analyses such as source counts, and clustering measures etc. 
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Figure 3.22: The ratio of output to input 
flux density against input flux density, for 
the uniform noise regions of the ELAIS N2 
field from the "SCUBA 8 mJy Survey". 
Input flux density /mJy 
Figure 3.23: The ratio of output to in- 
put flux density against input flux density, 
for the uniform noise regions of the Lock- 
man Hole East wide area field from the 
"SCUBA 8 mJy Survey". 
Lockman Hole deep strip 
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Figure 3.24: The ratio of output to input 
flux density against input flux density, for 
the uniform noise regions of the Lockman 
Hole East deep strip from the "SCUBA 
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Figure 3.25: The ratio of output to input 
flux density against input flux density, for 
the non -uni noise regions of the ELAIS N2 
field from the "SCUBA 8 mJy Survey ". 
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Figure 3.26: The ratio of output to in- 
15 
put flux density against input flux density, 
for the non -uni noise regions of the Lock- 
man Hole East wide area field from the 
"SCUBA 8 mJy Survey ". 
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Figure 3.27: The ratio of output to input 
flux density against input flux density, for 
the uniform noise regions of the 03 hour 
wide area field from the "CUDSS". 
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Figure 3.28: The ratio of output to input 
flux density against input flux density, for 
the uniform noise regions of the 03 hour 
deep area from the "CUDSS" . 
2 
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Figure 3.29: Percentage of sources recov- 
ered against input flux density, for the uni- 
form noise regions of the 10 hour field from 
the "CUDSS ". 
Input flux density /mJy 
Figure 3.30: The ratio of output to input 
flux density against input flux density, for 
the uniform noise regions of the 14 hour 
field from the "CUDSS ". 
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Figure 3.31: The ratio of output to input 
flux density against input flux density, for 
the uniform noise regions of the 22 hour 
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Figure 3.32: The ratio of output to in- 
put flux density against input flux density, 
for the uniform noise regions of the Hubble 
Deep Field. 
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Figure 3.33: The ratio of output to in- 
put flux density against input flux density, 
for the uniform noise regions of the SSA13 
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Figure 3.34: The ratio of output to in- 
put flux density against input flux density, 
for the uniform noise regions of the SSA13 
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Figure 3.35: The ratio of output to in- 
put flux density against input flux density, 
for the uniform noise regions of the SSA17 
field from the "Hawaii Submm Survey ". 
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Figure 3.36: The ratio of output to in- 
put flux density against input flux density, 
for the uniform noise regions of the SSA22 
field from the "Hawaii Submm Survey ". 
Lockman Hole deep area 
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Figure 3.37: The ratio of output to input 
flux density against input flux density, for 
the uniform noise regions of the Lockman 
Hole deep area from the "Hawaii Submm 
Survey ". 
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ELAIS N2 uniform 0.17364 4.6693 1.45445 
Lockman Hole wide area uniform 0.12235 4.5791 0.90109 
Lockman Hole deep strip uniform 0.16592 4.2357 1.65490 
03h wide area uniform 0.13772 4.2672 1.05487 
03h deep area uniform 0.46026 5.2313 2.22813 
10h uniform 0.36036 4.8814 2.04834 
14h uniform 0.20604 4.2997 0.52830 
22h uniform 0.33656 5.6634 0.76516 
Hubble Deep Field uniform 0.42609 5.0274 1.11186 
SSA13 wide area uniform 0.11505 4.2934 0.76635 
SSA13 deep area uniform 0.43070 5.1689 0.36683 
SSA17 uniform 0.37809 5.1600 0.65348 
SSA22 uniform 0.29406 4.3191 1.79829 
Lockman Hole deep area uniform 0.33253 4.2634 0.54652 
ELAIS N2 non -uni 0.51966 9.4885 4.09028 
Lockman Hole wide area non -uni 0.00000 4.1870 1.88165 
Table 3.4: Best fit values determined for g and h in equation 3.3, describing the mean 
positional error against input flux density for each of the survey fields and noise regions. 
3.2.3 Positional Uncertainty 
The mean positional uncertainty in retrieving the fake sources was found to be 
well approximated by a linear dependence on the input flux density such that 
positional error = -gx + h (3.3) 
where x is the input flux density, the values of g and h for each 850 µm survey 
field were determined by a minimised X2 fit to the simulation results (given in 
Table 3.4), and the positional uncertainty is given in arcseconds. Figs. 3.38 and 
3.39 show the dependence of parameters `g' and `h' on rms noise. One might 
expect a general formula for positional error to depend on the ratio of input flux 
density to rms noise such that ggeneral oc 1rms in this straight line desription. 
The data points are consistent with ggeneral X lUrms - 0.35 arcseconds, but the 
large scatter means that a simple straight line with negative gradient provides a 
similarly good description. The values of parameter `h' have a median of 4.65 
between all the survey fields, and there is no obvious trend with rms noise. 
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Figure 3.38: Best -fit values for the parameter "g" as given in Table 3.4, plotted against 
the la rms noise levels as determined from the uniform regions of the 14.5" Gaussian 
convolved noise images (values given in Table 3.1). The horizontal error bars show the 




0 1 2 
Rms noise mJy /beam 
3 
Figure 3.39: Best -fit values for the parameter "h" as given in Table 3.4, plotted against 
the la rms noise levels as determined from the uniform regions of the 14.5" Gaussian 
convolved noise images (values given in Table 3.1). The horizontal error bars show the 
standard deviation of the noise about the mean level. 
3.2: Simulations building on the real survey data 109 
Figures 3.40 through to 3.55 show the mean positional error of the retrieved 
fake sources against input flux density. The error bars are the standard error on 
the mean. Again, one can see that the data from the "SCUBA 8 mJy Survey" 
fields (Figs. 3.40 to 3.44) show a greater scatter in the non -uniform noise regions 
than the central uniform noise parts, with a generally greater positional uncer- 
tainty in these border areas 4 -5 arcseconds, as compared with 2 -4 arcseconds 
in the uniform noise regions). The positional accuracy improves with higher flux 
density sources (and hence better signal -to- noise). Such estimates of positional 
error do not include any pointing errors arising whilst the data is being taken 
at the telescope. The pointing of the JCMT is known to be very accurate for 
such a large dish; typical pointing errors are less than 3 arcseconds, much less 
than the 850 ,um beam size of 14.5 arcseconds FWHM. Several pointing problems 
have been discovered during the period in which these deep submillimetre surveys 
were undertaken (as discussed in section 2.4.4), however, the fact that each map 
is built up from many shorter integration datasets limits the impact which these 
pointing inaccuracies can have on the final image. Overall, the uniform noise 
regions of all the survey areas suggest likely positional errors of 2 -4 arcseconds 
in source retrieval, arising from the effects of noise and confusion. 
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Figure 3.40: Mean positional uncertainty 
against input flux density, for the uniform 
noise regions of the ELAIS N2 field from 
the "SCUBA 8mJy Survey ". 
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Figure 3.41: Mean positional uncertainty 
against input flux density, for the uniform 
noise regions of the Lockman Hole East 
wide area field from the "SCUBA 8 mJy 
Survey ". 
Lockman Hole deep strip 
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Figure 3.42: Mean positional uncertainty 
against input flux density, for the uniform 
noise regions of the Lockman Hole East 
deep strip from the "SCUBA 8 mJy Sur- 
vey". 
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Figure 3.43: Mean positional uncertainty 
against input flux density, for the non- 
uniform noise regions of the ELAIS N2 
field from the "SCUBA 8 mJy Survey". 
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Figure 3.44: Mean positional uncertainty 
against input flux density, for the non- 
uniform noise regions of the Lockman Hole 
East wide area field from the "SCUBA 
8 mJy Survey ". 
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Figure 3.45: Mean positional uncertainty 
against input flux density, for the uniform 
noise regions of the 03 hour wide area field 
from the "CUDSS ". 
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Figure 3.46: Mean positional uncertainty 
against input flux density, for the uniform 
noise regions of the 03 hour deep area from 
the "CUDSS ". 
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Figure 3.47: Mean positional uncertainty 
against input flux density, for the uniform 
noise regions of the 10 hour field from the 
"CUDSS". 
Input flux density /mJy 
Figure 3.49: Mean positional uncertainty 
against input flux density, for the uniform 
noise regions of the 22 hour field from the 
`CUDSS" . 
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Figure 3.50: Mean positional uncertainty 
against input flux density, for the uniform 
noise regions of the Hubble Deep Field. 
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Figure 3.51: Mean positional uncertainty 
against input flux density, for the uniform 
noise regions of the SSA13 wide area field 
from the "Hawaii Submm Survey ". 
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Figure 3.52: Mean positional uncertainty 
against input flux density, for the uniform 
noise regions of the SSA13 hour deep area 
from the "Hawaii Submm Survey ". 
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Figure 3.53: Mean positional uncertainty 
against input flux density, for the uniform 
noise regions of the SSA17 field from the 
"Hawaii Submm Survey ". 
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Figure 3.54: Mean positional uncertainty 
against input flux density, for the uniform 
noise regions of the SSA22 field from the 
"Hawaii Submm Survey". 
4 
Lockman Hole deep area 
Uniform noise region 
Input flux density /mJy 
Figure 3.55: Mean positional uncertainty 
against input flux density, for the uniform 
noise regions of the Lockman Hole deep 
area from the "Hawaii Submm Survey ". 
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3.3 Completely simulated maps 
In order to obtain constraints on the fraction of recovered 850 pm sources arising 
from confusion and noise, as well as integrated completeness and count correction 
factors, 100 simulated images of each of the survey fields were generated. The 
assumed source counts were taken from the best fit of a simple power -law model 
(in the format first employed by Barger et al., 1999) to the differential counts 
given in Chapter 5, which were corrected for completeness and flux -boosting at 
the > 3.50o level using the simulation results of Section 3.2. Specifically, the 
differential counts are given by: 
dN(S) No 
dS (a + Sa) 
where No = 2.67 x 104, a = 0.49 and a = 3.14, which predicts a total 850µm 
background of 3.8 x 104 mJy deg -2, consistent with the value of 4.4 x 104 mJy deg -2 
measured by Fixsen et al. (1998). A realistic model of the background counts was 
produced , by randomising the number of sources placed into each simulated field 
at 0.1 mJy intervals, from 0.1 -14.0 mJy, according to a normal distribution about 
the number expected. Each source was then allocated a random position and the 
whole image was convolved with the beam. The simulated field is initially created 
to be larger than the actual field, allowing for the negative sidelobes of sources 
centred off -field in the final image to appear in it. The clustering properties of 
the SCUBA population are, at present, not well characterised. Results presented 
in Chapter 5 suggest that at least the very brightest SCUBA sources (> 5 mJy) 
are strongly clustered on arcminute scales, consistent with the idea that these 
objects are progenitors of present day massive ellipticals, but there is insufficient 
blank field survey data available to allow a realistic clustering component to be 
added into the selection of positions within the simulations. This means that 
these simulations which make the assumption of a random distribution (ie. no 
clustering) can only be used as a first approximation in determining the level of 
spurious / confused source contamination. 
Noise overlays were constructed by subtracting the full minimised x2 fit model 
(i.e. the model representation of the full sky region comprised of the best -fit beam 
profiles to all of the peaks in the image) from the zero -footprint signal maps of 
the actual survey data. The source -extraction algorithm was then re -run on these 
residual images to determine the number of sources which could be recovered from 
(3.4) 
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Figure 3.56: Gaussian smoothed residual signal map of the Lockman Hole East from 
the "SCUBA 8mJy Survey ". Display levels are the 95% auto -cut levels from the GAIA 
image analysis tool ( -7.0 - 7.0 mJy). Any residual peaks recovered with S/N > 4.00 are 
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Figure 3.57: Gaussian smoothed residual signal map of the Hubble Deep Field. Display 
levels are the 95% auto -cut levels from the GAIA image analysis tool ( -4.5 - 4.5 mJy). 
Any residual peaks recovered with S/N > 4.00 are circled in red, 3.50 < S/N < 3.99 
are circled in blue, and 3.00 < S/N < 3.49 are circled in green. 
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the noise overlays alone, at signal -to -noise thresholds of 1.50 - 4.00o, spaced reg- 
ularly at 0.50- levels. Gaussian statistics predict that given the number of beams 
in the 464 sq. arcmin of uniform noise, there are likely to be ti 24 noise peaks 
recovered at > 3.000 and ti 0.5 noise peaks recovered at > 4.00o- (in fact slightly 
less than this, as this calculation does not account for the recovery of the negative 
sidelobes). The actual numbers recovered are 24 and 1 at > 3.00o and > 4.00o- 
respectively, comparing reasonably well with the Gaussian estimates. Additional 
sources of high- significance (> 3.00o) peaks in the residuals might be: 
1) A non -Gaussian component in the noise eg. microphonics. 
2) A poor fit of the model to the data in a small sub -region of the full dataset. 
3) Incomplete source removal, for example a faint source confused with a bright 
source such that only the brighter of the two sources could be identified by the 
presence of a peak. 
Future improvements to the source extraction algorithm will address points 
(2) and (3). Currently, however, a poor model -fit to sub -sections of the original 
map or the presence of any remaining real sources in the residual images will lead 
to an over -estimate of the level of spurious /confused source contamination, and 
so the results presented in subsequent tables may be considered an upper limit. 
Examples of the residual images (smoothed with a 14.5" FWHM Gaussian) for 
the Lockman Hole East ( "SCUBA 8mJy Survey ") and HDF may be seen in Figs. 
3.56 and 3.57, with any "sources" recovered with signal -to -noise ratio > 4.00 
circled in red, signal -to -noise ratio in the range 3.50 - 3.99 circled in blue, and 
signal -to -noise ratio in the range 3.00 - 3.49 circled in green. 
The final signal images were constructed by adding the unsmoothed noise - 
overlay to the simulated background counts, and trimming to the correct size and 
shape. The original zero -footprint noise maps were used as noise maps for the 
simulated images, and any "hot" pixels identified with signal -to -noise ratio > 4.00 
were re- assigned large noise levels, as was done with the real data. The source 
extraction algorithm was then applied to each simulated image in an identical 
way to the actual survey maps. Two examples of the generated images, smoothed 
with a beam -sized (14.5" FWHM) Gaussian, for both the Lockman Hole East and 
HDF, are shown in Figs. 3.58 and 3.59. The sources retrieved with signal -to -noise 
ratio > 4.00 are circled in red, signal -to -noise ratio in the range 3.50 - 3.99 are 
circled in blue, and signal -to -noise ratio in the range 3.00 - 3.49 are circled in 
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green. 
Simulated images of the 03h (CUDSS), SSA13 (Hawaii Survey) and Lockman 
Hole wide area (8 mJy Survey) fields were created with the small deep regions 
combined into the wider area surveys, however, in the same way as the adding 
of one source into the real data and attempting to retrieve it (Section 3.2) the 
results for the deep and shallower areas were treated separately. The regions of 
uniform and non -uniform noise were also treated individually, as before. 
These simulations differ slightly to those presented in Scott et al. (2002), and 
this is reflected in the results presented for the "SCUBA 8 mJy Survey" fields 
(ELAIS N2 and the Lockman Hole East wide area field). Combining the data 
from the various surveys improves the constraints on the 850 pm source counts (as 
discussed in Chapter 5), and a steeper source counts model, fit to the combined 
counts, has been used to create these mock images. This leads to higher densities 
of fainter sources, and hence increases the fraction of significant detections arising 
from confusion. The second difference is that a lower flux density cut -off of 14 mJy 
has been applied, corresponding to the retrieved flux density of the brightest 
source detected in the uniform regions of any of the survey fields, as opposed to the 
20 mJy cut-off employed in the earlier simulations. The presence of sources with 
artificially high input flux densities increases the fraction of objects retrieved with 
high signal -to -noise ratios, which in turn overestimates the integral completeness 
at a given signal -to -noise threshold, particularly in the non -uniform areas where 
the noise levels are higher. The third difference is the noise overlay added on to 
the background sources. In previous simulations this was created by rebinning 
the individual datasets with randomised bolometer astrometry so as to smear 
out any sources present. This approach was found to have problems in regions 
with several significant bright sources, which would become smeared together on 
scrambling, creating a patch of excessive noise. For this reason, and in order 
to preserve the noise properties of the real data as far as possible, the residual 
signal maps were adopted as the overlaid noise. These residual maps are the 
difference between the pixel values of the actual unconvolved signal maps, and 
the best -fit model of the full sky region as constructed from a series of idealised 
beam -profiles centred on every peak in the convolved signal image. Hence, the 
residual maps represent the excess noise levels superimposed on top of the real 
data. The final difference is in the flux densities of peaks in the convolved maps, 
considered as potential sources. In Scott et al. (2002), peaks identified at > 3 mJy 
were considered as possible sources and included in the source extraction matrix, 
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Figure 3.58: Two examples of the fully simulated Lockman Hole East images from 
the "SCUBA 8 mJy Survey ". The images have been convolved with a 14.5" FWHM 
Gaussian. Display levels are -7.0 - 7.0 mJy, for comparison with the residual image. 
Sources recovered with S/N > 4.00 are circled in red, 3.50 < S/N < 3.99 are circled in 
blue, and 3.00 < S/N < 3.49 are circled in green. 
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Figure 3.59: Two examples of the fully simulated Hubble Deep Field images. The 
images have been convolved with a 14.5" FWHM Gaussian. Display levels are -4.5 - 
4.5 mJy, for comparison with the residual image. Sources recovered with S/N > 4.00 
are circled in red, 3.50 < S/N < 3.99 are circled in blue, and 3.00 < S/N < 3.49 are 
circled in green. 
3.3: Completely simulated maps 119 
whereas in these simulations all positive peaks were included in the maximum 
likelihood fit. 
The extracted sources were each identified with the brightest input source, 
located within 8 arcseconds of the retrieved peak position. Regions of uniform 
or non -uniform noise were assigned according to whether the input position lay 
within the uniform noise cutouts. This raises the possibility of a source located 
very close to the uniform /non- uniform boundary being input and assigned one 
noise area, but extracted a few arcseconds away under a different noise classifi- 
cation. In these circumstances, both locations were allocated the input position 
classification so as not to underestimate the completeness. The subsequent sim- 
ulation analyses were conducted at various signal -to -noise levels down to very 
low significance levels (> 1.50u), even though the source catalogues presented in 
Chapters 4 and 5 only reach > 3.00u. This was to allow an assessment of whether 
sources recovered at > 3o- by other submillimetre groups using different reduction 
and extraction methods, but which were recovered at lower signal -to -noise in the 
analysis presented in Chapter 5, were likely to be real. The tabulated results 
also reflect a broad range of flux density thresholds, some of which are not of 
particular interest to every field, for example one would not expect to recover a 
2 mJy source in a field where the rms noise levels are > 2 mJy. These values were 
included to allow trends with flux density in the various quantified properties to 
be identified. 
The results of the integral completeness analyses are given in Tables 3.5 to 
3.20, for the uniform noise regions of each individual field, and the non -uniform 
noise regions of the "8 mJy Survey" fields. Flux density thresholds of 2 - 10 mJy 
at 2 mJy intervals, and signal -to -noise thresholds of 1.50 -4.00u at 0.50a intervals 
were considered. The quoted errors are the 1u Poisson error on the number of 
sources input to the fields. Comparing the values given in Tables 3.5 and 3.7 
with 3.6 and 3.8, there is a marked contrast in the fraction of sources successfully 
retrieved in the uniform and non -uniform noise regions. For example, at S850 > 
8 mJy and a significance of 3.50u the uniform noise regions of the Lockman Hole 
East and ELAIS N2 are 70 -75% complete, whereas the non -uniform noise regions 
are only 10 - 15% complete. As the flux density threshold drops to reach the faint 
limit at which significant (> 3.00u) sources can still be detected in the uniform 
noise regions of the respective surveys (corresponding to an integral completeness 
of 65 -75 %), there is a drop of 5 -10% in the fraction of sources recovered for every 
increase of 0.50a in the signal -to -noise threshold. The estimated completeness 
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ELAIS N2 field, uniform noise region 
Flux % Integral Completeness 
Density > 1.50a > 2.00o > 2.50v > 3.00o > 3.50a > 4.00o 
> 2mJy 45.7± 0.5 36.3± 0.4 25.6± 0.3 17.6± 0.2 11.5± 0.1 7.6± 0.1 
> 4 mJy 71.2 ± 1.7 68.9 ± 1.6 60.8 ± 1.4 50.9 ± 1.2 38.7 ± 0.9 28.8 ± 0.7 
> 6 mJy 79.9 ± 3.1 79.6 ± 3.1 77.3 ± 3.0 72.8 ± 2.8 64.7 ± 2.5 55.4 ± 2.2 
> 8mJy 76.4± 4.4 76.4± 4.4 76.1± 4.4 74.4± 4.3 71.1± 4.1 65.2± 3.7 
> 10 mJy 76.8± 6.4 76.8± 6.4 76.8± 6.4 76.8± 6.4 74.6± 6.3 71.1± 6.0 
Table 3.5: Percentage integral completeness results for the uniform noise region of 
the ELAIS N2 field, over the flux density range 2 - 10 mJy, and for signal -to -noise 
thresholds of > 1.50a to > 4.00a. 
ELAIS N2 field, non -uniform noise region 
Flux % Integral Completeness 
Density > 1.50u > 2.00o > 2.50a > 3.00a > 3.50o > 4.00o 
> 2mJy 12.6± 0.3 8.2± 0.2 4.7± 0.1 2.4± 0.1 1.0± 0.1 0.4± 0.1 
> 4mJy 24.2± 1.1 18.3± 0.8 12.7± 0.6 7.7± 0.3 4.0± 0.2 1.9± 0.1 
> 6mJy 35.6± 2.7 31.6± 2.4 24.9± 1.9 14.7± 1.1 9.6± 0.7 5.6± 0.4 
> 8mJy 37.8± 4.4 33.8± 3.9 31.1± 3.6 23.0± 2.7 14.9± 1.7 10.8± 1.3 
> 10 mJy 38.1 ± 5.9 35.7 ± 5.5 33.3 ± 5.1 28.6 ± 4.4 19.0 ± 2.9 11.9 ± 1.8 
Table 3.6: Percentage integral completeness results for the non- uniform noise region 
of the ELAIS N2 field, over the flux density range 2 - 10 mJy, and for signal -to -noise 
thresholds of > 1.50a to > 4.00a. 
Lockman Hole wide area field, uniform noise region 
Flux % Integral Completeness 
Density > 1.500 > 2.00u > 2.50o > 3.00o > 3.50o > 4.00a 
> 2mJy 41.8± 0.5 30.0± 0.4 19.2± 0.2 11.9± 0.1 7.1± 0.1 4.3± 0.1 
> 4 mJy 72.0 ± 2.0 65.3 ± 1.8 52.7 ± 1.4 38.8 ± 1.1 26.9 ± 0.7 18.2 ± 0.5 
> 6 mJy 78.1 ± 3.5 77.6 ± 3.4 74.4 ± 3.3 64.0 ± 2.8 51.4 ± 2.3 38.2 ± 1.7 
> 8mJy 81.3± 5.4 81.3± 5.4 80.9± 5.4 79.6± 5.3 73.8± 4.9 60.9± 4.1 
> 10 mJy 73.0 ± 6.8 73.0 ± 6.8 73.0 ± 6.8 73.0 ± 6.8 72.2 ± 6.7 67.0 ± 6.2 
Table 3.7: Percentage integral completeness results for the uniform noise region of 
the Lockman Hole wide area field, over the flux density range 2 - 10 mJy, and for 
signal -to -noise thresholds of > 1.50a to > 4.00a. 
Lockman Hole wide area field, non -uniform noise region 
Flux % Integral Completeness 
Density > 1.50v > 2.00o > 2.50u > 3.00u > 3.50o > 4.000' 
> 2mJy 19.2± 0.3 13.1± 0.2 7.9± 0.1 3.8± 0.1 1.8± 0.1 0.7± 0.1 
> 4mJy 34.6± 1.2 25.7± 0.9 18.0± 0.6 9.8± 0.4 5.4± 0.2 2.5± 0.1 
> 6mJy 39.6± 2.3 34.0± 2.0 25.4± 1.5 16.2± 0.9 8.6± 0.5 4.0± 0.2 
> 8mJy 36.8± 3.1 34.7± 2.9 29.9± 2.5 19.4± 1.6 10.4± 0.9 4.9± 0.4 
> 10mJy 30.3± 3.5 30.3± 3.5 28.9± 3.3 21.1± 2.4 14.5± 1.7 7.9± 0.9 
Table 3.8: Percentage integral completeness results for the non -uniform noise region 
of the Lockman Hole wide area field, over the flux density range 2 - 10 mJy, and for 
signal -to -noise thresholds of > 1.50a to > 4.00a. 
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Lockman Hole deep strip field, uniform noise region 
Flux % Integral Completeness 
Density > 1.50v > 2.00a > 2.50o- > 3.00o- > 3.50o > 4.00u 
> 2mJy 57.2± 1.5 48.6± 1.2 38.0± 1.0 29.6± 0.8 21.7± 0.6 15.0± 0.4 
> 4 mJy 82.3 ± 4.7 82.3 ± 4.7 80.0 ± 4.6 76.1 ± 4.4 63.3 ± 3.6 50.2 ± 2.9 
> 6mJy 85.2± 7.9 85.2± 7.9 85.2± 7.9 85.2± 7.9 83.5± 7.8 78.3± 7.3 
> 8 mJy 84.6 ± 11.7 84.6 ± 11.7 84.6 ± 11.7 84.6 ± 11.7 84.6 ± 11.7 84.6 ± 11.7 
> 10 mJy 65.4 ± 12.8 65.4 ± 12.8 65.4 ± 12.8 65.4 ± 12.8 65.4 ± 12.8 65.4 ± 12.8 
Table 3.9: Percentage integral completeness results for the uniform noise region of the 
Lockman Hole deep strip, over the flux density range 2 -10 mJy, and for signal -to -noise 
thresholds of > 1.50a to > 4.00a. 
03h deep area field, uniform noise region 
Flux % Integral Completeness 
Density > 1.50u > 2.00u > 2.50o- > 3.00u > 3.50u > 4.00o- 
> 2 mJy 58.7 ± 2.6 58.5 ± 2.5 57.2 ± 2.5 53.8 ± 2.3 46.6 ± 2.0 38.4 ± 1.7 
> 4 mJy 82.2 ± 7.6 82.2 ± 7.6 82.2 ± 7.6 82.2 ± 7.6 82.2 ± 7.6 82.2 ± 7.6 
> 6 mJy 88.6 ± 13.4 88.6 ± 13.4 88.6 ± 13.4 88.6 ± 13.4 88.6 ± 13.4 88.6 ± 13.4 
> 8 mJy 82.6 ± 17.2 82.6 ± 17.2 82.6 ± 17.2 82.6 ± 17.2 82.6 ± 17.2 82.6 ± 17.2 
> 10 mJy 90.0 ± 28.5 90.0 ± 28.5 90.0 ± 28.5 90.0 ± 28.5 90.0 ± 28.5 90.0 ± 28.5 
Table 3.10: Percentage integral completeness results for the uniform noise region of 
the 03h deep area field, over the flux density range 2 - 10 mJy, and for signal -to -noise 
thresholds of > 1.50a to > 4.00a. 
03h wide area field, uniform noise region 
Flux % Integral Completeness 
Density > 1.50u > 2.00u > 2.50u > 3.00c > 3.50u > 4.00a 
> 2mJy 43.8± 0.6 35.5± 0.5 26.5± 0.4 19.2± 0.3 13.1± 0.2 8.9± 0.1 
> 4 mJy 68.4 ± 2.2 65.8 ± 2.1 60.4 ± 2.0 52.9 ± 1.7 42.3 ± 1.4 32.6 ± 1.1 
> 6 mJy 73.8 ± 4.0 73.2 ± 4.0 70.9 ± 3.8 66.8 ± 3.6 60.3 ± 3.3 52.4 ± 2.8 
> 8mJy 71.5± 6.0 71.5± 6.0 71.5± 6.0 71.5± 6.0 68.8± 5.7 63.9± 5.3 
> lO mJy 69.1 ± 8.4 69.1 ± 8.4 69.1 ± 8.4 69.1 ± 8.4 69.1 ± 8.4 67.6 ± 8.2 
Table 3.11: Percentage integral completeness results for the uniform noise region of 
the 03h wide area field, over the flux density range 2 - 10 mJy, and for signal -to -noise 
thresholds of > 1.50o to > 4.00a. 
10h field, uniform noise region 
Flux % Integral Completeness 
Density > 1.50o > 2.00a > 2.50o > 3.00u > 3.50u > 4.00u 
> 2mJy 44.4± 1.7 39.0± 1.5 33.6± 1.3 26.5± 1.0 19.4± 0.8 14.8± 0.6 
> 4 mJy 57.1 ± 5.0 56.4 ± 4.9 55.6 ± 4.8 52.6 ± 4.6 50.4 ± 4.4 47.4 ± 4.1 
> 6 mJy 68.1 ± 9.9 68.1 ± 9.9 68.1 ± 9.9 66.0 ± 9.6 66.0 ± 9.6 63.8 ± 9.3 
> 8 mJy 70.0 ± 15.7 70.0 ± 15.7 70.0 ± 15.7 70.0 ± 15.7 70.0 ± 15.7 70.0 ± 15.7 
> 10mJy 72.7 ±21.9 72.7 ±21.9 72.7 ±21.9 72.7±21.9 72.7 ±21.9 72.7 ±21.9 
Table 3.12: Percentage integral completeness results for the uniform noise region of 
the 10h field, over the flux density range 2 - 10 mJy, and for signal -to -noise thresholds 
of > 1.50a to > 4.000. 
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14h field, uniform noise region 
Flux % Integral Completeness 
Density > 1.50o > 2.00o- > 2.50o > 3.00o- > 3.50o- > 4.00o- 
> 2mJy 51.0± 0.8 45.1± 0.7 36.2± 0.5 27.5± 0.4 20.6± 0.3 15.3± 0.2 
> 4 mJy 70.3 ± 2.3 69.1 ± 2.2 65.9 ± 2.1 61.5 ± 2.0 55.4 ± 1.8 48.8 ± 1.6 
> 6 mJy 74.5 ± 3.9 74.2 ± 3.9 73.4 ± 3.8 70.9 ± 3.7 69.0 ± 3.6 67.4 ± 3.5 
> '8 mJy 77.8± 6.0 77.8± 6.0 77.8± 6.0 76.0± 5.9 75.4± 5.8 74.9± 5.8 
> lO mJy 78.3 ± 9.4 78.3 ± 9.4 78.3 ± 9.4 76.8 ± 9.2 76.8 ± 9.2 75.4 ± 9.1 
Table 3.13: Percentage integral completeness results for the uniform noise region of 
the 14h field, over the flux density range 2 - 10 mJy, and for signal -to -noise thresholds 
of > 1.50o to > 4.00a. 
22h field, uniform noise region 
Flux % Integral Completeness 
Density > 1.50o > 2.00o > 2.50c > 3.00a > 3.50o > 4.00o- 
> 2 mJy 49.9 ± 2.4 45.1 ± 2.2 36.8 ± 1.8 27.7 ± 1.4 20.5 ± 1.0 14.3 ± 0.7 
> 4 mJy 72.2 ± 8.1 72.2 ± 8.1 72.2 ± 8.1 72.2 ± 8.1 65.8 ± 7.4 55.7 ± 6.3 
> 6 mJy 80.0 ± 16.0 80.0 ± 16.0 80.0 ± 16.0 80.0 ± 16.0 80.0 ± 16.0 80.0 ± 16.0 
> 8 mJy 60.0 ± 15.5 60.0 ± 15.5 60.0 ± 15.5 60.0 ± 15.5 60.0 ± 15.5 60.0 ± 15.5 
> 10 mJy 75.0 ± 37.5 75.0 ± 37.5 75.0 ± 37.5 75.0 ± 37.5 75.0 ± 37.5 75.0 ± 37.5 
Table 3.14: Percentage integral completeness results for the uniform noise region of 
the 22h field, over the flux density range 2 - 10 mJy, and for signal -to -noise thresholds 
of > 1.50a to > 4.00a. 
SSA13 deep area field, uniform noise region 
Flux % Integral Completeness 
Density > 1.50a- > 2.00o > 2.50o- > 3.00o- > 3.50o > 4.00o- 
> 2 mJy 51.3 ± 2.0 50.6 ± 1.9 48.4 ± 1.9 47.1 ± 1.8 42.9 ± 1.6 38.8 ± 1.5 
> 4 mJy 67.9 ± 5.9 67.9 ± 5.9 67.2 ± 5.8 67.2 ± 5.8 67.2 ± 5.8 67.2 ± 5.8 
> 6 mJy 84.1 ± 12.7 84.1 ± 12.7 84.1 ± 12.7 84.1 ± 12.7 84.1 ± 12.7 84.1 ± 12.7 
> 8 mJy 68.0 ± 13.6 68.0 ± 13.6 68.0 ± 13.6 68.0 ± 13.6 68.0 ± 13.6 68.0 ± 13.6 
> 10mJy 75.0 ±21.7 75.0 ±21.7 75.0 ±21.7 75.0 ±21.7 75.0 ±21.7 75.0 ±21.7 
Table 3.15: Percentage integral completeness results for the uniform noise region of 
the SSA13 deep area field, over the flux density range 2- 10 mJy, and for signal -to -noise 
thresholds of > 1.50o- to > 4.000. 
SSA13 wide area field, uniform noise region 
Flux % Integral Completeness 
Density > 1.50v > 2.00o > 2.50cr > 3.00o > 3.50o > 4.00u 
> 2mJy 38.6± 0.6 29.2± 0.5 21.0± 0.3 14.2± 0.2 9.4± 0.2 6.2± 0.1 
> 4mJy 61.2± 2.1 56.6± 1.9 49.5± 1.7 39.3± 1.4 29.2± 1.0 21.8± 0.7 
> 6 mJy 70.7 ± 3.9 67.0 ± 3.7 63.6 ± 3.5 59.6 ± 3.3 50.6 ± 2.8 42.0 ± 2.3 
> 8 mJy 77.0 ± 6.5 76.3 ± 6.5 73.4 ± 6.2 72.7 ± 6.2 66.2 ± 5.6 60.4 ± 5.1 
> lO mJy 73.0 ± 9.2 73.0 ± 9.2 73.0 ± 9.2 73.0 ± 9.2 69.8 ± 8.8 65.1 ± 8.2 
Table 3.16: Percentage integral completeness results for the uniform noise region of 
the SSA13 wide area field, over the flux density range 2 -10 mJy, and for signal -to -noise 
thresholds of > 1.50a to > 4.000. 
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SSA17 field, uniform noise region 
Flux % Integral Completeness 
Density > 1.50u > 2.00u > 2.50u > 3.00o- > 3.50u > 4.00o- 
> 2 mJy 49.6 ± 1.2 42.7 ± 1.1 35.3 ± 0.9 29.2 ± 0.7 22.9 ± 0.6 18.3 ± 0.5 
> 4 mJy 70.9 ± 3.6 69.0 ± 3.6 68.3 ± 3.5 65.1 ± 3.3 57.1 ± 2.9 50.3 ± 2.6 
> 6 mJy 78.9 ± 6.5 78.9 ± 6.5 78.9 ± 6.5 78.2 ± 6.5 74.1 ± 6.1 67.3 ± 5.6 
> 8mJy 71.8± 8.5 71.8± 8.5 71.8± 8.5 71.8± 8.5 71.8± 8.5 71.8± 8.5 
> lO mJy 69.7 ± 12.1 69.7 ± 12.1 69.7 ± 12.1 69.7 ± 12.1 69.7 ± 12.1 69.7 ± 12.1 
Table 3.17: Percentage integral completeness results for the uniform noise region of the 
SSA17 field, over the flux density range 2 - 10 mJy, and for signal -to -noise thresholds 
of > 1.50o to > 4.00a. 
SSA22 field, uniform noise region 
Flux % Integral Completeness 
Density > 1.50o- > 2.00u > 2.50o > 3.00v > 3.50o > 4.00o- 
> 2 mJy 50.3 ± 1.2 49.0 ± 1.2 46.3 ± 1.2 43.1 ± 1.1 39.0 ± 1.0 34.6 ± 0.9 
> 4 mJy 65.7 ± 3.6 65.4 ± 3.6 64.8 ± 3.5 64.2 ± 3.5 62.7 ± 3.4 60.9 ± 3.3 
> 6mJy 73.9 ± 6.8 73.9 ± 6.8 73.9 ± 6.8 73.1 ± 6.7 73.1 ± 6.7 73.1 ± 6.7 
> 8 mJy 69.6 ± 9.3 69.6 ± 9.3 69.6 ± 9.3 69.6 ± 9.3 69.6 ± 9.3 69.6 ± 9.3 
> 10 mJy 78.3 ± 16.3 78.3 ± 16.3 78.3 ± 16.3 78.3 ± 16.3 78.3 ± 16.3 78.3 ± 16.3 
Table 3.18: Percentage integral completeness results for the uniform noise region of the 
SSA22 field, over the flux density range 2 - 10 mJy, and for signal -to -noise thresholds 
of > 1.50a to > 4.00a. 
Lockman Hole deep field, uniform noise region 
Flux % Integral Completeness 
Density > 1.50a > 2.00o- > 2.50o- > 3.000 > 3.50o- > 4.00o- 
> 2 mJy 45.9 ± 1.8 45.5 ± 1.8 43.6 ± 1.7 41.8 ± 1.6 37.9 ± 1.5 33.6 ± 1.3 
> 4 mJy 60.4 ± 5.0 60.4 ± 5.0 60.4 ± 5.0 60.4 ± 5.0 59.7 ± 5.0 59.0 ± 4.9 
> 6 mJy 68.5 ± 9.3 68.5 ± 9.3 68.5 ± 9.3 68.5 ± 9.3 68.5 ± 9.3 68.5 ± 9.3 
> 8 mJy 64.3 ± 12.1 64.3 ± 12.1 64.3 ± 12.1 64.3 ± 12.1 64.3 ± 12.1 64.3 ± 12.1 
> 10 mJy 70.6 ± 17.1 70.6 ± 17.1 70.6 ± 17.1 70.6 ± 17.1 70.6 ± 17.1 70.6 ± 17.1 
Table 3.19: Percentage integral completeness results for the uniform noise region of the 
Lockman Hole deep field, over the flux density range 2 -10 mJy, and for signal -to -noise 
thresholds of > 1.50o- to > 4.00v. 
Hubble deep field, uniform noise region 
Flux % Integral Completeness 
Density > 1.50v > 2.00a > 2.50v > 3.00o > 3.50a > 4.000 
> 2mJy 61.6± 2.9 61.6± 2.9 61.6± 2.9 61.3± 2.9 59.8± 2.8 57.1± 2.7 
> 4 mJy 77.3 ± 7.9 77.3 ± 7.9 77.3 ± 7.9 77.3 ± 7.9 77.3 ± 7.9 77.3 ± 7.9 
> 6 mJy 93.0 ± 14.2 93.0 ± 14.2 93.0 ± 14.2 93.0 ± 14.2 93.0 ± 14.2 93.0 ± 14.2 
> 8 mJy 82.4 ± 20.0 82.4 ± 20.0 82.4 ± 20.0 82.4 ± 20.0 82.4 ± 20.0 82.4 ± 20.0 
> 10 mJy 100 ± 40.8 100 ± 40.8 100 ± 40.8 100 ± 40.8 100 ± 40.8 100 ± 40.8 
Table 3.20: Percentage integral completeness results for the uniform noise region of 
the Hubble deep field, over the flux density range 2 - 10 mJy, and for signal -to -noise 
thresholds of > 1.50a to > 4.000'. 
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percentages in the small deep surveys (such as the 10h and SSA13 deep fields) 
should be considered as lower limits due to their small area in relation to the 
beam size. The undersampling in the jiggle pattern affects the data taken up to 
a beam -width into the field. These elevated noise levels in turn can mask the 
identification of a potential source located up to a further half a beam -width into 
the map, despite that region being fully sampled and hence uniform noise. A 
greater proportion of the field area in a small SCUBA map is affected by this 
problem than in a wider -area field and may artificially increase the number of 
bright sources which fail to be recovered. The error bars on the integral com- 
pleteness measurements at bright flux densities (8 or 10 mJy) are also generally 
large (+20 %) in the smaller fields due to a low source density and hence fewer 
bright sources being entered into the pencil -beam maps. 
Tables 3.21 to 3.26 give the percentage count correction factors, above a spe- 
cific flux density level, and at a given signal -to -noise ratio threshold, for the 
uniform noise regions of each individual field, and the non- uniform noise regions 
of the "8 mJy Survey" fields. Count correction factors at 2 mJy intervals from 
5850 > 2 mJy to 5850 > 10 mJy, and significances of better than 1.50 - 4.000 at 
0.50cr intervals were considered. The first point of note is that the percentage 
count corrections in the non -uniform noise regions of the "SCUBA 8 mJy Sur- 
vey" fields (Tables 3.22 and 3.24) are in most cases greater than 100% for the 
3.50 and 4.00 significance levels at all flux densities, reflecting the poor levels 
of completeness in these regions. The converse, however, is true in the regions 
of uniform noise, implying that the effects of flux -boosting (discussed in Section 
3.2) have a stronger effect on the source counts than incompleteness. In the 
Lockman Hole East and ELAIS N2 fields, the correction factors applied to the 
bright counts (8 or 10 mJy) is 30 - 40% at S/N > 3.00, 50 - 60% at S/N > 3.50, 
and 70 - 90% at S/N > 4.00, the trend in signal -to -noise ratio indicative of an 
increase in the contamination of spurious /confused sources in the raw catalogues 
as the significance threshold is lowered. The count corrections become less severe 
with decreasing noise levels. The intermediate depth and sized areas such as the 
03h wide area field ("CUDSS"), Lockman Hole deep strip ( "8 mJy Survey"), and 
SSA17 and SSA22 ( "Hawaii Survey ") require a 70 - 80% correction to the raw 
counts at S/N > 3.50, and 80 - 90% at S/N > 4.00. The deep single -pointing 
SCUBA maps such as the 10h and 22h fields ( "CUDSS ") and the Lockman Hole 
deep field and SSA13 deep field ( "Hawaii Survey ") require no count correction 
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ELAIS N2 field, uniform noise region 
Flux % Count Correction 
Density > 1.50u > 2.00o- > 2.50a > 3.000 > 3.50o- > 4.00o- 
> 2 mJy 44.0 ± 0.3 78.9 ± 0.7 160.5 ± 2.2 334.8 ± 6.5 652.6 ± 17.7 > 1000 
> 4 mJy 14.8 ± 0.1 20.8 ± 0.2 36.5 ± 0.5 71.1 ± 1.4 137.3 ± 3.7 245.5 ± 8.9 
> 6 mJy 13.3 ± 0.2 16.6 ± 0.3 24.8 ± 0.5 38.5 ± 0.9 61.0 ± 1.8 94.3 ± 3.6 
> 8mJy 17.1 ± 0.4 18.7 ± 0.5 25.4 ± 0.7 37.9 ± 1.3 54.7 ± 2.3 75.7 ± 3.8 
> 10 mJy 26.4 ± 1.1 27.1 ± 1.2 33.0 ± 1.6 45.1 ± 2.5 59.7 ± 3.9 75.9 ± 5.6 
Table 3.21: Percentage count correction results for the uniform noise region of the 
ELAIS N2 field, over the flux density range 2 -10 mJy, and for signal -to -noise thresholds 
of > 1.50o- to > 4.00u. 
ELAIS N2 field, non -uniform noise region 
Flux % Count Correction 
Density > 1.50o- > 2.00v > 2.50o > 3.00o > 3.50cr > 4.00o- 
> 2 mJy 83.0 ± 1.5 158.4 ± 4.0 467.8 ± 20.5 > 1000 > 1000 > 1000 
> 4 mJy 17.8 ± 0.3 33.9 ± 0.9 100.2 ± 4.4 366.2 ± 30.7 > 1000 > 1000 
> 6mJy 6.8± 0.1 11.6± 0.3 34.1± 1.5 124.6 ±10.5 491.7 ±81.9 > 1000 
> 8 mJy 4.0 ± 0.1 5.8 ± 0.2 14.7 ± 0.7 52.1 ± 4.4 205.6 ± 34.3 616.7 ± 178.0 
> 10 mJy 4.7 ± 0.2 6.6 ± 0.3 14.6 ± 0.9 42.0 ± 4.2 120.0 ± 20.3 350.0 ± 101.0 
Table 3.22: Percentage count correction results for the non -uniform noise region of 
the ELAIS N2 field, over the flux density range 2 - 10 mJy, and for signal -to -noise 
thresholds of > 1.50o to > 4.000. 
Lockman Hole wide area field, uniform noise region 
Flux % Count Correction 
Density > 1.50o > 2.00o- > 2.50v > 3.00o- > 3.50o > 4.00o- 
> 2 mJy 45.7 ± 0.4 93.8 ± 1.1 207.2 ± 3.7 459.8 ± 12.3 > 1000 > 1000 
> 4 mJy 11.4 ± 0.1 20.7 ± 0.3 44.1 ± 0.8 96.6 ± 2.6 230.5 ± 9.5 448.0 ± 25.8 
> 6mJy 9.7± 0.1 12.3± 0.2 20.9± 0.4 41.2± 1.2 91.7± 3.9 171.0± 9.9 
> 8mJy 12.3± 0.3 13.5± 0.3 18.1± 0.5 26.6± 0.9 52.2± 2.5 88.6± 5.6 
> 10 mJy 22.1 ± 1.0 22.7 ± 1.0 28.8 ± 1.4 36.4 ± 2.0 46.9 ± 3.0 65.0 ± 4.9 
Table 3.23: Percentage count correction results for the uniform noise region of the 
Lockman Hole wide area field, over the flux density range 2 - 10 mJy, and for signal - 
to -noise thresholds of > 1.50o to > 4.00v. 
Lockman Hole wide area field, non -uniform noise region 
Flux % Count Correction 
Density > 1.50cr > 2.00o- > 2.50v > 3.00o- > 3.50v > 4.00u 
> 2 mJy 59.3 ± 0.8 102.7 ± 1.7 191.8 ± 4.4 441.5 ± 15.2 > 1000 > 1000 
> 4 mJy 12.6 ± 0.2 21.8 ± 0.4 40.7 ± 0.9 93.6 ± 3.2 312.7 ± 19.7 > 1000 
> 6 mJy 5.3 ± 0.1 8.5 ± 0.1 15.7 ± 0.4 36.1 ± 1.2 120.7 ± 7.6 673.3 ± 100.4 
> 8mJy 3.1± 0.1 4.4± 0.1 7.6± 0.2 17.2± 0.6 57.4± 3.6 320.0± 47.7 
> 10mJy 2.3± 0.1 2.9± 0.1 4.5± 0.1 9.8± 0.4 31.4± 2.0 172.7± 26.0 
Table 3.24: Percentage count correction results for the nonuniform noise region of 
the Lockman Hole wide area field, over the flux density range 2 - 10 mJy, and for 
signal -to -noise thresholds of > 1.50Q to > 4.000. 
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Lockman Hole deep strip field, uniform noise region 
Flux % Count Correction 
Density > 1.50v > 2.00o- > 2.50a > 3.00v > 3.50o > 4.00o- 
> 2 mJy 41.5 ± 0.7 65.2 ± 1.3 113.3 ± 3.1 205.5 ± 7.5 352.7 ± 16.9 606.0 ± 38.2 
> 4mJy 26.5± 0.8 27.2± 0.8 32.5± 1.1 45.3± 1.7 71.6± 3.5 121.0± 7.6 
> 6 mJy 50.2 ± 3.3 50.2 ± 3.3 50.2 ± 3.3 51.8 ± 3.5 56.1 ± 3.9 63.9 ± 4.8 
> 8 mJy 83.9 ± 10.7 83.9 ± 10.7 83.9 ± 10.7 83.9 ± 10.7 83.9 ± 10.7 83.9 ± 10.7 
> 10 mJy 81.2 ± 14.4 81.2 ± 14.4 81.2 ± 14.4 81.2 ± 14.4 81.2 ± 14.4 81.2 ± 14.4 
Table 3.25: Percentage count correction results for the uniform noise region of the 
Lockman Hole deep strip field, over the flux density range 2 - 10 mJy, and for signal - 
to -noise thresholds of > 1.50a to > 4.00a. 
03h deep area field, uniform noise region 
Flux % Count Correction 
Density > 1.50o- > 2.00o > 2.50v > 3.00v > 3.50o > 4.00o- 
> 2mJy 62.3± 2.1 64.9± 2.3 76.5± 2.9 100.4± 4.4 140.1± 7.2 199.2± 12.2 
> 4mJy 58.7± 4.1 59.9± 4.3 62.8± 4.6 64.8± 4.8 67.8± 5.1 72.8± 5.7 
> 6 mJy 62.9 ± 7.5 63.8 ± 7.7 63.8 ± 7.7 64.7 ± 7.8 65.7 ± 8.0 65.7 ± 8.0 
> 8 mJy 88.5 ± 17.3 88.5 ± 17.3 88.5 ± 17.3 92.0 ± 18.4 92.0 ± 18.4 92.0 ± 18.4 
> 10 mJy 71.4 ± 19.1 71.4 ± 19.1 71.4 ± 19.1 76.9 ± 21.3 76.9 ± 21.3 76.9 ± 21.3 
Table 3.26: Percentage count correction results for the uniform noise region of the 03h 
deep area field, over the flux density range 2 -10 mJy, and for signal -to -noise thresholds 
of > 1.50o to > 4.00cr. 
03h wide area field, uniform noise region 
Flux % Count Correction 
Density > 1.50CT > 2.00o- > 2.50o > 3.00o > 3.50o > 4.00o- 
> 2 mJy 52.8 ± 0.6 89.2 ± 1.2 165.6 ± 3.2 308.9 ± 8.0 553.0 ± 19.3 919.8 ± 41.3 
> 4mJy 20.4± 0.3 27.7± 0.5 44.0± 0.9 71.4± 2.0 116.9± 4.1 190.5± 8.6 
> 6mJy 20.7± 0.5 24.4± 0.7 33.1± 1.0 51.9± 2.0 75.4± 3.5 101.8± 5.6 
> 8 mJy 24.7 ± 1.0 25.6 ± 1.1 35.4 ± 1.8 53.5 ± 3.3 70.6 ± 4.9 87.8 ± 6.9 
> 10 mJy 32.2 ± 2.2 32.5 ± 2.3 34.2 ± 2.4 49.3 ± 4.2 68.0 ± 6.8 85.0 ± 9.5 
Table 3.27: Percentage count correction results for the uniform noise region of the 03h 
wide area field, over the flux density range 2 -10 mJy, and for signal -to -noise thresholds 
of > 1.50o- to > 4.00v. 
10h field, uniform noise region 
Flux % Count Correction 
Density > 1.50v > 2.000 > 2.50v > 3.00c > 3.50o- > 4.00o- 
> 2 mJy 77.4 ± 2.6 100.5 ± 3.9 147.9 ± 7.0 231.4 ± 13.7 379.4 ± 28.7 558.0 ± 51.2 
> 4 mJy 58.8 ± 3.9 63.0 ± 4.3 73.1 ± 5.4 88.7 ± 7.2 104.7 ± 9.3 129.1 ± 12.7 
> 6 mJy 64.4 ± 7.5 65.3 ± 7.7 78.3 ± 10.1 90.4 ± 12.5 92.2 ± 12.9 94.0 ± 13.3 
> 8mJy 66.7 ±12.2 66.7 ±12.2 69.0 ±12.8 76.9 ±15.1 80.0 ±16.0 80.0± 16.0 
> 10 mJy 122.2 ± 40.7 122.2 ± 40.7 122.2 ± 40.7 122.2 ± 40.7 122.2 ± 40.7 122.2 ± 40.7 
Table 3.28: Percentage count correction results for the uniform noise region of the 
10h field, over the flux density range 2 - 10 mJy, and for signal -to -noise thresholds of 
> 1.50o- to > 4.00o.. 
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14h field, uniform noise region 
Flux % Count Correction 
Density > 1.50o > 2.00o > 2.50o- > 3.00a > 3.50o- > 4.000 
> 2 mJy 55.5 ± 0.6 83.6 ± 1.1 146.4 ± 2.6 248.4 ± 5.8 394.8 ± 11.6 584.9 ± 21.0 
> 4mJy 34.2± 0.6 42.3± 0.9 55.4± 1.3 71.9± 2.0 96.3± 3.1 126.9± 4.6 
> 6 mJy 39.0 ± 1.3 50.2 ± 1.9 69.0 ± 3.0 80.2 ± 3.7 89.5 ± 4.4 96.8 ± 5.0 
> 8 mJy 45.9 ± 2.4 52.8 ± 3.0 69.3 ± 4.5 84.3 ± 6.0 92.8 ± 6.9 96.5 ± 7.3 
> 10mJy 61.1± 5.7 61.6± 5.8 71.1± 7.2 80.2± 8.7 87.3± 9.8 90.8± 10.4 
Table 3.29: Percentage count correction results for the uniform noise region of the 
14h field, over the flux density range 2 - 10 mJy, and for signal -to -noise thresholds of 
> 1.50a to > 4.00a. 
22h field, uniform noise region 
Flux % Count Correction 
Density > 1.50o- > 2.00v > 2.50v > 3.00o- > 3.50o- > 4.00o 
> 2 mJy 52.4 ± 1.9 82.6 ± 3.7 138.7 ± 8.0 246.5 ± 18.9 395.3 ± 38.4 634.8 ± 78.1 
> 4 mJy 40.7 ± 2.9 42.9 ± 3.2 50.3 ± 4.0 59.8 ± 5.2 76.0 ± 7.4 119.7 ± 14.7 
> 6 mJy 56.8 ± 8.6 56.8 ± 8.6 56.8 ± 8.6 61.0 ± 9.5 67.6 ± 11.1 78.1 ± 13.8 
> 8 mJy 115.4 ± 32.0 115.4 ± 32.0 115.4 ± 32.0 115.4 ± 32.0 115.4 ± 32.0 125.0 ± 36.1 
> 10 mJy 100.0 ± 50.0 100.0 ± 50.0 100.0 ± 50.0 100.0 ± 50.0 100.0 ± 50.0 100.0 ± 50.0 
Table 3.30: Percentage count correction results for the uniform noise region of the 
22h field, over the flux density range 2 - 10 mJy, and for signal -to -noise thresholds of 
> 1.50a to > 4.00a. 
SSA13 deep area field, uniform noise region 
Flux % Count Correction 
Density > 1.50v > 2.00u > 2.50v > 3.00o > 3.50o > 4.00u 
> 2mJy 74.6± 2.5 79.0± 2.7 89.3± 3.2 102.0± 4.0 125.8± 5.4 154.4± 7.4 
> 4mJy 69.1± 5.0 69.4± 5.0 70.5± 5.1 71.7± 5.2 72.8± 5.4 74.0± 5.5 
> 6 mJy 73.3 ± 9.5 73.3 ± 9.5 73.3 ± 9.5 73.3 ± 9.5 73.3 ± 9.5 74.6 ± 9.7 
> 8 mJy 119.0 ± 26.0 119.0 ± 26.0 119.0 ± 26.0 119.0 ± 26.0 119.0 ± 26.0 119.0 ± 26.0 
> 10 mJy 100.0 ± 28.9 100.0 ± 28.9 100.0 ± 28.9 100.0 ± 28.9 100.0 ± 28.9 100.0 ± 28.9 
Table 3.31: Percentage count correction results for the uniform noise region of the 
SSA13 deep area field, over the flux density range 2 - 10 mJy, and for signal -to -noise 
thresholds of > 1.50o to > 4.00v. 
SSA13 wide area field, uniform noise region 
Flux % Count Correction 
Density > 1.50a > 2.00c > 2.50v > 3.000 > 3.50v > 4.00v 
> 2 mJy 59.7 ± 0.8 111.6 ± 1.9 215.8 ± 5.2 423.2 ± 14.2 841.6 ± 39.7 > 1000 
> 4 mJy 20.0 ± 0.3 30.0 ± 0.6 51.7 ± 1.3 96.6 ± 3.3 189.0 ± 8.9 327.5 ± 20.4 
> 6 mJy 20.4 ± 0.5 26.1 ± 0.7 35.9 ± 1.2 54.4 ± 2.2 91.0 ± 4.8 138.5 ± 9.1 
> 8 mJy 29.7 ± 1.4 34.5 ± 1.7 41.4 ± 2.3 49.5 ± 3.0 70.6 ± 5.0 96.5 ± 8.0 
> 10 mJy 50.0 ± 4.5 54.8 ± 5.1 59.4 ± 5.8 61.8 ± 6.1 70.8 ± 7.5 80.8 ± 9.1 
Table 3.32: Percentage count correction results for the uniform noise region of the 
SSA13 wide area field, over the flux density range 2 - 10 mJy, and for signal -to -noise 
thresholds of > 1.50a to > 4.000. 
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SSA17 field, uniform noise region 
Flux % Count Correction 
Density > 1.50o- > 2.O0v > 2.50a > 3.00v > 3.50a > 4.O0a 
> 2 mJy 66.5 ± 1.3 96.1 ± 2.3 148.3 ± 4.5 226.3 ± 8.4 329.7 ± 14.8 464.7 ± 24.7 
> 4 mJy 41.1 ± 1.4 46.2 ± 1.6 56.1 ± 2.2 69.9 ± 3.0 88.7 ± 4.3 113.9 ± 6.2 
> 6 mJy 53.6 ± 3.2 57.0 ± 3.5 62.8 ± 4.1 71.0 ± 4.9 77.0 ± 5.6 86.0 ± 6.6 
> 8 mJy 76.3 ± 7.9 76.3 ± 7.9 79.8 ± 8.5 83.5 ± 9.1 85.5 ± 9.4 87.7 ± 9.7 
> 10 mJy 84.6 ± 13.5 84.6 ± 13.5 89.2 ± 14.7 89.2 ± 14.7 91.7 ± 15.3 91.7 ± 15.3 
Table 3.33: Percentage count correction results for the uniform noise region of the 
SSA17 field, over the flux density range 2 - 10 mJy, and for signal -to -noise thresholds 
of > 1.50a to > 4.00a. 
SSA22 field, uniform noise region 
Flux % Count Correction 
Density > 1.50a > 2.00a > 2.50o- > 3.00a > 3.50a > 4.00a 
> 2 mJy 84.3 ± 1.9 94.7 ± 2.3 107.4 ± 2.8 126.1 ± 3.5 155.9 ± 4.8 196.2 ± 6.8 
> 4mJy 65.6± 2.9 68.6± 3.1 71.2± 3.3 76.1± 3.6 80.3± 3.9 84.5± 4.2 
> 6 mJy 77.3 ± 6.2 77.3 ± 6.2 78.8 ± 6.4 80.4 ± 6.6 82.1 ± 6.8 85.0 ± 7.2 
> 8 mJy 94.9 ± 12.4 94.9 ± 12.4 94.9 ± 12.4 94.9 ± 12.4 94.9 ± 12.4 98.2 ± 13.0 
> 10 mJy 92.0 ± 18.4 92.0 ± 18.4 92.0 ± 18.4 92.0 ± 18.4 92.0 ± 18.4 92.0 ± 18.4 
Table 3.34: Percentage count correction results for the uniform noise region of the 
SSA22 field, over the flux density range 2 - 10 mJy, and for signal -to -noise thresholds 
of > 1.50a to > 4.00a. 
Lockman Hole deep field, uniform noise region 
Flux % Count Correction 
Density > 1.50a > 2.00o > 2.50u > 3.000 > 3.50o > 4.00o- 
> 2 mJy 88.2 ± 3.3 98.0 ± 3.8 113.1 ± 4.7 129.5 ± 5.8 155.6 ± 7.6 203.4 ± 11.4 
> 4 mJy 63.2 ± 4.2 66.7 ± 4.5 72.4 ± 5.1 77.8 ± 5.7 82.8 ± 6.3 91.1 ± 7.3 
> GmJy 74.0± 8.7 74.0± 8.7 78.3± 9.4 87.1±11.1 88.5±11.3 88.5± 11.3 
> 8 mJy 96.6 ± 17.9 96.6 ± 17.9 96.6 ± 17.9 96.6 ± 17.9 96.6 ± 17.9 96.6 ± 17.9 
> 10 mJy 113.3 ± 29.3 113.3 ± 29.3 113.3 ± 29.3 113.3 ± 29.3 113.3 ± 29.3 113.3 ± 29.3 
Table 3.35: Percentage count correction results for the uniform noise region of the 
Lockman Hole deep field, over the flux density range 2 -10 mJy, and for signal -to -noise 
thresholds of > 1.50cr to > 4.00a. 
Hubble deep field, uniform noise region 
Flux % Count Correction 
Density > 1.50cr > 2.00o > 2.50o > 3.00v > 3.50v > 4.00o- 
> 2 mJy 102.5 ± 4.9 102.5 ± 4.9 102.7 ± 4.9 104.7 ± 5.0 108.7 ± 5.3 118.1 ± 6.1 
> 4 mJy 80.8 ± 7.4 80.8 ± 7.4 80.8 ± 7.4 80.8 ± 7.4 80.8 ± 7.4 80.8 ± 7.4 
> 6 mJy 82.7 ± 11.5 82.7 ± 11.5 82.7 ± 11.5 82.7 ± 11.5 82.7 ± 11.5 82.7 ± 11.5 
> 8 mJy 81.0 ± 17.7 81.0 ± 17.7 81.0 ± 17.7 81.0 ± 17.7 81.0 ± 17.7 81.0 ± 17.7 
> 10 mJy 85.7 ± 32.4 85.7 ± 32.4 85.7 ± 32.4 85.7 ± 32.4 85.7 ± 32.4 85.7 ± 32.4 
Table 3.36: Percentage count correction results for the uniform noise region of the Hub- 
ble deep field, over the flux density range 2 -10 mJy, and for signal -to -noise thresholds 
of > 1.50o- to > 4.00a. 
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in the 8 -10 mJy range, and a 70 -90% correction at S850 > 4 mJy to S850 > 6 mJy, 
for applied signal -to -noise thresholds of 3.00 or higher. At 2 or 3 mJy, the very 
faintest source flux density levels accessible in a blank field survey due to the 
confusion limit being reached, the count correction factor again exceeds 100 %. 
This is because the extraction of sources becomes less complete as confusion 
worsens, and begins to offset and even exceed the effect of flux -boosting which 
dominated at the brighter end of the counts. These simulations show that the 
raw source counts will be an overestimate of the true source counts, and this will 
be readdressed in Section 5.3 where the 850µm source counts are considered in 
greater detail. 
The final property of the survey data investigated by these simulations is the 
relationship of the output -to -input flux densities of the sources, with signal -to- 
noise ratio. The results for the uniform noise regions of each individual field, and 
the non -uniform noise regions of the "8 mJy Survey" fields are given in Tables 
3.37 to 3.52, for significances in the range > 1.50o to > 4.00a at 0.50u intervals. 
The first quantity to be considered was the fraction of "sources" recovered above 
a specific signal -to -noise threshold which could be attributed to noise only, by 
running the source extraction algorithm purely on the residual signal maps with 
no background counts added in (Column 2 in the tables). Each source recovered 
from the simulated images was then classified according to the relation between 
the output and identified input flux density. The classes were: 
1) Fainter. The retrieved flux density was fainter than the input source with 
which it had been identified (Sin > So t) 
2) Within error bars. The input flux density lay within the lvrms error bars of 
the retrieved value (So t - errout < Sin < Sout errot) 
3) Boosted. The input flux density was less than the lower error boundary on 
the output value, but was still within a factor of 2 of the measured flux density 
(So t /2 < Sin < So t - erro t). 
4) Spurious / confused. The fitted flux density to the peak could not be identified 
with a source in the input catalogue, located within 8 arcseconds and a factor 2 
in brightness (Sin < Sout /2). 
The percentage of sources classified as (1), (2), (3) and (4) are given in 
Columns 3, 4, 5 and 6 respectively. As a point of note, the peaks identified 
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in the residual signal image do not just contribute to the confused / spurious 
fraction, but may affect any of the classifications of source to some extent. In all 
cases, the fraction of sources which are recovered at a fainter flux density than 
they were input is < 10 %. In the uniform noise regions, ti 65 - 70% of the 
sources recovered with S/N > 4.00 may be identified as boosted or within the 
error bars. In the wider -area shallower surveys, this number drops to ti 55 - 65% 
for S/N > 3.50 and 40 - 55% for S/N > 3.00. The decline with signal -to -noise 
ratio is less marked in the fields with lower rms noise levels, and in fact remains 
approximately constant at the 65 - 70% level in the deep single -pointing SCUBA 
fields. The number of sources categorised as boosted is approximately the same 
as the number for which the identified input object fell within the extracted lvrms 
error bars. The confused / spurious fraction of sources in the non -uniform re- 
gions of the "8 mJy Survey" fields are markedly higher than their uniform region 
counterparts, even cutting at high signal -to -noise levels. The Lockman Hole East 
is the worst of the two, with ti 90% of the recovered "sources" unidentified with 
an input source at least 1/2 as bright, even at > 4.00u. The ELAIS N2 field is 
not quite as severe, but still ti 40% of the recovered > 4.00u peaks fall into the 
spurious / confused category, rising to ti 90% at > 3.00a. This casts severe doubt 
on the reality of any > 3.00u objects identified in the high noise regions near the 
edge of the maps. The simulations imply that up to 20 - 30% of the > 4.00a 
peaks may the result of confusion or noise, increasing to 30 - 40% at > 3.50a. 
and ti 30 - 60% at > 3.00u. The fields with the highest noise levels (Lockman 
Hole wide area field, ELAIS N2, and the SSA13 wide area field) show the highest 
levels of contamination and the deepest surveys the least at both S/N > 3.00 
and S/N > 3.50, however, there is no obvious trend of spurious / confused frac- 
tion with noise at > 4.00u. I reiterate that without particularly tight constraints 
on the number density of the faint SCUBA population, and without knowing 
the clustering properties, these quantities should be considered a rough guideline 
only. 
The opposing effects of increasing the completeness of a catalogue by dropping 
to lower signal -to -noise thresholds, while at the same time also introducing a 
larger fraction of spurious / confused sources suggests that setting a cut -off of 
> 3.500 is a good compromise for selecting SCUBA sources to follow -up. Unless 
otherwise stated, subsequent analyses in Chapters 4 and 5 are based on the 
S/N > 3.50 lists. 
Simulations of a similar nature to these have been carried out by Eales et al. 
3.3: Completely simulated maps 131 
ELAIS N2 field, uniform noise region 
Output vs. input flux density statistics 
S/N % noise % % within % % confused/ 
threshold only fainter 1Q errors boosted spurious 
> 1.50c 100.7± 0.7 0.4± 0.1 15.0± 0.1 4.1 ± 0.1 80.6± 0.6 
> 2.00o- 81.4± 1.0 0.6± 0.1 13.8± 0.1 7.3± 0.1 78.4± 0.7 
> 2.50v 60.0± 0.8 0.9± 0.1 16.4± 0.2 12.6± 0.2 70.1± 0.9 
> 3.00o 26.6 ± 0.5 1.6 ± 0.1 21.8 ± 0.4 19.8 ± 0.4 56.8 ± 1.1 
> 3.50o- 14.8 ± 0.4 2.1 ± 0.1 28.6 ± 0.8 27.5 ± 0.7 41.8 ± 1.1 
> 4.00c 0.0 ± 0.0 3.4 ± 0.1 35.4 ± 1.3 35.1 ± 1.3 26.1 ± 0.9 
Table 3.37: Output versus input flux density statistics for the uniform noise region of 
the ELAIS N2 field, for signal -to -noise thresholds in the range > 1.50a to > 4.00a. 
ELAIS N2 field, non -uniform noise region 
Output vs. input flux density statistics 
S/N % noise % % within % % confused/ 
threshold only fainter lo- errors boosted spurious 
> 1.50o- 95.8± 1.8 0.0± 0.0 3.4± 0.1 0.6± 0.1 96.0± 1.8 
> 2.00o 84.8 ± 2.4 0.0 ± 0.0 2.6 ± 0.1 1.2 ± 0.1 96.2 ± 2.5 
> 2.50o 38.5± 1.7 0.0± 0.0 4.0± 0.2 3.5± 0.2 92.5± 4.1 
> 3.00o 70.4± 5.9 0.0± 0.0 7.7± 0.7 7.0± 0.6 85.2± 7.2 
> 3.50o- 0.0 ± 0.0 0.0 ± 0.0 13.9 ± 2.3 25.0 ± 4.2 61.1 ± 10.2 
> 4.00o 0.0 ± 0.0 0.0 ± 0.0 8.3 ± 2.4 50.0 ± 14.4 41.7 ± 12.0 
Table 3.38: Output versus input flux density statistics for the non -uniform noise region 
of the ELAIS N2 field, for signal -to -noise thresholds in the range > 1.50o' to > 4.00a. 
Lockman Hole wide area field, uniform noise region 
Output vs. input flux density statistics 
S/N % noise % % within % % confused/ 
threshold only fainter lc errors boosted spurious 
> 1.50o- 89.3 ± 0.8 0.3 ± 0.1 12.2 ± 0.1 2.6 ± 0.1 84.9 ± 0.7 
> 2.00o 69.8± 1.1 0.5± 0.1 11.7± 0.1 5.3± 0.1 82.5± 1.0 
> 2.50o- 64.3± 1.2 0.7± 0.1 14.8± 0.3 9.7± 0.2 74.7± 1.3 
> 3.00o- 35.7 ± 1.0 1.1 ± 0.1 20.5 ± 0.5 15.0 ± 0.4 63.3 ± 1.7 
> 3.50o- 0.0± 0.0 2.4± 0.1 32.7± 1.4 23.3± 1.0 41.6± 1.7 
> 4.00o- 0.0 ± 0.0 3.0 ± 0.2 40.7 ± 2.3 32.5 ± 1.9 23.8 ± 1.4 
Table 3.39: Output versus input flux density statistics for the uniform noise region of 
the Lockman Hole wide area field, for signal -to -noise thresholds in the range > 1.50a 
to > 4.00a. 
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Lockman Hole wide area field, non -uniform noise region 
Output vs. input flux density statistics 
S/N % noise % % within % % confused/ 
threshold only fainter 1a errors boosted spurious 
> 1.50v 88.1± 1.1 0.1± 0.1 3.7± 0.1 0.5± 0.1 95.7± 1.2 
> 2.00o 94.3± 1.5 0.1± 0.1 2.6± 0.1 0.9± 0.1 96.4± 1.6 
> 2.50a 82.9 ± 1.9 0.1 ± 0.1 2.6 ± 0.1 1.4 ± 0.1 96.0 ± 2.2 
> 3.00o 83.4 ± 2.9 0.1 ± 0.1 2.3 ± 0.1 1.9 ± 0.1 95.7 ± 3.3 
> 3.50u 79.7± 5.0 0.0± 0.0 3.2± 0.2 3.6± 0.2 93.2± 5.9 
> 4.00a 0.0 ± 0.0 0.0 ± 0.0 2.2 ± 0.3 11.1 ± 1.7 86.7 ± 12.9 
Table 3.40: Output versus input flux density statistics for the non -uniform noise region 
of the Lockman Hole wide area field, for signal -to -noise thresholds in the range > 1.50a 
to > 4.00a. 
Lockman Hole deep strip field, uniform noise region 
Output vs. input flux density statistics 
S/N % noise % % within % % confused/ 
threshold only fainter 10- errors boosted spurious 
> 1.50a 83.3± 1.4 0.8± 0.1 22.7± 0.4 6.6± 0.1 69.9± 1.1 
> 2.00a 59.8 ± 1.7 1.2 ± 0.1 18.8 ± 0.4 10.5 ± 0.2 69.6 ± 1.4 
> 2.50u 44.5± 1.2 1.7± 0.1 19.9± 0.5 16.1± 0.4 62.3± 1.7 
> 3.00a 26.9 ± 1.0 2.6 ± 0.1 25.2 ± 0.9 23.3 ± 0.9 49.0 ± 1.8 
> 3.50o 23.1 ± 1.1 3.9 ± 0.2 30.7 ± 1.5 29.8 ± 1.4 35.6 ± 1.7 
> 4.00a 0.0 ± 0.0 5.2 ± 0.3 36.9 ± 2.3 35.3 ± 2.2 22.6 ± 1.4 
Table 3.41: Output versus input flux density statistics for the uniform noise region of 
the Lockman Hole deep strip field, for signal -to -noise thresholds in the range > 1.50a 
to > 4.00a. 
03h deep area field, uniform noise region 
Output vs. input flux density statistics 
S/N % noise % % within % % confused/ 
threshold only fainter 1a errors boosted spurious 
> 1.50a 62.0 ± 1.7 3.1 ± 0.1 35.9 ± 1.0 15.9 ± 0.4 45.1 ± 1.3 
> 2.00o 61.5± 2.0 3.4± 0.1 30.5± 1.0 21.0± 0.7 45.1± 1.4 
> 2.50a 41.6± 1.5 4.0± 0.1 29.1± 1.1 26.8± 1.0 40.1± 1.5 
> 3.00o 0.0 ± 0.0 5.1 ± 0.2 30.9 ± 1.3 30.9 ± 1.3 33.0 ± 1.4 
> 3.50o 0.0± 0.0 5.8± 0.3 31.8± 1.6 35.8± 1.8 26.5± 1.4 
> 4.00o 0.0 ± 0.0 7.5 ± 0.5 34.0 ± 2.1 38.5 ± 2.4 20.0 ± 1.2 
Table 3.42: Output versus input flux density statistics for the uniform noise region of 
the 03h deep area field, for signal -to -noise thresholds in the range > 1.50a to > 4.00a. 
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03h wide area field, uniform noise region 
Output vs. input flux density statistics 
S/N % noise % % within % % confused/ 
threshold only fainter 10- errors boosted spurious 
> 1.50a 89.4 ± 1.0 0.7 ± 0.1 19.5 ± 0.2 5.2 ± 0.1 74.5 ± 0.8 
> 2.00v 74.2± 1.2 1.0± 0.1 18.2± 0.3 9.0± 0.1 71.7± 1.0 
> 2.50u 54.4± 1.0 1.6± 0.1 20.7± 0.4 14.5± 0.3 63.2± 1.2 
> 3.00v 27.1± 0.7 2.4± 0.1 26.3± 0.7 19.8± 0.5 51.5± 1.3 
> 3.50c 12.1 ± 0.4 4.1 ± 0.1 30.4 ± 1.1 25.3 ± 0.9 40.1 ± 1.4 
> 4.00a 20.2 ± 0.9 5.4 ± 0.2 34.7 ± 1.6 30.0 ± 1.3 29.8 ± 1.3 
Table 3.43: Output versus input flux density statistics for the uniform noise region of 
the 03h wide area field, for signal -to -noise thresholds in the range > 1.50a to > 4.00a. 
10h field, uniform noise region 
Output vs. input flux density statistics 
S/N % noise % % within % % confused/ 
threshold only fainter 1c errors boosted spurious 
> 1.50o 58.7± 1.8 1.8± 0.1 35.5± 1.1 10.5± 0.3 52.3± 1.6 
> 2.00v 59.4± 2.3 2.1± 0.1 31.1± 1.2 15.9± 0.6 51.0± 2.0 
> 2.50a 66.8± 3.2 2.4± 0.1 31.4± 1.5 21.4± 1.0 44.8± 2.1 
> 3.00a 0.0 ± 0.0 3.8 ± 0.2 32.1 ± 1.9 26.8 ± 1.6 37.3 ± 2.2 
> 3.50v 0.0± 0.0 5.7± 0.4 34.3± 2.6 29.1± 2.2 30.9± 2.3 
> 4.000 0.0 ± 0.0 6.7 ± 0.6 36.1 ± 3.3 32.8 ± 3.0 24.4 ± 2.2 
Table 3.44: Output versus input flux density statistics for the uniform noise region of 
the 10h field, for signal -to -noise thresholds in the range > 1.50o to > 4.00a. 
14h field, uniform noise region 
Output vs. input flux density statistics 
S/N % noise % % within % % confused/ 
threshold only fainter 1c errors boosted spurious 
> 1.50o- 88.6 ± 0.9 1.3 ± 0.1 28.5 ± 0.3 7.9 ± 0.1 62.4 ± 0.7 
> 2.00o 57.9± 1.2 1.7± 0.1 27.7± 0.4 12.9± 0.2 57.8± 0.8 
> 2.50o 28.9 ± 0.5 2.5 ± 0.1 30.3 ± 0.5 19.8 ± 0.4 47.3 ± 0.8 
> 3.00v 10.9 ± 0.3 3.4 ± 0.1 33.7 ± 0.8 26.6 ± 0.6 36.3 ± 0.8 
> 3.50v 0.0 ± 0.0 4.7 ± 0.1 38.3 ± 1.1 29.8 ± 0.9 27.2 ± 0.8 
> 4.00u 0.0± 0.0 5.6± 0.2 40.7± 1.5 33.4± 1.2 20.3± 0.7 
Table 3.45: Output versus input flux density statistics for the uniform noise region of 
the 14h field, for signal -to -noise thresholds in the range > 1.50o to > 4.00a. 
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22h field, uniform noise region 
Output vs. input flux density statistics 
S/N % noise % % within % % confused/ 
threshold only fainter 1c errors boosted spurious 
> 1.50o- 94.8± 3.3 1.3± 0.1 28.9± 1.0 7.8± 0.3 62.0± 2.1 
> 2.00o- 39.4 ± 4.2 1.6 ± 0.1 26.6 ± 1.2 13.0 ± 0.6 58.8 ± 2.6 
> 2.50u 33.1 ± 1.9 2.6 ± 0.2 27.8 ± 1. 19.2 ± 1.1 50.3 ± 2.9 
> 3.00o- 0.0 ± 0.0 3.5 ± 0.3 34.1 ± 2.6 22.9 ± 1.8 39.4 ± 3.0 
> 3.50o- 0.0 ± 0.0 5.7 ± 0.5 40.6 ± 3.9 23.6 ± 2.3 30.2 ± 2.9 
> 4.00u 0.0 ± 0.0 9.1 ± 1.1 45.5 ± 5.6 25.8 ± 3.2 19.7 ± 2.4 
Table 3.46: Output versus input flux density statistics for the uniform noise region of 
the 22h field, for signal -to -noise thresholds in the range > 1.50or to > 4.00a. 
SSA13 deep area field, uniform noise region 
Output vs. input flux density statistics 
S/N % noise % % within % % confused/ 
threshold only fainter lo- errors boosted spurious 
> 1.50o- 122.0± 3.2 4.3± 0.1 30.6± 0.8 18.0± 0.5 47.1± 1.2 
> 2.00o- 40.8± 3.5 4.2± 0.1 27.6± 0.8 21.6± 0.6 46.6± 1.3 
> 2.50v 42.4 ± 1.4 4.4 ± 0.1 24.6 ± 0.8 26.9 ± 0.9 44.1 ± 1.4 
> 3.00v 0.0± 0.0 5.3± 0.2 24.4± 0.9 29.6± 1.1 40.7± 1.5 
> 3.50o- 0.0± 0.0 5.7± 0.2 24.2± 1.0 33.9± 1.5 36.3± 1.6 
> 4.00v 0.0± 0.0 6.4± 0.3 23.5± 1.1 37.1± 1.8 33.0± 1.6 
Table 3.47: Output versus input flux density statistics for the uniform noise region 
of the SSA13 deep area field, for signal -to -noise thresholds in the range > 1.50o- to 
> 4.00v. 
SSA13 wide area field, uniform noise region 
Output vs. input flux density statistics 
S/N % noise % % within % % confused/ 
threshold only fainter lo- errors boosted spurious 
> 1.50o 96.1± 1.2 0.7± 0.1 16.7± 0.2 3.9± 0.1 78.7± 1.0 
> 2.00o- 67.9± 1.7 1.1± 0.1 15.7± 0.3 7.3± 0.1 75.9± 1.3 
> 2.50o- 51.4± 1.2 1.7± 0.1 18.8± 0.5 12.2± 0.3 67.3± 1.6 
> 3.00v 11.2 ± 0.4 2.1 ± 0.1 24.2 ± 0.8 18.7 ± 0.6 55.0 ± 1.8 
> 3.50o 22.3 ± 1.1 3.1 ± 0.1 31.4 ± 1.5 26.7 ± 1.3 38.8 ± 1.8 
> 4.00o 0.0 ± 0.0 4.7 ± 0.3 36.4 ± 2.3 32.6 ± 2.0 26.4 ± 1.6 
Table 3.48: Output versus input flux density statistics for the uniform noise region 
of the SSA13 wide area field, for signal -to -noise thresholds in the range > 1.50a to 
> 4.00a. 
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SSA17 field, uniform noise region 
Output vs. input flux density statistics 
S/N % noise % % within % % confused/ 
threshold only fainter lo- errors boosted spurious 
> 1.50u 91.7 ± 1.8 1.7 ± 0.1 29.7 ± 0.6 10.2 ± 0.2 58.5 ± 1.1 
> 2.00a 51.9 ± 2.2 2.0 ± 0.1 25.6 ± 0.6 16.1 ± 0.4 56.3 ± 1.4 
> 2.50o- 9.0± 0.3 2.5± 0.1 26.8± 0.8 22.0± 0.7 48.7± 1.5 
> 3.00o 13.8± 0.5 3.4± 0.1 29.4± 1.1 27.9± 1.0 39.2± 1.5 
> 3.50o 20.0 ± 0.9 4.4 ± 0.2 30.3 ± 1.4 31.7 ± 1.4 33.7 ± 1.5 
> 4.00u 0.0 ± 0.0 5.6 ± 0.3 32.2 ± 1.7 35.3 ± 1.9 26.8 ± 1.4 
Table 3.49: Output versus input flux density statistics for the uniform noise region of 
the SSA17 field, for signal -to -noise thresholds in the range > 1.50a to > 4.00a. 
SSA22 field, uniform noise region 
Output vs. input flux density statistics 
S/N % noise % % within % % confused/ 
threshold only fainter lo- errors boosted spurious 
> 1.50o- 89.1 ± 1.6 4.8 ± 0.1 35.1 ± 0.6 16.9 ± 0.3 43.3 ± 0.8 
> 2.00o- 62.7± 1.8 5.4± 0.1 31.7± 0.6 22.2± 0.5 40.8± 0.8 
> 2.50u 11.0 ± 0.3 5.7 ± 0.1 28.5 ± 0.7 28.0 ± 0.7 37.7 ± 0.9 
> 3.00o- 0.0 ± 0.0 5.9 ± 0.2 28.0 ± 0.8 32.4 ± 0.9 33.7 ± 0.9 
> 3.50v 0.0 ± 0.0 7.2 ± 0.2 26.2 ± 0.8 36.6 ± 1.1 30.0 ± 0.9 
> 4.00v 0.0 ± 0.0 7.9 ± 0.3 26.9 ± 0.9 39.6 ± 1.4 25.7 ± 0.9 
Table 3.50: Output versus input flux density statistics for the uniform noise region of 
the SSA22 field, for signal -to -noise thresholds in the range > 1.50a to > 4.00a. 
Lockman Hole deep field, uniform noise region 
Output vs. input flux density statistics 
S/N % noise % % within % % confused/ 
threshold only fainter la errors boosted spurious 
> 1.50cr 52.2 ± 1.5 5.1 ± 0.2 36.3 ± 1.1 16.7 ± 0.5 41.9 ± 1.2 
> 2.00o 65.3 ± 1.7 5.5 ± 0.2 33.6 ± 1.1 20.9 ± 0.7 39.9 ± 1.3 
> 2.50cr 58.1 ± 2.2 5.8 ± 0.2 30.8 ± 1.2 26.9 ± 1.0 36.6 ± 1.4 
> 3.00v 37.5± 1.6 6.2± 0.3 31.1± 1.3 30.5± 1.3 32.2± 1.4 
> 3.50o 0.0 ± 0.0 6.5 ± 0.3 29.4 ± 1.4 33.5 ± 1.6 30.6 ± 1.5 
> 4.00o- 0.0 ± 0.0 7.8 ± 0.4 30.1 ± 1.7 33.9 ± 1.9 28.2 ± 1.6 
Table 3.51: Output versus input flux density statistics for the uniform noise region 
of the Lockman Hole deep field, for signal -to -noise thresholds in the range > 1.50a to 
> 4.00a. 
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Hubble deep field, uniform noise region 
Output vs. input flux density statistics 
S/N % noise % % within % % confused/ 
threshold only fainter lo- errors boosted spurious 
> 1.50o- 81.5± 2.8 9.8± 0.3 45.6± 1.6 26.7± 0.9 17.9± 0.6 
> 2.00v 53.8± 3.0 9.3± 0.3 41.9± 1.5 30.8± 1.1 18.0± 0.7 
> 2.50o- 31.1 ± 1.2 9.9 ± 0.4 38.5 ± 1.5 34.5 ± 1.4 17.1 ± 0.7 
> 3.00o- 18.6± 0.8 9.5± 0.4 35.4± 1.5 38.0± 1.6 17.1± 0.7 
> 3.50o- 21.7± 1.0 9.6± 0.4 33.3± 1.6 40.9± 1.9 16.3± 0.8 
> 4.00o- 0.0 ± 0.0 10.7 ± 0.5 29.4 ± 1.5 43.1 ± 2.2 16.8 ± 0.8 
Table 3.52: Output versus input flux density statistics for the uniform noise region 
of the Hubble deep field field, for signal -to -noise thresholds in the range > 1.50a to 
> 4.00a. 
(2000), who used their raw 14h field counts to produce 5 simulations of this field. 
They reported an integral completeness of ti 90% at the S850 > 3 mJy based on 
a 3a- catalogue, which is rather higher than that implied from this analysis (inte- 
gral completeness ti 60% at S850 > 4mJy based on objects retrieved at > 3.00u). 
This discrepancy may be explained as a combination of 2 effects. The first is in 
the source counts model used. Eales et al. (2000) used the raw 850µm counts 
from the 14h field to create the simulated images. They also, however, reported 
the flux -boosting effect when comparing their output and input catalogues, quot- 
ing a median factor of 1.44, albeit with a large scatter about this value. This 
means that the input source counts will on average have overestimated the real 
input counts by a factor of 1.44, and this may in turn have affected the com- 
pleteness estimate. The second, and probably dominant point, is that the two 
source extraction mechanisms differ, leading to different source lists and different 
significances for those sources common to both. Appoximately 50% of the sources 
reported as > 3o- by Eales et al., were recovered at < 3.00u using the simulta- 
neous maximum -likelihood fit developed in Chapter 2. If one instead compares 
with the completeness values at > 2.00u or > 2.50u from these simulations, the 
completenss level is closer to 70 %, which is slightly more inkeeping with that of 
Eales et al. (2000). 
Hughes & Gaztañaga (2000) have also performed more sophisticated Monte 
Carlo simulations of SCUBA surveys, as part of a broader investigation into 
the effects of confusion and noise on submillimetre surveys in general, for both 
existing and planned instruments and telescope facilities. They incorporated a 
clustering component into the simulations by employing an N -body simulation 
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with 2003 particles in a 600h -1 Mpc box, produced with the same matter power 
spectrum as that measured for the APM Survey galaxies (Gaztañaga & Baugh, 
1998, and references therein), which was then replicated to cover the total ex- 
tent of the survey. The local IRAS 60 pm luminosity function (Saunders et al. 
1990) was interpolated to longer wavelengths, and a model of pure luminosity 
evolution of the form (1 + z)3 for 0 < z < 2.2, (1 + 2.2)3 for 2.2 < z < 6 and 
an exponential cutoff for z > 6 was assumed to account for the star formation 
histories. An Arp 220 SED was assumed throughout. The simulations of Hughes 
& Gaztañaga (2000) find the same effects of confusion and noise on the expected 
number counts as those simulations presented in this thesis. Their mock images of 
comparable size and depth to the "SCUBA 8 mJy Survey" fields (Lockman Hole 
East wide area and ELAIS N2) imply that a count -correction factor of ti 50% 
for a S/N > 3 catalogue at 5850 > 8mJy is required, which is in keeping with 
the quantities presented in Tables 3.21 and 3.23, again implying a large quan- 
tity of either boosted or spurious / confused sources. This affects the brighter 
flux- limited surveys more, due to the steep decline in galaxy counts and therefore 
increased contribution of the measured counts due to noise. 
Chapter 4 
The SCUBA 8 mJy Survey 
This Chapter describes the results of the "SCUBA 8 mJy Survey ", currently the 
largest of the deep 850 pm blank field surveys to be completed. The first section 
describes the motivation for the fields selected, as well as the general observing 
strategy. In Section 2 the 850 pm source lists are presented, and in Section 3 
the number counts at bright submillimetre fluxes are calculated using the cor- 
rections for incompleteness and boosting derived from the extensive simulations 
in Chapter 3. Section 4.4 discusses constraints on the redshifts of the SCUBA 
population based on the evolution of the far -infrared to submillimetre spectral 
index with redshift, and Section 4.5 uses these results to estimate the star for- 
mation rates and dust masses of these bright SCUBA sources. Star formation 
rate densities and co- moving number densities are discussed in Sections 4.6 and 
4.7 respectively. Finally, the first attempt at measuring the clustering strength 
of the bright 850 pm population is presented in Section 4.8. 
4.1 Survey Strategy and Observations 
The "SCUBA 8 mJy Survey" is divided between two fields; the Lockman Hole 
East (centred at RA 10:52:08.82, DEC +57:21:33.8) and ELAIS N2 (centred at 
RA 16:36:48.85, DEC +41:01:48.5). These fields both lie in regions of low galactic 
cirrus emission (Schlegel, Finkbeiner & Davis 1998), and have a vast quantity of 
multi -wavelength data available for follow -up studies. They were also selected to 
coincide with deep Infrared Space Observatory (ISO) surveys at 6.7, 15, 90 and 
175 µm (Lockman Hole East - Elbaz et al. 1999, Kawara et al. 1998; ELAIS N2 
- Oliver et al. 2000, Serjeant et al. 2000, Efstathiou et al. 2000a). 
Pilot observations of the Lockman Hole East and ELAIS N2 fields began in 
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March 1998 and July 1998 respectively, using SCUBA (Holland et al. 1999) on 
the JCMT in jiggle -mapping mode. A 30 arcsecond chop throw was chosen in 
order to optimise the sky subtraction, with the chop direction fixed in celestial 
co- ordinates. In order to avoid bands of higher cirrus emission in the ELAIS N2 
region, the shape of this field was designed to be a parallelogram with the long 
axis lying in the direction 48° east of north. Consequently, in order to ensure 
that the chop remained within the boundaries, the position angle of the chop 
throw was also selected to be 48° east of north. There were no such issues in the 
Lockman Hole, and a 30 arcsecond chop throw lying directly in the north -south 
direction was chosen. 
The preliminary observing strategy was to build up a linear strip in each field 
by overlapping SCUBA jiggle -maps, staggered by half the width of the array. The 
data collected from the pilot Lockman Hole East run in March 1998 were com- 
posed of a series of jiggle -maps, forming a deep strip at the centre of the survey 
area with u850 1.6 mJy /beam. In subsequent observing runs, the strategy was 
modified to that of an overlapping `tripod' positioning scheme (illustrated in Fig- 
ure 4.1), with three offset grids of hexagonally -close -packed pointings. The overall 
integration time was also reduced by a factor of ti 2 to make more efficient use of 
the allocated observing time, resulting in each point on the sky being observed 
for a total of 3.0 hours, yielding a typical noise level of 0850 2.5 mJy /beam. In 
order to give near homogeneous sky noise across the final coadded map, high and 
low airmasses were evenly distributed throughout. A total area of 280 arcmin2 
was mapped, with around 220 arcmin2 receiving the full integration time (ie. the 
uniform noise regions comprising the fully observed central regions of the images). 
I was present at the JCMT for approximately 50% of the survey observations. 
Prior to 15th December 1999, the observations were made using the narrow - 
band 850/450 µm filters. The majority of the observations carried out after this 
date made use of the more sensitive wide -band 850/450 pm filters. Since the 
central wavelength of the 850 pm filter did not change by more than 1 pm, the 
data taken with the wide- and narrow -band filters were directly combined in 
producing the final images. 
Skydips were carried out, on average, every 1.5 -2 hrs, and pointings every 
1.0 - 1.5 hrs. The observations were conducted in dry weather conditions under 
the constraint T225GHz < 0.10, and with the majority of the jiggle -maps taken in 
conditions 0.06 < T225GHz < 0.08. Primary /secondary calibration observations 
were taken at the start and end of every shift, with additional beam maps of the 
4.2: 850 pm Source Lists 140 
Figure 4.1: The `tripod' positioning scheme for 9 neighbouring grid positions, as em- 
ployed in the vast majority of observations for the "SCUBA 8 mJy Survey ". The red, 
green and blue circles correspond to the 1st, 2nd and 3rd pointings for each of the grid 
positions. 
pointing source (0923 +392 in the case of the Lockman Hole East, and 3C345 in 
the case of ELAIS N2) being made every 3 -4 hours to provide tertiary flux -density 
calibration. 
4.2 850 pm Source Lists 
The data were reduced and analysed by the methods described in Chapter 2. 
Sources down to a significance level of > 3.00u at. 850 pm are listed in Table 4.1 
for ELAIS N2 and Table 4.2 for the Lockman Hole East, ranked in order of for- 
mal significance as determined from the maximum -likelihood source extraction 
technique described in Section 2.5. Column 1 gives the source number in order 
of decreasing signal -to- noise. Columns 2 and 3 give the right ascension and dec- 
lination of the source in J2000 coordinates. Column 4 gives the simultaneously 
fitted 850 pm flux densities of the sources. The error includes a 10% calibration 
error combined in quadrature. Column 5 gives the measured signal -to -noise ratio 
of the source from the simultaneously fitted model. Column 6 defines the noise 
region in which the source was found; `deep' corresponds to the deep central strip 
in the Lockman Hole, `central' corresponds to the parts of the map which have 
seen the full integration time (outside of the deep area) and have roughly uniform 
4.2: 850 ,um Source Lists 141 
noise, and `edge' corresponds to the rather noisier non -uniform regions near the 
perimeter which have not seen the full integration time. Column 7 gives any pre- 
vious reference to the 850 µm source. Reference SO2 is an abbreviation for Scott 
et al. (2002) in which an earlier analysis was published. Column 8 gives the 
previously recorded signal -to -noise ratio where applicable, and Column 9 gives 
the distance between the listed and previously referenced positions. The listings 
given in italics at the bottom of the tables correspond to previously referenced 
sources with S/N > 3.00 in Scott et al. (2002), which did not meet this criteria 
in this analysis. 
Figures 4.2 and 4.3 show the beam -sized (14.5" FWHM) Gaussian convolved 
survey maps at 850 µm for ELAIS N2 and the Lockman Hole East respectively, 
with each of the sources identified with signal -to -noise ratio > 3.00 circled. Those 
sources with signal -to -noise ratio > 4.00 are circled in red, sources with signal - 
to -noise ratio in the range 3.50 - 3.99 are circled in blue, and those objects with 
signal -to -noise ratio in the range 3.00 - 3.49 are circled in green. The numbering 
corresponds to the signal -to -noise ranking given in Column 1 of Tables 4.1 and 
4.2 for ELAIS N2 and the Lockman Hole respectively. 
The simulations described in Chapter 3 suggest that some fraction of those 
detections listed may be the result of confusion of faint sources and noise, the 
level of contamination increasing as the signal -to -noise threshold is lowered. In 
the deep and central regions of the two maps, as many as 20 - 25% of sources 
above a signal -to -noise threshold of 4.00 may be spurious / confused, this fraction 
increasing to 30 - 40% at > 3.50o- and perhaps as high as 50 - 60% for S/N > 
3.00. These quantities are significantly higher in the regions of non -uniform noise 
towards the edge of the maps, with a majority of detections at these significances 
failing to be identified with a single source at least half as bright as the retrieved 
flux density, and these sources must therefore be considered the least secure. 
Reassuringly, however, deep radio imaging of the survey areas (to a la-rms 
depth of 10 and 20 ttJy /beam at 1.4 GHz for the Lockman Hole East and ELAIS 
N2 respectively; Ivison et al. (2002)) has securely identified 18 of the original 
36 > 3.50o- 850 µm sources published in Scott et al. (2002) with a probability 
< 0.05 that the radio detection is not associated with the submillimetre source. 
A further 8 of these objects were identified as having potentially significant radio 
counterparts, albeit not at the formal probability < 0.05 level, thus putting an 
absolute upper limit of 50% on the spurious fraction at > 3.50o, with a more likely 
limit of < 30 %, which is in line with the simulation results. Since the publication 
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of Ivison et al. (2002), further 1.4 GHz data have been obtained in the Lockman 
Hole region taking the lvrms depth down to ti 5 µJy /beam and revealing radio 
counterparts to a greater proportion of the submillimetre sources. Based on the 
up -to -date Lockman Hole 850µm source list given in Table 4.2, 6/11, 9/19 and 
15/40 sources have been robustly detected (> 4a) in the radio images for signal - 
to -noise thresholds of 4.00, 3.50 and 3.00 at 850µm. In addition, potential radio 
identifications exist for a further 2, 5 and 14 submillimetre sources at > 4.000, 
> 3.50o and > 3.00cr respectively. The remaining objects which have no obvious 
radio counterpart are either at very high redshift (z > 3) and hence invisible even 
in this ultra -deep radio imaging, or the result of confusion and noise. This deeper 
imaging also modifies the likely fraction of spurious / confused sources to a limit 
of < 25% for the sources detected at > 3.50cr. Further details of the 1.4 GHz 
VLA imaging are published in Ivison et al. (2002) and discussed in Section 4.4. 















01 16:37:04.29 +41:05:30.9 11.1 ± 1.7 8.54 central SO2 (N2.01) 8.59 0.9 
02 16:36:58.62 +41:05:24.9 11.0 ± 1.9 6.92 central SO2 (N2.02) 6.27 1.3 
03 16:36:58.18 +41:04:39.9 9.5 ± 1.8 6.02 central SO2 (N2.03) 5.86 2.1 
04 16:36:50.04 +40 :57:33.0 8.3 ± 1.8 5.20 central SO2 (N2.04) 5.18 0.5 
05 16:36:39.36 +40:56:38.9 9.1 ± 2.4 4.14 central SO2 (N2.07) 4.07 1.0 
06 16:37:04.25 +40:55:44.9 9.2 ± 2.4 4.12 central SO2 (N2.06) 4.13 0.6 
07 16:36:35.66 +40:55:56.9 8.4 ± 2.2 4.10 central SO2 (N2.05) 4.16 1.3 
08 16:37:02.50 +41:01:22.9 6.1 ± 1.7 4.00 central SO2 (N2.12) 3.65 0.1 
09 16:37:07.97 +40:59:30.9 6.0 ± 1.6 3.94 central 
10 16:36:51.37 +41:05:06.0 6.5 ± 1.8 3.90 central SO2 (N2.17) 3.50 0.3 
11 16:36:22.41 +40:57:04.8 9.2 ± 2.6 3.84 edge SO2 (N2.09) 3.76 0.2 
12 16:37:07.46 +41:02:36.9 6.2 ± 1.7 3.84 central SO2 (N2.30) 3.13 0.5 
13 16:36:49.34 +41:04:17.0 7.7 ± 2.2 3.73 central SO2 (N2.20) 3.48 0.7 
14 16:36:58.78 +40:57:32.9 5.0 ± 1.4 3.71 central SO2 (N2.08) 3.82 0.2 
15 16:36:44.48 +40:58:38.0 7.3 ± 2.1 3.66 central SO2 (N2.11) 3.67 0.2 
16 16:36:48.81 +40:55:54.0 5.5 ± 1.6 3.65 central SO2 (N2.10) 3.69 0.1 
17 16:36:31.25 +40:55:46.9 6.4 ± 1.9 3.64 central SO2 (N2.13) 3.56 0.6 
18 16:37:04.27 +41:01:06.9 6.4 ± 1.9 3.62 central 
19 16:36:19.68 +40:56:22.7 11.2 ± 3.3 3.55 edge SO2 (N2.14) 3.55 0.4 
20 16:37:10.10 +41:00:16.8 5.1 ± 1.5 3.54 central SO2 (N2.15) 3.52 1.1 
21 16:36:59.41 +40:59:57.9 8.1 ± 2.5 3.50 central 
22 16:37:19.47 +41:01:37.7 12.4 ± 3.8 3.46 edge SO2 (N2.23) 3.45 0.5 
23 16:36:27.90 +40:54:03.9 13.2 ± 4.1 3.42 edge SO2 (N2.22) 3.46 0.1 
24 16:36:48.27 +41:03:52.0 7.0 ± 2.2 3.25 central SO2 (N2.27) 3.25 0.3 
25 16:36:34.50 +40:57:23.9 6.4 ± 2.0 3.30 central 
26 16:36:57.11 +40:59:36.0 7.6 ± 2.4 3.28 central 
27 16:37:12.23 +41:02:57.8 5.1 ± 1.6 3.27 central 
28 16:37 :10.54 +41:00:48.8 4.6 ± 1.5 3.26 central SO2 (N2.21) 3.47 0.5 
29 16:36:26.89 +41:02:22.8 10.9 ± 3.5 3.24 edge SO2 (N2.24) 3.43 0.2 
30 16:36:33.96 +41:01:36.9 11.8 ± 3.8 3.22 edge 
31 16:36:39.79 +41:00:33.9 5.9 ± 2.0 3.14 central SO2 (N2.32) 3.07 0.2 
32 16:36:36.51 +41:05:17.9 11.8 ± 4.0 3.13 edge 
33 16:36:24.07 +40:59:34.8 10.4 ± 3.5 3.12 central SO2 (N2.29) 3.14 0.4 
34 16:36:53.66 +41:00 :49.0 7.2 ± 2.4 3.11 central 
35 16:36:44.83 +40:56:51.0 5.7 ± 1.9 3.10 central SO2 (N2.35) 3.02 0.3 
36 16:36:45.44 +41:04:52.0 5.6 ± 1.9 3.08 central 
37 16:36:35.90 +41:01:37.9 9.3 ± 3.2 3.06 central SO2 (N2.19) 3.49 0.1 
38 16:36:32.02 +41:00:04.9 9.2 ± 3.1 3.06 central SO2 (N2.26) 3.26 0.2 
39 16:36:53.14 +41:03:46.0 5.7 ± 2.0 3.05 central 
40 16:37:08.62 +41:04:48.9 4.3 ± 1.5 3.05 central 
41 16:36:25.57 +41:00:35.8 7.8 ± 2.7 3.04 central 
42 16:36:52.87 +41:02:52.0 3.9 ± 1.3 3.03 central SO2 (N2.36) 3.00 0.3 
43 16:36:27.00 +40:58:14.8 6.8 ± 2.4 3.02 central SO2 (N2.34) 3.05 0.2 
44 16:37:01.81 +41:06:22.9 6.1 ± 2.1 3.01 edge 
45 16:37:09.13 +41:01:59.9 4.3 ± 1.5 3.01 central 
16 :36 :50.48 +40 :58 :54.0 4.6 ± 1.6 2.90 central SO2 (N2.33) 3.06 0.2 
16 :36 :28.21 +41 :01 :41.9 6.8 ± 2.5 2.88 central SO2 (N2.31) 3.07 1.5 
16 :36 :47.21 +41 :08 :48.0 4.0 ± 1.9 2.14 central SO2 (N2.28) 3.24 0.1 
16 :36 :18.34 +40 :59 :11.7 10.5 ± 5.2 2.07 edge SO2 (N2.25) 3.37 0.5 
16 :36 :51.99 +41 :05 :54.0 6.8 ± 3.6 1.93 edge SO2 (N2.16) 3.51 4.0 
16 :36 :11.36 +40 :59 :25.6 13.3 ± 11.8 1.13 edge SO2 (N2.18) 3.49 0.6 
Table 4.1: 850 µm source list for the ELAIS N2 field of the "SCUBA 8 mJy Survey ". 
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Figure 4.2: The 850 pm image of the ELAIS N2 field, smoothed with a beam -size 
Gaussian (14.5 arcsecond FWHM). The numbered circles highlight those sources found 
at a significance of > 3.00; the red circles are those sources with S/N > 4.00, the blue 
circles those sources with 3.50 < S/N < 3.99, and the green circles those detections 
with 3.00 < S/N < 3.49. The labelling corresponds to the numbers in Table 4.1. 















01 10:52:01.33 +57:24:43.3 9.6 ± 1.6 7.68 deep SO2 (LH.01) 8.10 0.6 
02 10:52:38.21 +57:24:35.1 11.0 ± 2.3 5.33 central SO2 (LH.02) 5.22 0.9 
03 10:51:58.39 +57:18:00.3 7.9 ± 1.7 5.31 deep SO2 (LH.03) 5.06 1.0 
04 10:52:04.05 +57:25:29.3 7.8 ± 1.8 4.88 deep SO2 (LH.04) 5.03 1.4 
05 10:52:30.39 +57:22:13.2 10.8 ± 2.6 4.58 central SO2 (LH.06) 4.50 2.1 
06 10:52:22.71 +57:19:32.3 14.0 ± 3.4 4.52 central SO2 (LH.09) 4.20 0.3 
07 10:51:51.54 +57:26:35.2 8.0 ± 2.0 4.45 deep SO2 (LH.07) 4.50 0.4 
08 10:51:59.60 +57:24:21.3 4.8 + 1.2 4.26 deep SO2 (LH.08) 4.38 3.3 
09 10:51:59.26 +57:17:18.3 8.0 ± 2.1 4.12 deep SO2 (LH.05) 4.57 0.4 
10 10:51:42.39 +57:24:45.1 12.0 ± 3.2 4.04 central SO2 (LH.10) 4.18 0.1 
11 10:51:53.82 +57:18:47.3 6.7 ± 1.8 4.01 deep SO2 (LH.27) 3.38 0.3 
12 10:52:16.78 +57:19:23.3 10.1 ± 2.8 3.80 central SO2 (LH.17) 3.55 0.3 
13 10:51:33.57 +57:26:41.0 9.5 ± 2.7 3.73 central SO2 (LH.13) 3.69 0.2 
14 10:52:07.77 +57:19:07.3 5.6 ± 1.6 3.71 deep SO2 (LH.12) 4.01 0.6 
15 10:51:30.46 +57:20:37.9 12.0 ± 3.5 3.70 edge SO2 (LH.11) 4.01 1.1 
16 10:52:36.37 +57:25:15.1 5.7 ± 1.7 3.67 central 
17 10:52:04.30 +57:27:01.3 9.2 ± 2.7 3.64 central SO2 (LH.14) 3.61 2.3 
18 10:52:05.67 +57:20:53.3 4.6 ± 1.4 3.52 deep SO2 (LH.22) 3.61 0.4 
19 10:52:24.58 +57:21:19.3 11.7 + 3.5 3.50 central SO2 (LH.15) 3.60 0.3 
20 10:52:27.18 +57:22:21.2 12.1 ± 3.7 3.40 central 
21 10:52:37.67 +57:20:30.1 9.8 ± 3.1 3.38 edge SO2 (LH.20) 3.51 0.3 
22 10:51:46.97 +57:24:51.2 7.1 ± 2.2 3.38 central SO2 (LH.23) 3.48 0.3 
23 10:52:28.07 +57:25:09.2 5.8 ± 1.8 3.37 central SO2 (LH.16) 3.56 10.4 
24 10:52:03.94 +57:20:07.3 4.0 ± 1.3 3.36 deep SO2 (LH.31) 3.24 0.4 
25 10:51:48.36 +57:21:48.2 12.1 ± 3.8 3.34 central 
26 10:52:09.87 +57:20:40.3 9.0 ± 2.8 3.33 central SO2 (LH.34) 3.16 0.4 
27 10:52:34.57 +57:20:02.1 10.0 ± 3.2 3.29 central SO2 (LH.28) 3.31 0.3 
28 10:51:42.89 +57:24:12.1 11.0 ± 3.6 3.26 central SO2 (LH.24) 3.47 0.1 
29 10:52:01.71 +57:19:16.3 4.0 ± 1.3 3.23 deep SO2 (LH.21) 3.50 0.3 
30 10:51:59.99 +57:20:39.3 4.2 + 1.4 3.21 deep SO2 (LH.32) 3.22 0.3 
31 10:52:27.28 +57:19:06.2 7.7 ± 2.5 3.20 central SO2 (LH.26) 3.31 0.3 
32 10:52:34.51 +57:25:34.1 4.1 ± 1.4 3.18 central 
33 10:52:10.86 +57:24:13.3 8.4 + 2.8 3.17 central 
34 10:51:33.81 +57:19:29.0 7.8 ± 2.6 3.12 central SO2 (LH.33) 3.20 0.1 
35 10:51:55.77 +57:23:12.3 4.0 ± 1.3 3.12 deep SO2 (LH.18) 3.55 0.6 
36 10:51:23.29 +57:20:33.8 13.9 ± 4.7 3.09 edge 
37 10:52:29.57 +57:26:20.2 4.7 ± 1.6 3.09 central SO2 (LH.19) 3.54 1.6 
38 10:52:41.14 +57:21:47.1 14.3 ± 4.9 3.06 edge 
39 10:52:03.45 +57:16:54.3 7.9 ± 2.7 3.06 central SO2 (LH.36) 3.00 0.5 
40 10:51:52.56 +57:22:29.2 4.4 ± 1.5 3.06 deep 
10:52:42.21 +57:18:28.0 10.0 ± 3.5 2.99 edge SO2 (LH.30) 3.25 0.1 
10:52:16.43 +57:25:04.3 5.0 ± 1.8 2.95 central SO2 (LH.29) 3.30 2.7 
10:52:36.03 +57:18:20.1 10.5 ± 3.8 2.91 edge SO2 (LH.25) 3.46 0.3 
10:51:57.61 +57:26:03.3 6.5 ± 2.3 2.90 central SO2 (LH.35) 3.02 0.3 
Table 4.2: 850µm source list for the Lockman Hole East field of the "SCUBA 8 mJy 
Survey ". 
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Figure 4.3: The 850µm image of the Lockman Hole East field, smoothed with a beam - 
size Gaussian (14.5 arcsecond FWHM). The numbered circles highlight those sources 
found at a significance of > 3.00; the red circles are those sources with S/N > 4.00, the 
blue circles those sources with 3.50 < S/N < 3.99, and the green circles those detections 
with 3.00 < S/N < 3.49. The labelling corresponds to the numbers in Table 4.2. 
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4.3 Number Counts 
In order to obtain the best estimate of the number counts at 850 µm, the effects 
of flux -density boosting, incompleteness and contamination from spurious sources 
must be accounted for. The extensive simulations presented in Chapter 3, using 
both a "one in, one out" source recovery test with the real survey fields, and fully 
simulated 850 um maps, showed that the raw number counts are an overestimate 
of the true number counts - that is to say that the effect of flux -density boosting 
is stronger than the effect of incompleteness. 
The observed flux -densities of the > 3.50u sources (as in Tables 4.1 and 4.2) 
were corrected using the best -fit models to the output versus input flux -density 
ratios, determined from the "one in, one out" simulations conducted on the actual 
survey maps. It is important to note that these corrected flux -densities cannot be 
assumed to be accurate for any individual source, but can successfully correct for 
the boosting effect in a statistical manner when general properties of the 850 pm 
source population as a whole, such as number counts, are to be considered. The 
steep exponential nature of the output -to -input flux -density ratio means that the 
correction factors become less accurate at fainter levels; a small decrease in the 
measured brightness in the region of the faint flux -density limit for a given signal - 
to -noise threshold may lead to a significant difference in the boost -corrected input 
flux density. For this reason, any sources requiring a correction factor of > 1.5 
(corresponding to the point where differential completeness was 20 %) were 
excluded from the corrected number counts. The simulation results for the non- 
uniform edge regions showed a large scatter and severe boosting factors and so 
these areas (and hence any sources contained within them) were also excluded 
from the number count analysis. The number of boost -corrected sources in bins 
0.5 mJy wide, for 5.5 - 6.0, 6.0 - 6.5, and so on up to 12.0 - 12.5 mJy were 
then amended for completeness using the best -fit differential completeness results 
from the "one in, one out" source retrieval simulations. The cumulative number 
densities were then obtained by summing the number of sources in the bins down 
to the required flux -density threshold, and dividing by the relevant area of uniform 
noise to which sources with that input flux density were detected. 
The applied correction factors were determined from a one -by -one source input 
and reclamation process using the real survey images, and so are independent of 
source -count models. One cannot, however, attempt to correct for the presence 
of fake sources without making some assumption about the background counts. 
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Flux density 
/mJy 
Raw 850 pm source counts 
N(> S)deg -2 
Corrected 850 pm source counts 
N(> S)deg-2 
5.5 700 + 130 600 }220 
6.0 650 ± 130 520 +120 
6.5 540 + 120 390 +12 
7.0 490 ± 110 300 +13á 
7.5 460 ± 110 300 +1Z 
8.0 380 + 90 250 ±1ió 
8.5 240 ± 70 170± 80 
9.0 240 ± 70 140± 70 
9.5 160 ± 50 120± 50 
10.0 130 ± 50 90± 50 
10.5 110 ± 40 40± 30 
11.0 70 ± 30 20± 20 
11.5 50 f 30 20± 20 
12.0 30 ± 20 20± 
20 
12.5 20 ± 20 20± 20 
Table 4.3: The 850 pm source counts per square degree based on sources with S/N 
> 3.50 in both survey maps, and excluding those detected in the non -uniform noise 
regions. Column 1 gives the flux density and column 2 the cumulative raw counts per 
square degree with the Poisson error. Column 3 gives the cumulative corrected counts 
per square degree, the upper error corresponding to the Poisson error, and the lower 
error accounting for both the Poisson error and the presence of spurious sources based 
on the simulation data. 
Consequently, the estimated number of spurious sources has been combined in 
quadrature with the larms Poisson error, rather than being applied directly to 
the derived source -count values. Table 4.3 gives the raw and amended counts per 
square degree. 
Although the "SCUBA 8 mJy Survey" was undertaken with the aim of con- 
straining the brighter end of the 850 pm number counts, it has in fact achieved 
the most accurate determination to date of the sub -mm source counts down to 
5850 =1'2 5.5 mJy. The corrected source counts are plotted in Figure 4.4 (solid dia- 
monds), and it can be seen that the number of sources per square degree derived 
from the "SCUBA 8 mJy Survey" are a factor of 2 to 3 higher than the CUDSS 
and Hawaii survey values. The most likely explanation for this discrepancy is that 
it is due to small number statistics in the smaller submillimetre surveys rather 
than a real steepening of the source counts at > 5 mJy. One would in fact expect 
this to be the case if bright SCUBA sources were generally clustered on scales of a 
few arcminutes, as is tentatively suggested by the two point autocorrelation func- 
tions and nearest neighbour analyses in Sections 4.8, 5.2.1 and 5.2.2, since there 
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is a greater probability of centring a small blank field survey in a region of lower 
source density. The "SCUBA 8 mJy Survey" covers 260 arcmin2 of sky, twice the 
area of both the `Canada UK Deep Sub -millimetre Survey (CUDSS)' (Eales et 
al. 2000, Webb et al. 2003a), and `Hawaii Survey' (Barger et al. 1998, Barger, 
Cowie & Sanders 1999), making it less susceptible to arcmin -scale clustering and 
thus better able to constrain the number counts at brighter flux densities. At 
8 mJy, Blain et al. (1999) suggest a rather higher count of 800 ± 600deg -2 than 
the "8 mJy Survey" value of 250+roodeg -2. Their result, however, is derived from 
a series of small deep surveys which make use of gravitational lensing from in- 
tervening clusters, in order to access the faintest counts. This anomalously high 
value may again be due to small number statistics, but could also be the result of 
strong rather than weak lensing effects on some of the sources, thus leading to an 
inaccurate correction factor being applied to the retrieved flux densities. At flux 
densities > 10 mJy the "8 mJy Survey" also inevitably becomes limited by the 
lower surface density of brighter sources. In a similar manner to the source counts 
of Eales et al. and Barger et al. beyond 6 mJy, the "8 mJy Survey" counts at 11 
and 12 mJy suggest a steepening of the counts slope towards brighter fluxes. At 
this time there is insufficient data to say whether this steepening is real or not. 
Borys et al. (2002) reported a number count of 164± sdeg -2 at 12 mJy, based on 
a similar sized survey to the "8 mJy Survey" suggesting that this may again be 
a statistical rather than a real effect, although it should be noted that they had 
problems with their calibration. 
The source counts accumulated across all of the submillimetre surveys (as 
shown in Figure 4.4) are consistent with a population of high -redshift (z > 1, 
dusty, star -forming galaxies, analogous to the local ULIRGs. Strong evolution of 
the 850µm luminosity function is required to produce a model consistent with the 
observed number counts. The upper solid and dashed lines in the figure show the 
predicted source counts based on the 60µm luminosity function of Saunders et al. 
(1990), interpolated to 850µm assuming an Arp 200 type spectral energy distribu- 
tion (dust temperature Td ti 40K, emissivity 3 N 1.2), with pure luminosity evo- 
lution of the form (1 + z)3 out to a redshift z = 2 (and simply frozen beyond), for 
the cosmologies (S/N4 = 1.0, 11A = 0.0) and (QM = 0.3, SIA = 0.7). The dot -dash 
and dot -dot dash assume a more complicated, but arguably more realistic lumi- 
nosity evolution of the form L(z) = L(0)(l + z)3 /2sech2[b ln(1 + z) - c]cosh2c, 
consistent with models of cosmic chemical evolution, for cosmologies (QM = 
1.0,SZA = 0.0) and (SZM = 0.3,QA = 0.7) respectively, and assuming a dust tern- 
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perature of 37K and dust emissivity index of Ñ = 1.2 (Jameson et al. 1999, 
Smail et al. 2002). The lower solid and dashed lines show the predicted source 
counts using the same luminosity function but without any luminosity evolution. 
Such a model is inconsistent with the measured number counts by 2 - 3 orders 
of magnitude, which simply serves to re- emphasise the extent of the evolution in 
the starburst population uncovered by SCUBA. 
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Figure 4.4: Cumulative 850 µm source counts. The solid diamonds show the results 
from the `SCUBA 8 mJy Survey', corrected for the effects of flux density boosting 
and incompleteness. The upper solid and dashed curves are predicted number counts, 
based on the 60 µm luminosity function of Saunders et al. (1990), assuming a dust 
temperature of 40 K, a dust emissivity index of ß = 1.2, and pure luminosity evolution 
of the form L(z) = L(0)(1 + z)3 out to z = 2 (beyond which the luminosity function 
is simply frozen), for cosmologies (QM = 1.0,QA = 0.0) and (QM = 0.3,QA = 0.7) 
respectively. The lower solid and dashed curves show the number counts predicted by 
the same models if no luminosity evolution is included. The dot -dash and dot -dot dash 
assume a more complicated, but arguably more realistic luminosity evolution of the form 
L(z) = L(0) (1 +z)3 /2sech2[b ln(1 + z) - c]cosh2c , for cosmologies (Q ' = 1.0,QÁ = 0.0) 
and (QM = 0.3,QA = 0.7) respectively, and assuming a dust temperature of 37 K and 
dust emissivity index of 3 = 1.2 (Jameson et al. 1999, Smail et al. 2002). 
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4.4 Redshift Estimation 
The extremely faint nature of the optical / near -infrared counterparts to submil- 
limetre sources makes spectroscopic redshift determination impractical for all but 
a handful of sources, even with the latest generation of 8 or 10m ground -based 
optical telescopes. In fact, given the large SCUBA beam -size (14.5" FWHM at 
850 pm) obtaining the correct identification on which to place a slit is by no means 
trivial. The potential identifications originally proposed for the most significant 
Hubble Deep Field source (Hughes et al. 1998, Downes et al. 1999), for example, 
have recently been shown to be incorrect following the discovery of an extremely 
faint (K 23.5) and red (I -K > 5.2) object (Dunlop et al. 2003b) lensed by 
one of the initally suggested counterparts. Instead, more subtle techniques such 
as photometric redshift estimates and the radio -to- submillimetre spectral index 
must be used. 
In Fox et al. (2002), the S850µm /S450µm, S850µm /S175µm and Sssop,m /S1.2mm flux 
density ratios were used to obtain redshift constraints for 19 of the most signifi- 
cantly detected 850µm sources based on a range of model SEDs from Efstathiou 
et al. (2000b). In all but 1/19 cases, the redshifts of the 850µm sources were 
constrained to lie at z > 1, with approximately 50% constrained to z > 2. 
More recently, Ivison et al. (2002) used deep 1.4 GHz observations taken 
with the VLA (IQrins = 51iJy /beam in the Lockman Hole East, and larms = 
10 4y/beam in ELAIS N2) to constrain the redshifts of those sources listed in 
Scott et al. (2002) with S/N > 3.50, based on the radio -to- submillimetre spectral 
index (Carilli (gz Yun, 1999, 2000). This method is based on the tight correlation 
observed in local star- forming galaxies between the radio continuum emission 
arising from relativistic electrons accelerated in supernova remnant shocks, and 
thermal dust emission from reprocessed star light (Condon 1992). Figure 4.5 
(taken from Condon 1992) shows the FIR -radio correlation for strong sources 
selected at A = 60µm from the revised IRAS bright galaxy sample (Soifer et al. 
1989), and not containing any known active galactic nucleii, or partially free -free 
absorbed systems. 
If the radio -FIR correlation holds independently of redshift, then climbing 
the steep Rayleigh -Jeans tail of the thermal dust emission leads to the radio -to- 
submillimetre spectral index evolving strongly with redshift. This is illustrated 
in Figure 4.6, for the SEDs of the local starburst galaxies M82 and Arp 220. The 
dashed lines represnt the 1.4 GHz - 850µm spectral index at redshift z = 0 and 
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Figure 4.5: The FIR -radio correlation for strong sources selected at a = 60µm from 
the revised IRAS bright galaxy sample (Soifer et al. 1989), and not containing any 
known AGN. The figure is taken from Condon (1992). 
the solid lines represent the spectral index as would be measured if the galaxies 
were placed at redshift z = 3. 
The accuracy of the redshift estimator begins to drop beyond z 2, due to 
the decrease in the gradient of the Rayleigh -Jeans tail on approaching the spectral 
turnover, and hence a decrease in the change of the radio -to- submillimetre flux 
density ratio for a fixed redshift increment. Other important factors affecting the 
accuracy of the redshift estimates are the presence of an active galactic nucleus 
(AGN) and inverse Compton losses off the microwave background. 
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Figure 4.6: SEDs of the local starburst galaxies (a) M82 and (b) Arp 220. The dashed 
lines represnt the 1.4 GHz - 850 gm spectral index at redshift z = 0 and the solid lines 
represent the spectral index as would be measured if the galaxies were placed at redshift 
z =3. 
If the submillimetre source contains an AGN, there will be additional radio 
synchrotron emission from the active nucleus. The presence of an AGN may also 
contribute to the heating of the dust, however, studies of ULIRGs (Sanders & 
Mirabel 1996) and HLIRGs (Farrah et al. 2002) in the more local universe have 
implied that even when an AGN is present, the dominant source of submillimetre 
emission is dust heated by a cirumnuclear starburst rather than the active core. 
The overall effect of a radio -loud AGN is, therefore, to decrease the radio -to- 
submillimetre spectral index and hence underestimate the source redshift. The 
fraction of SCUBA sources containing an AGN is as yet poorly constrained. Mul- 
tiwavelength follow -up of the "SCUBA Cluster Lens Survey" (Ivison et al. 2000a, 
Smail et al. 2002) has produced clear evidence for an active nucleus in at least 4 
(possibly 5) out of 15 submillimetre galaxies 30 %). Deep X -ray observations 
of the "SCUBA 8 mJy Survey" fields with XMM (Lockman Hole; Hasinger et. al. 
2001) and Chandra (ELAIS N2; Manners et al. 2003) have identified 4/36 of the 
most significant submillimetre sources with obscured AGN 10 %; Almaini et 
al. 2003, Ivison et al. 2002). 
Conversely, "quenching" of the radio continuum emission by inverse Comp- 
ton losses off the microwave background would artificially increase the redshift 
estimate for any very high redshift galaxies z > 6. The energy density of the 
microwave background increases as (1 + z)4, which at z 6, corresponds to the 
energy density in a magnetic field of about 100 //Gauss - comparable to the ex- 
pected interstellar magnetic fields found in starburst nucleii (Condon et al. 1991, 
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Cavilli et al. 1998). 
One of the main problems in trying to determine the redshift distribution 
of the SCUBA population is the contamination from spurious sources. The ef- 
fect of comological dimming is sufficiently strong at radio wavelengths that even 
such powerful starbursts as those studied here in the "SCUBA 8 mJy Survey" 
are unlikely to be identified in these extremely deep radio images if they lie at 
redshifts z > 3. The lack of a radio counterpart, therefore, could mean that the 
SCUBA source is at z > 3, but alternatively could mean that the source is spu- 
rious in which case the fraction of high redshift objects would be over -estimated. 
In order to ascertain which sources were most likely to be spurious, Ivison et 
al. (2002) analysed the trend in the cumulative proportion of SCUBA sources 
identified in the deep radio images against signal -to -noise ratio at 850µm, flux 
density at 850µm, and local 850µm noise level (Figure 4.7), for the original 
3.50a list in Scott et al. (2002) . They found that the 6/36 SCUBA sources 
with as5012m > 3 mJy did not appear to match the same trend in radio identifi- 
cation fraction as the other 30 objects with S/N > 3.50, and furthermore none 
had counterparts at 1.4 GHz. Although it remains plausible that some of these 
6 sources are real and lie at very high redshift, they were not included in the 
subsequent redshift analysis, and so the estimated redshift distribution may be 
considered conservative in this respect. 
The effect of flux -density boosting may also affect the redshift distribution to 
some extent, skewing it towards slightly higher redshifts, however, this problem 
is much less serious. To give an idea of the size of likely errors in the redshift 
estimate arising from boosting, consider a SCUBA source with an Arp 220 type 
SED for which the inferred radio -submillimetre spectral index implies a redshift 
of ^.. 2.5 based on the measured 850 pm flux density. If the retrieved flux density 
over- estimated the true value by a factor of 1.2, then this redshift estimate of 
z 2.5 would be in excess by 6z = 0.1. Similarly, for flux -boosting factors of 1.5 
and 2.0, this redshift estimate would be in excess by Sz = 0.3 and 0.5 respectively. 
These errors in redshift estimate due to flux -boosting are comparable in size to 
the error arising from the choice of SED ( Cavilli & Yun, 2000). 
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Figure 4.7: Left hand column: Plots of running (cumulative) average radio -identified 
fraction for the Lockman Hole East submm sample (open circles) and the ELAIS N2 
submm sample (filled circles) against submm signal -to -noise ratio (top), 850µm flux 
density (middle) and local 850 µm noise (bottom). The unexpected failure to identify 
the radio counterparts to the four brightest Lockman submm sources, obvious in the 
middle plot, is shown in the bottom plot to be due to the fact that all these sources were 
extracted from the noisiest regions of the original submm maps. Based on the bottom - 
left plot, Ivison et al. (2002) have rejected all 6 sources with vß50 > 3 mJy from the 
sample on the basis that they are probably produced by source confusion /noise. Right 
hand column: Same plots after removal of the 6 unreliable sources. The observed trends 
are now more sensible and statistically consistent between both fields, asymptoting to 
a final radio identification rate of 60 %. This figure is taken from Ivison et al. (2002). 
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Figure 4.8: Cumulative redshift distribution, EN(z), of the 8mJy sample as deduced 
from the spectral index between 1.4 GHz and 850µm using the Carilli & Yun (2000) 
redshift estimator (solid black). For comparison, EN(z) for the complete SCUBA lens 
survey by Smail et al. (2000, 2002) has also been plotted (dotted blue). EN(z) for > 8 
and < 8 mJy submm sources are plotted as red and green dashed lines, respectively 
(again assuming the Carilli & Yun model). This figure is taken from Ivison et al. 
(2002). 
Dunne, Clements Si Eales (2000b) and Rengarajan & Takeuchi (2001) have 
also analysed this technique, using data from the SCUBA Local Universe Galaxy 
Survey (SLUGS; Dunne et al. (2000a)). Redshift estimates from all three radio - 
submillimetre correlations are presented in Ivison et al. (2002). The median 
redshift estimates were 2.0, 2.4 and 3.2 for the Dunne, Clements & Eales (2000b), 
Carilli & Yun (2000), and Rengarajan & Takeuchi (2001) techniques respectively, 
with the Carilli & Yun model predicting that there are no sources at z < 1, 23% 
of the sources lie in the range 1 < z < 2, 43% lie at 2 < z < 3 and 34% are at 
z > 3. Figure 4.8 (taken from Ivison et al. 2002) shows the cumulative redshift 
distribution, EN(z), for the 30 > 3.50u SCUBA sources considered in Ivison et 
al. (2002; solid black line). For comparison, EN(z) for the complete SCUBA 
lens survey by Smail et al. (2000, 2002) has also been plotted (dotted blue), and 
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,EN(z) for > 8 and < 8 mJy submm sources from the "8 mJy Survey" sample are 
plotted as red and green dashed lines, respectively (again assuming the Cavilli & 
Yun model). 
Interestingly, the brighter SCUBA population (Sß50 > 8 mJy) appears to have 
a higher median redshift of zmed ^- 2.7 than the fainter sources (Sß50 < 8 mJy; 
Zmed - 2.1). One possible explanation for the trend is a bias in the radio flux 
measurements due to resolving out emission from the larger sources. If the more 
luminous submm sources have larger angular sizes then there may be a weak trend 
in the radio measurements which would make these appear to have higher submm 
/ radio spectral indices and hence higher inferred redshifts. Ivison et al., however, 
estimate that this would result in a maximum reduction of 20% in the radio flux 
and therefore only a modest change in the spectral indices (Sa r 0.03). The more 
likely explanation is that this trend reflects differing behaviour in the intrinsically 
low- and high- luminosity SCUBA populations. In addition to the 1.4 GHz to 
850µm spectral index being sensitive to the redshift of the source, it is also 
dependent on the shape of the thermal dust emission SED (and hence the assumed 
temperature and emissivity index of the dust). There are thus several possible 
causes of this trend. Firstly, the radio -to -submm spectral index may be reflecting 
differences in the form of the SED with intrinsic luminosity, a more luminous 
source having a higher dust temperature, or alternatively a lower emissivity index. 
This scenario would seem unlikely to be a dominant factor given the very small 
amount of scatter in the far -IR / radio correlation locally (Condon 1992) and 
the work of the Dunne, Clements & Eales (2000b) on the SCUBA local Universe 
Galaxy Survey, although it is perhaps worth noting that these works apply to 
galaxies with FIR luminosities in the range LFIR = 109 - 1011 Lo, one or two 
orders of magnitude fainter than the galaxies studied here. Another possibility is 
that this reflects a bias in submillimetre surveys in favour of colder objects at a 
given LFIR and z. Finally the trend could be exactly what it appears, specifically 
that the more luminous submillimetre sources are generally located at higher 
redshifts than their less luminous counterparts. If this final scenario is indeed 
the case, it would suggest very strong luminosity evolution in the submillimetre 
selected galaxy population, out to high redshifts. 
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4.5 Star Formation Rates and Dust Masses 
The fine balance between cosmological dimming and a strong negative K- correction 
(arising from the steep spectral index of thermal dust emission longwards of the 
peak), leads to an almost uniform sensitivity to objects between redshifts z = 1 
and z = 8 when observing at a wavelength of 850 µm. Consequently, even without 
knowledge of the precise redshift of a submillimetre source, estimates of the FIR 
luminosity, star formation rate and dust mass can be made, provided the redshift 
of the source can be constrained to z > 1. The dependence of these quantities on 
redshift for an 8 mJy source with an SED like that of the local extreme starburst 
Arp 220 (assuming optically thin greybody emssion with a dust temperature of 
42.2K and emissivity index 1.2 (Dunne et al. 2000a)) may be seen in Figures 4.9 
to 4.12, for both an S2M = 0.3, S2A = 0.7 (blue line) and S2M = 1.0, f1A = 0.0 (red 
line) cosmology. One can readily see that for a given cosmology, there is almost 
no dependence of any of these quantities on the redshift of the source. 
The most important effect on estimating star formation rates and dust masses 
from an 850 ,um flux density is the spectral energy distribution of the source. The 
thermal dust emission is usually described by an optically thin greybody approx- 
imation with a single dust temperature and emissivity index. This is a fairly 
simplistic approach, as in principle the dust will be at a range of temperatures, 
which depends on the local radiation field. Observations of spiral galaxies, for ex- 
ample, have shown that at least two components, a warm and a cold (Td < 20 K), 
are necessary to explain the dust emission from FIR to millimetre wavelengths 
(eg. Guélin et al. 1993; Chini et al. 1995, Alton et al. 1998). However, given the 
limited SED information available on the high redshift SCUBA sources (i.e. the 
fact that there is only one flux density measurement at FIR to millimetre wave- 
lengths) there is little point in introducing a multi- temperature model. Therefore, 
the approach which I have taken to estimate the luminosities, star formation rates 
and dust masses is to use a single SED template, based on a single temperature 
optically thin greybody. 
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Figure 4.9: The dependence of the 850 µm luminosity on redshift for an 8 mJy source, 
assuming an Arp 220 SED with dust temperature 42.2K and emissivity index 1.2 
(Dunne et al. 2000a). The blue line shows the dependence on redshift in an S2M = 0.3, 
QA = 0.7 cosmology, whereas the red line shows the dependence on redshift in an 
Qm = 1.0, QA = 0.0 cosmology. 
Redshift 
Figure 4.10: The dependence of the inferred far -infrared bolometric luminosity on 
redshift for an 8 mJy source, assuming an Arp 220 SED with dust temperature 42.2K 
and emissivity index 1.2 (Dunne et al. 2000a). The blue line shows the dependence 
on redshift in an S2M = 0.3, S A = 0.7 cosmology, whereas the red line shows the 
dependence on redshift in an Qm = 1.0, S2A = 0.0 cosmology. 
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Figure 4.11: The dependence of the star formation rate on redshift for an 8 mJy 
source, assuming an Arp 220 SED with dust temperature 42.2K and emissivity index 
1.2 (Dunne et al. 2000a). The blue line shows the dependence on redshift in an 
SZM = 0.3, 52A = 0.7 cosmology, whereas the red line shows the dependence on redshift 
in an S2M = 1.0, QA = 0.0 cosmology. 
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Figure 4.12: The dependence of the dust mass on redshift for an 8 mJy source, assum- 
ing an Arp 220 SED with dust temperature 42.2K and emissivity index 1.2 (Dunne et 
al. 2000a). The blue line shows the dependence on redshift in an QM = 0.3, S2A = 0.7 
cosmology, whereas the red line shows the dependence on redshift in an S2M = 1.0, 
Sty = 0.0 cosmology. 
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where LV850µm is the 850 pm luminosity in terms of power per unit frequency 
interval per unit solid angle, S850µm is the 850 pm flux density, D is the proper 
distance, Td is the dust temperature and 0 is the dust emissivity index. 
The far -infrared bolometric luminosity is determined by integrating the monochro- 
matic luminosity measurements with respect to frequency, over the far -infrared 
waveband. 
LFIR = J 
Ldv (4.2) 
FIR 
In practice, however, this quantity is actually well approximated by interpolating 




(3 +ß) _ 1 
C 60) ehc /kTasoµm - 
is the 60 pm luminosity in terms of power per unit frequency interval 
(4.3) 
per unit solid angle, and then assuming isotropic emission 
LFIR r.J 47Lv6oµm1/60µm (4.4) 
The data from the SCUBA Local Universe Galaxy Survey (SLUGS) of Dunne 
et al. (2000a) suggests that this approximation is valid to within 0.1 dex. The 
far -infrared luminosity provides a measure of the current SFR of massive stars. In 
regions of intense star formation, dust is heated primarily by the embedded 0 and 
B stars which evolve rapidly and dispense their surrounding material on similarly 
short time -scales 107 yr, Wang 1991), hence the rate of dust production is 
proportional to the star formation rate. The star formation rate may be calculated 
to within a factor of a few, by means of 
SFR = E10 -10 'FIR Moyr -1 (4.5) 
0 
The value of E is uncertain to within a factor of N 3 (Scoville & Young 1983, 
Thronson & Telesco 1986, Rowan- Robinson et al. 1997, Rowan- Robinson 2000), 
the main sources of error arising from uncertainties in the initial mass function 
(IMF), the fraction of optical /UV light absorbed by the dust, and the time -scale 
of the burst. I have assumed a value of E = 2.1 (Thronson & Telesco 1986), 
which falls roughly in the middle of the range, incorporating a burst of O,B, and 
A type star -formation over ti 2 x 106 yr, and assumes a Salpeter IMF. It was 
also assumed that all of the optical /UV radiation was absorbed and re- radiated 
thermally by the surrounding dust. 
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RA DEC S850 log(Lsso) Inferred log(LFIR) 
(J2000) (J2000) /mJy /W Hz-1 sr-1 /Lo 
01 16:37:04.29 +41:05:30.9 11.1 + 1.7 23.65±22 (23.3212) 12.92±22 (12.5912) 
02 16:36:58.62 +41:05:24.9 11.0 f 1.9 23.64±2:2 (23.321278) 12.91±2:gs (12.5912) 
03 16:36:58.18 +41:04:39.9 9.5 ± 1.8 23.58±2:2 (23.25±2:2) 12.85±ó:ós (12.52±óós) 
04 16:36:50.04 +40:57:33.0 8.3 ± 1.8 23.52±00.°9 (23.19±0.°9) 12.79±0.09 (12.4610_°9) 
05 16:36:39.36 +40:56:38.9 9.1 ± 2.4 23.56±213 (23.23±213) 12.83113 (12.50±213) 
06 16:37:04.25 +40:55:44.9 9.2 + 2.4 23.56±013 (23.24±013) 12.84113 (12.51±213) 
07 16:36:35.66 +40:55:56.9 8.4 ± 2.2 23.53 ó:i3 (23.20±013) 12.80±213 (12.47±213) 
08 16:37:02.50 +41:01:22.9 6.1 + 1.7 23.39±01á (23.06±2:114) 12.66±0114 (12.33±2114) 
09 16:37:07.97 +40:59:30.9 6.0 ± 1.6 23.38±213 (23.05±0:13) 12.65±013 (12.32±2:13) 
10 16:36:51.37 +41:05:06.0 6.5 + 1.8 23.41±2:114 (23.09±211) 12.68±211 (12.36±2114) 
11 16:36:22.41 +40:57:04.8 9.2 ± 2.6 23.56111 (23.241114) 12.84±211 (12.51±2114) 
12 16:37:07.46 +41:02:36.9 6.2 + 1.7 23.39±211 (23.07±0114) 12.66±011 (12.34±2114) 
13 16:36:49.34 +41:04:17.0 7.7 ± 2.2 23.49±2:15 (23.16±015) 12.76±215 (12.43115) 
14 16:36:58.78 +40:57:32.9 5.0 ± 1.4 23.30±0:11 (22.97111) 12.57±0114 (12.24±21á) 
15 16:36:44.48 +40:58:38.0 7.3 ± 2.1 23.46±015 (23.14±02) 12.73±ó:i5 (12.41±22 
16 16:36:48.81 +40:55:54.0 5.5 ± 1.6 23.34±0:15 (23.01±2:15) 12.61115 (12.29±2:15) 
17 16:36:31.25 +40:55:46.9 6.4 f 1.9 23.41±0:15 (23.08±215) 12.68±2i5 (12.35±2i5) 
18 16:37:04.27 +41:01:06.9 6.4 + 1.9 23.41115 (23.08115) 12.68±215 (12.35115) 
19 16:36:19.68 +40:56:22.7 11.2 ± 3.3 23.65±215 (23.32115) 12.92±ó:i5 (12.591i5) 
20 16:37:10.10 +41:00:16.8 5.1 ± 1.5 23.31±215 (22.98115) 12.58±115 (12.25±2i5) 
21 16:36:59.41 +40:59:57.9 8.1 ± 2.5 23.51±014 (23.1812 12.78±2:14 (12.45±2:14) 
22 16:37:19.47 +41:01:37.7 12.4 ± 3.8 23.69114 (23.37±0'2 12.96±2:14 (12.64114) 
23 16:36:27.90 +40:54:03.9 13.2 ± 4.1 23.72±2:14 (23.40±2:14) 12.99±0:1s (12.67±0:14) 
24 16:36:48.27 +41:03:52.0 7.0 ± 2.2 23.45114 (23.12±ó:i4) 12.72±214 (12.3912) 
25 16:36:34.50 +40:57:23.9 6.4 ± 2.0 23.41±ó:1s (23.08+214) 12.68±2:14 (12.35±2:14) 
26 16:36:57.11 +40:59:36.0 7.6 ± 2.4 23.48±214 (23.16±014) 12.75114 (12.43±2:14) 
27 16:37:12.23 +41:02:57.8 5.1 + 1.6 23.31114 (22.98±2:14) 12.58±2:14 (12.25±2:14) 
28 16:37:10.54 +41:00:48.8 4.6 ± 1.5 23.26117 (22.94±2:i7) 12.53±0:i7 (12.21117) 
29 16:36:26.89 +41:02:22.8 10.9 ± 3.5 23.641:17 (23.31±217) 12.91±2:i7 (12.58117) 
30 16:36:33.96 +41:01:36.9 11.8 + 3.8 23.671i7 (23.35±2:17) 12.94±2:i7 (12.62±2:i7) 
31 16:36:39.79 +41:00:33.9 5.9 ± 2.0 23.37+2:2 (23.05+2:2) 12.64±ó: s (12.32±2:2) 
32 16:36:36.51 +41:05:17.9 11.8 ± 4.0 23.671:2 (23.35±2:2) 12.94±2: s (12.6212) 
33 16:36:24.07 +40:59:34.8 10.4 ± 3.5 23.621:2 (23.29±0:is) 12.89±ó:18 (12.56±ó: s) 
34 16:36:53.66 +41:00:49.0 7.2 ± 2.4 23.46±2:14 (23.13±ó:1á) 12.73±214 (12.40±214) 
35 16:36:44.83 +40:56:51.0 5.7 ± 1.9 23.3612 (23.0312) 12.63±214 (12.30±(01:14) 
36 16:36:45.44 +41:04:52.0 5.6 ± 1.9 23.35+2:2 (23.02±2:2) 12.62±2:2 (12.29±0:2) 
37 16:36:35.90 +41:01:37.9 9.3 ± 3.2 23.57±2:2 (23.241:2) 12.841:2 (12.5112) 
38 16:36:32.02 +41:00:04.9 9.2 + 3.1 23.5612 (23.2412) 12.8412 (12.511:2) 
39 16:36:53.14 +41:03:46.0 5.7 ± 2.0 23.361:2 (23.03±2:19) 12.631:2 (12.30±2:1s) 
40 16:37:08.62 +41:04:48.9 4.3 ± 1.5 23.23±2:2 (22.9112) 12.50±2:2 (12.181:2) 
41 16:36:25.57 +41:00:35.8 7.8 ± 2.7 23.49±ó:i8 (23.1712) 12.761:2 (12.4412) 
42 16:36:52.87 +41:02:52.0 3.9 ± 1.3 23.19±214 (22.8712) 12.46±Ó:1á (12.14±2:14) 
43 16:36:27.00 +40:58:14.8 6.8 ± 2.4 23.4312 (23.11±2: s) 12.701:2 (12.38+2:2) 
44 16:37:01.81 +41:06:22.9 6.1 + 2.1 23.39±2:2 (23.06±2:2) 12.661:2 (12.33±2:2) 
45 16:37:09.13 +41:01:59.9 4.3 ± 1.5 23.23±2:2 (22.91±2: s) 12.50±2:2 (12.18±ó:2) 
Table 4.4: 850 µm and inferred FIR luminosities for the ELAIS N2 sources, assuming 
an Arp 220 SED with Td = 42.2 K and ,ß = 1.2 (Dunne et al. 2000a). z = 2.4 was 
assumed (the median value taken from Ivison et al. (2002) using the Carilli and Yun 
(2000) radio -submm spectral index redshift estimates). Errors represent the error on the 
flux density. The left hand quantities are for an S2M = 0.3, QA = 0.7 cosmology, and the 
right hand quantities are for an S2M = 1.0, SlA = 0.0 cosmology. Ho = 67kms- 'Mpc -1. 








/W Hz-1 sr-1 
Inferred log(LFIR) 
/Lo 
01 10:52:01.33 +57:24:43.3 9.6 + 1.6 23.58+2t (23.261275) 12.85 á.078 (12.53±2:278) 
02 10:52:38.21 +57:24:35.1 11.0 + 2.3 23.64±2.7ó (23.32±22) 12.91±g. ó (12.59±g:7ó) 
03 10:51:58.39 +57:18:00.3 7.9 + 1.7 23.50±2.08 (23.17±2°8) 12.77±2Ó8 (12.44±278) 
04 10:52:04.05 +57:25:29.3 7.8 + 1.8 23.49179 (23.17109) 12.76179 (12.44±279) 
05 10:52:30.39 +57:22:13.2 10.8 + 2.6 23.63172 (23.31172) 12.90172 (12.58172) 
06 10:52:22.71 +57:19:32.3 14.0 + 3.4 23.75172 (23.42172) 13.02±272 (12.69±g.72) 
07 10:51:51.54 +57:26:35.2 8.0 + 2.0 23.50±á.i2 (23.18±g:iá) 12.77±g:iá (12.45±g;iá) 
08 10:51:59.60 +57:24:21.3 4.8 ± 1.2 23.28±g:iá (22.96±g:iá) 12.55±2:iá (12.23±22 
09 10:51:59.26 +57:17:18.3 8.0 + 2.1 23.50±2.i3 (23.1812 12.77±21 (12.45±22 
10 10:51:42.39 +57:24:45.1 12.0 + 3.2 23.68±2:i3 (23.35±22 12.95±22 (12.62±22 
11 10:51:53.82 +57:18:47.3 6.7 + 1.8 23.43114 (23.10±2i4) 12.70±2i4 (12.37±214) 
12 10:52:16.78 +57:19:23.3 10.1 + 2.8 23.61±ó.11 (23.28±2114) 12.88±2:114 (12.551114) 
13 10:51:33.57 +57:26:41.0 9.5 + 2.7 23.58±2:i5 (23.25±g15) 12.85±2:i5 (12.52±22 
14 10:52:07.77 +57:19:07.3 5.6 + 1.6 23.35±2:i5 (23.02±215) 12.621:15 (12.29±g:i5) 
15 10:51:30.46 +57:20:37.9 12.0 + 3.5 23.68±2:i5 (23.35±215) 12.95±2:i5 (12.62±22 
16 10:52:36.37 +57:25:15.1 5.7 + 1.7 23.36±2:i5 (23.0312 12.63±2ii5 (12.30±2:15) 
17 10:52:04.30 +57:27:01.3 9.2 ± 2.7 23.56±2:i5 (23.24±g:i5) 12.84±g:i5 (12.51±22 
18 10:52:05.67 +57:20:53.3 4.6 ± 1.4 23.26±2:14 (22.94±22 12.53±2:14 (12.21±22 
19 10:52:24.58 +57:21:19.3 11.7 + 3.5 23.671:i5 (23.3412 12.94±g:i5 (12.61±22 
20 10:52:27.18 +57:22:21.2 12.1 + 3.7 23.68114 (23.36±2:14) 12.95±214 (12.63114) 
21 10:52:37.67 +57:20:30.1 9.8 + 3.1 23.59±2.11 (23.271i11) 12.86±211 (12.54±211) 
22 10:51:46.97 +57:24:51.2 7.1 + 2.2 23.45±2i14 (23.13±g2 12.72±2:14 (12.40±214) 
23 10:52:28.07 +57:25:09.2 5.8 + 1.8 23.36114 (23.04±214) 12.63±2:14 (12.31±2:14) 
24 10:52:03.94 +57:20:07.3 4.0 + 1.3 23.20±21l (22.88±211) 12.47±2i17 (12.15±2:17) 
25 10:51:48.36 +57:21:48.2 12.1 + 3.8 23.68±214 (23.3612 12.951:14 (12.63±214) 
26 10:52:09.87 +57:20:40.3 9.0 + 2.8 23.56±2:16 (23.23±22 12.83114 (12.50114) 
27 10:52:34.57 +57:20:02.1 10.0 + 3.2 23.60±211 (23.27111) 12.87±211 (12.55±211) 
28 10:51:42.89 +57:24:12.1 11.0 + 3.6 23.641E17 (23.32±211) 12.911:11 (12.59±211) 
29 10:52:01.71 +57:19:16.3 4.0 + 1.3 23.20±211 (22.88±211) 12.47±g17 (12.15±211) 
30 10:51:59.99 +57:20:39.3 4.2 + 1.4 23.22114 (22.901:14) 12.49±214 (12.171:2) 
31 10:52:27.28 +57:19:06.2 7.7 + 2.5 23.49±2E11 (23.16±211) 12.76±211 (12.43±211) 
32 10:52:34.51 +57:25:34.1 4.1 + 1.4 23.21±2:2 (22.89±g2 12.48+2:2 (12.16±22 
33 10:52:10.86 +57:24:13.3 8.4 + 2.8 23.53±214 (23.20±214) 12.80±g14 (12.47±214) 
34 10:51:33.81 +57:19:29.0 7.8 ± 2.6 23.49114 (23.17114) 12.76±g14 (12.441:14) 
35 10:51:55.77 +57:23:12.3 4.0 + 1.3 23.20±211 (22.88±211) 12.47±g11 (12.15±211) 
36 10:51:23.29 +57:20:33.8 13.9 ± 4.7 23.74±g:2 (23.421:2) 13.0112 (12.69±2:is) 
37 10:52:29.57 +57:26:20.2 4.7 + 1.6 23.271:2 (22.95±22 12.541:2 (12.2212) 
38 10:52:41.14 +57:21:47.1 14.3 ± 4.9 23.76±2: s (23.43±2:18) 13.03±g:is (12.70+2:2) 
39 10:52:03.45 +57:16:54.3 7.9 + 2.7 23.501:2 (23.171: s) 12.771:2 (12.441:2) 
40 10:51:52.56 +57:22:29.2 4.4 + 1.5 23.24±g:iá (22.92±2: á) 12.51±2:is (12.19±2: s) 
Table 4.5: 850 ¡gym and inferred far infrared bolometric luminosities for the Lockman 
Hole sources, assuming an Arp 220 SED with dust temperature 42.2K and emissivity 
index 1.2 (Dunne et al. 2000a). A redshift of 2.4 was assumed (the median value 
taken from Ivison et al. (2002) using the Carilli and Yun (2000) radio -submm spectral 
index redshift estimates). Errors represent the error on the flux density. The left hand 
quantities are for an Qm = 0.3, QA = 0.7 cosmology, and the right hand quantities 
(enclosed in brackets) are for an Qm = 1.0, QA = 0.0 cosmology. H0 = 67kms- 'Mpc -1. 


























































































































































































































































































































































































































































































































Table 4.6: Star formation rates and dust masses for the ELAIS N2 sources, assuming 
an Arp 220 SED with Td = 42.2 K and / = 1.2 (Dunne et al. 2000a). z = 2.4 was 
assumed (the median value taken from Ivison et al. (2002) using the Carilli and Yun 
(2000) radio -submm spectral index redshift estimates). Errors represent the error on the 
flux density. The left hand quantities are for an S2M = 0.3, QA = 0.7 cosmology, and the 
right hand quantities are for an S2M = 1.0, QA = 0.0 cosmology. Ho = 67kms- 'Mpc -1. 











01 10:52:01.33 +57:24:43.3 9.6 + 1.6 1499 + 249 ( 707 + 117) 8.87 ó:gs (8.54}g ós) 
02 10:52:38.21 +57:24:35.1 11.0 + 2.3 1718 + 359 ( 810 + 169) 8.93±2: ó (8.60+21) 
03 10:51:58.39 +57:18:00.3 7.9 ± 1.7 1234 ± 265 ( 581 + 125) 8.781°8 (8.46±2:°8) 
04 10:52:04.05 +57:25:29.3 7.8 + 1.8 1218 + 281 ( 574 + 132) 8.78±209 (8.45109) 
05 10:52:30.39 +57:22:13.2 10.8 + 2.6 1687 ± 406 ( 795 + 191) 8.92±272 (8.59±2°2) 
06 10:52:22.71 +57:19:32.3 14.0 ± 3.4 2187 + 531 (1031 + 250) 9.031°2 (8.71±2°2) 
07 10:51:51.54 +57:26:35.2 8.0 ± 2.0 1249 ± 312 ( 589 ± 147) 8.79±213 (8.46113) 
08 10:51:59.60 +57:24:21.3 4.8 + 1.2 749 ± 187 ( 353 + 88) 8.57112 (8.24113) 
09 10:51:59.26 +57:17:18.3 8.0 ± 2.1 1249 + 328 ( 589 ± 154) 8.7912 (8.46113) 
10 10:51:42.39 +57:24:45.1 12.0 ± 3.2 1874 ± 499 ( 883 + 235) 8.97±212 (8.64112) 
11 10:51:53.82 +57:18:47.3 6.7 ± 1.8 1046 ± 281 ( 493 ± 132) 8.7111(4) (839±g:1(4)) 
12 10:52:16.78 +57:19:23.3 10.1 + 2.8 1577 ± 437 ( 743 + 206) 8.89±2n (8.561114) 
13 10:51:33.57 +57:26:41.0 9.5 ± 2.7 1484 + 421 ( 699 ± 198) 8.861is (8.54±g:1s) 
14 10:52:07.77 +57:19:07.3 5.6 ± 1.6 874 ± 249 ( 412 + 117) 8.631is (8.31±22 
15 10:51:30.46 +57:20:37.9 12.0 + 3.5 1874 ± 546 ( 883 + 257) 8.97±2:is (8.64±22 
16 10:52:36.37 +57:25:15.1 5.7 ± 1.7 890 ± 265 ( 419 + 125) 8.64±2:is (8.32±2:i5) 
17 10:52:04.30 +57:27:01.3 9.2 + 2.7 1437 + 421 ( 677 + 198) 8.851:is (8.521is) 
18 10:52:05.67 +57:20:53.3 4.6 + 1.4 718 ± 218 ( 338 + 103) 8.55114 (8.2212) 
19 10:52:24.58 +57:21:19.3 11.7 + 3.5 1827 + 546 ( 861 + 257) 8.95±2:116 (8.63±g2 
20 10:52:27.18 +57:22:21.2 12.1 ± 3.7 1890 ± 578 ( 891 + 272) 8.97114 (8.64±22 
21 10:52:37.67 +57:20:30.1 9.8 ± 3.1 1530 + 484 ( 721 ± 228) 8.88117 (8.551i7) 
22 10:51:46.97 +57:24:51.2 7.1 ± 2.2 1109 ± 343 ( 523 + 162) 8.74±2:14 (8.41±2:14) 
23 10:52:28.07 +57:25:09.2 5.8 ± 1.8 906 + 281 ( 427 + 132) 8.65±2:14 (8.32114) 
24 10:52:03.94 +57:20:07.3 4.0 + 1.3 624 ± 203 ( 294 ± 95) 8.49±g:17 (8.161i7) 
25 10:51:48.36 +57:21:48.2 12.1 ± 3.8 1890 + 593 ( 891 ± 279) 8.97±2:14 (8.6412) 
26 10:52:09.87 +57:20:40.3 9.0 ± 2.8 1405 + 437 ( 662 + 206) 8.84±2:14 (8.5112) 
27 10:52:34.57 +57:20:02.1 10.0 ± 3.2 1562 ± 499 ( 736 ± 235) 8.89±2:i7 (8.56117) 
28 10:51:42.89 +57:24:12.1 11.0 ± 3.6 1718 ± 562 ( 810 ± 265) 8.93±g:i7 (8.60±2:i7) 
29 10:52:01.71 +57:19:16.3 4.0 ± 1.3 624 ± 203 ( 294 + 95) 8.4911:i7 (8.161i7) 
30 10:51:59.99 +57:20:39.3 4.2 ± 1.4 656 ± 218 ( 309 + 103) 8.51±2:14 (8.18±2:14) 
31 10:52:27.28 +57:19:06.2 7.7 ± 2.5 1202 + 390 ( 567 ± 184) 8.77±2:i7 (8.451N) 
32 10:52:34.51 +57:25:34.1 4.1 + 1.4 640 ± 218 ( 302 + 103) 8.50118 (8.171:2) 
33 10:52:10.86 +57:24:13.3 8.4 + 2.8 1312 + 437 ( 618 + 206) 8.81±2:14 (8.48114) 
34 10:51:33.81 +57:19:29.0 7.8 ± 2.6 1218 ± 406 ( 574 + 191) 8.78114 (8.45114) 
35 10:51:55.77 +57:23:12.3 4.0 + 1.3 624 ± 203 ( 294 ± 95) 8.49±2:i7 (8.16±g:i7) 
36 10:51:23.29 +57:20:33.8 13.9 + 4.7 2171 + 734 (1023 + 346) 9.0312 (8.701:2) 
37 10:52:29.57 +57:26:20.2 4.7 ± 1.6 734 ± 249 ( 346 ± 117) 8.5612 (8.231: á) 
38 10:52:41.14 +57:21:47.1 14.3 ± 4.9 2233 ± 765 (1053 + 360) 9.04+2:2 (8.7211:2) 
39 10:52:03.45 +57:16:54.3 7.9 ± 2.7 1234 ± 421 ( 581 + 198) 8.78±12 (8.46114) 
40 10:51:52.56 +57:22:29.2 4.4 ± 1.5 687 + 234 ( 324 + 110) 8.5312 (8.201:14) 
Table 4.7: Star formation rates and dust masses for the Lockman Hole sources, as- 
suming an Arp 220 SED with dust temperature 42.2K and emissivity index 1.2 (Dunne 
et al. 2000a). A redshift of 2.4 was assumed (the median value taken from Ivison et 
al. (2002) using the Carilli and Yun (2000) radio -submm spectral index redshift esti- 
mates). Errors represent the error on the flux density. The left hand quantities are for 
an Qm = 0.3, S2A = 0.7 cosmology, and the right hand quantities (enclosed in brackets) 
are for an Qm = 1.0, ft = 0.0 cosmology. Ho = 67kms- 'Mpc -1. 
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In calculating the mass of dust present in each source, it is assumed that 
the submillimetre continuum is the result of optically -thin thermal emission from 
the heated dust grains, with no additional contribution from bremsstrahlung or 
synchrotron radiation. The dust mass Md is then determined directly by the 
relation 
Md 
S850µmD2(1 + z) 
(4.6) krestB(vrest Td) .  
d l 
where S850/./m is the observed flux density, D is the proper distance, te St is the 
rest- frequency mass absorption coefficient, and B(vrest, Td) is the rest- frequency 
value of the Planck function from dust grains radiating at temperature Td. For 
more information regarding this equation, see Section 1.4 in the Introduction. 
The main uncertainty in determining the dust mass Md is the uncertainty in the 
rest -frequency mass absorption coefficient Ki St The values given in the literature 
span almost an order of magnitude, from td(850µm) 0.04 m2kg -1 (Draine & 
Lee 1984), tcd(850pm) = 0.07 + 0.02 m2kg -1 (James et al. 2002), to ,d(850 tm) 
0.3 m2kg -1 (Mathis & Whiffen 1989), depending on the size, shape, mass and 
composition of the dust grains, as well as how the dust is distributed ie. if the 
grains stick together or are spread fairly diffusely. In order to minimise the error 
on the dust mass estimates, I have adopted the same approach as Hughes, Dunlop 
& Rawlings (1997), using their average value of icd (800pm) = 0.15 ± 0.09 m2kg -1, 
and interpolating to other submillimetre wavelengths by assuming icd oc a -1.5 
(at 850µm the average value is equivalent to Id(850pm) = 0.14 ± 0.08 m2kg -1). 
A different choice of cd(850pm) would be expected to change the dust mass 
estimates by factors of up to ti 2 - 3. 
One of the best studied starburst galaxies in the local universe is the ultralu- 
minous infrared galaxy (ULIRG) Arp 220. This galaxy is an extreme starburst 
(LFIR = 1012 L®, SFR = 300 Moyr -1) and has a very steep rest frame mid- to far - 
IR spectrum. Chapman et al. (2003a) have shown that it describes the spectral 
energy distribution of the high -redshift (z > 1) SCUBA population fairly well on 
average. Dunne et al. (2000a) find a best fit dust temperature Td = 42.2 K and 
emissivity index ß = 1.2, which is in good agreemant with Lisenfeld, Isaak & Hills 
(2000) who found a slightly larger best fit dust temperature Td = 45 K and emis- 
sivity index ß = 1.2. Adopting the values of Dunne et al. (2000a), and assuming 
that all of the recovered sources lie at z = 2.4 (the median redshift given in Ivison 
et al. (2002) based on the Carilli & Yun (2000) radio -to- submillimetre spectral in- 
dex redshift estimator), Tables 4.4 to 4.7 give estimates for the 850 pm luminosity, 
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far -infrared luminosity, star formation rates and dust masses using the calcula- 
tions given above. The un- bracketted quantities assume an QM = 0.3, A = 0.7 
cosmology with Ho = 67kms-'Mpc -1, and those values enclosed in bracketts as- 
suming an Einstein -de Sitter cosmology (Ho = 67kms- 1Mpc -1). The inferred star 
formation rates range from several hundred to several thousand solar masses per 
year, exceeding even that of the extreme local starburst Arp220. For an 8 mJy 
source in an SZM = 0.3, St = 0.7, the star formation rate is 1200 Moyr -1 (ap- 
proximately 4 times that of Arp 220). This star -forming activity, however, is very 
heavily obscured by 108-109 M® of dust, implying gas reservoirs of 1010-1011 M®. 
Figures 4.13 to 4.19 show how these results would vary for an 8 mJy source, 
placed at a redshift z = 2.4, for a broad range of dust temperatures and emissivity 
indices, and for both of the adopted cosmologies. Increasing the dust temperature 
Td has the effect of shifting the spectral peak to higher frequencies, allowing the 
negative K- correction to counteract the cosmological dimming over a larger range 
in redshift. Increasing the dust emissivity index /3 has the effect of steepening the 
Rayleigh -Jeans tail, thus increasing the strength of the negative K- correction. If 
one considers the most extreme combinations of dust temperature and emissivity 
shown in these plots ie. (Td = 30 K, ¡3 = 1.0 and Td = 50K,ß = 2.0), there is a 
huge variation in the range of FIR luminosities and SFRs by up to two orders of 
magnitude. However, such extreme combinations are unphysical descriptions of 
the SEDs of the known classes of object. Dunne et al. (2000a) investigated a sam- 
ple of local galaxies in the "SCUBA Local Universe Galaxy Survey" (SLUGS). 
The sample was selected from the IRAS bright galaxy catalogue, which is com- 
plete to a flux density of S60µm > 5.24 Jy. The criteria for selecting the objects 
were declination limits of -10° < S < 50° (so that the objects could be reached 
from the JCMT in Hawaii), and a velocity > 1900 km s -1 to try and ensure that 
the galaxies fitted within the SCUBA field of view. A total of 104 galaxies sat- 
isfied these conditions, spread across an area of 10400 sq °, and so this subset 
is largely unbiased, containing examples of all known classes of object. Dunne et 
al. (2000a) found a sample mean and standard deviation for the best fitting dust 
temperature of Td = 35.6+4.9K, and for the dust emissivity index /ß = 1.3+ 0.2, 
suggesting that the SED shapes are actually quite similar. Furthermore, those 
objects fitted with extreme dust temperatures, tended to be balanced with the 
extreme emissivity indices, but in such a manner as to counteract the effect of 
the high / low temperature fit eg. NGC 5371 had best fit values of Td = 25.4 K 
and /3 = 1.9, whereas NGC 4418 had best fit values of Td = 55.4 K and /3 = 0.9. 
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If instead of using an Arp 220 SED, the mean dust temperature and emissivity 
index from the SLUGS had been adopted, in an SlM = 0.3, SlA = 0.7 cosmology 
Lssoµm would remain the same to within 2 %, LFIR and the SFR would decrease 
by a factor of 1.7, and the estimated dust mass would increase by a factor of 1.3. 
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Dust Temperature /K 
Figure 4.13: The dependence of the 850 pm luminosity on dust temperature for an 
8 mJy source, assuming the source lies at z = 2.4 in an S2M = 0.3, QA = 0.7 cosmology. 
Optically thin greybody emission is assumed. The red, blue, black, green, magenta 
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Figure 4.14: The dependence of the 850µm luminosity on dust temperature for an 
8 mJy source, assuming the source lies at z = 2.4 in an S2M = 1.0, QA = 0.0 cosmology. 
Optically thin greybody emission is assumed. The red, blue, black, green, magenta 
and cyan dashed lines are for dust emissivity indexes of 1.0, 1.2, 1.4, 1.6, 1.8 and 2.0 
respectively. 
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Figure 4.15: The dependence of the inferred far -infrared bolometric luminosity on dust 
temperature for an 8 mJy source, assuming the source lies at z = 2.4 in an S2M = 0.3, 
SIS = 0.7 cosmology. Optically thin greybody emission is assumed. The red, blue, 
black, green, magenta and cyan solid lines are for dust emissivity indexes of 1.0, 1.2, 
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Figure 4.16: The dependence of the inferred far -infrared bolometric luminosity on dust 
temperature for an 8 mJy source, assuming the source lies at z = 2.4 in an SIM = 1.0, 
SZ = 0.0 cosmology. Optically thin greybody emission is assumed. The red, blue, 
black, green, magenta and cyan dashed lines are for dust emissivity indexes of 1.0, 1.2, 
1.4, 1.6, 1.8 and 2.0 respectively. 
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Figure 4.17: The dependence of the star formation rate on dust temperature for an 
8 mJy source, assuming the source lies at z = 2.4 in an S2M = 0.3, QA = 0.7 cosmology. 
Optically thin greybody emission is assumed. The red, blue, black, green, magenta 
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Figure 4.18: The dependence of the star formation rate on dust temperature for an 
8 mJy source, assuming the source lies at z = 2.4 in an S2M = 1.0, S2A = 0.0 cosmology. 
Optically thin greybody emission is assumed. The red, blue, black, green, magenta 
and cyan dashed lines are for dust emissivity indexes of 1.0, 1.2, 1.4, 1.6, 1.8 and 2.0 
respectively. 
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Figure 4.19: The dependence of the dust mass on dust temperature for an 8 mJy 
source, assuming the source lies at z = 2.4. The blue line shows an S2M = 0.3, SIA = 0.7 
cosmology, whereas the red line shows an SIM = 1.0, OA = 0.0 cosmology. In this 
estimate of the dust mass, there is no dependence on the dust emissivity. 
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Redshift range Co- moving SFR density 
(S2M= 0.3,í2A =0.7) 
¡M® yr -1 Mpc -3 
Co- moving SFR density 
(SìM= 1.0,52A =0.0) 
¡M® -1 Mpc -3 
1 -3 0.019 0.031 
1 -4 0.012 0.021 
1 -5 0.009 0.017 
2 -3 0.035 0.062 
2 -4 0.018 0.033 
2 -5 0.012 0.023 
3 -4 0.037 0.070 
3 -5 0.019 0.038 
Table 4.8: The co- moving star formation rate density of sources brighter than 8 mJy, 
detected with S/N > 3.50, using the uniform noise regions of the two survey areas 
and assuming that all of these sources lie within the redshift range given in column 
1. Column 2 assumes an S2M = 0.3, QA = 0.7 cosmology, and column 3 assumes an 
Einstein de Sitter cosmology. H0 = 67 kms- 1Mpc -1 was adopted for both cosmologies. 
4.6 Star Formation Rate densities 
The 19 sources brighter than 8 mJy, with S/N > 3.50 and located in the uni- 
form noise regions of the survey maps, account for 10% of the submillimetre 
background observed by COBE -FIRAS (Puget et al. 1996, Fixsen et al. 1998, 
Hauser et al. 1998). Table 4.8 shows the inferred star formation rate density for a 
variety of redshift bands, and for both of our adopted cosmologies. These bright 
SCUBA sources alone imply a high -redshift star formation rate density (SFRD) 
in the range 0.01 - 0.07Mo yr' Mpc -3 , comparable to that observed in the 
optical /UV (Steidel et al. 1999). Assuming that the whole of the submillimtere 
background may be attributed to starlight reprocessed by dust, this would imply 
a high -redshift SFRD in the range 0.1 - 0.7M® yr' Mpc -3, varying only by 
a factor of 3 -4 on the adopted redshift band for a given choice of cosmology. 
These results agree very well with Barger, Cowie & Richards (2000) who 
considered the contribution to the SFRD of sources brighter than 6 mJy, and de- 
termined completeness corrected SFRDs 0.1 -0.4 Moyr-'Mpc-3 in the redshift 
range 1 < z < 3, and 0.1 - 0.7 Mpyr- 1Mpc -3 in the redshift range 3 < z < 6. 
In contrast to the marked decline in the SFRD at z > 1 originally implied by 
optical /UV observations (Madau et al. 1996), submillimetre surveys suggest that 
the SFRD is either steady or gently increasing to perhaps as far back as z = 5. 
Current redshift constraints (Ivison et al. 2002, Dunlop 2001a and references 
within) suggest that < 25% of luminous (> 4 mJy) submillimetre sources lie at 
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z < 2, and that the median redshift of this population is zmed ^- 2 - 3. A peak 
in the SFRD around this epoch would not be unexpected given the strong cor- 
relation between black -hole and spheroid mass found at low redshift (Kormendy 
& Gebhardt 2001, Mclure & Dunlop 2002) and the peak in optical emission from 
powerful quasars at z 2.5 (Schmidt, Schneider, & Gunn 1995). However, im- 
proved redshift constraints are required to establish when the co- moving SFRD 
reached a maximum. 
4.7 Co- moving number density of 8 mJy sources 
As explained in Section 4.4, although accurate redshifts for the submillimetre 
sources uncovered in this survey are currently lacking, existing constraints mean 
that one can be very confident that virtually all of them lie at z > 1, and indeed 
can be reasonably confident that the majority lie at z > 2 (Dunlop 2001a, Fox et 
al. 2002, Ivison et al. 2002). It is thus still possible to make a meaningful estimate 
of the co- moving number density of bright (S85oµm > 8 mJy) sub -mm sources at 
high redshift implied by the number counts derived from this survey. The results 
of this calculation, for a variety of assumed redshift bands, are summarized in 
Table 4.9 (again for the two standard assumed alternative cosmologies). From 
this table it can be seen that the co- moving number density of dust -enshrouded 
starburst galaxies with star formation rates > 1000 Mpyr -1 lies in the range 
1 - 10 x 10 -5 Mpc -3 in very good agreement with Lilly et al. (1999), Barger, 
Cowie & Sanders (1999), and Barger, Cowie & Richards (2000). In a similar 
manner to the co- moving SFRD, this result depends only weakly (a factor of 3 -4) 
on the precise choice of assumed redshift band for the sources, for a given choice 
of cosmology. Adopting the now strongly- favoured flat, A- dominated cosmology 
leads to the conclusion that the co- moving number density of dust -enshrouded 
starburst galaxies with star formation rates > 1000 Moyr -1 is 1 x 10 -5 Mpc -3. 
This is an interesting number. It is over an order of magnitude smaller than 
the number density of galaxies brighter than L* in the present -day universe, as 
inferred from the K -band luminosity function (Glazebrook et al. 1995; Cowie et 
al. 1995; Gardner et al. 1997; Szokoly et al. 1998; Kochanek et al. 2001), but 
is an order of magnitude greater than the co- moving number density of bright 
optical QSOs (Mv < -24) at z 2 - 3 (Warren, Hewett & Osmer 1995). 
With reference to the present -day K -band luminosity function, a co- moving 
number density of 1 x 10 -5 Mpc -3 corresponds to a galaxy luminosity 1 - 1.5 
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Redshift range Co-moving no. density 
(12M = 0.3, QA = 0.7) 
/Mpc-s 
Co-moving no. density 
(SZM = 1.0, SZA = 0.0) 
/Mpc-s 
1- 3 1.20 x 10-5 4.20 x 10-5 
1 -4 0.80 x 10-5 2.93 x 10-5 
1 -5 0.61 x 10-5 2.32 x 10-5 
2 -3 2.25 x 10-5 8.52 x 10-5 
2 -4 1.15 x 10-5 4.52 x 10-5 
2 -5 0.80 x 10-5 3.20 x 10-5 
3 -4 2.37 x 10-5 9.61 x 10-5 
3 -5 1.24 x 10-5 5.13 x 10-5 
Table 4.9: The co- moving number density of sources brighter than 8 mJy, detected 
with S/N > 3.50, using the uniform noise regions of the two survey areas and assuming 
that all of these sources lie within the redshift range given in column 1. Column 2 
assumes an Einstein -de Sitter cosmology, and column 3 assumes StM = 0.3, S2A = 0.7. 
Ho = 67 kms- 1Mpc -1 was adopted for both cosmologies. 
magnitudes brighter than L *, or equivalently to galaxies 3 -4 times more massive 
than an evolved L* galaxy. In this regime the present -day galaxy population is 
completely dominated by massive ellipticals (Kochanek et al. 2001). Interestingly 
the hosts of present -day FRII radio sources, and the more luminous radio -quiet 
quasars are also confined to this same high -mass regime (Dunlop 2001b, Dunlop 
et al. 2003a). 
Thus, if one wants to attempt to link the high -redshift population of very 
luminous (i.e. SFR 1000 Moyr -1) dust -enshrouded starburst galaxies to a 
low -redshift population, purely on the basis of number -density coincidence, then 
the simplest connection is that the bright SCUBA galaxies are the progenitors 
of present -day massive ellipticals with stellar masses 1012Mo. This is not 
unreasonable, given that such objects require star -formation to be sustained at 
1000 Moyr -1 for 1 Gyr to assemble their present -day stellar populations (eg. 
Dunlop et al. 1996, Spinrad et al. 1997, Dunlop 1998, Jimenez et al. 1999). It is 
also consistent with the discovery that bright SCUBA detections of (comparably 
massive) radio galaxies are largely confined to z > 2 (Archibald et al. 2001). 
If the luminous submillimetre SCUBA sources uncovered by this survey are 
indeed the progenitors of the present -day massive elliptical population (Dun- 
lop 2001c), and if, as current evidence suggests, the majority of bright sub -mm 
sources lie at z > 2 (Dunlop 2001a), then one might reasonably expect to find 
a comparably- numerous population of passively -evolving massive ellipticals at 
intermediate redshifts. One way to search for such a population is via surveys de- 
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signed to detect extremely red objects (EROs), such as that recently undertaken 
by Daddi et al. (2000, 2002). One can obtain a rough estimate of the co- moving 
number density of passively -evolving massive ellipticals at intermediate redshifts 
by considering the surface density of EROs in the Daddi et al. survey with 
R -K > 5.3 (setting a lower redshift boundary of z 1) and K < 18.5 (setting 
an approximate upper redshift boundary of z 2 for ellipticals of comparable 
mass to bright radio galaxies - Jarvis et al. (2001)). The surface density of such 
objects is 0.1 per sq. arcmin (- 350 per sq. degree), very similar to the surface 
density found here for > 8 mJy SCUBA sources. For the appropriate redshift 
band 1 < z < 2 this surface density converts into a co- moving number density 
of 3 x 10 -5 Mpc-3 assuming S1M = 0.3, SZA = 0.7 which, as can be seen from 
Table 4.9, agrees with the co- moving number density of bright SCUBA sources 
to within a factor of 2 or 3 (depending on the choice of assumed redshift band 
for the SCUBA sources). 
This numerical coincidence provides further circumstantial evidence for an 
evolutionary path for all massive ellipticals which mirrors that which has been 
already largely established for massive radio galaxies (Archibald et al. 2001; 
Willott et al. 2001; Jimenez et al. 1999), i.e. 
SCUBA source at z > 2.5 - 
EROatz 1.5-+ 
3 - 4L* evolved elliptical at z = 0 
A key test of this picture will be to establish whether or not the bright SCUBA 
sources display comparable or even stronger spatial clustering than the EROS, for 
which Daddi et al. (2000) report ro 11 h'Mpc (for objects with R -K > 5). As 
described in the next Section, there is tantalyzing evidence of angular clustering 
in the 8 mJy survey, but it is clear that a substantially larger sub -mm survey 
(approaching 1 degree in size) will be required to settle this issue. 
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4.8 Clustering analysis 
If the bright 850 pm sources are indeed the progenitors of massive elliptical galax- 
ies then they should be strongly clustered, an inevitable result of gravitational 
collapse from Gaussian initial density fluctuations since the rare high -mass peaks 
are strongly biased with respect to the mass. There is a great deal of evidence 
to support the presence of this bias at high redshift. The correlations of Lyman - 
break galaxies at z 3 (Steidel et al. 1999) are almost identical to those of 
present -day field galaxies, even though the mass must have been much more uni- 
form at early times. Furthermore, the correlations increase with UV luminosity 
(Giavalisco & Dickinson 2001) reaching scale lengths of ro 7.5h -1 Mpc - approx- 
imately 1.5 times the present -day value. In the case of luminous proto- ellipticals 
an even stronger bias is expected since one is selecting not just massive galaxies 
but those that have collapsed particularly early in order to generate the oldest 
stellar populations. This is suggested by studies of the local Universe which have 
shown that early -type galaxies are much more clustered than late -type galaxies 
(eg. Guzzo et al. 1997, Willmer et al. 1998), and more recently by the findings of 
Daddi et al. (2000) who have investigated the clustering properties of extremely 
red objects (EROs). They detect a strong clustering signal of the EROs which 
is about an order of magnitude larger than the clustering of K- selected field 
galaxies, and also report a smooth trend of increasing clustering amplitude with 
increasing R -K colour, reaching ro 11h -1 Mpc for R -K > 5. These results 
are probably the strongest evidence to date that the largest fraction of EROs is 
composed of ellipticals at z > 1. There are already some hints of strong clus- 
tering in the bright sub -mm population from the discovery of a strong excess of 
bright SCUBA sources around high -redshift AGN (Ivison et al. 2000b). Moti- 
vated by this result, and the potential connection with the intermediate -redshift 
EROs discussed above, I have made the first attempt to quantify the strength of 
clustering in the two survey fields via calculation of angular 2 -point correlation 
functions based on the > 3.50o- sources for each of the two fields. Using the 
S/N > 3.50 catalogue provides a reasonable balance between having a reason- 
able number of sources to work with, but without too much contamination from 
spurious / confused sources which can "wash out" the correlation signal. 
A catalogue of randomly placed fake sources was created for each of the survey 
fields, assuming a uniform source density in the first instance ie. the number of 
sources appearing in the catalogue a the area of the field. Since the Lockman 
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Hole East and ELAIS N2 are virtually the same size this meant that almost the 
same number of sources were located in each field and 5000 fake sources were 
generated for each field within the boundaries of the real data. Although, the 
positions were allocated randomly, the Gaussian convolved noise maps were used 
to weight the number density of sources across the image, since a larger density of 
sources above a specified signal -to -noise threshold would be expected in regions 
of lower noise. In practice, this meant dividing the full image into a series of 
sub -images, 20 arcseconds by 20 arcseconds in size, and calculating the mean 
noise level in each of these grid sections. For sources brighter than 5 mJy, the 
number of sources expected above a constant signal -to -noise threshold increases 
approximately as No.(> Sssotm) a 585005m, and consequently the relative number 
of sources in each sub -image scales as (noise)-1.5. The fake source positions were 
then allocated according to a Poisson distribution, masking any positions which 
were covered by a negative sidelobe accompanying a significant source in the real 
survey data. If the number of fake sources included in the catalogue is very much 
larger than the number recovered from the real data (as is the case here), this is 
in essence equivalent to choosing positions by combining the results from source 
extraction on a series of fully simulated survey fields. 
The angular correlation function w(0) is the projection of the spatial function 
on the sky and is defined in terms of the joint probability SP of finding two 
galaxies separated by an angular distance O with respect to that expected for a 
random distribution 
SP = N2[1 + w(9)]SSZ15522 (4.7) 
where SS21 and SS22 are elements of solid angle, and N is the mean surface density 
of objects. If w(0) = 0 the distribution is homgeneous. A positive w(0), therefore, 
corresponds to an over -density of sources separated by distance O. 
There are a variety of possible estimators for w(8) as a function of pair -count 
ratios. Following Landy & Szalay (1993), I have adopted the estimator: 
w(B) = (DD 
- 2DR + RR) 
(4.8) 
RR 
in which the variance is minimised to almost Poisson level. DD is the number of 
distinct data pairs in the real image within a bin covering a specified range of 9, 
DR is the number of cross -pairs between the real and mock catalogues within the 
same range of 9, and RR is the number of random -random pairs. DR and RR 
are normalised with respect to the total number of data -data pairs from the real 
image. 
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Figure 4.20: 2 -point angular correlation function for the ELAIS N2 survey field. The 
red (solid) power -law line indicates the correlation function found by Daddi et al. (2000) 
for EROs with R -K > 5 and K < 18.5, and the blue (dashed) power -law line indicates 
the correlation function found by Giavalisco et al. (1998) for Lyman break galaxies at 
zN3. 
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Figure 4.21: 2 -point angular correlation function for the Lockman Hole survey field. 
The red (solid) power -law line indicates the correlation function found by Daddi et al. 
(2000) for EROs with R -K > 5 and K < 18.5, and the blue (dashed) power -law line 
indicates the correlation function found by Giavalisco et al. (1998) for Lyman break 
galaxies at z 3. 
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The angular correlation functions for sources with S/N > 3.50 in the two 
individual fields may be seen in Figures 4.20 and 4.21. A bin size of twice the 
beam (29.0 arceconds) has been used and the error bars are lo- Poisson errors 
(= (1+w(0)) x DD > for each bin). Any sources marked as "edge" in Tables 
4.1 and 4.2 were excluded from this analysis since these are the least secure. The 
red (solid) line represents the angular correlation function measured by Daddi 
et al. (2000) for EROs with R -K > 5 and K < 18.5 and the blue (dashed) 
power -law line indicates the correlation function found by Giavalisco et al. (1998) 
for Lyman break galaxies at z ti 3. The vertical dotted line is the size of the 
SCUBA beam (14.5 ") and defines the limit of resolution of the SCUBA images. 
There is very tentative evidence of clustering on scales of 1 - 2 arcmin in both 
of the survey fields, but most particularly, and somewhat stronger, in the ELAIS 
N2 region. Referring to Figure 4.2, one can in fact see by eye that the most 
significant (S /N > 3.50) sources in ELAIS N2 do not conform to a homogeneous 
distribution across the field - rather there are two apparent concentrations of 
850 pm sources in the top left and bottom right of the image, approximately 
at RA 16:37:00, DEC +41:05:00, and RA 16:36:30, DEC +40:56:00 respectively, 
with an apparent under -density of sources in the intervening regions. A second 
peak in w(9) at 600 arcseconds (the distance between these over -densities), 
and a trough at 400 arcseconds are seen to reflect this "by eye" distribution. 
Very interestingly, the same large -scale inhomogeneities are found in the Chan- 
dra X -ray image of the ELAIS N2 region (Almaini et al. 2003), although the co- 
incidence of X -ray and SCUBA sources is small (< 10 %). Almaini et al. (2003) 
report a 4.3o excess of SCUBA - Chandra source pairs in the first 100 arcseconds, 
over that determined from cross -correlating the Chandra positions with a random 
catalogue. This would suggest that the Chandra and SCUBA sources represent 
slightly different stages in galaxy evolution, but that they trace the same large 
scale structure. If this is indeed the case, then combining the submillimetre and 
X -ray datasets yields a combined angular auto -correlation function very similar 
to that observed by Daddi et al. (2000) for EROs with R -K > 5 and K < 18.5 
shown in Figure 4.22 (Almaini et al. 2003). As a note of caution here, this plot 
combines 17 SCUBA sources (the original > 3.50o ELAIS N2 catalogue pub- 
lished in Scott et al. (2002)), and 72 high -redshift X -ray sources, hence it is 
largely dominated by the Chandra population. 
Combining the Lockman Hole East and ELAIS N2 submillimetre data, the 
angular correlation functions for all S/N > 3.50 sources and those S/N > 3.50 
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Figure 4.22: In the left -hand plot, the green circles show the original angular correla- 
tion function determined for the 17 SCUBA sources with S/N > 3.50 in the ELAIS N2 
field, as published in Scott et al. (2002) The blue squares show the angular correlation 
function for the 72 high redshift Chandra sources in the ELAIS N2 field (Almaini et 
al. 2003). In the right -hand plot the magenta circles show the combined angular cor- 
relation function for both the submillimetre and X -ray sources. In both plots the red 
(dashed) power -law line represents the angular correlation function measured by Daddi 
et al. (2000) for EROs with R -K > 5 and K < 18.5. Error bars are for Poisson errors. 
This plot is taken from Almaini et al. (2003). 
with S85oµm > 6 mJy are shown in Figures 4.23 and 4.24. It can be seen that the 
combined clustering signal from the bright SCUBA sources appears to be stronger 
than that from the full S/N > 3.50 catalogue. There are two possible explanations 
for this observation. Firstly, by applying a flux density limit of S850Am >- 6 mJy, 
only the most massive haloes with the strongest bias are included and this is a real 
effect. A more pessimistic interpretation, however, is that the sources fainter than 
6 mJy are generally at lower significance and hence have a greater probability of 
being spurious /confused. Contamination from a fraction f of randomly positioned 
spurious sources would be expected to reduce the measured angular correlation 
function in all bins by (1 - f)2. If the contamination is largely from fainter 
confused sources, the reduction in signal would likely be less since one might 
expect the fainter SCUBA population to exhibit some level of clustering, albeit 
not as strong. 
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Figure 4.23: 2 -point angular correlation function for the combined survey fields. The 
red (solid) power -law line indicates the correlation function found by Daddi et al. (2000) 
for EROs with R -K > 5 and K < 18.5, and the blue (dashed) power -law line indicates 
the correlation function found by Giavalisco et al. (1998) for Lyman break galaxies at 
zN3. 
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Figure 4.24: 2 -point angular correlation function for the 5850µ.m > 6 mJy sources from 
the combined survey fields. The red (solid) power -law line indicates the correlation 
function found by Daddi et al. (2000) for EROs with R -K > 5 and K < 18.5, and 
the blue (dashed) power -law line indicates the correlation function found by Giavalisco 
et al. (1998) for Lyman break galaxies at z 3. 
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It is clear from Figures 4.20 to 4.24 that due to small- number statistics, this 
first attempt at a direct measure of the clustering of bright sub -mm sources has 
proved inconclusive. However, this should not be taken as evidence that the 
SCUBA sources are unclustered. In fact, as illustrated in these figures, it is 
worth noting that these correlation functions are certainly still consistent with 
the strong clustering signal detected for EROs by Daddi et al. (2000). Clearly a 
much larger survey (r 0.5 square degrees) will be required to obtain a meaningful 
measurement of the strength of clustering in the bright submillimetre population. 
Near complete redshift information may also be required to quantify the extent 
to which any clustering signal will be partially erased by projection through a 
wide range in redshift. For example, suppose that the bright SCUBA population 
spans a relatively wide range in redshift 2 < z < 5 whereas, as argued above, the 
bright EROs are confined to the redshift range 1 < z < 2. In that case, if the 
strength of the spatial clustering in the two populations was the same, w(9) as 
measured from SCUBA images would be expected to be 1.6 - 1.9 times smaller 
(depending on choice of cosmology) than that which has been measured for EROS. 
In the next chapter I combine data from all existing blank field surveys to try to 
obtain better constraints on the strength of clustering of the bright submillimetre 
population. 
Chapter 5 
A Combined Re- analysis of 
Existing Blank Field SCUBA 
Surveys 
Over the past six years, a series of complementary deep 850 pm surveys (eg. Smail 
et al. 1997, Hughes et al. 1998, Barger et al. 1998, Barger et al. 1999, Blain et al. 
1999, Eales et al. 2000, Scott et al. 2002, Borys et al. 2002, Webb et al. 2003a, 
Cowie et al. 2002) carried out using SCUBA on the JCMT have successfully 
resolved the bulk of the far- infrared (FIR) extragalactic background into discrete 
sources, revealing a population of heavily dust -enshrouded high -redshift galaxies 
undergoing an intense period of massive star -forming activity. These surveys vary 
in size and depth from ultra -deep surveys exploiting gravitational lensing from 
intervening clusters to study the very faintest submm sources (Smail et al. 1997, 
Cowie et al. 2002), through small and deep blank field surveys such as the HDF 
(6 sq. arcmin to a uniform noise level of larms 0.5 mJy /beam; Hughes et al. 
1998, Serjeant et al. 2003), to moderate area and comparatively shallower blank 
field surveys such as the "SCUBA 8 -mJy Survey" (a total of 260 sq. arcmins to 
a uniform noise level of larms 2.5 mJy /beam; Scott et al. 2002) which is the 
largest and most successful of these surveys to date, in terms of the number of 
significant sources recovered. 
Results from the "8 mJy Survey" are presented in detail in Chapter 4. Here 
I present a re- analysis of several other 850 µm blank field surveys; namely the 
"Canada UK Deep Submillimetre Survey (CUDSS) ", the "Hawaii Flanking Fields 
Survey ", and the "Hubble Deep Field Survey" (pencil beam only) using the same 
data reduction and simulation techniques as applied to the "8 -mJy Survey" and 
described in Chapters 2 and 3. The raw data were downloaded from the Canadian 
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Astronomy Data Centre (CADC). Revised source lists and comparisons with 
previous reductions are presented in Section 5.1. The combined datasets are 
then used to provide the first significant detection of the strong clustering of 
the bright (> 5 mJy) SCUBA population (Section 5.2) (by means of angular 2- 
point correlation functions and nearest -neighbour analyses), as well as the most 
accurate analysis of the 850µm source counts to date (Section 5.3). 
5.1 Comparative Source Lists 
5.1.1 The "Canada UK Deep Submillimetre Survey" 
The "Canada UK Deep Submillimetre Survey ( CUDSS)" (Eales et al. 1999, Lilly 
et al. 1999, Gear et al. 2000, Eales et al. 2000, Webb et al. 2003a), covers a 
total of 130 sq. arcmin over 4 regions of sky, selected to coincide with areas 
observed in the "Canada- France Redshift Survey (CFRS)" (Lilly et al. 1995). 
The 03 -Hour field is composed of a deep pencil beam area 8 sq. arcmin in 
size, a.850 = 1.1 mJy /beam; Eales et al. 1999, Lilly et al. 1999), embedded in a 
wider -area, shallower map covering an additional 55 sq. arcmin with a typical rms 
noise level of 0u850 = 1.8 mJy /beam (Webb et al. 2003a). The 14 -Hour field (Eales 
et al. 2000) is similar in size, the uniform noise region covering approximately 
57 sq. arcmin, but to a slightly deeper uniform noise level of 0'850 = 1.5 mJy /beam. 
The 10 -Hour and 22 -Hour fields (Eales et al. 1999, Lilly et al. 1999) are small in 
area, each having a uniform noise region of 7 sq. arcmin, with rms noise levels 
of x850 = 1.3 and 1.5 mJy /beam respectively. 
The data were originally reduced independently by the Cardiff and Toronto 
groups, using the standard SURF procedures described in Chapter 2. They made 
additional attempts to improve the quality of the final map, firstly by allowing the 
residual sky removal to be a linear function of position (i.e. a planar fit was ap- 
plied rather than a D.C. offset), and secondly by examining the Fourier -transform 
of each bolometer's measured signal to search for non -white noise profiles (al- 
though Eales et al. (2000) reported this produced negligible improvements to the 
final regridded images). The chop throw in all cases was fixed at 30 arcsec in an 
east -west direction as observed on the sky. Source extraction was carried out by 
convolving a normalised template of the full beam -profile, constructed from the 
many observations of Uranus taken thoughout the lifetime of this survey, with 
the raw survey maps. The "CUDSS" team used a method of noise modelling 
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which is in effect quite similar to the way in which the noise maps were created 
in the IDL reduction of the "SCUBA 8 mJy Survey ". They began with the basic 
assumption that the noise on any bolometer was independent of the noise on ev- 
ery other bolometer, and then measured the standard deviation of the intensities 
for each bolometer in units of one hour (the length of each CUDSS pointing). 
Artificial data were then created by replacing the real data with the output of 
a Gaussian random -number generator with the same standard deviation as the 
real data, re- running the sky subtraction and clipping routines from the SURF 
package to account for any non -Gaussian nature arising from these processes, and 
finally rescaling the mock data so that it had the same standard deviation as the 
real data. In total, 1000 simulated maps were generated, each of which was con- 
volved with the beam template as was the real data. The final noise maps were 
produced by measuring the standard deviation of these convolved maps, pixel by 
pixel. 
As previously stated in Chapter 2, the method of convolving the raw images 
with the normalised point spread function (PSF) is formally the best method of 
source -extraction, provided that the sources are all well separated from one an- 
other. It does, however, run into difficulties when dealing with partially confused 
sources, a problem which is likely to be fairly common, as inferred from the ELAIS 
N2 image (Section 4.2) and the clustering analyses of Section 5.2. In the "SCUBA 
8 mJy Survey" the problem of confusion was tackled by means of a maximum - 
likelihood fit of the beam template to all potential sources simultaneously using 
the raw data. Eales et al. (2000) instead addressed the problem of confusion by 
attempting a deconvolution with the CLEAN algorithm (Hogbom 1974). They 
created an initial list of possible sources based on the beam -convolved signal im- 
age divided by the Gaussian generated noise image, then iteratively CLEANed 
the raw data in boxes centred on the positions of the potential sources. For each 
source the information from CLEAN was then used to remove all other possi- 
ble sources from the raw image, before again carrying out a convolution with 
the beam template on this new map, and dividing by the noise to measure the 
signal -to -noise ratio. 
Comparative source lists for detections with S/N > 3.00 from the two differ- 
ent reductions and source extraction procedures are given in Tables 5.1 to 5.4. 
Column 1 gives the source number in order of decreasing signal -to -noise ratio 
as derived from the new IDL -reduction and simultaneous maximum -likelihood 
source extraction method, and corresponds to the labelling of the circled sources 
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in Figs. 5.1 to 5.4. The red circles are those sources with S/N > 4.00, the blue 
circles those sources with 3.50 < S/N < 3.99, and the green circles those detec- 
tions with 3.00 < S/N < 3.49. Columns 2 and 3 give the right ascension and 
declination of the source in J2000 coordinates. Column 4 gives the simultaneously 
fitted 850, um flux densities of the sources. The error includes a 10% calibration 
error combined in quadrature. Column 5 gives the measured signal -to -noise ratio 
of the source from the simultaneously -fitted model. Column 6 defines the noise 
region in which the source was found; `deep' corresponds to the deep pencil -beam 
surveys which constitute part of a wider -area and somewhat shallower image, 
`central' corresponds to the parts of the map which have seen the full integration 
time (outside of the deep area), and `edge' corresponds to the rather noisier re- 
gions near the perimeter which have not seen the full integration time. Column 
7 gives any previous reference to the 850 pm source. Reference E99 is an abbre- 
viation for Eales et al. (1999), E00 is an abbreviation for Eales et al. (2000), and 
W03 is an abbreviation for Webb et al. (2003a). The presence of a * indicates 
that a previous reduction found more than one source here, whereas in my re- 
duction I found only one. Column 8 gives the previously recorded signal -to -noise 
ratio where applicable, and Column 9 gives the distance between the listed and 
previously referenced positions. The table listings given in italics correspond to 
previously referenced sources with S/N > 3.00, which did not meet this criterion 
in this analysis. 
As can be seen from comparing the two different reduction and source ex- 
traction procedures, a majority of the most highly significant objects (> 4.00a) 
identified in the initial CUDSS analyses are also recovered here, but as one consid- 
ers detections at decreasing signal -to -noise ratios, the two catalogues increasingly 
diverge. In the 03 -Hour field, I find all but 3 of their 12 > 4.00u sources at better 
than > 3.00a. In addition I have detected a further 3 previously unpublished 
sources at better than > 4.00u. Dropping down the list to lower significances, 
however, the resulting source catalogues of significant (> 3.00u) detections are 
actually markedly different, in particular only a handful of objects are common 
to both lists for 3.00 < S/N < 4.00. That is not to say that all detections under a 
signal -to -noise ratio of 3.00 are spurious, simply that there is a rapidly increasing 
probability of contamination from fake sources on decreasing the signal -to -noise 
threshold. A few of those objects identified at > 3.00a by the original analysis 
of Webb et al. (2003a) fall only just short of this criterion in this new analysis 
adding some credibility to their reality. In the 14 -Hour field, the top 5 sources 
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identified by Eales et al. (2000) are also securely recovered as the top 5 detec- 
tions in this analysis. Again, on dropping to lower signal -to-noise ratios the two 
catalogues diverge. Only a further 5 of the remaining 14 objects detected by 
Eales et al. (2000) at > 3.00u are recovered by this criterion in this maximum - 
likelihood analysis, although a few of these objects fall only just below this thresh- 
old. For those potential sources common to both catalogues, the combination of 
the IDL- reduction and simultaneous maximum -likelihood source extraction algo- 
rithm provide much more conservative values of the signal -to -noise ratio, in most 
cases by 1 - 2u. At this stage it is not possible to say which of the two reduc- 
tion algorithms is the more accurate. The deep radio imaging of the "SCUBA 
8 mJy Survey" fields (Ivison et al. 2002) has provided quite a stringent test of 
the IDL -reduction and the simultaneous maximum -likelihood source extraction 
algorithm technique, robustly detecting 50% of the bright SCUBA sources un- 
covered in the "8 mJy Survey ", and less significantly detecting a further 20% of 
the objects, suggesting a 30% upper limit on the contamination from spurious 
/ confused sources. A similar analysis of the CUDSS fields, however, is unlikely 
to be very informative regarding a comparison of the two independent source 
lists, since the CUDSS fields are smaller and deeper than the "8 mJy Survey" 
fields, designed with the aim of studying less bright SCUBA sources in the range 
3 mJy < S850 < 6 mJy, and hence only the very brightest (and most significant 
of the CUDSS sources) are likely to be detected in a radio image even at a depth 
of 01.4GHz = 5 µJy/beam. 















01 03:02:43.84 +00:09:52.6 7.0 ± 1.4 5.90 central W03 (03h.19) 3.2 1.8 
02 03:02:36.04 +00:08:16.6 3.4 ± 0.8 4.89 deep W03 (03h.06) 5.4 1.3 
03 03:02:42.84 +00:07:57.6 3.6 ± 0.9 4.61 deep W03 (03h.02) 6.7 3.9 
04 03:02:40.77 +00:09:20.6 6.9 ± 1.7 4.51 central 
05 03:02:31.17 +00:08:18.6 4.8 ± 1.2 4.31 central W03 (03h.03) 6.1 5.1 
06 03:02:56.57 +00:08:08.6 7.0 ± 1.8 4.21 central W03 (03h.24) 3.0 3.5 
07 03:02:47.31 +00:09:21.6 4.7 ± 1.3 4.18 central 
08 03:02:53.51 +00:07:52.6 9.0 ± 2.3 4.16 central 
09 03:02:44.51 +00:06:53.6 5.6 ± 1.5 4.14 central W03 (03h.04) 6.2 2.2 
10 03:02:44.31 +00:08:16.6 4.0 ± 1.0 4.14 central W03 (0311.05) 5.8 5.3 
11 03:02:44.64 +00:06:37.6 6.0 ± 1.6 4.03 central W03 (03h.01) 7.4 3.4 
12 03:02:29.04 +00:09:03.6 5.3 ± 1.5 3.87 central 
13 03:02:41.51 +00:10:46.6 9.8 ± 2.8 3.81 central 
14 03:02:35.64 +00:06:09.6 7.9 f 2.2 3.79 central W03 (03h.07) 5.3 2.2 
15 03:02:27.84 +00:06:45.6 6.0 ± 1.8 3.63 central W03 (03h.15)* 3.5 7.8 
W03 (03h.27)* 3.0 13.5 
16 03:02:53.11 +00:09:41.6 4.8 ± 1.4 3.50 central W03 (03h.20) 3.2 3.3 
17 03:02:25.31 +00:10:17.6 7.2 ± 2.2 3.49 central 
18 03:02:40.97 +00:06:44.6 3.0 ± 0.9 3.48 deep 
19 03:02:53.51 +00:06:23.6 7.3 ± 2.2 3.47 central W03 (03h.23) 3.0 10.9 
20 03:02:25.97 +00:09:06.6 6.3 ± 1.9 3.47 central W03 (03h.14) 3.5 3.0 
21 03:02:58.17 +00:06:07.6 13.9 ± 4.3 3.44 edge 
22 03:02:52.44 +00:08:58.6 4.3 ± 1.4 3.32 central W03 (03h.10) 4.5 1.4 
23 03:02:43.51 +00:10:51.6 9.0 ± 2.9 3.23 central 
24 03:02:48.24 +00:08:03.6 3.9 ± 1.3 3.15 central 
25 03:02:45.11 +00:09:53.6 4.0 ± 1.3 3.14 central 
26 03:02:52.97 +00:11:21.6 6.2 ± 2.1 3.08 central W03 (03h.11) 4.0 1.1 
27 03:02:30.51 +00:08:50.6 4.8 ± 1.6 3.07 central 
28 03:02:40.31 +00:11:42.6 6.5 ± 2.2 3.04 central 
29 03:02:55.37 +00:09:49.6 5.3 ± 1.8 3.03 central 
30 03:02:35.71 +00:12:05.6 7.2 ± 2.5 3.00 central 
03:02:35.91 +00:09:57.6 3.7 ± 1.3 2.97 central W03 (03h.13) 3.8 4.4 
03:02:38.77 +00:10:27.6 5.2 ± 1.9 2.80 central W03 (03h.12) 4.0 1.9 
03:02:26.24 +00:06:18.6 4.8 ± 1.9 2.67 central W03 (03h.08) 5.0 2.3 
03:02:26.11 +00:08:17.6 3.8 ± 1.5 2.66 central W03 (03h.21) 3.1 3.4 
03.02:32.77 +00:10:20.6 4.0 ± 1.7 2.51 central W03 (03h.18) 3.3 5.8 
03:02:31.37 +00:10:33.6 4.5 ± 2.0 2.33 central W03 (03h.17) 3.4 5.2 
03:02:34.97 +00:09:16.6 3.4 ± 1.5 2.33 central W03 (03h.26) 3.0 4.5 
03:02:28.31 +00:10:19.6 3.5 ± 1.7 2.09 central W03 (03h.09) 4.6 8.9 
03:02:35.44 +00:08:51.6 2.3 ± 1.1 2.08 central W03 (03h.16) 3.4 9.5 
03:02:39.17 +00:06:14.6 2.2 ± 1.3 1.77 central W03 (03h.22) 3.1 12.5 
03:02:38.11 +00:11:10.6 2.9 ± 2.4 1.22 central W03 (03h.25) 3.0 8.2 
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Figure 5.1: The 850µm image of the CUDSS 03 -Hour field, smoothed with a beam -size 
Gaussian (14.5 arcsec FWHM). The numbered circles highlight those sources found at 
a significance of > 3.00; the red circles are those sources with S/N > 4.00, the blue 
circles those sources with 3.50 < S/N < 3.99, and the green circles those detections 
with 3.00 < S/N < 3.49. The labelling corresponds to the numbers in Table 5.1. 















01 10:00:36.86 +25:14:56.9 3.3± 1.1 3.12 central E99 (10h.B)* 5.0 3.4 
E99 (10h.C)* 3.8 15.9 
E99 (10h.D)* 3.6 15.0 
10:00:38.12 +25:14:51.9 2.8 ± 1.0 2.79 central E99 (10h.A) 6.1 2.1 
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Figure 5.2: The 850 µm image of the CUDSS 10 -Hour field, smoothed with a beam -size 
Gaussian (14.5 arcsec FWHM). The numbered circles highlight those sources found at 
a significance of > 3.00; the red circles are those sources with S/N > 4.00, the blue 
circles those sources with 3.50 < S/N < 3.99, and the green circles those detections 
with 3.00 < S/N < 3.49. The labelling corresponds to the numbers in Table 5.2. 















01 14:17:40.03 +52:29:07.0 8.5 ± 1.4 7.62 central E00 (14h.01) 10.1 2.1 
02 14:17:51.86 +52:30:32.0 6.0 ± 1.1 6.01 central E00 (14h.02) 6.3 2.1 
03 14:18:00.61 +52:28:20.0 7.2 ± 1.5 5.45 central E00 (14h.03) 5.4 3.6 
04 14:17:43.21 +52:28:16.0 5.7 ± 1.4 4.57 central E00 (14h.04) 5.3 2.0 
05 14:18:07.51 +52:28:22.9 5.8 ± 1.4 4.42 central E00 (14h.05) 4.5 2.3 
06 14:17:38.05 +52:32:50.0 4.9 ± 1.4 3.90 central 
07 14:18:09.39 +52:32:02.9 5.4 ± 1.5 3.76 central 
08 14:18:12.91 +52:33:21.9 9.3 ± 2.7 3.71 edge 
09 14:17:56.03 +52:32:59.0 3.7 ± 1.1 3.59 central 
10 14:17:36.07 +52:33:15.0 4.1 ± 1.2 3.47 central 
11 14:17:42.22 +52:30:31.0 3.7 ± 1.1 3.46 central E00 (14h.18) 3.0 4.5 
12 14:17:45.61 +52:33:23.0 3.9 ± 1.2 3.37 central 
13 14:17:46.93 +52:29:20.0 4.2 ± 1.3 3.31 central 
14 14:17:25.02 +52:30:41.9 9.0 ± 2.9 3.25 edge E00 (14h.17) 3.3 4.5 
15 14:17:35.11 +52:28:53.0 4.5 ± 1.4 3.25 central 
16 14:18:03.26 +52:32:29.0 3.7 ± 1.2 3.20 central 
17 14:17:47.25 +52:32:36.0 3.3 ± 1.1 3.19 central E00 (14h.11) 3.5 2. 1 
18 14:17:42.66 +52:30:04.0 4.5 ± 1.5 3.14 central 
19 14:17:35.53 +52:32:11.0 3.2 ± 1.1 3.14 central 
20 14:18:08.71 +52:28:00.9 4.4 ± 1.5 3.13 central E00 (14h.09) 4.1 4.1 
21 14:18:03.68 +52:29:33.9 3.1 ± 1.0 3.05 central E00 (14h.10) 3.5 5.0 
22 14:17:48.13 +52:32:51.0 3.4 ± 1.2 3.04 central 
23 14:17:43.42 +52:32:46.0 3.9 ± 1.3 3.01 central 
14:17:41.57 +52:28 :27.0 3.7 ± 1.3 2.96 central E00 (14h.13) 3.4 3.9 
14:18:11.68 +52:30:05.9 5.7 ± 2.0 2.90 central E00 (14h.19) 3.0 2.5 
14:18:12.44 +52:29:13.9 6.3 ± 2.4 2.77 central E00 (14h.16) 3.7 6.3 
14:18:09.28 +52:31:01.9 4.1 ± 1.6 2.61 central E00 (14h.14) 3.3 6.0 
14:18:01.61 +52:30:28.0 3.3 ± 1.3 2.56 central E00 (14h.08) 4.0 13.8 
14:17:56.45 +52:29:12.0 3.0 ± 1.2 2.50 central E00 (14h.06) 4.2 5.2 
14:18:05.21 +52:28:55.9 3.3 ± 1.4 2.41 central E00 (14h.12) 3.4 0.9 
14:17:29.53 +52:28:17.9 4.2 ± 1.9 2.26 central E00 (14h.15) 3.1 2.4 
14:18:01.60 +52:29:44.0 1.8 ± 1.0 1.76 central E00 (14h.07) 3.2 6.8 
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Figure 5.3: The 850µm image of the CUDSS 14 -Hour field, smoothed with a beam -size 
Gaussian (14.5 arcsec FWHM). The numbered circles highlight those sources found at 
a significance of > 3.00; the red circles are those sources with S/N > 4.00, the blue 
circles those sources with 3.50 < S/N < 3.99, and the green circles those detections 
with 3.00 < S/N < 3.49. The labelling corresponds to the numbers in Table 5.3. 
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RA DEC S850 S/N Noise Previous Prey. Sep. 
(J2000) (J2000) /mJy Region Reference S/N /arcsec 
01 22:17:59.18 +00:17:36.9 5.6 ± 1.3 4.62 central 
02 22:17:59.18 +00:18:22.9 4.8 ± 1.3 4.14 central 
03 22:17:55.58 +00:17:36.9 3.6 ± 1.1 3.36 central 
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Figure 5.4: The 850 um image of the CUDSS 22 -Hour field, smoothed with a beam -size 
Gaussian (14.5 arcsec FWHM). The numbered circles highlight those sources found at 
a significance of > 3.00; the red circles are those sources with S/N > 4.00, the blue 
circles those sources with 3.50 < S/N < 3.99, and the green circles those detections 
with 3.00 < S/N < 3.49. The labelling corresponds to the numbers in Table 5.4. 
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5.1.2 The "Hawaii Flanking Fields Survey" 
The "Hawaii Flanking Fields Survey (HFFS)" (Barger et al. 1998, Barger, Cowie 
(46 Sanders 1999, Barger, Cowie & Richards 2000), covers a total of 110 sq. 
arcmin over 4 regions of sky. The Lockman Hole deep field is a small pencil beam 
map (Barger et al. 1998), covering approximately of 8 sq. arcmin of sky to 
an rms noise level of o-850 = 0.8 mJy /beam. The SSA13 field is composed of a 
deep pencil beam area 8 sq. arcmin in size, 0-850 = 0.7 mJy /beam; Barger 
et al. 1998), embedded in a wider -area, shallower map covering an additional 
45 sq. arcmin with a typical rms noise level of u850 = 2.5 mJy /beam (Barger, 
Cowie & Sanders 1999). The SSA17 and SSA22 fields (Barger, Cowie & Sanders 
1999) both have regions of uniform noise covering approximately 20 sq. arcmin 
of sky, the SSA17 field to 0-850 = 1.6 mJy /beam, and the SSA22 field to (785o = 
0.9 mJy /beam. 
The data were originally reduced using the standard SURF pipeline as de- 
scribed in Chapter 2, and source extraction was carried out by convolving the 
signal maps with the beam. In order to determine the absolute noise levels, 
Barger, Cowie & Sanders (1999) first eliminated any significant sources (esti- 
mated to be at the > 2.8u level) by subtracting appropriately normalised versions 
of the beam profile. They then placed beam -sized apertures at random positions 
on the residual signal map, using the standard deviation between the enclosed 
pixels to estimate the noise. These values were then used to iteratively adjust 
the normalization of the variance array values, until the dispersion of the signal - 
to -noise ratio was approximately one. As previously mentioned in Chapter 2, it 
is not clear that using the variance arrays output from SURF in this manner is 
a valid method for measuring the noise values, and this may explain some of the 
discrepancies between the resulting catalogues. 
Comparative source lists for detections with S/N > 3.00 from the two differ- 
ent reductions and source extraction procedures are given in Tables 5.5 to 5.8. 
Column 1 gives the source number in order of decreasing signal -to -noise ratio 
as derived from the new IDL- reduction and simultaneous maximum -likelihood 
source extraction method, and corresponds to the labelling of the circled sources 
in Figs. 5.5 to 5.8. The red circles are those sources with S/N > 4.00, the blue 
circles those sources with 3.50 < S/N < 3.99, and the green circles those detec- 
tions with 3.00 < S/N < 3.49. Columns 2 and 3 give the right ascension and 
declination of the source in J2000 coordinates. Column 4 gives the simultaneously 
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fitted 850 µm flux densities of the sources. The error includes a 10% calibration 
error combined in quadrature. Column 5 gives the measured signal -to -noise ratio 
of the source from the simultaneously fitted model. Column 6 defines the noise 
region in which the source was found; `deep' corresponds to the deep pencil -beam 
surveys which constitute part of a wider -area and somewhat shallower image, 
`central' corresponds to the parts of the map which have seen the full integration 
time (outside of the deep area), and `edge' corresponds to the rather noisier re- 
gions near the perimeter which have not seen the full integration time. In one 
case, a source previously identified by Barger, Cowie & Sanders (1999) has been 
marked with `bad bol.' as this region appears to have been observed with a bad 
bolometer, hence the "source" is most likely to be an artefact of SURF's attempt 
to interpolate between neighbouring areas of good quality data. Column 7 gives 
any previous reference to the 850µm source. Reference B99 is an abbreviation 
for Barger, Cowie & Sanders (1999). Column 8 gives the previously recorded 
signal -to -noise ratio where applicable, and Column 9 gives the distance between 
the listed and previously referenced positions. The table listings given in italics 
correspond to previously referenced sources with S/N > 3.00, which did not meet 
this criterion in this analysis. 
The two reduction and source -extraction algorithms again produce quite dif- 
ferent results. There is no clear trend in the variations between the independent 
measurements of signal -to -noise for those sources detected significantly in both 
analyses; in some cases the SURF reduction yields a higher signal -to -noise esti- 
mate whereas for other sources the situation is reversed. The IDL -based reduction 
and maximum likelihood algorithm has identified nearly twice as many peaks at 
the > 3.00a level as the original catalogue of Barger, Cowie & Sanders (1999), 
including all of their original > 4.00o- objects. The most discrepant of the fields 
is the wide -area SSA13 field, which has particulaly uneven noise when compared 
to all of the other survey fields and it is most likely because of this that only 2/5 
of the original detections could be identified at S/N > 3.00. In the deep part 
of the SSA13 field, however, the top two original sources are detected at better 
than 5.000 in this analysis. In the SSA22 field, all 5 of the > 3.00u detected by 
Barger, Cowie & Sanders (1999) are recovered, with firm agreement on the top 2 
sources at better than 4.00o- in both catalogues. 















01 10:34:02.05 +57:46:27.1 4.9 ± 0.9 6.45 central B99 (LH.1) 5.1 2.1 
02 10:33:55.80 +57:45:10.1 2.6 ± 0.7 3.79 central 
10:33:55.42 +57:47:38.1 2.0 ± 0.8 2.59 central B99 (LH.2) 3.3 10.6 
Table 5.5: 850µm source list for the Lockman Hole Field of the "Hawaii Flanking 
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Figure 5.5: The 850 Am image of the Lockman Hole field from the HFF Survey, 
smoothed with a beam -size Gaussian (14.5 arcsec FWHM). The numbered circles high- 
light those sources found at a significance of > 3.00; the red circles are those sources 
with S/N > 4.00, the blue circles those sources with 3.50 < S/N < 3.99, and the green 
circles those detections with 3.00 < S/N < 3.49. The labelling corresponds to the 
numbers in Table 5.5. 















01 13:12:31.82 +42:44:28.6 3.6 ± 0.7 6.52 deep B99 (SSA13.1) 4.7 3.4 
02 13:12:13.94 +42:37:00.7 10.2 ± 2.2 5.19 central 
03 13:12:27.56 +42:45:01.5 2.8 ± 0.6 5.08 deep B99 (SSA13.2) 3.8 6.0 
04 13:12:19.93 +42:39:30.7 6.1 ± 1.6 4.22 central 
05 13:12:08.51 +42:38:19.7 7.0 ± 1.9 4.03 central 
06 13:12:25.00 +42:39:56.7 7.8 ± 2.1 4.01 central B99 (SSA13.6) 3.4 1.3 
07 13:12:25.82 +42:39:38.7 8.7 ± 2.5 3.75 central 
08 13:12:17.66 +42:42:51.7 7.4 ± 2.1 3.66 central 
09 13:12:22.29 +42:45:00.7 2.7 ± 0.8 3.65 deep 
10 13:12:13.94 +42:39:49.7 5.9 ± 1.8 3.43 central 
11 13:12:31.26 +42:40:22.7 8.1 ± 2.5 3.41 central 
12 13:12:05.79 +42:38:52.7 10.2 ± 3.2 3.36 central 
13 13:12:14.40 +42:43:33.7 10.1 ± 3.2 3.34 central 
14 13:12:27.28 +42:41:54.7 6.6 ± 2.1 3.33 central B99 (SSA13.7) 3.3 13.9 
15 13:12:04.88 +42:37:51.7 10.2 ± 3.4 3.18 central 
16 13:12:33.71 +42:40:22.6 7.9 ± 2.6 3.18 central 
17 13:12:28.99 +42:40:14.7 7.1 ± 2.4 3.14 central 
18 13:12:11.22 +42:42:20.7 5.9 ± 2.0 3.14 central 
19 13:12:27.27 +42:38:59.7 9.1 ± 3.1 3.03 central 
13:12:18.66 +42:38:25.7 4.0 ± 1.4 2.99 central B99 (SSA13.5) 3.3 12.8 
13:12:25.65 +42:43:48.5 1.6 ± 0.6 2.69 deep B99 (SSA13.3) 3.2 1.6 
13:12:05.95 +42:44:37.7 1.5 ± 3.2 0.49 edge B99 (SSA13.9) 3.4 10.1 
n/a n/a n/a n/a bad bol. B99 (SSA13.8) 3.5 n/a 
n/a n/a n/a n/a edge B99 (SSA13.4) 3.3 n/a 
Table 5.6: 850 pm source list for the SSA13 Field of the "Hawaii Flanking Fields 
Survey ". 
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Figure 5.6: The 850 ,um image of the SSA13 field from the HFF Survey, smoothed 
with a beam -size Gaussian (14.5 arcsec FWHM). The numbered circles highlight those 
sources found at a significance of > 3.00; the red circles are those sources with S/N > 
4.00, the blue circles those sources with 3.50 < S/N < 3.99, and the green circles those 
detections with 3.00 < S/N < 3.49. The labelling corresponds to the numbers in Table 
5.6. 















01 17:06:37.03 +43:55:31.8 3.2 ± 1.0 3.51 central B99 (SSA17.3) 3.7 2.0 
02 17:06:29.53 +43:55:08.8 4.0 ± 1.2 3.36 central 
03 17:06:25.08 +43:57:40.8 5.6 ± 1.8 3.33 central B99 (SSA17.1) 4.2 2.0 
04 17:06:32.86 +43:54:05.8 5.1 ± 1.7 3.16 central B99 (SSA17.4) 3.6 3.4 
17:06:25.55 +43:54:39.8 3.1 ± 1.4 2.35 central B99 (SSA17.2) 3.9 0.6 
17:06:20.37 +43:54:09.8 2.6 ± 2.6 1.02 edge B99 (SSA17.5) 3.1 5.8 







4 2 0 
ARC MINUTES 
CENTRE: R.A. 17 06 31.24 DEC +43 56 44.3 J2000 
-2 -4 
Figure 5.7: The 850µm image of the SSA17 field from the HFF Survey, smoothed 
with a beam -size Gaussian (14.5 arcsec FWHM). The numbered circles highlight those 
sources found at a significance of > 3.00; the red circles are those sources with S/N > 
4.00, the blue circles those sources with 3.50 < S/N < 3.99, and the green circles those 
detections with 3.00 < S/N < 3.49. The labelling corresponds to the numbers in Table 
5.7. 















01 22:17:33.96 +00:13:53.4 4.7 ± 0.8 6.97 central B99 (SSA22.1) 6.9 2.2 
02 22:17:35.03 +00:15:36.4 2.7 ± 0.7 4.29 central B99 (SSA22.2) 5.3 5.1 
03 22:17:31.23 +00:16:07.4 3.1 ± 0.8 4.04 central 
04 22:17:41.56 +00:16:04.4 3.7 ± 1.0 3.96 central B99 (SSA22.5) 3.1 7.0 
05 22:17:40.90 +00:14:56.4 3.0 ± 0.8 3.92 central 
06 22:17:35.96 +00:15:56.4 2.5 ± 0.7 3.77 central B99 (SSA22.3) 9.0 13.1 
07 22:17:37.36 +00:16:21.4 3.6 ± 1.0 3.75 central 
08 22:17:29.30 +00:13:57.4 2.6 ± 0.7 3.66 central 
09 22:17:19.96 +00:15:25.4 8.1 ± 2.7 3.22 edge 
10 22:17:33.43 +00:16:13.4 2.4 ± 0.8 3.11 central 
11 22:17:33.76 +00:15:42.4 1.8 ± 0.6 3.10 central B99 (SSA22.4) 3.6 3.6 
12 22:17:41.03 +00:13:32.4 3.2 ± 1.1 3.08 central 
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Figure 5.8: The 850 gm image of the SSA22 field from the HFF Survey, smoothed 
with a beam -size Gaussian (14.5 arcsec FWHM). The numbered circles highlight those 
sources found at a significance of > 3.00; the red circles are those sources with S/N > 
4.00, the blue circles those sources with 3.50 < S/N < 3.99, and the green circles those 
detections with 3.00 < S/N < 3.49. The labelling corresponds to the numbers in Table 
5.8. 
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5.1.3 The "Hubble Deep Field Survey" 
The Hubble Deep field is the deepest of the submillimetre surveys, covering ap- 
proximately 6 square arcminutes of sky down to the confusion level of 0-850 = 
0.5 mJy /beam. It differs slightly from the other SCUBA surveys in that two dif- 
ferent chop throws of 30" and 45 ", both fixed in celestial coordinates, were applied 
to the observations, each for approximately half of the integration time. Both 
SURF and IDL reductions have previously been carried out on this field (Hughes 
et al. 1998 and Serjeant et al. 2003 respectively), but the maximum -likelihood 
simultaneous- fitting algorithm has not been used previously. 
Comparative source lists for detections with S/N > 3.00 from the three differ- 
ent reductions and source extraction procedures are given in Table 5.9. Column 
1 gives the source number corresponding to the labelling on Figure 5.9, in order 
of decreasing signal -to- noise. Columns 2 and 3 give the right ascension and dec- 
lination of the source in J2000 coordinates. Column 4 gives the simultaneously 
fitted 850 pm flux densities of the sources. The error includes a 10% calibration 
error combined in quadrature. Column 5 gives the measured signal -to -noise ratio 
of the source from the simultaneously fitted model. Column 6 defines the noise 
region in which the source was found; `central' corresponds to the parts of the 
map which have seen the full integration time (outside of the deep area), and 
`edge' corresponds to the rather noisier regions near the perimeter which have 
not seen the full integration time. Column 7 gives any previous reference to the 
850 pm source. Reference H98 is an abbreviation for Hughes et al. (1998), and 
Serj03 is an abbreviation for Serjeant et al. (2003). The presence of a * indicates 
that Hughes et al. (1998) deconvolved two sources here, whereas Serjeant et al. 
(2003) and my own reduction extracted only one. Column 8 gives the previously 
recorded signal -to -noise ratio where applicable, and column 9 gives the distance 
between the listed and previously referenced positions. The table listings given 
in italics correspond to previously referenced sources with S/N > 3.00, which did 
not meet this criteria in this analysis. 
Two of the newly detected "sources" presented in Serjeant et al. may be 
real, but since they are located on / beyond the edge of the map to the extent 
that they do not peak in the region where there is actual data in the smoothed 
signal map, there is a strong possibility that in fact these objects are simply edge 
artefacts. However, two new sources which have eluded previous analyses, have 
been recovered at the S/N > 3.50 level. 















01 12:36:52.01 +62:12:27.0 5.5 ± 0.7 12.13 central 1198 (HDF.1) 14.0 2.2 
Serj03 (HDF.1) 15.3 1.6 
02 12:36:56.59 +62:12:06.0 3.6 ± 0.6 7.06 central 1198 (HDF.2) 5.4 2.3 
Serj03 (HDF.2) 7.6 2.6 
03 12:36:53.16 +62:13:55.0 2.7± 0.6 4.79 central Serj03 (HDF.8) 3.5 0.8 
04 12:36:50.58 +62:13:18.0 2.1 ± 0.5 4.35 central 1198 (HDF.4)* 4.6 2.6 
H98 (HDF.5)* 4.2 9.9 
Serj03 (HDF.4 &5) 5.1 n/a 
05 12:36:44.87 +62:11:40.0 2.9 ± 0.8 3.87 central 
06 12:37:03.17 +62:13:04.0 2.8 ± 0.8 3.66 central 
12..36.-44.00 +62 :13 :09.0 1.2 ± 0.6 2.13 central 1198 (HDF.3) 5.0 7.5 
Serj03 (HDF.3) 2.1 2.9 
n/a n/a n/a n/a edge Serj03 (HDF.6) 3.8 n/a 
n/a n/a n/a n/a edge Serj03 (HDF.7) 3.7 n/a 
Table 5.9: 850 pm source list for the "Hubble Deep Field Survey". 
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Figure 5.9: The 850µm image of the Hubble Deep field smoothed with a beam -size 
Gaussian (14.5 arcsec FWHM). The numbered circles highlight those sources found at 
a significance of > 3.00; the red circles are those sources with S/N > 4.00, the blue 
circles those sources with 3.50 < S/N < 3.99, and the green circles those detections 
with 3.00 < S/N < 3.49. The labelling corresponds to the numbers in Table 5.9. 
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5.2 Clustering of the bright (> 5mJy) SCUBA 
population 
5.2.1 Angular correlation functions 
In Chapter 4, a 2 -point angular correlation analysis performed on the "SCUBA 
8 mJy Survey" fields yielded the first tentative indications of strong clustering 
amongst the bright SCUBA population, but was limited by the small number 
of significant sources. Here, the analysis has been extended to include bright 
SCUBA sources identified significantly in this re- reduction of the other blank 
field surveys, such that the master catalogue contains detections from approx- 
imately double the area of sky of the "8 mJy Survey" alone. Mock catalogues 
were generated in the same manner as before, with the number of fake objects 
contained in each field's random catalogue chosen to be directly proportional to 
the area of the image (number in mock catalogue = 0.01 x Area( /aresec2)), so as 
to reflect a uniform number density across the sky. The wider area fields which 
dominate this analysis are still largely signal -to -noise limited at these flux densi- 
ties, and hence there is an increasing probability of finding significant detections 
in deeper regions of the maps. This was accounted for as before, by splitting the 
map into sub -images, each containing a quantity of fake detections weighted by 
the mean noise but allowed random positions according to a Poisson distribution 
within the sub -map. Detections lying in non -uniform regions of the maps in both 
the real and fake catalogues were omitted from the correlation function calcu- 
lations, and positions falling on locations of negative sidelobes in the real data 
were masked. The angular correlation function was again calculated using the 
expression 
w(0) = 
(DD -2HDHR + RR) 
(5.1) 
Although combining all existing blank field survey data together does increase 
the number of sources on which a correlation function can be based, the numbers 
are still fairly small. Above a signal -to -noise ratio of 3.50, there are a total of 53 
sources detected brighter than 5 mJy, of which 51 may be used in a correlation 
function analysis (the other 2 are lone sources in two of the deep single SCUBA 
pointing fields). This number increases to 104 sources brighter than 5 mJy at 
> 3.00u, of which 100 may be used in a correlation function analysis. However, 
this will also increase the contribution from spurious sources in the catalogue 
and may therefore dilute the measured signal. Figures 5.10 and 5.11 show the 
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directly measured angular correlation data points for detections brighter than 
5 mJy, with lo- Poisson error bars, and for signal -to -noise thresholds of > 3.50 
and > 3.00 respectively. The bin -size used in both plots is 29 arcseconds (twice 
the beam -size). Rather surprisingly, there is little change in the proportion of 
excess pairs between corresponding data points in the first 100 arcseconds of the 
two plots. The Gaussian -convolved noise images did not imply that there was 
anything unusual about the survey data in regions of higher than average 3.00u 
source density, indicating that elevated noise where there is a concentration of 
significant detections is unlikely to be the cause. There are two likely explanations 
as to why the signal from the > 3.50u catalogue is not diluted in the > 3.00o 
plot. Firstly, the simulation results in Chapter 3, which made estimates of the 
fraction of spurious / confused sources at various signal -to -noise thresholds, have 
been pessimistic. It is difficult to generate accurate realisations of the SCUBA 
maps on which to make estimates of contamination in a source catalogue due 
to confusion and noise without knowing the clustering properties of the SCUBA 
population in the first place, and the fact that there is very little difference in the 
proportion of excess pairs on scales of ti 1 arcminute between the two signal -to- 
noise datasets may be suggesting that most of the 3.00 - 3.49o- sources are real. 
Perhaps a more likely scenario, however, is that the clustering properties of the 
SCUBA population are strong over a significant range of flux densities, and thus 
detections arising from the confusion of faint objects are more likely to be found 
on the same scale and in the vicinity of the real bright SCUBA sources. The 
major difference between the > 3.00 and > 3.50o- plots is the size of the Poisson 
error bars. As one might expect, the error bars are a factor of ti smaller 
in Figure 5.11, reflecting the increase by a factor of 2 of the number of sources 
considered, increasing the significance of the number of excess pairs contained in 
the first 3 bins (14.5 - 101.5 arcseconds) from 2.5 to 3.7Q. 
5.2: Clustering of the bright (> 5 mJy) SCUBA population 209 
2 




-0.5 . i . 
0 50 100 150 200 250 300 
B /arcseconds 
Figure 5.10: 2 -point angular correlation function for sources brighter than 5 mJy, 
detected at a significance of > 3.50v, over all of the survey fields. The error bars are la 
Poisson errors. The red (solid) power -law line indicates the correlation function found 
by Daddi et al. (2000) for EROs with R -K > 5 and K < 18.5, and the blue (dashed) 
power -law line indicates the correlation function found by Giavalisco et al. (1998) for 
Lyman break galaxies at z r 3. The vertical dotted line indicates the size of the JCMT 
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Figure 5.11: 2 -point angular correlation function for sources brighter than 5 mJy, 
detected at a significance of > 3.00cr, over all of the survey fields. The error bars are la 
Poisson errors. The red (solid) power -law line indicates the correlation function found 
by Daddi et al. (2000) for EROs with R -K > 5 and K < 18.5, and the blue (dashed) 
power -law line indicates the correlation function found by Giavalisco et al. (1998) for 
Lyman break galaxies at z rs, 3. The vertical dotted line indicates the size of the JCMT 
beam at 850 µm. 
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Figure 5.12: 2 -point angular correlation function for sources brighter than 6 mJy, 
detected at a significance of > 3.00a, over all of the survey fields. The error bars are la 
Poisson errors. The red (solid) power -law line indicates the correlation function found 
by Daddi et al. (2000) for EROs with R -K > 5 and K < 18.5, and the blue (dashed) 
power -law line indicates the correlation function found by Giavalisco et al. (1998) for 
Lyman break galaxies at z N 3.The vertical dotted line indicates the size of the JCMT 
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Figure 5.13: 2 -point angular correlation function for sources brighter than 7 mJy, 
detected at a significance of > 3.00a, over all of the survey fields. The error bars are la 
Poisson errors. The red (solid) power -law line indicates the correlation function found 
by Daddi et al. (2000) for EROs with R -K > 5 and K < 18.5, and the blue (dashed) 
power -law line indicates the correlation function found by Giavalisco et al. (1998) for 
Lyman break galaxies at z N 3.The vertical dotted line indicates the size of the JCMT 
beam at 850 pm. 
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Cutting at higher flux densities decreases the number of sources available 
for producing a 2 -point angular correlation function even further, thus using the 
smaller "safer" catalogue of sources above a signal -to -noise threshold of 3.50 leads 
to tentative but non -significant measures of the clustering strength above the 
noise level. Instead, the analysis has been repeated using the full > 3.00o source 
lists for flux density cut -offs of > 6 and > 7 mJy shown in Figures 5.12 and 5.13 
respectively, pushing the available data to its limits. It should be noted that these 
flux density thresholds are the raw values as measured directly from the maps 
and should therefore not be taken as "absolute" because of the boosting effects 
described in Chapter 3. However, it is fair to say that cutting at S850 > 7 mJy 
defines a set of objects with generally higher star formation rates than cutting at 
5850 > 5 mJy and so Figures 5.11 to 5.12 can still be used to look for any trends in 
clustering strength with increasing flux density. For comparison, the number of 
excess pairs within ti 100 arcseconds of each other in the real data when compared 
to a random distribution is significant at the 3.3o level for S850//m > 6 mJy, and 
at the 3.50- level for S850Am > 7 mJy. 
For all three flux density limits, the measured correlation functions indicate 
a clustering strength much larger than that measured by Giavalisco et al. (1998) 
for Lyman -break galaxies at z 3 (the blue dashed lines in the figures), even 
given the rather large error bars on the SCUBA data points. Could the apparent 
difference in clustering strength simply be due to projection effects over redshift 
space? The Lyman -break technique uses colour selection to identify high -redshift 
galaxies through multi -band imaging across the 1216A line and the 912A Lyman 
break. At z > 2.5 the Lyman limit is redshifted far enough into the optical win- 
dow to be observable in broad -band ground -based photometry. By placing filters 
on either side of the redshifted Lyman limit one can find high -redshift objects by 
their strong spectral breaks. Giavalisco et al. (1998) used a custom photometric 
system, UnGR (Steidel & Hamilton 1993) optimized for selecting Lyman -break 
galaxies with z 3. By the nature of this method, 90% of the galaxies they 
used were confined to the redshift range 2.6 < z < 3.4, with none at z < 2.2. 
The redshift range of the bright SCUBA population used in these calculations 
of angular correlation functions is much more uncertain, but Ivison et al. (2002) 
have suggested a median redshift of z = 2.4 based on the radio -to- submillimetre 
spectral indices (Carilli & Yun, 1999 & 2000), with inferred redshifts spanning 
the range of z 1 - 4. Therefore, unless the bright SCUBA population occupies 
a very much narrower redshift band than implied by the radio -to- submillimetre 
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spectral indices the dilution of the angular clustering signal by projection over 
redshift cannot be the reason for the large difference in clustering strength. 
Instead, this contrast in clustering properties implies that the Lyman -break 
galaxies and bright SCUBA sources are sampling two different stages or mass 
domains in galaxy formation (see also Barger, Cowie & Richards 2000, Webb 
et al. 2003b). The stronger clustering exhibited by the bright 850µm sources 
suggests that these objects are tracing the rarest high -mass peaks of the Gaussian 
initial density fluctuations and are the progenitors of the most massive ellipticals, 
whereas the weaker clustering of the Lyman -break galaxies indicates a weaker bias 
with respect to mass, detecting the formation of smaller disk or bulge systems. 
The strength of clustering, however, is consistent with that measured by Daddi 
et al. (2000) for extremely red objects (EROS) with K < 18.5 and R -K > 5 
(the red solid lines in the figures), perhaps suggesting an evolutionary sequence 
from SCUBA source to ERO. The numerical coincidence between the co- moving 
number densities of EROs and that estimated for bright SCUBA sources is also 
in line with this idea (Chapter 4). 
Attempts have been made to fit a standard power -law describing the angular 
correlation function to the data points shown in Figures 5.10 to 5.13. The fit is 
slightly complicated by the fact that the global number density is unknown and 
must be estimated from the sample to hand. Hence, 
2 
(1 + wtrue(B)) = (1 + wobs(B)) \ < n > 1 
(5.2) 
where w(B)true is the true correlation function, w(0)obs is the observed correlation 
function, ñ is the mean number density of sources and < n > is the global number 
density of sources. One can rewrite the observed mean number density ñ in terms 
of a pertubation Sn on the global number density < n > (ie. ñ =< n > +Sn), 
such that in averaging over a set of sky areas the size of the sample 
(1 + wtrue(B)) = (1 + wobs(e))(1 + 0-2) (5.3) 
where a2 is the rms surface density variation. The final effect is very nearly 
to subtract a constant from wtrue(0) when plotting the observed 2 -point angular 
correlation function. If the real correlation functions take the power -law form 
wtrue(0) = A0_8 and one rewrites the integral constraint in terms of the amplitude 
multiplied by a constant (ie. a2 = A x C), then 
A(B_b - C) 
wobs(0) = (1 } AC) 
(5.4) 
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One can then either determine the values of A, 5 and C by allowing them all to 
be free parameters in a minimised x2 fit, or alternatively one can estimate the 
integral constraint by doubly integrating an assumed true w(û) over the field area 
cl, 
AC = 
St2 ff w(0)dclidc2 (5.5) 
This can be done numerically using the random -random correlation, such that 
E Nrr(0)0 -s (5.6) 
E Nrr(0) 
Both of these methods have been attempted for all four sets of data points. 
However, the large error bars and scatter in the data points beyond the first 3 
fairly robust data point measurements (out to ti 100 arcseconds) means that these 
combined observations are insufficient with which to obtain a meaningful fit. The 
indication is certainly that the bright SCUBA population does strongly cluster 
on scales of a few arcmin, but a much larger SCUBA survey, approaching 0.5 
square degrees (4 times the area covered here) is required to obtain a meaningful 
measure of the correlation power -law slope and scale length. 
5.2.2 Nearest -neighbour analyses 
An alternative method for measuring the strength of clustering is a nearest - 
neighbour analysis. This procedure measures the distribution of the separations 
between each source and its closest neighbour as compared to what one would ex- 
pect from a random distribution, and is sometimes more informative in deciding 
whether sources are clustered when dealing with small datasets like these. 
The nearest -neighbour distributions for the bright SCUBA sources were mea- 
sured from the S/N > 3.00 datasets, for flux density thresholds of 5850 > 5, > 6, 
and > 7 mJy as measured directly from the raw maps (i.e. no corrections for flux - 
boosting effects have been applied). One can readily weight any uncharacteristi - 
cally deep areas of an image for calculating a 2 -point angular correlation function 
by creating a large mock catalogue of randomly positioned sources, equivalent 
to a combined catalogue from conducting many simulations, but which has the 
local number density of detections in any given region weighted according to the 
number counts and the noise (see Chapter 4). A nearest neighbour distribution, 
however, requires mock images with the same source number density as the actual 
survey fields. In this analysis 100 mock catalogues for each individual field were 
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generated, the positions allocated randomly according to a Poisson distribution 
and constrained to lie within the boundaries of the original survey data. This was 
done separately for the three flux density thresholds, each fake source list con- 
taining the same number of > 3.00o- sources as the real image. Histograms of the 
number of nearest neighbours against nearest -neighbour separation are shown in 
Figures 5.14, 5.15 and 5.16 for flux density cut -offs of 5, 6 and 7 mJy respectively, 
using bins the size of the SCUBA beam (14.5 arcseconds). The histograms of the 
real nearest -neighbour distributions are shown by red (solid) lines, and the dis- 
tributions from combining the mock source catalogues are illustrated by the blue 
(dashed) lines, normalised according to the total number of real source pairings. 
In all three plots there is a clear excess of bright 850 µm sources separated 
from their nearest neighbour at ti 50 arcsec. This is most noticeable in the 
5850 > 7 mJy histogram (Figure 5.16) where there are 51 nearest neighbour pairs 
compared to 36 expected within the first r 100 arcseconds (a statistical excess at 
the 2.5u level), and 34 nearest- neighbour pairs compared to 16 expected within 
the first ti 50 arcseconds (a statistical excess at the 4.50- level). 
A Kolmogorov- Smirnov test is a simple method for testing the probability that 
two distributions are identical. The test statistic, D, is defined as the maximum 
absolute difference between an observed (So) and an expected (Se) normalised 
cumulative distribution, in this case applied to the cumulative fraction of nearest - 
neighbour pairs with angular separation: 
D = max ISO(8) - Se(9)i (5.7) 
If the measured D value exceeds a critical value when compared to the known 
sampling distribution for D appropriate to the number of data points, then the 
two distributions may be rejected as being the same at that level of significance. 
As shown in Table 5.10, the distributions of > 3.00o sources brighter than > 5 
and > 6 mJy were rejected as being consistent with a random distribution at the 
95% confidence level, and the sources brighter than > 7 mJy were inconsistent 
with a random distribution at better than the 99% confidence level. Overall this 
again suggests that the bright SCUBA population are strongly clustered on scales 
of 1 arcmin. 
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Figure 5.14: Nearest -neighbour analysis for sources brighter than 5 mJy, detected at 
a significance of > 3.00a over all of the survey fields.The vertical dotted line indicates 
the size of the JCMT beam at 850 µm. The red (solid) line shows the distribution of 
nearest -neighbour pairs for the actual dataset, whereas the blue (dashed) line shows 
the expected nearest -neighbour histogram for the same surface density of sources when 
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Figure 5.15: Nearest -neighbour analysis for sources brighter than 6 mJy, detected at 
a significance of > 3.00a over all of the survey fields.The vertical dotted line indicates 
the size of the JCMT beam at 850 µm. The red (solid) line shows the distribution of 
nearest -neighbour pairs for the actual dataset, whereas the blue (dashed) line shows 
the expected nearest -neighbour histogram for the same surface density of sources when 
distributed randomly. The probability that the two distributions are the same is < 0.05. 
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Figure 5.16: Nearest -neighbour analysis for sources brighter than 7 mJy, detected at 
a significance of > 3.00o' over all of the survey fields.The vertical dotted line indicates 
the size of the JCMT beam at 850 µm. The red (solid) line shows the distribution of 
nearest -neighbour pairs for the actual dataset, whereas the blue (dashed) line shows 
the expected nearest -neighbour histogram for the same surface density of sources when 
distributed randomly. The probability that the two distributions are the same is < 0.01. 
Flux density D 0D Number P(D) 
threshold /arcsec sources 
> 5 mJy 0.1587 82.6 100 < 0.05 
> 6 mJy 0.1659 65.5 78 < 0.05 
> 7 mJy 0.2898 65.5. 61 < 0.01 
Table 5.10: Results of applying a Kolmogorov- Smirnov test to the cumulative fraction 
of nearest -neighbour pairs. Column 1 gives the flux density cutoff as measured from the 
raw images. Column 2 gives the maximum absolute difference between the observed and 
expected normalised cumulative distributions, D, and the nearest -neighbour separation 
at which this occurs is given in Column 3. Column 4 gives the probability that the two 
distributions are the same. 
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5.3 Combined Number Counts 
As discussed in Chapter 4, the cumulative number counts differ quite markedly 
between the various surveys at bright flux densities (> 5 mJy). This is not sur- 
prising given the small area of sky observed by each individual survey and the 
low number density of bright sources, particularly given the evidence presented 
in Sections 5.2.1 and 5.2.2 implying that the bright SCUBA population has a 
tendency to cluster strongly on arcmin scales. Here, the sources detected with a 
signal -to -noise ratio > 3.50 from my reanalysis of the CUDSS, Hawaii and HDF 
surveys have been combined with those identified in the 8 mJy Survey, to produce 
the most accurate number counts to date, from 2 - 12.5 mJy at 0.5 mJy inter- 
vals. The regions of non - uniform noise towards the edge of the maps and any 
sources they contained were excluded. The simulations described in Section 3.2 
were used to correct for the effects of flux -density boosting and incompleteness 
on a field by field basis, in the same way as applied to the 8 mJy Survey number 
counts. Estimating the level of contamination from spurious / confused sources, 
however, requires the generation of fully simulated images. The accuracy of such 
images is hampered by the lack of knowledge regarding the clustering properties 
of the SCUBA population down to the faintest flux density levels. The approach 
taken is fully described in Section 3.3 and summarised in brief here. The best 
fit source counts model to the incompleteness and boosting corrected data was 
used to determine the number of sources observed at 0.1 mJy levels, assuming 
that all of the raw > 3.50a detection were real. Each of these sources was posi- 
tioned randomly according to a Poisson distribution i.e. assuming no clustering. 
Applying the simultaneous maximum -likelihood source -extraction algorithm to 
the fully simulated maps, the fraction of spurious / confused sources (defined as 
having no input source at least half as bright as the output flux density) at a sig- 
nificance of > 3.50u was found to be about 30 %. This number is in line with the 
upper limit placed on the confused / spurious fraction from deep radio follow -up 
of the "8 mJy Survey" fields. The raw and corrected cumulative number counts 
are given in Table 5.11 along with la Poisson error bars (calculated from the 
square root of the number of detections on which the source count was based). 
The estimated 30% fraction of spurious / confused sources has been combined in 
quadrature with the lower Poisson error bar in the corrected number counts. 
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Flux density 
/mJy 
Raw 850 pm source counts 
N(> S)deg -2 
Corrected 850 pm source counts 
N(> S)deg-2 
2.0 2880 ± 310 3920+1= 
2.5 1680 ± 180 2140± 22 
3.0 1080 + 120 1250± 200 
3.5 830 + 100 680± 2020 
4.0 700 ± 90 620± 110 
4.5 700 ± 90 490± 190 
5.0 540 ± 70 380± 120 
5.5 500 ± 70 330± li0 
6.0 420 + 60 310f ló0 
6.5 340 ± 60 230± 850 
7.0 300 ± 50 180± s0 
7.5 260 ± 50 180± s0 
8.0 210 ± 40 150± s0 
8.5 160 ± 40 100± 402 
9.0 130 ± 30 70± 30 
9.5 90 + 30 60± 30 
10.0 70 + 20 40± 20 
10.5 60 + 20 20± 10 
11.0 30 + 20 10± 10 
11.5 20 + 10 10± 10 
12.0 20+ 10 10± 10 
10+ 10 10± 10 
Table 5.11: The 850 pm source counts per square degree based on sources with S/N 
> 3.50 in all of the survey maps, and excluding those detected in the non -uniform noise 
regions. Column 1 gives the flux density and column 2 the cumulative raw counts per 
square degree with the Poisson error. Column 3 gives the cumulative corrected counts 
per square degree, the upper error corresponding to the Poisson error, and the lower 
error accounting for both the Poisson error and the presence of spurious sources based 
on the simulation data. 
Figure 5.17 shows the corrected versus the raw number counts at each flux 
density, together with a dotted line marking the locus of where the raw and 
corrected counts take the same value. An increase in the cumulative number 
counts along either axis correponds to a decrease in the flux density threshold. 
One can see immediately that at brighter flux densities, the effect of boosting is 
stronger than incompleteness and hence the real number density of sources above 
a specified flux density threshold is lower than the directly measured value. This 
may also be implied from an examination of the raw data alone. The area of 
sky mapped in the "SCUBA 8 mJy Survey" is almost identical to the area of 
sky mapped by the other deeper surveys combined. At bright flux densities 
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the deeper surveys are essentially complete and so one can compare the number 
of detections above a specified signal -to -noise ratio and flux density threshold 
between the shallower and deeper maps. For a retrieved S850µm > 10 mJy and 
S/N > 3.50, the "SCUBA 8 mJy Survey" identified 8 sources, whereas in all the 
other surveys only 1 source was found to satisfy this criteria. Similarly, for a 
retrieved S850µm > 8 mJy and S/N > 3.50, the "SCUBA 8 mJy Survey" identified 
20 objects, whereas only a total of 5 were found in the other surveys. Given the 
small area of sky considered, part of the discrepancy between the number of bright 
sources recovered in the "SCUBA 8 mJy Survey" and the other deeper blank field 
surveys can be explained by small number statistics but it seems highly unlikely 
that this is the sole cause. Moving towards fainter flux density thresholds, the 
increased source density makes incompleteness more of a problem and around the 
confusion limit of ti 3 mJy (where the density of sources is c. 1000 per square 
degree) the raw and corrected cumulative number counts are approximately the 
same. 
One of the simplest ways of describing the number counts is by carrying out 
a simple parametric fit of a power -law model to the differential number counts 
as a function of flux density. The differential number counts at a specific flux 
density were determined by the difference in cumulative counts between the two 
values on either side of the data point, divided by the change in flux density, 
which approximates to a measure of the gradient of a tangent to the cumulative 
number counts curve at that point. The completeness and boosting corrected 
number counts were used for this procedure. Following Barger, Cowie & Sanders 





was fitted to the data points by means of a minimised x2 method, where the 
values of N0, a and a were allowed to vary freely. The best fit values for these 
parameters were No = 2.67 x 104, a = 0.49 and a = 3.14, predicting a total 850 pm 
background of 3.8 x 104 mJy deg -2, mid -way between the 850pm extragalactic 
values of 3.1 x 104 mJy deg-2 and 4.4 x 104 mJy deg-2 as measured from COBE- 
FIRAS by Puget et al. (1996) and Fixsen et al. (1998) for the lower and upper 
values respectively. The values of the fitted parameters are in fact very close to 
the values originally determined by Barger, Cowie & Sanders (1999) who found 
No = 3.0 x 104, a = 0.5 and a = 3.2. Figure 5.18 shows a plot of the differential 
number counts against flux density. The solid diamonds represent data from 
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Figure 5.17: Cumulative number counts corrected for the effects of boosting and 
incompleteness versus the raw number counts. The dotted line marks the case where 
the raw and corrected cumulative numbers counts are the same. The error bars are as 
given in Table 5.11. 
the combined blank field survey re- analysis only, with 10 Poisson error bars on 
the y -axis and a flux density range of 1 mJy on the x -axis, corresponding to the 
change in flux density between the two data points on either side of the point at 
which the differential counts has been determined. The open triangles represent 
data points from the lensing surveys of Blain et al. 1999 and Cowie et al. 2002, 
and the solid curve is the best fit parametric model. Figures 5.19 and 5.20 show 
the corrected cumulative number counts, as well as a series of models predicting 
the 850 pm source counts for an SZM = 0.3, QA = 0.7 and an Einstein -de- Sitter 
cosmology respectively. The black lines are parameterised models, the solid lines 
following a simple power -law description of the data points and are the same for 
both figures. The dashed lines represent work by Rowan -Robinson (2000) who 
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generated best -fit models of the measured far -infrared through to submillimetre 
number counts, as constrained by the extragalactic background, for a number 
of assumed cosmologies. In the remaining models (red, blue and green curves), 
values of dust temperature Td and emissivity index ¡3 based on optically thin 
greybody emission, were allowed to vary where necessary so that as good a fit 
as possible could be obtained for the QM = 0.3, QA = 0.7 cosmology. The 
correponding models using the same dust temperature and emissivity index are 
plotted in Figure 5.20 using an Einstein -de- Sitter cosmology, allowing for a direct 
comparison of the effect of cosmological parameters - no attempt at best fitting 
these models has been attempted in the latter cumulative counts plot. 
The solid black line on both cumulative counts figures is the integrated dN /dS 
best -fit parametric model given in equation 5.8, providing a good description of 
the cumulative number counts for S850 < 10 mJy. 
Rowan -Robinson (2001) has also taken a parameterised approach to modelling 
the infrared through to submillimetre counts and backgrounds, in this case by 
using multiwavelength observational data in these wavelength regimes to place 
constraints on models made up of four spectral components: infrared cirrus, an 
M82 -like starburst, an Arp220 -like starburst and an AGN torus. The model 
assumes that the evolution of the star formation rate manifests itself as pure 
luminosity evolution. The models, consistent with infrared and submillimetre 
counts and backgrounds, showed a flat star formation rate from z = 1 - 3, in 
agreement with other studies of the star formation history such as the HDF 
(Hughes et al. 1998). The most striking difference between other modelling work 
and Rowan- Robinson (2001) is the dominant role of the cirrus component at 
submillimetre wavelengths. The black dashed lines in Figures 5.19 and 5.20 show 
the best -fit models for the 850µm counts, for an SlM = 0.3, S2A = 0.7 and an 
Einstein -de- Sitter cosmology respectively. These models appear to be the best -fit 
of those presented here to the data points over the whole flux density range for 
either of the assumed cosmologies. 
The red lines on the two figures represent a pure luminosity evolution of the 
form (1 + z)3 out to a threshold redshift, and constant thereafter. The solid lines 
began with the 60 pm luminosity function of Saunders et al. (1990), interpolated 
to 850µm assuming an optically thin greybody with a single dust temperature and 
emissivity index, to describe the far- infrared / submm dust SED. The same values 
for Td and 3 were assumed in calculating the K- correction for consistency. The 
dashed lines began with the 850 µm luminosity function measured by Dunne et al. 
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Figure 5.18: A plot of differential number counts vs. flux density. The solid diamonds 
represent data from the combined blank field survey re- analysis only, with 1Q Poisson 
error bars on the y -axis, and the flux density range on which the differential count is 
based marked as an error bar on the x -axis. The open triangles represent data points 
from the lensing surveys of Blain et al. (1999) and Cowie et al. (2002). The solid curve 
is a best fit parametric model of the form n(s) = No (a+S°)' 
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(2000a). A dust temperature of 40 K and emissivity index of ¡3 = 1.3 appeared to 
best satisfy the data points, using threshold redshifts of z = 2.0 and z = 1.5 for 
the Saunders et al. (1990) and Dunne et al. (2000a) based luminosity functions 
respectively. Using the 52m = 0.3, 11A = 0.7 comology, this simple description 
of luminosity evolution appeared to work well for the interpolated Saunders et 
al. (1990) 60µm luminosity function for S850 < 8 mJy, but predicted too many 
sources brighter than this. Conversely, using the Dunne et al. (2000a) 850 pm 
luminosity function, a good fit to the data points was found for S850 > 2 mJy but 
overpredicted the number of sources fainter than this by a factor of 2 -3. 
The solid and dashed blue lines on the source counts plots also assume pure 
luminosity evolution of the interpolated 60 ,um Saunders et al. (1990) and directly 
measured 850 pm Dunne et al. (2000a) luminosity functions respectively. In this 
case, however, the luminosity evolution g(z) takes a more realistic form, which is 
fully compatible with models of cosmic chemical evolution and naturally includes 
a peak in the evolution function (Jameson et al. 1999, Smail et al. 2002): 
g(z) = (1 + z)3/2sech2[bin(1 + z) - c]cosh2c (5.9) 
where best fits values for the parameters b and c based on multiwavelength far - 
infrared to submillimetre counts and constraints on the probable redshift dis- 
tribution of the 850µm population (Smail et al. 2002) are b = 2.2 ± 0.1 and 
c = 1.84 + 0.1. Using the S2M = 0.3, S2A = 0.7 comology, the interpolated 60µm 
luminosity function combined with this description of pure luminosity function 
fits the data well for S850 < 8 mJy assuming an optically thin greybody descrip- 
tion of the thermal dust emission with parameters Td = 39 K and /3 = 1.3. The 
data points across the whole flux density range are fitted well using the Dunne 
et al. (2000a) 850 pm luminosity function assuming dust emission parameters of 
Td = 30 K and 0 = 1.0, although it should be noted that this combination of 
dust temperature and emissivity index does not describe the spectral energy dis- 
tribution well for any known local galaxies based on the "SCUBA Local Universe 
Galaxy Survey (SLUGS)" (Dunne et al. 2000a). 
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Figure 5.19: A plot of cumulative number counts vs. flux density, along with a series 
of models assuming an S2M = 0.3, QA = 0.7 cosmology. The solid diamonds represent 
the cumulative source counts from the completeness and boosting corrected counts 
derived from the combined blank field survey re- analysis only, with error bars as given 
in Table 5.11. The crosses and round -edged squares represent data points from the 
lensing surveys of Blain et aI. (1999) and Cowie et al. (2002) respectively, and the star 
is from Borys et al. (2002). The various models are described in the main text. 
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Figure 5.20: A plot of cumulative number counts vs. flux density, along with a series 
of models assuming an S2M = 1.0, S2 = 0.0 cosmology. The solid diamonds represent 
the cumulative source counts from the completeness and boosting corrected counts 
derived from the combined blank field survey re- analysis only, with error bars as given 
in Table 5.11. The crosses and round -edged squares represent data points from the 
lensing surveys of Blain et al. (1999) and Cowie et al. (2002) respectively, and the star 
is from Borys et al. (2002). The various models are described in the main text. 
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The solid green line on both cumulative number counts figures, uses the 60 pm 
luminosity function of Saunders et al. (1990) combined with luminosity evolution 
taking the form (1 + z)4 up to a threshold redshift Zthresh, and (1 + z) -4 thereafter 
(Chapman et al. 2002a). They find a best fit of Zthresh = 2.6 for the transitional 
redshift, based on current constraints on the redshift distribution as well as the 
source counts. This particular 850 µm counts model has a rather shallower gra- 
dient than the others and could only be made to match number counts of this 
combined re- analysis over the flux density range 3 - 7 mJy for Td = 36 K and 
a very extreme /3 = 2.0 for an S2M = 0.3, S/A = 0.7 cosmology. Possibly a higher 
value of the dust emissivity index could produce a steeper counts model, however, 
such high values are not observed in in any known class of objects. No satisfactory 
fit could be obtained beginning with the Dunne et al. (2000a) 850 pm luminosity 
function. The proposed Chapman et al. (2002a) luminosity evolution does not 
seem consistent with the blank field survey source counts, although the number 
counts derived from the lensing survey of Blain et al. 1999 are much shallower, 
predicting rather higher number densities of bright sources, and could plausibly 
be fit by this scenario for less extreme values of beta. 
In comparing the two figures, one can see that by using an Einstein -de- Sitter 
cosmology rather than a non -zero A- cosmology, keeping all other parameters the 
same, the predicted number counts are both higher for a given flux -density thresh- 
old, and decrease at a slower rate on increasing to higher flux -density cutoffs. The 
higher overall number counts arise due to the fact that an object of fixed intrin- 
sic luminosity placed at increasing redshifts will appear brighter at 850 pm in 
an Einstein -de- Sitter cosmology (see Figure 1.2 in the Introduction). The more 
gentle source counts gradient arises due to an object of fixed intrinsic luminosity 
experiencing a stronger negative K- correction in an 52m = 1.0, S A = 0.0 cos- 
mology such that it actually appears slightly brighter at 850 pm with increasing 
redshift beyond z > 1, whereas the reverse is true in an SIM = 0.3, S2A = 0.7 
cosmology. 
One particularly interesting feature of this source counts re- analysis is the 
apparent steepening of the cumulative number counts beyond 5850 > 8 mJy. This 
could at least in part be due to small number statistics of the brightest sources, 
however, if real has some important implications. Firstly, it could indicate an 
intrinsic turn -over in the underlying luminosity function. In turn, this would 
suggest a very interesting upper limit on the luminosity of a high redshift galaxy, 
perhaps reflecting an upper limit on the overall mass of the system. This could 
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place useful constraints on galaxy formation theories. Secondly, a steepening of 
the source counts could make the SCUBA population much more prone to the 
effects of gravitational lensing. For weak lensing scenarios, the ratio of the number 
of observed sources brighter than a flux density threshold to the true number of 
sources brighter than that flux density threshold is given by 
Nobs(> S) µry_1 (5.10) 
Ntrue(> S) 
where µ is the magnification amplitude and -y is the slope of the cumulative source 
counts. For 1 < 5850 < 8 mJy the counts slope y rd 2.5, whereas for 5850 > 8 mJy 
this increases to y 5.5. No attempt has been made to correct the 850 pm 
source counts for the effects of lensing, but there is some evidence to suggest that 
some blank field sources have been gravitationally lensed. Almaini et al. (2003) 
found a strong cross -correlation in the ELAIS N2 field between the distribution 
of SCUBA and Chandra sources even though the coincidence of detections in the 
submillimetre and X -ray wavelengths was only ti 5 %. One proposed explanation 
for this effect is that the SCUBA and Chandra sources trace the same large 
scale structure at high redshift (z > 1), however, there also appears to be a 
similarly strong cross -correlation between the low redshift I -band sources and 
the higher redshift SCUBA and Chandra sources in this field (Almaini et al. 
in prep) suggesting an alternative explanation may be valid: the SCUBA and 
Chandra detections may have been magnified in certain regions of the field by 
the presence of high mass density structure, as traced by the I -band imaging, at 
z 0.5. Chapman et al. (2002b) have also pointed out that some submillimetre 
sources have apparent counterparts which are optically bright galaxies, I < 21.5, 
lying at modest redshifts, z < 1. This could of course be explained by these 
counterparts being correct, reflecting a population of galaxies which are detected 
as very cold, luminous submillimetre sources, however, a second explanation for 
such systems is that the optically bright galaxy is a foreground object acting as 
a gravitational lens, amplifying the more distant SCUBA galaxy. The detection 
of luminous molecular CO emission at the redshift of the optically bright galaxy 
would provide a powerful test to distinguish between these two scenarios. If the 
latter explanation of gravitational lensing is correct, Chapman et al. (2002b) 
estimate that up to 3 - 5% of the > 10 mJy submillimetre sources detected in 
blank field surveys could be gravitationally amplified by foreground galaxies. 
Gravitational lensing by clusters of galaxies can of course be used to study 
the fainter submillimetre sources, and this technique has been successfully applied 
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by Blain et al. (1999) and Cowie et al. (2002) (the data points marked by the 
crosses and curved -edged squares on Figures 5.19 and 5.20 respectively). The 
agreement between the source counts derived from the two cluster -lensing surveys 
is extremely good at flux densities below 5850 < 2 mJy, and there is a smooth 
transition at this point between the faint number counts from the cluster- lensing 
surveys and the brighter source counts from my combined reanalysis of the blank 
field surveys. However, the number counts derived by Blain et al. (1999) at 4 
and 8 mJy are significantly higher than the combined blank field survey counts 
presented in Table 5.11. The most likely explanation for this discrepancy is 
that the numbers quoted by Blain et al. (1999) suffer badly from small number 
statistics at bright flux densities, their lensing survey being composed of a number 
of small fields covering a total area of sky of only a few tens of square arcminutes. 
In comparison, the total area of sky observed by the "8 mJy Survey ", "CUDSS ", 
"HDF" and "Hawaii Survey" is 460 square arcminutes, an order of magnitude 
larger. If the bright SCUBA population does strongly cluster on arcminute scales, 
as implied by the evidence presented in Section 5.2, this could also affect the bright 
end of the number counts in small area surveys such as Blain et al. (1999). 
The data point marked on Figures 5.19 and 5.20 by a star is determined 
from a 100 sq. arcmin blank field survey of the Hubble Deep Field, observed 
using the scan -mapping (raster) mode of SCUBA and the JCMT. The survey 
reaches a uniform noise level of lUrms rd 3 mJy / beam (Borys et al. 2002). One 
can see immediately that the number counts from my combined reanalysis of 
other blank field surveys at flux densities in the region of 12 mJy are over an 
order of magnitude less than the measurement of Borys et al. (2002). It is very 
unlikely that such a huge discrepancy could be explained by the effects of cosmic 
variance, even once clustering effects have been taken into account. The effect 
of flux -boosting may be part of the explanation, although the sources used by 
Borys et al. for this analysis were retrieved with signal -to -noise ratios > 4, so one 
would not expect flux -boosting to be entirely responsible for the elevated number 
density. Borys et al. did, however, have major problems with the calibration 
of their data, and the source counts in this region are to be very steep. If the 
`12 mJy' data point of Borys et al. were in fact placed at 8 or 9 mJy (a calibration 
error of 25 -30 %) then there would be good agreement between the two analyses. 
Overall, the increased accuracy of this new source counts analysis will allow 
the evolutionary nature, as well as the dust and star -forming properties of the 
submillimetre population to be studied in much more detail than has been possible 
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before. This will be particularly useful when combined with knowledge of the 





Deep blank -field surveys conducted with SCUBA on the JCMT have successfully 
resolved cs2 30 - 50% of the far -infrared extragalactic background into discrete 
sources down to the confusion limit of 5850 2 - 3 mJy, with deeper surveys 
making use of gravitational lensing from intervening massive clusters probing the 
very faintest submillimetre sources. This has revealed a population of heavily 
dust- enshrouded galaxies at high redshift (z > 1) undergoing a burst of massive 
star- forming activity. The work presented here is an investigation into the nature 
of the most luminous 850µm sources (5850 > 5 mJy), with particular considera- 
tion of their link with the formation and evolution of the most massive elliptical 
galaxies visible in the present -day Universe. Essentially this study is comprised 
of two parts: firstly the data from the "SCUBA 8 mJy Survey ", the largest of the 
blank field submillimetre surveys completed to date, designed specifically with 
the aim of identifying the brightest 850µm sources, and secondly combining this 
data with a re- analysis of other existing blank field surveys to obtain better con- 
straints on some of the general statistical properties of the SCUBA population. 
The main results of this thesis can be summarised as follows: 
1) Using an alternative IDL -based reduction pipeline (developed by Serjeant et 
al. 2003) to the standard JCMT SURF procedures, uncorrelated noise images 
of the survey regions have been produced, allowing for the development of a 
maximum -likelihood source extraction algorithm which simultaneously measures 
the statistical significance of every peak in a SCUBA map, leading to properly 
quantified errors on the flux densities of all potential sources. 
2) The "SCUBA 8 mJy Survey" covers 260 square arcminutes of sky to a 
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depth of arms 2.5 mJy /beam, evenly split between two areas of low galactic 
cirrus emission; the Lockman Hole East and ELAIS N2. Applying the source 
extraction algorithm to these two fields has revealed 19 sources with S/N > 4.00, 
40 sources with S/N > 3.50, and 85 sources with S/N > 3.00. The handful of 
sources detected with S/N > 3.50 alone are able to account for ti 10% of the 
observed 850 pm extragalactic background. 
3) The steep Rayleigh -Jeans tail of the thermal dust emission allows the radio - 
to-submillimetre spectral index to be used as a redshift estimator. This method 
is based on the tight correlation observed in local star -forming galaxies between 
the radio continuum emission arising from relativistic electrons accelerated in 
supernova remnant shocks, and thermal dust emission from reprocessed star light. 
Using deep VLA 1.4 GHz imaging ( arms 10 µJy /beam in ELAIS N2, and 
arms 5 µJy /beam in the Lockman Hole East) in combination with the measured 
850 pm flux densities of each detection, all sources were constrained to lie at 
z > 1, with > 50% at redshift z > 2, and a median redshift of zmed ' 2.4 based 
on the Carilli & Yun (2000) redshift estimator. A peak in the SFRD around this 
epoch would not be unexpected given the strong correlation between black -hole 
and spheroid mass found at low redshift and the peak in optical emission from 
powerful quasars at z 2.5. 
4) The inferred star formation rates of these bright sources range from a few 
hundred to a few thousand solar masses per year, an 8 mJy source having a star 
formation rate of 1000 M® yr -1, assuming an QM = 0.3, 1A = 0.7 cosmology. 
This is sufficient to form the most massive elliptical galaxies on timescales of 
ti 1 Gyr, as appears to be required by a vast array of observational evidence (see 
the Introduction). The starburst, however, is heavily obscured by approximately 
108 - 109 M® of dust. 
5) The co- moving number density of high redshift galaxies forming stars at > 
1000 M® yr -1 is 10-5 Mpc -3, with only a weak dependence on the precise 
redshift distribution. This also corresponds to the number density of massive 
ellipticals with L > 3 - 4L* in the present -day Universe, as well as the co- moving 
number density of comparably massive, passively -evolving objects in the redshift 
band 1 < z < 2 inferred from recent surveys of extremely red objects. This is 
suggestive of an evolutionary sequence of the form: 
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SCUBA source at z > 2.5 -+ 
EROatz^^ d1.5-+ 
3 - 4L* evolved elliptical at z = 0 
and can plausibly account for the formation of all present -day massive spheroids. 
6) Using extensive Monte Carlo simulations to quantify the effects of complete- 
ness, mean output -to -input flux density ratio, and the degree of contamination 
from spurious / confused sources, the corrected cumulative 850 pm number counts 
based on a signal -to -noise detection threshold of > 3.50 are lower than that mea- 
sured directly from the raw data until the source density approaches the confusion 
limit of SCUBA (5850 2 -3 mJy) at which point incompleteness is more of an 
issue and the corrected and uncorrected source counts tend towards the same 
value. The bright number counts from the "SCUBA 8 mJy Survey" are a fac- 
tor of 2 -3 higher than those derived from other comparatively wide area blank 
field surveys. In part this could be due to small number statistics, but perhaps 
more likely is the effect of clustering if the 5850 > 5 mJy sources cluster on scales 
of a few arcminutes, since there is a higher probability of randomly centring a 
blank field survey in a region of lower than average source density under these 
circumstances. 
7) Combining the data from the "SCUBA 8 mJy Survey" with other existing blank 
field surveys, re- reduced and analysed in an identical manner, approximately 
doubles the area of sky observed with SCUBA in an unbiased manner. The 
combined datasets allow the determination of the most accurate source counts 
to date for 5850 > 2 mJy. The differential source counts for 5850 < 8 mJy are 
well satisfied by a power -law of the form dN(> S) /dS = No /(a Sa) where 
the best -fit values of the free parameters were No = 2.67 x 104, a = 0.49 and 
a = 3.14. If one assumes this is true over the full range of flux densities from 
the very faint to the very bright, this predicts a total 850 pm background of 
3.8 x 104 mJy deg -2, mid -way between the 850µm extragalactic values of 3.1 x 
104 mJy deg -2 and 4.4 x 104 mJy deg -2. However, there are some indications 
that the source counts steepen for 5850 > 8 mJy. This may simply be a result 
of small number statistics, but is possibly indicative of a high -mass cutoff of 
the SCUBA population. A steepening of the source counts would also make the 
bright SCUBA population more prone to the effects of gravitational lensing. More 
physical models of the source counts, beginning with a local 850 pm luminosity 
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function, are able to reasonably successfully model the number counts using only 
strong pure luminosity evolution with redshift, and assuming a single temperature 
optically thin greybody to represent the thermal spectral energy distribution of 
the dust with characteristic dust temperatures in the range 30 < Td < 50 K, and 
emissivity index in the range 1.0 < /9 < 2.0. 
8) Tentative indications that the bright SCUBA population clusters on scales 
of 1 - 2 arcminutes may be seen simply "by eye" on examining the distribu- 
tion of sources in the ELAIS N2 field, although the low source density means 
that formally the significance level is only ti 2u. However, the full source cata- 
logue derived from combining all of the survey fields contains a sufficient number 
of significant detections to place more meaningful constraints on the clustering 
properties of the bright submillimetre population. Measurements of angular cor- 
relation functions and nearest neighbour statistics for 5850 > 5, 6, and 7 mJy, 
imply strong clustering on scales of ti 1 arcminute at a significance level of r 4u. 
The angular correlation functions from the combined data are still not of suffi- 
cient quality to obtain a meaningful fit of the form w(0) = AB -b where A and 
S are well constrained. However, the data points are in fairly good agreement 
with the clustering strength measured for extremely red objects by Daddi et al. 
(2000), again suggesting a link between the SCUBA and ERO populations. 
6.2 Future Work 
The results from this work have provided a major part of the motivation for a new 
wide -field extragalactic submillimetre survey, which has now been underway for 
a year at the JCMT. The aim of this survey is to map 0.5 square degrees of sky, 
ti 7 times the total area of the "SCUBA 8 mJy Survey" to a comparable depth 
of arms ^- 2.5 mJy /beam. The area is split over two regions of sky; the Lockman 
Hole East (a continuation of the 8 mJy Survey), and the Subaru -XMM Deep 
Field. Based on the 850 µm source counts, a survey of this nature is expected to 
yield 200 - 400 sources detected at the > 3.5a level. The aim of the "SCUBA Half 
Degree Extragalactic Survey (SHADES)" is to address the following fundamental 
questions: 
What is the cosmic history of massive dust -enshrouded star -formation ac- 
tivity? 
Are SCUBA sources the progenitors of massive elliptical galaxies? 
What fraction of SCUBA sources harbour a dust- obscured AGN? 
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In order to address the first question, and to some extent the second, a robust 
and unbiased redshift estimate is required for every 850 ,um source detected by the 
wide -field SCUBA survey. Optical spectroscopy with the largest ground based 
facilities has had some limited success in measuring the redshifts of SCUBA 
sources (Chapman et al. 2003b), however, there are two major problems with this 
approach. The first issue is that an accurate position is required for positioning 
the slit, which given the size of the SCUBA beam requires there to be some sort 
of counterpart in the optical / infrared or radio identification. This immediately 
places a bias towards the lower end of the redshift scale for the selected objects, 
since even the deepest radio imaging to date will only detect starburst galaxies 
out to z 3. Furthermore, the faintness of the counterpart at optical / infrared 
wavelengths coupled with the large SCUBA beam size means that it is not trivial 
to identify the real counterpart, and again placing a slit on an object falling 
within the positional uncertainty of the 850µm source has potential for selecting 
a lower -redshift candidate than the real identification, which may be too faint to 
be detected at that depth of imaging. An alternative approach has been to use 
the radio -to- submillimetre spectral index as a redshift estimator, however, the 
accuracy drops of markedly beyond z 2 where the dominant fraction of bright 
SCUBA sources are believed to lie. 
In order to overcome these difficulties, the SHADES JCMT programme is 
to be complemented by deep observations from BLAST, a 2m- aperture balloon - 
borne submillimetre telescope designed to observe at 500, 350 and 250 µm, as well 
as deep VLA and MAMBO coverage at 21 cm and 1.3 mm respectively. Hughes 
et al. (2002) and Aretxaga et al. (2003) have used Monte Carlo simulations 
to generate mock catalogues of galaxies in the redshift range 0 < z < 6 using 
an evolving 60µm luminosity function that reproduces the 850 ,um counts. The 
submillimetre flux densities and counts of these mock galaxies were calculated 
from spectral energy distributions, randomly selected from a library of template 
starburst galaxies, ULIRGs and AGN encompassing a wide range of dust tem- 
peratures. Appropriate observational noise incorporating both calibration and 
measurement errors was added at each wavelength to produce a realistic scatter 
in the submillimetre -FIR colour distribution for the mock galaxies. The probabil- 
ity that the colours of the sources measured from the simulated SCUBA -BLAST 
images could be identified with the colours from the SED of each galaxy in the 
mock catalogue was calculated, and through a combination of these individual 
probabilities, an overall redshift probability distribution for each source was gen- 
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erated. These simulations have indicated that photometric redshift estimates of 
this type are accurate to better than Sz = ±0.5 out to z > 4. This complete and 
unbiased redshift information is sufficient to subdivide the full sample into red - 
shift bins of unit width, which for a dataset comprised of a few hundred sources 
allows the evolution of the far -infrared luminosity as a function of redshift (and 
hence dust- obscured star formation rate density) to be delineated. 
A second important goal of this survey is to measure the clustering properties 
of bright submillimetre sources over co- moving scales up to rs, 10 Mpc. As dis- 
cussed in earlier chapters, if the bright SCUBA sources are indeed the progenitors 
of massive spheroids then they should be strongly clustered. This is an inevitable 
result of the gravitational collapse from Gaussian initial density fluctuations: the 
rare high -mass peaks are strongly biased with respect to the mass. The angular 
correlation functions presented in Chapter 5, which are based on < 100 sources 
with S/N > 3.00 over a number of relatively small fields, have implied that the 
bright 850 µm population clusters strongly on scales of - 1 arcminute. The sig- 
nificance level of this measurement is only ti 4o- and is insufficient to obtain a 
definitive power law fit to the data, however, based on this evidence, a sample 
of 200 -400 detections above a signal -to -noise threshold of 3.50 (hence less prone 
to contamination from spurious / confused sources) in two fields, each approach- 
ing 0.25 square degrees in area, should place firm constraints on the form of the 
angular correlation function. Furthermore, the photometric redshift information 
can also be factored into the correlation function calculation making it three - 
dimensional, boosting the significance of the raw angular clustering signal by a 
factor of 3. 
This combination of crude redshift and clustering measurements will provide 
strong constraints on current theoretical galaxy formation models, as illustrated 
in Figure 6.1. These two plots represent the simulation results from 6 alternative 
theoretical models of the submillimetre source population. The left -hand plot 
shows the measured clustering amplitude and slope, along with error bars on the 
auto -correlation function parameters based on 50 realizations of each theoretical 
model and assuming that 200 -400 sources are detected at > 3.50o, in line with 
the measured source counts from the "8 mJy Survey" which observed to the same 
depth at 850µm. The right -hand plot shows the corresponding redshift distri- 
bution for each of the models, smoothed from the raw theoretical output by a 
box -car filter of width Sz = 1, to reflect the redshift resolution available with 
SCUBA +BLAST photometric redshifts. 
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Figure 6.1: Simulated SCUBA / BLAST survey results in terms of measured cluster- 
ing amplitude and slope (left -hand plot) and source redshift distribution (right -hand 
plot) as predicted from 6 alternative theoretical models of the submillimetre source 
population. The error bars on the autocorrelation functions are based on fits to 50 
different realizations of each theoretical model, and assume that the survey will detect 
200 -400 sources at > 3.50a, as implied by the source counts from the "8 mJy Sur- 
vey". The redshift distributions have been smoothed from the raw theoretical output 
by a box -car filter of width Sz = 1, to reflect the redshift resolution achievable from 
SCUBA -}-BLAST photometric redshifts. This figure is taken from the JCMT telescope 
proposal for SHADES. 
Together these two plots demonstrate a number of important points. Firstly, 
the left -hand figure shows that even with only a few hundred significant sources, 
this survey is reasonably expected to detect clustering within the SCUBA pop- 
ulation. Furthermore, if the bright SCUBA sources show a clustering strength 
comparable with that of the ERO population (Daddi et al. 2000), as preliminary 
evidence in Section 5.2 would imply, the detection of the clustering signal will 
be very significant indeed (see the circled dot on the figure). A second poten- 
tially interesting point is that current theoretical scenarios are unable to produce 
a clustering signal as strong as this. Thirdly, even within these fairly large er- 
rors, the clustering amplitude should be recoverable with sufficient accuracy to 
distinguish between low -mass and high -mass galaxy galaxy mergers (green and 
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red models). Finally, the power of combining the measured clustering signal with 
the photometric redshift distribution is able to discriminate between the models. 
For example, measuring the clustering parameters alone would not be enough 
to distinguish between the green and orange models on the left -hand plot, but 
from the right -hand plot, one can see that the redshift distributions for these 
two scenarios are very different. Conversely, the red and black models have very 
similar redshift distributions, as seen on the right -hand plot, but the clustering 
parameters are quite different. 
The last of the key aims of this survey is to ascertain what fraction of SCUBA 
sources harbour a dust -enshrouded but active black hole. This can be achieved 
by combining the submillimetre data with SIRTF 70 pm observations sensitive to 
rest -frame mid -infrared emission. Although the early comparisons of SCUBA and 
Chandra / XMM surveys have shown that X -ray visible active galactic nucleii 
and submillimetre sources are rarely coincident, Almaini et al. (2003) found 
that they appeared to trace the same large scale structures on arcminute scales. 
One possibility is that these two populations represent different relatively short 
lived evolutionary stages in the formation of massive high redshift objects (eg. 
Archibald et al. 2002b), but alternatively it is plausible that the majority of 
SCUBA sources do contain a massive and active black hole which is too heavily 
obscured to be detected in current X -ray surveys (Fabian 1999). Although SIRTF 
is neither large enough, nor observes at sufficiently long wavelengths to constrain 
the redshifts of dust -enshrouded sources (for example, the SIRTF SWIRE Survey 
would not be able to detect a galaxy with an Arp 220 SED at z > 3 even if scaled 
to 5850 10 mJy), it should have the sensitivity and beamsize at 70µm to detect 
bright SCUBA sources at z > 3 if they have a strong mid- infrared component. 
An object such as Mkn 231, for example, which is known to harbour an obscured 
active nucleus, is 3 times brighter at Arest = 30 pm when compared to Arp 220, 
and 10 times brighter at )'rest = 10 pm. 
In conclusion, the completion of this survey should resolve many of the remain- 
ing issues regarding the formation and evolution of massive elliptical galaxies. 
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