In this paper we give a brief introduction to the foundations of WSL transformation theory and describe some applications to program slicing. We introduce some generalisations of traditional slicing, amorphous slicing and conditioned slicing which are possible in the framework of WSL transformations. One generalisation is "semantic slicing" which combines slicing and abstraction to a specification.
Introduction
In the development of methods for program analysis and manipulation it is important to start from a rigorous mathematical foundation. Without such a foundation, it is all too easy to assume that a particular transformation is valid, and come to rely upon it, only to discover that there are certain special cases where the transformation is not valid.
The following transformation was found in an article on program manipulation published in Communications of the ACM: do S 1 od is equivalent to do S 2 od if and only if do S 1 od is equivalent to do S 1 ; S 2 od Here, S 1 and S 2 are any statements and the do . . . od loops are unbounded or infinite loops which can only be terminated by executing an exit statement within the loop body. The statement exit(n) will terminate n enclosing do . . . od loops.
The reverse implication is easily seen to be false: simply take S 2 to be skip, then for any statement S 1 : do S 1 od is equivalent to do S 1 ; skip od while: do S 1 od is equivalent to do skip od is not necessarily the case! The forward implication looks more reasonable, and quite a useful transformation: it suggests that if we have two loops which implement the same program, then we can generate another program by combining the two loops. But consider these two programs: The point of this example is that it is very easy to invent a plausible new "transformation", and even base further research on it, before discovering that it is not valid. This underlines the importance of a sound mathematical foundation.
The way to get a rigourous proof of the correctness of a transformation is to first define precisely when two programs are "equivalent", and then show that the transformation in question will turn any suitable program into an equivalent program. To do this, we need to make some simplifying assumptions: for example, we usually ignore the execution time of the program. This is not because we don't care about efficiency (far from it!) but because we want to be able to use the theory to prove the correctness of optimising transformations: where a program is transformed into a more efficient version.
More generally, we ignore the internal sequence of state changes that a program carries out: we are only interested in the initial and final states (but see Section 5 for a discussion of operational semantics).
Our mathematical model defines the semantics of a program as a function from states to sets of states. For each initial state s, the function f returns the set of states f (s) which are all the possible final states of the program when it is started in state s. A special state ⊥ indicates nontermination or an error condition. If ⊥ is in the set of final states, then the program might not terminate for that initial state (in which case, we put all the other states into f (s)).
If two programs have the same semantic function then they are equivalent. A transformation is an operation which takes any program satisfying its applicability conditions and returns an equivalent program.
A generalisation of equivalence is the notion of refinement: one program is a refinement of another if it terminates on all the initial states for which the original program terminates, and for each such state it is guaranteed to terminate in a possible final state for the original program. In other words, a refinement of a program is more defined and more deterministic than the original program. If program S 1 has semantic function f 1 and S 2 has semantic function f 2 , then we say that S 1 is refined by S 2 (or S 2 is a refinement of S 1 ), and write 
Transformation Theory
Our transformation theory developed in roughly the following stages: 
The Kernel Language
It turns out that for our kernel language we can do away with many familiar programming constructs: including assignments and if statements. We need just four primitive statements and three compound statements. Let P and Q be any logical formulae (technically, these are formulae of an infinitary first order logic) and x and y be any finite lists of variables. The primitive statements are: while the compound statements are:
1. Sequence: (S 1 ; S 2 ) executes S 1 followed by S 2 ;
2. Nondeterministic choice: (S 1 S 2 ) chooses one of S 1 or S 2 for execution, the choice being made nondeterministically; 3. Recursion: (µX.S 1 ) where X is a statement variable (a symbol taken from a suitable set of symbols). The statement S 1 may contain occurrences of X as one or more of its component statements. These represent recursive calls to the procedure whose body is S 1 .
Some of these constructs, particularly the guard statement, may be unfamiliar to many programmers, while other more familiar constructs such as assignments and conditional statements appear to be missing. It turns out that assignments and conditionals, which used to be thought of as "atomic" operations, can be constructed out of these more fundamental constructs. On the other hand, the guard statement by itself is unimplementable in any programming language: for example, the guard statement [false] is guaranteed to terminate in a state in which false is true. In the semantic model this is easy to achieve: the semantic function for [false] has an empty set of final states for each proper initial state. As a result, [false] is a valid refinement for any program. Morgan [9] calls this construct "miracle". Such considerations have led to the Kernel language constructs being described as "the Quarks of Programming": mysterious entities which cannot be observed in isolation, but which combine to form what were previously thought of as the fundamental particles.
Assignments can be constructed from a sequence of add statements and guards. For example, the assignment x := 1 is constructed by adding x and restricting its value: (add( x ); [x = 1]). For an assignment such as x := x + 1 we need to record the new value of x in a new variable, x say, before copying it into x. So we can construct x := x + 1 as follows: 
The Specification Statement
For our transformation theory to be useful for both forward and reverse engineering it is important to be able to represent abstract specifications as part of the language. Then the refinement of a specification into an executable program, or the reverse process of abstracting a specification from executable code, can both be carried out within a single language. We define the notation x := x .Q where x is a sequence of variables and x the corresponding sequence of "primed variables", and Q is any formula. This assigns new values to the variables in x so that the formula Q is true where (within Q) x represents the old values and x represents the new values. If there are no new values for x which satisfy Q then the statement aborts. The formal definition is:
(add(x); ([x = x ]; remove(x ))))))
Semantic Refinement
A state is a collection of variables (the state space) with values assigned to them; thus a state is a function which maps from a finite set V of variables to a set H of values. There is a special extra state ⊥ which is used to represent nontermination or error conditions. (It does not give values to any variables). States other than ⊥ are called proper states. A state transformation f maps each initial state s in one state space, to the set of possible final states f (s), which may be in a different state space. If ⊥ is in f (s) then, by definition, so is every other state, also f (⊥) is the set of all states (including ⊥).
Semantic refinement is defined in terms of these state transformations. A state transformation f is a refinement of a state transformation g if they have the same initial and final state spaces and f (s) ⊆ g(s) for every initial state s. Note that if ⊥ ∈ g(s) for some s, then by definition g(s) includes every state, so f (s) can be anything at all. In other words we can correctly refine an "undefined" program to do anything we please. If f is a refinement of g (equivalently, g is refined by f ) we write g ≤ f .
A structure for a logical language L consists of a set of values, plus a mapping between constant symbols, function symbols and relation symbols of L and elements, functions and relations on the set of values. If the interpretation of statement S 1 under the structure M is refined by the interpretation of statement S 2 under the same structure, then we write
Here ∆ is the set of assumptions about the logical symbols under which the refinement is valid.
Weakest Preconditions
Given any statement S and any formula R which defines a condition on the final states for S, we define the weakest precondition WP(S, R) to be the weakest condition on the initial states for S such that if S is started in any state which satisfies WP(S, R) then it is guaranteed to terminate in a state which satisfies R. By using an infinitary logic, it turns out that WP(S, R) has a simple definition for all kernel language programs S and all (infinitary logic) formulae R:
where (µX.S) 0 = abort = {false} and (µX.S) n+1 = S[(µX.S) n /X] which is S with all occurrences of X replaced by (µX.S) n .
(In general, for statements S, T and T , the notation S[T /T] means S with T instead of each T).
The motivation for considering weakest preconditions is given in the next section.
Proof-Theoretic Refinement
Given two statements S 1 and S 2 , and a formula R, we can express the weakest preconditions WP(S 1 , R) and WP(S 2 , R) as formulae in infinitary logic, as shown above. We can define a notion of refinement using weakest preconditions as follows: S 1 is refined by S 2 if and only if the formula
can be proved for every formula R. Back and von Wright [3] and Morgan [9, 10] use a second order logic to carry out this proof. In a second order logic we can quantify over boolean predicates, so the formula to be proved is:
This approach has a serious drawback: second order logic is incomplete which means that there is not necessarily a proof for every valid transformation. Back [1, 2] gets round this difficulty by extending the logic with a new predicate symbol to represent the postcondition and carrying out the proof in the extended logic.
However, it turns out that these exotic logics and extensions are not necessary because there are two simple postconditions which completely characterise the refinement relation. We can define a refinement relation using weakest preconditions on these two postconditions: Definition 3.1 Let x be a sequence of all variables assigned to in either S 1 or S 2 and let x be a sequence of new variables the same length as x. If the formulae WP(S 1 , x = x ) ⇒ WP(S 2 , x = x ) and WP(S 1 , true) ⇒ WP(S 2 , true) are provable from the set ∆ of sentences, then we say that S 1 is refined by S 2 and write: ∆ S 1 ≤ S 2 .
It turns out that these two notions of refinement (semantic refinement and proof theoretic refinement) are the same. In other words: These two equivalent definitions of refinement give rise to two very different methods for proving the correctness of refinements. Both methods are exploited in [12] -for example, weakest preconditions and infinitary logic are used to develop the induction rule for recursion and the recursive implementation theorem, while state transformations are used to prove the representation theorem. 
Example Transformations
To see how we use weakest preconditions to prove the validity of transformations we will take a very simple example: reversing an if statement. To prove the transformation:
we simply need to show that the corresponding weakest preconditions are equivalent:
Another simple transformation is merging two assignments to the same variable:
The assignment x := e is defined as add( x ); [x = e]; add( x ); [x = x ] so the weakest precondition is:
The proof of this transformation is: For more complex transformations involving recursive constructs, we have a useful induction rule which is not limited to a single recursive procedure, but can be used on statements containing one or more recursive components (including nested recursion). For any statement S, define S n to be S with each recursive statement replaced by its nth truncation.
Lemma 3.4 The General Induction Rule for Recursion:
If S is any statement with bounded nondeterminacy, and S is another statement such that ∆ S n ≤ S for all n < ω, then ∆ S ≤ S .
An example transformation which is proved using the generic induction rule is loop merging. If S is any statement and B 1 and B 2 are any formulae such that 
Extensions to the Kernel Language
The WSL language is built up in a set of layers, starting with the kernel language. The first level language includes specification statements, assignments, if statements, while and for loops, Dijkstra's guarded commands [5] and simple local variables:
The second level language adds do . . . od loops, action systems and true local variables.
We earlier remarked on the remarkable properties of the guard statement, in particular [false] is a valid refinement for any program or specification. This is because the set of final states is empty for every (proper) initial state. A program which may have an empty set of final states is called a null program and is inherently unimplementable in any programming language. So it is important to avoid inadvertantly introducing a null program as the result of a refinement process. Morgan [9] calls the program [false] a "miracle", after Dijkstra's "Law of Excluded Miracles" [5] :
WP(S, false) = false Part of the motivation for our specification statement is to exclude null programs (Morgan leaves it to the programmer to ensure that null programs are not introduced by accident). Fortunately, any WSL program with no explicit guard statements is non-null and obeys Dijkstra's law.
Operational Semantics
The correctness proofs of WSL transformations only look at the external behaviour of the programs. If you want to know which transformations preserve the actual sequence of internal operations, then it would appear that a new definition of the semantics of programs is required: one which defines the meaning of a program to be a function from the initial state to the possible sequences of internal states culminating in the final state of the program: in other words, an operational semantics. We would then need to attempt to re-prove the correctness of all the transformations under the new semantics, in order to find out which ones are still valid. But we would not have the benefit of the weakest precondition approach, and we would not be able to re-use any existing proofs.
It turns out that this extra work is not necessary: instead the operational semantics can be "encoded" in the denotational semantics. We add a new variable, seq, to the program which will be used to record the sequence of state changes. We then annotate the original program, adding assignments to seq at the appropriate places:
= seq := seq + + "v", e ;
and so on for the other constructs.
Given a transformation which turns S 1 into the equivalent program S 2 , if we want to show that the transformation preserves operational semantics it is sufficient to show that it turns the annotated program annotate(S 1 ) into a program equivalent to annotate(S 2 ).
The "reverse if" transformation of Section 3.6 is an example of a transformation which preserves operational semantics, while "merge assignments" does not.
Slicing
The notion of a program slice, originally introduced by Mark Weiser [18] , is useful in program analysis and debugging. A slice of a program is taken with respect to a program point p and a variable x; the slice consists of all statements of the program that might affect the value of x at point p.
Initially we will consider the special case where p is the end point of the program, but we will generalise the variable x to a set X of variables. If X does not contain all the variables in the final state space of the program, then the sliced program will not be equivalent to the original program. However, consider the set W \ X, where W is the final state space. These are the variables whose values we are not interested in. By removing these variables from the final state space we can get a program which is equivalent to the sliced program. Suppose program S maps state space V to W (we write this as S : V → W ), then the effect of slicing S at its end point on the variables in X is to generate a program equivalent to S; remove(W \ X).
So one way to define a program slice is: Definition 6.1 A traditional program slice of S on X is any program S generated from S by deleting individual statements, such that:
Within this framework, a proof of correctness of an algorithm for program slicing (such as the algorithm for interprocedural slicing in [8] ) is simply a proof of the validity of the transformation which deletes the statements in S; remove(W \ X) to create S . The definition immediately suggests a possible generalisation: why restrict the transformations to deleting individual statements? Harman and Danicic [6] coined the term "amorphous program slicing" for a combination of slicing and transformation, but perhaps the term "semantic slice" is more expressive: we are slicing on the semantics of the program since we are allowing any operation which preserves the semantics. A traditional slice could then be called a "syntactic slice" since with traditional slicing we preserve the syntax of the program so far as is consistent with removing irrelevant statements. Definition 6.2 A semantic slice of S on X is any program S such that: ∆ S; remove(W \ X) ≈ S Note that there are many possible semantic slices for a program (but we would normally expect that the semantic slice should be no larger than the equivalent syntactic slice). This is because with any reverse engineering or program understanding process there are other constraints on the format of the abstract specification. See [15] and [16] for a discussion of the issues.
An intermediate operation between traditional syntactic slicing and semantic slicing restricts the transformations to preserve operational semantics using the technique in Section 5: 
Slicing At Any Position
To slice at an arbitrary position in the program we need to preserve the sequence of values of the given variables at that point in the program. To do this, we simply insert an assignment to a new variable slice at the required position which records the current values of the variables. If X = {x 1 , . . . , x n } is the set of variables we are interested in then we insert the statement: slice := slice + + x 1 , . . . , x n at the point where we want to slice to record the current values of the variables at that point. Then we slice at the end of the program on the single variable slice.
This process can be generalised to slice at several points in the program, perhaps with a different set of "variables of interest" at each point, simply by inserting the slice assignments at the appropriate places.
Conditioned Slicing
A Conditioned Slice of a program is a generalisation of a traditional slice where an extra condition is given for the initial state to satisfy. This additional condition can be used to simplify the program before applying a traditional slicing algorithm. Danicic et al [7] describe a tool called ConSIT, for slicing a program at a particular point, given that the initial state satisfies a given condition. Conditioned slicing is thus a generalisation of static slicing (where there are no conditions on the initial state) and dynamic slicing (slicing based on a particular initial state).
The slicing condition can be given in the form of ASSERT statements scattered through the program: [7] claim that these ASSERT statement are equivalent to a single condition on the initial state: but this seems to require that assertions can be formulae of infinitary logic. Fortunately, the assertion statements in WSL are already expressed in infinitary logic, so this is not a problem in our framework.
The ConSIT tool works on an intraprocedural subset of C using a three phase approach:
1. Symbolically Execute: to propagate assertions through the program where possible;
2. Produce Conditioned Program: eliminate statements which are never executed under the given conditions;
3. Perform Static Slicing: using the traditional method.
In our transformation framework, the ASSERT statements are simply WSL assertions. The symbolic execution and producing the conditioned program are examples of transformations which can be applied to the WSL program plus assertions. In [11] we provide a number of transformations for propagating assertions and eliminating dead code. Using weakest preconditions, for example, we can move an assertion (with the appropriate modification) backwards past any statement: ∆ S; {Q} ≈ {WP(S, Q)}; S For example: x := y + 1; {x > 0} becomes {y + 1 > 0}; x := y + 1.
Similarly, an assertion can be moved out of a loop: ∆ while B do {Q}; S od ≈ { n>0 i<n WP((S;) n , B) ⇒ WP((S;) n , Q) }; while B do S od where (S;) 0 is skip and (S;) n+1 is S; (S;) n .
Again, a generalisation is suggested: why restrict ourselves to the assertion moving and dead code removal transformations? A conditioned semantic slice can be defined as: Definition 6.4 A conditioned semantic slice of S on X is any program S such that: ∆ S ; remove(W \ {slice}) ≈ S where S is constructed from S by inserting assertions and assignments to slice wherever needed.
