Abstract. Directed model checking is a well-established technique to efficiently tackle the state explosion problem when the aim is to find error states in concurrent systems. Although directed model checking has proved to be very successful in the past, additional search techniques provide much potential to efficiently handle larger and larger systems. In this work, we propose a novel technique for traversing the state space based on interference contexts. The basic idea is to preferably explore transitions that interfere with previously applied transitions, whereas other transitions are deferred accordingly. Our approach is orthogonal to the model checking process and can be applied to a wide range of search methods. We have implemented our method and empirically evaluated its potential on a range of non-trivial case studies. Compared to standard model checking techniques, we are able to detect subtle bugs with shorter error traces, consuming less memory and time.
Introduction
When model checking safety properties of large systems, the ultimate goal is to prove the system correct. However, for practically relevant systems this is often not possible because of the state explosion problem. Complementary to verify a system correct, finding reachable error states is a potentially easier task in practice. An error state can be found by only exploring a small fraction of the entire reachable state space. Especially for this purpose, directed model checking has found much attention in recent years [1] [2] [3] [4] [5] [6] [7] [8] [9] . Directed model checking is tailored to the fast detection of reachable error states. This is achieved by focusing the state space traversal on those parts of the state space that show promise to contain reachable error states. A heuristic function is used to assign each state that is encountered during the traversal of the state space a heuristic value. Typically, a heuristic function approximates a state's distance to a nearest error state. These values are used to determine which state to explore next. An advantage of directed model checking is that the heuristic functions are usually abstraction based and computed fully automatically based on the declarative description of the system. Usually, distance heuristics are computed by solving a simplified problem, and then using the length of the abstract error trace as an estimation for the actual error distance in the concrete. They differ in the way of how the given problem is simplified. Overall, the performance of directed model checking methods has proved to be often much better than the performance of uninformed search methods like breadth-first or depth-first search. However, for large systems, even error detection is very challenging.
To cope with larger and larger systems, additional techniques to tackle the state explosion problem are needed. Among these, approaches that additionally evaluate the relevance of transitions, rather than just states, are very promising. Such methods have proved to further alleviate the state explosion problem as the additional information improves the search guidance. As a consequence, the number of states that have to be explored before an error state is encountered can be significantly reduced in practice. Techniques following this approach have first been proposed in the areas of AI planning and directed model checking. For instance, helpful actions [10] , preferred operators [11] , and useless transitions [12, 13] are powerful instantiations of this paradigm. All these techniques have in common that they label applicable transitions with a Boolean flag. This flag indicates whether a transition is relevant or not. States that are reached by a relevant transition are preferred during the traversal of the state space. Another technique that exploits certain properties of transitions is iterative context-bounding [14] . This algorithm was proposed in software model checking for error detection in multithreaded programs. The algorithm searches for error traces that exhibit a minimal number of context switches, i. e., execution points where the scheduler forces the active thread to change. Transitions that do not induce a context switch are preferred. We will detail these approaches in the section on related work.
In this paper, we introduce context-enhanced directed model checking. Roughly speaking, the main idea of this approach is the following: If there is a transition t that is part of a shortest error trace π, then there often is a subsequent transition in π that profits from t. Therefore, we propose to preferably explore states that have been reached by a transition that profits from the effect of the previously applied transition. As a consequence, the search process avoids to "jump" while traversing the state space, i. e., it prefers transitions that belong to the same part of the system. We use the notion of interference context to determine how much a transition profits from the execution of another transition. With the above mentioned approaches, our technique shares the property that it labels transitions and defers the expansion of states reached by less relevant transitions. In contrast to these approaches, our method does not assign a Boolean flag to a transition, but an integer value. Our approach is embedded in a multi-queue search algorithm that is well-suited to respect the different levels of relevance. Another distinguishing property is that our approach can also be successfully applied to uninformed search, which is not possible with the other approaches, except for iterative context bounding. We have implemented our approach and applied it to uninformed search as well as directed model checking with several distance heuristics from the literature. We also compare our technique with the useless transitions approach as well as iterative context bounding as outlined above. The experiments reveal that our approach scales much better than the previous approaches in many challenging problems coming from real-world case studies.
The remainder of this paper is organized as follows. Section 2 introduces the preliminaries for this work. In the subsequent section, we introduce context-enhanced directed model checking. Afterwards, in Sec. 4, we discuss related work. In the following section, we empirically evaluate our approach on a number of benchmarks and compare it with plain directed model checking as well as previously proposed techniques for prioritizing transitions. Section 6 concludes the paper and discusses future work.
Preliminaries
In this section, we give the preliminaries needed for this work. In Sec. 2.1, we introduce our notation and computational model. This is followed by an introduction to directed model checking in Sec. 2.2.
Notation
Our approach is applicable to a broad class of transition systems, including parallel systems with interleaving, synchronization and linear arithmetic. We only require that the transitions resemble guarded commands, i. e., a transition consists of a precondition and an effect. Therefore, we define our computational model in a general way, consisting of a finite set of bounded integer variables V and a finite set of transitions T . For the sake of presentation, we restrict the form of transitions as stated in the next definition.
Definition 1 (System).
A system S is a tuple V, T , where V is a finite set of bounded integer variables and T is a finite set of transitions. A transition t is a tuple pre, eff , where -pre is the precondition of t. It is a conjunction over constraints of the form v c, where v ∈ V , c ∈ Z and ∈ {<, ≤, =, ≥, >}. -eff is the effect of t. It is a set of assignments of the form v := c, where v ∈ V and c ∈ Z.
For a transition t = pre, eff , we denote its precondition and effect with pre(t) and eff(t), respectively. A system state is a function that assigns each variable v ∈ V a value of v's domain. A transition t is applicable in a state s if t's precondition is satisfied by s, i. e., if s |= pre(t). The successor state s = t(s) reached by applying t in s is obtained by updating all variables according to the effect of t. Formally, the state space of a system is defined as follows.
Definition 2 (State space of a system). Let S = V, T be a system. The state space of S is defined as a labeled transition system T (S) = (S, ∆), where S is a set of states and ∆ ⊆ S × T × S is a transition relation. There is a transition (s, t, s ) ∈ ∆ iff s |= pre(t) and s = t(s).
For transitions (s, t, s ) ∈ ∆, we will also write s t − → s . We define a model checking task as a system together with an initial state and a target formula describing the set of error states.
Definition 3 (Model checking task). Let S be a system and T (S) = (S, ∆) be its state space. A model checking task is a tuple S, s 0 , ϕ , consisting of a system S, an initial state s 0 ∈ S and a target formula ϕ. Target formulas have the same form as preconditions of transitions. The task is to find a sequence π = t 1 , . . . , t n of transitions, with s i−1 ti − → s i ∈ ∆ for 1 ≤ i ≤ n and s n |= ϕ.
Informally speaking, the target formula describes a set of states with an undesirable property, the so called error states. Therefore, we call a sequence π as defined as in the last definition an error trace.
Directed Model Checking
In a nutshell, directed model checking is the application of heuristic search [15] to model checking. The main idea of directed model checking is to explore those parts of the state space first that show promise to contain reachable error states. As a consequence, it is possible to detect error states in systems whose entire state space is too huge for brute force methods. In directed model checking, the state space traversal is guided ("directed") towards error states based on specific criteria. Ideally, these guidance criteria are automatically extracted from the declarative description of the system under consideration by taking an abstraction thereof. Based on such an abstraction, a heuristic function h is computed that typically approximates a state's distance to a nearest error state. During the search process, h is used to assign each encountered state s a heuristic value h(s). These values are used to influence the order in which state to explored, hereby completeness is not affected. Figure 1 shows a basic directed model checking algorithm. To be able to report found error traces, every state stores a pointer to its immediate predecessor state and transition. We finally remark that, depending on the implementation details of the used priority queue, depth-first search and breadth-first search are instances of the algorithm from Fig. 1 when h is the constant zero function.
Context-Enhanced Directed Model Checking
In this section, we introduce context-enhanced directed model checking which is based on interference contexts. To compactly describe the main idea of our approach, we need the notion of innocence. A transition t is innocent if for each state s where t is applicable, there is no constraint of the target formula ϕ that is satisfied by eff(t). This means, if there is a conjunct c of ϕ so that t(s) |= c, then c was already satisfied by s. Note that, if the initial state of a system is not an error state, then only applying innocent transitions will never lead to error states.
The main idea of context-enhanced directed model checking is the following. Let s be a state and let t be an innocent transition enabled at s. If t is the first transition of a shortest error trace starting from s, then there must be applicable transitions at s = t(s) that profit from the effect of t. Otherwise t cannot be part of a shortest error trace. Hence, our algorithm focuses on transitions that belong to the same part of the system. In this work, we use interference contexts to determine whether a transition profits from a preceding transition.
Interference Contexts
Our notion of interference contexts is based on the well-known concept of interference. Similar to other work (for example, in the area of partial order reduction [17] ), we use a definition that can be statically checked. Roughly speaking, two transitions interfere if they work on a common set of system variables. For a transition t, we will use the notation var(pre(t)) and var(eff(t)) to denote the set of variables occurring in the precondition and the effect of t, respectively. Definition 4 (Interference). Two transitions t 1 and t 2 interfere, iff at least one of the following conditions holds:
Informally, this means that two transitions interfere if one writes a variable that the other is reading, or both transitions write to a common variable. We next give a pruning criterion based on interference. To formulate this, we first define the notion of interference contexts. Roughly speaking, for a transition t and n ∈ N 0 , the interference context C n (t) contains all transitions for which there is a chain of at most n transitions where neighboring transitions interfere.
Definition 5 (Interference Context). Let V, T be a system, t ∈ T be a transition and n ∈ N 0 . The interference context C n (t) is inductively defined as follows:
As we are dealing with finite transition systems, there exists a smallest N ≤ |T |, so that C N (t) = C N +1 (t) for all transitions t ∈ T . We will denote this context with C(t). Note that this context induces an equivalence relation on the set of system transitions T . It partitions T into subsets of transitions which operate on pairwise disjoint variables. Based on this notion, we now give a pruning criterion which is guaranteed to preserve completeness. Informally speaking, if a state is part of a shortest error trace and has been reached via an innocent transition t, then it suffices to only apply transitions from C(t) at s. Proposition 1. Let S, s 0 , ϕ be a model checking task for a system S = V, T and a target formula ϕ = (v i c i ), where ∈ {<, ≤, =, ≥, >}, v i ∈ V and c i ∈ Z. Let s be a state in S that is part of a shortest error trace from s 0 and has been reached by a transition sequence with last transition t. Further assume that t is innocent. Then there is a shortest error trace from s that starts with a transition from C(t).
Proof.
As s is part of a shortest path from the initial state, and t is innocent, there is a shortest error trace π that starts in s which contains a transition t π that needs the effects of t, i. e., var(eff(t)) ∩ var(pre(t π )) = ∅. Otherwise, t would not have been needed and s would not be part of a shortest error trace. We transform π into a shortest error trace π so that the first transition in π is contained in C(t). Let t 1 , . . . , t n be the prefix of π so that t n is the first transitions in π that interferes with t, i. e., t 1 , . . . , t n−1 do not interfere with t. Then π is constructed by an inductive argument. If n = 1, i. e., t 1 interferes with t, then π = π as t 1 ∈ C(t). For the induction step, let t n+1 be the first interfering transition with t. If t n+1 and t n do not interfere, then they can be exchanged in π as non-interfering transitions can be applied in any order, leading to the same state. If they do interfere, then by definition t n ∈ C(t), which proves the claim.
From Prop. 1, we can derive the following pruning criterion: If there is a shortest error trace from s that starts with a transition from C(t), then all transitions that are not contained in C(t) can be pruned, without losing completeness. Note that the condition for s to be on a shortest error trace can be assumed without loss of generality: If s is not part of a shortest error trace, every successor can be pruned.
In practice, this pruning criterion does not seem to fire very often: Benefits are only obtained if the system's transitions can be partitioned into at least two sets of transitions that operate on disjoint variables. In such cases, also compositional model checking is applicable. These concepts are known and by no means new. In fact, the pruning criterion can be seen as a version of compositional model checking, where completely independent parts of the system are handled individually. However, the formulation of Prop. 1 lends itself to a way of how to approximate the pruning criterion. This leads to the heuristic approach to prioritize transitions that we are introducing next.
The Context-Enhanced Search Algorithm
In this section, we describe how we approximate the pruning criterion. The basic idea is actually quite simple: Instead of considering the exact closure C(t) of a transition t, we substitute it with the interference context C n (t) for some bound n < N , where N is the smallest number such that C N (t) = C(t) for all transitions t ∈ T . Suppose for a moment that we know how to choose a good value for n. Obviously, Prop. 1 does not hold anymore if we replace C(t) with C n (t). As a consequence thereof, states that are reached via transitions that are not contained in C n (t) cannot be pruned without loosing completeness. The approximation therefore becomes a heuristic criterion for the relevance of transitions. Instead of pruning these states, we suggest to defer their expansion. This can be done by extending the search algorithm from Fig. 1 with a second open queue. States whose expansions we want to defer are inserted in this queue. All other states are inserted in the standard open queue. States from the second queue are only expanded if the standard open queue is empty. The question remains which value we should use for the parameter n. From Def. 5, we know that C i (t) ⊆ C j (t) for all transitions t iff i ≤ j. On the one hand, the higher the parameter, the better C(t) is approximated. However, as we already argued (and also describe in the experimental section), the exact pruning criterion does not fire very often in practice. On the other hand, the lower the parameter the more missclassifications may occur, which hampers the overall performance of the model checking process.
Instead of choosing a constant parameter, we propose to use a multi-queue search algorithm that maintains N + 1 different open queues, where N ∈ N is defined as above. Overall, we obtain a family of open queues q 0 , . . . , q N , where q i is accessed (according to the given distance heuristic) iff q 0 , . . . , q i−1 are empty, and q i is not. The basic directed model checking algorithm from Fig. 1 can be converted into our multi-queue search method by replacing the standard open queue with a multi-queue and the corresponding accessing functions as given in Fig. 2 . In these queues, states are maintained as follows.
qn.insert(s , priority) 8 else: 9 q0.insert(s , priority)
1 function getMinimum(): 2 determine smallest n such that qn = ∅ 3 return qn.getMinimum() Fig. 2 . Multi-queue accessing functions for context-enhanced directed model checking
Let s be a state that was reached with transition t, and let s = t (s) be the successor state of s under the application of the transition t . If t is innocent and t / ∈ C(t), then we can safely prune s . If t is innocent and t ∈ C(t), then the successor state s is maintained in queue q 1 if t ∈ C 1 (t), and maintained in q i if t ∈ C i (t) and t ∈ C i−1 (t). If t is not innocent, then s is stored in q 0 .
According to the given distance heuristic, getMinimum returns a state with best priority from the queue q i with minimal index i that is not empty. The multi-queue is empty iff all queues are empty. Obviously, our approach remains complete, as only the order in which the states are explored is influenced. The advantage of this multi-queue approach is that we do not have to find a good value for n, which strongly depends on the system. By always expanding states from the lowest non-empty queue, the algorithm also respects the quality of the estimated relevance.
Related Work
Directed model checking has recently found much attention, and various distance heuristics to estimate a state's distance to a nearest error state have been proposed in this context [1] [2] [3] [4] [5] [6] [7] [8] [9] . Given a declarative description of the system under consideration, these distance heuristics are usually computed fully automatically based on abstractions. Overall, directed model checking has demonstrated to significantly outperform uninformed search methods like breadth-first or depth-first search.
To efficiently handle larger and larger systems, additional search enhancements have recently been proposed for directed model checking as well as for AI planning. In particular, techniques to additionally prioritize transitions (rather than only states) are very promising. In the area of AI planning, helpful actions [10] and preferred operators [11] have been proposed. Both approaches heuristically select transitions that should be preferred during search. However, these concepts are specifically designed for certain distance heuristics.
In the context of directed model checking, a similar approach called useless transitions has been proposed [13] . A transition is considered as useless in a state s if it does not start a shortest error trace from s. This criterion is approximated to identify such transitions, which are less preferred during the search. In this approach, the distance heuristic itself is used to estimate whether a transition is useless or not. Hence, the quality of this approach strongly depends on the informedness of the distance heuristic. Furthermore, combining this approach with uninformed search methods is not possible as no distance heuristic is applied there. Complementary to this, context-enhanced directed model checking is independent of the distance heuristic. As we shall see in the experimental section, our approach is successfully applicable to uninformed search.
Musuvathi and Qadeer work in the area of software model checking. They propose a technique for bug detection based on context bounding [14] . For multithreaded programs, they propose an algorithm that limits the number of context switches, i. e., the number of execution points where the scheduler forces the active thread to change. Their algorithm is actually a kind of iterative deepening search, where the number of context switches that may occur in each trace is increased in each iteration. They define a context essentially as a thread, whereas in our work, a context switch would correspond to a state where a transition is executed which does not interfere with the preceding transition. In our setting, a context switch corresponds to exploring a state from a deferred queue. However, our criterion is stricter than the context switch criterion proposed by Musuvathi and Qadeer: Exploring a state from a deferred queue corresponds to a context switch in the sense of Musuvathi and Qadeer, but not vice versa. Moreover, we handle the different levels of interference with a fine-grained multi-queue search algorithm. Musuvathi and Qadeer propose an algorithm that is guaranteed to minimize the number of context switches. Contrarily, our search algorithm does not necessarily minimize them, but performs better in systems with tight interaction of the processes.
Finally, partial order reduction techniques can also be considered as a technique for prioritizing transitions to overcome the state explosion problem [17] [18] [19] . Partial order reduction exploits the fact that independent transitions need not be considered in every ordering. It reduces the branching factor of the system by computing a subset of the applicable transitions that suffices to preserve completeness. Partial order reduction is orthogonal to our approach of interference contexts, and it will be interesting to investigate the combination of these techniques in the future.
Evaluation
We have implemented our algorithm based on interference contexts and empirically evaluate its potential on a range of problems, including academic benchmarks as well as large and practical relevant systems from industrial case studies. We evaluate our algorithm on a number of different search methods, including uninformed search as well as various heuristic search methods as proposed in the literature and implemented in our model checker MCTA [20] .
Benchmark Set
All our benchmarks, including real-world problems from industrial case studies, stem from the AVACS 1 benchmark suite. Our benchmark systems consist of parallel automata with bounded integer variables, interleavings and binary synchronization. Some of them also feature clock variables and actually represent timed automata [21] . Currently, clock variables are ignored by our implementation. Note that all these formalisms are instantiations of our system definition.
The M and N examples come from a case study called "Mutual Exclusion". It models a real-time protocol to ensure mutual exclusion of a state in a distributed system via asynchronous communication. The protocol is described in full detail by Dierks [22] . The S examples ("Single-tracked Line Segment") stem from a case study from an industrial project partner of the UniForM-project [23] where the problem is to design a distributed real-time controller for a segment of tracks where trams share a piece of track. For the evaluation of our approach, we chose the property that both directions are never given simultaneous permission to enter the shared segment. In both case studies, a subtle error has been inserted by manipulating a delay so that the asynchronous communication between these automata is faulty. The F i examples are versions of the Fischer protocol for mutual exclusion (cf. [24] ). The index i gives the number of parallel automata. An error state is reached if two predefined automata are simultaneously in a certain location. We made error states reachable by weakening one of the temporal conditions in the automata. As a final set of benchmarks, the H examples model the well-known Towers of Hanoi for a varying number of disks. The index of the examples gives the number of involved disks. Initially, all n disks are on the first peg; the goal is to move them all to the second peg, moving only one disk at a time and such that never a larger disk is on top of a smaller one.
Experimental Setting
We implemented our context-enhanced search algorithm (denoted with CE in the following) into our model checker MCTA [20] . All experiments have been performed on an AMD Opteron 2.3 GHz system with 4 GByte of memory. We set a timeout to 30 minutes. We apply CE to uninformed search as well as to directed model checking with various distance heuristics.
We compare to the (rather coarse) distance heuristics additionally extracts an abstract error trace starting from the abstract error state, and returns the number of abstract transitions as the estimate. Furthermore, we compare CE to various related search algorithms, including iterative context bounding (ICB) and the useless transitions approach (UT). As threads correspond to processes in our setting, we have implemented ICB with process contexts as proposed by Musuvathi and Qadeer [14] , denoted with ICB P . This means that a context switch occurs if two consecutive transitions belong to different processes. Moreover, we implemented ICB with our definition of interference contexts, denoted with ICB I . Here, a context switch occurs if a transition t does not belong to C n (t), where t is the preceding transition. After some limited experiments, we set the bound n to 2 because we achieved the best results in terms of explored states for this value. For larger values, no context switches occurred, and hence ICB I behaves like greedy search. Finally, we also compare CE with a multiqueue version of the useless transitions approach [12] . In the tables, we denote this approach with UT.
Experimental Results
We give detailed results for a coarse distance heuristic based on the graph distance (d U ), for a more informed heuristic based on the monotonicity abstraction (h L ), as well as for breadth-first search as uninformed search method. Moreover, we additionally provide average performance results for depth-first search as well as for the distance heuristics d L and h U . 
Let us start to discuss the results for CE with the d U heuristic from Table 1 . First, we observe that for the hard problems, the number of explored states with CE is significantly better than with plain directed model checking as well as the other, related approaches. In the smaller instances (e. g., the F examples and the small S examples), the performance is comparable. Compared to plain directed model checking, we could also solve more problems when CE is applied. This mostly also pays off in better search time. Finally, the length of the found error trace is comparable in the F and the small H instances, but mostly much shorter than with plain directed model checking and the UT approach. Overall, when using d U , we could significantly improve directed model checking with CE, and also outperformed related approaches in terms of scalability and error trace length.
The results for CE and the h L heuristic are given in Table 2 . First, we observe that UT performs much better with h L than with d U and often leads to the best configura- 
tion. As already outlined, UT uses the distance heuristic itself to estimate the quality of a transition. Hence, the performance of UT strongly depends on the quality of the applied distance heuristic. This also shows up in our experiments: UT performs best in the F and S examples. On the other hand, CE performs best in M , N and H, and only marginally worse than UT in most of the F and S problems. Moreover, CE scales significantly better than the iterative context bounding algorithm for both context definitions. Overall, we observe that CE performs similarly to directed model checking with h L and useless transitions (also in terms of error trace length), and scales (often significantly) better than the other approaches.
We also applied our context enhanced search algorithm to uninformed search. The results for breadth-first are given in Table 3 . First, we want to stress that breadth-first search is optimal in the sense that it returns shortest possible counterexamples. This is not the case for CE. However, the results in Table 3 show that the length of the found error traces by CE is mostly only marginally longer than the optimal one (around a factor of 2 in the worst case in S 1 and S 2 , but mostly much better). Contrarily, the scaling behavior of CE is much better than that of breadth-first search. This allows us to solve two more problems on the one hand, and also allows us to solve almost all of the harder problems much faster. In particular, this shows up in the M and N examples, that 3.0e+7
could be solved within seconds with CE (compared to sometimes hundreds of seconds otherwise). Finally, we remark that UT is not applicable with breadth-first search, as no distance heuristic is applied. Overall, we conclude that if short, but not necessarily shortest error traces are desired, breadth-first search should be applied with CE because of the better scaling behavior of CE on the one hand, and the still reasonable short error traces on the other hand.
To get a deeper insight into the performance of our context enhanced search algorithm in practice, we report average results for our approach applied to various previously proposed heuristics in Table 4 . For each heuristic as well as breadth-first and depth-first search, we average the data on the instances that could be solved by all configurations. Furthermore, we give the total number of solved instances.
First, we observe that also on average, CE compares favorably to plain directed model checking. The average number of explored states could (sometimes by an order of magnitude) be reduced, which mostly also pays off in overall runtime. Furthermore, except for breadth-first search which returns shortest possible counterexamples, the length of the error traces could be reduced. Compared to the related approaches ICB P , ICB I and UT, we still observe that the average number of explored states is mostly lower with CE (except for the median with UT for h L and h U ). In almost all cases, the average runtime is still much shorter. Apart from breadth-first search, the shortest error traces are obtained with iterative context bounding. However, CE scales much better on average, and could solve the most problem instances in every configuration. Furthermore, the only configuration that could solve all instances is CE with the h U heuristic.
Finally, we also compared CE with the exact pruning criterion given by Prop. 1. However, it turned out that this exact criterion is very strict in practice, and did not fire in any case. This effectively means that the results for this criterion are the same as the results for plain search, except for a slightly longer runtime due to the preprocessing.
Overall, our evaluation impressively demonstrated the power of directed model checking with interference contexts and multiple open queues. We have observed that the overall model checking performance could (often significantly) be increased for various search methods and distance heuristics on a range of heuristics and real world problems. The question remains on which parameters the performance of the different search algorithms depend, and in which cases they perform best. We will discuss these points in the next section.
Discussion
Our context-enhanced search algorithm uses several open queues to handle the different levels of interference. In Table 5 , we provide additional results about the number of queues and queue accesses for CE and UT, as well as the number of context switches for iterative context bounding. The data is averaged over all instances of the specific case study.
For our context enhanced search algorithm, we report the number of queues that are needed for the different problems, as well as the number of pushed and popped states of these queues. First, we observe that in the F examples, only one deferred queue (q 1 ) is needed, which is accessed very rarely. However, the situation changes in the S, M and N examples, where three deferred queues are needed. Deferred states are explored from up to two deferred queues (for d U and breadth-first search), whereas the last (non-empty) deferred queue is never accessed. Most strikingly, in the H examples, we need six deferred queues, from which most of them are never accessed. Overall, the performance of CE also depends on the number of explored deferred states. If there are deferred queues that never have to be accessed at all, the corresponding states do not have to be explored, and the branching factor of the system is reduced.
We applied the useless transitions approach in a multi-queue setting, where useless states, i. e., states reached by a useless transition, are maintained in a separate queue. Table 5 shows the number of explored non-useless states (q 0 ) as well as the number of explored useless states (q 1 ). We observe that for the well-informed h L heuristic, q 1 is never accessed except for the H examples, which explains the good performance of UT in this case. However, for the coarser d U heuristic, q 1 is accessed very often, which explains the favorable performance of CE over UT with d U . Finally, let us give some explanations of the performance of the iterative context bound algorithm ICB compared to CE. The ICB approach is guaranteed to minimize the number of context switches, and obviously performs best in systems where not many context switches are needed. Contrarily, if the context has to be switched n times, the whole state space for all context switches smaller than n has to be traversed until an error state is found, which could be problematic if n is high. Table 5 shows the average number n of context switches needed to find an error state in our examples. 2 We observe that, except for the F examples, n is pretty high for ICB P . Contrarily, in the F examples where the context has to switched only two times, iterative context bounding performs very well. Overall, we conclude from our experiments that the method proposed by Table 5 . Average number of queue accesses (for queues q0, . . . , q6) for CE and UT, and average number of context switches for ICB per case study. Number of pushed states at the top, number of popped states at the bottom. Abbreviations as in Table 1. gree of relevance of transitions. Our approach is orthogonal to the directed model checking process and can hence be combined with arbitrary heuristics and blind search. Our empirical evaluation impressively shows the potential for various heuristics on large and realistic case studies. We obtain considerable performance improvements compared to plain directed model checking as well as compared to related search algorithms like iterative context bounding or useless transitions.
For the future, it will be interesting to extend and refine our concept of interference contexts. This includes, for example, to take into account the structure of our automaton model more explicitly. In particular, we plan to better adapt our approach to timed automata. Although we are able to handle such systems, our technique is not yet optimized for them as clocks are currently ignored. We expect that taking them into account will further improve our method for that class of systems.
