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Abstract. This paper describes the module categories for a family of generic Hecke
algebras, called Yokonuma-type Hecke algebras. Yokonuma-type Hecke algebras
specialize both to the group algebras of the complex reflection groups G(r,1,n) and
to the convolution algebras of (B’,B’)-double cosets in the group algebras of finite
general linear groups, for certain subgroups B’ consisting of upper triangular matri-
ces. In particular, complete sets of inequivalent, irreducible modules for semisimple
specializations of Yokonuma-type Hecke algebras are constructed.
1. Introduction
1.1. Suppose n is a positive integer and q is a prime power. Let G = GLn(Fq) be
the group of all invertible n× n matrices with entries in the finite field Fq and let U
denote the subgroup of G consisting of all unipotent upper triangular matrices. The
natural action of G on the set of cosets G/U determines the permutation represen-
tation IndGU(1U) of G (over C). The endomorphism algebra of this representation is
anti-isomorphic to the subalgebra HC(G,U) of the group algebra C[G] consisting of
functions that are constant on (U, U)-double cosets. For a finite Chevalley group G′
with maximal unipotent group U ′, Yokonuma [13] gave a presentation of HC(G′, U ′)
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2 YOKONUMA-TYPE HECKE ALGEBRAS
and described some of its structure. When the prime power q is replaced by an inde-
terminate q, Yokonuma’s presentation (extended to G, see [9]) defines an algebra over
the polynomial ring Z[q]. We call these algebras one-parameter Yokonuma-Hecke al-
gebras. The irreducible HC(G,U)-modules have been constructed and classified by
Thiem [12] using a weight space-type decomposition. Using combinatorial methods,
Chlouveraki and Poulain d’Andecy [3] have constructed and classified the irreducible
modules for one-parameter Yokonuma-Hecke algebras.
Now suppose that a and b are relatively prime positive integers such that q−1 = ab.
Then the multiplicative group of Fq (a finite cyclic group of order q−1) has a unique
factorization as FaFb, where |Fa| = a and |Fb| = b. Let Ha (resp. Hb) denote the
subgroup of G consisting of diagonal matrices with entries in Fa (resp. Fb). For
example, if l is a prime that does not divide either q or n! and a is the l-part of q− 1,
then Ha is a Sylow l-subgroup of G. Set Ba = HaU . Notice that if a = 1, then Ba = U
and if a = q − 1, then Ba = B is the Borel subgroup of upper triangular matrices
in G. Yokonuma’s results in [13] can be used to describe the algebra HC(G,Ba) as
a subalgebra of HC(G,U). A presentation of the algebra HC(G,Ba) was given in [1,
§2]. When the prime power q and the divisor a are replaced by indeterminates q and
a, the presentation in [1, §3] defines an algebra over the polynomial ring Z[q, a]. We
call these algebras Yokonuma-type Hecke algebras or two-variable Yokonuma-Hecke
algebras.
The Iwahori-Hecke algebra of G is a Z[q]-algebra that specializes both to the cen-
tralizer algebra HC(G,B) and to the group algebra C[W ], where W is the group of
permutation matrices in G. Similarly, Yokonuma-type Hecke algebras specialize both
to the centralizer algebra HC(G,Ba) and to the group algebra C[WHb]. The group
WHb is abstractly isomorphic to the complex reflection group denoted by G(b, 1, n).
The main results in this paper are a “block” decomposition of the module category
of a Yokonuma-type Hecke algebra in § 2, and an explicit construction and classifi-
cation of the simple modules for semisimple specializations of these algebras in § 3.
Our approach is based on Thiem’s, but even for the algebras considered in [12] we
give a more detailed description of the structure of these module categories and finer
information about the structure of the simple modules.
Yokonuma-type Hecke algebras have been studied in several papers using different
presentations. To help the reader, we explain in §4 the precise relationships between
the presentation used by Chlouveraki and Poulain d’Andecy [3, §2.1], the presen-
tation used by Jacon and Poulain d’Andecy [8, §2.3], and the presentation in this
paper. The relationship between Yokonuma’s original presentation of HC(G,U) and
the presentation found by Juyumaya [10, §2] is also sketched.
The results in this paper both supplement and complement results about the struc-
ture of H and H-modules given in [3] and [8]. In particular, the constructions in §2
and §3 lead to a uniform approach to the different constructions of simple modules
given in these two papers.
Let H be the Yokonuma-type Hecke algebra defined in 2.1 below, with scalars
extended to C[q,q−1, a]. As described in § 4, H is the algebra Yd,n defined in [8,
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§2.3] and the C[q,q−1]-algebra Yd,n(q) in [3, §2.1] is a specialization of H. With the
notation introduced in the next section, there is a direct sum decomposition
(a) H ∼=
⊕
α∈C
Heα,
where Heα is a two-sided ideal in H and the index α determines a Young subgroup
Σα of the symmetric group Σn. Lusztig [11, §34] and Jacon and Poulain d’Andecy
[8, §3] construct explicit isomorphisms between Heα and the matrix ring Mrα(Iα),
where Iα is the Iwahori-Hecke algebra of Σα. The block decomposition given in § 2
may be viewed as a categorical framework underlying these isomorphisms.
The simple C(q)Yd,n(q)-modules have been constructed by Chlouveraki and Poulain
d’Andecy [3, §5] by defining an action of the generators of C(q)Yd,n(q) on a basis
and checking directly that the defining relations of C(q)Yd,n(q) hold. Somewhat
more directly, as observed in [8, §4.1], it follows from the decomposition (a) and the
isomorphisms Heα ∼= Mrα(Iα) that every simple H-module is the space of column
vectors of size rα with entries in M , where M is a simple Iα-module.
In analogy with the so-called method of little groups [4, 11.8] (which applies to
the group G(b, 1, n)) it follows from block decomposition in §2 that every simple H-
module is of the form H ⊗Hα M , where Hα is a subalgebra of H that is isomorphic
to Iα and M is a simple Hα-module. As an Hα-module, H is free with rank rα. In
this way we obtain a coordinate-free construction of the simple modules in [8]. There
are several constructions of Iα-modules that yield a complete set of simple modules
for any semisimple specialization of Iα. Using Hoefsmit’s construction [7] and the
induction result from § 2, in § 3 a family of H-modules is defined that specializes
to the modules for one-parameter Yokonuma-Hecke algebras constructed in [3, §5].
The construction in § 3 is valid more generally for Yokonuma-type Hecke algebras
and gives more information about these modules than is immediately evident from
their description in [3, §5]. A new feature of the construction in this paper is that
it highlights how the natural action of W on the set of b-tableau is reflected in the
module structure of these H-modules, see Proposition 3.9 and Theorem 3.17.
1.2. Notation. For a positive integer l, [l] denotes the set {1, . . . , l} and Σl denotes
the group of permutations of [l].
2. A block decomposition of H
In this section we begin with the definition of the Yokonuma-type Hecke algebra
H from [1], then we describe the algebra structure of H and give some specific spe-
cializations. The main result is a block decomposition of the category of H-modules.
2.1. Suppose from now on that n and b are positive integers and that q and a are
indeterminates. Define Hb,n to be the unital Z[q, a]-algebra with generators
T1, . . . , Tn, R1, . . .Rn−1
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and relations
T bj = 1 for j ∈ [n],(r1)
TjTj′ = Tj′Tj for j, j
′ ∈ [n],(r2)
TjRi = RiTsi(j) for j ∈ [n] and i ∈ [n− 1],(r3)
RiRi′ = Ri′Ri for i, i
′ ∈ [n− 1] with |i− i′| > 1,(r4)
RiRi+1Ri = Ri+1RiRi+1 for i ∈ [n− 2], and(r5)
R2i = q+ aT
(b2−b)/2
i EiRi for i ∈ [n− 1],(r6)
where si = (i i + 1) is the transposition in the symmetric group Σn that switches i
and i+ 1 and
Ei =
b−1∑
k=0
T ki T
−k
i+1.
If b is odd, then T
(b2−b)/2
i = 1, and if b is even, then T
(b2−b)/2
i = T
b/2
i is a square root
of 1. Notice that H1,n is the Iwahori-Hecke algebra of type An−1 with parameters q
and a.
2.2. Let µb = 〈ζ〉 be the group of bth roots of unity in C and let D denote the group
of diagonal matrices in GLn(C) with diagonal entries in µb. Suppose d ∈ D and that
the (j, j)-entry of d is ζpj for j ∈ [n]. Define
td = T
p1
1 · · ·T pnn ∈ Hb,n.
Then if D denotes the subalgebra of Hb,n generated by {T1, . . . , Tn}, it follows from
relations (r1) and (r2) that the rule d 7→ td defines a Z[q, a]-algebra isomorphism
between the group algebra Z[q, a][D] and D.
2.3. Let W denote the group of permutation matrices in GLn(C). The matrices
in W permute the standard basis vectors v1, . . . , vn of C
n, where vi is the column
vector in Cn whose only non-zero entry is a 1 in the ith coordinate. We use the
bijection vi ↔ i between {v1, . . . , vn} and {1, . . . , n} to identify permutation matrices
with permutations. Precisely, for w ∈ W , w also denotes the permutation in the
symmetric group Σn defined by
wvi = vw(i).
Whether w ∈ W denotes a matrix or a permutation will always be clear from context.
For i ∈ [n − 1] let si denote the permutation matrix in W obtained from the
identity matrix by interchanging rows i and i+ 1 and set S = {s1, . . . , sn−1}. (Note
that we considered si as a permutation in relation (r3).) Then S is a set of Coxeter
generators for W and so determines a length function on W and the notion of a
reduced expression of an element of W . Suppose w ∈ W and si1 · · · sik is a reduced
expression for w. Define
tw = Ri1 · · ·Rik ∈ Hb,n.
It follows from relations (r4), (r5), and Matsumoto’s Theorem that tw is well-defined.
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2.4. The group W normalizes D and the semidirect product WD is the complex
reflection group denoted by G(b, 1, n). For x = wd ∈ WD, define
tx = twtd ∈ Hb,n.
The element tx is well-defined because W ∩D = 1. Extend the length function ℓ on
W to all of WD by defining ℓ(x) = ℓ(w) when x = wd. The next theorem is proved
in [1, §3].
Theorem 2.5. The set { tx | x ∈ WD } is an Z[q, a]-basis of Hb,n. For x in WD, d
in D, and s = si in S the following relations hold:
txtd = txd
tdtx = tdx
tstx =
{
tsx if ℓ(sx) > ℓ(x)
qtsx + aT
(b2−b)/2
i Eitx if ℓ(sx) < ℓ(x)
txts =
{
txs if ℓ(xs) > ℓ(x)
qtxs + atxT
(b2−b)/2
i Ei if ℓ(xs) < ℓ(x).
2.6. Specialization. A specialization of a commutative ring with identity R is a ring
homomorphism f : R→ k, where k is a commutative ring with identity and f(1) = 1.
Suppose H is an R-algebra and f : R → k is a specialization. Then f determines
an R-module structure on k and we may form the specialized algebra
fH = k ⊗R H.
If V is an H-module, define fV = k ⊗R V . Then fV is naturally an fH-module and
specialization determines a functor from the category of H-modules to the category
of fH-modules. In the special case when R ⊆ k and ı : R → k is the inclusion, we
replace the subscript ı by k, so kH = k ⊗R H and kV = k ⊗R V . In addition, for
h ∈ H and v ∈ V , we sometimes abuse notation slightly and denote 1 ⊗ h by h and
1 ⊗ v by v. With this convention, kH is the space of all k-linear combinations of
elements in H , and similarly for kV .
There are two types of specializations of Z[q, a] that relate Hb,n to the representa-
tion theory of finite groups.
(1) If f : Z[q, a] → k is a specialization such that f(q) = 1 and f(a) = 0, then
clearly
fHb,n ∼= k[WD] ∼= k[G(b, 1, n)].
(2) If f : Z[q, a] → k is a specialization such that k is a field with characteristic
zero, f(q) = q is a prime power, and f(a) = a, where q − 1 = ab with a and
b relatively prime, then with the notation used in §1, it is shown in [1] that
fHb,n ∼= Hk(G,Ba),
where the algebra on the right-hand side is the convolution algebra of k-valued
functions on G = GLn(Fq) that are constant on (Ba, Ba)-double cosets. In this
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isomorphism WD is identified with a group of monomial matrices in G and
the basis element 1⊗ tx of fHb,n corresponds to |Ba|−1 times the characteristic
function of the double coset BaxBa.
In particular, if b = q − 1 and a = 1, then fHq−1,n ∼= Hk(G,U) and the
presentation given by relations (r1)–(r6) is essentially that given by Yokonuma
[13].
Taking k = C in both cases above, it follows from the results in [1] and Tits’
Deformation Theorem [5, 68.17] that HC(G,Ba) ∼= C[G(b, 1, n)], so as a special case,
HC(G,U) ∼= C[G(q − 1, 1, n)].
2.7. The ring A and the algebra H. Recall that n and b are positive integers, q
and a are indeterminates, and ζ is a complex primitive bth-root of unity. In order to
continue we need to replace the scalar ring Z[q, a] by the smallest sufficiently large
extension in which the constructions in this section and the next can be carried out.
Define A to be the smallest subring of an algebraic closure of C(q, a) with the
following properties.
(1) A contains 1, q, a, ζ , and a square root of b2a2+4q, denoted by
√
b2a2 + 4q.
(2) 2, b, and q are units in A.
(3) For k ∈ [n− 2] the elements 1 + x+ · · ·+ xk are units in A, where
x =
b2a2 + b a
√
b2a2 + 4q+ 2q
2q
.
(It is shown in Lemma 2.8 that x is not a root of unity, so 1+x+ · · ·+xk 6= 0
for all k > 0.)
More concisely, using the standard notation for localization and adjoining elements
to a subring,
A = X−1
(
Q−1
(
Y −1Z[q, a]
)
[
√
b2a2 + 4q]
)
,
where X = {∑ki=0 xi | k ∈ [n− 2] }, Q = {qi | i ≥ 0 }, and Y = { 2ibj | i, j ≥ 0 }. By
construction A is an integral domain. Let K denote the quotient field of A.
Define
H = A⊗Z[q,a] Hb,n = AHb,n.
In the rest of this paper we will be concerned with the A-algebra H and its special-
izations.
Lemma 2.8. The element x ∈ A is not a root of unity.
Proof. Let I be the ideal in A generated by ba − q + 1. Then ba + I = q − 1 + I
and so b2a2 + 4q+ I = (q+ 1)2 + I. It follows that
√
b2a2 + 4q+ I = ±(q+ 1) + I.
Therefore,
x+ I =
b2a2 + ba
√
b2a2 + 4q + 2q
2q
+ I =
q2 + 1± (q2 − 1)
2q
+ I = q±1 + I.
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Now if xk = 1, then q±k − 1 ∈ I ∩ Z[q,q−1] = 0, and so k = 0. Thus, x is not a root
of unity. 
2.9. Characters, idempotents, and weights. In this section we give the straight-
forward adaption of Thiem’s constructions [12, Chapter 6] to the algebra H.
Let X(D) denote the group of A-characters of D. That is, the group of all group
homomorphisms χ : D → A×, where A× denotes the unit group of A. Note that
|X(D)| = bn because A contains a primitive bth root of unity. An explicit construction
of the characters in X(D) is given in 3.1.
For χ ∈ X(D) define
eχ = b
−n
∑
d∈D
χ(d−1)td ∈ D.
Then eχ is the centrally primitive idempotent in D with tdeχ = χ(d)eχ for d ∈ D.
Moreover, { eχ | χ ∈ X(D) } is an A-basis of D and a complete set of orthogonal
idempotents in D, and hence in H.
The group W normalizes D and so acts on X(D) with (w · χ)(d) = χ(w−1dw) for
w ∈ W , χ ∈ X(D), and d ∈ D. Let C denote the set of orbits of W in X(D), and for
each orbit α ∈ C fix a representative χα ∈ α.
Using Theorem 2.5 it is straightforward to check that { tweχ | w ∈ W,χ ∈ X(D) }
is an A-basis of H and that
(a) tweχ = ew·χtw
for w ∈ W and χ ∈ X(D).
Suppose α ∈ C. Define
Hα = eχαHeχα and eα =
∑
χ∈α
eχ.
Then Hα is a subalgebra of H and eα is an idempotent in D.
It is shown in [1] that tw is a unit in H for each w in W . Thus, by (a),
Heχ = Htweχ = Hew·χtw,
and so right multiplication by tw defines an H-module isomorphism Heχ ∼= Hew·χ.
This implies that eχHeχ ∼= ew·χHew·χ for all w ∈ W . In particular, up to isomorphism,
Hα depends only on α and not the choice of χα.
It follows from (a) that eα is in the center of H. Therefore, the set { eα | α ∈ C }
is a complete set of orthogonal, central idempotents in H, and there are direct sum
decompositions
Heα ∼=
⊕
χ∈α
Heχ and H ∼=
⊕
α∈C
Heα ∼=
⊕
α∈C
(⊕
χ∈α
Heχ
)
,
where each Heα is a two-sided ideal.
Now suppose V is an H-module. For χ ∈ X(D) define
Vχ = eχV = { v ∈ V | tdv = χ(d)v ∀ d ∈ D }.
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Then Vχ is an A-submodule of V and
V ∼=
⊕
χ∈X(D)
Vχ
is a decomposition of V as a direct sum of A-modules. We can think of characters in
X(D) as weights and then Vχ is the χ-weight space of V .
If w ∈ W , d ∈ D, and v ∈ Vχ, then by Theorem 2.5,
(b) td(twv) = twtw−1dwv = χ(w
−1dw)twv = (w · χ)(d) twv,
and so multiplication by tw defines an A-linear isomorphism Vχ ∼= Vw·χ. It follows
that ∑
w∈W
twVχ =
∑
w∈W
Vw·χ
is an H-submodule of V .
For α ∈ C define
Vα = eαV =
∑
χ∈α
Vχ.
Then Vα is an H-submodule of V and
(c) V ∼=
⊕
α∈C
Vα
is a decomposition of V as a direct sum of H-submodules.
2.10. Blocks. For a ring R, let R-mod denote the category of left R-modules.
Suppose α ∈ C. Define Oα to be the full subcategory of H-mod with objects the
collection of all H-modules V such that V = Vα. At the risk of abusing terminology
we say that Oα is a block of H.
If V and V ′ are H-modules and ψ : V → V ′ is an H-module homomorphism, then
ψ(Vα) ⊆ V ′α for all α ∈ C. Thus, if α, β ∈ C with α 6= β, V is a module in Oα, and V ′
is a module in Oβ, then HomH(V, V ′) = 0. Hence, it follows from the decompositions
in 2.9(c) that
(a) H-mod ≃
⊕
α∈C
Oα
is a decomposition of H-mod as a direct sum of abelian subcategories.
If V is an H-module, then Vχα = eχαV is an Hα-module. Let
Gα : Oα →Hα-mod
be the restriction functor defined on objects by Gα(V ) = Vχα and on homomorphisms
by restriction.
If V ′ is an Hα-module, then eχα
(Heχα ⊗Hα V ′) = Hα ⊗Hα V ′ ∼= V ′ and so the
H-module Heχα ⊗Hα V ′ is in Oα. Let
Fα : Hα-mod→ Oα
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be the induction functor defined on objects by Fα(V
′) = H ⊗Hα V ′ = Heχα ⊗Hα V ′
and on morphisms by Fα(ψ) = id⊗ψ.
Suppose f : A→ k is a specialization. Then f(b) is a unit in k and it follows that
f(ζ) is a primitive bth root of unity. (If f(ζ) is an lth root of unity and b = lm, then
1 + f(ζ)l + · · ·+ (f(ζ)l)m−1 = m is not equal to zero in k. But ζ l is an mth root of
unity, so 1 + f(ζ l) + · · ·+ f(ζ l)m−1 = 0, which is a contradiction unless m = 1 and
l = b.) Therefore, the rule χ 7→ f ◦ χ defines an isomorphism between X(D) and
Xk(D) so the preceding constructions all apply in fH-mod and there are categories
fO and functors fFα and fGα.
The next theorem is an analog of results of Lusztig [11, §34] and Jacon and Poulain
d’Andecy [8, §3].
Theorem 2.11. Suppose α ∈ C and f : A → k is a specialization. Then the pair of
functors (fFα, fGα) is an adjoint equivalence of categories. In particular, the block
fOα of fH is naturally equivalent to the category of fHα-modules.
Proof. To help minimize subscripts, in this proof we suppress the specialization from
the notation. For example we denote fFα, fH, and 1 ⊗ eχα, simply by Fα, H, and
eχα, respectively.
It is well-known and straightforward to check that (Fα, Gα) is an adjoint pair.
As observed above, if V ′ is an Hα-module, then Gα(Fα(V ′)) = eχα
(Heχα ⊗Hα V ′)
is naturally isomorphic to V ′ and so GαFα is naturally equivalent to the identity
functor. To complete the proof it is enough to show that if V is an H-module in Oα
then the natural map
γ : Heχα ⊗Hα Vχα → V with γ(h⊗ v) = hv
is an H-module isomorphism. The map γ is obviously H-linear and so it is enough
to show that it is an A-module isomorphism.
Suppose w ∈ W , χ ∈ X(D) with χ 6= χα, and v ∈ Vχα. Then
tweχ ⊗ v = tweχ ⊗ eχαv = tweχeχα ⊗ v = 0.
Because the set { tweχ | w ∈ W, χ ∈ X(D) } is an A-basis of H it follows that the set
{ tw ⊗ v | w ∈ W, v ∈ Vχα } spans FαGα(V ). Using Theorem 2.5 we have
td(tw ⊗ v) = twtw−1dw ⊗ v = twtw−1dweχα ⊗ v = (w · χα)(d) (tw ⊗ v),
and so FαGα(V )w·χα = tw⊗Vχα . Moreover, if w·χα = χα, then tweχα = eχαtweχα ∈ Hα
by 2.9(a), and so tw ⊗ v = 1⊗ tweχαv ∈ 1⊗ Vχα. It follows that
FαGα(V )χα =
∑
w·χα=χα
tw ⊗ Vχα = 1⊗ Vχα.
The restriction of γ to 1 ⊗ Vχα is obviously an isomorphism onto Vχα. Because
FαGα(V ) and V are in Oα and left multiplication by the elements tw for w ∈ W
transitively permutes the non-zero weight spaces, the multiplication map γ carries
FαGα(V )χ isomorphically to Vχ for all χ ∈ X(D). This implies that γ is an isomor-
phism. 
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It is not hard to see that Oα is naturally isomorphic to the category ofHeα-modules
and so it follows from the theorem that Heα and Hα are Morita equivalent. Jacon
and Poulain d’Andecy prove a more explicit result in [8]. Using the choice of orbit
representatives in 3.1, their arguments can be easily adapted to construct an explicit
isomorphism Heα ∼= Mrα(Hα), where rα = |α|.
3. Construction of H-modules
The block decomposition in 2.10(a) and Theorem 2.11 reduce the study of H-
modules to the study of Hα-modules. It is shown below that Hα is isomorphic to a
tensor product of Iwahori-Hecke algebras of type A. Irreducible representations for
Iwahori-Hecke algebras of type A have been constructed by various authors. In this
paper we use Hoefsmit’s construction to define a family of Hα-modules. Inducing
these modules to H we obtain a family of H-modules that gives rise to a complete set
of irreducible fH-modules, for any specialization f : A → k with the property that
fHα is semisimple for all α. A particular case is the inclusion of A in its quotient
field K. In this case, KH is a split semisimple K algebra and we obtain a complete
set of irreducible KH-modules, each of which is absolutely irreducible.
This section is organized as follows. First, the combinatorial constructions we use
are collected in 3.1–3.7. This is followed in 3.10 by a review of Hoefsmit’s construction
in the form used later. The structure of Hα is described and the Hα-modules we need
are constructed in 3.11–3.16. With these Hα-modules in hand, we can state and prove
Theorem 3.17, the main result in this section. Finally, consequences for semisimple
specializations of H are given in Corollary 3.19 and Corollary 3.20.
3.1. Pseudo-compositions and orbit representatives. BecauseD ∼= µnb , we have
X(D) ∼= X(µnb ) ∼= X(µb)n and so we may use [b]n to index the characters of D. We
make this identification precise and choose the usual orbit representatives for the W
action as follows.
For (i1, . . . , in) ∈ [b]n define
χ(i1,...,in) : D → A by χ(i1,...,in)
ζp1 . . .
ζpn
 = ζ i1p1+···+inpn .
Then X(D) = {χı | ı ∈ [b]n }. For example, χ(1,...,1) is the determinant character and
χ(b,...,b) is the trivial character. Notice that
(a) T p11 . . . T
pn
n eχı = ζ
i1p1+···+inpneχı.
When considered as a permutation group, W acts on [b]n on the right by place
permutation: for w ∈ W and ı = (i1, . . . , in) ∈ [b]n, ı · w = (iw(1), . . . , iw(n)). The
proof of the next lemma is straightforward and is omitted.
Lemma 3.2. Suppose w ∈ W and ı ∈ [b]n. Then
w · χı = χı·w−1.
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It follows from the lemma that χı and χ lie in the same W -orbit if and only if 
can be obtained from ı by permuting the entries.
3.3. A pseudo-composition of n with b parts, sometimes called a b-composition of n,
is a b-tuple (m1, . . . , mb) of non-negative integers such that m1 + · · ·+mb = n. Let
C(n, b) denote the set of pseudo-compositions of n with b parts.
Define
π : [b]n → C(n, b) by π(i1, . . . , in) = (m1, . . . , mb),
where for j ∈ [b], mj = |{ l | il = j }| is the multiplicity of j in the tuple (i1, . . . , in).
Then π is an orbit map for the action of W on [b]n and χı and χ lie in the same
W -orbit if and only if π(ı) = π(). Abusing notation slightly, define
π : X(D)→ C(n, b) by π(χı) = π(ı).
Then, χ and χ′ lie in the same W -orbit if and only if π(χ) = π(χ′). From now on we
use the map π to identify the set C of W -orbits in X(D) with the set C(n, b).
For α = (m1, . . . , mb) ∈ C(n, b) define
ıα = (1, . . . , 1︸ ︷︷ ︸
m1
, . . . , b, . . . , b︸ ︷︷ ︸
mb
) ∈ [b]n and χα = χıα ∈ X(D).
For example, if α = (0, 2, 3, 2) ∈ C(7, 4), then ıα = (2, 2, 3, 3, 3, 4, 4) ∈ [4]7, and
if β = (0, 0, 0, 7) ∈ C(7, 4), then χβ is the trivial character. It is easy to see that
{ ıα | α ∈ C(n, b) } is the set of all non-decreasing tuples in [b]n and is a complete set
of orbit representatives for the action of W on [b]n. Thus, {χα | α ∈ C(n, b) } is a
complete set of orbit representatives in X(D).
3.4. Multipartitions and tableaux. A partition of n is a tuple λ = (n1, . . . , np)
of positive integers such that n1 ≥ · · · ≥ np and n = n1 + · · · + np. The integers
ni are the parts of λ and |λ| = n is the size of λ. By definition, the empty tuple is
a partition of 0 called the empty partition and denoted by ∅. We have |∅| = 0. A
partition is a partition of a non-negative integer.
A b-partition of n, sometimes called a b-multipartition of n, is a b-tuple λ =
(λ1, . . . , λb) of partitions, some of which could be the empty partition, such that
|λ1|+ · · ·+ |λb| = n. Let b-P(n) denote the set of b-partitions of n.
For λ = (λ1, . . . , λb), a b-partition of n, define
|λ| = (|λ1|, . . . , |λb|).
Then clearly |λ| ∈ C(n, b). Note that a b-partition of n is given by a pseudo-
composition of n with b parts, say α = (m1, . . . , mb), together with a partition of
mi for each i ∈ [b].
A partition of n may be visualized as a Young diagram and we frequently identify
a partition with its corresponding Young diagram without comment. Suppose λ =
(λ1, . . . , λb) ∈ b-P(n). The Young diagram of λ is the b-tuple of Young diagrams
whose ith entry is the Young diagram of λi.
12 YOKONUMA-TYPE HECKE ALGEBRAS
A Young b-tableau with shape λ is a bijection between {1, . . . , n} and the boxes
in the Young diagram of λ. Young b-tableaux with shape λ are usually visualized
by filling in the boxes in the Young diagram of λ with the integers 1, . . . , n. Let
YT λ denote the set of Young b-tableaux with shape λ. If τ = (τ 1, . . . , τ b) is a Young
b-tableau with shape λ, then τ is standard if the entries in each row and column of τ i
are increasing for each i ∈ [b]. Let SY T λ denote the set of standard Young b-tableaux
with shape λ.
For example, if
λ = ((2, 1), ∅, (3, 2), (1, 1)) =
(
, ∅, ,
)
∈ 4-P(10),
then
|λ| = (3, 0, 5, 2) ∈ C(10, 4) and τ =
(
3 7
9
, ∅, 2 5 10
4 8
, 1
6
)
∈ SY T λ.
Suppose λ = (λ1, . . . , λb) ∈ b-P(n) and τ = (τ 1, . . . , τ b) ∈ YT λ. For i ∈ [n], define
τi = j if i appears in τ
j . In other words, τi = j if the box containing i in the Young
diagram of λ is in λj. By construction, the tuple (τ1, . . . , τn) is in [b]
n. Define
ξ : YT → [b]n by ξ(τ) = (τ1, . . . , τn).
Continuing the example above we have
ξ
((
3 7
9
, ∅, 2 5 10
4 8
, 1
6
))
= (4, 3, 1, 3, 3, 4, 1, 3, 1, 3) ∈ [4]10.
Next, define
YT λ0 = { τ ∈ YT λ | τ1 ≤ · · · ≤ τn } and SY T λ0 = YT λ0 ∩ SY T .
Thus, if |λ| = (m1, . . . , mb), then τ = (τ 1, . . . , τ b) ∈ YT λ0 if and only if
τ1 = · · · = τm1 = 1, τm1+1 = · · · = τm1+m2 = 2, and so on.
For example, (
1 3
2
, ∅, 4 6 7
5 8
, 9
10
)
∈ SY T λ0 ,
where as above λ = ((2, 1), ∅, (3, 2), (1, 1)).
As a matter of convention, we identify 1-partitions with partitions and 1-tableaux
with tableaux. For example, P(m) = 1-P(m) is the set of partitions of m, and if
λˆ ∈ P(m), then SY T λˆ denotes the set of standard Young tableaux with shape λˆ.
3.5. Suppose λ ∈ b-P(n). The group W acts on YT λ in the obvious way: for w ∈ W
and τ ∈ YT λ, w · τ is the Young b-tableau obtained by applying the permutation w
to the entries of τ . Define
χτ = χξ(τ) ∈ X(D).
Lemma 3.6. Suppose τ ∈ YT λ. Then w · χτ = χw·τ .
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Proof. Note that the box that contains w−1(j) in τ is the same as the box that
contains j in w · τ , so τw−1(j) = (w · τ)j . Therefore
w · χτ = w · χ(τ1,...,τn) = χ(τw−1(1),...,τw−1(n)) = χw·τ
by Lemma 3.2. 
3.7. To summarize, given λ ∈ b-P(n), τ ∈ YT λ, and α ∈ C(n, b), we have characters
χτ = χξ(τ), χα = χıα, and χ|λ| in X(D).
It is easy to see that π(ξ(τ)) = |λ| and so χτ is in the W -orbit of χ|λ|. In addition, if
τ0 ∈ YT λ0 and |λ| = α, then ξ(τ0) = ıα and
(a) χτ0 = χ|λ| = χα.
3.8. A factorization of b-tableaux. Now suppose α = (m1, . . . , mb) ∈ C(n, b).
Define m0 = 0, and for j ∈ [b] define mj = m1 + · · · +mj and Mj = [mj ] \ [mj−1].
Define the Young subgroup Wα of W by
Wα = {w ∈ W | ∀ j ∈ [b], w(Mj) = Mj }.
It is easy to see that Wα is the stabilizer of χα in W and that Wα ∼= Σm1 ×· · ·×Σmb ,
where Σ0 is understood to be the trivial group. Let W
α denote the set of minimal
length left coset representatives of Wα in W . Considering w ∈ W as a permutation,
that is, as a bijection w : [n]→ [n], one may consider the restriction of w to each Mj
as a function w|Mj : Mj → [n], and then
W α = {w ∈ W | ∀ j ∈ [b], w|Mj is increasing }.
It is well-known that the multiplication map W α ×Wα →W is a bijection.
Suppose λ = (λ1, . . . , λb) ∈ b-P(n). Then |λ| ∈ C(n, b) and so W|λ| and W |λ| are
defined. Let ϕ : W |λ|× SY T λ0 → YT λ be the action map defined by ϕ(w, τ0) = w · τ0.
Proposition 3.9. The mapping ϕ : W |λ| × SY T λ0 → YT λ is injective with image
equal to SY T λ and so the W -action on YT λ induces a bijection between W |λ|×SY T λ0
and SY T λ. Therefore, given τ ∈ SY T λ, there is a unique w ∈ W |λ| and a unique
τ0 ∈ SY T λ0 such that τ = w · τ0.
Proof. Suppose |λ| = (m1, . . . , mb) and that for j ∈ [b], mj and Mj are defined as in
3.8. Notice that τ = (τ 1, . . . , τ b) ∈ YT λ0 if and only if for all j ∈ [b], Mj is the set of
entries of τ j .
To show that ϕ is injective, suppose w,w′ ∈ W |λ|, τ0, τ ′0 ∈ SY T λ0 , and w ·τ0 = w′ ·τ ′0.
Then w−1w′ · τ ′0 = τ0, so w−1w′(Mj) = Mj for all j ∈ [b]. But then w−1w′ ∈ W|λ|, so
w = w′, which implies that τ0 = τ
′
0 as well.
Because w ∈ W |λ| if and only if the restriction of w to Mj is an increasing function
(when w is considered as a permutation), and a standard Young b-tableau τ0 =
(τ 10 , . . . , τ
b
0) with shape λ is in SY T
λ
0 if and only if Mj is the set of entries of τ
j
0 for
j ∈ [b], it is clear that if w ∈ W |λ| and τ0 ∈ SY T λ0 , then w · τ0 is standard. Thus, the
image of ϕ is contained in SY T λ.
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To show that the image of ϕ is equal to SY T λ, suppose τ = (τ 1, . . . , τ b) ∈ SY T λ.
For j ∈ [b] let Nj = {ij1, . . . , ijmj} be the set of entries of τ j , where ij1 < · · · < ijmj .
Define a permutation w ∈ W by
w(mj−1 + l) = i
j
l for j ∈ [b] and l ∈ [mj ].
Then w ∈ W |λ|. Moreover, w−1(Nj) = Mj and the restriction of w−1 to Nj is
increasing for all j ∈ [b]. This implies that w−1 · τ ∈ YT λ0 and w−1 · τ is standard,
so w−1 · τ ∈ SY T λ0 . Clearly ϕ(w,w−1 · τ) = τ and hence the image of ϕ is equal to
SY T λ. 
3.10. Hoefsmit’s modules for Iwahori-Hecke algebras of type A. Suppose
m > 1 is an integer. The Iwahori-Hecke algebra of type Am−1 over A with parameters
q and ba is the unital A-algebra Im with generators
S1, . . . , Sm−1
and relations
SiSj = SjSi for i, j ∈ [m− 1] with |i− j| > 1,
SiSi+1Si = Si+1SiSi+1 for i ∈ [m− 2], and
S2i = q+ baSi for i ∈ [m− 1].
It is shown in [2, §IV.2 Exercise 24] that dim Im = m! and that Im has an A-basis
{Sσ | σ ∈ Σm } such that if sj is the transposition (j j+1) in Σm, then Ssj = Sj and
SsjSσ =
{
Ssjσ if ℓ(sjσ) = ℓ(σ) + 1
qSsjσ + baSσ if ℓ(sjσ) = ℓ(σ)− 1.
Define I0 = I1 = A.
Recall the element x ∈ A defined in 2.7 and that √ba2 + 4q is a fixed square root
of b2a2 + 4q. Define
y =
ba+
√
b2a2 + 4q
2q
.
Then x = qy2 = bay+1 and y is a unit in A with y−1 =
(
ba−√b2a2 + 4q)/2. Notice
that if Ŝl ∈ Im is defined by Ŝl = ySl, then Ŝ2l = x1 + (x− 1)Ŝl.
If τˆ is a Young 1-tableau and i and j are entries in τˆ , then the axial distance from
i to j in τˆ is
δτ (i, j) = (cj − rj)− (ci − ri),
when the box in τˆ that contains i is in row ri and column ci, and similarly for j. For
example, if τ = 2 5 10
4 8
, then δτ (4, 10) = (3− 1)− (1− 2) = 3 = −δτ (10, 4).
For a partition λˆ of m, let P λˆ be a free A-module with basis indexed by SY T λˆ, the
set of standard Young tableaux with shape λˆ. Say { pτˆ | τˆ ∈ SY T λˆ } is an A-basis of
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P λˆ. Hoefsmit [7] has shown that there is an Im-module structure on P λˆ such that
for l ∈ [m− 1] and τˆ ∈ SY T λˆ,
(a) Sl · pτˆ = x− 1
y(1− xk) pτˆ +
x− xk
y(1− xk) psl·τˆ ,
where k = δτˆ (l + 1, l) and psl·τˆ is taken to be zero if sl · τˆ is not standard.
3.11. The algebra Hα and Hα-modules. We now take up the structure of the
algebra Hα and the construction of Hα-modules. From this subsection until the
statement of Theorem 3.17, α = (m1, . . . , mb) ∈ C(n, b) denotes a fixed pseudo-
composition of n with b parts.
Lemma 3.12. Consider the subalgebra Hα of H and the right Hα-module Heχα.
(1) { tweχα | w ∈ Wα } is an A-basis of Hα and so Hα is a free A-module with
rank |Wα|.
(2) { tweχα | w ∈ W α } is an Hα-basis of Heχα and so Heχα is a free Hα-module
with rank |W α|.
Proof. Because { tweχ | w ∈ W, χ ∈ X(D) } is an A-basis of H, the set { eχαtweχeχα |
w ∈ W,χ ∈ X(D) } spans Hα. If χ 6= χα, then eχαeχ = 0 and so the set { eχαtweχα |
w ∈ W } spans Hα. Since eχαtweχα = eχαew·χαtw, it follows that eχαtweχα = 0 if
w · χα 6= χα. If w · χα = χα, then eχαtweχα = tweχα . Thus, the set { tweχα | w ∈ Wα }
spans Hα. Since this set is a subset of a basis of H, it is linearly independent and so
it is a basis of Hα.
Clearly Heχα is a free A-module with basis
{ tweχα | w ∈ W } = { tw1eχα(tw2eχα) | w1 ∈ W α, w2 ∈ Wα }.
It follows from this observation and what has already been proved that the set { tweχα |
w ∈ W α } is an Hα-basis of Heχα. 
3.13. To continue, we need to make the isomorphism Wα ∼= Σm1 ×· · ·×Σmb precise.
Recall the integers mj and the sets Mj defined in terms of α in 3.8. Suppose j ∈ [b]
and σ ∈ Σmj . Define a permutation wjσ ∈ W by
wjσ(k) =
{
k if k /∈Mj and
mj−1 + σ(l) if k = mj−1 + l ∈Mj .
Then the rule σ 7→ wjσ defines an injective group homomorphism from Σmj to Wα.
Let Wα,j denote the image of this group homomorphism, so Wα,j ∼= Σmj . Then
Wα = Wα,1 · · ·Wα,b is the internal direct product of the subgroups Wα,j .
In the following, we use two more notational conventions. First, because of the
factor T
(b2−b)/2
i in relation (r6), the parity of b will play a role in the rest of the proof
of the paper. To simplify the notation, define ǫ = ζ (b
2−b)/2. Then
ǫ = 1 if b is odd and ǫ = −1 if b is even.
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Second, because {M1, . . . ,Mb} is a partition of the set [n], for i ∈ [n], there is a
unique j ∈ [b] such that i ∈ Mj. Define i′ = j. In other words, (mj−1 + l)′ = j for
j ∈ [b] and l ∈ [mj ].
With these conventions, for si ∈ Wα define
S˜αi = ǫ
i′tsieχα ∈ Hα.
Lemma 3.14. The elements S˜αi for si ∈ Wα generate the A-algebra Hα and satisfy
the relations
S˜αi1S˜
α
i2
= S˜αi2S˜
α
i1
si1 , si2 ∈ Wα, |i1 − i2| > 1,(b1)
S˜αi S˜
α
i+1S˜
α
i = S˜
α
i+1S˜
α
i S˜
α
i+1 si, si+1 ∈ Wα, and(b2)
(S˜αi )
2 = qeχα + ba S˜
α
i si ∈ Wα.(q)
Proof. It follows from Theorem 2.5 and equation 2.9(a) that the subalgebra generated
by { S˜αi | si ∈ Wα } contains the basis { tweχα | w ∈ Wα } of Hα and hence is equal
Hα.
Relations (b1) and (b2) follow immediately from relations (r4) and (r5) because tsl
and eχα commute when sl ∈ Wα.
To prove relation (q), using relation (r6) and that si ∈ Wχα we have
(S˜αi )
2 = (ǫi
′
tsieχα)
2
= t2sieχα
=
(
q+ aT
(b2−b)/2
i
( b−1∑
k=0
T ki T
−k
i+1
)
Ri
)
eχα
= qeχα + aT
(b2−b)/2
i
( b−1∑
k=0
T ki T
−k
i+1
)
eχαtsi.
Notice that si ∈ Wα implies that (i+ 1)′ = i′ and so by 3.1(a) we have
T ki T
−k
i+1eχα = ζ
i′k+i′(−k)eχα = eχα for 0 ≤ k ≤ b− 1
and
T
(b2−b)/2
i eχα = ζ
i′(b2−b)/2eχα = ǫ
i′eχα .
Therefore,
(S˜αi )
2 = qeχα + ǫ
i′ba eχαtsi = qeχα + baS˜
α
i .

The generators and relations in the lemma are in fact a presentation of Hα.
Lemma 3.15. There is an A-algebra isomorphism
η : Im1 ⊗A · · · ⊗A Imb
∼=−−→ Hα
with the property that if ρj ∈ Σmj for j ∈ [b], then η(Sρ1 ⊗· · ·⊗Sρb) = ±tweχα, where
w = w1ρ1 · · ·wbρb.
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Proof. For j ∈ [b] let Hα,j be the subalgebra of Hα generated by the set { S˜αi | si ∈
Wα,j } and define
ηj : Imj →Hα by ηj(Sl) = S˜αmj−1+l = ǫjtwjσleχα for l ∈ [mj ].
Then it follows from Lemma 3.12(1) and Lemma 3.14 that ηj induces an A-algebra
isomorphism Imj ∼= Hα,j . If ρ ∈ Σmj and τl1 · · · τlr is a reduced expression for ρ, then
a straightforward computation shows that
(a) ηj(Sρ) = (ǫ
j)rtwjρeχα.
The homomorphisms ηj for j ∈ [b] determine an A-linear map
η : Im1 ⊗A · · · ⊗a Imb → Hα with η(h1 ⊗ · · · ⊗ hb) = η1(h1) · · ·ηb(hb).
The map η is an A-algebra homomorphism because each ηj is an A-algebra ho-
momorphism and because Hα,j and Hα,j′ commute elementwise for j, j′ ∈ [b] with
j 6= j′. Because η is an A-algebra homomorphism, if ρj ∈ Σmj for j ∈ [b] and
w = w1ρ1 · · ·wbρb, then by (a) η(Sρ1 ⊗· · ·⊗Sρb) = ±tweχα . Therefore, η maps the basis{Sρ1 ⊗ · · · ⊗ Sρb | ∀j ∈ [b], ρj ∈ Σmj } of Im1 ⊗A · · · ⊗A Imb bijectively onto a basis
of Hα, and hence is an A-algebra isomorphism. 
3.16. The H-module Vλ. Suppose λ = (λ1, . . . , λb) ∈ b-P(n) and |λ| = α. Recall
from 3.10 that for j ∈ [b], P λj is an Imj -module with A-basis { pτˆ | τˆ ∈ SY T λj } and
the action of the generator Sl ∈ Imj on the basis element pτˆ given by 3.10(a).
Define
P λ0 = P
λ1 ⊗A · · · ⊗A P λb .
Then P λ0 is an Im1 ⊗A · · · ⊗A Imb -module. We consider P λ0 as an Hα-module via
transport of structure across the isomorphism η : Im1 ⊗A · · · ⊗A Imb
∼=−−→ Hα in
Lemma 3.15.
Finally, define
V λ = Fα(P
λ
0 ) = H⊗Hα P λ0 = Heχα ⊗Hα P λ0 .
We can now state the main theorem in this section.
Theorem 3.17. Suppose λ ∈ b-P(n) and set α = |λ| ∈ C(n, b). The H-module V λ
has the following properties.
(1) V λ is a free A-module with a basis { vτ | τ ∈ SY T λ } indexed by SY T λ.
(2) Suppose τ ∈ SY T λ and that τ = w · τ0 with w ∈ W α and τ0 ∈ SY T λ0 . Then
vτ = twvτ0.
(3) For w ∈ W α, the weight space V λw·χα is the A-span of { twvτ0 | τ0 ∈ SY T λ0 }.
In particular, V λχα is the A-span of { vτ0 | τ0 ∈ SY T λ0 } and V λχα ∼= P λ0 .
(4) V λ is in Oα.
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(5) Suppose τ ∈ SY T λ. Then for d ∈ D
td · vτ = χτ (d)vτ ,
and for i ∈ [n− 1]
tsivτ =

vsi·τ if j < j
′
ǫj
(
1−x
y(1−xk)
)
vτ + ǫ
j
(
x−xk
y(1−xk)
)
vsi·τ if j = j
′
q vsi·τ if j > j
′,
where j = τi, j
′ = τi+1, k = ρτ j (i+1, i), and vsi·τ = 0 if si · τ is not standard.
(6) Let f : A → k be a specialization. Then fV λ is an irreducible fH-module if
and only if fP
λ
0 is an irreducible fHα-module.
Proof. By construction { pτˆ1 ⊗ · · · ⊗ pτˆb | ∀ j ∈ [b], τˆ j ∈ SY T λj } is an A-basis of P λ0 .
Given a tuple (τˆ 1, . . . , τˆ b) with τˆ j ∈ SY T λj for j ∈ [b], define τ j0 to be the tableau
obtained from τˆ j by adding mj−1 to each entry and define τ0 = (τ
1
0 , . . . , τ
b
0). Then
τ0 ∈ SY T λ0 . Define
v˜τ0 = pτˆ1 ⊗ · · · ⊗ pτˆb .
Then { v˜τ0 | τ0 ∈ SY T λ0 } is an A-basis of P λ0 and it follows from Lemma 3.12 (2) that
{ tw ⊗ v˜τ0 | w ∈ W α, τ0 ∈ SY T λ0 } is an A-basis of V λ. For w ∈ W α and τ0 ∈ SY T λ0
define
vτ = tw ⊗ v˜τ0 .
Then { vτ | τ ∈ SY T λ } is an A-basis of V λ. This proves (1). By definition, vτ =
tw ⊗ v˜τ0 = tw(1⊗ v˜τ0) = twvτ0 and so (2) holds as well.
Next, for τ0 ∈ SY T λ0 , eχαvτ0 = eχα(1 ⊗ v˜τ0) = 1 ⊗ eχα v˜τ0 = 1 ⊗ v˜τ0 = vτ0 . This
implies that vτ0 ∈ V λχα. Therefore, it follows from 2.9(b) that twvτ0 ⊆ V λw·χα for every
w ∈ W . In particular, if τ0 ∈ SY T λ0 and w ∈ W α, then vτ = twvτ0 ∈ V λw·χα. Because
{ vτ | τ ∈ SY T λ } is a basis of V λ this shows that for w ∈ W α, V λw·χα is the A-span of
{ twvτ0 | τ0 ∈ SY T λ0 }. In particular, V λχα is the A-span of { vτ0 | τ0 ∈ SY T λ0 } and the
rule v˜τ0 7→ vτ0 defines an A-linear isomorphism between P λ0 and V λχα. This proves (3).
In addition, V λχ = 0 if χ is not in the W -orbit of χα, and so V
λ is in Oα as asserted
in (4).
To prove (5), fix τ = w ·τ0 in SY T λ with w ∈ W α and τ0 ∈ SY T λ0 . Then vτ ∈ V λw·χα,
and so by 2.9(b), 3.7(a), and Lemma 3.6 we have
td · vτ = (w · χα)(d) · vτ = (w · χτ0)(d) · vτ = χw·τ0(d) vτ = χτ (d) vτ .
Using the definitions and 3.10(a), a straightforward computation shows that for
j ∈ [b] and sl ∈ Wα,j we have
(a) tsleχα · v˜τ0 = η−1(tsleχα) · v˜τ0 = ǫj
(
x− 1
y(1− xk)
)
v˜τ0 + ǫ
j
(
x− xk
y(1− xk)
)
v˜sl·τ0 ,
where k = δτ j0
(l + 1, ) and v˜sl·τ0 = 0 if sl · τ0 is not standard.
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Now suppose i ∈ [n − 1] and consider tsi · vτ = tsitw · vτ0 . Suppose τi = j and
τi+1 = j
′. Then i ∈ w(Mj) and i+1 ∈ w(Mj′). There are three cases. First, if j < j′,
then siw > w and siw ∈ W α, so
tsi · vτ = tsiw · vτ0 = vsiw·τ0 = vsi·τ .
Second, if j = j′, then because w ∈ W α and i, i + 1 ∈ w(Mj), there is an l in Mj
such that l < mj, w(l) = i, and w(l + 1) = i + 1. Then sl ∈ Wα,j and siw = wsl.
Therefore, using the definitions and (a) we have
tsi · vτ = twtsl ⊗ v˜τ0
= tw ⊗ tsleχα · v˜τ0
= tw ⊗ ǫj
(
x− 1
y(1− xk) v˜τ0 +
x− xk
y(1− xk) v˜sl·τ0
)
= ǫj
(
x− 1
y(1− xk)
)
tw ⊗ v˜τ0 + ǫj
(
x− xk
y(1− xk)
)
tw ⊗ v˜sl·τ0
= ǫj
(
x− 1
y(1− xk)
)
tw · vτ0 + ǫj
(
x− xk
y(1− xk)
)
twvsl·τ0
= ǫj
(
x− 1
y(1− xk)
)
vτ + ǫ
j
(
x− xk
y(1− xk)
)
vsi·τ ,
where k = δτ j (i + 1, i) and v˜sl·τ0 = 0 = vsi·τ if sl · τ0, or equivalently if si · τ , is not
standard. Finally, if j > j′, then siw < w and siw ∈ W α. Therefore, by Theorem 2.5
tsi · vτ = tsitw · vτ0
= (qtsiw + aT
(b2−b)/2
i Eitw) · vτ0
= qtsiw · vτ0 + aT (b
2−b)/2
i Eitw · vτ0
= qvsi·τ + aT
(b2−b)/2
i Eitweχα · vτ0 .
By Theorem 2.5 and 3.1(a) we have
Eitweχα =
( b−1∑
r=0
T ri T
−r
i+1
)
tweχα
= tw
( b−1∑
r=0
T rw−1(i)T
−r
w−1(i+1)
)
eχα
=
( b−1∑
r=0
(ζj−j
′
)r
)
tweχα = 0
because j 6= j′ and so ζj−j′ is a bth root of unity not equal to 1. Therefore,
tsi · vτ = qvsi·τ .
The last statement in the theorem follows from Theorem 2.11 and the isomorphism
fP
λ
0
∼= fV λχα that follows from the third statement of the theorem. 
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3.18. Irreducible modules and semisimple specializations.
Corollary 3.19. Let f : A→ k be a specialization such that k is a field and consider
the specialized algebra fH.
(1) Suppose that λ = (λ1, . . . , λb) ∈ b-P(n) and that for all j ∈ [b] the fI |λj |-
module fP
λj is irreducible. Then the fH-module fV λ is absolutely irreducible.
(2) Suppose that α = (m1, . . . , mb) ∈ C(n, b) and that for all λ = (λ1, . . . , λb) ∈
b-P(n) with |λ| = α and all j ∈ [b], the fImj -module fP λj is irreducible. Then
fHα is a split semisimple k-algebra and { fV λ | λ ∈ b-P(n), |λ| = α } is a
complete set of inequivalent, irreducible fH-modules in fOα.
(3) Suppose that for all λ = (λ1, . . . , λb) ∈ b-P(n) and all j ∈ [b], the fI |λj |-module
fP
λj is irreducible. Then fH is a split semisimple k-algebra and { fV λ | λ ∈
b-P(n) } is a complete set of inequivalent, irreducible fH-modules.
Proof. The algebra Im is a cellular algebra in the sense of Graham and Lehrer and
P λˆ is a cell module for every partition λˆ of m. Thus, it follows from [6] that if fP
λˆ is
irreducible, then it is absolutely irreducible. It then follows that if fP
λˆ is irreducible
for all λˆ ∈ P(m), then fIm is a split semisimple k-algebra.
To prove the first statement, set α = |λ|. By assumption, fP λj is irreducible for
j ∈ [b], so fP λ0 ∼= fP λ1⊗k · · ·⊗kfP λb is a product of absolutely irreducible modules and
hence is absolutely irreducible. It follows that fV
λ is absolutely irreducible because
induction from fHα-mod to fOα is an equivalence of categories by Theorem 2.11.
Now suppose α = (m1, . . . , mb) ∈ C(n, b) and that for all λ = (λ1, . . . , λb) ∈ b-P(n)
with |λ| = α and all j ∈ [b], the fImj -module fP λj is absolutely irreducible. Then
for all j ∈ [b], fImj is a split semisimple k-algebra with simple modules { fP λˆ | λˆ ∈
P(mj) }. Thus, it follows from Lemma 3.15 that fHα is split semisimple and that
the set { fP λ0 | λ ∈ b-P(n), |λ| = α } is a complete set of inequivalent, irreducible
fHα-modules. Therefore, by Theorem 2.11, the set { fV λ | λ ∈ b-P(n), |λ| = α } is a
complete set of inequivalent, irreducible fH-modules in fOα. This proves the second
statement.
Finally, suppose that for all λ = (λ1, . . . , λb) ∈ b-P(n) and all j ∈ [b], the fImj -
module fP
λj is absolutely irreducible. Then it follows from the block decomposition
2.10(a) and what has already been proved that the set { fV λ | λ ∈ b-P(n) } is a
complete set of inequivalent, irreducible fH-modules, each of which is absolutely
irreducible. Therefore
dim(fH/ rad fH) =
∑
λ∈b-P(n)
(dim fV
λ)2 =
∑
λ∈b-P(n)
|SY T λ|2.
But
∑
λ∈b-P(n) |SY T λ|2 = bnn! = dim fH, and so rad fH = 0, which implies that fH
is a split semisimple k-algebra. 
Recall that K is the quotient field of A. Hoefsmit [7] has shown that for m > 1
and λˆ ∈ P(m), the KIm-module KP λˆ is irreducible, and so the next corollary follows
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from Corollary 3.19(3).
Corollary 3.20. The K-algebra KH is split semisimple and {KV λ | λ ∈ b-P(n) } is
a complete set of inequivalent, irreducible KH-modules.
4. Connections with Yokonuma-Hecke algebras
In this section we explain the connections between the constructions and results in
this paper and the related constructions and results of Thiem [12], Juyumaya [9] [10],
Chlouveraki and Poulain d’Andecy [3], and Jacon and Poulain d’Andecy [8].
Suppose q is a prime power and f : Z[q, a]→ C is the specialization with f(q) = q
and f(a) = 1. Then as recalled in 2.6, the specialized algebra fHq−1,n is isomorphic
to the Hecke algebra HC(G,U).
4.1. Thiem’s thesis. This paper is an extension of Thiem’s study of HC(G,U) in
[12, Chapter 6] to the more general case of Yokonuma-type Hecke algebras. The main
differences are the following.
(1) This paper deals with a larger class of algebras that are “generic” algebras
with minimal assumptions on the underlying ring of scalars. The results in
[12, Chapter 6] are obtained from the results in this paper by taking b = q−1
and setting q = q and a = 1.
(2) The formulation of the block/weight space decomposition of H is formalized
and placed in a categorical framework.
(3) More details of the structure of the representations V λ in §3 are worked out.
4.2. Juyumaya’s presentation. Juyumaya [10] found an intriguing presentation of
the Hecke algebra HC(G,U) that leads to a simpler presentation for one-parameter
Yokonuma-Hecke algebras than the presentation arising from 2.1 when b = q − 1.
Using the notation above, Juyumaya’s presentation is described as follows.
Suppose for the moment that q is a power of an odd prime p and ξ is a primitive pth
root of unity in C. Let h : Z[q, a]→ Z[ξ][q,q−1] be the specialization with h(q) = q
and h(a) = 1 and consider the specialized algebra hHq−1,n. To streamline the notation,
set A˜ = Z[ξ][q,q−1], H˜ = hHq−1,n, and denote the generators 1 ⊗ Tj and 1 ⊗ Ri of
H˜ simply by Tj and Ri, respectively. With these conventions, the quadratic relation
(r6) becomes
R2i = q+ T
(q−1)/2
i EiRi for i ∈ [n− 1].
Fix a generator ω of F×q and a non-trivial character ψ : Fq → A˜× of the additive
group of Fq. For i ∈ [n− 1] define
Fi =
q−1∑
j=1
ψ(ωj)T ji , and R
′
i = T
(q−1)/2
i Ri in H˜.
Juyumaya’s presentation is in terms of the elements
Ji = q
−1(Ei +R
′
iFi) and Pi = (q
2 − 1)−1(Ei +R′iEi).
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The arguments in [10, §2] show that H˜ has generators
T1, . . . , Tn, J1, . . .Jn−1
and relations (r1), (r2), and
TjJi = JiTsi(j) for j ∈ [n] and i ∈ [n− 1],(jr3)
JiJi′ = Ji′Ji for i, i
′ ∈ [n− 1] with |i− i′| > 1,(jr4)
JiJi+1Ji = Ji+1JiJi+1 for i ∈ [n− 2], and(jr5)
J2i = 1 + (q
−2 − 1)Pi for i ∈ [n− 1].(jr6)
This is essentially the presentation in [9, Theorem 3] and [10, Theorem 2.18].
To get a presentation similar to that in 2.1, for i ∈ [n− 1] define
Gi = −q−1R′i(Fi − (v + 1)−1Ei),
where v is a square root of q. It can be shown that H˜ has a presentation with
generators
T1, . . . , Tn, G1, . . .Gn−1
and relations (r1), (r2), and
TjGi = GiTsi(j) for j ∈ [n] and i ∈ [n− 1],(gr3)
GiGi′ = Gi′Gi for i, i
′ ∈ [n− 1] with |i− i′| > 1,(gr4)
GiGi+1Gi = Gi+1GiGi+1 for i ∈ [n− 2], and(gr5)
G2i = q+ EiGi for i ∈ [n− 1].(gr6)
Notice that if q is a power of two, then relation (r6) in fHq−1,n is simply
R2i = q + EiRi for i ∈ [n− 1],
and so the presentation just given for the one-parameter Yokonuma-Hecke algebra
H˜ = hHq−1,n when q is odd is valid for all prime powers.
Because Gi is defined in terms of Fi and Fi depends on the additive character
ψ, and thus on the arithmetic of the field Fq, it is not immediately clear how to
modify Juyumaya’s construction to obtain a presentation of the Yokonuma-type Hecke
algebra Hb,n when b 6= q − 1.
4.3. Work of Chlouveraki, Jacon, and Poulain d’Andecy. Suppose as above
that v is a square root of q. Jacon and Poulain d’Andecy [8] define two-parameter
Yokonuma-Hecke algebras Yb,n that are C[v,v
−1, a]-algebras with generators
T1, . . . , Tn, G1, . . .Gn−1
and relations (r1), (r2), (gr3), (gr4), (gr5), and the quadratic relation
G2i = v
2 + a(b−1Ei)Gi for i ∈ [n− 1].(gr′6)
Lemma 4.4. Consider the specialization g : Z[q, a] → C[v,v−1, a] with g(q) = v2
and g(a) = b−1a. Then gHb,n = Yb,n.
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Proof. The result is clear when b is odd.
Suppose now that b is even and for i ∈ [n− 1] define
ui =
∑
χ∈X(D)
si·χ=χ
T
b/2
i eχ +
∑
χ∈X(D)
si·χ 6=χ
eχ and R˜i = uiRi.
Using the fact that
b−1∑
j=0
T ji T
−j
i+1eχ =
{
beχ if si · χ = χ
0 if si · χ 6= χ
it is straightforward to check that u2i = 1, uiRi = Riui, and T
(b2−b)/2
i Eiui = Ei, and
hence that Hb,n has generators
T1, . . . , Tn, R˜1, . . . R˜n−1
and relations (r1), (r2), (gr3), (gr4), (gr5), and the quadratic relation
R˜2i = q+ aEiR˜i for i ∈ [n− 1].(gr6t)
It follows that gHb,n = Yb,n in this case as well. 
Chlouveraki and Poulain d’Andecy [3] define one-parameter Yokonuma-Hecke al-
gebras that we denote by Y ′b,n. These are C[v,v
−1]-algebras with generators
T1, . . . , Tn, G1, . . .Gn−1
and relations (r1), (r2), (gr3), (gr4), (gr5), and the quadratic relation
G2i = v
2 + (v2 − 1)(b−1Ei)Gi for i ∈ [n− 1].(gr′′6)
Setting G˜i = v
−1Gi for i ∈ [n − 1] gives the presentation in [3, 2.1] with quadratic
relation
G˜2i = 1 + (v − v−1)(b−1Ei)G˜i.
It follows from Lemma 4.4 that if g′ : Z[q, a] → C[v,v−1] is the specialization with
g′(q) = v2 and g′(a) = b−1(v2 − 1), then Y ′b,n = g′Hb,n. If q is a prime power and
f ′ : C[v,v−1] → C with f ′(v) = √q, then the quadratic relation (gr′′6) simplifies to
the relation (gr6) and so f ′Y
′
q−1,n = fHq−1,n ∼= HC(G,U).
A family of Y ′b,n-modules indexed by b-P(n) is constructed in [3, §5.1] by defining
an action of the generators Tj and Gi on basis vectors and checking that the defining
relations of Y ′b,n hold. For λ ∈ b-P(n), denote the module constructed in [3, §5.1]
by V
λ
. With the notation in [3, §5.1], {vT | T ∈ SY T λ } is a basis of V λ. It is
straightforward to check that the obvious bijection between basis elements between
V
λ
and g′V
λ, namely vT ↔ 1 ⊗ vτ , defines an isomorphism of Y ′b,n = g′Hb,n-modules
V
λ ∼= g′V λ. Thus it follows from Theorem 3.17 that each V λ is an induced module.
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