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 Before you recognize anyone, it is essential to identify various characteristics 
variations from one person to another. Among of this characteristics, we have 
those relating to the face. Nowadays the detection of skin regions in an image 
has become an important research topic for the location of a face in the 
image. In this research study, unlike previous research studies  related  to  
this  topic  which  have  focused  on  images  inputs  data  faces,  we  are  
more interested to the fields face detection in mixed-subject documents  
(text+images). The face detection system developed is based on the hybrid 
method to distinguish two categories of objects from the mixed document. 
The first category is all that is text or images containing figures having no 
skin color, and the second category is any figure with the same color as the 
skin. In the second phase the detection system is based on Template 
Matching method to distinguish among the figures of the second category 
only those that contain faces to detect them. To validate this study, the 
system developed is tested on the various documents which including text 
and image. 
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1. INTRODUCTION  
Among the current problems, the knowledge to determine the identity of a person automatically. 
Passwords and ID cards cannot provide vital authentication functions such as detection of multiple entries. 
For example, users can easily deny the use of a service by claiming that their password has been stolen or 
guessed. Individuals can also hide their true identity by presenting falsified identity documents duplicates. 
Therefore, it becomes increasingly evident that these mechanisms are not sufficient to determine 
reliably the identity of a person and a more robust mechanism for identification based on something that you 
are, ie biometrics, is more than necessary.Biometric features are an alternative to former identity verification 
means. The advantage of these biometric is to be present in all people to identify. Face detection in a 
hypothesis without image is a very difficult problem because of the great variability of the shape and color to 




Biometrics is an alternative to the old methods of identification. It consists of identifying a person 
from physical or behavioral characteristics [1]. Face, fingerprint, iris, etc. are examples of physical 
characteristics. Voice, writing, typing rhythm on a keyboard, etc. are behavioral characteristics. These 
features, as they are innate or acquired digital fingerprint as signature, are attached to each individual and 
therefore does not suffer from the weaknesses of the methods based on knowledge or possession [2]. 
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2.1. Architecture Of A Biometric System 
A biometric system is often composed of three modules: learning, recognition and   
adaptation [3-4]. During learning, the system will acquire one or more biometrics will be used to build a 
model of the individual. This reference model will serve as a point of comparison during recognition. The 
model will be reevaluated after each use with the adapter module. 
 
2.1.1. Learning Module 
During the phase of learning, biometric characteristic is measured by a sensor; there is talk of 
acquisition or capture. In general, this capture is not directly stored and transformations are applied to it. 
Indeed, the signal contains useless information to the recognition and only the relevant parameters are 
extracted. The model is a compact representation of the signal which facilitates the recognition phase, but 
also to reduce the amount of data to store. 
 
2.1.2. Recognition Module 
During the phase of recognition, the biometric characteristic is measured and a set of parameters is 
extracted as when learning. The sensor used must have properties as close as possible the sensor used during 
the training phase. If both sensors have different properties too, it will generally apply a series of additional 
pre-treatments to reduce performance degradation. Following the recognition will be different according to 
the procedure of the system. 
 
2.1.3. Adaptation Module 
During the learning phase, the biometric system often catch a few instances of the same attribute so 
as to limit the inconvenience for the user. It is difficult enough to build a general model to describe all the 
possible variations of this attribute. In addition, the characteristics of this biometrics and its acquisition 
conditions may vary. Adaptation is therefore necessary to maintain and improve the performance of a system 
use after use. The adjustment can be done in supervised mode or unsupervised but the second mode is by far 
the most useful in practice [5]. 
Among the biometric techniques, there are facial recognition. In everyday life everyone identifies us 
throughout the day different faces. So when we encounter a person, our brain will search our memory and see 
if that person is listed or not. 
In recognition of 2D face, several methods have been developed. However, they have a number of 
limitations related to the orientation of the face or laying, lighting, facial expression, occlusions, etc. In recent 
years, we talk more and more 3D face recognition techniques as an alternative solution to solve the problems 
mentioned above. Indeed, the wealth of information provided by 3D measurements allows to reconstruct the 
three-dimensional shape of the face. This type of facial representation is invariant to changes in illumination 
and pose [6]. 
Facial recognition is a common and popular technique. It is the most acceptable because it 
corresponds to what humans use in visual interaction; and comparing it to other methods, facial recognition is 
more advantageous, on the one hand it is a non-intrusive method, that is to say it does not require the 
cooperation of the subject (observing individuals remote), and on the other hand the sensors used are 
inexpensive (single camera) unlike the fingerprint and iris where the subject will be very close to the sensor 
and will cooperate in the development of picture without forgetting the cost of the equipment necessary for 
the acquisition (expensive special equipment). 
 
2.2. Face Detection: State Of The Art 
An automatic face recognition system consists of three subsystems: face detection, feature 
extraction and face recognition. Face detection is the problem of locating faces in a input image. The interest 
of facial localization goes beyond the implementation of the present work. Its utility is manifested in various 
fields ranging from video surveillance to interactive game. The first difficulties encountered by harnessing 
methods to detect faces are the variations in pose (profile view, front), expression, face rotation, age and 
illumination. This type of difficulty can be overcome by pretreatment standards and illumination 
compensation. 
In a controlled environment, settings such as the background, the direction and intensity of the light 
source, the angle of the shot, are parameters that can be controlled. 
Yang et al., [7] proposed a classification of methods of facial location: 
a. "Knowledge-based methods". Knowledge of the various elements that constitute a face and relations 
between them are of these methods basing. Thus, the relative positions of the various key elements such 
as the mouth, nose and eyes are then used to measures the classification 'face' and 'non-face' in Chiang et 
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al., [8]. The problem with this method is that it is difficult to define uniquely a face. If the definition is 
too detailed, some faces will be rates while if the description is too general the false positive rate soar. 
b. "Feature invariant approaches". For detection, these approaches use the elements invariant to changes in 
illumination, orientation or expression, such as the texture or the signature color of the skin. 
c. "Template matching methods". The characteristic patterns of an entire face or face of subpart (mouth, 
eye, nose) are created. The location is then made based on the correlation of these models with the 
candidates. 
d. "Appearance-based methods". These methods use the same principle as the one presented in the previous 
paragraph but are based on specific models. These methods have the advantage of running very quickly 
but require a long training time. The methods in this class have shown good results against 3 other 
methods [9]. 
The face detection methods can be divided into four categories [6]: 
a. Approches Based on knowledge: the main parts to what this method is interested in their characteristics 
as facial features are the nose, mouth and eyes. These methods are designed primarily for face 
localization. 
b. Approches Based "Template-matching": These methods to calculate the correlation between the 
candidate image and the template. They use an algorithm that calculates and luminance ratios between 
the areas of the face and retains leadership of these reports (eg, is the region 1 lighter or darker than the 





Figure 1. Face model consists of 16 regions (rectangles) associated with relationships 23 (arrows) [10] 
 
 
d.  Approches Based on appearance: Methods typically use machine learning techniques. They are used for 
detection. The main idea of these methods is to consider that the problem of face detection is a 
classification problem (face, non-face). One of the most known approaches face detection is the Eigen 
face, it involves projecting the image in space and calculate the Euclidean distance between the image 
and its projection. 
e.  Approches Based on invariant features: These approaches are used primarily for face localization. 
Developed algorithms aim to find the existing structural characteristics even if the pose, the viewpoint, 
or the lighting condition change. Then they use these invariable features to locate faces. We can mention 
two families of methods belonging to this approach: Methods based on skin color. In fact, they reduce 
the search space of the face region in the image. In addition, the color of the skin is a robust information 
face rotations, scale changes and partial occlusions. Several color spaces can be used for detecting in the 
image, the pixels which have the color of the skin. The detection efficiency depends mainly on the color 
space selected. Among the color spaces used, the RGB color space, it is to represent the color space from 
three monochromatic radiation of colors: Red-Green-Blue. For example, the skin is classified into the 
RGB color space by using the following rules [11]: 
 
                                                    (1) 
 
We present here a comparative study on skin color detection by thresholding according to the RGB 
color spaces. Step thresholding provide us binary images whose skin sections take the highest gray scale or 1 
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2.3. Problematic 
In general, a face recognition system consist of three parts: Detection, Extraction and Recognition. 
In this paper, our good is to make a contribution in the first part. This contribution allows the development of 
the first part of the system for detecting faces in mixed document. For information, a mixed document 
contains several items, including: text, figure and image. 
 
 
3. SCENARIO  
3.1. Defining the Objective Enumeration and its Consequences 
The aim of the application is to allow the user which to detect the faces of people in a mixed 
document containing text and image. A scenario like the use of this system in three phases using two 
methods. 
*1st phase segmentation skin areas. 
Based on the Hybrid Skin color method, this phase involves cutting skin color representative pixels from a 
mixed input document and filters independent skin color pixels. 
* 2nd phase: segmentation regions containing face 
Based on Template Matching method this phase focuses on removing skin color regions not presenting a 
face. 
*3rd phase: Face Detection 
In this phase face detection is established by matching the template "Template Matching" who is interested in 
comparing the intensity of pixels between a predefined template and several sub regions of the image to be 
analyzed. This process is in practice to perform multiple scans covering the entire area of the image. The 
most favorable to the presence of faces places will therefore be easily identified by minimum distance 
between the template and the underlying image. 
Figure 2 shows the detailed process of the various phases listed disappointed: 
 
 
                                           Begin 
 
Acquisition of a mixed document 
 
Thresholding RGB space 
 
Segmentation of skin regions 
 
 
Extraction of image areas 
 
 






Figure 2. Process Reflects the General Objective of the Developed System. 
 
 
3.2. Detection of Skin Color Sections 
Several color schemes that can be applied to the skin detection this variability depends on the color 
space adopted for the representation of pixels. The most commonly used models are: RGB space, normalized 
RGB, HSV, YCbCr. In this work we have chosen RGB space that reflects the physiology of the eye. Indeed 
the human eye distinguish colors through receptors called cones. There are all in all three types of cones, 
which means that any color discernible by man is characterized by a point in a three-dimensional space. 
Specifically, the values measured by the three types of cones essentially represent the intensities of 
red, green and blue, RGB space being defined from the three primary colors. His coding was developed in 
1931 by the International Commission on Illumination (CIE) [12]. 
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The skin is shown in the majority of cases, by a portion of an area of particular colors. To isolate the 
areas likely to contain faces, using the borders of these regions as threshold values on an image, it is possible 
to extract pixels whose color can be matched to that of the skin [13]. Indeed, for detecting skin regions, a 
threshold S characterizing the color of the skin being defined, and to detect skin color pixels is the rule: 
 
     (      )                                   (2) 
 
Figure 3 shows an example set by our system that reflects the conversion of a mixed color document 
(text+images) into two classes of pixels or the white pixels which represent the color of the skin and the 








Figure 3. Sample Binary Converts Mixed Document Developed by our System,  
White Pixels=Skin Color-Black Pixels=Not Skin Color. 
 
 
3.3. Filtering Independent Skin Color Regions 
During this stage, treatment is applied to the document resulting from the previous phase, then used 
a method of segmentation of the white areas which is to browse through a window, all pixels of this 
document. Along the way, each window is calculated the report 
  
  
 (PN: The number of black pixels and PB: 
number of white pixels) to be compared to a threshold s to deduct if the content of the window is or is not a 




                                                             (3) 
  
  
                                                        
 
Thus the pixels not checking rule (3) are forced to take the black despite their initial white color, 
consequently only pixels, white contained in a skin color image are white. The figure 4 shown below 





Figure 4. Example of Filtered Document by the Method Described in this paragraph 
 
 
3.4. Extracting Images Skin Color and Face Detection Regions by Template Matching 
During this step, a scan to locate the areas with white pixels. The difficulty of this phase lies with 
the fact that the input acquired document can contain multiple skin color images (Figure 5). In this case, the 
process consists in detecting the first image whose pixels are white, undergo her treatment involving template 
matching method to detect whether it contains or not a face, then iterate the same processing to detect the 
presence or absence face in the other regions whose pixels are white. 
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Figure 5. Example of Location of Both Skin Color Images in a Mixed Document 
 
 
The good of Template Matching method is to scan each area among the detected areas, and 
comparing the intensity of pixels between a model template (template) predefined (in our case Figure 6) and 
several sub-regions of the area to be analyzed. This process is in practice to perform multiple scans covering 
the entire area of the zone. The most favorable to the presence of faces places will therefore be easily 
identified by minimum distance between the template and the underlying area. Among the possible distances, 
there are particularly the norm L1 (Manahan distance) and the L2 norm (Euclidean distance), cross-
correlation, etc. 
 
Norme L1:    ∑   (   )      (   )(   )         (4) 
 
Norme L2 : √∑  (   )
 
(   )    (   )
         (5) 
 
where  (   ) and  (   ) are the value of the pixel (i, j) in the two images to compare. It therefore follows that the 
more these values are closer, the more images are similar [14].   
We present the following (Figure 6), the template that was used to detect, for our system, if an 















Figure 7. Face Detection Method by Template Matching 
 
 
By setting a threshold for the detected position of the segment that is most similar to the template, we 
can judge this segment contains a face or not. Figure 7 is an example that illustrates this process, in fact,  
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part (a) of this figure reflects the position of the template on the face by cons in part (b), the position of the 
template is beyond the threshold consequently the image contains no face. 
The pixels of the image that contains no face will then be delivered to the lowest gray level is  






Figure 8. Segmentation of the Image Containing a Face 
 
 
To detect face, first, we need to extract the binary image of the document. We then try to locate the 
face area, based on the position of the template identified in the preceding paragraph as an initial benchmark. 





Figure 9. Extraction of the Face 
 
 
4. RESULTS AND DISCUSSIONS 
We conducted some tests on text documents which were inserted images we have downloaded from 
the Net. Tests are performed on images that come in different colors and presenting figures that may or may 
not be people's faces. We note in the majority of the tests (85% of tests) positive results for both face images 
that the images not faces. Among the false alarms, testing on an image containing a face of a child or a baby 
(Figure 10). This false alarm is due to the deviation of the similarity between the template and each window 






Figure 10. Example False Alert Upon Detection of the Face 
 
IJECE  ISSN: 2088-8708  
Face Detection in a Mixed-Subject Document (L houssaine Bouhou) 
2835 
5. CONCLUSION 
The detection system that we have developed and introduced in this article is a preliminary stage 
and of great importance in any face recognition system as before launching the system to recognize 
individuals, verifying the presence or not of a face in the scene can be very beneficial. This step will allow 
the system to divert the recognition operation if the scene contains no face. 
Our application is based, firstly, on the hybrid method that performs segmentation of two classes of 
zones, the first classes for areas, present in the scene, the color being that of the skin and second categories 
for areas, present in the scene, the color of which differs from that of the skin, the color representation space 
selected is the RGB space. And secondly, our application is based on Template Matching method to detect 
the presence or not in the stage of a face. 
The results are satisfactory because they allowed us to increase the performance of the method color 
detection and the matching of the template used separately. These results are significantly effective in 
comparison with those made during the face detection phase in our own previous research [15]. However, In 
order to better get around the problem of face detection, we propose, as a short term perspective, to try, in 
face detection phase, other color spaces such as RGB and normalized space HSV space and compare their 
results with the results of the RGB space and try, in face recognition phase, to improve the methods used  
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