Abstract-Commercial systems such as Flickr display interesting photos from their collection as an interaction mechanism for sampling the collection. It purely relies on social activity analysis for determining the notion of interestingness. We propose an alternative technique based on content analysis for finding interesting photos in a collection. We use a combination of visual attention models and an interactive feedback mechanism to compute interestingness. A differentiating feature of our approach is the ability to customize the set of interesting photos depending upon the individual interest. Also, we incorporate non-identical duplicate detection as a mechanism to strengthen the surprise factor among the potentially interesting set of candidate photos. We have implemented the system and conducted a user study whose results are promising. This proposed work presents a variant on query by example integrating user relevance feedback to choose "interesting" photos.
I. INTRODUCTION
We are on the threshold of realizing the combined visions of Bush, Babbage and Turing that envisaged developing systems which can automatically organize, index, digest, evaluate and summarize information [9] . It has been argued that organization is a basic human need -"Even if by improved search means we can always find the information we need, we may continue to organize it for other reasons including to support serendipitous browsing and provide the satisfaction of putting our things in order" [32] . For example, when people organize personal media collections, they cluster images pertaining to memorable events (like birthdays and weddings). While browsing within an event, people often like to quickly view the "interesting" photos.
In fact, commercial systems such as Yahoo's Flickr prominently display interesting photos from their collection. Flickr computes interestingness using social activity analysis [43] . Every user of Flickr sees the same set of "interesting" images. However, the interestingness appeal of a photo can vary from person to person due to their individual interests, context, experiences and preferences. The main motivation behind our research work is to find "interesting" images in a personalized fashion for a particular user. Unlike Flickr, our approach is based on image content analysis.
We utilize a combination of visual attention models and an interactive feedback mechanism for this purpose. We also incorporate non-identical duplicate detection to strengthen the surprise factor which contributes towards interestingness. From this set, the user needs to select the image(s) that appear interesting to her.
A. Interestingness Vs.Attention
Interestingness is the power of attracting or holding one's attention. Attention is intimately related to intention [18] . Intention is an objective or a goal that a person wishes to accomplish. Intention forces one to pay attention. Consider the phenomenon of visual attention. It has an obvious survival value since it allows one to keep an eye on most things that are happening even if some accuracy is lost. This trade-off is an integral part of the attention phenomenon [31] . Real images often contain vast areas of irrelevant data from the perspective of cognition. Hence, if we can attend to the relevant parts, the image can be interpreted more quickly using fewer resources. The process by which people attend to objects based on their own interest is called attention. Usually, attention is driven by intention which influences interestingness. Since attention is related to intention, we use the relevance feedback mechanism. We define interestingness as an entity that arises from a) interpretation & experience, b) surprise, c) beauty, d) aesthetics and e) desirability. These factors are based on how one interprets the world and one's accumulation of experience as embodied in the human cognition system.
Since interestingness is related to attention, the interest of the user is captured based on existing attention models such as Itti-Koch based attention, Face based attention, SIFT based attention and Group based attention etc (defined in section III.A). User's task in this proposed model is to select their choice of photos that they would like to see or have in mind. However, from the system context, interestingness is based on a) saliency features of afore-mentioned attention models and b) interactive feedback mechanism (refer section III.C). From the user information need perspective, one can obtain categories such as a) salient images, b) scene based photos, c) facecentric photos and d) group photos. Each of these categories are captured by Itti- Figure 4 .10, which would show the different types of images (such as buildings, portraits, group images or scenaries) based on attention values. Also, as a limitation, our system is limited to the attention features and does not use any semantic tag information to classify photos. The different types of attention [16] are as shown in Sensorial Attention: It refers to the attention that is paid towards the objects of sense.
Intellectual Attention: The attention towards represented objects that are known to a person is called as Intellectual attention.
Immediate Attention: It is the attention that is drawn within a short time period.
Derived Attention: When the topic or stimulus is interesting in itself, its interest to associate with some other immediately interesting thing is known as derived attention.
Passive attention: It is the attention that arises from nonvoluntary, reflex, effortless action. 
II. STATE OF THE ART

A. Attention models
Attention is typically based on two major facts: [40] have summarized the attributes that could guide attention as shown in Figure 2 
Bottom-up Model
The saliency map is constructed through a bottom-up approach which is based on combinations of the low level features (which include both oriented as well as non-oriented) such as color, contrast and orientation of the image itself. It can then be used in [1] . The computation models discussed in [2, 24, 36] are based on this purely bottom-up approach methodology. While the saliency map of Ma et al. is based on the contrast alone, all the other models rely on multiple features such as contrast, color and orientation etc [25] . By combining multiple image features into a single topographical saliency map, the attended locations are found
The static saliency attention model proposed by Ma et al. is based on the number of attended regions and their position, size and brightness in saliency map [24] . The luminance component has more impact than that of the other two color components since eye has fairly low color sensitivity. They further proposed an attention model which is based on the intuition that humans tend to pay more attention to the region near to the center of frame. A normalized Gaussian template is used to assign a weight to the position of the saliency regions. Ma et al. [23] have also proposed a more generic user attention model which covers static, motion, face, camera and linguistic attention models. However, in this research work, we limit our scope to visual attention models only. Chen et al. have adopted a similar visual attention model for adapting images on small displays [4] . The MPEG7 attention model has been proposed by Wolf et al. that can be used for ranking images [39] . Once the salient region is found, global interest value can be calculated that can be used to organize image collections and to prioritize data for further processing. The disadvantages of the bottom-up models include the following:
o They use the method first and then exploit the solution. This means that the approach may not be well suited for specific goal oriented tasks.
o Implicitly or explicitly, these models tend to adopt the low level human attention phenomenon without taking the semantic aspects into account.
Top-down Model
Top-down attention, also called task dependent processing model generally requires some prior knowledge about the scene, for example, detecting and classifying the animals in the underwater video [6] . We note that only [10] has a pure top-down approach. Navalpakkam et al. have aimed for a goal oriented attention guidance model [27] . Their approach is based on the task dependence graph such as large and small objects in which one of the aims is to prune the search area. There is a lot of evidence that our human brain perhaps adopts a need-based approach. A need-based approach is one where only desired objects are quickly detected in the scene, identified and represented [28] . Given that user needs to find the interesting images and the need based approach is adopted by human brain, we note that the top-down approach also plays vital role along with the bottom-up approach.
The shared attention model for groups has been proposed by Hoffman et al. for gaze imitation [10] . Gaze imitation is done by infants as young as one year of age, who follow the gaze of an adult to determine the object that the adult is focusing on. This is used for meeting indexing only and typically applicable where a group of people gaze at a particular object.
Hybrid: Bottom-up + Top-down Model
Hu et al. have stated that the visual attention is not only affected by low level features but also guided by high level information. Hence, one should consider both the bottom-up as well as top-down methodology while computing attention [11] .
Visual experience depends on convolution of bottom-up salience and top-down modulation specified by behavioral goals. The existing attention work based on both top-down and bottom-up attention models include [6, 7, 8, 11, 18, 27] . Kankanhalli et al. have developed the experiential sampling technique, which is a goal oriented dynamic attention model for multimedia streams. This framework has been earlier applied to the problems of traffic monitoring, face detection and monologue detection [17, 18] . This has significant advantages due to its ability to use the prior experiences and its dynamic nature.
B. Interestingness
The patent by Butterfield et al. [3] describes the use of ranking media objects in determining interestingness through social network analysis. In Flickr [42] , the notion of interestingness has been introduced to show the pictures that are seen by the people at that instant based on some score based on the ideas in [3] . This score is based on the social network analysis which is a measure of some combination of how many times a picture has been viewed, how many comments it has and how many times it has been tagged or marked as a favorite. In particular, Flickr interestingness is based on tags, comments, annotations or favorites. It is noted that no attention based modeling or any content based analysis has been done in Flickr's interestingness.
MPEG-7 attention model which is based on a bottom-up methodology approach has been adopted by Wolf et al. to rank images [39] . In [5] , Dubinko et al. have attempted the problem of identifying most interesting tags over time. Boring video frames are computed by detecting whether or not there is an interesting candidate object for an animal present in a particular sequence of underwater video [6] . This is determined by comparing each scanned location of the saliency map with the events that are already being tracked. If it does not belong to any of these events, a new tracker for the detected object is initiated. The most attended region of an image is found using bottom up methodology and further used for display in mobile devices [4] . Though interestingness is based on many attributes, we would describe surprise in a detailed manner since we intend to perform non identical duplicate removal such that surprise can be increased while maintaining user intention.
Surprise is one of the attributes that triggers interest in human beings. According to Itti et al., the key factor to our survival is surprise which is our ability to rapidly attend to, identify and learn from surprising events, to decide our present and future courses of action [12] . Surprise is basically unexpectedness in terms of quality. The authors state that there would be usually no surprise from the data that does not change prior beliefs [12] .
III. PROPOSED FRAMEWORK
Our core idea is as follows. We use a combination of visual attention (since attention is related to interestingness) and interactive feedback to determine customized interesting photos. Four aspects of visual attention are considered -Itti-Koch attention value, number of faces, face saliency and texture saliency using SIFT features. Our framework consists of three important components as shown in Initially, the system randomly displays a subset of images and the user selects one or more images of interest from this set. If no images of interest are found, another set of random images is displayed and this is repeated till at least one interesting image is found by the user. Attention feature values are then computed for these selected images. Then the entire collection is searched for images which closely match the computed attention feature values and they are displayed as the result set. From the result set of displayed images, the user can iteratively select images that are interesting. The key idea is that user is allowed to select different images of her own interest repeatedly (using interactive feedback) until the precise intent & interest of user is succinctly captured and she is able to view all the images which are of interest to her. The graphical user interface of our system is shown in Figure 3 .2. 
A. Saliency Feature Extraction Process
Saliency feature extraction is an important component of the framework which aids the system in identifying the interesting features of the various images present in the database. This process comprises of four attention methodologies.
Itti-Koch Based Attention
We adopt a methodology used in [24] to find the static saliency value of image. Each image can be represented in YUV model where Y stands for the luminance component (brightness) and U and V are the chrominance (color) components. 
Face Based Attention
To find face attention value, we adopt an approach as described in [24] . The faces in the image are detected. Next the face saliency is computed. The face is the salient region in an image and to be specific, the size and position of a face usually reflects the importance of the face. A face detected on sample image of our dataset with position weights is shown in Figure 3 .3. As it can be clearly seen from the formula (refer equation 3.2) and the Figure 3 .3 that if the face is detected at the centre, then a full weightage of 1 is given. Based on where the centre of the face overlaps with the index of the block, it is multiplied with the corresponding index weight. The intuitive idea is that if the face is detected at the centre position, then relatively more weightage is given compared to that at other positions. The detailed steps to calculate face attention value is given in algorithm (ii) stated below. 
SIFT Based Attention:
SIFT is considered to be useful in finding textured scene such as walls and furniture [26] . Our idea is that by capturing such homogeneous textured images from images of the whole dataset, some aspects of interestingness can be captured. In other words, we can find images similiar to those selected by the user and be able to display images which are interesting to her. We define SIFT-based attention as the number of scale invariant feature keypoints in an image as shown in equation 3.3. 
Group based Attention.
The number of faces detected is an important attentional cue. We define user's group-based attention η where nf represents the number of faces in image. The reason behind why we consider it as an attentional cue is because:
o face is a natural candidate for certain semantics.
o face is considered as a probable non-attribute that guides attention (refer Figure 2.1) .
B. Non-Identical Duplicate Detection
Non Identical Duplicates are the media contents which are not exactly identical but almost similar [15] . We have earlier applied SIFT method to identify non identical duplicates in video [33] . Since image is analogous to video frames, indeed it can be applied to our data set. Since we assume that interestingness is related to surprise and surprise originates from uncertainty of data, our idea is to increase in surprise as well as Shannon entropy information locally by removing non identical duplicates. Though Relevance feedback and NIDs (NonIdentical Duplicates) are at odds with each other, within the retrieved images at any stage, surprise can be increased by removing non-identical duplicates. Note that this still captures the user intention since only duplicates are eliminated.
Non-identical duplicates are detected using the SIFT method [21] 
C. Interactive Feedback
This is the component which helps capture the user intent and interest. We call the relevance feedback process employed as interactive relevance feedback. This is because the initial set of photos is selected randomly and then the user provides her feedback on the initial set.
The method of obtaining initial photos is random --the initial set starts with photos with less redundant information (as per Bayesian surprise theory) and then user performs feedback on that using combination of attention models and interactive feedback. The user also select the photos from set of photos displayed what he would like to attend to. As discussed earlier, the system, based on user's feedback, will capture the photos corresponding to each of attention models. The steps are briefly described below:
Attention Feature Extraction:
Initially, we process all of the images in the album and the set of attention features extracted from each image is stored in feature vector format as The steps in our interactive relevance feedback algorithm include: Initial retrieval: Initially, a set of photos can be displayed by using any reasonable method. We have done it by randomly selecting photos from the album. From this set, the user needs to select the image(s) that appear interesting to her. 
Second retrieval:
Let the second retrieval be denoted by 2 f that occurs at time instance 2. It is formed using 1 f . This is calculated as follows: α represents the weight given to the query term values at that time instant. The reason why we call it interactive relevance feedback is that initial retrieval is based on images that are selected randomly where surprise is high and from which the images are selected by the user. Based on the images selected, an initial query is formed from which it is then refined based on further selection which is basically user intervention. The query matching is done with the database where the value meets the query constraints and results are displayed. One limitation of this approach is that it is dependent on the initial set of randomly displayed images from which the user selects the images. However, one has the option to choose different types of images until she finds one image of interest.
IV. IMPLEMENTATION AND RESULTS
We have implemented the proposed system and tested the individual components as well performed qualitative subjective analysis through a user study.
A. Implementation Platform
The application layer which includes the graphical user interface which is for display and interaction is implemented using ASP (Active Server Pages) and a VB Script environment that acts as front-end. As a back-end tool for storage layer, we used MS Access. We used Intel Open CV (Visual C++ environment) for face detection, Matlab for calculation of SIFT and saliency points of images.
Dataset.
We collected a data-set of 2023 images (a combination of personal collections and downloaded pictures from Flickr) and we used a Pentium-IV 2.4 GHz with 512 MB RAM for our experiments. The snapshots of system use in progress are shown in the Figure 4 .1, 4.2 and 4.3. In Figure 4 .1, the user has selected images 1 and 4. Then the system performs query analysis and retrieval after which the results are displayed as shown in the 
B. Illustration of AttentionValues
We take an example image in Figure 4 .4 and show the corresponding saliency map which is the combination of color, contrast and orientation map. For this example, the obtained Itti-Koch static attention value is 0.030158388. The face attention value for the sample Figure 4 .5 is 0.062492672. The SIFT attention value of the image shown in Figure 4 .6 is 0.0081. The group attention value of the image shown in Figure 4 .7 is 0.6. This attention value ranges from 0 to 5 in our database. It can be clearly seen that SIFT attention value shown in yellow color arrow has its higher values centered on scene-based images (such as buildings). Indeed, it works well for identifying user interest images related to textured scenes (refer Figure 4.8) . The face based attention value which is shown in pink color works well to identify the images where face is at the center corroborating the hypothesis that people often attend to images with face is in the center. This is evident from the images index 4, 5, 6 and 7. The combination of SIFT and Itti-Koch features help find the scene images (refer sample images index 8, 9, 10). The combination of face attention value and group attention value (shown by green color arrow) together help characterize group images with people at centre (refer image index 5). The SIFT points alone helps to capture textured images such as buildings (refer sample image index 2).
(B). To show how attention values are useful in identifying the image clusters, we picked 100 images with 25 images for each category such as buildings, portraits, group images and sceneries. The sample set images from each of those categories is shown in Figure  4 .9 A, B, C and D respectively. The corresponding attention value graph is shown in Figure 4 .10. This graph establishes the complementary utility of the different attention models. Note that SIFT value is useful in identifying building images, GV value in finding the group based images, FA in identifying portraits and IV in finding the saliency regions based on cognition system. Also, it is noted that face attention value is higher than group based attention value though they both are based on facial information. This is due to varying factors such as the size of the face detected, number of faces and position of the face whether it is at center or at corner ends of the image. Though it is seen that IV does not have peak values significantly, it aids the system in capturing cognition based visual information such as brightness of the pixels associated with saliency regions. To assess our system, we performed subjective analysis through a user study in order to understand the quality of the system's performance. We prepared a questionaire that aims at judging the image quality attribute via subjective scores ranging from 1 (minimum) to 7 (maximum).
A. Experiment 1
In the first user study, the main intention was to test the quality of the interesting images found by the system. Twenty three human subjects of diversified age groups participated who were asked seven questions as listed in questionnaire below pertaining to quality attributes of our system as well as for Flickr. Also, we did not inform the users the benefits of the novel system. The users are asked to give IQA (Image Quality Attribute) score ranging from 1 to 7 (least to most). The user study I results are provided in 
B. Experiment 2
In the second user study, the idea was to test the utility of interactive feedback mechanism to elicit user intent. Ten subjects participated who were asked same set of 7 questions. The difference was that the user was now shown random images without the interactive relevance feedback component. To be fair, we informed the user that relevance feedback is available but it actually was non-functional in the system and the user study is subsequently made to find image attribute quality. The user study results for our system with and without relevance feedback are as seen in table 5.2. 
C. Discussion
Social activity analysis (as used in Flickr) is useful to find interesting photos for most people in a large group. However, it does not capture an individual's personal interest. We had assumed that social activity analysis would significantly outperform content analysis.
However to our surprise, as seen in Table 5 .1, the scores for Flickr as well as our system are reasonably close. This should however be interpreted with caution since the number of users in the study was quite low. Moreover, both systems use different underlying datasets --Flickr uses a humungous collection while our system used merely 2023 images. In spite of these important caveats, we believe these preliminary results are significant. The study results from table 5.1 reveals that surprise is higher for Flickr than our system. This we understand it to be correct since Flickr has wide variety of unique images marked as interesting. Also this is true since it is not based on content based processing and hence likely of having less redundant information (similar kind of pictures i.e obtained via relevance feedback in our system).
But the enjoyability and aesthetics are slightly higher for our attention system than Flickr. The probable reason we believe for this is perhaps due to the relevance feedback mechanism and saliency features. This is also confirmed with the relevance feedback usefulness score. Users ranked the quality of RFB as 4.8 on a scale out of 7. This is basically the user intention score. Overall our system is satisfactorily able to capture user intention as indicated by the score for RFB quality. The desirability is higher with RFB than without RFB. This is also higher when compared to Flickr as it can be seen in the first user study. This shows that people value having interesting images based on attention features and relevance feedback mechanism.
The study reveals the importance of RFB usefulness as 5.5 out of scale 7 in Flickr. RFB usefulness refers to the extent to which RFB would potentially be useful in the Flickr. Aesthetics and enjoyability of the proposed system is high perhaps due to the customization of the interesting images. Social activity analysis is better for capturing surprise. Surprise, which is defined as unexpectedness in terms of quality, may not arise when there is redundancy of information. While our user study is rather preliminary, it does give us confidence that use of attention-based content analysis is a viable strategy for finding interesting photos from albums.
VI. CONCLUSION AND FUTUREWORK
We propose a novel combination of attention models and relevance feedback mechanism to compute interestingness of images. We have developed a framework comprising both bottom-up approach + topdown (interactive feedback) methodologies for estimating user's intent. In fact, we have made an attempt to bridge the semantic gap and to combine user-in-the-loop with traditional content analysis. To assess our system, we performed subjective analysis through a user study in order to understand the quality of the system's performance. We prepared a questionnaire that aims at judging the image quality attribute via subjective scores ranging from 1 which is minimum to 7 which is maximum. The user studies reveal that the content based methodology combined with RFB (as used by our system) can provide comparable performance to that of social activity analysis. It has the advantage of having the ability to customize the notion of interestingness.
We however do not believe that content analysis can replace social activity analysis. We strongly believe that a synergistic combination of content analysis approach with that of social activity analysis should be able to provide the best results. Use of more attention features can aid in better capture of user intent and interest. The limitations of this work include:
1. limited number of visual attention cues, for example current model only considers scene based, group based, face based and Itti-Koch based attention values, 2. simple query analysis and retrieval part to identify how top down approach can be used. The idea is to use user's information to identify user's interest information, 3. a relatively small database of 2023 images was used.
One possible direction of future work could be extending our framework to handle combination of both social activity analysis and our methodology. In terms of framework itself, the system is currently fixed with predefined attention features while it can be improved such that it can adapt and learn with time. More advanced learning algorithms could be investigated to learn interestingness via attention feature vectors using interactive feedback. A more comprehensive user study needs to be performed on a realistically sized database.
