Abstract-Time series analysis has been applied intensively and sophisticatedly to model and forecast many problems in the biological, physical and environmental phenomena of interest. This fact accounts for the basic engineering problem in forecasting the daily peak system load to use time series analysis. ARMA and REgARMA models are among the times series models considered. ANFIS, a hybrid model from neural network is also discussed as for comparison purposes. The main interest of the forecasts consists of three days up to five days ahead predictions for daily data. The pure autoregressive model with an order 2, or AR (2) with a MAPE value of 1.27% is found to be an appropriate model for forecasting the Malaysian peak daily load for the 3 days ahead prediction. ANFIS model gives a better MAPE value when weekends' data were excluded. Regression models with ARMA errors are found to be good models for forecasting different day types. The selection of these models is depended on the smallest value of AIC statistic and the forecasting accuracy criteria.
INTRODUCTION
Load forecasting is a process of predicting the future load demands. Accurate models for load forecasting are essential to the operation and planning of a utility company. It can lead to a better budget planning, maintenance scheduling and fuel management. Many forecasting models have limitations to predict the load successfully whenever dealing with the sensitivity of the weather conditions, any special events and complex calendar effects including weekends and holidays.
As such it is not unusual for Malaysian daily peak load to be affected by these two effects of weather and calendar besides other causal factors. The two main calendar influences Malaysian load are weekends and moving holiday periods. Stochastic time series analysis has been applied intensively and sophisticatedly to capture these effects besides other variety of modeling approaches including the artificial intelligent and combination methods. ARMA models and Regression models with ARMA errors were among the time series models used previously in an attempt to find out the best Malaysian peak monthly load forecasting model. And, Autoregressive model with parameter two, AR (2), which was the mean corrected series differenced at lag 12 and 1, was considered as a good model [1] , [2] , [3] . This paper was to find an appropriate model to forecast the peak daily load for different day types in Malaysia. The final selection of the model was depended on the smallest value of Akaike's information criterion (AIC) statistic, the forecasting accuracy criteria namely, the Root Mean Square Error (RMSE) and Mean Absolute Percentage Error (MAPE) and the diagnostic plots. Besides statistical time series forecasting models, the artificial intelligent model such as Adaptive Neuro-Fuzzy Inference System (ANFIS) was also considered. The appropriate statistical time series forecasting models were also determined separately to represent four different groups of data consisting of Mondays, Saturdays, Sundays and a group of Tuesdays to Fridays. Tuesdays to Fridays are grouped together since their load profiles have similar characteristics.
The paper is organized as follows: section 2 briefly explains the methodology of three different models, section 3 discusses the results and section 4 concludes.
II. EXPERIMENTAL METHOD
The method of three different forecasting models considered is briefly discussed in this section. ARMA and ANFIS models are used to forecast the peak daily load without considering any day types. Regression models with ARMA errors are considered with regard to weekdays and weekends data.
A. ARMA Model
The load data used in this paper was a Power Load Profile for a utility company in Malaysia. The data represented the peak daily load measured in Megawatts (MW) from January 2002 to December 2004. The time series plot of the load during 2004 is given in Fig.1 . It displays two main features: the weekly seasonal cycle and the influence of the holiday periods. There is also annual seasonality with a few troughs occurring in certain months which closely related to holiday's periods of each year. These patterns reveal that the series is not stationary and hence need to be transformed before attempting to fit a stationary model. The fitted ARMA model {X t } is given by where B is the backward shift operator, μ is the transformed sample mean and {Y t } are the original series at time lag t as in [4] , [5] . The model can be simply rewritten as
The AIC criterion provides a rational criterion for choosing between competing models and it is given by 2 log 2
where L is the likelihood of the model and m is the number of parameters estimated [4] . Smallness of the AIC value is indicative of a good model and this can be achieved using the maximum likelihood estimation, which estimates the parameters iteratively.
B. ANFIS Model
Besides statistical time series ARMA model, the artificial intelligent model was also considered such as Adaptive Neuro-Fuzzy Inference System (ANFIS) to capture some features in time series. ANFIS is a technique for automatically tuning Sugeno-type inference systems based on a training data. The tuning is done using either the back propagation algorithm alone or in a combination of a least squares estimation method [6] , [7] . The training data are normalized into
Then a data clustering technique is used to identify the natural groupings of a large set so that the data behavior can be generated as the best model. Besides the training data, a validation or checking data is used for testing the generalization capability of the system or for the crossvalidation of the model [7] . 
where i x and ˆi x are the actual observed values and the predicted values, respectively while n is the number of predicted values [4] , [5] . 
C. RegARMA Model

III. RESULTS AND DISCUSSION
The estimated ARMA models for forecasting the peak daily demand of electricity with their corresponding AIC values are compared and AR (2) is found to be the most appropriate model. The equation for the AR (2) model is given by
This model coupled with (1) The subscripts will be increased accordingly, to forecast the rest of four days in January 2005. Tab. I show these forecasts, along with the absolute percentage errors for each forecast. The average MAPE value for the first three days ahead gives 1.27%. However, it increases to 3.45 % for the first five days ahead. Of the original 400 data points for ANFIS model, 370 used as training data and 30 as checking, as well as testing data to validate the model. The data clustering function is the first function used to get the concise representation of the data behavior. The RMSE of the system generated by the training and checking data were obtained as 0.0831 and 0.1433, respectively. The optimization capability of ANFIS is followed to improve the model so that it can perform well on the checking data. As a result, the RMSE reduces to 0.0600 and 0.1339 respectively. Tab. II show the improved model output compared to the checking data. The average MAPE value records 1.47% based on five days from 3 rd January (Monday) to 7 th (Friday) in year 2005. As for comparison purposes between AR (2) and ANFIS model, Tab. III show the average MAPE value in percentages for 5 prediction days ahead starting from 1 st January (Saturday and also New Year's Eve) to 5 th January of 2005. It indicates that AR (2) model perform better than ANFIS model if weekends are included and ANFIS model is better if weekends are excluded. As such, both models need to be improving further especially dealing with different day types which include weekends and weekdays.
Separate Regression models with ARMA errors found to be the best models for all different day types, except for Saturdays, with the MAPE value ranges from 1.9 to 2.0 %. Data for Tuesdays to Fridays are grouped together since their load profiles have similar characteristics. The forecast result is based on four days ahead in January 2005 and is shown in Tab. IV. The seasonal decomposition can then be considered as
whereby Y t is a variable for load and X 1,t , X 2,t , X 3,t are independent variables for weekdays and weekends. E is the random error that may come from holidays or other disturbances [8] .
IV. CONCLUSION
Time series modelling is useful for forecasting many phenomena sciences. Based on the minimum forecasting accuracy criteria and the AIC statistic, the pure autoregressive model with an order 2, or AR (2) was found to be the most appropriate model to forecast the Malaysian peak daily load. The average MAPE value significantly increases from 1.27% to 3.45 % as the number of predictions increases from 3 to 5 ahead. As for the ANFIS model, the result reveals a better forecasting accuracy for weekdays forecasting when compared to AR(2) when weekends data were excluded. Lastly, with the MAPE value of less than 2.0%, the Regression models with ARMA errors could potentially be a good model to forecast different day types except Saturday. Since the time series of the peak daily load has many troughs, possibly due to weekends, and moving holidays, a better model may need to be considered for future research to do a non-linear forecasting.
These models are most likely capable of reproducing some features in time series, which are not able to be captured well enough using linear models.
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