Precision missile guidance for systems intercepting at small attack angles : a H‡ tracking approach by Pathirana, Pubudu et al.
Deakin Research Online 
Deakin University’s institutional research repository 
DDeakin Research Online  
Research Online  
This is the published version:  
 
Pathirana, Pubudu, Savkin, Andrey and Nahavandi, Saeid 2003, Precision missile guidance 
for systems intercepting at small attack angles : a H‡ tracking approach, in Proceedings of the 
International Conference on Computational Intelligence, Robotics and Autonomous Systems : 
CIRAS 2003, CIRAS Organising Committee, Singapore. 
 




Every reasonable effort has been made to ensure that permission has been obtained for items 
included in DRO. If you believe that your rights have been infringed by this repository, 
please contact drosupport@deakin.edu.au 
 
Copyright : 2003, CIRAS 
Precision Missile Guidance for Systems Intercepting at Small Attack 
angles: a Hoo Tracking Approach 
P. N. Pathirana\ A.V.Savkin2 and S.Nahavandi1 
1 School of Engineering and Technology, 
Deakin University, Geelong, VIC 3217, Australia 
{pubudu,nahavand }@deakin.edu 
2 School of Electrical Engineering and Telecommunications, 
University of New South Wales, Sydney 2052, Australia 
a.savkin@unsw.edu 
Abstract 
This paper uses the HI tracking ideas in the mis-
sile guidance problem. The controller pelforms as a 
Precision guidance controller for small desired attack 
angles although theoretically the formulas are valid 
(when intercepting a maneuvering target in a precision 
guidance point of view) only for the case of head on 
collision. The controller essentially nm1igates the mis-
sile in a unique relative arc that is de ned by the mis-
sile and target location and the desired attack angle. 
1 Introduction 
Here we consider the formulation of the precision 
guidance control problem where the control objective 
is to minimize the target/interceptor miss distance 
and, in addition, satisfy the terminal constraint on the 
interceptor body attitude relative to the target. This 
latter requirement ensures that the warhead princi-
pal axis is pointed towards the target aim point and 
lies within the lethality cone about this point. The 
above two requirements, taken together define suffi-
cient conditions for maximizing warhead effectiveness. 
The need for the precision missile guidance problem 
has been brought about as a result of recent develop-
ments in weapon system and sub-system technologies 
as well as a shift in guided weapon system deployment 
and operational philosophies. 
In the past, due to real-time computing constraints, 
major simplifications of the engagement kinematics 
model, performance index and constraints had to be 
implemented in order to render the solution suitable 
for mechanization in a real system. These simplifica-
tions led to relatively straightforward feedback guid-
ance laws, such as "the optimum guidance law" or 
"augmented proportional navigation" with a time-
varying (time-to-go) parameter (see e.g. [1,2,3,4]). 
The performance of the resulting systems does not 
meet the criterion that could be classed as "precision 
guidance". However, with recent technological ad-
vances, particularly in computing, the past constraints 
do not apply. It is now feasible to look at guidance 
strategies that are aimed at, more accurately, placing 
the interceptor (warhead) with respect to the target 
(aim point) in order to maximize warhead effective-
ness. 
Generally, the precision missile guidance problem 
(see [5] for problem statement) is formulated as a 
linear-quadratic optimal control problem. The asso-
ciated performance index is defined in a way that ex-
plicitly takes into account both the end-game relative 
target/interceptor requirements as well as missile ac-
celeration requirements. Then the optimal controller 
is obtained from the corresponding Riccati differential 
equation. However, this approach gives the optimal so-
lution for the case of non-maneuvering targets. More-
over, a significant shortcoming of the optimal control 
approach is that all the states of the target/interceptor 
system are typically assumed to be precisely known. 
However, in all practical situations only some states 
of the system are available for measurements and even 
these measurements are subject to noise and uncer-
tainties. In other words, the precision missile guidance 
problem is an output feedback control problem. An-
other shortcoming of the optimal control theory is its 
lack of concern for the issue of robustness. In the de-
sign of feedback control systems, robustness is a crit-
ical issue. This is, the requirement that the control 
system will maintain an adequate level of performance 
in the face of significant plant uncertainty. Such plant 
uncertainties may be due to variation in the plant pa-
rameters and the effects on nonlinearities and umllod-
eled dynamics which have not been included in the 
plant model. In fact, the requirement for robustness 
is one of the main reasons for using feedback in control 
system design. Furthermore, robustness is extremely 
important in the precision missile guidance problem 
because of possible unknown target maneuvers. 
One of the most significant recent advances in the 
area of control systems was the theory of HOO control 
(see e.g. [6, 7, 8]). The use of H OO control methods 
has provided an important tool for the synthesis of ro-
bustly stable output feedback control systems (see e.g. 
[9, 10]). In [5], with the problem definition of precision 
guidance, an Hoo controller for both state and output 
feedback case was introduced. They shoewed that the 
H OO control theory when suitably modified provides an 
effective framework for the precision missile guidance 
problem. Computer simulations have also proved that 
in the precision missile guidance problem with distur-
bances, the H oo control guidance law gives a much 
better performance than the linear quadratic optimal 
guidance law. In this paper we introduce a HOO track-
ing guidance controller that effectively guide the mis-
sile in a unique arc defined by the target interceptor 
position and the desired attack angle. 
2 Target Interceptor Kinematics 
Model 
In order to develop preCISIOn guidance laws, tar-
get/interceptor engagement kinematics need to be de-
fined in terms of the relative target/interceptor vari-
ables (system states), including target aim-point and 
warhead principle axes, and the interceptor steering 
commands (control inputs). Using these state vari-
ables, the guidance requirements may be implemented 
by defining a performance index that is optimized sub-
ject to state and control constraints. 
We will assume that the target and the interceptor 
(missile) are moving in one plane. Let XT(t) E R2 and 
XM(t) E R2 be the coordinates of the target and the 
missile at time t, respectively. Furthermore, let VT(t) 
and v M be their velocities, that is 
XT(t) = VT(t), 
XM(t) = VM(t). 
Introduce the relative target/missile variables 
XR(t) := XT(t) - XM(t), 
VR(t) := VT(t) - VM(t). 
Furthermore, let aM(i) E R2 be the missile accel-
eration at time t, and let CLT(t) E R2 be the target 
acceleration at time i. Introduce a new state variable 
Then, using the second Newton's law, we can de-
scribe the target/interceptor motion by the following 
state space equation 
where [ ! 0 1 l 1 [1 n A= 0 0 ,B1 = 0 0 0 0 
[ : 1 
0 
1 
B2 = 0 (2.2) 0 
-1 
3 Hoo Tracking 
Consider the following linear time varying system, 
X(t) = A(t)x(t) +B1(t)W(t) + B2(t)U(t) 
+B3(t)r(t), 
z(t) = C1 (t)x(t) +D12(t)U(t) + D13(t)r(t) (3.1) 
y(t) = C2(t)X(t) +D21 (t)w(t) + v(t) 
x(O) = Xo 
Where x(i) E ]R" is the state, Xo is an unknown 
initial state, w(t) E ]RP is the disturbance input, r(t) E 
]RT is a known or measurable reference signal.y( t) E ]Rk 
is the measured output, v(t) E ]Rk is the measurement 
noise, and z(t) E ]Rq is the signal to be controlled. It 
is assumed that all matrices are known real, piecewise 
bounded, functions of t with appropriate dimensions. 
The H oo tracking problem we address in this pa-
per is that of designing a control law u(·) over the 
horizon [0, T], using the available measurements, y(.), 
and the known part of the reference signal rf). The 
controller is required to reduce the worst case effect 
of the initial state Xo, the disturbance signal wand 
the measurement noise v on the controlled output z. 
More specifically, we consider the following index of 
performance 
J(1', u, v, w, xa) = Ilzll; 
-·i [llwll; + Ilvll; + X~WlXO] 
where, > 0 is a given scalar which indicates the 
level of tracking performance of the controlled system 
and R = R' > 0 is a given weighting matrix for the 
initial state. The matrix R is a measure of the un-
certainty in the initial condition relative to the uncer-
tainty in wand v. 
Consider the Riccati Differential Equation 
( ' )-1 where VI = D12D12 . 
3.1 State feedback case 
Theorem 3.1 Consider the system 3.1subjected to 
Lhe assumptions 0/ per/eel sLate measurements. The 
the tracking pmblem has a saddle-point equilibrium if 
and only if there exists a sol'ution X(t) to the Ticcati 
equation 3.2 over [0, T] such that X(O) < ,2 R-1 . If 




u* = -VI [( B;X + D~2Cl) X + D~2D131' + B;8c] 
wheTe x* denotes the optimal trajectory of x with 
u = u*, w = w* and Xo = x o, B(t), t E [0, T] satisfies 
B(t) = -A' (t)8(t) + 13r(t)1'(t), 8(T) = O. 
where 
A = A - B2VlD~2Cl + (,-2BlB~ - B 2VlB;) X 
Br = (X B2 + C~DI2) VlD~2DI3 - (X B3 + C~DI3) 
and Be(t) is the causal part of BO at time t. This 
Be is the expected lJalue of BOller R t . It is gillen by 
(T)8c(T) + 13r(T)1'(T), t::; T ::; tf 
{ t +T h if t + h < T ift + h::O: T 
o. 
(3.3) 





Jx(1',u*,w*,x~) = J(1') 
+ JaTERT {IIVIl/2B;81112}dT 
81 (t) = 8(t) - 8c (t), Vt E [0, T] (3.4) 
JOT ERT {IID13r112 + ,-21IB~8112 
-IIVll/2 (B;8 + D12D13r) Ir + 28' B3r} dT 
+,-2ERT {118(O)II~o} 
(3.5) 
Proof See [11]. o 
3.2 Output feedback case 
For the case of tracking problem via output feed-
back, introduce the following Riccati differential equa-
tion. 
y = (A - BlD;l V2C2) Y + Y (A - BlD;l V2C2) , 
+Y ,- CICI - C2V2C2 Y + Bl I - D2l V2D 2l Bl ( 2' ') ( , )'
Y(O) = R (3.6) 
where 
( , )-1 V2 = I +D21D2l . 
Assuming that the RDE 3.2 has a solution X(t) 
over [0, T] satisfying X (0) < ,2 R-l, we consider the 
following RDE. 
z = liz + zA' + z (,-2C~D~2Dd)1 - C~ V2(2) Z 
+Bl V2B~ 
Z(O) = Po (3.7) 
where Po is the positive definite matrix of equation 
T 
3.5 and M 
li = A - BlD;l V2C2 
C'l = VI (B~X + D~2Cl) 
C2 = C2 + ,-2 D21B~X 
V2 = (1 + D;lD2l)-1 
Since that R > 0 and Po > 0, it follows that if 
there exists solutions Y(t) and Z(t) to respectively 3.2 
and 3.7 over [0, T], these solutions are symmetric and 
positive definite over [0, T]. 
F\uther Y(t) and Z(t) are closely related as follows 
Lemma 3.1 Suppose that 3.2 has a solution X(t) 
over [0, T] s1lch that X(O) < "(2 R- 1 . Then 3.7 has 
a solution Z(t) over [0, T] if and only if 3.6 has 
a solution Y(t) over [0, T] and I - "(2 X(t)Y(t) > 
o for all t E [O,T]. Furthermore, Z(t) 
(I - ,,(-2Y(t)X(t)r1 Y(t). 
Proof See [11]. 0 
We state the following equivalent conditions. 
Condition 1 
(a) There exists a solution X(t) to 3.2 over [0, T] such 
that X (0) < "(2 R- 1 . 
(b) There exists a solution Z(t) to 3.7 over [0, T]. 
Condition 2 
(a) There exists a solution X(t) to 3.2 over [0, T] such 
that X (0) < "(2 R- 1 . 
(b) There exists a solution Y(t) to 3.6 over [O,T]. 
(c) I _"(-2X(t)Y(t) > 0 over [O,T]. 
Theorem 3.2 ConsideT the system 3.1 wheTe the 
time histoTY Rt+h with h E [0, T] of the Teference sig-
nal TO is available at time t.. Then the tracking pTob-
lem has a saddle-point equilibrium if and only if Con-
dition 1 and 2 aTe satisfied. UndeT this assumption, a 
saddle-point strategy is given by 
Figure 3.1: Engagement geometry 
x~ = [12 K· l - X(O)r l Be(O) 
v* = 0 
w*= ,-2B~(Xx+B) 
u* = -VI [( B~X + D2l Cl) X + D~2D13T + B;Be] 
wheTe 8c (t) is given by 3.3. The i; is given by 
itt) = AeX + B 2u + B3T + L (y - C2x c) + BeBc 
£~)= ~ 
MoreoveT, the 1'alue oj the game is 
JE(T,U*,V*,W*,XO) = J(T)+ 
JOT ERr {IIVll /2 [B~Bl + (B;X + D~2Cl) Xl] Ir} dT 
whcre 81 is as in 3.4 and 
Vt E [0, T] 
and XT(t) is x(t) when h = T - t. 
Proof See [11]. o 
4 Tracking Guidance controller 
For the state and oputput feedback case, here we 
propose the following reference signal inorder for the 
missile to be in a collision cource. The reference signal 
( ) () [ xr" (tn-I) ] T t = Tn t + X~(tn-l) , 
when (n - 1) h :::; t :::; nh. 
where 
_ [ (2r" sin ( E,f )) cos (2(3" + e - P~,) ] 
T,,(Pn) - (2r" sin (P~,)) sin (2(3" + e - P2') 
where P" E [0, 2(~'~~~,)h J, n = 1,2 .. t - 1 is the radar 
scan index and r" = 2sin~;'+B) with Rn is missile and 
target LOS distance (see figure 3.1). 
Assume a = arctan (x~;) and (3 = arctan (~t ) , 
Xs ~3 
are missile and target terminal velocities. If x(T) = 
[ Xl (T) X2(T) x3(T) x4(T) 1 is the relative state 
then e = 7r - a - DesiredAttackangle(fi')' With, = 
arctan (.T-" (T)) the actual terminal attack angle (a) is 
.T3CT) 
(3=, =;'0-=(3=, 
This ensures that the missile and target are engaged 
in a head on collosion cource. 
5 Simulation 
For simulations : x(O) = [100 200 -40 40]' 
and the target maneuver is a sinusoidal maneuver 
w(t) = [10sin(wt) 10sin(wt)]'. 
Our simmulations have shown that, the tracking 
guidance controller incures very little miss distances 
irrespective of the terminal attack angle (see figure 5.4. 
Smaller the desired attack angle the better the termi-
nal attack anlge with respect to the desired value con-
firming ideal perfromance for the head on or tail chase 
collision (see figure 5.3. Figures 5.5 and 5.6 shows 
similar behaviour for the output feedback case. 
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