Fractional Brownian motion (FBM) with Hurst parameter index between 0 and 1 is a stochastic process originally introduced by Kolmogorov in a study of turbulence. Many other applications have subsequently been suggested. In order to obtain good mathematical models based on FBM, it is necessary to have a stochastic calculus for such processes. The purpose of this paper is to give an introduction to this newly developed theory of stochastic integration for FBM based on white-noise theory and (Malliavin-type) differentiation.
Introduction
The stochastic process B (H) (t), which we today call fractional Brownian motion (FBM) with Hurst parameter H ∈ (0, 1), was originally introduced by Kolmogorov in a study of turbulence. Subsequently, many other applications have been suggested (see § 3 for more details). For this reason, and also because this one-parameter family of processes contains the fundamental classical Brownian motion as a special case (H = 1 2 ), there has been a great increase in the interest in FBM and the research activity related to it, especially in the last 10 years.
In order to obtain good mathematical models based on FBM it is necessary to have a stochastic calculus for such processes. However, FBM is not a semi-martingale (except when H = 1 2 ), so the classical stochastic calculus cannot be applied. On the other hand, it turns out that an efficient white-noise theory can be constructed and based on this one can introduce stochastic (Wick-Itô) integration and (Malliavintype) differentiation for FBM.
The purpose of this paper is to give an introduction to this newly developed theory. The first part of the paper is mainly a survey of results from Holden et al. (1996) , Duncan et al. (2000) , Hu & Øksendal (1999) and Elliott & Van der Hoek (2004) . This is the case for most of § § 2-4, except for the fractional Itô formula (theorem 3.8), which is new in this setting (arbitrary H ∈ (0, 1) and Wick-Itô integration).
In § 5 we develop the Malliavin calculus for FBM, including a fundamental theorem of fractional stochastic calculus (theorem 5.3) and integration by parts (theorem 5.4). These results are new. Then we use these results to give a new proof of the fractional Itô isometry (theorem 5.6), which was first proved by Elliott & Van der Hoek (2004) .
Finally, in § 6 we present the multidimensional analogues of these results.
Classical white-noise theory
We begin by recalling the standard set-up for the classical white-noise probability space (see, for example, Hida et al. (1993) , Kuo (1996) , Holden et al. (1996) or Aase et al. (2000) for more details).
Definition 2.1. Let S(R) denote the Schwarz space of rapidly decreasing smooth functions on R and let Ω := S (R) be its dual, usually called the space of tempered distributions. Let µ be the probability measure on the σ-algebra of the Borel sets B(S (R)) defined by the property that
where i = √ −1 and ω, f = ω(f ) is the action of ω ∈ Ω = S (R) on f ∈ S(R). The measure µ is called the white-noise probability measure. Its existence follows from the Bochner-Minlos theorem.
Using (2.1) one can prove that E[ ω, f ] = 0 for all f ∈ S(R), (2.2) where in general
is the expectation of F with respect to µ. Moreover, we have the isometry
all f ∈ S(R). (2.3)
Based on this we can now define ω, f for an arbitrary f ∈ L 2 (R) as follows:
where f n ∈ S(R) is a sequence converging to f in L 2 (R). In particular, this makes
well defined as an element of L 2 (µ) for all t ∈ R, where
By Kolmogorov's continuity theorem the processB(t) has a continuous version, which we will denote by B(t). It can now be verified that B(t) is a Gaussian process and
Therefore, B(t) is a Brownian motion with respect to the probability law µ. It follows from (2.5) that
We now recall the following fundamental result.
Theorem 2.2 (the Wiener-Itô chaos expansion theorem I
Moreover, we have the isometry
By convention we put I 0 (f 0 ) = f 0 for constants f 0 , and then f 0 2 = |f 0 | 2 . In the following we let 11) denote the Hermite polynomials and we let 12) be the Hermite functions. Then ξ n ∈ S(R) and there exist constants C and γ such that 13) for all n (see, for example, Thangavelu 1993, p. 26, lemma 1.5.1). From Thangavelu (1993) , {ξ n } ∞ n=1 constitutes an orthonormal basis for L 2 (R).
Let J be the set of all multi-indices α = (α 1 , α 2 , . . . ) of finite length l(α) = max{i; α i = 0}, with α i ∈ N 0 = {0, 1, 2, . . . } for all i. For α = (α 1 , . . . , α n ) ∈ J we put α! = α 1 !α 2 ! · · · α n ! and |α| = α 1 + · · · + α n and we define
(2.14) Thus, for example,
Important special cases are the unit vectors
with 1 on the kth entry, 0 otherwise, k = 1, 2, . . . . Note that
More generally we have, by a result of Itô (1956) , 17) where⊗ denotes the symmetrized tensor product, i.e. ξ⊗ α (x) is the symmetrization with respect to the l(α) variables x 1 , . . . , x l(α) of the tensor product
This is the link between theorem 2.2 and the following result.
Theorem 2.3 (the Wiener-Itô chaos expansion theorem II
Then there exists a unique family {c α } α∈J of constants c α ∈ R such that
We now use theorems 2.2 and 2.3 to define the following space (S) of stochastic test functions and the dual space (S) * of stochastic distributions.
Definition 2.4.
where
(ii) We define the Hida space (S) * of stochastic distributions to be the set of formal expansions
We equip (S) with the projective topology and (S) * with the inductive topology.
Then (S)
* can be identified with the dual of (S) and the action of
Below we will denote the action ·, · (S) * ,(S) simply with symbol ·, · .
We can in a natural way define (S) * -valued integrals as follows.
Definition 2.5. Suppose that Z : R → (S) * is a given function with the property that
(2.25) Then R Z(t) dt is defined to be the unique element of (S) * such that
Just as in Holden et al. (1996, proposition Example 2.6 (white noise). For given t ∈ R the random variable B(t) ∈ L 2 (µ) has the expansion
(2.27) From this and (2.13) we see that regarded as a map B(·) : R → (S) * , B(t) is differentiable with respect to t and
The expansion on the right-hand side of (2.28) is called white noise and is denoted by W (t).
The space (S) * is convenient for the Wick product.
Definition 2.7. If
are two elements of (S) * , we define their Wick product (F 1 F 2 )(ω) by
The Wick product is a commutative, associative and distributive (over addition) binary operation on each of the spaces (S) and (S) * .
Example 2.8.
(see, for example, Holden et al. 1996) .
A fundamental property of the Wick product is the following relation to Itô/Skorohod integration.
where the integral on the left is the Skorohod integral (which coincides with the Itô integral if f is adapted).
Proof . See Holden et al. (1996) for details.
Fractional white-noise theory
Recall that if 0 < H < 1, then the (one-dimensional) fractional Brownian motion (FBM) with Hurst parameter H is the Gaussian process B (H) (t) ∈ R with mean
and covariance
Here E denotes the expectation with respect to the probability law of
(1/2) (t) coincides with the classical Brownian motion. If For these and other results on FBM we refer to Mandelbrot & Van Ness (1968) and Shiryaev (1999) and the references therein.
Because of these properties, FBM has been suggested as a useful tool for the modelling of physical phenomena and in finance. Kolmogorov, who was the first to study this process, applied it to turbulence (0 < H < 1 2 ) (see Shiryaev (1999) for more information). Mandelbrot & Van Ness (1968) and later Mandelbrot (1997) suggested many other applications, particularly in finance. For such applications we refer to Alòs et al. (2000) , Biagini & Øksendal (2004) , Biagini et al. (2002) , Brody et al. (2004) , Coutin & Qian (2002) , Elliott & Van der Hoek (2004) , Hu & Øksendal (1999) , Hu et al. (2001) , Hu et al. (2000) , Hu et al. (2004) , Meyer et al. (1999) , Mishura (2002) , Necula (2002) , Russo & Vallois (2000) , Shiryaev (1998) , Simonsen (2003) , Sottinen (1999) and Sottinen & Valkeila (2001) . In Brody et al. (2004) it is argued that temperature can be modelled remarkably well by an Ornstein-Uhlenbeck process driven by an FBM of Hurst parameter H ≈ 0.6-0.7. On the other hand, FBM with Hurst parameter less than 1 2 appears in the modelling of prices in the Nordic electricity market, according to Simonsen (2003) .
In view of the above it is of interest to develop a stochastic calculus for FBM. If 1 2 < H < 1, the integral with respect to FBM can be defined pathwise (with ω as a parameter), as follows:
This follows from a general theory of integration with respect to processes of zero quadratic variation, originally due to Young (1936) (see Norvaisa (2000) for more information). However, when applied to finance this type of integration leads to arbitrage (see Dasgupta 1997; Dasgupta & Kallianpur 2000; Rogers 1997; Shiryaev 1998 ). For 1 2 < H < 1 an alternative integration theory based on the Wick product was introduced by Duncan et al. (2000) , as follows:
We call these fractional Itô integrals, because these integrals share many of the properties of the classical Itô integral. In particular, in contrast to the pathwise integral (3.3) we have
In Hu & Øksendal (1999) this fractional Itô calculus was extended to a white-noise calculus for FBM and applied to finance, still for the case 1 2 < H < 1 only. Then in Elliott & Van der Hoek (2004) this theory and its application to finance were extended to be valid for all values of H in (0, 1). We now review briefly the approach of Elliott & Van der Hoek (2004) .
Fix H ∈ (0, 1). The main idea is to relate the FBM B (H) (t) with Hurst parameter H ∈ (0, 1) to classical Brownian motion B(t) via the following operator M .
denotes the Fourier transform.
This can be restated as follows. For 0 < H < 1 2 we have
The operator M extends in a natural way from S(R) to the space
The inner product on this space is
In particular, the indicator function χ [0,t] (·) is easily seen to belong to this space, for fixed t ∈ R, and we write
We now define, for t ∈ R,
(see Elliott & Van der Hoek 2004, (A.10) ). Therefore, the continuous version B (H) (t) ofB (H) (t) is an FBM, as defined in (3.1), (3.2).
Remark 3.2. Note that the underlying probability measure µ is the same as for B(t).
] (x) be a step function. Then by (3.13) and linearity,
, we see that (3.14) extends to all f ∈ L 2 H (R). Comparing with (2.7) we obtain
We now define the following stochastic analogue of 18) where
be the Hermite functions as in § 2. Define
is an orthonormal basis for L 2 H (R). Example 3.3 (fractional white noise). From (3.13) we see that for each t the random variable B (H) (t, ω) belongs to L 2 (µ), and its chaos expansion (2.19) can be found as follows,
where we have used (3.13), (3.16) and (3.12). Now define the fractional white noise W (H) (t) by the expansion 
H (R) is deterministic, since in that case, by (3.12),
Example 3.5. Using Wick calculus in (S) * we get
where we have used (2.30) and (A9) from Elliott & Van der Hoek (2004) .
Example 3.6 (the fractional Wick exponential). Consider the fractional stochastic differential equation dX(t) = α(t)X(t) dt + β(t)X(t) dB
(H) (t), t 0, (3.25) which is just a shorthand notation for
Here α(·), β(·) are locally bounded deterministic functions. To solve this equation we use (3.22) to rewrite it as a differential equation in (S) * :
dX(t) dt = α(t)X(t) + β(t)X(t) W (H) (t) = X(t) [α(t) + β(t)W (H) (t)]. (3.26)
This is the familiar differential equation for the exponential, but with ordinary product replaced by Wick product. Thus by analogy we guess that the solution is
and, in general,
It can be verified that (3.27) is indeed the (unique) solution of (3.26) (see Elliott & Van der Hoek (2004) or Hu & Øksendal (1999) for details). 
(3.28) Therefore, the solution can also be written
29) where M s is the operator M acting on the variable s.
If X(0) = x is deterministic, this becomes
In particular, if β(s) = β, α(s) = α are constants, we get, by using (A10) from Elliott & Van der Hoek (2004) ,
Remark 3.7. Note that if the expansion of the process Y (s) is
then the expansion of its dB
Indeed, the dB (H) -integral shares many of the properties of the Skorohod integral for classical Brownian motion (see § 5).
We end this section by presenting an Itô formula for FBM valid for all H in (0, 1). In the case H > 0.5 such a formula was obtained by Duncan et al. (2000) . A formula for general H similar to ours has been obtained independently by J. Van der Hoek (2002, personal communication) and Bender (2003) . Our proof, given below, is different from the proofs of these authors.
Theorem 3.8 (a fractional Itô formula). Let f (s, x)
and assume that the three random variables
Proof . Let α ∈ R be constant and let β : R → R be a deterministic differentiable function. Define
and put
This can be written
which is (3.35). Now let f (t, x) be as in theorem 3.8. Then we can find a sequence f n (t, x) of linear combinations of functions g(t, x) of the form (3.36) such that
and
∂x 2 (t, x) pointwise and bounded by a given function.
By (3.39) we have for all n
(3.40)
Taking the limit of (3.40) in L 2 (µ) (and hence also in (S) * ) we get
is continuous in (S) * we have
Comparing (3.41) and (3.42) we see that
and (3.35) follows.
Differentiation
We now recall the approach to differentiation in Hu & Øksendal (1999) , as modified and extended by Elliott & Van der Hoek (2004) .
exists almost surely in (S) * . In that case we call D
Hence we get the chain rule
In particular, choosing n = 1 and γ ∈ L 2 H (R) we get
by a well-known property of the Hermite polynomials {h n } ∞ n=1 . Hence the following Wick chain rule holds:
By linearity this also holds if Mg L 2 (R) = 1.
Definition 4.3. We say that F : Ω → R is differentiable if there exists a function
We then write 
These examples illustrate that the stochastic gradient satisfies a chain rule both with respect to ordinary products and with respect to Wick products. Note that for α = (α 1 , . . . , α m ) ∈ J we have
Therefore, by (4.9),
This motivates the following definition.
Definition 4.5 (fractional stochastic Sobolev spaces). Let D
1,2 be the set of all F ∈ L 2 (µ) whose chaos expansion
1,2 , we define the fractional stochastic derivative of F by
where λ denotes the Lebesgue measure on R) and
(4.12)
Next we extend this to (S) * .
Definition 4.6 (the general fractional stochastic gradient). Let F ∈ (S) * , with chaos expansion
We then define the fractional stochastic gradient of F by the expansion
14)
where l(γ) = max{i; γ i = 0} is the length of γ. One can show that D
If G(t) = G(t, ω) is a time-dependent expansion of the form
where g α ∈ L 2 H (R) for all α ∈ J , we define MG(t) by the expansion
In particular, by (3.21) we see that the relation between fractional and classical white noise is given by W (H) (t) = MW (t). (4.16)
Fractional Malliavin calculus
In this section we first study the relations between the fractional and the classical stochastic calculus and then we use this to prove some fundamental results about Malliavin calculus for FBM. As before, D 
Proposition 5.1 (differentiation). Let F ∈ (S)
* . Then
Proof . Let F have the expansion
Then by (4.14) and (4.15) we get
Proposition 5.2 (integration). Suppose
Proof . Suppose Y (t) = α∈J c α (t)H α (ω). Then by (3.32) and (3.12) we have
Theorem 5.3 (fundamental theorem of fractional stochastic calculus).
, then by (3.32) and (4.13) we get 
which coincides with (5.5) since, by (3.11) and (3.12),
Theorem 5.4 (fractional integration by parts
provided that all the terms are well defined and belong to L 2 (µ).
Proof . The classical (H =
2 ) integration-by-parts formula states that
(see, for example, Norvaisa 2000, (1.49) ). Combining this with propositions 5.2 and 5.1 we get
Since dB (H) -integrals have expectation 0 (see (3.33)) we deduce the following corollary.
The following fractional Itô isometry was first proved by Elliott & Van der Hoek (2004) . We give a different proof, based on the results above. Proof . By (3.12), corollary 5.5, theorem 5.3 and corollary 5.5 again we get
Theorem 5.6 (the fractional Itô isometry (Elliott & Van der Hoek 2004)). Let
Y : R → (S) * . Then E R Y (t) dB (H) (t) 2 = E R (MY (t)) 2 dt + E R R D (H) t M 2 s Y (s) · D (H) s M 2 t Y (t)E R R D (H) t M 2 s Y (s) · D (H) s M 2 t Y (t) ds dt = E R R M s D (H) t Y (s) · M s (D (H) s M = E R M 2 t Y (t) · R D (H) t Y (s) dB (H) (s) dt = E R M 2 t Y (t) · D (H) t R Y (s) dB (H) (s) − Y (t) dt = E R M 2 t Y (t) · D (H) t R Y (s) dB (H) (s) dt − E R M 2 t Y (t) · Y (t) dt = E R Y (s) dB (H) (s) 2 − E R (M t Y (t)) 2 dt .
The multidimensional case
We now proceed to the multidimensional case. In the following we let H 1 , . . . , H N be N numbers (Hurst coefficients) in (0, 1) and we put
With (Ω, µ) as in § 2 we let (Ω 1 , µ 1 ), . . . , (Ω N , µ N ) be N copies of (Ω, µ) and we put
Then the N -dimensional FBM with Hurst vector H = (H 1 , . . . , H N ) is defined by
is a one-dimensional FBM with Hurst coefficient H k ∈ (0, 1), k = 1, . . . , N. Thus B (H) (t) consists of N independent one-dimensional FBMs
We let J N be the set of all N -tuples
) ∈ J for all j = 1, . . . , N, and we put
Then the family {H α } α∈J N constitutes an orthogonal basis for L 2 (µ) and
Therefore, every F ∈ L 2 (µ) has a chaos expansion
Therefore, if we choose 
1,2 , we define the fractional stochastic derivative of F in direction n (n = 1, 2, . . . , N) by Note that by (6.12) we have
1,2 , where as before λ denotes Lebesgue measure on R.
As in the one-dimensional case we extend this to F ∈ (S) * by setting
i H α−ε (n,i) (ω)e i (t) (6.15) (see definition 4.6). We now give the multidimensional versions of the results of § 5. These results can either be obtained similarly to those in § 5, or by reducing to the one-dimensional cases, and we therefore omit the proofs.
Proposition 6.4 (differentiation). Let F ∈ (S)
* . Then 
Theorem 6.8 (the multidimensional fractional Itô isometry). Let
(6.21)
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