Abstract In this paper, we present some second-order sufficient conditions in terms of the Demyanov-Pevnyi's second-order directional derivatives for efficiency of C 1 vector optimization problems with constraints. Our results improve and generalize conditions obtained by various authors in recent papers.
Introduction and Preliminaries
The study of optimality conditions is one of the most important issue in optimization theory. It is well-known that the first-order optimality conditions are usually not sufficient for optimality except for convex optimization problems. The secondorder optimality conditions not only complement first-order ones in eliminating non-optimal solutions, but they also give us criteria in recognizing the optimality at a given feasible solution. For C 2 (i.e. twice continuously differentiable) constrained optimization problems, the positive definiteness of the Hessian of the associated Lagrangian function on the null-space of the gradient mappings at a stationary point of the active constraints is a sufficient condition for the optimality at this point; see [1, 4] . For non-C 2 -smooth problems, to obtain the second-order optimality conditions, many different kinds of generalized second-order directional derivatives have been proposed; see, for example, [5, 6, 8, 12, 13, 15, 16, [19] [20] [21] 23, 26, 27] . One of them is the well-known Demyanov-Pevnyi second-order directional derivative; see [6] . The second-order directional derivative defined by Demyanov and Pevnyi was recognized as an effective tool in studying second-order optimality conditions of nonsmooth optimization problems; see, for example, [2, 3, 11, 18, 24] .
Assume that φ : R n → R is a differentiable function at x ∈ X, where X is a nonempty and open subset of R n . The second-order directional derivative (in the sense of Demyanov-Pevnyi) of φ at x in the direction d ∈ R n is defined by
If φ ′′ (x; d) exists and it is finite, then φ is called second-order directionally differentiable at x in the direction d. In [2, 3] , Ben-Tal and Zowe showed that the second-order directional derivative (in the sense of Demyanov-Pevnyi) exists for a general class of nonsmooth functions arising in applications, for example, the discrete l 1 function, the discrete max function, the exact penalty function, and the exterior penalty function. Furthermore, the authors also gave explicit formulae to calculate the second-order directional derivatives of these functions; see [3, Section 3] .
In [3] , Ben-Tal and Zowe established some second-order sufficient conditions in terms of the Demyanov-Pevnyi's second-order directional derivative for strict local minimizers of unconstrained scalar optimization problems with C 1,1 (i.e. continuously differentiable with locally Lipschitz gradients) data. Thereafter, Ginchev and Ivanov [11, Theorem 9] extended these results to scalar constrained optimization problems. Moreover, by using suitable generalized convex assumptions, the authors obtained some second-order sufficient conditions for a point to be a global minimizer. Recently, by using the second-order directional derivative in the sense of Hadamard, Jiménez and Novo [18] obtained some sufficient conditions for strict local efficient solution of order 2 of vector optimization problems with constraints. As shown in [18, Section 2] , the second-order Hadamard directional differentiability implies the second-order directional differentiability in the sense of Demyanov-Pevnyi, but not vice versa.
Motivated by the works reported in [3, 11, 18] , in this paper, we establish some second-order sufficient optimality conditions in terms of the Demyanov-Pevnyi's second-order directional derivatives for efficiency of the following constrained vec-tor optimization problem
. . , p} is the nonnegative orthant of R p , X is a nonempty open subset of R n , f j , j ∈ J := {1, . . . , p}, and g i , i ∈ I := {1, . . . , m}, are C 1 (i.e., continuously differentiable) real-valued functions defined on X. The obtained results improve the corresponding results of Ginchev and Ivanov [11, , of Jiménez and Novo [18, Theorem 5.9] , and modify an incorrect result in [24, Theorem 5] .
The organization of the paper is as follows. In the rest of this section, we recall some basic definitions and facts that we need later on. Section 2 is devoted to investigate second-order sufficient conditions of Fritz-John type for a strict local efficient solution of order 2 of (VP). In Section 3, we establish some second-order sufficient conditions of Karush-Kuhn-Tucker type and Fritz-John one for global efficiency of (VP) under suitable generalized convex assumptions.
In the sequel, we use the following notation and terminology. Fix n ∈ N := {1, 2, . . .} and abbreviate (x 1 , x 2 , . . . , x n ) by x. The space R n is equipped with the usual scalar product ·, · and the corresponding Euclidean norm · . The unit sphere in R n is denoted by S n . We denote by B(x, δ) the open ball centered at x and radius δ.
Let Ω be a nonempty and closed subset in R n andx ∈ Ω. The tangent cone to Ω atx is defined by
It is well-known that for each x ∈ S n , we have
where x ⊥ := {u ∈ R n : x, u = 0}. For a, b ∈ R p , by a ≦ b, we mean a j ≦ b j for all j ∈ J ; by a ≤ b, we mean a ≦ b and a = b; and by a < b, we mean a j < b j for all j ∈ J . Definition 1.1 (see [7, 17] ) Letx ∈ F . We say that:
[(i)] 1.x is a global weak efficient solution (resp., global efficient solution, strict global efficient solution) of problem (VP) if there is no
x is a strict global efficient solution of order 2 of problem (VP) if there exists a constant α > 0 such that
3.x is a local weak efficient solution (resp., local efficient solution, strict local efficient solution, strict local efficient solution of order 2) of problem (VP) if it is a global weak efficient solution (resp., global efficient solution, strict global efficient solution, strict global efficient solution of order 2) of the considered problem with the constraint set U ∩ F , where U is some neighborhood ofx.
Fixx ∈ F , the active index set atx is defined by I(x) := {i ∈ I :
We say that d is a critical direction of problem (VP) atx if
The set of all critical direction of problem (VP) atx is denoted by C(x). For each d ∈ C(x), put
The following lemmas will be needed in the sequel.
Lemma 1.1 (see [24, Lemma 3] ) Let φ : X ⊂ R n → R be a differentiable function, where X is a nonempty and open set and suppose that φ is second-order directionally differentiable atx ∈ X in the direction d ∈ R n . Then, for t > 0 small enough, it holds 
2 Sufficient conditions for a strict local efficient solution of order 2
In this section, we focus on deriving sufficient optimality conditions of Fritz-John type for a local strict efficient solution of order 2 of (VP). The main result is as follows.
Theorem 2.1 Letx be a feasible point of (VP).
, the following conditions (I) and (II) are fulfilled, thenx is a strict local efficient solution of order 2 of problem (VP).
(II). max
Proof On the contrary, suppose thatx is not a strict local efficient solution of order 2 of (VP). Then, by Lemma 1.2, there exist sequences
Hence, for each j ∈ J and k ∈ N, we have
where
any loss of generality, we may assume that {d
We claim that d ∈ C(f ;x). Indeed, for each j ∈ J and k ∈ N, we have
By the Mean Value Theorem for differentiable functions, there exists ξ
By Lemma 1.1, we have
Hence, by (5), we have
This implies that
as required.
By Lemma 1.1 and the Mean Value Theorem for differentiable functions, for each i ∈ I(x) and k ∈ N, there exists η
Let (µ, λ) ∈ R p + × R m + be a nonzero Lagrange multiplier satisfying conditions (1)-(3). Now, multiplying (6) by µ j and (7) by λ i and summing the inequations obtained, we obtain
Since (1) and (3), we see that (8) is equivalent to
For each k ∈ N, put r k :
. By the boundedness of {w k }, without any loss of generality, we may assume that {w k } converges to some w ∈ R n with w = 1. We now rewrite (9) as follows:
By passing to a subsequence if necessary, we may consider three cases of the sequence r k t k as follows.
Dividing the two sides of (10) by
Letting k → ∞ in (11), we obtain
By (1), we have
again contrary to (2) . (6) and (7), we obtain
for all j ∈ J , i ∈ I(x), and k ∈ N. We claim that w ∈ C(x; d)∩d
Letting k → ∞ in (14), we obtain ∇g i (x), w ≦ 0 for all i ∈ I(x, d). Consequently,
Letting k → ∞ in (15), we have ∇f j (x), w ≦ 0 for all j ∈ J (x; d). Therefore, Recall that a function φ ∈ C 1 (X) is called second-order Hadamard directional differentiable atx ∈ X in the direction d ∈ R n if there exists
The (1)- (3), thenx is a strict local efficient solution of order 2 of problem (VP). Consequently, if f j , j ∈ J , g i , i ∈ I(x), are of class C 1,1 (X), we can remove condition (4) (1)- (3) are not sufficient for a pointx to be a strict local efficient solution of order 2 of scalar optimization problems with C 1 data only. Therefore condition (4) cannot be dropped in the formulation of Theorem 2.1, if there is not any other additional condition.
→ R, and X be defined by
Clearly,
and the feasible set of (VP) is
By simple calculations, one has
Since ∇f 1 (x) = (0, 1) T , ∇f 2 (x) = (1, 0) T and ∇g(x) = (0, −1) T , we have
Thus we can choose (µ 1 , µ 2 , λ) = (1, 0, 1) satisfying all conditions (1)-(3). Besides, we see that In fact, we can check that ∇f 1 (·) is not stable atx and d 2 f 1 (x; d) does not exist for all d ∈ C(x) \ {0}. Thus [18, Theorem 5.9 ] cannot be applied for this example.
Sufficient conditions for global efficiency
In this section, under suitable convex assumptions, we introduce some secondorder sufficient conditions of Karush-Kuhn-Tucker type and Fritz-John one for global efficiency of (VP). In order to formulate these results, we first recall some concepts of generalized convexity from [10, 11, 14, 22] . Definition 3.1 (see [22] ) Let φ : X → R be a real-valued function andx ∈ X. The function φ is said to be quasiconvex atx (with respect to X) if the conditions y ∈ X, φ(y) ≦ φ(x), t ∈ [0, 1], (1 − t)x + ty ∈ X imply φ(x + t(y −x)) ≦ φ(x). If φ is quasiconvex at every x ∈ X, then we say that φ is quasiconvex on X.
The following result is well-known and it could be found in [22, Theorem 9.1.4].
Lemma 3.1 Let φ : X → R be a function defined on X which is both differentiable and quasiconvex atx. Then the following implication holds:
Definition 3.2 (see [25] ) Suppose that the function φ : X → R is differentiable atx ∈ X. We say that φ is pseudoconvex atx if y ∈ X and φ(y) < φ(x) imply ∇φ(x), y −x < 0.
Definition 3.3 (see [9] ) Let φ : X → R be a differentiable function atx ∈ X. Suppose that φ is second-order directionally differentiable atx in every direction y −x such that y ∈ X, φ(y) < φ(x), ∇φ(x), y −x = 0. We say that φ is secondorder pseudoconvex (for short, 2-pseudoconvex) atx if, for all y ∈ X, the following implications hold:
φ(y) < φ(x) and ∇φ(x), y −x = 0 imply φ ′′ (x, y −x) < 0. This implies that φ is 2-pseudoconvex atx.
The following result gives sufficient conditions of Karush-Kuhn-Tucker type for a global weak efficient solution of (VP) and generalizes [11, Theorem 1] to the vector optimization case.
Theorem 3.1 Letx be a feasible point of (VP). Suppose that f j , j ∈ J , g i , i ∈ I(x) are second-order directionally differentiable atx in every critical direction
thenx is a global weak efficient solution of (VP).
Proof Assume the contrary that there exists x ∈ F satisfying f (x) < f (x), i.e., f j (x) < f j (x) for all j ∈ J . We claim that x −x is a critical direction atx. By the 2-pseudoconvexity of f j , we have ∇f j (x), x −x ≦ 0 for all j ∈ J . From the quasiconvexity of g i and g i (x) ≦ g i (x), i ∈ I(x), we have ∇g i (x), x −x ≦ 0 for all i ∈ I(x). Thus, x −x is a critical direction atx. By the assumptions of the theorem, there exist µ ∈ R p + \ {0} and λ ∈ R m + satisfying conditions (17)- (19) . Clearly, λ i = 0 when i / ∈ I(x). Since x −x ∈ C(x) and (17), we have
Denote supp µ := {j ∈ J : µ j > 0} and supp λ := {i ∈ I : λ i > 0}.
Clearly, supp µ = ∅ and supp λ ⊂ I(x). Since (20), we have
By the 2-pseudoconvexity of f j , one has f ′′ j (x, x −x) < 0 for all j ∈ supp µ. Moreover, by the quasiconvexity of g i , we have g i (x + t(x −x)) ≦ 0 for all t ∈ [0, 1] and i ∈ I(x). It follows that
contrary to (18) . ✷
The following example illustrates Theorem 3.1.
Example 3.1 Consider the following linear vector optimization problem:
The constraint function g is linear, therefore quasiconvex. An easy computation shows that f 1 and f 2 are 2-pseudoconvex atx. Since ∇f 1 (x) = (1, 0) T , ∇f 2 (x) = (0, 1)
T and ∇g(x) = (0, −1) T , we have
For each d ∈ C(x), we can choose µ 1 = 0, µ 2 = 1 and λ = 1 satisfying conditions (17)- (19) . By Theorem 3.1,x is a global weak efficient solution of (LVP).
By introducing the concept of strictly 2-pseudoconvex function, Ginchev and Ivanov [11, Theorems 3 and 4] presented some sufficient optimality conditions for strict global solutions of scalar optimization problems. We recall here the definition of strictly 2-pseudoconvex functions.
Definition 3.4 Suppose that φ : X → R is a differentiable function atx ∈ X and second-order directionally differentiable at this point in every direction y −x such that y ∈ X, φ(y) ≦ φ(x), ∇φ(x), y −x = 0. We say that φ is strictly 2-pseudoconvex atx if, for all y ∈ X, y =x, the following implications hold:
φ(y) ≦ φ(x) and ∇φ(x), y −x = 0 imply φ ′′ (x, y −x) < 0.
It follows from this definition that every strictly 2-pseudoconvex function is 2-pseudoconvex. The converse does not hold. For example, the function f 1 in Example 3.1 is 2-pseudoconvex atx = (0, 0) but not strictly 2-pseudoconvex. Indeed, for y = (0, 1), we have f 1 (y) = f 1 (x), ∇f 1 (x), y = 0, and f ′′ 1 (x; y−x) = 0. Thus, f 1 is not strictly 2-pseudoconvex atx. We also see thatx is not a strict global efficient solution of (LVP). Therefore the sufficient conditions of Theorem 3.1 do not guarantee for a strict global efficient solution even for linear vector optimization problems. A natural question arises: How does one obtain sufficient optimality conditions for strict global efficient solutions of (VP)? The rest of this section is aimed at solving the problem.
The following result gives sufficient conditions of Karush-Kuhn-Tucker type for a strict global efficient solution of (VP) under the assumptions that the objective functions are strictly 2-pseudoconvex and the constraint functions are quasiconvex.
Theorem 3.2 Letx be a feasible point of (VP). Suppose that f j , j ∈ J , g i , i ∈ I(x) are second-order directionally differentiable atx in every critical direction d ∈ C(x), f j , j ∈ J , are strictly 2-pseudoconvex atx, g i , i ∈ I(x) are quasiconvex atx. If for each d ∈ C(x), there exist µ ∈ R p + \{0} and λ ∈ R m + satisfying conditions (17)- (19) , thenx is a strict global efficient solution of (VP).
Proof The proof is quiet similar to that of the proof of Theorem 3.1, so omitted. ✷ The next result gives sufficient conditions of Fritz-John type for a strict global efficient solution of (VP) with strictly 2-pseudoconvex data and extends [11, Theorem 4] to the vector case. Theorem 3.3 Letx be a feasible point of (VP). Suppose that f j , j ∈ J , g i , i ∈ I(x) are second-order directionally differentiable atx in every critical direction (17)- (19), thenx is a strict global efficient solution of (VP).
Proof Arguing by contradiction, suppose that there exists x ∈ F such that x =x and f (x) ≦ f (x). An analysis similar to the one made in the proof of Theorem 3.1 shows that x −x ∈ C(x). Let (µ, λ) ∈ R p + × R m + be a nonzero Lagrange multiplier satisfying conditions (17)- (19) . Then we have
where supp µ and supp λ are defined as in (21) . By the strictly 2-pseudoconvexity of f j , j ∈ J , g i , i ∈ I(x), atx, we have
Since (µ, λ) = 0, it follows that supp µ ∪ supp λ = ∅.
We now introduce sufficient conditions of Karush-Kuhn-Tucker type for a strict global efficient solution of (VP) with quasiconvex data.
Theorem 3.4 Letx be a feasible point of (VP) and the functions f j , j ∈ J , g i ,
thenx is a strict global efficient solution of (VP).
Proof The proof is indirect. Suppose thatx is not a strict global efficient solution of (VP). Then, there exists x ∈ F such that x =x and f (x) ≦ f (x). This implies that
By Lemma 3.1 and the quasiconvexity of f j and g i atx, we have
is a nonzero critical direction atx. Using the assumptions of the theorem we deduce that there exist µ ∈ R p + \ {0} and λ ∈ R m + satisfying conditions (22)- (24) . For each j ∈ J , again by the quasiconvexity of f j , we have
By Lemma 1.1, for all t > 0 small enough, one has
Consequently,
for all t > 0 small enough and j ∈ J . Similarly, for each i ∈ I(x) and t > 0 small enough, we have
Now multiplying (25) by µ j and (26) by λ i and then adding, we get
From this and (22) Definition 3.5 (see [14] ) Suppose that the function φ : X → R is differentiable atx ∈ X. We say that φ is quasiinvex atx ∈ X with respect to η( · ,x) : X → R if the following condition holds:
(y ∈ X, φ(y) ≦ φ(x)) =⇒ ∇φ(x), η(y,x) ≦ 0.
Remark 3.2 We have the following observations:
-We note here that the concepts of quasiinvex functions and quasiconvex functions can be very different. For example, let φ(x) = x 3 for all x ∈ R andx = 0. Since ∇φ(x) = 0, φ is quasiinvex atx with respect to any function η( · ,x). Moreover, it is easy to check that φ is quasiconvex atx. Thus, if φ(y) ≦ φ(x), then φ(x + t(y −x)) ≦ φ(x), ∀t ∈ [0, 1].
This property does not hold for quasiinvex functions. Indeed, let η(y,x) = −y −x for all y ∈ R. Then, φ is quasiinvex atx with respect to η( · ,x). However, for y = −1, we see that φ(y) < φ(x) and φ(x + tη(y,x)) = t 3 > φ(x), ∀t > 0.
-The following example indicates that if the quasiconvexity of the objective functions and the active constraint functions is replaced by the quasiinvexity of these functions, then Theorem 3.4 may not be valid. This shows that Theorem 5 in [24] is not correct.
Example 3.2 Consider the following problem:
s. t. x ∈ F := {x ∈ R : g(x) ≦ 0}, where f, g : → R are two functions defined by f (x) := −x 3 , g(x) := −x 3 + x 2 , ∀x ∈ R.
Obvioulyx := 0 ∈ F . Since ∇f (x) = 0 and ∇g(x) = 0, we have that f and g are quasiinvex atx with respect to any function η( · ,x). However, the function g is not quasiconvex atx. Indeed, for x = 1, we have g(x) = g(x) and g(x + t(x −x)) = t 2 (1 − t) > g(x), ∀t ∈ (0, 1)
as required. Clearly, C(x) = R. We can choose the same Lagrange multipliers µ ∈ R + \ {0} and λ ∈ R + satisfying conditions (22)- (24) for all critical directions d ∈ C(x) \ {0}; for example, (µ, λ) = (1, 1). However, since x = 1 ∈ F and f (1) < f (x),x is not a global minimum solution of f on F . This shows that [24, Theorem 5] is not correct even for scalar optimization problems with C 2 data.
