Abstract. Abstract summarization of conversations is a very challenging task that requires full understanding of the dialog turns, their roles and relationships in the conversations. We present an efficient system, derived from a fullyfledged text analysis system that performs the necessary linguistic analysis of turns in conversations and provides useful argumentative labels to build synthetic abstractive summaries of conversations.
Introduction
We consider an open problem in Natural Language Processing (or Computational Linguistics) that is the generation of text summaries from voice communication that is spoken dialogs occurring between two or more people. Voice communications can happen either during face-to-face encounters or when parties are remotely connected and using communication services such as VoIP, teleconferencing or just telephones. In this work, we start from the assumption that voice communication can perfectly transcribed and that transcription is segmented into turns assigned to each speaking participants. While this assumption might seem restrictive, most of corpora of voice communications are of this kind. Moreover, the cost of transcribing speech is far lower than the cost of summarization. The problem of automatic transcription of voice communication is beyond the scope of this work. However, the algorithm we present has characteristics that make it robust with respect to speech disfluency, either naturally occurring or generated from recognition errors of automatic transcription systems.
Automatic summarization of voice communications would be a very useful tool that allows enterprises in extracting knowledge from meeting records and integrating this knowledge into corporate knowledge bases for future access by questionanswering. For instance, one could ask the system questions like "why this decision was made" or "who rejected the proposal made by XX?" or "How the decision of doing X impacted the progress of the project Y?" While very likely to be asked by user of meeting recording systems [1], these kinds of question are very hard to answer because one has to consider several meetings and know about the context of these meetings (e.g. the projects, the people, the roles, the duties, the agenda, the corporate policies and strategies). Moreover, it requires a deep understanding of the meeting situations such as its dynamics, the rules of order adopted, the specific language used, and the culture-specific rituals.
Producing automatic summaries of meeting would benefit the enterprise because it would turn implicit and tacit information into explicit, actionable knowledge. It would save time because people who did not attend the meeting could have a quick insightful glimpse of what happened during the meeting without having to replay the whole recording with a meeting browser [2] . In more general terms, this approach to summarization of spoken data would be also beneficial to cope with information overload arising from many audio-visual data on TV channels and on the Internet such as broadcasted news, talk shows, podcasts, webinars, etc.
Related Work
The problem of automatic speech summarization was initially investigated in the 80' in the context of several DARPA projects [3] . Automatic summarization of meetings has been typically approached in a so-called "extractive" fashion that is by extracting excerpts of the dialogs and by assembling them into a hopefully coherent text [4, 5] .
In fact, this method has severe limitations due to the intrinsic characteristics of the source data: conversations are not as coherent as ordinary narrative text (such as news or scientific articles) and obtaining a coherent text from conversations is practically impossible using the extractive approach. Any system that performs extractive summarization must be evaluated against human-annotated test datasets. As pointed out in [6], inter-annotator agreement is very low for this type of task, which makes test data nearly useless for evaluation. Intuitively, selecting salient content from conversations is a really difficult task and subjective selection of excerpts leads to fairly different results. Moreover, the proposed solutions for extractive summarization of meetings have already reached their qualitative upper bounds [7] .
Abstractive summarization of dialogs has only been recently considered as an important challenge in several research projects among which the IM2 1 project, ICSI Meeting Recorder 2 project, the European FP6 AMI 3 project, and the DARPA's CALO 4 project. At the beginning, these projects mainly focused on the first (and simplest) part of the problem that is capturing and storing the multimodal events occurring during a voice communications and provide a multimedia record of the events. This record includes aligned media such as audio, video, speech transcription, pointers to document used, gestures, gaze and additional information such as the emotional status of the speakers (involved, bored, etc.). These types of information are indeed very useful for the subsequent step of analysis whose goal is to provide an
