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SUMMARY
The compact disc (CD) and digital versatile disc (DVD) are two types of binary optical
data storage systems that have become industry standards. Recent attempts to increase the
capacity of those systems have explored the use of multilevel recording instead of binary
recording. Systems that achieve an increase in capacity of about three times that of con-
ventional CD have been proposed and are being considered for production. Marks in these
systems are multilevel and fixed-length as opposed to binary and variable length in CD
and DVD. Here, we study the modeling and implementation of multilevel optical data stor-
age. The main objective of this work is to evaluate the performance of multilevel (M-ary)
runlength-limited (RLL) coded sequences in optical data storage. This is accomplished by
dividing the research into three major areas.
First, the waterfilling capacity of a multilevel optical recording channel (M-ary ORC) is
derived and evaluated, providing insight into what kind of user bit densities are achievable
as well as a theoretical limit against which simulated systems can be compared. The model
is kept as general as possible. Therefore, the results apply to a variety of recording options.
The next step is to evaluate the performance of RLL codes on the M-ary ORC. To
accomplish this, a more specific channel model is taken into account, one that includes the
runlength constraint in the transmitted signal. The performance of these codes is evaluated
and compared to the theoretical limits. We also compare the performance of specific RLL
codes, namely M-ary permutation codes, to that of real systems using multilevel fixed-
length marks for recording. The Viterbi detector is used to estimate the original recorded
symbols from the readout signal.
We then include error correction in the system, while signaling with M-ary RLL codes.
xii
Error correction is used to reduce the probability of symbol shifts in the readout signal, the
leading cause of errors in RLL coded sequences. We use a combined ECC/RLL code for
phrase encoding. We evaluate the use of trellis coded modulation (TCM) for amplitude en-
coding. The detection of the readout signal is also studied. In particular, a post-processing
algorithm for the Viterbi detector is introduced. This algorithm ensures that the detected
word satisfies the code constraints. Specifying the codes and detector for the M-ary ORC
gives a complete system whose performance can be compared to that of the recently devel-




Information storage and retrieval is an important segment of the communications industry.
Research efforts have concentrated on providing an inexpensive, highly portable and high
capacity method for data storage. Two main types of recording media have emerged as the
most used methods for storage: magnetic and optical. Optical recording uses disks which
are imprinted with information bits. An optical laser is then used to read the information
stored in the disks. These disks are inexpensive to manufacture, portable, robust and until
recently had larger capacities than portable magnetic media. To maintain their competitive
advantage over magnetic media with their always increasing capacity, it is of interest to
increase the capacity of optical disks. This is the motivation of this research, to evaluate
the use of M-ary runlength-limited codes as a mean to increase the capacity of an optical
disk. To understand how this can be achieved, it is first of interest to know how information
is stored in the disks.
Traditionally, optical and magnetic recording channels have been of the saturation type,
which limits the recorded information to binary values. Conventional optical recording
systems like the compact disc (CD) and digital versatile disc (DVD) were developed under
this constraint. They use binary signaling in conjunction with runlength-limited (RLL)
codes. In a binary runlength-limited code each one in the sequence is followed by at least
d and at most k zeros. The d constraint is imposed to reduce intersymbol interference in
the system. In addition it can be used to provide an effective increase in the recording
density. The k constraint is present to enable timing recovery directly from the recorded
signal [21, 24].
The combination of binary signaling with runlength-limited codes can be essentially
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seen as a pulse width modulation (PWM) scheme, where information is conveyed in the
length of the marks on the disc and the spacing between them. The dominant source of
errors in these systems is jitter, producing variations in the pulse widths of the recorded
waveforms [25]. To correct errors in the system, error control codes (ECC) codes are used
as an outer code. Then, the overall system is a serial concatenation of an outer ECC code
with an inner RLL modulation code, as shown in Figure 1. In CD, the ECC code is a cross
interleaved Reed Solomon code (CIRC), while in DVD it is a Reed Solomon product code
(RS-PC). The inner RLL code is either Eight to Fourteen Modulation (EFM) for CD or
EFM Plus for DVD.
Increasing storage density using binary signaling (without changes to the optical or me-
chanical parameters of the system) requires more information in the pulse widths, which is
very difficult because of the inherent jitter limitations. However, if the optical and mechan-
ical parameters of the system can be varied, then the storage density can be increased more
easily. This is the approach taken in Blu-ray [12], a new technology that increases capacity
to about five times that achievable by DVD recordings. This technology uses a blue laser
and lenses of a higher numerical aperture for readout. This allows a tighter focus of the
laser spot on the disk. Therefore, information can be stored on the disk with smaller marks
and tighter track spacing. The main disadvantage of this approach is that new disk drives
are required for readout, since the parameters of the laser and focusing lens are distinct
from those of the industry standards.
Amplitude variations in the signal are not the major source of random noise in optical
data storage systems. Therefore, one could envision encoding information in the amplitude
of the signal, if the medium allows it. This is not possible with saturation-type channels,
unless fixed-length marks are used. The saturation nature of the media only allows two
states to exist. Therefore, only binary signals can be recorded. However, recent research













Figure 1: A model of a recording channel as a communication system.
These new media have led to research and implementations of systems storing non-
binary (M-ary) signals using fixed-length, pulse amplitude modulation (PAM), in an at-
tempt to store more information per unit area. Systems employing M  8 and M  12
levels and fixed-length marks on conventional and custom write-once and re-writable op-
tical discs that achieve 2.5 bits/0.6 micron mark have been reported [32, 36, 37]. Typical
CD systems achieve about a density of about 1.5 bits/0.6 micron mark. The media in these
systems are compatible with CD-R and CD-RW. This means the recorded marks are still
binary (saturation type recordings). However, the recording pattern in the mark reads out
like a multilevel signal. This is accomplished by recording marks of different sizes and
shapes within a fixed-length mark period. The write-once and re-writable optical discs are
highly nonlinear. Nonlinear precompensation is used to linearize the channel so conven-
tional coding and signal processing for a linear bandlimited channel can be employed [31].
These fixed-length mark systems are characterized by the fact that there is no inner mod-
ulation code. The outer ECC codes in these systems are not RS codes; instead, systems
with trellis coded modulation (TCM) and Turbo codes have been proposed. We will refer
to these type of systems as Multilevel (ML) CD-RW.
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ML CD-RW provides about a threefold increase in the capacity of a CD. The large num-
ber of amplitude levels required to do this cause the eye opening between levels to close
down and heavy coding is required to correct errors, see Figure 2. If less levels are used
then the eye openings in the eye diagram will be larger, reducing the number of detection
errors. However, the reduction in levels causes a reduction in the bit density. The question
then is can these improvements be increased by encoding information in the length of the
marks recorded, as well as, in the amplitude of those marks? Essentially, can a combina-
tion of the traditional optical recording technique (RLL codes) with multilevel signaling
provide a further increase in the information density of the new system? The advantage of
combining RLL codes with multilevel signaling is that fewer amplitude levels are required
to achieve the same density increase, since information is also encoded in the length of
the marks. A recording system that can accommodate multilevel RLL signals has already
been introduced in the literature [51]. It differs from the previous optical data storage sys-
tems in that it does not use a saturation type media. Therefore, this research addresses
the coding and signal processing issues with implementing a multilevel runlength-limited
system for data recording. To do so requires the use of M-ary
 
d  k  constrained codes or 
M  d  k  codes, which were first introduced in [44]. Most   M  d  k  codes do not provide
any error-correction capabilities. In general, they act solely as modulation codes. There-
fore, a concatenation of an ECC code and an
 
M  d  k  code is required to achieve good
performance.
The concatenation of the ECC and RLL code can be done in more than one way. Fig-
ure 1 showed the traditional approach, an outer ECC code and an inner RLL code. In [1]
the performance of reverse concatenation is evaluated for magnetic recording. Reverse
concatenation consists of using an outer RLL code and an inner ECC code. The inner
ECC code is systematic in order to maintain the constraints of the RLL code. This type
of system requires a separate RLL encoder for the parity symbols. Another approach is to
use one code that is both an RLL and an ECC code. The main advantage of this approach
4
Figure 2: Eye diagram for ML CD-RW [54].
is that only one encoder/decoder is required. In this work we evaluate the traditional ap-
proach, although we only consider the performance of the RLL code. We then evaluate the
performance of a code that combines RLL and ECC encoding.
So far, we have discussed the first of the two key aspects of an optical recording system,
encoding the signal. Now we must address the issue of signal detection, how to recover
the information signal stored on the disc. The first detection methods for binary RLL
sequences employed a peak detection circuit. This circuit is the one originally used in CD
players. It detects zero crossings in the derivative of the recorded signal to find the peaks
in the recorded signal. At the point a peak is found, the circuit records a transition in a
mark. After the peak detector, the RLL code (EFM) is demodulated and CIRC decoding is
performed [2, 50]. The peak detector is simple and easy to implement. Its main drawback
is performance degradation for high user bit densities.
The first implementations of M-ary optical recording systems use more sophisticated
detection methods. In particular, a concatenation of a whitened matched filter with a zero
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forcing linear equalizer (ZF-LE) is used in [32]. The whitened matched filter is used be-
cause it provides a set of sufficient statistics for signal detection [28]. The ZF-LE is used be-
cause it is a simple, computationally efficient algorithm that provides optimal performance
for this particular case. It is well known that when the noise is white the performance of the
ZF-LE degrades. However, for these M-ary optical recording systems the noise is colored
by the channel. Therefore, there is no degradation in the performance of the ZF-LE. In
fact, this is the one situation in which the performance of a ZF-LE is optimum. After the
ZF-LE, the ECC code is decoded.
The detection of the concatenated ECC and
 
M  d  k  codes is addressed in this work. A
whitened matched filter (WMF) front end is used to provide a sufficient-statistics discrete-
time (SSDT) channel model. Detection is performed using the Viterbi algorithm [49]. The
trellis used in the Viterbi algorithm is that of the intersymbol-interference (ISI) channel ob-
tained from the WMF front end. The trellis can also incorporate some of the constraints of
the
 
M  d  k  code. In particular, states that do not satisfy the d constraint can be eliminated.
This reduces the complexity of the algorithm by removing states and transitions from the
trellis. However, there is no simple procedure to incorporate the k constraint into the trellis.
The Viterbi algorithm does not always output a codeword of the
 
M  d  k  code being used;
instead it only ensures that the detected word satisfies the d constraint. For this reason, a
post-processing algorithm needs to be implemented to ensure that the detected codeword
belongs to the codebook of the
 
M  d  k  code being used and satisfies the k constraint. This
work introduces a particular implementation of the post-processing algorithm.
This dissertation is organized as follows. Chapter 2 presents background information on
recording on optical disks. An introduction to saturation-type recording is given. Mainly,
a discussion on CD, DVD and Blu-ray is presented. We give an explanation on how an in-
crease in capacity is achieved with each new standard. Then, an introduction into multilevel
recording on optical disks is given. We analyze multilevel recording on saturation-type
disks. The particular approach to encoding, decoding and detection used in real systems
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is discussed. Multilevel recording on optical disks, especially the system in [51], is intro-
duced. An introduction to
 
M  d  k  codes is also included in this chapter. It deals with
the basics of
 
M  d  k  codes, introducing some of the different types of   M  d  k  encoding
methods. The advantages and disadvantages of each method are presented. This analysis
is used to select adequate
 
M  d  k  encoding methods for the combined ECC/RLL system.
Finally, a brief discussion on detection methods used in optical disk recording channels is
given. Once again, the advantages and disadvantages of each method are described.
Chapter 3 presents a model for the optical recording channel. We discuss specific model
issues, such as the selection of the modulation transfer function for the channel frequency
response. The noise model used is also introduced and the physical processes behind the
noise model are discussed. A continuous-time channel model is introduced first. It provides
the maximum attainable capacity, if a way to record continuous marks on optical discs can
be found. Then we specialize to the discrete-time model. This model is a more accurate
representation of the recording process on an optical disk. For both models channel capac-
ity is calculated. Plots of SNR vs. capacity are shown for different values of the important
system parameters.
Chapter 4 introduces the sufficient statistics discrete-time (SSDT) model for both fixed-
length and variable-length recording. This models transform our channel models into sim-
ple finite-impulse response channels with additive white Gaussian noise. The FIR channel
is then used to generate a trellis for Viterbi detection of the signals recorded on the channel.
The variable-length signals are generated from an M-ary permutation code, whose param-
eters are included in the detection trellis. The performance of the uncoded system and an
M-ary RLL coded system are presented. This performance is compared to the achievable
capacity, from chapter 3.
In Chapter 5, a complete system using permutation codes is presented. We discuss
the disadvantage of combining permutation codes with Viterbi detection. Two alternative
approaches for detection are discussed. Both are discarded as viable alternatives due to their
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complexity. However, their discussion is important since they motivate the final approach
used for detection in this work. This chapter also introduces a complete system using
combined error-correcting codes (ECC) and RLL codes. Two code construction techniques
for combined ECC/RLL codes are presented. We discuss the advantages and disadvantages
of each method, and select the one that we believe will provide the best performance. The
performance of the system is evaluated. It is observed that for high user bit densities the
detection with the Viterbi detector needs to be modified to improve performance. Finally, a
post-processing algorithm for the Viterbi detector is introduced. This algorithm guarantees
that the output of the detector is a valid codeword in our combined ECC/RLL code. We
show how system performance is dramatically improved by the use of the post-processing
algorithm. A categorization of the type of detection errors in the system is performed. An
evaluation of this analysis leads us to believe that ECC encoding on the amplitude signal
can further decrease the error rate.
Chapter 6 introduces amplitude encoding. We use trellis coded modulation (TCM) as
our error-correcting code. We implement two TCM codes for M  5. Both codes use
convolutional encoders to select the encoded symbols from the M-ary alphabet. The first
code encodes two amplitude symbols at a time, the second code four amplitude symbols
at a time. A complete description of the code details is given. We specify how we obtain
soft-information for the amplitudes from the noisy readout sequence. We discuss the TCM
decoder, which is a modified version of the Viterbi detector normally used for TCM decod-
ing. The modification is necessary because our soft-information is based on the channel
symbols and not on the alphabet used to design our code. Performance is evaluated for
two user bit densities. A discussion of the results provides insight into when the use of
amplitude encoding provides a performance gain. Finally, Chapter 7 is a summary of the
work presented in this document. A brief description of the contributions presented in this




This chapter introduces the different methods used for recording on optical discs. Informa-
tion on important system parameters is provided. In particular, a description on how those
parameters affect disk capacity is given. This discussion encompasses binary recording,
multilevel recording on binary media and pure multilevel systems. Binary systems have
been the traditional approach in optical recording. The information in these systems is
stored in the length of the marks written on the disk. Therefore, marks written on the disk
are of varying length. Their main limitation, the number of levels used to record marks, is
the main motivation for this work. We give a brief introduction to M-ary recording on bi-
nary optical discs. This is an alternative approach to increasing capacity. We introduce it in
this work, since we compare our performance simulations to real systems that employ this
approach. Therefore, it is important that the reader know how the physical marks on these
systems would compare to those on systems employing the coding approach introduced
here. Finally, M-ary recording in optical disks is discussed. This technology is necessary
for the implementation of the ideas presented in the following chapters. Therefore, we be-
lieve it is necessary to have an understanding of how M-ary recording can be physically
accomplished.
We also introduce M-ary RLL coding techniques. Binary RLL signals are widely used
in the recording industry, and aid in the removal of intersymbol interference (ISI) and in
timing recovery. The use of an M-ary alphabet increases the capacity of the RLL constraint.
Therefore, an understanding of the methods for code construction is required. Knowledge
of the advantages and disadvantages of each method is a must, as it will enable us to chose
the encoding method that provides the best results in our application.
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Finally, a brief introduction to the techniques used for symbol detection is given. We
start with peak detection, which was the original bit-by-bit detection method used in CD.
We then introduce some sequence detection methods that are used in more modern systems.
This discussion gives the most important characteristics of the methods that we will use in
our designed system.
2.1 Binary Optical Recording
Traditional optical recording, such as that employed in early CD-ROMs, employs a sys-
tem of pits and lands to write information on the disc. In this system, the pits and lands
representing the marks are stamped onto the disc and covered with a reflective film and
a protective layer. When the laser beam is focused on the pit, light is scattered from its
edges, reducing the reflectivity and the strength of the signal received at the photo-detector,
as seen in Figure 3. When the laser is focused on the lands, the reflectivity is high because
of the reflective covering, causing a high strength signal at the photo-detector. In this way,
pits and lands can be differentiated with ease and the marks can be read out of the disc.
Figure 4 shows a view from above the pits in a CD-ROM. It shows the measurements of
marks in the system, particularly mark length, width, and track-to-track spacing [2, 50].
The length of a mark determines how many zeros follow a one in the user signal. There-
fore, information is encoded into the mark length. In the readout process we should be able
to accurately detect the mark lengths in order to decode the user information. Therefore,
transition jitter or random displacements of the edges of a mark from their ideal position
are the dominant source of noise in these systems.
The development of CD-R and CD-RW has changed the way information is written
in discs. Disks are not physically stamped with pits and lands. Instead, the state of the
disc media changes to one of two allowable states. This change can be of two types:







Figure 3: Readout of a pit in a CD-ROM.
1.6 µm Track Spacing





Figure 4: CD-ROM pit sizes and track spacing.
discs. Here we concentrate on phase change media, since it is the technology behind CD-
RW and multilevel (ML) CD-RW.
Phase change media exist in two states of varying reflectivity. The amorphous state has
a low reflectivity, while the crystalline state is one of high reflectivity. The interchanging of
states can then be used in a manner analogous to the pit and land system, i.e., the amorphous
state represents a pit and the crystalline state a land. The readout and write processes require
a highly focused laser beam to illuminate the phase change media. The power of the laser
beam will vary, depending on the operation being performed. A low-power laser beam is
used for readout, to avoid heating the medium and causing a change in phase. For writing,
a higher power laser is used to perform the appropriate phase change in the medium [8].
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Figure 5: MTF and MTF2 for the optical recording channel.
It is of interest to make the marks (pits and lands) in the system as small as possible,
to pack more bits into the recordable surface of the optical disc. Two parameters of the
optical system directly affect the size of the mark: the laser wavelength λ and the numerical
aperture of the focusing lens NA. These parameters affect the size of the focused laser
spot. The smallest size that can be achieved is the “full width at half maximum density”
(FWHM), which is given by FWHM  0  6λ 	 NA. A smaller focused laser spot means that
we can detect smaller marks in the disk. When this happens, we can decrease the length
of marks on the disk to increase capacity. They also determine the critical frequency fc of
the frequency response of the readout channel. The critical frequency fc  2NA 	 λ is the
frequency above which the channel frequency response is zero. One possible equation for









f  the modulation transfer function (MTF). Figure 5 shows a plot of both the
MTF and the MTF2. We will use the MTF2, as our channel frequency response, in our
system model in Chapter 3 as it closely matches the frequency response of real multilevel
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Table 1: Parameters for CD, DVD and Blu-Ray.
Technology λ NA lMF Capacity RLL Code ECC Code
CD 780 nm 0.45 390 nm 700 MB EFM CIRC
DVD 680 nm 0.55 310 nm 4.7 GB EFM Plus RS-PC
Blu-ray 405 nm 0.85 120 nm 23, 25, 27 GB 17PP Picket Code
optical recording systems. With this channel frequency response, the smallest resolvable
mark size, which we will call the minimum feature (MF), has a length lMF  λ 	 4NA [29].
The underlying physics of recording in CD, DVD and Blu-Ray are the same. The
main difference between the technologies are the values of the two parameters determining
the FWHM. Table 1 gives the parameters for each of the three technologies. The laser
wavelengths for CD and DVD correspond to lasers in the red color range. The wavelength
for Blu-Ray is in the blue color range, hence the name for the technology. The reduction
in the size of the FWHM is the main reason behind the increase in capacity from one
technology to the next. This allows the use of smaller marks to record information on the
disk. Smaller marks in turn allow us to fit more marks in a disk of the same size, thus
increasing the disk capacity. Changes in coding and signal processing also provide some
increase in capacity from one technology to the next. In particular, more efficient RLL and
ECC codes provide an increase in capacity. However, most of the capacity increase comes
from the changes in λ and NA.
2.1.1 Multilevel Recording on Binary Media
Multilevel recording media, where the marks on the disk are not binary, but consist of
different levels have been presented in [20, 30, 42, 51]. Another approach to multilevel
recording is to record “multilevel” signals on binary media [32,35–37]. The physical marks
on the disk are binary. However, their size or location on the disk is different for each type
of mark so that the signal reads out as a multilevel signal. Each level is represented by a
different type of binary mark.
The approach in [35] is to write binary RLL signals and read them as multilevel signals.
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Each one of the M different pit lengths specifies a different symbol in the M level alphabet.
Then, a recorded signal with four different pit lengths provides an M-ary alphabet with
M  4. The number of levels can be increased if the pit period is shortened and a partial
response maximum likelihood (PRML) channel is used to combine two pits. The PRML
channel is physically realized by a laser that reads two pit edges at once. With this method
up to seven levels can be accomplished. Using more levels degrades the SNR in data
detection. This problem is compounded by the non-linearity introduced by the readout
process and by pattern dependence. Detection requires the use of a specialized Viterbi
detector that includes the channel non-linearity. This detector has two reference matrices
used for transition detection. Two matrices are required since the readout is different when
the laser focuses on a pit than when it focuses on a land.
Another approach is the one used in [32,36,37]. In these systems, the multilevel signal
is obtained by writing binary marks of different sizes and positions within a fixed-sized
data cell. The size of the data cell must be larger than that of a minimum feature. Typical
sizes are about one and a half times a minimum feature. This increased data cell size acts to
reduce ISI. At readout, each different mark is identified as a different level in a multilevel
signal. Figure 6 shows the process of writing multilevel signals on binary media, comparing
it to traditional binary recording. The real marks are binary. However, since there are M
different mark types, the readout signal interprets them as M different levels in an M-ary
alphabet. This is accomplished by varying the percentage of the laser power reflected by
each mark. Then, a low mark in the alphabet would reflect only a small fraction of the
readout laser power. A high mark in the alphabet would be shaped and sized in such a way
that a large percentage of the readout laser power is reflected.
A block diagram of the process of writing multilevel marks on binary media can be seen
in Figure 7. Write precompensation is necessary to reduce nonlinearities in the readout
process. This precompensation is performed in the second block in the diagram, the write







Figure 6: Comparison of marks in CD-R/RW and ML CD-R/RW.
reflectivity for written marks. These are based on the power of the laser and the times it is
on. Then, reflectivity sections of high linearity are selected and the corresponding power
levels and times are recorded. Write precompensation is used to achieve linearity in the
readout signal. As an example, a mark ‘1’ is not always written with the same power.
The mark ‘1’ in ‘8 1 8’ requires less power than the one in a ‘3 1 3’ sequence since the
readout detector will obtain additional reflectivity from the adjacent ‘8’ marks in the first
case. Therefore, the precompensation block would ensure that the appropriate power level
and pulse duration is used for each mark, taking its two neighbors into consideration.
2.2 Multilevel Optical Recording Media
Systems allowing purely multilevel signaling on optical disks were presented in [20, 30,
51]. In these systems the written marks on the disk are multilevel. Multilevel recording is










Figure 7: Writing steps for ML CD-R/RW.
by varying the depth of the pits in which information is stored. This technique has the
disadvantage that it does not allow simple re-writable systems to be implemented. Once
the pit depth is imprinted in the disc it is pretty much impossible to change it. Another
way to achieve different reflectivity levels is to use phase-change optical discs. In these
materials an amorphous state is one of low reflectivity and the crystalline state has a high
reflectivity. A partially crystallized state would then provide another level of reflectivity.
This approach is the one taken in [51]. This particular system is of interest since it allows
multilevel recording of signals with varying mark length. In essence, it allows multilevel
recording of RLL signals, which we will refer to as ML-RLL. The system described allows
the recording of M  3 levels.
The system uses an optical head with an NA  0  5 and a laser wavelength of 675 nm.
Two different methods of recording were tested. Recording partially crystallized marks
in an amorphous thin film performs better than recording fully crystallized marks in an
amorphous film. The system employs a single write laser power. This means the laser is
switched between a low bias (read) power and a high (write) power. The reflectance level
and length of the written marks are varied by changing the width, duty cycle and number
of short sub-pulses used to write each individual mark. These parameters dictate the level
of crystallization of each mark and therefore the reflectivity of that particular mark.
Until now, only systems with M  3 levels of ML-RLL recording have been presented.
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Figure 8: Comparison of marks in CD-R/RW, ML CD-R/RW and ML-RLL.
However, one can envision that in the future the technology will advance so that larger val-
ues of M can be accommodated. Such a recording media would be necessary to implement
the systems proposed in this dissertation. An example of a signal written in a 4L-RLL
format, as well as in CD and CD-RW formats, can be seen in Figure 8. The length of the
minimum mark in the 4L-RLL sequence has been labeled as lm, since no actual standard
exists yet. A smaller mark length allows for a higher user density. However, the mark must
be larger than the minimum feature. Also, in general smaller marks increase ISI, degrading
system performance.
2.3 Constrained Sequences
A sequence of 0’s and 1’s which is not random, but instead satisfies a particular set of rules
on the placement of symbols within the sequence is called a constrained sequence. We
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are particularly interested in
 
d  k  constrained sequences. A binary   d  k  sequence is one
where each one in the sequence is followed by at least d zeros and at most k zeros. The d
constraint is used to avoid intersymbol interference, while at the same time increasing the
recording density. The k constraint is used to improve timing in the system, since in most
recording systems timing is extracted from the recorded signal. Therefore, a sequence with
long runlengths of the same symbol would affect timing negatively. In general, a
 
d  k 
constrained sequence is precoded using a mod 2 NRZI precoder. Such a precoder satisfies
the equation y j  y j  1  x j   mod 2  , where yi is a symbol from the precoded sequence and
xi is a symbol from the constrained sequence. The output sequence of the precoder is
called a runlength-limited sequence. This runlength-limited sequence is characterized by
the fact that there are at least d  1 and at most k  1 consecutive valued symbols in the
sequence. This encoding process can be performed with non-binary constrained sequences




D  K  Constrained Sequences
An M-ary
 
D  K  code   M  D  K  is a runlength limited code with symbols coming from
the alphabet    0  1 !!" M  1 # that satisfies a minimum runlength constraint given
by the
 
M  1 %$   M  1  matrix D and a maximum runlength constraint given by the 
M  1 %$   M  1  matrix K. The elements di j of D specify the minimum number of
zeros in between the i and j symbols in a sequence satisfying the constraints, where i  j  1  2 !!" M  1 # . Similarly the elements of K specify the maximum number of zeros
between two non-zero symbols. This generalized definition of the M-ary
 
D  K  code was
introduced in [18]. A special case of these codes, the
 
M  d  k  code, in which di j  d for
all i  j and ki j  k for all i  j, was described in [44]. This type of code is the one regularly
appearing in the literature and the one we use in this work. However, this does not mean
that
 
M  D  K  codes have no practical applications; as a matter of fact [16, 18, 43] all deal
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FSTD   G
0 0
Figure 9: Finite-state transition diagram (FSTD) of
 
M  d  k  code
with implementations of
 
M  D  K  codes.
The purpose of the d constraint in an
 
M  d  k  code is to combat intersymbol in-
terference and to increase the channel symbol rate, just like in binary constrained se-
quences. The k constraint is placed in order to enable timing recovery from the stored
signal. An encoder is used to convert the information sequence into a constrained sequence.
A fixed rate encoder converts p information bits b    b0 !!& bp  1  into q coded symbols
x    x0 !! xq  1  satisfying the code constraints. The signal can then be transmitted or it
can be precoded using a mod-M NRZI style precoder [34] where y j  y j  1  x j   mod M  .
Precoding turns the
 
M  d  k  sequence into an RLL sequence satisfying   d  1  k  1  con-
straints with M levels. This is analogous to the binary case described above.
An allowable sequence in an
 
M  d  k  code is made up of phrases, which are a concate-
nation of zeros and one nonzero symbol. There are two possible ways to make up a phrase.
In the first approach, each phrase begins with at least d and at most k zeroes and ends with
a single nonzero symbol. The second approach places the nonzero symbol at the beginning
of the phrase, followed by at least d and at most k zeros. For example, 0002 001 00006 005
satisfies a
 
7  2  4  constraint based on the first definition. Notice that these definitions do
not take into account the precoding.
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The constraints in these codes can be represented by the use of a finite-state transi-
tion diagram FSTD. A discussion of FSTD’s helps to understand the implementation of
constrained sequences. At the same time the underlying mathematical theory can be used
to calculate the capacity of the constraint. The capacity of a constraint is an upper limit
on the rate that a constrained code can achieve. Therefore, it is important to understand
how to calculate the capacity of a particular constraint. Figure 9 shows the FSTD of an 
M  d  k  code. The FSTD G is a directed graph with a finite number of states, edges and
edge labels drawn from the alphabet  . The set of states of G will be denoted V   G 
and the set of edges is E
 
G  . Any allowable sequence in the RLL constrained system can
be obtained from G by simply reading off labels through a path in G. The set of all fi-
nite sequences generated by G is the constrained system S. The FSTD representation of
a constrained system S is not unique. An FSTD is called deterministic if at each state the
outgoing edges are labeled distinctly. If there is always a path in G from any starting state
i to any state j then the FSTD is irreducible. An FSTD has memory m and anticipation a if
given x  x  m !!!& x0 !!!& xa in S the set of paths e  e  m !!!" e0 !!& ea that generate x all
agree on e0. The anticipation defines the look-ahead of the FSTD and the memory defines
the look-back, specifically the knowledge of how many previous or future transitions in
the FSTD are needed to know what edge at the current state produces the specified output
sequence. A deterministic FSTD has a  0. The FSTD Gq is the q-th power of G. It has
the same states as G, but the labels on the edges are q-length blocks that represent a path
of length q on G from state i to state j. The constrained system generated by Gq is Sq and
its alphabet is the set of q-blocks on S. The Shannon cover Gs is the minimal deterministic
representation of S, i.e., the one with the smallest number of states. If S can be represented
by an irreducible FSTD then the Shannon cover is unique.
For an FSTD we can obtain the transition or adjacency matrix T
 
G %(' ti j ) of sizeV   G   $ V   G   . The entries ti j are the number of edges in G from state i to state j.
The transition matrix can be used to determine the capacity of an
 




M  d  k * log2 λ   T  , where λ   T  is the largest real eigenvalue of T   G  .
An alternative procedure to finding the capacity of an
 
M  d  k  code is given in [44],
based on the enumeration of all sequences satisfying the constraint. From this enumer-
ation, a difference equation is defined and a characteristic equation obtained. For the 
M  d  k  constraint the capacity is the logarithm of the largest real root of the equation
λ k + 2  λ k + 1    M  1  λ k  d + 1    M  1 
 0.
The performance of an
 
M  d  k  code for a recording system can be evaluated using
the storage density D in (bits/unit area) and the error probability Pe (bit error rate). The
code design problem is to increase the rate at which symbols are stored while satisfying the 
d  k  constraints and keeping a low error probability. The rate R of the code is defined as
the number of bits per symbol transmitted by the code. For a fixed rate code that encodes p
binary digits into q channel symbols the rate is R  p 	 q. The capacity C the largest rate of
any code satisfying the
 
d  k  constraints, i.e., R  C. The efficiency of the code is E  R 	 C.
The density D can be calculated using D  b 	 vTW bits/unit area, where b is number of bits
stored in time T , v is rotating speed, W is the track width. Thus, letting vW  1, we obtain
the lineal bit density D  b 	 T bits/sec of the system [33]. If every symbol in the channel
has a duration Ts and if mod-M NRZI precoding is used, the length of the smallest recorded
mark is given by Tmin    d  1  Ts and the maximum recorded mark is Tmax    k  1  Ts.
Using these definitions the lineal bit density in bits/Tmin can be expressed by D -, d + 1 . RTmin
bits/Tmin. Note that an increase in d increases D, however it also increases the length of
Tmin, which means less marks can be written on the disk. If we use Tmin    d  1  Ts we
obtain an alternative formula for the density in bits/sec, D  RTs bits/sec. Therefore, the only
two ways to increase D are to increase the code rate R or decrease the symbol length Ts.
The encoder maps a p-block of information bits into a q-block sequence satisfying the
RLL code constraints. The mapping may be a function of other parameters besides the p
bits, such as the current state of the channel or even a set of future input tags as in the case
of look-ahead codes [23, 39]. An encoder is called a block-encoder if only the p bits being
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encoded are required for encoding. This type of encoder has only one state in its FSTD. The
decoder does the reverse operation. It maps a q-block of channel symbols into a p-block of
information bits. Just like the encoder, the decoder can also be a state-dependent decoder.
In a state-dependent decoder the decision on the decoded bits is based not only on a set of
received bits, but also on the state of the channel. The problem with this type of decoder
is that if an error occurs, then the decoder can lose track of the correct state information
and infinite error propagation can occur. Therefore, a decoder with a bounded time interval
for errors given a single symbol error is desired. Such a decoder can be implemented with
a sliding block decoder (SBD), which uses a window of m  a  1 q-blocks to generate a
p-block of information bits. The window parameters m  a are the memory and anticipation
defined above. A special type of SBD decoder is a block-decoder, one where m  a  0.
As with the block-encoder, a block-decoder will make a decision on the p input bits based
solely on a q-block of received symbols.
2.4 Detection
Symbol detection is an important component of a communication system. The detector
used can dramatically influence the probability of error in the system. Figure 10 shows a
block diagram of a recording system. We can see that detection is performed immediately
after the readout of the channel signal. Traditionally, there have been two types of detectors:
symbol-by-symbol and sequence detectors. The first type estimates on one symbol at a
time. The second type estimates a group of symbols all at once. Here, we introduce and
briefly describe some of the detectors that are used optical recording systems.
2.4.1 Peak Detector
Peak detection was the most widely used detector of RLL constrained sequences in the
early stages of magnetic and optical recording. Figure 11 shows the basic diagram of a












Figure 10: A complete model of an ECC-RLL concatenated recording system.
which the zero crossings of the first derivative of the signal are found. The bottom portion
finds the peaks in the signal that exceed a specified threshold. A peak, which marks a
transition in the signal, can only occur if there is a zero crossing in the first derivative.
However, we can have zero crossings due to noise. These usually occur when the signal
is of small amplitude and the amplitude threshold is not exceeded. Hence, a zero crossing
without the threshold being exceeded is discarded as a crossing caused by noise. If both
a zero crossing and a threshold crossing occur then a peak is found, which means there
was a transition in the binary RLL signal. At the output of the detector peaks are used to
mark that a transition in the signal occurs. These peaks are of alternating signs. The main
drawback of peak detection is that it can only be used for low densities and for small noise
variances. If these conditions change, i.e., if there is an increase in ISI or a decrease in
SNR, then the performance of a peak detector is degraded. There are modifications to peak
detection, such as pulse slimmers [4], that have been used in order to reduce the effects of















Figure 11: Diagram for peak detection
2.4.2 Zero-Forcing Linear Equalizer
A zero forcing linear equalizer (ZF-LE) is a filter whose purpose is to eliminate the ISI
introduced by the channel. By removing the ISI, a simple slicer can be used for symbol-
by-symbol detection of the signal. An alternative is to use the equalizer as a front end
to a receiver and then apply a sequence detection method to the output of the equalizer.
In this approach, the equalizer removes the ISI, and the sequence detector deals is used
to decode the error-control code used in the system. This approach is the one taken for
detection of the signal in ML CD-R/RW systems. The design of a ZF-LE is simple if
we know the channel model. Assuming the channel frequency response is H
 
f  , then the
frequency response of the ZF-LE will be H
 
f / 1. The goal is that the frequency response
of the combined channel-equalizer system be equal to one over the range of frequencies of
interest. The main disadvantage of this type of equalizer is that it enhances additive white
Gaussian noise. However, in ML CD-R/RW systems this problem does not manifest itself,
since most of the noise in this case is media noise which is shaped by the channel frequency
spectrum.
2.4.3 Viterbi Detection
This algorithm is used for maximum-likelihood sequence detection. It uses dynamic pro-
gramming and was first introduced in [49]. The algorithm is used when the signal can be
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modeled by a finite-state machine and the noise component in each sample is independent.
The state transitions in the FSM are represented by a trellis diagram. The trellis represents
the possible progression of states over time. It consists of states and branches. A branch is
a transition from one state at time k to another state at time k  1. A path through the trellis
is a collection of branches followed in order to get from state i at time k to state j at time
k  d. Then, a path through the trellis corresponds to a possible transmitted sequence. A
metric is applied to each branch that calculates the cost involved in taking that path at that
particular instance in time. Each path in the trellis has its associated cost. The algorithm
then selects as the most likely transmitted sequence the one with the smallest cost (metric).
This type of detection is used in newer optical recording systems. Its main drawback is
that the output sequence is a hard decision. There is no soft-information that tells us how
certain we are about the decision being made.
2.4.4 Iterative Detection
Iterative detection is a recent development. It uses soft-input soft-output (SISO) detectors
to obtain estimates of received sequences from concatenated codes. Its main advantage
is that the detection process can be done more than once using information gained from
previous iterations of the detection process. This can be done because of the soft-input
soft-output characteristic of the detector. The idea is to use the information gained from the
previous decoding iteration to decode in the current iteration. Then, the information gained
from decoding the current iteration is used to decode in the next iteration. This process is
repeated (iterated) for a finite number of times. The use of the information gained in the
preceding steps allows us to obtain a better estimate of the signal.
The most widely used SISO detector in iterative detection is the Bahl, Cocke, Jelinek
and Raviv (BCJR) algorithm, first introduced in [3]. This algorithm computes the a poste-
riori probabilities (APP) of the channel inputs given the channel output, channel estimates
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and a priori probabilities on the channel inputs. It assumes the channel inputs are indepen-
dent. The fact that it uses the a priori information at its input to improve the quality of its
output and that it computes soft symbol estimates, in the form of the APP, make it suitable
for iterative detection. Its main drawback is that the per-symbol computational complexity
increases exponentially with the channel memory. This makes it inefficient for channels
with a long impulse response.
Iterative detection is usually employed for Turbo coded detection. In fact, it is the
sequence detector used in the ML CD-R/RW system that employs Turbo codes. It is a good
alternative to hard decision algorithms, like Viterbi detection, when concatenated codes are
used.
2.5 Conclusion
We have discussed the methods used to increase capacity in binary optical recording sys-
tems. In particular, we discussed how the laser wavelength and numerical aperture of the
system are used to increase capacity. We introduced technologies that approach the in-
crease in capacity differently. The goal of these technologies is to increase capacity by
encoding signals with more than two amplitudes. Therefore, more bits can be encoded in
the signal amplitude. One of these technologies uses constrained sequences. Therefore, an
introduction to the design of M-ary constrained sequences was given. Finally, we discussed
the detection issue and gave an introduction to symbol-by-symbol and sequence detection
algorithms commonly used in optical recording.
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CHAPTER 3
CHANNEL MODEL AND CAPACITY CALCULATIONS
Before attempting to transmit a signal over a communication channel, it is of interest to
understand the fundamental limits of this channel, in particular how much information we
can reliably transmit over the channel in question. This measure is commonly referred to
as the “capacity” of the channel. Once this measure is known, we can attempt to transmit
information at a rate that approaches this capacity.
Here, we calculate the fundamental limit for signaling on the optical recording channel.
To calculate channel capacity we need to make specific assumptions about the channel.
To that end, the mathematical model for our channel will be presented. In particular, we
define the channel frequency response, the noise model and the frequency response of
filtering operations at the receiver. Then, we will compute the “waterfilling” capacity of
this channel model. The capacity is calculated for a model in which a continuous-time
signal can be recorded in the channel, as this provides the maximum value achievable.
Then a more realistic model, where the recorded signal has to vary over discrete intervals,
is presented. We calculate capacity for this model and compare it to that of the continuous-
time model. The models are kept general by making as few assumptions as possible.
3.1 “Waterfilling” for Capacity Calculation
The “waterfilling” technique is used to calculate the capacity of a given model. Let N
 
f 
be the noise PSD, H
 
f  be the channel frequency response and xk the channel input. It is
shown in [19] that to compute the waterfilling capacity the channel may be seen as a set of
narrowband, independent channels. We assume that the input is power constrained. The
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 ST  (2)
Then, the capacity of the parallel combination normalized to capacity per unit time is
CT  ∑
i 0 IB 12T log H   i 	 T   2BN   i 	 T   (3)
where IB is the set of i for which N
 
i 	 T !	 H   i 	 T   2  B and B is the solution to the equation
S  1
T ∑i 0 IB 1 B  N   i 	 T H   i 	 T   2 2  (4)
The amount of energy needed in each channel to achieve capacity is given by
x̄2i    B  N , i 3 T .4H , i 3 T . 4 2 i 5 IB
0 i 	5 IB  (5)
If we let T 6 ∞, in the limit, the summations in (3) and (4) become Riemman integrals
and we then have
C  lim
T 7 ∞CT 98 f 0 FB 12 log 1 H   f   2BN   f  2 d f  (6)
where FB is the range of f for which N
 
f !	 H   f   2  B, and B is the solution to
S  8
f 0 FB 1 B  N   f H   f   2 2 d f  (7)




   B  N , f .4H , f . 4 2 f 5 FB
0 f 	5 FB  (8)
The interpretation of the above equations is observed in Figure 12. The power S is given
by the total area of the shaded regions. The power spectral density (PSD), at a particular
frequency ( f ), is given by the height of the shaded region for that f . The power can be
distributed in a way that achieves capacity, by allocating power to the frequencies in the








Figure 12: Waterfilling input power distribution.
3.2 Continuous Time Model
Figure 13 shows the model for the continuous-time optical recording channel. It consists
of the channel response hc
 
t  , the noise signal n   t  , a receive filter hr   t  , and an input
signal x
 
t  . The signal y   t  is the signal before the receive filter and is given by y   t :
x
 
t <; hc   t   n   t  , where ; denotes continuous-time convolution. The received signal r   t 
is given by r
 
t = y   t >; hr   t  . The input signal x   t  is assumed to be a continuous-time,





8 T 3 2 T 3 2 x2   t  dt 2  S  (9)
where E '? ) is the expectation operator, S is the power constraint, and T is the symbol period.
We have already specified the frequency response Hc
 
f  for the channel hc   t  . We will
use the square of (1). The receive filter hr
 
t  , or its frequency response Hr   f  , does not
have to be specified to calculate capacity. All we need is for the filter to be invertible. The
noise signal n
 
t  consists of a combination of electronic noise and media noise.
The electronic noise is a white Gaussian random process that adds to the output of the
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Figure 13: Continuous-time model for the optical recording channel.
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Figure 14: Model for noise signal ñ
 
t  .
components in the detector. Amplifying circuits, motors and other components contribute
to noise that creeps into the readout signal. Additive white Gaussian noise is a good model
for this type of noise.
The media noise is caused by imperfections in the written media. In particular, transi-
tion jitter is the main source of noise from the recorded media. Transition jitter refers to
small variations in the lengths of recorded marks with respect to their ideal length. This
type of noise can be modeled by a Gaussian random process whose spectrum is shaped byHc   f   2, the channel frequency response [5]. At high SNR, when the contribution from
electronic noise is negligible, this source of noise is the dominant source. The factor β












Hc   f   2  β No2  (10)
where K   RQ ∞ ∞ Hc   f   2 d f !	 2W and W is the bandwidth of the channel. Figure 14 gives
a detailed model of the noise signal.
3.3 Model Assumptions
The interpretation of “waterfilling” given in Figure 12 is a general interpretation. For the
specific case we are analyzing, Hc
 
f  as given in (1) and Sn   f  is given in (10). We see that
we have only one “bowl” to fill. The channel is also constrained to be zero for frequencies
f S  fc  . Therefore, the correct interpretation of the water level B is more along the lines
of that shown in Figure 15. Expressing B mathematically, we have
B    N , f .4H , f . 4 2 if B  B fc
B fc  No2 M if B T B fc  (11)
where B fc  N   fc !	 H   fc   2. With this formula for B and using (6) and (7), we can cal-
culate the curve of signal-to-noise ratio (SNR) vs. capacity for the channel model in Fig-
ure 13. This is accomplished by numerical integration of (6) and (7). An attempt was made
to find a closed form solution. However, even for the simple Gaussian channel no closed
form solution could be found.
The capacity calculated with (6) will be in bits/second or in bits if a normalized fre-
quency fn  f 	 fc is used, since fn is a dimensionless quantity. If we use this normaliza-
tion, then fn 5U'  1  1 ) . This is because we are interested only in the range f 5V'  fc  fc ) ,
where the channel frequency response is nonzero. However, it is of interest to be able
to compare results across different types of systems. Therefore, we would like to have
our capacity calculations in units that can be used to compare different recording systems.
Such a unit would be bits/MF since it tells us how many bits can be stored in the small-







Figure 15: Waterfilling input power distribution for optical recording channel.
that fc W 2NA X λ m Y 1 and lMF W λ X 4NA m/MF is the approximate length in meters of one
minimum feature. Then, multiplying capacity in bits C, calculated using (6), by lMF and fc
we get CMF W C2 bitsMF . We will use these same units for capacity in the following chapters.
Typical CD-RW parameters are used in our analysis. Therefore, the laser wavelength is
λ W 780 nm and the numerical aperture, NA W 0 Z 5.
For comparison purposes it is necessary to specify what we mean by SNR, in particular,
at which point in the system will SNR be measured. Once again, we are interested in
comparing results across a variety of systems. Therefore, it is of interest to use the SNR at
a point where the effect of the system’s channel frequency response has already been taken
into account. We will therefore use the SNR at the detector or in Figure 13, the SNR of
r [ t \ . Calculating the SNR at this point can be a complicated process. To avoid this, we use
an upper bound on the SNR obtained by the application of the Schwarz Inequality to the
SNR formula. This allows us to separate the SNR term into the SNR at the input of the
channel multiplied by the square magnitude response of the channel. This procedure lower
bounds the capacity of the channel, which is what we are after.
When we introduced our model in Figure 13, we commented that knowing Hr [ f \ is not
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really important. This is true since it will not affect the capacity of the system, as long as
Hr
 
f  is invertible. Consider a modified channel H̃   f ] Hc   f  Hr   f  and modified noise
signal Ñ
 
f ] N   f  Hr   f   2, the result of filtering Hc   f  and N   f  with the receive filter
Hr
 
f  . We notice that 4 H̃ , f . 4 2Ñ , f .  4H , f . 4 2N , f . as long as Hr   f  is invertible since in that case we
can cancel those terms in the numerator and denominator.
The irrelevance of the Hr
 
f  for the channel capacity can also be explained with the data
processing theorem from information theory [13]. From this theorem, any data processing
applied to a signal cannot increase the information in the signal; it can only decrease or
leave the same information in the signal. The latter occurs only if the processing applied
is invertible, which is why we require Hr
 
f  to be invertible. If this is the case, we are not
changing the information contained in the signal and the capacity stays the same.
The channel model used in the following sections is the square of the MTF found in
(1). However, we also analyzed the performance of another channel model, based on a




f ^   e  f 22σ2  f `_ 1
0 otherwise
 (12)
where f is the normalized frequency and σ is calculated so that the total power under the
Gaussian curve is the same as the total power under the MTF2 channel response. Figure 16
compares the two frequency responses. The MTF2 model was used because it more accu-
rately represents the channel frequency response. The tails are longer than those obtained
with the Gaussian channel. Also, less of the energy is concentrated at lower frequencies.
3.4 Capacity Results for the Continuous Time Model
In this section we show curves of SNR vs. capacity for the continuous-time model. We
consider two parameters that affect channel behavior:, β , the percentage of white Gaussian
noise in the noise signal n
 
t  and the channel usage α , which determines how much of the
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Figure 16: MTF2 and Gaussian approximation.
channel bandwidth will be used by the signal. Therefore, its value must lie in the range' 0  1 ) . A value of α  1 means we are using the whole channel bandwidth, while α  0  5
means we use only half of the channel bandwidth to allocate signal power. In other words,
if the channel usage is α , we use only the frequencies fn 5a'  α  α ) for signaling. This can
be accomplished by shaping the PSD of the input signal to the channel.
Figure 17 shows the curves of capacity vs. SNR for different values of β for both the
Gaussian approximation channel and the MTF2 channel. For low SNR values (SNR _ 15
dB) capacity is higher for larger values of β . However, in the high SNR domain (SNR T 15
dB) capacity is higher for lower values of β . From the waterfilling point of view, a lower
value of β means the “bowl” is more shallow. In the extreme case of β  0, we have no
“bowl”. Instead, N , f .4H , f . 4 2  1 	 K, with K as defined in Section 3.2. This extreme case implies
that the noise signal consists solely of media noise. From Figure 17 we see that in the low
SNR region electronic noise is the limiting factor for capacity. In the high SNR region,
where most systems operate, media noise is the dominant source of errors.
Figure 18 shows the capacity curves for different values of α and two different values
of β . From these curves we can see that the best approach to record signals is to use the
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Figure 17: SNR vs. capacity for varying β .




































Figure 18: SNR vs. capacity for different α .
whole channel bandwidth available, since the curve for α  1 is the curve with the highest
capacity. The lower curve represents α  0  1. Then, there is an increase of 0.2 in the
value of α for each of the following curves except for the highest curve, which is the one
representing α  1. Notice that, when β  1, in the low SNR range the capacity is the same
for all curves except for α  0  1. When β  0  1, this is true for all curves with α S 0  5.
This can be explained by the fact that at those low SNR levels we can not use the whole
channel bandwidth because the noise level at larger values of α is too high. The change in
behavior from β  1 to β  0  1 can be attributed to the fact that the “bowl” for β  0  1 is
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shallower. Therefore, we can use more of the channel bandwidth at low SNR and capacity
is larger for the curves that use more channel bandwidth.
3.5 The Discrete Time Channel
Until now, we have dealt with a continuous-time channel model in which a continuous-
time signal is transmitted. However, the properties of the optical recording channel do
not allow for such a signal to be written on the disc. Instead, a discrete signal is used.
Therefore, we must modify our model to one that has a closer resemblance to the optical
recording channel. Figure 19 shows such a model. The new channel is a discrete-time
channel in which marks of length T are written on the disc. In particular, the new model
has a discrete-time, discrete-valued multilevel input and a discrete-time continuous-valued








t  kT &ij; hc   t   ñ   t  (13)
r
 
t k y   t l; hr   t  (14)
rk  r   kT / (15)
where T is the duration of one channel symbol and pT
 
t  is the write pulse. In our model,
we have selected a square write pulse for simplicity.
The formulas used to calculate the capacity of the continuous-time model do not apply
for this type of channel. New formulas must be derived, that take into account the new
constraints. Both [46] and [10] deal with the capacity of discrete-time channels. For our
analysis, we will use formulas (53a), (53d), and (60) in [10], since these can be used directly
in our problem. The formulas are
C  1
4W
8 W W d f max   0  log2 B HD   f   2ND   f   (16)
SD  12W 8 W W d f max   0  B  ND   f HD   f   2  (17)
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f g H   f / (19)
where W is the inverse of the pulse shape duration. The parameter W  1 	 T , is also the
sampling rate of our discrete-time channel model. Note that the W used here is different
from the W used in Section 3.2. The one in Section 3.2 refers to the channel bandwidth,
which we have assumed to be fc. Whenever needed we will specify what definition of W
we are referring to.
There are some changes to these formulas that need to be taken into account. No-
tice from Figure 19 that the overall continuous-time channel is now a combination of the
pulse shape, the optical recording channel, and the receive filter. Therefore, our H
 
f  will
change. We define a new transfer function H̃
 
f  . The mathematical expression for this
function is H̃
 
f : PT   f  Hc   f  Hr   f  , where PT   f  is the Fourier transform of the pulse
shape pT
 







π f T / (20)
Therefore, H̃
 
f > T2 sinc   π f T  Hc   f  Hr   f  is the CT transfer function for the new channel
and HD
 
f ^ H̃   f  . Also, ND   f ^ Sn   f  Hr   f   2 is the noise PSD that needs to be used.
Simple substitution in equations (16) and (17) shows that if Hr   f   2 is invertible it will
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Figure 20: SNR vs. capacity for discrete-time channel.
cancel out from those equations. Therefore, an invertible receive filter leaves channel ca-
pacity unaffected. Notice that we keep the power constraint on the input signal as given in
(9), where x
 
t  is now the term in parentheses in (13). We can evaluate these formulas, us-
ing numerical integration, to obtain expressions for capacity and SNR of the discrete-time
channel.
As can be seen from the formulas, the pulse length T affects the capacity curves. It is
of interest to see how changing T changes the curves. In all our previous capacity plots, the
capacity units have been bits/MF, where MF stands for minimum feature, which is equal
to λ 	 4NA. We have also defined lMF as the signal whose length is equal to one minimum
feature. Then, the value D  lMFlm is a variable that gives us the number of channel uses per
minimum feature. Here lm, the length of a mark in meters, given by lm  vT , where v is
the spinning velocity of the disc and T is as defined above. As T decreases, there are more
channel uses per minimum feature. Figure 20 shows SNR vs. capacity curves for values
of D r 5 	 8  3 	 4  1  3  10 # . It can be seen that as T decreases (D increases), the capacity
increases. The line for D  3 and the one for D  10 are indistinguishable, since there
is very little variation in capacity between those two values. In fact, the capacity for both
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these values is essentially that of the continuous-time system.
When comparing these results to the continuous-time case we see that there is very little
to gain by decreasing the mark size. In Figure 20, we assume that the length of the mark
can actually be made smaller than a minimum feature D s 3  10 # . This is not the case in
real life. However, even if we could make a mark smaller than the minimum feature, we
notice that there is little to be gained by doing so. In particular, we notice that a value of
D  5 	 8 gives a capacity curve close enough to that the D  1 system, while maintaining
the mark size large enough so that ISI in the channel can be easily handled.
3.6 Conclusion
In this chapter we have given a simplified model for the optical recording channel (ORC).
We first introduced a continuous-time model, which was later extended to the discrete-
time case. Capacity for both models was calculated using the “waterfilling” method. The
influence of system parameters, such as β , α , and D, on the capacity of the system was
analyzed in plots of SNR vs. capacity. Through these plots, a relationship between capacity
and each of the system parameters was found.
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CHAPTER 4
UNCODED AND RLL CODED PERFORMANCE
In Chapter 3, we introduced a model for the optical recording channel (ORC). In this chap-
ter we extend that model and use it to study the performance of uncoded M-ary fixed-length
signaling and RLL coded M-ary signaling over the ORC. We start by specifying the receive
filter hr
 
t  . We then use spectral factorization on the overall system response to give a sim-
plified discrete-time model for the model in Figure 19 and for an RLL coded channel. The
simplified models will give us discrete-time impulse responses that can be used to define
trellises for Viterbi detection of recorded signals in the ORC. Then performance of both
systems is evaluated and plots of SNR vs. error probability are presented.
4.1 Sufficient-Statistics Discrete-Time Channel Model
In this section we describe the process that converts a continuous-time optical record-
ing channel model with media noise into an equivalent sufficient-statistics discrete-time
(SSDT) channel model. The SSDT channel model is required to obtain the simplest de-
tector structure for a given optimal detection criterion. It is well known that to obtain an
SSDT channel model [40], the noise is first whitened and then a matched filter is placed
before the symbol sampling occurs. Therefore, we use the cascade of a noise whitener and
a matched filter as hr
 
t  in Figure 19. Because of the matched filter, the noise samples at
the sampler output are not white, but in fact have a real power spectral density Sh t n   e j f T  ,
also known as the folded spectrum, given by
Sh t n   e j f T 
 1T ∞∑m u  ∞ vvH w j w f  mT xx vv 2Sn w j w f  mT xx  (21)
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Figure 21: Discrete-time channel model for fixed-length marks.
Since Sh t n   e j f T  is always real, we can use minimum-phase spectral factorization to write
Sh t n   z 
 A2h t nG   z  G    1 	 z / (22)
Both G
 
z  and G    1 	 z   are noise whiteners. However, choosing the whitener to be anti-
causal is more common in practice. Thus, assuming that the sampler output is filtered by
G    1 	 z   , the equivalent SSDT model consists of the input sequence  ak # , the discrete-time
channel taps  gk # , and an additive white Gaussian noise signal  nk # with SN   f 
 1 	 A2h t n.
Figure 21 shows the complete system model for the uncoded (fixed-length) mark channel
and its SSDT channel model. This model applies for both uncoded and error-control coded
channels, just as long as the marks are fixed-length. Therefore, it can also be used to
represent the ML CD-RW channel.
For our model of the ORC, the SSDT channel taps are dependent upon two parameters:
the number of channel uses per minimum feature D and the percentage of white Gaussian
noise in the noise signal β , which were defined in Chapter 3. As D increases, there is
more intersymbol interference (ISI) in the channel. Since the channel model  gk # is monic
and causal, this means that the magnitude of the non-unitary taps in the channel response
increase with an increase in D. This makes correct signaling harder. As β decreases, that is,
the percentage of electronic noise in the channel decreases, we find that there is a reduction
in the ISI in the channel. Therefore, the ISI in the channel is proportional to both D and β .
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Table 2: The percentage of three neighboring channel taps with β  0  2.
D g1 g2 g3
1/4 10.8% 0.4% 0.14%
1/3 16.02% 0.26% 0.18%
1/2 36.58% 2.48% 0.74%
5/8 63.59% 2.13% 0.32%
Table 3: The percentage of three neighboring channel taps with D  0  5.
β g1 g2 g3
0.1 25.54% 2.41% 0.51%
0.2 36.58% 2.48% 0.74%
0.5 59.02% 5.28% 1.28%
The behavior of the channel taps for an uncoded channel can be seen in Tables 2 and 3.
Table 2 shows the percentage of channel taps g1  g2, and g3 with respect to the first
(unitary) channel tap (g0), for different values of the lineal density D and a fixed value
of β . We see that an increase in D causes the percentage of subsequent channel taps to
increase. Therefore, more ISI is present in those channels. Table 3 is similar to Table 2.
However, the lineal density D is now fixed and the value of β varies. Once again we see
that an increase in β causes an increase in the ISI present in the channel, as shown by the
percentages given for taps g1  g2, and g3.
For uncoded signals, we use a Viterbi detector. The trellis for the Viterbi detector is
based on the discrete-time impulse response  gk # found from the SSDT model. For the
densities simulated in the results section, we have found that a four-tap  gk # gives a precise
representation of the channel. The magnitude of the fourth tap is in general less than two
percent that of the first tap. The total energy contained in those four taps is greater than
ninety nine percent of the total channel energy. Therefore, the trellis will consist of M3
states, and for the particular case of M  8, the trellis will have 512 states.
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Figure 22: The pulse shape for RLL and fixed-length marks.
4.1.1 Performing Spectral Factorization
Once the folded spectrum Sh t n   f  is obtained, there is a need to find a spectral factorization
of it. To do this, a polynomial in powers of z whose frequency response is a good match to
Sh t n   f  , in the mean squared error sense, is found. Once this polynomial is found, its roots
are used to find gk. This process assumes that Sh t n   f  is an all-zeroes frequency response,
that is, it has no poles. It was found that a reasonable approximation can be found as long
as an adequate number of zeros is used for the approximation. The more zeros used, the
longer the impulse response of gk. Therefore, an adequate trade-off between accuracy and
the length of gk has to be found to avoid an increase in the complexity of the trellis. As
described above, it was found that a channel impulse response with four taps provides a
reasonable compromise.
The constant A2h t n is equal to the geometric mean of the folded spectrum [28], or ex-
pressed mathematically
A2h t n  exp  8 12 12 ln ' Sh t n   Ω  ) dΩ # (23)
Since we know the magnitude response of the folded spectrum, we can easily evaluate this
integral numerically.
4.2 Equivalent Channel for the RLL Coded Signal
Until now, we have analyzed the case of uncoded transmission over the optical recording
channel. When the transmitted signal is RLL coded, the mark size now represents the size
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of the smallest RLL coded mark. If we are using a d  2 code, then the mark size will be
that of a mark that contains three symbols. This means that the symbol length will be given
by ls  lm 	   d  1  . To account for this, our pulse shape pd   t  now consists of d  1 pulses
joined together. Figure 22 shows the RLL pulse shape for d  2 and compares it with the
pulse shape for the uncoded case. In this figure we assume the uncoded mark is equal in size
to the minimum mark of the RLL coded case. Notice that the value of T for the RLL case
need not be equal to that of T for the uncoded case. Then, the pulse shape is specified by
pd
 
t  ∑di u 0 pT   t  iT  , the frequency response of which is Pd   f = PT   f  ∑di u 0 e  j2πi f T .
The right side of this last equation can be summed up to yield
Pd
 
f  PT   f  1  e  j2π f Td1  e  j2π f T  (24)
where Td    d  1  T .
We now introduce the function Qd + 1   f  , a periodic function in f . Its period is N 	 Td 
1 	 T Hz and its mathematical expression is
Qd + 1   f  sin2   π f Td sin2   π f T   (25)
Then, using Qd + 1   f  , we have Pd   f   2  Qd + 1   f  PT   f   2 and after spectral folding we
find that
Shd t n   f 
 1d  1 d∑n u 0 Qd + 1 * f  nTd  T  Sh t n * f  nTd  T   (26)
The folded spectrum Shd t n   f  depends on the folded spectrum of the fixed-length mark
channel Sh t n   f  with mark length T and on the function Qd + 1   f  . This Shd t n   f  can then
be used to find the discrete-time equivalent channel model by performing spectral factor-
ization [5].
The final discrete-time equivalent channel model is similar to the one in Figure 21. The
main difference between both models is that the sampling clock in the RLL coded model
runs d  1 times faster than the clock in the uncoded M-ary case. This is a direct result
of the fact that the pulse shape for the RLL case is a summation of fixed-length pulses.
Figure 23 shows the complete models for the RLL coded system.
44
zy{}~G GH H 
hc J t K y|{}|~ F F
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Figure 23: Discrete-time channel model for variable-length marks.
Table 4: Sample discrete-time equivalent channels for RLL coded case.
D β gk
0.2 0.05 1 0 0 0.0529 0 0 -0.0001
0.4 0.05 1 0 0 0.1803 0 0 -0.0101
0.6 0.05 1 -0.0001 0.0001 0.3065 0 0 -0.05007
4.2.1 Performing Spectral Factorization
As in the fixed-length (uncoded) mark case, spectral factorization for the variable-length
(RLL coded) mark case assumes that the frequency response is an all-zeroes frequency
response. Then, a polynomial in powers of z whose frequency response is a good match,
in the mean squared error sense, to the folded spectrum Shd t n   f  is found. The roots of
this polynomial are used to find gk. The main difference between the uncoded and RLL
coded case is in the length of the polynomial needed to obtain an adequate approximation.
In general in the RLL coded case gk will consist of seven taps, as opposed to four in the
uncoded case. Some examples of channels in the RLL coded case are found in Table 4.
The constant A2h t n is calculated using (23).
4.3 M-ary RLL Codes Designed by Permutation
In our results, we will plot SNR vs. Pe, where Pe is the coded symbol error probability.
Therefore, we need to compare only the read and written codeword (as opposed to com-
paring the read and written user bits). This allows us to perform simulations using highly
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efficient (ninety nine percent efficient) permutation codes, since we don’t actually need to
perform encoding and decoding of user bits into the RLL sequence. We use codewords of
runlength-limited codes with parameters d  2, k  10 and M 5 2  4  6  8 # . The process by
which we find the codewords is described in [14] and a short description is given here. Per-
mutation codes were selected because they are fixed-length block codes whose codewords
can be directly concatenated without requiring the use of merging bits.
We can calculate the capacity of the constraints of the
 
M  d  k  code with the equation
C  log2 λ bits/symbol, where λ is the largest real root of the characteristic equation zk + 2 
zk + 1    M  1  zk  d + 1    M  1  0, see Section 2.3.1 for more details. The codeword will
consist of phrases of length i  i 5 d  1 !!!& k  1 # . A phrase of length i is a concatenation
of one non-zero symbol at the start of the phrase and i  1 zeros. We choose phrases with
the non-zero symbol at the start of the phrase because of the following two reasons: We assume the channel rest state is the zero symbol. We use mod M precoding. Therefore, it is ideal for the non-zero symbol in the phrase
to come at the beginning of the phrase. If this is true, all symbols in one particular
phrase will have the same value.
With precoding the runlength of the phrases will become
 
d  1  k  1  . Then 1000 200
100000 300 are four phrases satisfying d  2 and k  5 constraints. Assuming M  4, then
after mod 4 precoding the four phrases become 1111 333 000000 333, where we assumed
that the channel at rest is transmitting the ‘0’ symbol.
We know specify how to select the number of phrases of length i 5U' d  1  k  1 ) in a
codeword of length n, such that, the designed code asymptotically approaches capacity. Let
X be a random variable describing the number of symbols in a phrase. Then, P
 
X  i ] 
M  1  2  iC, is the probability that X is equal to i [14]. Since the P   X  i  are probabilities,
∑k + 1i u d + 1   M  1  2  iC  1. Let ni be the number of phrases of length i in a codeword. Initially,












Figure 24: M-ary permutation code encoder.
smallest integer larger than x. This set of ni would give a codeword of length n  ∑k + 1i u d + 1 ni.
If this n is not the desired codeword length then we multiply the current values of ni by the
ratio of the desired codeword length to the current n and use the ceiling function to obtain
an integer value for the new ni. Let nd denote the desired codeword length and n̂i the
number of phrases of length i that achieve that codeword length, we find the values for n̂i
with the formula n̂i  ndn ni  .
Once we have the number of phrases of length i in the codeword, we can generate the
phrase profile vector v    v1  v2 !!!& vN  of length N. Here, N is the number of phrases
in a codeword (N  ∑k + 1i u d + 1 ni) and vn is the length of the n-th phrase.There are ni values
equal to i, for each i, in the phrase profile vector v. Each phrase in the codeword will
have a single nonzero symbol at the start of the phrase. For binary sequences, this symbol
will always be a one, and the codewords will be generated simply by random permutations
of the phrase profile vector. These permutations will provide U   N! 	   nd + 1! ! nk + 1! 
codewords. Here, U  is the cardinality of the set of all distinct permutations of v. In [14]a
method for enumeration encoding of these phrases is given. For our analysis we do not
need to worry about encoding all we require is that a valid codeword be used, therefore, we
can simply use any permutation of v to generate a codeword.
For M-ary codes, the encoder can be viewed as two separate encoders, as in Figure 24.
The binary encoder has been described above. The M-ary encoder consists of a length N
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amplitude vector a    a1  a2 !!& aN  , with ai 5 1  2 !!!" M  1 # . Each of these ai will be
the single nonzero symbol at the start of a phrase in the codeword. Then, mod-M precoding
is applied to obtain an RLL (d  1  k  1) sequence in the desired M-ary alphabet. After
this, a symbol mapper maps the sequence to the bipolar alphabet used for recording  dc 1 ec 3 !!!&ec   M  1 f# .
The rate R of the code can be calculated as follows. We use bv  log2 U  bits to
select a phrase codeword from the set U . This phrase codeword determines the ordering of
the phrases. We use ba  N log2   M  1  bits to determine the amplitudes of the nonzero
symbols in the phrases. Then, the rate is given by R    bv  ba !	 n, where n is the codeword
length defined above.
4.4 Results
The simulations were performed using maximum-likelihood sequence detection with the
Viterbi algorithm. The trellis is the one generated from the gk channel. When RLL coding
is used, we use a reduced state trellis, in which all the states and transitions that violate the
d constraint of the RLL code are removed from the trellis. An example of this can be seen
in Figure 25 for a d  2 constrained code with channel taps gk ' 1 0  3648 0  0248 0  0074 )
and binary antipodal signaling. There is no check for the k constraint. The trellis on the left
is the full trellis for the gk channel. The trellis on the right is the trellis for the same channel
with the d constraint incorporated. Notice that incorporating the d constraint removes
two states and eight transitions from the trellis. Figure 26 shows a block diagram of the
simulation system. Here, the permutation code generator includes the
 
M  d  k  generator,
the mod-M precoder and the mapper to symbols of the M-ary bipolar alphabet.
For all the simulations, a value of λ  780 nm is assumed, with NA  0  5. These
values give us a minimum feature of lMF  λ 	 4NA  390 nm. If we assume lm  600 nm
for uncoded transmission, then lm  1  54lMF . This would give a lineal density D  0  65.
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Figure 25: Trellis and reduced state transition trellis for Viterbi detection.
gk r' 1 0  7135  0  0125 0  0053 ) . For this channel, A2  10  08 dB.
It has been shown (see Table 3) that as β decreases, the channel has less ISI. This
will be evident in the plots of SNR vs. Pe, when we compare for different values of β .
Another variable of interest is the laser wavelength λ . How does the channel change when
λ increases? If lm is kept constant at lm  600 nm, then an increase in λ will cause an
increase in D, which according to Table 2 gives us a channel with more ISI.
4.4.1 Analysis of the RLL Coded Channel
It is of interest to see whether RLL coding is a good choice for writing signals in the
M-ary optical recording channel. To evaluate this, we compare
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Figure 26: The simulation system.
M ¬ 2  4  6  8 # and d  2  k  10, with an M  8 uncoded signal and a real system em-
ploying trellis coded modulation (TCM) and one using Turbo codes. For both real ML
CD-RW systems, the signals use M  8. The codewords for the   M  d  k  RLL codes are
generated according to the procedures described in Section 4.3. The code rates used are
R r 0  52  0  88  1  08  1  2 # for M r 2  4  6  8 # , respectively. It is of interest to evaluate
performance at a specified number of bits/(600 nm), since 600 nm is the size of the mark
used in the real systems we are comparing against. Simulations were performed for densi-
ties of  1  2  2  5  2  75  3 # bits/(600 nm). The TCM code we are comparing against has
a user bit density of 2.5 bits/(600 nm), while the density for the Turbo code is about 2.75
bits/(600 nm). The experimental data for these codes was obtained from [32]. The results
are shown in Figure 27 for a channel with β  0  2 and in Figure 28 for the channel with
β  0  05. We use two β values to see how performance is affected by this parameter.
Figure 27 shows that there is an advantage in using multilevel signaling over binary, as
long as we code at a density greater than 1 bit/(600 nm). For a density of 1 bit/(600 nm),
binary signaling outperforms multilevel. However, at 2 bit/(600 nm) we see that binary
RLL is outperformed by all of the M-ary RLL codes. For this density, the marks for binary
RLL are small. Therefore, there is considerable ISI in the channel, which degrades the
performance. This density is the highest of the ones evaluated that can be achieved with
binary signaling. The results also show that M  4 is the best performing value of M,
except for the density of 3 bits/(600 nm). At this density M  6 outperforms M  4 by
about 0.5 dB. However, the performance gain is obtained at a high increase in detection
50








































































Figure 27: Results for β  0  2 channel.
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Results for 2 bit/600 nm, β=0.05

















































Figure 28: Results for β  0  05 channel.
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complexity. This, since using M  6 adds a large number of states to the detection trellis.
In particular, if we use a reduced state and transition trellis and the discrete-time equivalent
channel has seven taps; the number of states increases from one hundred seventy one for
M  4 to six hundred and five for M  6. Therefore, there is little to gain in using M  6
instead of M  4 for the bit densities evaluated.
Figure 28 shows the performance for a channel with β  0  05. Performance for the
β  0  05 channel is better than that for the β  0  2, for all user bit densities. This shows
the increase in ISI as β increases. As expected, binary signaling performs better for density
1 bit/(600 nm). For a density of 2 bits/(600 nm) binary signaling is once again outperformed
by M-ary signaling, although only by M  4 and M  6. The binary marks in this channel
are larger than those for the β  0  2 channel, due to the reduction in ISI. Therefore, per-
formance degrades less with the increase in density, which accounts for the fact that binary
signaling still outperforms M  8 at this density. In the plots for 2.5 and 2.75 bits/(600 nm)
in Figure 28 we show the performance of the ML CD-RW TCM and Turbo code systems.
These fixed-length mark systems improve the performance of the uncoded system by about
6-9 dB. They also improve on the performance of the M-ary RLL coded systems. In partic-
ular, the TCM code system requires about 1.5 dB less of SNR to achieve Pe  10  5 than the
M  4 RLL coded system, which is the best performing M-ary RLL system at 2.5 bits/(600
nm). The Turbo code system requires about 5 dB less of SNR than the M  4 RLL coded
system to achieve the same error probability. For this channel M  4 outperforms all other
of the simulated M values for all of the densities evaluated. This is once again due to the
reduction in ISI which allows for larger marks (than in the β  0  2 channel), to achieve the
same densities.
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a) β  0  2 b) β  0  05
Figure 29: MLSD and theoretical capacity results.
4.4.2 Comparison with Theoretical Capacity Calculations
Figure 29 shows results both from the theoretical calculations and from the MLSD simula-
tions. There are three lines in the plot, one corresponding to the capacity of the continuous-
time channel model (solid line) and two corresponding to the capacity of the discrete-time
channel model. The discrete-time plots correspond to two different values of the density
D. For D  1, the length of the mark written on the disc would be the same as that of a
minimum feature. For D  1 	 2, it is twice the length of a minimum feature. It can be seen
that there is little to be gained by decreasing the length of the mark.
The points in the graph correspond to the SNR at which systems with a given rate
achieve Pe  10  5 in the simulations. There are five clusters of points, one for each value
of the user bit density  1  2  2  5  2  75  3 # . For each user bit density, we have points for
the different values of M. Notice that for M  2, we only have points for the two lower
densities. The reason for this is that we can’t achieve the higher bit densities with binary
signaling. To do so would require that our mark size be smaller than a minimum feature,
something that is not possible. Once again, we can see that binary signaling performs better
for 1 bit/(600 nm), but is outperformed by M-ary signaling for 2 bits/(600 nm). We also see
that M  4 is the best performing of the multilevel RLL codes. In these plots, we include
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the results for the TCM and Turbo code systems. We can see that these coded systems
perform about 3-5.5 dB better than the RLL coded systems for β  0  2 and about 1-4.5 dB
better for β  0  05. However, there is still a considerable gap to capacity. The ideal coding
and signal processing combination would reduce this gap to a few dB.
4.5 Conclusion
We have given a simplified discrete-time model for the optical recording channel. The
model represents the channel as a discrete-time finite-impulse response with additive white
Gaussian noise. Simulations with uncoded signals and RLL coded signals were performed
using the discrete-time equivalent channel. The simulation results were compared with
the theoretical capacity calculations, showing that multilevel signaling outperforms binary
signaling for high user bit densities. The use of more advanced coding techniques should
provide a larger improvement in performance than the one achieved with RLL coding, we
will show this in the following chapters.
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CHAPTER 5
CODED MODULATION I: COMBINED RLL/ECC
CODING
The analysis in Chapter 4 shows the performance of a runlength-limited code over the
model for the optical recording channel given in section 3.5. However, other than the RLL
code, no error control code (ECC) is used. The fact that error control coding can improve
the uncoded fixed-length mark system performance by about 6-9 dB leads us to believe
that the overall performance of the RLL system can be improved if an ECC code is used in
concatenation with the RLL code. With the addition of the ECC code, the system can be
represented by Figure 1. Before specifying the ECC code, we need to describe the encoding
and decoding of the RLL permutation codes. This is an issue that we did not address in
previous chapters. However, it is not a trivial issue. Encoding high-efficiency permutation
codes, such as the ones used in our previous analysis, requires a set of phrase codewords
U with a large cardinality. The process of mapping bits to phrase codewords is critical and
an efficient way to accomplish it needs to be found. In this chapter, we discuss efficient
encoding/decoding algorithms for permutation codes. We also discuss the detection of
permutation codes. In particular, what can we do if our detector outputs a codeword that is
not in the set U?
5.1 Enumeration Encoding of  M ­ d ­ k  Permutation Codes
In Section 4.4.1, we assume that we can encode and decode high-efficiency
 
M  d  k  per-
mutation codes. However, no method for encoding and decoding the codes is given. One
particular method, based on an enumeration approach, can be found in [15]. Enumera-
tion is an encoding/decoding approach first introduced for
 
d  ∞  sequences in [26]. It was
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13 + 5 + 1 = 19
* * *
Figure 30: Example of encoding/decoding using enumeration.
first applied to
 
M  d  k  sequences in [44]. Enumeration approaches establish a one-to-one
mapping between a set of integers and the set of codewords in the
 
M  d  k  code. Decod-
ing is done by forming the weighted sum of the symbols in the received codeword, using
weights that are a function of the constraints, thereby obtaining an integer that is then con-
verted to its related codeword. Encoding is similar to decimal-to-binary conversion, except
it uses the specified weights instead of the normal powers of two [38]. Figure 30 shows
an example of encoding and decoding using enumeration. We see the relationship between
the code and its weights. In this particular example the set of weights is  13  8  5  2  1 # .
A permutation code enumeration encoding approach can be found for binary,
 
2  d  k  ,
codes. Let  nd  nd + 1 !!!& nk # denote the number of phrases of length ni in any codeword,





Then, the cardinality of the codeword set U can be expressed asU   K  1∏
i u 0 Ri  (28)
where K  k  d  1 is the number of distinct phrases in a codeword, and Ri is defined
above. Any number x in the range ' 0  U & 1 ) can be uniquely represented by
x  bo  K  2∑
i u 1 biZi  where Zi  i  1∏j u 0 R j  1  i  K  2  (29)
The weights used for the encoding and decoding of the codewords are based on the Ri
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and Zi. The complete description of the encoding and decoding procedures can be found
in [15].
The mapping restricts the cardinality of the
 
M  d  k  code. In particular, if we have only
Nint bits to represent integers, our code has to have a cardinality
U µ_ 2Nint . Otherwise, we
will not be able to perform the one-to-one mapping. The high-efficiency codes used in
Section 4.4.1 can’t be enumeration encoded for the following two reasons: The cardinality U  of the phrase codeword set U is larger than 2Nint , the maximum
cardinality we are allowed to represent. The codewords, as defined in Section 4.4.1, are pure   M  d  k  codes. They do not
consist of two encoders as in Figure 24, where binary phrases and amplitudes are
encoded separately. Instead, a single mapping from p bits to q symbols is used.
Therefore, we need to reduce the cardinality of the set U and encode phrases and ampli-
tudes separately. To encode the phrases, we design an M  2 code satisfying the d and k
constraints. Enumeration encoding is applied to the
 
2  d  k  code using the mixed-radix
methods described in [15]. Our phrase set cardinality U  depends solely on the number
of words in the
 
2  d  k  code. The amplitudes are encoded separately. In our implementa-
tion the amplitude encoder is simply a symbol mapper. The
 
M  d  k  code is obtained by
multiplying the ones in the phrases of the binary encoder by the appropriate amplitudes.
Typical CD-R/RW systems and DVD systems use the d  2 and k  10 constrained
Eight to Fourteen Modulation (EFM) and EFM-Plus. In our simulations, we have changed
the parameters to d  2 and k  6 to reduce even further the cardinality U  of the   2  d  k 
code space. This allows us to use enumeration encoding/decoding of the RLL sequences.
Since our goal is to compare the performance of ECC and RLL concatenation with pure
ECC fixed-length encoding, it does not matter whether or not we change the parameter k
in our comparison. A larger value of k might provide further improvements, but we are not
in a position to evaluate that with the resources used for the simulations. The drawback
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from both changes is a reduction in the overall efficiency of the evaluated codes. The
new codes that can be implemented with these changes achieve, at most, ninety percent
efficiency. The efficiency of a code, defined in Section 2.3.1, is expressed as E  R 	 C.
Therefore, reducing the cardinality of U  decreases the rate R of the code, which lowers
the efficiency. However, enumeration encoding can not be implemented if the cardinality
of U  is large.
5.2 Detection with Viterbi Detector
In the simulations for Section 4.4, we used a Viterbi detector in the uncoded case and
a reduced state Viterbi detector for the RLL coded sequences. The difference between
these two detectors is that the second one incorporates the d constraint into the trellis,
effectively eliminating any state that does not satisfy this constraint (see Figure 25). The
Viterbi detector is used to find the maximum-likelihood symbol sequence in the readout
channel. This sequence can then be used to evaluate the symbol error probability for both,
the uncoded and RLL coded case. The complexity of the Viterbi detector depends on two
parameters: the memory of the channel (used to generate the trellis) and the alphabet size.
If the size of the alphabet or the channel memory increase there is an exponential increase
in the complexity of the algorithm. Incorporating the RLL constraint slightly reduces the
complexity by decreasing the number of states and transitions in the trellis.
Figure 31 shows the block diagram for the implemented system, which contains an
RLL permutation code. The system attempts to evaluate performance using the bit error
probability as our performance measure. However, it is not possible to evaluate bit error
probability using this system. This, due to the fact that it does not guarantee the detected
RLL coded sequence will be a valid codeword of the RLL permutation code. In fact,
symbol shifts in the detected sequence can cause the detected sequence to not satisfy the
code constraints. When this happens, the permutation code decoding fails and an input bit
sequence can not be found. For example, Figure 32 represents a codeword of a
 






@9BD9EH HG G F  mod-MPrecoder  SymbolMapper ak 









Figure 31: Complete permutation code system.
Recorded Word
Detected Word · 1 · 1 3 3 3 · 3 · 3 3 3 3 3· 1 · 1 3 3 3 · 3 · 3 · 3 3 3 3
Figure 32: A symbol shift in an RLL permutation code.
code, precoded and mapped to channel symbols, and the detected sequence. This detected
sequence satisfies the
 
d  k  constraints; however, it is not a codeword, due to the presence
of a symbol shift. In this example, the permutation code has a phrase profile vector v  
2  1  1  . Therefore, the codeword has two phrases with a runlength of two, and one each
with a runlength three and four. The detected word has one phrase with a runlength of
two and three phrases with a runlength of three. In this case, the phrase decoder of the
permutation code fails to decode. This is a major problem since symbol shifts are a common
occurrence in optical recording [11].
To solve this problem, a detector that will guarantee that the detected RLL coded word
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is a valid codeword is needed. There are three possible solutions to the problem encoun-
tered: One that incorporates all the permutation code constraints into the trellis used for
detection. This is essentially a joint maximum likelihood (JML) detector. It uses
its knowledge of the phrase profile vector of the code to guarantee that the detected
word is a codeword satisfying the phrase profile and the
 
M  d  k  constraints. A post processing algorithm for the Viterbi detector. This algorithm would be called
into action only when the detected codeword does not satisfy the phrase profile vec-
tor. It would then search for the most likely valid codeword based on the detected
codeword and received symbols. Use another type of   M  d  k  code for which this problem does not exist or can be
addressed easily.
The following sections explore each the first two ideas. The last possible solution is left for
discussion in Section 5.3.
5.2.1 Joint Maximum-Likelihood Detector for Permutation Codes
We investigate the first approach, a detector that always selects a valid codeword, in our
attempts to specify a complete encoding/decoding system for the ORC. To do so, we first
need to specify the maximum-likelihood detector for the permutation code. We show that
JML detection is not a viable option, due to its complexity. For simplicity, we consider
the simple code defined above M  2, d  1, k  3, and v    2  1  1  . We then show how
the JML detector changes with a larger value of M and less restrictive values of d and k.
This procedure shows that the complexity of the JML detector becomes prohibitive as the
difference between d and k, and the channel memory increase. Therefore, a sub optimum
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Figure 33: Trellis for a v    2  1  1  permutation code.
Assuming a channel with no ISI and additive white Gaussian noise, Figure 33 represents
the phase trellis for the
 
2  1  3  permutation code with v    2  1  1  . Each state in the
trellis is labeled by the number of phrases of each of the lengths already detected. Then,
being in state 210 means that two phrases with a runlength of two and one phrase with
a runlength of three have been detected. In this case, the only possible transition from
that state is to state 211  000. The detected phrase would have a runlength of four and
complete a valid codeword. There are eleven states in the trellis, this number comes from 
v1  1 l;   v2  1 p;   v3  1   1  3 ; 2 ; 2  1  11. The minus one in the formula comes
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from the fact that state 211 is equivalent to state 000, or in general, state vdvd + 1 !! vk is
equivalent to state 00 ! 0. In both states, 211 and 000, detection of a new phrase is the
detection of the first phrase in a new codeword.
We need four stages of the trellis in Figure 33 to detect a valid codeword in the code
space, one stage for each phrase in the codeword. It can be shown that there will be twelve
distinct paths through the trellis. This is equal to one path per codeword in the code space.
In other words, the paths of distinct codewords only merge at the final state, so that the
trellis is equivalent to performing a brute force search of the maximum-likelihood codeword
over all the codewords in the permutation code. It can be shown that this extends to any
permutation code. Thus, the ML detector for a permutation code is equivalent to a brute
force search over the code space.
The trellis for joint maximum likelihood (JML) detection of a multilevel permutation
codes is a product trellis of the trellis for the channel, which takes into account the ampli-
tudes, and the trellis for the phrases in the codeword. The number of states in this trellis
would be the multiplication of the number of states in each of the individual trellises. Then,
for the
 
2  1  3  code used above if the channel has ISI and consists of four taps, the JML
trellis would be the product trellis of those in Figure 25 and Figure 33. The JML trellis
would then have sixty six states for this simple code.
To show how complexity increases, let us evaluate an eighty eight percent efficient 
M  d  k ¾   2  2  6  code of total length one hundred and twenty eight symbols. This code’s
phrase profile vector is given by v    10  7  5  4  3  . Then the number of states in the phrase
profile trellis is three thousand nine hundred ninety nine. The total number of states in the
joint trellis is close to twenty four thousand states. Performing this search for an
 
M  d  k    8  2  6  is unreasonable, the computational complexity would be too high. Therefore, an
alternative, suboptimal method of detection for permutation codes needs to be found. The
next section discusses one possible implementation of such a method.
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5.2.2 Post-Processing Algorithm for Viterbi Detection of Permutation Codes
Here, we discuss the implementation of a post-processing algorithm for Viterbi detection
of a permutation code. Such an algorithm would have the following characteristics: It would be used only when the Viterbi detected codeword is not a valid codeword in
the code space. It uses knowledge of the phrase profile vector, the received sequence, the Viterbi
detected codeword, and the Viterbi trellis, to find the valid codeword.
There are three steps that are essential to the implementation of a post-processing algo-
rithm: Establish a set of candidate valid codewords. The phrase profile vector tells us how
many phrases of each length should have been detected. If there is only one symbol
shift then there is one phrase length for which extra phrases exist and one phrase
length for which we have less phrase than in the phrase profile vector. We can then
construct valid codewords by modifying the boundaries of phrases of the length for
which we found extra phrases. For example, for the detected sequence in Figure 32,
the following are valid candidate codewords: C1 ¿  1   1  3  3   3   3   3   3  3  3  3 # ,
C2 r  1   1  3  3  3  3   3   3  3  3  3 # , C3 r  1   1  3  3  3   3   3   3   3  3  3 #
and C4   1   1  3  3  3   3   3  3  3  3  3 # . Evaluate the distance between the received sequence and the trellis path of each of
these codewords. This is easily accomplished by filtering each candidate codeword
with the channel model, used to generate the Viterbi detector trellis, and calculating
its distance to the received sequence. Select as the detected codeword the one for which this distance is minimum.
The main problem with this algorithm, for the permutation code, is that the set of candi-
date valid codewords can be large. In our example, where the codeword consisted of four
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phrases, one symbol shift gave rise to four candidate codewords. The number of candidate
codewords per symbol shift can only increase as the number of phrases in the codeword
increases. Even thought the post-processing algorithm is only used when the detected code-
word does not satisfy the code constraints, its complexity can affect system performance.
5.2.3 Ninety Percent Efficient Permutation Codes
From our discussion on encoding and decoding of permutation codes we know that high-
efficiency codes, such as those used in Chapter 4, can not be efficiently encoded. Therefore,
the results in Figure 28 are the benchmark, but are not achievable. A more realistic goal
would be to implement ninety percent efficient permutation codes. Figure 34 shows how the
results change for this new efficiency. We consider only multilevel, as opposed to binary,
signaling. For low user bit densities, 1 and 2 bits/600nm, M  3 is the best performing RLL
coded system. However, we can not achieve higher densities with this number of amplitude
levels, since doing so would require marks smaller than a minimum feature. Therefore, for
2.5 and 2.75 bits/600nm, M  4 is the best performing RLL coded system. Once again,
M  4 can not achieve higher densities, leaving M  6 as the best performing system for 3
bits/600nm. Compared to the results in Figure 28, we see that there is a loss in performance
of about 1-2 dB to achieve the same error probabilities. Also the achievable user densities
for a low M value are reduced, for example M  4 can achieve 3 bits/600nm if the efficiency
is about 99%, but it can not achieve this density if the efficiency is at 90%.
In Figure 34 we show plots of SNR vs. Pe, where Pe is symbol error probability. We
have already discussed the reasons why we can not evaluate the bit error probability of the
system in Figure 31. Therefore, an alternative solution needs to be found. We need to be
able to decode the user data that we encode and the system with permutation codes does
not allow us to do so. The solution is to use a different type of RLL code and we discuss it
in the following section.
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Results for 3 bit/600 nm, β=0.05
M=6
M=8
Figure 34: Results for ninety percent efficient permutation codes.
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5.3 Combined ECC/RLL Coding
In Section 5.2 we observed that using a concatenation of an ECC with an RLL permuta-
tion code and Viterbi detection is not a good idea. An alternative needs to be found. We
could use reverse concatenation, performing RLL encoding first and then using a system-
atic ECC code. This approach has been investigated for binary recording systems, see [1].
In general, it has been shown to perform better than the normal ECC/RLL concatenation.
It’s main drawback is the decoding latency, since most ECC codes used in the recording
industry require a large block length for encoding/decoding. Also, an efficient algorithm
for RLL coding the parity bits of the ECC needs to be found. Another approach is to use
a code that combines RLL encoding with error-correction capabilities. This approach has
the advantage of requiring only one encoder/decoder. Also no separate RLL encoding of
parities is needed. The main advantage of using combined ECC/RLL codes is their ability
to correct shift errors. This type of error is the most common error encountered in our
channel model with the Viterbi detector. Therefore, a code that is designed to correct those
errors is a highly desirable code.
This section deals with the design and implementation of a combined ECC/RLL code.
We discuss two possible code constructions and give their advantages and disadvantages.
Both constructions are based on Lee-Metric BCH codes. We then specify the reasons why
we select one of those constructions. The specifics of the code implemented are also given.
Plots of SNR vs. Pe for an encoding/decoding system are given. It was found that simple
Viterbi detection is not enough to obtain adequate performance for large values of M. A
specific solution to this problem is addressed in Section 5.5.
5.3.1 Lee-Metric BCH Codes
Lee-metric BCH Codes were first introduced in [27, 47]. Berlekamp [6] introduced the
negacyclic codes, the most well-known Lee-metric codes, and provided an efficient decod-
ing procedure for them. The first application of such codes to constrained channels was
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given in [41], where they discuss the use of Lee-metric BCH codes to detect and/or correct
synchronization errors in runlength-limited
 
d  k  channels. These errors are caused by the
insertion and/or deletion of zero symbols in the runlength. In fact, an insertion error in
one runlength followed by a deletion error in the next one is an example of what we have
referred to as a symbol shift error.
The fact that these codes are designed to correct symbol shift errors has led us to believe
that they are a good error correcting code for our specific application. At the same time
that they correct errors, they can also satisfy the desired runlength constraint. Another
advantage of these codes is that an efficient decoding algorithm has already been described.
The binary RLL codewords obtained from the Lee-metric BCH code, according to the
construction in [41], are of variable length. In [41] a construction of a binary RLL phrase
encoder using Lee-metric BCH codes is given. The binary RLL codewords obtained from
this construction are all of the same length. Therefore, a block encoder/decoder for this
codes can be implemented.
5.3.1.1 The Lee Metric
The Lee distance d À   x  y  between two elements x  y 5 GF   p  is the smallest absolute
value of any integer congruent, modulo p, to the difference x  y. This metric is “circular”
when applied to GF
 
p  , or put another way if all the elements in GF   p  are arranged into a
circle, the Lee distance between any two elements is the shortest of the arcs between the two
elements. It is an alternative to the Hamming distance for non-binary signals. Therefore,
given two codewords u    u1  u2 !!!" uN  and v    v1  v2 !!!& vN  , the Lee distance between
the two codewords is given by
d À   u  v 
 N∑
i u 1 d À   ui  vi / (30)
We see that it differs from the Hamming distance in that the Hamming distance only counts
the number of coordinates that differ between the two codewords, not taking into account
how much they differ by.
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5.3.1.2 Code Construction
There are two possible code construction methods for combined ECC/RLL codes based on
the Lee distance. The first method was introduced in [41]. We will call this method the
Roth method. The code generated with this method is referred to as the Á q code. Encoding
and decoding are simple and phrase length is obtained by a simple one-to-one mapping
of elements from a field GF
 
p  to a phrase length in the set of valid phrase lengths. This
mapping is simple enough, the smallest field element represents the shortest phrase. The
second smallest field element represents the second smallest phrase and so on. Some key
characteristics of the code are the following: Simple encoding, multiplication by a generator matrix G to find the codeword in
GF
 
p  . Then, simple one-to-one mapping to phrase lengths. Can correct insertion/deletions and symbol shift errors. The maximum Lee weight
of errors that can be corrected is r  1, where r    p  1 !	 2. Decoding algorithm based upon Euclid’s algorithm, can correct errors of weight r  1
and detect all errors of weight r. Fixed number of phrases per codeword. However, the length of a codeword is not
fixed. This is its main disadvantage. The size of the field p determines up to a constant the achievable code constraints.
This, due to the one-to-one mapping between field elements and phrase lengths.
The main drawback of this code construction technique, the variable length of the code-
words, is something that we would like to avoid, if possible. We are interested in using a
code with fixed codeword length.
The code construction process described in [9] gives a code that is of fixed length. It
uses as its starting point a code of the Roth type. We will call this underlying code the Á q
code and the generated RLL code Â . Codewords from Á q are used to generate the RLL
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codewords in Â . However, not all codewords from Á q generate codewords in Â , and some
codewords in Á q may generate more than one codeword in Â . The key characteristics of
codes designed by this process are: Fixed codeword length. All codewords in the code space Â have the same codeword
length N2. Fixed number of phrases in a codeword. All codewords in the code Â have the same
number of phrases l. Can correct insertion/deletion and symbol shift errors. Once again, the number of
errors that can be corrected is limited by q. There is not an efficient algorithm for encoding/decoding the codes. One could be
found, perhaps by enumeration, but none have been given in the literature. The number of codewords in Â can be large. Thus, even if an efficient enumer-
ation algorithm to encode/decode the codes is found, problems such as those with
enumeration of permutation codes can still arise. Most code spaces Â that can be designed are characterized by low efficiencies. This
makes them difficult to use in our system, since they limit the achievable user bit
densities.
This code construction process is then ill-suited for our application. Its one desirable
quality, the fixed codeword length, is outweighed by a set of non-desirable characteris-
tics. Therefore, it is better to use the Roth code construction. Section 5.3.2 describes the
phrase encoder used in our simulations.
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5.3.2 Lee-Metric Phrase Encoder
The code Á q designed using the Lee-metric BCH approach is a C   48  3  α  code over
GF
 
7  . The vector α is a vector with every single field element in GF   49  72  , rep-
resented as a power of a generating element and in ascending order. We can express it




n  r α; p  def
ÃÄÄÄÄÄÄÄÄÄÄÄÅ
1 1 ?!?!? 1






αr  11 αr  12 ?!?!? αr  1n
ÆÈÇÇÇÇÇÇÇÇÇÇÇÉ  (31)
Since r  3 the matrix has only three rows of elements in GF   49  . Expressed as elements of
GF
 
7  , the parity-check matrix consists of five rows. Finding the generator matrix is sim-
ple. First, the parity check matrix is expressed in systematic form H
 
n  r α; p <ËÊ  PT I Ì .
Then, the generator matrix can be found as G
 
n  r α; p r' I P ) . For our specific example
the I matrix in the parity-check matrix is a five-by-five identity matrix, while  PT is a




If we are interested in calculating the bit error rate we need to perform the complete encod-
ing from bits to the RLL codeword. To do so we use the following algorithm:
1. Map a set of p bits into q  43 field elements from GF   7  . This process forms the
message word m.
2. Multiply the message word m by the generator matrix to obtain the encoded word
c  mG r' c1 c2 ?!?!? cn ) .
3. Construct the differentially precoded word d ' d1 d2 ??!? dn ) , where d1  c1 and
d j  c j  c j  1 for 2  j  n, with the subtraction taken modulo p.
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4. Convert each field element in the precoded word d into the specific
 
d  k  constrained
phrase. To do so, use the following conversion rule: write a ‘1’ symbol and follow it
by d  di ‘0’.
The precoding step guarantees that we can correct up to r  1 bit shift errors. If we are only
interested in computing symbol error probability, we can substitute step one in the above
process by a random generator of message words m.
5.3.2.2 Decoding Procedure
For decoding we use the algorithm described in [41]. However, we must first remove the
effects of precoding. We can reconstruct the original codeword c by the operation
c j  j∑
l u 1 dl  (32)
If a shift error occurs at the boundary between runs j and j  1 in d, it is converted into an
insertion/deletion in run j of c. For this to work we need d1 to be correct. This can always
be guaranteed if the code contains the all-one word and all its multiples. It is simple to
check that our code does satisfy this.
5.3.2.3 Encoding Rate
We can estimate the encoding rate of our code. To do so, we calculate the number of bits
that can be encoded into one codeword. We use one hundred and twenty bits to select one
of the forty three symbol message words m. The number of symbols we encode using these
bits is variable. However we can estimate the average codeword length with the formula
n̄ROTH  K  k  d2  1     N  K  1 1   d  q  12  2  (33)
where K  43 is the number of information phrases, N  48 is the number of phrases in
the code, q  7 is the size of the field, and d, k are the constraints of the code. Then in our
case n̄ROTH  288 symbols. Then, the average encoding rate is RROTH  0  42 bits/symbol
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Figure 35: Complete Lee-metric BCH code system.
5.4 Results for ECC/RLL Combined Code
Figure 35 shows a complete diagram of the system, which replaces the binary permutation
phrase encoder in Figure 31 with a Lee-metric combined ECC/RLL code. The code is
designed to correct symbol transition shift errors, since these type of errors are the dominant
source of errors in the optical recording channel. An example of this type of error was given
in Figure 32. There are numerous examples of symbol transition shift error correcting codes
in the literature [7, 9, 11, 17, 22, 41, 53]. Some of these codes can also correct substitution
errors, one in which a ‘0’ is replaced by a ‘1’ or a ‘1’ by a ‘0’ in the RLL code, such
as, those described in [9, 41]. These errors add/remove zeros to one of the runlengths of
the RLL code. In particular a transition shift error can be interpreted as an insertion error
in one phrase followed by a deletion error in the next phrase. The code used is the one
specified in Section 5.3.2. Performance is evaluated for this code at user bit densities of 1  2  2  5  2  75  3 # bits/600nm.
Figure 36 shows plots of SNR vs. Pe for the Lee-Metric BCH code system of Figure 35.
We can see that for low user bit densities, for example one and two bits/600nm, the system
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Results for 2.5 bit/600 nm, β=0.05, Lee−Metric BCH Code
M=6
M=8







Results for 2.75 bit/600 nm, β=0.05, Lee−Metric BCH Code
M=6
M=8
Figure 36: Results for system in Figure 35.
performs reasonably well. For these densities the codes with M  3 are the best performing
codes. Densities at or above 2.5 bits/600nm require that we signal with at least M  6 levels.
The performance for these cases is severely degraded and exhibits the presence of an error
floor.
An analysis of the results for 2.5 and 2.75 bits/600nm tells us that most of the errors
originate from Viterbi detection of a word that does not satisfy the code constraints. This
happens since the Viterbi detector does not ensure that the detected codeword must have
forty-eight phrases. If a word with forty-nine or forty-seven phrases is detected, one that
is not a valid codeword in the Lee-Metric BCH code, then multiple errors exist and an
error floor occurs. This problem can be solved by including a Viterbi post-processing
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algorithm in the system in Figure 35. This post-processing algorithm has to be simple and
guarantee that its output codeword will have exactly forty-eight phrases, satisfying the code
constraints. It should only be used when Viterbi detection has produced a codeword with
more, or less, phrases than those in all codewords in the code space. This algorithm is
introduced in Section 5.5.
Another source of errors is a phrase that exceeds the k constraint. Let us assume that a
phrase in the detected codeword has length k  n, for some n 5a' 1  p  1 ) . Then, due to the
mod p operation of the finite field the BCH code belongs to, that phrase will be interpreted
as a phrase of length n. This will in general give rise to multiple errors in the decoding
process. Therefore, the post-processing algorithm needs to eliminate phrases exceeding
the k constraint, by combining the n extra symbols into the adjacent phrases.
5.5 Post-processing Algorithm for Viterbi Detector
In Section 5.3, we introduced a combined ECC/RLL phrase encoder for the system in
Figure 35. This code has good performance when the user bit density is low. For high user
bit densities, those above 2 bits/600nm, the system performance exhibits an error floor.
This error floor was caused by the erroneous detection of codewords, such that, the total
number of phrases in the detected codeword was more, or less, than the actual number of
phrases per codeword. In this section we solve this detection problem.
The approach taken is to add a post-processing block in detection. This block follows
the Viterbi detector and is located before the decoding block corresponding to the phrase
encoder. Its sole purpose is to guarantee that the detected codeword has the correct number
of phrases. For our ECC/RLL code that number is forty-eight phrases. The post-processing
block is used only when this is not the number of phrases in the detected codeword. If it
is, we simply by-pass post-processing. The post-processing algorithm must be simple and
general. Ideally, it should correct all codewords with an inaccurate number of phrases.
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Figure 37: Complete Lee-Metric BCH code system with post-processing.
reducing the SNR value necessary to achieve a specific Pe.
5.5.1 New System Diagram
Figure 37 shows a diagram of the system with Viterbi plus post-processing. This is essen-
tially the same system as that in Figure 35, with the Viterbi detector replaced by a Viterbi
detector plus post-processing block. We have represented it in this way for visualization
purposes. The post-processing block is actually an independent block that may or may not
be used. In essence one of the following can happen:
1. The Viterbi detected codeword has the right number of phrases and no phrase exceeds
the k constraint. In this case no post-processing is needed and we can proceed directly
with decoding of the Lee-Metric BCH codeword.
2. The Viterbi detected codeword has the right number of phrases, but one or more
phrases exceed the k constraint. Therefore, post-processing to decrease the length of
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Figure 38: Diagram of post-processing algorithm.
3. The Viterbi detected codeword has more phrases than the correct codeword. In this
case post-processing should be used to combine short phrases. Each time the process
is used one phrase is removed. The process should be repeated until the detected
codeword has the correct number of phrases.
4. The Viterbi detected codeword has fewer phrases than the correct codeword. Post-
processing should be used to split one long phrase. Each time the process is used one
phrase is added. The process should be repeated until the detected codeword has the
correct number of phrases.
Figure 38 shows a diagram of the points listed above. There are three distinct post-
processing blocks, two deal with the number of phrases and one deals with the length
of the phrases. Of the blocks dealing with the number of phrases, one removes phrases by
combining short phrases and one the other one adds phrases by splitting long phrases. The
specific implementation details of each one of the post-processing blocks are described in
Sections 5.5.2.1- 5.5.2.3.
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5.5.2 The Post-processing Algorithm
As shown in Figure 38, the post-processing algorithm is divided into two different algo-
rithms. One of the algorithms removes phrases, by combining two short phrases. The other
adds phrases, by splitting one long phrase into two short phrases. However, both algorithms
have some common elements, a routine that finds the positions in the detected codeword
that are most likely to be in error and the criterion used to stop searching for a corrected
codeword.
To find these positions we follow the path, through the trellis, of the detected codeword.
The distance d
 
ci  ri  , to the received sequence, is calculated for each symbol. A cumulative




j u 0 d   c j  r j  (34)
The variation of the cumulative distance over the minimum mark length d  1 is given
by dd + 1   i Ï dcum   i   dcum   i  d  1  . Then, we use the position at which this distance
measure is maximum to find the positions most likely in error.
To determine whether a valid corrected codeword has been found, we first calculate
the total cumulative distance of the detected codeword, the one with the wrong number of
phrases. Assume the number of symbols in the codeword is l, then we call this distance
dcum
 
l  . Then, phrase combination or splitting is performed in and around the positions
most likely in error in this codeword. The total cumulative distance d̂cum
 
l  of the new
codeword is calculated. These two distances are compared, if they are close enough, it
is declared that a valid corrected codeword has been found. We have assumed that the
distances are close if they are within ten percent of each other. If the corrected codeword
is not valid, then we keep the one with the lowest total cumulative distance, find the next
highest value in dd + 1   i  and repeat the process until a valid corrected codeword is found or
a maximum number of positions is evaluated. If this last condition is reached, the codeword
we output is the corrected codeword with the lowest total cumulative distance.
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5.5.2.1 Removing Phrases
To remove a phrase, we combine two or more short phrases. It is required that the combined
phrases be short, so that the new phrase does not exceed the maximum allowable phrase
length. Therefore, once we are given the most likely positions to be in error we need to
find if it is possible to combine phrases close to those positions and still satisfy the code
constraints. If it is possible, then we do so and evaluate the total cumulative distance. We
combine phrases in one of the following ways: Forward Combination: The combined phrase will consist of the symbol of the first
of the two phrases being combined. Backward Combination: The combined phrase will consist of the symbol of the sec-
ond of the two phrases being combined. Split Combination: We eliminate one small phrase by combining it with the phrases
next to it. The first few symbols take on the value of the symbols from its preced-
ing phrase. The remaining symbols take on the value of the symbols from the next
phrase.
When performing these combinations we need to be certain that a phrase longer than the
maximum allowable length is not being formed. To do so, in forward combinations we
need to check that the symbol value of the phrase that follows our second phrase is not the
same symbol value as that of the first phrase. If this is the case, then we cannot perform the
forward combination. A similar check needs to be evaluated when performing backward
combination. The main difference is now we check the phrase immediately before the first
phrase being combined. The one exception to this rule is when the detected codeword has
two or more extra phrases. In this case we allow a combination of three phrases if the
combined phrase does not exceed the k constraint. This combination process may give us
more than one codeword. If this happens, the codeword with the smallest total cumulative
distance is the one returned as our candidate codeword.
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5.5.2.2 Adding Phrases
The process for adding phrases involves splitting one phrase into two distinct phrases. This
process is easy if one of the phrases in the detected codeword is longer than the maximum
allowable length. This can happen since our trellis has no check for the k constraint. If
we have such a phrase in our codeword, we know that we need to split the phrase. Phrase
splitting can be accomplished using the following system: Check whether the current phrase symbol is one of the boundary symbols in the
alphabet. If the current symbol is not a boundary symbol we can split the phrase with one of
four approaches:
– Forward Lower Value: In this case we split the phrase into two, assigning a
lower symbol value to the first phrase and leaving the second phrase unchanged.
– Forward Higher Value: The first phrase is assigned a higher symbol value and
the second phrase is left unchanged.
– Backward Lower Value: The first phrase is left unchanged and a lower symbol
value is assigned to the second phrase.
– Backward Higher Value: The first phrase is left unchanged and a higher symbol
value is assigned to the second phrase. If the current symbol is a boundary symbol, then only the lower or higher approach
can be used, depending on which boundary symbol it is. If no valid candidate codeword is found then we check whether we can create a new
phrase in the boundary between two phrases. To do this we need to satisfy:
– The symbol values between the two phrases have to differ by exactly two posi-
tions in the symbol alphabet. For example, in a 4-ary alphabet the symbols -3
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and 1 differ by two positions.
– Each of the two phrases has a length greater than d  1 and a phrase of length
d  1 can be created by combining symbols from these two phrases. As an
example, if both phrases have length d  2 we can’t create a phrase of length
d  1 if d T 1 since we only have one extra symbol from each of the two phrases.
We still assume that a check of the symbol values of the phrase immediately before and
immediately after the phrase being split has been performed. From the possible ways to
split a phrase we have to remove those that cause a conflict with these two phrases. For
example, assume the phrase immediately before the phrase we are splitting has a symbol
value of -3 and our phrase has a symbol value of -1. In this case, we can’t use the forward
lower value approach to split our phrase. This causes the first new phrase to recombine
with the previous phrase and therefore no phrases would be added.
If there are no phrases that exceed the maximum allowable phrase length, then we split
those phrases that are long enough to guarantee two phrases of at least the minimum phrase
length. The process is still guided by the location of the symbols most likely to be in error.
Notice that when performing phrase splitting there are more codewords to evaluate. This,
since a phrase of length ten can be split into two of length five, one of length six and one
of length four, or one of length seven and one of length three. For the last two cases we
can place the short phrase first or we can place it second which gives us two other cases
to evaluate. Therefore, we need to be careful and make sure that we evaluate all possible
cases.
5.5.2.3 Phrases Exceeding the k Constraint
The trellis used in the Viterbi detector includes the code’s d constraint. However, it does
not include a check for the k constraint. Therefore, we can have detected codewords with
phrases whose length exceeds the k constraint. This type of phrases causes problems in
the decoding of the Lee-metric BCH code. Hence, we need to implement an algorithm
81
Table 5: Error Distribution for M  5, 1 bit/600nm.
SNR Pe Amp.Err Symbols Shift Err Symbols Total Errors
16 0.000147486 6 35 59 69 104
16.25 9.39078e-05 8 43 51 60 103
16.5 3.27966e-05 4 18 69 82 100
16.75 2.07756e-05 2 10 81 92 102
17 1.45351e-05 2 12 84 91 103
17.25 8.50437e-06 2 12 79 86 98
17.5 4.07863e-06 0 0 42 47 47
17.75 2.5166e-06 0 0 28 29 29
18 1.30169e-06 0 0 15 15 15
that reassigns symbols to phrases so that no phrase length exceeds the k constraint. This
algorithm is part of the post-processing stage in our detector. It performs the following
tasks: Identifies phrases that exceed the k constraint. Finds the possible locations where the exceeding symbols can be moved to, by ana-
lyzing the phrase length of the phrases immediately before and immediately after the
one exceeding the k constraint. Reassigns the extra symbols and calculates the distance of the new codeword. It
selects as a valid candidate codeword the one with the lowest distance, since there
may be two or more ways to reassign the symbols.
When performed, this process is the last step in the post-processing algorithm. Therefore,
the output of this process is the new detected codeword which will be decoded by the
Lee-metric BCH decoding algorithm.
5.6 System Performance with Viterbi Post-processing
Table 5 provides the breakdown of the errors for the combination of Viterbi detector and
post-processing for M  5 and a user bit density of 1 bit/600nm. The simulations stopped
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Table 6: Error Distribution for M  5, 2.5 bit/600nm.
SNR Pe Amp.Err Symbols Shift Err Symbols Total Errors
16.5 9.88674e-05 8 52 43 54 106
16.75 4.41031e-05 6 35 56 67 102
17 2.91408e-05 4 23 70 78 101
17.25 1.33865e-05 0 0 90 101 101
17.5 8.97816e-06 7 32 63 70 102
17.75 6.76878e-06 7 32 42 46 78
18.25 5.20676e-07 0 0 6 6 6
when at least one hundred symbol errors were found or after simulating forty thousand
codewords, whichever came first. We can see that for high SNR values most of the errors
are still caused by symbol shifts in the corrected codeword. These errors are those that the
combined ECC/RLL code cannot correct. They are present when there is a detected word
with an error pattern of Lee-weight larger than the error correction capabilities of the code.
As the user bit density increases, see Table 6, the percentage of errors due to symbol shifts
decreases. There are more errors caused by amplitude errors as the bit density increases. An
increase in the value of M also increases the percentage of errors due to amplitude errors.
Then, for M  8 the percentage of amplitude errors is highest when the user bit density is
highest. This leads us to believe that performance can still be improved if we use coding on
the amplitude encoder, instead of a simple symbol mapper. Ideally, this amplitude coding
should be applied when the SNR is low, and for large user densities and M values. The use
of error-correcting codes in the amplitude encoder will be studied in Chapter 6.
Figure 39 shows a comparison of the results with post-processing and those without
post-processing for M  8 and a density of 2.5 bits/600nm. We see that there is a dramatic
improvement in performance brought about by the use of the post-processing algorithms. In
particular, there is about a 2 dB difference in performance at an error probability of about
7 $ 10  4. If we compare the results with post-processing in Figure 40 to those without
it (Figure 36), we can see the improvement brought about by the post-processing. This
improvement is more noticeable for user densities above 2 bits/600nm. These densities had
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Results for 2.5 bit/600 nm, β=0.05
W/out Post−Processing
With Post−Processing
Figure 39: Comparison of results with and without post-processing.
performance curves exhibiting error floors when post-processing was not used.
In the plots for 1 bit/600nm and 2 bits/600nm, we have included the case of binary
signaling. We can see that binary signaling has the advantage over M-ary signaling when
the user bit density is low. In this particular case binary signaling outperforms M-ary sig-
naling for 1 bit/600nm. At a density of 1.5 bit/600nm 3-ary signaling outperforms binary
signaling. This density is the highest achievable bit density with binary signaling, assum-
ing a Lee-Metric BCH binary encoder is used to encode the RLL phrases. For 1.5 and 2
bits/600nm we observe that the M  3 RLL code is the best performing code. The perfor-
mance of M  3 and M  4 at 2 bits/600nm is similar. However, there is an advantage in
using M  3 since the detection trellis has less states and detection is less computationally
intensive. As the user bit density increases we need to increase the number of amplitude
levels in order to be able to achieve the density. A density of 2.5 bits/600nm requires that
we signal with at least M  5 levels, which is also the best performing code for this density.
For 2.75 bits/600nm we need to signal with at least M  6 levels, which is also the best
performing code for the density. In this case, the performance of M  8 is very close to
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Results for 2.75 bit/600 nm, β=0.05
M=6
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Results for 3 bit/600 nm, β=0.05
M=8
Figure 40: Results for system with Viterbi plus post-processing.
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that of M  6. However, M  6 is preferred to the lower complexity of detection which
arises from a trellis with less states. For 3 bits/600nm we need to signal with at least M  8
levels.
5.7 Conclusion
In this Chapter, we have implemented a complete coded modulation system. We showed
that using permutation codes in combination with Viterbi detector fails. This, due to the
fact that the Viterbi detector does not guarantee that the detected word is a codeword in the
code space. Two solutions to this problem were investigated: joint maximum-likelihood
detection of phrases and amplitudes, and a post-processing algorithm for the Viterbi de-
tector. For this type of code both solutions suffered from a high complexity and were not
implemented.
A solution using a combined error-correcting/runlength-limited code (ECC/RLL) was
proposed. The main advantages of using this type of code are the fact that only one en-
coder/decoder is required and the code’s ability to correct symbol shift errors, which are
the main source of errors in the Viterbi detector. This errors were also the main cause be-
hind the failure of the permutation code. Two code construction methods were studied and
a construction based on a Lee-Metric BCH code was used. The main drawback of the code
is that it does not have a fixed codeword length. Another drawback is that the error correc-
tion capabilities of the code are linked to the code constraints
 
d  k  . Therefore, if we want
to increase the Lee-weight of correctable errors we have to relax the k constraint. Simula-
tions showed that this code worked well for low user bit densities. However, it exhibited an
error floor when high user bit densities were used.
Finally, we introduced a novel post-processing algorithm for Viterbi detection. The
purpose of the algorithm is to guarantee that the number of phrases in the detected code-
word matches the number of phrases in the Lee-metric BCH code and that no phrase length
violates the k constraint. This eliminates the error floor exhibited by the simulations when
86
no post-processing was present. The post-processing algorithm returns the most-likely cor-
rected codeword. This codeword is the one that minimizes the total cumulative distance
between itself and the received sequence. Plots of SNR vs. Pe show a marked improvement
in system performance, due to the post-processing algorithm. An analysis of the errors in




CODED MODULATION II: TRELLIS AND COMBINED
RLL/ECC CODING
In Chapter 5, we observed that there is room for improvement in the performance of the
recording system by adding an amplitude encoder. Until now, our approach for the am-
plitudes has been to use a simple symbol mapper. This mapper takes information bits and
turns them into an M-ary symbol. However, we have not used error-correction. Therefore,
an error in detection will cause multiple symbol errors. This effect can be mitigated if we
use an error-correcting code on the amplitudes.
The use of an ECC on the amplitudes would allow us to correct simple error patterns.
We assume that most amplitude error events are isolated. In general, they consist of one
detected phrase for which its symbol value is in error. If this assumption holds, then the
ECC will be able to correct the error patterns. This improves the overall performance of
our encoding system.
6.1 Error Distribution Analysis
Tables 5 and 6, were used in our initial analysis in Chapter 5 to justify the use of an ECC
code for amplitude encoding/decoding. Here, we will show that the possible improvements
found in the M  5 case are present in an even larger scale for the M  8 case. That is, for
M  8 as the user bit density increases, so does the percentage of errors due to amplitude
errors. In particular, this can be seen in Tables 7 and 8. Table 7 shows the analysis of errors
for M  8 and 1 bit/600nm. The SNR value on the Table is the value of SNR at the input
the channel. It is not the SNR at the output, which is the one we use in our plots. To convert
from one value to the other we need to add the value log2 A
2
h t n. Notice how at high SNR
88
Table 7: Error Distribution for M  8, 1 bit/600nm.
SNR Pe Amp.Err Symbols Shift Err Symbols Total Errors
20.25 6.03322e-05 15 80 17 23 103
20.5 3.59321e-05 14 68 26 33 101
20.75 1.69636e-05 10 51 40 49 100
21 8.30618e-06 4 24 33 43 67
21.25 4.21508e-06 2 12 17 22 34
21.5 3.09932e-06 2 12 10 13 25
Table 8: Error Distribution for M  8, 2.75 bit/600nm.
SNR Pe Amp.Err Symbols Shift Err Symbols Total Errors
20.25 8.0502e-05 12 75 23 30 105
20.5 5.25363e-05 14 82 15 22 104
21 1.76674e-05 10 54 38 49 103
21.25 7.99868e-06 6 27 20 26 53
21.5 3.55795e-06 4 19 19 22 41
21.75 1.90914e-06 2 12 8 10 22
values most of the errors in the system are due to symbol shift errors. These are errors that
are not corrected by the Lee-Metric BCH code. Table 8 shows the error breakdown for
M  8 and 2.75 bits/600nm. For SNR at or below 21.75 dB, we observe that errors due to
amplitude errors account for about fifty-percent of the total errors. These errors could be
corrected if we use an ECC code on the amplitudes in our detection system.
6.2 Trellis Coded Modulation
Until now, our amplitude symbols have been obtained by a symbol mapper, mapping a set
of bits into a set of M-ary amplitudes. We map the symbols individually if log2
 
M  1  is an
integer or in groups of N symbols so that ba  N log2   M  1  is an integer. There is no error
correction in this approach. However, we have showed that introducing an error-correcting
code can help improve system performance. There are some specific characteristics we
have to keep in mind when selecting the code:
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Figure 41: Systematic convolutional encoder with feedback for TCM The length of the codeword is short. In particular, for our system implementation we
have only forty-eight phrases. Therefore, our codeword has to be at most forty-eight
symbols long. The alphabet used for encoding has only M  1 symbols. It should not contain the
symbol zero. If it does contain the zero symbol, translations of a codeword, where
an integer number is added to each symbol should still be a codeword. Each codeword needs to be decoded individually. We require no look-ahead or look-
back capabilities on the decoder.
We have decided to evaluate the performance of trellis coded modulation (TCM) for our
simulations. TCM was first introduced in [48]. This reference provides a complete descrip-
tion of the encoding and decoding process.
We use this process to design a code for the M  5 case. Our code then has M  1  4
amplitude levels, with values in the following alphabet  1  2  34 # . We use a systematic
convolutional encoder with feedback to generate our code. The system diagram for our en-
coder is shown in Figure 41. We encode two amplitude symbols at a time and use three user
bits to select these two symbols. Therefore, our encoding rate is one and a half bits/symbol.
One uncoded bit is used to select the signal within the selected coset. The three coded bits
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Figure 42: Coset partition for TCM alphabet
are used to select the coset in the alphabet. Figure 42 shows the alphabet used for our
encoding process. It describes the process of coset partitioning and gives the final alphabet
partition in our code. The symbol on the x axis represents the value of the first of the two
amplitude symbols. The symbol on the y axis represents the value of the second of the
two amplitude symbols. There are eight partitions in our alphabet, each consisting of two
symbols.
The trellis for this code is an eight-state trellis diagram. Figure 43 shows the trellis for
the implemented code. The numbers next to each trellis state represent the partition of the
alphabet used in each of the transitions from that trellis state to another trellis state. The
first number on the left is the partition selected on the lowest transition emanating from that
trellis state. The last number on the right is the partition selected on the highest transition
emanating from that particular trellis state. There are two parallel transitions per branch.
These parallel transitions come from the uncoded bit used to select the specific symbol
from the selected alphabet coset. Therefore, there are two pairs of alphabet symbols that
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Figure 43: Trellis for TCM code.
reached from that trellis state in one trellis step.
6.2.1 Soft-Information for TCM Detection
The detector for decoding of the TCM coded amplitudes requires that soft-information be
available for each amplitude symbol. This information is not directly available from the
output of the Viterbi detector plus post-processing system. Therefore, we need to devise an
approach to obtain the soft-information. We obtain this soft-information as follows: Use a zero-forcing linear-equalizer (ZF-LE) to filter the received signal and remove
the ISI. From the detected codeword obtain the length of each phrase.
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 For each phrase in the detected codeword add up the values of all received symbols
in that phrase and divide by the total number of symbols in the phrase.
We then use the soft-information obtained in this manner as our received values for the
trellis of the TCM detector.
6.2.2 The TCM Detector
The TCM detector is a modified Viterbi detector. The modification is necessary since the
soft-information available to our detector is not matched to the alphabet of the TCM code,
but to the channel alphabet. Therefore, to calculate the distance between the TCM symbols
causing a transition in the trellis and the received soft-information we need to convert the
TCM symbols into channel symbols.
For each trellis state we keep track of the last encoder state. The encoder state is the
last symbol, yi, output by the mod M precoder described in Section 2.3.1. The distance for
a transition from one trellis state to another is calculated using the following steps: Select the partition that corresponds to the transition being evaluated. For each pair of symbols in the partition determine the corresponding channel sym-
bols. This requires the last encoder state information saved for that trellis state. For
example:
– Assume we are at trellis state ’0’, M  5, we are calculating the distance of the
transition to trellis state ’2’ and the encoder state is ’2’.
– From Figure 43, the partition we use is P  2. From Figure 42, the two pairs of
symbols for this partition are ' 2  2 ) and ' 4  1 ) .
– For the first pair the mod M encoding gives ' 4  1 ) and the last encoder state is
’1’. For the second pair the encoding is ' 1  2 ) and the last encoder state is ’2’.
– The pairs of channel symbols are ' 4   2 ) and '  2  0 ) respectively.
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Table 9: Error distribution for M  5, 1 bit/600nm, without TCM detection.
SNR Pe Amp.Err Symbols Shift Err Symbols Total Errors
16 8.94889e-05 0 0 90 101 101
16.25 7.73318e-05 2 10 83 91 101
16.5 6.03696e-05 4 25 73 77 102
16.75 3.48693e-05 2 10 86 92 102
17 2.34838e-05 4 23 75 77 100
17.25 1.60835e-05 4 23 76 79 102
17.5 7.29353e-06 6 38 43 46 84
17.75 2.77849e-06 2 10 20 22 32
18 2.60483e-07 0 0 2 3 3 Calculate the distance between each pair of channel symbols and the soft-information.
Select the symbols closest to the soft-information and return the last encoder state
corresponding to those symbols.
At each trellis state the normal compare and select procedure of Viterbi detection is used to
guarantee we only keep the minimum distance path to that particular state. Therefore, the
only modification from a normal Viterbi detector is the procedure to calculate the branch
metric.
6.3 Results with TCM Amplitude Coding
Tables 9 and 10 show the new error data for M  5 and 1 bit/600nm. We show the error
data if no TCM error correction is performed in Table 9 and the data with the TCM error
correction in Table 10. It can be seen that all amplitude errors are corrected when the TCM
code is used. Therefore, our assumption that most amplitude errors are isolated and can be
corrected with a TCM code is correct. Once again the simulations stop after one hundred
symbol errors are made or forty thousand codewords are simulated. However, in the TCM
case we stop after one hundred symbol errors without TCM correction. This means that we
count, in the stopping criterion, the amplitude errors that our TCM code corrects.
Figure 44 shows the SNR vs. Pe for M  5 at one and two bits/600nm. We compare the
results with TCM coding of the amplitudes to the results from Chapter 5. We observe that
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Table 10: Error distribution for M  5, 1 bit/600nm, with TCM detection.
SNR Pe Amp.Err Symbols Shift Err Symbols Total Errors
16 8.94889e-05 0 0 90 101 101
16.25 6.96752e-05 0 0 83 91 91
16.5 4.55731e-05 0 0 73 77 77
16.75 3.14508e-05 0 0 86 92 92
17 1.80825e-05 0 0 75 77 77
17.25 1.24569e-05 0 0 76 79 79
17.5 3.99408e-06 0 0 43 46 46
17.75 1.91021e-06 0 0 20 22 22
18 2.60483e-07 0 0 2 3 3
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Results for 2 bit/600 nm, β=0.05
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Figure 44: Results for TCM amplitude coded system.
the performance with the TCM code is worse than that without amplitude coding for both
densities. There are two reasons for this behavior: With the TCM code we encode less bits per amplitude symbol than in the uncoded
case. This reduction in rate means that we must signal with smaller marks to achieve
the same user bit densities. The smaller marks mean we have more ISI in the channel.
Therefore, even though we correct all amplitude errors that occur there is an increase
in the number of symbol shift errors in the TCM coded signal. If all errors in our readout signal were amplitude errors, TCM coding would correct
them and overcome the reduction in rate and increase in ISI. However, there are also
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symbol shift errors in the channel. If the symbol shift errors are the main source of
errors, then there are not sufficient amplitude errors for the TCM code to correct and
it can not overcome the reduction in rate and increase in ISI and its performance is
worse than that of the uncoded case.
We can see that the reduction in rate has a bigger effect when the user density is larger,
in this case for the two bits/600nm case. This can be explained by the fact that the mark
size for this system is smaller than that for the one bit/600nm system. Therefore, a further
reduction in rate causes the marks to be even smaller, increasing the ISI and degrading
performance.
There are two things we can learn from this analysis. First, TCM coding corrects the
isolated amplitude errors encountered in the simulations. Second, the use of a TCM code
is only justified if the percentage of total errors caused by amplitude errors is large. This
occurs in general for lower SNR values and larger alphabet sizes (M T 5).
6.4 Increasing the Rate of the TCM Code
The TCM code corrects all the amplitude errors it encounters. However, it does not perform
better than the uncoded system due to its loss of rate. For M  5, the uncoded amplitudes
encode two bits per amplitude symbol, while our TCM implementation encodes only one
and a half bits per amplitude symbol. Therefore, it is necessary to increase the rate of the
TCM code to improve performance. This is accomplished by encoding more symbols at a
time. Here we describe an approach in which four symbols are encoded at a time. The size
of our alphabet is now 44  256. Therefore we use a rate R  4 	 5 convolutional code to
select one out of thirty two partitions. We then use three uncoded bits to select one of the
eight alphabet symbols from the partition.
The convolutional code is described in [52]. It is a rate R  4 	 5 code obtained by
puncturing a rate R  1 	 2 code. The rate one half code has a constraint length µ  8.
The generator polynomials (in octal notation) of the code are given by ' 561  753 ) . The
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Table 11: Error distribution for M  5, 1 bit/600nm, without TCM detection.
SNR Pe Amp.Err Symbols Shift Err Symbols Total Errors
15.5 0.00015468 0 0 77 84 84
16 6.6382e-05 0 0 74 82 82
16.5 3.3161e-05 0 0 61 74 74
17 1.07308e-05 0 0 54 63 63
17.5 3.90725e-06 0 0 38 45 45
18 1.5629e-06 0 0 15 18 18
puncturing masks are ' 1101  1010 ) . This completely describes the code, with which we
can encode 1.75 bits/amplitude symbol. We evaluate the performance of this code for the
particular case
6.5 Results with Increased Rate TCM Amplitude Coding
Table 11 shows the error analysis for this higher rate TCM code. We observe that once
again all amplitude errors are corrected by the TCM code. However, when comparing the
number of symbol shift errors with those of the TCM code in Table 10, we observe that less
errors are made with the new higher rate TCM code. Figure 45 shows the result of using
the increased rate TCM code. In contrast with the results in Figure 44, we observe that
for lower SNR values the performance of the TCM coded system is better than that of the
amplitude uncoded system. Also at higher SNR values the TCM code system performance
is less than one dB away from the uncoded system. The main reason for this improvement
is the increase in the rate of our TCM code. This influences the results in two ways: A reduction in the rate loss of the TCM code directly influences the performance
curves. There is less of a rate loss that the error correction capabilities of the code
need to make up for. The increased rate means that we can signal with longer marks than in the previous
TCM code case. This reduces the ISI present in the channel, which in turn reduces the
number of symbol shift errors present in our simulations, as observed from Tables 10
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Figure 45: Results for increased rate TCM amplitude coded system.
and 11. Therefore, we obtain better performance with our TCM code.
This study shows that TCM coding in the amplitudes can outperform the uncoded am-
plitude system. However, for that to happen we require that the percentage of amplitude er-
rors in the system be high, and that the TCM code be high rate. If the rate of the TCM code
is not sufficiently high, then we can have performance degradation due to an increase in ISI,
which in turns increases the number of symbol shift errors in the signal. This degradation is
present even when all amplitude errors are corrected. If the percentage of amplitude errors
in the system is not high enough, as is the case for high SNR values in Figure 45, then the
error correcting code can not overcome the rate loss, even though it corrects all amplitude
errors that are present. There are three parameters that affect the percentage of amplitude
errors, they are: SNR: For lower SNR the percentage of amplitude errors is larger. M: For larger M the percentage of amplitude errors is larger. User Density: For larger densities (in bits/600nm), the percentage of amplitude er-
rors is larger.
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Therefore, we see that it makes sense to design TCM codes for systems with a large number
of levels and a large user bit density and that will operate at low SNR values.
6.6 Conclusion
An error-correction code for the amplitude symbols was implemented. The ECC code is a
trellis-coded modulation (TCM) code. It was implemented for the M  5 system. It uses a
systematic convolutional encoder with feedback, which generates a trellis with eight-states.
Soft-information for the TCM code was generated using a ZF-LE and the phrase lengths
from the detected BCH codeword. A modified Viterbi detector was used as the TCM
decoder. Performance of the system was evaluated for user bit densities of one and two
bits/600nm. The results show that TCM encoding of amplitudes provides a performance
gain if the percentage of amplitude errors as a function of total errors is large. This occurs




7.1 Summary of Contributions
In this work, we proposed and evaluated a system for recording signals in an M-ary optical
recording channel. The system uses a combined ECC/RLL code based on Lee-Metric BCH
codes for binary RLL encoding. Amplitude Encoding is performed using trellis coded
modulation (TCM).
Chapter 2 introduced the key technologies driving this research. It described the storage
systems that allow or will allow the ideas in this research to be implemented in the near
future. Some key concepts used in our system are also described.
In Chapter 3, we presented a continuous-time model for the optical recording channel.
We calculated capacity for this model using the “waterfilling” method for capacity calcula-
tion. The model was then modified to account for the digital characteristics of the channel.
Therefore, a discrete-time model was introduced. The parameter D which specifies the size
of the recorded marks in the channel with respect to a minimum feature was introduced.
Capacity plots were presented for this channel model and compared to those obtained with
the continuous-time model. We also discussed the influence of other system parameters,
such as α and β on the overall channel capacity.
Chapter 4 studied the performance of fixed-length and variable-length (RLL) record-
ing on the discrete-time channel model. First, a sufficient-statistics discrete-time channel
model was obtained. This model was designed so that it applies when both, fixed-length
and variable-length marks, were recorded. The fixed-length mark systems included un-
coded and TCM and Turbo coded systems. The variable-length recording system used
high efficiency permutation codes. In the uncoded and permutation coded cases detection
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was accomplished using a Viterbi detector. The trellis was based on the SSDT channel
model. For the permutation coded case, the trellis incorporated the d constraint. It re-
moved all states and transitions which violated the d constraint. It was observed that for
user bit densities above 1 bit/600nm encoding information in the amplitude of the signal is
recommended.
In Chapter 5, we introduced a complete encoding/decoding system using permutation
codes and Viterbi detection. This system fails to decode the codeword when the Viterbi
detector outputs a word that is not in the permutation code code space. Two possible solu-
tions to this problem were investigated. First, joint maximum-likelihood (JML) detection
of amplitudes and phrases was studied. It was found that this is not a viable solution due
to the high complexity of the detection algorithm. We also investigated a post-processing
algorithm for permutation codes. This process was also found to be too computationally
intensive.
Section 5.3 presented an alternative solution to the problem encountered in Section 5.2.
This solution involved changing the phrase encoder from a permutation encoder to a Lee-
Metric BCH based encoder. The advantage of the Lee-Metric BCH encoder is an error-
correcting and a runlength-limited encoder. Two different code construction methods were
investigated. The algorithm introduced in [9], has the advantage that all codewords were
of the same length. However, it suffers from a low encoding rate and the fact that no effi-
cient encoding algorithm has been developed for this code. We decided to use the method
introduced in [41]. The RLL codewords in this method have varying length. However, en-
coding and decoding are simple and efficient. Simulations were performed for the typical
user bit densities. It was found that for low densities the algorithm performs well. How-
ever, for high user bit densities the performance degrades. This degradation is attributed to
the Viterbi detection of words with the wrong number of phrases.
In Section 5.5, an algorithm for post-processing the output of the Viterbi detector from
Section 5.3 is presented. This algorithm is introduced to correct detected words that have
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the wrong number of phrases and/or phrases that exceed the k constraint. It has two com-
ponents, one that corrects detected words with the wrong number of phrases and another
that corrects phrases that exceed the k constraint. The task of correcting for the wrong
number of phrases is split into two separate blocks. One block adds phrases to a codeword
and the other removes phrases from a codeword. The goal of the post-processing algorithm
is to find a word, with the correct number of phrases, that minimizes the total cumulative
distance between itself and the received sequence. The results using this algorithm show a
dramatic improvement over the results in Section 5.4. Once again we observe that M-ary
encoding outperforms binary encoding for user bit densities above 1 bit/600nm. The results
also show that the overall system performance can be improved with the use of amplitude
encoding.
Finally, Chapter 6 introduced a method for amplitude encoding on the recorded signal.
The method is based on trellis coded modulation (TCM). Its performance is presented for
the special case of M  5. This because obtaining a code for this amplitude value is simple
and its implementation is also much faster than if another M value is used. The results
show that TCM encoding of the amplitudes provides an advantage over the system with
uncoded amplitudes if the percentage of amplitude errors as a function of total errors is
large. Therefore, one area of future research should be the implementation of this technique
for other M values.
7.2 Directions for Future Research
There is still considerable work to accomplish in this research field. This work in no way
attempts to solve all the problems in this area or provide any definitive solution. On the
contrary, it attempts to be a stepping stone for future research in the area. We attempt to
provide a guiding light as to what are some good ideas to investigate and what roads not to
take. For our research in particular, we feel that a more thorough evaluation of TCM coding
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Figure 46: Permutation Code System with Iterative Decoding
evaluation. We feel that a complete evaluation would design TCM codes for both M  6
and M  8. These values of M are the ones that seem to benefit the most from amplitude
encoding.
In our research, we selected Lee-Metric BCH codes as our combined ECC/RLL codes
for their simplicity and their ability to combine error-correction and runlength-limited en-
coding into one code. However, this is not the only way that the ECC-RLL combination
can be approached. In particular, reverse concatenation (RLL-ECC) has been shown to
work efficiently in binary systems. Therefore, another area of research is the study of re-
verse concatenation for the M-ary optical data storage channel. This method might achieve
performance gains that the combined ECC/RLL codes might not provide.
Finally, Figure 46 shows the block diagram for a novel decoding system. This system
performs iterative detection before the code decoders. We believe that the availability of
soft-information from the detectors and the capability to iterate between the phrase and
amplitude detectors, can provide performance gains. Therefore, it is of interest to evaluate
the performance of such a system.
The two SISO detectors in this system should be able to communicate between them,
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providing soft-information that the detector can use as a prior log-likelihood in its itera-
tion. The detection process would now be similar to the iterative decoding used in Turbo
codes. The implementation of the SISO amplitude detector is simple. Such algorithms
have been used extensively in the literature. In particular, a combination of BCJR with a
soft demapper for multilevel symbols was described in [45]. This could be a starting point
for a specific implementation. Another approach, described in the same reference, is to
include multilevel symbols into the distance metric of a BCJR decoder. This decoder is
then based on channel symbol likelihood ratios rather than bit symbol likelihood ratios.
A SISO detector for the phrases is more difficult to implement. In particular, soft-
information on the length of a particular phrase needs to be obtained. With our channel
model, this type of timing information is unavailable. Therefore, additional signal pro-
cessing of the received signal would be required to provide soft-information on the phrase
lengths. If this information is available, then a SISO phrase detector can be implemented.
The length of a phrase then provides soft-information on the symbol amplitudes, since
we know that the amplitude must be constant for the duration of the phrase. Therefore,
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