Logical models have widely been used to gain insights into the biological behavior of gene regulatory networks (GRNs). Most logical models assume a synchronous update of the genes' states in a GRN. However, this may not be appropriate, because each gene may require a different period of time for changing its state. In this paper, asynchronous stochastic Boolean networks (ASBNs) are proposed for investigating various asynchronous state updating strategies in a GRN. As in stochastic computation, ASBNs use randomly permutated stochastic sequences to encode probability. A GRN is considered to be subject to noise and external perturbation, which are investigated by several stochasticity models. Hence, both stochasticity and asynchronicity are considered in the state evolution of a GRN. As a case study, ASBNs are utilized to investigate the dynamic behavior of a T helper network. It is shown that ASBNs are efficient in evaluating the steady state distributions (SSDs) of the network with random gene perturbation. The SSDs found by using ASBNs show the robustness of the attractors of the T helper network, when various stochasticity and asynchronicity models are considered to investigate its dynamic behavior.
2008) and stochastic simulations at the molecular level (Gillespie, 1976; Gillespie, 1977) . While the stochastic and ODE-based approaches provide a more accurate simulation of a biological system, they also require more detailed knowledge about many parameters a priori, such as the kinetic rate constants in a modeling ( instantaneous process. Instead it may require a few milliseconds or even up to a few seconds (Greil et al., 2007) ; this makes a synchronous model less realistic. In fact, an analysis of the 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 (Klemm and Bornholdt, 2005) . This indicates that these attractors may be the result of artifacts due to the synchronous updating rules. An asynchronous state update has therefore been suggested to reduce the artifacts. However, a larger number of transitory states are usually required for deriving an attractor with an asynchronous update strategy, thus the determination of attractors becomes particularly difficult for a large network. In this paper, stochastic computational models are proposed for deriving the steady state distributions (SSDs) as estimates of the attractors of an asynchronous regulatory network. is modeled as the perturbation of a gene's state that occurs with certain probability; however, this stochasticity in node (SIN) model over-expresses the effect of noise. A stochasticity in function (SIF) model is therefore proposed in (Garg et al., 2009 ) and the differences between the SIN and SIF models are explicitly discussed. In a SIN model, the correlation between a node's current expression level and the probability of changing the expression is not taken into consideration, thus a model of stochasticity with propensity parameters (SPP) is proposed in (Murrugarra et al., 2012 ). In this model, two probabilities are assigned such that each indicates the likelihood that an update leads to an increase or decrease of the current state.
In this paper, asynchronous stochastic Boolean networks (ASBNs) are proposed as asynchronous gene network models. In an ASBN, a number of genes are updated simultaneously or in a different order, as considered in (Harvey and Bossomaier, 1997; Garg et al., 2008; Luo 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 
II. SYNCHRONOUS AND ASYNCHRONOUS BOOLEAN NETWORKS
A Boolean network (BN) can model the relationships among gene nodes by Boolean logic operations (Kauffman, 1969) . A probabilistic Boolean network (PBN) of ݊ genes is defined by ‫ܩ‬ሺܸ, ‫ܨ‬ሻ, where ܸ ൌ ሼ‫ݔ‬ ଵ , ‫ݔ‬ ଶ , … , ‫ݔ‬ ሽ with ‫ݔ‬ ∈ ሼ0, 1ሽ for ݅ ∈ ሼ1, 2, ⋯ , ݊ሽ, a set of binary nodes, and ‫ܨ‬ ൌ ሼ‫ܨ‬ ଵ , ‫ܨ‬ ଶ , … , ‫ܨ‬ ሽ, a list of sets of update functions: ‫ܨ‬ , ݅ ∈ ሼ1, 2, ⋯ , ݊ሽ (Shmulevich and 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60   o  r  P  e  e  r  R  e  v  i  e  w  O  n  l  y  /  N  o  t  f  o  r  D  i  s  t  r  i  b  u  t  i  o  n   5 A network model is presented in Figure 1 for a deterministic synchronous update strategy. 
III. STOCHASTIC LOGIC
Stochastic computation has been utilized to perform probabilistic analysis through the application of Boolean logic by encoding a real number or probability into a random binary bit stream (Gaines, 1969) . These random binary bit streams introduce inevitable stochastic fluctuations into the computation, thus making the computational result non-deterministic.
However, the use of non-Bernoulli sequences of fixed numbers of 1s and 0s for encoding initial input probabilities can reduce the stochastic fluctuation and produce more accurate results than the use of Bernoulli sequences (Han et al., 2013) . Moreover, a stochastic computational approach efficiently handles signal correlations in a logic network.
Stochastic computational models are first utilized in stochastic Boolean networks for modeling GRNs (Liang and Han, 2012 The stochastic logic elements used in this paper are listed in Figure 2 , including a buffer, an inverter, AND, OR and a multiplexer (MUX) (Liang and Han, 2012) . For synchronous and asynchronous networks, stochastic architectures can be constructed for GRNs with update functions implemented by the stochastic logic gates in Figure 2 . 
IV. STOCHASTIC COMPUTATIONAL MODELS FOR ASYNCHRONOUS UPDATE STRATEGIES
In a biological system, some cells may update their states immediately while it may take longer for other cells to respond. This phenomenon corresponds to a variable reaction time or rate for each cell. To model this asynchronous process, a 2-to-1 multiplexer (MUX) is used to determine whether a gene's state is updated or not, as determined by the value of the control bit ܵ , shown in Figure 3 . If the control bit ܵ is 1, where ݅ ∈ ሼ1, 2, ⋯ , ݊ሽ and ݊ is the number of genes, then the ݅th gene's state is determined by the input genes' states and the predictor function
If ܵ ൌ 0, the gene remains at its current state, indicated by the application of the buffer in Figure 3 (i.e. ‫ݔ‬ ሺ‫ݐ‬ 1ሻ ൌ ‫ݔ‬ ሺ‫ݐ‬ሻ). Hence, the stochastic architecture in Figure 3 accurately implements the function of (1). Stochastic architectures for asynchronous networks can be constructed with the control sequences of the MUX that are generated according to the updating rules. The state transition matrices (STMs) are usually applied to derive the steady state distribution (SSD) by an iterative evaluation, especially for synchronous models. However, a matrix-based analysis becomes cumbersome to perform due to the size of STMs for a large network; an analysis using STMs becomes even more challenging for asynchronous networks. Hence, the SSD is evaluated by using the so-called time-frame expansion technique (Liang and Han, 2012) . By this technique, the temporal evolution of an asynchronous network is simulated using a spatially iterative structure of the asynchronous network model. The generation of the stochastic control sequences for the AUMs is explained next with an example of a 5-gene network using the ROG and RMG models. Let the number of genes to be updated for the RMG model, i.e. ݉, be 2. For each column of the generated sequence matrices, only one gene is updated while two gene nodes are randomly selected to be refreshed for ݆ ∈ ሼ1, 2, ⋯ , ‫ܮ‬ሽ for the RMG model. At certain time step, let the generated control sequences be ‫ܥ‬ ோைீ and ‫ܥ‬ ோெீ for the ROG and RMG models respectively, as illustrated in Figure 4 . and ݆ ∈ ሼ1, 2, ⋯ , ‫ܮ‬ሽ. ܵ , ൌ 0 indicates that the control bit is 0 for the asynchronous update module (AUM) in Figure   3 , so the state of gene ݅ remains, while ܵ , ൌ 1 means that the next state is determined by the predictor function ‫ܨ‬ .
For the RMG model, the number of genes to be updated for the ݆th trail is assumed to be two, thus ∑ ܵ , ୀଵ ൌ 2 in (b). ݊ is the number of genes in the investigated network.
For the ARO and MRO models, similarly, the evolution of an asynchronous network is simulated by the time-frame expansion technique. In the ARO model, as all genes are updated in a random order, each time step is divided into ݊ sub-steps and only one gene is chosen to be updated at each sub-step while the other genes maintain their present states. Assume at time ‫,ݐ‬ only one gene is updated at each sub-step (݊ sub-steps in total); hence, after the evolution of ݊ sub-steps, all the genes are updated, followed by the evolution at time ‫ݐ‬ 1. The ARO model is implemented with only one AUM with a control bit of 1 at each sub-step for the gene to be updated (the AUM is simplified to a buffer as the control bit is 0 for the other genes). If m genes are to be updated in a different order, there will be n-m buffers (or AUMs with a control bit of 0)
for the n sub-steps. This becomes an MRO model.
For the ARO model, at each sub-step only one gene is updated while the others preserve their present states. If ܵ , ൌ 1, ݅ ∈ ሼ1, 2, ⋯ , ݊ሽ, ݇ ∈ ሼ1, 2, ⋯ , ‫ܮ‬ሽ, the ݅th gene's state is updated by the predictor function; otherwise, the current state remains. For the MRO model, the total number of 1's for the ݊ sub-steps at time step ݅ is equal to the number of genes to be updated for the MRO model. All genes remain at their present states if the control bits for the AUMs are 0 at sequences.
An example of the random updating order for the AUMs at time ݅ is illustrated for a network of five genes. Following the previous analysis, time step ݅ is divided into five sub-steps.
The control sequences of ‫ܥ‬ ோை and ‫ܥ‬ ெோை for the ARO and MRO models are shown in Figure 5 (a) and (b) respectively. The updating order of the ARO model at time ‫ݐ‬ is given by the control sequences in 
V. ASYNCHRONOUS STOCHASTIC BOOLEAN NETWORKS (ASBNS)
Any gene node in a GRN can change the expression level due to noise or a gene perturbation that occurs with certain probability. The perturbation probability can be encoded as a perturbation flag vector ߛ with each element indicating whether a gene is to be perturbed or not.
When a perturbation occurs, the state of the perturbed gene is determined by the present state and which the gene state at time ‫ݐ‬ will be flipped with a probability of ‫,‬ as shown in Figure 6 (a). The stochastic architecture of the SPP model for updating the state of a gene.
In the SIN model, the correlation between a gene node's current expression level and the probability of changing the expression value is not taken into consideration. Even if the expression level of the input node for an update function guarantees the activation or degradation, there still exists a probability that the process will not occur due to stochasticity. Hence, a stochasticity model is proposed in (Murrugarra et al., 2012) with propensity parameters,
where ݂ indicates the update function for node ‫ݔ‬ , 0 ‫‬ ↑ 1 and 0 ‫‬ ↓ 1 denote the activation propensity and degradation propensity, and ݊ is the number of genes. A model of stochasticity with propensity parameters (SPP) is described by (Murrugarra et al., 2012 )
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