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Abstract
Asymptotic behaviour of the counting function of Beurling integers is deduced from Cheby-
shev upper bound and Mertens formula for Beurling primes. The proof based on some properties
of corresponding zeta-function on the right of its abscissa of convergence.
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1. Introduction
Let p1, p2, . . . be a sequence of real numbers, pk > 1 and pk →∞. The products
nk = pk1pk2 . . . pkr (r0, k1k2 · · · kr)
counted according to their multiplicities are called Beurling integers and the numbers
pk are called Beurling primes. Let
N(x) =
∑
nkx
1 and (x) =
∑
pkx
1
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be counting functions of nk and pk , respectively. By analogy to the classical case (see,
for example, [6]), Beurling [1] deﬁned the functions
(x) = (x)+ 12 (x1/2)+ 13 (x1/3)+ · · ·
and
(s) = s
∫ ∞
1
N(x)
xs+1
dx = exp s
∫ ∞
1
(x)
xs+1
dx (s > 1) (1.1)
establishing a connection between N(x) and (x) and considered the following general
problem. Let N(x) and (x) be any increasing functions connected by (1.1). What
one may conclude about the asymptotics of (x) for large x, if the one of N(x) is
known? Beurling proved, in particular, that if
N(x) = Ax +O(x/ log x), A > 0, (1.2)
where  > 32 , then
(x) ∼ x/ log x (1.3)
and showed by example that it may be not valid for  = 32 . Diamond [2] replaced(1.2) by a weaker condition.
In this paper, we consider an inverse problem. The question is to ﬁnd, what the
asymptotical properties of (x) are sufﬁcient for the relation
N(x) ∼ Ax, A > 0. (1.4)
Further c1, c2, . . . are positive constants, n and p denote ordinary positive integers
and primes respectively, s =  + it is a complex variable, so  = s, t = 	s. It is
easy to show that (1.4) implies
() ∼ A
− 1 (1.5)
and
(s) = o
(
1
− 1
)
for any ﬁxed t = 0 (1.6)
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as  → 1 + 0. By a known Tauberian theorem [7, Theorem 4.5], the relation (1.5) is
equivalent to
∫ x
1
u−1 d(u) = log(A log x)+ + o(1) (x →∞), (1.7)
where  is Euler–Mascheroni constant. In classical case, this is also equivalent to a
known Mertens formula:
∏
px
(1− 1/p) ∼ e−/ log x.
One may assume without loss of generality that
(x) = 1(x)+2(x), 1(x) increases and
∫ ∞
1
x−1 |d2(x)| <∞. (1.8)
Diamond [3] noted that the decomposition of (x) is useful for applications and proved
that if (1.5) is fulﬁlled and
1(x) ∼ x/ log x as x →∞, (1.9)
then (1.4) holds. This is an improvement of a previous result of Müller [5]. As the
following theorem shows, if the necessary conditions (1.5) and (1.6) are fulﬁlled, then
the asymptotical equivalence (1.9) may be replaced by an upper bound of Chebyshev
type.
Theorem 1. If (s) satisﬁes (1.5) and (1.6), and
1(x) = O(x/ log x), (1.10)
then (1.4) holds.
Corollary. If (1.5) and (1.10) are fulﬁlled and there exists a positive decreasing function
 = (x) such that
∫ ∞
2
2(x)
x log x
dx = ∞ and lim sup
x→∞
log x
x
{1(x + x)−1(x)} < 12 , (1.11)
then (1.4) holds.
Indeed, (1.5) and (1.11) imply (1.6) (see Lemma 6 below).
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Put
at = lim
→1+0
|(s)|
()
= exp
∫ ∞
0
(cos tu− 1)e−u d(eu)
and V = {t ∈ R : at = 0}. If (s) satisﬁes (1.5), then (1.6) is equivalent to at = 0 for
all real t = 0 (i.e. V = {0}).
Theorem 2. If (1.5) and (1.10) are fulﬁlled, then V = Zv with some v0. If,
moreover,
∑
v∈Z v
av
|v| + 1 <∞, (1.12)
then
N(x) = Ax{S(log x)+ o(1)}, where S(y) =
∑
t∈Z v
atit (y)
1+ it e
ity (1.13)
and t (y) = exp arg (1+ y−1 + it) are slowly varying functions of y.
Note that (1.5) is necessary for (1.13). Taking 1(x) = (x) and replacing (1.5) by
the equivalent condition (1.7), we get the following:
Corollary. Let pk be a sequence of Beurling primes,
(x) = O(x/ log x) and
∑
pkx
1
pk
= log log x + b + o(1) (1.14)
with some real b. Then V = Zv with some v0 and (1.12) implies (1.13).
Theorem 1 is a special case of the Theorem 2 (v = 0). There exists a sequence of
Beurling primes such that (1.4) holds, but (1.9) is not fulﬁlled for any decomposition
(1.8). For any given  > 0, there exists a sequence of Beurling primes such that v = 
and (1.13) holds. Corresponding examples are constructed in the last section.
2. Lemmas on Beurling zeta-function
Lemma 1. If (x) = O(x/ log x), then
N(x) = O
(
x
log x

(
1+ 1
log x
))
for x2. (2.1)
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Proof. We may assume without loss of generality that N(x) and (x) are continuous
from the right (otherwise replace them by N(x + 0) and (x + 0), respectively). Let
A denote the set of all complex valued functions f (x) on half-line [1,∞) continuous
from the right with
∫ x
1
|df (u)| <∞ for any x1.
Put for f, g ∈ A
(f ∗ g)(x) = f (x)g(1)+
∫ x
1
f (x/u) dg(u), fˆ (x) = |f (1)| +
∫ x
1
|df (u)|,
f ∗0 = 1, f ∗n = f ∗ f ∗ . . . ∗ f (n times),
Df (x) =
∫ x
1
log u df (u), Ef = 1+
∞∑
n=1
1
n! f
∗n.
It is easy to verify that f ∗ g, fˆ , f ∗n,Df,Ef ∈ A, |f ∗ g| fˆ ∗ gˆ fˆ · gˆ and
D(f ∗ g) = f ∗Dg + g ∗Df, E(f + g) = Ef ∗ Eg, DEf = Df ∗ Ef.
For example,
DEf =
∞∑
n=1
1
n! Df
∗n =
∞∑
n=1
1
n! nf
∗(n−1) ∗Df = Df ∗ Ef,
since Df ∗n = nf ∗(n−1) ∗Df (by induction) and the serieses Ef and Efˆ converge for
all x1. This follows also from the properties of convolution algebra of Borel
measures [3].
In particular, N = E and DN = N ∗D. Since
D(x) = (x) log x −
∫ x
1
(u)u−1 du = O(x),
it follows that
DN(x) =
∫ x
1
D(x/u) dN(u)+O(x) = O
(∫ x
1
(x/u) dN(u)
)
= O(x())
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uniformly of  for any  > 1, whence
N(x) = N(2)+ DN(x)
log x
+
∫ x
2
DN(u)
u log2 u
du = O
(
x()
log x
)
.
Putting  = 1+ 1/ log x, we obtain (2.1). 
Lemma 2. If (s) satisﬁes (1.5) and t ∈ V, then
t (y) = exp arg (1+ y−1 + it) (y > 0)
is a slowly varying function of y.
Proof. Apply the inequality
(	z)2 = (|z| + z)(|z| − z)2|z|(|z| − z) (z ∈ C)
to z = log((s)/(s1)), where s1 = 1 + it , 1 <  < 1. Since
z =
∫ ∞
1
(x−s − x−s1) d(x) =
∫ ∞
1
x−it (x− − x−1) d(x),
we obtain
|z|
∫ ∞
1
(x− − x−1) d(x) = log(()/(1))
and
(
arg
(s)
(s1)
)2
2 log ()
(1)
log
{
()
(1)
∣∣∣∣ (s1)(s)
∣∣∣∣
}
.
Putting here  = 1+ 1/ky, 1 = 1+ 1/y, where k > 1, y > 0, and using (1.5), we get
log
t (ky)
t (y)
→ 0 as y →∞. 
Lemma 3. If (s) satisﬁes (1.5), v ∈ V, U is any ﬁxed positive number and s → 1+iv
in the angle |t − v|U(− 1), then
(s) ∼ Aav
s − 1− iv 
i
v
(
1
− 1
)
(2.2)
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and
′(s) ∼ − Aav
(s − 1− iv)2 
i
v
(
1
− 1
)
. (2.3)
Proof. Using (1.7) and the identity
log (s) = (s − 1)
∫ ∞
1
x−s
{∫ x
1
u−1 d(u)
}
dx ( > 1),
we obtain
(s) ∼ A
s − 1 as s → 1 and |t |U(− 1). (2.4)
This is a special case of (2.2) for v = 0. Putting for  > 1, v ∈ V
(s) = log (s)()
(s − iv)(+ iv) =
∫ ∞
0
e−u(1− e−iu(t−v))(1− e−iuv) d(eu)
and applying Cauchy–Schwarz inequality, we have
|(s)|281(s)2(s),
where
1(s) =
∫ ∞
0
e−u
∣∣∣∣sin u(t − v)2
∣∣∣∣ d(eu) |t − v|2
∫ ∞
0
ue−u d(eu)
and
2(s) =
∫ ∞
0
e−u
∣∣∣∣sin u(t − v)2
∣∣∣∣ (1− cos uv) d(eu).
Since
′() = −
∫ ∞
0
ue−u dN(eu)
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increases for  > 1, it follows from (1.5) for  > 1, 0 <  < 1, h = (− 1) that
′()  1
h
∫ +h

′(u) du = (+ h)− ()
h
= − A
(− 1)2(1+ ) (1+ o(1)) as  → 1+ 0,
so
lim sup
→1+0
(− 1)2′() − A
1+  for any ﬁxed  ∈ (0, 1),
whence
lim sup
→1+0
(− 1)2′() − A.
Similarly, it follows from the inequality
′() 1
h
∫ 
−h
′(u) du
and (1.5) that
lim inf
→1+0(− 1)
2′() − A.
Thus the relation (1.5) is asymptotically differentiable, i.e.
′() ∼ − A
(− 1)2 as  → 1+ 0.
Therefore,
∫ ∞
0
ue−u d(eu) = −
′

() ∼ 1
− 1 as  → 1+ 0
and 1(s) is bounded in the angle |t − v|U(− 1). Since, moreover,
2(s) |t − v|(eR)+
∫ ∞
R
e−u(1− cos uv) d(eu)
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for R > 0 and
∫ ∞
0
e−u(1− cos uv) d(eu) = log a−1v <∞,
we have
lim sup
t→v
2(s)
∫ ∞
R
e−u(1− cos uv) d(eu) for v ∈ V and any R > 0.
It follows that 2(s)→ 0, so (s)→ 0 and
(s) ∼ (s − iv)(+ iv)
()
as s → 1+ iv, |t − v|U(− 1).
Using (2.4) and taking into account that, by deﬁnition of av and v(y),
(+ iv)
()
∼ aviv
(
1
− 1
)
as  → 1+ 0,
we obtain (2.2). Putting for ﬁxed s in the angle |t − v|U(− 1)
	(z) = 	(z, s) = (z)− Aav
z− 1− iv 
i
v
(
1
− 1
)
,
we have
1
2
(− 1)z− 1 3
2
(− 1) and |	z− v|(2U + 1)(z− 1)
for |z− s| − 1
2
.
By Cauchy’s inequality, (2.2) implies that
|	′(s)| 2
− 1 max|z−s|=−12
|	(z)| = o
(
1
(− 1)2
)
.
This is equivalent to (2.3). 
Lemma 4. Let (s) satisfy (1.5) and V = Zv with some v0. Put for given positive
U and T
M(U, T ) = {s ∈ C :  > 1, |t |T , |t − V| > U(− 1)},
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where |t − V| = minv∈V |t − v|. Then
sup
s∈M(U,T )
|(s)|
()
→ 0 as U →∞.
Proof. Put V = V,
J (s, y) =
∫ y
0
(1− cos tu)e−u d(eu) and J (s) = J (s,∞) = log ()|(s)| .
Since
J (s)J (s, y)J (1+ it, y)e−(−1)y for  > 1, y > 0,
we have taking y = U/|t − V | that
log
()
|(s)|e
−1J (1+ it, U/|t − V |) for s ∈ M(U, T ).
Therefore, it is enough to show that
inf
t /∈V,|t |T J (1+ it, U/|t − V |)→∞ as U →∞.
Otherwise, there exist two sequences of real numbers un and tn with un →∞, tn /∈ V ,
tn ∈ [−T , T ] and
J (1+ itn, un/|tn − V |)c1 (n = 1, 2, . . .). (2.5)
One may suppose without loss of generality that un increases and tn converges to some
t0 ∈ [−T , T ]. Then it follows from (2.5) that
J (1+ itn, uNP−1)c1 for n > N,
where P = supn |tn − V | > 0. Putting here consecutively n → ∞ and then N → ∞,
we get J (1 + it0) < ∞ so t0 ∈ V and |tn − V | = |tn − t0| for large n. It is easy to
verify that
1− cos(− 
)2(1− cos )+ 2(1− cos
) for any ,
 ∈ R. (2.6)
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Combining this inequality with (2.5) we have for n > N
J(1+ i(tn − t0), uN |tn − t0|−1)
2J (1+ itn, un|tn − t0|−1)+ 2J (1+ it0, un|tn − t0|−1)2(c1 + J (1+ it0)).
Hence it follows for n→∞ that
lim inf
t→+0 J (1+ it, uN t
−1)2(c1 + J (1+ it0)) for any given N. (2.7)
On the other hand, if In(t) denotes the interval [2t−1(n−3/4), 2t−1(n−1/4)], where
t > 0, then (1.7) implies that
∫
In(t)
(1− cos tu)e−u d(eu)
∫
In(t)
e−u d(eu) log 4n− 1
4n− 3 + o(1) as t →+0
for any ﬁxed positive integer n. Therefore,
lim inf
t→+0 J (1+ it, uN t
−1) 
∑
nuN/2
lim inf
t→+0
∫
In(t)
(1− cos tu)e−u d(eu)

∑
nuN/2
log
4n− 1
4n− 3 ,
in contradiction to (2.7) for large N. 
Lemma 5. Let (1.5) and (1.10) be fulﬁlled. There exists the such  > 0 that
(s) = O{(− 1)−1+t2/5} for 1 <  < 2, |t | < . (2.8)
Proof. It is enough to prove it for positive t. Put
Jj (s) =
∫ ∞
0
(1− cos tu)e−u dj (eu) (j = 1, 2).
If n ∈ Z, 0 < t |tu− 2n|, then 1− cos tu2(t/)2. Therefore,
J1(s)  2(t/)2
(∫ /t
1
+
∞∑
n=1
∫
|tu−2n|∈[t,]
)
e−u d1(eu)
= 2(t/)2
(∫ ∞
1
−
∞∑
n=1
∫
|u−2n/t |<1
)
e−u d1(eu). (2.9)
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It follows from (1.8) and (1.5) that
∫ ∞
1
e−u d1(eu) = log 1− 1 +O(1). (2.10)
Moreover, (1.10) implies that for small t > 0
∞∑
n=1
∫
|u−2n/t |<1
e−u d1(eu)

∞∑
n=1
exp{−(2nt−1 − 1)}1{exp(2nt−1 + 1)}
c2t
∞∑
n=1
1
n
e−n(−1)c3t log
1
− 1 +O(1). (2.11)
Taking into account that J (s) = J1(s)+ J2(s) and J2(s) is bounded for  > 1 owing
to (1.8), we obtain from (2.9)–(2.11):
J (s)2(t/)2(1− c2t) log 1− 1 +O(1) >
t2
5
log
1
− 1 +O(1)
for 0 < t <  and sufﬁciently small  > 0. In view of (1.5), this is equivalent
to (2.8). 
Lemma 6. If (s) satisﬁes (1.5) and (1.11), then (1.6) holds.
Proof. In view of (1.8), (1.6) is equivalent to J1(1+ it) = ∞. Since (2.6) implies that
J1(1+ it) 14 J1(1+ 2it),
it is enough to consider just t > 2. Putting
h(x) =
∫ x
0
e−u d1(eu), ht (x) = h(2x/t) and (x) = log(1+ (ex)),
we have from (1.11)
∫ ∞
1
2(x)
x
dx = ∞ and lim sup
x→∞
x{h(x + (x))− h(x − (x))} < 1.
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Since
2
t
(x)(x)
(
2x
t
)
,
it follows that
lim sup
x→∞
x{ht (x + (x))− ht (x − (x))} < 1. (2.12)
Moreover, (1.7) and (1.8) imply that
ht (x) = log(x/t)+ a + o(1), (2.13)
where a is a real constant. We may assume without loss of generality that 0 < (x) < 12
for all x1. Let M and N be positive integers and M < N . Then
J1(1+ it) =
∫ ∞
0
(1− cos 2u) dht (u)8
N∑
n=M+1
2(n)
∫
|u−n|∈((n),1/2]
dht (u).
It follows by summation by parts that if n and 
n are non-negative and n is a
decreasing sequence, then
N∑
n=M+1
n(
n − 
n−1) − M+1
M. (2.14)
Let 0 <  < 12 . By (2.12) and (2.13), there exist M = M(t) and  = (t) > 0 such that
ht (x + (x))− ht (x − (x)) < 1− 2
x
and ht (x) > (1− ) log x for x > M.
Applying (2.14) to n = 2(n) and 
n = ht (n+ 1/2)− (1− ) log n, we have
N∑
n=M+1
2(n)
∫
|u−n|1/2
dht (u)(1− )
N∑
n=M+1
2(n)
n
− 2(M + 1)ht (M + 1/2)
and
N∑
n=M+1
2(n)
∫
|u−n|(n)
dht (u)(1− 2)
N∑
n=M+1
2(n)
n
.
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Therefore,
J1(1+ it)8
N∑
n=M+1
2(n)
n
− 82(M + 1)ht (M + 1/2).
Setting N →∞, we get J1(1+ it) = ∞. 
3. Proof of Theorem 2
Since
V = V = {t ∈ R : J (1+ it) <∞},
it follows from (2.6) that v1, v2 ∈ V implies v1 − v2 ∈ V ; since also 0 ∈ V , it follows
that V is a subgroup of additive group R. If it is zero subgroup, we have V = Zv
with v = 0. If, however, V contains positive numbers, then there is a minimal v
of them (otherwise, there exists a strictly decreasing sequence of positive numbers
v1, v2, . . . ∈ V so vn − vn+1 ∈ V and vn − vn+1 → 0, in contradiction to Lemma 5).
Therefore, Zv ⊆ V . On the other hand, if v ∈ V , then v′ = v − [v/v]v ∈ V ; since
0v′ < v, it follows that v′ = 0 so v ∈ Zv. Thus V ⊆ Zv, so V = Zv.
Let now the series (1.12) converges. As well as by the proof of Lemma 1, we may
assume without loss of generality that the functions N(x), (x) and j (x) (j = 1, 2)
are continuous from the right for all x1, so
N = N1 ∗N2, Nj = Ej , DNj = Nj ∗Dj (j = 1, 2).
Case of 2 = 0: In this case 1 = , so
(x) = O(x/ log x). (3.1)
We use the following inversion inequality for Laplace transform [4, Theorem 5]:
|r(x)|Cex
(
1+ ||
T
){
|r(0)| +Wg
(
,
1
T
)
+
∫ T
−T
|Lr(s)| dt
}
, (3.2)
where C is an absolute constant, x > 0, T > 0, > a, r and g are real valued functions
on [0,∞] such that the sum r + g is monotonic, the Laplace integral
Lr(s) =
∫ ∞
0
e−sxr(x) dx
A.S. Fainleib / Journal of Number Theory 111 (2005) 227–247 241
exists for  > a and
Wg(, h) = sup
|x−y|h
|g(x)− g(y)|e−x.
Applying (3.2) to a = 1 and
r(x) =
∫ x
0
u dN(eu)− g(x), where g(x) = Axex
∑
v
ave
ivx
1+ iv 
i
v
(
1
− 1
)
(here and below ∑v denotes summation over v ∈ V = Zv), we have
|r(x)|c4ex

 1T (− 1)
∑
|v|T
av + x
∑
|v|>T
av
|v| +
∫ T
−T
|Lr(s)| dt

 (3.3)
for x > 1, T > 1, 1 <  < 2 and
Lr(s) = −1
s
′(s)− A
∑
v
av
(1+ iv)(s − 1− iv)2 
i
v
(
1
− 1
)
.
Put for ﬁxed U > 0 and  > 1
M1 = {t ∈ [−T , T ] : |t − V |U(− 1)} and M2 = [−T , T ] \M1.
It follows from (1.12) and Lemma 3 that
|Lr(s)| c5
(− 1)2 {U
−2 + o(1)} for t ∈ M1
and ∫
M1
|Lr(s)| dt c6− 1 {U
−1 + o(1)} (3.4)
as  → 1+ 0. Since, moreover,
|Lr(s)| |s−1′(s)| + c7
∑
v
av
(1+ |v|)|t − v|2 for t ∈ M2
and ∫
M2
dt
|t − v|2 
∫
|t−v|>U(−1)
dt
|t − v|2 
2
U(− 1) for v ∈ V,
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it follows from (1.12) that
∫
M2
|Lr(s)| dt
∫
M2
|s−1′(s)| dt + c8
U(− 1) . (3.5)
By Cauchy–Schwarz inequality,
(∫
M2
|s−1′(s)| dt
)2

∫
M2
∣∣∣∣s−1 ′ (s)
∣∣∣∣
2
dt
∫
M2
|2(s)| dt. (3.6)
Since
′

(s) = −s
∫ ∞
0
D(ex)e−sx dx
and D(x) = O(x) in view of (3.1), we have by Parseval identity,
∫
R
∣∣∣∣ s−1 ′ (s)
∣∣∣∣
2
dt = 2
∫ ∞
0
e−2x{D(ex)}2 dx = O
(
1
− 1
)
. (3.7)
By Lemma 4,
sup
t∈M2
|(s)| (U, T )
− 1 ,
where (U, T )→ 0 as U →∞. Therefore,
∫
M2
|2(s)| dt(T + 2)2
(
(U, T )
− 1
)2/3 ∫ T
−T
|s−2(s)4/3| dt. (3.8)
Putting
3(x) = 23 (x), N3 = E3, 3(s) = s
∫ ∞
0
e−sxN3(ex) dx = 2/3(s)
and using (1.5), (3.1) and Lemma 1, we obtain
N3(x) = O
(
x
log x
3
(
1+ 1
log x
))
= O(x log−1/3 x).
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Therefore, by Parseval identity,
∫
R
|s−1(s)2/3|2 dt = 2
∫ ∞
0
e−2uN23 (eu) du = O{(− 1)−1/3)}. (3.9)
It follows from (3.4)–(3.9) that
∫ T
−T
|Lr(s)| dt =
∫
M1
+
∫
M2
 c9
− 1 {U
−1 + T (U, T )1/3 + o(1)} (3.10)
as  → 1+ 0. Putting in (3.3)  = 1+ x−1 and using (3.10), we obtain
lim sup
x→∞
|r(x)|
xex
c10

 1
T
∑
|v|T
av +
∑
|v|>T
av
|v| + U
−1 + T (U, T )1/3


for any positive U and T > 1. Putting consecutively U → ∞ and then T → ∞ and
taking (1.12) into account, we get r(x) = o(xex) as x →∞, i.e.
∫ x
0
u dN(eu) = exx{S(x)+ o(1)},
whence
N(ex) = N(e)+ x−1
∫ x
1
u dN(eu)+
∫ x
1
{∫ u
1
y dN(ey)
}
u−2 du = ex{S(x)+ o(1)}.
This is equivalent to (1.13). 
General case: We have
(s) = 1(s)2(s), j (s) = s
∫ ∞
1
Nj(x)
xs+1
dx = exp s
∫ ∞
1
j (x)
xs+1
dx (j = 1, 2).
It follows from (1.8) and (1.5) that 2(s) is continuous on the closed half-plane 1,
c−111  |2(s)|c11 for 1, c11 = exp
{
|2(1)| +
∫ ∞
1
u−1 |d2(u)|
}
and
1() ∼ A1− 1 as  → 1+ 0,
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where A1 = A/2(1). It follows from (1.10) that the functions N1(x) and 1(x) satisfy
all the conditions of Theorem 2 in the case of 2 = 0. Putting
at1 = lim
→1+0
|1(s)|
1()
= at2(1)|2(1+ it)| and t1(y) = exp arg 1(1+ y
−1 + it),
we have
c−211 atat1c211at and t1(y) ∼ t (y) exp{− arg 2(1+ it)} as y →∞.
Hence V1 = V = Zv with some v0 and (1.12) is equivalent to
∑
v∈Z v
av1
|v| + 1 <∞.
Therefore, it follows from (1.12) that
N1(x) = A1x{S1(log x)+ o(1)}, where S1(y) =
∑
v∈Zv
av1iv1(y)
1+ iv e
ivy. (3.11)
Since S1(y) is bounded, it follows that N1(x) = O(x) and owing to (1.8)
N(x) = (N1 ∗N2)(x) = N1(x)N2(1)+
∫ √x
1
N1(x/u) dN2(u)+ o(x).
Using (3.11) and taking into account that, by Lemma 2,
sup
u∈[1,√x]
∣∣∣iv1 (log xu
)
−iv1 (log x)− 1
∣∣∣→ 0 as x →∞,
for each ﬁxed v ∈ V, we obtain
N(x) = A1x
∑
v∈Zv
av1xiv
1+ iv 
i
v1(log x)
{
N2(1)+
∫ √x
1
u−1−iv dN2(u)
}
+ o(x)
= A1x
∑
v∈Zv
av1xiv
1+ iv
i
v1(log x)2(1+ iv)+ o(x) = AxS(log x)+ o(x).
This completes the proof. 
A.S. Fainleib / Journal of Number Theory 111 (2005) 227–247 245
4. Examples
1. The following example shows that there exists a system of Beurling primes sat-
isfying (1.4) although (1.9) is not fulﬁlled for any decomposition (1.8). Consider the
sequence of ordinary prime numbers each taking triply of the intervals
Ln =
(
exp
{
3
(6n− 1)
}
, exp
{
3
(6n+ 1)
})
as a sequence of Beurling primes pk . Then
(x)3
∑
px
1 = O(x/ log x),
∑
pkx
1
pk
= 3
∑
nx/2
∑
p∈Ln
1
p
+ o(1) = log log x + b + o(1)
with some real b and
(x + x)− (x)3
∑
x<px+x
1 = O(x/ log x) = o(x/ log x)
for (x) = (log log 2x)−1/2, so we obtain (1.4), using corollaries to the Theorems 1
and 2. Moreover, since
−
′

(s) =
∞∑
m=1
∑
pk
logpk
pmsk
= 3
∞∑
n=1
∑
p∈Ln
logp
ps
+O(1) for  > 1
and cos(logp) > 12 for p ∈ Ln, we have
− 
′

(+ i) = 3
∞∑
n=1
∑
p∈Ln
logp
p
cos(logp)+O(1)
 c12
∑
n 1/(−1)
∑
p∈Ln
logp
p
− c13 > c14− 1 − c15 for  > 1.
(4.1)
On the other hand, (1.8) implies that
− 
′

(s) = s
∫ ∞
1
D(x)
xs+1
dx = s
∫ ∞
1
D1(x)
xs+1
dx +
∫ ∞
1
x−s log x d2(x). (4.2)
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Supposing (1.9) for some decomposition (1.8), we obtain D1(x) ∼ x as x → ∞,
whence
s
∫ ∞
1
D1(x)
xs+1
dx = o
(
1
− 1
)
as  → 1+ 0 for any ﬁxed t = 0.
Since, moreover,
∫ ∞
1
x− log x |d2(x)| = o
(
1
− 1
)
as  → 1+ 0
in view of (1.8), it follows from (4.2) that
′

(+ i) = o
(
1
− 1
)
as  → 1+ 0,
in contradiction to (4.1).
2. Let  be any given positive number. We construct an example of a sequence of
Beurling primes for which v =  and (1.13) holds. Put a = 2/ and let Kn denote
the interval (exp an, exp(an+1/n)). Consider the set of ordinary integers m ∈ Kn (n =
1, 2, . . .) as a system of Beurling primes pk . Then
(x)
∑
n 1
a
log x
∑
m∈Kn
1 = O

 ∑
n 1
a
log x
ean/n

 = O(x/ log x)
and
∑
pkx
1
pk
=
∑
n 1
a
log x
∑
m∈Kn
1
m
+O(1/ log x) = log log x + b + o(1)
with some real b, so (1.14) is fulﬁlled. To ﬁnd v, note that
| cos(t logm)− cos tan| |t |/n for m ∈ Kn
and therefore,
log a−1t =
∑
pk
1− cos(t logpk)
pk
+O(1) =
∞∑
n=1
1− cos tan
n
+O(|t | + 1).
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Since the last series converges for t = k, where k ∈ Z, and diverges for the rest real
t, we get v = . On the other hand,
log a−1t 
∞∑
n=1
∑
m∈Kn
1− cos t (logm− an)
m
− c16

∑
n |t |/8
∑
r |t |/8n
∑
m∈Kn(r,t)
1
m
> c17 log |t | − c18 for t ∈ Zv, |t |8,
(4.3)
where r ∈ N,
Kn(r, t) =
(
exp
{
an+ (4r − 3) 
2|t |
}
, exp
{
an+ (4r − 1) 
2|t |
})
.
It follows from (4.3) that the series (1.12) converges and therefore (1.13) holds.
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