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ABSTRACT
The roles of straining and dissipation in controlling stratification are derived analytically using a vertical
salinity variance method. Stratification is produced by converting horizontal variance to vertical variance via
straining, that is, differential advection of horizontal salinity gradients, and stratification is destroyed by the
dissipation of vertical variance through turbulent mixing. A numerical model is applied to the Changjiang
estuary in order to demonstrate the salinity variance balance and how it reveals the factors controlling
stratification. The variance analysis reveals that dissipation reaches its maximum during spring tide in the
Changjiang estuary, leading to the lowest stratification. Stratification increases from spring tide to neap tide
because of the increasing excess of straining over dissipation. Throughout the spring–neap tidal cycle,
straining is almost always larger than dissipation, indicating a net excess of production of vertical variance
relative to dissipation. This excess is balanced on average by advection, which exports vertical variance out of
the estuarine region into the plume. During neap tide, tidal straining shows a general tendency of destrati-
fication during the flood tide and restratification during ebb, consistent with the one-dimensional theory of
tidal straining. During spring tide, however, positive straining occurs during flood because of the strong
baroclinicity induced by the intensified horizontal salinity gradient. These results indicate that the salinity
variance method provides a valuable approach for examining the spatial and temporal variability of strati-
fication in estuaries and coastal environments.
1. Introduction
With the freshwater input from the river and saltwater
input from the ocean, an estuary produces intermediate
salinity water and exports the brackish water back into
the ocean. Thismixing process fundamentally depends on
the horizontal salinity gradient between the riverine
freshwater and the oceanic saltwater, which is a funda-
mental characteristic of estuaries (Nunes Vaz et al. 1989).
This horizontal salinity gradient drives estuarine circula-
tion, which provides the mean shear that strains the
horizontal salinity gradient, giving rise to stratification
(Hansen and Rattray 1966). Vertical stratification is
another essential estuarine variable, and it has significant
influence on various estuarine processes by affecting
vertical mixing (Bowden 1981;Geyer 1993). Stratification
is governed by the competition between straining caused
by the interaction of the horizontal salinity gradient and
vertical shear and turbulent mixing caused by tides
(Simpson et al. 1990). Thus, understanding the variability
of estuarine stratification depends fundamentally on the
balance between straining and mixing.
The time-mean stratification varies in different estu-
aries, leading to the familiar classification of estuaries
according to the intensity of stratification: salt wedge,
strongly stratified, partially mixed, and well mixed
(Cameron and Pritchard 1963). This classification ne-
glects the pronounced time variability of stratification,Corresponding author: Xiangyu Li, xlisklec@gmail.com
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most notably spring–neap and flood–ebb variation
(Haas 1977; Nepf and Geyer 1996; Peters 1997). Strati-
fication has particular dynamical significance because of
its influence on turbulence. The variation of stratifica-
tion may result in a 100-fold variation in the intensity of
vertical mixing in an estuary (e.g., Peters and Bokhorst
2000). The variation in stratification in turn affects the
strength of the vertical shear, thus affecting the intensity
of straining, which provides the source for stratification.
Thus, the interaction between stratification, mixing, and
shear represents a strongly coupled, nonlinear system
that exhibits abrupt transitions between stratified and
well-mixed conditions associated with the spring–neap
cycle (Haas 1977; Nunes Vaz et al. 1989; Bowen and
Geyer 2003).
Marked variations in stratification may also occur
within the tidal cycle, as first described by Simpson et al.
(1990) in context with the tidal straining of the horizontal
salinity gradient. These tidal variations in stratification
may in turn provide a driving force for themean estuarine
circulation via nonlinear interaction between the tidal
shear and the mixing (Jay and Smith 1990). Spatial vari-
ations in stratification may be as important as temporal,
particularly in regions of rapid variation in depth or es-
tuarine cross-sectional area (Geyer and Ralston 2015).
However, the influence of spatial gradients of stratifica-
tion on the overall balance of stratification in estuaries has
receivedmuch less attention than the temporal variability.
Burchard and Rennau (2008) introduced the salinity
variance equation as a means of linking stratification,
straining, and mixing in estuaries, with a particular ap-
plication to the Baltic Sea. The work of Burchard and
Rennau is related to a paper by Stern (1968), who used
the salinity variance equation to demonstrate that the
global integral of mixing of salt in the ocean can be re-
lated to boundary fluxes of freshwater via evaporation,
precipitation, and runoff. Stern’s approach has more
conceptual than practical utility because of the difficulty
of quantifying variations of boundary fluxes at global
scales, but it may find application in estuaries caused by
the strong and relatively well-constrained boundary in-
puts of fresh and saltwater.
The variance approach is particularly amenable to
treatment in numerical models where all of the terms in
the variance equation can be quantified. The validity of
this analysis with respect to actual estuaries depends on
the skill of the model at reproducing observed vari-
ability of stratification, which sensitively depends on the
model parameterization of turbulent mixing. Turbu-
lence closure in oceanographic models has advanced to
the point at which mixing in estuaries can be reproduced
with adequate skill to reproduce detailed variability of
stratification (e.g., Warner et al. 2005). However,
Burchard and Rennau (2008) have demonstrated, using the
salinity variancemethod, that substantial mixingmay be the
result of numerical discretization errors. While these nu-
merical errors are not negligible, the fidelity of themodel in
predicting variations in stratification requires that the com-
bined contributions of resolved (via the turbulence closure)
and numerical mixing are consistent with the total ‘‘true’’
mixing in the field setting. The use of the salinity variance
method allows the contributions of resolved and numerical
mixing to be compared and thus to assess whether
numerical mixing seriously compromises the representation
of the dynamics of stratification. The insights gained from
the analysis of variance in numerical models will provide
guidance in the application of the method to field studies,
notably for the quantification of straining and vertical mix-
ing as they influence stratification.
In this paper, we use the salinity variance equation to
quantify the net influence of straining and mixing on
variation of estuarine stratification, with application to
the tidal and spring–neap variability of the Changjiang
estuary. In section 2, we describe the analytical method
of the salinity variance equation. Section 3 presents the
detailed description of spatial and temporal patterns of
the stratification, straining, and mixing in the Chang-
jiang estuary based on numerical model results. The
flood–ebb asymmetry in tidal straining, the relationship
between dissipation of variance and buoyancy flux, and
the relationship between Simpson number Si and strat-
ification are discussed in section 4. And finally, section 5
gives the conclusions.
2. Theory
Considering a three-dimensional domain, for example,
an entire estuary, we can decompose the salinity as
S5 hSi1 S0tot, where angle brackets denote the volume
average, and a prime with subscript tot denotes the de-
viation from the total average. We start from the
Reynolds-averaged salt conservation advection–diffusion
equation:
›S
›t
1 u  =S2=  (K=S)5 0, (1)
where u is the three-dimensional velocity vector, and K is
the diffusivity tensor. Consistent with most oceanographic
modeling applications, only the diagonal elements of the
tensor are considered: Kxx, Kyy, and Kzz being eddy dif-
fusivity coefficients in three dimensions and other off-
diagonal elements in K being 0. In this way, we obtain the
matrix product K=S5 (Kxx ›S/›x, Kyy ›S/›y, Kzz ›S/›z)
to be the vector of three-dimensional diffusive salt fluxes.
By applying the decompositions S5 hSi1 S0tot and
u5 hui1 u0 (u0 indicates the velocity relative to the body
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of water in the entire domain), a conservation equation
for the mean salinity may be derived:
›hSi
›t
1 hui  =hSi1 hu0  =S0toti2=  (K=hSi)5 0. (2)
Taking the difference between Eqs. (1) and (2) re-
sults in
›S0tot
›t
1 hui  =S0tot1 u0  =hSi1 u0  =S0tot
2 hu0  =S0toti2=  (K=S0tot)5 0: (3)
Multiplying Eq. (3) by 2S0tot, we arrive at the salinity
variance equation:
›(S0tot)
2
›t
1 hui  =(S0tot)21 2u0S0tot  =hSi1 u0  =(S0tot)2
2 2S0tothu0  =S0toti2 [2=  (S0totK=S0tot)
2 2(K=S0tot)  (=S0tot)]5 0: (4)
Note that 2S0tot=  (K=S0tot) has been rewritten via
product rule. Since hSi is constant in space, =hSi5 0, a
dynamic equation for the salinity variance (S0tot)
2 may be
derived:
›(S0tot)
2
›t
1=  [u(S0tot)22K=(S0tot)2]2 2S0tothu0  =S0toti
522(K=S0tot)  (=S0tot) . (5)
Next, we make some scaling estimates that in-
dicate that some of the terms are negligible.
First, the divergences of horizontal diffusive fluxes
›[Kxx ›(S
0
tot)
2/›x]/›x and ›[Kyy ›(S
0
tot)
2/›y]/›y are much
smaller than vertical because of the large horizontal
scales compared to vertical scales in estuaries, so these
terms are neglected. Also, the horizontal components
of mixing term 22Kxx(›S0tot/›x)
2 and 22Kyy(›S0tot/›y)
2
are relatively small compared to vertical mixing
22Kzz(›S0tot/›z)
2, again based on the typical aspect ratio
of the estuarine regime.
The vertical integral of the divergence of vertical
diffusive flux ›[Kzz ›(S
0
tot)
2/›z]/›z is zero based on the
constraint that the vertical turbulent flux Kzz ›(S
0
tot)
2/›z
vanishes at the surface and bottom. Also, when (5) is
integrated over the volume V, hS0toti is zero, so the in-
tegral of 22S0tothu0  =S0toti is also zero, thus yielding
›
ððð
(S0tot)
2
dx dy dz
›t
1
þ
B
ð
u(S0tot)
2
dz  n dl
52
ððð
2K
zz

›S
›z
2
dx dy dz , (6)
where
Þ
B
dl denotes the line integral over the boundary
of the domain, with n being the outward-pointing unit
normal field of the boundary.
Equation (6) indicates that the rate of change of sa-
linity variance inside a domain is controlled by only two
quantities: the net flux of salinity variance into the do-
main and the dissipation of variance caused by mixing
inside the domain.
Equation (6) demonstrates that the only source of
variance to the domain comes from the boundary trans-
port. In an estuary, the input of variance comes only from
the freshwater at the river boundary and the saltwater at
the ocean boundary. We follow the suggestion of
Burchard and Rennau (2008) and Burchard et al. (2009)
to refer to the term on the right side of Eq. (6) as ‘‘mix-
ing,’’ since it represents the action of homogenizing sa-
linity by dissipating salinity variance. This term is always
negative (with the presence of salinity gradient), in-
dicating that mixing always diminishes salinity variance.
Equation (6) represents the total variance, which is
made up of both vertical variance caused by stratifica-
tion and horizontal variance caused by horizontal sa-
linity gradients. The conversion between horizontal and
vertical variance comes about because of straining—the
action of vertical shears on horizontal salinity gradients.
Next, let us introduce the definitions of vertical variance
and horizontal variance.
Considering a single vertical water column instead of
the entire three-dimensional domain, we may de-
compose the salinity as S5 S1 S0y, where an overbar
denotes the vertical average, and a prime with subscript
y denotes deviation from the vertical average. With this
definition, (S0y)
2 can be used to represent the vertical
salinity variance. Consequently, let S0h5 S
0
tot2 S
0
y, de-
note the subtraction of vertical deviation from the total
deviation, and then (S0h)
2 can be used to represent
the horizontal salinity variance. Note that S0h has no
vertical variation (since S0h 5 S0tot 5 S
0
h), soÐ
S0h  S0y dz5 S0h
Ð
S0y dz5 0. Therefore, we can prove that
the vertical integral of total variance is made up of both
the integral of horizontal variance and integral of ver-
tical variance:
ð
(S0tot)
2
dz5
ð
(S0h)
2
dz1
ð
(S0y)
2
dz , (7)
and consequently
ððð
(S0tot)
2
dx dy dz
TotalVariance
5
ððð
(S0h)
2
dx dy dz
HorizontalVariance
1
ððð
(S0y)
2
dx dy dz
Vertical Variance
. (8)
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Lock exchange is the simplest case for illustrating the
conversion of horizontal to vertical variance via straining
(Fig. 1). Consider an initial state with freshwater on one
side of a tank and saltwater on another side (Fig. 1a). In
this initial configuration all of the variance is in the hor-
izontal dimension. As lock exchange develops because of
the horizontal density gradient: the horizontal variance
decreases and vertical variance increases (Fig. 1b). In an
idealized case with no mixing, the total variance remains
constant. The final state of this idealized case (assuming
no mixing but including energy dissipation to eliminate
transient seiches), all of the variance is confined to the
vertical (Fig. 1c). Alternatively, if mixing is included,
eventually all of the salinity variance is consumed
(Fig. 1d), given no boundary fluxes of variance.
We now explore the conservation of vertical salin-
ity variance (S0y)
2. We may also start from the
Reynolds-averaged salt conservation advection–
diffusion equation [Eq. (1)], follow similar steps as
Eqs. (2) ; (3), and we arrive at
›(S0y)
2
›t
1 u  =(S0y)21 2u0yS0y  =S1 u0y  =(S0y)2
2 2S0yu0y  =S0y2 [2=  (S0yK=S0y)
2 2(K=S0y)  (=S0y)]5 0, (9)
where u5 u1u0y.
After rearranging, the dynamic equation for the ver-
tical salinity variance (S0y)
2 may be formulated as
›(S0y)
2
›t
1=  [u(S0y)22K=(S0y)2]2 2S0yu0y  =S0y
522u0yS
0
y  =S2 2(K=S0y)  S0y , (10)
which resembles Eq. (5) in Burchard and Rennau
(2008). The difference between Eq. (10) in this paper
and Eq. (5) in Burchard and Rennau’s paper is that we
average spatially, whereas they average temporally.
We also neglect divergences of horizontal diffusive
fluxes and horizontal components of the mixing term, as
we did for Eq. (6), based on the same argument that
horizontal scales are much larger than vertical. When
Eq. (10) is vertically integrated, the integral of term
2S0yu
0
y  =S0y vanishes, thus resulting in
›
ð
(S0y)
2
dz
›t
Tendency
1 =
h

ð
u
h
(S0y)
2 dz
Advection
5
ð
22u0yS
0
y  = S dz
Straining
2
ð
2K
zz

›S
›z
2
dz
Dissipation (orMixing)
,
(11)
where =h denotes the horizontal gradient operator, and
uh denotes the horizontal velocity vector.
Unlike Eq. (6), Eq. (11) has an internal source term, the
straining term 22u0yS
0
y  =S, which describes the local con-
version of horizontal variance to vertical variance. This
conversion is conducted by the straining of the horizontal
salinity gradient by differential advection in the vertical,
which was elegantly demonstrated by Simpson et al. (1990).
The area integral of the dissipation term in Eq. (11) is
identical to the RHS of (6), indicating that for the en-
vironments in which the horizontal scales are much
larger than the vertical, the elimination of total variance
is essentially performed by destroying vertical variance.
Therefore, the mixing of salinity in an estuary is
essentially a three-step process: first, salinity variance
enters the estuary by means of freshwater from the river
and saltwater from the ocean; second, straining converts
horizontal variance into vertical variance by tilting the
isohalines; and finally, turbulent mixing destroys salinity
variance by its action on vertical variance.
FIG. 1. Schematic of a lock-exchange experiment: (a) the initial
state with freshwater on the left side and saltwater on the right side,
(b) a transient state at the point at which the volume-averaged
vertical salinity variance equals the horizontal variance, (c) the fi-
nal state if there is no mixing, and (d) the ultimate state with the
presence of mixing.
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Now we explore the properties of horizontal salinity
variance. Horizontal variance is associated with hori-
zontal salinity gradient, since S0h5 S2 hSi and conse-
quently =(S0h)5=S. Thus, the straining term in the
vertical variance equation (11) requires the presence of
horizontal variance.
By subtracting Eq. (10) fromEq. (5), and thenmaking
the volume integral, one may obtain the dynamic
equation for the horizontal salinity variance (S0h)
2:
›
ððð
(S0h)
2
dx dy dz
›t
1
þ
B
ð
u(S0h)
2
dz  n dl
1
þ
B
ð
2u0yS
0
ydz  S0hn dl
5
ððð
2u0yS
0
y  =S dx dy dz . (12)
Equation (12) indicates that horizontal variance is
influenced by the boundary advection, the boundary
straining caused by sheared flow, and the local straining,
with the last term occurring with the opposite sign in the
vertical variance equation [Eq. (11)], demonstrating that
the straining term represents the exchange between
horizontal and vertical variance. The straining termmay
be of either sign, as illustrated by the process of tidal
straining (Simpson et al. 1990), in which horizontal
variance is converted to vertical during ebb and the re-
verse happens during flood tide. Because the destruction
of variance only happens in the vertical variance equa-
tion, there must be a net flux of variance from horizon-
tal to vertical, so the straining term must on average
provide a transfer from horizontal to vertical vari-
ance. This is consistent with the classic formulation
for the estuarine stratification balance (Hansen and
Rattray 1965).
3. Stratification, straining, and mixing in the
Changjiang estuary
a. The Changjiang estuary and the numerical model
The Changjiang estuary has a 90-km-wide river mouth
(Fig. 2), discharging an average of 30000m3 s21 of fresh-
water into the East China Sea. The maximum surface sa-
linity anomaly occurs in summer when the averaged river
discharge reaches 45000m3 s21. The northeastward ex-
tension of Changjiang River plume can spread 450km
away from the river mouth (Moon et al. 2010). Similar to
the Amazon, the Changjiang estuary is pushed out onto
the shallow, inner shelf, making itself essentially an ener-
getic, bottom-attached river plume (Geyer et al. 1996;
Yankovsky and Chapman 1997). Saltwater intrusion usu-
ally happens in winter when the averaged river discharge
drops to 11000m3s21, with the salt intrusion enhanced by
landward Ekman transport induced by northerly winds
(Wu and Zhu 2010; Li et al. 2014).
The numerical model used in this study was developed
and validated by Wu and Zhu (2010) and Qiu and Zhu
(2013). This model uses theMellor–Yamada 2.5 turbulence
closure (Mellor and Yamada 1982) with stability con-
stants from Galperin et al. (1988) and wall function from
Burchard (2001) to describe vertical mixing. Validation of
the model using observed current and salinity data shows
reasonable accuracy (Wu andZhu 2010; Qiu andZhu 2013;
Li et al. 2014). Wind, waves, temperature variations, and
suspended sediment were not included in order to focus on
the variation of salinity variance controlled by the continu-
ous freshwater input from the river and periodic saltwater
input from the ocean controlled by tides.
b. The vertical salinity variance as a measure for
stratification
The vertical salinity variance has not been tradition-
ally used as a measure of stratification. Most commonly,
stratification is quantified simply by the top-to-bottom
salinity difference DS (Hansen and Rattray 1966; Haas
1977; Sutherland et al. 2011). Another measure of
stratification withmore relevance to the energetics is the
potential energy anomaly
f5 r
0
bg/h
ð
(S2 S)z dz (13)
used by Simpson et al. (1990) to explore the energetics of
estuarine mixing and often used a measure of stratifi-
cation, where r0 is a constant background density,
b ﬃ 7.73 1024 is the coefficient of saline expansion, g is
the acceleration of gravity, and h is the water depth.
However, neither DS nor f has the simple conservation
properties of the vertical salinity variance, so it would be
useful to quantitatively link the vertical salinity variance
to these more familiar and commonly used measures of
stratification.
Figure 3 represents the relationship between the po-
tential energy anomaly f/h and vertical salinity variance
S02y (note that the inclusion of water depth is required for
dimensional reasons) as well as the relationship between
the top-to-bottom salinity difference DS and vertical
salinity variance S02y calculated with instantaneous sa-
linity data of all the grid cells from the numerical model.
The good correlations between f/h and S02y as well as
between DS and S02y provide confidence in using S02y as a
substitution for f or DS for quantifying stratification.
Constant factors
ﬃﬃﬃﬃﬃ
12
p
/(r0bg) and 1/
ﬃﬃﬃﬃﬃ
12
p
are derived from
the simple case of a linear salinity profile. For any ver-
tically linear salinity profile
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ﬃﬃﬃﬃﬃﬃ
S02y
q
[
ﬃﬃﬃﬃﬃ
12
p
/(r
0
bg)/h
h i
f[ 1/
ﬃﬃﬃﬃﬃ
12
p 
DS . (14)
Other profile shapes that are representative of different
parts of the Changjiang estuary (shown in Fig. 3) have dif-
ferent numerical constants but still show a linear relationship
between the different measures of stratification.
Therefore, the vertical variance can readily be related to
these other quantities, with only minor sensitivity to the
shape of the vertical profile of salinity. Using the results of
the simulation of the Changjiang estuary, the comparison of
the salinity variance to these other stratification parameters
shows consistent scaling that is readily explained theoreti-
cally using selected vertical salinity profiles.
The consistent relationship between S02y and these other
measures of stratification indicates that the salinity vari-
ance provides an equivalent means of quantifying strati-
fication. This is also shown in Fig. 2 by the comparison of
the spatial distribution of salinity variance to DS. The
advantage of using salinity variance over these other
quantities is to be able to exploit the simple form of the
conservation of salinity variance so as to be able
to quantify the factors responsible for its spatial and
temporal variability. The distribution of salinity variance
inFig. 2 indicates that stratification reaches amaximum in
distinct, localized zones of the estuarine outflow (red
zones in Fig. 2b both have DS . 12 psu). In the analysis
that follows, wewill useEq. (11) to examine the processes
responsible for the distribution of stratification and its
variability through the spring–neap cycle.
c. Spring–neap variation of salinity variance
To examine the time-varying, spatially integrated
variation of salinity variance, we take a circled region in
the Changjiang estuary to define the control volume
V5
ÐÐ Ð
dx dy dz (Fig. 2). This estuarine region starts at
the river mouth where salinity is mostly 0 and ends at the
30-m isobath where salinity is around 32 psu. The outer
limit of the control volume roughly follows the 30-m
isobath. This volume was selected to encompass the
most active regions of straining and mixing, effectively
encompassing the estuarine zone but excluding the riv-
erine zone and the far-field plume.
Each of the terms in Eq. (8) is estimated with the
Changjiang model results to illustrate the spring–neap
variations of the volume-averaged total salinity variance
hS02toti, horizontal salinity variance hS02h i, and vertical sa-
linity variance hS02y i (Fig. 4). The spring–neap variability
in tidal forcing is revealed both by the varying envelope
of tidal elevation and the changes in the magnitude of
FIG. 2. (a) Map of the Changjiang estuary with the horizontal distribution of ebb-averaged S02y during spring tide
in color. (b) Zoom in of the area in the red dashed box in (a), with color still representing S02y at the same scale. Red
solid contours indicate the top-to-bottom salinity difference, with the interval of 3 psu. Blue dashed contours
indicate the depth-averaged salinity, with the interval of 4 psu. In (a) and (b), the solid black circles represent the
estuarine domain V used for calculations of volume-averaged quantities. In both panels, bathymetry is denoted in
gray contours with an interval of 10m. The seaward boundary of domain V roughly follows the 30-m isobath.
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the bottom stress, ranging from 0.2Pa during neap tide
to 0.8 Pa during spring tide (Fig. 4a). The spring–neap
variability is mirrored in the vertical variance (Fig. 4b)
with maxima occurring during the neaps and minima
during springs, consistent with expectations of the
spring–neap variation in estuarine stratification (Haas
1977). Total variance is dominated by horizontal vari-
ance, which is roughly constant. The spring–neap vari-
ability of the total variance is due mainly to the
variations in vertical variance. Both total and horizontal
variance show considerable tidal variability, mainly be-
cause of the advection across the boundaries of the
control volume. It should be pointed out that the ratio
between horizontal variance and vertical variance might
be different in other estuaries, and it depends on the
selection of the control volume, so the relative fraction
of horizontal and vertical variance needs to be viewed in
context with the specifications of that volume. For ex-
ample, if the volume included only the river plume, a
much larger fraction of the total variance would bemade
up of vertical variance. Because this particular control
volume extends across the estuarine frontal zone, it
receives a major fraction of its variance from the hori-
zontal dimension. Note that the choice of the boundaries
of the control volume affects the relative magnitudes of
the horizontal and vertical variances. However, their
variability should be less sensitive to the extent of the
control volume as long as the estuarine gradient zone is
fully resolved.
Interestingly, the horizontal variance shows little
spring–neap variability, even though Eqs. (11) and (12)
indicate that vertical variance is created at the expense
of horizontal variance through the straining term. We
surmise that the loss of horizontal variance to vertical is
compensated by enhanced boundary fluxes of variance
[Eq. (12)], although this issue was not explored further.
To examine the estuarine stratification balance, vol-
ume averages of all the terms in Eq. (11) are made, with
the results shown in Fig. 5. Stratification (shaded in
Fig. 5) increases while approaching neap tide, mainly
because of the excess of straining over dissipation.
Straining (red curve) varies through the spring–neap
cycle, reaching its peak just before neap tides. Dissipa-
tion (blue) peaks during spring tides and drops during
neaps because of variations in mixing intensity. Note
that the dissipation as defined in Eq. (11) is positive
definite, so it always acts to reduce salinity variance.
Straining is almost always larger than dissipation,
FIG. 3. (a) With the linear relations of four theoretical vertical profiles shown, comparisons between (b) f andﬃﬃﬃﬃﬃﬃ
S02y
q
and (c) DS and
ﬃﬃﬃﬃﬃﬃ
S02y
q
of the instantaneous model data (dots) are represented. The green line 1 shows the
relationship for a linear profile. The other three profiles correspond to representative profiles from the Changjiang
estuary based on model results, the locations of which are signified by black crosses in Fig. 2.
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indicating a net excess of production of vertical variance
relative to dissipation. This excess is balanced on aver-
age by advection, which exports vertical variance out of
the estuarine region into the plume. The increase in
straining between spring and neap tides and the de-
crease in dissipation leads to the marked increase in
vertical salinity variance approaching neap tides. As the
salinity variance increases, the export of variance in-
creases, as indicated by the increased amplitude of ad-
vection (negative indicating export) during and just after
the neap tide. The export of stratification drops to zero
during and following spring tides. The unbalanced (re-
sidual) term is regarded as numerical mixing, which is
further discussed in section 4b.
d. Spatial pattern of stratification, straining, and
mixing
The spatial structure of the different terms contrib-
uting to the variations of stratification through the
spring–neap cycle is shown in Fig. 6. The straining term
has local maxima that correspond to the maxima in
stratification (e.g., spot 1 in Fig. 6e). During spring tides,
the maximum straining occurs in an elongated region in
the northwestern part of the estuary (Fig. 6a). During
neap tides this zone expands somewhat to the south, and
another pronounced maximum occurs in the middle of
the estuarine outflow (Fig. 6b). The broader spatial ex-
tent of strong straining during neap tides leads to larger
integrated production of stratification than spring tides,
as indicated in Fig. 5. A few zones of negative straining
are evident, but positive straining greatly exceeds neg-
ative on average during both spring and neap tides.
Dissipation has a similar spatial distribution to strain-
ing (Figs. 6c,d), in large part because of the correspon-
dence between high stratification and straining; note that
dissipation depends quadratically on the vertical salinity
gradient.While the spatial pattern of dissipation is similar
to straining, its amplitude is not as high, leading to a net
excess of production of stratification in the regions of
maximum straining during both spring and neap tides
(Figs. 6e,f). This excess is mainly balanced by advection,
which carries vertical salinity variance along the outer
edge of the estuarine zone and into the plume.At subtidal
scales, the tendency term in Eq. (11) could be neglected
compared to the other three terms, indicating that the net
in Figs. 6e and 6f can be roughly regarded as the advec-
tion term. Therefore, a positive net indicates a region of
divergence of stratification, and a negative net indicates
convergence of stratification. Convergence of transport
of vertical variance produces a local maximum of strati-
fication offshore of the maximum straining zones (e.g.,
spot 2 in Fig. 6e).
FIG. 4. (a) Time series of free surface elevation h (black line) and bottom stress t (gray line)
at one point in the domainV (location see black cross in Fig. 2). They also roughly represent the
volume-averagedh and t. (b) Time series of volume-averaged (domain location see Fig. 2) total
variance, horizontal variance, and vertical variance in different colors. In (b), the 35-h low-pass
filtered time series are also represented with thicker lines. Spring and neap tidal cycles are
marked with capital letters S and N, respectively.
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Although advection of stratification plays an important
role in redistributing the vertical variance in the estuary
(Fig. 6), it is not as significant as straining or dissipation
when volume averaged (Fig. 5), since the net flux of strat-
ification across the boundary is relatively small. Neverthe-
less, the net export of stratification is the main source of
stratification to the plume. Consistent withWu et al. (2011,
2014), tidal rectification has a major influence on the tra-
jectory of the plume in the absence of wind forcing. During
spring tides, the plume is directed northeastward, while
during neap tide, the plume turns southeast (Figs. 6e,f).
e. The mechanism of straining at subtidal time scales
At subtidal time scales, straining is almost al-
ways positive, during both spring tide and neap tide,
as indicated in Figs. 6a and 6b and in more detail in
Fig. 7. From Eq. (11), straining is the result of the vector
product of u0yS
0
y and DS. Note that u
0
yS
0
y is the net salt flux
driven by vertical variations in velocity and salinity, that
is, the salt flux caused by the estuarine exchange flow
(Lerczak et al. 2006). The direction of the estuarine salt
flux is generally landward, balancing the net seaward salt
flux caused by the river outflow. The strength of the
straining depends on the strength of the exchange flow,
the strength of the horizontal salinity gradient, and the
angle between the salt flux and the salinity gradient.
The orientation and magnitude of the estuarine salt flux
vectors are shown in Fig. 7. Note that the strongest salt
fluxes tend to occur in regions of strong horizontal salinity
gradient, and the salt flux has a significant component
aligned with the salinity gradient. This combination of
strong gradients and strong salt flux produces the zones of
high straining observed during spring and neap tides.
There are places where salt flux is large but straining is not
correspondingly strong because the salt flux is parallel to
the isohaline (e.g., site 3 and 5 in Fig. 7). There are also
places where horizontal salinity gradients are strong but
straining is weak because of the weak exchange flow (e.g.,
site 4 in Fig. 7). Therefore, themagnitudes of the estuarine
salt flux and the subtidal horizontal salinity gradient as well
as the orientation between these two vectors are equally
important in maintaining strong tidally averaged straining.
Negative straining can also be observed where the
direction of salt flux is ‘‘countergradient,’’ that is, toward
high salinity (blue spots in Fig. 7). These regions are the
result of destratification by tidal straining during the
flood tide, so the tidally averaged conditions shown in
Fig. 7 do not demonstrate the occurrence of the negative
straining. The tidal variability of straining is discussed in
more detail in section 4a.
4. Discussion
a. Flood–ebb asymmetry in tidal straining
To better understand the role of tidal straining versus
tidally averaged straining in the Changjiang estuary, we
indicate the spatial distribution of straining at different
tidal conditions in Fig. 8. The straining that occurs dur-
ing neap tide shows a general tendency of destratifica-
tion during the flood tide (Fig. 8a), and restratification
during ebb (Fig. 8b), consistent with the one-
dimensional theory of tidal straining by Simpson et al.
(1990). It should be pointed out that because of the
complicated, three-dimensional distribution of the hor-
izontal salinity field, positive straining can also be seen
on flood during neap tide, and negative straining is
present at some places on ebb during neap tide. But the
FIG. 5. Time series of terms in the vertical salinity variance equation are shown as solid lines
in different colors, that is, tendency, straining, dissipation, and advection. All the terms are
volume averaged as well as 35-h low-pass filtered. The dashed lines represent the time-averaged
tendency, straining, dissipation, and advection terms over three spring–neap tidal cycles. The
tidally varying vertical salinity variance is also shown as the olive green area. Spring and neap
tidal cycles are marked with capital letters S and N, respectively.
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overall straining that occurs during neap tide is consis-
tent with the conventional concept of tidal straining.
The spring tides show a different regime, however,
in which positive straining occurs during both flood
and ebb. To determine the mechanisms of straining
during different tidal phases, a transect was specified
roughly perpendicular to the isohalines shown as a
purple dashed line on each of the panels of Fig. 8.
Cross sections of velocity, horizontal salinity gradient,
and straining are plotted on Fig. 9. An important
difference between neaps and springs is salinity dis-
tribution. During neaps, the gradient region extends
relatively uniformly along the section, whereas during
spring tides a sharp front develops at the depth tran-
sition. This strong horizontal gradient results in a
positive velocity shear in the upper water column
during flood tide during the spring tide. This shear acts
on the salinity gradient to produce positive straining,
increasing the stratification. During neaps, the absence
of strong baroclinic forcing allows the boundary-
generated velocity shear to extend through the water
column at this location, resulting in a destratifying ten-
dency consistent with tidal straining.
Straining on ebb tide (Fig. 9, right-hand panels) is
consistent with the tidal straining situation described
by Simpson et al. (1990), in which the sense of the
FIG. 6. Horizontal distribution (color) of the vertically averaged (top) straining, (middle) dissipation, and
(bottom) net (straining 2 dissipation), with (left) spring average and (right) neap average. The blue contours
denote the vertically averaged vertical variance S02y , with intervals of 5 psu
2 for spring tide and 10 psu2 for neap tide.
Two hot spots of stratification are signified by purple crosses in (e). Vertical-averaged salinities are represented in
green dashed contours. Bathymetry shown by gray contours. Black arrows in (e) and (f) indicate the transport of
vertical variance h  (uS02y , yS02y ), while the large green arrows signify directions of the export of stratification.
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boundary-generated shear reinforces the baroclinically
generated shear, leading to strong positive straining.
The strong shear tilts the isohalines by differen-
tial displacement and generates strong stratification
(Figs. 9b,d). Note that it is the vertical deviation of
velocity u0y that performs the displacement, while the
depth-averaged velocity u advects the isohalines without
converting horizontal variance to stratification.
This example indicates that with a strong enough sa-
linity gradient, positive straining and persistent stratifi-
cation can be maintained even during the strong mixing
conditions of the spring tide. It remains to be explained
why the gradient becomes so strong during spring tides.
During spring tide, a strong front develops during the late
ebb tide (Figs. 10a,c). The strong bottom shear stress in the
shallow water between 0 and 15km allows the boundary-
generated turbulence to extend throughout the water col-
umn, which reduces shear and stratification. Tidal advection
carries themixedwater seaward.The salinity gradient greatly
amplifies as the isohalines retreat because of the convergence
at the depth transition at 17.5km. This convergence leads to
the formation of a ‘‘lift-off’’ front (Luketina and Imberger
1987) at the depth transition (Fig. 10c). The dynamics of the
formation of a lift-off front have been described by various
authors [e.g., Armi and Farmer 1986; Geyer and Ralston
2015; see review by Horner-Devine et al. (2015)], and the
FIG. 7. Distributions of vertical-averaged straining (color), averaged during (a) spring tide
and (b) neap tide. Depth-averaged salinities are represented in green contours, from 3 to
33 psu with the interval of 3 psu. Black arrows denote the vectors (u0yS0y , y0yS0y). Bathymetry is in
gray contours.
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details will not be discussed here. The essence of the front-
ogenesis process is that supercritical conditions [with respect
to the internal Froude number, as defined by Armi and
Farmer (1986)] occur upstream of the depth transition, and
critical conditions occur in the deeper water downstream. In
this case the enhanced mixing during the ebb weakens the
stratification on the shallow side, leading to supercritical
conditions there that promote frontogenesis. In contrast,
during the neap tide, the weaker mixing allows the mainte-
nance of stratification over the shallow water, and the
critical Froude number occurs landward of the depth
transition (Fig. 10d), preventing the occurrence of
frontogenesis.
b. Relationship between dissipation of variance
and buoyancy flux
Dissipation of salinity variance Kzz(›S/›z)
2 can be
expressed as the product of the buoyancy flux B and
vertical salinity gradient ›S/›z:
K
zz

›S
›z
2
5
B
bg

›S
›z

. (15)
The buoyancy flux is of central importance in the turbu-
lent kinetic energy equation, as it represents the energy
expended against gravity in mixing a stratified fluid
(Tennekes and Lumley 1972). It is also linked to the
production of turbulent kinetic energyP5 t ›u/›z via the
fluxRichardson numberRf5B/P, where t is shear stress.
Therefore, it is instructive to compare the variability of B
to the variability of salinity dissipation in the estuarine
environment. Figure 11 shows the volume-averaged var-
iation of these quantities in the Changjiang estuary sim-
ulations. Buoyancy flux B shows a strong spring–neap
variation, consistent with the variation of turbulence
production caused by variations in bottom stress (cf.
Fig. 4). Dissipation also varies over the spring–neap cycle
but with much smaller amplitude than the buoyancy flux.
This is because ›S/›z is stronger during neap tide, com-
pensating for much of the variability in buoyancy flux.
FIG. 8. Instantaneous distributions of vertical-averaged straining (color), taken on (a) flood tide and (b) ebb tide
during spring tide as well as on (c) flood tide and (d) ebb tide during neap tide. Black arrows denote the depth-
averaged velocities. Depth-averaged salinities are represented in green contours, from 3 to 33 psu with the interval
of 3 psu. Spatial-averaged straining is shown in number for each panel. The position of transect SecN used in Figs. 9
and 10 is shown as a purple dashed line.
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Figure 11 also shows the contribution of numerical
dissipation to the total dissipation. This is the mixing that
results in themodel because of discretization errors of the
advection scheme that contribute to the total mixing
shown in these model results. We did not include such
discretization errors in our salinity variance calculations,
but these errors did indirectly influence our estimates by
decreasing vertical salinity gradients (Burchard et al.
2009), which could further lead to changes in both
straining and mixing terms. However, the magnitude of
numerical (unresolved)mixing is relatively small (;33%)
compared to the total mixing in our results (Fig. 11).
According to Rennau (2011), the numerically induced
mixing may be of the same order of the physical mixing
when modeling the advection of high density gradients.
c. The Simpson number as a diagnostic for
stratification
The Simpson number
Si5bg(›S/›x)h2/(C
D
U2T) (16)
(Geyer and MacCready 2014) provides a measure of the
straining by the horizontal salinity gradient and the de-
struction of stratification by mixing, where CD is the drag
coefficient andUT is the amplitude of the depth-averaged
tidal flow. It has been used to ascertain the balance be-
tween straining and mixing and also to determine
whether or not an estuary is stratified (Simpson et al.
1990; Geyer and MacCready 2014). Burchard and
Schuttelaars (2012) used different values of Si as a
control parameter to characterize different scenarios
from well-mixed estuarine flow to periodically stratified
estuarine flow.
In the Changjiang simulations, Si variations roughly
follow stratification (Fig. 12). During spring tides, the
Simpson number falls below 1, corresponding to rela-
tively weak stratification conditions. The sharp decrease
in stratification between neaps and springs roughly
corresponds to the point where Si drops below 1.
However, the increase in stratification after spring tides
commences well before Si increases to a value of 1. Thus,
while Si provides a rough diagnostic of the balance be-
tween straining and mixing, other factors (such as mix-
ing efficiency) also play a significant role in controlling
the balance between straining and mixing.
5. Summary
This paper applies a vertical salinity variance meth-
odology for studying the roles of straining and mixing in
controlling stratification, applying the approach to the
FIG. 9. Snapshots of straining (color) in the vertical at SecN taken at the same times as Fig. 8. Purple lines at the
top of each panel indicate the strength of the horizontal salinity gradient. Black arrows show the along-section
velocity. Green contours denote the salinity, with the interval of 3 psu. For the position of SecN, see Fig. 8.
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temporal and spatial variation of stratification in the
Changjiang estuary. At the beginning, three kinds of
salinity variances are introduced: the total variance, the
horizontal variance, and the vertical variance, with the
former being made up of the latter two. Then it is
demonstrated that the vertical salinity variance can be
used to quantify stratification. The vertical variance
equation indicates that stratification is produced by the
straining induced by the vertically differential advection
of the horizontal salinity gradient, which represents the
local conversion of horizontal variance to vertical vari-
ance. While straining provides exchange between hori-
zontal and vertical variance, the dissipation of variance
is accomplished only in the vertical dimension via the
mixing of stratified fluid.
The Changjiang estuary has a strong spring–neap
signal of stratification, providing an effective test case
for applying the salinity variance approach to investigate
straining and mixing. The spring–neap variations of
stratification are the result of intensified straining during
neap tides and intensified dissipation during spring tides.
Throughout the spring–neap tidal cycle, straining is
almost always larger than dissipation, indicating a net
excess of production of vertical variance relative to
dissipation. This excess is balanced on average by
advection, which exports vertical variance out of the
estuarine region into the plume. It is worth noting that,
though advection is not as significant as straining or
dissipation when volume averaged in the estuary, it
plays an important role in the exchange of salinity var-
iance between the ocean and the estuary: it brings total
variance in the estuary and then brings vertical variance
out. During both spring and neap tides, straining is
intensified in localized regions of the strong horizon-
tal salinity gradient. Two different mechanisms are
observed in generating peak stratification regions in the
Changjiang estuary. One is the great excess of straining
over dissipation, which is balanced by the divergence of
stratification. The other one is the convergence of the
transport of stratification, which is balanced by dissipa-
tion and negative straining.
Tidally averaged straining is strongest where both the
tidally averaged horizontal salinity gradient and the salt
flux caused by the exchange flow are strongest. During
neap tide, tidal straining shows a general tendency of
destratification during the flood tide and restratification
during ebb, consistent with the one-dimensional theory
of tidal straining by Simpson et al. (1990). During spring
tide, however, positive straining is found to occur during
flood because of the strong baroclinicity induced by a
FIG. 10. Salinity distributions at SecN at (a),(b) max ebb and at (c),(d) end of ebb during (left) spring tide and
(right) neap tide are represented by green contours. The black line at the top indicates the bottom shear stress.
Along-section velocities are shown with light blue arrows; G is the composite Froude number as defined by Armi
and Farmer (1986), calculated here by making layer approximations of the velocity and density distributions.
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salinity front. This front results from the interaction of
the strong tidal flow with abrupt bottom topography.
This study shows that the straining process can be highly
localized because of the presence of fronts; moreover,
the localization of straining also results in local in-
tensification of stratification and mixing. The Simpson
number has been widely used to ascertain the balance
between straining and mixing. In application to the
Changjiang, Si provides a rough guide of the state of
stratification of the system based on volume averages of
the horizontal salinity gradient and bottom stress.
A threshold value of Si ; 1 appears to distinguish be-
tween strongly stratified and weakly stratified regimes.
In conclusion, the salinity variance method provides a
straightforward means of quantifying the mechanisms
responsible for the creation and destruction of stratifi-
cation in estuaries based on the application to the spa-
tially and temporally complex Changjiang estuary. The
method highlights the critical importance of regions of
intensified salinity gradients in producing stratification.
Not only do these regions show the most intense
straining, they are also sites of the most intense mixing
FIG. 11. (a) Buoyancy flux B (black line) and vertical salinity gradient ›S/›z (gray line).
(b) The total dissipation (solid blue) and the numerical dissipation (dashed blue) are shown.
All of these terms are averaged over estuarine domain V shown in Fig. 2 and 35-h low-pass
filtered.
FIG. 12. Time series of volume averaged as well as low-pass filtered stratification (olive
green) and Simpson number (black) in the estuarine domain V. The critical value of Si 5 1 is
represented by a gray dashed line.
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because of the combination of strong shears and strong
stratification. As expected the spring–neap cycle of tidal
amplitude was found to strongly influence stratification
but not expected was the large spring–neap variation in
straining, with relatively less variation in dissipation of
stratification.
The spatial and temporal variations of the terms in the
vertical variance equation for the Changjiang estuary
are informative in their own right, but such analysis
gains more relevance when different systems are com-
pared. For example, the analysis byWang et al. (2017) of
the variance balance in the Hudson estuary shows much
greater variation of variance dissipation over the spring–
neap cycle than exhibited by the Changjiang, even
though stratification variations are comparable. How
these quantities vary in more strongly and weakly
stratified estuaries is yet to be determined, and such
analysis is likely to provide valuable insights into the
mechanisms responsible for transitions between well-
mixed and stratified regimes.
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