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Abstract
The purpose of this paper is to put the description of number scaling and its effects on physics and
geometry on a firmer foundation, and to make it more understandable. A main point is that two different
concepts, number and number value are combined in the usual representations of number structures.
This is valid as long as just one structure of each number type is being considered. It is not valid
when different structures of each number type are being considered. Elements of base sets of number
structures, considered by themselves, have no meaning. They acquire meaning or value as elements of
a number structure. Fiber bundles over a space or space time manifold, M, are described. The fiber
consists of a collection of many real or complex number structures and vector space structures. The
structures are parameterized by a real or complex scaling factor, s. A vector space at a fiber level, s, has,
as scalars, real or complex number structures at the same level. Connections are described that relate
scalar and vector space structures at both neighbor M locations and at neighbor scaling levels. Scalar
and vector structure valued fields are described and covariant derivatives of these fields are obtained.
Two complex vector fields, each with one real and one imaginary field, appear, with one complex field
associated with positions in M and the other with position dependent scaling factors. A derivation of
the covariant derivative for scalar and vector valued fields gives the same vector fields. The derivation
shows that the complex vector field associated with scaling fiber levels is the gradient of a complex scalar
field. Use of these results in gauge theory shows that the imaginary part of the vector field associated
with M positions acts like the electromagnetic field. The physical relevance of the other three fields, if
any, is not known.
1 Introduction
In earlier work [2, 3, 1] the effect of scaling of number systems on some quantities in physics and geometry was
described. The work was based on the description of mathematical systems of different types as structures
or models that satisfy a set of axioms relevant to the type of each system [4, 5]. As presented, the work may
have been difficult to understand.
The concern of this paper is to place this work on a more secure and, hopefully, easier to understand
foundation. The concept of mathematical systems as structures is retained. Structures for a system of a given
type consist of a base set, a set of a few base operations, a possibly empty set of a few base relations, and
a set of a few constants. Examples of structures are those for the natural numbers, N¯ = {N,+,×, <, 0, 1}
which satisfy the axioms for arithmetic [6] and the real numbers, R¯ = {R,±,×, (−)−1, 0, 1} that satisfy the
axioms for a complete ordered field [7].
This work begins with the idea that there are two separate concepts that are combined or identified in
these number structure representations. These are the concepts of numbers or labels for the elements of the
base sets, N or R, [8] and the concept of the values that the numbers have in the structures. As long as
one works with just one (standard) natural number structure N¯ and just one real number structure, R¯, the
distinction between these concepts can be ignored. This is the case in the usual descriptions of numbers in
mathematical analysis and in the use of mathematics in physics and geometry.
The distinction between these two concepts cannot be ignored when one considers the existence of many
number structures of a given type that are related by scaling factors. One finds that the base sets, N and R,
when considered by them selves as sets, have no meaning as sets of number values. The elements of the sets
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acquire meaning only as base sets of structures satisfying relevant axioms. It turns out that a given element
of N or R can have many different values. The particular value depends on the structure containing the
base set. The value of a base set element in a number structure is defined by the properties it has.
A simple example of this is shown in the next section. Two natural number structures are described, one
is the usual one and the other is a structure for the even natural numbers. Some of the base set elements
have two different values. They have one value in the usual structure and another in the structure for the
even natural numbers.
Section 2 extends the example of natural numbers to real and complex number and to vector spaces. It
also applies to integers and rational numbers, even though they are not discussed here. Two different types
of maps between structures of a given type are described, those that are the identity on the base sets and
change number values, and those that preserve number values, but are scaling permutations of the base set
elements. A brief description is given of the similarity of assignment of meaning to the base set elements
and decoding of the base set elements.
The following section gives fiber bundle descriptions of these number and vector space structures over a
manifold, M . Here M is taken to be flat as in space time or Euclidean space. Bundles for scalars and for
vector spaces with associated scalars are described. The fibers consist of either scalar or scalar and vector
space structures at all possible scaling levels. The structures at different levels all have the same values.
They differ in which base set elements have a given value. A fiber at point x of M has a complete set of
structures at all scaling levels.
Section 4 describes connections between fibers at neighboring locations and sections as fields on the
bundle. The connections are used to describe covariant derivatives of fields overM. The fields described here
are different from those in gauge theories in that they have two connection dimensions. One is the usual
one over M . The other is the connection over the different fiber levels. Two types of fields are discussed.
One type consists of fields whose values are scalar structures or the product of scalar and vector structures.
These are fiber elements. The other type consists of fields whose values are either scalars or are products of
scalars and vectors. The structures containing the field values are at different fiber locations and levels in
the fibers.
Section 5 describes gauge theories based on the fiber bundle setup described here. Covariant derivatives
for Abelian and nonabelian theories for 2 dimensional vector spaces are described. Four vector gauge fields
are present in addition to the three vector bosons present in the nonabelian case. The two fields, one real
and one imaginary, associated with the scaling degree of freedom, appear to be gradients of scalar fields, The
other two fields, also one real and one imaginary, are associated with the locations on M . The imaginary
field seems to have the properties of the electromagnetic field. The physical properties, if any, of the real
location field and the complex scaling field are unknown at present.
A discussion section on open problems and extensions of the results obtained here ends the paper.
This work on scaling of number and vector space structures seems to be carried out in isolation as a
literature search came up empty. However recent papers on the relativization of arithmetic and symmetries
in physics [9] and on the mathematical universe [8] does touch on some of the ideas presented here. Also the
type of scaling described here seems to be different from that in conformal theories [10]. The reason is that
all number values are scaled, including those for angles and for lengths. However the property of scaling is
such that trigonometric relations are preserved under scaling.
2 The Basics
The material in this section is basic to everything that follows. To begin one must have some idea of what
mathematics is about. Here the view is taken that mathematics consists of a large number of structures
of different types with many relations between the structures [4, 5]. Examples of structure types are the
different types of numbers, natural, integers, rational, real, complex, vector spaces of different types algebras,
etc.
A structure of a given type consists of a basic set, a few basic operations, none or a few basic relations,
and none or a few basic constants. A generic representation of a structure has the form
S¯ = {S,Op,Rel,K}. (1)
Here S is the base set, Op and Rel are the sets of basic operations and relations, and K denotes the set
of constants, if any. An overline as in S¯ distinguishes a structure from the base set S of the structure.
Structures of a given type must satisfy a set of axioms relevant to the structure type. This is in essence
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the mathematical logical description of semantic or meaningful models of formal systems as syntactic or
meaningless systems with a given set of expressions as the formal axioms [4, 5].
Examples of structures of different types are
N¯ = {N,+,×, 0, 1}, the natural numbers
R¯ = {R,±,×, (−)−1, <, 0, 1}, the real numbers
C¯ = {C,±,×, (−)−1,∗ , 0, 1} the complex numbers.
(2)
The natural numbers satisfy the axioms of arithmetic [6], and the real and complex numbers satisfy axioms for
a complete ordered field [7] and an algebraically closed field of characteristic 0 [11]. The inverse operation
is denoted by (−)−1. Complex conjugation has been added as a basic operation to the complex number
structure even though it is not part of the usual representation. These structures and those for the integers
and rational numbers, represent the usual structures in wide use in physics and mathematics.
The basic point to make is that these structures and those of other types conflate or identify two distinct
concepts. One is the description of the base set elements as numbers. The other is the values the numbers
have in number structures. In other words, the base set elements, when considered by themselves, have no
intrinsic meaning or values. They acquire meaning or values only as part of a structure. To emphasize this
the elements of the base sets of the structures in Eq. 2 are referred to a numbers. This is distinct from the
values they have in a structure. This is seen by the observation that in different structures of the same type
the values of the numbers are different. Their values depend on the structure containing them.
A simple example illustrates this point. Consider the natural number structure N¯ . The elements of the
base set have names, ”0”,”1”,”2”, etc. The quotes denote the fact that these are element names. In N¯ the
elements ”n” have value n.
It is clear that the even numbers, ”0”,”2”,”4”,etc. in the base set N form a base set, N2, of a valid natural
number structure N¯2. this follows from the observation that even numbers also make a good representation
of the natural numbers: one can count with them and do arithmetic with them. The structure, N¯2, for these
numbers is
N¯2 = {N2,+2,×2, 02, 12}. (3)
In this structure ”0” still has value 0. However the element ”2” has value 12. This is different from the value
of ”2” in N¯. The same difference holds for any base set element ”2n”. This element has value n2 in N¯2 and
value 2n in N¯ .
Values of base set elements of a structure are determined by the properties they have. These are derived
from the axioms. For example the value 12 is assigned to ”2” in N¯
2 because it satisfies the multiplicative
identity axiom in that n2 ×2 12 = n2 for all number values, n2.
The subscript 2 is a structure identifying label. It identifies structure membership of a number value.
The value 1 is a fixed meaningful value, but without a structure identifying label one has no idea which of
the base set elements has value 1.
This description of even number structures extends to structures N¯n for any n. The base set of this
structure, Nn, consists of the numbers, ”0”, ”n”, ”2n”, ”3n”, ”4n”, etc. The values of these elements in N¯ is
given by ”0” has value 0n, ”n” has value 1n, ”2n” has value 2n, etc. If ”n” is a number in N2, then ”n” has
value, (n/2)2 in N¯2. The number, ”3n”, has values 3n in N¯
n, (3n/2)2 in N¯
2, and value, 3n, in N¯ . Note that
N¯ ≡ N¯1.
An interesting point is that the number, ”0”, is the only base set element whose value, as the additive
identity, is the same in all structures. For this element, and only this element, the concepts of number and
number value can be merged. Stated differently, this is the only base set number whose value is invariant
under scaling.
2.1 Scalar structures
This distinction between number value and number also applies to the other types of numbers. Here the
main interest is in real and complex numbers as they are fundamental to physics and geometry. Let
S¯ = {S,±,×, (−)−1, q, 0, 1} (4)
be a generic structure for real and complex numbers. If S = R for the real numbers, then q =<, the less
than relation. If S = C for the complex numbers , then q = (−)∗, which is complex conjugation.
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For each number, s in the base set,1 S, define a structure, S¯s by
S¯s = {S,±s,×s, a
−1s
s , qs, 0s, 1s}. (5)
Here as, 0s, and 1s are values of specific elements of S. The element of S whose value in S¯
s satisfies the
multiplicative axiom of identity has the value 1s in S¯
s. To be specific, the element s in S has the value 1s in
S¯s.
One sees here that, as was the case for the natural numbers, the values of the numbers in the base set S
depend on the structure containing S. The number sa in S has value sa = (sa)1 in S¯. It has value as in S¯
s.
The replacement of the structure S¯s with those for real or complex numbers is given by
S¯s =


R¯r = {R,±r,×r, a
−1r
r , <r, 0r, 1r} if S = R and s = r
C¯c = {C,±c,×c, a
−1c
c , (ac)
∗c , 0c, 1c} if S = C and s = c.
(6)
In these structures 0s and 1s denote the values, 0 and 1, in the structures S¯
s. Note that the operations
±s, (−)
−1s , (−)∗c and the relation <r apply to the values of numbers in the structure, S¯
s. Examples of this
are the equations, as×s bs = ds and as+s bs = es. Also the usual representation of S¯ as R¯ or C¯ is the special
case here where s = 1 as S¯1 = S¯.
Let s and t be two different scaling parameters. Let S¯s and S¯t be the two structures associated with s
and t. The structure S¯t is given by Eq. 5 with the subscript s replaced by t. These two structures differ in
the associations between elements of S and their values in the different structures. An element sa in S has
the same value, as, in S¯
s as the element ta has, as at, in S¯
t. (Subscripts on numbers denote their values in
structures specified by the subscript.)
It is useful to define value maps that map elements of S to their values in structures. Let vals be a map
that maps numbers in S to their values in S¯s. One has
vals(sa) = as (7)
for all a in S. Equivalently vals(a) = as/ss. Note that ss = vals(ss) as vals(s) = 1s.
The number, ta also has a value in S¯s. The value is given by
vals(ta) = (ta/s)s = ts ×s s
−1s ×s as. (8)
Note that vals(ta) = vals(at).
This result can be interpreted as expressing the value, at of ta in S¯
t, in terms of values of numbers in
S¯s. In other words
vals,t(at) = (t/s)sas. (9)
Here vals,t maps the values of numbers in S¯
t to those of S¯s. It is related to the maps vals and valt by
vals,t(valt(ta)) = vals(ta) (10)
for all numbers in S.
This mapping of number values from S¯t to those of S¯s can be extended to other components of the
structures. The resulting structure is given by
S¯ts = {S,±s,
s×s
t
,
t(as)
s
−1s
,
tqs
s
, 0,
t1s
s
}. (11)
This equation gives the values of the components of S¯t in terms of those of S¯s. It is a relativization of
the components of S¯t to those of S¯s. The scaling of the components in this structure is done to satisfy the
requirement that this relativized structure satisfy the axioms for real or complex numbers if and only if the
structures, S¯s and S¯t, satisfy the axioms.
The relativization of S¯t to S¯s can be defined by a map, ZS,s,t, from the components of S¯
t to those of S¯ts.
It is a number preserving but not value preserving map. One has
ZS,s,tS¯
t = S¯ts (12)
1There are no quotes around s because almost all real and complex numbers are not nameable.
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where
ZS,s,t(a) = a for all numbers, a in S,
ZS,s,t(at) = vals,t(at) =
tas
s , ZS,s,t(±t) = ±s
ZS,s,t(×t) =
s×s
t , ZS,s,t((at)
−1t) =
t(a−1ss )
s
Zt,s(qt) =
tqs
s , ZS,s,t(0t) = 0s = 0, ZS,s,t(1t) = vals,t(1t) =
t1s
s .
(13)
The superscript, t in S¯ts refers to the initial structure. The subscript, s, denotes the structure whose
components are used, with appropriate scaling factors, to represent the components of S¯t.
The term, tqt/s, is a stand in for quantities that are different in real and complex number structures. For
real number structures tqt/s is a stand in for <t=<s . For complex numbers it is a stand in for (t/s)
∗sa∗ss .
The number preserving maps are transitive and have inverses. One has
ZS,s,tZS,t,uS¯
u = ZS,s,tS¯
u
t = S¯
u
s = ZS,s,uS¯
u and
ZS,s,tZS,t,sS¯
s = ZS,s,tS¯
t
s = S¯
s.
(14)
Note that S¯s = S¯ss . S¯
s does not equal S¯s1 .
To better understand the action of ZS,s,t and the components of S¯
s
t in Eq. 11, set S = C and s = 1. Let
t = c, a complex number. The components of the structures, C¯c and C¯c1 are obtained from Eqs. 6 and 11.
They are,
C¯c = {C,±c,×c, a
−1c
c , (ac)
∗c , 0, 1c} (15)
and
C¯c1 = {C,±,
×
c
, c(a−1), c(a∗), 0, c} = {C,±1,
×1
c1
, c1(a
−11
1 ), c1(a
∗1
1 ), 0, c1}. (16)
The subscript, 1, on the components of the righthand term of Eq. 16 emphasizes that the unsubscripted
quantities in C¯c1 are values and not base set elements. It also shows that the scaling factor is 1 for the usual
complex number structure.
Scaling by a complex number may seem strange in that a base set number, c, that has a complex value
in the usual unscaled structure, C¯1 = C¯ has a value that is the identity in the structure, C¯c1 . This follows
from the scaling of the multiplication operation in C¯c1 . It also follows from Eqs. 7-10. One has
1c = valc(c)↔ val1,c(1c) = val1(c) = (
c
1
)1 = c1.
This shows that c1 is the same value in C¯
c
1 as 1c is in C¯
c. However c is not in general real in C¯c1 . This follows
from Eq. 13 in that t and s can be arbitrary complex number parameters.
It is important to keep in mind that scale changing maps between scalar structures and basic operations
do not commute. One example concerns complex conjugation. Let ac be a number value in C¯
c. One can
first complex conjugate ac to a
∗c
c in C¯
c and then use val1,c(a
∗c
c ) to map a
∗c
c to c(a
∗) in C¯c1 . Alternatively one
can first map ac to val1,c(ac) = c1 ×1 a1 and then take the complex conjugation. The result is c
∗
1a
∗
1. if c is
complex, c1(a
∗
1) 6= c
∗
1a
∗
1.
Another important example concerns multiplication. Let ac and bc be two number values in C¯
c. One can
either multiply them first and then scale the result to C¯c1 , or one can first scale ac and bc separately to C¯
c
1
and then multiply. The first option gives
val1,c(ac ×c bc) = (ca)1
×1
c1
(cb)1 = c1 ×1 (a× b)1.
The second option gives
val1,c(ac)×1 val1,c(bc) = (ca)1 ×1 (cb)1 = c
2
1(a× b)1.
The two options differ by a factor of c.
These two examples show that, in a given situation, one must be clear about which comes first, scaling
or operation. The big advantage of operations before scaling is that equations are preserved under scaling.
For example, if ac ×c bc = dc, then
val1,c(ac ×c bc) = (ca)1
×1
c1
(cb)1 = c1(a× b)1 = val1,c(dc) = (cd)1 → a1 ×1 b1 = d1.
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Preservation of equations is essential if axiom validity is to be preserved under scaling.
One can also define number changing but value preserving maps, WS,s,t. One has
WS,s,tS¯
t = S¯s (17)
where
WS,s,t(ta) = sa for all a in S,
WS,s,tOpt = Ops, WS,s,tRelt = Rels, WS,s,tKt = Ks.
(18)
As was the case for the ZS,s,t maps, the WS,s,t maps are transitive and invertible.
Structures can be combined provided they have the same subscripted components. For example, two
structures S¯ts and S¯
u
s , Eq, 11, can be added or subtracted. The resultant structures are
S¯ts ± S¯
u
s = S¯
t±u
s . (19)
Subtraction with t = u gives the empty structure. Structures, S¯ts and S¯
t
u with u 6= s cannot be combined.
Structures can also be multiplied by numbers. For example, multiplication of S¯ts by the number, w, gives
wS¯ts = S¯
t×w
s = S¯
tw
s . (20)
These results extend to combinations and number multiplications of structures, S¯t, if one notes that S¯t ≡ S¯tt .
These results will be used later on.
2.2 Vector space structures
As noted in the introduction, scaling of number structures extends to types of mathematical systems that
include scalars in their description. Vector spaces are an example since they are closed under scalar vector
multiplication. A normed vector space based on the scalars in S¯, has the structure representation,
V¯ = {V,±, ·, |v|, v}. (21)
Here · denotes scalar vector multiplication, |v| denotes the real valued norm, in S¯, of an arbitrary vector, v,
in the base set, V .
The vector space value structure that corresponds to S¯s is given by
V¯ s = {V,±s, ·s, |vs|s, vs} (22)
The scalars associated with V¯ s are those in S¯s. In V¯ s, vs is the value of the vector sv in the base set V. Note
that the structure V¯ 1 ≡ V¯ of Eq. 21.
The value preserving and base set preserving maps, WS,s,t and ZS,s,t of Eqs. 17 and 13, can be extended
to apply to the vector spaces. These maps are denoted by WV,s,t and ZV,s,t.
The action of WV,s,t on the base set, V of vectors is defined as follows. For each vector tv in V,
WV,s,t(tv) = sv. (23)
The map is such that the value, vt, of tv in V¯
t is the same as is the value, vs, of sv in V¯
s. As was the case
for the scalar base set preserving maps, the WV,s,t maps are transitive and have inverses.
A product of the maps WS,s,t and WV,s,t is defined by
WSV,s,tS¯
t × V¯ t =WS,s,tS¯
t ×WV,s,tV¯
t = S¯s × V¯ s. (24)
This definition accounts for the fact that the parameters, s and t in the structure superscripts must be the
same for both vectors and scalars. This satisfies the requirement that for each s, the scalar field for V¯ s is
S¯s.
Unlike theWV,s,t maps, the ZV,s,t maps are base set vector preserving. For each vector, v in V , ZV,s,t(v) =
v is the same base set vector in both ZV,s,tV
t and V s. The action of ZV,s,t on V¯
t is defined by
ZV,s,tV¯
t = V¯ ts = {V,±s,
s
t
·s,
t
s
|vs|s,
t
s
vs}. (25)
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This equation shows that a vector, tv, with value vt in V¯
t, has value (t/s)WV,s,tvt = (t/s)vs in V¯
s. The
norm, |vt|t, of a vector value in V¯
t is a real number value in S¯t. In S¯s this number value is
(t/s)|WV,s,t(vt)|s = (t/s)WS,,s,t|vs|t = (t/s)|vs|s.
The representation of the scalar vector product operator value ·t in V¯
s is the same as the representation of
scalar multiplication in S¯t relativised to S¯s.
As was the case for the value preserving maps, Eq. 24, one can define a product scalar vector base set
preserving map by
ZSV,s,t(S¯
t × V¯ t) = ZS,s,tS¯
t × Zv,s,tV¯
t = S¯ts × V¯
t
s . (26)
This map will be of use later on.
2.3 Relativization invariance
The value structures S¯t and V¯ t for the different values of t are all equivalent. One pair of structures is just
as good as another to use in mathematics. However one might single out the structure with t = 1 as special
and use it. One might try to justify this choice in that it corresponds to the one in general use as S¯ and V¯ .
Also this choice is the only one for which the concepts of number and number value coincide.
The problem with this is that one can scale the parameters, s and t by multiplying by some common
factor, α. The result of this is that S¯t and V¯ t become S¯tα and V¯ tα. In particular, S¯ and V¯ become S¯α and
V¯ α, and S¯α
−1
and V¯ α
−1
become S¯ and V¯ .
This shows that no one of the pair of scalar and vector value structures can be singled out as the pair
to use. Structures scaled by any value of t can always be rescaled to S¯ and V¯ by appropriate choice of the
rescaling factor.
However relative scaling between scaled structures is invariant under scaling the parameters, s, t. This is
seen by use of Eqs. 11 and 25 to show that
S¯αtαs = S¯
t
s and
V¯ αtαs = V¯
t
s .
(27)
2.4 Decoding
The descriptions of the base sets, S and V and their relations to value structures, have much in common with
the syntactic semantic separation of structures as described in mathematical logic [4]. Syntactic structures
consist of meaningless strings of symbols constructed inductively from a small set of base symbol strings. A
set of symbol strings is singled out as the syntactic axioms for the structure. The set singled out depends on
the type of system being considered. Axioms are combined with the logical rules of deduction to inductively
generate a sequence of symbol strings. Each string in the sequence is a theorem, and the string generating
it is a proof of the theorem.
The semantic representation of a mathematical system is often treated as a model of the syntactic
structure. The expressions are all meaningful, and elements have values or meaning. The axioms and
theorems as meaningful. representations of the syntactic expressions are all true. Also no false statement is
a theorem.
These semantic structures are the stuff of mathematics as usually done. For example R¯, C¯, and V¯ ,
given in Eqs. 2 and 21 denote the real and complex number, and vector space structures. Their properties
are described in texts on mathematical analysis. The elements of the base sets of these structures, which
are taken here to be meaningless, can be identified with the values they have in these structures. This
corresponds to a single decoding or interpretation or valuation of the syntactic expressions and of the base
set elements as numbers.
Here this setup is changed. There are an infinite number of decodings or valuations of the syntactic
expressions and base set elements. For the real numbers the decodings are parameterized by real numbers.
For each r, R¯r is a valuation or decoding of the syntactic expressions and of the base set elements. If r and
t are two different real numbers, then R¯r and R¯t are two different decodings or valuations of the base set
or of syntactic expressions. The maps WR,r,t and ZR,r,t, Eqs. 17 and 13, show explicitly how the two value
structures are related.
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Similar descriptions hold for the complex numbers. Decodings or valuations of symbol strings and base
set elements are parameterized by complex numbers. If c and d are two complex numbers, then C¯c and C¯d
are two decodings. The maps, WC,c,d and ZC,c,d show how these structures are related.
The description for vector spaces is similar. If the associated scalar field is real, then the decodings
or valuations are parameterized by real numbers. If the scalar field is complex, then the decodings are
parameterized by complex numbers.
3 Fiber bundles
Fiber bundles over a manifold provide a very useful framework for the description of gauge theories and
other areas of physics and geometry [12, 13]. They can also be adapted to include the effects of number
scaling. In general a fiber bundle consists of a triple, [14] E, π,M. Here E is the total space, M is a base
space, and π is a projection of E onto M . The inverse map, π−1(x), is the fiber, Fx at point x of M . In this
work M is taken to be a flat space such as Minkowski space time or Euclidean space.
The flatness of M allows one to restrict the type of bundle considered here to product bundles. Vector
and scalar product bundles have the form, V =M × V¯ , πv,M and S =M × S¯, πs,M. Here S¯ with S = R or
S = C denotes the scalar structure for real or complex numbers. The fiber product [14] of these two bundles
is given by
SV = S ⊕ V =M × (S¯ × V¯ ), πsv ,M. (28)
The projection, πsv is related to πs and πv by
πsv(y, S¯ × V¯ ) = πs(y, S¯)× πv(y, V¯ ). (29)
This holds for each y in M .
The fiber at point x is defined by
π−1sv (x) = x× S¯ × V¯ = S¯x × V¯x. (30)
The right hand term emphasizes the fact that that the scalar and vector space structures are associated with
a point, x of M . In this sense they can be said to be localized at x.
It is important to note that here, and in the following, fibers consist of one or more structures of different
mathematical types at points of M. They do not consist of just the base set of a structure. This is indicated
by the bars over S and V in Eq. 28.
The exact description of the vector space V¯x is left unspecified. It can be based on real scalars, as in
tangent spaces, or on complex scalars, as in gauge theories. Neither the number of dimensions nor the type
of vector space is chosen. As a normed vector space it can be an inner product space, or even an algebra.
The choice of a normed space is not even necessary. It is done here to have a specific structure type to work
with that is also of use in physics and geometry.
The bundle SV can be expanded to include scaling. The method used here defines, for each scaling factor,
s, the bundle,
SVs =M × S¯s × V¯ s, ps,M. (31)
Here S¯s and V¯ s are defined by Eqs. 5 and 22.
The bundles for different values of s can be collected together into one fiber bundle, SV, defined by
SV =M ×
⋃
s
(S¯s × V¯ s), P,M. (32)
This bundle includes, as subbundles [14], all the SVs. The union is over all scaling parameters, s.
The fiber at point x of M is given by
P−1(x) = x×
⋃
s
(S¯s × V¯ s) =
⋃
s
(S¯sx × V¯
s
x ) =
⋃
s
p−1s (x). (33)
This shows that the scaled structures, S¯s × V¯ s, in the fiber at x, can be regarded as local at x.
The description of the bundle, SV, has the advantage that it automatically takes care of the requirement
that the scaling factor, s, must be the same for a vector space and its associated scalars. The reason is
that V¯ s includes in its description a map, S¯s × V¯ s → V¯ s, as scalar vector multiplication, and a norm map
V¯ s → ReS¯s. Here ReS¯s is the real part of S¯s if S = C.
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The fiber bundle, SV, is a principal fiber bundle. This follows from the discussion in subsection 2.3. It
also is a consequence of the fact that there is a structure group, WSV , for the fiber [16]. This can be best
seen by separate examination of the principal bundle for scalars,
S =M,
⋃
s
S¯s, qs,M. (34)
The structure group, WS , for this bundle consists of the elements WS,t where t is a number in the group,
GL(1, S). The group, WS acts freely and transitively [16] on the fiber
⋃
s S¯
s in that
WS,tS¯
s = S¯st = S¯ts and
WS,u(WS,tS¯
s) =WS,uS¯
ts = S¯uts.
(35)
Here GL(1, S) stands for GL(1, C), the linear group of all complex numbers if S = C. For real numbers with
S = R, the group is GL(1, R ≥ 0), the linear group of all nonnegative real numbers. For t = 0, the structure,
S¯0, is the empty structure.
The value preserving map, WS,u, is related to WS,s,t of Eq. 17 by
WS,uS¯
t =WS,tu,tS¯
t = S¯tu. (36)
A similar map, WSV,u is related to WSV,s,t in Eq. 24 by
WSV,u(S¯
t × V¯ t) =WSV,tu,t(S¯
t × V¯ t) = S¯tu × V¯ tu. (37)
The group, WSV , is the structure group for the fiber bundle SV. The elements, WSV,t of WSV act freely
and transitively on the fiber
⋃
s(S¯
s × V¯ s)). This is expressed by Eq. 37 and
WSV,u(WSV,t(S¯
s × V¯ s)) =WSV,u(S¯
ts × V¯ ts) = S¯uts × V¯ uts. (38)
4 Connections and sections
The description of physical and geometric quantities as integrals or derivatives on M requires the use of
connections [15]. Connections, as maps between structures of the same type in different fibers, relate the
contents of a fiber at one location to those of another at a different location. They describe the parallel
transport of structures between different fibers.
Connections are necessary in the description of any nonlocal physical quantity. The reason is that
mathematical combinations, such as addition, multiplication, etc., of quantities in different fibers are not
defined. The quantities must be parallel transferred to one fiber before combinations are possible. In
addition, connections describe the effect of external fields on physical systems whose dynamics is described
by motion along a path in M . The state of a system at a given point is an element of a structure in a fiber
at the point.
The usual fiber bundle framework for discussing physical fields in gauge theories has each fiber containing
S¯× V¯ . This would correspond here to having each fiber containing S¯t× V¯ t for t = 1 only. The fiber bundles
described here are different in that each fiber contains the structure pairs, S¯t × V¯ t for all t in GL(1, S).
Connections between fibers in the bundle, SV, relate scalar vector structure pairs in one fiber to those in
another. The detailed description of connections given here is an extension of the usual description in gauge
theories. A description for scalars based on the fiber bundle, S, is followed by one for scalars and vectors
based on the bundle, SV.
4.1 Scalar structure valued sections
Let Ψ be a section over the bundle S. For each x in M , Ψ(x) is a scalar structure in the fiber at x. It is not
a scalar or vector. Ψ can also be considered as a scalar structure valued field over M .
To discuss properties of Ψ such as smoothness, derivatives, etc., it is useful to associate a scalar function,
f with domain M and range in the set of fiber level labels as elements of GL(1, S). The function f can also
be considered as a GL(1, S) valued scaling field over M . There is a one-one correlation between the set of
functions, f and sections Ψ where
Ψ(x) = S¯f(x)x = Ψf(x). (39)
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Figure 1: A schematic representation of both the level valued function or field and the associated scalar
structure field, Ψf . At each point, x, of M, f(x) is a scaling level in the fiber at x. Ψf (x) is the scalar
structure, S¯
f(x)
x , at the level given by f. This same picture holds for the scalar and vector section in that
ΨSV,f(x) = S¯
f(x)
x × V¯
f(x)
x .
The scalar structure, S¯
f(x)
x , is at level f(x) in the fiber at x. The structure, S¯
f(x)
x , is defined by Eq. 5 with
s = f(x). This representation of Ψ can be used to describe properties of Ψ in terms of those of f.
Figure 1 shows the relation between Ψ and f as curves in a two dimensional space. The ordinate is
labelled with the values of s or fiber levels in the bundle, and abscissa is labelled with points of M . Points
in the space are both values, f(x), of f and scalar structures, S¯
f(x)
x .
A good example in which to see the relations and parallel transports between these quantities is provided
by the derivative of Ψ. This is given by
dΨ = ∂xΨ(x)dx + ∂f(x)Ψ(x)df(x) = ∂µ,xS¯
f(x)
x d
µx+ ∂µ,x,f S¯
f(x)
x d
µf(x). (40)
Summing over repeated indices is implied.
The partial derivatives are defined by
∂µ,xS¯
f(x)
x = limdµx→0
S¯
f(x)
x+dµx − S¯
f(x)
x
dµx
∂µ,x,f S¯
f(x)
x = limdµf(x)→0
S¯
f(x)+dµf(x)
x − S¯
f(x)
x
dµf(x)
.
(41)
These equations use the observation that f(x+ dµx) = f(x) + dµf(x).
There are problems with the definitions of the partial derivatives. Scalar structures can be subtracted
if and only if they are at the same location in M and at the same level in a fiber. These problems can be
fixed by use of connections to parallel transfer S¯
f(x)
x+dµx from x + d
µx to x and to transfer S¯
f(x)+dµf(x)
x to
a structure whose components are expressed in terms of those of S¯
f(x)
x . The transfer from x + dµx to x is
defined from Eq. 20 by
S¯
f(x)
x+dµx → w(x, x + d
µx)S¯f(x)x = S¯
f(x)w
x,f(x). (42)
Here w = w(x, x + dµx).
Replacing S¯
f(x)
x+dµx by S¯
f(x)w
x,f(x) in the first of Eqs. 41 and use of Eqs. 19 and 20 gives for the covariant
derivative,
Dµ,xΨ(x) = S¯
f(x)(w−1)/dµx
x,f(x) . (43)
The connection coefficient, w(x, x + ~dx), is defined in terms of two vector fields as
w(x, x + ~dx) = e(
~A(x)+i ~B(x))· ~dx (44)
The µ components are given by
w(x, x + dµx) = e(Aµ(x)+iBµ(x)d
µx). (45)
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Expansion of the exponential in w to first order and carrying out the indicated operations in the super-
script gives as the final result,
Dµ,xΨ(x) = S¯
f(x)(Aµ(x)+iBµ(x))
x,f(x) = (Aµ(x) + iBµ(x))Ψ(x). (46)
The effect of fiber level change from f(x) + dµf(x) to f(x) at x on S¯
f(x)+dµf(x)
x in the second of Eqs. 41
is given by
S¯f(x)+d
µf(x)
x → Zf(x),f(x+dµf(x)S¯
f(x)+dµf(x)
x = S¯
f(x)+dµf(x)
f(x),x . (47)
the map Zf(x),f(x)+dµf(x) is defined by Eq. 13.
The resulting covariant derivative is given by
Dµ,x,fΨ(x) =
S¯
f(x)+dµf(x)
x,f(x) − S¯
f(x)
x
dµf(x)
. (48)
A Taylor expansion of f((x) + dµf(x), retention of first order terms, and use of Eqs. 19 and 20 gives,
Dµ,x,fΨ(x) =
∂µ,ff(x)
f(x)
Ψ(x). (49)
Representation of the field f as the exponential of a pair of scalar fields as in
f(x) = eγ(x)+iφ(x) (50)
gives as a final result for the covariant derivative
Dµ,x,fΨ(x) = (Γµ(x) + i∆µ(x))Ψ(x). (51)
Here ~Γ(x) and ~∆(x) are the gradients of γ(x) and δ(x). Note that the fields γ and δ, and their gradients,
serve as connections between different levels in each fiber of the bundle, S.
These results apply to both real and complex scalar structures. If S = R then ~B and ~∆ are 0 everywhere
on their domains. If f(x) = s, a constant, then γ and δ are 0 on their domains.
4.2 Scalar and vector structure valued sections
The description of scalar structure valued sections or fields and their derivatives extends in a straight forward
manner to fields that are scalar and vector structure valued. These fields are sections of the fiber bundle,
SV, described in Eq. 32.
Let ΨSV = ΨS ×ΨV be a section on SV whose value, in the fiber at x, is given by
ΨSV (x) = ΨS(x) ×ΨV (x) = S¯
f(x)
x × V¯
f(x)
x . (52)
The factor, ΨS , is identical to the section Ψ on the bundle, S. The definition of ΨSV shows that the scaling
or value parameter, f(x), is the same for both scalar and vector structures. This is required by the fiber
structure of SV.
The derivative of ΨSV is given by
∂µ,xΨSV = ∂µ,x(ΨS(x) ×ΨV (x)) = ∂µ,xΨS(x)×ΨV (x) + ΨS(x)× ∂µ,xΨV (x) (53)
The same problems leading to the replacement of partial derivatives for Ψs with covariant derivatives apply
to ΨV , and they are solved in the same way. The result is given by
Dµ,SVΨSV (x) = Dµ,SΨS(x)×ΨV (x) + ΨS(x)×Dµ,VΨV (x). (54)
Here Dµ,SΨS(x) is the sum of two component derivatives as in
Dµ,SΨS(x) = (Dµ,x +Dµ,x,f)ΨS(x). (55)
The two component derivatives are given by Eqs. 46 and 51.
The covariant derivative, Dµ,VΨV (x) is obtained in the same way as is that for ΨS. The result is a pair
of covariant derivatives . These are given by Eqs. 46 and 51 after replacing S with V . The result is
Dµ,VΨV (x) = (Dµ,x +Dµ,x,f )ΨV (x). (56)
At this point the physical relevance, if any, of the four fields is not known. The ~Γ and ~∆ fields are
integrable as they are gradients of scalar fields. It is not known if the ~A and ~B fields are integrable or not.
As will be seen later in a discussion of gauge theory, the ~B field may be the electromagnetic field. In this
case it is not integrable.
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4.3 Scalar and vector valued fields
So far fields that were also sections on the fiber bundles, S and SV, have been described. One can also
describe scalar and vector valued fields that take values in the scalar and vector structures in the fibers of
the bundles. These are the more usual types of fields described in detail in gauge theories and in physics in
general. They are also not sections over the fiber bundles.
Let ψS and ψV denote scalar and vector valued fields. For each x in M , ψ(x) and ψV (x) are respective
scalar and vector values in S¯
f(x)
x and V¯
f(x)
x . Note that the field values are values in their respective structures.
They are not elements of the base sets in the structures.
The fiber bundle framework enables a description of fields that are more general than those described
so far in gauge theories. The is due to the presence of the function f . The consequence of this is that the
covariant derivatives appearing in Lagrangians and equations of motion include additional fields arising from
the connections between fiber levels. A description for scalar fields in S will precede a description for scalar
and vector fields in SV.
4.3.1 Scalar fields
The usual derivative,
∂µ,xψS(x) =
ψS(x+ d
µx)− ψS(x)
dµx
, (57)
is not defined because ψS(x+d
µx) is a scalar in S¯
f(x+dµx)
x+dµx and ψ(x) is a scalar in S¯
f(x)
x . This can be remedied
by parallel transforming ψS(x+ d
µx) to a value in S¯
f(x+d|mux)w(x,x+dµx)
x,f(x) . The reason this works is that the
elements of this structure are scaled elements of S¯
f(x)
x .
The resulting covariant derivative of ψS defined by
Dµ,xψS =
t
s (ψS(x+ d
µx))− ψS(x)
dµx
. (58)
Here t = w(x, x+dµx)f(x+dµx) and s = f(x). The connection, w(x, x+dµx), is given by Eq. 45. Expansion
of the exponential, combined with the Taylor expansion of f(x + dµx), and retention of terms up to and
including first order in dµx gives
Dµ,xψS = (∂µ,x +Aµ(x) + iBµ(x) +
∂µ,xf(x)
f(x)
)ψS . (59)
Expression of f(x) as the exponential of a complex scalar field, as in Eq. 50, gives the final expression for
the covariant derivative as
Dµ,xψS = (∂µ,x +Aµ(x) + iBµ(x) + Γµ(x) + i∆µ(x))ψS . (60)
Here ~Γ and ~∆ are gradients of the scalar fields, γ and δ. If needed, coupling constants for the four fields can
be added.
This result differs from covariant derivative for the scalar structure valued field, ΨS by the presence of
the partial derivative, ∂µ,xψS . This is to be expected because scalar field values can vary even if they are
referenced to the same scalar structure. If ψ and ψ′ are two different scalar fields, then ψ(x) 6= ψ′(x) is
possible even though both ψ(x) and ψ′(x) are number values in S¯
f(x)
x .
Note that, if y is different from x, the expression for the covariant derivative, given by Eq. 60 with y
replacing x, is based on number values in S¯
f(y)
y . In general this structure is at a different level in the fiber
than is the expression at x which is in S¯
f(x)
x . The level location of Dµ,xψS is independent of x if and only if f
is a constant everywhere. In this case ψS can be called a horizontal field as all of its values are in structures
at the same level in the fibers of S.
One should keep in mind that, for each x, Eq. 60 is an expression involving number values in S¯
f(x)
x . This
can be made explicit by adding the subscript, f(x), to each term in the equation. Implied operations, such
as multiplication and addition, also have subscripts as in ×f(x) and +f(x).
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4.3.2 Vector fields
Vector valued fields differ from scalar valued fields in that they take values in the structures V¯
f(x)
x for different
x inM . As is seen by the fiber structure in the bundle, SV in Eq. 32, S¯
f(x)
x is the scalar structure associated
with V¯
f(x)
x .
The derivative, ∂µ,xψV of a vector valued field ψV has the same problems as does the derivative of a
scalar valued field, ψS . The problems are remedied in the same way as was done for the scalar field. The
resulting expression for the covariant derivative is given by
Dµ,xψV = (∂µ,x +Aµ(x) + Γµ(x) + i(Bµ(x) + ∆µ(x))ψV . (61)
This is the same expression as that for the scalar field in Eq. 59. As was the case for the scalar field, coupling
constants can be added to the four fields.
The covariant derivative, Dµ,xψV , accounts for the scalar degrees of freedom associated with the changes
in fiber level and location on M . It does not account for changes in bases for the vector spaces. These are
included in gauge theories.
5 Gauge theories
As is well known [18, 19, 20], covariant derivatives of vector fields replace the usual derivatives in Lagrangians
and equations of motion. The usual framework for these theories corresponds to the special case here where
f(x) = 1 for all x in M and ~A and ~B are 0 everywhere. If V¯ is N dimensional then U(N) = U(1)× SU(N)
is the gauge group. The manifold M is taken to be space time.
Descriptions of fields in gauge theories assign separate vector spaces to each point of M . (This is shown
explicitly in [21].) Vector fields ψV take values in these spaces with ψV (x) a vector in the space, V¯x. As a
result the usual derivatives, which require comparison of vector values in neighboring spaces, are undefined.
This problem is solved by replacing usual derivatives with covariant derivatives. These relate fields values
at neighboring points by use of connections or gauge group elements as parallel transfers [15]. For the gauge
group U(N), the covariant derivative is given by
Dµ,xψV = (∂µ,x + ig1Eµ(x) +
ig
2
αjµ(x)τj)ψV . (62)
Here ~E is the electromagnetic field and (ig/2)αjµ(x)τj is the Lie algebra, su(N) representation of an element
of SU(N). The j sum is over all N2−1 generators, τj , of the algebra. The α
j
µ(x) are real numbers. Coupling
constants, g1 and g, have been added.
2
Invariance of terms in Lagrangians under local U(1) gauge transformations, is achieved if the dependence
of ~E on local gauge transformations, U(x), is given by
E′µ(x) = U
†(x)Eµ(x)U(x) +
1
g
U †(x)∂µ,xU(x). (63)
The ~E′ field is massless.
This description applies to Abelian gauge theories. For nonabelian theories, with N = 2, invariance of
Lagrangian terms under local SU(2) gauge transformations, U(x), means that the vector fields ~αj transform
according to [20]
~α′µ · τ = U(x)~αµ · τU
†(x) +
2i
g
(∂µ,xU(x))U(x)
†. (64)
Here τ are the three Pauli operators and the ~αj for j = 1, 2, 3 are three vector boson fields.
This brief summary of the setup for gauge theory, translated into the fiber bundle setup described in the
earlier sections, is for the special case of a constant scaling field f with f = 1 everywhere, and ~A and ~B = 0.
The corresponding fiber bundle basis is
CV1 =M, (C¯ × V¯ ), p,M (65)
with an associated principal frame bundle.
2These concerns were the origin of the work described in the previous sections and in other work by the author.
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Expansion of the bundle setup for gauge theories to SV, Eq. 32, results in an expansion of the gauge
theory covariant derivatives to include terms for the scalar degrees of freedom, as in Eq. 60. Here S = C
and f is a complex valued field. An associated principal frame bundle also must be included.
The bundle levels at which vector fields take values are determined by f . A vector field, ψ has values
ψ(x) in V¯
f(x)
x . The scalars for V¯
f(x)
x are those in C¯
f(x)
x . The covariant derivative at x is at level f(x). It is
given by an expansion of Eq. 61 to
Dµ,xψ = (∂µ,x + gaAµ(x) + igbBµ(x) + ggΓµ(x) + +igd∆µ(x) +
ig
2
αjµ(x)τj)ψV . (66)
Separate coupling constants have been added for the four fields.
The associated gauge group for the covariant derivative in Eq. 66 is GL(1, C)×GL(1, C)×SU(N). The
connections, exp(( ~A+ i ~B) · ~dx) and exp((~Γ + i~∆) · ~x) are elements of the two GL(1, C).
It is assumed here that ~B is the electromagnetic field, ~E, of Eq. 62. The field, ~∆ cannot assume this role
because it is integrable. This role exclusion is a consequence of the Aharonov Bohm effect [23].
The assumption that ~B is the electromagnetic field is based on the assumption that the U(1) component
of the usual U(N) gauge group is included in the scalar gauge group associated with the ~A and ~B fields.
This assumption can be excluded by expansion of the overall gauge group to GL(1, c)×GL91, C)× U(N).
This would add another vector field, ~E term to the expression for the covariant derivative.
The separation of ~E from ~B does require that the coupling constants not be the same for the two fields.
If they are the same, then, as far as gauge theory is concerned, they represent an arbitrary division of one
field into the sum to two fields.
The expansion of the gauge group to GL(1, C)×GL(1, C)×U(N) would have the consequence that the
relevance, if any, of all four fields, ~A, ~B, ~Γ, ~∆ to physics would not be known. Even with ~B the electromagnetic
field, this problem remains for the other three fields.3 This, and other aspects, are topics for future work.
6 Discussion
This are many avenues open for expansion of this work. One is the replacement of M as a flat space to be a
Riemannian or pseudo Riemannian manifold. In this case the power of the fiber bundle approach becomes
more evident as the bundles are product bundles on local regions of M but not on all of M . This would be
the setup in which to include general relativity.
The construction of the bundle SV from the individual scaled bundles SVs is an example of how one
can expand fiber bundles so that each fiber contains more and more types of mathematical systems. There
are many ways the fibers can be expanded. One can include structures for vector spaces based on both real
and on complex scalars. Other mathematical systems that use scalars in their description, such as algebras
and groups, can be included.
For each of the expansion examples discussed here, and for many others, the fiber at each point, x, of
M , contains structures for many different types of mathematical systems. These can all be considered as
structures localized at x.4
Another interesting expansion is to include in each fiber a representation or model of M . This can be
done by defining at each point x of M a chart, φx, that maps M onto a structure, R¯
n
x , in the fiber at x.
Charts are open set preserving, one one maps of M onto R¯n. Since M is flat, an atlas of charts over open
subsets of M is not needed. Single charts on all of M are sufficient.5
An interesting use of this expansion is that it would enable the lifting of global descriptions of fields over
M to local descriptions as fields over R¯nx in the fiber at x. Covariant derivatives and other aspects of gauge
field theories could then be described locally. This is clearly an area in which much can be done.
A major open problem is the relation between the base sets of structures and physical sets of symbol
strings. As emphasized earlier, elements of base sets are meaningless when considered by themselves. They
acquire meaning only in the context of a structure for which relevant axioms are true. This problem has
already showed up in the labeling of base set elements as sa in structures S¯s as in subsection 2.1. If a and
s are variable labels for elements of the base set, S, then sa implies multiplication of these elements. But
multiplication in S¯s is defined on number values, not on the base set elements.
3A very speculative suggestion [1] is that ~A is the gradient of the Higgs field.
4These fibers give a more precise description of the universes of mathematics at each point ofM described in earlier work[2, 3].
5Some aspects of the family of charts, φx, at all points of M have been discussed elsewhere [22].
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A possibly useful avenue of approach to this problem is to note that it is similar to the description of
syntactic structures in mathematical logic [4] as meaningless sets of symbol strings and their relation to
semantic or meaningful structures. Some aspects of this have been noted in subsection 2.4.
It was noted in the introduction that the concepts of number and number value can be identified as long
as one considers single structures for the different types of numbers. This is in accord with the Platonic view
of mathematical elements in that each one has an ideal existence with unique properties.6 for example the
numbers, π or 4.72+ iπ, as elements of the base sets, have unique properties independent of their belonging
to a base set in a structure.
This is quite like the classical mechanical or Newtonian view of physical systems. In this view a particle
has a momentum and a position that exists independent of any measurement of the particle’s position or
momentum. Measurements consist of determining what the values are of the position and momentum. A
measurement of the value of these quantities corresponds to selecting a pair of numbers in R whose values
are intrinsic to the particle at a given point in time.
The position taken here is rather different. Here the elements of the base sets R and C can be regarded
as numbers. However, considered by themselves, there are no values associated with the elements of the
base sets. Each element can have any value or possibly none at all. The elements of R or C acquire value or
meaning only as base sets contained in structures that satisfy relevant sets of axioms.
This is more in accord with the quantum mechanical view of properties of physical systems. A particle,
described by a wave function, has no specific position or momentum. Any values are possible, subject to the
position momentum uncertainty principle. A single measurement on a system gives, as outcomes, values of
these quantities. Repeated measurements on different identically prepared systems, give different outcome
values. The probabilities of different values are properties obtained from the wave function.
The correspondence with base sets R and C is that, like the wave function particle description, any value
is possible for the elements of the base sets when considered by themselves. A single measurement of particle
position or momentum, yields a value as an outcome. This is like measuring the value of an element of the
base set where the outcome is a value for the measured element. This is equivalent to choosing the value
structure in which the base set element measured has ”measured” value.
Further exploration of the correspondence between particle mechanics and base sets in number structures
is left to the future. Here the main point is that, by themselves, the elements of the base sets have no specific
values. They acquire values only when contained in a structure. The values of the elements are different in
different structures. However, the totality of values is the same for all structures.
The work described in this paper is part of a general problem of constructing a coherent theory of
mathematics and physics together. It is hoped that this work will lead to a better understanding of how to
approach this very interesting problem.
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