For exponential open and closed queueing networks, we investigate the internal dependence structure, compare the internal dependence for different networks, and discuss the relation of correlation formulae to the existence of spectral gaps and comparison of asymptotic variances. A central prerequisite for the derived theorems is stochastic monotonicity of the networks. The dependence structure of network processes is described by concordance order with respect to various classes of functions. Different networks with the same first-order characteristics are compared with respect to their second-order properties. If a network is perturbed by changing the routeing in a way which holds the routeing equilibrium fixed, the resulting perturbations of the network processes are evaluated.
Introduction
We revisit classical stochastic networks of the Jackson-and Gordon-Newell-type and investigate the internal dependence structure of the networks, compare the internal dependence for different networks, and discuss further some closely related topics. Dependence will be evaluated as generalized correlation over time and space of the multidimensional network processes, described by concordance order with respect to convex cones of functions of the multidimensional marginals.
The theory of dependence order via integral orders for finite-dimensional vectors is well established, surveys can be found in [12] , [18, Chapter 3] , and [21, Section 3.4] . In recent years this theory and its applications were extended to dependence ordering of stochastic processes; for examples with state spaces R n or subsets thereof, see [7] and [17] , and for a more general approach to Markov processes in discrete and continuous time with general partially ordered state space, see [4] .
The general theory for comparison of Markov processes with respect to their internal dependence structure revealed that sometimes there is a complicated interplay of monotonicity properties with some generalized correlation structure of the processes. Such a monotonicity requirement is not unexpected if we recall that the theory of association in time for Markovian processes is mainly developed for monotone Markov processes; for a review, see Chapter II Correlation in network processes 847 of [14] . Proving association in time for a process means that we compare its internal dependence, defined by generalized correlations with the independent version of this process. Association is a powerful tool in obtaining probability bounds, e.g. in the realm of interacting processes of attractive particle systems. (A system is called attractive if it exhibits (strong) stochastic monotonicity.)
In the context of stochastic networks it turns out that similar connections between monotonicity and correlation are fundamental, but, owing to the more complex structure of the processes, we usually cannot hope to utilize the strong stochastic order, as required for association, or in the development in [4] and [7] .
In the theory of stochastic orders and especially in specific applications, a well-established procedure is to tailor suitable classes of functions that, via integrals over these functions, extract the required properties of the models under consideration. The most well-known example is the class of integrals over convex functions which describes the volatility of processes and, therefore, the risks connected with the process. Similar ideas will guide our investigations of network processes X = (X t : t ≥ 0) and Y = (Y t : t ≥ 0). These are comparable in the concordance ordering, X ≺ cc Y , if, for each pair (X t 1 , . . . , X t n ) and (Y t 1 , . . . , Y t n ),
holds for all nonnegative increasing functions f i and all nonnegative decreasing functions as well (i.e. for all comonotone functions). It is our task to identify subclasses F of functions such that (1.1) holds for all comonotone functions in F and that, additionally, X and Y fulfill the corresponding stochastic monotonicity properties with respect to the integral order defined via F . For applications, it is most important to find sufficient conditions by reducing requirement (1.1) to the case in which n = 2, and, moreover, in the continuous-time setting to an n = 2 analogue for infinitesimal generator inequalities. Tailoring such F -based kernel or generator inequalities for pairs of network processes and combining these with the needed monotonicity structures is the main idea of this paper.
The pairs of network processes in our investigations are always related by some structural similarities; we can usually think of one network being obtained from the other by some structural perturbation. The perturbations we are mainly interested in are due to the perturbations of the routeing of individual customers. We will always give a precise meaning of what the perturbations are and of the resulting structural properties.
In the general theory of concordance order, the set (1.1) of inequalities implies that X and Y have the same marginals and that standard covariances cov(f (X s ), g(X t )) ≤ cov(f (Y s ), g(Y t )) are ordered for comonotone f and g. If F is sufficiently rich, these properties will be maintained. Nevertheless, we assume from scratch that only stationary processes are considered and, moreover, that X and Y have the same equilibrium.
Our investigation will show that the conditions that determine comparability of dependence, i.e. second-order properties of processes having the same first-order behavior (i.e. the same steady state), are closely connected with further properties of the asymptotic behavior of the processes: the asymptotic variance of certain functionals (performance measures and cost functions) of the network processes and the speed of convergence to stationarity via comparison of the spectral gap. A similar observation in a general setting has already been made in [4] . 848 H. DADUNA AND R. SZEKLI We will continue this discussion in Section 4 in connection with rather general network comparison formulae which govern the (n = 2) infinitesimal generator inequalities. This will especially show that our results resemble those obtained in the construction of optimal Markov chain Monte Carlo (MCMC) methods in simulation. The Peskun order which is used there in connection with reversibility can be used in our framework as well and, moreover, occurs as a special case of dependence ordering with monotonicity requirements, as developed in Section 7.
In Section 4 we then study the correlation-type inequalities for network processes in more detail. We investigate the internal dependence behavior of network processes in steady state under different routeing regimes while the individual nodes' behavior remains unchanged and, for open networks, the total arrival rate at the network is fixed, such that the first-order state characteristics remain invariant for the considered networks after perturbation.
Given a prescribed network in equilibrium, our conjecture is that, if we perturb the routeing process (which governs the movements of the customers after being served at any node) so as to make it more dependent in a specified way, it is possible to show that the joint queue length process after perturbation will be more dependent in some (possibly differently) specified way.
We especially investigate two ways in which the routeing process is perturbed. The first way is by making routeing more chaotic, which is an approach used in statistical mechanics. There exists a well-established method to ordering of the chaotic behavior of a random walker if his itinerary is governed by doubly stochastic routeing matrices; see [1, Chapter 1] . We will prove that if the routeing is becoming more chaotic in this sense then the joint queue length process will show less internal dependency.
While the perturbation of the routeing in this case is not connected with any order (numbering) of the nodes, the second way of perturbing the routeing is connected to some preassigned order of the nodes, which is expressed by a graph structure. Assuming that the routeing of customers is compatible with this graph structure, we perturb it by shifting the probability mass in the routeing kernel along paths that are determined by the graph. We will prove that if we shift the masses in a way that routeing becomes more positive dependent then the internal dependence of the joint queue length process will increase.
After having derived the required correlation related inequalities, we investigate in Section 5, in a general framework, the interplay of these correlation inequalities with stochastic monotonicity. The central notion for a pair of Markov processes is a symmetric monotonicity for the processes and their time reversals.
In Section 6 we exploit these principles for specific networks, showing that a delicate balance is necessary between monotonicity and correlation inequalities. Furthermore, we show that it is possible to apply the general principles that are expressed for partially ordered state spaces to different order structures for the network processes.
The paper is opened with a short description of network processes and their steady-state behavior in Section 3, and closed with a discussion of the relation of our results to the methods for constructing optimal MCMC transition kernels in simulation in Section 7.
Besides the cited references, there are some related papers available where perturbation of a network process is different from the principles described here. In these investigations the speed of service for the nodes is changed by the same factor as the arrival intensities are changed. It follows that the steady-state probabilities and the other first-order characteristics are unchanged (as we also require), although it can be shown that the internal dependencies of the processes can considerably differ [2] , [22] . Such additional perturbations can be considered in our framework as well.
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Notation
For probability spaces (E, E , π) and functions f, g : (E, E ) → (R, B), we define the inner product of f and g with respect to π as
We denote by L 2 (E, π) the space of square-integrable functions with respect to π , and f π = ( f, f π ) 1/2 . Let E be a topological space with a closed partial order '≺'. The Borel σ -algebra, generated by the topology, is denoted by E . We denote by * (E) the set of all real-valued increasing measurable bounded functions on E, by * + (E) the set of such functions that are nonnegative, and by (E) the set of all increasing Borel sets (i.e. sets whose indicator functions are increasing). The decreasing analogues are denoted by D * (E), D * + (E), and D(E), respectively. Product spaces will be considered with product topology. Unless otherwise specified, on the product space E n we use the coordinatewise ordering '≺ n ', n ∈ N.
We denote the Kronecker delta by
and, for any real-valued vector ξ = (ξ i : 0 ≤ i ≤ J ), we define the diagonal matrix with entries
For k = 1, . . . , J , the kth J -dimensional unit (row) vector is e k := (δ jk : j = 1, . . . , J ). 
Stochastic network models
A Jackson network [10] consists of J nodes numbered 1, . . . , J , where customers arrive in independent external Poisson streams at node j with finite intensity λ j ≥ 0. We set = (λ 1 , . . . , λ J ) and λ = λ 1 + · · · + λ J > 0. Customers are indistinguishable and follow the same rules. Requests for service are exponentially distributed with mean 1 at all nodes, and constitute an independent family of variables which is independent of the arrival streams.
Nodes are exponential single servers with state-dependent service rates and an infinite waiting room under a first-come-first-served (FCFS) regime. If at node j there are n j > 0 customers present, either in service or waiting, then service is provided there at rate µ j (n j ) > 0. (Therefore, in general, the obtained service time is not exponential 1.) We assume that
Routeing is Markovian, i.e. a customer departing from node i immediately proceeds to node j with probability r ij ≥ 0 and departs from the network with probability r j 0 . Taking 850 H. DADUNA AND R. SZEKLI r 0i = λ i /λ and r 00 = 0, we assume that the routeing matrix R = [r ij ] i,j =0,...,J is irreducible. This ensures that the traffic equations,
have a unique solution which we denote by η = (η j : j = 1, . . . , J ). We extend the traffic equation, (3.1), to a steady-state equation for a routeing Markov chain by
which has the solution η = (η j : j = 0, 1, . . . , J ), where η 0 := λ, and we use η j given in (3.1). We use η in both meanings and refer to (3.2) as the extended traffic solution η. Usually, η is not a stochastic vector, and we define the unique stochastic solution of (3.2) by
J ).
Let X = (X t : t ≥ 0) denote the vector process recording the joint queue lengths in the network for time t. Here X t = (X 1 (t), . . . , X J (t)) ∈ N J means that at time t there are X j (t) customers present at node j , either in service or waiting. The assumptions put on the system imply that X is a strong Markov process on the state space N J with generator
We assume throughout that the network process X is ergodic. For an ergodic network process X, Jackson's theorem [10] states that the unique steady state and limiting distribution π on N J is
Correlation inequalities via generators
For a queue length network process X with generator Q X and stationary distribution π , we are interested in one-step correlation expressions:
If f = g then (4.1) is (the negative of) a quadratic form, because −Q X is positive definite. Equation (4.1) occurs in the definition of Cheeger's constant, which is helpful to bound the second largest eigenvalue of Q X (because division of (4.1) by f, f π yields Rayleigh quotients), which essentially governs the speed of convergence of X to its equilibrium. Equation (4.1) can be utilized to determine the asymptotic variance of costs or performance measures associated with Markovian processes (network processes) and to compare the asymptotic variances of two such related processes.
In a natural way, the correlations occur when comparing the dependence structure of X with that of a related process X with the same stationary distribution π , where we evaluate
see, e.g. (iv) and (v) of Theorem 5.2, below. Because we are dealing with processes having bounded generators, properties connected with (4.1) can be turned into properties of
where I is the identity operator, ε > 0 is sufficiently small such that I + εQ X is a stochastic matrix, and τ ∼ exp(ε) (exponentially distributed). This enables us to directly apply discretetime methods to characterize properties of continuous-time processes in the range of problems sketched above. We begin this section with important new expressions that connect, for continuous-time processes, the differences (4.2) of covariances for related network processes with some covariances for the corresponding routeing matrices. The idea behind these expressions is that the original network with routeing matrix R is subject to some perturbation, which is realized by a perturbation of the routeing scheme, that yields a new routeing matrixR having the same solution η of the traffic equation, but showing different second-order properties, and a perturbed network processX. We then discuss how to utilize our findings to (i) comparisons of asymptotic variances in central limit theorems for performance functionals, (ii) comparisons of spectral gaps when determining the speed of convergence for network processes, and (iii) comparisons of dependencies for related Markov chains. 
where ξ is the probability solution of the extended traffic equation, (3.2) , e 0 = (0, . . . , 0), and
In the second equality we used r 0j = λ j /λ and collected terms. The next block displays the most explicit form of our relevant equation, which enables us to cancel and shift the summation indices in the fourth equality. In the fifth equality we used η 0 = λ and η j = λξ j /ξ 0 , and applied the definitions of f j (·) and g i (·). In the sixth equality we collected definitions of the respective matrices and applied the trace operator. Similarly, we compute
which immediately yields the statement of the proposition. From the assumption that the extended traffic solutions η (and η) of the traffic equation for R and R coincide and from
it follows that the remainder terms in both expressions are the same. This completes the proof. 
Proposition 4.2. Suppose that X is an ergodic Gordon-Newell network process with routeing matrix R and that X is the Gordon-Newell network process having the same service intensities but routeing matrix R = [ r ij ] such that the stochastic traffic solutions η of the traffic equation
where η is the probability solution of the traffic equation, (3.4) , e 0 = (0, . . . , 0), and
Proof. The proof is similar to the proof of Proposition 4.1 and, therefore, we sketch only the main points. From the definition we have
In the first equality we collected terms. The next block in the second equality displays the most explicit form of our relevant equation, which enables us to cancel and shift the summation indices in the third equality. In the fourth equality we used the product form of the GordonNewell network equilibrium and applied the definitions of f j (·) and g i (·). In the fifth equality
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we collected definitions of the respective matrices and applied the trace operator. Similarly, we compute
which immediately yields the statement of the proposition. From the assumption that the stochastic traffic solutions η (and η) of the traffic equation for R and R coincide, it follows that the remainder terms in both expressions are the same. This completes the proof.
We can reformulate the results of Propositions 4.1 and 4.2 in a form which is of independent interest, because it immediately relates our results to methods dealt with in optimizing MCMC simulation. For convenience, introducing the notation H f (n, i) := f (n + e i ), which in our framework occurs as H f (X t , i) := f (X t + e i ) (and similarly for g), we obtain the following corollary. 
Corollary 4.1. (a) For Jackson network processes X andX as in Proposition 4.1 with ξ the probability solution of the extended traffic equation, (3.2), we have
There are several appealing interpretations of (4.4) and (4.5) which will guide some of our forthcoming arguments. We discuss the closed network case, (4.5).
The inner product H f (X t , ·), R −R H g (X t , ·) η can be evaluated pathwise for any elementary event and, whenever, e.g. the difference R− R is positive definite, the integral E π I −1,J (·) (across ) is over nonnegative functions. Recalling that η is stationary for R and R, we obtain
where V = (V n : n ∈ N) and V = ( V n : n ∈ N) are Markov (routeing) chains with common steady state η and different transition matrices R and R. If we consider formally a network process X and Markov chains V and V that are independent of X, we obtain where the latter equality follows by Fubini. The last expression is a representation through stochastically ordered processes, and applies whenever we can show that the difference between the covariances is nonnegative or nonpositive throughout. Corollary 4.1 points out the relevance of the following orderings for transition matrices which are well known in the theory of optimal selection of transition kernels for MCMC simulation. In our investigations these orders will be utilized to compare routeing processes via their transition matrices. Definition 4.1. Let R = [r ij ] and R = [ r ij ] be transition matrices on a finite set E such that ηR = ηR = η.
We say that R is smaller than R in the positive definite order,
We say that R is smaller than R in the Peskun order, R ≺ P R, if, for all j, i ∈ E with i = j , r ji ≤ r ji holds; see [20] .
Peskun used the latter order to compare reversible transition matrices with the same stationary distribution and their asymptotic variance, and Tierney [23] showed that the main property used in the proof of Peskun, namely that R ≺ P R implies that R ≺ pd R, holds without reversibility assumptions.
Applications
4.1.1. Asymptotic variance. Peskun and Tierney derived comparison theorems for the asymptotic variance of Markov chains for application to optimal selection of MCMC transition kernels in discrete time. These asymptotic variances occur as variance in the limiting distribution of central limit theorems (CLTs) for the MCMC estimators.
In the setting of queueing networks, performance measures of interest are usually steadystate mean values of performance indices, π(f ) = E π [f (X t )], which can be estimated as time averages, justified by the ergodic theorem for Markov processes, i.e. in discrete time we have, for large n,
Under some regularity conditions on a homogeneous Markov chain with one-step transition kernel K, there is a CLT of the form
(where ' w − →' denotes weak convergence), where the asymptotic variance is
To arrange a discrete-time framework for our network processes X, we consider the Markov chains with transition matrices K = I + εQ X (with sufficiently small ε > 0) that occur in the compound Poisson representation of the transition probabilities of the network processes. 
Proof. As the proofs of (a) and (b) follow the same lines, we sketch only (a). Because the routeing matrices are reversible, the network processes are reversible as well. The local balance equations with respect to π are therefore fulfilled by QX and Q X . This immediately yields the fact that the transition matrices I + εQ X and I + εQ X are reversible with respect to π . We can therefore apply Theorem 4 of [23] for (a). For the Gordon-Newell network with finite state space, we apply Peskun's theorem [20] . This completes the proof.
Comparison of spectral gaps.
Let X be a continuous-time homogeneous ergodic Markov process with stationary probability π and generator Q X . The spectral gap of Q X is
The spectral gap determines, for X, the speed of convergence to equilibrium π in the L 2 (E, π)-norm · π : gap(Q X ) is the largest number such that, for the transition semigroup P = (P t : t ≥ 0) of X,
holds. For Gordon-Newell networks, the spectral gap is always greater than 0, while, for Jackson networks, the situation is more delicate: zero gaps and nonzero gaps can occur. Iscoe and McDonald [8] , [9] and Lorek [15] proved, under some natural assumptions, necessary and sufficient conditions for nonzero spectral gaps in Jackson networks. The case of positive gaps is proved by using an attached vector of independent birth-death processes to bound the gap away from 0.
We show that, for some classes of Jackson networks, we can even strictly bound the gap of the queue length network process X from below by the gap of some multidimensional birth-death process, which in the next proposition will be the network process X. Because we focus on the intuitive but rather strong Peskun ordering of the routeing matrices, we need additional assumptions on the routeing. These assumptions constitute a detailed balance which determines an additional internal structure of a Markov chain and its global balance equation (equilibrium equation). Such detailed balance equations are prevalent in many networks with (nearly) product-form steady states, and often open the way to solve the global balance equation for the steady state. Equation (4.6), below, equalizes the routeing flow from any node into the (inner) network to the flow out of the (inner) network to that node. Then there exists an ergodic Jackson network process X of independent birth-death processes, the nodes of which have the same service intensities and external arrival rates
Proof. We define the ith birth-death process by λ i = λ i /λ, r i0 = r i0 , and r ii = 1 − r i0 . Obviously, we have R ≺ P R and, therefore, R ≺ pd R from [23, Lemma 3] . Thus, for real functions f ∈ L 2 (E, π) with π(f ) = 0 and f, f π = 1, it follows from Corollary 4.1(a) that
whenever R and R have the same solution ξ of the extended traffic equation. Given this, the infima on both sides are ordered as well; so, by the definition of the spectral gaps, they are ordered in the same direction. It remains to show that ξ R = ξ , which can be seen directly: for j ∈ {1, . . . , J }, we have η j = λ j + η j r jj , and the solution of this system is uniquely defined. But, from (4.6) we find, via
with 1 − r j 0 = r ii , that η j = η j for all j = 1, . . . , J holds, and from the definition we have η 0 = λ = η 0 . This completes the proof.
Extending this proposition to a more general setting we immediately obtain, from (4.4) and (4.5), correlation inequalities which bound (4.2). So, we can immediately conclude for some networks that gap(Q X ) ≤ gap(Q X ) holds. A consequence of the fact that Peskun yields positive definiteness is that if we perturb routeing of customers in the networks by shifting mass from nondiagonal entries to the diagonal (leaving the routeing equilibrium fixed), then the speed of convergence of the perturbed process can only decrease. This is just what was intended in the optimization of MCMCs, and Peskun gave conditions for this. Similarly, we obtain the following proposition. 
Transforming this into statements in the continuous-time setting will need in general additional monotonicity properties of the processes. It turns out that monotonicity is in some cases a direct substitute for the strong reversibility assumption which is needed to prove Peskun's theorem; see Corollary 7.1 and Theorem 7.1, below.
Comparison of dependencies is the central point of Sections 5 and 6. These will strongly utilize the subsequent parts of this section.
Doubly stochastic routeing: increasing chaos and correlation inequalities via generators
In this section the perturbation of the network process is due to the routeing of the customers becoming more chaotic. In statistical physics there is a well-established method to express chaotic behavior of a random walker, if his itinerary is governed by doubly stochastic routeing matrices. Alberti and Uhlmann [1, Chapter 1] provided an indepth study of stochasticity and partial order that elaborates on these methods. Following their ideas in this section, we consider (mainly) Gordon-Newell networks with doubly stochastic routeing matrices.
The method used to transform doubly stochastic routeing and, thus, to classify derived perturbed routeing processes with respect to the amount of chaoticity is as follows.
Consider an arbitrary row r(i) := (r ij : j = 1, 2, . . . , J ) of the Gordon-Newell network's routeing matrix R and a doubly stochastic matrix T = [t ij ] i,j =1,...,J . Then the ith row vector of the product RT is smaller than r(i) in the sense of the majorization ordering; see [13, p. 18] . This means that the probability mass is more equally distributed in each row after multiplication. The routeing scheme is then more equally distributed too. Nevertheless, the solution of the traffic equation for RT and, therefore, the steady state of the network under the RT regime is the same as under R, namely, the normalized solution of the traffic equation, (3.4), is in both cases the uniform distribution on {1, 2, . . . , J }.
An extremal situation is when all the rows of R are identically distributed, which corresponds to 'independent routeing'. Moreover, if the rows are uniformly distributed, this reflects the most chaotic routeing behavior.
It is tempting to conclude that more chaotic routeing leads to less internal dependencies over time of the individual routeing chains of the customers and will, therefore, lead to less internal dependence over time of the joint queue length process. This should be visible by the occurrence of inequalities for (4.2) and will be exploited below. Let
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. . , β J ).
Then, for all such pairs of functions with
Proof. The proof uses properties of majorization ordering for the coefficient vectors and needs some technical requisites. To show that (4.7) is nonnegative, we first observe that η j = J −1 , j = 1, . . . , J , such that we have to show that
Denoting the transpose of a matrix M by M , we rewrite (4.8) as
and observe that, with respect to the majorization order '≺', we have (see [18, Theorem 1.5 .34]) (βT ) ≺ β, and, therefore,
The rank vectors of the vectors α = (α 1 , . . . , α J ) and β = (β 1 , . . . , β J ) are the same from the assumptions and, by the principle of equalizing mass transfer, by applying doubly stochastic transformations, it follows that the order statistics of (βT ) and (βT R ) are the same as those of β and, therefore, of α. From this, it follows, for the vector (α [1] , . . . , α [J ] ), which is the decreasing rearrangement of the vector α, that
The right-hand sides of (4.9) and (4.10) are integrals of the decreasing function i → α [i] , i = 1, . . . , J , with respect to the counting densities i → (βR ) [i] , i = 1, . . . , J, and, respectively, i → (βT R ) [i] , i = 1, . . . , J. (4.11) (Here we need the positivity of β to perform the next simple step, the positivity of α is not required.)
From majorization ordering, these counting densities fulfill
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which is (4.8).
2. If β has negative components, we add, componentwise, some K > 0 such that β j = β j + K > 0, j = 1, . . . , J . Then the conclusion in (4.11) holds with β . But it is obvious that the transformation β → β leaves the essential equation (4.8) invariant. This completes the proof.
In Theorem 4.1, for f = g, the rank condition is trivially fulfilled. This yields the following corollary.
Corollary 4.2. Under the assumptions of Theorem 4.1, for all
Note that, for f = g, the proof of Theorem 4.1 shows that R(I − T ) is nonnegative definite. For the Jackson networks in this section, we assume that the extended routeing matrix R is doubly stochastic. Then the probability solution of the extended traffic equation xR = x, The external arrival rates are changed to λ j := J k=1 λ k t kj , j = 1, . . . , J , and the total arrival rate to the system therefore remains the same. Moreover, = ( λ 1 , . . . , λ J ) is smaller in the majorization order than (i.e. it is more equally distributed). Furthermore, the departure probabilities remain unchanged: r j 0 = r j 0 , j = 1, . . . , J .
The next theorem contributes to calculating performance measures which depend only on the total population size of the network, which is relevant, for example, in busy period analysis. The result does not seem to be intuitive because it reveals a surprising insensitivity property of the networks. The proof goes by a direct but lengthy computation. 
Then, for all such pairs of functions
f, g ∈ * + (N J ) ∩ F and f, g ∈ D * + (N J ) ∩ F , it holds that f, Q X g π = f, Q X g π .
Robin-Hood transforms: increasing concordance and correlation inequalities via generators
In Subsection 4.2 we considered different degrees of chaoticity for the routeing of customers and some consequences thereof. We did not ask for details of the structure of the random walk performed by the traveling customers. This is justified in many cases; in many networks, however, these random walks are more structured and, clearly, we should incorporate such prior knowledge into the performance assessment of the system. For example, a linear tandem network is an extreme case where an order of the nodes is prescribed and is of importance for the movements of the customers.
Order structures of random walks can usually be described by an underlying (directed or undirected) graph, which is often connected with a partial order on the set of nodes. In the tandem network we have a total order on the node set, which completely determines the customers' feasible movements.
If the node set is equipped with a partial order, which is relevant for the customers' migration, then it is tempting to consider perturbations of the routeing processes that are in line with this order. To be more precise, we have an up-down relation between the nodes and the question is how the steady-state performance reacts on routeing more up or down.
The construction of Corollary 2.1 and Example 3.1 of [4] , which is sometimes called the Robin-Hood transform because in a certain sense it equalizes the frequencies of the random walker to visit the different nodes, yields a change of routeing such that it is more or less dependent in a well-defined way. The construction is as follows.
Consider some homogeneous Markov chain X on the ordered state space (E, ≺) with transition matrix p in equilibrium with the steady state π .
Assume that, for a, b, c, d ∈ E, we have a ≺ c and b ≺ d such that (a, d) ∈ E 2 and (c, b) ∈ E 2 are not comparable with respect to the product order, and that
(This is the Robin-Hood transform.) The one-dimensional marginals of both (X 0 , X 1 ) and (Y 0 , Y 1 ) are π and the conditional distribution P(Y 1 = w | Y 0 = v) =: q(v, w) for v, w ∈ E is obtained from p as follows:
,
Now consider a homogeneous Markov chain Y with the so-defined transition matrix q, and consider X and Y as routeing chains of a network process, where Y is obtained from X by 864 H. DADUNA AND R. SZEKLI a perturbation through the Robin-Hood transformation. Then, according to Corollary 2.1 and Theorem 3.1 of [4] , the routeing governed by Y is more concordant than the routeing governed by X. (We will generalize this theorem in Section 5, below, so as to make it appropriate for our network processes.)
From the construction, the transition kernel q obtained by the Robin-Hood transformation is more strongly connected with the ordering of the nodes then the kernel p. This is also expressed in the mentioned cc-ordering of the respective two-dimensional vectors: more weight is given to (a, b) ≺ 2 (a, d) and (b, c) ≺ 2 (c, d) .
It is therefore tempting to conjecture that, for a pair of Jackson network processes X with routeing q and X with routeing p, correlation inequalities like (4.2) should occur if the ordering of the state space N J respects the ordering '≺' of the nodes as well. The latter statement can be given the following precise meaning.
Definition 4.2.
Let (E, ≺) be a countable partially ordered set. The generalized partial sum order '≺ * ' on N E is defined, for x = (x i : i ∈ E) and y = (y i : i ∈ E) ∈ N E , by
The order '≺ * ' is indeed a partial order because reflexivity and transitivity are immediate, and antisymmetry can be seen as follows. Denote {i} ↓ = {j ∈ E : j ≺ i}. For x ∈ N E , we find from x ≺ * y ∧ y ≺ * x that, for i ∈ E, k∈{i} ↓ x k = k∈{i} ↓ y k holds. Because {i} ↓ − {i} is decreasing, we have k∈{i} ↓ −{i} x k = k∈{i} ↓ −{i} y k , which yields x i = y i . Now consider a Jackson network where the node set E =J = {1, . . . , J } is a partially ordered set (J , ≺) and the customers flow in line with the directions prescribed by this partial order, i.e. for the routeing matrix R = [r i,j ] i,j ∈J (see [6] )
holds. Then the Jackson network process X = (X t : t ≥ 0) has the up-down property on the state space N J with respect to '≺ * ', which means that, for the generator
holds. The proof follows by directly checking the required inequalities. A case of special interest for this ordering is the partial sum order, which has been studied in the literature. This order on R J is defined for a linear order on the node set {1, 2, . . . , J } (index set of respective vectors) by, for x = (x 1 , . . . , x j ) and y = (y 1 , . . . , y j 
(4.13)
We begin with a fundamental lemma which is of independent interest. It will readily establish the main theorem, but yields even more advantages because of its relevance to further special networks. 
Proof. Because the construction of the new routeing matrix in (4.12) leaves the stationary distribution of the associated Markov chains invariant, it follows that the solution of the extended traffic equations of the networks fulfillη i = η i , i = 0, 1, . . . , J , and, therefore, the stochastic solutions of the extended traffic equationsξ = (ξ i , i = 0, 1, . . . , J ) and ξ = (ξ i , i = 0, 1, . . . , J ) are the same. Therefore, the assumptions of Proposition 4.1 are satisfied. From the proof of Proposition 4.1, respectively, from Corollary 4.1, we see that we have to evaluate
We consider the case of increasing functions f and g. We first assume that a = b and c = d.
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For a = b and c = d, we find, with slight modifications to the proof, that (4.15) is equal to
Similarly, for a = b and c = d, (4.15) is equal to
and, for a = b and c = d, (4.15) is equal to
This completes the proof. we immediately obtain the correlation inequality, (4.14). For example, consider, for a ≺ c, the projection ϒJ c : NJ → R, (n i : i ∈ J ) → n c . It is readily seen that ϒJ c fulfills the first pair of conditions, while ϒJ a fulfills the second pair of conditions. Finally, we mention that the properties relevant in the present discussion can be formulated as being properties of functions with increasing marginal differences, i.e. for i, j ∈ J such that i ≺ j holds, we have f (n + e j ) − f (n) ≥ f (n + e i ) − f (n).
We are now ready to prove a result on the generalized partial sum order for network processes which relies on the order structure of the node set. (4.12) for nodes i, j ∈ {1, . . . , J }.
Then, for any pair of comonotone functions f, g : NJ → R + with respect to the generalized partial sum order '≺ * ' (either both increasing or both decreasing), 
This means that the mass shifting is only between edges from the underlying graph and, therefore, completely in line with our order structure: no new edges for the transition probability graph are generated, but possibly some edges after applying the transformation have zero probability for customers to move across.
Dependence orderings for processes and monotonicity properties
In the general theory of dependence ordering of stochastic processes [4] , relation (4.2) plays a prominent role. It turns out that in order to obtain similar inequalities for network processes, we have to adapt the general theory to the present context.
In this section we briefly collect necessary definitions and previous results on monotonicity and dependence orderings. We generalize these concepts to prepare a framework which will be used in our investigation of the structure of stochastic networks, especially their internal dependencies. Because the respective proofs are in line with those of the theorems in the previous settings, we omit them here. The definitions in this section and the relevant theorems are valid in a more general state space setting than we will use here; see [4] .
Let E be a partially ordered countable space with discrete topology, σ -algebra E = 2 E , and closed partial order '≺'. Selecting different classes F of real functions on E, we will construct integral stochastic orders. Equalities and inequalities between integrals are always assumed to hold provided that the respective integrals are well defined. 
We say that X and Y are concordant stochastically ordered with respect to a class F of functions on (E, E , ≺) (and write X ≺ F −cc Y ) if, for all n ≥ 2 and all t 1 < t 2 < · · · < t n , we have, on E n ,
The setting of (b) will be applied to Markovian models. In (a), taking for F the space of all measurable functions M on E we obtain the usual concordance ordering, as in [4] . It is easy to see that the two-dimensional marginals of the Markov chains related by the Robin-Hood construction in (4.12) fulfill
see Corollary 2.1 of [4] .
In this situation, X ≺ F −cc Y implies that X j and Y j have the same distribution for all j = 1, . . . , J , so, if such X and Y are equilibria of product form networks then X and Y have the same distribution. Furthermore,
+ (E) and g ∈ * + (E). If the class F is sufficiently rich, these properties will be maintained. For example, if F contains the indicator functions of point-generated increasing and decreasing sets, {i} ↑ = {j ∈ E : i ≺ j } and {i} ↓ = {j ∈ E : j ≺ i}, for concordant stochastically ordered processes X and Y (with respect to F ), we can compare the probability of extreme events like P(inf (X t 1 , . . . , X t n ) t) ≤ P(inf (Y t 1 , . .
. , Y t n ) t)
and P(sup (X t 1 , . . . ,
for large t and small s. Similar remarks apply throughout to almost all of our subsequent results. We mention that in most cases F will be a convex cone of functions which is often additionally closed under pointwise convergence.
Discrete-time Markov processes
Let X = (X t : t ∈ Z) and Y = (Y t : t ∈ Z) with X t , Y t : ( , F , P) → (E, E , ≺) be discrete time, stationary, homogeneous Markov processes. Assume that π is an invariant (stationary) one-dimensional marginal distribution, the same for both X and Y , and denote the one-step transition kernels for X and Y by
Denote the respective transition kernels for the time-reversed processes
* , where A * denotes the adjoint of the operator A. Similarly,
A pair X and Y of discrete-time Markov processes having the same invariant probability measure fulfills Property 5.1, below, which recently proved to be useful in comparing secondorder properties of Markov processes; see [2] , [3] , [4] , and [7] . It will be convenient to impose this property here as well. The following theorem is new but an analog of Theorem 3.1 of [4] , therefore, we omit the proof as it follows the same arguments. 
Continuous-time Markov processes
Let X = (X t : t ∈ R) and Y = (Y t : t ∈ R) with X t , Y t : ( , F , P) → (E, E , ≺) be stationary, homogeneous Markov processes with countable state spaces. Denote the corresponding families of transition kernels of X and Y by
, respectively, and the respective transition kernels for the stationary time-reversed processes . We say that
t is F -monotone. Analogously to the above, a pair X and Y of continuous-time Markov processes having the same invariant probability measure fulfills the following property. + (E) ∩ F . Reducing the class of functions from M to some smaller class F makes the theorem much more versatile for applications, as we will demonstrate below.
From Theorem 5.2 we conclude that comparing correlations for stochastic network processes in continuous time is an interplay of the following two tasks.
• Proving monotonicity, the form of which we identified as F -time symmetric monotonicity.
• Proving generator inequalities.
(A similar remark applies for discrete time, where we use F -symmetric monotonicity and prove one-step transition inequalities.)
Generator inequalities have been studied in the previous sections. We will continue with studying the concept of time-symmetric monotonicity for network processes.
From the recent literature on dependence structures of Markovian processes with onedimensional (linearly ordered) discrete state spaces, we conclude that F -time symmetric monotonicity (in continuous time) and F -symmetric monotonicity (in discrete time) play a central role; see, e.g. [7] . This property occurred independently in the literature several times; see, e.g. [2] and [3, Lemma 3.2] .
So, in general, we cannot hope to dispense these assumptions when proving dependence properties in the more complex network setting. Nevertheless, the necessity of these assumptions is still an unsolved problem; some counterexamples, where dependence structures of Markovian processes over a finite-time horizon are proved without F -symmetric monotonicity are provided in [4, Section 3.3] .
On the other hand, the need for some monotonicity is emphasized further by the related theory of association in time for Markov processes, which strongly relies on monotonicity of the processes; for a review, see [3] and [14, Chapter II] .
Obviously, any pair X and Y of reversible (stationary), strongly stochastic, monotone Markov chains in discrete time or Markov processes in continuous time with the same stationary distribution constitute a pair of M-symmetric monotone chains, where M is the class of measurable functions. It follows that especially discrete-time and continuous birth-death processes with the same equilibrium constitute such a pair.
For stochastic networks, which are in general not reversible, on the other hand, the property of time-symmetric monotonicity is a natural property. Every Jackson network process X with service rates that are at all nodes nondecreasing functions of the local queue length [3, Corollary 4.1] is stochastically monotone with respect to strong stochastic ordering on the set of all probability measures on (N J , ≤). Because the time-reversed process of a Jackson network process is the state process of a suitably defined Jackson network with the same properties for the service rates, any pair of Jackson network processes with the same steady-state distribution fulfills F -time symmetric monotonicity, where F = I * (N J , ≤). (Note that this allows us to compare networks with different service rates, a situation which is not covered here. ) We only mention that, by a similar observation, F -time symmetric monotonicity holds for Gordon-Newell networks with respect to strong stochastic ordering.
In the investigations found in the literature, F is always the class of all (bounded) increasing functions with respect to the natural linear order. The weaker concept of F -(time) symmetric monotonicity for smaller sets of functions is suggested by the concept of integral orders with respect to subclasses of the class of increasing functions; see [16] or [18] . The problems arising with this concept are that we need the closure property, and we need the F -functions to be transformed into F -functions, or at least into the maximal generator of the respective order (see [16, Definition 3.2] or [18, Definition 2.3.3] ).
The balance between having a small class of F -functions and the necessity of obtaining the closure property is demonstrated next. The first example is in the spirit of the classical Gordon-Newell networks but with a smaller set F . Recall that L is the set of nonnegative affine-linear functions on S(I, J ). 
