In this paper, we first give the solvability condition for the following inverse eigenproblem (IEP): given a set of vectors {x i } m i=1 in C n and a set of complex numbers
Introduction
Let J n be the n-by-n anti-identity matrix, i.e, J n has 1 on the anti-diagonal and zeros elsewhere. An n-by-n matrix C is said to be centrosymmetric (or persymmetric) if C = J n CJ n , and it is called centroskew (or skew-centrosymmetric) if C = −J n CJ n . The centrosymmetric and centroskew matrices play an important role in many areas [7, 16] such as signal processing [8, 11] , the numerical solution of differential equations [2] , and Markov processes [17] .
In this paper, we consider two problems related to centrosymmetric and centroskew matrices. Both problems are on numerical and approximate computing but here we solve them algebraically, based on some explicit expressions for the solutions of overdetermined linear systems of equations. The first problem is an inverse eigenproblem. There are many applications of structured inverse eigenproblems, see for instance the expository paper [5] . In particular, the inverse eigenproblem for Toeplitz matrices (a special case of centrosymmetric matrices) arises in trigonometric moment problem [10] and signal processing [9] . The inverse eigenproblem for centrosymmetric Jacobi matrices also comes from inverse Sturm-Liouville problem [19, p.70] . There are also different types of inverse eigenproblem, for instances multiplicative type and additive type [19, Chapter 4] . Here we consider the following type of inverse eigenproblem which appeared in the design of Hopfield neural networks [4, 13] .
The second problem we consider in this paper is the problem of best approximation:
where · is the Frobenius norm.
The best approximation problem occurs frequently in experimental design, see for instance [14, p.123] . Here the matrix B may be a matrix obtained from experiments, but it may not satisfy the structural requirement (centrosymmetric or centroskew) and/or spectral requirement (having eigenpairs X and Λ). The best estimate C * is the matrix that satisfies both requirements and is the best approximation of B in the Frobenius norm. In addition, because there are fast algorithms for solving various kinds of centrosymmetric and centroskew matrices [12] , the best approximate C * of B can also be used as a preconditioner in the preconditioned conjugate gradient method for solving linear systems with coefficient matrix B, see for instance [1] .
The paper is organized as follows: In §2 we first characterize the class of centrosymmetric matrices and give the solvability condition of Problem I over this class of matrices. In §3, we derive a formula for the best approximation of Problem II, give the algorithm for finding the minimizer, and study the stability of the problem. In §4 we give an example to illustrate the theory. In the last section, we extend the results in § §2-3 to centroskew matrices.
Solvability Condition for Problem I
We first characterize the set of all centrosymmetric matrices. For all positive integers k, let
Clearly K n is orthogonal for all n. The matrix K n plays an important role in analyzing the properties of centrosymmetric matrices, see for example [6] . In particular, we have the following splitting of centrosymmetric matrices into smaller submatrices using K n .
Lemma 1 [6] Let C n be the set of all centrosymmetric matrices in R
n×n
. We have
Moreover, for all n = 2k and 2k + 1, we have
Before we come to Problem I, we first note that we can assume without loss of generality that X and Λ are real matrices. In fact, since C n ⊂ R n×n , the complex eigenvectors and eigenvalues of any C ∈ C n will appear in complex conjugate pairs. If α ± β √ −1 and x ± √ −1y are one of its eigenpair, then we have Cx = αx − βy and Cy = αy + βx, i.e.
Hence we can assume without loss of generality that X ∈ R n×m and
where
Next, we investigate the solvability of Problem I. We need the following lemma where U + denotes the Moore-Penrose pseudo-inverse of U .
In this case the general solution is
where Z ∈ R n×n is arbitrary.
In the remaining part of the paper, we will only give the theorems and the proofs for even n. The case where n is odd can be proved similarly. Thus we let n = 2k.
and Λ as in (2) , let
. Then there exists a matrix C ∈ C n such that CX = XΛ if and only ifX
(4) In this case, the general solution to CX = XΛ is given by
and Z 2 ∈ R k×k are both arbitrary, and
Proof: From (1), C ∈ C n is a solution to Problem I if and only if there exist
and
Using (3), (8) is equivalent to
According to Lemma 2, equations (9) have solutions if and only if equations (4) hold. Moreover in this case, the general solution of (9) is given by
and Z 2 ∈ R k×k are both arbitrary. Putting (10) and (11) into (7), we get (5). 
HereX 1 ,X 2 , and C 0 are given in (3) and (6) , andB 11 andB 22 are obtained by partitioning 
By (5), we have
Thus (14) is equivalent to
Clearly, the solution is given by Z 1 and Z 2 such that
Notice that by (15) , P and Q are projection matrices, i.e. P 
Next we consider the computational complexity of our algorithm. For Step (a), since K n has only 2 nonzero entries per row, it requires O(nm) operations to computeX 1 andX 2 . Then using singular value decomposition to computeX ). We remark that in practice, m n.
Before we end this section, we give a stability analysis for Problem II, that is, we study how the solution of Problem II is affected by a small perturbation of B. We have the following result. , i = 1, 2, such that
− B (1) .
Proof:
is given by K n as defined in (13), and P and Q are given in (15) . Thus we have
11 −B
(1)
22 −B
(1) 22
− B (1) , where α = P + Q . Thus (16) holds.
Demonstration by an Example
Let us first compute the input matrices X and Λ for which Problem I has a solution. We start by choosing a random matrixĈ in C n : 
Given this X and Λ, clearly we have a solution to Problem I, namelyĈ. Thus C S 5 is nonempty. Next we perturbĈ by a random matrix to obtain a matrix B( ) ∈ C 5 : 
Then we apply our algorithm in §3 to obtain C * ( ) corresponding to B( ). In Figure 1 , we plot the following two quantities for between 10 , C * ( ) =Ĉ up to the machine precision (we use matlab which has machine precision around 10
−16
).
Extension to the Set of Centroskew Matrices
In this section, we extend our results in § §2-3 to centroskew matrices, i.e. matrices S such that S = −J n SJ n . The results and the proofs are similar to the centrosymmetric case, and we only list the results for the case when n is even and omit the proofs. Let n = 2k. Considering Problem I for S n , we have the following theorem.
Theorem 3 Given X ∈ R n×m and Λ as in (2) , letX 1 andX 2 be as defined in (3) . Then there exists S ∈ S n such that SX = XΛ if and only if
In this case, the general solution to SX = XΛ is given by
where Z 1 ∈ R k×k and Z 2 ∈ R k×k are both arbitrary, and
For Problem II over the solution set S S n of Problem I for S n , we have the following result. HereX 1 ,X 2 ,B 12 ,B 21 , and S 0 are given in (3), (13) , and (17) . Moreover S * is a continuous function of B.
