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Abstract
This paper addresses the analysis of inverse kinematics, forward kinematics solutions and work-
ing space determination for the 3 degree-of-freedom (DOF) parallel manipulator with the S-P-R
(Spherical-Prismatic-Revolute) joint structure. An effective approach is developed for the solution
of inverse kinematics task in analytical form for given end-effector position. A method for working
space determination which uses numerical solution of forward kinematics task is presented.
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1. Introduction
Awide variety of modern technologies need new types of tools and equipment. The
requirements of a high accuracy and at the same time of high speed of production
lead to development of new kinds of equipment and accessories in industry. This
paper is dedicated to the parallel manipulators. This type of manipulators is well
known and potentially able to perform even the functions of machine tools, and has
the advantages of higher speed when precision kept.
The structure of manipulator known as Stewart platform was introduced by
STEWART [1] in the middle of 1960s for the simulation of flight conditions. The
tyre-testing machine designed by GOUGH [2] also has parallel structure. The usage
of in-parallel actuated mechanisms for the manipulating tasks was suggested by
HUNT [3]. In the bibliographical oeuvre of BHASKAR [12]more than two hundreds
publications linkedwith the different aspects of parallelmanipulators arementioned.
The present paper is dedicated to the 3-DOFmanipulator with S-P-R structure
which is not deeply studied in the literature. Only the manipulator (3-DOF, R-P-S)
reviewed in [4, 5, 6] has illusive sameness with it. The R-P-S manipulator has the
similar set of joints, but its order in parallel chains differs.
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2. The Structure of Manipulator
During the work on the development of 3DOF parallel manipulator with the inter-
secting legs axes the fact that the unit of moving platform has essential drawbacks
has led me to suggest a new type of construction. It is difficult to realize this unit
providing a wide range of rotation angles, at the same time with desirable high
precision and stiffness. So, a different type of kinematical structure was suggested.
Fig. 1 presents its principal construction:
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Fig. 1. Suggested structure of 3-DOF parallel manipulator
The moving platform (upper regular triangle) has 3 rotational joints located
in the vertexes. The base platform is kept: it has the shape of a regular triangle
with 3 spherical joints in corners. It is clear that this modification invokes the
sophistication of the inverse and forward kinematics tasks solution. As it will be
explained later, the forward kinematics task is solved numerically and the solution
of inverse task is more complex. The manipulator with interferential legs has a
simple solution of both tasks.
Below the solution for forward and inverse kinematics task is investigated.
Using the results it is possible to control this parallel manipulator. Reviewing the
materials of other researchers, we have found constructionswith cosimilar structure.
It has an inverse platform location, that is, revolute joints are on the base platform
and spherical joints are on the moving one. Comparing the characteristics of both
manipulators we have found that 3× (S-P-R) structure has bigger working volume.
In the next parts of this paper the working zones of both cases are analyzed.
The kinematical structure of this type of manipulator is illustrated in Fig.2.
We can estimate the working space of this manipulator in the following man-
ner. Let us define the constraints imposed by each R-P-S chain. It is simple to
illustrate our reasoning using top views of the base platform. The corresponding
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figure is presented in the Appendix 1 (it illustrates constraint imposed by leg Aa,
analogically might be described constraints imposed by two remaining legs). It is
clear that for each leg this limitation of moving platform central point position can
be described like the part of 3D space between two vertical plains (lines pi on the
figures representing top views) equidistant from the corresponding median of the
base platform regular triangle. The distance frommedian to these planes is r , where
r is the circumradius of moving platform triangle.
r
R
Fig. 2. 3 DOF parallel manipulator with R-P-S joint structure
As established by our simplified analysis, the work space of the R-P-S struc-
ture manipulator is principally limited in the X and Y directions (XY is the plane
of base platform). As illustrated by Fig. 3, the resulting area is a regular hexagon
with a centre equal to the centre of base platform (in 3D it is corresponding to the
prism with vertical faces and hexagonal base).
This limitation is independent of themaximal length provided by the prismatic
joints. From the detailed and exact analysis performed in [6] the working volume
is limited by the cylinder with a radius equal to r .
It seems to us, by the reason of this limitation of R-P-S manipulator in X
and Y directions, the S-P-R structure will have advantage in working space. That
is to say, reviewing two manipulators (R-P-S and S-P-R) with the same maximal
length provided by prismatic joints and equal platforms sizes, the S-P-R structure
is promising to be preferable in sense of a bigger reachable space. This observation
was the starting point for the analysis of 3 DOF parallel manipulator with S-P-R
joint structure.
3. The Inverse Kinematics Task Solution
The 3-DOF parallel manipulator with S-P-R joint structure is shown in Fig. 1.
This structure consists of two platforms which are schematically traced by triangles
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Fig. 3. Estimation of workspace as a superposition of three R-P-S chain constraints (top
view)
abc and ABC, and three extensible links are shown by straight-line segments (Aa,
Bb, Cc) each of them is connected to the upper (moving) platform by a rotational
kinematical pair and to the base platform by a spherical one. The rotational pair
axes are parallel to the opposite edges of the upper platform triangle.
Let us consider that manipulator end-effector is placed in the center point of
the abc triangle (e point) and has the (X,Y, Z) coordinates in the base coordinate
frame centered in O point.
So, the coordinates of base triangle vertexes:
XA = −
√
3
2
R, YA = − R
2
, ZA = 0,
XB = 0, YB = R, ZB = 0, (1)
XC =
√
3
2
R, YC = − R
2
, ZC = 0.
The expressions for end-effector position coordinates are:
X = (Xa + Xb + Xc)
3
, Y = (Ya + Yb + Yc)
3
, Z = (Za + Zb + Zc)
3
.
These expressions together with the set of Eqs. (2)–(7) form the set of mechanical
constraints.
(X − Xa)2 + (Y − Ya)2 + (Z − Za)2 = r2 (2)
(X − Xb)2 + (Y − Yb)2 + (Z − Zb)2 = r2 (3)
(X − Xc)2 + (Y − Yc)2 + (Z − Zc)2 = r2 (4)
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−Xb(Xc − Xa) + (R − Yb)(Yc − Ya) − Zb(Zc − Za) = 0 (5)(
R
√
3
2
+ Xa
)
(Xb − Xc) +
(
R
2
+ Ya
)
(Yb − Yc) + Za(Zb − Zc) = 0 (6)(
R
√
3
2
− Xc
)
(Xb − Xa) −
(
R
2
+ Yc
)
(Yb − Ya) − Zc(Zb − Za) = 0. (7)
Eqs. (2), (3), (4) describe the equidistant (to the vertexes) position of center point of
the triangle. Eqs. (5), (6), (7) show that each of links (Aa, Bb, Cc) is perpendicular
to the opposite edge of the platform triangle (cb, ac, ab). R and r are the radii of
the circumscribed circles for the base and moving platform triangles, respectively.
Using the notion of ϕ, θ, ψ angles rotations from [8].
Rϕ,θ,ψ Rz,ϕRy,θ Rx,ψ
=

 cos(ϕ) − sin(ϕ) 0sin(ϕ) cos(ϕ) 0
0 0 1



 cos(θ) 0 sin(θ)0 1 0
− sin(θ) 0 cos(θ)


×

 1 0 00 cos(ψ) − sin(ψ)
0 sin(ψ) cos(ψ)

 (8)
=

 cosϕ cos θ cosϕ sin θ sinψ − sin ϕ cosψ cosϕ sin θ cosψ + sin ϕ sinψsin ϕ cos θ sin ϕ sin θ sinψ + cosϕ cosψ sin ϕ sin θ cosψ − cosϕ sinψ
− sin θ cos θ sinψ cos θ cosψ


Vectors of vertexes of moving platform in own coordinate frame:
ea =
∣∣∣∣∣∣∣∣∣∣
0
−
√
3r
2
−r
2
∣∣∣∣∣∣∣∣∣∣
, eb =
∣∣∣∣∣
0
0
r
∣∣∣∣∣ , ec =
∣∣∣∣∣∣∣∣∣∣
0√
3r
2
−r
2
∣∣∣∣∣∣∣∣∣∣
. (9)
The position of the point of the moving platform in the base coordinate system is
described by the equation:
ρwc = ρe + Rρmc, (10)
where
ρwc – the vector of point in the base coordinate frame,
ρe – the vector of the moving coordinates system originating in the base coordi-
nate frame,
R – the rotational transformation matrix, (R = Rot(z, ϕ)Rot(y, θ),Rot(x, ψ)).
ρmc – the vector of point coordinates in the moving coordinate system.
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Substituting (8) and (9) into (10) and considering notation ρe =
∣∣∣∣∣
X
Y
Z
∣∣∣∣∣ result
can be rewritten for each of the 9 coordinates (see Appendix 2).
Let us use the following transformation:
Xa = X − X1 + X2, Ya = Y − Y1 + Y2, Za = Z − Z1 + Z2,
Xb = X − 2X2, Yb = Y − 2Y2, Zb = Z − 2Z2, (11)
Xc = X + X1 + X2, Yc = Y + Y1 + Y2, Zc = Z + Z1 + Z2.
Using the next notations:
X1 = (cos ϕ sin θ sinψ − sin ϕ cosψ)
√
3
2
r,
X2 = −(cos ϕ sin θ cosψ + sin ϕ sinψ)r
2
,
Y1 = (sin ϕ sin θ sinψ + cos ϕ cosψ)
√
3
2
r,
(12)
Y2 = −(sin ϕ sin θ cosψ − cos ϕ sinψ)r
2
,
Z1 = cos θ sinψ
√
3
2
r,
Z2 = − cos θ cosψ r
2
.
It is possible to simplify the set of constraint Eqs. (2)–(7), and the simplified equa-
tions set can be presented in the following form:

X21 + Y 21 + Z21 =
3
4
r2
X22 + Y 22 + Z22 =
1
4
r2
X1X2 + Y1Y2 + Z1Z2 = 0
RY 1+
√
3RX 2 = 0
−2XX1−3R
√
3X2+(−R − 2Y )Y 1−2Z Z1 = 0
−R√3X1−6XX2+(−3R − 6Y )Y 2−6Z Z2 = 0
(13)
Now it is possible to analyze how to solve this system of equations. From the 4th
equation we can define the following expression for one of the variables:
ϕ = arctan(tan−1(ψ)). (14)
Then using this result and rewriting the equation set in a form with the ϕ, θ, ψ an-
gles as variables we can receive the analytical solution applying theMaple symbolic
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calculation program. Note that it is necessary to solve only the last two equations
of (13), because the first tree equations are meaningless (these equations with sub-
stitution of ϕ, θ, ψ angles are transformed in equalities). The solution is shown in
Appendix 3. The second equation from the resulting set defines the ψ angle, and it
can be rewritten the following form:
A4 tan4(ψ) + A3 tan3(ψ) + A2 tan2(ψ) + A1 tan(ψ) + A0 = 0,
where
A4 = 4Z2Y 2 + 4X2RY + 4Z 2RY + X 2R2 + 4X2Y 2;
A3 = 8Y 3X − 8X 3Y − 4XRZ 2 − 8XY Z 2 − 4RY 2X − 4X 3R − 4R2Y X;
A2 = −2X2R2 + 4Z2Y 2 + 4Z2X2 − 12Z2RY + 4Y 2R2 + 4Y 4 + 4X4
− 16X2Y 2 − 8Y 3R;
A1 = 8X3Y + 12XRZ 2 − 8XY Z 2 − 8Y 3X + 4X 3R + 4RY 2X + 4R2Y X;
A0 = X 2R2 + 4Z2X2 + 4X2RY + 4X 2Y 2.
(15)
It is the 4th order polynomial of tan(ψ) variable. Relation (15) presents the main
result. The resolution of this polynomial will be themost time consuming procedure
in the algorithm realizing calculation for considering the manipulator structure
inverse kinematics problem. It is known that it is possible to solve this polynomial
analytically. Only few steps remain: a) evaluate ϕ using (14); b) from the first
equation of Appendix 3 it is possible to determine θ ; c) verification of all existing
triads (ϕ, θ, ψ). The common solution of the polynomial (15) was produced also
by the symbolic ‘calculator’ like a function of 5 parameters (the coefficients of
polynomial), and the C program code was generated for the next usage in the
modelling program. The formula for one of the four roots of Eq. (15) is shown in
Appendix 4.
Note that (15) represents the solution of the general case X , Y , Z . The full
solution of the inverse kinematics task also comprises a set of solutions in special
cases defined by specific locations of end-effector as follows:
{X = 0, Y = 0, θ = −π/2, ϕ = arctan(1/ tan(ψ)},
{X = 0, Y = R, θ = π/2, ϕ = ±π/4, ψ = ±π/4},{
X = ±√3Y, ϕ = arctan(±1/√3),
ψ = arctan(±√3), Z = ± R + R sin(θ) − 4Y sin(θ)
2 cos(θ)
}
, (16)
 ψ = arctan

±
√
±−1 + 3a + 2
√−2a + 2a2
1 + a

 ,
(a = R/Y ), θ = π/2, ϕ = arctan (1/ tan(ψ)0}
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4. Modelling and Numerical Results
The code of calculation ϕ, θ ,ψ angles by formulas described above for the specified
X , Y , Z is the base of this model and of the method of verification. Note that this
code was generated by the Maple program. In Appendix 3 the code for the first root
of the 4th order polynomial is shown. It can be clearly recognized that for the robot
control systems application it will be very useful to optimize this code, because it
contains many repetitive parts. Only the pre-calculation with the substitution of the
next numerical values substitution instead of evaluating the complicated expressions
reduces essentially the calculation cost of this part of algorithm (this optimization
procedure is also provided by Maple).
Then corresponding to the formulas (12), X1, X2, Y1, Y2, Z1, Z2 values
are calculated, and finally, using Eq. (11) the coordinates of the moving platform
triangle vertexes are defined.
There are 8 manipulator poses in Fig. 4 which correspond to all the possible
solutions for the present kinematical structure with parameters generated randomly
by a computer. The norm of correctness of the inverse kinematics task solution is
the fact that each dot product of vector of leg and corresponding vector of revolute
joint axis is infinitesimal. During the huge number of trials with different positions
of end-effector and different ratios R/r the value of this norm has the order of
10−15−10−20 which can be recognized as round-off error of computer calculations.
Fig. 4. All solutions of the inverse kinematics task (R = 142, r = 50, X = 75.54,
Y = 47.23, Z = 129.34)
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5. Forward Kinematics Task Solution
Let us consider the forward kinematics task of the 3DOFS-P-Rparallelmanipulator.
The task is tofind the X , Y , Z coordinates of e point (seeFig.1)when the legs lengths
l1, l2, l3 are known. As it will be shown in the following reasoning, it is possible
to describe the convenient mathematical model for the manipulator R-P-S with the
corresponding platform sizes and l1, l2, l3 parameters, and solve numerically the
forward kinematics for it using the angles of revolute joints as variables, then it is
possible to perform the uniquely defined transformation, which allows to determine
the X , Y , Z parameters of the corresponding S-P-R structure. In other words it is
equivalent if we reviewed the structure considering the platforms first as the base
and second as moving and vice versa.
Let us consider the R-P-S structure (Fig. 5)
Fig. 5. The R-P-S joint structure with angles α, β, γ
The set of geometrical constraints for the case of R-P-S manipulator is the
|AB| = |BC| = |CA| = √3R. The mathematical model in this case is introduced
by the following set of equations:

(xB − xA)2 + (yB − yA)2 + (zB − zA)2 = 3R2
(xC − xB)2 + (yC − yB)2 + (zC − zB)2 = 3R2
(xA − xC)2 + (yA − yC)2 + (zA − zC)2 = 3R2
(17)
Fig. 6 illustrates the determination of the A point coordinates. In similar manner it
is possible to define the coordinates of B and C points.
So, the coordinates of the A, B and C points are:
xA = −r
√
3
2
+
√
3
2
l1 cos(α),
yA = −r2 +
1
2
l1 cos(α),
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Fig. 6. The determination of the A point coordinates
zA = l1 sin(α),
xB = 0,
yB = r − l2 cos(β), (18)
zB = l2 sin(β),
xC = r
√
3
2
−
√
3
2
l3 cos(γ ),
yC = −r2 +
1
2
l3 cos(γ ),
zC = l3 sin(γ );
Substituting (18) into (17) we can determine the mathematical model like a system
of three equations non-linear relatively to the α, β, γ variables and with the l1, l2,
l3 parameters {
f1(α, β, γ ) = 0
f2(α, β, γ ) = 0
f3(α, β, γ ) = 0,
(19)
where
f1 =
(
r
√
3
2
−
√
3
2
l1 cos(α)
)2
+
(
3r
2
− l2 cos(β) − l1
2
cos(α)
)2
+ (l2 sin(β) − l1 sin(α))2 − 3R2;
f2 =
(
r
√
3
2
−
√
3
2
l3 cos(γ )
)2
+
(
−3r
2
+ l2 cos(β) + l3
2
cos(γ )
)2
+ (l3 sin(γ ) − l2 sin(β))2 − 3R2; (20)
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f3 =
(
−r√3+
√
3
2
l1 cos(α) +
√
3
2
l3 cos(γ )
)2
+
(
l1 cos(α)
2
− l3
2
cos(γ )
)2
+ (l1 sin(α) − l3 sin(γ ))2 − 3R2;
and
α ∈ [0, 2π [, β ∈ [0, 2π [, γ ∈ [0, 2π [.
It is possible to find the solution of this system numerically. We used the numerical
procedurementioned in the literature asNewton–Kantorovichmethod. Thismethod
is described in Appendix 5.
5.1. Implementation of the Newton-Kantorovich Method
As it is clear from the essentials of the method, it is necessary to determine the
partial derivatives of component functions of the system (19) to define the set of
equations of the numerical method iteration (A5.1):
A =
∣∣∣∣∣∣∣∣∣∣∣∣∣
∂ f1
∂α
∂ f1
∂β
∂ f1
∂γ
∂ f2
∂α
∂ f2
∂β
∂ f2
∂γ
∂ f3
∂α
∂ f3
∂β
∂ f3
∂γ
∣∣∣∣∣∣∣∣∣∣∣∣∣
.
The expressions for partial derivatives are the following:
∂ f1
∂α
= 3
2
(r − l1 cos(α)) l1 sin(α) +
(
3r
2
− l2 cos(β) − l1
2
cos(α)
)
l1 sin(α)
− 2 (l2 sin(β) − l1 sin(α)) l1 cos(α);
∂ f1
∂β
= 2
(
3r
2
− l2 cos(β) − l12 cos(α)
)
l2 sin(β)
+ 2 (l2 sin(β) − l1 sin(α)) l2 cos(β);
∂ f1
∂γ
= 0;
∂ f2
∂α
= 0;
∂ f2
∂β
= 2
(
3r
2
− l2 cos(β) − l3
2
cos(γ )
)
l2 sin(β)
− 2 (l3 sin(γ ) − l2 sin(β)) l2 cos(β);
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∂ f2
∂γ
= 3
2
(r − l3 cos(γ )) l3 sin(γ ) +
(
3r
2
− l2 cos(β) − l32 cos(γ )
)
l3 sin(γ )
+ 2 (l3 sin(γ ) − l2 sin(β)) l3 cos(γ );
∂ f3
∂α
= −3
2
(l1 cos(α) + l3 cos(γ ) − 2r) l1 sin(α)
− 1
2
(l1 cos(α) − l3 cos(γ )) l1 sin(α)
+ 2 (l1 sin(α) − l3 sin(γ )) l1 cos(α);
∂ f3
∂β
= 0;
∂ f3
∂γ
= −3
2
(l1 cos(α) + l3 cos(γ ) − 2r) l3 sin(γ )
+ 1
2
(l1 cos(α) − l3 cos(γ )) l3 sin(γ )
− 2 (l1 sin(α) − l3 sin(γ )) l3 cos(γ );
In each iteration it is necessary to solve the system of linear Eqs. (19) which we can
rewrite in the form A(x(0))z = − f (x(0)).
The system is solved using Cramer’s determinants method. Let us determine
the structure of corresponding matrixes and its determinants
The structure of matrix A will be the following:
A =
∣∣∣∣∣
a11 a12 0
0 a22 a23
a31 0 a33
∣∣∣∣∣ ,
Det (A) = a11a22a33 + a31a12a23;
Aα =
∣∣∣∣∣∣
− f1(x (k)) a12 0
− f2(x (k)) a22 a23
− f3(x (k)) 0 a33
∣∣∣∣∣∣ ,
Det (Aα) = − f1(x (k))a22a33 + f2(x (k))a12a33 − f3(x (k))a12a23;
Aβ =
∣∣∣∣∣∣
a11 − f1(x (k)) 0
0 − f2(x (k)) a23
a31 − f3(x (k)) a33
∣∣∣∣∣∣ ,
Det (Aβ) = −a11 f2(x (k))a33 + a11a23 f3(x (k)) − a31 f1(x (k))a23;
Aγ =
∣∣∣∣∣∣
a11 a12 − f1(x (k))
0 a22 − f2(x (k))
a31 0 − f3(x (k))
∣∣∣∣∣∣ ,
Det (Aγ ) = −a11a22 f3(x (k)) − a31a12 f2(x (k)) + a31a22 f1(x (k));
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a11 = ∂ f1
∂α
, a12 = ∂ f1
∂β
, a13 = ∂ f1
∂γ
;
a21 = ∂ f2
∂α
, a22 = ∂ f2
∂β
, a23 = ∂ f2
∂γ
;
a31 = ∂ f3
∂α
, a32 = ∂ f3
∂β
, a33 = ∂ f3
∂γ
;
And consequently, the solution for iteration k + 1 can be written as:
αk+1 = Det (Aα)/Det (A) + αk;
βk+1 = Det (Aβ)/Det (A) + βk;
γ k+1 = Det (Aγ )/Det (A) + γ k;
Fig. 7. The S-P-R structure manipulator
Supposing that initial estimation was chosen properly (close enough to the
real solution of the system), this method after finite number of refinement iterations
gives the numerical solution of the system (19) with the required accuracy. Then,
it is necessary to implement the back transformation: we have to determine the
corresponding end-effector position of the S-P-R structure manipulator.
Let us consider Fig. 7. It is clear that position of point e is defined as product
of intersection of tree spheres with radii |Ae|, |Be|, |Ce| and centers in points A,
B and C , respectively.
The radii of spheres can be determined from triangles Aea, Beb and Cec
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using the cosine theorem:
|Ae|2 = l211 = l21 + r2 − 2l1r cos(α);
|Be|2 = l222 = l22 + r2 − 2l2r cos(β);
|Ce|2 = l233 = l23 + r2 − 2l3r cos(γ ).
(21)
The intersection of tree spheres presented by the following system:

(X − XA)2 + (Y − YA)2 + (Z − ZA)2 = l211,
(X − XB)2 + (Y − YB)2 + (Z − ZB)2 = l222,
(X − XC)2 + (Y − YC)2 + (Z − ZC)2 = l233,
and taking (1) into consideration we can rewrite it as follows:

(
X +
√
3
2 R
)2 + (Y + R2 )2 + Z2 = l211,
X2 + (Y − R)2 + Z2 = l222,(
X −
√
3
2 R
)2 + (Y + R2 )2 + Z2 = l233,
(22)
Solution of (22) with the additional condition Z ≥ 0 is in the case of real manipu-
lator:{
X =
√
3
6R
(l211 − l233); Y =
√
3(l211 + l233 − 2l222)
6R
; Z =
√
l222 − X2 − (Y − R)2
}
.
(23)
6. Determination of Working Space
The determination of working space (WS) of manipulator is one of the most im-
portant tasks during the manipulator design, also for implementation of existing
manipulators in concrete operations or processes.
We suggest estimating the WS of our manipulator in the following manner:
For each element of the big enough set of discrete manipulator configura-
tions (l1, l2, l3)1, . . . , (l1, l2, l3)n we should determine the corresponding robot
end-effector positions (X,Y, Z)1 . . . (X,Y, Z)m . As described above, we can nu-
merically solve this problem for each triad (l1, l2, l3)i . The following pseudo code
presents the algorithm of working space determination:
procedure main_loop
for l1 = l1min to l1max by step 
l1
for l2 = l2min to l2max by step 
l2
for l3 = l3min to l3max by step 
l3
{
numerically_solve_forward_kinematics (l1, l2, l3);
}
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As it is clear from the manipulator construction we can assume that l1min = l2min =
l3min, l1max = l2max = l3max and 
l1 = 
l2 = 
l3.
The cycle internal function should solve the forward kinematics task. Let us
determine that the Newton–Kantorovich (N-K) method described above gives only
a local solution. That is, implementing the algorithm for a given pose ofmanipulator
(l1, l2, l3) j and a given initial estimation of α0, β0, γ0 which iteratively performs
calculations described by formulas (19) …(23), we can determine the solution
which is close to the chosen estimation, or in unfortunate cases the algorithm fails
(the initial estimation is not appropriate). The solution of forward kinematics in
(l1, l2, l3) j gives the set of solutions. According to data published in [9] this set
may contain up to 8 elements. So, we have to implement the local algorithm N-K
for the set of initial estimations (α0, β0, γ0)1 . . . (α0, β0, γ0)k and save the come
off solutions erasing duplicates. I shall explain in the following lines which will be
this set of estimations.
The structure of algorithm realizing the forward kinematics solution will be:
procedure numerically_solve_forward_kinematics (l1, l2, l3)
{
for α0 = 0 to 2π by step 
α0
for β0 = 0 to 2π by step 
β0
for γ0 = 0 to 2π by step 
γ0
{
locally_solve_forward_kinematics (l1, l2, l3, α0, β0, γ0);
}
}
We have realized this algorithm. And for the parameters R = 0.75, r =
0.25, lmin = 0, lmax = 1.0 after a set of experiments the essential heuristics has
been found: the whole set of (X,Y, Z)1 . . . (X,Y, Z)m did not change if 
α =

β = 
γ ≤ (2π/5). Or in other words, the total number of steps in the internal
cycles in numerically_solve_forward_kinematics procedure can be limited to as
small as 5. Even more, in the case of 4 steps per cycle, 99.997% of elements
(X,Y, Z)1 . . . (X,Y, Z)m found in the case of 16 steps per cycle were determined.
This fact allows highly decrease the time of calculations using proper density of
search trial points in forward kinematics solution.
Also it is possible to effectively use the symmetry property of our manip-
ulator. For example, if we solve numerically the forward kinematics task for ro-
bot configuration (l1, l2, l3)k and find corresponding set of end-effector positions
{(X,Y, Z)1, . . . , (X,Y, Z)p} so, for the configurations which differ only in order
of corresponding leg lengths but the values hold ((l1, l3, l2), (l2, l1, l3), (l2, l3, l1),
(l3, l1, l2), (l3, l2, l1)), we do not need to solve the forward kinematics problem. It is
possible to find the solutions for them using simple transformations in a Cartesian
space.
If we consider the concrete configuration (l1, l2, l3) and solve the forward
kinematics task in this point and, consequently, we have the set of solutions SS =
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{(X,Y, Z)1, . . . , (X,Y, Z)p}, sowe can determine the solutions SS′ = {(X,Y, Z)′1,
. . . , (X,Y, Z)′p} for case (l2, l3, l1) applying the rotation around Z axis in base
coordinate frame on angle 120◦ for each element of SS. The solutions SS∗ =
{(X,Y, Z)∗1, . . . , (X,Y, Z)∗p} for configuration (l3, l2, l1) can be determined bymir-
ror imaging about the ZY plane. It is possible to prove rigorously the correctness of
these transformations. And consequently, the remaining permutations (l1, l3, l2),
(l2, l1, l3), (l3, l1, l2) are also correct because each of them can be performed like a
sequence of rotations and mirror imaging described above.
The schema in Appendix 6 shows the starting configuration (l1, l2, l3) and
the whole set of configurations which can be easily determined applying transfor-
mations in Cartesian space. In figure of Appendix 6 the configurations ((l1, l2, l3),
(l2, l3, l1), (l3, l1, l2), (l3, l2, l1), (l1, l3, l2), (l2, l1, l3)) are indicated by Roman num-
bers (I-VI) and the corresponding linkages between the configurations are denoted
by the graphical signs (using sequence of rotational and mirror transformations we
are able to generate one configuration from another). For example: we can reach
the configuration II from I using rotation about Z axis by 1200 counter-clockwise,
V from I applying the mirror imaging about the vertical plane spanned by lines AO
and OZ (or I->II and then by means of mirror transformation reach V), and so on.
The property of symmetry allows making a sufficient improvement of the
proposed algorithm. Supposing that 
l1 = 
l2 = 
l3 = 
l and l1max = l2max =
l3max = lmax the structure of main_loop procedure will be following:
procedure main_loop
for l1 = lmin to l1max by step 
l
for l2 = lmin to l1 by step 
l
for l3 = lmin to l2 by step 
l
{
SS = numerically_solve_forward_kinematics(l1, l2, l3);
transformations(SS);
}
Let us determine that in each cycle inmain_loop procedure consists of N steps
and consequently in the variant when we evaluate all steps in each cycle the total
number of numerically_solve_forward_kinematics evaluations will be N3. After
modification this number can be calculated according to the following formula:
Ntotal_new =
N∑
i=1
i∑
j=1
j∑
k=1
1 = 1
6
(
(N + 1)3 − N − 1) ,
Consequently, when the N is big enough, six times less evaluations of forward kine-
matics will be performed, and due to the fact that the transformations in Cartesian
space are simple and have small computational cost, so, the whole time of compu-
tations is reduced approximately six times. Also the heuristics how to choose the
proper initial estimations was found. Solving Eqs. (21) . . . (23), we detected that
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we should choose only the (α0, β0, γ0)i which gave a real number solution (23),
concretely, the radicand in the expression for Z should be non-negative.
For both cases: S-P-R and R-P-S manipulators with parameters R = 0.75
(base platform), r = 0.25 (moving platform), lmin = 0, lmax = 1.0 the working
space is presented in Fig. 8. The cylinder of r = 0.25 is the estimation of working
space for R-P-Smanipulator (in the top part it should be edged to the point of vertex
of working space for S-P-R).
The supposition that S-P-R structure has a bigger working space volume now
has been confirmed.
Fig. 8. The working space of S-P-R and R-P-S manipulators
7. Conclusions
The special aspects of 3DOF parallel manipulator with S-P-R joint structure had
been investigated. Interesting results of usage of the local method of Newton for
the global problem was shown. It does not mean that this style is appropriate in a
general case, but for the problem of working space determination of the described
manipulator it is good enough. The system of non-linear equations (the system
of geometrical constraints for forward kinematics in our case) can be reviewed
as a global optimization problem. The general methods described in literature
for the solution of a global optimization problem [10], [11] have ‘bottlenecks’.
For example, these methods have slow convergency in close vicinity of solution,
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and consequently to implement them for the forward kinematics solution it was
necessary to include the local method in the algorithm (the algorithm should be
hybrid ‘global-local’ to find solutions with appropriate accuracy). Also there are
difficulties to determine some numerical parameters to implement the Lipschiz
optimization algorithms of [10], the algorithm suggested in [11] has a much more
complicated program realization comparing with the one suggested by us. As an
interesting fact was established that the simultaneous development of algorithms for
the forward kinematics task solution and working space determination has allowed
making improvements and modifications in both algorithms.
The methods described in this paper give good practical results and can be
used during the development of this type of manipulators. The advantages of 3
DOF manipulator of S-P-R structure comparing with the case of R-P-S were also
illustrated and explained. Only simple modifications can be implemented in the
presentedmethodology for the case of S-P-Rmanipulatorwhich has the end-effector
on the normal to the moving platform triangle crossing it in the center.
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r
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Fig. A.1. Constraints imposed by first R-P-S chain (top view)
Appendix 2
Xa = X +
[
cos ϕ cos θ cos ϕ sin θ sinψ − sin ϕ cosψ cos ϕ sin θ cosψ + sin ϕ sinψ]
×
∣∣∣∣∣∣∣
0
−
√
3r
2
− r2
∣∣∣∣∣∣∣
Xb = X +
[
cos ϕ cos θ cos ϕ sin θ sinψ − sin ϕ cosψ cos ϕ sin θ cosψ + sin ϕ sinψ]
×
∣∣∣∣∣∣
0
0
r
∣∣∣∣∣∣
Xc = X +
[
cos ϕ cos θ cos ϕ sin θ sinψ − sin ϕ cosψ cos ϕ sin θ cosψ + sin ϕ sinψ]
×
∣∣∣∣∣∣∣
0√
3r
2
− r2
∣∣∣∣∣∣∣
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Ya = Y +
[
sin ϕ cos θ sin ϕ sin θ sinψ + cos ϕ cosψ sin ϕ sin θ cosψ − cos ϕ sinψ]
×
∣∣∣∣∣∣∣
0
−
√
3r
2
− r2
∣∣∣∣∣∣∣
Yb = Y +
[
sin ϕ cos θ sin ϕ sin θ sinψ + cos ϕ cosψ sin ϕ sin θ cosψ − cos ϕ sinψ]
×
∣∣∣∣∣∣
0
0
r
∣∣∣∣∣∣
Yc = Y +
[
sin ϕ cos θ sin ϕ sin θ sinψ + cos ϕ cosψ sin ϕ sin θ cosψ − cos ϕ sinψ]
×
∣∣∣∣∣∣∣
0√
3r
2
− r2
∣∣∣∣∣∣∣
Za = Z +
[− sin θ cos θ sinψ cos θ cosψ]
×
∣∣∣∣∣∣∣
0
−
√
3r
2
− r2
∣∣∣∣∣∣∣
Zb = Z +
[− sin θ cos θ sinψ cos θ cosψ]
×
∣∣∣∣∣∣
0
0
r
∣∣∣∣∣∣
Zc = Z +
[− sin θ cos θ sinψ cos θ cosψ]
×
∣∣∣∣∣∣∣
0√
3r
2
− r2
∣∣∣∣∣∣∣
Appendix 3
Theta = arctan(-(-2*X-3*R*tan(Psi)+2*Y*tan(Psi)-
2*X*tan(Psi)∧2+2*Y*tan(Psi)∧3+R*tan(Psi)∧3)/(R*tan(Psi)*(-
3+tan(Psi)∧2)),2*RootOf(X∧2+2*X∧ 2*tan(Psi)∧2+2*Y∧ 2*tan(Psi)∧4+Y∧2
*tan(Psi)∧2+Y∧2*tan(Psi)∧6+X∧
2*tan(Psi)∧4-2*R*tan(Psi)∧4*Y-3*R*tan(Psi)∧2*Y
+Y*tan(Psi)∧6*R-X*tan(Psi)∧ 5*R-
2*X*tan(Psi)∧5*Y+3*X*R*tan(Psi)+2*X*R*tan(Psi)∧3-
4*X*Y*tan(Psi)∧3-2*X*Y*tan(Psi)+_Z∧2)/((- 3+tan(Psi)∧ 2)*tan(Psi)*R)),
Z = 1/2*(X*tan(Psi)∧2*R+2*X*tan(Psi)∧2*Y-2*R*Y*tan(Psi)-
2*X∧2*tan(Psi)+2*Y∧2*tan(Psi)-X*R-2*X*Y)*sqrt((tan(Psi)∧2+1)/
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(tan(Psi)∧2))*tan(Psi)/RootOf(X∧2+2*X∧2*tan(Psi)∧2+
2*Y∧2*tan(Psi)∧4+Y∧2*tan(Psi)∧2+ Y∧2*tan(Psi)∧6+X∧2*tan(Psi)∧4-
2*R*tan(Psi)∧4*Y-3*R*tan(Psi)∧2*Y+Y*tan(Psi)∧6*R-
X*tan(Psi)∧5*R-2*X*tan(Psi)∧5*Y+3*X*R*tan(Psi)
+2*X*R*tan(Psi)∧3-4*X*Y*tan(Psi)∧ 3-2*X*Y*tan(Psi)+_Z∧2),
Appendix 4
X1 =(-1.0)*A3/(4.0*A4)-sqrt(pow(A3,2.0)/(4.0*pow(A4,2.0))-
(2.0*A2)/(3.0*A4)+(pow(2.0,(1./3.))*(pow(A2,2.0)-
3.0*A1*A3+12.0*A0*A4))/(3.0*A4*pow(2.0*pow(A2,3.0)-
9.0*A1*A2*A3+27.0*A0*pow(A3,2.0)+27.0*pow(A1,2.0)*A4-
72.0*A0*A2*A4+sqrt(-4.0*pow(pow(A2,2.0)-3.0*A1*A3+12.0*A0*A4,3.0)+
pow(2.0*pow(A2,3.0)-9.0*A1*A2*A3+27.0*A0*pow(A3,2.0)+
27.0*pow(A1,2)*A4-72.0*A0*A2*A4,2.0)),(1./3.)))+
pow(2.0*pow(A2,3.0)-9.0*A1*A2*A3+27.0*A0*pow(A3,2)+
27.0*pow(A1,2)*A4-72.0*A0*A2*A4+sqrt(-4.0*pow(pow(A2,2.0)
-3.0*A1*A3+12.0*A0*A4,3.0)+pow(2.*pow(A2,3.)-9.*A1*A2*A3+
27.*A0*pow(A3,2.)+27.*pow(A1,2.)*A4-72.*A0*A2*A4,2.)),(1./3.))/
(3.0*pow(2.0,(1./3.))*A4))/2.0-sqrt(pow(A3,2.)/(2.*pow(A4,2.))-
(4.*A2)/(3.*A4)-(pow(2.,(1./3.))*(pow(A2,2.)-3.0*A1*A3+
12.0*A0*A4))/(3.*A4*pow(2.*pow(A2,3.)-9.*A1*A2*A3+
27.*A0*pow(A3,2.)+27.*pow(A1,2.)*A4-72.*A0*A2*A4+
sqrt(-4.*pow(pow(A2,2.)-3.*A1*A3+12.*A0*A4,3.)+pow(2.*pow(A2,3.)-
9.*A1*A2*A3+27.*A0*pow(A3,2.)+27.*pow(A1,2.)*A4-
72.*A0*A2*A4,2.)),(1./3.)))-pow(2.*pow(A2,3.)-
9.*A1*A2*A3+27.*A0*pow(A3,2.)+27.*pow(A1,2.)*A4-72.*A0*A2*A4+
sqrt(-4.*pow(pow(A2,2.)-3.*A1*A3+12.*A0*A4,3)+pow(2.*pow(A2,3.)-
9.*A1*A2*A3+27.*A0*pow(A3,2)+27.*pow(A1,2)*A4-
72.*A0*A2*A4,2.)),(1./3.))/(3.*pow(2.,(1./3.))*A4)-
(-(pow(A3,3.)/pow(A4,3.))+(4.*A2*A3)/pow(A4,2.)-
(8.*A1)/A4)/(4.*sqrt(pow(A3,2.)/(4.*pow(A4,2.))-(2.*A2)/(3.*A4)+
(pow(2.,(1./3.))*(pow(A2,2.)-
3.*A1*A3+12.*A0*A4))/(3.*A4*pow(2.*pow(A2,3.)- 9.*A1*A2*A3+
27.*A0*pow(A3,2.)+27.*pow(A1,2.)*A4-72.*A0*A2*A4+
sqrt(-4.*pow(pow(A2,2.)- 3.*A1*A3+12.*A0*A4,3.)+
pow(2.*pow(A2,3.)-9.*A1*A2*A3+27.*A0*pow(A3,2.)+27.*pow(A1,2)*A4-
72.*A0*A2*A4,2)),(1./3.)))+ pow(2.*pow(A2,3.)-
9.*A1*A2*A3+27.*A0*pow(A3,2.)+27.*pow(A1,2)*A4-
72.*A0*A2*A4+sqrt(-4.*pow(pow(A2,2.)-3.*A1*A3+12.*A0*A4,3.)+
pow(2.*pow(A2,3)-9.*A1*A2*A3+27.*A0*pow(A3,2)+27.*pow(A1,2)*A4-
72.*A0*A2*A4,2.)),(1./3.))/(3.*pow(2.,(1./3.))*A4))))/2.
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Appendix 5
Numerical Solution
As it is described in themathematical literature [7], if the continuous functions f 1(x), f2(x),
. . . , fn(x) of n independent variables x = (x1, x2, . . . , xn) are defined in the common
domain of definition D ⊆ Rn , and the vector xN ∈ D exists, and for this vector f j (xN ) = 0
( j = 1 . . .n), then xN is called solution-vector of the non-linear equation system f (x) = 0:
( f (x)) = ( f1(x), f2(x) . . . fn(x))T
The determination of this solution is described in the following:
1. Linearization. Non-linear representation of f (x) is changed by the appropriate linear
mapping L(x) = Ax + b (where A is the matrix of n × n dimension). So, if some
special conditions are satisfied, the solution x L of the system L(x) = 0 will be a
good estimation to xN .
Newton–Kantorovich Method (Linearization Using Taylor Series)
Let x (0) be the initial estimation of xN , and differentiable at least once in D; then
f (x) = f (x0) + ∂( f1, f2, . . . , fn)
∂(x1, x2, . . . , xn)
∣∣∣∣
x=x (0)
(x − x (0)) + R(x).
Discarding the remainder term R(x)
L(x) = A(x − x (0)) + f (x (0)),
where A is the Jacobi matrix
∂( f1, f2, . . . , fn)
∂(x1, x2, . . . , xn)
∣∣∣∣
x=x (0)
.
Let decide that A is non-degeneratedmatrix. So, the system y = f (x) is uniquely solvable
in the vicinity of x (0).
According to the previous explanation, theNewton–Kantorovichmethod is described
by the following schema:
1. The choice of initial estimation x (0) of xN .
2. The evaluation of A(x 0) matrix.
3. The solution z (1) of the system
A(x (0))z + f (x (0)) = 0 (A5.1)
gives a new estimation of x (1) = x (0) + z(1), and the process should be repeated until
the difference z ( j) will satisfy the required accuracy.
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Appendix 6
- mirror imaging about the vertical 
plane spanned by lines AO and OZ 
- rotation about  Z axis by 
1200 clockwise 
- mirror imaging about the vertical 
plane spanned by lines BO and OZ  
- rotation about  Z axis by 
1200 counter-clockwise 
- mirror imaging about the vertical 
plane spanned by lines CO and OZ  
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Fig. A.2. Configurations received by means of transformations in a Cartesian space
