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ABSTRACT
We present a model for studying regional and sectoral variation in total
factor productivity (TFP) and develop an empirical test, based on the skewness
of TFP distribution, to empirically distinguish between different growth
theories. While negative skewness is consistent with the neo-Schumpeterian idea
of catching up with leaders, zero skewness supports the neoclassical view that
deviations from the frontier reflect only idiosyncratic productivity shocks. We
argue that positive skewness corresponds to a model where the combination of
exogenous technology with non-transferable knowledge accumulated in specific
sectors and regions explains TFP. This argument provides the framework for an
empirical model based on stochastic frontier analysis. The model is used to
analyse regional and sectoral inequalities in productive efficiency across Danish
sectors and regions.
JEL Classification: D24; O18; O3; O4.
Keywords: Regional growth models; Total Factor Productivity; Stochastic
Frontier Analysis; Skewness.
1 Introduction
Understanding the mechanisms underlying economic growth and the explana-
tion of persistent geographical inequalities in levels of productivity are issues
of key research interest. While prior research on growth theory has con-
siderably improved our understanding of these issues, it has also generated
substantial debate. On the one end of the spectrum there is the neoclassical
position adopted by exogenous and endogenous (or new) growth theories. At
the other end there are theories based on the Schumpeterian ideas of creative
destruction and catching up with the leaders and related ideas represented
in the evolutionary and institutionalist approaches.
Like the literature on growth theories, the econometric literature on pro-
ductivity has also developed several alternative approaches. The empirical
models and inference methods can be categorised into two key methodologies:
(a) the OLS regression based approach and the associated interpretation of
the Solow residual as a measure of total factor productivity (TFP), and (b)
frontier production function estimation where the distance from the highest
achievable levels of productivity is interpreted as a measure of productive ef-
…ciency. The OLS approach assumes zero skewness in the distribution of pro-
ductivity; it supports the neoclassical concept of exogenous and ubiquitous
technology and the resulting view that deviations from the production fron-
tier, either positive or negative, re‡ect only idiosyncratic productivity shocks.
By contrast, negative skewness of the distribution of TFP is consistent with
the combination of Schumpeterian and neoclassical approaches, where fron-
tier technology is viewed as a pool of knowledge accumulated through the
innovative action of leaders and available to any productive unit. However
the capacity to use such technology depends on a costly and time consum-
ing e¤ort to catch up with the leader. Unfortunately, the observation in
many empirical studies of a positively skewed distribution of TFP is there-
fore not consistent with either the above econometric methodologies or the
corresponding theoretical views.
In this paper, we advance the literature by proposing a new model based
on stochastic frontier analysis. Our approach draws on a combination of
neoclassical, evolutionary and institutionalist ideas, and is consistent with
a positively skewed cross-sectional distribution of productivity. The model
is applied to a study of productivity di¤erences across Danish regions and
sectors.
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Thus, the paper makes three main contributions. First, we argue that
positive skewness is consistent with interpreting the production function as a
‡oor. This base level of productivity sets the minimum standards of e¢ciency
which every producer should meet, barring large negative shocks. This inter-
pretation is consistent with the Schumpterian view of technological progress
as a permanent attempt to overcome commonly available technical means.
Second, we develop a model which describes an economy, with various re-
gional units and di¤erent sectors, evolving over time. The model enables de-
composition of labour productivity into …ve components, related to di¤erent
theoretical approaches: (a) capital accumulation, (b) technology embodied
in capital goods, (c) public good technology available to all sectors and re-
gions, (d) technical capabilities arising from region speci…c externalities, and
(e) technological forge ahead through innovations in speci…c sectors. Compo-
nents (b) to (e) are the determinants of TFP, while (a) to (d) are components
of a production function describing the base level of labour productivity.
The capital labour ratio and vintage of capital stock represent the e¤ect of
capital accumulation and technology embodied in capital goods respectively.
Region speci…c externalities, stressed by institutionalist approaches, de…ne
the level of the ‡oor which is shared by all productive units located in the
same region.
Component (e) corresponds to the Schumpeterian view of technological
progress as a permanent attempt to overcome the productivity conditions
provided by the ‡oor. This component can be further divided into two ele-
ments: i) the time contingent capacity of each sector to be more or less pro-
ductive than the overall pattern determined by the ‡oor, which corresponds
to the evolutionary concept of sector speci…c technological trajectories, and
ii) the random element of success which moves each particular combination
of region, sector and time, above or below the ‡oor.
Third, we conduct an empirical analysis of productivity in the Danish
economy, using panel data for 15 years (1979 to 1993), 9 sectors and the 12
regions of the country. Underlying the study are our own calculations of cap-
ital stock for a long period of time, as well as the estimation of the average
age (or vintage) of capital stock. The degree of homogeneity within Den-
mark enhances the validity of assuming similar production functions across
di¤erent sectors and regions of the country. The distribution of productivity
implied by our estimated production function for Danish regions and sectors
shows evidence of positive skewness, which is consistent with the assumption
of the ‡oor.
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Our estimates of the production function re‡ect the importance of vintage
of capital and region-speci…c capabilities, often omitted in empirical studies.
The e¤ect of both the capital labour ratio and vintage of capital stock show
heterogeneity across the sectors. The productivity enhancing component
representing the e¤ect of disembodied technology shows substantial variation
over sector and time, which has important institutional explanations.
The paper is organized as follows. In the next two sections we proceed
with a short literature review, followed by a presentation of the proposed
modeling approach, econometric methodology and data. The empirical re-
sults are presented in section four and the conclusions are summarized in
section …ve.
2 Economic growth and inequality
Growth theory has two main objectives. The …rst is identi…cation of the
mechanisms underlying the process of economic growth and, in particular,
the reasons why growth can be sustained in the long run, avoiding decreasing
returns to productive factors. The second objective is the explanation of the
observed persistent patterns of geographical inequality in economic perfor-
mance. In this section, we present a selective review of the literature in the
area, both theoretical and empirical, relevant to our model and methodology.
2.1 Neoclassical growth theory
Much of modern growth theory builds on the neoclassical model of exogenous
growth (Solow, 1956, 1957; Swan, 1956) which views the accumulation of
physical capital, associated with a permanent ‡ow of technical progress, as
the driver of economic growth. The neoclassical growth model assumes the
Cobb-Douglas production function that, in its intensive form, is expressed as
 =  (1)
where  and  are the output-labour ratio and the capital-labour ratio re-
spectively,  is the capital elasticity of output, and  is the TFP representing
technological capacity of the productive system. Under the model,  grows
either as a purely exogenous process or through exogenous technical inno-
vations which are embodied in capital goods (Solow, 1960). Diminishing
returns to capital, combined with assumptions of constant savings rate and
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constant growth of labour, generate a steady state growth rate depending
only on the rate of exogenous technical progress.
Use of the above model for international or inter-regional comparisons are
conditioned on some strong and often implausible assumptions such as ubiq-
uity of technology and lack of mobility of capital and labour. Nevertheless,
empirical analyses by a number of authors present evidence which, at least in
qualitative terms, is in line with main predictions of the model (Barro, 1991;
Mankiw et al., 1992; Barro and Sala-i-Martin, 1995; Sala-i-Martin, 1997).
The neoclassical model is much less successful in explaining observed pat-
terns of inequality in quantitative terms (Prescott, 1998), unless additional
assumptions, such as an arbitrary increase in the capital elasticity of output
(Mankiw, 1995) or additional variables are included.
These additional assumptions or variables also fundamentally change the
nature of the model. For example, inputs such as human capital or R&D
investment imply that TFP depends on these factors, which is more in line
with endogenous growth theory. This theory, based on the work of Romer
(1986, 1990), assumes that technology is a private good which is produced
by dedicated inputs, such as scientists, designers or research laboratories and
accumulated by economic systems as a stock of ideas. If the accumulation of
ideas is not restricted by the law of diminishing returns, a steady state growth
process can be derived, under which TFP increases at a rate depending on
the growth of labour force dedicated to innovation and on the extent to which
labour is used e¢ciently.
Alternative models developed by Lucas (1988) assume the existence of a
common pool of exogenous technology combined with di¤erent endogenous
usage capacities, which in turn are contingent on the average level of human
capital, accumulated either through formal learning or through learning-by-
doing. However, the distinction between an exogenous technological frontier,
de…ned at the global level, and the local e¢ciency, measured as a TFP gap
in relation to the frontier is not clearly made by Lucas. This distinction is
at the base of neo-Schumpeterian models, discussed below.
2.2 Neo-Schumpeterian theory of growth
The endogenous growth theory’s prediction of distinct development paths
is generally in line with the observed patterns of international or inter-
regional divergence. However, the assumption of immobile technology in
Romer (1986, 1990) and the lack of clear distinction between technological
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frontier and e¢ciency in Lucas (1988) precludes the consideration of techno-
logical catching-up, which is a potentially important aspect of growth and
convergence. Moreover, as discussed in Aghion and Howitt (2006), endoge-
nous growth theory is not suitable to derive inferences and policy regarding
technical progress, particularly in its relation to the rate of …rm creation, the
intensity of competition, or investment in di¤erent types of education.
Neo-Schumpeterian theory of growth builds on the well known concept
of creative destruction as the basic process through which the upward move-
ment of technological frontier proceeds (Aghion and Howitt, 1992). The
technological frontier is de…ned as the envelope of all possible input-output
combinations, representing the maximum output that can be produced us-
ing a given set of inputs. Interpreted slightly di¤erently, the frontier is the
outcome of the permanent attempts of …rms and economic systems to forge
ahead, overcoming the current best-practices. International ‡ows of technol-
ogy arise from the attempt to catch-up with the best practices (Grossman and
Helpman, 1991), a process which in turn depends on the e¤orts of economic
systems to increase their absorptive capacity (Arrow, 1969; Abramowitz,
1986; Fagerberg, 1988). The capacities to forge ahead and to catch up typi-
cally depend on speci…c types of human capital and R&D activities (Aghion
and Howitt 2006).
2.3 Evolutionary and institutional approaches
By contrast, the evolutionary approach (Nelson and Winter, 1982; Dosi et
al., 1988) views innovation as creating technological trajectories, rather than
a universal benchmark which clearly de…nes a technological frontier. These
trajectories are driven by technological paradigms, combining a set of estab-
lished routines with a shared knowledge base, which determines the “notional
opportunities of future technical advance” (Dosi, 1997, p. 1534). Such trajec-
tories correspond to a stochastic process for TFP which all productive units
share and, at the same time, try to surpass by developing speci…c learning
processes (Nelson and Winter, 2002) targeted at the creation of non-shared
innovations.
While the global technological trajectory is based on developments in
the …elds of natural sciences, engineering, management and other disciplines,
speci…c learning processes occur at sectoral level, generating sectoral trajec-
tories which are both driven by speci…c capacities to absorb, enhance and
apply scienti…c and technical knowledge, as well as by changes in patterns of
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demand. Inside each sector, speci…c …rms compete with each other, trying to
perform better than the common pattern provided by the respective sectoral
trajectory, forging ahead through innovation.
The environment where they are embedded in‡uences the success of in-
dividual …rms in two distinct ways. On the one hand, performance depends
on the availability of skilled workforce and on the synergies arising from
interactions between …rms and support organizations. On the other hand,
entrepreneurial behavior is shaped by the combination of social and political
factors stressed by the new institutional economics (Furobotn and Richter,
1992), such as the capacity of the legal system to ensure property rights, and
the existence of a cultural and institutional framework which lowers transac-
tion costs (Williamson,1996).
These environmental factors are spatially con…ned externalities with dif-
ferent scales of in‡uence. Some factors, such as the legal and cultural frame-
work or large research institutes, operate mainly at national level, generat-
ing national systems of innovation (Lundvall, 1992), other factors, such as
skilled labour supply and networks linking …rms and support institutions
have a more limited territorial span, and are the basis of regional systems of
innovation (Braczyk et al., 1998).
2.4 Econometric implications
The various theoretical views have important implications for empirical mod-
eling. Estimation of production functions using OLS methods correspond
closely with the neoclassical approach. Here, all producers use the best pur-
pose technology, and any deviation in their output, positive or negative, is
attributed solely to idiosyncratic productivity shocks. This leads to the in-
terpretation of the Solow residual as a measure of TFP (Solow, 1957).
This OLS based approach is, however, not particularly suitable for study-
ing economies when they deviate from the equilibrium. For example, neo-
Schumpeterian theory has generated a rich variety of empirical studies that
attempt to identify both the evolution of the frontier and the catching up
capacity of di¤erent countries and regions. In contrast with standard neo-
classical theory, these studies treat investment in physical capital as an ex-
ogenous process and thus, rather than looking at the dynamics of capital
accumulation, they are centred on comparative analyses of TFP levels. Neo-
Schumpeterian empirical studies can be divided into two main approaches,
according to the econometric techniques used.
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The …rst approach is inspired by the work of Färe et al. (1994), who
applied Data Envelopment Analysis (DEA) to a sample of OECD countries
over a ten year period. Kumar and Russell (2002) develop a related method-
ology, where the evolution of labour productivity is decomposed into physical
capital accumulation (movement along the frontier) and increase of TFP; rise
in TFP results from a combination of technical progress (upward movement
of the frontier) and catching up (movement towards the frontier). Being a
purely nonparametric method, DEA has the important advantage that it
does not require any functional speci…cation for the production function.
On the other hand, since DEA leaves no role for idiosyncratic productivity
shocks, the methodology is not robust to measurement errors, outliers and
other similar data aberrations. Because of these limitations, we do not focus
on DEA in the current paper.
The second econometric approach uses Stochastic Frontier Analysis (SFA),
a technique developed by Meeusen and Van den Broeck (1977) and Aigner
et al. (1977) (see Kumbhakar and Lovell (2000) for an excellent exposition).
SFA decomposes the residuals of an estimated production function into an ef-
…ciency component, corresponding to a negative valued random e¤ect having
a skewed distribution, and an idiosyncratic zero mean zero skewness random
error. SFA is relatively robust to random noise arising from measurement
errors and erratic variations in the level of TFP, and can accommodate idio-
syncratic productivity shocks. Further, by explicitly modeling departures
from the frontier as a combination of ine¢ciency and idiosyncratic shocks,
SFA o¤ers unique and useful interpretation combining the neo-Schumpeterian
and neoclassical approaches. Because of these advantages; SFA has emerged
as the most popular methodology to study TFP at the …rm level, either for
cross-section comparison of e¢ciencies (for example, Green and Mayes, 1991),
or analysis of e¢ciency dynamics using panel data (Tsionas, 2006), or for an-
alyzing geographical in‡uences on the e¢ciency of …rms in speci…c sectors
(Coelli et. al., 1999). SFA has also been applied to study TFP at the macro-
economic level, although less frequently. For example, Kneller and Stevens
(2006), using panel data on manufacturing sectors of OECD countries, ana-
lyzed the skewed component of the error term, representing the distance to
the technological frontier, as a function of the levels of investment in R&D
and human capital, which in turn -are related to the absorptive capacity of
the economic system.
Neo-Schumpeterian theory applied to SFA implies a negative skewness
in the distribution of TFP (Carree, 2002), while standard OLS assumes a
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symmetrical distribution. Therefore, the empirical observation in several
studies that the cross-sectional distribution of TFP is positively skewed (see,
for example, Green and Mayes, 1991, Fritsch and Stephan, 2004 or Krüger,
2006) casts serious doubts about the validity of the theoretical approaches
adopted and the consistency of the estimation methods. These seemingly
contradictory results have been explained as arising either from weakness
of the frontier methodology, mainly concerning the lack of robustness with
respect to violation of normality and measurement of skewness (Simar and
Wilson, 2005; Krüger, 2006), or from a notion of super-e¢ciency (Green and
Mayes, 1991).
3 A model of Danish sectoral and regional
labour productivity
Based on the critical review presented in the previous Section, we think
that the key structure of growth theory can be provided by the neoclassical
production function, as de…ned in the capital vintage model (Solow, 1960),
where labour productivity is decomposed in three fundamental elements:
capital intensity, technology embodied in capital stock and a non-explained
residual. However, our approach diverges from Solow’s vintage model along
two key dimensions.
First, we assume perfect physical capital mobility and therefore we look
at capital accumulation as an exogenous process. As a consequence, rather
than the dynamics of capital accumulation, the key element of our analysis
is the capacity to use productive factors.
Second, we abandon the assumption of TFP as a technological blueprint
which everybody can costlessly use, and follow the neo-Schumpeterian idea
that TFP is the outcome of resource consuming attempts to overcome com-
petitors. However, rather than sharing the neo-Schumpeterian view of TFP
as the individual capacity to reach a universal technological frontier, we adopt
the evolutionary perspective of competition as the e¤ort of every economic
unit to move beyond the basic productivity levels given by public domain
generic technologies. Departing from these standards, each sector develops
its own technological trajectory. In particular cases, successful innovations
generate relatively high performance levels, while the remaining sectors are
randomly spread around standard values. Within sectors, each …rm tries to
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develop particular ways to move beyond common trajectories, using its own
resources and taking advantage of the externalities generated by their en-
vironment. In other words, rather than an ine¢ciency component reducing
productivity from the frontier, we look at TFP as the result of a productivity
enhancing innovative component raising productivity above a public domain
technological background. This view is consistent with the positively skewed
distribution found in several empirical studies based on SFA1.
The above described assumptions are the basis for the economic pro-
ductivity model presented in subsection 3.1. The econometric methodology
developed to test alternative theoretical positions as well as estimation and
robustness checks will be presented in subsection 3.2. Subsection 3.3 de-
scribes the Danish data used for empirical analysis.
3.1 Modeling economic productivity
The starting point of our model is the Cobb-Douglas production function in
intensive form (Eqn. 1), applied to panel data across di¤erent regions and
sectors and over time. Arguably, the incapacity of Cobb-Douglas function to
take into account economies of scale or di¤erent elasticities of factor substi-
tution are potential limitations (Klump and Preissler, 2000). However, in the
analysis of economies of scale at the regional level, one of the most challeng-
ing issues is to understand whether an increase in output re‡ects a movement
towards full capacity of the productive system, a larger scale of production
or an increase in the number of productive units, which, in turn, can gen-
erate economies of agglomeration. Moreover, the concept of agglomeration
economies can only be used under the strong assumption that regional bound-
aries correspond to the spatial clustering of units relevant to each particular
sector. Thus, the adoption of a Cobb-Douglas function, implying that any
internal or external scale economies appear as non-identi…able components
of the TFP, is a lesser problem compared to the potential bias arising from
spurious identi…cation of scale e¤ects, caused by heterogeneity in the size of
di¤erent regions and sectors.
In order to relax the assumption of unitary elasticity of substitution,
1It is reasonable to think that positive skewness should be expected in sectors where
innovation and creative destruction are more intense.Conversely, in mature sectors where
a technological frontier is relatively well de…ned and the e¢cient use of public good tech-
nology is the main driver of competition, positive skewness will tend to decrease or even
become negative.
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more general speci…cations, such as the CES production function (Klump
and Preissler, 2000; Masanjala and Papageorgiou, 2004) and translog model
(Kneller and Stevens, 2006) have been used. Nevertheless, very high or low
elasticities of substitution are acceptable, the resulting loss in rigor being
compensated by the advantages of Cobb-Douglas functions: analytical sim-
plicity, concavity, homogeneity and ‡exibility to incorporate additional ele-
ments.
We adapt the Cobb-Douglas function to the SFA framework drawing
on the theoretical arguments presented above. SFA, originally proposed by
Meeusen and Van den Broeck (1977) and Aigner et al. (1977), is based on
the idea that the error term is a convolution of two independent components,
one of which is truly idiosyncratic and the other one is strictly positive (or
negative) valued. In contrast with previous studies, we explore the idea that
the productivity enhancing positive component captures innovative activ-
ity raising certain sectors above common productivity standards at speci…c
times. Further, the statistical distribution of the positive error component
can be allowed to vary with other observed characteristics – the conditional
mean model (Kumbhakar et al., 1991; Reifschneider and Stevenson, 1991).
In particular, when this e¤ect varies with sectors and over time, but is in-
variant across the regions, the model corresponds closely with the view of
innovation presented in subsection 2.4.
The model is expressed, in intensive form as:
ln  = 0 +  ln  +  +  +  +  (2)
for region , sector  and year , where 0 is the intercept,  denotes
output per worker,  is the capital labour ratio,  is the sector-speci…c
capital elasticity of output,  denotes average age of the stock of capital,
 is the sector-speci…c e¤ect of the average age of capital and  represents
region-speci…c externalities. The error term has two components:  is a
positively skewed random e¤ects error, which has a di¤erent distribution for
each combination of sector and time, and  is a zero mean idiosyncratic
error.
According to Eqn. 2, labour productivity can be decomposed into the
following elements:
1. Public good technology, represented by the intercept 0, is the outcome
of all all factors a¤ecting productivity shared by every Danish region
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and sector. In multicountry analysis, one may assume intercept het-
erogeneity, where the comparison of national values of 0 would re‡ect
the relative e¢ciency of national systems of innovation.
2. Capital labour ratio is the key element of neoclassical approaches. In
our model, we assume that the impacts of capital labour ratio on pro-
ductivity, denoted by , potentially vary with the sectors
3. Technology embodied in capital goods, is either produced in the Danish
capital goods sector or imported in the forms of machinery, compo-
nents, licences, etc. Our model analyses the impact of embodied tech-
nology on labour productivity, which is given by the lag e¤ect of using
obsolete vintages of capital.
4. Externalities a¤ecting the performance of regional economies. Each re-
gion has a particular mix of factors which a¤ect the capacity of …rms to
compete under the conditions set by the Danish macroeconomic envi-
ronment and speci…c sectoral technological trajectories. These factors
primarily constitute the endowment of public infrastructure and tech-
nological support institutions, intensity of networking, entrepreneurial
culture and the capacity to attract skilled labour; the e¤ects are rep-
resented by region speci…c …xed e¤ects, denoted by 2. Since our
analysis only covers a 15 year time span, we assume that  can be
assumed constant over time.
5. Sector-speci…c technological trajectories correspond to the time evolu-
tion of the error term  for a given sector  and represent the capacity
of the sector to move above the common productivity standard. Given
the homogeneity of Denmark, it may be reasonable to expect that,
for each sector, all Danish regions share a common process of knowl-
edge accumulation and adapt to changes in market conditions similarly.
Thus, the error term is modeled to have a positively skewed error term,
 =  » N+ ( 2).
6. Time speci…c unexplained regional performance is given by the idiosyn-
cratic zero mean error term  » N (0 2). This component combines
2If di¤erences in evolution of labour skills were a key element of regional di¤erentiation,
the inclusion of a corresponding variable would be necessary. Given the social homogeneity
of Denmark, this is not necessary.
12
measurement errors with the e¤ects of occasional events and omitted
variables. The variance of this statistical white noise has an useful
interpretation in the context of evolutionary theory. It re‡ects the ca-
pacity of Danish economy to generate variety, which creates short term
ine¢ciency but a long term enlarged basis to select innovations.
3.2 Econometric methodology
Here, we adopt the empirical model discussed in the previous subsection
and discuss the econometric methodology used for testing, estimation and
robustness checks.
3.2.1 Testing alternative theories
Our econometric analysis uses a random e¤ects methodology based on sto-
chastic frontier analysis, applied to the model presented above (Eqn. 2). This
stochastic frontier analysis framework can be compared with two alternative
theoretical perspectives each having a corresponding way of interpreting the
meaning of . The outcome of the empirical analysis can be used to deter-
mine which perspective better …ts the data. The …rst alternative is the zero
mean symmetric distribution of the composite error term corresponding to
the traditional neoclassical view; in this case, the error term is dominated by
, while  is negligible in comparison. This is implemented by estimating
a …xed e¤ects model
¢ ln ¤ =
X
=1
¡
 ¡ ¢  + X
=1
¢ ln ¤ +
X
=1
¢
¤
 + 
¤
 (3)
where
¢ ln ¤ = ¢ln  ¡ 1
X
=1
¢ ln  (similarly ¢ ln ¤, ¢¤ and ¤),
and  =
1

X
=1

using least squares dummy variables.
The second alternative corresponds to the neo-Schumpeterian view of
catching up. In this case,  measures the distance of each production
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system from the frontier of production possibilities, a ceiling which re‡ects
the optimum use of available technology in a given year. Therefore, 
has a non-positive value and can be interpreted as ine¢ciency or failure to
reach the benchmark. The ceiling is only surpassed in exceptionally positive
circumstances (positive values of the idiosyncratic component combined with
very low levels of ine¢ciency). This view is consistent with the stochastic
frontier production function model.
Which of the three approaches …ts better the data is an empirical ques-
tion which will be tested. If the concept of a ceiling stochastic frontier ap-
plies, the residuals from a …xed e¤ects model must be asymmetrically distrib-
uted around the average with a negative value of the third moment, E (3)
(Kumbhakar and Lovell, 2000, p. 73). This is because it is expected that the
residuals are a combination of random noise with ine¢ciency, which skews
their distribution negatively. Conversely, our view of innovation implies pos-
itive values for the third moment, while zero skewness is consistent with the
neoclassical idea of idiosyncratic productivity shocks.
3.2.2 Estimation
Once the appropriate model is selected, maximum likelihood estimation can
proceed using methods available in the literature. In the zero skewness case,
OLS can be applied in a straightforward way. With negative skewness, a
stochastic frontier production function can be estimated (Meeusen and Van
den Broeck, 1977; Aigner et al., 1977). Similarly, positive skewness can
be addressed by estimating a stochastic frontier cost function (Schmidt and
Lovell, 1979).
For estimation, we need to specify distributional and modeling assump-
tions on the two error components. With panel data, it is natural to explicitly
model the dynamic pattern of the skewed error component (Cornwell et al.,
1990; Kumbhakar, 1990; Battesse and Coelli, 1992). The most general spec-
i…cation is given by the region invariant e¢ciency model3, where
 =  » N+ ¡ 2¢  (4)
The zero mean idiosyncratic component  is assumed to be normally dis-
tributed
 » N ¡0 2¢ 
3This is similar to what is known in the literature as the time invariant e¢ciency model,
except that in our case invariance is across regions rather than time.
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This model allows us to infer on the nature of innovative activity using esti-
mates of time varying residuals from the model. For the stochastic frontier
cost function, the commonly used residual is E (jb), for which we use the
popular estimator proposed by Battesse and Coelli (1988). Recent literature
has also focussed on incorporating exogenous in‡uences on the distribution
of the skewed error component.
In addition to estimates of the regression coe¢cients, stochastic frontier
production or cost function analysis provides estimates of the mean  and the
error variances 2 and 2; the relative values of the error variances provide
insights into the nature of the competitive process.
3.2.3 Robustness
We propose to check the robustness of our model estimates by comparing
the results with some competing models. In this context, we consider two
main alternatives to the speci…cation of dynamics in the time invariant model
(Eqn. 4). First, we may use the conditional mean model (Kumbhakar et al.,
1991), with
 » N+ ¡ 2¢  (5)
to identify sectors and years when innovative capacity were the most promi-
nent4. In this model, we include the sector-time …xed e¤ects in the skewed
error component rather than in the production function itself5. Second, we
can assume that the skewed error component pulls productivity back to the
frontier over time – the time varying decay model (Battesse and Coelli, 1992)
 = exp [¡ ( ¡ )]   » N+ ¡ 2¢  (6)
where  denotes the …nal time period for each sector-time combination
(1993 in our case). The choice between these three speci…cations will be
discussed in Section 4.
Finally, we also use results from the OLS based …xed e¤ects estimation
(Eqn. 3) for comparison.
4See Kumbhakar and Lovell (2000) for further references and detailed discussion of
inference in stochastic frontier production and cost functions.
5In addition to sector-time e¤ects on the conditional mean, we can also include addi-
tional …xed e¤ects in the production function. The resulting model is (weakly) identi…ed
by functional form, but does not o¤er additional insights into the study of growth and
inequality.
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3.3 Annual data for Danish regions and sectors
The model described in the subsection 3.1 is applied to annual data from
the Danish Local Authorities Research Institute (AKF) covering the period
1979-93; for further description of the data and discussion of related literature
on Danish regions, see Hansen and Jensen-Butler (1996) and Jensen-Butler
and Madsen (2005). For each year, we consider 12 Danish regions6 and nine
sectors7. The geographical location of the regions is shown in Figure 1.
The AKF database includes employment (in full time equivalent), as well
as gross value added and gross …xed capital formation (in Danish kroner, at
constant prices). Investment data are available for buildings (1950-1994), for
machinery (1970-1994) and for transport (1974-1994).
The preparation of the data presented two challenges. First, quality data
was available for investment at the regional and sectoral levels, but not for
capital stock. In Appendix A, we describe two di¤erent ways in which we use
the information on investment to construct data on capital stock; the two
methods give very similar empirical results. Second, our formulation places
special emphasis on the role of vintage of capital, an often neglected but
important variable, which captures the e¤ect of embodiment of technology
in capital goods (Solow, 1960). We use similar methods as above to esti-
mate the average age of capital by region, sector and year. The estimates
(of capital stock and average age of capital) obtained were benchmarked
against spatially aggregated data on depreciation rates and stock of capital
at replacement cost, by sector and year (Source: Danmarks Statistik) for the
period under consideration.
6Bornholm, Hovedstad or Greater Copenhagen metropolitan area, Vestsjælland (West
Zealand), Storstrøm, Fyn (Funen), Søndre Jylland (Southern Jutland), Ribe, Vejle, Århus,
Ringkøbing, Viborg and Nord Jylland (Northern Jutland). It may be noted that the above
regional division of Denmark changed recently. This does not a¤ect our empirical study,
since the used data ends in 1994.
7Food, textiles, wood and furniture, paper and publishing, chemicals, glass and ceram-
ics, metals and engineering, other manufacturing and public sector. The initial data set
included 21 sectors, 12 of each are not used in this study. Agriculture was dropped because
of substantial overlap with the oil and gas industries, the transport and communications
sector was dropped because it was di¢cult to allocate the productive resources (labour
and capital) to speci…c regions, while construction, electricity, gas and water were dropped
because good investment data (required for computation of capital stock) were not avail-
able for all the regions, and …nally, private services were dropped because investment data
were not available at regional level.
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Figure 1: The Danish regions
4 Results
The estimation exercise was implemented using the econometric software
package STATA (version 9.2). The …rst step was the analysis of skewness
of residuals and the consequent choice of the appropriate econometric model
and the corresponding theoretical view. Initially, we used OLS based …xed
e¤ects methodology to estimate the neoclassical production function (Eqn.
3). While the results were broadly in line with the SFA model, they do not
o¤er the possibility of studying technological forge ahead through innovations
in certain sectors and at certain times, which is central to neo-Schumpeterian
and evolutionary ideas.
Using these OLS estimates, we found a small number of large residuals,
positive and negative, which were likely to in‡uence moment based inference
on the sign of skewness. However, we also observed a higher density of
residuals just below the median than just above, indicating positive skewness
in the residuals. In fact, the estimated skewness of residuals leaving out 06
per cent (9 out of 1590) extreme values is 02529 which, on the basis of
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the D’Agostino et al. (1990) test, is di¤erent from zero at 5 percent level
of signi…cance8. This supports the view that the frontier is a ‡oor, which
describes a benchmark base level of production technology.
Based on the above evidence, we model the positively skewed regres-
sion error as a convolution of two error components. The …rst component,
modeled as a truncated normal distribution, is productivity enhancing and
closely matches our view of technological forge ahead. The other component
is a zero-mean Gaussian random variable that re‡ects purely idiosyncratic
productivity shocks.
The estimated production function, in relation to which the errors are
de…ned, represents the ‡oor described as the combined e¤ect of technology
endowed in capital goods and region-speci…c technical capabilities. In turn,
technology endowed in capital goods has three components: (a) capital ac-
cumulation, or the e¤ect of capital-labour ratio, (b) technology embodied in
capital goods, representing technological progress in the form of productiv-
ity associated with di¤erent capital vintages, and (c) externalities a¤ecting
performance of regional economies. The …rst two of the above e¤ects are
allowed to vary across the sectors. Thus, the ‡oor represents the base level
of labour productivity that all producing units should attain, barring large
negative shocks.
To this ‡oor, we add the idiosyncratic zero-mean error representing pro-
ductivity shocks, and a positive valued random component that measures
a productivity augmenting departure from the ‡oor. Since this skewed er-
ror component adds to the level of productivity that would otherwise have
been observed (in other words, the frontier determines a ‡oor) we estimate
a stochastic frontier cost function. Therefore, the model, represents a useful
innovation in relation to traditionally used methodologies.
We implemented the model (Eqn. 2) by estimating three di¤erent kinds
of stochastic frontier cost functions, based on di¤erent assumptions about
the dynamics of the productivity enhancing component:
(a) the model where productivity enhancing component is …xed for di¤er-
ent sector £ time combinations, but is a random draw from a common
distribution (Eqn. 4),
8The medcouple, a recently proposed robust estimator of skewness (Brys et al., 2004),
based on all values of the residual including the extreme values was also positive.
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(b) the model where the skewed component has a distribution invariant
across the regions, but has a di¤erent mean for each sector £ time
combinations (Eqn. 5), and
(c) the time varying decay model (Eqn. 6).
Model (a) corresponds to the more general speci…cation as it retains com-
plete ‡exibility in the pattern of sector £ time e¤ects. One can use the aver-
age expected residuals corresponding to the skewed error component to bet-
ter understand the nature of stochastic variation in innovation (technological
forge ahead) in the di¤erent sectors. In the case of Model (b), the sector £
time speci…c e¤ects were incorporated by assuming that the conditional mean
of the skewed error varies over di¤erent sector £ time combinations. A po-
tential problem with the implementation of this model is the large number of
parameters to be estimated, and the consequent lack of parsimony9. Further,
the obtained results (see Appendix B) were substantially di¤erent from those
in Model (a), in particular regarding the capital-labour ratio coe¢cients. We
consider this as evidence that the assumed structure in innovative capacity
is not consistent with the underlying data generating process.
Under Model (c), every sector falls back to the frontier over time. This is
because the frontier rises as a result of capital replacement ("creative destruc-
tion") and technical progress. However, we did not …nd empirical evidence
in favour of productivity retracting to the frontier over time. In fact, our
estimates point to heterogeneity, across sectors and regions, in the decay pa-
rameter . Further, as argued above, we expect innovation to have di¤erent
patterns of evolution over time in di¤erent sectors. We focus on Model (a)
in our discussion below.
We conduct several additional checks for model validity. First, we ex-
perimented with alternative measures of capital stock and age (vintage) of
capital. We found that the e¤ect of vintage of di¤erent types of capital (ma-
chinery, buildings or transport) is somewhat di¤erent in di¤erent sectors.
However, for the sake of parsimony, we only present results of a model where
vintage is estimated from the average age combining all the three types of
capital goods. We also used alternative estimates of capital stock and age
9We also estimated a simpler model where the conditional mean of the productivity
enhancing public goods technology varied only over the sectors but not over time. The
results did not change signi…cantly.
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of capital, based on nonlinear least squares of log of aggregate depreciation
on lagged log-investment (see Appendix A for further details). The results
using this alternative data construction were very similar.
Second, in line with prior empirical studies in the growth accounting
tradition, we estimated models without a role for vintage of capital. The
results were strikingly di¤erent. This …nding has two important implications:
(i) vintage of capital (representing technological progress) is an important
determinant of variations in productivity across regions, sectors and time,
and therefore supports our empirical model strongly, and (ii) omission of
vintage of capital contributes to a serious omitted variables problem and
thus to inconsistent estimates.
Third, we compared our parameter estimates with the …xed e¤ects results,
as well as a conventional stochastic frontier production function. The model
estimates are qualitatively similar. However, as we have emphasized earlier,
the interpretation of these models are quite di¤erent. Based on the …nding of
positive skewness and the above checks for model validity, we remain satis…ed
about the robustness of our selected speci…cation.
Estimates of our production possibility frontier (Model a) are reported in
Table 1, while Table 2 reports a decomposition of overall variance of labour
productivity into the relative contributions from the di¤erent factors. Esti-
mates of Model (a) omitting the e¤ect of vintage of capital and estimates of
Model (b) are presented in Table 3 in Appendix B.
Tables 1 and 2 report good support for our estimated stochastic fron-
tier cost function model. Overall, the base level of productivity, described
by capital accumulation, technology embodied in capital goods and region-
speci…c externalities, explain half of the overall variation in labour productiv-
ity across sectors, regions and time in Denmark. The remaining 50 per cent
is explained by the e¤ect of innovation and idiosyncratic technology shocks.
The skewed error variance representing innovation explains 11 per cent of
the total variation while productivity shocks account for the remaining 39
per cent.
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Table 1: Model (a) Estimates10
Variable Coe¢cient Variable Coe¢cient
Region Dummies Capl.-Lab. Ratio
– Bornholm (base) 0 – Food 0251¤¤
(676)
– Hovedstad 0249¤¤
(853)
– Textiles 0279¤¤
(1273)
– Vestsjælland 0240¤¤
(826)
– Wood/Furniture 0332¤¤
(1131)
– Storstrøm 0074¤¤
(258)
– Paper/Publishing 0392¤¤
(1087)
– Fyn 0147¤¤
(491)
– Chemicals 0209¤¤
(643)
– Søndre Jylland 0257¤¤
(888)
– Glass/ Ceramics 0318¤¤
(1012)
– Ribe 0273¤¤
(913)
– Metals/ Engg. 0388¤¤
(1060)
– Vejle 0222¤¤
(721)
– Other mfg. 0345¤¤
(1149)
– Århus 0196¤¤
(644)
– Public sector 0269¤¤
(695)
– Ringkøbing 0265¤¤
(834)
– Viborg 0174¤¤
(570)
Constant 8891
(108)
– Nord Jylland 0137¤¤
(461)
Avge. Vintage of Capl. Sample size 1 590
– Food 0042¤¤
(560)
Wald 2 goodness-of-…t 95405
– Textiles 0019¤¤
(447)
d.f. / -value 29 / 000
– Wood/Furniture 0005
(111)
– Paper/Publishing ¡0005
(¡070)
ln b2, 2 = 2 + 2 ¡2926¤¤
(¡3890)
– Chemicals 0048¤¤
(542)
b2 00536
– Glass/ Ceramics 0011+
(166)
Skewed err. var., b2 00119
– Metals/ Engg. ¡0001
(¡021)
Idiosyn. err. var., b2 00418
– Other mfg. 0012¤¤
(281)
– Public sector 0015+
(169)
b 0766
(009)
10-values in parentheses.
+, ¤, ¤¤ : signi…cant at 10 percent, 5 percent and 1 percent levels respectively.
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Table 2: Relative Contributions to Variation
in Labour Productivity
Factors Variance
(percent of total)
Region-speci…c externalities () 0011481
(107)
Capital accumulation (e¤ect of  ratio, 0051462
(479)
¢ln ) +
Benchmark production function – Total e¤ect 0053744
(501)
(incl. vintage and covariance between factors)
Excess Productivity (increment over the ‡oor) 0053631
(499)
of which,
– Technological Forge Ahead/ Innovation 0011864
(110)
– Idiosyncratic Productivity Shocks 0041767
(389)
Total Variation in Labour Productivity 0107375
(1000)
Understanding the relative contribution of externalities a¤ecting perfor-
mance of regional economies, and sector-speci…c e¤ects of capital accumu-
lation ( ratio) and vintage of capital, is a bit more complicated. This
is because these explanatory factors are correlated with each other. How-
ever, relative importance of these factors can be approximately judged by
…rst estimating a production function where only region-speci…c …xed e¤ects
are included, and then expanding the model to include the capital-labour
ratio and vintage of capital. These estimates indicate that region-speci…c
externalities explain about 11 per cent of the variation in labour produc-
tivity, while including sector-speci…c e¤ects of capital accumulation into the
model increases explained variation to about 48 per cent. Adding the e¤ect
of vintage of capital, we get the 50 per cent contribution mentioned above.11
The estimates of the e¤ects of di¤erent factors of production closely match
our a priori expectations. The systematic e¤ect of localized disembodied
technology in the most backward region of Bornholm (the base region, set to
11These …gures must be treated with caution because of potential omitted variable bias.
However, the e¤ect of omitted variables here is reduced because we are not inferring on
the coe¢cient estimates as such, but only on the overall contributions of the variables to
the total variance.
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zero) is signi…cantly smaller than all the other regions. Ribe and Ringkøbing
have the highest estimated e¤ect, followed by Søndre Jylland, Hovedstad or
Greater Copenhagen, Vestsjælland and Vejle. While Århus has a middle
position in terms of regional externalities, Storstrøm, Nord Jylland and Fyn
are regions having lower capabilities. The relative ordering of the regions
closely follows the …ndings of prior research on regional inequality within
Denmark (see, for example, Hansen and Jensen-Butler, 1996).
The estimated e¤ects of capital accumulation show substantial variation
across the sectors, ranging from 021 and 025 for chemicals and food in-
dustry respectively to about 039 for the metals and engineering and paper
and publishing sectors. The e¤ects of technology embodied in capital goods
(vintage of capital) also varies widely across the sectors, and is signi…cant
at 1 per cent level of signi…cance in the chemicals (0048), food (0042) and
textile (0019) industries.
A comparison of the estimates in Table 1 and the …rst set of estimates in
Table 3 is very informative. First, Table 1 shows that the e¤ect of capital
vintage is signi…cant in most sectors. Further, omitting the e¤ect of age of
capital substantially changes the estimates of return on capital (Table 3).
This points to an important omitted variable bias if vintage of capital is
ignored, which can be explained by the investment dynamics within Danish
sectors.12 Unfortunately, in most empirical studies, such an e¤ect of age of
capital is not included generally because of lack of data.
In Model (a) (Eqns. 2 and 4), the pattern of time-variation of innovative
capacity is left quite unrestricted, except for the assumption that the skewed
random e¤ects vary over sector-time combinations but not across regions.
This assumption is, however, logical in this context, since we include region-
speci…c …xed e¤ects in the description of the ‡oor. Therefore, the estimated
expected values of the error components conditional on the values of com-
bined residuals, E (jb), re‡ects the variation in innovative capacity. In
other words, using the estimates of the model, we predict the sector-time
speci…c e¤ects of technology forge ahead as the expected value of the o¤set
above the ‡oor, conditional on the residual (representing a sample realiza-
12In the case of chemicals and food industries, the synergies between capital deepen-
ing and modernisation are evidenced by the reduction of  coe¢cients in Table 1.
For the remaining sectors, the e¤ect is opposite suggesting that capital-labour ratio and
modernisation in capital developed in opposite directions.
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tion of the composite error ).13 These estimates highlight an important
advantage of the methodology adopted in this paper, in that it facilitates
understanding the e¤ect of sectoral technological trajectories through the
Schumpeterian notion of technology forge ahead.
In addition to the evolution over time discussed above, the expected pro-
ductivity enhancing error components in the various sectors also inform sub-
stantially about di¤erent sectoral technological trajectories. Not withstand-
ing decline over the period of analysis, e¢ciency is highest in the chemicals
sector, while other industries lag far behind; these remaining sectors are in
turn led by textiles and the food/beverage industries. At the other end of
the spectrum, the public sector and metals/ engineering, with low innovative
capacity, lie relatively closer to the ‡oor representing the minimum standard
of production possibilities. These observations are in line with previous re-
search on innovative activity within Denmark (Jensen-Butler, 1992; Edquist
and Lundvall, 1993).
In Figure 2, we plot the estimated sector-time speci…c e¤ects of innova-
tion for several selected sectors. Di¤erent technological trajectories emerge
from these plots. For the chemicals and food industries, innovative capac-
ity shows a secular decline over the period 1979–1993. This may be due
the fact that productivity changes in these industries have been increasingly
driven by processes of automation and the absorption of general purpose tech-
nologies, rather than R&D in new product development. Similar inferences
have been drawn, for the Danish food industry, by Edquist and Lundvall
(1993) and Essletzbichler and Winther (1999). The textiles and public sec-
tors also show a decline in innovative capacity from around the middle of the
1980s. The pattern in metals/engineering and wood/furniture sectors shows
a sharp rising trend from 1979 to about 1982-83, then a decline till about
1991, and evidence of a small increase thereafter. This follows the pattern of
major R&D initiatives in the engineering sector until the mid 1980s. Paper
and publishing and glass/ceramics demonstrate a rise in R&D since the late
1980s; this evidence is in line with the emergence of ceramics as an important
intermediate product in many goods.
The above results also demonstrate quite strongly why the time varying
decay model (Battesse and Coelli, 1992) may not be appropriate for study-
13An alternative methodology would be estimating the conditional mean model (Eqns.
2 and 5) and using the estimated coe¢cients on the sector-time dummies. However, this
approach imposes stronger assumptions which do not appear to be consistent with the
data.
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ing sectoral and regional variation in productivity. The dynamic behavior of
innovation is heterogeneous and systematic di¤erences in innovation capac-
ity consistently raise productivity above the benchmark level for the most
e¢cient sectors.
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5 Conclusion
In this paper, we make three main contributions. First, we develop a method-
ology for evaluating alternative theoretical views on economic growth and
inequality, based on the skewness of productivity residuals. The method is
related to Krüger (2006), but extended to include positive skewness patterns
which are often observed in empirical studies.
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Second, based on a synthesis of neoclassical, neo-Schumpeterian and in-
stitutionalist ideas, we develop a model that is consistent with positive skew-
ness. The model is broadly based on the neoclassical tradition of using a
Cobb-Douglas production function in intensive form. In addition to capital
accumulation, special emphasis is placed on the role of technology embodied
in capital goods (or capital vintage e¤ects) and region-speci…c externalities.
In a sharp departure from the literature, and based on evolutionary ideas,
we assume an economic system where the production function describes a
common productivity benchmark which all producers must achieve in order
to survive. At the same time, some producers forge ahead through quality
enhancing innovations, which is also consistent with the evolutionary and
institutionalist approaches. Finally, following the neoclassical tradition, all
agents are also faced with idiosyncratic productivity shocks. This model is
consistent with positive skewness, and can be estimated using the stochastic
frontier cost function methodology. Other authors (Green and Mayes, 1991;
Fritsch and Stephan, 2004; Krüger, 2006) have discussed positive skewness in
similar contexts, but have not o¤ered adequate explanation for this evidence.
Third, we apply our empirical model to study regional and sectoral vari-
ation in productivity in the Danish economy. Our empirical results identify
several new …ndings. We detect an important role for vintage of capital,
while the estimated region-speci…c externalities are consistent with previous
literature. Further, we …nd evidence on positive skewness. Probably, our
most important new …ndings are in the patterns in technological trajectories
ahead across di¤erent sectors. These …ndings inform substantially about the
magnitude and evolution of innovative capacity in the Danish industry.
While the above results broadly conform to prior studies, further analyses
of the institutional causes of such changes and inferences for public policy is
an object of future research. More explicit modeling of innovation, particu-
larly investment in R&D and human capital, are future directions of research.
Further, a key feature of our methodology that o¤ers useful extensions is non-
parametric modeling of technological trajectories in di¤erent sectors. While
we observe several interesting patterns in the dynamics of innovative capacity,
representing these features in terms of appropriate order restrictions will be a
challenging problem for future research. Similarly, understanding the nature
of spatial di¤usion and its e¤ect on the process of regional convergence is
also an interesting research question. Finally, developing Bayesian inference,
with a priori beliefs on di¤erent theoretical positions re‡ected in suitable
prior distributions of skewness, will be an exciting direction of further work.
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Appendix A: Measurement of Capital Stock and Vintage
As discussed in the text, a major challenge was in using annual data on
investment in buildings, machines and transport at the region and sector
level to estimate capital stock and the age of capital. Essentially, our data
construction strategy was to obtain annual capital stock estimates by aggre-
gating depreciated values of lagged investment for several preceding years.
The depreciation rates used varied by the type of investment as well as with
the lag. Vintage of capital for each year at the region £ sector level was
similarly estimated as a weighted average of the age of capital, taking the
depreciated value of capital stock as the respective weight for each vintage.
Crucially, the estimation of both capital stock and age of capital relied
on obtaining appropriate depreciation rates for di¤erent types of capital. For
this purpose, we used two alternative methods.
Method 1: In this rather simplistic formulation, we considered …xed depre-
ciation rates of 130, 110 and 16 of initial book value per year for buildings,
machines and transport respectively. These …xed depreciation rates approxi-
mately matched average annual depreciation rates for aggregate capital stock
in Denmark over the period of analysis.
Following this depreciation scheme, we computed total value of capital
stock for each sector, region and year (1979-1993). Thus, capital stock, by
type of capital, in the year  for region  and sector  was estimated as:
() =
5X
=0
(6¡ )
6
()¡;
()
 =
9X
=0
(10¡ )
10
()¡;
()
 =
29X
=0
(30¡ )
30
()¡
where()  
()
 and
()
 denote capital stock in transport, machinery and
buildings respectively and similarly ()  
()
 and 
()
 denote investment by
type of capital goods.
We used a similar procedure to estimate the average age of capital. For
this purpose, a weighted average was used, where the age of investment in
each year was simply weighted by its depreciated value in the current year.
For example, average age of transport capital in the year  for region  and
sector  was estimated as:
() =
1
()

5X
=0
(6¡ )
6
(+ 05)()¡
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where () is the average age of transport capital (in years). It is assumed
that investments during a given year have an average age of 6 months when
the accounting year closes. The average age of capital for the other types of
capital were computed similarly.
Method 2: The above method is simplistic and may not be satisfactory,
in that it assumes a …xed rate of depreciation of capital irrespective of the
vintage. It also assumes that capital depreciates at a constant rate rather
than a compounded depreciation rule14.
As an alternative, we collected data (from Danmarks Statistik) on total
depreciation and stock of capital at replacement cost, by sector and year
for the entire period under study. Using these data, we estimated a non-
linear regression model regressing log of aggregate depreciation on lagged
log-investments for several previous years15.
The estimated compounded depreciation rates were the following:
Buildings: past 1-12 years – 0.018; 13-20 years – 0.040; 21-28 years – 0.084.
Machinery: past 1-3 years – 0.000; 4-6 years – 0.079; 7-9 years – 0.372.
Transport: past 1-3 years – 0.078; 4–5 years – 0.360.
For each capital type, we assumed zero depreciation for the current year.
There were several nice features of these estimation results. First, the 2
is 0.988, which is very good given that we have 144 observations and only 8
estimated depreciation parameters. The residuals showed some evidence of
heteroscedasticity, but autocorrelation was not signi…cant. Second, for each
type of capital, the residual undepreciated capital is relatively low. After
28 years, 29 percent of initial investment in buildings remain; 19 percent
of machinery remain after 9 years; and 22 percent of transport investment
remain undepreciated after 5 years. Third, the a priori expected relationship
of increasing depreciation rates with vintage of capital is maintained in the
estimates.
Assuringly, the empirical results obtained by adopting the two alternative
depreciation rules to compute capital stock and age of capital are very similar.
Hence, in the interests of clarity in exposition, we report empirical results
only using Method 2. Results using Method 1 are available with the authors.
14Under this method, transport investment incurred in a year depreciates to zero in 6
years’ time, for example.
15Previous 28 years for buildings, 9 years for machinery and 5 years for transport.
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Appendix B: Additional Results
Table 3: Estimates for Alternative Models16
Variable Model (a) Model (b)
without vintage
Region Dummies
– Bornholm (base) 0 0
– Hovedstad 0290¤¤
(989)
0239¤¤
(829)
– Vestsjælland 0288¤¤
(985)
0225¤¤
(820)
– Storstrøm 0115¤¤
(389)
0054¤
(196)
– Fyn 0213¤¤
(734)
0129¤¤
(454)
– Søndre Jylland 0297¤¤
(1018)
0252¤¤
(890)
– Ribe 0357¤¤
(1233)
0243¤¤
(872)
– Vejle 0298¤¤
(1001)
0186¤¤
(640)
– Århus 0267¤¤
(910)
0160¤¤
(559)
– Ringkøbing 0349¤¤
(1174)
0229¤¤
(774)
– Viborg 0253¤¤
(875)
0135¤¤
(468)
– Nord Jylland 0197¤¤
(667)
0113¤¤
(399)
Avge. Vintage of Capl.
– Food – 0060¤¤
(643)
– Textiles – 0032¤¤
(828)
– Wood/Furniture – 0023¤¤
(345)
– Paper/Publishing – 0046
(411)
– Chemicals – 0069
(1248)
– Glass/ Ceramics – 0037¤¤
(465)
– Metals/Engg. – 0002
(056)
16-values in parentheses. The …nal column reports estimates of a conditional mean
model, where b varies across sector-time combinations.
+, ¤, ¤¤ : signi…cant at 10 percent, 5 percent and 1 percent levels respectively.
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Table 3: Estimates for Alternative Models (Contd.)
Variable Model (a) Model (b)
without vintage
– Other mfg. – 0014¤¤
(279)
– Public sector – 0057¤¤
(303)
Capl.-Lab. Ratio
– Food 0364¤¤
(1771)
0270¤¤
(525)
– Textiles 0273¤¤
(1274)
0296¤¤
(1200)
– Wood/Furniture 0284¤¤
(1303)
0339¤¤
(861)
– Paper/Publishing 0296¤¤
(1373)
0213¤¤
(324)
– Chemicals 0332¤¤
(1687)
0129¤¤
(405)
– Glass/ Ceramics 0296¤¤
(1506)
0273¤¤
(668)
– Metals/ Engg. 0305¤¤
(1396)
0500¤¤
(1766)
– Other mfg. 0312¤¤
(1405)
0422¤¤
(1118)
– Public sector 0258¤¤
(1301)
0181+
(195)
Constant 9665
(085)
9002¤¤
(7966)
Sample size 1 590 1 590
Wald 2 goodness-of-…t 112962 158234
d.f. / -value 20 / 000 29 / 000
ln b2, 2 = 2 + 2 ¡2884¤¤
(¡7954)
¡3181¤¤
(¡2923)b2 00559 00415b 0320
(003)
–
Idiosyn. err. var., b2 00524 00413
Skewed err. var., b2 00035 00002
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