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Abstract – We treat the problem of encoding the outputs from an information source, and the class 
of encoding schemes considered is restricted to those in which each output from the source is 
encoded as a separate, uniquely decodable codeword. We present a uniquely decodable scheme in 
this class which minimizes the ensemble average length of the transmitted message. The efficiency 
of this method in some cases is higher than conventional methods like block coding (in this paper we 
call it "block to variable length coding" relative to the title of the paper) by using the Huffman 
method. Although the efficiency of the encoding scheme can be improved by using the variable 
length to variable length technique, this topic is not pursued.           
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1. INTRODUCTION 
 
One important method of transmitting messages is to transmit sequences of symbols in their place. Nearly all 
practical sources emit sequences or symbols that are statistically dependent. In telegraphy, for example, the 
message to be transmitted consists of a sequence of letters, numerals and special characters. These 
sequences, however, are not completely random. In general, they form sentences and have a statistical 
structure of, say, English language. For example, the letter 'E' occurs more frequently than the letter 'Q'; the 
occurrence of the letter 'Q' implies that the following letter will most probably be the letter 'U'; and so on. 
This statistical dependence or structure reduces the amount of information coming from the source emitting 
the same set of symbols in independent sequences. The problem we are addressing now is coding of such 
sources that emit dependent sequences of symbols or messages. At first, Shannon [1] considered the problem 
of coding and definition of information content of the messages in the essential theorem of Ergodic sources. 
After that, the problem of compact coding was developed by Shannon, Fano and others. In 1952, Huffman 
[2] offered an optimum method for generation of minimum redundancy code for an ensemble of messages 
consisting of a finite number of members. A minimum redundancy code is one constructed in such a way 
that the average number of coding digits per message is minimized. In all of these methods, sequences of N 
symbols (block) from the source are taken and variable length codes are assigned to each of them. The 
optimality of the Huffman method has been proved when a fixed number of symbols are considered. But 
when sequences of symbols are taken, and the Huffman algorithm is applied to this new dictionary of 
symbols, optimality of such coding (block to variable length coding) is not guaranteed. 
In this paper, we apply the idea of variable length coding in the first step of the coding algorithm, i.e. 
we take variable length symbols instead of fixed length symbols (block) and assign a fixed length code 
(block) to each of them. It can be shown that this method (we call it "variable length to block coding") has a 
better performance than the conventional methods in some cases. The primary code set must be selected in 
such a way that a block code set can be assigned to it by one-to-one correspondence and also reversibility of 
the code must be possible, i.e. decoding without loss of information, thus it is sufficient to be proper and 
complete, like any prefix codes [3]. The idea of variable length to variable length coding is not in the scope 
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of this paper, but it is under consideration as an optimum coding, i.e. minimum redundancy and also 
minimum complexity code. 
In the next section of the paper we introduce terminology that will be used later. The third section is 
devoted to an explanation of the proposed coding scheme. The effectiveness of the proposed algorithm is 
demonstrated in section 4 using an example, and finally the conclusions are given at the end of the paper. 
 
2. TERMINOLOGY 
 
Before describing the variable length to block coding procedure we introduce some terminology that will be 
used later. 
 
1)  As we formerly used m(T) as an arbitrary sequence of c-arry letters 
m(T) = ak1  ak2  ak3 … akT 
2)  Let L(m) be the length of the sequence m 
3)  Let M(T) denote a T-element set of words m, 
M(T) = {  mi :  0 < i <T+1 } 
4)  Let mi and ml be the elements of M(T). If for every i and l (i is not equal to l) mi is not a.
  prefix of ml, then M(T) is called proper. 
5)  If every infinite length c-arry string has a prefix that is a word in M(T), then M(T) is called 
complete. 
 
An example of a word set that is both complete and proper is W(4) = {1, 01, 001, 000}.The following 
lemmas present some characteristics of proper and complete sets. Their proofs are given by Schneider [4]. 
 
Lemma 1: M(c) = Jc (Jc denotes the alphabet set of size c) is complete and proper and it is the only 
complete and proper word set of size c. 
Lemma 2: If M(T) is a complete and proper word set of size T and m* is an element of M(T), then 
                           M(T + c - 1) =  { (M(T) - m*)} ∪ {m*ai : for all i } 
is a complete and proper word set of size T+c-1. In this case M(T+c-1) is said to be an extension of 
M(T) and m* is called the extending word. 
Lemma 3: Let M(T) be a complete and proper word set of size T. There exists a sequence {Mn} with 
Mn a complete and proper word set of size c+(n-1) * (c-1), M1=Jc, Mn+1 an extension of Mn, and 
M(T) a member of the sequence. 
Lemma 4: IF M(T) is a complete and proper word set of size T then 
                             T=c+n*(c-1) 
for some integer 'n' greater than or equal to zero. 
 
From now on we will restrict our attention to complete and proper word set M(T) of size T. It can be 
shown that any infinite output sequence from the source can be segmented into elements of M(T) by the 
completeness property, and the properness of M(T) implies that only one partition of a realization into 
elements of M(T) is possible. Thus, one may think of any source sequence not only as an infinite string of 
alphabet ai, but also of words mi. Thus, before the encoding procedure a c-arry sequence F(mi) is assigned to 
all mi belonging to M(T). The collection of c-arry source word and c-arry sequences {mi, F(mi)}, will be 
called a variable length to block code defined on M(T), and F(mi) will be called the codeword of mi  [5, 6]. 
 
3. SOURCE CODING ALGORITHM 
 
In the block to variable length coding scheme, effectiveness is measured by the compression index 
which can also be written in the form  
 
length block   primary  
sequence    encoded    of length      average
  index  n  Compressio =Variable length to block coding 
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The latter formula can be used as a measure of effectiveness in any method of compact encoding, and 
the former is a special case of it. The smaller the compression index, the larger the effectiveness of the 
encoding scheme. In the case of block to variable length coding, the above formula can be written in the 
form 
 
Now we have reached  a point where we can present the algorithm: 
 
•  Let M(c) = Jc, this is the proper and complete word set of size c. 
•  Let M(c + (c - 1)) be the complete and proper word set of size c + (c - 1), which is formed from 
M(c) by extending the most probable word in M(c). 
•  Let M(c + 2 * (c - 1)) be the complete and proper word set of size c + 2 * (c - 1), which is formed 
from M(c + (c - 1)) by extending the most probable word in M(c + (c - 1)). 
•  Continue this procedure, forming M(c+n(c-1)) by extending the most probable  word in M(c+(n- l) 
(c-1)) for n = 1, 2, 3, … 
The following theorem demonstrates the effectiveness of the proposed scheme:  
 
Theorm : Consider an information source (X) whose information content is R bits. If we can find a proper 
and complete word set with 2
n equi-probable elements, then we can design a variable length to block code 
with bit rate equal to R. 
 
Proof: We know that if we have a source emitting M=2
n equi-probable symbols then the optimum coding 
scheme is to use an n-bit code for each symbol. In this case we have 
 
R x rH rb = = ) (  
 
where  b r  and r denote the output bit rate and source symbol rate, respectively. H(x) is also the source 
entropy. Now suppose we have an information source whose output symbols are not equi-probable, but a 
proper and complete word set (M(T)) with 2
n equit-probabe element exists. In this case we can consider the 
partitioning of the source sequence to elements of M(T) as a one-to-one correspondence. So according to 
Fig.1, the information content in point A and B are the same and equal to R. (source information). 
On the other hand, if we assign an n-bit code to each element of M(T), then since this correspondence is 
also one-to-one,  the information content does not change. So according to Fig.1 we have  
 
R R R R C B A = = =  
 
On the other hand, since the 2
n symbols at point B are equi-probable we have 
 
R R r B C = =  
 
where  C r  denotes the output bit rate at point C. So the proof is complete. 
According to the above theorem, the idea of the proposed scheme can be described as follows: 
 
by extending the most probable word in M(c)  at each stage, we hope to 
reach to an equi-probable code word. 
 
Although we may not reach an equi-probable code word, after a few stages the resulting code words are 
approximately equi-probable. The more they are equi-probable, the more effective the coding scheme will 
be. 
sequence primary    of length    average
sequence   encoded   of length    average
  index  n  Compressio =
length block   primary  
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Fig.1. Block diagram of coding scheme 
  
4. ILLUSTRATION OF EFFECTIVENESS 
 
Consider the discrete stationary Markov source with three states shown below (Fig. 2). 
Suppose that the state probabilities are PA = 4/9, PB = 3/9, Pc = 2/9. The transition probabilities are 
shown in Fig. 2 [3]. The entropy can be calculated as: 
 
H = PAHA + PB HB + PC HC = 0.8888 
 
 
 
 
 
 
 
Fig. 2. Stationary markov source with three states 
 
a) Block to variable length coding (with N = 1) 
 
By this method, with N = 1, we take a block consisting of only one symbol and use the Huffman coding 
algorithm. 
P(0) = 4/9 * 3/4 + 3/9 * 2/3 + 2/9 * 1/2 = 2/3 
P(1) = 4/9 * 1/4 + 3/9 * 1/3 + 2/9 * 1/2 = 1/3 
 
Thus the primary word set { 0, 1 } is mapped to the encoded word set { 0, 1 } and the compression index is 
equal to one. 
 
b)Block to variable length coding (with N = 2) 
 
By this method, with N = 2, we take the block consisting of two symbols and use the Huffman coding 
algorithm [8, 9]. 
P(00) = 4/9 * 3/4 * 2/3 + 3/9 * 2/3 * 1/2 + 2/9 * 1/2 * 3/4 = 5/12 
P(01) = 4/9 * 3/4 * 1/3 + 3/9 * 2/3 * 1/2 + 2/9 * 1/2 * 1/4 = 1/4 
P(10) = 4/9 * 1/4 * 3/4 + 3/9 * 1/3 * 3/4 + 2/9 * 1/2 * 3/4 = 1/4 
P(11) = 4/9 * 1/4 * 1/4 + 3/9 * 1/3 * 1/4 + 2/9 * 1/2 * 1/4 = 1/12 
Thus the primary word set { 00, 01, 10, 11 } is mapped to the encoded word set {0, 10, 110, 111 } and the 
compression index is equal to 23 / 24 = 0.9583. 
 
c) Variable length to block coding (with N = 2) 
 
Take the primary word set {1, 01, 001, 000} and also suppose that the source is in state A at the 
beginning of the encoding process, thus 
 
P(1) = P(01) = P(001) = P(000) = ¼ 
 
and the encoding word set is the Block code set of length 2. The compression index in this case is equal to 
8/9 = 0.8888. 
Information 
Source (X) 
One-to-one 
correspondence 
by M(T) 
n-Bit 
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5. CONCLUSION 
 
As we showed in the example of section 4, it is clear that compression index in the case of using the variable 
length to block coding method is smaller than the compression index obtained by the method of block to 
variable length coding with the same complexity (N=2). Thus the effectiveness of variable length to block 
coding is higher than conventional methods in some cases. 
Although we have illustrated the effectiveness of the proposed scheme by a simple example, it can be 
seen that this idea has the potential to be the basis of many practical coding algorithms. 
For example, if we have an application in which the state of the information source can be somehow 
estimated, then according to each stage, different primary code words can be chosen. This idea can be used 
for non-Markov sources too. For example, in off-line file compression, by analyzing the file, the optimum 
primary code words can be derived using the extension of the most probable code word at each stage. 
Considering the practical problems and deriving the practical coding schemes is our future work. 
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