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In this note we prove the exponential integrability of super-norms of general Itô’s processes
under certain assumptions, and then apply it to the diffusion processes determined
by stochastic differential equations. In particular, a conjecture in [Y. Hu, Exponential
integrability of diffusion processes, in: Contemp. Math., vol. 234, 1999, pp. 75–84] is solved.
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1. Introduction and main result
Let {wt , t ∈ [0, T ]} be an m-dimensional standard Brownian motion on a ﬁltered probability space (Ω,F ,P; (Ft)t∈[0,T ]).
The classical Fernique theorem says that for some α > 0
Eeα·supt∈[0,T ] |wt |2 < +∞.
This type of exponential integrability has numerous applications in probability theory. In [2], Y. Hu studied the exponential
integrability for a large class of diffusion processes determined by stochastic differential equations. In this note we extend
Hu’s result to the general Itô’s process. In particular, we solve a conjecture given in [2, p. 83]. More materials about the
exponential functionals of Brownian motion is referred to the monograph of M. Yor [4].
Let {Mt , t ∈ [0, T ]} be a positive Itô process with the following form:
Mt = M0 +
t∫
0
ξs dws +
t∫
0
ηs ds,
where M0 is an F0-measurable random variable, and ξt , ηt are (Ft)-adapted Rm and R-valued stochastic processes.
Our main result is stated as follows:
Theorem 1.1. Suppose that there exist γ ∈ [1,2] and λ1, λ2 > 0 such that for all s ∈ [0, T ]
‖ξs‖2  λ1M2−γs , ηs  λ2M1−γs , P-a.s. (1)
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EeαM
q
0 < +∞,
then for all α > 0
Eeα·supt∈[0,T ] M
q
t < +∞.
(II) Case γ = 1: If for some β > 0
EeβM0 < +∞,
then for some α > 0
Eeα·supt∈[0,T ] Mt < +∞.
This theorem will be proved in Section 2. In Section 3, we shall apply it to the diffusion process deﬁned by stochastic
differential equations.
2. Proof of Theorem 1.1
Let p  γ ∧ 2. By Itô’s formula we have
Mpt = Mp0 + p
t∫
0
Mp−1s ξs dws + Nt(p), (2)
where
Nt(p) := p
t∫
0
Mp−1s ηs ds + p(p − 1)2
t∫
0
Mp−2s ‖ξs‖2 ds.
Noting that by (1)
dENt(p)/dt  λ2pEMp−γt +
λ1p(p − 1)
2
EMp−γt  (λ2 + λ1) · p2EMp−γt , (3)
and taking expectations for both sides of (2), we get for any p  2
dEMpt /dt = (λ2 + λ1)p2EMp−γt . (4)
(Case 1< γ  2): In what follows, for the simplicity of notations, we write
M∗t := sup
0st
Ms.
Letting p = n in (2) and by (1), we also have
Mnt  Mn0 + n
t∫
0
Mn−1s ξs dws + (λ2 + λ1) · n2
t∫
0
Mn−γs ds.
By Doob’s maximal inequality (cf. [3]) we have
EM∗nqt  C
[
EMnq0 + E
∣∣∣∣∣ sups∈[0,t]n
s∫
0
Mn−1u ξu dwu
∣∣∣∣∣
q
+ n2qE
∣∣∣∣∣
t∫
0
Mn−γs ds
∣∣∣∣∣
q]
 C
[
EMnq0 + E
∣∣∣∣∣n
t∫
0
Mn−1u ξu dwu
∣∣∣∣∣
q
+ n2q
t∫
0
EMq(n−γ )s ds
]
(2)= C
[
EMnq0 + E
∣∣Mnt − Mn0 − Nt(n)∣∣q + n2q
t∫
EMq(n−γ )s ds
]
0
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[
EMnq0 + EMnqt + n2q
t∫
0
EMq(n−γ )s ds
]
(4)
 C
[
EMnq0 + (nq)2
t∫
0
EMnq−γs ds + n2q
t∫
0
EMq(n−γ )s ds
]
 C0EMnq0 + C1
t∫
0
[
n2
(
EMnqs
) nq−γ
nq + n2q(EMnqs ) n−γn ]ds. (5)
Here and below, the constants C and C0,C1 > 1 are independent of n, and may be different in different occasions.
Set
g(t) := EM∗nqt ,
ρ(x) := C1
(
n2x1−
γ
nq + n2qx1− γn ).
By (5) we have
g(t) C0 · EMnq0 +
t∫
0
ρ
(
g(s)
)
ds.
By Bihari’s inequality (cf. [1] or [5]), we have
g(t) G−1
(
G
(
C0 · EMnq0
)+ t), (6)
where
G(x) =
x∫
0
1
ρ(y)
dy = 1
C1
x∫
0
1
n2 y1−
γ
nq + n2q y1− γn
dy.
Note that for x> 1
ρ(x) 2C1n2qx1−
γ
nq =: ρ˜(x).
Hence
g(t) C0 · EMnq0 + Cn2q +
t∫
0
ρ˜
(
g(s)
)
ds.
Observing that
G˜(x) :=
x∫
0
1
ρ˜(y)
dy = nq · x
γ
nq
2γ C1n2q
,
by Bihari’s inequality again, we ﬁnd that
g(t)
[(
C0 · EMnq0 + Cn2q
) γ
nq + 2Tγ C1n
2q−1
q
] nq
γ
 2
nq
γ −1(C0EMnq0 + Cn2q + C nqγ2 nnq(2q−1)γ ).
In view of q < 1+γ2 
3
2 , we have
q(2q − 1)
γ
<
2q
γ
.
Thus, there exists N ∈ N large enough such that for all n N
g(t) n
2nq
γ . (7)
Now we proceed to estimate g(t) by starting from (6). It is easy to see that
G(x) =
x∫
1
C1(n2 y
1− γnq + n2q y1− γn )
dy 
x∫
1
C1n2q y1−
γ
n
dy = x
γ
n
C1γn2q−1
,0 0
430 W. Huang / J. Math. Anal. Appl. 358 (2009) 427–433and for x n
2nq
γ
G(x)
x∫
0
1
2C1n2q y1−
γ
n
dy = x
γ
n
2C1γn2q−1
.
Therefore, by (7) and (6) we have for n N
g(t)
γ
n
2C1γn2q−1
 G
(
g(t)
)

(C0EM
nq
0 )
γ
n
C1γn2q−1
+ T ,
which then produces that
EM∗nqT 
(
2
(
C0EM
nq
0
) γ
n + 2C1γ Tn2q−1
) n
γ  2
n
γ −1(2 nγ C0EMnq0 + C nγ3 nn(2q−1)γ ).
By Stirling’s formula n! ∼ nne−n√2πn, we have
EeαM
∗q
T =
∑
n
αnEM∗nqt
n!

∑
n
αn4
n
γ C0EM
nq
0
n! +
∑
n
αnC
n
γ
3 n
n(2q−1)
γ
n!
∼ C0E
(
eα4
1
γ Mq0
)+∑
n
αnC
n
γ
3 e
n
nn(1−
(2q−1)
γ )
√
2πn
.
Since 2q−1γ < 1 and E(e
αC
1
γ Mq0 ) < +∞ for all α > 0, we have for all α > 0
EeαM
∗q
T < +∞.
(Case γ = 1): In this case, we have
Mt = M0 +
t∫
0
ξs dws +
t∫
0
ηs ds M0 +
t∫
0
ξs dws + λ2T =: M˜t
and
ξ2s  λ1Ms  λ1M˜s.
Hence, without any loss of generality, we may assume that
Mt = M0 +
t∫
0
ξs dws.
Letting p = n in (4) we get
dEMnt /dt  λ1 · n2EMn−1t  λ1 · n2
[
EMnt
] n−1
n .
Solving this differential inequality, we ﬁnd
EMnt 
((
EMn0
) 1
n + λ1nT
)n  2n−1(EMn0 + λn1nnTn).
As above, there exists 0<α0 <
β
2 such that
Eeα0Mt < +∞, ∀t ∈ [0, T ]. (8)
Deﬁne
Zαt := exp
{
α
t∫
0
ξs dws − α
2
2
t∫
0
ξ2s ds
}
.
By Kazamaki’s theorem, Zαt is an exponential martingale for 0<α <
α0 .2
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2αT < 1.
Then by Doob’s inequality and Hölder’s inequality, we have
E
(
eα(M
∗
T −M0)) E
[
sup
t∈[0,T ]
(
Zαt · exp
{
α2
2
t∫
0
‖ξs‖2 ds
})]

[
E
(
sup
t∈[0,T ]
∣∣Zαt ∣∣2)]1/2
[
E
(
exp
{
α2
T∫
0
Ms ds
})]1/2
 C
[
E
∣∣ZαT ∣∣2]1/2[E(exp{α2TM∗T })]1/2
 C
[
Ee2αMT
]1/2[
E
(
e
α
2 M
∗
T
)]αT
,
where the last step is due to∣∣ZαT ∣∣2 = e2α(MT −M0)−α2 ∫ T0 ‖ξs‖2 ds  e2αMT .
Set
f (α) := EeαM∗T .
Then
f (α/2)
[
Eeα(M
∗
T −M0)] 12 · [EeαM0] 12  C[Ee2αMT ]1/4[ f (α/2)]αT /2 · [EeαM0] 12 .
This gives that
f (α/2)
{
C
[
Ee2αMT
]1/4 · [EeαM0] 12 } 22−αT (8)< +∞,
and the proof is complete.
3. Exponential integrability of diffusion process
Consider the following SDE{
dXt = σ(t, Xt)dwt + b(t, Xt)dt,
X0 = x ∈ Rd, (9)
where Wt is an m-dimensional standard Brownian motion, and σ , b are continuous functions from R+ × Rd to Rd × Rm
and Rd respectively. Here dwt denotes the Itô differential.
The generator of this equation is
Lt f (x) = 1
2
d∑
i, j=1
aij(t, x)
∂2 f
∂xi∂x j
(x) +
d∑
i=1
bi(t, x)
∂ f
∂xi
(x),
where
aij(t, x) =
m∑
k=1
σ ik(t, x)σ
j
k (t, x).
Let φ be a positive C2-function on Rd satisfying
φ(x) c|x|β (as x → ∞).
Suppose that for some γ ∈ [1,2]
(C1) Γt(φ)(x) λ1φ2−γ (x) for some λ1 > 0 and all t > 0, x ∈ Rd , where Γ is the “carré du champ” operator deﬁned by
Γt(φ)(x) =
d∑
i, j=1
aij(t, x)
∂φ
∂xi
(x)
∂φ
∂x j
(x).
(C2) Ltφ(x) λ2φ1−γ (x) for some λ2 > 0 and all t > 0, x ∈ Rd .
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Theorem 3.1. Let {Xt, t ∈ [0, T ]} be the solution to SDE (9). Under (C1) and (C2), we have
(a) if γ > 1, then for 1< q < 1+γ2 and all α > 0
E
(
eα·supt∈[0,T ] φ(Xt )q
)
< +∞;
(b) if γ = 1, then for some α > 0
E
(
eα·supt∈[0,T ] φ(Xt )
)
< +∞.
Proof. Applying Itô’s formula to φ(Xt), we have
φ(Xt) = φ(X0) +
t∫
0
〈∇φ(Xs),σ (s, Xs)dws〉Rd +
t∫
0
Lsφ(Xs)ds.
Note that∥∥σ ∗(s, x)∇φ(x)∥∥2 = Γs(φ)(x) λ1φ2−γ (x).
The result follows by Theorem 1.1. 
Remark 3.2. In [2, Theorem 1.1], Hu proved that the above (a) holds for γ > 3/2 and (b) holds for γ = 3/2. He also
conjectured in [2, p. 83] that the critical exponent γ should be 1. In particular, Theorem 3.1 solves this conjecture.
Let us consider the following one-dimensional SDE
dXt = Xδt dwt; X0 = x 0, (10)
where δ ∈ [0,1].
The corresponding formal generator is
L f (x) = 1
2
x2δ f ′′(x),
Γ ( f )(x) = x2δ( f ′(x))2.
Let φ : R → R+ be a C3-function and when |x| > 1, φ(x) = |x|2−2δ , where β > 0.
It is easy to see that when |x| > 1
Lφ(x) = β(β − 1)
2
,
Γ (φ)(x) = β2|x|2−2δ = β2φ(x).
Thus we get by Theorem 3.1:
Corollary 3.3.When 0 δ < 1, we have for some α > 0
Eeα supt∈[0,T ] |Xt |2−2δ < +∞.
In particular, when δ = 0, this is the classical Fernique theorem.
Remark 3.4. If δ = 1, the solution to SDE (10) is the geometric Brownian motion and is explicitly given by
Xt = x · ewt− t2 .
It is easy to see that for any positive β > 0
Ee|Xt |β = +∞.
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