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UNIQUENESS OF ANCIENT COMPACT NON-COLLAPSED
SOLUTIONS TO THE 3-DIMENSIONAL RICCI FLOW
PANAGIOTA DASKALOPOULOS AND NATASA SESUM
Abstract. In this paper we study the classification of compact κ-noncollapsed
ancient solutions to the 3-dimensional Ricci flow which are rotationally and
reflection symmetric. We prove that any such solution is isometric to the
sphere or the type II ancient solution constructed by G. Perelman in [29].
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1. Introduction
Consider an ancient compact 3-dimensional solution to the Ricci flow
(1.1)
∂
∂
gij = −2Rij
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existing for t ∈ (−∞, 0) so that it shrinks to a round point at T . The goal in
this work is to provide the classification of such solutions under natural geometric
assumptions.
Ancient compact solutions to the 2-dimensional Ricci flow were classified by
Daskalopoulos, Hamilton and Sesum in [18]. It turns out that in this case, the
complete list contains (up to conformal invariance) only the shrinking sphere soli-
tons and the King solution. The latter is a well known example of ancient collapsed
Ricci flow solution and can be written in closed form. It was first discovered by J.
King [25] in the context of the logarithmic fast-diffusion equation on R2 and later
independently by Rosenau [30] in the same context. It also appears as the sausage
model in the context of quantum field theory, in the independent work of Fateev-
Onofri-Zamolodchikov [20]. Although the King ancient solution is not a soliton,
it may be visualized as two steady solitons, called “cigars”, coming from opposite
spatial infinities glued together. Let us remark that the classification work in [18]
classifies both collapsed and non-collapsed solutions.
In [28], Lei Ni showed that any κ-noncollapsed ancient solution to the Ricci
flow which is of Type I and has positive curvature operator has constant sectional
curvature. In [16], Brendle, Huisken and Sinestrari proved that any ancient solution
to the Ricci flow in dimension n ≥ 3 which satisfies a suitable curvature pinching
condition must have constant sectional curvature. Fateev’s examples (in [19]) which
are collapsed show that the pinching curvature condition in [16] can not be removed.
They also show the classification of closed ancient solutions even in dimension three,
if we do not assume noncollapsedness may be very difficult, if not impossible. In [8],
Bakas, Kong and Ni construct several higher dimensional examples of type I ancient
closed solutions to the Ricci flow which are non-collapsed and with positive sectional
curvature. Observe that Perelman’s solution is of positive curvature operator, non-
collapsed, but of type II.
Regarding the classification of ancient solutions to other geometric flows, let
us mention related work in the mean curvature flow setting. In [2] the authors
showed that every closed, uniformly 2-convex and non-collapsed ancient solution
to the mean curvature flow must be either the family of contracting spheres or
the unique, up to isometries, ancient oval constructed by White in [31] and later
by Haslhofer and Hershkovits in [24]. On the other hand, ancient noncompact
non-collapsed uniformly 2-convex solutions were considered by Brendle and Choi in
[14] and [15], where the authors showed that any noncollapsed, uniformly 2-convex
noncompact ancient solution to the mean curvature flow must be the rotationally
symmetric translating soliton, and hence the Bowl soliton, up to scaling and isome-
tries. Ancient compact collapsed mean curvature flow solutions were studied in a
recent interesting work by Bourni, Langford and Tignalia in [10].
Let us now turn our attention to the 3-dimensional Ricci flow. In [29], G. Perel-
man established the existence of a rotationally symmetric ancient κ-noncollapsed
solution on S3 which is not a soliton. This is a type II ancient solution backward in
time, namely its scalar curvature satisfies supM×(−∞,0) |t||R(x, t)| = ∞ and forms
a type I singularity forward in time, since it shrinks to a round point. Perelman’s
ancient solution has backward in time limits which are the Bryant soliton and
the round cylinder S2 × R, depending on how the sequence of points and times
about which one rescales are chosen. These are the only backward in time limits
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of the Perelman ancient solution. Let us remark that in contrast to the collapsed
King ancient solution of the 2-dimensional Ricci flow, the Parelman ancient so-
lution is noncollapsed. In fact there exist other ancient compact solutions to the
3-dimensional Ricci flow which are collapsed and are the analogues of the King
solution (see in [19], [8]).
In [29], Perelman introduced the following notion of κ-noncollapsed metrics.
Definition 1.1 (κ-noncollapsed property). The metric g is called κ-noncollapsed
on the scale ρ, if every metric ball Br of radius r < ρ which satisfies |Rm| ≤ r−2 on
Br has volume at least κ r
n. An ancient Ricci flow solution is called κ-noncollapsed,
if it is κ-noncollapsed on all scales ρ, for some κ > 0.
It turns out that this is an important notion in the context of ancient solutions
and singularities. In fact, in [29] Perelman proved that every ancient solution
arising as a blow-up limit at a singularity of the Ricci flow on compact manifolds
is κ-noncollapsed on all scales for some κ > 0. We have the following conjecture
made by Perelman.
Conjecture 1.2 (Perelman). Let (S3, g(t)) be a compact, ancient κ-noncollapsed
solution to the Ricci flow (1.1) on S3. Then g(t) is either a family of contracting
spheres or Perelman’s solution.
The well known Hamilton-Ivey pinching estimate tells us that any two or three
dimensional Ricci flow ancient solution, with bounded curvature at each time slice,
has nonnegative sectional curvature. Since our solution (S3, g(t)) is closed, the
strong maximum principle implies that the sectional curvatures, and hence the
entire curvature operator, are strictly positive. It follows by Hamilton’s Harnack
estimate (see in [23]) that Rt ≥ 0, yielding the existence of a uniform constant
C > 0 so that R(·, t) ≤ C, for all t ∈ (−∞, t0]. Since the curvature is positive, one
concludes that
(1.2) ‖Rm‖g(t) ≤ C, for all −∞ < t ≤ t0,
for a uniform constant C. The above discussion yields that any closed 3-dimensional
κ-noncollapsed ancient solution is actually a κ-solution, in the sense that was de-
fined by Perelman in [29].
In a recent important paper by S. Brendle ([11]), the author proved that a
3-dimensional non-compact ancient κ-solution is isometric to either a family of
shrinking cylinders or their quotients, or to the Bryant soliton. The author first
shows that all 3-dimensional ancient κ-solutions which are non-compact have to be
rotationally symmetric. After that he shows that such a rotationally symmetric
solution, if not a cylinder or its quotient, must be a steady Ricci soliton and hence
the Bryant soliton by one of his earlier works ([12]) about classification of steady
Ricci solitons.
The techniques of Brendle in [11] can be also applied to show the rotation sym-
metry of ancient compact and κ-noncollapsed solution to the Ricci flow (1.1) on
S3. Brendle has recently shown this in [13]. Bamler and Kleiner in [9], obtained
the same result as Brendle in the compact case, using different methods. However,
since the rotationally symmetric solutions discovered by Perelman are not solitons,
the classification of rotationally symmetric ancient compact and κ-noncollapsed so-
lutions is a difficult problem. Our goal in this work is to establish this classification
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under the additional assumption of reflection symmetry. In an upcoming work we
plan to remove this technical assumption. Our main result states as follows.
Theorem 1.3. Let (S3, g(t)) be a compact, κ-noncollased ancient solution to the
Ricci flow on S3 which is symmetric with respect to rotation and reflection. Then
g(t) is either a family of contracting spheres or Perelman’s solution.
Combining Theorem 1.3 and recent results in [13] immediately yield the following
result.
Theorem 1.4. Let (S3, g(t)) be a compact, κ-noncollased ancient solution to the
Ricci flow on S3, which is symmetric with respect to reflection. Then g(t) is either
a family of contracting spheres or Perelman’s solution.
Assume from now on that (S3, g(t)) is a Ricci flow solution which satisfies the
assumptions of Theorem 1.3. We will next see how one can express the Ricci flow
under rotational symmetry as a single equation. Let us first remark that by the
work of Perelman we know that the asymptotic soliton of (S3, g(t)) is either a round
cylinder or a sphere. We can understand this that every κ-solution has a gradient
shrinking soliton buried inside of it, in an asymptotic sense as time approaches −∞
(for more details on asymptotic solitons see [29]). In our recent work [3] we show
that if the asymptotic soliton is the sphere, then the solution (S3, g(t)) must be
the round sphere itself. Hence, from now on we may assume that the asymptotic
soliton of our closed κ-noncollapsed solution is the round cylinder S2 × R.
Since at each time slice, the metric is SO(3)-invariant, it can can be written as
g = φ2 dx2 + ψ2 gcan, on (−1, 1)× S2
where (−1, 1) × S2 may be naturally identified with the sphere S3 with its north
and south poles removed. The function ψ(x, t) > 0 may be regarded as the radius
of the hypersurface {x} × S2 at time t. The distance function from the equator is
given by
s(x, t) =
∫ x
0
φ(x′, t) dx′.
and abbreviating ds = φ(x, t) dx, we write our metric as g = ds2 + ψ2 gcan. As it
was remarked in [4], for our metric (2.2) to define a smooth metric on S3 we need to
have ψs(s−(t)) = 1, ψs(s+(t)) = −1 holding at the two tips of our solution. Under
the Ricci flow, the profile function ψ : (s−(t), s+(t)) × (−∞, 0)→ R evolves by
(1.3) ψt = ψss − 1− ψ
2
s
ψ
.
Consider next a type I scaling of our metric, which leads to the rescaled profile
u(σ, τ) defined by
(1.4) u(σ, τ) :=
ψ(s, t)√−t , with σ :=
s√−t , τ = − log(−t).
A direct calculation shows that u : (σ−(τ), σ+(τ)) × (−∞, 0) → R satisfies the
equation
(1.5) uτ = uσσ +
u2σ
u
− 1
u
+
u
2
with boundary conditions at the tips uσ(σ−(τ), τ) = 1, uσ(σ+(τ), τ) = −1.
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It follows from the discussion above, since we know our solution is rotationally
symmetric ([9], [13]), our main result, Theorem 1.3, is equivalent to the following
uniqueness result.
Theorem 1.5. Let (S3, g1(t)) and (S
3, g2(t)), −∞ < t < T , be two compact non-
spherical rotationally and reflection symmetric, κ-noncollased ancient solutions to
the 3-dimensional Ricci flow which have the same axis of symmetry and whose
profile functions ψ1(s, t) and ψ2(s, t) satisfy equation (1.3). Then, they are the
same up to translations in time and parabolic rescaling. In particular, they coincide
with the Perelman solution.
A crucial first step in showing Theorem 1.5 is to establish the (unique up to
scaling) asymptotic behavior of any compact rotationally and reflection symmetric
κ-noncollased ancient solution to the Ricci flow on S3 which is not isometric to a
sphere. This was recently established by the authors in [3] and is summarized, for
the reader’s convenience, in the next theorem.
Theorem 1.6 (Angenent, Daskalopoulos, Sesum in [3]). Let (S3, g(t)) be any re-
flection and rotationally symmetric compact κ-noncollapsed ancient solution to the
Ricci flow on S3 which is not isometric to a round sphere. Then the rescaled profile
u(σ, τ) solution to (1.5) has the following asymptotic expansions:
(i) For every L > 0,
u(σ, τ) =
√
2
(
1− σ
2 − 2
8|τ |
)
+ o(|τ |−1), on |σ| ≤ L
as τ → −∞.
(ii) Define z := σ/
√
|τ | and u¯(σ, τ) := u(z
√
|τ |, τ). Then,
lim
τ→−∞
u¯(z, τ) =
√
2− z
2
2
uniformly on compact subsets of |z| < 2.
(iii) Let k(t) := R(pt, t) be the maximal scalar curvature which is attained at
each one of the two tips pt, for t ≪ −1. Then the rescaled Ricci flow so-
lutions (S3, g¯t(s), pt), with g¯t(·, s) = k(t) g(·, t+ k(t)−1 s), converge to the
unique Bryant translating soliton with maximal scalar curvature one. Fur-
thermore, k(t) and the diameter d(t) satisfy the asymptotics
k(t) =
log |t|
|t| (1 + o(1)) and d(t) = 4
√
|t| log |t| (1 + o(1))
as t→ −∞.
The outline of the paper is as follows. In section 2 we give a detailed outline of
our proof, including all equations and norms that we consider in the two different
regions, which are the cylindrical and the tip regions. In section 3 we study the
linearized equation around the cylinder. We show that the norm of the projections
of the difference of our solutions onto unstable and stable modes of the linearized
operator around the cylinder is controlled by a tiny multiple of the norm of the
projection of a difference of our solutions onto a neutral mode and a tiny multiple
of the norm of a difference of our solutions outside the cylindrical region. Section
4 is devoted in the analysis of the tip region. We show how to define a suitable
weighted norm in the tip so that the norm of the difference of our solutions in the tip
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region is controlled by a tiny multiple of the norm of the difference of our solutions
inside the cylindrical region. In Section 5 we give the proof of Theorem 1.5 using
the results from previous two sections and carefully analyzing the error terms that
appear when we approximate the Ricci flow equation by its linearization at the
cylinder (in the cylindrical region) or the Bryant soliton (in the soliton region). In
our final Section appendix A, we include needed a’priori estimates whose proofs
are somewhat similar to the proofs of analogous a’priori estimates in [2] but still
different enough to have their proofs included for the sake of completeness of our
arguments.
2. Outline of the proof of Theorem 1.5
Since the proof of Theorem 1.5 is quite involved, in this preliminary section we
give an outline of its main steps. Our method is based on a’priori estimates for the
“distance” between two given ancient solutions which is measured in appropriate
weighted L2-norms. We need to consider two different regions: the cylindrical region
and the tip region. In each of these regions, our distance norms are dictated by
the behavior of our solutions. In what follows, we define these regions, review the
equations in each region and define the weighted L2-norms with respect to which
we will prove coercive type estimates in the subsequent sections. At the end of the
section we will give an outline of the proof of Theorem 1.5.
2.1. Equations under rotational symmetry. We have seen in the introduction
that a solution g of (1.1) on S3 which is SO(3)-invariant, can be written as
g = φ2 dx2 + ψ2 gcan, on (−1, 1)× S2
where (−1, 1)× Sn may be naturally identified with the sphere S3 with its North
and South poles removed. The function ψ(x, t) > 0 may be regarded as the radius
of the hypersurface {x} × S2 at time t. By the reflection symmetry assumption
we may assume that φ(x, t) = φ(−x, t) and ψ(x, t) = ψ(−x, t), for all x ∈ (−1, 1),
that is x = 0 is the point of reflection symmetry for our profile functions. Then the
distance function to the center of symmetry (we will refer to it as to the equator)
is given by
(2.1) s(x, t) =
∫ x
0
φ(x′, t) dx′.
We will write
s±(t) := lim
x→±1
s(x, t),
or shortly s±, for the distance from the equator to the South and the North poles,
respectively, which depend on time, along the Ricci flow. If we abbreviate
ds = φ(x, t) dx and
∂
∂s
=
1
φ(x, t)
∂
∂x
then we can write our metric as
(2.2) g = ds2 + ψ2 gcan.
Let us next review how you derive the evolution equation of the profile function
ψ(s, t) from the Ricci flow equation. The time derivative does not commute with
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the s-derivative, and in general we must use
∂
∂t
ds = φt dx =
φt
φ
ds and
[
∂
∂t
,
∂
∂s
]
= −φt
φ
∂
∂s
.
The Ricci tensor is given by
Rc = 2K0 ds
2 + [K0 +K1]ψ
2gcan
= −2ψss
ψ
ds2 +
{−ψψss − 1)ψ2s + 1} gcan
where K0 and K1 are the two distinguished sectional curvatures that any metric of
the form (2.2) has. They are the curvature of a plane tangent to {s} × Sn, given
by
(2.3) K1 :=
1− ψ2s
ψ2
,
and the curvature of an orthogonal plane given by
(2.4) K0 := −ψss
ψ
.
Moreover, the scalar curvature is given by
R = gjkRjk = 4K0 + 2K1.
The time derivative of the metric is
∂g
∂t
= 2
φt
φ
ds2 + 2ψψt gcan.
Therefore, if the metrics g(t) evolve by Ricci flow ∂tg = −2Rc, then
φt
φ
= 2
ψss
ψ
,
so that
∂
∂t
ds = 2
ψss
ψ
ds and
[
∂
∂t
,
∂
∂s
]
= −2ψss
ψ
∂
∂s
.
Under Ricci flow the radius ψ(s, t) satisfies the equation
(2.5) ψt = ψss − 1− ψ
2
s
ψ
.
As in [4], for our metric (2.2) to define a smooth metric on S3 we need to have
(2.6) ψs(s−) = 1, ψ(2k)(s−) = 0 and ψs(s+) = −1, ψ(2k)(s+) = 0,
for k ∈ N ∪ {0}.
2.2. Ancient Ricci ovals and their invariances. In [3] we have discussed results
that lead to the conclusion that the asymptotic soliton of any SO(3)-invariant closed
κ-solution is either a sphere or a cylinder. In the case it is a sphere, we have proved
in [3] that our solution has to be the family of shrinking round spheres itself. Hence,
for the rest of the paper we may assume that any closed κ-solution in consideration
below has a round cylinder as its asymptotic cylinder.
Definition 2.1. We define an Ancient Ricci Oval to be any rotationally symmetric
closed κ-solution which has the round cylinder as its asymptotic soliton.
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Let gi = ds
2 + ψ2i gcan, for i ∈ {1, 2} be two reflection symmetric Ancient Ricci
Oval solutions satisfying the assumptions of Theorem 1.5. In particular we have
fixed the axis of symmetry and the center of refection symmetry (s = 0) for both
solutions. Under the Ricci flow each profile ψi(s, t) satisfies (2.5). In the statement
of our main Theorem 1.5 we claim the uniqueness of g1 and g2 up to parabolic
scaling in space-time and translations in time. Since each solution gi(t) gives rise
to a two parameter family of solutions
(2.7) gβγi (·, t) = eγ/2 gi(·, e−γ(t− β))
the theorem claims the following: given two ancient oval solutions we can find β, γ
and t0 ∈ R such that
g1(·, t) = gβγ2 (·, t), for t ≤ t0.
The profile function ψβγ2 corresponding to the modified solution g
βγ
2 (·, t) is given
by
(2.8) ψβγ2 (s, t) = e
γ/2ψ2
(
e−γ/2 s, e−γ(t− β)
)
,
where s(x, t) =
∫ x
0
φ(x′, t) dx′.
We rescale the solutions gi(·, t) by a factor
√−t and introduce a new time variable
τ = − log(−t), that is, we set
(2.9) gi(·, t) =
√−t g¯i(·, τ), τ := − log(−t).
These are again rotationally and reflection symmetric with profile function u, which
is related to ψ by
(2.10) ψ(s, t) =
√−t u(σ, τ), σ = s√−t , τ = − log(−t).
If the ψi satisfy the Ricci flow equation (1.3), then the rescaled profiles ui satisfy
(2.11) uτ = uσσ +
u2σ
u
− 1
u
+
u
2
with boundary conditions at the tips uσ(σ−) = 1, uσ(σ+) = −1.
The vector fields ∂τ and ∂σ do not commute. However, we can make them
commute by adding a non-local term in equation (2.11) (see [3], Section 2 for
details). In fact in commuting variables the equation for u becomes
(2.12) uτ = uσσ − σ
2
uσ − J(σ, τ)uσ + u
2
σ
u
− 1
u
+
u
2
where
(2.13) J(σ, τ) = 2
∫ σ
0
uσσ
u
dσ′.
Changing gi(·, t) to gβγi (·, t) has the following effect on ui(σ, τ):
(2.14) uβγi (σ, τ) =
√
1 + βeτui
( σ√
1 + βeτ
, τ + γ − log(1 + βeτ)).
To prove the uniqueness theorem we will look at the difference ψ1−ψβγ2 , or equiv-
alently at u1 − uβγ2 . The parameters β, γ will be chosen so that the projections of
u1−uβγ2 onto positive eigenspace (that is spanned by two independent eigenvectors)
and zero eigenspace of the linearized operator L at the cylinder are equal to zero at
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time τ0, which will be chosen sufficiently close to −∞. Correspondingly, we denote
the difference ψ1−ψβγ2 by ψ1−ψ2 and u1−uβγ2 by u1−u2. We will actually observe
that the parameters β, γ can be chosen to lie in a certain range, which allows our
main estimates to hold independently of the choice of these parameters during the
proof, as long as they stay in the specified range. We will show in Section 5 that
for a given small ǫ > 0 there exists τ0 ≪ −1 sufficiently negative for which we have
(2.15) β ≤ ǫ e
−τ0
|τ0| and γ ≤ ǫ |τ0|
and our estimates hold for (u1−uβγ2 )(·, τ), for all τ ≤ τ0, as long as β and γ satisfy
(2.15). This inspires the following definition.
Definition 2.2 (Admissible triple of parameters (β, γ)). We say that the pair of
parameters (β, γ) is admissible with respect to time τ0 if they satisfy (2.15).
Throughout the proof of Theorem 1.5 we will make sure hat our choice of pa-
rameters (β, γ) satisfies the admissibility condition given by this definition.
2.3. The two regions: equations, norms and crucial estimates. The proof
of Theorem 1.5 relies on sharp coercive estimates in appropriate norms for the
difference of our two solutions w := u1 − uβγ2 . Since the behavior of our solutions
changes from being a cylinder near the equator to being the Bryant soliton at the
two tips (see Theorem 1.6) we will need to consider these two regions separately.
Namely for a given small positive constant θ, we define the cylindrical region by
Cθ =
{
(σ, τ) : u1(σ, τ) ≥ θ
2
}
and the tip region
Tθ = {(u, τ) : u1 ≤ 2θ, τ ≤ τ0}.
We will next outline how we treat each region separately and obtain a coercive
estimate for the difference of the two solutions in appropriate weighted norms. At
the end of the outline we will show how these estimates imply unqueness.
2.3.1. The cylindrical region. For a given τ ≤ τ0 and constant θ positive and small,
consider the cylindrical region Cθ =
{
(σ, τ) : u1(σ, τ) ≥ θ/2
}
. Let ϕC(σ, τ) denote
a standard cut-off function with the following properties:
(i) suppϕC ⋐ Cθ (ii) 0 ≤ ϕC ≤ 1 (iii) ϕC ≡ 1 on C2θ.
The solutions ui, i = 1, 2, satisfy equation (2.11). Setting
w := u1 − uβγ2 and wC := wϕC
we see that wC satisfies the equation
(2.16)
∂
∂τ
wC = L[wC ] + E [w,ϕC ]
where the operator L is given by
L = ∂2σ −
σ
2
∂σ + 1
and where the error term E is described in detail in Section 3. We will see that
E [w,ϕC ] = E(wC) + E¯ [w,ϕC ] + Enl
10 DASKALOPOULOS AND SESUM
where E(wC) is the error introduced due to the nonlinearity of our equation and
is given by (3.6), E¯ [w,ϕC ] is the error introduced due to the cut off function ϕC
and is given by (3.7) (to simplify the notation we have set u2 := u
βγ
2 ) and Enl is a
nonlocal error term and is given by (3.8).
The differential operator L is a well studied self-adjoint operator on the Hilbert
space H := L2(R, eσ
2/4dσ) with respect to the norm and inner product
(2.17) ‖f‖2H =
∫
R
f(σ)2eσ
2/4 dσ, 〈f, g〉 =
∫
R
f(σ)g(σ)eσ
2/4 dσ.
We split H into the unstable, neutral, and stable subspaces H+, H0, and H−,
respectively. The unstable subspace H+ is spanned by the eigenfunction ψ0 ≡ 1
corresponding to the only positive eigenvalue 1 (that is, H+ is one dimensional, due
to our assumption on reflection symmetry). The neutral subspace H0 is the kernel
of L, and is one dimensional space spanned by ψ2 = σ2−2. The stable subspace H−
is spanned by all other eigenfunctions. Let P± and P0 be the orthogonal projections
on H± and H0.
For any function f : R× (−∞, τ0], we define the cylindrical norm
‖f‖H,∞(τ) = sup
τ ′≤τ
(∫ τ ′
τ ′−1
‖f(·, s)‖2H ds
) 1
2
, τ ≤ τ0
and we will often simply set
(2.18) ‖f‖H,∞ := ‖f‖H,∞(τ0).
In the course of proving necessary estimates in the cylindrical region we define
yet another Hilbert space D by
D = {f ∈ H : f, fσ ∈ H},
equipped with a norm
‖f‖2D =
∫
R
{f(σ)2 + f ′(σ)2}eσ2/4dσ.
We will write
(f, g)D =
∫
R
{f ′(σ)g′(σ) + f(σ)g(σ)}eσ2/4dσ,
for the inner product in D.
Since we have a dense inclusion D ⊂ H we also get a dense inclusion H ⊂ D∗
where every f ∈ H is interpreted as a functional on D via
g ∈ D 7→ 〈f, g〉.
Because of this we will also denote the duality between D and D∗ by
(f, g) ∈ D×D∗ 7→ 〈f, g〉.
Similarly as above define the cylindrical norm
‖f‖D,∞(τ) = sup
σ≤τ
(∫ σ
σ−1
‖f(·, s)‖2D ds
) 1
2
,
and analogously we define the cylindrical norm ‖f‖D∗,∞(τ) and set for simplicity
‖f‖D∗,∞ := ‖f‖D∗,∞(τ0).
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In Section 3 we will show a coercive estimate for wC in terms of the errorE[w,ϕC ].
However, as expected, this can only be achieved by removing the projection P0wC
onto the kernel of L, generated by ψ2. More precisely, setting
wˆC := P+wC + P−wC = wC − P0wC
we will prove that for any ǫ > 0 there exist θ > 0 and τ0 ≪ 0 such that the following
bound holds
(2.19) ‖wˆC‖D,∞ ≤ C ‖E[w,ϕC ]‖D∗,∞
provided that P+wC(τ0) = 0. In fact, we will show in Proposition 5.1 that the
parameters α, β and γ can be adjusted so that for wβγ := u1 − uβγ2 , we have
(2.20) P+wC(τ0) = 0 and P0wC(τ0) = 0.
Thus (2.19) will hold for such a choice of β, γ and τ0 ≪ 0. The condition P0wC(τ0) =
0 is essential and will be used in Section 5 to give us that wβγ ≡ 0. In addition, we
will show in Proposition 5.1 that β and γ can be chosen to be admissible according
to our Definition 2.2.
The norm of the error term ‖E[w,ϕC ]‖D∗,∞ on the right hand side of (2.19) will
be estimated in Section 3. We will show that given ǫ > 0 small, there exists a
τ0 ≪ −1 such that
(2.21) ‖E[w,ϕC ]‖D∗,∞ ≤ ǫ
(‖wC‖D,∞ + ‖wχDθ‖D,∞).
where Dθ := {(σ, τ) : θ/2 ≤ u1(σ, τ) ≤ θ} denotes the support of the derivative of
ϕC . Combining (2.19) and (2.21) yields the bound
(2.22) ‖wˆC‖D,∞ ≤ ǫ (‖wC‖D,∞ + ‖wχDθ‖H,∞),
holding for all ǫ > 0 and τ0 := τ0(ǫ)≪ −1.
To close the argument we need to estimate ‖wχDθ‖H,∞ in terms of ‖wC‖D,∞.
This will be done by considering the tip region and establishing an appropriate a
priori bound for the difference of our two solutions there.
2.3.2. The tip region. The tip region is defined by Tθ = {(u, τ) : u1 ≤ 2θ, τ ≤ τ0}.
Since equation (2.11) becomes singular at the tips σ±(τ), in the tip region we
introduce the change of variables Y := u2σ and we view Y as a function of (u, τ)
(see in [3], Section 2 for details). A simple calculation shows that Y (u, τ) satisfies
the equation
(2.23) Yτ +
u
2
Yu = Y Yuu − 1
2
(Yu)
2 + (1− Y ) Yu
u
+ 2(1− Y ) Y
u2
.
Under this change of variables, our solutions u1(σ, τ) and u
βγ
2 (σ, τ) become
Y1(u, τ) and Y
βγ
2 (u, τ). In this region we consider a cut-off function ϕT (u) with
the following properties:
(2.24) (i) suppϕT ⋐ Tθ (ii) 0 ≤ ϕT ≤ 1 (iii) ϕT ≡ 1, on Tθ/2.
Let Ψ1(u, τ) =
√
Y1(u, τ) and Ψ
βγ
2 (u, τ) =
√
Y βγ2 (u, τ). We will see in Section
4.3 that the difference W (u, τ) := Ψ1(u, τ) − Ψβγ2 (u, τ) satisfies equation (4.29).
Our next goal is to define an appropriate weighted norm in the tip region Tθ, by
defining the weight µ(u, τ). To this end we need to further distinguish between two
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regions in Tθ: for L > 0 sufficiently large to be determined in Section 4, we define
the collar region to be the set
(2.25) Kθ,L :=
{
y | L√|τ | ≤ u1(σ, τ) ≤ 2θ
}
and the soliton region to be the set
(2.26) SL :=
{
y | 0 ≤ u1(σ, τ) ≤ L√|τ |
}
.
This is necessary, as the behavior of our solutions changes from being cylindrical
in the collar region to resembling the Bryant soliton in the soliton region.
In the soliton region we further rescale our solutions by setting for each solutions
Z(ρ, τ) = Y (u, τ), ρ := u
√
|τ |.
A direct calculation using (2.23) shows that each rescaled solution Z satisfies the
equation
(2.27)
1
|τ |
(
Zτ − 1
2|τ |ρZρ +
ρZρ
2
)
= ZZρρ − 1
2
Z2ρ + (1 − Z)
Zρ
ρ
+
2(1− Z)Z
ρ2
.
The collar region can be viewed as the transition region between the cylindrical and
soliton regions. Furthermore, the result in Theorem 1.6 implies that each solution
Z(ρ, τ) converges smoothly on compact subsets of ρ ≤ L to the translating Bowl
soliton Z0(ρ) with maximal curvature one (see in [17] for more details about the
Bryant soliton). It was shown in [17] that Z0(ρ) satisfies the following asymptotics
(2.28) Z0(ρ) =
{
1− ρ2/6 +O(ρ4), as ρ→ 0
ρ−2 +O(ρ−4), as ρ→∞.
Let us next define our weight µ(u, τ) in the tip region as a function of (u, τ). Let
ζ(u) be a nonnegative smooth decreasing function defined on u ∈ (0,∞) such that
ζ(u) = 1, for u ≥ θ/2 and ζ(u) = 0, for u ≤ θ/4.
Such a function can be chosen to satisfy the derivative estimate |ζ′(u)| ≤ 5θ−1.
For our given solution u(σ, τ) which after the coordinate change gives rise to
σ(u, τ) and Y (σ, τ) := u2σ(u, τ) (recall that we have dropped the index and denote
σ, Y1 by σ, Y respectively) we define our weight µ(u, τ) in the tip region to be
(2.29) µ(u, τ) = −σ
2(θ, τ)
4
+
∫ u
θ
µu(u
′, τ) du′
where
(2.30) µu := ζ(u)
(− σ2(u, τ)
4
)
u
+ (1− ζ(u)) 1− Y (u, τ)
u Y (u, τ)
.
Note that since ζ ≡ 1 for u ≥ θ/2, we have µ(u, τ) = −σ2(u,τ)4 in this region,
hence it coincides with our weight in the cylindrical region. This is important as
our norms in the intersection of the cylindrical and tip regions need to coincide.
Now that we have defined the weight µ(u, τ), let us define the norm in the tip
region. For a function W : [0, 2θ] → R and any τ ≤ τ0, we define the weighted L2
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norm with respect to the weight eµ(·,τ) du by
‖W (·, τ)‖2 :=
∫ 2θ
0
Ψ−21 W
2(u, τ) eµ(u,τ) du, τ ≤ τ0.
For a function W : [0, 2θ]× (−∞, τ0]→ R we define the tip norm to be
(2.31) ‖W‖2,∞(τ) = sup
τ ′≤τ
|τ ′|1/4
(∫ τ ′
τ ′−1
‖W (·, s)‖2 ds
)1/2
for any τ ≤ τ0. We include the weight in time |τ |1/4 to make the norms equivalent
in the transition region, between the cylindrical and the tip regions, as will become
apparent in Lemma 5.3. We will also abbreviate
(2.32) ‖W‖2,∞ := ‖W‖2,∞(τ0).
For a cutoff function ϕT as in (2.24), we set WT (u, τ) := W (u, τ)ϕT , where
W := Y1 − Y βγ2 is the difference of our two solutions. In Section 4 we will show
the following crucial for our purposes estimate which roughly states that the norm
of the difference W of our two solutions in the tip region can be estimated by the
norm of W in the region θ ≤ u ≤ 2θ which is included in our cylindrical region
u ≥ θ/2. More precisely, we will show
(2.33) ‖WT ‖2,∞ ≤ C√|τ0| ‖W χ[θ,2θ]‖2,∞
where D2θ := {y | θ ≤ u1(σ, τ) ≤ 2θ} and χ[θ,2θ] is the characteristic function of
the interval [θ, 2θ]. We will next outline how this estimate is combined with that
in the cylindrical region to close the argument and conclude uniqueness.
2.4. The conclusion. The statement of Theorem 1.5 is equivalent to showing there
exist parameters β and γ so that u1(σ, τ) = u
βγ
2 (σ, τ), where u
βγ
2 (σ, τ) is defined by
(2.14) and both functions, u1(σ, τ) and u
βγ
2 (σ, τ), satisfy equation (2.11). We set
w := u1 − uβγ2 , where (β, γ) is an admissible pair of parameters with respect to τ0,
such that (2.20) holds for a τ0 ≪ −1. The main estimates in each of the regions,
namely (2.22) and (2.33) hold for w and the same τ0 as above. Next, we want
to combine (2.22) and (2.33). To this end we need to show that the norms of the
difference of our two solutions, with respect to the weights defined in the cylindrical
and the tip regions, are equivalent in the intersection between the cylindrical and
the tip regions, the so called transition region. More precisely, we will show in
Section 5 that for every θ > 0 small, there exist τ0 ≪ −1 and uniform constants
c(θ), C(θ) > 0, so that for τ ≤ τ0, we have
(2.34) c(θ) ‖Wχ
[θ,2θ]
‖H,∞ ≤ ‖wχD2θ ‖H,∞ ≤ C(θ) ‖Wχ[θ,2θ]‖H,∞
where D2θ := {y | θ ≤ u1(σ, τ) ≤ 2θ} and χ[θ,2θ] is the characteristic function of
the interval [θ, 2θ].
Combining (2.34) with (2.22) and (2.33) finally show that ‖P0wC‖D,∞ dominates
over the norms of P−wC and P+wC . We will use this fact in Section 5 to conclude
that w(σ, τ) := wβγ(σ, τ) ≡ 0 for our choice of parameters β and γ. To do so we
will look at the projection a(τ) := P0wC and define its norm
‖a‖H,∞(τ) = sup
σ≤τ
(∫ σ
σ−1
‖a(s)‖2 ds
) 1
2
, τ ≤ τ0
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with ‖a‖H,∞ := ‖a‖H,∞(τ0).
By projecting equation (2.16) onto the zero eigenspace spanned by ψ2 and esti-
mating error terms by ‖a‖H,∞ itself, we will conclude in Section 5 that a(τ) satisfies
a certain differential inequality which combined with our assumption that a(τ0) = 0
(that follows from the choice of parameters β, γ so that (2.20) hold) will yield that
a(τ) = 0 for all τ ≤ τ0. On the other hand, since ‖a‖H,∞ dominates the ‖wC‖H,∞,
this will imply that wC ≡ 0, thus yielding w ≡ 0, as stated in Theorem 1.5.
3. Cylindrical region
Let u1(σ, τ) and u2(σ, τ) be two solutions to equation (2.11) as in the statement
of Theorem 1.5 and let uβγ2 be defined by (2.14). In this section we will estimate
the difference w := u1−uβγ2 in the cylindrical region Cθ = {σ | u1(σ, τ) ≥ θ/2 }, for
a given number θ > 0 small and any τ ≤ τ0 ≪ −1. Recall that all the definitions
and notations have been introduced in Section 2.3.1. Before we state and prove the
main estimate in the cylindrical region we give a remark that the reader should be
aware of throughout the whole section.
Remark 3.1. Recall that we write simply u2(σ, τ) for u
βγ
2 (σ, τ), where
uβγ2 (σ, τ) =
√
1 + βeτ u2
( σ√
1 + βeτ
, τ + γ − log(1 + βeτ )
)
,
is still a solution to (2.11) and simply write w(σ, τ) for wβγ(σ, τ) := u1(σ, τ) −
uβγ2 (σ, τ). As it has been already indicated in Section 2.4, we will choose β =
β(τ0) and γ = γ(τ0) (as it will be explained in Section 5) so that the projections
P+wC(τ0) = P0wC(τ0) = 0, at a suitably chosen τ0 ≪ −1. In Section 5 we show
the pair (β, γ) is admissible with respect to τ0, in the sense of Definition 2.2, if τ0
is sufficiently small. That will imply all our estimates that follow are independent
of the parameters β, γ, as long as they are admissible with respect to τ0, and will
hold for u1(σ, τ) − uβγ2 (σ, τ), for τ ≤ τ0 (as explained in section 2).
Our goal in this section is to prove that the bound (2.22) holds as stated next.
Recall the notation wC := wϕC , where ϕC is the cut off supported in the cylindrical
region.
Proposition 3.2. For every ǫ > 0 and θ > 0 small, there exists a τ0 ≪ −1 so that
if w := u1 − uβγ2 satisfies P+wC(τ0) = 0, then we have
‖wˆC‖D,∞ ≤ ǫ
(‖wC‖D,∞ + ‖wχDθ‖H,∞),
where Dθ := {σ | θ/2 ≤ u1(σ, θ) ≤ θ} and wˆC = P−wC + P+wC.
Our linear operator L(f) = fσσ− σ2 +f is the same is in [2], and hence, the linear
theory we derived in [2] carries over to the Ricci flow case as well. In order for this
article to be self-contained, we will state the results from [2] that we will use later,
but for the proofs of the same we refer reader to look at [2]. More precisely, in [2]
we obtained energy type estimate for ancient solutions f : (−∞, τ0] → D of the
linear cylindrical equation
(3.1)
∂f
∂τ
− Lf(τ) = g(τ).
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Lemma 3.3 (Lemma 5.8 in [2]). Let f : (−∞, τ0] → D be a bounded solution of
equation (3.1). If T > 0 is sufficiently large, then there is a constant C⋆ such that
sup
τ≤τ0
‖fˆ(τ)‖2H + C−1⋆ sup
n≥0
∫
In
‖fˆ(τ)‖2D dτ
≤ ‖f+(τ0)‖2H + C⋆ sup
n≥0
∫
In
‖gˆ(τ)‖2D∗ dτ,
(3.2)
where In is the interval In = [τ0 − (n + 1)T, τ0 − nT ] and where f+ = P+f and
fˆ = P+f + P−f .
We also summarize in the next lemma the following bounds on various operators
between the Hilbert spaces H and D with norms (2.17) and (??) respectively (see
in Section 2.3.1 for their definitions). All these bounds were shown in [2].
Lemma 3.4. The following hold:
i. f → σf is bounded from D to H.
ii. f → σf , f → ∂σf , f → ∂∗σf = (−∂σf + σ2 f) are bounded from H to D∗.
iii. f → σ2f , f → σ∂σf , f → ∂2σf are bounded from D to D∗.
iv. f → f is bounded from D to H and hence from H to D∗.
The rest of this section will be devoted to the proof of Proposition 3.2. To
simplify the notation we will simply denote uβγ2 by u2 and set w := u1 − u2. The
difference w satisfies the equation
∂
∂τ
w = L[w] + w
2
σ
u1
− w
2
2u1
+
2wσu2σ
u1
− u
2
2σw
u1u2
+
w
2u1u2
(2− u22)− J1wσ + u2σ (J2 − J1)
(3.3)
Note that
(3.4) J1 − J2 = −2
∫ σ
0
u1σσ
u1
dσ′ + 2
∫ σ
0
u2σσ
u2
dσ′ = −2
∫ σ
0
(wσσ
u1
− u2σσw
u1u2
)
dσ′.
Let ϕC be a cut off function as in section 2.3.1 and let wC = wϕC . An easy
computation shows that
(3.5)
∂
∂τ
wC = L[wC ] + E(wC) + E¯ [w,ϕC ] + Enl
where
(3.6) E(wC) :=
(wσ
u1
+
2u2σ
u1
− J1
)
(wC)σ −
( w
2u1
+
u22σ
u1u2
+
u22 − 2
2u1u2
)
wC
and
E¯ [w,ϕC ] := ϕC,τw − (ϕC)σσw − 2(ϕC)σwσ + σ
2
(ϕC)σw
− (ϕC)σwwσ
u1
− 2(ϕC)σu2σw
u1
+ J1(ϕC)σw
(3.7)
and
(3.8) Enl := u2σϕC (J2 − J1).
The proof of Proposition 3.2 will follow easily by combining Lemma 3.3 with the
next estimate on the error terms in equation (3.5).
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Proposition 3.5. For every ǫ > 0 and θ > 0 small, there exists a τ0 ≪ −1, so
that the error term E := E(wC) + E¯ [w,ϕC ] + Enl satisfies the estimate
(3.9) ‖E‖D∗,∞ ≤ ǫ (‖wC‖D,∞ + ‖wχDθ‖H,∞)
where Dθ := {σ | θ/2 ≤ u1(σ, τ) ≤ θ}.
Proof. Note that our unique asymptotics result in [3], together with more refined
asymptotics in the collar region (see section A for precise statements and their
proofs) we have that for every ǫ > 0 there exists a τ0 ≪ −1 so that for τ ≤ τ0 we
have |w(σ, τ)| ≤ ǫ in Cθ. Combining this, estimate (3.6) and (A.4), since u ≥ θ/2
in Cθ, yield
(3.10) E(wC)| ≤ ǫ
6
(
|wC |+ |(wC)σ|
)
+
|u22 − 2|
2u1u2
|wC |
and
(3.11) |E¯ [w,ϕC ]| ≤ C(θ)√|τ0| |wχDθ |+ C(θ)|(ϕC )σ wσ |
in Cθ, for τ ≤ τ0. Then, using the estimates in Lemma 3.4 and (3.10) we have
‖E(wC)‖D∗ ≤ ǫ
6
‖wC‖D +
∥∥∥ (u22 − 2)wC
2u1u2
∥∥∥
D∗
≤ ǫ
6
‖wC‖D + C0
∥∥∥ 1
σ + 1
(u22 − 2)
2u1u2
wC
∥∥∥
H
≤ ǫ
6
‖wC‖D + C(θ)
( ∫ K
0
(u2 −
√
2)2w2C dµ
) 1
2
+
C(θ)
K
(∫ ∞
K
w2C dµ
) 1
2
,
where C0 is a uniform constant, that is, an upper bound of the norm of the operator
f → σf from H to D∗. For a given ǫ > 0, choose K large so that C(θ)/K ≤ ǫ/12
and then for this K choose τ0 ≪ −1 so that for τ ≤ τ0 and for σ ∈ [0,K] we have
|u2−
√
2| ≤ ǫ/12. The latter follows from the fact that the limτ→−∞ u2(σ, τ) =
√
2,
uniformly on compact sets. This finally yields
(3.12) ‖E(wC)‖D∗,∞ ≤ ǫ
3
‖wC‖D,∞.
Furthermore, using (3.11), Lemma 3.4 and the definition of the cut off function
ϕC , for all τ ≤ τ0 we have
‖E¯[w,ϕC ]‖D∗ ≤ C(θ)√|τ0| ‖wχDθ‖D∗ + C(θ) ‖(ϕC)σwσ‖D∗
≤ C(θ)√|τ0| ‖wχDθ‖H + C(θ)
(
‖((ϕC)σw)σ‖D∗ + ‖(ϕC)σσw‖H)
≤ C(θ)√|τ0| ‖wχDθ‖H,
where the constant C(θ) may vary from line to line, but is uniform in time. This
leads to
(3.13) ‖E¯ [w,ϕC ]‖D∗,∞ ≤ C(θ)√|τ0| ‖χDθw‖H,∞.
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It remains to deal with the more delicate bound of the non-local term Enl. Using
(3.4) we have
Enl = −2
(
u2σϕC
∫ σ
0
wσσ
u1
dσ′ + u2σϕC
∫
u2σσ
u1u2
w dσ′
)
=: −2(I1 + I2)
and hence,
‖Enl‖D∗ ≤ 2 (‖I1‖D∗ + ‖I2‖D∗).
Using (A.4) we have
‖I2‖2D∗ ≤ C0 ‖I2‖2H ≤
C(θ)
|τ |2
∫
σ≥0
ϕ2C
(∫ σ
0
|w| dσ′
)2
e−
σ2
4 dσ
+
C(θ)
|τ |2
∫
σ≤0
ϕ2C
(∫ σ
0
|w| dσ′
)2
e−
σ2
4 dσ.
(3.14)
It is enough to show how we deal with one of the two terms since the other one
is handled similarly. Note that by definition ϕC is nonincreasing for σ ≥ 0 and is
nondecreasing for σ ≤ 0. Using this and the Fubini theorem we get∫
σ≥0
ϕ2C
( ∫ σ
0
|w| dσ′
)2
e−
σ2
4 dσ ≤
∫
σ≥0
ϕ2C
(∫ σ
0
w2 dσ′
)
σe−σ
2/4 dσ
≤
∫
σ≥0
(∫ σ
0
ϕ2C(σ
′)w2(σ′, τ) dσ′
)
σe−σ
2/4 dσ
=
∫ u−11 (θ,τ)
0
w2C
(∫ u−11 (θ,τ)
σ′
σe−σ
2/4 dσ
)
dσ′
≤ C0
∫
σ≥0
w2C dµ ≤ C0 ‖wC‖2H.
This yields the bound
(3.15) ‖I2‖D∗,∞ ≤ C(θ)|τ0| ‖wC‖H,∞.
We deal with the term I1, similarly as with term I2 above. Using (A.4), integration
by parts and Fubini’s theorem, gives that for all τ ≤ τ0 we have
‖I1‖2D∗ ≤ C0‖I1‖2H ≤
C(θ)
|τ |
(∥∥∥ϕC ∫ σ
0
wσu1σ
u21
dσ′
∥∥∥2
H
+
∥∥∥ϕC (wσ
u1
(σ, τ) − wσ
u1
(0, τ)
)∥∥∥2
H
)
≤ C(θ)|τ |
(‖ϕCwσ‖2H + w2σ(0, τ))
≤ C(θ)|τ0|
(‖wC‖2H + ‖wχDθ‖2H + w2σ(0, τ)).
(3.16)
Let η be a C1 cut off function so that its support is contained in a compact set
[−L,L], so that it is identically equal to one on a set [−L/2, L/2]. By Morrey’s
inequality we get that
|wσ(0, τ)|2 = |(wη)σ(0, τ)|2 ≤ C0
( ∫
(ηw)2σσ +
∫
(ηw)2σ
)
.
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By the energy estimate proved in Lemma A.7 we get
(3.17) sup
τ≤τ0
(∫ τ
τ−1
|wσ(0, τ)|2 ds
) 1
2 ≤ C0(‖wη‖D,∞ + ‖Eη‖H,∞),
where Eη is the same as the error term E , defined by (3.6), (3.7) and (3.8), once
we replace ϕC and its derivatives by η and its derivatives, respectively. Keeping in
mind that the support of η is well inside the region where ϕC = 1 and that on a
support of η we can make |u − √2| as small as we want by taking τ0 sufficiently
small, similarly to the estimates for E(wC), E¯ [w,ϕC ] and Enl above, we get
E(wη)‖2H,∞ ≤ C0 ‖wη‖2D,∞ ≤ C0‖wC‖2D,∞, ‖E¯[w, η]‖2H,∞ ≤ C‖wC‖2H,∞
and
‖Eηnl‖2H,∞ ≤ C0 ‖wC‖2D,∞ +
C0
|τ0| supτ≤τ0
∫ τ
τ−1
w2σ(0, s) ds
where Eηnl is the nonlocal error term, defined as in (3.8), after replacing ϕC by η.
Hence,
‖Eη‖2H,∞ ≤ C0‖wC‖2D,∞ +
C0
|τ0| supτ≤τ0
∫ τ
τ−1
w2σ(0, s) ds.
Combining this and (3.17), after choosing τ0 ≪ −1 sufficiently small, we obtain,
(3.18) sup
τ≤τ0
∫ τ
τ−1
w2σ(0, s) ds ≤ C0 ‖wC‖2D,∞.
This together with (3.16) imply
(3.19) ‖I1‖2D∗,∞ ≤
C(θ)
|τ0| (‖wC‖
2
D,∞ + ‖wχDθ‖2H,∞).
Finally, (3.12), (3.13), (3.15) and (3.19) imply that for every ǫ > 0, there exists a
τ0 ≪ −1 so that (3.9) holds, hence concluding the proof of Proposition. 
We can finally finish the proof of Proposition 3.2.
Proof of Proposition 3.2. Apply Lemma 3.3 to wC solving (3.5), to conclude that
there exist τ0 ≪ −1 and constant C0 > 0, so that if the parameters (β, γ) are chosen
to ensure that P+wC(τ0) = 0, then wˆC := P+wC + P−wC satisfies the estimate
‖wˆC‖D,∞ ≤ C0 ‖E‖D∗,∞, for all τ ≤ τ0
where E := E(wC) + E¯ [w,ϕC ] + Enl. Combining this together with Proposition 3.5
concludes the proof of Proposition 3.2. 
4. The tip region
Let u1(σ, τ) and u2(σ, τ) be the two solutions to equation (2.11) as in the state-
ment of Theorem 1.5 and let uβγ2 be defined by (2.14). We will now estimate the
difference of these solutions in the tip region
Tθ = {(σ, τ) | u1(σ, τ) ≤ 2θ}
for θ > 0 sufficiently small, and τ ≤ τ0 ≪ −1, where τ0 is to be chosen later. Recall
from Section 2.3.2 that the tip region is further divided into the collar region KL,θ
defined by (2.25) and the soliton region SL defined by (2.26).
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As we have seen in Section 2.3.2, in the tip region we exchange the variables σ
and u and consider Y (u, τ) := u2σ(σ, τ) as a function of u. This means that for our
given solutions u1(σ, τ), u
βγ
2 (σ, τ) of (2.12), we consider
Y1(u, τ) := u
2
1σ(σ, τ), where σ = σ1(u, τ) ⇐⇒ u = u1(σ, τ)
and similarly
Y βγ2 (u, τ) := (u
βγ
2σ )
2(σ, τ), where σ = σβγ2 (u, τ) ⇐⇒ u = uβγ2 (σ, τ).
Note that by the definition of uβγ2 (σ, τ) (see (2.14)) we have that
(4.1) Y βγ2 (u, τ) = Y2
( u√
1 + βeτ
, τ + γ − log(1 + βeτ )
)
.
We have seen in Section 2.3.2 that in the soliton region we need further rescale
of our solutions, namely define
(4.2) Z1(ρ, τ) := Y1(u, τ) and Z2(ρ, τ) := Y2(u, τ), ρ :=
√
|τ | u.
Both rescaled solutions satisfy equation (2.27). Also, using (4.1) we see that
(4.3) Zβγ2 (ρ, τ) = Z2
(ρ√|τ + γ − log(1 + βeτ )|√
|τ | √1 + βeτ , τ + γ − log(1 + βe
τ )
)
.
The following simple consequence of Theorem 1.6 will be used in the sequel.
Proposition 4.1. If (β, γ) are τ0 admissible in the sense of definition 2.2, then
Z1(ρ, τ)→ Z0(ρ) and Zβγ2 (ρ, τ)→ Z0(ρ) as τ → −∞,
uniformly on compact sets and smoothly, where Z0(ρ) is the unique rotationally
symmetric Bryant soliton with maximal scalar curvature equal to one.
Proof. Lets first show that each of the rescaled solutions Zi(ρ, τ) according to (4.2)
converges, as τ → −∞, uniformly smoothly to the unique rotationally symmetric
Bryant soliton Z0(ρ) whose maximum curvature is equal to one. Let’s drop the
subscript i from the solutions setting for simplicity, that is set Z := Zi. Denote by
(S3, g(·, t)) the unrescaled solution of (1.1).
By Theorem 1.6 we know that the maximal scalar curvature k(t) of the solution
(S3, g(·, t)) satisfies k(t) = log(−t)(−t)
(
1 + o(1)
)
, as t → −∞. Moreover, according to
Theorem 1.6, the rescaled solution (S3, g˜(·, τ)), defined by
g˜(·, τ) = k(t) g(·, t), τ = − log(−t),
whose maximal scalar curvature is equal to one, converges, as τ → −∞, to the
unique rotationally symmetric Bryant soliton whose maximal scalar curvature is
equal to one. Since,
g˜(·, τ) = |τ |
( du2
Y (u, τ)
+ u2gS2
)
=
dρ2
Z(ρ, τ)
+ ρ2 gS2 ,
we conclude from the above discussion that Z(ρ, τ) converges, as τ → −∞, in C∞loc
to Z0(ρ), where
dρ2
Z0(ρ)
+ ρ2 gS2 is the Bryant soliton metric whose maximal scalar
curvature is one.
This in particular shows that Z1(ρ, τ) → Z0(ρ) and Zβγ2 (ρ, τ) → Z0(ρ) in C∞loc.

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For a cutoff function ϕT (u) supported in the tip region (see (2.24) for its defini-
tions), we set
(4.4) WT := ϕT W where W := Ψ1 −Ψβγ2 ,
and Ψ1 :=
√
Y1 and Ψ
βγ :=
√
Y βγ2 . The reason for passing from Y to Ψ :=
√
Y is
that it allows us to easier recognize the divergence structure of the equation for W
which is essential in establishing our energy estimate in the soliton region (see in
Section 4.3).
Recall the definition of the norm ‖·‖2,∞ in the tip region is given by (2.31)-(2.32)
in Section 2.3.2. The main goal in this section is to establish the following estimate.
Proposition 4.2. There exist θ with 0 < θ ≪ 1, τ0 ≪ −1 and C < +∞ such that
(4.5) ‖WT ‖2,∞ ≤ C√|τ0| ‖W χ[θ,2θ]‖2,∞
holds. Constant C is a uniform constant, independent of τ0, as long as τ0 ≪ −1.
To simplify the notation throughout this section we will denote Y1 by Y and Ψ1
by Ψ. Also, we will denote Y βγ2 by Y¯ and Ψ
βγ
2 by Ψ¯. The proof of this Proposition
will be based on a Poincare´ inequality for the functionWT which is supported in the
tip region. These estimates will be shown to hold with respect to an appropriately
chosen weight eµ(u,τ) du, where µ(u, τ) is given by (2.29)-(2.30). We will begin by
establishing various properties on the weight µ(u, τ), especially estimates which we
later use in this section. We will continue with the Poincare´ inequality and the
energy estimate. Note that the energy estimate will require careful integration by
parts which is based on the divergence structure of the equation forW with respect
to our appropriately defined weight µ(u, τ). This estimate is quite more delicate
than its analogue in [2]. The proof of Proposition 4.2 will be finished in Section
4.4.
4.1. Properties of the weight µ(u, τ). Let ζ(u) be a nonnegative smooth de-
creasing function defined on u ∈ (0,∞) such that
ζ(u) = 1, for u ≥ θ/2 and ζ(u) = 0, for u ≤ θ/4.
Such a function can be chosen to satisfy the derivative estimate |ζ′(u)| ≤ 5θ−1.
For our given solution u(σ, τ) which after the coordinate change gives rise to
σ(u, τ) and Y (σ, τ) := u2σ(u, τ) (recall that we have dropped the index and denote
σ, Y1 by σ, Y respectively) we define our weight µ(u, τ) in the tip region as in (2.29)
where we recall that
µu := ζ(u)
(− σ2(u, τ)
4
)
u
+ (1− ζ(u)) 1− Y (u, τ)
u Y (u, τ)
.
Note that since ζ ≡ 1 for u ≥ θ/2, we have µ(u, τ) = −σ2(u,τ)4 in this region,
hence it coincides with our weight in the cylindrical region. This is important as
our norms in the intersection of the cylindrical and tip regions need to coincide.
In this section we will prove sharp estimates on our weight µ and its derivatives
which will be used in the following two sub-sections. Crucial role will play the
convexity estimate which is shown in the Appendix, Proposition A.2, namely that
(4.6) (u2)σσ ≤ 0, on u ≥ L√|τ |
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holds for L ≫ 1 and τ ≤ τ0 ≪ −1. We will also use its consequence (A.15). To
facilitate future references, let us remark that (4.6) expressed in terms of Y := u2σ
implies that
(4.7) u Yu + 2 Y ≤ 0, on KL,θ
holds for L≫ 1 and τ ≤ τ0 ≪ −1. Also, throughout this whole section we will use
the bound
(4.8) 1− η
10
≤ σ
2
4|τ | ≤ 1 +
η
10
, on Tθ
which holds for τ ≤ τ0 ≪ −1 and θ = θ(η) sufficiently small. This bound is an
immediate consequence of Theorem 1.6.
Lemma 4.3. Fix η > 0. There exist θ > 0 small, L≫ 1 and τ0 ≪ −1 such that
(4.9) (1− η)µu ≤ 1− Y
u Y
≤ (1 + η)µu
and
(4.10) (1 − η) |τ | ≤ 1
u2 Y
≤ (1 + η) |τ |
hold on KL,θ and τ ≤ τ0.
Proof. Both bounds follow from our crucial estimate (A.15), which says that
(4.11) 1− η
10
≤ −σuuσ
2
≤ 1 + η
10
holds on KL,θ for θ > 0 small, L≫ 1 and τ ≤ τ0 ≪ −1.
The first estimate simply follows from the definition of µu, and the fact that(− σ2
4
)
u
= −σσu
2
= −σ uuσ
2
1
u u2σ
= −σuuσ
2
1
u Y
which with the aid of (4.11) gives∣∣∣µu − 1− Y
uY
∣∣∣ ≤ ∣∣∣(− σ2
4
)
u
− 1− Y
uY
∣∣∣ ≤ η
10
1
Y u
+
1
u
≤ η 1− Y
Y u
where in the last inequality we used that Y ≪ η in the considered region.
For the second inequality (4.10), we observe that
|τ |u2 Y = 4|τ |
σ2
σ2u2u2σ
4
hence the bound readily follows by (4.11) and (4.8).

Corollary 4.4. There exists an absolute θ ≪ 1 and τ0 ≪ −1 such that
(4.12) µ(u, τ) ≤ −|τ |
4
holds on Tθ for τ ≤ τ0 ≪ −1.
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Proof. We claim that µu ≥ 0 in Tθ. Indeed, in Kθ,L this is true by (4.9). In SL,
ζ = 0 and thus µu =
1−Y (u,τ)
uY (y,τ) ≥ 0. Hence, in Tθ we have
µ(u, τ) = −σ
2(θ, τ)
4
−
∫ θ
u
µu(u
′, τ) du′ ≤ −σ
2(θ, τ)
4
.
The claim (4.12) now immediately follows by (4.8), by taking η there sufficiently
small. 
We will next estimate uτ in the region θ/4 ≤ u ≤ 2θ. This will be used later to
estimate the time derivative µτ (u, τ) of our weight.
Lemma 4.5. Fix η > 0. There exist θ > 0 small, L ≫ 1 and τ0 ≪ −1 such that
the bounds
(4.13) |uτ (σ, τ)| ≤ η
u
and
∣∣∣(− σ2(u, τ)
4
)
τ
∣∣∣ ≤ η
u2Y
hold in the collar region Kθ,L and τ ≤ τ0.
Proof. We recall equation (2.12), namely that
uτ = uσσ − σ
2
uσ − J(σ, τ)uσ + u
2
σ
u
− 1
u
+
u
2
.
Using the bounds
0 ≤ −J ≤ 2 |uσ|
u
, |uσσ| ≤ η
10 u
,
∣∣1 + σ uuσ
2
∣∣ ≤ η
10
, |uσ| ≤ η
20
which hold for τ0 ≪ −1, we conclude that
|uτ | ≤ η
2u
+
1
u
∣∣σuuσ
2
+ 1
∣∣ ≤ η
2u
+
2θ2
u
≤ η
u
,
if we take θ so that 4θ2 ≤ η. Now, using this bound, we compute∣∣∣(− σ2
4
)
τ
∣∣∣ = ∣∣∣σστ
2
∣∣∣ = ∣∣∣σuτ
2uσ
∣∣∣ = 1
u u2σ
∣∣∣σ uuσ
2
∣∣∣ |uτ | ≤ η
u2 Y
.

We will also need an estimate for the time µτ (u, τ) derivative of our weight in
the whole tip region Tθ where u ≤ 2θ. But before we do so, we will estimate Yu, Yuu
as well as Yτ in this region. Recall that Y satisfies equation (2.23). Our estimates
will be based on the bounds in Proposition A.4, namely that given an η > 0 there
exist θ and L≫ 1 and τ0 ≪ −1 such that for τ ≤ τ0,
(4.14) 0 ≤ −u uσσ ≤ η and u2|uσσσ| ≤ η
hold on the collar region Kθ,L.
Lemma 4.6. Fix η > 0. There exist θ > 0 small, L ≫ 1 and τ0 ≪ −1 such that
Y satisfies derivative bounds
(4.15) |Yu| ≤ η
u
, |Yuu| ≤ η
u2
√
Y
, Yτ ≤ η
√
Y
u2
+
η
4
, |Yτ | ≤ η
u2
hold on Kθ,L and for τ ≤ τ0. It follows that Ψ :=
√
Y satisfies the derivative bounds
(4.16) |Ψu| ≤ η
uΨ
, |Ψuu| ≤ η
u2Ψ2
, Ψτ ≤ η
u2
+
η
8Ψ
, |Ψτ | ≤ η
u2Ψ
in the same region.
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Proof. Recall that Yu = 2uσuσu = 2uσσ and Yuu =
(
uσσ)u = uσσσ σu. Hence, the
first two bounds in (4.15) readily follow from the two bounds in (4.14). For the
third bound we combine (2.23) with (4.7) and the two bounds we just obtained
(with η/2 instead of η) to conclude
Yτ ≤ Y Yuu − u
2
Yu ≤ η
√
Y
2 u2
+
η
4
.
The last bound in (4.15) follows the same way, using the bounds we just obtained
(with η/10 instead of η) and Y ≪ 1. The bounds (4.16) readily follow from (4.15).

We will next combine the estimates above to obtain the bounds for µuu(u, τ)
and µτ (u, τ) which will be used in the the next two subsections.
Lemma 4.7. Fix η > 0. There exist θ > 0, L ≫ 1 and τ0 ≪ −1 such that the
bound
(4.17) µuu ≤ η µ2u
holds in the collar region Kθ,L and for all τ ≤ τ0 ≪ −1.
Proof. Fix η > 0, and assume that σ > 0 and uσ < 0, as the case σ < 0 and
uσ > 0 is similar. Recall that µ(u, τ) is defined so that it satisfies (2.30). We know
that the bounds (A.15), (4.9) and (4.15) hold on Kθ,L, for η¯ := η/10 and θ small,
L large and τ ≤ τ0 ≪ −1. Using these bounds, we find that in the region where
µu =
(− σ24 )u, we have
µuu =
(− σσu
2
)
u
= −σσuu + σ
2
u
2
≤ −σσuu
2
=
σuσσ
2u3σ
≤ 1
2
|σuuσ|
2
η¯
u2 Y 2
≤ η¯ µ2u
while in the region where µu =
(1− Y
uY
)
u
, we have
µuu =
(Y −1 − 1
u
)
u
= −1− Y
u2Y
− Yu
u Y 2
≤ |Yu|
u Y 2
≤ η¯
u2 Y 2
≤ 2η¯ µ2u.
We conclude, with the aid of (4.9), (A.15), applied with η/10 instead of η, (using
also the bound ζ′(u) ≤ 5θ−1 ≤ 20u−1 and Y ≪ 1) that
µuu ≤ (1− ζ) η
u2 Y 2
+ ζ′(u)
∣∣∣(− σσu
2
)− Y −1 − 1
u
∣∣∣ ≤ 4η¯ µ2u ≤ η µ2u
holds on Kθ,L and τ ≤ τ0 ≪ −1.

Lemma 4.8. Fix η > 0. There exist θ > 0 and τ0 ≪ −1 such that the bound
(4.18) µτ (u, τ) ≤ η |τ |
(
1 + ρ−1 χ[0,1](ρ)
) ≤ C0 η
u2Y
, ρ := u
√
|τ |
holds in the whole tip region Tθ, for all τ ≤ τ0 ≪ −1.
Proof. We use the definition of µ(u, τ) in (2.29)-(2.30) and that ζ ≡ 1 for u ≥ θ/2.
Integration by parts gives
µτ =
(− σ2(θ, τ)
4
)
τ
+
∫ u
θ
ζ
(− σ2(u, τ)
4
)
uτ
+ (1− ζ) (Y −1(u, τ)− 1
u
)
τ
du
= ζ
(− σ2(u, τ)
4
)
τ
+
∫ θ
u
ζ′
(− σ2
4
)
τ
du +
∫ θ
u
(1 − ζ) Yτ
uY 2
du
(4.19)
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where, to simplify the notation, we will denote the variable of integration by u
(instead of u′) when there is no danger of confusion.
Fix η > 0 and small. We will treat separately the two cases of the collar and
soliton regions, L/
√
|τ | ≤ u ≤ θ and u ≤ L/
√
|τ |, respectively.
Case 1: Given η > 0, there exists 0 < θ ≪ 1 and L ≫ 1 such that (4.18) holds on
L/
√
|τ | ≤ u ≤ 2θ.
Observe first that on the region u ≥ θ, we have ζ(u) = 1, ζ′(u) = 0, hence the
desired bound simply follows from (4.13) and (4.10) for θ small and τ ≤ τ0(θ)≪ −1.
Assume now that u ≤ θ. Then the second bound in (4.13) (with η replaced by
η/10) and (4.10) readily give that
(4.20)
∣∣∣ζ (− σ2(u, τ)
4
)
τ
+
∫ θ
u
ζ′
(− σ2
4
)
τ
du
∣∣∣ ≤ η
4
|τ |
holds on the whole tip region Tθ, for θ small and τ ≤ τ0 ≪ −1 (recall that both ζ
and ζ′ are zero for u ≤ θ/4).
Let’s now look at the last integral in (4.19). Using equation (2.23) to substitute
for Yτ and integrating by parts we obtain∫ θ
u
(1 − ζ) Yτ
uY 2
du =
∫ θ
u
(1 − ζ)
(Yuu
uY
− 1
2
Y 2u
uY 2
+
1− Y
u3Y 2
(
uYu + 2Y
)− 1
2
Yu
Y 2
)
du
=
∫ θ
u
(1 − ζ)
(1
2
Y 2u
uY 2
+
1− Y
u3Y 2
(
uYu + 2Y
)− 1
2
Yu
Y 2
)
du
+
∫ θ
u
ζu
Yu
uY
du+ (1− ζ(u)) Yu
uY
(u, τ)
To obtain the desired bound, we cannot just use the estimates (4.15), we need to
use careful integration by parts together with (4.7). In fact we will use the negative
term u Yu + 2Y ≤ 0 in our favor to bound the first term on the right hand side of
the last formula. To this end, we write∫ θ
u
(1 − ζ) Yτ
uY 2
du =
∫ θ
u
(1− ζ)
(1
2
Yu
u2Y 2
(
uYu + 2Y
)
+
1− Y
u3Y 2
(
uYu + 2Y
))
du
−
∫ θ
u
(1− ζ)
( Yu
u2Y
+
1
2
Yu
Y 2
)
du +
∫ θ
u
ζu
Yu
uY
du
+ (1− ζ(u)) Yu
uY
(u, τ)
=
∫ θ
u
(1− ζ) 1
u3Y 2
(1
2
u2Yu + 1− Y
) (
uYu + 2Y
)
du
−
∫ θ
u
(1− ζ)
( Yu
u2Y
+
1
2
Yu
Y 2
)
du +
∫ θ
u
ζu
Yu
uY
du
+ (1− ζ(u)) Yu
uY
(u, τ)
≤
∫ θ
u
(−Yu)
u2Y
+
∫ θ
u
(−Yu)
2Y 2
du+
∫ θ
u
ζu
Yu
uY
du
+ (1− ζ(u)) Yu
uY
(u, τ), since 0 ≤ ζ ≤ 1,
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where in the last inequality we used
1
2
u2Yu + 1− Y ≥ −ηu+ 1− Y > 0 and uYu+
2Y ≤ 0. By (4.10) (with η = 1), we know that throughout collar region the values
of 1/u2Y are comparable. Hence, we can pull out the 1/u2Y (u, τ) from the first
integral in the last line above, evaluated at the end point u, and use Yu ≤ 0,
u ≤ θ < 1 to obtain that∫ θ
u
( (−Yu)
u2Y
+
1
2
(−Yu)
Y 2
)
du ≤ 2
u2Y (u, τ)
∫ θ
u
(−Yu) du′ + 1
2
∫ θ
u
( 1
Y
)
u
du′
≤ 2
u2
+
1
2 Y (θ, τ)
≤ |τ | ( 2
L2
+ θ2
) ≤ η
20
|τ |
holds, for L ≫ 1 and 0 < θ ≪ 1 both depending on η. Furthermore, by (4.15) we
have ∫ θ
u
ζu
Yu
uY
du + (1− ζ(u)) Yu
uY
(u, τ) <
η
20
|τ |.
We conclude that ∫ θ
u
(1− ζ) Yτ
u Y 2
du ≤ η
10
|τ |(4.21)
Finally combining the bounds (4.20) and (4.21) we conclude that the first bound
in (4.18) holds, in Kθ,L, provided L≫ 1, 0 < θ ≪ 1 and τ ≤ τ0 ≪ −1.
Case 2: For the given η > 0, let L ≫ 1 be such that (4.18) holds in KL,θ and for
τ ≤ τ0 ≪ −1. Then, we may choose τ0 ≪ −1 such that (4.18) also holds on SL
and τ ≤ τ0.
Since (4.20) holds in the whole tip region, using also (4.21) at u = L/
√
|τ | and
that ζ = 0 on u < θ/4, we obtain
µτ ≤ η
4
|τ |+
∫ θ
L/
√
|τ |
(1− ζ) Yτ
u Y 2
du+
∫ L/√|τ |
u
(1− ζ) Yτ
u Y 2
du
≤ η
2
|τ |+
∫ L/√|τ |
u
|Yτ |
u Y 2
du.
(4.22)
Recall that in the soliton region SL, the rescaled solution Z(ρ, τ) := Y (u, τ), with
ρ := u
√
|τ | converges to the Bowl soliton Z0(ρ), which implies (using (2.27)) that
(4.23)
1
|τ |Yτ =
1
|τ |
(
Zτ − ρ
2|τ |Zρ
)→ 0, as τ → −∞.
uniformly on ρ ∈ [0, L]. We conclude that for our given constant L > 0 and any
η′ > 0, there exists τ0 ≪ −1, such that for all ρ ≤ L, we have∫ u
L/
√
|τ |
|Yτ |
u Y 2
du ≤ η′ |τ |
∫ L
ρ
1
ρZ20
dρ ≤ η′ |τ | C(L)
ρ
≤ η
10
|τ |
ρ
by taking η′ = η/(10C(L)), for our given η > 0. Plugging this last estimate in
(4.22) concludes the first bound in (4.18) holds in the soliton region.
Lets now check that the second bound in (4.18) holds for τ ≪ τ0 ≪ −1. To this
end, we fix L0 universal constant so that |τ | ≤ 2
u2Y
holds on u ≥ L0/|
√
|τ | (we use
again (4.10)). On the other region where ρ ≤ L0, we use Z(ρ, τ) = Y (u, τ) ≤ 1 to
get ρ2Z
(
1 + ρ−1 χ[0,1](ρ)
) ≤ C0 = C(L0), which readily gives the desired bound.
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
4.2. Poincare´ inequality in the tip region. Our goal in this section is to derive
the following Poincare´ inequality:
Proposition 4.9 (Poincare´ inequality). There exists an absolute constant C0 > 0,
a small absolute constant θ0, and τ0 ≪ −1, such that the inequality
(4.24)
∫
µ2u f
2 e−µ(u,τ) du ≤ C0
( ∫
f2u e
−µ(u,τ) du +
∫
f2
u2
e−µ(u,τ) du
)
holds, for any smooth compactly supported function f in Tθ0 and for all τ ≤ τ0.
Proof. First we show the following weighted estimate
(4.25)
1
2
∫
µ2u f
2 e−µ du−
∫
µuuf
2 e−µ ≤ 2
∫
f2u e
−µdu
which simply follows by completing the square and integrating by parts. To this
end, we write
0 ≤ (fu − µu
2
f
)2
= f2u +
µ2u
4
f2 − µuffu = f2u +
µ2u
4
f2 − 1
2
µu(f
2)u
and integrate by parts to obtain∫ (
f2u +
µ2u
4
f2
)
e−µdu ≥ 1
2
∫
µu(f
2)u e
−µdu
=
1
2
∫ (− µuu + µ2u) f2 e−µdu.
Rearranging terms leads to
1
4
∫
µ2uf
2 e−µdu− 1
2
∫
µuuf
2 e−µ ≤
∫
f2u e
−µdu.
which readily implies (4.25).
We will now apply (4.25) to our special case where the weight µ(u, τ) is given by
(2.29)-(2.30). Let θ0, L0 be universal constants such that Corollary 4.7 holds with
η := 1/8, namely that µuu ≤ 1
8
µ2u holds on L0/
√
|τ | ≤ u ≤ 2θ0, for τ ≤ τ0 ≪ −1.
To deal with the region u ≤ L0/
√
|τ | we will next consider the change of variable
ρ := u
√
|τ | and we will use the C∞ convergence of Z(ρ, τ) := Y (u, τ) to the Bryant
soliton Z0(ρ). Since,
2
|Ψu|
uΨ3
=
|Yu|
u Y 2
= |τ | |Zρ|
ρZ2
the convergence of Z(ρ, τ)→ Z0 implies that
|Zρ|
ρZ2
≤ C(L0)
ρ
≤ C¯(L0)
ρ2
where C¯(L0) = L0 C(L0). Hence,
(4.26) µuu ≤ 2 |Ψu|
uΨ3
≤ |τ | C¯(L0)
ρ2
=
C¯(L0)
u2
holds for u ≤ L0/
√
|τ |. Combining the two estimates (4.17) with (4.26) finally
gives the bound
µuu ≤ 1
8
µ2u +
C¯(L0)
u2
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which holds on the whole tip region Tθ0 . The last estimate combined with (4.25)
readily gives (4.24).

4.3. Energy estimate for WT . We will next derive an energy estimate for differ-
ence W := Ψ1 − Ψβγ2 in the weighted L2-space with respect to our weight eµ du,
as defined in Section 2.3.2 (see (??) for the definition of µ := µ(u, τ) and (2.31)-
(2.32) for the definition of the L2-norm). Recall that we denote Ψ1, Y1by Ψ, Y and
Y βγ2 ,Ψ
βγ
2 by Y¯ , Ψ¯.
A direct calculation shows that both Ψ(u, τ),Ψ2(u, τ) satisfy the equation
(4.27) Ψ−2
(
Ψτ +
u
2
Ψu
)
= Ψuu +
Ψ−2 − 1
u
Ψu +
Ψ−1 −Ψ
u2
since Y (u, τ), Y¯ (u, τ) satisfy (2.23). In fact the reason for considering Ψ :=
√
Y
instead of Y is that the equation (4.27) for
√
Y is simpler than that of Y and,
in particular, it has a nice divergence structure which will help us derive a sharp
energy estimate, suitable for our purposes.
Let WT = WϕT , where ϕT (u) is the cut-off function defined in (2.24). In this
subsection we will derive a weighted energy estimate for WT and combine it with
our Poincare´ inequality to obtain following differential inequality.
Proposition 4.10 (Integral Differential inequality). There exist absolute constants
θ > 0 small, λ > 0 and τ0 ≪ −1 and a constant C(θ) such that
d
dτ
∫
W 2T Ψ
−2eµdu ≤ −2λ|τ |
∫
W 2T Ψ
−2eµdu+ C(θ)
∫ 2θ
θ
W 2Ψ−2eµdu.(4.28)
holds for all τ ≤ τ0.
Proof. We will begin by computing the equation that the difference W := Ψ − Ψ2
satisfies. Subtracting the equation for Ψ2 from the equation for Ψ, we find
1
Ψ2
(
Wτ +
u
2
Wu
)
= Wuu +
Ψ−2 − 1
u
Wu +
Ψ−2 −Ψ2−2
u
Ψ2u
−
( 1
u2ΨΨ2
+
1
u2
)
W − (Ψ−2 −Ψ2−2) (Ψ2τ + u2 Ψ2u).
We can further express
Ψ−2 −Ψ−22 =
Ψ2
2 −Ψ2
Ψ2Ψ2
2 = −
Ψ+Ψ2
Ψ2Ψ2
2 W = −
2Ψ12
Ψ2
W
where, to simplify the notation, we have denoted by Ψ12 :=
1
2
Ψ+Ψ2
σ¯2 . Under this
notation, the above equation for W becomes
1
Ψ2
(
Wτ +
u
2
Wu
)
=Wuu +
Ψ−2 − 1
u
Wu −
(2Ψ2uΨ12
uΨ2
+
1
u2ΨΨ2
+
1
u2
)
W
+
2Ψ12
Ψ2
(
Ψ2τ +
u
2
Ψ2u
)
W
where we have arranged terms in such a way that the terms in the second line will
be considered error terms.
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In an attempt to recognize a divergence structure in the above equation for W ,
we next observe that since Ψ ≈ Ψ2 ≈ Ψ−112 we have
2Ψ2u
uΨ−112 Ψ2
+
1
u2ΨΨ2
+
1
u2
≈ 2Ψu
uΨ3
+
Ψ−2 − 1
u2
+
2
u2
= −
(Ψ−2 − 1
u
)
u
+
2
u2
.
It follows that the equation above becomes
1
Ψ2
(
Wτ +
u
2
Wu
)
= Wuu +
Ψ−2 − 1
u
Wu +
∂
∂u
(Ψ−2 − 1
u
)
W − 2
u2
W +
1
Ψ2
BW
where
B :=
(2Ψu
uΨ
− 2Ψ2uΨ12
u
+
Ψ−Ψ2
u2Ψ2
)
+ 2Ψ12
(
Ψ2τ +
u
2
Ψ2u
)
.
The second and third term on the right-hand side of the above equation can be
combined together as one term in divergence form. This finally gives us the equation
1
Ψ2
Wτ =Wuu +
∂
∂u
(Ψ−2 − 1
u
W
)
− u
2Ψ2
Wu − 2
u2
W +
1
Ψ2
BW.(4.29)
Also, using the bounds in (4.16) (with η/10) and the bounds Ψ/2 ≤ Ψ2 ≤ 2Ψ
(which readily follow from (4.10)) we may estimate B as
(4.30) B ≤ η
u2Ψ2
.
Let WT = WϕT , where ϕT (u) is the cut-off function defined in (2.24). To
simplify the notation, we drop the subscript T from ϕT , and simply set ϕ := ϕT .
Since, ϕ is independent of τ , integration with respect to our measure eµdu and
differentiation in time τ yields
1
2
d
dτ
∫
W 2T
Ψ2
eµdu =
∫
1
Ψ2
WWτ ϕ
2eµdu+
∫ (1
2
µτ − Ψτ
Ψ
)W 2T
Ψ2
eµdu.
Using equation (4.29) while integrating by parts the first two terms we obtain
1
2
d
dτ
∫
W 2T
Ψ2
eµdu = −
∫
W 2u ϕ
2 eµdu−
∫ (
µu +
Ψ−2 − 1
u
+
u
2Ψ2
)
WWuϕ
2 eµdu
−
∫
2
u2
W 2T e
µdu−
∫
µu
Ψ−2 − 1
u
W 2T e
µdu+
∫
1
Ψ2
(
B + 1
2
µτ − Ψτ
Ψ
)
W 2T e
µdu
− 2
∫
WWuϕϕu e
µdu− 2
∫
Ψ−2 − 1
u
W 2 ϕϕu e
µdu.
(4.31)
Set
(4.32) G1 := µu +
Ψ−2 − 1
u
+
u
2Ψ2
and G2 :=
1
Ψ2
(
B + 1
2
µτ − Ψτ
Ψ
)
.
Furthermore, use (WT )u = Wuϕ+Wϕu to write∫
G1WWu ϕ
2 eµdu =
∫
G1WT (WT )u e
µdu−
∫
G1W
2 ϕϕu e
µdu
and (WT )
2
u =W
2
uϕ
2 + 2WWuϕϕu +W
2ϕ2u to write
−
∫
W 2uϕ
2 eµdu = −
∫
(WT )
2
u e
µdu+
∫
W 2 ϕ2u e
µdu+ 2
∫
WWu ϕϕu e
µdu.
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Inserting this in (4.31) we obtain (after cancelling terms)
1
2
d
dτ
∫
W 2T
Ψ2
eµdu = −
∫
(WT )
2
u e
µdu−
∫
G1WT (WT )u e
µdu
−
∫
µu
Ψ−2 − 1
u
W 2T e
µdu−
∫
2
u2
W 2T e
µdu+
∫
G2W
2
T Ψ
−2 eµdu
−
∫ (
−G1 + 2Ψ
−2 − 1
u
)
W 2ϕϕu e
µdu+
∫
W 2 ϕ2u e
µdu.
We will see in the sequel that our weight eµ(u,τ) is chosen so that |µu − Ψ−2−1u | is
small compared to µu in the whole tip region. Moreover the third term in G1 is
small compared to the other two terms. This inspires us to combine the first three
terms on the right hand side of the above formula to complete a square
−
∫
((WT )u + µuWT )
2 eµdu = −
∫ (
eµWT )
2
u e
−µ du
plus the remaining terms∫ (
µu − Ψ
−2 − 1
u
− u
2Ψ2
)
WT (WT )u e
µdu+
∫ (
µu − Ψ
−2 − 1
u
)
µuW
2
T e
µdu.
Setting
G0 := µu − Ψ
−2 − 1
u
= µu − 1− Y
uY
(recall that Y = Ψ2)
we finally obtain the following energy inequality which holds on the whole tip region:
1
2
d
dτ
∫
W 2T
Ψ2
eµdu =−
∫ (
eµWT )
2
u e
−µ du+
∫ (
G0 − u
2Ψ2
)
WT (WT )u e
µdu
−
∫
2
u2
W 2T e
µdu+
∫ (
G0 µu +G2
)
W 2T e
µdu
−
∫ ((
−G1 + 2Ψ
−2 − 1
u
)
ϕϕu + ϕ
2
u
)
W 2 eµdu.
To absorb the cross term with WT (WT )u, we set G3 := G0 − u
2Ψ2
and write∫
G3WT (WT )u e
µdu =
∫
G3WT
(
eµWT
)
u
du−
∫
G3 µuW
2
T e
µdu
≤ 1
2
∫ (
eµWT
)2
u
e−µ du+
∫ (1
2
G23 −G3 µu
)
W 2T e
µdu.
Combining the last two estimates, we finally obtain that
1
2
d
dτ
∫
W 2T
Ψ2
eµdu ≤− 1
2
∫ (
eµWT )
2
u e
−µ du −
∫
2
u2
W 2T e
µdu
+
∫ (1
2
(
G0 − u
2Ψ2
)2
+
u
2Ψ2
µu +G2
)
W 2T e
µdu
−
∫ ((−G1 + 2Ψ−2 − 1
u
)
ϕϕu + ϕ
2
u
)
W 2 eµdu.
(4.33)
Lets now combine our energy estimate (4.33) with the Poincare´ inequality (4.24)
applied to f := eµWT . The latter can be written as
(4.34)
∫ (
eµWT )
2
u e
−µ du ≥ C−10
∫
µ2uW
2
T e
µdu−
∫
1
u2
W 2T e
µdu.
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Combining (4.33) with (4.34) yields the differential inequality
1
2
d
dτ
∫
W 2T
Ψ2
eµdu ≤− c0
∫
µ2uW
2
T e
µdu− 3
2
∫
1
u2
W 2T e
µdu
+
∫ (1
2
(
G0 − u
2Ψ2
)2
+
u
2Ψ2
µu +G2
)
W 2T e
µdu
−
∫ 2θ
θ
((−G1 + 2Ψ−2 − 1
u
)
ϕϕu + ϕ
2
u
)
W 2 eµdu
(4.35)
where c0 := C
−1
0 /2 is an absolute constant.
We will see below that the terms in the first line of the above formula are our
main order terms while the terms in the second and third lines are small. The
negative term − 32
∫
1
u2 W
2
T e
µdu is a low order term in the collar region and will
not help us estimating the error terms, however near the tip u = 0 it becomes large
and will help us deal with errors in the soliton region. These estimates will be done
next and we will do them separately in the collar and soliton regions.
Claim 4.11 (Estimate of error terms in Kθ,L). Fix η > 0. There exists θ > 0 small,
L≫ 1 and τ0 ≪ −1 (all three depending on η) and an absolute constant C1, such
that
(4.36)
∣∣∣1
2
(
G0 − u
2Ψ2
)2
+
u
2Ψ2
µu +G2
∣∣∣ ≤ C1 η µ2u
holds on Kθ,L for τ ≤ τ0. Furthermore, the bound
(4.37)
∣∣∣(−G1 + 2Ψ−2 − 1
u
)
ϕϕu + ϕ
2
u
∣∣∣ ≤ C(θ)Ψ−2 χ[θ,2θ]
holds on the support of ϕu and for τ ≤ τ0 ≪ −1.
Proof of Claim 4.11. First, lets use the bounds in (4.16), (4.30), (4.18) and the
lower bound µ2u ≥ |τ |/(2Y ) (which follows from (4.9) and (4.10)) to obtain the
bound
G2 ≤ C0 η
u2Ψ4
≤ 2C0 η µ2u
for an absolute constant C0. Moreover, the bound |G0| ≤ η µu (which readily
follows from (4.9)) implies that
1
2
(
G0 − u
2Ψ2
)2
+
u
2Ψ2
µu ≤ η µ2u
for u ≤ 2θ, if θ is sufficiently small depending on η and η2 ≪ η. Combining the
two estimates yields (4.36) for a different absolute constant C1.
The second estimate (4.37) easily follows from the definition of G1 and (4.9).

We will now fix θ > 0 small and L≫ 1 so that
(4.38)
∣∣∣1
2
(
G0 − u
2Ψ2
)2
+
u
2Ψ2
µu +G2
∣∣∣ ≤ C1 η µ2u ≤ c04 µ2u
holds on KL,θ, for τ ≤ τ0 ≪ −1, where c0 is the absolute constant from our
Poincare´ inequality (4.34). For this choice of L, we will consider the soliton region
SL and we will use the C
∞ convergence of Z(ρ, τ), Z2(ρ, τ) to the Bryant Z0(ρ) (see
Proposition 4.1) to absorb the error terms in (4.33) by the good negative terms.
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We will next show the analogous estimate on SL, where we notice that G0 = 0
(since ζ ≡ 0 there). Hence we claim the following:
Claim 4.12 (Estimate of error terms in SL). Let c0 be the constant from (4.34) and
assume that c0 < 1. For the given choice of L so that (4.38) holds on Kθ,L, there
exists τ0 ≪ −1 such that
(4.39)
u2
8Ψ4
+
u
2Ψ2
µu +G2 ≤ c0
4
1
u2Ψ4
holds on SL, for all τ ≤ τ0.
Proof of Claim. First, observe that
u2
8Ψ4
+
u
2Ψ2
µu ≪ c0
8
1
u2Ψ4
on SL hence, it is
sufficient to show that G2 ≤ c0
8
1
u2Ψ4
for τ ≤ τ0 ≪ −1, where G2 is defined in
(4.32). Transforming to soliton region variables, this is equivalent to showing that
|B|+ 1
2
µτ +
1
2
∣∣Zτ − ρ
2|τ |Zρ
∣∣ ≤ c0
8
|τ |
ρ2Z
and it is sufficient to show that each of these three terms is bounded by
η|τ |
ρ2Z
for
τ ≤ τ0 ≪ −1, with η sufficiently small. The desired bound for the second term
follows by (4.18) and for the third term by (4.23) by taking τ ≤ τ0 ≪ −1. For the
first term, using the convergence Z(ρ, τ) → Z0, Z2(ρ, τ) → Z0 and (4.23), we find
that for any given η > 0 we can find τ0 ≪ −1, such that
|B| ≤ η|τ |
ρ2
≤ η|τ |
ρ2Z
(since Z ≤ 1)
holds on SL and for τ ≤ τ0 ≪ −1. Combining these three bounds for η = c0/40,
we finally conclude (4.39).

We will combine (4.35) with (4.36), (4.37) and (4.39). In fact, using all our
bounds, it is easy to see that (4.35) implies the following differential inequality
d
dτ
∫
W 2T
Ψ2
eµdu ≤ −
∫ (
c0 µ
2
u +
2
u2
)
W 2T e
µdu+ C(θ)
∫
W 2
Ψ2
χ
[θ,2θ]
eµdu.
We may assume that c0 < 1. Then, using (4.9) once more
c0 µ
2
u +
2
u2
≥ c0 (1 −Ψ
2)2
2u2Ψ4
+
2
u2
≥ c0
100
1
u2Ψ4
.
By (4.9) and the soliton asymptotics we have that there exists a constant λ > 0
(depending on c0) such that on the whole tip region
c0
100
1
u2Ψ2
=
c0
100
1
u2Y
≥ 2λ |τ |.
Hence, we finally conclude the desired integral differential inequality (4.28). 
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4.4. Proof of Proposition 4.2. The proof of Proposition 4.2 easily follows from
the integral differential inequality (4.28). Setting
f(τ) :=
∫
W 2T Ψ
−2 eµ du, g(τ) :=
∫
W 2Ψ−2 χ[θ,2θ] e
µ du
we may express (4.28) as
d
dτ
f(τ) ≤ −2λ |τ | f(τ) + C(θ) g(τ).
Furthermore, setting F (τ) :=
∫ τ
τ−1
f(s) ds and G(τ) :=
∫ τ
τ−1
g(s) ds, we have
d
dτ
F (τ) = f(τ)− f(τ − 1) =
∫ τ
τ−1
d
ds
f(s) ds
≤ −2λ
∫ τ
τ−1
|s|f(s) ds+ C(θ)
∫ τ
τ−1
g(s) ds
implying
d
dτ
F ≤ −2λ |τ |F + C(θ)G.
This is equivalent to
d
dτ
(
e−λτ
2
F (τ)
) ≤ C(θ)|τ | e−λτ2 G(τ).
Furthermore, since W 2 := (Ψ−Ψ2)2 ≤ 1 and Ψ−2eµdu ≤ 1 on Tθ, for τ ≤ τ0 ≪ −1
and θ ≪ 1 (which follows from (4.12)), the functions F (τ) and G(τ) are uniformly
bounded functions for τ ≤ τ0. Hence, lim
τ→−∞
e−λ|τ |
2
F (τ) = 0, so that from the last
differential inequality we get
e−λ|τ |
2
F (τ) ≤ C
∫ τ
−∞
G(s)
|s| (|s| e
−λs2) ds
≤ C|τ | sups≤τ G(s)
∫ τ
−∞
|s| e−λs2 ds
≤ e−λ|τ |2 C|τ | sups≤τ G(s)
where C = C(θ). This yields
|τ |1/2 F (τ) ≤ C|τ | sups≤τ |s|
1/2G(s),
and hence,
sup
τ≤τ0
|τ |1/2F (τ) ≤ C|τ0| supτ≤τ0
|τ |1/2G(τ),
or equivalently,
‖WT ‖2,∞ ≤ C(θ)√|τ0| ‖Wχ[θ,2θ]‖2,∞
therefore concluding the proof of Proposition 4.2.
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5. Proof of Theorem 1.5
We will now combine Propositions 3.2 and 4.2 to conclude the proof of our main
result Theorem 1.5.
In fact as we have seen at the beginning of Section 2 that translating and dilating
the original solution has an effect on the rescaled rotationally symmetric solution
u(σ, τ), as given in formula (2.14). Let u1(σ, τ) and u2(σ, τ) be any two solutions
to equation (2.11) as in the statement of Theorem 1.5 and let uβγ2 be defined by
(2.14). Our goal is to find parameters (β, γ) so that the difference
wβγ := u1 − uβγ2 ≡ 0.
Proposition 4.2 says that the weighted L2-norm ‖W βγ‖2,∞ of the difference of our
solutions W βγ(u, τ) := Y1(u, τ) − Y βγ2 (u, τ) (after we change the variables) in the
whole tip region Tθ is controlled by ‖W βγ χ[θ,2θ]‖2,∞, where χ[θ,2θ](u) is supported
in the transition region between the cylindrical and tip regions and is included in
the cylindrical region Cθ = {(y, τ) : u1(y, τ) ≥ θ/2}. Lemma 5.3 below says that
the norms ‖W βγ χD2θ‖2,∞ and ‖wβγ χD2θ‖H,∞ are equivalent for every number
θ > 0 sufficiently small (recall the definition of ‖ · ‖H,∞ in (2.17)-(2.18)). Therefore
combining Propositions 3.2 and 4.2 gives the crucial estimate (5.6) which will be
shown in detail in Proposition 5.4 below. This estimate says that the norm of the
difference wβγC of our solutions when restricted in the cylindrical region is dominated
by the norm of its projection onto the zero eigenspace of the operator L (the
linearization of our equation on the limiting cylinder). However, Proposition 3.2
holds under the assumption that the projection of wβγC onto the positive eigenspace
of L is zero, that is P+wC(τ0)βγ = 0. Recall that the zero eigenspace of L is
spanned by the function ψ2(σ) = σ
2 − 2 and the positive eigenspace is spanned
by the eigenvectors ψ0(σ) = 1 (corresponding to eigenvalue 1) and ψ1(σ) = σ
(corresponding to eigenvalue 1/2).
After having established that the projection onto the zero eigenspace a(τ) :=
〈wβγC , ψ2〉 dominates in the ‖wβγC ‖H,∞, the conclusion of Theorem 1.5 will follow by
establishing an appropriate differential inequality for a(τ), for τ ≤ τ0 ≪ −1 and
also having that a(τ0) = P0wβγC (τ0) = 0 at the same time. The above discussion
shows that it is essential for our proof to have
(5.1) P+wβγC (τ0) = P0wβγC (τ0) = 0.
We will next show that for every τ0 ≪ −1 we can find parameters β = β(τ0) and
γ = γ(τ0) such that (5.1) holds and we will also give their asymptotics relative to τ0.
Let us emphasize that we need to be able for every τ0 ≪ −1 to find parameters β, γ
so that (5.1) holds, since up to the final step of our proof we have to keep adjusting
τ0 by taking it even more negative so that our estimates hold (see Remark 5.2
below).
We will need the following result whose proof is identical to the analogous result
in [2].
Proposition 5.1. There is a number τ∗ ≪ −1 such that for all τ ≤ τ∗ there exist
b and Γ such that the difference wβγ := u1 − uβγ2 satisfies
〈ϕC wβγ , ψ0〉 = 0 and 〈ϕC wβγ , ψ2〉 = 0
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where ψ0(σ) ≡ 1 and ψ2(σ) = σ2 − 2 are the positive and null eigenvesctors of the
operator L. In addition, the parameters β and γ can be chosen so that
(5.2) b :=
√
1 + βeτ − 1 and Γ := γ − log(1 + βe
τ )
τ
.
satisfy
(5.3) |b| = o(|τ |−1) and |Γ| = o(1), as τ → −∞.
Equivalently, this means that (β, γ) is admissible with respect to τ , according to our
Definition 2.2.
Proof. The proof relies only on the asymptotics of our solution in the cylindrical
region (see Theorem 1.6 and its proof in [3]). Since the asymptotics of our Ricci
flow rotationally symmetric solution in the cylindrical region are very similar to
the cylindrical region asymptotics of ancient mean curvature flow solution with
rotational symmetry (see [1]) and they differ just by a constant, the proof of this
Proposition is identical to the proof of corresponding Proposition 7.1 in [2]. 
Remark 5.2 (The choice of parameters (β, γ)). We can choose τ0 ≪ −1 to be any
small number so that τ0 ≤ τ∗, where τ∗ is as in Proposition 5.1 and so that all
our uniform estimates in previous sections hold for τ ≤ τ0. Note also that having
Proposition 5.1 we can decrease τ0 if necessary and choose parameters β and γ again
so that we still have P+wC(τ0) = P0wC(τ0) = 0, without effecting our estimates.
Hence, from now on we will be assuming that we have fixed parameters β and γ at
some time τ0 ≪ −1, to have both projections zero at time τ0. As a consequence of
Proposition 5.1 which shows that the parameters (β, γ) are admissible with respect
to τ0 and Remark 3.1, all the estimates for w = u1 − uβγ2 will then hold for all
τ ≤ τ0, independently of our choice of (β, γ).
As we pointed out above, we need to show next that the norms of the difference
of our two solutions with respect to the weights defined in the cylindrical and the
tip regions are equivalent in the intersection between the regions, the so called
transition region. We recall the definitions of the norms ‖w‖H,∞ and ‖W‖2,∞ given
in (2.17)-(2.18) and (2.31)-(2.32) respectively.
Lemma 5.3 (Equivalence of the norms in the transition region). Let w,W denote
the difference of the two solutions, w := u1 − uβγ2 and W := Ψ1 − Ψβγ2 in the
cylindrical and tip regions respectively. Then, for every θ > 0 small there exist
τ0 ≪ −1 and uniform constants c(θ), C(θ) > 0, so that for τ ≤ τ0, we have
(5.4) c(θ) ‖Wχ
[θ,2θ]
‖2,∞ ≤ ‖wχD2θ ‖H,∞ ≤ C(θ) ‖Wχ[θ,2θ]‖2,∞
where D2θ := {(σ, τ) : θ ≤ u1(σ, τ) ≤ 2θ}
Proof. To simplify the notation we replace (uβγ2 , Y
βγ
2 ,Ψ
βγ
2 ) by (u2, Y2,Ψ2) in this
proof. Define A2θ := D2θ ∪ {(σ, τ) : θ ≤ u2(σ, τ) ≤ 2θ}. Assume with no loss of
generality that uσ < 0. Then Ψ = −uσ and Ψu = −uσσ/uσ < 0 implying that Ψ
is a monotone function of u. We may consider u1, u2 as functions of Ψ and write
u = uˆ1(Ψ, τ), u = uˆ2(Ψ, τ). Then , using that Ψ1(uˆ1, τ) = Ψ2(uˆ2, τ), we have
|Ψ1(uˆ1, τ) −Ψ2(uˆ1, τ)|
|uˆ1(Ψ, τ) − uˆ2(Ψ, τ)| =
|Ψ2(uˆ2, τ)−Ψ2(uˆ1, τ)|
|uˆ1(Ψ, τ)− uˆ2(Ψ, τ)| = |Ψ2u(uˆ12)| =
|u2σσ(σ¯, τ)|
|u2σ(σ¯, τ)|
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for some σ¯ ∈ A2θ. Hence,
Ψ1(uˆ1, τ)
−1 |Ψ1(uˆ1, τ) −Ψ2(uˆ1, τ)|
|uˆ1(Ψ, τ)− uˆ2(Ψ, τ)| =
|u2σσ(σ¯, τ)|
|u1σ(σ, τ)| |u2σ(σ¯, τ)| .
From the intermediate region asymptotics (see [3]) we also have that there exist
constants c(θ) and C(θ) so that on A2θ we have
(5.5)
c(θ)
|τ | ≤ |u2σσ| ≤
C(θ)
|τ | and
c(θ)√
|τ | ≤ |u2σ| ≤
C(θ)√
τ | .
Combining the last two formulas yields the bound
c(θ) ≤ Ψ1(uˆ1, τ)
−1 |Ψ1(uˆ1, τ)−Ψ2(uˆ1, τ)|
|uˆ1(Ψ, τ)− uˆ2(Ψ, τ)| ≤ C(θ)
which holds on A2θ and for τ ≪ −1, for different constants c(θ), C(θ). Using that
µ(u, τ) = −σ21(u,τ)4 for u ∈ [θ, 2θ], we obtain the estimate∫
D2θ
|u1 − u2|2 e−σ
2
4 dσ =
∫
D2θ
|uˆ1 − uˆ2|2(Ψ1(σ, τ), τ) e− σ
2
4 dσ
≤ C(θ)
∫
D2θ
|Ψ1(uˆ1, τ) −Ψ2(uˆ1, τ)|2Ψ−21 e−
σ2
4 dσ
≤ C(θ)
√
|τ |
∫ 2θ
θ
|Ψ1(u, τ)−Ψ2(u, τ)|2Ψ−21 eµ du,
where we have used again (5.5). This implies
‖wχ
D2θ
‖H,∞ ≤ C(θ) ‖Wχ[θ,2θ]‖2,∞
which is the second inequality in (5.4). In a very similar manner, basically just
going backwards and using (5.5), one can obtain the first inequality in (5.4) as well.

We will next combine the main results in the previous two sections, Propositions
3.2 and 4.2, with the estimate (5.4) above to establish our crucial estimate which
says that what actually dominates in the norm ‖wC‖D,∞ is ‖P0wC‖D,∞.
Proposition 5.4. For any ǫ > 0 there exists a τ0 ≪ −1 so that we have
(5.6) ‖wˆC‖D,∞ ≤ ǫ ‖P0wC‖D,∞.
Proof. By Proposition 5.1 we know that for every τ0 ≪ −1 sufficiently close to
negative infinity, we can choose parameters (β, γ) which are admissible with respect
to τ0 and such that P+wC(τ0) = P0wC(τ0) = 0. From now on we will always consider
w(σ, τ) = u1(σ, τ) − uβγ2 (σ, τ), for these chosen parameters β and γ.
Let 0 < θ ≪ 1 be a sufficiently small number so that Proposition 4.2 holds,
namely there exists τ0 ≪ −1 so that
‖WT ‖2,∞ ≤ C(θ)√|τ0| ‖Wχ[θ,2θ]‖2,∞.
In addition, we may choose τ0 ≪ −1 so that Lemma 5.3 holds, that is
‖Wχ[θ,2θ]‖2,∞ ≤ C(θ) ‖wχD2θ‖H,∞.
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Since D2θ := {y | θ ≤ u1(y, τ) ≤ 2θ} is contained in the set where ϕC = 1, we
have ‖wχD2θ‖H,∞ ≤ ‖wC‖H,∞ ≤ ‖wC‖D,∞. Hence, the last two estimates yield
(5.7) ‖WT ‖2,∞ ≤ C(θ)√|τ0| ‖wC‖D,∞.
Now given any ǫ > 0 and the θ > 0 as above, Proposition 3.2 implies that (by
decreasing τ0 if necessary) we have
‖wˆC‖D,∞ ≤ ǫ
3
(‖wC‖D,∞ + ‖wχDθ‖H,∞)
for all τ ≤ τ0, where Dθ = {y | θ/2 ≤ u1(y, τ) ≤ θ}. Furthermore, Lemma 5.3
ensures that for τ0 ≪ −1 the following holds
‖wˆC‖D,∞ ≤ ǫ
2
(‖wC‖D,∞ + C(θ)‖Wχ[θ/2,θ]‖2,∞)
≤ ǫ
2
(‖wC‖D,∞ + C(θ) ‖WT ‖2,∞)
(5.8)
where χ[θ/2,θ] is the characteristic function of interval u ∈ [θ/2, θ] and where we used
the property of the cut off function ϕT , that ϕT ≡ 1 for u ∈ [θ/2, θ]. Combining
(5.7) with (5.8) yields
‖wˆC‖,∞ ≤ ǫ
2
(
‖wC‖D,∞ + C(θ)√|τ0| ‖wC‖D,∞
)
≤ ǫ ‖wC‖D,∞
by choosing |τ0| sufficiently large relative to C(θ). The last estimate yields (5.6)
finishing the proof of the Proposition.

Proof of the Main Theorem 1.5. Recall that wβγ(σ, τ) = u1(σ, τ)−uβγ2 (σ, τ), which
we shortly denote by w(σ, τ) = u1(σ, τ) − u2(σ, τ), where uβγ2 (σ, τ) is given by
(2.14). Proposition 5.1 tells us that for every τ0 ≪ −1 sufficiently small we can
choose parameters β and γ which are admissible with respect to τ0 and such that
P+wC(τ0) = P0wC(τ0) = 0. For a given τ0 sufficiently small we fix parameters β
and γ so that above holds. Due to admissibility of the parameters all our estimates
hold for the difference wβγ(σ, τ), for τ ≤ τ0 ≪ −1, independently of β and γ. Our
goal is to show that for that choice of parameters w(σ, τ) ≡ 0.
Following the notation from previous sections we have
∂
∂τ
wC = L[wC ] + E [wC ] + E¯ [w,ϕC ] + Enl,
with wC = wˆC+a(τ)ψ2, where a(τ) = 〈wC , ψ2〉. The error terms E [wC ], E¯ [w,ϕC ] and
Enl are given by formulas (3.6), (3.7) and (3.8), respectively. Projecting the above
equation on the null eigenspace generated by ψ2 while using that 〈L[wC ], ψ2〉 = 0
we obtain
d
dτ
a(τ) = 〈E [wC ] + E¯ [w,ϕC ] + Enl, ψ2〉.
Since
〈ψ22 , ψ2〉
‖ψ2‖2 = 8 we can write the above equation as
d
dτ
a(τ) = 2
a(τ)
|τ | + F (τ)
UNIQUENESS (July 4, 2019) 37
where
(5.9) F (τ) :=
〈(E(wC)− a(τ)8|τ | ψ22) + E¯ [w,ϕC ] + (Enl − a(τ)8|τ | ψ22), ψ2〉
‖ψ2‖2
Solving the above ordinary differential equation for a(τ) in terms of F (τ) yields
a(τ) = C τ−2 − τ−2
∫ τ0
τ
F (s) s2 ds.
By Remark 5.2 we may assume α(τ0) = 0. This means that C = 0 which implies
(5.10) |a(τ)| = |τ |−2
∣∣ ∫ τ0
τ
F (s) s2 ds
∣∣.
Define
‖a‖H,∞(τ) = sup
τ ′≤τ
(∫ τ ′
τ ′−1
|a(ζ)|2 dζ
) 1
2
and ‖a‖H,∞ := ‖a‖H,∞(τ0).
Since P0wC(·, τ) = a(τ)ψ2(·), we have
‖P0wC‖D,∞(τ) = ‖a‖H,∞(τ) ‖ψ2‖D.
Note that∣∣∣∫ τ0
τ
F (s) s2 ds
∣∣∣ ≤ τ0∑
j=[τ ]−1
∣∣∣∫ j+1
j
s2F (s) ds
∣∣∣ ≤ C τ0∑
j=[τ ]−1
j2
∣∣∣∫ j+1
j
F (s) ds
∣∣∣
where with no loss of generality we may assume τ0 is an integer. Next we need the
following claim.
Claim 5.5. For every ǫ > 0 there exists a τ0 so that∣∣∣∫ τ
τ−1
F (s) ds
∣∣∣ ≤ ǫ|τ | ‖a‖H,∞
for τ ≤ τ0.
Assume for the moment that the Claim holds. Then we can argue exactly the
same way as in [2] to conclude that wˆC ≡ 0 and hence, wC ≡ 0 for τ ≤ τ0. By (5.4)
and the fact that ϕC ≡ 1 on D2θ we have Wχ[θ,2θ] ≡ 0 for τ ≤ τ0. Proposition 4.2
then yields thatWT ≡ 0 for τ ≤ τ0. All these imply u1(σ, τ) ≡ uβγ2 (σ, τ), for τ ≤ τ0.
By forward uniqueness of solutions to the Ricci flow (or equivalently to cylindrical
equation (2.11)), we have u1 ≡ uβγ2 , and hence M1 ≡ Mβγ2 . This concludes the
proof of the main Theorem 1.5.
To complete the proof of Theorem 1.5 we still need to prove Claim 5.5, and we
do it next.
Proof of Claim 5.5. Throughout the proof we will use the estimates
(5.11) ‖wˆC‖D,∞ ≤ ǫ ‖a‖H,∞ and ‖wC‖D,∞ ≤ C ‖a‖H,∞
which hold for all τ0 ≪ −1. These estimates follow from Proposition 5.4 and
we can achieve the first estimate to hold for any ǫ > 0, for τ ≤ τ0, by choosing
τ0 = τ0(ǫ) ≪ −1 sufficiently small. By the proof of the same Proposition 5.4, we
also have
(5.12) ‖wχDθ‖H,∞ ≤
C(θ)√
|τ0|
‖wC‖H,∞, for τ0 ≪ −1.
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By the equivalence of norms in the transition region and by Proposition 5.4 we also
have
(5.13) ‖wχDθ‖D,∞ ≤ C ‖W χ[θ,2θ]‖H,∞ ≤ ǫ ‖wC‖D,∞.
From the definition of E¯ [w,ϕC ] given in (3.7) and the definition of cut off function
ϕC , we see that the support of E¯ [w,ϕC ] is contained in(√
2− θ2 − ǫ1
)√
2|τ | ≤ |σ| ≤
(√
2− θ
2
4
+ ǫ1
)√
2|τ |
where ǫ1 is so tiny that
√
2− θ24 + ǫ1 <
√
2. Also by the a priori estimates in
Appendix A we have
(5.14) |uσ|+ |uσσ| ≤ C(θ)√|τ | , for |σ| ≤ (
√
2− θ
2
4
+ ǫ1
)√
2|τ |.
Furthermore, in [3] we have showed that our ancient solutions ui, i ∈ {1, 2} satisfy
sup
τ˜≤τ
∥∥∥ui −√2 + √2
8|τ | ψ2
∥∥∥ = o(|τ |−1),
sup
τ˜≤τ
∥∥∥(ui + √2
8|τ | ψ2
)
σ
∥∥∥ = o(|τ |−1)
sup
τ˜≤τ
∥∥∥(ui + √2
8|τ | ψ2
)
σσ
∥∥∥ = o(|τ |−1).
(5.15)
In particular, this implies
(5.16) sup
τ ′≤τ
∥∥ui −√2∥∥+ sup
τ ′≤τ
∥∥uiσ∥∥+ sup
τ ′≤τ
∥∥uiσσ∥∥ = O(|τ |−1).
Moreover, by standard regularity parabolic estimates, for every L > 0, there exists
a τ0 ≪ −1 so that for τ ≤ τ0,
(5.17) sup
|σ|≤L
(
|uiσ
∣∣∣+ ∣∣∣ui −√2|) = O(|τ |−1).
We will now apply the estimates above to achieve the desired bound. We need
to estimate all projections of error terms on the right hand side of (5.9), and we
will treat each of the three terms separately in three different steps. We start with
the simplest bound, which is the projection of the error E¯ [w,ϕC ] due to the cut-off
function.
Step 1. For every ǫ > 0 there exists a τ0 ≪ −1 so that for τ ≤ τ0 we have
(5.18) ‖ψ2‖−2
∣∣∣∫ τ
τ−1
〈E¯ [w,ϕC ], ψ2〉 ds
∣∣∣ ≤ ǫ ‖a‖H,∞|τ | .
We have ∫ τ
τ−1
|〈E¯ [w,ϕC ], ψ2〉| dτ ′ ≤
∫ τ
τ−1
‖E¯ [w,ϕC ]‖D∗‖ψ2 χ¯‖D dτ ′
≤ e−|τ |/4 ‖E¯ [w,ϕC ]‖D∗,∞
where χ¯ denotes a smooth function with a support in |σ| ≥ (
√
2− θ2/4−2ǫ1)
√
2|τ |,
being equal to one for |σ| ≥ (
√
2− θ2/4− ǫ1)
√
2|τ |. Combining the last estimate
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with Proposition 3.5, Proposition 5.4 and (5.12), also using (5.11), implies that for
every ǫ > 0 we can find a τ0 ≪ −1 so that for τ ≤ τ0 the desired bound (5.18)
holds. 
We will next estimate the main error term.
Step 2. For every ǫ > 0 there exists a τ0 ≪ −1 so that for τ ≤ τ0 we have
(5.19) ‖ψ2‖−2
∣∣∣ ∫ τ
τ−1
〈E(wC)− a(τ)
8|τ | ψ
2
2 , ψ2〉 dτ ′
∣∣∣ ≤ ǫ|τ | ‖a‖H,∞.
We have
E(wC)− a(τ)
8|τ | ψ
2
2 =
(wσ
u1
+
2u2σ
u1
− J1
)
(wC)σ −
( w
2u1
+
u22σ
u1u2
)
wC
−
(u22 − 2
2u1u2
wC +
a(τ)
8|τ | ψ
2
)
,
where (since u1σ = 0) we have
J1 := 2
∫ σ
0
u1σσ
u1
dσ′ = 2
∫ σ
0
u21σ
u21
dσ′ + 2
u1σ
u1
(σ, τ).
These imply
E(wC)− a(τ)
8|τ | ψ
2 =
(
− wσ
u1
+ 2
∫ σ
0
u21σ
u21
dσ′
)
(wC)σ
−
( w
2u1
+
u22σ
u1u2
)
wC −
(u22 − 2
2u1u2
wC +
a(τ)
8|τ | ψ
2
)
.
(5.20)
We use the same symbol ǫ to denote possibly different, but uniformly small
constants from line to line. Also, we will often use the bound |ψ2| ≤ 2(σ2 + 1) and
the fact that the operator f → σf is bounded from D to H. We start with the last
term in (5.20). Using the decomposition wC = wˆC + a(τ)ψ2 we write this term as∫ (u22 − 2
2u1u2
wC +
a(τ)
8|τ | ψ2
)
ψ2 dµ =
∫
u22 − 2
2u1u2
wˆC ψ2 dµ
+ a(τ)
∫
(u2 −
√
2)
2u1u2
(
(u2 −
√
2)(1 −
√
2u1) + 2(
√
2− u1)
)
ψ22 dµ
+
a(τ)√
2
∫ (
u2 −
√
2 +
√
2
8|τ |
)
ψ22 dµ.
(5.21)
Since the operator f → σf is bounded from D to H we have∣∣∣ ∫ u22 − 2
2u1u2
wˆCψ2 dµ
∣∣∣ ≤ C(θ)( ∫ (u2 −√2)2(σ2 + 1) dµ) 12 ( ∫ wˆ2C(σ2 + 1) dµ) 12
≤ C(θ) (‖u2 −
√
2‖+ ‖u2σ‖) ‖wˆC‖D.
Hence, Proposition 5.4 and (5.16) imply that for τ ≤ τ0 ≪ −1 we have
‖ψ2‖−2
∣∣∣ ∫ τ
τ−1
∫
u22 − 2
2u1u2
wˆCψ2 dµ dτ
′
∣∣∣ ≤ ǫ|τ | ‖a‖H,∞.
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To estimate the second term on the right hand side in (5.21), it is enough to estimate∫ τ
τ−1
|a(τ ′)|
∫
(u2 −
√
2)2ψ22 dµ dτ
′
≤ ‖a‖H,∞
( ∫ τ
τ−1
∫
(u2 −
√
2)2 dµ
∫
(u2 −
√
2)2ψ42 dµ dτ
′
) 1
2
≤ C|τ | ‖a‖H,∞ supτ≤τ0
(∫
(u2 −
√
2)2ψ42 dµ
) 1
2
≤ C|τ | ‖a‖H,∞ supτ≤τ0
(∫
|σ|≤L
(u2 −
√
2)2ψ42 dµ+
∫
{|σ|≥L}∩Cθ
(u2 −
√
2)2ψ42 dµ
) 1
2
≤ ǫ|τ | ‖a‖H,∞,
where in the second inequality in the previous estimate we have used (5.16) and in
the last inequality, for |σ| ≤ L we have used (5.17) and for |σ| ≥ L, we have found
L sufficiently big so that we can make
∫
|σ|≥L(u −
√
2)2ψ42 dµ as small as we want.
For the third term by the Cauchy-Schwarz inequality and (5.15) we have
(5.22)
∣∣∣ ∫ τ
τ−1
a(τ ′)
∫
(u2 −
√
2 +
√
2
8|τ | ψ2)ψ
2
2 dµ dτ
′
∣∣∣ ≤ ǫ|τ | ‖a‖H,∞.
Inserting these three last estimates into (5.21) we conclude the following bound for
the last term in (5.20)
(5.23)
∣∣∣ ∫ τ
τ−1
∫ (u22 − 2
2u1u2
wC +
a(τ)
8|τ | ψ
2
2
)
ψ2 dµ dτ
′
∣∣∣ ≤ ǫ|τ | ‖a‖H,∞.
Next, lets bound the middle term in (5.20). First, we have∣∣∣ ∫ u22σ
u1u2
wCψ2 dσ
∣∣∣ ≤ C(θ)∫
|σ|≤L
u22σ|wC ||ψ2| dσ + C(θ)
∫
|σ|≥L
u22σ|wC ||ψ2| dσ.
For any ǫ > 0, choose L big enough so that
∫
|σ|≥L |ψ2| dµ ≤ ǫ. For that L we can
choose a τ0 ≪ −1 so that (5.17) holds for τ ≤ τ0. By Ho¨lder’s inequality and by
(5.14) (where the latter is used in the second integral above) we get∣∣∣ ∫ u22σ
u1u2
wCψ2 dµ
∣∣∣ ≤ C(θ)‖wC‖H sup
|σ|≤L
u22σ +
ǫ
|τ | ‖wC‖H.
If we choose τ0 ≪ −1 sufficiently small, the last inequality, (5.11) and (5.17) yield
(5.24) ‖ψ2‖−2
∣∣∣ ∫ τ
τ−1
∫
u22σ
u1u2
wCψ2 dµ dτ
′
∣∣∣ ≤ ǫ|τ | ‖a‖H,∞.
Furthermore, using that f → σf is a bounded operator from D to H, we can bound∣∣∣ ∫ wwC
2u1
ψ2 dµ
∣∣∣ ≤ C(θ) ∫ w2C |ψ2|+ C(θ) ∫ |wC ||w|χDθ |ψ2| dµ
≤ C(θ)‖wC‖2D + C(θ) ‖wC‖H
(∫
w2 ψ22 χDθ dµ
) 1
2
.
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This together with (5.16) yield
‖ψ2‖−2
∣∣∣ ∫ τ
τ−1
∫
wwC
2u1
ψ2 dµ dτ
′
∣∣∣ ≤
≤ C(θ)‖a‖H,∞
2∑
i=1
(∫ τ
τ−1
∫
suppϕC
(
ui −
√
2 +
√
2ψ2
8|τ |
)2
dµ dτ ′
) 1
2
+ C(θ)‖a‖H,∞
2∑
i=1
(∫ τ
τ−1
∫
suppϕC
(
ui −
√
2 +
√
2ψ2
8|τ |
)2
σ
dµ dτ ′
) 1
2
+ C(θ) ‖a‖H,∞e−c0|τ |
≤ ǫ|τ | ‖a‖H,∞,
(5.25)
for τ ≤ τ0 ≪ −1 sufficiently small. These last two bounds yield to the estimate for
the middle term.
To deal with the first term, we first see that similarly to the last estimate above
we have∣∣∣ ∫ wσ(wC)σ
u1
ψ2 dµ
∣∣∣ ≤ C(θ)∫ (wC)2σ |ψ2| dµ+ C(θ)∫ |wσ||(wC)σ||ψ2|χDθ dµ
≤ C(θ)‖wC‖2D + C(θ)
∫
(wC)
2
σσ dµ+ C(θ)‖wC‖De−c0|τ |.
This implies
(5.26)
∣∣∣ ∫ τ
τ−1
∫
wσ(wC)σ
u1
ψ2 dµ dτ
′
∣∣∣ ≤ ǫ|τ | ‖a‖H,∞ +
∫ τ
τ−1
∫
(wC)σσ
2 dµ dτ ′.
By the proof of Lemma A.7 we have for τ ≤ τ0,
(5.27)
∫ τ
τ−1
∫
(wC)
2
σσ dµ dτ
′ ≤ C
∫ τ
τ−2
∫
w2C dµ dτ
′ +
∫ τ
τ−2
∫
E2 dµ dτ ′,
where E = E(wC) + E [w,ϕC ] + Enl is the error term given by (3.6), (3.7) and (3.8).
Similarly as in Proposition 3.5 where we have estimated ‖E‖D∗,∞, we could estimate
‖E‖H,∞(τ) for τ ≤ τ0. By carefully analyzing all the terms we estimated in the
proof of Proposition 3.5 we conclude that for τ ≤ τ0 ≪ −1,
sup
τ˜≤τ
∫ τ˜
τ˜−1
∫
E2 dµ dτ ′ ≤ ǫ ‖wC‖2D,∞(τ) + ǫ ‖wχDθ‖2H,∞(τ)
+ ǫ ‖wσχDθ‖2H,∞(τ) +
∥∥∥ (u22 − 2)wC
2u1u2
∥∥∥2
H,∞
(τ).
Combining this and (5.13) yields
(5.28) sup
τ˜≤τ
∫ τ˜
τ˜−1
∫
E2 dµ dτ ′ ≤ C(θ) ǫ ‖wC‖2D,∞(τ) ≤ C(θ)
ǫ
|τ | ‖a‖H,∞,
where in the last inequality we used similar arguments that we used to obtain (5.25).
This estimate, (5.27) and similar arguments to the ones we used to derive (5.25)
yield
(5.29)
∫ τ
τ−1
∫
(wC)
2
σσ dµ dτ
′ ≤ C‖wC‖2D,∞(τ) ≤
ǫ
|τ | ‖a‖H,∞.
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Finally, (5.26) and (5.29) imply the bound
(5.30) ‖ψ2‖−2
∣∣∣ ∫ τ
τ−1
∫
wσ(wC)σ
u1
ψ2 dµ dτ
′
∣∣∣ ≤ ǫ|τ | ‖a‖H,∞
for a different but still arbitrarily and uniformly small constant ǫ. It only remains
to bound ∫
(wC)σ
( ∫ σ
0
u21σ
u21
dσ′
)
ψ2 dµ = 2
∫
A+
(wC)σ
( ∫ σ
0
u21σ
u21
dσ′
)
ψ2 dµ(5.31)
where A+ := suppϕC∩{σ ≥ 0}. Applying Cauchy-Schwarz inequality and Fubini’s
theorem imply∣∣∣ ∫
A+
(wC)σ
( ∫ σ
0
u21σ
u21
dσ′
)
ψ2 dµ
∣∣∣ ≤ C(θ) ∫ |(wC)σ ψ2|( ∫ σ
0
u21σ dσ
′) dµ
= C(θ)
∫ u−11 (θ,τ)
0
u21σ
∫ u−11 (θ,τ)
σ′
|ψ2||(wC)σ| e− σ
2
4 dσdσ′
≤ C(θ)‖wC‖D
∫ u−11 (θ,τ)
0
u21σ
( ∫ ∞
σ′
ψ22 e
− σ24 dσ
) 1
2
dσ′
≤ C(θ) ‖wC‖D
∫ u−11 (θ,τ)
0
u21σ e
− σ′216 dσ′
≤ C(θ) ‖wC‖D
( ∫
|σ|≤L
u21σ e
− σ216 dσ +
∫
{|σ|≥L}∩Cθ
u21σe
−σ216 dσ
)
To estimate the second integral in the last line above we use (A.4) and then find
L≫ 1 big enough so that ∫|σ|≥L e− σ216 dσ can be made as small as we want. Then
we find τ0 ≪ −1 sufficiently small so that (5.17) holds on |σ| ≤ L for τ ≤ τ0 and
this we apply to the first integral in the last line in the previous estimate. Finally,
for τ ≤ τ0 we have
(5.32) ‖ψ2‖−2
∣∣∣ ∫ τ
τ−1
∫
(wC)σ
( ∫ σ
0
u21σ
u21
dσ′
)
ψ2 dµ dτ
′
∣∣∣ ≤ ǫ|τ | ‖a‖H,∞.
Estimates (5.23), (5.24), (5.25), (5.30) and (5.32) lead to (5.19) as desired. 
Step 3. For every ǫ > 0 there exists a τ0 ≪ −1 so that for τ ≤ τ0 we have
(5.33) ‖ψ2‖−2
∣∣∣ ∫ τ
τ−1
〈Enl − a(τ)
8|τ | ψ
2
2 , ψ2〉 dτ ′
∣∣∣ ≤ ǫ|τ | ‖a‖H,∞.
We recall that 〈Enl, ψ2〉 = 〈u2σϕC(J2 − J1), ψ2〉. By (3.4) this can be written as
〈Enl, ψ2〉 = −2
∫
u2σϕC ψ2
( ∫ σ
0
wσσ
u1
dσ′
)
dµ
+ 2
∫
u2σϕC ψ2
( ∫ σ
0
u2σσ
u1u2
w dσ′
)
dµ
= −2I¯ + 2I.
(5.34)
Furthermore, we can write
I :=
∫
u2σϕCψ2
∫ σ
0
u2σσ
u1u2
w dσ′ dµ =: I1 + I2
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where
I1 :=
∫
u2σϕCψ2
∫ σ
0
u2σσ
u1u2
wC dσ
′ dµ
and
I2 :=
∫
u2σϕCψ2
∫ σ
0
u2σσ
u1u2
(1− ϕC)w dσ′ dµ.
To estimate I1, we write I1 = 2I1|A+ where I1|A+ denotes the same integral I1
restricted on suppϕC ∩ {σ ≥ 0}. To estimate I1|A+ , we note that by Fubini’s
Theorem and (A.4) for a small η > 0, we have
∣∣∣I1|A+ ∣∣∣ ≤ C(θ) ∫ u
−1
1 (θ,τ)
0
|u2σσ||wC |
∫ u−11 (θ,τ)
σ′
|u2σ|ϕC |ψ2| e−σ
2
4 dσ dσ′
≤ C(θ)√|τ |
∫ u−11 (θ,τ)
0
|u2σσ||wC | e−
(1−η)σ′2
4
∫ u−11 (θ,τ)
σ′
|ψ2| e−ησ
2/4 dσ dσ′.
(5.35)
Integration by parts readily gives the bound∫ u−11 (θ,τ)
σ′
|ψ2| e−ησ
2/4 dσ ≤
∫ ∞
σ′
(σ2 + 2) e−η σ
2/4 dσ ≤ C (1 + σ′) e−η σ′2/4
which inserting in the above estimate yields∣∣∣I1|A+ ∣∣∣ ≤ C(θ)√|τ |
∫ u−11 (θ,τ)
0
|u2σσ||wC |(σ + 1) e−σ
2
4 dσ
≤ C(θ)√|τ |
(∫
Cθ
u22σσ dµ
) 1
2
(( ∫
w2C σ
2 dµ
) 1
2
+ ‖wC‖
)
≤ C(θ)√|τ |
(∫
Cθ
u22σσ dµ
) 1
2 ‖wC‖D.
Using (5.15) we conclude the bound∫ τ
τ−1
|I1| dτ ′ = 2
∫ τ
τ−1
|I1|A+ | dτ
′ ≤ C(θ)|τ | 32 ‖a‖H,∞ ≤
ǫ
|τ | ‖a‖H,∞.
To estimate I2 we simply use
|I2| ≤ C(θ)
( ∫
w2χDθ dµ
) 1
2
e−c0(θ) |τ |
which together (5.11) and (5.12) yields∫ τ
τ−1
|I2| dτ ′ ≤ ǫ|τ | ‖a‖H,∞.
Combining these two estimates for I1 and I2 finally gives us the bound
(5.36)
∫ τ
τ−1
|I| dτ ′ ≤ ǫ|τ | ‖a‖H,∞.
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It remains to estimate I¯. For that we first integrate by parts using that wσ(0, τ) = 0,
to obtain
I¯ :=
∫
u2σϕCψ2
∫ σ
0
wσσ
u1
dσ′ dµ
=
∫
u2σϕCψ2
∫ σ
0
wσu1σ
u21
dσ′dµ+
∫
u2σϕCψ2
wσ
u1
dµ
=
∫
u2σϕCψ2
∫ σ
0
wσu1σ
u21
dσ′dµ−
∫
u2σψ2
u1
(ϕC)σw dµ+
∫
u2σψ2
u1
(wC)σ dµ.
Note that similarly to estimating I1 term above (see (5.35)) we have
∣∣∣ ∫ u2σϕCψ2 ∫ σ
0
wσu1σ
u21
dσ′ dµ
∣∣∣ ≤ C(θ)√|τ |
(∫
Cθ
u22σ dµ
) 1
2
(‖wC‖D + ‖(wC)σσ‖H)
hence, using (5.11), (5.15), (5.27), (5.28) and (5.29) we obtain
(5.37)
∣∣∣ ∫ τ
τ−1
∫
u2σϕCψ2
∫ σ
0
wσu1σ
u21
dσ′ dµ dτ ′
∣∣∣ ≤ ǫ|τ | ‖a‖H,∞.
Similarly, we obtain
(5.38)
∣∣∣ ∫ τ
τ−1
∫
u2σψ2
u1
(ϕC)σ w dµdτ
′
∣∣∣ ≤ ǫ|τ | ‖a‖H,∞.
For the last term that gives I¯ we need to estimate
∫
u2σψ2
u1
(wC)σ dµ =
1√
2
∫
u2σψ2(
√
2− u1)
u1
(wC)σ dµ
+
1√
2
∫
u2σψ2(wC)σ dµ.
(5.39)
For first term in (5.39), after applying Cauchy-Schwarz inequality, (A.4) and using
Lemma 4.12 from [1], (5.27), (5.28), (5.29) and (5.16) we obtain for τ ≤ τ0 ≪ −1
the bound
∣∣∣ ∫ u2σψ2(√2− u1)
u1
(wC)σ dµ
∣∣∣ ≤
≤ C(θ)√|τ | (‖(wC)σ‖H + ‖σ (wC)σ‖H) (‖u1 −√2‖H + ‖σ (u1 −√2) ‖H)
≤ C(θ)√|τ | (‖wC‖D + ‖(wC)σσ‖H) (‖u1 −√2‖D)
≤ C(θ)√|τ | ‖wC‖D ‖u1 −√2‖D ≤ ǫ|τ | ‖a‖H,∞.
(5.40)
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For the second term on the right hand side in (5.39) we have
1√
2
∫
u2σ(wC)σψ2 dµ
=
1√
2
∫ (
u2 −
√
2 +
√
2ψ2
8|τ |
)
σ
(wC)σ ψ2 dµ−
∫
ψ2σ
8|τ | ψ2(wC)σ dµ
=
1√
2
∫ (
u2 −
√
2 +
√
2ψ2
8|τ |
)
σ
(wC)σ ψ2 dµ
− 1
8|τ |
∫
ψ2σψ2wˆCσ dµ− a(τ)
8|τ |
∫
ψ22σψ2 dµ.
(5.41)
Note that by Cauchy-Schwarz inequality, Lemma 4.12 in [1], (5.11), (5.15) and
(5.29) we have
(5.42) ‖ψ2‖−1
∣∣∣ 1√
2
∫ τ
τ−1
∫ (
u2 −
√
2 +
√
2ψ2
8|τ |
)
σ
(wC)σ ψ2 dµ dτ
′
∣∣∣ ≤ ǫ|τ | ‖a‖H,∞.
Also, by Cauchy-Schwarz inequality and (5.11) we get
(5.43)
∣∣∣ ∫ τ
τ−1
1
8|τ ′|
∫
ψ2σψ2 wˆCσ dµ dτ
′
∣∣∣ ≤ ǫ|τ | ‖a‖H,∞
and using
∫
ψ22σψ2 dµ = 4‖ψ2‖2 and that 〈ψ22 , ψ2〉 = 8 ‖ψ2‖2 we have∫
ψ22σψ2 dµ =
1
2
〈ψ22 , ψ2〉.
The last identity and estimates (5.37), (5.38), (5.39), (5.40), (5.41), (5.42) and
(5.43) yield
(5.44)
∣∣∣ ∫ τ
τ−1
(
− 2I¯ − a(τ)
8|τ | 〈ψ
2
2 , ψ2〉
)
dτ ′
∣∣∣ ≤ ǫ|τ | ‖a‖H,∞.
Combining this with (5.34), (5.36) and (5.44) leads to (5.33) as desired.
Finally, inserting in (5.9) the main estimates from the three steps, (5.18), (5.19)
and (5.33) concludes the proof of Claim 5.5. 
The proof of Theorem 1.5 is now complete. 
Appendix A. A priori bounds for rotationally symmetric data
In this section we will establish some preliminary a’priori bounds for rotationally
symmetric solutions. We assume throughout this section that u(·, τ) is a solution
of (2.11). We recall that we have denoted by σ±(τ) the points of maximal scalar
curvature of our rescaled solution solution M¯τ . For any θ ∈ (
√
2, 0), let us recall
the definition of the cylindrical region (in un-rescaled coordinates), that is
Cθ := {(σ, τ) : u(σ, τ) ≥ θ
2
}.
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A.1. Derivative bounds in the cylindrical region. Results in [3] and mono-
tonicity of uσ immediately imply that for every θ ∈ (0,
√
2) there exist C(θ), c(θ)
and τ0 ≪ −1 such that for all τ ≤ τ0 we have
(A.1) (σ, τ) ∈ Cθ =⇒ |uσ| ≤ C(θ)√|τ | .
It also follows that
(A.2) (σ, τ) ∈ Cθ =⇒ |σ − σ±(τ)| ≥ c(θ) |σ±(τ)|, for τ ≤ τ0 ≪ −1.
Moreover, using convexity of u(σ, τ) as in [1], we have
(A.3) |uσ(σ, τ)| ≤ C
σ+(τ)− σ ,
if uσ ≤ 0. If uσ ≥ 0, similar estimate holds if we replace σ+(τ) by |σ−(τ)|.
We will next derive higher order derivative estimates which hold away from the
tips of our surface.
Lemma A.1. For any θ <
√
2 there exist constants C(θ) > 0 and τ0 = τ0(θ)≪ −1
so that the bounds
(A.4) |uσ|+ |uσσ|+ |uσσσ| ≤ C(θ)√|τ |
hold on Cθ, for all τ ≤ τ0.
Proof. We first notice that by (A.2) we have that for any θ <
√
2, there exists an
α = α(θ) < 1 such that
(σ, τ) ∈ Cθ =⇒ σ ∈ [ασ−(τ), α σ+(τ)] and |σ± − σ| ≥ (1− α) |σ±(τ)|.
The bound on |uσ| readily follows by (A.1). To obtain higher order derivative
estimates on u we first differentiate the evolution equation (2.11) with respect to
σ. If we write z := uσ then we obtain
∂z
∂τ
= zσσ +
z(1− z2)
u2
.
The vector fields ∂τ and ∂σ do not commute. To overcome this we introduce
commuting variables as in Section 2. Then the equation becomes
∂z
∂τ
= zσσ − σ
2
zσ − J(σ, τ) zσ + z(1− z
2)
u2
where J(σ, τ) is given by (2.13). We will localize the proof of our desired estimate
(A.4) by introducing the following change of variables. Assume with no loss of
generality that σ0 > 0. Given a point (σ0, τ0) in space-time with σ0 ≤ ασ+(τ0), we
let
z¯(η, τ¯ ) := z
(
σ0e
τ¯/2 + η, τ0 + τ¯
)
.
If we choose −τ0 large enough, depending on α ∈ (0, 1), then this function is defined
on the rectangle
Q := {(η, τ¯ ) | |η| ≤ 1,−1 ≤ τ¯ ≤ 0}.
To see this, recall that s+(t) for the unrescaled flow is monotonically decreasing.
Hence e−τ/2 σ+(τ) = s(−e−τ ), is a decreasing function of τ , and thus
(A.5) σ+(τ0) ≤ e−τ¯/2σ+(τ0 + τ¯ ) for τ¯ ∈ [−1, 0].
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For any α < 1, we choose α′ = (1 + α)/2. We also choose τ0(α) so that
ασ+(τ
′) + 1 ≤ α′ σ+(τ ′) for all τ ′ < τ0.
For any (η, τ¯ ) ∈ Q we then get
σ0e
τ¯/2 + η ≤ ασ+(τ0)eτ¯/2 + 1 ≤ ασ+(τ0 + τ¯) + 1 ≤ α′σ+(τ0 + τ¯ ).
It follows that z¯(η, τ¯ ) = z(σ0 e
τ¯/2 + η, τ0 + τ¯ ) is indeed defined on Q.
On the other hand, a computation shows that z¯ satisfies
∂z¯
∂τ¯
= z¯ηη − η z¯η
2
− J(σ, τ0 + τ¯ ) z¯η + z¯(1− z¯
2)
u2
which can be written as
(A.6)
∂z¯
∂τ
= a(η, τ¯ , z¯, z¯η) z¯ηη + b(η, τ¯ , z¯, z¯η),
where
a(η, τ¯ , z¯, p) = 1, b(η, τ¯ , z¯, p) =
z¯ (1 − z¯2)
u2
− η
2
p− J(σ¯, τ0 + τ¯) p,
and
(A.7) J(σ¯, τ0 + τ¯ ) = 2
z¯
u(σ¯, τ0 + τ¯ )
+ 2
∫ σ¯
0
u2σ′
u2
dσ′, for σ¯ := σ0 eτ¯/2 + η.
Estimate (A.3) combined with u(0, τ) =
√
2(n− 1) + δ(τ) tell us that on the
rectangle Q we can bound z¯ = uσ(σ0eτ¯/2 + η, τ0 + τ¯ ) by
|z¯| ≤ C
σ+(τ0 + τ)− σ0eτ¯/2 − η
≤ C
σ+(τ0 + τ¯)− σ0eτ¯/2 − 1
.
By (A.5) we have eτ¯/2σ+(τ0) ≤ σ+(τ0 + τ¯ ), which then implies
|z¯| ≤ C
eτ¯/2σ+(τ0)− σ0eτ¯/2 − 1
≤ C
σ+(τ0)− σ0 − e−τ¯/2
,
for τ¯ ∈ [−1, 0]. Since σ0 ≤ ασ+(τ0), we have
σ0 + e
−τ¯/2 ≤ σ0 + e1/2 ≤ α′σ+(τ0),
with α′ = (1 + α)/2, assuming again that −τ0 is sufficiently large. In the end we
get the following estimate for z¯ on the rectangle Q
(A.8) |z¯| ≤ C(α)
σ+(τ0)
.
We next apply this bound to the coefficients a and b in the equation (A.6) for z¯.
We have that a(η, τ, z¯, p) = 1. Using (A.7), (A.8) and asymptotics proved in [3],
we get
|J(σ¯, τ0 + τ¯ )| ≤ C(α)
σ+(τ0 + τ¯ )− σ0eτ¯/2 − 1 + C(α)
∫ σ¯
0
dσ′
(σ+(τ0 + τ¯ )− σ′)2 .
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Using that σ¯ = σ0 e
τ¯/2 + η, σ+(τ0 + τ¯ ) ≥ eτ¯/2 σ+(τ0), σ0 ≤ ασ+(τ0) and σ+(τ0) ∼√
|τ0|, for τ0 ≪ −1 (the latter follows from our results in [3]) we have
|J(σ¯, τ0 + τ¯)| ≤ C(α)
(eτ¯ /2 (σ+(τ0)− σ0)− 1
+ C(α)
∫ σ¯
0
dσ′
(eτ¯/2σ+(τ0)− σ′)2
≤ C(α)
(eτ¯ /2 (σ+(τ0)− σ0)− 1 +
C(α) (1 + ασ+(τ0)e
τ¯/2)
(eτ¯/2σ+(τ0)(1 − α)− 1)2
≤ C(α)√|τ0| .
The above bound on J(σ¯, τ0 + τ¯ ), the lower bound u ≥ θ and (A.8) imply
|b(η, τ, z¯, p)| ≤ C (1 + p2) = C a(η, τ, z¯, p) (1 + p2).
As a consequence of these bounds on the coefficients a and b and classical interior
estimates for equation (A.6) (see [27]), we obtain
|z¯η(0, 0)|+ |z¯ηη(0, 0)| ≤ C0 sup
Q
|z¯(η, τ)| ≤ C(α)√|τ0| .
Finally, since z¯η(0, 0) = uσσ(σ0, τ0), z¯ηη(0, 0) = uσσσ(σ0, τ0) and α = α(θ) this
completes the proof of Lemma A.1. 
A.2. The concavity of u2. Our aim in this section is to prove the following result
which will allow us to better estimate u(·, τ) and its derivatives in the collar region.
Proposition A.2. Let (S3, g(t)) be a compact, ancient solution to the Ricci flow
on S3. Then there exist τ0 ≪ −1 and L≫ 1 so that the function u2 is concave on
u ≥ L/
√
|τ |, for τ ≤ τ0 ≪ −1.
The proof of this Proposition combines a contradiction argument based on scaling
and the following maximum principle Lemma.
Lemma A.3. Under the assumptions of Proposition A.2, there exist a τ0 ≪ −1
such that if
(
(u2)σσ
)
max
> 0 is attained in {u ≥ L/
√
|τ |}, for a sufficiently large
number L, then
d
dτ
max(u2)σσ ≤ 0.
Proof. Since (u2)σσ is scaling invariant quantity, we will work in the original vari-
ables (s, t, ψ(s, t)). Define Q(s, t) := ψ2(s, t). Note that (ψ2)ss = (u
2)σσ . Hence, it
is sufficient to show that ddt max(ψ
2)ss ≤ 0.
It is easy to compute that in commuting variables s and t we have
Qt = Qss − 2Qs
∫ s
0
ψss
ψ
ds− 2
implying,
(Qss)t = (Qss)ss −
(
J +
Qs
ψ2
)
(Qss)s +
4ψss
ψ3
(Q2s −QQss),
where J = 2
∫ s
0
ψss
ψ ds
′. We also have that Q2s − QQss = 2ψ2ψ2s − 2ψ3ψss ≥ 0,
yielding that at the maximum of Qss we have
d
dτ
maxQss ≤ 0.
UNIQUENESS (July 4, 2019) 49
If the maximum of Qss is attained in the set {u > L/
√
|τ |}, since (Qss)s = 0 at
the maximum point and ψ > 0 there, we conclude that ddτ max(u
2)σσ ≤ 0. 
Proof of Proposition A.2. Denote by q(σ, τ) = u2(σ, τ) and recall that qσσ = Qss.
We claim that at the boundary of the set {u > L/
√
|τ |} we have qσσ < 0. To see
that, lets write
qσσ = uYu + Y = ρZρ + 2Z
where Z(ρ, τ) := Y (u, τ), ρ := u
√
|τ | so that the boundary u = L/
√
|τ | corre-
sponds to ρ = L. We know that Z(L, τ) converges, as τ → −∞ to the Bryant
soliton Z0(L), whose maximal scalar curvature is equal to one. On the other hand,
the asymptotics (2.28) of Z0(L), imply that
LZ0ρ(L) + 2Z0(L) = −4L−4 + o(L−4) < 0, for L≫ 1.
This means that for L ≫ 1 and τ ≤ τ0 ≪ −1 we have that qσσ is negative at the
boundary, namely
qσσ|u= L√
|τ|
= LZρ(L, τ) + 2Z(L, τ) < 0.
Next, we claim there exist τ0 ≪ −1 and L ≫ 1 so that maxu≥ L√
|τ|
qσσ ≤ 0.
Assume the statement were not true. Since, qσσ < 0 at the boundary, this means
that there exist sequences τj → −∞, σj and Lj →∞ so that
qσσ(σj , τj) = max
u≥ Lj√
|τj
qσσ > 0 and u(σj , τj) >
Lj√|τj | .
Lemma A.3 then implies that qσσ(σj , τj) ≥ c > 0, for some uniform constant c > 0.
Since qσσ = 2(uσσ + u
2
σ) and uσσ ≤ 0, we conclude that u2σ(σj , τj) ≥ c/2, or
expressed in the tip region variables, that Y (uj , τj) ≥ c/2, where uj > Lj√|τj | . Since
Yu = 2uσσ ≤ 0 we conclude that
Z(Lj , τj) = Y
( Lj√|τj | , τj
)
≥ Y (uj , τj) ≥ c
2
.
Since for any L large we have Lj ≥ L, for j sufficiently large, and since Z(ρ, τ) is
decreasing in ρ, we have that Z(L, τj) ≥ Z(Lj , τj) ≥ c2 . On the other hand, we
have that the limj→∞ Z(L, τj) = Z0(L) ≈ 1/L2, provided L≫ 1. All these lead to
a contradiction, if we choose L sufficiently large. 
A.3. Estimates in the Collar region. In this section we will prove that any of
our solutions satisfies the sharp estimate (A.15) in the collar region KL,θ, provided
that L ≫ 1 and τ ≤ τ0 ≪ −1. This estimate played a crucial role in estimating
error terms in the entire Section 4 dealing with he tip region. We first show, in the
next Proposition, that our solutions behave geometrically as cylinders in the region
u ≥ L/
√
|τ |, for L≫ 1 and τ ≤ τ0 ≪ −1.
Proposition A.4. Given an η > 0 there exist L ≫ 1 and τ0 ≪ −1 such that for
τ ≤ τ0,
(A.9)
K1
K0
= − u uσσ
1− u2σ
≤ η, on u ≥ L√|τ | .
and moreover,
(A.10) u2 |uσσσ| < η.
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Proof. We will use similar arguments to the ones we used to prove the analogous
statement in [2], based on the the following claim:
Claim A.5. For every L¯ > 0 there exist an L≫ 1 and a τ0 ≪ −1 so that
(A.11) u(σ, τ) ≥ L√|τ | =⇒ distg(τ)(p, pkτ ) ≥ L¯√R(p, τ)
where p is any point in our manifold, corresponding to σ, and pkτ , k = 1, 2 is any of
the two tip points where the scalar curvature becomes maximal, corresponding to
σ±(τ).
Proof of Claim. To show above claim we argue by contradiction. Assume the claim
is not correct, meaning there exist an L¯ > 0 and sequences Lj →∞, τj → −∞ and
σj , so that
(A.12) u(σj , τj) ≥ Lj√|τj | but distg(τj)(pj , p1j) ≤ L¯√R(pj, τj)
for say k = 1, where pj ∈ M corresponds to σj and pkj is a brief notation for
pkτj . Note that the distance between points pj and p
1
j is measured with respect
to metric g(·, τj). Rescale the flow around (pj , τj) by λj := R(pj , τj), that is set
g˜j(·, τ) = λj g(·, τj + λ−1j τ). Then Rg˜j (pj , 0) = 1 and by Perelman’s compactness
theorem for κ-solutions (see section 11 in [29]) we can extract a convergent subse-
quence (M, gj(·, τ), pj) that converges to a complete κ-solution. Since the limit is
complete, noncompact, by [11] we know it is either a shrinking round cylinder or
a Bryant soliton. By (A.12) we have that the rescaled distance from pj to p
1
j at
time zero is d˜istj(pj , p
1
j) ≤ L¯. Moreover at the tip point the scaling invariant quan-
tity (K1/K0)(p
1
j , τj) = 1, yielding that the limiting metric is actually the Bryant
soliton.
By results in [3] we have R(p1j , τj) ∼ |τj |. By (A.12) and Perelman’s compactness
theorem we have that 1 ≤ Rg˜j (p1j , 0) =
R(p1j ,τj)
R(pj ,τj)
≤ C, for all j ≥ j0 and a uniform
constant C. Hence, for j ≥ j0 we have that R(pj , τj) ∼ |τj | as well. Furthermore,
if σj and σ
1
j are corresponding to points pj and p
1
j , respectively, we have,
(A.13) |σj − σ1j | ≤ distg(τj)(pj , p1j) ≤
L¯√
R(pj , τj)
≤ CL¯√|τj | .
On the other hand, using |uσ| ≤ 1 we get
(A.14) |σj − σ1j | =
∫ u(σj ,τj)
0
du
|uσ| ≥ u(σj , τj) ≥
Lj√|τj | .
Combining (A.13) and (A.14), if we let j →∞, yield contradiction. This concludes
the proof of the claim. 
To prove (A.9), due to (A.11) it is enough to prove the following statement: for
every η > 0 there exist L≫ 1 and τ0 ≪ −1 such that for τ ≤ τ0 we have
min
(
distg(τ)(p, p
1
τ ), distg(τ)(p, p
2
τ )) ≥
L√
R(p, τ)
=⇒ K1
K0
(p, τ) ≤ η.
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To prove this we argue again by contradiction. Assume there exist η > 0 and
sequences Lj →∞, τj → −∞ and pj so that
K1
K0
(pj , τj) ≥ η but min
(
distτj (pj , p
1
j), distτj (pj , p
2
j)
) ≥ Lj√
R(pj , τj)
.
Rescale the metric around (pj , τj) by λj := R(pj , τj), that is consider a sequence
of rescaled metrics g˜j(·, τ) = λj g(·, τj + τλ−1j ). Then the rescaled distance satisfies
d˜istj(pj , p
k
j ) ≥ Lj, for both k = 1 and k = 2. Using Perelman’s compactness theo-
rem for κ-solutions, the fact that K1/K0 is scaling invariant quantity and Brendle’s
classification result of complete noncompact κ-solutions (see [11]), after passing to
a subsequence we conclude that the sequence of rescaled solutions (M, g˜j(·, τ), pj)
subconverges to a Bryant soliton. Since the limj→∞ d˜istj(pj , pkj ) = ∞ for both
k = 1 and k = 2 and since K0,K1 ≥ 0 for our rotationally symmetric solution, the
splitting theorem implies that the limit has to split off a line, implying that the
limit has to be a cylinder, which contradicts the above fact the limit has to be the
Bryant soliton at the same time.
Finally, the bound (A.10) follows by similar arguments using again that u2 uσσσ
is a scaling invariant quantity. This finishes the proof of the proposition. 
Based on Proposition A.2 we next show the following crucial for our purposes
sharp bound. This bound is extensively used in Section 4.
Lemma A.6. Fix η > 0 small. There exists θ, L and τ0 ≪ −1 such that
(A.15) |1 + σ uuσ
2
| < η
holds on KL,θ, for τ ≤ τ0 ≪ −1.
Proof. Having Proposition A.2 and unique asymptotics that we proved in [3], the
proof of the first estimate is identical to the proof of Corollary 4.7 in [2].

A.4. Energy estimate for the linear equation. In this final section we prove
the following standard energy estimate adopted to ancient solutions.
Lemma A.7. Let w be a compactly supported, ancient solution to
wτ = L[w] + g, on R× (−∞, τ0].
Then, there exists a uniform constant C so that
sup
τ≤τ0
∫
w2σ dµ+ sup
τ≤τ0
∫ τ
τ−1
∫
w2σσ dµ dτ
′
≤ C
(
sup
τ≤τ0
∫ τ
τ−1
∫
w2 dµ dτ ′ + sup
τ≤τ0
∫ τ
τ−1
∫
g2 dµ dτ ′
)
.
Proof. If we multiply the linear equation by w and integrate it by parts, we obtain
1
2
d
dτ
∫
w2 dµ = −
∫
w2σ dµ+
∫
w2 dµ+
∫
gw dµ.
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For any number τ ∈ (−∞, τ0), set η(τ ′) = τ ′ − τ + 2 so that 0 ≤ η(τ ′) ≤ 2 for
τ ′ ∈ [τ − 2, τ ]. Then, for any τ ′ ∈ [τ − 2, τ ], we have
1
2
d
dτ ′
(
η(τ ′)
∫
w2 dµ
)
=− η(τ ′)
∫
w2σ dµ
+ (η(τ ′) +
1
2
)
∫
w2 dµ+ η(τ ′)
∫
gw dµ.
If we integrate it from τ − 2 to τ ′ ∈ [τ − 1, τ ], for every τ ≤ τ0 and Cauchy-Schwarz
inequality for the last term on the right hand side, we get
sup
τ≤τ0
∫
w2 dµ+ sup
τ≤τ0
∫ τ
τ−1
∫
w2σ dµdτ
′
≤ C
(
sup
τ≤τ0
∫ τ
τ−1
∫
w2 dµdτ ′ + sup
τ≤τ0
∫ τ
τ−1
∫
g2 dµdτ ′
)(A.16)
for a uniform constant C.
Next, lets multiply the equation for w by wσσ and integrate by parts to get
1
2
d
dτ
∫
w2σ dµ+
∫
(w2σσ − σwσwσσ +
1
4
σ2w2σ) dµ
=
∫
(
1
2
σwwσ +
1
2
σwσg − wwσσ − gwσσ) dµ.
If we multiply the previous equation by the function 0 ≤ η(τ) ≤ 2 which is defined
as above, while using∫
σwσwσσ dµ = −1
2
∫
w2σ dµ+
1
4
∫
σ2w2σ dµ
and Cauchy-Schwarz, we obtain for e
d
dτ ′
(
η(τ ′)
∫
w2σ dµ
)
+ η(τ ′)
∫
w2σσ dµ+
1
2
η(τ ′)
∫
w2σ dµ
≤ ǫ
∫
σ2w2σ dµ+ Cǫ
∫
w2 dµ+ Cǫ
∫
g2 dµ+ C
∫
w2σ dµ.
Choose ǫ > 0 sufficiently small. Using that the operator f → σf is bounded
from D to H, by choosing small enough, if we integrate the previous estimate for
τ ′ ∈ [τ − 2, τ ], for every τ ≤ τ0, similarly as above we get
sup
τ≤τ0
∫
w2σ dµ+ sup
τ≤τ0
∫ τ
τ−1
∫
w2σσ dµ
≤ C sup
τ≤τ0
∫ τ
τ−1
∫
(w2 + w2σ) dµ+ sup
τ≤τ0
∫ τ
τ−1
∫
g2 dµ.
Combining this estimate with (A.16) concludes the proof of the Lemma. 
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