Abstract. We investigate models for content-based image retrieval with relevance feedback, in particular focusing on the exploration-exploitation dilemma. We propose quantitative models for the user behavior and investigate implications of these models. Three search algorithms for efficient searches based on the user models are proposed and evaluated. In the first model a user queries a database for the most (or a sufficiently) relevant image. The user gives feedback to the system by selecting the most relevant image from a number of images presented by the system. In the second model we consider a filtering task where relevant images should be extracted from a database and presented to the user. The feedback of the user is a binary classification of each presented image as relevant or irrelevant. While these models are related, they differ significantly in the kind of feedback provided by the user. This requires very different mechanisms to trade off exploration (finding out what the user wants) and exploitation (serving images which the system believes relevant for the user).
Introduction
In this section we introduce the exploration-exploitation dilemma in the context of content-based image retrieval by giving two examples of exploration-exploitation dilemmas a search engine might face.
Assume that a user is looking for an image of a tiger, and the first images presented to the user are of a dog, a car, and a tree. The user might select the dog as most relevant to her query. From this feedback the search engine might conclude that the user is searching for a specific dog, and continues by presenting images of dogs. Thus narrowing the search space too much in response to the user's feedback, might hinder an efficient search. But another user -giving the same feedback -might indeed be looking for a poodle, such that narrowing the search space is appropriate and efficient.
Another example is a user interested in dogs and hunting. Given images of a dog, a car, and a tree, he might classify only the dog as relevant. If the search engine continues to present images of dogs, images of hunting will rarely be presented. Again, the search space is narrowed too much. But also in this case the user might indeed be interested only in dogs, and exploring other topics will results in a significant number of irrelevant images presented to the user.
These examples show that a search engine needs to trade off between selecting images which are close to the images a user has selected so far, and selecting images which reveal more about the implicit query of the user.
In Section 2 we review some prior work in content-based image retrieval with relevance feedback. Our first model, the comparative feedback model, is presented in Section 3, where we propose also some algorithms for this model and present experimental results. Our second model, the binary feedback model, is considered in Section 4 and some previous results are reviewed.
Relation to Previous Work
Content-based image retrieval with relevance feedback can be divided into two subproblems: 1.) how we can conduct a specific search to find a suitable image in as few iterations as possible, and 2.) how we can learn a good similarity measure among images based on long-term user feedback from a large number of user search sessions or user labels from datasets.
In previous work [29, 26, 10, 3] , active learning has been used to select images around the decision boundary for user feedback, for speeding up the search process and to boost the amount of information which can be obtained from user feedback. However, images around the decision boundary are usually difficult to label. A user might find it hard to label images in between two categories. Such difficulties and noise from user feedback is not explicitly modeled or taken into account in most previous work.
While active learning tries to boost the amount of information which can be obtained from user feedback -mostly by asking the user about examples which are hard to distinguish -this approach ignores that (a) the user typically is not interested in borderline cases, and (b) the user himself might find it difficult to distinguish between difficult examples, such that the user feedback might be quite noisy. These issues and the noise from user feedback has not been explicitly modeled or taken into account in most previous work. In contrast, we explicitly model the noisy user feedback and select images for presentation to the user, such that -after obtaining the user feedback -the algorithm can efficiently search for suitable images by eliminating images not matching the user's query.
To solve the second of the two sub-problems, i.e. how we can learn a good similarity measure among images, it is necessary to find a reasonable similarity measure among the images. In this paper, we do not address this problem. But, we note that recently user labels are easily obtainable because of the technological advances of the Internet. Large amounts of data for high-level features can be found from databases with user labels, often called image tags, such as Flickr, Facebook and Pbase. The popularity of these databases enhances the accuracies of image search engines. For example, the Yahoo image search engine is using tags from images on Flickr. Thus we will consider a combination low-level visual features and high-level features obtained from user labels, and we assume that a reasonably good similarity measure among images can be defined using this features. In our experiments we will use a similarity measure based on the 2-norm. A combination of keywords and visual features has also be used in [12] and [30] .
Traditionally, content-based image retrieval with user feedback is considered a learning problem using data from user feedback and, with visual features most previous work assumes that no label describing images in datasets is available, [26, 4, 24, 23] . Metric functions measuring similarity based on low-level visual features are obtained by discriminative methods. Long-term learning is used with training datasets from the feedback of different users [11, 9, 16, 14, 19, 18, 28, 22] . However, because of different perceptions about the same object, different users may give different kinds of feedback for the same query target. Short-term learning using feedback from a single user in a single search session can be used to deal with the different perceptions of objects. Weighting the importance of different low-level features is often used for short-term learning (e.g. PicSOM [15] ).
The use of user feedback as training data has played an important role in most recent work [27, 25, 5, 17, 7] . Feedback is used as positive or negative labels for training. But as the user chooses the most relevant images in any iteration, such an image may be chosen even if the image is rather dissimilar to any suitable image. Furthermore, images predicted to be positive examples by discriminative methods are traditionally selected for presentation in each round. Thus, mistakes of the discriminative method might hinder progress in the search significantly -by ignoring part of the search space with images which are incorrectly predicted as negative.
Comparative Feedback
In this section we consider a model in which the search engine supports the user in finding an image which matches her query sufficiently well. In each iteration of the search, the search engine presents a set of images to the user and the user selects the most relevant image from this set. We assume a given database D of images x, and in each iteration a fixed number k of images is presented to the user. The formal search protocol is as follows: The crucial element of this model is the distribution D assumed for the user's feedback, and how it can be used for an effective search algorithm.
A Possible User Model
Instead of expecting that the user deterministically chooses the presented image which is most relevant to her query, we assume that this choice is a random process where more relevant images are just more likely to be chosen. This models some sources of noise in the user's choice, in particular it might be difficult for the user to distinguish between images of similar relevance. We assume a similarity measure S(x 1 , x 2 ) between images x 1 , x 2 , which also measures the relevance of an image x compared to an ideal target image t by S(x,t). Formally, let 0 ≤ α ≤ 1 be the uniform noise in the user's choices and we assume that the probability of choosing image x i, j is given by
Assuming a distance function d(·, ·) on the images, two possible choices for the similarity measure S(·, ·) are
and
with a parameter a > 0. We note that these two similarity measures predict the user behavior in a subtly but significantly different way: Considering only the case k = 2, we find for the polynomial similarity measure (2) that
t) .
In contrast, for the exponential similarity measure (1) we find
t).
Thus for the polynomial similarity measure the user's response depends on the relative size of the distances to the ideal target image, while for the exponential similarity measure it depends on the absolute difference of the distances. As a consequence, the accuracy of the user's response will remain high for the polynomial similarity measure even when all presented images are close to the ideal target image, while the accuracy will significantly deteriorate for the exponential similarity measure. At the current stage it is not clear which model of user behavior is more adequate.
In all the following we use the squared Euclidean norm d(x,t) = ||x − t|| 2 as distance measure between image x and the ideal target image t.
Algorithms
In this model the goal of a search algorithm is to present a sufficiently relevant image in as few as possible search iterations. Such a search algorithm will need to continue exploring, since the images which are chosen by the user as most relevant among the presented images, might still be rather irrelevant to the user's query. If the user chooses an image of a dog in the first iteration, the algorithm should not present only images of dogs in the following iterations. Such a greedy exploitation approach where only images close to the already chosen images are presented to the user, is likely to lead to search failures (as the user might be looking for another kind of animals instead). Presenting the images closest to the already chosen images also limits the amount of information obtained from feedback because the presented images are largely similar. Thus, some exploration strategy has to be adopted.
In the following we describe three exploration strategies which serve as early attempts to solve the search problem and which are evaluated in some initial experiments. All three algorithms maintain weights w(x) on the images x in the database D and calculate images to be presented to the user according to these weights. The first algorithm selects images at random according to their weights. This algorithm is used in the PicSOM system [15] . The second algorithm performs weighted clustering of the images in the database and selects the cluster centers for presentation to the user. The third algorithm is motivated by noise robust binary search algorithms [13, 21] . Our approximate binary search algorithm presents to the user images which divide the search space into two parts of equal weight such that either response of the user will lead to discounting half of the weights.
Weighting Images
All three algorithms described in this section maintain the weights on the images in the database in the same way. Let w i (x), x ∈ D, be the weights of the images which are used to calculate the images x i,1 ,... ,x i,k presented to the user in the i-th iteration of the search. Assuming no a priori information about the relevance of images, the weights are initialized as w 1 (x) = 1 for all x ∈ D. If the user model were known, e.g. (1) or (2) with known parameter a, then in the i-th iteration the weights w i (x) could represent the a posteriori likelihood of the images according to their relevance. But in this initial report we do not want to rely too much on a specific user model. Instead, the only information we take from the user feedback is that some images are more likely to be relevant than others, without quantifying how much more likely that would be. This leads to the following weighting scheme which demotes all apparently less relevant images by a constant discount factor 0 ≤ β < 1: Let x * i ∈ {x i,1 ,... ,x i,k } be the image chosen by the user as most relevant. If the search has not terminated, then all images x i,1 ,... ,x i,k are not sufficiently relevant and thus their weights are set to 0. All images x ∈ D which are closer to some x i, j than to x * i are demoted by the discount factor β . Formally, we use the following update of the weights:
• For each iteration i = 1, 2,... of the search:
Exponential discounting has been proven to be very useful in various learning scenario. An algorithm which uses the very same discounting scheme as above is the weighted majority algorithm [20] . This is an algorithm for online prediction where in each iteration a binary prediction is to be made by the algorithm. After making its prediction the algorithm receives as feedback whether the prediction was correct or not. The weighted majority algorithm relies on a set of hypotheses H where all hypotheses h ∈ H make binary predictions which are combined into the algorithm's prediction. For this combination the algorithm maintains weights on the hypotheses which are discounted if the prediction of a hypothesis is incorrect. The assumption is that at least one of the hypotheses gives good predictions. In the search scenario with relevance feedback the possible target images can be seen as the set of hypotheses, and the user feedback can be used to discount images which are likely to be less relevant.
More directly related to the proposed weighting scheme are noisy binary search algorithms [13, 21] . Such binary search algorithms tolerate a certain amount of incorrect information about the target value given to them during the search. In Section 3.2.4 we propose such an approximate binary search algorithm for the search with relevance feedback.
The Random Sampling Algorithm
The random sampling algorithm is the simplest algorithm of the algorithms we describe in this section for calculating the sets of images presented to the user in each search iteration. This algorithm randomly selects (without repetition) images from the dataset according to their weights. The rational of this approach -besides it simplicity and efficiency -is that images with higher weights, which are more likely to be relevant, are included in the set presented to the user with a larger probability. Further, this random selection will spread the selected images well across the database, such that a suitable amount of exploration takes place. This algorithm is implemented in the current version of the PicSOM system [15] .
The Weighted Clustering Algorithm
The intuition for this algorithm is that various parts of the search space should be represented by the images presented to the user. To calculate k such representatives we use k-means weighted clustering, where the weight of each image gives its influence on the cluster center: the objective is to find cluster centers y 1 ,... ,y k ∈ D which minimize
The cluster centers calculated by the clustering algorithm are presented to the user.
The Approximate Binary Search Algorithm
In this section we present a search algorithm which is based on robust binary search [13, 21] . For an easy simulation of the binary search we describe our algorithm only for the case of k = 2 images presented to the user in each search iteration.
The main idea of the algorithm is to present images x i,1 and x i,2 to the user such that the sum of weights of the images closer to x i,1 is about equal to the sum of weights of the images closer to x i,2 . Thus, whether x i,1 or x i,2 is more relevant, half of the weights will be discounted in response to the user's feedback. An important difference between binary search and search with relevance feedback is that in search with relevance feedback the noise of the user feedback depends on the images presented to the user: even if the pairs x i,1 , x i,2 and x i,1 , x i,2 give the same partition of the search space, the noise of the user feedback might be quite different, depending on the distance of the presented images (and also depending on the target image). To illustrate this, we consider a 1-dimensional search problem for a target t ∈ [−1, +1] with either the pair of examples (x 1 , x 2 ), x 1 = −1/2, x 2 = +1/2, presented to the user, or x 1 = −1/4, x 2 = +1/4, presented to the user. Both pairs split the search space at 0, but Figure 1 shows that the noise in the user model behaves quite differently for the two pairs: for a target distant from 0, the pair (−1/2, +1/2) delivers reliable feedback, but for a target close to 0, the pair (−1/4, +1/4) is more reliable 1 . Thus it is important to not only calculate an appropriate partition of the search space but also to present images -inducing this partition -which result in relatively low noise in the user feedback.
Since we are using the squared Euclidean norm ||x − t|| 2 to measure the distance between images x and t, the partition of the search space induced by presented images x i,1 and x i,2 is given by a hyperplane. For efficient computation we use the following heuristic to find a hyperplane which partitions the search space into parts of approximately equal weight: for a random hyperplane through the centroid of all weighted images, two images are calculated for this hyperplane with about distance σ i Δ from the hyperplane. Here σ 2 i is the average weighted distance of all images to the centroid (where distance is measured by the squared Euclidean norm), and Δ is a parameter of the algorithm which we call the gap parameter. Essentially the gap parameter measures the closeness of the presented images and thus influences the amount of noise in the user feedback.
Experiments
The three search algorithms for content-based image retrieval with user feedback are evaluated with Monte Carlo simulations where randomness is introduced by the user model, the algorithms, and the data themselves, in particular through the randomly selected ideal target of a search. In all experiments the ideal target was an image from the database, and the search terminated as soon as the target image was selected for presentation to the user. In a more realistic scenario it can be expected that searches will terminate earlier since the user will be satisfied with a sufficiently similar image.
In all experiments we use the exponential user model (1). We investigate the influence of the relevant parameters on the number of search iterations. These parameters are the uniform noise rate α, the parameter a of the user model, the discount factor β of the weighting scheme, and for the approximate binary search algorithm also the gap parameter Δ . To reduce statistical fluctuations, each reported plot is averaged over ten repeated experiments with the same set of parameters.
In the first set of experiments we use synthesized data for which the distribution is known such that the experiments are easier to analyze. Very surprisingly, we find in these experiments that the simple random sampling algorithm performs best for a wide range of reasonable parameter settings. We discuss this result in Section 3.4 below. Before we compare the three algorithms in Figures 9-11 , we investigate the behavior of the algorithms separately in Figures 2-8 .
In a second set of experiments we have simulated actual searches on the VOC2007 dataset [8] , and we report qualitative results.
Experiments on Synthetic Data
For this data an image is generated as a 23-dimensional vector with each element uniformly distributed between 0 and 1. The synthetic database contains 10,000 such images. The dimensionality and number of data were chosen to match the VOC2007 dataset [8] which contains about 10,000 images from 23 categories. Using the categories as high level features gives image descriptions of the same dimension.
For an easier analysis we set k = 2 in these experiments, such that only 2 images are presented to the user in each search iteration. The number of search iterations is expected to be significantly reduced for larger k. All reported results are averaged over 10 searches for randomly selected target images from the dataset.
We first investigate the influence of the user model parameter a and the algorithms' parameters on the number of search iterations. For this, we keep the uniform noise at α = 0.1 and vary the user model parameter a and the discount factor β . For the approximate binary search algorithm we report also results for fixed β = 0.5 and varying a and varying gap parameter Δ .
For the user model parameter a we consider the range 2 ≤ a ≤ 16 and 0.1 ≤ α ≤ 0.3. This gives an overall noise rate of about 5% to 16% in early search iterations and 17% to 45% close to the end of the search. Figures 2 and 3 show the performance of the random sampling algorithm and the weighted clustering algorithm for varying a and β . Figure 4 shows the performance of the approximate binary search algorithm for fixed gap parameter Δ and varying a and β , Figure 5 shows the performance for fixed β and varying a and Δ .
In Figures 6, 7 , and 8 we investigate the influence of the discount factor β for various uniform noise rates α and fixed user model parameter a = 8. For the approximate binary search algorithm we set the gap parameter Δ = 2, which is a reasonable choice given Figure 5 . We find that with increasing uniform noise and increasing noise from the user model (i.e. decreasing user model parameter a) the number of search iterations increases as expected. More interestingly, we find that the performance of the algorithms is relatively insensitive in respect to the choice of the discount factor β . For a reasonable range around β = 0.5 the number of iterations is quite stable. Nevertheless, the number of search iterations can be reduced by an optimal choice of the discount factor. Finally, it seems that a large gap parameter Δ for the approximate binary search algorithm seems advantageous, see also the discussion in Section 3.4.
Finally, we compare the three algorithms for some parameter settings. In Figure 9 we vary the user model parameter a and fix the uniform noise rate α = 0.1 and the discount rate β = 0.5, in Figure 10 we vary the uniform noise rate α and fix a = 8 and β = 0.5, and in Figure 11 we vary the discount factor β and fix α = 0.1 and a = 8. For the approximate binary search algorithm we set the gap parameter Δ = 2. We find that the simple random sampling algorithm performs best for a wide range of reasonable parameter settings. We discuss this result in Section 3.4 below. 
Results on the VOC2007 Dataset
For the experiments on realistic data we use the VOC2007 dataset with 23 categories and 9963 images. This dataset has been built for the PASCAL Visual Object Classes Challenge 2007 [8] . The goal of the challenge was to recognize objects from several classes in realistic scenes. The 23 object (sub-)classes are Person (person, foot, hand, head), Animal (bird, cat, cow, dog, horse, sheep), Vehicle (aeroplane, bicycle, boat, bus, car, motorbike, train), and Indoor (bottle, chair, dining table, potted plant, sofa, tv/monitor). Each of the 9963 images in the dataset is annotated by a bounding box and class label for each object from the 23 classes which is present in the image.
Multiple objects from multiple classes may be present in an image. In our experiments we use 23 high-level features, one feature for each object class, to describe the images. For an image the feature value for an object class is the size (as calculated from the bounding box) of the largest object from this class in the image. If no object from the class is present in the image, then the feature value is 0.
We first replicate an experiment of the previous section: We use the weighted clustering algorithm to search for a target image in the dataset. The results (Figure 12 ) are quite comparable with the experiments on the synthetic data ( Figure 7 ). Since the results in Figure 12 are averages of only 3 random searches, the fluctuation of the results for the VOC2007 dataset is higher.
In the last set of experiments we perform two realistic searches on the VOC2007 dataset, with a human selecting the most relevant image in each search iteration. In each search iteration 20 images are presented to the user, which are calculated by the weighted clustering algorithm. In addition to the high-level features described above we use also the low-level visual features (color, texture, and edge orientations) calculated by the PiCSOM system [15] . This results in a 761-dimensional feature vector with 23 high-level features and 738 low level features.
The first search was for a car on grass. Figures 13 and 14 show the images presented in the first and second iteration of the search and the images chosen by the user as most relevant in these iterations. Figure 15 shows images chosen by the user as most relevant in subsequent iterations. The second search was for a motorbike on grass, and the images chosen by the user as most relevant are shown in Figure 16 . For both searches a good image was found within 10 search iterations. 
Discussion
The surprising result of our preliminary experiments is that the simple random sampling algorithm performs significantly better than the algorithms specifically designed for the search task. We are currently investigating possible reasons for this result and we offer a first hypothesis about this below.
As far as the approximate binary search algorithm is concerned, it seems best to present images to the user which are as far as possible from the separating hyperplane, cf. Figure 5 . This is plausible given the exponential user model (1) which predicts high noise if the presented images are close. To some extend this observation might explain also the rather poor behavior of the weighted clustering algorithm: the clustering algorithm selects the centroids for presentation to the user while extreme points at the (opposite) boundaries of the clusters might give better performance. By the construction of our 23-dimensional synthetic data, the squared length of most of the random feature vectors is close to the average squared length 23 3 . Thus most of the points are rather extreme points and the sampling algorithm is quite likely to choose such points.
The experiments on the synthetic data show that even with only two images presented to the user a relatively fast search is possible. Presenting 10-20 images should reduce the number of search iterations considerably. This will be verified in further experiments. Initial experiments on the realistic VOC2007 dataset with high-level features already confirm that around 10 search iterations are sufficient for finding a suitable image. Naturally, the search performance depends on appropriate features, and this relation needs also to be investigated further.
Binary Feedback
In our second feedback model we are considering a filtering task, where relevant images shall be presented to the user. The user gives a binary classification to each presented image as either relevant or irrelevant. The goal of the search engine in this model is to present mostly relevant images to the user, and only a small number of irrelevant images.
We distinguish two scenarios for this binary feedback model. In the first scenario, in each iteration a set of k images becomes available and the search engine has to decide, which single image out of the k available images should be presented to the user. In the second scenario, the search engine needs to select relevant images x ∈ D from a database D. We will argue that the difference between these scenarios is rather minor.
We assume that an image x is represented by a normalized vector of non-negative features, x ∈ R d + , ||x|| = 1. Furthermore, we assume that the probability of an image x being relevant is given by the inner product x · t with an ideal target image t ∈ R d + , ||t|| = 1. By using appropriate features -possibly given implicitly by a kernel function -these are reasonable assumptions.
Selecting a Relevant Image from k Images
The formal search protocol considered in this section is the following:
• The user has an ideal target image t in mind.
• In each iteration i = 1, 2,...:
-There are k images x i,1 ,... ,x i,k given to the search engine.
-The search engine selects an image x * i ∈ {x i,1 ,... ,x i,k } and presents it to the user. -The user's feedback is y i = +1 with probability x * i · t (the image is relevant to the user), or y i = 0 otherwise.
The goal of the search engine is to maximize the number of relevant images, ∑ i y i . The exploitation-exploration trade-off in this model is more pronounced than in the model discussed in Section 3: Based on the presented images and the received user feedback in previous iterations < i, the search engine can calculate an estimatet i for the unknown ideal target image. From a new set of images x i,1 ,... ,x i,k , the search engine might select the image which maximizes the estimated probability x i, j ·t i of being relevant. But since the estimatet i might be inaccurate, this exploitative choice might be suboptimal. Thus, alternatively, the search engine might exploratively select an image for which the user feedback improves the accuracy of the estimatet i the most. This model has been analyzed by Auer in [1, Section 4] , and an appropriate algorithm based on upper confidence bounds has been proposed. This algorithm implicitly trades off exploration and exploitation. It calculates upper confidence boundŝ p i, j on the probability of image x i, j being relevant, and selects the image with the largest upper confidence bound. Hence, an image is selected (a) if its true probability of being relevant is indeed large, or (b) if the estimates for this probability are rather unreliable and the resulting confidence interval is large. Case (a) gives an exploitative choice, while case (b) improves the estimates of the probabilities and thus is explorative. In [1] it is shown that the proposed algorithm performs almost as well as if the ideal target image t would have been known in advance: in the n iterations the number of presented relevant images is only O dn log(kn) less than if t were known in advance.
Selecting a Relevant Image from a Database
Here we assume a given image database D. The formal search protocol considered in this section is the following:
-The search engine selects an image x * i ∈ D and presents it to the user. -The user's feedback is y i = +1 with probability x * i · t (the image is relevant to the user), or y i = 0 otherwise.
Again the goal of the search engine is to maximize the number of relevant images, ∑ i y i . We argue that the algorithm of [1] from the previous section can be adapted to work also for the protocol with a given database. The obvious reduction is to set k = |D| and give all images from the database to the algorithm. This poses some computational problems and an efficient implementation is needed, but the search performance will degrade at most logarithmically with the size of the database. A rigorous analysis of a variant of this approach has recently be given in in [6] .
Discussion
In this section we have presented a theoretical approach to the filtering problem with binary feedback. The next step will be an empirical evaluation of this approach on realistic data. Since the performance of approaches like the algorithm in [1] depends rather strongly on the number of features, such approaches are indeed much more suitable for filtering a large set of data than for individual search queries considered in Section 3. For individual search queries the amount of information gained by binary feedback seems to be too small for finding good images in few iterations.
Conclusion
Two models for the user behavior of content-based image retrieval with relevance feedback are proposed in the this work and the implications of these models are studied. The models can be applied not only to CBIR but also to other information retrieval tasks in general. They require very different mechanisms to trade off exploration and exploitation. Our experimental results show that the performances of our proposed weighted clustering, random sampling, approximate binary search algorithms for the models are promising.
