Abstract-This paper is of tutorial nature and describes a one-stage dynamic programming algorithm for the problem of connected word recognition. The algorithm to be developed is essentially identical to one presented by Vintsyuk [ I ] and later by Bridle and Brown [2] ;but the notation and the presentation have been clarified. The derivation used for optimally time synchronizing a test pattern, consisting of a sequence of connected words, is straightforwsd and simple in comparison with other approaches decomposing the pattern matching problem into several levels.
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The approach presented relies basically on parameterizing the time warping path by a singe index and on exploiting certain path constraints both in the word interior and at the word boundaries. The resulting algorithm turns out to be significantly more efficient than those proposed by Sakoe [3] as well asMyersand Rabiner
[ 4 ] , while providing the same accuracy in estimating the best possible matching string. Its most important feature is that the computational expenditure per word is independent of the number of words in the input string. Thus, it is well suited for recognizing comparatively long word sequences and for real-time operation. Furthermore, there is no need to specify the maximum number of words in the input string. The practical implementation of the algorithm is discussed; it requires no heuristic rules and no overhead. The algorithm can be modified to deal with syntactic constraints in terms of a finite state syntax.
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I. INTRODUCTION NE of the most promising approaches to connected word recognition is the technique of dynamic programming [5] . For isolated word recognition,several authorshave shown that the problem of nonlinearly time aligning speech patterns with no fixed time scale can be efficiently solved by dynamic programming [6] - [ 8 ] . Vintsyuk [ l ] , Bridle and Brown [2] , and Sakoe [3] have formulated the connected word recognition problem as an optimization problem similar to the isolated word recognition problem. One of the attractive features of this formulation is the small amount of a priori information and training that is required: only the reference patterns for each individual word need to be known. ' Another advantage is that the three operations of word boundary detection, nonlinear time alignment, and recognition are performed simultaneously; thui, recognition errors due to errors in word boundary detection or to time alignment errors are not possible. The algorithm is forced to match the complete words, and as a result of this, the word boundaries are determined automatically. In comparison,. methods based on prespecified segmentation rules [9] . or on statistical estimation for segmentation [ l o ] require either detailed knowledge of the vocabulary deManuscript rcccivcd February 15, 1982; revised February 7, 1983, The author is with Philips GmbH r'orschungslaboratoriunl Hamburg, July 29,1983 , and October 14, 1983 . D-2000 pendent segmentation rules or an extensive training of the segmentation algorithm. There have been other systems like DRAGON [ 1 13 and HARPY [ 121 , which model the recognition problem as an optimization problem as well, but which are based on subword units for the recognition as opposed to whole word templates. Meanwhile, a number of systems for connected word recognition have been developed which are based on the algorithm described in this paper [ 131 -[ 161 .
Although Vintsyuk had formulated his algorithm already in 1971, his algorithm was not commonly known. Thus, later, Sakoe independently derived a two-level algorithm to solve the optimization problem. On the first level, all reference patterns are systematically matched against all possible subsections of the pattern. This matching operation is the same as for the nonlinear time alignment in isolated word recognition. On the second level, using the distance scores generated, the optimal estimate of the unknown sequence of words is obtained by minimizing the total distance of all possible word sequences. In a recent paper, Myers and Rabiner derived another solution to the optimization problem of connected word recognition [4] . They made use of the property that the matching of all possible word sequences can be performed by successive concatenation of reference patterns. Thus they obtained what they called a level building algorithm. This paper is essentially tutorial. Its purpose is to present a clear description of the connected word recognition problem and its solution by a one-stage dynamic programming algorithm, to discuss the advantages of the one-stage algorithm and to compare it with other algorithms. The one-stage algorithm is basically identical to the algorithms given by both Vintsyuk [ l ] and by Bridle and Brown [2] . However, a straightforward formulation and derivation of the algorithm is given. The derivation is based on parameterizing the time warping path by a single index and treating the optimization criterion directly as a function of this time warping path. This approach is much simpler than the approaches used by both Sakoe [3] and by Myers and Rabiner [4] , and it results in a computationally more efficient algorithm. The constraints imposed on the path are described in terms of two types of transition rules: transition rules for the word interior and for the word boundaries. Carrying out the optimization using these path constraints and dynamic programming leads to a one-stage algorithm, for which there are no multiple optimization levels as in the other approaches. Unlike the level building of Myers and'aabiner, the one-stage algorithm needs no prespecified maximum number of words in the input string. What is most important, the 2 64 IEEE TIIANSACTIONS O N ACOUSTICS, SPEECH. AND SIGNAL I'ROCKSSINC, VOL. ASSP-32, NO. 2 , APRIL 1984 one-stage algorithm requires no more computational expenditure than the corresponding case of isolated word recognition with no adjustment window. The implernentational aspects of the one-stage algorithm are described, and its computational and storage requirements are compared with the two-level algorithm of Sakoe and the level building algorithm of Myers and Rabiner. Finally, the algorithm is modified to deal with a finite state syntax.
In the following, we will present a simple approach to the pattern matching problem for connected word recognition, the reason being that the simplification due to parameterizing the time warping path by a single index is most significant and provides some insights that immediately reveal how to arrive at a practical implementation of the algorithm.
Assume an unknown input or test pattern consisting of i = 1 , . , N time frames, where a time frame is represented by a vector of features. The input pattern is known to be composed of individual words, which are chosen from a prespecified vocabulary. The basic idea is illustrated in Fig. 1 . The time frames i of the test pattern and the time frames j of each template k define a set of grid points (i, j , k ) . Each grid point (i, j , k ) is associated with a local distance measure d ( i , j , k ) defining a measure of dissimilarity between the corresponding acoustic events. The connected word recognition problem can be regarded as one of finding the path through the set of grid points (i,,j, k) which provides the best match between the test pattern and the unknown sequence of templates. The path is often referred to as time warping path. The three parameters i, j , k are of different characters: the time parameters i and j tend to change more or less uniformly in ascending order, whereas the template number k is constant for comparatively long subsections of the path and can change only after the path has passed a template boundary with j = J ( k ) . However, for deriving the algorithm, it is crucial to treat the three parameters as mathematically equivalent. Formally, the path W is given as a sequence of grid points 
where w(l) = (i(l), j ( l ) , k(l) ) and 1 is the path parameter for indexing the. ordered set of path elements. The criterion for the matching procedure is the global distance, i.e., the sum over the local distances along a given path. The problem of connected word recognition can now be stated as the minimization problem i.e.: minimize the global distance with respect to all allowed paths. From the best path, the associated sequence of templates can be uniquely recovered as is clear from Fig. 1 .
In addition to minimizing the global distance, the time warping path is required to obey certain continuity constraints implied by the physical nature of the patterns to be matched. These constraints apply to consecutive points of the path. The constraints result from the requirement of the preservation 
. , i(L).
The continuity constraints determine the possible preceding points for a given path point (z' , j , k ) and are therefore also referred to as transition rules. A possible disadvantage of the global distance definition as given in (2) is that the global distance depends 011 the path length, and thus shorter paths are favored. This problem will be studied later in connection with the details of the dynamic programming algorithm.
Due to the concatenation of single word templates to a "super" reference pattern; it is convenient to distinguish between two types of transition rules: transition rules in the template interior called within-template transition rules and transition rules at the template boundaries called betweentemplate transition rules. These two types of transition rules are illustrated in Fig. 2 . For within-template transitions the following relation holds between two consecutive points:
i.e., the point (i, j , k ) can be reached only from one of the
2(a). For transition at template boundaries where j = 1 , the between-template transition rules are shown in Fig. 2 
Since the point (i, 1, k ) corresponds to the beginning frame of the template k , it is necessary that it can be reached from the ending frame of any template k* including k itself. The between-template transition rules depend heavily on how the single words can be combined and must therefore be changed in the case of syntactic constraints as will be shown later. The coarticulation problem at the word boundaries is tackled by matching the interior parts of the words such that the word boundaries are correctly treated automatically. Finally, there are endpoint constraints requiring that the time warping path begins at a beginning frame of any template and ends at the ending frame of any template.
DERIVATION O F T H E ALGORITHM USING
DYNAMIC PROGRAMMING In this section, an algorithm for solving the minimization problem (2) and thus finding the best path W is derived by use of dynamic programming. The concept o'f dynamic programming is especially useful in solving combinatorial optimization problems of the type of (2) which can be broken down into a sequence of optimization steps and in which there are only a small number of possible choices or decisions to be taken at each optimization step [ 171 . The philwophy of dynamic programming is based primarily on the "principle of optimality" which is due to R. Bellman [5] . Its application to the minimization problem (2) says: If the best path goes through a grid point (i, j , k ) , then the best path includes, as a portion of it, the best partial path to the grid point (i, j , k)':
In order to utilize this "principle of optimality," we define a minimum accumulated distance D(i, j , k ) along any path to the grid point (i, j , k ) . Since the accumulated distanceD(i,j, k ) is a sum of local distances, it can be decomposed in the same way as the path into the accumulated distance along the best path to its predecessors and the local distance associated with the grid point (i, j , k ) itself. To obtain the best path, we have to select the predecessor with the minimum total distance. Thus for the template interior, i.e., j > 1 , we obtain the following using the within-template transition rules (3a):
At the template boundaries with j = 1 , the between-template transition rules (3b) yield
For grid points at the beginning frame of the test pattern, the transition rules must be modified, since there is no preceding 'frame on the time axis of the test pattern.
A grid point (1 , j , k ) can be reached only from a grid point (1 , j -1, k ) .
Equations (4a) and (4b) are the typical recurrence relations of dynamic programming. By using these recurrence relations, the accumulated distancesD(i, j , k ) can be recursively evaluated point by point. Evidently, the recursive evaluation is made possible by the transition rules which imply an ordered arrangement of grid points.
By way of summary, a complete algorithm for connected word recognition is given as follows.
Step 2)
Step 3) Trace back the best path from the grid point at a template ending frame with minimum total distance using the array D ( i , j , k ) of accumulated distances.
Step 3 of this algorithm recovers the unknown sequence of words in the input pattern by tracing back the decisions taken by the "minimum" operator at each grid point. For this back-tracking procedure, the entire array of accumulated distances D(i, j , k ) must have been stored during the recursion. Although this storage requirement of the algorithm is not necessarily intractable even on today's microprocessors, it will be shown in the following section that the storage requirement can be significantly reduced by special techniques.
A drawback of the algorithm formulated so far results from the dependence of the global criterion (2) on the path length. An easy consideration shows that for path segments with a slope greater than 1, the number of local distances per input frame increases, whereas it remains constant for path segments with a slope smaller than 1. Ideally, the global criterion should be independent of the slope of the path in order to allow all types of time axis distortion. At the same time, however, the optimal path is likely t o deviate only rarely from the diagonal direction, i.e., to have a slope 1, since speaking rate variations tend to be small. There is no general solution known to this problem. Sakoe and Chiba [SI describe two within-word transition rules for which the path slopes are always 2, 1, or 2, and the path length is equal to the number of test frames processed. The Itakura constraints [7] lead to the same path length normalization, i.e., no time distortion penalties for slopes between and 2. Locally variable penalties for time distortion can be introduced as illustrated in Fig. 3 . Depending on the three directions horizontal, diagonal and vertical, the local distance is multiplied by the weights (1 + a ) , 1, and b prior to evaluating the dynamic programming recursion:
The reformulation of the global criterion (2) is omitted since it is trivial. Fig. 3 indicates also what is the number of local distances per input frame for slopes 2, 1, and T . Typical values of the weights II and b are in the order of 1, e.g., a = 1 and b = T .
The final aim of the algorithm is to determine the unknown sequence of words. In order to accomplish this, it is sufficient to know at which time frame i of the test pattern the best path has started for a given ending point of a given template k .
The details of the best path within the templates are of no primary importance to the recognition problem. Another important aspect for reducing the storage requirement is evident from the structure of loops in the algorithm presented in the previous section.
To perform the dynamic programming recursions for a time frame i, only a small portion from the complete array D(i, j , k ) of accumulated distances is needed, namely the elements corresponding to the preceding time D(i, j , k ) , the dynamic programming recursions (3a) and (3b) can be carried out by proceeding along the time axis of the test pattern and updating the storage column point by point. This technique for storage reduction is analogous to the case of isolated word recognition, where all that is wanted is the minimum total distance as a matching score between the test pattern and the template. The essential difference, however, is that some form of backtracking must be added to enable the algorithm to recover the unknown sequence of words.
Bridle et al. [13] refer to the following technique for backtracking as Vintsyuk's algorithm [ I ] . A similar backtracking procedure was proposed by Myers and Rabiner [4] . The backtracking information must be recorded during the evaluation of the dynamic programming recursion. For the path leading to the grid point (i, j , k ) , there is a unique starting point at the line j = 1 in the same template k . Hence, for each grid point, a backpointer B(i, j , k ) can be defined as that value of the ending frame of the preceding. word from which the path to the grid point (i, j , k ) has come. Fig. 4 illustrates the basic concept of the backpointers for the three preceding grid points of the grid point (i, j , k). Originally, the array of backpointers depends on the index triple (i, j , k ) in the same way as the array D(i, j , k ) of accumulated distances.
Since, as stated above,we are only interested in the backpointers of the grid points (i, J ( k ) , k ) at the template boundaries, we can reduce the array of backpointers B(i, j , k ) to a column array of backpointers B ( j , k ) (in Fig. 1 ) as in the case of the array D(i, j , k ) , and update it point by point according to where the best path has come from.
A "from template" array T(i) must be used to record the index k o of the template with minimum accumulated distance at its ending frame J ( k 0 ) for each frame i of the test pattern. Formally, this is expressed as
where the operator "argmin { j x x ) : x = x. ~ . . . ,x,i 1" means to find the optimum argument x which minimizes f(x). Additionally, a "from frame'' array
F ( i ) must be introduced in order to retain the backpointer B ( J ( k o ) , k o ) B ( i , J ( k o ) , k o )
to the ending frame of the preceding word after the test pattern frame j has been processed. Thus thc ''from frame" array F ( i ) keeps track of the frame along the test pattern time axis from which the best path to the grid point ( i , ' J ( k o ) , k o ) has come. In other words, the "from frame" array keeps track of potential word boundaries, and the "from template" array keeps track of the respective decision about the recognized word.
The concept of the "from template" and of the "from frame" arrays is closely related to the between-template transition rules, which are the characteristic of this approach presented as opposed to the other approaches. It is crucial to realize that for each time frame i, only the best template, i.e., the template with minimum accumulated distance at its ending frame, and the corresponding word boundary must be kept track of in order to be able to determine the optimal global path. Fig. 5 shows an example of the backtracking procedure for recovering the unknown sequence of words for the example in Fig. 1 . For the last time frame of the test pattern, the "from template" array records the template with minimum total distance at its ending frame. The "from frame" array points to the ending frame of the preceding word on the test pattern time axis. For this ending point, the "from template" array again contains the index of the best preceding word and the corresponding "from frame" array points again back to the ending frame of the preceding word. Obviously, the "from frame" array contains indices into itself and the "from template" array. This backtracking is continued until the zeroth frame of the test pattern has been reached. Thus for the optimal word boundaries we obtain the sequence (in reverse order)
N , F(W, W W ) , ' ' ' ,
and for the optimal word sequence, we obtain the sequence (in reverse order)
In summary, the array D(i, j , k ) of accumulated distances along with the associated array B ( i , j , k ) of backpointers has been substituted by four smaller arrays. These arrays are as follows.
The column array of accumulated distances
the "from template" array
the "from frame" array 6 shows a schematic diagram of the complete algorithm using the arrays introduced above and provides a short verbal description of the one-stage dynamic programming algorithm for connected word recognition.
F(i): = B(J(T(i)), T(i)j =^ B(i,J(T(ij), T(i)).
In order to allow for the possibility of pauses between the words in the word string, it is useful to include an additional silence template in the set of templates. This technique can also be used for refining the detection of the beginning and ending points of the complete word string as it was proposed by Bridle et al. [13] .
These authors also suggested an extension of the algorithr;1 to deal with nonvocabulary words. They introduced a so-called pseudotemplate consisting of only one frame to which a fixed "distance" is assigned independent of with which input frame it is matched. Thus, the algorithm is able to reject a portion of the input utterance if the similarity is not sufficient.
The connected word recognition algorithm described so far starts the traceback from the end of the word string. However, it is possible to recognize the initial portion of the word string before its end has been spoken, which is very desirable for a real time operation of the recognition system. This is clear from the observation that if there is a section shared by all candidate paths, that section is necessarily part of the globally optimal path [ 131 , [ 141 . Thus, by tracing back all candidate paths for a given input frame and determining the point where they all meet, the initial portion of the word string can be recognized. This recognition is irrevocable in the sense that no subsequent input can change the decision about the recognized words. In order to carry out this premature traceback, it is in fact sufficient that decisions about the recognized words as such, and not about the path details, are the same for all candidate paths.
V. SYNTACTIC CONSTRAINTS In this section, the algorithm is modified in order to include a syntactic analysis for a finite state syntax. For connected word recognition, it is suitable to incorporate the syntactic analysis into the recognition process itself.
It is worth noting that any lexicon of legal word strings can be described in terms of a finite state syntax. Clearly, syntactic constraints must affect the between-word transition rules. Each word as it starts can be reached only from words that may legally precede it according to the syntactic constraints. Thus, we define for each word k a "from predecessor" set P ( k ) as the set of all vocabulary words which can precede the word k . Fig. 7 (a) illustrates the method. For convenience, START and STOP are added as pseudowords to the vocabulary { A , B , C}. The arcs of the finite state network are associated with the words of the vocabulary. The finite state network shown in Fig. 7(a) is IEEE TRANSACTIONS ON ACOUSTICS, SPEECH, AND SIGNAL PROCESSING, VOL. ASSP-32, NO. 2, APRIL 1984 by the "from predecessor" sets. For the example in Fig. 7(b) ,
; we have to make two copies B , and B? of the word B as shown in Fig. 7(c) . Thus, we obtain the four-word vocabulary where the index k now indexes the word copies instead of the word classes. The recurrence relation for the within-word transitions is not changed. Note that the finite state networks need not be loop free, which was already indicated by Fig. 7 . Since now the optimal preceding word depends on the word under consideration, it is necessary to have a "from template" array T(i) and a "from frame" array F(i) for each word copy.
For the several copies of a word, the local distances need to be calculated only once for one copy and can then be "copied" for the other copies. As a result, there is n o significant increase in computational expenditure due to the syntactic constraints. The major part of the computation time is consumed in the most inner loop by the calculation of the local distance d ( i , j , k ) , which is a distance measure between feature vectors of dimension ten and more. Hence, the additional costs for the computation and updating of the backpointers, which is carried out in parallel with the computation of the accumulated distances, are negligible in comparison with the local distance calculations. There is, however, an increase in storage costs since each word copy must have its individual arrays for the accumulated distances and the backpointers.
VI. COMPARISON W I T H OTHER APPROACHES
It is instructive to compare the different approaches to connected word recognition with respect to computational and storage requirements. Myers and Rabiner [4] present such a comparison between the two-level algorithm of Sakoe [ 3 ] , their original level building algorithm and a reduced level building algorithm, which results from the level building algorithm by restricting the search region for the best path.
In the following, we will extend their comparison to include the onestage dynamic programming algorithm, Since, as we have seen, syntactic constraints do not significantly affect the computational requirements of the one-stage algorithm, the comparison is made for word strings with no syntactic constraints.
The computational and storage requirements of the four algorithms are summarized in Table  l . The computational requirements are measured as the number of local distance calculations, which is the product of basic time warps multiplied by the (average) size of a time warp, i.e., the area covered by it. According to Myers and Rabiner [4] , t h e storage requirements include only the storage locations for those arrays that are specific to the different algorithms. Thus the storage locations for the reference patterns as well as the arrays of accumulated distances and backpointers are not considered in general. However,, as will be seen later, there will be an exception for the one-stage algorithm.
In The factor $ is due to the Itakura constraints imposed on the local slope of the time warping path. These constraints result in a global restriction of the search area for the path. Hence, the total number of distance calculations is M . K . J . N / 3 . At each of the M levels and for each of the N time frames of the input pattern, the accumulated distance, the best template and the starting position on the input pattern time axis must be kept track of. This requires 3 . N . M storage locations. The level building algorithm turns out to be equivalent to the onestage algorithm with a prescribed maximum number of words in the string: the levels correspond to the copies made of each template as described in the preceding section. For the reduced level algorithm, the size of a time warp is 7. (2R t l ) , where R is a range parameter and defines a reduced search region for the path. It is worthwhile noting, however, that the reduced level algorithm is not guaranteed to find the globally optimal sequence of words.
The one-stage algorithm performs one time warp for each template. Strictly speaking, the term time warp is not appropriate for this algorithm, since actually only one global time warp is performed. However, the area covered by this global time warp as shown in Fig. 1 as shown in Section IV. The above considerations show the one-stage algorithm to be the only algorithm that calculates each local distance exactly once. Furthermore, the amount of computation and storage required for the one-stage algorithm is independent of the maximum allowed number of words in the input string as opposed to the level building algorithm and its reduced version.
Computational reductions by pruning techniques are also applicable to the one-stage algorithm [ 121 - [14] . They are based on the observation that candidate paths with accumulated distances significantly larger than the minimum accumulated distance for the input frame under consideration are very unlikely to result in the optimal path. Candidate paths with accumulated distances exceeding a threshold set relative to the best path candidate for the input frame considered can be removed from the subsequent operations.
Hence, the pruning operation requires the following additional computational steps to be performed for each grid point in connection with the evaluation of the dynamic programming recursion: one comparison for determining the minimum of the accumulated distances and three comparisons concerning the accumulated distances of the predecessor grid points for deciding whether to prune the grid point under consideration or not. As a result: the pruning overhead involves four comparisons per grid point, which definitely require less than a few percent of the overall computation time per grid point without pruning. For the pruned grid point or the corresponding path candidate, no local distance is calculated. The pruning technique results in an adjustment window of varying size [ 131 : when there is a very well defined minimum for the accumulated distances, only a few path candidates are retained; on the other hand, when there is no clear minimum at all, all or nearly all path candidates are expanded.
A conservative estimate of the reduction factor achieved by pruning is three or more; apart from a few extra storage locations, there is no increase in storage requirements. Table I gives also a numerical comparison of the computational and storage requirements of the four algorithms for some typical parameter values: M = 12, K = 10. N = 360, 7 = 3 5 > R = 12.
Such parameter values are appropriate for the application of voice dialing, where there are, e.g., twelve digits in the input string: five digits for the area code and seven digits for the telephone number. For such long digit strings, it may be useful to include the endpoint detection in the recognition algorithm as described in Section V. Apart from the parameters ilil and N , the values are the same as chosen by Myers and Rabiner [4] . Table I shows for this example that the one-stage algorithm requires only 25 of the computational amount of the two-level algorithm of Sakoe and only $of the computational amount of the level building algorithm of Myers and Rabiner. As for the storage requirements, the one-stage algorithm offers a reduction factor of 9 or more as compared to the three other algorithms. Only the reduced level building algorithm does with a computational amount comparable with the one-stage algorithm, however, without ensuring the global optimality of the solution. Moreover, by using pruning the computational expenditure of the one-stage algorithm could be reduced further.
VII. SUMMARY
In this paper, a tutorial presentation of a one-stage dynamic programming algorithm for connected word recognition and its relation to other dynamic programming algorithms has been given. The one-stage algorithm is basically the same as the algorithms given by Vintsyuk
[ I ] and developed by Bridle and Brown [2] . The derivation of the one-stage algorithm is based o n parameterizing tlie time warping path by one single index and results in a one-stage dynamic programming algorithm. The dynamic programming strategy performs three functions simultaneously: the time dignment, the word boundary detection and the classification itself. Thus, the problem of concatenating reference patterns of a connected word string is solved in a highly efficient manner. The main features of the one-stage algorithm include the following.
1) For input strings with no syntactic constraints, the algorithm is independent of a prespecified maximum number of words in the input string.
2) The computational effort is proportional to the number of time frames in the reference patterns and in the input string; each local distance between a reference frame and an input frame is calculated exactly once. In particular, the computational effort per input frame turns out to be exactly the same as in the case that the input string consists of isolated words and an isolated word recognition with no adjustment window is performed for each word.
3) The algorithm lends itself to a straightforward and simple implementation.
4) Syntactic constraints, formulated in terms of finite state syntaxes, can be dealt with by simple modifications of the algorithm and increase the computational expenditure only' negligibly.
