Abstract. Compressed sensing (CS) has been utilized for acceleration of data acquisition in magnetic resonance imaging (MRI). MR images can then be reconstructed with an undersampling rate significantly lower than that required by the Nyquist sampling criterion. However, the CS usually produces images with artifacts, especially at high reduction rates. We propose a CS MRI method called shearlet sparsity and nonlocal total variation (SS-NLTV) that exploits SS-NLTV regularization. The shearlet transform is an optimal sparsifying transform with excellent directional sensitivity compared with that by wavelet transform. The NLTV, on the other hand, extends the TV regularizer to a nonlocal variant that can preserve both textures and structures and produce sharper images. We have explored an approach of combining alternating direction method of multipliers (ADMM), splitting variables technique, and adaptive weighting to solve the formulated optimization problem. The proposed SS-NLTV method is evaluated experimentally and compared with the previously reported high-performance methods. Results demonstrate a significant improvement of compressed MR image reconstruction on four medical MRI datasets.
Introduction
Compressed sensing (CS) [1] [2] [3] is a way of speeding the signal acquisition by providing means for smarter sampling. Since 2006, compressed sensing or compressive sampling has been receiving considerable attention in theory and applications, and, among them, magnetic resonance imaging (MRI) is one whose implied sparsity suggested the use of sparse sampling. Compared with the standard sampling theory, MR images are speed-limited physically and constrained by physiological nature. 4 Acceleration of MRI while preserving image quality has a major impact in diagnostics. Such acceleration may be provided by exploiting MRI sparsity by means of undersampling and efficient image reconstruction, which are the main goals of CS. 1, 5 CS allows the recovery of magnetic resonance images from vastly undersampled k-space data without being constrained by Shannon/Nyquist requirements. 2 The process includes encoding, sensing, and decoding processes. Most of the compressed MRI approaches are based on the linear model Ax ¼ b, A ¼ SF, where S is a selection or a sampling matrix, F is a two-dimensional (2-D) discrete Fourier matrix, and b is the observed k-space data, which are significantly undersampled, that is beyond the limits of the fundamental sampling theorem. Given the sparsity assumption aboutx which is an estimate of x, where x is the image, one possible solution would be fmin x jxj 0 ∶Ax ¼ bg, but, since solving l o -minimization problem is NP-hard, 6 a reasonable alternative would be fmin x jxj 1 ∶Ax ¼ bg. j:j 0 denotes l 0 -norm. Thus, the objective is to minimize absolute differences (variation), and it is useful to penalize by finite differences. For this reason, TV is used for checking the sparsity by forming finite differences and coarse denoising.
The review of the CS MRI methods shows how to solve the above problem with different regularization and penalty terms. For example, He et al. 7 proposed a model for compressed MRI using two nonsmooth regularization terms to attain accuracies superior to the total variation (TV) regularization model. 8 Chang et al. 9 proposed a partial differential equation-based method to reconstruct MR images. Lysaker et al. 10 improved the quality of reconstructed images by introducing a fourth-order regularization term yielding the MRI model too complex to solve for highresolution images. Lustig et al. 4 reviewed different compressed MRI steps and developed a model using sparsity of the wavelets and exploiting l 1 -minimization to reconstruct the MR image. Jung et al., 11 Ye et al., 12 Candes et al., 13 and Chartrand and Yin, 14 explored l p -quasinorm minimization model 0 < p < 1 using FOCUSS 15 to reconstruct MR images, but, because of nonconvexity of the objective function, a global minima was not guaranteed. Trzasko et al. 16 proposed a homotopic nonconvex objective function based on the l 0 -minimization model; however, it has the global minima issue.
Recent CS efforts in MR pursue a best combination of sparsifying transforms [17] [18] [19] [20] [21] [22] and a fast solution toward obtaining a high-quality reconstruction. Various methods have been presented to reconstruct MR images from undersampled data. Ma et al. 17 introduced an operator-splitting algorithm, total variation compressed MR imaging (TVCMRI) for MR image reconstruction. Knoll et al. 18 presented total generalized variation for MRI reconstruction. By taking advantage of fast wavelet and Fourier transforms, TVCMRI can process actual MR data accurately. Yang et al. 19 solved the same objective function presented in Ref. 17 by a variable splitting method [reconstruction from partial Fourier data (RecPF)], which is TV-based l 1 − l 2 MR reconstruction. This method uses an alternating direction method for recovering MR images from incomplete Fourier measurements and solving it as in Ref. 20 . A fast composite splitting algorithm (FCSA) 21 was proposed by Huang et al. FCSA is based on the combination of variable and operator splitting. It splits the variable x into two variables and exploits the operator-splitting method to minimize the regularization terms over the splitting variables.
Nonlocal total variation for MR reconstruction (NTVMR) 22 and the framelet + nonlocal TV (FNTV) 23 methods have been proposed lately. In Ref. 24 , the use of the first-order derivatives is analyzed to have two major shortcomings, such as oil-painting artifacts and contrast loss. Out of the two methods that use nonlocal TV regularization, FNTV delivers a better quality. FNTV is formulated to minimize the combination of nonlocal TV, framelet, and the least-square data fitting terms. Recently, shearletbased methods have been proposed for MR reconstruction purposes. 25, 26 A new framework, i.e., "nonseparable shearlet transform iterative soft thresholding reconstruction algorithm" (FNSISTRA), was presented by Pejoski et al. 26 Along with the discrete nonseparable shearlet transform 27 as a sparsifying transform, the authors used a fast-iterative soft thresholding algorithm 28, 29 to solve their reconstruction formulation. In Ref. 30 , an MRI reconstruction method (BM3D-MRI) that utilized decoupled iterations alternating over a BM3D denoising step algorithm and a reconstruction step was presented. The method, in most cases, has accomplished the reconstruction with a better signalto-noise ratio (SNR) measured than those by the abovementioned state-of-the-art methods, where SNR ¼ 10 log 10
x is the original image, and x n represents the reconstructed image after n iterations.
In this paper, we propose an optimization scheme for MR image reconstruction. It integrates the SS-NLTV. Sparsifying transforms such as wavelets are not always able to handle edges or curves, and, in general, singularities in higher dimensions. Shearlets are efficient in representing anisotropic features that comprise the object shape and express textures such as edges of various orientations, strengths, and scales, and thus their inclusion into regularization promises a better performance compared with those by wavelets, which are isotropic objects. On the other hand, the NLTV, which is the TV extension to a nonlocal variant, preserves fine structures, details, and textures and prevents the oilpainting artifacts inherent to TV, while maintaining the contrast.
The goal of obtaining a higher quality of reconstruction than that demonstrated by advanced methods such as TVCMRI, 17 RecPF, 19 FCSA, 21 FNTV, 23 FNSISTRA, 26 and BM3D-MRI 30 is attained as confirmed by the experimental study. The rest of the paper is organized as follows: the SS-NLTV method is described in Sec. 2, the results and performance comparison are presented in Sec. 3, and the conclusions are drawn in Sec. 4.
Shearlet Sparsity-Nonlocal Total Variation Method
The MRI model can be expressed as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 3 2 6 ; 6 1 8
where x ∈ R M is an MR image, A ∈ R N×M is a measurement matrix with N ≪ M, and b ∈ R N is the observed data. The MR data can be recovered by solving the following minimization problem:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 3 2 6 ; 5 4 7 minimize JðxÞ subject to Ax ¼ b;
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 3 2 6 ; 5 1 1
when
where JðxÞ is a regularizing functional and Φ is a sparsifying transform. In the CS model of MRI, A ¼ SF, where S is a selection or a sampling matrix, F is the 2-D discrete Fourier matrix, and b is the observed k-space data. Assuming the sparsity of the model, the problem is ill-posed for minimizing the least-squares function. Therefore, the following cost function with a regularization term has been considered:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 3 2 6 ; 4 0 9 min x jΦðxÞj 1 subject to kAx − bk 2 2 ≤ σ;
where σ is the variance of distortion in b. In Eq. (4), j:j 1 denotes l 1 -norm and k:k 2 denotes l 2 -norm. The constrained optimization in Eq. (3) is equivalent to the following unconstrained optimization problem as it is formulated in Ref.
13:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 3 2 6 ; 3 3 7
where λ > 0 is a balancing constant, which relies on the sparsity of the underlying MR image x under linear transformation. Also, λ can be interpreted as a contribution of the regularization to the total cost. The lower its value is, the less is the importance of the data fitting term, which amounts to more regularization. λ remains constant across the iterations; therefore, we choose a value for λ that minimizes the condition number of the subproblems. We have determined that when λ ¼ 10, the convergence is reached with a fewer number of iterations.
Considering the problem, we propose and formulate the optimization problem using a combination of both the NLTV and the shearlet as regularizers. The proposed optimization problem to obtain reconstructionx is as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 3 2 6 ; 5 2 9x
where j∇ w xj 1 ¼ P t j∇ w x t j 1 is the NLTV norm and nonlocal weights w are computed from image estimatex. SHðxÞ is the combination of different subbands of shearlet transform. 0 < α < 1 and 0 < β < 1 are the weighting parameters stressing two regularization terms. The values of these two parameters in each loop are adaptively derived based on the variance of noise present in the reconstructed image from a previous iteration. We stress more on the shearlet regularizer term if the estimated variance in each shearlet subband is greater than a specified threshold. The variances of the signal in every shearlet subband are computed by exploiting the maximum likelihood estimator applied on the neighborhood (a square) areas of coefficients. 
Nonlocal Total Variation
NLTV is defined to describe the patch-level correspondence in contrast to the TV, which is based on the correspondence at the pixel level. 31 For image x, the nonlocal weights can be formed concerning any two spatial nodes i and j, E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 6 3 ; 6 9 0 ϖ x ði; jÞ ¼ e
where G is a Gaussian kernel with the variance σ 2 and R 1 characterizes the spatial neighborhood around i and j for similarity consideration. The nonlocal gradient ∇ w xði; jÞ at i is described as a vector of all partial derivatives ∇ w xði; .Þ 32 E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 3 2 6 ; 7 3 0 ∇ w xði; jÞ ¼ ½xðjÞ − xðiÞ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
where R 2 is the spatial neighborhood around i, whose nonlocal gradient ∇ w xði; jÞ is calculated. The adjoint of Eq. (8) is derived from the adjoint relationship with a nonlocal divergence operator div w as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 9 ; 3 2 6 ; 6 5 3 h∇ w x; vi ¼ hx; div w vi; E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 0 ; 6 3 ; 7 4 1 div w vði; jÞ ¼ Z
: : : ; m: l 1 ; l 2 ¼ 1; : : : ; n; (11) and nonlocal gradient ∇ w x ∈ R m×n×ð2a 2 þ1Þ×ð2b 2 þ1Þ can be calculated as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 2 ; 6 3 ; 6 3 9
∇ w xðk 1 ; l 1 ; ∶; ∶Þ ¼ 2 6 6 6 4
where ∇ w xðk 1 ; l 1 ; ∶; ∶Þ is a 2-D submatrix acquired by stacking the third and fourth dimensions of ∇ w x at the k 1 'th location in the first and the l 1 'th location in the second dimension.
and R 2 neighborhoods, respectively. Figure 1 shows the comparison of TV versus NLTV reconstruction from a noisy MRI image.
Shearlet Sparsity
Shearlet transform is introduced and investigated in Refs. 33-37 and generally has been used for solving the inverse problems. 38, 39 Let ψ a;s;t denote the shearlet basis functions or simply shearlets. The continuous shearlet transformation of image f is defined as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 3 ; 6 3 ; 3 6 5 SH a;s;t ðxÞ ¼ Z R 2 fðxÞψ a;s;t ðt − xÞdx;
where s ∈ R, a ∈ R, and t ∈ R 2 define the orientation, scale, and location in the spatial domain, respectively, and fðxÞ ∈ R 2 is a 2-D reconstructed image. Shearlets are shaped by dilating, shearing, and translating the mother shearlet ψ a;s;t ∈ R 2 , as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 4 ; 3 2 6 ; 4 6 1 ψ a;s;t ðxÞ ¼ j detðK a;s Þj − 
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 5 ; 3 2 6 ; 4 2 9
where S is an anisotropic scaling matrix with a scaling parameter a > 0 and B is a shear matrix with a factor s ∈ R. B and S are both invertible matrices, with detðBÞ ¼ 1. detðAÞ is the determinant of matrix A. The shearlet mother function ψ is a composite wavelet, which fulfills admissibility conditions. 38, 40 The Meyer wavelet with a good localization ability in both time and frequency spaces is exploited as a mother wavelet for ψ in the shearlet transformation. In addition to its localization properties, Meyer wavelet filters are directly described in the frequency space by ΨðωÞ ¼ Ψ 1 ðω 1 ÞΨ 2 ðω 2 ∕ω 1 Þ with ω ¼ ½ω 1 ; ω 2 , Ψ 1 ðω 1 Þ being the Fourier transform of the wavelet function (ψ) and Ψ 2 ðω 2 Þ being a compactly supported bump function Ψ 2 ðω 2 Þ ¼ 0 ↔ ω 2 ∈ = ½−1; 1. 41, 42 The shearlet transform is invertible if the function ψ satisfies the admissibility property E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 6 ; 6 3 ; 6 5 3
Assume l is a function describing piecewise smooth functions with discontinuities along C 2 curves, and l SH p is the shearlet approximation of l obtained by taking the p largest absolute shearlet coefficients, then E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 7 ; 6 3 ; 5 6 4 kl − l SH p k 2 ≤ Cp −2 ðlog pÞ 3 ;
as p → ∞, while the asymptotic error is Cp −1 for wavelet. Therefore, shearlet transform is better in sparsely approximating piecewise smooth images. We can implement the k'th subband of the shearlet transform (SH k ) as a mask Z k in the frequency domain 43 E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 8 ; 6 3 ; 4 7 6 SH k ðxÞ ¼
where vec is the vectorizing ðR n×n → R n 2 Þ and diag is the matricization diagonal ðR n → R n×n Þ operators.
Solution
The optimization problem is formulated as follows: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 9 ; 6 3 ; 3 8 2 argmin x αj∇ w xj 1 þ β
The problem has both l 1 -and l 2 -norm terms, and, thus, the solution in a closed-form is difficult to obtain. The alternating direction method of multiplier (ADMM) 44 and splitting variables are used to solve the formulated problem as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 0 ; 6 3 ; 2 9 1
where y 1 ∈ R M and y 2 ðkÞ ∈ R M are the auxiliary variables. The split Bregman method, 45 as a technique for solving a variety of l 1 -regularized, is another reinterpretation of the ADMM method. We have also solved our problem with split Bregman, but since we choose the regularization parameters adaptively, we were able to reach faster convergence with ADMM compared with that of split Bregman, and this is the reason we have chosen ADMM as part of the solution.
The Lagrangian function for the problem in Eq. (20) can be written as follows:
where u 1 ∈ R M and u 2 ðkÞ ∈ R M are the newly defined scaled dual variables.
Finally, the problem is solved by iterating over Eqs. (22)- (26) E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 2 ; 3 2 6 ; 6 1 8 E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 3 ; 6 3 ; 7 4 1 y 
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 4 ; 6 3 ; 7 2 5 y 
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 5 ; 6 3 ; 6 9 6 u 
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 6 ; 6 3 ; 6 6 7 u 
The optimal solution for the subproblem by Eq. (22) requires finding roots of its derivatives, which leads to Eq. (27) E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 7 ; 6 3 ; 6 1 6
where we can solve it in the Fourier domain by multiplying both sides of it by F E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 8 ; 6 3 ; 5 3 5
Minimization in Eqs. (23) and (24) can be attained by shrinkage operators such as 45 E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 9 ; 6 3 ; 4 2 7 y 
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 3 0 ; 6 3 ; 3 9 4 y 
where
, and E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 3 1 ; 3 2 6 ; 7 4 1 Shrinkðx; ξÞ n ¼ signðx n Þ: maxfjx n j − ξ; 0g: (31) 3 Results
We test the proposed SS-NLTV method on four 256 × 256 MR images, i.e., brain, chest, artery, and cardiac images, 19 as shown in Fig. 2 . The cardiac image is intentionally used as a test image to demonstrate the reconstruction of an image with artifacts. The input data in our experiments include only the magnitude values. Six high-performance methods are chosen for comparison, i.e., TVCMRI, 17 RecPF, 19 FCSA, 21 FNTV, 23 FNSISTRA, 26 and BM3D-MRI. 30 For realization of the method, we used shearlab 46 to obtain shearlet coefficients because of the fast implementation. The methods are studied with two subsampling techniques, i.e., random variable subsampling and radial subsampling. , x is the original image, and x n represents the reconstructed image after n interations. SNR values are measured for the above quantities of subsampling ratios, with radial and random subsampling. Our method outperforms the BM3D-MRI in the radial subsampling experiments (for brain, cardiac, and artery MR images). Also, our method shows a better performance with a large margin on the cardiac image with the stripe pattern artifact. The BM3D-MRI method achieves a better performance in the random subsampling experiments on three MR images but lacks the performance with the cardiac image when the random Note: The bold value shows the maximum SNR value for each column (each image with specific subsampling) in the table. subsampling is used. The results can be explained by the fact that the BM3D-MRI uses a powerful denoiser, which copes very well with random noise. The success of our method on radial sampling is secured by directional selectivity of shearlets. We demonstrate the reconstruction results for brain image with radial subsampling in Fig. 8 . Table 1 shows the SNRs (db) by all the methods at 20% random and radial subsampling ratios. The superior performance of SS-NLTV is derived from utilization of NLTV, which locates sharper edges and suppresses artifacts; it is due to the exceptional spatial localization and directional selectivity of the shearlet transform. Table 2 shows the run times calculated for all the methods under comparison (for brain image and 20% random subsampling). All the implementations of different algorithms were run on 4 Gigabyte RAM, Intel core 2 Duo E8400 processor, and with the NVIDIA Tesla C2050 GPU board. The execution times of the implementations are average values over five executions.
Conclusion
In this paper, we have presented a method, the SS-NLTV for compressively sampled MRI reconstruction. The method utilizes sparsifying shearlet transform and the NLTV in collaboration to gain on directional sensitivity and selective regularization at different levels of transformation. We formulated the optimization problem for the reconstruction process and solved it uniquely by combining ADMM, splitting variables technique, and adaptive weighting. The method is aimed at reconstructing images with a high quality assessed visually and using objective quality metrics. Specifically, oil-painted artifacts common for CS and specifically pronounced at high reduction factors have not been observed in reconstructed images. High SNRs produced by the method quantify its high performance. The conducted experiments and the analysis of different reconstructed medical MRI datasets under different types of subsampling and ratios have demonstrated a superior quality of reconstruction by the proposed method in comparison with six reference methods, including the state-of-the-art BM3D-MRI method.
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