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We introduce a classical eld theory based on a concept of extended causality that
mimics the causality of a point-particle Classical Mechanics by imposing constraints
that are equivalent to a particle initial position and velocity. It results on a description
of discrete (point-like) interactions in terms of localized particle-like elds. We nd the
propagators of these particle-like elds and discuss their physical meaning, properties
and consequences. They are conformally invariant, singularity-free, and describing a
manifestly covariant (1 + 1)-dimensional dynamics in a (3 + 1) spacetime. Remarkably
this conformal symmetry remains even for the propagation of a massive eld in four
spacetime dimensions. The standard formalism with its distributed elds is retrieved
in terms of spacetime average of the discrete elds. Singularities are the by-products of
the averaging process. This new formalism enlighten the meaning and the problems of
eld theory, and may allow a softer transition to a quantum theory.
PACS numbers: 03:50:− z 11:30:Cp 11:10:Qr
I. INTRODUCTION
In a Minkowski spacetime of metric  = diag(−1; 1; 1; 1) the 4-vector separation x() = x(1)−x(2)
of two worldline events x(1) and x(2; ) of a particle, parameterized by its propertime  , satises
2 = −x:x = −x2: (1)
In our notation an event x is given by its four-cartesian coordinates (~x; t): Besides being the denition
of the particle propertime (1) has also the role of describing causality. For a massless particle  = 0;
so its worldline must be parameterized by an ane parameter, and
x2 = 0 (2)
denes a local double (past and future) lightcone, t = j~xj: A massless physical object (particle
or eld) must remain on this three-dimensional-hypersurface lightcone. For a massive object  6= 0;
t > j~xj and so it must remain inside its light cone. This is the well-known essence of the geometrical
vision of the Einstein concept of local causality, which is a basic stone in the modern eld theory
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building. It is essentially an access restriction to regions of the spacetime manifold: the lightcone and
its interior form the allowed spacetime from each point.
An important aspect of this causality concept is that given an information of an event, for example,
the position P of a given point physical object, all we are assured of, based only on (1), is that this
point object will remain inside (if it is massive) or on (if it is massless) the lightcone of vertex at P
(the P-lightcone for short). This is the maximum that can be inferred as it was not given the object
instantaneous velocity at P. It is nonetheless sucient to attend the causality requirements of Quantum
Mechanics and eld theories as they are based on a concept of continuous elds diused (or distributed)
over the whole space-time or at least over the allowed space-time, i.e. the lightcone or its interior. The
information that we had at P just diuses in the allowed spacetime like a drop of ink in a glass of water.
In a eld theory the time evolution of a system denes a Cauchy problem which is the correspondent
analogous to a classical-mechanics system whose evolution is determined by the initial positions and
velocities of its elements. In point-particle classical mechanics the causality constraints come blended
with the very equation of motion; for a free point particle the Newton’s law of inertia contains already
all of its causality requirements. The complete information requires its initial position and velocity.
But if, for one side, the classical mechanics narrowness cannot accommodate the modern physics data
(particle’s interference) that requires this continuous eld concept even if having to quantize it later, for
the other side, this concept of a continuous and distributed eld faces well known diculties on dealing
with problems of self-interactions. The classical elds are not dened at their sources; their quantization
is plagued with innities that require mathematically troubled renormalization processes, and even this
fails for the gravitational eld. It seems to us, that this approach of starting from a continuous and
distributed eld and trying then to get descriptions of discrete and localized object from it has already
over-reached its stretched limits.
In this paper we introduce a new approach of dening a classical eld theory based on discrete and
localised elds, which are closer to the concept of a classical point particle. Hopefully this will avoid
many of the problems that are intrinsic to a continuous and distributed eld and will allow a softer
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transition to a quantum theory. This approach is based on a more strict concept of causality in classical
eld theory that is closer to the causality concept that exist in Classical Mechanics. We refer to it as
EXTENDED CAUSALITY and it is introduced in Section II; its geometrical interpretation is briefed
in the Appendix A. The dynamical content of the causality constraints is discussed in section III. We
show, in Section IV, how the elds are dened in this formalism. The concept of a \classical photon",
i.e. a point element of a classical electromagnetic eld, is introduced as the point intersection of an
electromagnetic wave front signal with a light cone generator. The Maxwell eld now represents just
the average eect of these \classical photons"; its continuity is just a consequence of being an average
and so are also its associated old problems like the charge innite self-energy. In Section V we nd (the
actual calculation is transferred to the Appendix B) the propagator of a \classical photon" whose main
properties and physical consequences are discussed in Section VI and proved in the Appendices C and
D. In Section VII we show how to retrieve the standard formalism and we conclude in Section VII with
a qualitative discussion on the meaning and structure of a eld theory born from this formalism.
II. EXTENDED CAUSALITY
We want to implement causality in eld theory like in the way that it is done in Classical Mechanics,
which requires informations on two neighboring events x and x + dx; that corresponds to giving the
object position and its instantaneous velocity. This requirement, in terms of (1), is equivalent to taking
its dierential
d = −x:dx; (3)
and taking it as a second causality restriction to be imposed simultaneously and on the same footing
of the rst one (1). Then, for  6= 0 (massive elds), we have that
d + V:dx = 0; for m 6= 0; (4)
with V = x

s
; where s is a solution of (1) for a given initial condition 0 and xo: For a massless eld,
 = 0, and then (1) and (4) are, respectively, replaced by (2) and by
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d +K:dx = 0; for m = 0; (5)
where K is collinear to x: Both K and x are null 4-vectors: K2 = 0; (x)2 = 0: For a massless
eld or in the limit of d ! 0 there is a clear geometric picture (the complete picture, valid for both
d = 0 and d 6= 0, has been transferred to the Appendix A.) The constraint (5) describes a hyperplane
tangent to the light cone (2) and orthogonal to k = −
@
@x
, where  , according to (1)< is seen as a
given function of x. The intersection of (2) and (5) denes a lightcone generator orthogonal to K and









Fig. 1.The P-lightcone and its interior as the
accessible spacetime for a physical object at P.
K = ( ~K;K4) and K = (− ~K;K4) are light-
cone generators orthogonal to each other at the
vertex. K = −K: K = K:
For a generic situation we shall use
d + f:dx = 0; (6)
in the place of (4) and (5) where f is a constant 4-vector that stands for V if f2 = −1 or for K if f2 = 0.
The intersection of (1) and (6), with the elimination of d; corresponds to
( + ff)dx
dx = 0: (7)
The equation (7) denes a projector  =  + ff; orthogonal to f
; (f = f); as f
  0
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for f2 = −1; and f = f for ff = 0: So, ff = 0; for all f. Therefore (7) is a restriction
that the displacements dx be along a ber tangent to f:
The constraint (6), with a choice for the origin, may be written as  = −fx or as
− = j~f jxL + f4t; (8)
where xL is the coordinate along the ~f -direction, xL =
~f:~x
j~f j















Fig. 2. The straight-line support of PQ is the
trace of the hyperplane described by +f:x =
0:
Equation (1) is the mathematical statement of the principle of local causality; (1) and (6), together,
describe this much more strict causality in eld theory that we call EXTENDED CAUSALITY. Let
us underline the dierences between the local and the extended causality concepts. The imposition
of (1) denes, at each point P, a lightcone that divides the spacetime manifolds in two regions that,
respectively, are and are not causally connected to P, and in other words, restricts the allowed spacetime
of a physical object at P to the P-lightcone or to its interior; this is the local or micro causality. The
imposition of (7) denes, in this allowed spacetime a ber, a straight line tangent to f, that represents
the only left degree of freedom for a free physical object at P. This is the extended causality.
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This will produce a eld theory that mimics Classical Mechanics on its deterministic causality imple-
mentation.
III. DYNAMICS AND CAUSALITY
The constraint (7) denes a ber, a unidimensional manifold along which a point particle moves
or where a propagating point-like eld is to be dened; it is their only left degree of freedom. For a
constant four-vector f this bre is a straight line and so (7), describing the propagation of a free point
particle/eld, is just a kinematical constraint. The events x and x + dx in (7), may be any pair of
events on a single worldline of a free physical object. This would imply that there is no special point on
a worldline; all points would be equivalent. The constraint (7) would be translationally invariant along
the entire worldline. But the real world is not so uninteresting because if we do actually follow along
the worldline of a physical object in either direction, or towards higher and higher or towards lower and
lower values of the worldline parameter  , we must reach a nal (an end or a beginning) point. In the
real world there is no innite straight-lines associated to the propagation of physical objects. This nal
point must necessarily be an intersection with world-lines of other physical objects. Causality requires
that there must be at least three world-lines on each intersection. This intersection always represents
an interaction: the creation or the annihilation of a physical point object at a point on the ber f. See
the Figure 3, a pictorial representation of an interaction process in this formalism. These worldline
intersections represent the only physical interaction among physical objects propagating along their
respective world-lines. Neither worldline can remain the same after such an intersection. Therefore,
in the particular case when one of the two events in the denition of dx is a worldline nal point, the
constraint (7) acquires a dynamical content as it describes a fundamental interaction process. This
intersection point is a singular point on the worldline because f; its tangent four-vector, is not dened
there either because the worldline starts there (a creation process), ends there ( a annihilation process)
or just because it changes into a new ber on a new direction (as in the emission or absorption of a
photon by a charge, for example). See Figure 3. This singularity is in no way and no where associated
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Fig. 3. Physical interactions are
represented by the junction of ,
at least 3, world-lines at a point.
Out of this isolated interaction
point the world-lines represent
free elds: they are straight lines
as the f 0 s are constant four-
vectors.
This interaction occurs at a single point, which is determined by the intersection of the world-lines.
So it is a nite and extremely localised (point-like) interaction.
IV. FIELDS IN EXTENDED CAUSALITY
We turn now to the question of how to describe a (3+1)-eld in this (1+1)-formalism. Let us consider
a spherically symmetric signal emitted at P, for xing the idea. It propagates in/on the P-light-cone
as a wave, distributed over an ever expanding three-sphere centred at P. It is a travelling spherical
wave, an example of a distributed and non-localized eld A(x; ): Figure 4a is a spacetime diagram
showing three wave-fronts of a massless eld A, represented by three circles (actually three spheres on



















Fig. 4. The front of a travelling spherical wave at three instants of time: (a) an spacetime diagram;
(b) a three-space diagram. f is a cone generator.
For the implementation of extended causality it is necessary to be supplied at each point P with a
generic direction in spacetime, which we label by a four-vector f , and its f ber, that is the straight-line
that passes through P and is tangent to f. This ber is represented in Figures 4a and 4b by the straight
line f. Let Af be the intersection of the wave front of A with the ber f. In other words,




The symbol Af or A(x; )f denotes the restriction of A(x; ) to the ber f. It represents an element of
A(x; ), the part of A(x; ) contained in the ber f: a point propagating along f. On the other hand,
A(x; ) represents the collection of all such elements A(x; )f from all possible bres f; and so the






where the integral represents the sum over all directions of f in or on a lightcone, according to f2 = −1
or f2 = 0; respectively. 4 is a normalization factor. A(x; ) is a continuous eld and so A(x; )f
could also be seen as a continuous function of its parameter f; but we prefer to draw another more
interesting picture. We know from modern physics that this continuity of A is just an approximation. An
electromagnetic wave, for example, is made of a large number of photons and, in a classical description,
it can be seen as a bunch of massless point particles swarming out from P at all directions. We want
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to associate A(x; )f to the point particle emitted at P in the direction f and we will call it the
CLASSICAL QUANTUM (as contradictory as it may appear to be) at the ber f. If A denotes an
electromagnetic wave, Af will denote a CLASSICAL PHOTON.
This represents a drastic change in the meaning of A(x; ) and a reversal of what is taken as the
primitive and the derived concept. A(x; ), while taken as the primitive concept, represented the actual
physical eld; now it has been reduced to the average eect of a large, but nite, number of (classical)
photons. A(x; )f is a classical representation of the actual physical agent of electromagnetic inter-
actions, the photons. A(x; ) being, in this new context, just an average eld representation of the
exchanged photons can produce good physical descriptions only at the measure of a large number of
emitted and randomly distributed photons. This is the new interpretation of equation (11). It does not
make much dierence for most of the practical situations that correspond, for example, to the descrip-
tion of an electromagnetic eld involving a large number of photons and in a point far away from its
sources.
It certainly fails for very low intensity light involving few photons. Imagine an extreme case of just
one photon emitted, pictured as the ber f in the Figure 5. Then A(x; ); represented by the dotted
circle, gives a false picture of isotropy while the true physical action (the photon) goes only along the
f direction. This situation is unavoidable when we approach to the eld source, the electric charge,
to such a small distance that the time elapsed between a photon emission and its detection is of the
order of the period of time between two consecutive emissions of photons by the accelerated charge.
In this extreme situation the description in terms of the averaged eld A(x; ), i.e. the usual eld of
electrodynamics , fails. The Gauss’s equation has only meaning for a time-and-space averaged electric
eld. This is the origin of all problem (innite self-energy, the Lorentz-Dirac as an equation of motion,
etc) for the usual local-causality-eld theory [1{6], and has already been discussed in [8]. See also [9]





A ( x )
Fig. 5. A very low intensity light with just
one photon. The dotted circle represents the
Maxwell eld for this light. It transmit a false
idea of isotropy. The point Q on the straight
line f represents the classical photon Af .
V. FIELD EQUATION AND GREEN’S FUNCTION
What we are proposing here is the development of a formalism of eld theory where A(x; ) is replaced
by Af (x; ) in its role of a basic eld, that is, to replace the usual local-causality eld formalism by
another one with the explicit implementation of (7) instead of just (1). A characteristic of this new
formalism is that the elds must be explicit functions of x and of ; where  , as a consequence of the
causality constraint (7), is a supposedly known function of x, a solution of (1). For a massless eld, as
it propagates without a change on its proper time,  = 0,  is actually the instantaneous proper-
time of its source at the event of its emission. See the Figure 6 where z() is the source worldline
parameterized by its proper time : It pictures Af (x; s); emitted at z(s) and propagating along the
ber f to the point x where it is observed (or detected).
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f Fig.6. A classical photon Af (x; s) emitted at
s propagates along a f lightcone generator
towards the point x.




Af (x; ) = J(x; ); (12)





























: It is convenient to work with 5 independent
variables, assuming that  is independent of x, but replacing the ordinary derivative @ by the operator






The meaning of r is clear: it is the generator of the displacements allowed by the constraint (7). It
is a derivative along the ber f. The f in the denition of r is provided by the constraint (7) over the
eld on which it acts. So, for example,
r(AfBf 0) = Bf 0(@ − f@ )Af +Af (@ − f
0
@ )Bf 0 : (14)
The eld equation (12) now re-written as
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rrA(x; )f = J(x; ); (15)
has solutions that we may write in terms of a Green’s function as
Af (x; x) =
Z
d4ydy Gf (x− y; x − y) J(y); (16)
with Gf (x− y; x − y) being a solution of
rrGf (x− y; x − y) = 










for M = 1; 2; 3; 4; 5 and with x4 = t and x5 = x:
In order to keep the physical discussion transparent, we have put the calculation into the Appendix B




(b f:x)(b)( + f:x); (19)
or equivalently by
Gf (x; ) =
1
2
(at)(b)( + f:x); (20)
where a; b = 1; and are constrained by
abf4 = jf4j: (21)




1; if x > 0;
1=2 if x = 0;
0 if x < 0
: (22)
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VI. PROPERTIES OF GF .
Let us list here some of the properties of Gf .
 Although we have a (3 + 1)D spacetime the presence of ( + f:x) in (20) shows that the Af
dynamics and kinematics are eectively (1 + 1)D; only the space direction along the ~f direction
is relevant. The transversal coordinates do not participate; they are kept unchanged. So, Af is a
point perturbation that propagates along the ber f; it is not a distributed eld like A(x; ) that
is dened and propagates on the entire lightcone.
 Another remarkable property of (20) is the absence of singularity; its delta-function argument
is linear on the coordinate, in contrast to the one in the Linard-Wiechert propagator (G(x) =
("t)(x2)) which is proportional to x2, and so has a singularity at the space coordinate origin. So,
the great dierence, with respect to singularity, is that the worldline of Af has end-points (points
of creation or annihilation), see the Figure 3, but no singular points in the sense of innities; the
end-point is singular only in the sense of not having a well dened tangent. No innity is ever
involved [8]. Geometrically it means that the support manifold of Af is a straight line, a complete
manifold without singularity, while for A(x; ) the support manifold is the lightcone, which is not
a complete manifold because of the singularity at its vertex.
 The equation (1) corresponds to t2 = 2 + (~x)2 and so jtj  j~xj Then, with (21) we have that
(b f:x) = [b(f4t− ~f:~x)] = [bf4(t− j~xj)] = (bf4t) = (at):
This justies (20). On the other hand, using the delta-function properties in (19) we can replace
(b) by (−bf:x) = (−bf4t). So the two theta-functions in (20) require that
at  0 (23)
and
−bf4t  0; (24)
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and their product implies on (21), as a; b = 1:
 For a xed ~x there are two associated propagator solutions, one for t > 0 and another one for
t < 0, or equivalently b = +1 and b = −1. They are depicted in the Figure 7.








Fig. 7. The The Lienard-Wiechert solutions as cre-
ation and annihilation of particles. There are two
classical photons at the point x: one created at ret
and has propagated to x on the lightcone generator
f; the other one propagating on a lightcone generator
f from x towards the electron worldline where it will
be annihilated at adv.
They represent, respectively, the creation and the annihilation of a classical photon by the electric
charge at its worldline z(): At the event x there are two classical photons. One, that was emitted
by the electron current J , at z(ret) with x
4 > z4(ret), and is moving in the f generator of the
x-lightcone, f = (~f; f4): J is its source. The other one, moving on a f -generator, f = (− f; f4);
will be absorbed by J at z(adv); with x
4 < z4(adv): J is its sink. See the Figure 7. They are
both retarded solutions and correspond, respectively, to the creation and destruction of a classical
photon. This interpretation is only allowed with these concepts of extended causality and of
classical photon; it is not possible with the concept of a continuous wave. Both are retarded
solutions and there is no causality violation. This is in contradistinction to the Lienard-Wiechert
solutions of the usual wave eld equation: the advanced and the retarded solutions representing
spherical electromagnetic waves emitted, respectively, from the past (the retarded one) at ret and
from the future (the advanced one) at adv by the electric charge, and propagating towards x on
the lightcone. The advanced solution cannot be interpreted as an annihilation eect and besides,
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as it is well known, it violates causality.
 Gf is conformally invariant which can be expected because of the massless eld and of its (1+1)D
support-manifold, although it is being dened in a context of (3+1) dimensions, but what is really
striking is that its conformal invariance remains even for  6= 0, that is for massive elds! The
proof has been transferred to the Appendix D.
 With
P : f ! f ; P :  + f:x!  + f:x;
T : f ! − f ; T :  + f:x!  + f:x;
C : f ! −f ; C :  + f:x! −( + f:x);
where P, T, and C are respectively the parity (~x! −~x), the time reversal (t! −t), and the charge
conjugation ( ! −), we can say that Gf is invariant under the P and the T transformation,
but that the C transformation changes the b (b = 1) into a -b, interchanging the solutions or
the particle creation and annihilation processes. See the Figure 8.
P : G(~x; t; )f ! G(−~x; t; )− f = G(~x; t; )f
T : G(~x; t; )f ! G(~x;−t; ) f = G(~x; t; )f
C : G(~x; t; )f ! G(~x; t;−)−f
15







P C T  x
C  x
.
Fig. 8. The Gf symmetries under parity (P), time
reversal (T), charge conjugation (C), and PCT trans-
formations.
 One can see from (20), that for  = 0; Gf is an even function of its parameter f,
G−f (x; ) = Gf (x; ): (25)
This is an important property for retrieving the standard formalism.
 Gf (x) does not depend on xT, the transversal coordinate, with respect to ~f :
@
@xT
Gf (x) = 0: So,
there is in Gf (x) an implicitly assumed factor 
2(xT): It is a good exercise to verify that (20) is
a solution to (17) but we leave it to the Appendix C.
VII. RETRIEVING THE STANDARD FORMALISM





d2ΩfG(x; )f : (26)
With  = 0 in (20) and writing f:x = f4(r cos f−"t); where the angle f is dened by ~f:~x = rj~f j cos f ;






df sin fd(at)(r cosf  − "t) =
1
r
(at)(r − "t) =
1
r
(at)(r − "t): (27)
The factor 2 in front the integral sign is to account for the double cone (f4 > 0 and f4 < 0; the past
and the future cones); we normalized j~f j to 1. In the last step we made use of the constraint (1), which
implies that r cannot be larger than t and so (r − t) is actually a (r − t): This result (27) puts in
evidence that the singularity r = 0 in the standard propagator is a consequence of its average character;
it is just a signal of the cone-vertex singularity. There is no physical quantity that blows to innity as
r tends to zero, according to (20).
The symmetry (25) of Gf makes of Af an even function of f. This same averaging process of (11)























d2Ωf2f Af (x; ) = 2 A(x; ): (28)
VIII. A NEW KIND OF FIELD THEORY. CONCLUSIONS.
The main characteristic of the extended causality is that it reduces, in a manifestly covariant way,
the degrees of freedom of the (3+1)-dimensional spacetime for describing the motion of a point object
to the one degree of freedom of a (1+1)-spacetime, the straight line tangent to f:
At this point we have the right of asking what kind of eld theory we are producing with the adoption
of such a Classical-Mechanics style of causality implementation. What are the consequences? What
is the price we have to pay for having precisely what? In this section, trying to give a comprehensive
perspective we may mention some results that rigorously we are going to show or prove only in still-to-
come communications; we will try to make them as few as possible but for the sake of comprehensiveness
some of them may be unavoidable.
This formalism deals only with localized point-like elds, although these points may be part of a larger
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extended object. With respect to the argument that a point cannot represent a charged physical object
because of the innities associated with its self-eld (think of a point electron, for example) it must
be added that this extended causality cures all these problems of innities with a point source. The
interested reader is addressed to the reference [8].
Another implicit characteristic of this formalism is that besides point-like elds we are dealing with
point-like interactions too. They occur at points, events, dened by the emission or absorption of other
point-like elds. The interaction Lagrangian is a discrete sum of products of elds on these points.
The ber f is collinear to dx, and being f a constant four-vector it means that we are dealing with a




Fig. 9. A polygonal trajectory of an electron. A, B,
C and D are points of interactions (with an external
charge) with the emission or absorption of photons.
In between these points the electron travels as a free
particle. Closed cyclic trajectories are the equivalent
to the stationary states of quantum mechanics.
This actually does not imply on any limitation at all as long as all interactions, gravitation included,
are discrete in time and in space any object propagates freely between two consecutive interaction
events. Its trajectory forms the a polygonal line whose vertices denote the points of interaction. See
Figure 9. For a xed point charge the space and time average of these interactions reproduces its static
eld. A closed cyclic trajectory is the equivalent to a stationary state in quantum mechanics. The eld
emitted by a charge, for example, is a point physical object that detaches from its source and moves
away from it along a straight line, like a classical free particle. See the Figure 3. There is no bound
(or attached to a charge) eld; there is only the radiation eld. There is no sense on talking about a
eld from an hypothetical single non-interacting charge. The static eld between two charges is the
spacetime average of their discrete interaction and it exists only on the straight line between the two
interacting charges; they do obey to the Coulomb’s law although not to the Gauss’law. See the reference
[9] for an anticipated qualitative discussion on this. It makes no sense, therefore, to associate in any
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way the electron mass, or even just part of it, to its self-eld. There is no connection between them.
The use of dierential equations for describing these discrete interactions remains valid as a useful
approximation similar to the one that justies Statistical Mechanics in the kinetic theory of gases, for
example.
We must remember that f is the tangent vector of a generator of a lightcone. It is a constant light-
like four-vector. So, the physical picture that we are developing here is that of a discrete, in time and
in space, interaction between massive point charges, mediated by the exchange of point-like massless
elds propagating at a constant velocity, with the speed of light, on a straight line between a pair of
interacting charges. These are the \classical quanta", an apparently contradictory neologism that we
have to introduce for dening a classical description for the quanta. This represents a drastic change in
our standard view of a classical eld theory. There is no innity and the standard formalism is regained
through the equations (11,26 and 28).
As we are developing a discrete classical eld theory with an eye on a posterior quantization someone
could argue that this extended causality would not be compatible with Quantum Mechanics and the
Heisenberg Principle, but actually this would be just a matter of re-interpretations. The f-formalism is
remarkably closer to a relativistic quantum eld formalism than it may seem at a rst sight. The eld
propagators Gf have a natural interpretation in terms of particle creation and annihilation, they can
be expressed in terms of nom-commuting creation and annihilation operators, and they form a vector
space: each cone generator denes a state vector; they obey to the Linear Superposition Principle.
We have not yet considered any actual observation or measurement of an Af eld, but being point-like
objects propagating on a cone generator they can be determined only up to uncertainties dened by
the windows of our observation instrument. The necessity of a probabilistic treatment of measurements
and observations is implicit in the formalism.
One thing is for sure: a theory based on the propagator (20) excludes self interactions and vacuum
fluctuation. Again, against the idea that radiative corrections are not only necessary but also conrmed
by a solid experimental data one must remember that a nite theory that hopefully could replace QED
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must be based on equations that are modications of the QED equations, and whose solutions, closed
and nite, are equivalent to the summation of all QED radiative corrections. One may hope that these
modications on the QED equations are the one implicit in @ ! rf and A ! Af with a similar
transformation for the Dirac electron spinor Ψ ! Ψf : In contradistinction to what happens in QED,
Figure 3 which is very similar to a Feynmann diagram does not represent just an approximation, a part
of a perturbative solution; here it represents an actual elementary interaction process.
IX. APPENDIX A: A GEOMETRIC PICTURE.
The constraint (1) represents a four-dimension hypersurface immersed in a flat ve-dimension man-
ifold, with x5 = : The x5 of a physical object is its aging measured on its rest-frame. See the
Figure 1A. For a better understanding of the meaning of x5 as an ageing we suggest the discussion







Fig. 1A. The allowed spacetime as a four-
dimension hypercone embedded in a flat ve-
dimension manifold. x5 is a universal invariant
time: x5 = :
The lightcone is just a projection of this hypercone on the (x5 = 0)-hyperplane. The constraint (6)
may be written as
fMdx
M = 0; (29)
with M = 1 to 5, and with M = 4; 5 denoting timelike components. MN = diag(1; 1; 1;−1;−1) is the
metric tensor. fM = x
M
 ; and so f
5 = 1: fM and fM are, respectively, always tangent and normal to
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this hypercone. Therefore, (29) denes a hyperplane normal to fM and (29) together with (1) dene a
hypercone generator, tangent to fM . At the vertex P, a hyperplane tangent to the hypercone generator
fM = (~f; f4; f5) is also orthogonal to the hypercone generator fM = (−~f; f4; f5); one is the specular
image of the other with respect to the plane x4 = 0; x5 = 0; passing by P. Therefore,
fM = −fM and f
M = − fM : (30)
All physical objects, regardless their masses, are constrained to remain on this hypercone, which repre-
sents the physical (accessible) four-dimension spacetime from the vertex P; the interior and the exterior
of a causality cone are both prohibited regions for a physical object at the cone vertex. They are not
physical spacetime. The causality cone is, in this sense, a light-cone generalization for massive and
massless elds.
X. APPENDIX B: THE GREEN’S FUNCTION.
Using the Fourier plane-wave expansion we have









p2 − 2p:f p5
; (32)
Back with this result to (31),






p2 − 2p:f p5
; (33)
and making explicit the integration on the fth coordinate, we have































In this equation b stands for 1, a sign that comes from the choice of the contour in a Cauchy integral,
i.e. the sign of i". Now we try to repeat the same procedure with the integration on the variable p4
but we observe that the integrand of (35) has a singularity at p:f = 0 and that the exponent in the










− p24 = 0; (37)
and
p:f = pLj~f j − p4f4 = 0; (38)




As f2 = 0 we may write  = j
~f j
f4
= 1, so that (38) becomes p4 = pL: Equation (37) is, consequently,
equivalent to
pT = 0: (39)
The conditions (37) and (39) are full of physical signicance: the rst one requires a massless eld and
the second one implies that xT = 0; only the xL; that is the longitudinal coordinate, participates in
the system evolution. The eld Af only propagates along the ber f.
For simplicity we have restricted our treatment to the case of a massless eld. The general case including
both massive and massless eld has been discussed elsewhere [10]. A consistent treatment of a massive
eld requires more than just replacing the wave equation (12) by (2f −m2)Af = J but produces the
same nal results [10].
The equation (35), as a consequence of (39), is reduced to
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We now make explicit the integration on the coordinate p4,












2f4(p4 − pL  i")
; (42)
which produces







































( + f:x); (44)
and therefore, we have for (43)






)](b)( + f:x): (45)
The signs a = tjtj ; b =

j j and  = −
jf4j
f4
are constrained by [10]
ab = −1; (46)



















So, we can use (46) and the delta-function’s argument for re-writing (45) as
Gf (x; x) =
1
2
(b f:x)(b)( + f:x); (48)
which explicitly shows the invariance of the arguments of the theta functions. f = (~f; f4), f =




(at)(b)( + f:x): (49)
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XI. APPENDIX C: @@GF (X).
It is a good mathematical exercise to verify that (49) satises (17). Actually, after (39), one can
consider that there is an implicit 2(xT) on the right-hand side of (49), or equivalently that (17) is
replaced by
rrGf (x− y; x − y) = (tx − ty)(x − y)(x− y)L: (50)




@f(at)(b)( + f:x)g =
1
2










































@@Gf (x) = −abf4(t)()( + f:x) = jf4j(t)()(j~f jxL) = (t)()(xL): (55)
XII. APPENDIX D: CONFORMAL INVARIANCE.
Let us consider the coordinate transformation




which for simplicity, can with a change of variables be reduced to just






x2y2 = 1; (58)
and to
xy = 1 (59)
with (x)
2 = x2 and (y)










= Y  dx
 ; (61)
with















































dx + f:dx = −
1
(y)2
(dy + g:dy): (69)
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