A markerless multiple-camera vision-based 3D human tracking method for industrial environments is presented. The method can track humans in the vicinity of moving robots without using skin color cues or articulated human models. It is robust to selfocclusions and to partial occlusions caused by the robot. Foreground pixels corresponding to humans are found by background subtraction. A convex polyhedron enclosing the human(s) is generated online by bounding the foreground pixels in 3D space. Experimental results are included for a single person and multiple persons walking near a moving PUMA robot in a cluttered environment. Reliable tracking at 11.4 Hz is demonstrated using four cameras and a Pentium 4 PC. The tracking data may be used for online robot collision avoidance.
INTRODUCTION
Robots in industry are usually separated from humans using physical barriers such as fences or sensor curtains to protect the workers. These approaches are inflexible and waste valuable factory space. To provide a more flexible approach for avoiding human-robot collisions, a fast system to track the human's 3D location in the proximity of the robot(s) is needed.
Research in the area of markerless vision-based human tracking has been an active topic for the last decade. In [1] , a tracking method that depends on the human's skin color has been tested. Using skin color as a cue to find a human can be problematic, since self-occlusion of the limbs (e.g. a hand is hidden behind the torso) requires the system to do extensive calculations for it to be robust in finding the locations of the limbs. A solution to the selfocclusion problem is to have multiple cameras installed. This will give the system multiple views of the object as well as depth information at the cost of more computations. A system has been developed using multiple cameras to track people in a cluttered environment in [2] . The system takes the midpoints of matched segments from different camera views and projects the objects' locations onto the ground plane. Next it uses kernel estimation techniques to calculate the probability of the presence of an object on the 2D ground plane. Finding the probability of objects makes the system too slow for real time applications. This system also does not provide any information about the third dimension of the object.
More recent research approaches have focused on building articulated human models [3] , [4] and [5] . The human model is fitted to data obtained from different sensors. Building a human model, where limbs are modeled as segments connected by joints, requires about 29 degrees of freedom, which means the system needs to measure the location of 29 parameters in each instant. This makes these markerless systems too complex and slow for real time applications. In addition, the human body is very diverse, so the system must be able to scale to people with different heights or even the absence of body parts. Human model methods also face a problem with occlusion of body parts due to loosely fitting clothing, e.g. a person wearing a dress. A faster markerless human tracking system has been described in [6] . This system finds the 3D location of the hands and head using skin color segmentation. It then tracks the movements using particle filters. The system achieved a speed of 15 Hz using two cameras running at 25 Hz and an image size of 320 x 240 pixels. It suffers from the same limitations as other skin color-based approaches.
One of the common techniques used in human tracking is background subtraction. It relies on building a background model of the scene and then segmenting foreground objects by subtracting the current image from the background model. This technique has been implemented by several research groups (e.g. [2] , [5] , [7] and [8] ). An accompanying problem is shadows being detected as foreground objects.
In this paper, we propose a novel method for markerless visionbased human tracking. The person/people in 3D space is/are modeled as a convex polyhedron. Our method may be implemented using two or more cameras. It is robust to selfocclusion and loose clothing. Moreover, it does not depend on skin color segmentation or fitting a human model. It is efficient enough for use in human-robot collision avoidance applications.
ASSUMPTIONS
Our method requires the following assumptions: 1. The robot has a distinct color from other objects in the area. 2. The human is not wearing a color similar the robot's color. The first assumption is usually the situation or can be satisfied by painting the robot. The second assumption applies to all visionbased tracking systems.
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BACKGROUND MODELING
This section concentrates on the method for constructing the background model. We use a pixel-wise background/foreground subtraction method applied to the three color channels Y, U and V. The background scene is modeled as the minimum m ij and maximum n ij of each pixel's value in the three color channels, similar to the method used in [8] and [9] . In our application, we would like to detect the space occupied by the human while ignoring the robots' movements and location. Ignoring the robot's location during construction of the background model will cause occlusion of some parts of the background scene. The occluded areas will later incorrectly appear as foreground regions when the robot moves. This problem is referred to as "ghosts" in [8] and [10] . To avoid this, we move the robot during the background learning to reduce the size of the occluded region and allow the camera to see as much of the background as possible.
Learning the Background Model
The background model is initialized by setting the minimum pixel values to white and the maximum pixel values to black. Let N be an array of consecutive images of the scene of a moving robot without any humans in the scene, and let
The background model of each color channel is obtained as follows: for 1, 2, , 
Background Model Pixel Classification
To detect foreground objects using the background subtraction method, the current frame from the camera is compared to the background model. This method is affected by shadows appearing as foreground objects. To reduce the detection of shadows as foreground objects, a deterministic approach, adapted from [11] and [12] , has been implemented to adjust the background model in the luminance (Y) color channel. This approach is based on the theory that shadows have a smaller luminance value of the background chromaticity. Let
, let Y ShPct be the shadow tolerance percentage, let Y ShOffset be the shadow offset in the Y channel, and let Q Er be the color error percentage in the Q color channels. Every pixel in the background model is then adjusted as follows: Fig. 1 shows the various regions detected by the proposed algorithm. A pixel is classified as a foreground pixel if it has been detected as foreground in any of the color channels (Y, U, or V).
Robot Exclusion
In our application, we would like the system to detect the human(s) and ignore the robot(s). In industry, robots are usually distinctly colored relative to their backgrounds. We exploit this in our tracking method. The color of the robot will be used to detect the robot's location and exclude it from the image. Hence, a human cannot wear a color similar to the color of the robot, as stated in section II. The robot color segmentation algorithm uses the lookup-table approach given in [13] . The robot exclusion is done by the foreground segmentation algorithm presented in Table 1 .
POLYHEDRON CONSTRUCTION
The objective of this section is to build a 3D convex polyhedron that encloses the human. This polyhedron represents the space to be avoided by the robot to prevent collisions, and is created using the intersection of half-spaces from multiple cameras. The polyhedron construction algorithm is a shape-from-silhouette approach.
Minimum Bounding Rectangle
The following image processing algorithm is used to find the rectangle bounding the foreground pixels in the scene: 1. A foreground image F of the human(s) is segmented from the background model in each camera view C l . 2. The image F is processed to filter noise using a lower limit on the smallest blob size and morphology filters. 3. Contours of the blobs are formed using an active contour approach [14] to group the foreground pixels together. 4. A minimum bounding rectangle (MBR) is then applied to all of the contours from each camera view. 
)
Half-space Construction
A plane may be used to divide 3D space into two half-spaces [15] . Four planes are constructed in each camera view C l . Each camera is first calibrated using Tsai's method [16] to produce a mapping between 2D image coordinates and 3D world coordinates. The camera's origin and each corner point of the MBR are mapped to world coordinates to create four vectors in 3D space. Each pair of vectors corresponding to sequential MBR corner points is used to create a plane whose normal vector points outside of the MBR. Therefore, each camera that has foreground pixels in F will produce four planes. These planes along with the floor plane will be used to construct a convex polyhedron in the shape of a pyramid.
Each plane creates two half-spaces. Since the normal vector points to the outside of the MBR, the required half-space is on the negative side of the plane. The equations of the half-spaces from the cameras are therefore:
is the outwardly pointing normal vector, h d is the plane offset, and h is the plane number.
Interior Point
The half-spaces given by the set of cameras [
where L is the number of cameras, will intersect in a convex polyhedron that encloses the human(s). To find this region, we first need to find a point that lies inside all of the half-spaces. This inner point is found using the linear programming interior-point search method from [15] and [17] . The linear program is formulated as follows: 
Occlusions Handling
We have developed methods for dealing with three cases of occlusions that can exist with a multiple camera system. The first case is full occlusion. If the human is fully occluded in the view of one camera, then its MBR will be null and the remaining cameras are used to generate the polyhedron.
The second case occurs when the top part of the person is occluded by the robot. For example, the entire body of a person can be seen by three cameras, but the top half of the person is occluded by the robot in the view of the fourth camera. The halfspaces from the fourth camera will truncate the polyhedron to roughly half its size, and will cause the meaningful information given by the other three cameras to be lost. To solve this problem, we need to detect the camera or cameras with results outside of a reasonable lower bound for the human height (i.e., 1.4m). Note that a polyhedron can be built from the MBRs from a pair of the L cameras. We begin by pairing each camera with the other 1 L − cameras to produce 1 L − polyhedrons. If the heights of all 1 L − polyhedrons are less than the lower bound then the camera's MBR is ignored when building the final polyhedron. If only two cameras remain after applying this procedure then occlusion is ruled out as the cause (e.g. the person is not standing up) and all camera MBRs are used.
The third case arises when the robot occludes the bottom part of the person. For instance, if this occurs in the view of one camera, it will cause the bottom of the polyhedron to float above the floor level. This is an invalid result since the person must be touching the floor. To handle this case, the constructed polyhedron is extended to the floor (projected onto the Z=0 plane) when its lowest vertex is found to be above the floor level. Interior vertices created by this extension procedure are removed by computing the convex hull.
It should be noted that a special problem may occur when the cameras, robots and humans are located in the work area such that the half-spaces do not intersect to form a single polyhedron. Normally the cameras can be arranged to eliminate the occurrence of multiple full occlusions and avoid this problem.
Enclosing Polyhedron
Constructing the 3D polyhedron requires: the half-spaces given by the cameras, the floor's half-space and an interior point to the polyhedron. The method then finds the smallest convex set of vertices to represent the intersection of the half-spaces and hence the polyhedron. The intersection algorithm is given in [17] . The constructed polyhedron will include a volume not occupied by the human. This volume overestimation will provide a clearance that increases the human's safety in collision avoidance applications. 
EXPERIMENTAL RESULTS
System Overview
The system hardware consists of four color Point Grey Research Dragonfly2 cameras equipped with wide angle lenses. Two cameras acquire images of size 640 x 480 pixels and the other two cameras acquiring images of size 512 x 384 pixels. The computer is a Pentium 4 PC with a 2.0 GHz dual core processor. The cameras are located 2.6 m above the floor on the corners of a 3.5 x 4 m 2 rectangular area, and face towards an orange PUMA 762 robot. The view from one camera (Camera 2) is shown in Fig. 2 . The orange PUMA robot is on the right and a yellow GMF robot is located on the left.
After calibrating the cameras, the background model of the area is learnt with an operational robot moving continuously. The cameras take a 20 to 40 s video of the scene to distinguish background pixels while the robot is moving. After building the background model, a person walks into the area and the system constructs a polyhedron in real-time that encloses the person.
Background Model Construction
The background model for each camera is built while the robot is moving. Fig. 3 shows the constructed background model from Camera 2 in YUV color format. This result demonstrates that the robot is properly excluded from the model, except for traces of the robot caused by the different colors reflected from the edges of the robot. The white areas in Fig. 3(a) and the black areas in Fig. 3(b) are pixels that have not been changed from their initial state. In other words, the robot was always occupying that location in its movements. Since the robot exclusion is a simple color filter, some pixels from the GMF robot, which has a color close to the color of the PUMA robot in YUV color space, were also included in the background image. These pixels do not adversely affect the system's performance.
Single Person Tracking Experiment
This experiment focuses on building an enclosing polyhedron for a single person moving in the work area. When the person walks into the area, the system starts detecting them and builds an enclosing polyhedron. Fig. 4 shows the images of the person taken by all four cameras and the detection results. Note that the x-y-z world coordinate frame is shown in all of these (and subsequent) results to aid in relating the camera image(s) with the view(s) of the enclosing polyhedron. The white rectangles represent the detected foreground contours and the purple rectangle represents the MBR of the foreground objects. The moving robot was excluded by the system and therefore was not detected as a foreground object. The system also deals well with partial occlusion, as can be seen in Fig. 4(c) where the person's foot was sufficient to build an MBR that includes the occluded region. Fig.  4 (e), (f) are two views of the constructed polyhedron. Fig. 5 shows an example of an enclosing polyhedron generated using between one and four cameras. If the person was observed from only one camera view, the constructed polyhedron will be shaped as a pyramid as shown in Fig. 5(a) . When multiple cameras view the person, the polyhedron will be reduced to a smaller volume that represents the space occupied by the person more accurately as shown in Fig. 5(b)-(d) . Fig. 6(a)-(j) shows a time line of the results (note the moving PUMA robot). In frame 39, the bottom half of the person was occluded by the robot in the view of Camera 3 (not shown), and the system extended the floating polyhedron to floor level as shown in Fig. 6 (f). The experiment ran online at a frame rate of 11.4 Hz. Table 2 lists a breakdown of the processing time in milliseconds. When the system was tested using two cameras with image sizes of 512 x 384 pixels and two cameras with image sizes of 320 x 240 pixels, the speed increased to 23.3 Hz. 
Two People Tracking Experiment
In this experiment, the system's performance is tested with multiple people in the work area. Two people walk in the area adjacent to the moving robot. The system is found to be robust to different clothing and hidden limbs. One person has a piece of cloth obscuring his legs and the other person is hiding his arms inside a maroon jump suit and tracking remains unaffected. Fig.  7(a) shows an image from Camera 2. The constructed polyhedron enclosing both people is shown in Fig. 7(b) .
Person Lying Down Experiment
To show the system's robustness to different human postures, a person walks into the work area and lies down on the floor as shown in Fig. 8(a) . The system correctly rules out occlusion as the cause for the low heights of the polyhedrons from the camera pairs, and generates the final enclosing polyhedron using the MBRs of all four cameras as shown in Fig. 8(b) . 
CONCLUSIONS
A markerless multiple-camera vision system for tracking human(s) in industrial environments has been presented. The system represents the 3D space occupied by the human(s) using a convex polyhedron. Two experiments involving human(s) walking near a moving robot arm are reported. In the first, the system succeeds in detecting a partially occluded person from one camera view, and continues to build the corresponding polyhedron using the information given by the other cameras. In the second experiment, the system builds a single polyhedron to represent two people in the area. In a third experiment a person lying on the floor is properly detected and modeled, demonstrating that the system works for other human postures. The system is able to perform at a speed of 11.4 Hz using four cameras, two cameras with an image size of 640 x 480 pixels and the other two cameras with an image size of 512 x 384 pixels. Future improvements will include generating individual polyhedrons for each person in the work area, and combining the tracking system with our collision avoidance algorithm [18] . 
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