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Abstract
Let 1,2 be two permutations in the symmetric group Sn . Among the many sequences of elemen-
tary transpositions 1, . . . , r transforming 1 into 2 = r · · · 11, some of them may be signable,
a property introduced in this paper. We show that the four color theorem in graph theory is equivalent
to the statement that, for any n 2 and any 1,2 ∈ Sn , there exists at least one signable sequence
of elementary transpositions from 1 to 2. This algebraic reformulation rests on a former geometric
one in terms of signed diagonal flips, together with a codification of the triangulations of a convex
polygon on n + 2 vertices by permutations in Sn .
 2009 Elsevier GmbH. All rights reserved.
MSC 2000: 05C15; 05C25; 05E99; 20B25
1. Introduction
The four color theorem in graph theory states that every planar graph may be vertex-
colored with at most four colors, in such a way that no two adjacent vertices get the same
color. This well-known statement, first proved by Appel and Haken with Koch in 1977, has a
long and rich history. One special feature is that it still lacks a purely conceptual, computer-
free proof. It has also been found to be equivalent to many different-looking statements.
See e.g. [7,11,14].
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Our purpose in this paper is to establish one more equivalent formulation of the four color
theorem. It is purely algebraic and rests on the interplay between two Cayley graphs,1 one
on the group Sn of permutations on {1, . . . , n} and the other one on the group Wn of signed
permutations, i.e. antisymmetric permutations on {±1, . . . ,±n}.
Specifically, those Cayley graphs are Cay(Sn, En) and Cay(Wn, E ′n), where En ⊂ Sn
denotes the set of n − 1 elementary transpositions (i i + 1), and E ′n ⊂ Wn the analogous
set of 2(n − 1) signed elementary transpositions (i i + 1)(−i i − 1) and (i i − 1)(−i i + 1).
There is a natural graph homomorphism
abs : Cay(Wn, E ′n) → Cay(Sn, En)
obtained by taking absolute values.
Some paths in the graph Cay(Wn, E ′n) will be called admissible (see next section), and
their absolute values in Cay(Sn, En) will be called signable. With this notion, our equivalent
formulation of the four color theorem amounts to the following: for any n 2 and any two
vertices in Sn , there is a signable path  joining them in Cay(Sn, En).
One of the ingredients for the proof is an earlier equivalent formulation in terms
of signed flips on polygon triangulations [2,3,6,9]. Another ingredient is a map from
permutations to polygon triangulations. Even though such maps are already available
elsewhere (see e.g. [1,5]), our presentation here and the application to our main result
are new.
Our claimed equivalence may be found to be somewhat surprising. Yet at the time of
writing, it is impossible to predict whether it will someday lead to a computer-free proof of
the four color theorem.
The paper is organized as follows. In Section 2, our key technical concepts are defined
and the main result is stated. Section 3 reinterprets permutations and signed permutations in
terms of words. The link between the four color theorem and geometry is given in Section 4,
where we introduce polygon triangulations, the flip operation, and signed versions thereof.
Sections 5 and 6 link triangulations with permutations. The main theorem is proved in
Section 7. Finally, Section 8 provides an algorithm to test whether a given path in
Cay(Sn, En) is signable.
2. Definitions and statement of the main theorem
We denote by Sn the group of permutations of {1, . . . , n}. As customary, the prod-
uct  in Sn stands for the map composition  ◦ . Denoting by En the generating set
of elementary transpositions (i i + 1) for 1 i  n − 1, we shall consider the Cayley
graph Cay(Sn, En) of Sn with respect to En . The vertex set of this graph is Sn , and
its edges are pairs of permutations {, } with  ∈ Sn and  ∈ En . Since En gener-
ates Sn , the graph Cay(Sn, En) is connected. We now turn to a signed version of these
objects.
1 In this paper, Cayley graphs need not be connected.
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2.1. Signed permutations
A signed permutation on n letters is a map
w : {±1, . . . ,±n} → {±1, . . . ,±n}
which is bijective and antisymmetric, i.e. such that
w(−i) = −w(i)
for all i ∈ {±1, . . . ,±n}. For such a map w, the antisymmetry implies that w is en-
tirely determined by w(1), . . . , w(n), and the bijectivity implies that the absolute values
|w(1)|, . . . , |w(n)| constitute a permutation of 1, . . . , n.
As customary, we denote by Wn the set of signed permutations on {±1, . . . ,±n}. Of
course Wn is a group under map composition, and indeed it is a subgroup of the permutation
group on {±1, . . . ,±n}. As such, the product w1w2 in Wn stands for the map composition
w2 ◦ w1. As observed above, the absolute value induces a well-defined map
abs : Wn → Sn
defined by abs(w)(i) = |w(i)| for all 1 i  n.
For any permutation  ∈ Sn , there are exactly 2n signed permutations w ∈ Wn such
that abs(w) = . Indeed, for each 1 i  n, there are exactly two possible values for w(i),
namely (i) or −(i). Any w ∈ Wn such that abs(w) =  will be called a signing of .
It follows from the above discussion that
|Wn| = 2n|Sn| = 2nn!.
2.2. Signed elementary transpositions
Here are signed analogues of the elementary transpositions (i i + 1). They come in two
types, which we shall call sign-preserving and sign-reversing, respectively.
Definition 1. Let u ∈ Wn be a signed permutation. We say that u is a
• sign-preserving elementary transposition if it is of the form
u = (i i + 1)(−i − i − 1)
for some −n +1 i  n −1. Thus, u interchanges i with i +1, and also −i with −(i +1)
by antisymmetry, and it fixes all other indices.
• sign-reversing elementary transposition if it is of the form
u = (i − i − 1)(−i i + 1)
for some −n + 1 i  n − 1. Here, u interchanges i with −(i + 1) and −i with i + 1.
Finally, we say that u is a signed elementary transposition if it is either a sign-preserving
or a sign-reversing elementary transposition.
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Let E ′n denote the set of 2(n−1) signed elementary transpositions in Wn . Even though this
set does not generate Wn , we shall consider the Cayley graph Cay(Wn, E ′n) with respect to
it, defined as usual: the vertices of Cay(Wn, E ′n) are the elements of Wn , and its edges are the
pairs {w, uw} withw ∈ Wn and u ∈ E ′n . This graph has exactly two connected components.
Indeed, it suffices to add to E ′n the sign change t ∈ Wn , determined by t(1)=−1 and t(i)= i
for i  2, to get a full generating set for Wn .
The absolute value of a signed elementary transposition is an ordinary elementary trans-
position. Specifically, if either u = (i i + 1)(−i − i − 1) or u = (i − i − 1)(−i i + 1), then
abs(u) = (i i + 1). Since abs(E ′n) ⊂ En , the absolute value map from Wn to Sn actually
extends to a graph homomorphism
abs : Cay(Wn, E ′n) → Cay(Sn, En).
As already observed, under this morphism every vertex in Cay(Sn, En) is covered by 2n
vertices in Cay(Wn, E ′n). Moreover, every edge in Cay(Sn, En) is covered by 2n+1 edges
in Cay(Wn, E ′n).
2.3. Active and passive edges in Cay(Sn, En)
We now introduce a key distinction among the edges of Cay(Sn, En), namely the active
and the passive ones. This terminology is justified by an interesting geometric interpretation,
given by Proposition 16 in Section 5.4.
Definition 2. Let e = {, } be an edge in Cay(Sn, En), with  ∈ Sn and = (i i + 1) for
some 1 i  n − 1. We say that edge e is
• passive if there is an index i + 2 j0 n such that
min{(i), (i + 1)}< ( j0)<max{(i), (i + 1)},
• active if it is not passive.
As a first illustration, denoting n−1 = (n − 1 n), it is clear from the definition that, for
every  ∈ Sn , the edge {, n−1} is active.
Example 3. Let  = 4213 ∈ S4, meaning that ((1), (2), (3), (4)) = (4, 2, 1, 3). Let
i = (i i + 1) for i = 1, 2, 3. Then the edge {, 1} is passive, since (2)< (4)< (1). On
the other hand, {, 2} and {, 3} are both active edges.
2.4. Admissible and signable paths
Here comes another key distinction among edges, this time in the graph Cay(Wn, E ′n).
Definition 4. Let e′ = {w, uw} be an edge in Cay(Wn, E ′n), with w ∈ Wn and u ∈ E ′n a
signed elementary transposition. We say that edge e′ is admissible if either
• abs(e′) is passive in Cay(Sn, En) and u is sign-preserving, or
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• abs(e′) is active in Cay(Sn, En), u is sign-reversing, and if abs(u) = (i i + 1) then the
images w(i), w(i + 1) have the same sign (i.e. are either both positive or both negative).
Of particular interest are paths in Cay(Wn, E ′n) all of whose edges are admissible, as
well as the absolute values of such paths in Cay(Sn, En).
Definition 5. A path ′ in the graph Cay(Wn, E ′n) is admissible if all its edges are admissi-
ble. A path in Cay(Sn, En) is signable if there exists an admissible path′ in Cay(Wn, E ′n)
such that abs(′) = .
Our reformulation of the four color theorem says that Cay(Sn, En) contains sufficiently
many signable paths.
Theorem 6. The four color theorem is equivalent to the following statement: for any n 2
and any1, 2 ∈ Sn , there exists at least one signable path joining1 to2 in Cay(Sn, En).
The remainder of the paper is devoted to the proof of this result. We first represent (signed)
permutations as (signed) words. Then we recall an earlier geometric reformulation of the
four color theorem in terms of signed polygon triangulations and flips. Finally, we set up a
map between permutations and triangulations, allowing us to translate the earlier geometric
formulation into the above algebraic one.
3. The words setting
For the remainder of the paper, it will be more convenient to represent permutations and
their signed analogues by words.
DenoteA = {1, . . . , n}, considered as a totally ordered alphabet, and letA∗ be the set
of words onA, i.e. the free monoid onA. A word inA∗ is said to be standard if its letters
are pairwise distinct.
We may and will identify Sn with the set of standard words of length n in A∗. More
precisely, the permutation  ∈ Sn will be represented by the word
 = a1a2 · · · an ∈A∗,
where ai = (i) for all 1 i  n.
The left multiplication of the word  by the elementary transposition = (i i + 1) results
in the word where the i th and (i + 1)th letters of  are permuted: writing
 = uai ai+1v,
where u = a1 · · · ai−1 and v = ai+2 · · · an (with the convention that u or v is empty if i = 1
or i = n − 1, respectively), then
 = uai+1aiv.
Summarizing, a typical edge in Cay(Sn, En) is a pair of words of the form {uxyv, uyxv},
where u, v are subwords inA∗ and x, y are letters inA.
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Remark 7. In this language, the edge {uxyv, uyxv} is passive if and only if the right factor
v contains a letter a ∈ A which is intermediate between the letters x and y, i.e. such that
x < a < y or y < a < x .
3.1. Signed words
In the same way as above, we may represent signed permutations w ∈ Wn by special
words in the alphabet
B= ±A= {±1, . . . ,±n}.
Indeed, if w(i) = bi ∈ B for 1 i  n, we shall represent w by the standard word of
length n
w = b1b2 · · · bn ∈ B∗
in the free monoid B∗ on the alphabet B. The word thus obtained has the added property
that the absolute values of its letters are pairwise distinct. Indeed, we have
abs(w) = a1a2 · · · an ∈ Sn ,
where ai = |bi | for all i .
For notational convenience, given b ∈ B we shall write b rather than −b.
In this language, an admissible edge in Cay(Wn, E ′n) is a pair of words {w1, w2} in B∗




where u, u′, u′′∈B∗ are subwords ofw1 and the bi ∈ B are letters such that |b1|< |b3|< |b2|,
or else{
w1 = ub1b2u′,
w2 = ub2 b1u′,
(2)
where u, u′ ∈ B are subwords of w1 and b1, b2 ∈ B are letters of the same sign, i.e. satisfy-
ing b1/|b1|=b2/|b2|, and whose right factor u′ contains no letter b3 with |b1|< |b3|< |b2|.
Note that, after taking absolute values, case (1) corresponds to a passive edge, whereas
case (2) corresponds to an active one.
4. The flip graphsFn andF′n
One of the ingredients for our present reformulation of the four color theorem is an older
geometric one in terms of polygon triangulations and flips. This is recalled below.
4.1. Polygon triangulations and diagonal flips
Let n be a positive integer. Throughout this section, let P = Pn be a fixed convex plane
(n + 2)-gon, considered as a plane graph with n + 2 labelled vertices and n + 2 edges.

















Fig. 2. A diagonal flip.
A triangulation of P is a plane graph T , containing P as a subgraph, with n−1 additional
noncrossing diagonals subdividing the inner face of T into triangles. We denote byTn the
set of triangulations of the polygon P . Fig. 1 displays an example for n = 6.
If n 2, there is a transformation on the setTn called a diagonal flip, defined as follows.
Let T ∈Tn be a triangulation of P and let d be one of its n − 1 inner diagonals. Let v1, v3
denote the two vertices of d . Then d={v1, v3} lies inside a unique square Q={v1, v2, v3, v4}
in T , formed by the two triangular faces of T which are adjacent to d. The flip of d consists
in removing d from Q and replacing it by the other diagonal d ′ = {v2, v4} of Q. The result
is a new triangulation T ′ of P . (See Fig. 2.)
Definition 8. The flip graphFn is the graph with vertex setTn and edge set all pairs of
triangulations {T, T ′} differing by exactly one diagonal flip.






Catalan number, and is connected. There are many other labellings ofFn with objects
enumerated by the Catalan numbers, such as binary trees, parenthesizations, etc. [1,12,13].
4.2. Signed triangulations and signed diagonal flips
As above, let P be a convex plane (n +2)-gon with labelled vertices. A signed triangula-
tion of P is a pair (T, ) where T ∈Tn is a triangulation of P and  is a function assigning



















Fig. 4. A signed diagonal flip.
a ± sign to each inner face of T . Formally, it is a function
 : F(T ) → {1,−1},
where F(T ) denotes the set of n inner faces of T .
We shall denote by T′n the set of signed triangulations of the (n + 2)-gon P . (See
Fig. 3.) Since every triangulation T ∈Tn has n inner faces, we have
|T′n| = 2n|Tn|.
A signed triangulation (T, ) of P may be transformed into another one, say (T ′, ′), by
a signed diagonal flip. This is an ordinary diagonal flip, of a diagonal d adjacent to faces
having the same sign  ∈ {1,−1} under . After the flip, the two new faces in T ′ get the
opposite sign − under ′, while the other faces of T ′ conserve under ′ the sign they had in
T under . We stress that a signed diagonal flip is not allowed between adjacent faces with
opposite signs. See Fig. 4.
Definition 9. The signed flip graphF′n is the graph with vertices all signed triangulations
(T, ) ∈T′n , and edges all pairs of signed triangulations {(T, ), (T ′, ′)} differing by exactly
one signed diagonal flip.
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4.3. Relationship with the four color theorem
Here is the known reformulation of the four color theorem in terms of signed diagonal
flips, to be translated into algebraic terms in subsequent sections. Sufficiency of the condition
was proved independently in [2,6,9], while necessity was shown in [3].
Theorem 10. The four color theorem holds if and only if, for any n 2 and any two tri-
angulations T1, T2 of a convex plane (n + 2)-gon P , there exist signings 1, 2 of the inner
faces of T1, T2, respectively, such that the signed triangulation (T1, 1) may be transformed
into (T2, 2) by a finite sequence of signed diagonal flips.
Let us briefly recall some of the ideas behind Theorem 10. First of all, in order to prove
the four color theorem, it suffices to prove that hamiltonian2 maximal planar graphs are
four-colorable. This reduction is due to Whitney [16]. Note that maximal planar graphs
are simply plane triangulations, i.e. plane graphs all of whose faces are triangles. Note
also that, for this problem, it is equivalent to consider finite graphs on the plane or on the
sphere.
From now on, let G be a hamiltonian triangulation of the sphere. By confining the Hamil-
ton cycle P on the equator, as is evidently possible, one gets two polygon triangulations
T1, T2 of P , one on each hemisphere, glued along their boundary P . We depict this situation
by writing
G = T1∪P T2.
Denote by F(G) the set of faces of G. If G contains n + 2 vertices, then F(G) consists
of 2n triangles, with n faces on each hemisphere. A signing of G is an assignment of a ±
sign on every face of G. In other words, it is a map
 : F(G) → {±1}.
For every vertex v of G, denote by Fv(G) the set of faces of G which are incident to v.
A signing  : F(G) → {±1} is called a Heawood signing if it satisfies the condition that
for every vertex v ∈ V (G), the sum of the signs of the faces f incident to v is 0mod3,
i.e. if ∑
f ∈Fv(G)
( f ) ≡ 0 mod 3.
It has been shown by Heawood [4] that G is four-colorable if and only if it admits a Heawood
signing. Further, one easy but key point about signed diagonal flips is that they preserve
Heawood signings.
We are now ready to prove, following [2], the sufficiency of the condition in Theorem
10. Assume that there is a sequence of signed diagonal flips transforming the signed tri-
angulation (T1, 1) into (T2, 2), where as above G = T1∪P T2. We claim that the function
2 I.e. admitting a cycle visiting each vertex exactly once.
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−1∪P2 on F(G), obtained by glueing the functions −1 on T1 and 2 on T2 along P ,
is a Heawood signing. Indeed, the function −1∪P1 is clearly a Heawood signing on the
triangulation G ′ = T1∪P T1: at each vertex v, the sum of the signs of the faces incident
to v is actually 0. We now perform, on the southern hemisphere, the given sequence of
signed flips from (T1, 1) to (T2, 2). This sequence leads to the signing −1∪P2 on the
triangulation G = T1∪P T2, and at each step the Heawood property is preserved. It fol-
lows that −1∪P2 is a Heawood signing on G, as claimed, and hence that G is four-
colorable.
The necessity of the condition in Theorem 10 is proved by Gravier and Payan [3]. Their
short and clever proof analyzes a possible minimal counter-example, by considering the
number and configuration of pairs of adjacent faces with equal or distinct signs at a spe-
cially chosen vertex; these data are then manipulated with signed diagonal flips in several
extremality arguments. Their proof also uses a key link between Heawood signings of the
faces and four-colorings of the vertices, as embodied by Fig. 10. (See Section 8.2.2.)
Another reformulation of the four color theorem, in terms of the Temperley–Lieb algebra
and related to the Potts model in physics, may be found in [7]. This generalizes to a conjecture
concerning the vanishing of products of certain elements in the Temperley–Lieb algebra.
The above-mentioned necessity of the condition in Theorem 10 might lend some support
to this conjecture, as suggested by the referee.
4.4. A side remark
We conclude this section with an observation showing that, if there exists a path inF′n
of signed flips from (T1, 1) to (T2, 2), then its underlying path in the flip graphFn (i.e.
with sign functions forgotten) may be assumed to be loop-free.
Lemma 11. Let (T, ) and (U, ′), (U, ′′) be signed triangulations of the polygon P . Assume
there are paths of signed flips from (T, ) to (U, ′) and (U, ′′), respectively. Then ′ = ′′.
Proof. Since the signed sphere triangulation (T, )∪P (T,−) has the Heawood property,
and since signed flips preserve this property, it follows that the signed sphere triangulation
(U, ′)∪P (U,−′′) also has the Heawood property. We now deduce from this that ′ = ′′
by induction on the number n + 2 of vertices. The statement is trivial for n = 1, as there
is only one face in U . Assume n2, and let v be an ear in U , i.e. a vertex incident to
zero diagonals. (Every polygon triangulation contains at least two ears, as easily seen.)
Thus v is contained in a unique face f of U , and therefore it is contained in exactly two
faces of U∪PU , namely one copy of f on each hemisphere. Since the signs of these two
faces must sum up to 0mod3 in (U, ′)∪P (U,−′′) by the Heawood property, it follows
that ′( f ) = ′′( f ). Let Q denote the polygon obtained by contracting one of the two
edges of P containing v, let V denote the triangulation of Q obtained by cutting the ear
v in U , and let ′, respectively, ′′, denote the restrictions of ′ and ′′ to the faces of V .
Then the signed sphere triangulation (V, ′)∪Q(V,−′′) still has the Heawood property,
as easily seen. It follows by the induction hypothesis that ′ = ′′. Therefore, ′ = ′′ as
claimed. 
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5. Triangulations and permutations
The triangulations of a fixed convex plane (n + 2)-gon Pn will now be codified by
permutations in Sn . Under this codification, diagonal flips become left multiplication by
suitable elementary transpositions. In other words, we shall describe a surjective map
g : Cay(Sn, En) →Fn ,
whereFn is the flip graph discussed in a preceding section. As we will see, this function
maps edges of Cay(Sn, En) to either edges or vertices ofFn , and therefore is not a graph
morphism. It is rather a contraction map. It will allow us, later on, to translate the geometric
reformulation of the four color theorem given by Theorem 10, into a purely algebraic one.
Most results in this section are, in a form or another, already available elsewhere. See
e.g. [1,5,10]. However, our exposition here is new and self-contained, and well suited to the
purposes of this paper.
5.1. An example
We start with an example. Let n=6 and let P be a convex octogon with vertices cyclically
labelled 0, 1, 2, 3, 4, 5, 6, 7. Let  = 235461 ∈ S6. We associate to  the triangulation
T = g() of P constructed by the following procedure, illustrated in Fig. 5. We read the
word  from left to right.
• The first letter, being 2, gives rise to the diagonal joining its two neighbors in P , namely
1 and 3. Cutting vertex 2 from P , the newly added diagonal {1, 3} gives rise to a 7-gon
P ′ on the vertices 0, 1, 3, 4, 5, 6, 7.
• The next letter in  is 3 and gives rise to the diagonal {1, 4} joining its two neighbors in P ′.






































Fig. 5. Constructing the triangulation g(235461).
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• The third letter of  is 5 and gives rise to the diagonal {4, 6} between its two neighbors
in P ′′.
• The fourth letter of  is 4 and gives rise to the diagonal {1, 6} between its two neighbors
in the vertex sequence 0, 1, 4, 6, 7.
• Finally, the fifth letter of  is 6 and gives rise to the diagonal {1, 7} joining its neighbors
in the square on 0, 1, 6, 7.
In summary, the resulting triangulation T = g(235461) of P has inner diagonals {1, 3},
{1, 4}, {4, 6}, {1, 6} and {1, 7}. Note that g(235461) may be viewed as glueing the triangular
face {1, 2, 3} to the triangulation g(35461) of the polygon P ′ on vertices 0, 1, 3, 4, 5, 6, 7,
alongside their common edge {1, 3}.
5.2. From permutations to triangulations
We now define our promised map
g : Sn →Tn
in full generality. As hinted by the above example, in order to define the triangulation
T = g() associated to a permutation  on the set X = {1, . . . , n}, it is more convenient to
assume that X is any n-element subset of Z. This allows one to define g recursively.
Let X = {x1 < · · ·< xn} be a subset of Z of size n 1. We denote by X ⊂ X̂ ⊂ Z any
extension of X of the form
X̂ = {x0 < x1 < · · ·< xn < xn+1}
obtained by adding two integers x0, xn+1 with x0 <min X and xn+1 >max X . Note that
X = X̂\{min X̂ ,max X̂}.
Each element x ∈ X has a predecessor pred(x) = pred X̂ (x) and a successor succ(x) =
succX̂ (x) in X̂ . Thus,
pred(x)< x < succ(x)
is a 3-element interval in X̂ . Let P = P(X ) be a convex plane (n + 2)-gon with vertices
labelled by X̂ clockwise. By a slight abuse of notation, we shall make no distinction between
a vertex v of P and its label in X̂ . In other words, we consider the polygon P(X ) and its
triangulations as graphs on the vertex set X̂ .
If n =1 and X ={x1}, set X̂ ={x0, x1, x2}. The only permutation of X is the identity I d X ,
and there is no choice but to define g(I d X ) as the unique triangulation of P(X ), namely the
triangle {x0, x1, x2}.
Let now n 2 and assume inductively that, for every (n − 1)-subset X ′ ⊂ Z and every
permutation ′ on X ′, the triangulation g(′) of the convex plane (n + 1)-gon P(X ′) has
been defined. Let X = {x1 < x2 < · · ·< xn} be an n-subset of Z. Let  = xi1 xi2 · · · xin be a
permutation on X . Erasing the first letter xi1 , we denote ′ = xi2 . . . xin as a permutation of
X ′ = X\{xi1}. Then g() is defined as the triangulation of P(X ) obtained by glueing the
triangular face
{pred X̂ (xi1 ), xi1 , succX̂ (xi1 )}
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to the triangulation T ′ = g(′) of P(X ′) alongside their common edge {pred X̂ (xi1 ),
succX̂ (xi1 )}. Said otherwise, to pass from g(′) to g(), it suffices to view g(′) as a partial
triangulation of P(X ) and to add the new diagonal {pred X̂ (xi1 ), succX̂ (xi1 )}.
Alternatively, we may define the map g in the following way. Let X1 = {1, . . . , n} and
X̂1 = X1 ∪{0, n +1}. Let = xi1 . . . xin be a permutation in Sn . The associated triangulation
g() of P(X1) is defined by adding n−1 noncrossing diagonals to P(X1) with the following
algorithm:
• In P(X1), join the two neighbors of xi1 , i.e.pred X̂1 (xi1 ) and succX̂1 (xi1 ), by a
diagonal d1.
• For each 2kn − 1, let Xk = X1\{xi1 , . . . , xik−1} and X̂k = Xk ∪ {0, n + 1}. Then add
the diagonal joining the two neighbors of xik in X̂k , namely the diagonal
dk = {pred X̂k (xik ), succX̂k (xik )}.
It is easy to verify that the plane graph obtained when the procedure terminates is a trian-
gulation T of P.
Remark 12. In [10], there is a similar combinatorial map from Sn toTn , denoted . The
definitions of g and  are quite different, but one can verify that for every =xi1 · · · xin ∈ Sn,
one has
(xi1 · · · xin ) = g(xin · · · xi1 ).
Summarizing, let X ={x1 < · · ·< xn} ⊂ Z, considered as a totally ordered alphabet. Let
X̂ ={x0 < x1 < · · ·< xn < xn+1}. Let P(X ) be any convex plane (n +2)-gon on a vertex set
identified with X̂ clockwise. LetT(P(X )) be the set of triangulations of P(X ). Let S(X )
be the group of permutations of X , viewed as the subset of standard words of length n of
the free monoid X∗. Then the above construction yields a well-defined map
g : S(X ) →T(P(X )).
5.3. From triangulations to permutations
We now show that the above map g : Sn →Tn is surjective. First recall that the degree
of a vertex v in a graph G is the number of edges of G which are incident to v. Let now
T be a triangulation of the convex plane (n + 2)-gon P , as above. Each vertex v of T has
degree at least 2, since v is incident to two edges in the boundary P of T .
An ear in T is a vertex of degree exactly 2, i.e. a vertex incident to zero inner diagonals
of T . In particular, an ear e belongs to exactly one inner face of T , whose three vertices are
{pred(e), e, succ(e)}. More generally, a vertex of degree d in T belongs to exactly d − 1
inner faces of T .
It is easy to see that every triangulation T of P contains at least two ears, and that if n2,
no two ears can be adjacent.
Lemma 13. The map g : Sn →Tn is surjective.
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Proof. We proceed by induction on n. The statement is trivial for n = 1. Assume n2 and
the statement true for n − 1. Let X = {x1 < x2 < · · ·< xn} ⊂ Z and let T be a triangulation
of the (n + 2)-gon P(X ) with vertex set X̂ = {x0 < x1 < x2 < · · ·< xn < xn+1}. Since T
contains at least two nonadjacent ears, some vertex xi ∈ X must be an ear. Denote by
T ′ the triangulation obtained by cutting the ear xi in T , i.e. by deleting in T the unique
face containing xi . Then T ′ is a triangulation of a convex (n + 1)-gon P ′ = P(X\{xi }) on
the vertex set X̂\{xi }, so that T ′ ∈ Tn−1. By the induction hypothesis, T ′ = g(′) where
′ = xi2 . . . xin is a permutation of the set X\{xi }. Denoting = xi xi2 . . . xin ∈ Sn , we have
g() = T by construction. 
We shall refer to the procedure used in the above proof as the cutting ear procedure. The
words in Sn obtained with this procedure will be called the readings of the triangulation T .
In other words, the readings of T are obtained by successively cutting in any order the ears
of T whose labels belong to X .
Example 14. The readings of the triangulation g(235461) obtained in Fig. 5 are the three
permutations 235461, 253461, 523461 ∈ S6.
We now show that the set of readings of T is exactly the fiber g−1(T ).
Lemma 15. Let T ∈Tn and  ∈ Sn . Then  is a reading of T if and only if g() = T .
Proof. The fact that g() = T for any reading  of T follows from the proof of the
above lemma. Conversely, assume that g() = T , where  = xi1 xi2 . . . xin . Denote ′ =
xi2 . . . xin . By definition of the map g, the triangulation g() on the vertex set X̂ , where
X = {x1 < x2 < · · ·< xn}, is obtained by glueing the face {pred X̂ (xi1 ), xi1 , succX̂ (xi1 )} to
the triangulation g(′) on X̂ ′, where X ′ = X\{xi1}. Thus, the vertex xi1 is an ear of T . It
follows, by induction, that  is indeed a reading of T . 
The canonical reading of T is the reading obtained by applying the cutting ear procedure
where at each step, the smallest ear available in X is cut. Equivalently, the canonical reading
of T is the lexicographically smallest word in the fiber g−1(T ).
5.4. Comparing Cay(Sn, En) and the flip graphFn
Here we show that g : Sn →Tn maps every edge of the graph Cay(Sn, En) to either an
edge or a vertex of the flip graphFn . More precisely, the active edges of Cay(Sn, En) will
turn out to be mapped to edges inFn , whereas the passive edges will be found to contract
to a vertex inFn . This will extend g : Sn →Tn to a contraction map
g : Cay(Sn, En) →Fn
from the graph Cay(Sn, En) toFn .
Let X = {1, . . . , n}, considered as a totally ordered alphabet, and let X∗ be the set of
words on X . We identify Sn with the set of words in X∗ which are standard (i.e. with all
letters distinct) and of length n.
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Recall that, in terms of words, an active edge in Cay(Sn, En) is a pair of words
{uxyv, uyxv} in Sn , with letters x, y ∈ X and subwords u, v ∈ X∗, such that for every
letter z in v, one has either z <min{x, y} or z >max{x, y}.
The following result justifies our passive/active terminology.
Proposition 16. Let e = {, ′} be an edge in Cay(Sn, En).
• If e is passive, then g() = g(′), i.e. , ′ represent the same triangulation inTn .
• If e is active, then {g(), g(′)} is an edge inFn , i.e. the triangulations g(), g(′) differ
by one diagonal flip.
Proof. Since e in an edge, the words , ′ differ in the switch of two consecutive letters.
Hence = uxyv, ′ = uyxv with u, v subwords and x, y letters. Without loss of generality,
we may assume x < y in X = {1, . . . , n}.
We must compare the triangulations g(uxyv), g(uyxv). Recall that, by construction,
the triangulation g(uxyv) contains g(xyv) as a partial triangulation, and is obtained from
g(xyv) by adding diagonals which do not depend on the precise ordering of the letters of
the word xyv. In particular, if we want to prove that g(uxyv), g(uyxv) coincide or differ
by a diagonal flip, it suffices to prove it for g(xyv), g(yxv).
Let Y ⊂ X denote the set of letters in the word xyv. Then g(xyv) is obtained by
successively adding to the subgraph g(v) the two diagonals
d1 = {predŶ (x), succŶ (x)}, d2 = {predŶ\x (y), succŶ\x (y)}.
Similarly, g(yxv) is obtained by successively adding to g(v) the two diagonals
d ′1 = {predŶ (y), succŶ (y)}, d ′2 = {predŶ\y(x), succŶ\y(x)}.
• Assume first that e is a passive edge. This implies the existence of a letter z in the right
factor v such that x < z < y. Observe then that succŶ (x) z predŶ\x (y), and hence
the diagonals d1, d2 may be added to g(v) in any order. We claim that d1 = d ′2. Indeed,
it is clear that predŶ (x) = predŶ\y(x). On the other hand, succŶ (x) z < y, whence
succŶ (x) = succŶ\y(x). This proves our claim. The equality d2 = d ′1 may be established
in the same way, by noting that predŶ\x (y) = predŶ (y) because predŶ (y) z > x .
This shows that g(xyv) = g(yxv) and hence g(uxyv) = g(uyxv), as desired.
• Assume now that e is an active edge. This implies x = predŶ (y), and equivalently, y =
succŶ (x). Let x ′ = predŶ (x), y′ = succŶ (y). Then we have x ′ < x < y < y′. It follows
from the equality x = predŶ (y) that
x ′ = predŶ (x) = predŶ\x (y),
and similarly, from the equality y = succŶ (x), that
y′ = succŶ (y) = succŶ\y(x).
Plugging these observations into the definitions of the diagonals d1, d2 and d ′1, d ′2, we get
d1 = {x ′, y}, d2 = {x ′, y′},
d ′1 = {x, y′}, d ′2 = {x ′, y′}.











Fig. 6. The case of an active edge {uxyv, uyxv}.
Thus d2=d ′2, whereas it is plain that d1, d ′1 are the two diagonals of the square {x ′, x, y, y′}.
We conclude, as desired, that g(yxv) only differs from g(xyv) by the flip of diagonal d1.
See Fig. 6. 
5.5. When do permutations represent the same triangulation?
In this section we analyze the fibers of the map g : Sn → Tn . Given a triangulation
T = g() ∈Tn , we shall determine all other ′ ∈ Sn such that g(′) = T .
Definition 17. Let 1, 2 ∈ Sn . We say that 1, 2 belong to the same passivity class if
there is a path from 1 to 2 in Cay(Sn, En) all of whose edges are passive.
For example, for n =3, the six elements of S3 are divided into five passivity classes. Four
of them are singletons, and the fifth one is the pair {132, 312}. We shall find below that the
number of passivity classes in Sn is equal to the Catalan number cn = |Tn|.
It follows from Proposition 16 that if 1, 2 belong to the same passivity class, then
g(1) = g(2). In fact the converse is true, as shown below. For this we need the following
concept.
Definition 18. Let u = a1 · · · an ∈ Sn . We say that u is separated if it may be factored as
u = u1u2an ,
where the subwords u1, u2 have the property that ai < an for every letter ai in u1, and
a j > an for every letter a j in u2. A factorization with this precise property will be called a
separation of u, and is unique if it exists.
We make a first easy remark, not used in the sequel.
Remark 19. If u =u1u2an is a separation, then the associated triangulation g(u) ∈Tn has
the structure depicted in Fig. 7.
For n sufficiently large, the vast majority of words in Sn are not separated. However, the
following fact holds.
Lemma 20. For any v ∈ Sn , there is a separated word u in the same passivity class as v.
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1g(u )2g(u ) a
x n+1 x 0
g(u)
n
Fig. 7. The triangulation associated to the separated word u = u1u2an .
Proof. Assume v = v1xyv2a where v1, v2 are subwords and x, y, a are letters such that
x > a > y. Switching x, y, we get a word v′ =v1 yxv2a for which the edge {v, v′} is passive
by construction.
After finitely many such steps, we may slide to the left all letters of v which are strictly
less than a. The word u obtained in this way lies in the same passivity class as v, and is
separated by construction. 
Of course this process may be iterated. If u = u1u2a is a separated word, then we may
apply the above lemma to the subwords u1, u2. The process stops with a word in a very
special form, whose precise description is recursive in nature:
Definition 21. A word u ∈ Sn is normal if either it is the empty word or else it has a
separation
u = u1u2a,
where a ∈ {1, . . . , n} and u1, u2 are both normal subwords. (Recall that by the separation
hypothesis, the letter a must be larger than all letters in u1 and smaller than all those in u2.)
It follows from a repeated application of Lemma 20 that each passivity class contains
at least one normal word. We now turn to the promised characterization of the fibers of
g : Sn →Tn .
Theorem 22. Let 1, 2 ∈ Sn . Then g(1) = g(2) if and only if 1, 2 belong to the same
passivity class.
Proof. Since g : Sn → Tn is surjective, there are |Tn| distinct fibers, where |Tn| = cn
is the nth Catalan number. Let pn denote the number of passivity classes in Sn . Since each
passivity class is mapped by g to a single element T ∈Tn , it follows that each fiber g−1(T )
is a disjoint union of passivity classes. This shows that
pn  cn . (3)
Proving that each fiber is a single passivity class amounts to proving the equality pn =cn .
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Let 	n denote the number of normal words in Sn . Since each passivity class contains at
least one normal word, as observed after the definition of normal words, we have
pn  	n . (4)
We have 	0 =1, because the empty word is normal, and 	1 =1 of course. Now the recursive





This is precisely the recurrence formula for the Catalan numbers cn . Moreover, the initial
values coincide, 	0 = c0 and 	1 = c1. It follows that
	n = cn (5)
for all n 0. The desired equality pn = cn now follows from (3) to (5). 
It follows from the above proof that each fiber g−1(T ) contains a unique normal word.
This unique normal word is actually the canonical reading of T , as defined in Section 5.3.
This yields a section of the map g, namely
s :Tn → Sn
defined, for all T ∈Tn , by s(T ) = 0, where 0 is the canonical reading of T .
Corollary 23. The graph obtained from Cay(Sn, En) by contracting each passivity class
to a single vertex is isomorphic to the flip graphFn .
Proof. This follows from the surjectivity of the map g : Sn →Tn and Theorem 22. 
Remark 24. Our passivity classes, in the present language of polygon triangulations, are
equivalent to the sylvester classes in the dual language of binary trees, defined in [5] as
the fibers of the map associating to each word the binary search tree obtained via Knuth’s
insertion algorithm on binary trees.
5.6. Lifting edges fromFn to Cay(Sn, En)
For the sequel, we shall further need to know that the map g : Cay(Sn, En) → Fn is
surjective not only on vertices, but also on edges.
Proposition 25. Let {T, T ′} be an edge in the flip graph Fn . Then there exists an edge
{, ′} in Cay(Sn, En) such that g{, ′} = {T, T ′}.
Proof. We shall use Lemma 15, according to which the words in the fiber g−1(T ) are the
readings of T , i.e. are obtained by cutting the ears of T with index in {1, 2, . . . , n} in any
order.














Fig. 9. The pair T0, T ′0 obtained by truncating T, T
′
.
Let y1 < y2 < y3 < y4 be the four vertices of the square where the flip changing T into T ′
occurs. (See Fig. 8.) We may start by cutting in T all ears indexed z with y1 < z < y2, then
those with y2 < z < y3 and finally those with y3 < z < y4. This gives a subword u. What
remains is a triangulation T0. Doing the same in T ′ gives the same subword u and produces
a triangulation T ′0. (See Fig. 9.) In T0, we first cut the ear indexed y2, then the one indexed
y3. Let v be any reading of the remaining triangulation. We have thus constructed a reading
 of T of the form
 = uy2 y3v.
In T ′0, we may cut the ear indexed y3, then the one indexed y2. Thus we get a reading ′ of
T ′ of the form
′ = uy3 y2v.
We conclude that {, ′} is an edge in Cay(Sn, En) and g{, ′} = {T, T ′}, as required. 
6. Signed permutations and triangulations
In this section, we obtain signed analogues of several constructions and results of
Section 5. They will be needed later on in our proof of the main theorem.
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6.1. From signed permutations to signed triangulations
We first introduce a signed version of the map g : Sn →Tn . Our purpose is to obtain a
surjective map
g′ : Wn →T′n
from the set of signed permutations Wn to the set of signed triangulations T′n , of course
compatible with g under taking absolute values. For this, we need a good way of labelling
the faces of any given triangulation.
Let T ∈Tn be a triangulation with vertices labelled clockwise by the set Xˆ = {x0 < x1
< · · ·< xn < xn+1} ⊂ Z. Let F(T ) denote the set of n inner faces of T . We define a bijection

T : F(T ) → X , (6)
where X = Xˆ\{x0, xn+1}, as follows. Let f ∈ F(T ) be a face of T , and let xi < x j < xk be
its three vertices in Xˆ . Then we set

T ( f ) = x j ,
the middle vertex of f . Since X = Xˆ\{x0, xn+1}, we necessarily have x j ∈ X . It is easily
seen, by induction on n and with the cutting ear procedure, that 
T is indeed a bijection.
We are now ready to define g′ : Wn → T′n . For simplicity, we assume here X =
{1, 2, . . . , n} and Xˆ = {0, 1, . . . , n + 1}. Let w ∈ Wn . We associate to w the signed triangu-
lation (T, ) as follows. First, we set T = g(), where  = abs(w) ∈ Sn . It remains to put
signs on the faces of T , i.e. to define the sign function
 : F(T ) → {1,−1}.
Informally, the sign of a face f ∈ F(T ) is the sign in w of the corresponding letter 
T ( f ) ∈
X under the bijection 
T . More formally, for each i ∈ X , let f be the corresponding face
f = 
−1T (i) ∈ F(T ), and consider the letter w(i) ∈ {±1, . . . ,±n}. Then we set
( f ) = w(i)/|w(i)| ∈ {1,−1}. (7)
Since g : Sn → Tn is surjective by Lemma 13, its signed version g′ : Wn → T′n is
surjective as well: it suffices to use the bijection 
T to transport signs between faces and
letters.
In particular, we may describe the fibers of g′ as follows.
Lemma 26. Let (T, ) be a signed permutation inT′n , and letw ∈ Wn . Then g′(w)= (T, )
if and only if g((abs(w))) = T and
w(i)/abs(w)(i) = (
−1T (i)) (8)
for all i = 1, . . . , n.
Proof. This follows directly from the definition of g′ and the signing rule (7). 
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Summarizing, if we also denote by abs :T′n →Tn the sign-forgetting function
abs((T, )) = T







which is commutative by construction.
6.2. Mapping admissible edges of Cay(Wn, E ′n) toF′n
In contrast with the map g, it is no longer true in general that if {w1, w2} is an edge in the
graph Cay(Wn, E ′n), then {g′(w1), g′(w2)} is either a single vertex or an edge in the signed
flip graph F′n . Indeed, edges in F′n correspond to diagonal flips between two faces with
the same sign, reversed after the flip. However, this problem is overcome with admissible
edges.
Proposition 27. Let {w1, w2} be an admissible edge in the graph Cay(Wn, E ′n). Then either
g′(w1) = g′(w2) or {g′(w1), g′(w2)} is an edge in the signed flip graphF′n .
Proof. Since e′={w1, w2} is an edge, there exists a signed elementary transposition u ∈ E ′n
such that w2 = uw1. Consider the edge e = abs(e′) = {abs(w1), abs(w2)} in Cay(Sn, En).
There are two cases.
First, if e is a passive edge, then u is sign-preserving since e′ is admissible. Proposition
16 then implies that g(abs(w1)) = g(abs(w2)). Moreover, since there are no sign changes
after the action of u, we have g′(w1) = g′(w2).
Assume now that e is an active edge. Then u is sign-reversing, and the two adjacent letters
w1(i), w1(i + 1) transposed by u must have the same sign, again because e′ is admissible.
By Proposition 16, the pair {g(abs(w1)), g(abs(w2))} is an edge in the graph Cay(Sn, En).
Denote T =g(abs(w1))=abs(g′(w1)). Since the signs ofw1(i), w1(i+1) are equal, the signs
of the corresponding faces 
T (i), 
T (i +1) are equal as well. Thus, the pair {g′(w1), g′(w2)}
is an edge in the graphF′n , as claimed. 
6.3. Lifting edges and paths ofF′n
We shall now show that paths in the graphF′n may be lifted to admissible paths in the
graph Cay(Wn, E ′n). An obvious first step consists in lifting edges.
Lemma 28. Let {(T1, 1), (T2, 2)} be an edge in F′n . Then there is an admissible edge
{w1, w2} in Cay(Wn, E ′n) such that g′(w j ) = (Tj ,  j ) for j = 1, 2.
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Proof. Taking absolute values, the hypothesis implies that {T1, T2} is an edge in Fn . By
Proposition 25, there exist1, 2 ∈ Sn such that {1, 2} is an edge in the graph Cay(Sn, En)
and satisfy g( j ) = Tj for j = 1, 2. This edge is active by construction. We now sign





−1T1 (i)) · 1(i),
w2(i) = 2(
−1T2 (i)) · 2(i)
for all i = 1, . . . , n. Since {(T1, 1), (T2, 2)} is an edge in F′n , the signs given by 1, 2
coincide on the two faces where the signed diagonal flip occurs, and this sign is reversed
after the flip. Therefore the two letters being switched in w1, w2 have the same sign, re-
versed after the switch. Thus, the pair {w1, w2} is an admissible edge in Cay(Wn, E ′n), as
desired. 
We are now ready to lift arbitrary paths ofF′n .
Proposition 29. For any path  of signed diagonal flips inF′n , there is an admissible path
′ in Cay(Wn, E ′n) such that g′(′) = .
Proof. We proceed by induction on the length of .
• Assume that  is of length 0, i.e. is reduced to a single vertex (T, ) ∈ T′n . Forgetting
signs first, let us show that the fiber g−1(T ) is a connected subgraph of Cay(Sn, En).
Indeed, let 1, 2 ∈ Sn satisfy g(1) = g(2) = T . Then Theorem 22 implies that 1, 2
belong to the same passivity class. This means, by Definition 18, that there is a path
from 1 to 2 all of whose edges are passive. If now w1, w2 ∈ Wn are mapped to
(T, ) by g′, then by the above argument, there is a path  from abs(w1) to abs(w2) in
Cay(Sn, En) all of whose edges are passive. Putting signs back on each vertex of  with
rule (8), this path becomes a path in Cay(Wn, E ′n) from w1 to w2, all of whose edges are
admissible as desired. Incidentally, note that this path is entirely contained in the fiber
of (T, ).
• If  is of length 1, i.e. if  is an edge, we are done by Lemma 28.
• Assume finally that  is of length m 2, and that the statement is true in length m − 1.
We may write
 = (T0, 0), (T1, 1), . . . , (Tm, m),
where each consecutive pair {(Ti , i ), (Ti+1, i+1)} is an edge in F′n . Let us denote the
first edge of  by e′1 = {(T0, 0), (T1, 1)}, and by 1 the path Q where e′1 has been
deleted, i.e.
1 = (T1, 1), . . . , (Tm, m).
By the induction hypothesis, there is an admissible path ′1 in Cay(Wn, E ′n) such that
g′(′1) = 1. Moreover, by Lemma 28, there is an admissible edge {w0, w1} in
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Cay(Wn, E ′n) above e′1, i.e. such that g′(w j ) = (Tj ,  j ) for j = 0, 1. Both w1 and the
initial vertex w˜1 of ′1 belong to the fiber of (T1, 1) under g′. By the above first case of
length 0, there is an admissible path ′0 from w1 to w˜1.
Therefore, the initial edge {w0, w1} followed by ′0 and then by ′1 yields an admissible
path ′ in Cay(Wn, E ′n) lying above , as desired. 
7. Proof of the main theorem
Let n 2 be a fixed integer. We shall prove the equivalence between the following two
statements:
(1) For any 1, 2 ∈ Sn , there is a signable path  joining 1 to 2 in Cay(Sn, En).
(2) For any two triangulations T1, T2 ∈ Tn of a convex plane (n + 2)-gon, there are
signings 1, 2 of the inner faces of T1, T2, respectively, such that the signed triangulation
(T1, 1) may be transformed into (T2, 2) by a finite sequence of signed diagonal flips
inF′n .
This will prove Theorem 6, namely the equivalence between the four color theorem and
statement (1), since the former is known by Theorem 10 to be equivalent to statement (2).
• Assume first that (1) holds. Given T1, T2 ∈Tn , let 1, 2 ∈ Sn be any readings of T1, T2,
respectively. By assumption, there is a signable path  between 1, 2 in Cay(Sn, En),
and hence there are words w1, w2 ∈ Wn and an admissible path ′ from w1 to w2 in the
graph Cay(Wn, E ′n), such that abs(′)=. Under the map g′ : Wn →F′n of Section 6.1,
the words w1, w2 give rise to signed triangulations g′(w1) = (T1, 1), g′(w2) = (T2, 2),
and the image of the admissible path ′ under g′ yields a sequence of signed diagonal
flips from (T1, 1) to (T2, 2), as desired in (2).
• Assume now that (2) holds. Let 1, 2 ∈ Sn , and let T1, T2 ∈Tn denote their respective
images under the map g : Sn →Tn . By hypothesis there are signings 1 on F(T1), 2 on
F(T2) and a sequence  of signed diagonal flips from (T1, 1) to (T2, 2). Let w1, w2 ∈
Wn be signings of 1, 2 representing (T1, 1), (T2, 2), respectively. By Proposition 29,
there is an admissible path ′ in Cay(Wn, E ′n) from w1 to w2. Applying the absolute
value map abs to ′ yields a signable path  in Cay(Sn, En) from 1 to 2, as desired
in (1).
This finishes the proof of Theorem 6. 
8. When is a path in Cay(Sn, En) signable?
Given a path = (1, . . . , r ) in Cay(Sn, En), which may be assumed to be loop-free by
Lemma 11, there is simple procedure for deciding whether  is signable, i.e. whether there
is an admissible path′=(w1, . . . , wr ) in Cay(Wn, E ′n) such that abs(′)=. Moreover, if
336 S. Eliahou, C. Lecouvey / Expo. Math. 27 (2009) 313–340
such a path ′ exists, it will be constructed during the process. This procedure is essentially
of linear complexity in the length r of the path considered.
8.1. The signability procedure
Fixing an index 1 i  r − 1, assume that (i , i+1) = (uxyv, uyxv), where x, y are
letters and u, v are subwords. We are seeking signed words wi , wi+1 ∈ Wn such that
• abs(wi ) = i , abs(wi+1) = i+1;
• the edge (wi , wi+1) is admissible in Cay(Wn, E ′n).
If the edge (i , i+1) is active, then by the above requirements, the letters x, y must have
the same sign  in wi , and hence the same sign − in wi+1. On the other hand, a passive
edge gives no information on signs.
Thus, a straightforward procedure for determining the signability of the path  may be
described as follows. At each step i = 1, . . . , r − 1, we have a sign partition
{1, . . . , n} = Ui unionsq Ai unionsq Bi ,
where Ui contains those letters which are still unsigned, the elements in Ai are assigned
some common sign i , and those in Bi are assigned the opposite sign −i . Actually a
refinement of the above partition might be needed, with
Ai = Ai,1 unionsq · · · unionsq Ai,ti ,
Bi = Bi,1 unionsq · · · unionsq Bi,ti ,
where for each j =1, . . . , ti the letters in Ai, j get a sign i, j and those in Bi, j get the opposite
sign −i, j .
For i = 1 the partition simply starts with
U1 = {1, . . . , n}, A1 = B1 = ∅.
Assume now i  2 and the partition known for smaller indices.
• If the edge (i , i+1) is passive, nothing changes: Ui+1, Ai+1, Bi+1 =Ui , Ai , Bi , respec-
tively.
• If the edge (i , i+1) = (uxyv, uyxv) is active, various things might happen.
1. First, if x, y both belong to Ai, j , then for the partition at step i + 1, they should be
removed and placed in the other signed box Bi, j , i.e.
Ai+1, j = Ai, j\{x, y}, Bi+1, j = Bi, j unionsq {x, y}.
All other pieces of the partition remain unchanged.
2. Similarly, if x, y both belong to Bi, j , then we set
Bi+1, j = Bi, j\{x, y}, Ai+1, j = Ai, j unionsq {x, y}
and leave the other pieces unchanged.
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3. If x, y both belong to Ai but lie in distinct subclasses Ai, j , say x ∈ Ai, j1 and y ∈ Ai, j2 ,
then at step i + 1 these subclasses are reunited and become a single subclass (indexed
by some j ′), with x, y passed from type A to type B:
Ai+1, j ′ = (Ai, j1 unionsq Ai, j2 )\{x, y}, Bi+1, j ′ = (Bi, j1 unionsq Bi, j2 ) unionsq {x, y}.
4. Similarly if x, y both belong to Bi but to distinct subclasses Bi, j .
5. If x ∈ Ai , y ∈ Bi , or symmetrically if x ∈ Bi , y ∈ Ai , then the subpath (1, . . . , i+1)
is not signable because of this sign clash. Therefore  is not signable either.
6. Assume one of x, y is signed and the other unsigned. Say, for instance, x ∈ Ai, j and
y ∈ Ui . Then the sign of x must be switched and y gets the same sign as x :
Ai+1, j = Ai, j\{x}, Bi+1, j = Bi, j unionsq {x, y}, Ui+1 = Ui\{y}.
Mutatis mutandis, the other instances of this case are treated similarly.
7. Finally, assume x, y ∈ Ui . Then x, y get signed at step i + 1, and a new subclass of
either type, say of type A, is created:
Ui+1 = Ui\{x, y}, Ai+1,ti +1 = {x, y}, Bi+1,ti +1 = ∅.
If the process terminates in r steps, without ever passing through item 5, then the path  is
signable and the required signs are read from the last partition
{1, . . . , n} = Ur unionsq Ar unionsq Br .
(The letters in Ur may be arbitrarily signed, those in Ar may be signed +1 and those in Br
must then be signed −1.)
8.2. An example
We now illustrate the above procedure with an example. Let 1=32415, 2=45312 ∈ S5.
We shall consider two paths from 1 to 2 in Cay(S5, E5), one of which will turn out to be
signable and the other not.
As a matter of notation, active edges will be designated by plain arrows →, and passive
edges by dashed arrows .
8.2.1. A signable path
Consider the following path  from 1 to 2:
32415 → 32451 → 32541 35241 → 35421 53421 → 54321 → 45321 → 45312︸ ︷︷ ︸

.
We claim that  is signable. Let us start with the sign partition U1 = {1, 2, 3, 4, 5}, A1 =
B1 = ∅.
• Since the first edge 32415 → 32451 is active and transposes 1, 5, we set
U2 = {2, 3, 4}, A2 = {1, 5}, B2 = ∅.
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• The next edge 32451 → 32541 is active and transposes 4, 5. Thus we set
U3 = {2, 3}, A3 = {1}, B3 = {4, 5}.
• The edge 32541 35241 is passive and teaches nothing: (U4, A4, B4)=(U3, A3, B3).
• The active edge 35241 → 35421 yields
U5 = {3}, A5 = {1, 2, 4}, B5 = {5}.
• The passive edge 35421 53421 does nothing: (U6, A6, B6) = (U5, A5, B5).
• The active edge 53421 → 54321 yields
U7 = ∅, A7 = {1, 2}, B7 = {3, 4, 5}.
• The active edge 54321 → 45321 is admissible, since it transposes 4, 5 ∈ B7 sharing the
same sign. We get
U8 = ∅, A7 = {1, 2, 4, 5}, B7 = {3}.
• Finally, the last edge 45321 → 45312 is admissible since 1, 2 ∈ A8, and yields
U8 = ∅, A8 = {4, 5}, B8 = {1, 2, 3}.
In summary, the path  is signable, and up to sign, the only admissible path ′ such that










2 of 2. By reading backwards the path






























































































As required, the elementary transpositions corresponding to active edges come with a sign
change, whereas those corresponding to passive edges have no sign change.
8.2.2. Deriving a proper 4-vertex-coloring
The above admissible path′ produces an explicit Heawood signing, and hence an explicit
proper 4-vertex-coloring, of the sphere triangulation G = g(32415)∪P g(45312) obtained
by glueing the triangulations g(32415) and g(45312) along their heptagonal boundary P .
See Section 4.3 for a reminder of these notions.
Actually, there is a simple rule to go back and forth between Heawood signings and
proper 4-vertex-colorings [3]. Let the color set be C={a, b, c, d}. In one direction, given a
Heawood signing, choose any triangular face and color its three vertices with colors a, b, c.
Then sequentially color the remaining vertices with the rule given in Fig. 10, where x, y, z, t
is any permutation of the colors a, b, c, d . Conversely, given a proper 4-vertex-coloring,
sign any initial face with + and propagate the signs on the other faces with the rule of
Fig. 10.
In the present example, a proper 4-vertex-coloring of G derived from ′ with this rule
is given in Fig. 11. The cyclic vertex labelling of P with 0, 1, . . . , 6 has been omitted in


































Fig. 11. A 4-vertex-coloring produced by the admissible path ′.
the figure, but can be recovered as follows: the unique vertex colored a has label 6, and its


















with the signs reversed since it corresponds to the northern hemisphere of G; the fact that
the induced signing on the faces of G is a Heawood signing follows from the admissibility
of ′. (See Section 7 and the end of Section 4.3.)
8.2.3. An unsignable path
Still from 1 = 32415 to 2 = 45312, consider now the following shorter path, actually
of minimal length:
32415 → 34215 → 43215 → 43251 → 43521 → 45321 → 45312 45132.
We claim that this alternative path fails to be signable. Indeed, applying the above signability
procedure, we get the following signing attempt:











































1 means that 5,1 must get the same sign, though still an unknown one. This corre-
sponds to step 7 in the signability procedure. The sign  is actually determined in the next

















1 as being the sign attached to 2 when entering the edge,
namely  = −1. This is step 6 in the signability procedure. The sign is of course switched
after traversing this edge. Finally, the symbol ! above 1,2 in the last active edge means a
sign clash. Since 1,2 have distinct signs, their transposition at this point is not admissible.
Summarizing, the proposed path fails to be signable, as claimed.
Acknowledgment
We thank the referee for his/her useful remarks and for pointing out Refs. [6,7].
References
[1] A. Björner, M.L. Wachs, Shellable nonpure complexes and posets II, Trans. Amer. Math. Sci. 348 (1996)
1299–1327.
[2] S. Eliahou, Signed diagonal flips and the four color theorem, European J. Combin. 20 (1999) 641–647.
[3] S. Gravier, C. Payan, Flips signés et triangulations d’un polygone, European J. Combin. 23 (2002) 817–821.
[4] P.J. Heawood, On the four color map theorem, Quart. J. Math. 29 (1897) 270–285.
[5] F. Hivert, J.-C. Novelli, J.Y. Thibon, Un analogue du monoïde plaxique pour les arbres binaires de recherche,
C. R. Math. Acad. Sci. Paris 335 (2002) 577–580.
[6] P.C. Kainen, Quantum interpretations of the four color theorem, Technical Report, May 11, 1999 〈http://
www.georgetown.edu/faculty/kainen/qtm4ct.pdf〉.
[7] L.H. Kauffman, H. Saleur, An algebraic approach to the planar coloring problem, Commun. Math. Phys. 152
(1993) 565–590.
[9] L.H. Kryuchkov, The Four Color Theorem and Trees, I. V. Kurchatov Institute of Atomic Energy IAE- 5537/1,
Moscow, 1992, preprint.
[10] N. Reading, Cambrian lattices, Adv. Math. 205 (2006) 313–353.
[11] T.L. Saaty, P.C. Kainen, The Four-color Problem. Assaults and Conquest, McGraw-Hill International Book
Co., New York, Bogotá, Auckland, 1977.
[12] R.P. Stanley, Enumerative Combinatorics, Wadsworth and Brooks/Cole Mathematics Series, vol. 1,
Wadsworth and Brooks/Cole, Belmont, CA, 1986.
[13] R.P. Stanley, Enumerative Combinatorics, vol. 2, Cambridge University Press, Cambridge, MA, 1999.
[14] R. Thomas, An update on the four-color theorem, Notices Amer. Math. Soc. 45 (1998) 848–859.
[16] H. Whitney, A theorem on graphs, Ann. of Math. 32 (1931) 378–390.
