We present a practical classification scheme for the four-partite entangled states under stochastic local operations and classical communication (SLOCC). By transforming a four-partite state into a triple-state set composed of two tripartite and one bipartite states, the entanglement classification is reduced to the classification of tripartite and bipartite entanglements. This reduction method has the merit of involving only the linear constrains, and meanwhile providing an insight into the entanglement character of the subsystems.
Introduction
Entanglement, the peculiar feature and marked difference of quantum theory from classical ones, is now regarded as the main physical resource in quantum information sciences [1] . By dint of entanglement, various counterintuitive and unique applications are emerging, e.g. quantum teleportation [2] , super dense coding [3, 4] , and quantum cryptography protocols [5] , etc. Since two states belonging to the same equivalent class under SLOCC may be employed to perform the same quantum information tasks [6] , the entanglement classification plays an important role in quantum information theory.
Although having been intensively studied, we still have a very limited knowledge on the general entanglement classes under SLOCC for systems of more complex than four-qubit entangled states.
There exist only two different kinds of genuine tripartite entangled states in pure three-qubit systems under SLOCC [6] , i.e. the GHZ and W states. The number of entanglement classes increases dramatically with the increase of particles and dimensions of the entangled state. It turns out that the number of classes for a general four-qubit system is infinite, in nine different entanglement families [7] . When more particles are involved, the existing operational classification schemes are only applicable to the high symmetric states [8] . For a general multipartite pure state, the coefficient matrix method can only identify the discrete entanglement families with different ranks, which is a rather coarse grain classification per se [9] . It is shown that the geometric relations of individual particles are capable of characterizing the different entanglement classes of multipartite state under the SLOCC [10] . Moreover, the algebraic invariants were explored to distinguish the entanglement classes [11] , where a complete set of invariants usually involves some complicated expressions and the individuality of each particle is not explicitly manifested. Despite these progresses, a practical method of verifying the SLOCC equivalence of two arbitrarily given multipartite states is highly desirable. More importantly, it is still unclear, for a multipartite entangled state, how entanglement characters of subsystems behave and generate the whole nature.
In this paper we present a general classification scheme for four-partite pure states of arbitrary but finite dimensions. By applying singular value decomposition to a bipartition of the system, a four-partite state is then transformed into a triple-state set composed of two tripartite states and one bipartite state. And the two four-partite quantum states are thought to be SLOCC equivalent if and only if the quantum states in the the triple-state sets are SLOCC equivalent respectively. Our method provides a systematic procedure to reduce the entanglement classification of multipartite states to that of less partite states, and hence to distinguish the entanglement classes of the whole system through its subsystems.
2 The classification scheme
The representations of quantum states
A pure one particle quantum state may be represented by a normalized complex vector in Hilbert space, while a bipartite state of |Ψ I 1 I 2 = I 1 ,I 2 i 1 ,i 2 =1 ψ i 1 i 2 |i 1 |i 2 may be expressed in matrix form
Two N-partite states |Ψ ′ and |Ψ are SLOCC equivalent if and only if they can be connected via invertible local operators, i.e.
. For bipartite quantum states in matrix form, the SLOCC equivalence of |Ψ
Here A 1 ∈ C I 1 ×I 1 and A 2 ∈ C I 2 ×I 2 are invertible matrices, and the superscript T means the matrix transposition. A tripartite state may be expressed as a tuple of the matrices [12, 13] 
where Γ i ∈ C I 2 ×I 3 for i ∈ {1, 2, · · · , I 1 }. In this case, the SLOCC equivalence of two tripartite states, |Ψ
, may now be expressed as
Here the tripartite state behaves as a row vector whose components are matrices.
For the representation of four-partite states, we first introduce two operations related to matrices, the vectorization and folding. The vectorization of an I 1 × I 2 dimensional matrix Ψ I 1 I 2 with complex elements ψ ij is
We define the folding operation to be the inverse operation of the vectorization by wrapping a vector into a matrix
where
The subscripts I 1 , I 2 on the left hand side of Eq.
(6) indicate the dimensions of the obtained matrix which may be omitted when there is no ambiguity in the matrix dimensions.
(1) Figure 1 . A four-partite state Ψ I 1 I 2 I 3 I 4 is factored into a triple-state set according to the bipartition (I 1 I 2 )(I 3 I 4 ) which includes two tripartite pure state Ψ u and Ψ v and one bipartite pure state Ψ λ .
Let Ψ I 1 I 2 I 3 I 4 be an I 1 × I 2 × I 3 × I 4 pure quantum state. A bipartition of the fourparticle state may be expressed as
, where the four particles are grouped into two composite partitions, i.e.
The singular value decomposition of (7) goes as
where Λ is a diagonal matrix of rank r; the unitary matrices U and V are composed by the left and right singular vectors of
and the dimensions of vectors u i and v j are I 1 · I 2 and I 3 · I 4 respectively;
the conjugate transpose of a matrix. It is legitimate to introduce the following triple-state set expression for the four-partite state based upon the partition (I 1 I 2 )(I 3 I 4 ):
Here, In the following we define a complementary state of a tripartite state. If a tripartite 
Here V(Γ i ), i ∈ {1, · · · , r, r +1, · · · , I 1 ·I 2 }, are linearly independent vectors. According to this definition, the complementary state of the r × I 1 × I 2 state Ψ u now can be expressed
which is a (I 1 ·I 2 −r)×I 1 ×I 2 state with W( u i ) ∈ C I 1 ×I 2 . Here the left singular vectors are divided into two parts U = (U 1 , U 0 ) with
And the quantum state Ψ u is obtained by wrapping the left singular vectors that correspond to the singular value zero of Ψ (I 1 I 2 )(I 3 I 4 ) . Similar definitions apply to Ψ v as well.
Obviously, for a matrix A ∈ C I 1 ·I 2 ×I 1 ·I 2 , without loss generality it can be expressed in the following block-form
Here A ij are I 2 ×I 2 submatrices. The realignment of the matrix A according to the blocks
where R(A) ∈ C I 1 ·I 1 ×I 2 ·I 2 . By means of the complementary state, the following indispensable Lemma exits in following discussion.
Here
; P ∈ C r×r , and
are invertible matrices, and Y may be arbitrary.
where Therefore there exist an invertible matrix P such that
and
, as the realignment of a matrix has rank one if and only if it is direct product of two other matrices [15, 16] . The converse is quite straightforward. Q.E.D.
The SLOCC equivalence of four-partite states
For two four-partite quantum states Ψ ′ and Ψ with the triple-state forms of ( 
where A 1 , A 2 , A 3 , A 4 , P , and Q are all invertible matrices.
Proof: First, suppose two four-partite state Ψ ′ and Ψ are SLOCC equivalent, then
The QR factorizations [17] of (A 1 ⊗ A 2 )U and (A *
Here Q u and Q v are unitary matrices, R u and R v are upper triangular matrices. Taking
Eq. (18) into Eq. (17), we have
v . This leads to the following relations
Here u i are unitary matrices with the dimensions conformal to the degeneracies of the singular values in Λ ′ . Considering Eq. (18), we get
where P = R 
Here Λ ′ r and Λ r contain the r nonzero singular values of Λ ′ and Λ. Therefore the invertible matrices P and Q in Eq. (23) take the forms of
where P ∈ C r×r and Q ∈ C r×r are invertible; Y 1,2 are submatrices which need not to be identified yet. Based on the representation of Eq. (9), Eqs. (21)- (23) lead to Eq. (16) .
(16) is satisfied, then by introducing the complementary states and using Lemma 1, Eq.
(15) leads to
where P and Q have the form of Eq. (25). Therefore 
2 )U ′ = U P , and
Hence the ranks of W(U P U ′−1 a) and W( a) are equal for arbitrary a.
Second, the invertible matrix Φ = U P U ′−1 acting on a vector induces a linear map Decomposing a four-partite state into tripartite and bipartite states not only greatly reduces the complexity of the entanglement classification of multipartite states, it also provides a way of studying the multipartite entanglement of the whole system via that of the subsystems. In practice, if we want to verify the SLOCC equivalence of two fourpartite states, the equivalence of the two tripartite states should be clarified first. However (|0001 + |0010 + |0100 + |1000 ). According to the partition (12)(34), we have Ψ (12)(34) = (Ψ u , Ψ λ , Ψ v ) where
and Ψ
According to Theorem 1 and Corollary 1, Ψ ′ and Ψ are SLOCC equivalent if and only if
where the submatrices P and Q in P and Q should further satisfy Q = Ψ −1 λ P Ψ λ ′ . Eq. (32) induces only linear equations on the matrix elements, and we can easily find that P = 0 and Q = 0, which indicates GHZ and W states are SLOCC inequivalent.
Example 2. Considering the entangled states Ψ abcd of the first entanglement family in Ref. [7] , i.e.
where P shall have the same solution in the two equations. P = P in Eq.(34) because Λ has the full rank of 4. As identity matrix is a solution to the first equation of P in Eq. (34), we get Ψ abcd and Example 3. Cluster or graph states are highly entangled multiqubit states which are the key resource of measurement base quantum computation [19] and various quantum error correction codes [20] . Considering the following four-qubit cluster states
Here |C (1) and |Ψ (2) are 1-D and 2-D lattice cluster states respectively [21] . Because all the coefficient matrices have the same rank, we do not know whether these two states are SLOCC equivalent or not using the technique of [9] . Here we demonstrate the SLOCC equivalence of |C (1) and |Ψ 
The above examples indicate that the new method works effectively for finite dimensional four-partite systems. Different choices of partitions, i.e. (13)(24) and (12)(34) for four-partite states, do not influence the application of the method. However, one must choose the same partition for two four-partite states when verifying their SLOCC equivalence. It should be noted that the entangled quantum states may be of infinite dimensional [22] . Although it is still unclear whether our method is applicable to this situation or not, the reduction method is nevertheless inspiring to the study of continuous-variable entanglement.
Conclusions
We proposed a practical classification scheme for four-partite entangled state, in which the introduced neat mathematical trick defines a virtual system with subsystems different from the original one, whose entangled structure however faithfully represents the SLOCC relations of the original system. According to this scheme, a prerequisite for connecting matrices between two four-partite states is unnecessary, which greatly reduces the complexity in usual procedure in verifying the SLOCC equivalence. According to the reduction method of this work, the relations between a high partite entangled state, the four-partite state in this work, and its subsystems and bridges between them turn out to be manifest. It is notable that the method developed here opens the door of hopes to the the general multipartite entanglement SLOCC classification. Furthermore, it is tempt to think that the high order singular value decomposition technique in the local unitary(LU)
classification of multipartite entangled state is worthy of our reference [23] .
