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Abstract
We analyze the reduced BCS model with an imaginary magnetic field in
a large domain of the temperature and the imaginary magnetic field. The
magnitude of the attractive reduced BCS interaction is fixed to be small but
independent of the temperature and the imaginary magnetic field unless the
temperature is high. We impose a series of conditions on the free dispersion
relation. These conditions are typically satisfied by free electron models with
degenerate Fermi surface. For example, our theory applies to the model
with nearest-neighbor hopping on 3 or 4-dimensional (hyper-)cubic lattice
having degenerate free Fermi surface or the model with nearest-neighbor
hopping on the honeycomb lattice with zero chemical potential. We prove
that a spontaneous U(1)-symmetry breaking (SSB) and an off-diagonal long
range order (ODLRO) occur in many areas of the parameter space. The
SSB and the ODLRO are proved to occur in low temperatures arbitrarily
close to zero in particular. However, it turns out that the SSB and the
ODLRO are not present in the zero-temperature limit. The proof is based on
Grassmann Gaussian integral formulations and a multi-scale infrared analysis
of the formulations. We keep using notations and lemmas of our previous
work [Y. Kashima, submitted, arXiv:1609.06121] implementing the double-
scale integration scheme. So the multi-scale analysis this paper presents is a
continuation of the previous work.
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1 Introduction
1.1 Introduction
The Bardeen-Cooper-Schrieffer (BCS) theory of superconductivity ([1]) has been a
paradigm of modern physics. The BCS model Hamiltonian of interacting electrons
lies at the core of the theory. A large amount of knowledge on how to analyze
the BCS model have been accumulated. A history of mathematical development
around the BCS model is summarized in e.g. [2]. However, it is still a fair remark
that we have not yet achieved a consensus on the possibility of completely rigorous,
explicit analysis of the full BCS model. Here we mean a Fermionic Hamiltonian
consisting of a quadratic kinetic term and a quartic interacting term by the BCS
model. It is necessary to investigate in which parameter region the BCS model can
be rigorously analyzed in order to clarify and increase our understanding of the
model in its original definition as the Fermionic field operator.
To supplement overviews of the literature given in the introduction of our pre-
vious work [12], here let us comment on two of the most studied mathematical
approaches to the theory of the BCS model. Analysis of the BCS functional has
been vigorously developed by the authors of the review article [7] and their coau-
thors. The BCS functional is derived from the Gibbs variational principle as a
functional of generalized one-body density matrices. Above all the derivation is
based on an assumption that to characterize equilibrium states it suffices to min-
imize the pressure functional over a set of quasi-free states. To my knowledge,
the equivalence between a quasi-free state minimizing the BCS functional and the
Gibbs state of the BCS model has not been proved. This means that we cannot
rigorously relate the superconducting order in terms of the minimizer of the BCS
functional to that in the BCS model. At this point it is natural to consider that
the recent papers summarized in [7] feature a well-recognized approach to the BCS
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theory, rather than analysis of the BCS model Hamiltonian itself. As for the BCS
model Hamiltonian, it is known that its eigenstates can be constructed by using
solutions to a system of nonlinear equations called Richardson’s equations ([17],
[18]). Nowadays Richardson’s method is formulated within the framework of al-
gebraic Bethe ansatz (see e.g. [19], [20]). Though there are many applications of
this approach, Richardson’s equations in principle need to be solved numerically. It
seems that it has not been applied to rigorously prove existence of superconducting
order in the form of finite-temperature correlation functions in the BCS model.
In our previous work [12] we studied the reduced BCS model, where the quartic
interacting term is a product of the Cooper pair operators, at positive temperature
by extending the external magnetic field to be purely imaginary. We reached the
conclusion that under the imaginary magnetic field the BCS model is mathemati-
cally analyzable at positive temperatures and especially the superconducting phase
characterized by spontaneous U(1)-symmetry breaking (SSB) and off-diagonal long
range order (ODLRO) can be proven. Let us remark that the BCS model with the
imaginary magnetic field is not Hermitian and thus it does not a priori define the
Gibbs state. At present it seems that this model is not analyzable within the meth-
ods of [7], [3] based on the Gibbs variational principle. One serious constraint in the
previous work [12] is that the possible magnitude of the reduced BCS interaction
heavily depends on the imaginary magnetic field and the temperature. In our pre-
vious construction, the closer the imaginary magnetic field is to the critical values
or the lower the temperature is, the smaller the magnitude of the interaction must
be. We have already mentioned in the introduction of [12] that the temperature-
dependency of the allowed magnitude of the interaction should be improved by a
multi-scale infrared integration. In line with this purpose, here we develop a theory
where the magnitude of the interaction is allowed to be largely independent of the
temperature and the imaginary magnetic field.
More precisely, in this paper we consider the reduced BCS model interacting
with the imaginary magnetic field at positive temperature and prove the existence
of SSB and ODLRO in the form of the infinite-volume limit of the thermal ex-
pectations over the full Fermionic Fock space under periodic boundary conditions.
The magnitude of the attractive interaction must be small. However, the imag-
inary magnetic field and the temperature can take almost every value of a low
temperature region of the parameter space without lowering the magnitude of the
interaction. In order to substantially enlarge the possible parameter region, we
need to impose restrictive assumptions on the free dispersion relation. Here, unlike
in our previous paper, we construct the theory by assuming a series of conditions
on the generalized free dispersion relation. These conditions are typically satisfied
by a free dispersion relation with degenerate Fermi surface. Examples of the free
Hamiltonian covered by our theory are the free electron model of nearest-neighbor
hopping on 3 or 4-dimensional (hyper-)cubic lattice with a critical chemical po-
tential or the free electron model of nearest-neighbor hopping on the honeycomb
lattice with zero chemical potential. The free Hamiltonians with non-degenerate
Fermi surface treated in [12] do not belong to the model class of this paper. See
Remark 1.20 for a mathematical confirmation of this fact. As a new observation, we
show that for a fixed small coupling constant and a non-zero imaginary magnetic
field the SSB and the ODLRO occur in arbitrarily low temperatures. However, it
turns out that the SSB and the ODLRO are not present in the zero-temperature,
infinite-volume limit of the thermal expectations. Moreover, the zero-temperature
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limit of the free energy density is proved to be equal to that of the free electron
model, which does not depend on either the coupling constant or the imaginary
magnetic field. In terms of the superconducting order, the zero-temperature lim-
its derived as a corollary of the main results at positive temperature seem plain
and negative. However, if we think of the fact that the superconducting order
exists in arbitrarily low temperatures, the whole scenario of the phase transitions
in this system is unusual and counterintuitive. In Section 2 we study the nature
of the phase transitions by focusing on the free energy density characterized in the
main theorem and under a couple of reasonable additional assumptions on the free
dispersion relation we prove that the phase transitions are of second order.
Though our free Hamiltonian is qualitatively different from that of the previous
work, the basis of our approach is same. We formulate the grand canonical partition
function into a time-continuum limit of finite-dimensional Grassmann Gaussian in-
tegration and perform mathematical analysis of the Grassmann integral formula-
tion. Moreover we apply the key proposition [12, Proposition 4.16] concerning the
uniform convergence of the Grassmann Gaussian integral having the modified in-
teracting term in its action in order to deduce the convergence of the finite-volume
thermal expectations to the infinite-volume limits in the final stage of the paper.
While the previous analysis of the Grassmann Gaussian integral formulation was
completed only by the double-scale integration, here we implement a multi-scale
infrared integration with the aim of easing the temperature-dependency of the pos-
sible magnitude of the interaction. As in [12], we deal with the ultra-violet part
with large Matsubara frequencies by simply applying Pedra-Salmhofer’s determi-
nant bound ([16]). Many general tools for the double-scale integration developed
in the previous paper are applicable to our multi-scale integration. We need some
more estimation tools to complete our scheme. We prepare them in accordance
with the previous format of general lemmas. Therefore, from a technical view
point of the constructive Fermionic field theory this work is seen as a continuation
of the previous construction [12].
We should explain exceptional subsets of the parameter space of the tempera-
ture and the imaginary magnetic field where we are unable to construct our theory.
If the imaginary magnetic field divided by 2 belongs to the set of Matsubara fre-
quencies, the free covariance is not well-defined. This is because in this case the
denominator of the free covariance in momentum space can be zero. As the free
covariance is a central object in this approach, we have to exclude these points,
which only amount to a 1-dimensional submanifold of the 2-dimensional parame-
ter space. We claim the main results of this paper for the temperature and the
imaginary magnetic field belonging to the complement of the union of these sub-
sets. Also, we have to assume a nontrivial dependency of the possible magnitude of
the coupling constant on the temperature and the imaginary magnetic field if the
temperature is high. This constraint stems from a determinant bound of the full
covariance and has no effect if the temperature is low. See Remark 1.7 for details
of this constraint.
Taking the zero-temperature limit in interacting many-electron systems is still a
challenging problem of mathematical physics. In the preceding examples of taking
the zero-temperature limit in the systems with spatial dimension larger than 1 ([6],
[5], [10], [11]) not only the degeneracy of the Fermi surface but also symmetries
of the whole Hamiltonian are essential. In the infrared analysis of the Grassmann
Gaussian integral of the correction term of the reduced BCS interaction, we have
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an advantage that quadratic Grassmann polynomials are always bounded by the
inverse volume factor, which is incomparably smaller than any support size of in-
frared cut-off. We do not need to use symmetries to keep track of the zero set of the
effective dispersion relation, the kernel of the quadratic Grassmann output, during
the iterative infrared integration process. We only need a priori information of the
infrared properties of the free dispersion relation in order to ensure that Grass-
mann polynomials of degree ≥ 4 remain bounded in the iterative scale-dependent
norm estimations. For the above reason the free Hamiltonian can be chosen much
more flexibly in this paper than in the preceding zero-temperature limit construc-
tions based on multi-scale infrared integrations. The relative generality of the free
Hamiltonian is one novelty of our low temperature analysis.
Here let us explain more about key ideas of our multi-scale analysis in order
to help the readers proceed to the main technical sections and recognize technical
novelties of this paper. Let us allow ourselves to use formulas informally and
simplified notations in the following for illustrative purposes. As in [12] we begin
with the Grassmann Gaussian integral formulation which has the correction term
in its exponent. ∫
eV
0(ψ)dµC(ψ),(1.1)
where the Grassmann polynomial V 0(ψ) denotes the correction term and C denotes
the full covariance. The full Grassmann integral formulation is officially presented
in Lemma 3.6. By using much simpler notations than those actually used in the
main body of this paper we can write the correction term V 0(ψ) as follows.
V 0(ψ) = V 0s (ψ) + V
0
v (ψ),




















Here γ is a real number and L, n are positive integers. We should think of γ,
{0, 1, · · · , L−1}, {0, 1, · · · , n−1} as coupling constant, set of spatial lattice points,
set of values of discretized imaginary time variable, respectively. In the following
we sketch the analysis performed in Subsection 4.3, Subsection 4.4 and Subsection
4.6. A norm of V 0s (ψ) is bounded by the magnitude of the coupling constant |γ|
and the inverse volume factor L−1.
‖V 0s ‖ ≤ |γ|L−1.
The norm ‖ · ‖ of a Grassmann polynomial is defined by summing its unique anti-
symmetric kernel function over all but one variables. More explicitly, the above
bound is derived as follows. Writing ψxt,1, ψxt,−1 in place of ψxt, ψxt, respectively,
the unique anti-symmetric kernel function of V 0s (ψ) is that
((x, t, ξ), (y, u, ζ)) 7→ γ
2L
δx,yδt,u(δξ,1δζ,−1 − δξ,−1δζ,1)
: ({0, · · · , L− 1} × {0, · · · , n− 1} × {1,−1})2 → C,
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and thus













Though its norm cannot be bounded by L−1, the Grassmann polynomial V 0v (ψ)
has a particular vanishing property that∫
V 0v (ψ)f(ψ)dµCˆ(ψ) = 0(1.2)
for any Grassmann polynomial f(ψ) and covariance Cˆ : ({0, · · · , L−1}×{0, · · · , n−
1})2 → C satisfying that
Cˆ(xt, yu) = Cˆ(x0, y0), (∀x, y ∈ {0, · · · , L− 1}, u, t ∈ {0, · · · , n− 1}).(1.3)
In fact the equality (1.2) can be confirmed as follows.
∫












By inserting cut-off functions inside the integral over momentum we can write the
full covariance as a sum of partial covariances. C =
∑lend
l=0 Cl, where lend ∈ Z≤0
denotes the final scale of cut-off and Cl is the covariance containing the cut-off
function of l-th scale. We remark that lend is independent of L and proportional to
log β−1 with the inverse temperature β if the temperature is low, i.e. β ≥ 1. The



























, (m = −1,−2, · · · , lend).
At each step of the integration we can decompose the Grassmann polynomial
V m(ψ) into 2 terms. V m(ψ) = V ms (ψ) + V
m
v (ψ), where the norm of V
m
s (ψ) is
bounded by L−1 and V mv (ψ) satisfies the vanishing property (1.2). We can manip-
ulate the support of the cut-off functions and perform a gauge transform so that
the final covariance Clend , which has the most intense infrared singularity, satisfies








The heavy contribution from Clend can be effectively absorbed by the inverse volume
factor L−1 which bounds the norm of V lends (ψ). Also, the factor L
−1 can be taken
smaller than any power of the inverse temperature or lend and thus any extra
contribution from these parameters does not lower the possible magnitude of the
coupling constant. This is where we take best advantage of the mean-field scaling
property and the vanishing property (1.2) that the initial correction term V 0(ψ)
has. The integration with the covariances Cl (l = 0,−1, · · · , lend + 1) is performed
in Subsection 4.4 and the integration with the final covariance Clend is specifically
performed in Subsection 4.6. As the result the formulation (1.1) is proved to be
uniformly bounded with respect to the coupling constant in a good neighborhood
of the origin which is independent of the temperature and the imaginary magnetic
field. In fact this mechanism was already implemented at the level of double-scale
integration in [12], which did not require mathematical induction with the discrete
energy scale. In this paper we implement this idea based on the classification of
Grassmann polynomials inductively with respect to the scale index of infrared cut-
off as described above. We also have to incorporate various scale-dependent bound
properties into the classification of Grassmann polynomials. The mathematical
justification of the whole inductive procedure is what this paper newly offers in
terms of technical aspects.
Let us comment on key differences between this paper and [15] one by one, as
both concern analysis of Grassmann integral formulations of BCS type-models. The
paper [15] treats a quartic long range interaction which is derived from the reduced
BCS interaction by inserting a Kac potential into the time integral. The essential
goal of [15] is to ensure the solvability of the BCS gap equation in parameter regions
where the correction part obtained after extracting the main reference model can
be proved to vanish in the infinite-volume limit. The analysis of the correction
part was done on the assumption that the parameter κ determining the range of
the inserted Kac potential is bounded from above by some negative power of the
coupling constant and the inverse temperature. This assumption does not affect
the solvability of the BCS gap equation, since the gap equation is independent
of the parameter κ, and thus the goal was achieved. We should add that the
solvability of the gap equation is also due to that the free Fermi surface of the
model in [15] is non-degenerate. The assumption on κ means that the modified
BCS-type interaction depends on temperature and in particular it approaches to
the doubly reduced BCS interaction which contains a double time integral, rather
than to the original reduced BCS interaction in low temperatures. No multi-scale
infrared integration was performed to improve the temperature-dependency of the
interacting term. Conceptually this paper aims at completing the same story,
though we have the reduced BCS interaction and the imaginary magnetic field
from the beginning. We prove the solvability of a gap equation together with
the fact that the correction part becomes negligible in the infinite-volume limit.
However, we prove the irrelevance of the correction part without assuming that the
interaction is temperature-dependent in low temperatures. In order to establish the
temperature-independence of the interaction, we perform the multi-scale infrared
integration which requires restrictive degeneracy of the free Fermi surface instead.
Our gap equation explicitly depends on the imaginary magnetic field and thus
admits a positive solution regardless of the degeneracy of the free Fermi surface. In
summary, the properties of quartic interaction, the degeneracy of free Fermi surface
and the presence of imaginary magnetic field are the key differences between [15]
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and the present paper. Among them, the temperature-dependency of interaction is
considered as the main difference, since it largely affects the design of constructive
theory of interacting Fermions.
If we face a question about whether SSB and ODLRO in the BCS model with-
out imaginary magnetic field or in many-electron systems with realistic short range
interaction can be proved by extending this paper’s method, we realize that there
are many essential problems to overcome. This paper’s result implies that as long
as the same free Hamiltonian is adopted, the BCS model without imaginary mag-
netic field can be analyzed down to zero temperature by keeping the magnitude of
the coupling constant positive. However, we cannot prove that the allowed magni-
tude of the coupling constant is large enough to ensure the existence of a positive
solution to the BCS gap equation and thus cannot prove SSB and ODLRO, either.
See Remark 1.10 for a more detailed explanation of this issue. Because of the
relatively simple form of the reduced BCS interaction, we can apply the Hubbard-
Stratonovich transformation and reformulate the system into a hybrid of Grass-
mann Gaussian integral and Gaussian integral with a single classical field, where
the quartic Grassmann field only appears as a controllable correction term. It is
well known that one can also apply the Hubbard-Stratonovich transformation to
derive a classical system with many degrees of freedom from the Grassmann integral
formulation of a many-electron model with short range interaction. Since infinitely
many classical fields come into play in the infinite-volume limit in the standard
reformulation of a Hubbard-type short range interaction, it seems at present that
its complete solution is beyond the reach of an immediate extension of this paper’s
methods. Let us remark that equivalence between the minimum configuration of
an effective potential for many classical fields whose number can be proportional
to the number of finite spatial lattice points and that of an approximate BCS-type
potential, which is expressed as a truncated sum over the Matsubara frequencies,
for a single classical field was proved in [13]. However, such a partial equivalence
has not led to complete characterization of the thermodynamic limit of the original
many-electron system with short range interaction, to the author’s knowledge. For
these reasons, possible new contributions of this paper may not be a construction
of necessary steps toward complete solutions of the standard BCS model or real-
istic many-electron models with short range interaction, but should be a positive
proposal for studying these models in a non-standard parameter region of complex
plane by means of multi-scale analysis and a construction of its necessary tools.
The proposal should make sense if a structurally rich phase transition can be proved
as a result.
The outline of this paper is as follows. In the rest of this section we define
the model Hamiltonian, state the main theorem concerning the superconducting
phase at positive temperature and its corollary about the zero-temperature limit
and present concrete examples of the model. In Section 2 we separately analyze
the free energy density obtained in the main theorem, draw a schematic phase
diagram on the plane of the inverse temperature and the imaginary magnetic field
and prove that the phase transitions are of second order. In Section 3 we state
the Grassmann Gaussian integral formulations of the grand canonical partition
function. In Section 4 we perform the multi-scale infrared integration by assuming
scale-dependent bound properties of generalized covariances. In Section 5 first
we confirm that the actual covariance introduced as the free 2-point correlation
function can be decomposed into a family of scale-dependent covariances satisfying
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the properties required in the general multi-scale analysis of Section 4. Then we
prove the main theorem by applying the results of the general multi-scale analysis
and its corollary. In Appendix A we summarize basic lemmas which are used to
complete the proof of the main theorem in Section 5. In addition, we present a
supplementary list of notations which are newly introduced in this paper or were
introduced in the previous paper [12] with some different meaning. The list should
be used together with that of [12], since many notations used in this paper are
intentionally same or close to those in [12].
1.2 Models and the main results
Let us start by defining our model Hamiltonian. Throughout the paper the spatial
dimension is represented by d. Let v1,v2, · · · ,vd be a basis ofRd. Let vˆ1, vˆ2, · · · , vˆd
be vectors of Rd satisfying that 〈vi, vˆj〉 = δi,j (i, j ∈ {1, 2, · · · , d}), where 〈·, ·〉
denotes the canonical inner product of Rd. With L ∈ N(= {1, 2, · · · }) we define






















, · · · , 2π − 2π
L
}
(j = 1, 2, · · · , d)
}
.
In the infinite-volume limit the finite sets Γ, Γ∗ are replaced by the infinite sets














∣∣∣ kˆj ∈ [0, 2π] (j = 1, 2, · · · , d)
}
.
We plan to construct our theory by assuming a series of conditions on the free dis-
persion relation of the model Hamiltonian. We consider multi-band Hamiltonians
since they can have a variety of free dispersion relations. The number of sites in the
unit cell is denoted by b(∈ N). Set B := {1, 2, · · · , b}. A crystalline lattice having
b sites per the unit cell is modeled by B × Γ. We define our b-band Hamiltonian
on the Fermionic Fock space Ff(L
2(B × Γ × {↑, ↓})). As in [12], we focus on the









where U(∈ R<0) is the negative coupling constant. Let us define the map rL :












where mj ∈ Z, m′j ∈ {0, 1, · · · , L − 1}, mj = m′j (mod L) (∀j ∈ {1, 2, · · · , d}).
Throughout the paper we assume periodic boundary conditions so that for any
x ∈ Γ∞, ψ(∗)ρxσ is identified with ψ(∗)ρrL(x)σ. We define the free Hamiltonian by giving
a generalized hopping matrix. For n ∈ N let Mat(n,C) denote the set of all n× n






where ‖ · ‖Cn is the norm of Cn induced by the canonical Hermitian inner product.
Mat(n,C) is a Banach space with the norm ‖ · ‖n×n. For any proposition P let
1P := 1 if P is true, 0 otherwise. We assume that the matrix-valued function
E : Rd → Mat(b,C) satisfies the following conditions.
E ∈ C∞(Rd,Mat(b,C)),
E(k) = E(k)∗, (∀k ∈ Rd),(1.4)
E(k+ 2πvˆj) = E(k), (∀k ∈ Rd, j ∈ {1, 2, · · · , d}),
E(k) = E(−k), (∀k ∈ Rd).(1.5)
Moreover, there exist a function e : Rd → R≥0 and the constants c ∈ R≥1, nj ∈ N













e ∈ C(Rd,R), e2 ∈ C∞(Rd,R),






















































































By the condition (1.4) H0 is self-adjoint. The Hamiltonian H is defined by H :=
H0 + V, which is a self-adjoint operator on Ff (L
2(B × Γ× {↑, ↓})). Because of the
form of the interaction and the generality of the hopping matrix, we can consider
that H represents a class of the reduced BCS model. As in [12], we analyze the
system under the influence of imaginary magnetic field. Let Sz be the z-component







With the parameter θ(∈ R) we add the operator iθSz , which we formally consider
as the interacting term with the imaginary magnetic field, to the Hamiltonian H
and study the existence or non-existence of SSB and ODLRO in the infinite-volume
limit of the thermal averages. To study SSB, we introduce the symmetry breaking






ρx↓ + ψρx↓ψρx↑), (γ ∈ R).
Since the operator H+ iθSz + F is not Hermitian, it is nontrivial that the partition
function and the thermal expectations of our interest are real-valued. We should
confirm these basic properties at this stage.















Tr e−β(H−iθSz+F) = Tr e−β(H+iθSz+F),(1.14)
Tr(e−β(H−iθSz+F)O∗) = Tr(e−β(H+iθSz+F)O),
Tr(e−β(H−iθSz+F)O) = Tr(e−β(H+iθSz+F)O),
(∀O ∈ {ψ∗ρˆxˆ↑ψ∗ρˆxˆ↓, ψρˆxˆ↓ψρˆxˆ↑, ψ∗ρˆxˆ↑ψ∗ρˆxˆ↓ψηˆyˆ↓ψηˆyˆ↑}).
To derive the third equality, one can use the property (1.5) and the periodicity of






ρxσ)→ (−iψρxσ, iψ∗ρxσ), ((ρ,x, σ) ∈ B × Γ× {↑, ↓})
in this order we can show that
Tr e−β(H+iθSz+F) = Tr e−β(H−iθSz+F),(1.15)
Tr(e−β(H+iθSz+F)O) = Tr(e−β(H−iθSz+F)O),
(∀O ∈ {ψ∗ρˆxˆ↑ψ∗ρˆxˆ↓, ψρˆxˆ↓ψρˆxˆ↑, ψ∗ρˆxˆ↑ψ∗ρˆxˆ↓ψηˆyˆ↓ψηˆyˆ↑}).
The claims follow from (1.14) and (1.15).
To state the main theorem, let us fix some notational conventions, which will
be used throughout the paper. For k ∈ Rd let ej(k) (j = 1, 2, · · · , b′) be the
eigenvalues of E(k) satisfying e1(k) > e2(k) > · · · > eb′(k). With the projection
matrix Pj(k) corresponding to the eigenvalue ej(k) (j = 1, 2, · · · , b′) the spectral










It is important in our applications that for f ∈ C(R,C) the function k 7→ Tr f(E(k))
: Rd → C is continuous. This is essentially because the roots of the characteristic
polynomial of E(k) continuously depend on k. Rouche´’s theorem ensures this fact.
The statements of our main theorem involve a solution to our gap equation.
Let us confirm the unique solvability of our gap equation, which is written by the
above convention. We admit that for any x ∈ R, y ∈ R>0, x +∞ = ∞ > x,





















Dd := | det(vˆ1, vˆ2, · · · , vˆd)|−1(2π)−d.
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Lemma 1.2. Let U ∈ R<0, β ∈ R>0, θ ∈ R. Then the following statements hold
true. The equation
















has a solution ∆ in [0,∞) if and only if









Moreover, if a solution exists, it is unique.
Proof. Observe that the functions
x 7→ sinh x
(ε+ cosh x)x
: [0,∞)→ R, (ε ∈ (−1, 1]),
x 7→ sinh x
(−1 + cosh x)x : (0,∞)→ R
are strictly monotone decreasing and converge to 0 as x → ∞. See e.g. [12,
Lemma 4.19] for hints of the proof. Thus the left-hand side of (1.17) is strictly
monotone decreasing with ∆ as the map from R≥0 to R ∪ {∞} and converges to
−2/|U | as ∆→∞. Moreover, it is continuous with ∆ as a real-valued function in











(−1 + cosh(β√E(k)2 +∆2))√E(k)2 +∆2
)
=∞.
By using these facts we can deduce the claim.
For a function f : Γ∞ × Γ∞ → C and a ∈ C we write lim‖x−y‖
Rd
→∞ f(x,y) = a
if for any ε ∈ R>0 there exists δ ∈ R>0 such that ‖f(x,y) − a‖C < ε for any
x,y ∈ Γ∞ satisfying ‖x−y‖Rd > δ. Here ‖ · ‖Rd denotes the Euclidean norm of Rd.
For a sequence (sn)
∞
n=n0
and an element s of a normed space with the norm
||| · ||| we write limn→∞,n∈N sn = s if for any ε ∈ R>0 there exists m ∈ N such that
|||sn − s||| < ε for any n ∈ N satisfying n ≥ m. The point of this convention is
that we write limn→∞,n∈N sn even if s1, s2, · · · , sn0−1 are undefined. We use this
convention especially when we consider the infinite-volume limit L→∞.
Our main result is stated as follows.
Theorem 1.3. We let ∆(∈ R≥0) be the solution to (1.17) if









We let ∆ := 0 if
































(i) There exists L0 ∈ N such that




























































































































































(vi) There exists δ ∈ R>0 such that if minm∈Z |βθ/2− π(2m+ 1)| < δ, then









and ∆ > 0.




This is because the free partition function can vanish if βθ/2 ∈ π(2Z + 1) and
thus we are unable to define the free covariance, which is indispensable for our
construction. Only in Section 2 we lift this condition.
For (x, y, z) ∈ R>0×R×R with xy/2 /∈ π(2Z+ 1) we define the matrix-valued
function Gx,y,z : R











This notation helps to shorten formulas in subsequent arguments. We can prove the
claim (vi) here. There uniquely exists m0 ∈ Z such that βθ/(2π) ∈ [2m0, 2m0 + 2)




















e(k)2 + |βθ/2− π(2m0 + 1)|2 .
By (1.12) there exists δ ∈ R>0 such that if |βθ/2−π(2m0+1)| < δ, the right-hand
side of the above inequality is larger than 2D−1d |U |−1. Then Lemma 1.2 implies
that ∆ > 0.
Remark 1.4. The claim (i) ensures the well-definedness of the free energy density
and the thermal expectations for L ∈ N with L ≥ L0. By following the above-
mentioned convention we write limL→∞,L∈N in Theorem 1.3, though these objects
are not defined for L ∈ {1, 2, · · · , L0 − 1}.
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From this estimate we can see that the theorem implies the occurrence of SSB and
ODLRO in the case




Remark 1.6. If θ 6= 0, for any β0, δ ∈ R>0 there exists β ∈ [β0,∞) such that
0 < minm∈Z |βθ/2− π(2m+ 1)| < δ. Thus we can read from the claim (vi) that if
θ 6= 0, the SSB and the ODLRO occur in arbitrarily low temperatures.
Remark 1.7. The β-dependency in the case β < 1 in (1.18) stems from a deter-







e(k) + minm∈Z |θ/2− π(2m+ 1)/β|(1.23)







e(k) + minm∈Z |θ/2− π(2m+ 1)/β|
)−2
leads to the β-dependency in (1.18). If θ = 0 (mod 4π/β), the term (1.23) is
bounded by a β-independent constant and the determinant bound on the full co-
variance becomes independent of β as usual. Thus we can explain that the non-
trivial β-dependency in (1.18) is caused by the insertion of the imaginary magnetic
field.







Take any xˆ ∈ Γ∞, ρˆ ∈ B, ξ ∈ R. It follows from the claim (iii) and the gauge
transform ψ∗X → e−i
ξ
2ψ∗X , ψX → ei
ξ
































































































In fact in this case we cannot prove the convergence of the finite-volume 4-point
correlation function as L → ∞. We can prove that the global maximum point of
the function































: R≥0 → R
converges to 0 as L→∞. According to the proof of the theorem in Subsection 5.2
and Lemma A.2 in Appendix A, we must have more detailed information about
how the maximum point and derivatives of the function at the maximum point
converge as L → ∞ to complete the proof. We are unable to extract the nec-
essary information from our assumptions on E(·). On the contrary, the theorem


















as L→ ∞ as long as β(∈ R>0), θ(∈ R) satisfies βθ/2 /∈ π(2Z+ 1) and U satisfies
(1.18), whether (1.24) holds or not.
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Remark 1.10. As we can see from the claim (vi), the non-zero imaginary magnetic
field is crucial to ensure the existence of a positive solution to the gap equation
(1.17) for any small coupling constant and accordingly the existence of SSB and
ODLRO in this regime. One natural question we face is whether we can prove SSB
and ODLRO when the imaginary magnetic field is switched off. To find an answer


















Thus, a necessary condition for existence of a positive solution ∆ to (1.17) with
θ = 0 is that
|U | > 2
Ddbcmin{ca−1, 1} .(1.25)
We can compute the thermal expectation values for some U independent of β and
θ as described in (1.18), which is an advantageous result of the multi-scale inte-
gration. However, our multi-scale analysis has no advantage to make the allowed
magnitude of U quantitatively explicit, as we need to go through a pile of cal-
culations. Whether the necessary condition (1.25) holds in this regime is highly
nontrivial and we cannot give an affirmative answer to the question at present.
Since the upper bound on |U | does not depend on β if β ≥ 1, we can consider
the zero-temperature limit β → ∞ of the free energy density and the thermal ex-
pectations. It turns out that in the weak coupling region where our construction is
valid the zero-temperature limit does not exhibit the characteristics of supercon-
ductivity.









































































































































Remark 1.12. Though it does not show the sign of superconductivity, it is inter-
esting that the zero-temperature, infinite-volume limit of the free energy density
claimed in (ii) is independent of both the coupling constant and the imaginary
magnetic field.
Remark 1.13. Among the assumptions listed in the beginning, the smoothness
of E(·), e(·)2 is assumed only for simplicity. In fact we only need to differentiate
E(·), e(·)2 finite times depending only on the dimension d. Thus the smoothness
condition can be relaxed to be continuous differentiability of certain degree.
Remark 1.14. See Remark 4.6 for the specific reason why we need to assume
(1.13). Also, Remark 5.8 explains how we use the condition a > 1.
1.3 Examples
In order to see the applicability of Theorem 1.3 and Corollary 1.11, we should
examine which model satisfies the required conditions. We let ‘c’ denote a generic
positive constant independent of any parameter not only in this section but in the
rest of the paper. Also, In denotes the n× n unit matrix throughout the paper.
Example 1.15 (Nearest-neighbor hopping on the 3 or 4-dimensional (hyper-)cubic
lattice with a critical chemical potential). Let d = 3 or 4 and {vj}dj=1, {vˆj}dj=1 be
the canonical basis of Rd. In this case Γ = {0, 1, · · · , L−1}d, Γ∗ = {0, 2pi
L
, · · · , 2π−
2pi
L




cos kj − 2d
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(1, x) (1, x + v1)
(2, x)
(1, x + v2)
(2, x− v1)
(2, x − v2)
v1
v2
Figure 1: A portion of the honeycomb lattice linked by the nearest-neighbor hop-
ping.
with hop ∈ {0, 1}. In this case H0 describes free electrons hopping to nearest-
neighbor sites under the chemical potential 2d. The role of the fixed parameter
hop is to implement the negative and positive hopping at the same time. The
applicability of the previous framework to this model was briefly studied in [12,













We can check that e(k) = |E(k)| for any k ∈ Rd. It is clear that (1.6), (1.7) hold
with some c(∈ R≥1) and e(·) satisfies the required regularity and the periodicity.
Moreover, the conditions (1.8), (1.9) hold with nj = 2 (j = 1, 2, · · · , d) and the
conditions (1.10), (1.11) hold with a = d/2 and some c(∈ R≥1). By considering
that d = 3, 4 we can confirm that the conditions (1.12), (1.13) hold as well.
Example 1.16 (Nearest-neighbor hopping on the honeycomb lattice). Many-Fermion
systems on the honeycomb lattice with nearest neighbor hopping are well studied
in a branch of mathematical physics based on Grassmann integral formulations.
See e.g. [6]. Let us confirm that the free electron model on the honeycomb lattice
with zero chemical potential can be dealt in this framework as the free Hamilto-
nian. Take the basis v1 = (1, 0)







)T of R2. Then, vˆ1, vˆ2 are uniquely
determined as follows. vˆ1 = (1,− 1√3)T , vˆ2 = (0, 2√3)T . The honeycomb lattice with
a spatial cut-off is identified with the product set {1, 2} × Γ. The hopping matrix
is given with momentum variables by
E(k) :=
(
0 1 + e−i〈v1,k〉 + e−i〈v2,k〉
1 + ei〈v1,k〉 + ei〈v2,k〉 0
)
, k ∈ R2.
See Figure 1 for a portion of the honeycomb lattice linked by the nearest-neighbor
hopping.
The eigenvalues of E(k) are (−1)δ|1 + ei〈v1,k〉 + ei〈v2,k〉|, (δ ∈ {0, 1}). Let us
set e(k) := |1 + ei〈v1,k〉 + ei〈v2,k〉|. The validity of the inequalities (1.6), (1.7) and
the regularity and the periodicity are clear. One can directly prove that (1.8),












vˆ2. By making use of the expansions
























































































, (x, y ∈ R),





























































We can apply these properties to prove that the conditions (1.10), (1.11), (1.12),
(1.13) hold with a = 2, d = 2, n1 = n2 = 1.
Example 1.17 (Hopping on the square littice with additional sites). To demon-
strate the applicability of the multi-band formulation, let us consider a model
on the square lattice with additional lattice points. The basis v1,v2 are equal
to the canonical basis e1, e2 of R
2. The lattice of our interest is identified with
{1, 2, 3, 4, 5, 6} × Γ. So we are going to construct a 6-band model. We define the









 2 1 + eik2 1 + e−ik10 1 + eik1 1 + e−ik2
1 0 1 + e−ik1

 , k ∈ R2.
A portion of the lattice {1, 2, 3, 4, 5, 6} × Γ linked by the hopping is pictured in
Figure 2.
To estimate the modulus of the eigenvalues of E(k), it is efficient to estimate













(2, x) (5, x + v1)
(6, x− v1) (6, x)





Figure 2: A portion of the lattice {1, 2, 3, 4, 5, 6}× Γ linked by the hopping.
det(xI3 − E0(k)E0(k)∗) = det(xI3 − E0(k)∗E0(k))



































j=1 |1 + eikj |2 + 2|1 + eik1 |4 + |1 + eik2 |4 − |1 + eik1|2|1 + eik2 |2
≥
∑2
j=1 |1 + eikj |2
6 + 2
∑2























|1 + eikj |2.











the condition (1.6) holds with some positive constant c. It is apparent that e(·)
satisfies (1.7) with some c and the required regularity and periodicity. There is no

























, (∀k ∈ Γ∗∞),
(1.28)
we can check that (1.10), (1.11), (1.12), (1.13) hold with a = 2, d = 2, n1 = n2 = 1.
Example 1.18 (3-dimensional model with nonuniform exponents). Let us give a
3-dimensional model where the exponents n1, n2, n3 are not uniform. As in Example
1.15, we let {vj}3j=1, {vˆj}3j=1 be the canonical basis of R3. Set
E(k) = e(k) :=
2∑
j=1
cos kj + 2 + (cos k3 + 1)
2.
This is the dispersion relation of a one-band free electron model on the cubic
lattice. The required regularity, periodicity, (1.6) and (1.7) are clearly satisfied by










































































≤ cR 14 .
These calculations lead to the conclusion that (1.10), (1.11) hold with a = 5
4
. One










the condition (1.13) holds as well.
Example 1.19 (5-dimensional model whose Fermi surface does not degenerate into
finite points). In the above examples the zero set of e(·) consists of finite points.
Here let us give an example where the zero set of e(·) does not degenerate into finite
points. Let d = 5 and let {vj}5j=1, {vˆj}5j=1 be the canonical basis of R5. Define
E(·) : R5 → R by




cos kj + 3
23
and set e(k) := E(k). It is possible to make an interpretation of this model in
terms of hopping and chemical potential. We can see from the equality




















{k ∈ Γ∗∞ | e(k) = 0}
=
{
(k1, k2, π, π, π)
∣∣∣ k1, k2 ∈ [0, 2π) satisfying
k1 + k2 ∈ {π, 3π} or k1 − k2 ∈ {−π, π}
}
.
It is clear that E(·), e(·) satisfy (1.6), (1.7) and the required regularity and peri-
odicity. By using the equality









we can check that (1.8), (1.9) hold with nj = 2 (j = 1, 2, 3, 4, 5). By using (1.30)
and the inequality θ2 ≥ sin2 θ ≥ 22
pi2
θ2 (θ ∈ [0, pi
2
]) and changing the variables we



































































































































Since log(R−1 + 1) ≤ cR−1/5 (∀R ∈ (0, 1]), the inequalities (1.10), (1.11) hold with
a = 9
5
. Let us check that the inequality (1.13) holds with a = 9
5
, d = 5, nj = 2













































as εց 0. Thus the condition (1.12) holds as well.
In summary, Theorem 1.3 and Corollary 1.11 hold for the Hamiltonian H whose
free part H0 is defined with the hopping matrix E(·) given in Example 1.15 -
Example 1.19.
Remark 1.20. Let us see that the free dispersion relation of nearest-neighbor
hopping electrons on the (hyper-)cubic lattice with non-degenerate Fermi surface
does not satisfy the condition (1.11), which will be essentially used to prove that
|U | can be taken independently of the temperature and the imaginary magnetic
field in low temperature. Most of the necessary notations are defined in the same




cos kj − µ
with the chemical potential µ ∈ (−2d, 2d). This free model was treated in our
previous work [12]. For any R, ε ∈ R>0 and a continuous function e : Rd → R≥0




























Hd−1({k ∈ Γ∗∞ | E(k) = η})
|η|+ ε ,
where Hd−1 is the d − 1 dimensional Hausdorff measure. Set K := 1
2
(2d − |µ|),
































Since the right-hand side of the above inequality diverges to ∞ as ε ց 0, the
condition (1.11) cannot be satisfied by this model.
2 Phase transitions
In this section we analyze properties of the free energy density. We focus on the
right-hand side of (1.19) as a function of (β, θ) ∈ R>0×R by fixing U(∈ R<0) with
small magnitude. Mathematical arguments in this section are essentially indepen-
dent of the following sections, which aim at proving Theorem 1.3 and Corollary
1.11. Our aim here is to describe the nature of the phase transition happening
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in the system. The readers who want to prove Theorem 1.3 and Corollary 1.11
first can skip to Section 3 and come back to this section afterward. If we think
of the right-hand side of (1.19) alone, we are free to substitute any large coupling
constant and a hopping matrix with different properties. However, we restrict our
attention not to deviate from the configuration where the derivation of (1.19) is
justified. We simply assume that E : Rd → Mat(b,C), e : Rd → R satisfy the same
conditions as listed in Subsection 1.2 and |U | is small as described subsequently.
We need to impose a couple more conditions on the function e(·). Assume that











(∀A,B ∈ (0, 1] with 0 < A ≤ B ≤ 1).
The conditions (2.1), (2.2) are used only in this section and not required to prove
Theorem 1.3 and Corollary 1.11. Moreover, we assume that U(∈ R<0) satisfies







We will replace the upper bound on |U | by a smaller constant in the following.
Remark 2.1. In fact we do not use the conditions (1.5), (1.8), (1.9), (1.10), (1.13)
in this section. Also, the regularity assumption of E(·), e(·)2 can be relaxed.
2.1 Study of the models
In order to see that the conditions (2.1), (2.2) are reasonable, let us check that the
examples given in Subsection 1.3 satisfy these additional conditions.
For x ∈ R we let ⌊x⌋ denote the largest integer which does not exceed x. This
notation will be used in the rest of the paper.
In the model given in Example 1.15 with d = 3 the conditions (2.1), (2.2) hold
with r = 1
2
, s = 5
2
respectively. Since 1+2r ≤ s, the required conditions are fulfilled





≤ c log(A−1 + 1).(2.4)
The condition (2.1) holds with e.g. r = 1
2
and thus 1 + 2r ≤ s in this case as well.
By using (1.26) we can check that e(·) introduced in Example 1.16 satisfies (2.2)
with s = 2. It follows from (1.27) that the function e(·) satisfies (2.4) and thus
(2.1) with r = 1
2
. Therefore, the additional conditions are met in this example.
By using (1.28) we can confirm without difficulty that e(·) introduced in Ex-
ample 1.17 satisfies (2.1) with r = 1
2
and (2.2) with s = 2 as well.
Let us study with the dispersion relation e(·) defined in Example 1.18. By using























































































≥ cA− 114 .
Thus the conditions (2.1), (2.2) hold with r = 3
4
, s = 11
4
respectively. Check that
the condition 1 + 2r ≤ s holds as well.
Finally let us consider the function e(·) introduced in Example 1.19. By (1.30)


































































































































































Thus the inequalities (2.1), (2.2) hold with e.g. r = 1
2
, s = 2.
We have seen that in each example of Subsection 1.3 the function e(·) satisfies
the required conditions of this subsection.
2.2 Phase boundaries





















/∈ π(2Z+ 1) or z 6= 0,
∞ if xy
2
∈ π(2Z+ 1) and z = 0.
We can check that the function (x, y, z) 7→ g(x, y, z) is C∞-class in the open set{
(x, y, z) ∈ R>0 × R× R
∣∣ xy
2
/∈ π(2Z+ 1) or z 6= 0
}
of R3.
For (β, θ) ∈ R>0×R let ∆(β, θ) be such that ∆(β, θ) ≥ 0 and g(β, θ,∆(β, θ)) = 0
if g(β, θ, 0) ≥ 0, ∆(β, θ) = 0 if g(β, θ, 0) < 0. This rule defines the function
∆ : R>0 × R→ R≥0. The well-definedness of the function ∆(·, ·) is guaranteed by
Lemma 1.2.
The goal of this subsection is to characterize the set {(β, θ) ∈ R>0×R |∆(β, θ) >
0}. We will see that this set consists of countable disjoint subsets. Let us call the
boundaries of the disjoint subsets phase boundaries. Our goal here is equivalent to
characterizing the phase boundaries.
Define the subsets O+, O− of R2 by
O+ := {(x, y) ∈ R>0 × R | g(x, y, 0) > 0},
O− := {(x, y) ∈ R>0 × R | g(x, y, 0) < 0}.
We can see that O+, O− are open subsets of R2.
Lemma 2.2.
∆ ∈ C(R>0 × R), ∆|O+∪O− ∈ C∞(O+ ∪O−).
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Proof. It is trivial that ∆|O− ∈ C∞(O−). We have observed that the functions
x 7→ sinh x
(ε+ cosh x)x
: (0,∞)→ R, (ε ∈ [−1, 1])
are strictly monotone decreasing in the proof of Lemma 1.2. It follows that
∂g
∂z




(β, θ,∆(β, θ)) < 0, (∀(β, θ) ∈ O+).
By the implicit function theorem we have that ∆|O+ ∈ C∞(O+), or ∆|O+∪O− ∈
C∞(O+ ∪O−).
Let us prove that ∆ ∈ C(R>0 × R). It is sufficient to prove the continuity at
each point belonging to R>0 × R\O+ ∪ O−. Let (β0, θ0) ∈ R>0 × R\O+ ∪ O−. By
definition g(β0, θ0, 0) = 0, ∆(β0, θ0) = 0 and β0θ0/2 /∈ π(2Z + 1). Suppose that
there exists ε ∈ R>0 such that for any δ ∈ R>0 there exists (βδ, θδ) ∈ R>0×R such
that ‖(β0, θ0)− (βδ, θδ)‖R2 < δ and ∆(βδ, θδ) ≥ ε. Then,





By sending δ to 0 we have that 0 ≤ g(β0, θ0, ε) < g(β0, θ0, 0) = 0, which is a
contradiction. Thus lim(β,θ)→(β0,θ0)∆(β, θ) = 0 = ∆(β0, θ0), which implies that
∆ ∈ C(R>0 × R).
The next lemma states the existence of critical values of the imaginary magnetic
field in [0, 4π/β].
Lemma 2.3. For any β ∈ R>0 there uniquely exist θc,1 ∈ (0, 2π/β), θc,2 ∈
(2π/β, 4π/β) such that
g(β, θc,1, 0) = g(β, θc,2, 0) = 0,
g(β, θ, 0) > 0, (∀θ ∈ (θc,1, θc,2)),
g(β, θ, 0) < 0, (∀θ ∈ [0, θc,1) ∪ (θc,2, 4π/β]).
Proof. One can see from the definition that θ 7→ g(β, θ, 0) is strictly monotone in-
creasing in (0, 2π/β), strictly monotone decreasing in (2π/β, 4π/β) and continuous
in (0, 2π/β) ∪ (2π/β, 4π/β). By the assumption (2.3),














Also, by (1.12) limθ→2pi/β g(β, θ, 0) = ∞. We can deduce the claim from these
properties.
By Lemma 2.3 we can define the functions θc,1 : R>0 → (0, 2π/β), θc,2 : R>0 →
(2π/β, 4π/β).
For any parameters α1, α2, · · · , αn we let c(α1, α2, · · · , αn) denote a positive
constant depending only on α1, α2, · · · , αn. This notational rule will be used not
only in the proof of the next lemma but throughout the rest of the paper.
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Lemma 2.4. There exist positive constants c3, c4 depending only on b,Dd, c, r, s
such that the following statements hold for any U ∈ (−c3, 0).
(i) ∣∣∣∣θc,j(β)2 − πβ
















, (∀β ∈ (0, 1], j ∈ {1, 2}).
(iv) θc,j ∈ C∞(R>0) and
dθc,j
dβ
(β) < 0, (∀β ∈ R>0, j ∈ {1, 2}).
Proof. (i): Take β ∈ R>0, j ∈ {1, 2}. Assume that |θc,j(β)/2 − π/β| > π/(2β).
Then,















which contradicts the condition (2.3). Thus the claim holds true.
(ii): By (1.11) and (2.1),








































To derive the last inequality, we also used that 0 < r ≤ 1. If |U | ≤ c(b,Dd, c)−1,






This leads to the result.
(iii): Since β ≤ 1,






e(k)2 + |θc,j(β)/2− π/β|2






which implies the result.
(iv): For x ∈ R>0, y ∈ (0, 2π/x) ∪ (2π/x, 4π/x),
∂g
∂y


















(x, y, 0) > 0, (∀y ∈ (0, 2π/x)),(2.7)
∂g
∂y
(x, y, 0) < 0, (∀y ∈ (2π/x, 4π/x)).
Therefore the implicit function theorem ensures that θc,j ∈ C∞(R>0).





(β, θc,2(β), 0). For x ∈ R>0,
y ∈ R with xy/2 /∈ π(2Z+ 1),
∂g
∂x

















































Let us consider the case that β ≥ 1. By the claim (ii) and 0 < r ≤ 1, if
|U | ≤ c−r4 , ∣∣∣∣θc,j(β)2 − πβ
∣∣∣∣ ≤ 1β ≤ 1, (∀j ∈ {1, 2}).(2.11)
31






































































1− c(b,Dd, c, r, s)|U | s−1−rr
)
.
In the last inequality we used the conditions s − 1 − 2r ≥ 0, β ≥ 1. Thus if
c(b,Dd, c, r, s)|U |(s−1−r)/r < 1,
∂g
∂x
(β, θc,1(β), 0) > 0.
Similarly by using (2.1), (2.2), (2.10), (2.11), the claim (ii) and the conditions














































































1− c(b,Dd, c, r, s)|U | s−1−rr
)
.
To derive the third inequality, we also used that
x 7→ cosh x
cos(βθc,2(β)/2) + cosh x
: [0,∞)→ R
is non-increasing. Thus on the assumption c(b,Dd, c, r, s)|U |(s−1−r)/r < 1,
∂g
∂x
(β, θc,2(β), 0) < 0.

































































































≥ 1|θc,1(β)/2−pi/β|≤1 (1− c(b,Dd, c, r, s)|U |) .
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1− c(b,Dd, c, r, s)|U | 12
)
.
Therefore if |U | < c(b,Dd, c, r, s),
∂g
∂x
(β, θc,1(β), 0) > 0.
Similarly we can derive from (2.1), (2.2), (2.8), (2.10), the claims (ii), (iii) and the






































































(1− c(b,Dd, c, r, s)|U | 12 )
< 0.
In the last inequality we assumed that |U | < c(b,Dd, c, r, s).
Thus we have proved that
∂g
∂x
(β, θc,1(β), 0) > 0,
∂g
∂x
(β, θc,2(β), 0) < 0, (∀β ∈ R>0).(2.12)
Now by combining (2.7) with (2.12) we conclude that there exists a positive










< 0, (∀j ∈ {1, 2}, β ∈ R>0).
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Let us assume that U ∈ (−c3, 0) with the constant c3 appearing in Lemma 2.4.
For m ∈ N ∪ {0}, j ∈ {1, 2} we define the function θc,j,m : R>0 → R>0 by




By Lemma 2.4 (iv) the continuous function θc,j,m : R>0 → R>0 is monotone de-

























m, (∀β ∈ R>0).
This implies that the function θc,j,m is surjective and thus bijective. Let βc,j,m
denote the inverse function of θc,j,m.
The phase boundaries are characterized in the next proposition.
Proposition 2.5. Let c3 be the positive constant appearing in Lemma 2.4. Assume
that U ∈ (−c3, 0). Then the following statements hold.




































(iii) Let (β, θ) ∈ R>0 × R. The following statements are equivalent to each other.
(a)











Proof. We have already seen the claim (i) in (2.13). The claim (ii) follows from
the claim (i) and the definition of βc,j,m(·) (j = 1, 2). Take any (β, θ) ∈ R>0 × R.
There uniquely exist m′ ∈ N ∪ {0}, θ′ ∈ [0, 4π/β) such that |θ| = θ′ + 4pi
β
m′. Let
us confirm the claim (iii). The statement (a) is equivalent to g(β, θ, 0) > 0, which
is equivalent to θ′ ∈ (θc,1(β), θc,2(β)) since g(β, θ, 0) = g(β, θ′, 0). The inclusion
θ′ ∈ (θc,1(β), θc,2(β)) is equivalent to the statement (b). Thus the equivalence
between (a) and (b) is proved. The equivalence between (b) and (c) can be deduced























∆(β, θ) = 0
∆(β, θ) > 0
∆(β, θ) = 0
∆(β, θ) > 0
∆(β, θ) = 0
∆(β, θ) > 0
∆(β, θ) = 0
Figure 3: The schematic β − |θ| phase diagram.
Based on Lemma 2.4 (iv) and Proposition 2.5, we can sketch the β − |θ| phase
diagram as in Figure 3.
We can understand from Proposition 2.5 that for any fixed θ ∈ R\{0} the
system repeatedly enters and exits a superconducting phase where ∆(β, θ) > 0
as β varies from 0 to ∞. It is notable that there are infinitely many critical
temperatures.
2.3 The second order phase transitions
























Equally, we can write as follows.
























Since ∆(x, y) > 0 if xy/2 ∈ π(2Z+1), F is well-defined. Recalling Theorem 1.3 (ii),
we see that F (β, θ) is equal to the free energy density for (β, θ, U) ∈ R>0×R×R<0
satisfying βθ/2 /∈ π(2Z+ 1) and (1.18).
We end this section by proving that the first order derivatives of F are globally
continuous and the second order derivatives of F have jump discontinuities across
the phase boundaries. Since these properties hold in the parameter region where
F is proved to be equal to the free energy density by Theorem 1.3, we can consider
that our many-electron system shows the second order phase transitions driven by
the temperature and the imaginary magnetic field.
Proposition 2.6. Let c3 be the positive constant appearing in Lemma 2.4 and
U ∈ (−c3, 0). Then the following statements hold true.
(i)
R>0 × R\O+ ∪ O−
= {(β, δθc,j,m(β)) | β ∈ R>0, j ∈ {1, 2}, m ∈ N ∪ {0}, δ ∈ {1,−1}}
= {(βc,j,m(θ), δθ) | θ ∈ R>0, j ∈ {1, 2}, m ∈ N ∪ {0}, δ ∈ {1,−1}} .
(ii)
F |O+∪O− ∈ C∞(O+ ∪O−), F ∈ C1(R>0 × R).






































































Proof. (i): We can deduce the claim from Lemma 2.3, the definitions of θc,j,m(·),




(x, y, z) ∈ R>0 × R× R
∣∣ xy
2




which is an open set of R3. We define the function Fˆ : D → R by


















We can see that
Fˆ ∈ C∞(D),(2.14)
(β, θ,∆(β, θ)) ∈ D,(2.15)






(∀(β, θ) ∈ R>0 × R).
Combined with Lemma 2.2, the functions (β, θ) 7→ Fˆ (β, θ,∆(β, θ)), (β, θ) 7→
F (β, θ) are seen to be continuous in R>0 × R and C∞-class in O+ ∪ O−.
Let us prove that F ∈ C1(R>0 × R). For (β, θ) ∈ O+ ∪O−
∂Fˆ
∂z




Fˆ (β, θ,∆(β, θ)) =
∂Fˆ
∂x













Fˆ (β, θ,∆(β, θ)) =
∂Fˆ
∂y












∆(β, θ) = 0, (∀(β, θ) ∈ R>0 × R\O+ ∪O−).(2.19)
It follows from the global continuity of ∆(·, ·), (2.14), (2.15), (2.19) and the char-






(β, θ,∆(β, θ)) =
∂m+nFˆ
∂xm∂yn
(β ′, θ′, 0),(2.20)
(∀(β ′, θ′) ∈ R>0 × R\O+ ∪O−, m, n ∈ N ∪ {0}).











(β, θ,∆(β, θ)) =
∂Fˆ
∂x











(β, θ,∆(β, θ)) =
∂Fˆ
∂y
(β ′, θ′, 0),
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which together with the characterization of R>0 × R\O+ ∪O− given in (i) implies
that (β, θ) 7→ Fˆ (β, θ,∆(β, θ)) is partially differentiable in R>0 × R and
∂
∂β






Fˆ (β, θ,∆(β, θ)) =
∂Fˆ
∂y
(β, θ,∆(β, θ)), (∀(β, θ) ∈ R>0 × R).
Since (β, θ) 7→ ∂Fˆ
∂x
(β, θ,∆(β, θ)), (β, θ) 7→ ∂Fˆ
∂y
(β, θ,∆(β, θ)) are continuous in R>0×
R, we can conclude that the function (β, θ) 7→ Fˆ (β, θ,∆(β, θ)) belongs to C1(R>0×
R) and so does the function F .
(iii): By (2.17), for (β, θ) ∈ O+ ∪ O−
∂2
∂β2
















In particular for (β, θ) ∈ O−
∂2
∂β2



















For (β, θ) ∈ O+ one can derive that
∂2Fˆ
∂x∂z
(β, θ,∆(β, θ)) = −∆(β, θ)∂g
∂x
(β, θ,∆(β, θ)).(2.24)
Also by taking into account (2.5),
∂∆
∂β








































































E(k)2 + z2))2(E(k)2 + z2)

























By Proposition 2.5 (ii) for any θ ∈ R>0, m ∈ N ∪ {0}, δ ∈ {1,−1}, j ∈ {1, 2},
δθβc,j,m(θ)/2 /∈ π(2Z + 1). Thus we can see from Proposition 2.5 (iii), the global












converge to negative values. On the other hand, we can see from (2.8), (2.12) and












(βc,1,m(θ), θc,1,m(βc,1,m(θ)), 0) ≥ ∂g
∂x












(βc,2,m(θ), θc,2,m(βc,2,m(θ)), 0) ≤ ∂g
∂x
(βc,2,m(θ), θc,2(βc,2,m(θ)), 0) < 0.
It follows from Proposition 2.5 (iii), (2.21), (2.22), (2.23), (2.26) and the above





















































Fˆ (β, δθ,∆(β, δθ)),
which together with the equality (2.16) implies the claim.
(iv): By (2.18), for (β, θ) ∈ O+ ∪O−
∂2
∂θ2
















For (β, θ) ∈ O−
∂2
∂θ2
































By Proposition 2.5 (i) for any β ∈ R>0, m ∈ N ∪ {0}, j ∈ {1, 2}, βθc,j,m(β)/2 /∈
π(2Z+ 1). Thus we can deduce from Proposition 2.5 (iii), the global continuity of

















(β, θ,∆(β, θ)) =
∂g
∂y
(β, θc,1,m(β), 0) =
∂g
∂y





(β, θ,∆(β, θ)) =
∂g
∂y
(β, θc,2(β), 0) < 0.
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By Proposition 2.5 (iii), (2.28), (2.29), (2.30), (2.31) and the above convergent




















































Fˆ (β, θ,∆(β, θ)).


















(β, θ), (∀β ∈ R>0).
Note that for any (β, θ) ∈ R>0 × R, ∆(β, θ) = ∆(β,−θ) and thus
F (β, θ) = F (β,−θ),
(β, θ) ∈ O+ ∪ O− if and only if (β,−θ) ∈ O+ ∪O−.








































The claims have been proved.
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3 Formulation
In this section we derive Grassmann integral formulations of the grand canonical
partition function of the model Hamiltonian. In essence the derivation can be
completed by following [12, Section 2]. In order to support the readers, we state
several lemmas leading to Lemma 3.6 step by step along the same lines as [12,
Section 2]. One should be able to prove Lemma 3.6 by following the outline given
in this section and the proofs presented in [12, Section 2]. We intend to adopt
the notations used to formulate the 1-band problem in [12, Section 2] as much as
possible so that the formulation procedure can be seen parallel.
Thanks to the next lemma, we can restrict the value of θ to prove the main
results of this paper.
Lemma 3.1. Assume that θ′ ∈ (−2π/β, 2π/β] and θ = θ′ (mod 4π/β). Then
Tr e−β(H+iθSz+F) = Tr e−β(H+i|θ
′|Sz+F),
Tr(e−β(H+iθSz+F)O) = Tr(e−β(H+i|θ′|Sz+F)O),
(∀O ∈ {ψ∗ρˆxˆ↑ψ∗ρˆxˆ↓, ψηˆyˆ↓ψηˆyˆ↑, ψ∗ρˆxˆ↑ψ∗ρˆxˆ↓ψηˆyˆ↓ψηˆyˆ↑}).
Proof. This is essentially same as [12, Lemma 1.2]. By using the fact that Sz
commutes with H, F, O and identifying the Fock space with the direct sum of the
eigenspaces of Sz we can replace θ by θ
′ inside the trace operations. Then by (1.15)
we can replace θ′ by |θ′|.
In the rest of the paper for β ∈ R>0, θ ∈ R we let θ(β) denote |θ′|, where
θ′ ∈ (−2π/β, 2π/β] and θ = θ′ (mod 4π/β). By the assumption βθ/2 /∈ π(2Z+ 1)
we have that θ(β) ∈ [0, 2π/β).
We are going to formulate the normalized partition function
Tr e−β(H+iθ(β)Sz+F+A)
Tr e−β(H0+iθ(β)Sz)
into a time-continuum limit of a finite-dimensional Grassmann Gaussian integral,
where we set











with the artificial parameters λ1, λ2 ∈ C and fixed sites (ρˆ, xˆ), (ηˆ, yˆ) ∈ B × Γ∞.
The reason why we insert the operator A is that we can simply derive the thermal
expectations of our interest by differentiating the partition function with the pa-
rameters λ1, λ2. We can compute the denominator and check that it is non-zero































Proof. This is a b-band version of [12, Lemma 2.1]. One can diagonalize H0 +
iθ(β)Sz with respect to the band index and derive the result.
To state the first Grassmann integral formulation, let us introduce the Grass-
mann algebra and the covariance. With the parameter h ∈ 2
β
N, set [0, β)h :=
{0, 1/h, 2/h, · · · , β− 1/h}, which is a discretization of [0, β). Define the index sets
J0, J by J0 := B × Γ × {↑, ↓} × [0, β)h, J := J0 × {1,−1}. Let W be the com-
plex vector space spanned by the abstract basis {ψX}X∈J . We let
∧W denote the
Grassmann algebra generated by {ψX}X∈J . For X ∈ J0 we also use the notation
ψX , ψX in place of ψ(X,1), ψ(X,−1) respectively. We do not restate the definitions
and basic properties of finite-dimensional Grassmann algebra and Grassmann inte-
grations in detail. The readers should refer to [12, Subsection 2.1] for the summary
of them in line with our purposes or to [4] for more general statements. Let us
introduce the Grassmann polynomials V(ψ), F(ψ), A1(ψ), A2(ψ), A(ψ) (∈ ∧W)




































The covariance G for the Grassmann Gaussian integral is defined as the free
2-point correlation function. For (ρ,x, σ, s), (η,y, τ, t) ∈ B × Γ∞ × {↑, ↓} × [0, β)
G(ρxσs, ηyτt) :=







ρxσe−s(H0+iθ(β)Sz). According to the conventional
definition, any covariance for Grassmann Gaussian integral on
∧W is a map from
J20 to C. If we follow the convention, we should introduce our covariance as the
restriction G|J20 . However, we call G covariance and omit the sign |J20 even when
the argument is restricted to J20 for simplicity.
For r ∈ R>0 let D(r) denote the open disk {z ∈ C | |z| < r}.














Here λ denotes (λ1, λ2).
Proof. The proof is parallel to that of [12, Lemma 2.2].
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The next step is to reformulate the Grassmann Gaussian integral given in
Lemma 3.3 into a hybrid of a Gaussian integral with Grassmann variables and













































where φ = φ1 + iφ2, |φ| = ‖φ‖C.
Proof. The proof is same as that of [12, Lemma 2.3] based on the Hubbard-
Stratonovich transformation.
As the final step of the formulation, we introduce the index {1, 2} and derive
the integral formulation on Grassmann algebra indexed by {1, 2} rather than by
the spin {↑, ↓}. The new index sets are defined by
I0 := {1, 2} × B × Γ× [0, β)h, I := I0 × {1,−1}.
Let V be the complex vector space spanned by the basis {ψX}X∈I . We define the

















































Though the final formulation Lemma 3.6 does not explicitly involve any partition
function of a Hamiltonian on the Fock space Ff (L
2({1, 2} × B × Γ)), the final
formulation can be systematically derived by relating such a partition function
to the Grassmann Gaussian integral over
∧V. To this end, let us define a free
Hamiltonian on Ff (L
2({1, 2}×B×Γ)). For any n ∈ N let In denote the n×n unit


































ρ2x, · · · , ψ(∗)ρbx)T and ψ∗ρρx (ψρρx) is the creation (annihilation)
operator on Ff(L
2({1, 2} × B × Γ)) for ρ ∈ {1, 2}, ρ ∈ B, x ∈ Γ. The covariance
in the final formulation is equal to the free 2-point correlation function C(φ) :











−sH0(φ). For x ∈ Γ∞ we identify ψ(∗)ρρx with ψ(∗)ρρrL(x).
The next lemma ensures the well-definedness of C(φ) and gives its characterization

































































































(∀m,n ∈ N, ui,vi ∈ Cm with ‖ui‖Cm , ‖vi‖Cm ≤ 1,
Xi, Yi ∈ {1, 2} × B × Γ× [0, β) (i = 1, 2, · · · , n), φ ∈ C).
Here 〈·, ·〉
Cm
denotes the canonical Hermitian inner product of Cm.
Proof. Let eρ(k) (ρ ∈ B) be the eigenvalues of E(k). Then the eigenvalues of
E(φ)(k) are
√
eρ(k)2 + |φ|2, −
√
eρ(k)2 + |φ|2 (ρ ∈ B). There exists U(φ) ∈
Map(Rd,Mat(2b,C)) such that U(φ)(k) is unitary and




(∀(ρ, ρ), (η, η) ∈ {1, 2} × B, k ∈ Rd).
Set α(ρ−1)b+ρ(φ)(k) := i
θ(β)
2
















































(i): Since H0(φ) is diagonalized with respect to the band index in (3.5), a









which implies the claim.




















where ψ˜∗ρρx(s) := e
sU(φ)H0(φ)U(φ)∗ψ(∗)ρρxe
−sU(φ)H0(φ)U(φ)∗ . Since U(φ)H0(φ)U(φ)∗ is di-





















We should remark that here we have the exponent −i〈q,x′ − y′〉 not i〈q,x′ − y′〉.





















· ((η − 1)b+ η, (ρ− 1)b+ ρ).
It follows from (1.4) and (1.5) that E(φ)(k)T = E(φ)(−k), (∀k ∈ Rd). By combin-
ing this equality with the above characterization of C(φ) and using periodicity we
obtain (3.2).
(iii): In [12, Proposition 4.1] we stated a version of Pedra-Salmhofer’s determi-
nant bound [16, Theorem 1.3]. In [12, Appendix A] we gave a short proof of [12,
Proposition 4.1]. By applying [12, Proposition 4.1] we derived the determinant
bound [12, Proposition 4.2] which gives the claimed determinant bound in the case
b = 1. Here let us use the proof of [12, Proposition 4.2] and [12, Lemma A.1],
which is a simple application of the Cauchy-Binet formula, to derive the claimed
determinant bound in the general case. It follows from (3.2) and (3.3) that for any

























In the proof of [12, Proposition 4.2] we estimated the determinant bound of a covari-
ance whose form is close to Cρ′(φ). By following the proof of [12, Proposition 4.2]

























(∀m,n ∈ N, ui,vi ∈ Cm with ‖ui‖Cm , ‖vi‖Cm ≤ 1,
Xi, Yi ∈ {1, 2} × B × Γ× [0, β) (i = 1, 2, · · · , n), φ ∈ C, ρ′ ∈ B).
To support the readers, let us provide a guidance to derive (3.8). By using vectors
of Map({1, 2}×B×Γ×R, L2(Γ∗×R)) and the inner product of L2(Γ∗×R) we can
rewrite the regularized version of Cρ′(φ) in a form close to [12, (4.4)]. The vectors
satisfy a uniform bound similar to [12, (4.5)]. In this situation we can apply a
close variant of [12, Proposition 4.1] to the regularized version of Cρ′(φ). Then by
sending the parameter used to regularize Cρ′(φ) to zero we obtain (3.8). Since we

































(∀m,n ∈ N, ui,vi ∈ Cm with ‖ui‖Cm , ‖vi‖Cm ≤ 1,
Xi, Yi ∈ {1, 2} × B × Γ× [0, β) (i = 1, 2, · · · , n), φ ∈ C),
which together with Schwarz’ inequality yields the first inequality of the claim (iii).
It is also possible to derive (3.9) by directly applying [16, Theorem 1.3]. In this
case one should decompose C(φ) into a sum of 2b time-ordered covariances. Note
that

























which implies the second inequality.
We finalize our formulation in the next lemma. We should remark that Lemma
3.3 and Lemma 3.4 will not see any application in the rest of the paper. We stated
these lemmas in the hope that the readers can prove the next lemma by putting
these lemmas together in the same manner as in the proof of [12, Lemma 2.5].
While it was quartic in [12], here the Grassmann polynomial A2(ψ) may contain
quadratic terms. This is because we assumed rL(xˆ) 6= rL(yˆ) in the previous con-
struction and here we need to drop this assumption in order to study the Cooper
pair density as claimed in Theorem 1.3 (v), Corollary 1.11 (v).
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k∈Γ∗ det(cos(βθ(β)/2) + cosh(β
√
E(k)2 + |φ|2))∏

























k∈Γ∗ det(cos(βθ(β)/2) + cosh(β
√
E(k)2 + |φ|2))∏





















k∈Γ∗ det(cos(βθ(β)/2) + cosh(β
√
E(k)2 + |φ|2))∏








(j = 1, 2).







e−V (ψ)+W (ψ)dµC(φ)(ψ) ∈ R.
Remark 3.7. Since we have obtained the φ-independent determinant bound in
Lemma 3.5 (iii), we can readily prove that the integral with (φ1, φ2) and the limit
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operation h→∞ are interchangeable in the claim (iii). However, since we need to
take large h depending on fixed (φ1, φ2) in the analysis of C(φ) in Subsection 5.1,
taking the limit h → ∞ after the integration with (φ1, φ2) has no application in
this paper.
Proof of Lemma 3.6. Based on Lemma 3.2, Lemma 3.3, Lemma 3.4 and Lemma
3.5, the claims (i), (ii), (iii) can be proved in the same way as in the proof of [12,
Lemma 2.5]. Note that the locally uniform convergence with (λ, φ) is claimed in
(i), while the convergence was claimed pointwise with φ in [12, Lemma 2.5 (i)].
The uniform convergence property with φ can be deduced by making use of the
φ-independent determinant bound Lemma 3.5 (iii) in arguments parallel to the
proof of [12, Lemma 2.5 (i)]. Concerning the form of the Grassmann polynomials
V (ψ), A(ψ), which affects details of the forthcoming analysis, we should explain
that they stem from the use of the unitary map U : Ff (L2(B × Γ × {↑, ↓})) →
Ff (L
2({1, 2} × B × Γ)) satisfying that





















The right-hand side of (3.10), (3.11) is formulated into V (ψ), A(ψ) respectively.






















SinceW (ψ) = W+(ψ)W−(ψ), the Hubbard-Stratonovich transformation yields that∫









where ξ = ξ1 + iξ2. See e.g. [12, Lemma 2.3] for the proof. By setting













≤ e|U |bβD(b,β,θ)+|U |b2LdβD(b,β,θ)2+2|ξ|U |1/2bLd/2β1/2D(b,β,θ).

































In the same way as in the Grassmann integral formulation procedure [12, Lemma 2.2]

































To make clear the dependency on the parameter θ(β), let us write H0(θ(β), φ) in



































To derive the last equality, we performed the change of variables ξj → −ξj (j =
1, 2).
There is a unitary transform U0 on Ff (L2({1, 2} × B × Γ)) satisfying that
U0ψ1ρxU∗0 = −ψ∗2ρx, U0ψ2ρxU∗0 = ψ∗1ρx, (∀(ρ,x) ∈ B × Γ).
We can check that
U0H0(−θ(β), φ)U∗0 = −iθ(β)Ldb+H0(θ(β), φ),
U0V U∗0 = V, U0W+U∗0 =W+, U0W−U∗0 = W−.



































which implies the claim.
4 Multi-scale integration
As one can expect from the formulation Lemma 3.6, the proof of the main theorem
is based on analytical control of the Grassmann Gaussian integral∫
e−V (ψ)+W (ψ)−A(ψ)dµC(φ)(ψ).
We will achieve our purpose by means of multi-scale integration. In principle our
analysis is an extension of the double-scale integration performed in the previous
work [12]. We intend to keep using the previous framework as much as possible
so that the readers can smoothly connect it to this extended version. As in the
previous construction, after brief introductions or restatements of necessary no-
tations concerning estimation of kernel functions we establish general bounds on
Grassmann polynomials. Then by assuming scale-dependent bound properties of
covariances we inductively construct a multi-scale integration process running from
the largest scale to the smallest scale. In the next section we will confirm that our
actual covariance satisfies the properties assumed in this section.
4.1 Necessary notions
Our multi-scale analysis needs a little more detailed notions of estimating ker-
nel functions than the double-scale integration required in [12]. In order to avoid
unnecessary repetitions, we use some terminology and notational convention with-
out presenting the definitions in the following. The readers should refer to [12,
Subsection 3.1] for their meaning. We will not use any terminology or notational
rule which is not defined either in [12, Subsection 3.1] or in this section and the
preceding sections of this paper. As in the previous paper, we define the norms




















For f0 ∈ C we let ‖f0‖1,∞ = ‖f0‖1 := |f0|. This convention helps to organize
formulas. We define the index set I0(⊂ I) by
I0 := {1, 2} × B × Γ× {0} × {1,−1}.
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Since we will frequently make use of bound properties of covariances, we need
to introduce various norms on functions on I2. For an anti-symmetric function






|g(X0, X + s)|,
‖g‖ := ‖g‖′1,∞ + (1 + β−1)‖g‖1,∞.
We should remark that the definition of the norm ‖·‖ is slightly different from that
in [12]. We will also need to evaluate a function on Im × In multiplied by another
anti-symmetric function on I2. More specifically, for a function fm,n : I
m×In → C
























































Since we do not assume that fm,n is bi-anti-symmetric, the forms of [fm,n, g]1,∞,
[fm,n, g]1 are more complex than those introduced in [12, Subsection 3.1]. If fm,n


















































even V denote the subspace of
∧V consisting of even polynomials. Each
order term of the expansion of logarithm of a Grassmann Gaussian integral with
respect to the effective interaction can be expressed as a finite sum over trees. Con-
cerning the tree expansion, we can use the same notations as in [12, Subsection 3.1].
The only difference between the present setting and the previous setting is the defi-
nition of the index sets I0, I. By keeping in mind that I0, I count the band index B
in this setting we can refer to [12, Subsection 3.1] for the meaning of the notations
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we use in the following. The tree formula is applied as follows. For any covariance
C : I20 → C and f j(ψ) ∈
∧






















Tree({1, 2, · · · , n}, C)
n∏
j=1





The major part of our analysis is devoted to estimating Grassmann polynomials
produced by the operator Tree({1, 2, · · · , n}, C).
4.2 General estimation
Here we summarize bound properties of Grassmann polynomials produced by the
tree formula. Most of the necessary properties have essentially been prepared in
[12, Subsection 3.2]. However, as we need to apply them repeatedly in the next
subsection, let us present all the necessary inequalities so that the readers can
follow the arguments without disruption.
Here we do not fix details of the covariance. We only assume that the covariance
C : I20 → C satisfies with a constant D(∈ R>0) that
C(Rβ(X+ s)) = C(X),
(







| det(〈ui,vj〉CmC(Xi, Yj))1≤i,j≤n| ≤ Dn,
(4.3)
(∀m,n ∈ N, ui,vi ∈ Cm with ‖ui‖Cm , ‖vi‖Cm ≤ 1, Xi, Yi ∈ I0 (i = 1, 2, · · · , n)).
Here the map Rβ : ({1, 2} × B × Γ× 1hZ)n → In0 is defined by
Rβ((ρ1, ρ1,x1, s1), · · · , (ρn, ρn,xn, sn))
:= ((ρ1, ρ1,x1, rβ(s1)), · · · , (ρn, ρn,xn, rβ(sn))),
where for any s ∈ 1
h
Z, rβ(s) ∈ [0, β)h and rβ(s) = s in 1hZ/βZ. By abusing the
notation we will sometimes consider Rβ as a map from ({1, 2} × B × Γ × 1hZ ×{1,−1})n to In satisfying the same condition on the time variables. The precise
meaning of the map Rβ should be understood from the context.
As in (4.2) we will often impose the condition
F (Rβ(X+ s)) = F (X),
(





on a function F : Im → C. For j ∈ N let F j(ψ) ∈ ∧even V be such that its anti-
symmetric kernels F jm : I
m → C (m = 2, 4, · · · , N) satisfy (4.4). The first lemma
summarizes bound properties of A(n)(ψ) (∈ ∧even V) (n ∈ N) defined by
A(n)(ψ) := Tree({1, 2, · · · , n}, C)
n∏
j=1






Recall that the anti-symmetric extension C˜ : I2 → C of the covariance C is defined
by
C˜(Xξ, Y ζ) := 1
2
(1(ξ,ζ)=(1,−1)C(X, Y )− 1(ξ,ζ)=(−1,1)C(Y,X)),(4.5)
(X, Y ∈ I0, ξ, ζ ∈ {1,−1}).
Let N denote 4bβhLd, the cardinality of the index set I.
Lemma 4.1. For any m ∈ {2, 4, · · · , N}, n ∈ N the anti-symmetric kernel A(n)m (·)






























































Proof. These are essentially same as [12, Lemma 3.1].
Next we deal with a Grassmann input with bi-anti-symmetric kernels. Let
functions Fp,q : I
p × Iq → C (p, q ∈ {2, 4, · · · , N}) be bi-anti-symmetric, satisfy
(4.4) and the following property. For any functions f : [0, β)ph → C, g : [0, β)qh → C
satisfying
f(rβ(s1 + s), rβ(s2 + s), · · · , rβ(sp + s)) = f(s1, s2, · · · , sp)(






g(rβ(s1 + s), rβ(s2 + s), · · · , rβ(sq + s)) = g(s1, s2, · · · , sq)(








Fp,q((ρ1ρ1x1s1ξ1, · · · , ρpρpxpspξp),Y)f(s1, · · · , sp) = 0,(4.10)




Fp,q(X, (η1η1y1t1ζ1, · · · , ηqηqyqtqζq))g(t1, · · · , tq) = 0,
(∀X ∈ Ip, (ηj, ηj ,yj, ζj) ∈ {1, 2} × B × Γ× {1,−1} (j = 1, 2, · · · , q)).











Fp,q(X,Y)Tree({1, 2, · · · , n+ 1}, C)
· (ψ1 + ψ)X(ψ2 + ψ)Y
n+1∏
j=3





The kernels of the Grassmann polynomials B(n)(ψ) (n ∈ N) are estimated as fol-
lows.
Lemma 4.2. For any m ∈ {2, 4, · · · , N}, n ∈ N the anti-symmetric kernel B(n)m (·)














































































2 ‖F n+1pn+1‖11∑n+1j=1 pj−2n≥m.
Proof. These are essentially proved in [12, Lemma 3.2].
Remark 4.3. In fact the property (4.10) of Fp,q(·, ·) is not used to prove Lemma
4.2. It is only necessary to characterize kernels of the Grassmann polynomial
denoted by E(n)(ψ) in Lemma 4.4. It is not directly used to derive estimates of
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the kernels in Lemma 4.4, either. However, we assume the property (4.10) of
Fp,q(·, ·) throughout this subsection in order not to complicate the assumptions
by unnecessary generalization of the lemmas. It is important to guarantee that
some output polynomials inherit the property (4.10) from the input polynomial as
claimed in Lemma 4.4, since it enables us to classify Grassmann polynomials with
or without the property (4.10) during the multi-scale integration process. It turns
out that those with the property (4.10) vanish at the final integration, which is one
essential reason why we can construct this many-electron system by keeping the
small coupling constant largely independent of the temperature and the imaginary
magnetic field.
In the next lemma we claim several inequalities which were not proved in [12,
Subsection 3.2]. Using the same input polynomials as in the above lemmas, we












· Tree({sj}m+1j=1 , C)(ψ1 + ψ)X
m+1∏
j=2





· Tree({tk}n−mk=1 , C)(ψ1 + ψ)Y
n−m∏
k=2






m ∈ {0, 1, · · · , n− 1},
1 = s1 < s2 < · · · < sm+1 ≤ n, 1 = t1 < t2 < · · · < tn−m ≤ n,
{sj}m+1j=2 ∪ {tk}n−mk=2 = {2, 3, · · · , n}, {sj}m+1j=2 ∩ {tk}n−mk=2 = ∅.
Here, unlike in [12, Lemma 3.3], we present the bi-anti-symmetric kernels of E(n)(ψ)
beforehand. Let us define functions E
(n)
a,b : I













































· fnm((pj)1≤j≤m+1, (uj)1≤j≤m+1, (qj)1≤j≤n−m, (vj)1≤j≤n−m)
((X′1,X
′















sgn(σ) sgn(τ)1(X′1,X′2,··· ,X′m+1)=Xσ1(Y′1,Y′2,··· ,Y′n−m)=Yτ ,
where the function








fnm((pj)1≤j≤m+1, (uj)1≤j≤m+1, (qj)1≤j≤n−m, (vj)1≤j≤n−m)


























































Lemma 4.4. For any n ∈ N, a, b ∈ {2, 4, · · · , N}, E(n)a,b is bi-anti-symmetric,














Moreover, the following inequalities hold for any a, b ∈ {2, 4, · · · , N}, n ∈ N≥2 and











































































≤ (1m6=0(m− 1)! + 1m=0)(1m6=n−1(n−m− 2)! + 1m=n−1)































≤ (1m6=0(m− 1)! + 1m=0)(1m6=n−1(n−m− 2)! + 1m=n−1)


































≤ (1m6=0(m− 1)! + 1m=0)(1m6=n−1(n−m− 2)! + 1m=n−1)


































≤ (1m6=0(m− 1)! + 1m=0)(1m6=n−1(n−m− 2)! + 1m=n−1)

































Proof. The kernels E
(n)
a,b (a, b ∈ {2, 4, · · · , N}) were essentially given in
[12, (3.41),(3.39)]. The claimed properties ofE
(n)
a,b and the inequalities (4.16), (4.17),
(4.20), (4.21) were essentially proved in [12, Lemma 3.3]. We need to show (4.18),
(4.19), (4.22) and (4.23). In fact these inequalities can be proved in similar ways
to the derivations of (4.16), (4.17), (4.20), (4.21). However, we provide the major
part of the proof for completeness. Let p := (pj)1≤j≤m+1, u := (uj)1≤j≤m+1,
q := (qj)1≤j≤n−m, v := (vj)1≤j≤n−m for simplicity in the following. Since the norm
bounds on E
(n)
a,b follow from norm bounds on the function f
n
m(p,u,q,v), let us focus
on estimating fnm(p,u,q,v).
First let us consider the case n = 1. By using the determinant bound (4.3) we




















for index = ‘1,∞′ or index = 1 and any anti-symmetric function g : I2 → C.
Let us consider the case n ≥ 2. Let us take an anti-symmetric function g : I2 →
C and estimate [fnm(p,u,q,v), g]1. If n ∈ {sj}m+1j=1 , we estimate the right-hand side






















For k1 ∈ {1, 2, · · · ,
∑n−m
k=1 vk} there uniquely exists k0 ∈ {1, 2, · · · , n − m} such




k0 6= 1. We consider the vertex tk0 as the root of the tree T ∈ T({tk}n−mk=1 ) and
recursively estimate from the younger branches to the root tk0 along the lines of T .



















if k0 6= 1. Then we consider the vertex n as the root of S ∈ T({sj}m+1j=1 ) and
recursively estimate from the younger branches to the root n along the lines of S.
In the end we obtain especially [Fp1,q1, g]1,∞ if k0 = 1, [Fp1,q1, C˜]1,∞ if k0 6= 1. In the
case n ∈ {tk}n−mk=1 we follow the other way round. We estimate the right-hand side






















For j1 ∈ {1, 2, · · · ,
∑m+1
j=1 uj} there uniquely exists j0 ∈ {1, 2, · · · , m+1} such that
Xj1 is a component of the variable of the function Fp1,q1 if j0 = 1 or F
sj0
pj0
if j0 6= 1.
We consider the vertex sj0 as the root of the tree S ∈ T({sj}m+1j=1 ) and recursively
estimate along the lines of S. Then we consider the vertex n as the root of the
tree T ∈ T({tk}n−mk=1 ) and recursively estimate along the lines of T . By applying
the determinant bound (4.3) we have that for any Xj ∈ Iuj (j = 1, 2, · · · , m+ 1),
Yk ∈ Ivk (k = 1, 2, · · · , n−m),
































































































































































































































Recall that for S ∈ T({sj}m+1j=1 ), dsj(S) denotes the degree of the vertex sj in S.
See [12, Subsection 3.1] for the definition of the operator ∆{p,q}(C). By following
the tactics of estimation explained in and after (4.25), (4.26) we can derive that
[fnm(p,u,q,v), g]1(4.28)











































2 (1tk=n‖F tkqk ‖1 + 1tk 6=n‖F tkqk ‖1,∞)
)
.
In fact the inequality with the term
sup{[Fp1,q1, g]1,∞‖C˜‖1,∞, [Fp1,q1, C˜]1,∞‖g‖1,∞}
in place of
[Fp1,q1, g]1,∞‖C˜‖1,∞ + [Fp1,q1, C˜]1,∞‖g‖1,∞
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can hold. However, we choose to use the above inequality for simplicity. Also, we





















k=1 dtk(T )! terms respectively.
In order to support the readers, let us present an intermediate step between
(4.27) and (4.28). Assume that n ∈ {sj}m+1j=1 . Take any k1 ∈ {1, 2, · · · ,
∑n−m
k=1 vk}.










|fnm(p,u,q,v)((X1,X2, · · · ,Xm+1),Y)||g(Y0, Yk1)|



























































































Then by integrating with the variable (X1,X2, · · · ,Xm+1) we obtain the right-hand
side of (4.28). By following the strategy explained after (4.26) we can deal with
the case n ∈ {tk}n−mk=1 as well.
Now to restart with (4.28), let us recall the following estimate based on the



























See [12, (3.20),(3.21)]. By substituting these inequalities and using the inequality
2n−1(1m=0 + 1m6=0(m− 1)!2−m−1)(1m=n−1 + 1m6=n−1(n−m− 2)!2−n+m)
≤ (1m=0 + 1m6=0(m− 1)!)(1m=n−1 + 1m6=n−1(n−m− 2)!)
we obtain that
[fnm(p,u,q,v), g]1(4.29)

























2 (1tk=n‖F tkqk ‖1 + 1tk 6=n‖F tkqk ‖1,∞)).



























we fix j1 ∈ {1, 2, · · · ,
∑m+1
j=1 uj}, k1 ∈ {1, 2, · · · ,
∑n−m
k=1 vk}. Then there uniquely
exist j0 ∈ {1, 2, · · · , m+1}, k0 ∈ {1, 2, · · · , n−m} such that Xj1 is a component of
the variable of the function Fp1,q1 if j0 = 1 or F
sj0
pj0
if j0 6= 1 and Yk1 is a component
of the variable of the function Fp1,q1 if k0 = 1 or F
tk0
qk0
if k0 6= 1. We recursively
estimate along the lines of T ∈ T({tk}n−mk=1 ) by considering the vertex tk0 as the root
in the first place. Then we recursively estimate along the lines of S ∈ T({sj}m+1j=1 )


























by performing the recursive estimation along the lines of S ∈ T({sj}m+1j=1 ) first
and the recursive estimation along the lines of T ∈ T({tk}n−mk=1 ) afterwards. Since
the procedure is parallel to the estimation of [fnm(p,u,q,v), g]1, we only state the
result.
[fnm(p,u,q,v), g]1,∞(4.30)

























2 ‖F tkqk ‖1,∞).
Again we overestimated by replacing
sup{[Fp1,q1, g]1,∞‖C˜‖1,∞, [Fp1,q1, C˜]1,∞‖g‖1,∞}
by their sum for simplicity.






















































where index = ‘1,∞′ or index = 1. By substituting (4.24) for index = ‘1,∞′, 1,
(4.30), (4.29) into (4.31) we obtain (4.18), (4.19), (4.22), (4.23) respectively.
4.3 Generalized covariances
We construct the general multi-scale integration process by assuming scale-dependent
bound properties of covariances. Here let us list the properties of the generalized
covariances. Assume that Nβ < Nˆβ, Nβ, Nˆβ ∈ Z. These numbers represent the in-
tegration scales. We should think that at the scale Nˆβ+1 we perform a single-scale
ultra-violet (UV) integration and from Nˆβ to Nβ we perform a multi-scale infrared
(IR) integration. Let c0, M ∈ R≥1, cend ∈ R>0. We assume that covariances
Cl : I20 → C (l = Nβ , Nβ + 1, · · · , Nˆβ) satisfy the following properties.
• Cl (l = Nβ + 1, Nβ + 2, · · · , Nˆβ) satisfy (4.2).
•
CNβ(ρρxs, ηηyt) = CNβ(ρρx0, ηηy0),(4.32)
(∀(ρ, ρ,x, s), (η, η,y, t) ∈ I0).
•
| det(〈ui,vj〉CmCl(Xi, Yj))1≤i,j≤n| ≤ (c0Ma(l−Nˆβ))n,(4.33)
(∀m,n ∈ N, ui,vi ∈ Cm with ‖ui‖Cm , ‖vi‖Cm ≤ 1,






(a−1−∑dj=1 1nj )(l−Nˆβ) + 1l=Nβcend
)
,(4.34)
(∀l ∈ {Nβ , Nβ + 1, · · · , Nˆβ}).
•







(∀l ∈ {Nβ + 1, Nβ + 2, · · · , Nˆβ}).
Here C˜l : I2 → C is the anti-symmetric extension of Cl defined as in (4.5). In Subsec-
tion 5.1 we will explicitly define these scale-dependent covariances by decomposing
the actual covariance appearing in the formulation Lemma 3.6.
4.4 Multi-scale integration without the artificial term
In the rest of this section we always extend the coupling constant to be a complex




































The well-definedness of this Grassmann polynomial is a priori guaranteed only
for small u. We are going to construct an analytic continuation of this Grass-
mann polynomial. Uniform boundedness of the analytically continued polynomial
is important in controlling the integrand of the Gaussian integrals in the final for-
mulation Lemma 3.6 (iii). In the next subsection we will perform a multi-scale
integration by adding the artificial term A(ψ) to the input polynomial. We want
to prove the analyticity of Grassmann polynomials with the variable u as a result
of the multi-scale integration in this subsection. For this purpose it is natural
to consider kernels of Grassmann polynomials as elements of the Banach space




We also let ‖ · ‖1,∞,r denote the uniform norm of C(D(r),C) for notational con-
sistency. Similarly for f ∈ C(D(r),Map(Im,C)) and an anti-symmetric function
g : I2 → C we set




More generally, for any domain D of Cn and finite-dimensional complex Banach
space B we let C(D,B), Cω(D,B) denote the set of all continuous maps from D
to B, the set of all analytic maps from D to B respectively. In practice we let
B be
∧
even V or Map(Im,C), even though we do not always specify a norm on
these complex vector spaces. The finite-dimensionality implies that every norm is
equivalent to each other. Normally, we use ‖·‖1,∞ or ‖·‖1 as a norm of Map(Im,C)
and induce a norm of
∧
even V by measuring anti-symmetric kernels of a Grassmann
polynomial by ‖ ·‖1,∞ or ‖ ·‖1. The readers should understand which norm is being
considered from the context. Observe that once a norm is defined in
∧
even V,
f ∈ C(D,∧even V) is equivalent to f0 ∈ C(D), f(·)m ∈ C(D,Map(Im,C)) (m =
2, 4, · · · , N), which is equivalent to f0 ∈ C(D), f(·)m(X) ∈ C(D) (X ∈ Im, m =
2, 4, · · · , N), where f(u)m (m = 2, 4, · · · , N) are anti-symmetric kernels of f(u)(ψ)
for u ∈ D. The parallel statements can be made for Cω(D,∧even V). In order to
systematically describe properties of Grassmann data in the multi-scale integration,
we define several subsets of C(D(r),
∧
even V). In the following we let l ∈ {Nβ +
1, Nβ + 2, · · · , Nˆβ}, r ∈ R>0 and α ∈ R≥1.

















• For any u ∈ D(r) the anti-symmetric kernels f(u)m : Im → C (m =




















Simply speaking, we use the set Q(r, l) to collect Grassmann data bounded by the
inverse volume factor.

















• There exist fp,q ∈ C(D(r),Map(Ip × Iq,C)) (p, q ∈ {2, 4, · · · , N}) such that
for any u ∈ D(r), p, q ∈ {2, 4, · · · , N}, fp,q(u) : Ip × Iq → C is bi-anti-





































a(l−Nˆβ)[fp,q, g]1,∞,r ≤ L−d‖g‖,(4.38)
for any anti-symmetric function g : I2 → C.
In essence the set R(r, l) will be used to collect Grassmann data having the van-
ishing property (4.10).
Let us start explaining the inductive multi-scale integration process by explicitly
defining the initial Grassmann data. Define V
0−1,Nˆβ

















Let us define V
0−2,Nˆβ
2,2 : D(r)→ Map(I2 × I2,C) by
V
0−2,Nˆβ




















V 0−1,Nˆβ(u)(ψ) + V 0−2,Nˆβ(u)(ψ) = −V (u)(ψ) +W (u)(ψ).
We give V 0−1,Nˆβ + V 0−2,Nˆβ as the initial data to the multi-scale integration. Using
the notations introduced above, let us inductively define V 0−1,l, V 0−2,l ∈
C(D(r),
∧
even V) (l = Nβ + 1, Nβ + 2, · · · , Nˆβ) as follows. Assume that we have











V 0−2,l+1p,q (u)(X,Y)ψXψY, (∀u ∈ D(r))
with V 0−2,l+1p,q ∈ C(D(r),Map(Ip × Iq,C)) (p, q ∈ {2, 4, · · · , N}) satisfying the



































Tree({1, 2, · · · , n+ 1}, Cl+1)
· (ψ1 + ψ)X(ψ2 + ψ)Y
n+1∏
j=3























· Tree({sj}m+1j=1 , Cl+1)(ψs1 + ψ)X
m+1∏
j=2





· Tree({tk}n−mk=1 , Cl+1)(ψt1 + ψ)Y
n−m∏
k=2










j=1 , {tk}n−mk=1 )
∣∣∣∣∣
1 = s1 < s2 < · · · < sm+1 ≤ n,
1 = t1 < t2 < · · · < tn−m ≤ n,
{sj}m+1j=2 ∪ {tk}n−mk=2 = {2, 3, · · · , n},















on the assumption that these series converge in
∧
even V.
Let us see how these Grassmann data are derived during the process. We give
V 0−1,l+1 + V 0−2,l+1 to the single-scale integration with the covariance Cl+1. By





















































= V 0−1−1,l,(n)(u)(ψ) + V 0−1−2,l,(n)(u)(ψ) + V 0−2,l,(n)(u)(ψ).
We should remark that the above transformation is essentially same as [12, (3.56)]
and is based on the ideas of the earlier papers [15, (3.38)], [14, (IV.15)]. Also,
we should remind us that the logarithm and the inverse of the even Grassmann
polynomials are analytic with z, (zj)
n
j=2 in a neighborhood of the origin and thus
the above transformation is mathematically justified.
Let us explain the rule of the superscripts put on these Grassmann data. We
use the label 0 − 1, 0 − 2 as the 1st superscript of Grassmann data independent
of the artificial parameters λ1, λ2. In the next subsection we will use the label
1 − j, 2 as the 1st superscript of Grassmann data depending on λ1, λ2 linearly,
at least quadratically respectively. The 2nd superscript stands for the scale of
integration. The Grassmann data with the 2nd superscript l is to be integrated
with the covariance Cl. For example, V 0−1,l is independent of λ1, λ2 and to be
integrated with the covariance Cl. V 1−1,l+1 is linearly dependent on λ1, λ2 and to
be integrated with Cl+1 and so on.
We can describe properties of these scale-dependent Grassmann data as follows.
Lemma 4.5. There exists a positive constant c4 independent of any parameter such
that if
M








V 0−1,l ∈ Q(b−1c−20 α−4, l),
V 0−2,l ∈ R(b−1c−20 α−4, l), (∀l ∈ {Nβ, Nβ + 1, · · · , Nˆβ}).
Proof. During the proof we often replace a generic positive constant denoted by ‘c’
by a larger generic constant still denoted by the same symbol without commenting
on the replacement. It should be understood in the end that these replacement do
not violate the validity of the proof of the claims.
We can see from (4.39), (4.40) that V
0−1,Nˆβ
2 (u)(·) is anti-symmetric, satisfies
(4.4), V
0−2,Nˆβ
2,2 (u)(·, ·) is bi-anti-symmetric, satisfies (4.4), (4.10) and
‖V 0−1,Nˆβ2 (u)‖1,∞ ≤ |u|L−d,(4.43)
‖V 0−2,Nˆβ2,2 (u)‖1,∞ ≤ b|u|,(4.44)
[V
0−2,Nˆβ
2,2 (u), g]1,∞ ≤ |u|L−d‖g‖(4.45)
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for any anti-symmetric function g : I2 → C. Thus it follows that V 0−1,Nˆβ ∈
Q(b−1c−20 α−4, Nˆβ), V 0−2,Nˆβ ∈ R(b−1c−20 α−4, Nˆβ).
Set r := b−1c−20 α
−4. Assume that l ∈ {Nβ, Nβ + 1, · · · , Nˆβ − 1} and we have
V 0−1,j ∈ Q(r, j), V 0−2,j ∈ R(r, j) (j = l + 1, l + 2, · · · , Nˆβ). Let us show that
V 0−1−1,l, V 0−1−2,l, V 0−2,l are well-defined and V 0−1−1,l+V 0−1−2,l ∈ Q(r, l), V 0−2,l ∈
R(r, l). The following inequalities can be derived from the definition of Q(r, l+1),






































































for any anti-symmetric function g : I2 → C. In the derivation of (4.48), (4.50) we
used the inequality




which is based on the uniqueness of anti-symmetric kernel. By using these inequal-
ities we will prove the claimed bound properties of the Grassmann data at l-th
scale in the following.
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First of all, let us consider V 0−1−1,l,(n). By (4.6) and (4.33), for any m ∈
{0, 2, · · · , N}












2 ‖V 0−1,l+1p ‖1,∞,r.
Then by (4.46) and (4.36) for l + 1





































2 ‖V 0−1,l+1p ‖1,∞,r
≤ cL−dM−a.















V 0−1,l+1(u)(ψj + ψ)
n∏
k=q+1













































































































or by assuming that α ≥ c,
∞∑
n=2










and using the condition αM−
a
























































‖V 0−1−1,l,(n)m ‖1,∞,r ≤ cα−2M−aL−d.(4.58)



















2 [V 0−2,l+1p1,p2 , C˜l+1]1,∞,r1p1+p2−2≥m.


















































































































or by assuming that α ≥ c
∞∑
n=2





On the other hand, by using (4.50), (4.52), (4.35) and the condition αM−
a
2 ≥ 23






2 ‖V 0−1−2,l,(n)m ‖1,∞,r


















































‖V 0−1−2,l,(n)m ‖1,∞,r ≤ cα−4M−2aL−d.(4.63)






























(‖V 0−1−1,l,(n)m ‖1,∞,r + ‖V 0−1−2,l,(n)m ‖1,∞,r)
≤ cM−aL−d.
The above inequalities imply that if M ≥ c and α ≥ c,
V 0−1−1,l + V 0−1−2,l ∈ Q(r, l).
In fact Lemma 4.1, Lemma 4.2 ensure that the anti-symmetric kernels of V 0−1−1,l,(n)+
V 0−1−2,l,(n) satisfy (4.4) and thus so do the anti-symmetric kernels of V 0−1−1,l +
V 0−1−2,l. The above uniform convergent property implies the claimed regular-









2 ≥ 23 to reach this conclusion.
Next let us deal with V 0−2,l,(n). The analysis is based on Lemma 4.4. The lemma
ensures the existence of bi-anti-symmetric kernels satisfying (4.4), (4.10). We can
see from (4.15) and the induction hypothesis that V
0−2,l,(n)
a,b ∈ C(D(r),Map(Ia ×
Ib,C)) ∩ Cω(D(r),Map(Ia × Ib,C)) (n ∈ N, a, b ∈ {2, 4, · · · , N}), which implies
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that V 0−2,l,(n) ∈ C(D(r),∧even V)∩Cω(D(r),∧even V). We need to establish bound
properties of V 0−2,l,(n). It follows from (4.16) and (4.33) that for a, b ∈ {2, 4, · · · , N}

















By (4.37) for l + 1 and the assumption α ≥ 2, Ma ≥ 26,
‖V 0−2,l,(1)2,2 ‖1,∞,r
(4.64)





















































































By applying (4.18), (4.38) in place of (4.16), (4.37) respectively and repeating a
parallel argument to the above argument we can derive on the assumption α ≥ 2,
Ma ≥ 26 that
[V
0−2,l,(1)






















for any anti-symmetric function g : I2 → C.


















(1m6=0(m− 1)! + 1m=0)(1m6=n−1(n−m− 2)! + 1m=n−1)



































































































‖V 0−2,l,(n)a,b ‖1,∞,r ≤ cα−2M
−3a+(∑dj=1 1nj +1)(l+1−Nˆβ ).
(4.70)
Take any anti-symmetric function g : I2 → C. We can derive from (4.22), (4.33),












(1m6=0(m− 1)! + 1m=0)(1m6=n−1(n−m− 2)! + 1m=n−1)
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[V 0−2,l+1p1,q1 , g]1,∞,rc0M





























Then by using (4.35), (4.50), (4.52), (4.68), the inequality ‖g‖1,∞ ≤ ‖g‖ and the
assumptions αM−
a












a,b , g]1,∞,r ≤ cα−2M
−3a+(∑dj=1 1nj +1)(l+1−Nˆβ)L−d‖g‖.
(4.71)




























On the assumption M
2a−1−∑dj=1 1nj ≥ c the right-hand side of the above inequality
is less than 1. Because of the assumption (1.13), the condition M
2a−1−∑dj=1 1nj ≥ c
can be realized by taking M large. Similarly, it follows from (4.66), (4.67), (4.71)
and the condition M































for any anti-symmetric function g : I2 → C. Thus we conclude that on the as-
sumption M
2a−1−∑dj=1 1nj ≥ c that
V 0−2,l ∈ R(r, l).
We needed to assume in total that











for a positive constant c independent of any parameter, in order to conclude the
l-th step. The above assumptions can be summarized as in (4.42).
The induction with l proves that the claim holds true.
Remark 4.6. In the proof of the claim V 0−2,l ∈ R(r, l) we crucially used the
condition (1.13).
4.5 Multi-scale integration with the artificial term










where A(ψ) is the Grassmann polynomial defined in (3.1). Since the artificial term
A(ψ) is parameterized by λ = (λ1, λ2) ∈ C2, the Grassmann data in this process is
parameterized by (u,λ). We will classify them in terms of the degree with λ. It is
structurally natural to measure kernels of these Grassmann data by using a variant




Then C(D(r) × D(r′)2,Map(Im,C)) is a Banach space with the norm ‖ · ‖1,r,r′.




for f0 ∈ C(D(r)×D(r′)2,C). Moreover, we introduce a variant of the measurement
[·, ·]1 as follows. For f ∈ C(D(r)×D(r′)2,Map(Im×In,C)) and an anti-symmetric
function g : I2 → C,
[f, g]1,r,r′ := sup
(u,λ)∈D(r)×D(r′)2
[f(u,λ), g]1.
To describe scale-dependent properties of Grassmann data during the multi-scale
integration process, we introduce sets of
∧V-valued functions. Let l ∈ {Nβ , Nβ +





















• For any u ∈ D(r), λ 7→ f(u,λ)(ψ) : C2 → ∧even V is linear.
• For any (u,λ) ∈ D(r) × C2 the anti-symmetric kernels f(u,λ)m : Im → C













We use the set Q′(r, r′, l) to collect Grassmann data linearly dependent on λ and
bounded by L−d.

















• For any u ∈ D(r), λ 7→ f(u,λ)(ψ): C2 → ∧even V is linear.
• There exist fp,q ∈ C(D(r)× C2,Map(Ip × Iq,C)) (p, q ∈ {2, 4, · · · , N}) such
that for any (u,λ) ∈ D(r)×C2, p, q ∈ {2, 4, · · · , N}, fp,q(u,λ) : Ip× Iq → C
































a(l−Nˆβ)[fp,q, g]1,r,r′ ≤ L−d‖g‖,(4.74)
for any anti-symmetric function g : I2 → C.
The role of the set R′(r, r′, l) is to collect Grassmann data linearly depending on
λ, having bi-anti-symmetric kernels satisfying the property (4.10).
It is also necessary to define a set which can contain descendants of the artificial

















• For any u ∈ D(r), λ 7→ f(u,λ)(ψ) : C2 → ∧even V is linear.
• For any (u,λ) ∈ D(r) × C2 the anti-symmetric kernels f(u,λ)m : Im → C









In fact the descendants of −A(ψ) are independent of u. Thus the condition con-
cerning the variable u assumed in S(r, r′, l) is not necessary. However, by defining
the set as above we can avoid introducing another norm.
Finally we define a set of Grassmann data depending on λ at least quadratically.





















f(u, 0)(ψ) = 0.
• For any (u,λ) ∈ D(r)×D(r′)2 the anti-symmetric kernels f(u,λ)m : Im → C












In the following we inductively define a family of Grassmann polynomials, which
are the scale-dependent input and output of the multi-scale integration process
from Nˆβ to Nβ + 1. We admit the results of Lemma 4.5 stating that V
0−1,l ∈
Q(b−1c−20 α−4, l), V 0−2,l ∈ R(b−1c−20 α−4, l) (∀l ∈ {Nβ, Nβ + 1, · · · , Nˆβ}) and define







(l = Nβ, Nβ + 1, · · · , Nˆβ)




V 1−3,Nˆβ(λ)(ψ) := −A(ψ).
Moreover, set
V 1−1,Nˆβ = V 1−2,Nˆβ := 0, V 1,Nˆβ :=
3∑
j=1
V 1−j,Nˆβ , V 2,Nˆβ := 0.
Let us assume that l ∈ {Nβ, Nβ + 1, · · · , Nˆβ − 1} and we have
V 1−1,l+1 ∈ Q′(r, r′, l + 1), V 1−2,l+1 ∈ R′(r, r′, l + 1),
V 1−3,l+1 ∈ S(r, r′, l + 1), V 2,l+1 ∈ W(r, r′, l + 1).
Set V 1,l+1 :=
∑3
j=1 V




















Tree({1, 2, · · · , n}, Cl+1)
n∏
j=1










(n− 1)!Tree({1, 2, · · · , n}, Cl+1)















(n− 1)!Tree({1, 2, · · · , n}, Cl+1)
· V 1,l+1(ψ1 + ψ)
n∏
j=2





















Let us decompose or rename each term of the right-hand side of (4.77) from top




Tree({1, 2, · · · , n}, Cl+1)
n∏
j=1




for n ∈ N≥1, then V 0,l(ψ) =
∑∞
n=1 V
0,l,(n)(ψ). Let us set






























· Tree({1}, Cl+1)(ψ1 + ψ)X
∣∣∣
ψ1=0




















= V 1−1−2,l(ψ) + V 1−2−1,l(ψ).
Thus it follows that




= V 1−1−1,l(ψ) + V 1−1−2,l(ψ) + V 1−2−1,l(ψ) + V 1−3,l(ψ).





(n− 1)!Tree({1, 2, · · · , n}, Cl+1)



























(n− 1)!Tree({1, 2, · · · , n+ 1}, Cl+1)
· (ψ1 + ψ)X(ψ2 + ψ)Y
n∏
j=3














































It follows from the same argument as in (4.41) that
1


















= V 1−1−4,l,(n)(ψ) + V 1−2−2,l,(n)(ψ).
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By giving back these Grassmann polynomials to the expansion (4.77) we see that
















= V 0,l,(n)(ψ) + 1n=1(V
1−1−1,l(ψ) + V 1−1−2,l(ψ) + V 1−2−1,l(ψ) + V 1−3,l(ψ))
+ 1n≥2(V 1−1−3,l,(n)(ψ) + V 1−1−4,l,(n)(ψ) + V 1−2−2,l,(n)(ψ)) + V 2,l,(n)(ψ).






















We are going to prove the convergence, regularity and bound properties of these
Grassmann polynomials. Remind us that the data V 0,l is independent of the arti-
ficial parameter λ, the data V 1−j,l (j = 1, 2, 3) are linear with λ and V 2,l depends
on λ at least quadratically. The 2nd superscript l indicates that these are to be










Lemma 4.7. Let c4 be the constant appearing in Lemma 4.5. Then there exists a
constant c5 ∈ [c4,∞) independent of any other parameters such that if
M






, h ≥ 2,
(4.85)
then
V 1−1,l ∈ Q′(b−1c−20 α−4, c−15 εNˆβ−lβ β−1c−20 α−4, l),
V 1−2,l ∈ R′(b−1c−20 α−4, c−15 εNˆβ−lβ β−1c−20 α−4, l),
V 1−3,l ∈ S(b−1c−20 α−4, c−15 εNˆβ−lβ β−1c−20 α−4, l),
V 2,l ∈ W(b−1c−20 α−4, c−15 hl−NˆβεNˆβ−lβ β−1c−20 α−4, l),
(∀l ∈ {Nβ, Nβ + 1, · · · , Nˆβ}).
85




−4 of λ assumed on V 1−1,l, V 1−2,l, V 1−3,l
amounts to heavy β-dependent bounds on these Grassmann data. Also, the radius
of analyticity of V 2,l with λ depends not only on β but on h heavily. While we
have to make best efforts to improve β-dependency of the possible magnitude of
the variable u as the main focus of this paper, the β-dependency of the magnitude
of λ does not affect our main results. Therefore we choose to simplify the fol-
lowing inductive estimation procedure at the expense of (β, h)-dependency of the
magnitude of λ rather than to optimize it with some complications.
In the proof of Lemma 4.7 we will use the following lemma.
Lemma 4.9. Assume that m, p, q ∈ N≥2,
f 10 ∈ C(D(r)× C2) ∩ Cω(D(r)× C2),
f 1m ∈ C(D(r)× C2,Map(Im,C)) ∩ Cω(D(r)× C2,Map(Im,C)),
f 1p,q ∈ C(D(r)× C2,Map(Ip × Iq,C)) ∩ Cω(D(r)× C2,Map(Ip × Iq,C)),
f 20 ∈ C(D(r)×D(r′)
2
) ∩ Cω(D(r)×D(r′)2),
f 2m ∈ C(D(r)×D(r′)
2
,Map(Im,C)) ∩ Cω(D(r)×D(r′)2,Map(Im,C)),
λ 7→ f 10 (u,λ) : C2 → C, λ 7→ f 1m(u,λ)(X) : C2 → C,
λ 7→ f 1p,q(u,λ)(Y,Z) : C2 → C are linear and
f 20 (u, 0) =
∂
∂λj





f 2m(u, 0)(X) = 0,
(∀u ∈ D(r), X ∈ Im, (Y,Z) ∈ Ip × Iq, j ∈ {1, 2}).
Then,
‖f jn(u, ελ)‖1 ≤ ε‖f jn‖1,r,r′, ‖f jn(u, ελ)‖1,∞ ≤ hε‖f jn‖1,r,r′,(4.86)
[f 1p,q(u, ελ), g]1 ≤ ε[f 1p,q, g]1,r,r′,
(∀u ∈ D(r), λ ∈ D(r′)2, ε ∈ [0, 1/2], j ∈ {1, 2}, n ∈ {0, m}).
Here g : I2 → C is any anti-symmetric function.
Proof. These are essentially same as the inequalities [12, (3.91),(3.92)]. The in-
equalities (4.86) for j = 1 are trivial because of the linearity. To prove the inequal-
ities for j = 2, one can use the following equality.







z2(z − ε) ,
(∀u ∈ D(r), λ ∈ D(r′)2, ε ∈ [0, 1/2], δ ∈ (1/2, 1), X ∈ Im).
Proof of Lemma 4.7. During the proof we often omit the sign of dependency on
the parameter (u,λ) to shorten formulas. Since V 1−3,l(ψ) (l = Nβ , Nβ+1, · · · , Nˆβ)
are defined independently of other polynomials, we can readily summarize their
properties. Since V 1−3,l4 (ψ) = −λ2A24(ψ) for any l ∈ {Nβ, Nβ + 1, · · · , Nˆβ},












(∀(ρj , ρj,xj , sj, ξj) ∈ I (j = 1, 2, 3, 4)).
Thus




















(∀(ρj , ρj,xj , sj, ξj) ∈ I (j = 1, 2)).
Thus
‖V 1−3,Nˆβ2 ‖1,r,r′ ≤ 2βr′.(4.88)
We can see from the definition that for l ∈ {Nβ, Nβ + 1, · · · , Nˆβ − 1}
V 1−3,l2 (ψ)
(4.89)















































By using (4.33), (4.87), (4.88) and the assumptions c0 ≥ 1, M ≥ 2,











Moreover it follows from the definition and (4.89) that
V 1−3,l0
= V 1−3,l+10 + Tree({1}, Cl+1)V 1−3,l+12 (ψ1)
∣∣∣
ψ1=0






































































































The inequalities (4.87), (4.90), (4.91) and c0 ≥ 1, α ≥ 1 result in







m‖V 1−3,lm ‖1,r,r′ ≤ cβc20α4r′.
By definition λ 7→ V 1−3,l(λ)(ψ) is linear for any l ∈ {Nβ, Nβ + 1, · · · , Nˆβ}. The
statement of Lemma 4.1 and the induction with l ensure that V 1−3,lm : I
m → C (m =
2, 4, l = Nβ , Nβ + 1, · · · , Nˆβ) satisfy (4.4). Combined with these basic properties,
the above inequalities conclude that there exists a generic positive constant c′
independent of any parameter such that
V 1−3,l ∈ S(r, c′−1εNˆβ−lβ β−1c−20 α−4, l), (∀l ∈ {Nβ, Nβ + 1, · · · , Nˆβ})(4.92)
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for any α ∈ R≥1, r ∈ R>0. Here we also used that εβ ≤ 1.
Let us set r := b−1c−20 α
−4, r′ := c′−1β−1c−20 α
−4 with the constant c′ appearing
in (4.92). Let l ∈ {Nβ, Nβ + 1, · · · , Nˆβ − 1} and assume that
V 1−1,l+1 ∈ Q′(r, εNˆβ−l−1β r′, l + 1), V 1−2,l+1 ∈ R′(r, εNˆβ−l−1β r′, l + 1),
V 2,l+1 ∈ W(r, hl+1−NˆβεNˆβ−l−1β r′, l + 1)
as the induction hypothesis. Note that these inclusion trivially hold for l = Nˆβ−1.
Check that if M ≥ 2, εβ ≤ M−1 ≤ 12 . Thus we can apply the inequalities (4.86)
with ε = εβ. Let us list useful inequalities derived from the induction hypothesis,























































































































To derive (4.95), (4.96), we used a variant of the inequality (4.53). We can derive























Let us start the analysis of l-th step by studying V 1−1−1,l. By Lemma 4.1 its
kernels satisfy (4.4). By (4.7), (4.33), (4.72) for l + 1, (4.86) and the conditions



























































Next let us consider V 1−1−2,l. By Lemma 4.2 the kernels of V 1−1−2,l satisfy














2 [V 1−2,l+1p1,p2 , C˜l+1]1,r,εNˆβ−lβ r′
1p1+p2−2≥m.
Then by using (4.35), (4.97), (4.98) and the condition αM−
a

















































Next let us consider V 1−1−3,l,(n) (n ∈ N≥2). By Lemma 4.1 the anti-symmetric
kernels of V 1−1−3,l,(n) satisfy (4.4). Thus if
∑∞
n=2 V
1−1−3,l,(n) converges, those of















V 0−1,l+1(ψj + ψ)
n∏
k=q+2


































































































Also by using (4.47), (4.50), (4.104) and the assumptions αM−
a
































































Next let us deal with V 1−1−4,l,(n) (n ∈ N≥2). By Lemma 4.2 its anti-symmetric




in order to prove that the kernels of V 1−1−4,l satisfy (4.4) as well. By (4.14), (4.33)








































2 ‖V 1,l+1pn+1 ‖1,r,εNˆβ−lβ r′1
∑n+1
j=1 pj−2n≥m.


























































Also by using (4.35), (4.50), (4.52), (4.104) and the assumption αM−
a
2 ≥ 23 we











































































































































Recalling (4.84), one can see that under the assumptions α ≥ c, M ≥ c the right-




1−1−j,l we conclude that
V 1−1,l ∈ Q′(r, εNˆβ−lβ r′, l).
Recall that we have also assumed that αM−
a








Let us study V 1−2−1,l. By Lemma 4.4 there exist V 1−2−1,la,b ∈ Map(D(r) ×
C2,Map(Ia × Ib,C)) (a, b = 2, 4, · · · , N) such that for any (u,λ) ∈ D(r) × C2,
V 1−2−1,la,b (u,λ) : I












Moreover it follows from the definition and the induction hypothesis that















and λ 7→ V 1−2−1,l(u,λ)(ψ) : C2 7→ ∧even V is linear for any u ∈ D(r). Let us


































































Based on (4.19), (4.33), (4.74) for l+1, (4.86) and the conditions α ≥ 2, Ma ≥ 24,











for any anti-symmetric function g : I2 → C.
Next let us consider V 1−2−2,l,(n) (n ∈ N≥2). Lemma 4.4 ensures that V 1−2−2,l,(n)
can be written with bi-anti-symmetric kernels V
1−2−2,l,(n)
a,b ∈ Map(D(r)× C2,
Map(Ia × Ib,C)) (a, b = 2, 4, · · · , N) and for any (u,λ) ∈ D(r) × C2, a, b ∈
{2, 4, · · · , N} the kernel V 1−2−2,l,(n)a,b (u,λ) satisfies (4.4) and (4.10). Moreover we
can deduce from (4.15) and the induction hypothesis that
V
1−2−2,l,(n)
a,b ∈ C(D(r)× C2,Map(Ia × Ib,C)) ∩ Cω(D(r)× C2,Map(Ia × Ib,C))
and λ 7→ V 1−2−2,l,(n)(u,λ)(ψ) : C2 → ∧even V is linear for any u ∈ D(r). These
properties must hold true for V 1−2−2,l, once
∑∞
n=2 V
1−2−2,l,(n) is proved to be uni-












· (1m6=0(m− 1)! + 1m=0)(1m6=n−1(n−m− 2)! + 1m=n−1)

















































































































−2a+(∑dj=1 1nj +1)(l+1−Nˆβ ))n−1εβM−a
≤ (cα−2M−a)n−1εβM−a.














On the other hand, one can apply (4.23), (4.33), (4.34) to derive that for any














· (1m6=0(m− 1)! + 1m=0)(1m6=n−1(n−m− 2)! + 1m=n−1)
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[V 0−2,l+1p1,q1 , g]1,∞,rc0M
































Then by substituting (4.35), (4.50), (4.52), (4.68), (4.104), using the inequality
‖g‖1,∞ ≤ ‖g‖ and the assumption αM− a2 ≥ 23 and computing in a parallel way to













































































≤ c(M−2a + α−2M−2a)εβL−d‖g‖.
If we assume that M ≥ c, the right-hand side of (4.122), (4.123) is less than 1,
L−d‖g‖ respectively. By setting V 1−2,l := V 1−2−1,l +∑∞n=2 V 1−2−2,l,(n) we conclude
that
V 1−2,l ∈ R′(r, εNˆβ−lβ r′, l).
96
Remind us that we have also assumed α ≥ c, αM− a2 ≥ 23 on the way to this result.
It remains to analyze V 2,l,(n) (n ∈ N≥1). It can be seen from the definition, the




















V 2,l,(n)(u, 0)(ψ) =
∂
∂λj
V 2,l,(n)(u, 0)(ψ) = 0, (∀j ∈ {1, 2}, u ∈ D(r)).
For (u,λ) ∈ D(r)×D(hl−NˆβεNˆβ−lβ r′)
2
Lemma 4.1 implies that the anti-symmetric
kernels of V 2,l,(n)(u,λ)(ψ) satisfy (4.4). If
∑∞
n=1 V
2,l,(n) is uniformly convergent,
then V 2,l and its kernels automatically satisfy the properties (4.124), (4.4). By


















































































Let n ∈ N≥2. Take bj ∈ {0, 1, 2} (j = 1, 2, · · · , n) satisfying
∑n






Tree({1, 2, · · · , n}, Cl+1)
n∏
j=1












Tree({1, 2, · · · , n}, Cl+1)
n∏
j=1













































‖V 0,l+1pj ‖1,∞,r +
2∑
aj=1







Here we used the condition h ≥ 2 to apply (4.86) with ε = 1/h. Since V 2,l,(n) is
the sum of V 2,l,(n),(bj)
n









≤ 3n · (R. H. S of (4.127)).(4.128)
We need to use the following inequalities which are derived from (4.46), (4.47),

























2 ‖V 0,l+1m ‖1,∞,r ≤ cM
−a+(∑dj=1 1nj +1)(l+1−Nˆβ).(4.130)
By inserting (4.101), (4.103), (4.129) into (4.128) and recalling (4.84), h ≥ 1 and





































Also by combining (4.102), (4.104), (4.130) with (4.128), using the condition αM−
a
2 ≥
























−a+(∑dj=1 1nj +1)(l+1−Nˆβ) + cεβM−a
)n−1
≤ εβM−a(cα−2)n−1,









































Under the assumption M ≥ c, the right-hand side of (4.133), (4.134) becomes less
than α−2, 1 respectively. Thus by setting V 2,l :=
∑∞
n=1 V
2,l,(n) we conclude that
V 2,l ∈ W(r, hl−NˆβεNˆβ−lβ r′, l).
In the l-th step we needed the conditions






, h ≥ 2
for a positive constant c independent of any parameter. Since we have admitted the
results of Lemma 4.5, we have to combine the above conditions with the conditions
(4.42). All the conditions are summarized as in (4.85). The induction with l ensures
that the claim holds true.
4.6 The final integration



















we can use it as the input to the single-scale integration with the covariance CNβ .
Since the constant c5 is not less than c4, we can deduce from Lemma 4.5, Lemma
4.7 that under the assumptions of Lemma 4.7,
V 0−1,Nβ ∈ Q(b−1c−20 α−4, Nβ),(4.135)
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V 0−2,Nβ ∈ R(b−1c−20 α−4, Nβ),
V 1−1,Nβ ∈ Q′(b−1c−20 α−4, c−15 εNˆβ−Nββ β−1c−20 α−4, Nβ),
V 1−2,Nβ ∈ R′(b−1c−20 α−4, c−15 εNˆβ−Nββ β−1c−20 α−4, Nβ),
V 1−3,Nβ ∈ S(b−1c−20 α−4, c−15 εNˆβ−Nββ β−1c−20 α−4, Nβ),
V 2,Nβ ∈ W(b−1c−20 α−4, c−15 hNβ−NˆβεNˆβ−Nββ β−1c−20 α−4, Nβ).
Set
r := b−1c−20 α




Then let us define the functions V end,(n) : D(r)×D(rˆ)2 → C (n ∈ N≥1), V 1−3,end :
D(rˆ)























We set V end :=
∑∞
n=1 V
end,(n) if it converges. We conclude this section by summa-
rizing properties of V end in a convenient way for applications in the next section.
Lemma 4.10. Let c5 be the constant appearing in Lemma 4.7. Then there exists
a constant c6 ∈ [c5,∞) independent of any other parameters such that if
M

































(iii) For j ∈ {1, 2}
sup
u∈D(b−1c−20 α−4)












Proof. The claims can be proved in the same way as the proof of [12, Lemma 3.8].
However, we provide a sketch of the proof for completeness of the paper. Observe
that for any c6 ∈ [c5,∞) the conditions (4.136) imply (4.85). It follows from the
property (4.32) and the property (4.10) of the kernels of V 0−2,Nβ , V 1−2,Nβ that for
































We can use (4.7), (4.9), (4.33), (4.34), (4.36), (4.72), (4.75), (4.76), (4.86) with
ε = h−1L−d(≤ 1/2) and the condition α ≥ 23 to derive that
‖V end,(1)‖1,r,h−1L−drˆ

























−(∑dj=1 1nj +1)(Nβ−Nˆβ)L−d + h−1L−dα−2
)

















































≤ ch−1(N + 1)α−2L−d(ccendα−2M−a(Nβ−Nˆβ)L−d)n−1













This implies the claims (i), (ii).
To prove the claim (iii), let us set





Recalling (4.135), we see that
∂
∂λj
V δ,Nβ(u, 0) =
1
r
V δ,Nβ(u, rej), (∀j ∈ {1, 2}, δ ∈ {1− 1, 1− 3}, u ∈ D(r)),
(4.138)
where e1, e2 are the canonical basis of C
2. We can deduce from (4.7), (4.9), (4.33),
(4.34), (4.36), (4.72), (4.75), (4.137), (4.138) and the assumptions of the lemma















































































Thus the claim holds true.
5 Proof of the theorem
In this section we complete the proof of Theorem 1.3 and Corollary 1.11. Since
we have developed the multi-scale integration scheme in the previous section and
we plan to apply the convergence result [12, Proposition 4.16], we have the main
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general tools at hand. We need to confirm that our actual covariance appearing
in the formulation Lemma 3.6 can be decomposed into a family of covariances
which fit in our framework. The way to complete the proof of Theorem 1.3 after
the confirmation is essentially parallel to the proof of [12, Theorem 1.3]. Proving
Corollary 1.11 requires some additional arguments which we provide in the end of
this section.
From here we assume that
h ≥ max{2, c}.(5.1)
Since we send h to infinity first, we can assume that h is larger than any other
parameter. As we proceed, we will replace (5.1) by stricter conditions.
5.1 Decomposition of the covariance
Let us decompose the covariance characterized in (3.2) into a sum of scale-dependent
covariances. We begin with discretizing the time-variables. LetMh denote the set




∣∣∣ |ω| < πh} .
















E(φ)(k))−1((ρ− 1)b+ ρ, (η − 1)b+ η).
















(∀s ∈ {−β,−β + 1/h, · · · , β − 1/h}, A ∈ C\i(π/β)(2Z+ 1)).
By diagonalizing E(φ)(k) in (3.2) by a unitary matrix and substituting this formula
we can derive the claimed equality.
Next let us introduce a cut-off function. Let χ be a real-valued function on R
satisfying the following properties.
χ ∈ C∞(R),
χ(x) = 1, (∀x ∈ (−∞, 8/5]),
χ(x) ∈ (0, 1), (∀x ∈ (8/5, 2)),
χ(x) = 0, (∀x ∈ [2,∞)),
d
dx
χ(x) ≤ 0, (∀x ∈ R).
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Using the function χ, we construct scale-dependent cut-off functions. We use the
parameter M ∈ R≥2 to control the support size of the cut-off functions. Here we














Then by (5.1) and the condition h ≥ 1/β implied by h ∈ 2
β
N,
Nβ < Nˆβ < Nh,
M−1β−1 ≤MNβ ≤ β−1.(5.2)
Set A(β,M) := β−1M−Nβ . It follows that 1 ≤ A(β,M) ≤ M . With the function




































((ω,k) ∈ R× Rd, l ∈ {Nβ + 1, Nβ + 2, · · · , Nh}).
Keeping in mind that 2A(β,M)M l−1 < 8
5













+ e(k)2 ≤ 8
5
A(β,M)MNβ ,





























+ e(k)2 ≤ 8
5
A(β,M)M l−1,

















+ e(k)2 ≥ 2A(β,M)M l,
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(∀(ω,k) ∈ Rd+1, l ∈ {Nβ + 1, Nβ + 2, · · · , Nh}).
Basic properties of χl are summarized as follows.
Lemma 5.2. Assume that
L ≥ maxj∈{1,2,··· ,d}M
−Nβ/nj
min{MaNβ , 1} .(5.4)
Then there exists a positive constant cˆ depending only on d, M , χ, c, a, (vˆj)
d
j=1
such that the following statements hold.
(i)



























)∣∣∣∣∣ ≤ cˆ(1l≥0M− lni + 1l<0M− nni l),
(∀n ∈ {1, 2, · · · , d+ 2}, i ∈ {1, 2, · · · , d}, (ω, kˆ1, · · · , kˆd) ∈ Rd+1,




















1χl(ω+x,k+p)6=0 ≤ cˆM lmin{Mal, 1},
(∀l ∈ {Nβ , Nβ + 1, · · · , Nh}).
(v)
χNβ(ω,k) = 0, (∀ω ∈ Mh\{π/β}, k ∈ Rd).






















A(β,M)M l−1 > 0.(5.5)
Especially if χl(ω,k) 6= 0, (5.5) holds.
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Let us prepare a useful inequality beforehand.




























































































































we obtain the result.
Proof of Lemma 5.2. (i): The claim follows from the assumptions e2 ∈ C∞(Rd),
χ ∈ C∞(R) and that χ(·) is constant in a neighborhood of the origin.



























(iii): We use the following formula. See e.g. [10, Lemma C.1] for the proof. Let
Ω1, Ω2 be open sets of R. Let fj ∈ C∞(Ωj ,R) (j = 1, 2) and f1(Ω1) ⊂ Ω2. Then































Take l ∈ Z satisfying l ≤ Nh. Define the function g : Rd+1 → R by






Since g is continuous, g−1(((8
5
A(β,M)M l)2, (2A(β,M)M l)2)) is an open set of
Rd+1. Assume that (ω,k) ∈ g−1(((8
5
A(β,M)M l)2, (2A(β,M)M l)2)). Take any i ∈



















∣∣∣∣ ≤ c(d,M)M l(2−n).































∣∣∣∣ ≤ c(M, c)(1n≤2niM l(2− nni ) + 1n>2ni) .



















































































































































On the other hand, if (ω,k) ∈ Rd+1\g−1(((8
5
























































(∀(ω, kˆ1, · · · , kˆd) ∈ Rd+1, i ∈ {1, 2, · · · , d}, n ∈ {1, 2, · · · , d+ 2}).
This implies the claimed results.














1|ω−pi/β|≤2piM l+1 ≤ c(M)M l,
which is the first inequality. Note that by (5.3), the support property of χ(·),






































































Moreover by using (1.10), (5.2), (5.4) and a simple variant of (5.9) having 2−2g(·)








≤ c(d,M, χ, c, Dd, (vˆj)dj=1, a)M l
(






≤ c(d,M, χ, c, Dd, (vˆj)dj=1, a)M lmin{Mal, 1},
which is the second inequality.
(v): Take any ω ∈Mh\{π/β}, k ∈ Rd. It follows from the inequality | sin x| ≥
2
pi













Then we can deduce the claim from (5.3).
(vi): By the assumption, the definition of A(β,M) and the triangle inequality
























































which implies the result.
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Remark 5.4. In fact we set up the support of the function χ in order that we can
explicitly prove Lemma 5.2 (v),(vi).
We fix φ ∈ C in the following unless otherwise stated. Using the cut-off func-
tions χl (l = Nβ, Nβ + 1, · · · , Nh), let us define the covariances Cl : I20 → C






















((ρ− 1)b+ ρ, (η − 1)b+ η).
By Lemma 5.1 and Lemma 5.2 (ii),
Nh∑
l=Nβ
Cl(ρρxs, ηηyt) = e
−ipi
β
(s−t)C(φ)(ρρxs, ηηyt), (∀(ρ, ρ,x, s), (η, η,y, t) ∈ I0).
(5.10)
We collect basic properties of Cl in the next lemma. During the proof and in
subsequent arguments we will need to consider a function on ({1, 2} × B)2 as a
2b×2b matrix and measure the function by using the norm ‖ ·‖2b×2b. Let us set the
rule for this identification. For any j ∈ {1, 2, · · · , 2b} there uniquely exists (ρ, ρ) ∈
{1, 2}×B such that j = (ρ−1)b+ρ. This defines the bijection ϕ : {1, 2, · · · , 2b} →
{1, 2} × B. We identify a function f : ({1, 2} × B)2 → C with the 2b × 2b matrix
(f(ϕ(i), ϕ(j)))1≤i,j≤2b. We will apply this rule to Cl(·xs, ·yt) : ({1, 2} × B)2 → C
for fixed (x, s), (y, t) ∈ Γ× [0, β)h in particular.














min{MaNβ , 1} ,
maxj∈{1,2,··· ,d}M−Nβ/nj |piβ − θ(β)2 |−1 + |piβ − θ(β)2 |−3




















1l 6=Nβ min{Mal, 1}+ 1l=Nββ−1min
{

























(∀m,n ∈ N, ui,vi ∈ Cm with ‖ui‖Cm, ‖vi‖Cm ≤ 1, Xi, Yi ∈ I0 (i = 1, 2, · · · , n),















































(∀l′ ∈ {Nβ + 1, Nβ + 2, · · · , Nh} ∩ Z≥0).
Remark 5.6. Here we need to assume that h is large depending on φ as stated
in (5.11). This is a notable difference from [12, Lemma 4.10] where we had no
condition depending on φ. We assume the φ-dependent condition (5.11) in order
to simplify the proof of the lemma. We can see from Lemma 3.6 (iii) that this
condition does not affect our goal since we take the limit h → ∞ before the
integration with φ in the final formulation.
Proof of Lemma 5.5. Let x ∈ [−πh, πh], k ∈ Rd, δ ∈ {1,−1} and eρ(k) be an









. By using these inequalities and (1.6),















































































(∀(kˆ1, · · · , kˆd) ∈ Rd, n ∈ {1, 2, · · · , d+ 2}, j ∈ {1, 2, · · · , d}).






)∣∣∣∣ , (∀ω ∈Mh).(5.22)
(i): Set the Hilbert space H by H := L2({1, 2} × B × Γ∗ ×Mh). The inner






f(K)g(K), (f, g ∈ H).







(X ∈ I0, l ∈ {Nβ , Nβ + 1, · · · , Nh}) by





























































((η − 1)b+ η, (ρ− 1)b+ ρ),
(ξ ∈ {Nβ, Nβ + 1, · · · , Nh, >}).
Observe that





(∀X, Y ∈ I0, l ∈ {Nβ , Nβ + 1, · · · , Nh}).
It follows from Lemma 5.2 (iv),(v), (5.3), (5.20), (5.22) that for any X ∈ I0,
l ∈ {Nβ + 1, Nβ + 2, · · · , Nh},
‖f lX‖2H, ‖glX‖2H ≤ c(d,M, χ, c, a, (vˆj)dj=1)min{Mal, 1},(5.23)
































By (1.7), (1.8), (1.11), the support property of χ, A(β,M) ≤ M , (5.9), the as-
















































































≤ c(d,M, χ, c, (vˆj)dj=1, Dd, a)min
{







































































We can apply Gram’s inequality in the Hilbert space Cm⊗H together with (5.23),
(5.24) to derive the claimed bounds.
(ii): By Lemma 5.2 (i),(vi) and (5.19) the matrix-valued functions
(x,k) 7→ χl(x,k)
(








: Rd+1 → Mat(2b,C),
(l = Nβ + 1, Nβ + 2, · · · , Nh)
are well-defined and C∞-class. Indeed, the matrix-valued function with l is identi-





















+ e(k)2 ≥ 8
5
A(β,M)M l−1,












This implies that at any point belonging to the complement of the set (5.25) the
matrix (I2b − e− ih (x− θ(β)2 )I2b+ 1hE(φ)(k))−1 is well-defined and infinitely differentiable.












: Rd → Mat(2b,C)
is well-defined and C∞-class. By keeping these basic facts in mind and using the









































































































(l′ ∈ {Nβ, Nβ + 1, · · · , Nh}).
For (ω,k) ∈ Rd+1, set
B(ω,k) := h
(









































(∀n ∈ {1, 2, · · · , d+ 2}, ω ∈ [−πh, πh], (kˆ1, · · · , kˆd) ∈ Rd satisfying
(ω − θ(β)/2)2 + e(k)2 6= 0, j ∈ {0, 1, · · · , d}),
where we set k :=
∑d
j=1 kˆjvˆj , ∂/∂kˆ0 := ∂/∂ω. This inequality follows from e.g.
the formula [10, (C.1)]. By using the assumption h ≥ supk∈Rd ‖E(φ)(k)‖2b×2b and
























(∀n ∈ {1, 2, · · · , d+ 2}, ω ∈ [−πh, πh], k ∈ Rd satisfying
(ω − θ(β)/2)2 + e(k)2 6= 0).




































(∀(kˆ1, · · · , kˆd) ∈ Rd, m, n ∈ {1, 2, · · · , d+ 2} satisfying m ≤ n, j ∈ {1, 2, · · · , d}).
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Let us admit that k =
∑d
j=1 kˆjvˆj, (kˆ1, · · · , kˆd) ∈ Rd in the following arguments.























































)−1nj<n 12 (1− nnj )
,
(∀j ∈ {1, 2, · · · , d}, n ∈ {1, 2, · · · , d+ 2}).
































































































(∀n ∈ {1, 2, · · · , d+ 2}, ω ∈ [−πh, πh], k ∈ Rd satisfying
(ω − θ(β)/2)2 + e(k)2 6= 0, j ∈ {1, 2, · · · , d}).
By using Lemma 5.2 (iii),(iv),(vi), (5.20), (5.29) we can derive from (5.26) that

























































































































≤ c(d,M, χ, c, a, (vˆj)dj=1)M−(d+2)lmin{Mal, 1},
where we also used that h ≥ MNh−2. By combining Lemma 5.2 (iii),(iv),(vi),
(5.20), (5.31) with (5.27) we deduce that for l ∈ {Nβ + 1, Nβ + 2, · · · , Nh}, n ∈







































































































































































































Here we estimated for all n ∈ {1, 2, · · · , d+2} not only for n = d+2 so that we can
use the result to prove Lemma 5.7 (ii) later. Moreover by combining Lemma 5.2
































































































































































































By summing up (5.13) for n = 1, (5.32), (5.33), (5.34) we reach that for l ∈
{Nβ + 1, Nβ + 2, · · · , Nh}, x,y ∈ Γ, s, t ∈ [0, β)h,
‖Cl(·xs, ·yt)‖2b×2b(5.35)
















































These inequalities together with the fact h ≥MNh−2 imply the claimed bounds.
(iii): By (5.2) and (5.35), for l ∈ {Nβ + 1, Nβ + 2, · · · , Nh},
‖C˜l‖





































































Using the covariances Cl (l = Nβ, Nβ +1, · · · , Nh), we define the covariances Cl





Cl := Cl, (∀l ∈ {Nβ, Nβ + 1, · · · , Nˆβ − 1}).
The claim (i) of the next lemma states that the covariances Cl (l = Nβ, Nβ +
1, · · · , Nˆβ) satisfy the conditions assumed in Subsection 4.3. The claim (ii) of the
lemma will be used to prove Corollary 1.11 (iv) in the next subsection.
Lemma 5.7. Assume that (5.11), (5.12) hold. Then there exists a constant cˆ(∈
R≥1) depending only on d, b, (vˆj)dj=1, a, (nj)
d
j=1, c, M , χ such that the following
statements hold true.
(i) Cl (l = Nβ+1, Nβ+2, · · · , Nˆβ) satisfy (4.2) and CNβ satisfies (4.32). Moreover






































(∀x,y ∈ Γ, s, t ∈ [0, β)h).
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Proof. (i): The claim concerning (4.2) is clear. Lemma 5.2 (v) ensures that CNβ
satisfies (4.32). Let us derive the determinant bound on CNˆβ . Let us improve the
second inequality in Lemma 3.5 (iii). For any x ∈ R≥0,(






























































































































(∀m,n ∈ N, ui,vi ∈ Cm (i = 1, 2, · · · , n) with ‖ui‖Cm, ‖vi‖Cm ≤ 1,
Xi, Yi ∈ I0 (i = 1, 2, · · · , n)).
We can apply [12, Lemma A.1], which is based on the Cauchy-Binet formula, to-






Cl and the in-
equality M Nˆβ ≤ Mβ−1 + 1 to derive the claim determinant bound on CNˆβ . If
Nβ + 1 ≤ Nˆβ − 1, then Nˆβ = 0. Thus the claimed determinant bound on Cl








≤ β−1M (a−1)Nβ ≤M1+a(Nβ−Nˆβ).
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If β ≤ 1,
β−1min
{











Thus the claimed determinant bound on CNβ follows from (5.13).








The inclusion l ∈ {Nβ+1, Nβ+2, · · · , Nˆβ−1} implies that Nˆβ = 0 and l ≤ −1. Thus
by (5.15) the claimed bound on ‖C˜l‖1,∞ holds true for l ∈ {Nβ+1, Nβ+2, · · · , Nˆβ}.
The claimed bound on ‖C˜Nβ‖1,∞ follows from (5.16). For the same reason as above
(5.17) gives the claimed bound on ‖C˜l‖ for l ∈ {Nβ +1, Nβ +2, · · · , Nˆβ − 1}. Since
Nˆβ ∈ {Nβ + 1, · · · , Nh} ∩ Z≥0, we can derive the claimed bound on ‖C˜Nˆβ‖ by
combining (5.18) with the determinant bound on CNˆβ for n = 1.
(ii): By (5.33) for n = 1 and the inequality a > 1/nj (j = 1, 2, · · · , d) implied



























≤ c(d,M, χ, c, a, (vˆj)dj=1, (nj)dj=1),
which is the claimed bound.
Remark 5.8. We use the condition a > 1 to prove Lemma 5.7 (ii), which will be
used only to prove Corollary 1.11 (iv).
Since we have confirmed that the real covariance derived from the free Hamil-
tonian can be decomposed into a family of covariances satisfying the desired prop-
erties, we can apply the general result Lemma 4.10 to analyze the Grassmann
Gaussian integral appearing in the formulation Lemma 3.6.
Proposition 5.9. Let c6 be the positive constant appearing in Lemma 4.10. Let
c0, cend be those set in Lemma 5.7 (i). Fix M , α ∈ R≥1 satisfying
M
min{1,2a−1−∑dj=1 1nj } ≥ c6, α ≥ c6M a2 .
Then the following statements hold for any h ∈ 2
β
















min{MaNβ , 1} ,(5.38)
maxj∈{1,2,··· ,d}M−Nβ/nj |piβ − θ(β)2 |−1 + |piβ − θ(β)2 |−3














































L−d, (∀j ∈ {1, 2}).
Proof. Observe that under the condition of this proposition the claims of Lemma
4.10 and Lemma 5.7 hold true. By the definition and (5.10),
Nˆβ∑
l=Nβ
Cl(ρρxs, ηηyt) = e−i
pi
β
(s−t)C(φ)(ρρxs, ηηyt), (∀(ρ, ρ,x, s), (η, η,y, t) ∈ I0).
(5.39)















if |u|, ‖λ‖C2 are sufficiently small. This claim can be confirmed by an elemen-
tary argument close to a part of the proof of [12, Lemma 4.13] or the proof of
[10, Proposition 6.4 (3)]. However, we provide a sketch for the readers’ conve-
nience. With the constant c6 appearing in Lemma 4.10, set r := b
−1c−20 α
−4,
r′′ := c−16 L
−dhNβ−Nˆβ−1εNˆβ−Nββ β
−1c−20 α
−4. For l ∈ {Nβ, Nβ + 1, · · · , Nˆβ} we define
V l ∈ C(D(r)×D(r′′)2,∧even V)∩Cω(D(r)×D(r′′)2,∧even V) by V l :=∑2j=1 V 0−j,l+∑3
j=1 V
1−j,l + V 2,l. By Lemma 4.5 and Lemma 4.7,
N∑
m=0
‖V lm‖1,r,r′′ ≤ c(β, Ld, h, (nj)dj=1, b,M, a)α−2, (∀l ∈ {Nβ, Nβ + 1, · · · , Nˆβ}).
This together with (4.33) implies that there exists a positive constant






(∀z ∈ D(2), (u,λ) ∈ D(r)×D(r′′)2, l ∈ {Nβ, Nβ + 1, · · · , Nˆβ}).
Let us fix such a large α. Then for any (u,λ) ∈ D(r) × D(r′′)2, l ∈ {Nβ, Nβ +



























































(∀(u,λ) ∈ D(r)×D(r′′)2, l ∈ {Nβ , Nβ + 1, · · · , Nˆβ − 1}).





















Here we used the fact that elog f(ψ) = f(ψ) (∀f ∈ ∧V with Re f0 > 0) (see e.g.
[9, Lemma C.2]) and the division formula of Grassmann Gaussian integral (see e.g.






































By combining this equality with (5.42) we obtain that










which implies the claim.
By the identity theorem and continuity,∫
e−V (u)(ψ)+W (u)(ψ)−A(ψ)dµC(φ)(ψ) = eV
end(u,λ),(5.44) (
∀(u,λ) ∈ D(b−1c−20 α−4)×D(c−16 L−dhNβ−Nˆβ−1εNˆβ−Nββ β−1c−20 α−4)
2)
.
By Lemma 4.10 (ii),
sup
u∈D(b−1c−20 α−4)







Then the claim (i) follows from (5.44) and (5.45). By the same gauge transform as








(ψ) = V 1−3,end.
Then Lemma 4.10 (iii) and (5.44) ensure the claim (ii).
5.2 Proof of the main results
Let us move toward the proofs of Theorem 1.3 and Corollary 1.11. In order to prove
the existence of the limit L → ∞ claimed in Theorem 1.3, we use the following
proposition.
Proposition 5.10. Assume that M , α satisfy the same conditions as in Proposi-


















converge in C(Q×D(2−1b−1c−20 α−4)) as sequences of function of the variable (φ, u).
Proof. In essence the claim can be proved in the same way as the proof of [12,
Proposition 4.16]. Our model depends on the band index ρ ∈ B, while the model
in [12] does not. However, the band index makes no essential difference to prove
the claim. We have to comment on one notable difference from the situation of [12,






is analytic in D(b−1c−20 α
−4), while we knew the analyticity of the function in the
domain of interest in [12, Proposition 4.16]. In the following we outline the proof
of the proposition without using the above-mentioned analyticity.
For φ ∈ C we define the function G(φ) : ({1, 2} × B × Γ∞ × [0, β))2 → C by
G(φ)(ρρxs, ηηyt) := e−ipiβ (s−t)C(φ)(ρρxs, ηηyt).
It follows from the gauge transform that∫
e−V (u)(ψ)+W (u)(ψ)dµG(φ)(ψ) =
∫
e−V (u)(ψ)+W (u)(ψ)dµC(φ)(ψ), (∀u, φ ∈ C).














We consider αn,L,h as a function of φ on Q. The major part of the proof of [12,
Proposition 4.16] was devoted to proving the uniform convergence of the func-
tion denoted by the same symbol ‘αn,L,h’. Despite the presence of the band in-
dex, the essentially same argument as the corresponding part of the proof of [12,















converge in C(Q). In place of [12, (4.50)], here we need to use a spatial decay
property of G(φ) such as
‖G(φ)(·xs, ·yt)‖2b×2b ≤ c(d, β, θ, b, E,Q)
1 +
∑d
j=1 | L2pi (ei
2pi
L
〈x−y,vˆj〉 − 1)|d+1 ,(5.46)
(∀x,y ∈ Γ∞, s, t ∈ [0, β), φ ∈ Q)
with a positive constant c(d, β, θ, b, E,Q) depending only on d, β, θ, b, E, Q. The
above inequality can be directly derived from (3.2). Let V end(φ) be the function
studied in Lemma 4.10. Here we indicate that it depends on the variable φ. Set
r := b−1c−20 α

















for small u (see the proof of Proposition 5.9 for this claim) and u 7→ V end(φ)(u, 0)
is analytic in D(r),














, (∀ε ∈ (0, 1)).













for h ∈ 2
β
N satisfying (5.47) and L ∈ N satisfying (5.38). By the convergent
properties of αn,L,h, (5.48), (5.49) and the dominated convergence theorem in















converge in C(Q×D( r
2
)). Then the equality (5.44) implies the claim.
Here let us characterize the covariance with zero time-variable so that it can be
used to compute the thermal expectations of our interest.
Lemma 5.11. For any x,y ∈ Γ, ρ ∈ B, ρ, η ∈ {1, 2} with ρ 6= η,


















(−1)ρ sinh(β√E(k)2 + |φ|2)E(k)
(cos(βθ(β)/2) + cosh(β
√
E(k)2 + |φ|2))√E(k)2 + |φ|2
)
,

















































Proof. For any A ∈ Mat(2,C), B ∈ Mat(b,C) let us define A⊗B ∈ Mat(2b,C) by
A⊗B :=
(
A(1, 1)B A(1, 2)B



































⊗ Pj(k)((ρ− 1)b+ ρ, (η − 1)b+ η).
The following equalities are essentially same as what we computed in






























































Then the inequality (5.51) follows from that Pj(k)(ρ, ρ) ≥ 0,
∑b′
j=1 Pj(k)(ρ, ρ) = 1
and the fact that
x 7→ sinh x
(cos(βθ(β)/2) + cosh x)x
: [0,∞)→ R
is strictly monotone decreasing. See e.g. [12, Lemma 4.19] for the proof of this
fact.
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By admitting general lemmas proved in Appendix A we can prove Theorem 1.3
here.
Proof of Theorem 1.3. On the whole, the structure of the proof is parallel to the
proof of [12, Theorem 1.3]. However, we should keep in mind that in the present
case the parameter h must be taken large depending on φ and for this reason we
cannot change the order of the limit operation h → ∞ and the integral with the
variable φ, while they were interchangeable in the proof of [12, Theorem 1.3].
Note that ∣∣∣∣πβ − θ(β)2
∣∣∣∣ = minm∈Z
∣∣∣∣θ2 − π(2m+ 1)β
∣∣∣∣ .

































Thus by recalling the definition of c0 stated in Lemma 5.7 we see that there exists












In the following we always assume that U ∈ R<0 and










so that the claims of Proposition 5.9, Proposition 5.10 hold with this U and h ∈ 2
β
N,
L ∈ N satisfying (5.11), (5.38). By Lemma 3.6 (i) and Proposition 5.9 (i), for any





















e−V (u)(ψ)+W (u)(ψ)dµC(φ)(ψ) : [−2−1b−1c−20 α−4, 2−1b−1c−20 α−4]→ R
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for any φ ∈ C and L ∈ N satisfying (5.38). Therefore we see from Lemma 3.1,
Lemma 3.2 and Lemma 3.6 (iii) that the claim (i) holds.
Let us prove the claim (iii). Assume that γ ∈ (0, 1]. Let us define the functions
F : R2 → R, FL : R2 → R by






































































Let us recall the definition (1.22) of the matrix-valued function Gx,y,z(·). By making
use of the monotone decreasing property of the function
x 7→ sinh x
(cos(βθ(β)/2) + cosh x)x
: [0,∞)→ R
we can prove that there uniquely exist a(γ) ∈ (∆,∞), aL(γ) ∈ (0,∞) such that
a(γ)
(





= − 2γ|U | ,(5.55)
aL(γ)
(












Set aL := (aL(γ), 0), a := (a(γ), 0). By computing Hessians one can check that aL,
a are the unique global maximum point of FL, F respectively.
Let us define the functions gL, u1,L : R
















It follows from Lemma 3.6 (i) that gL, u1,L ∈ C(R2). Moreover by Proposition 5.9












Furthermore by Proposition 5.10 and Proposition 5.9 (ii) there exists g ∈ C(R2)
such that gL converges to g locally uniformly as L→∞ (L ∈ N) and if we set
u1(x1, x2) := βg(x1, x2) lim
L→∞
L∈N
C(x1 + ix2)(1ρˆ00, 2ρˆ00), (x1, x2 ∈ R),
u1,L converges to u1 locally uniformly as L→∞ (L ∈ N). Also, let us remark that
by Proposition 5.9 (i), g(a) 6= 0. We can check that the assumptions of Lemma





















































This concludes the proof of the claim (iii).
Let us show the claim (iv). Define the functions f : R→ R, fL : R→ R by




































































We let ∆L (∈ [0,∞)) be the solution to














We let ∆L := 0 if






The well-definedness of ∆L is guaranteed by the parallel consideration to Lemma
1.2. Note that ∆, ∆L are the unique maximum point of f |R≥0, fL|R≥0 respectively.

















for sufficiently large L ∈ N. Moreover, d2f
dx2
(∆) < 0. If ∆ = 0, ∆L = 0 for sufficiently










e−V (ψ)+W (ψ)dµC(xeiξ)(ψ) =
∫ 2pi
0











By Lemma 3.6 (i), vL, u2,L ∈ C(R). By Lemma 3.5 (iii), Proposition 5.9 (i),(ii)










































C(xeiξ)(1ρˆxˆ0, 1ηˆyˆ0) C(xeiξ)(1ρˆ00, 2ρˆ00)
C(xeiξ)(2ηˆ00, 1ηˆ00) C(xeiξ)(2ηˆyˆ0, 2ρˆxˆ0)
))∣∣∣∣∣ = 0.
Also, note that by (5.54) ∫ 2pi
0
dξg(∆ cos ξ,∆sin ξ) > 0.
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C(∆eiξ)(1ρˆxˆ0, 1ηˆyˆ0) C(∆eiξ)(1ρˆ00, 2ρˆ00)


















C(∆)(1ρˆxˆ0, 1ηˆyˆ0) C(∆)(1ρˆ00, 2ρˆ00)
C(∆)(2ηˆ00, 1ηˆ00) C(∆)(2ηˆyˆ0, 2ρˆxˆ0)
))
.
We derived the last equality by recalling Lemma 5.11. Therefore by Lemma 3.1
















C(∆)(1ρˆxˆ0, 1ηˆyˆ0) C(∆)(1ρˆ00, 2ρˆ00)
C(∆)(2ηˆ00, 1ηˆ00) C(∆)(2ηˆyˆ0, 2ρˆxˆ0)
)
.

























= (R. H. S of (1.21)).
We can show the property (5.63) by establishing a decay bound such as (5.46).
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C(x)(1ρˆxˆ0, 1ηˆyˆ0) C(x)(1ρˆ00, 2ρˆ00)
C(x)(2ηˆ00, 1ηˆ00) C(x)(2ηˆyˆ0, 2ρˆxˆ0)
)
.
We can see from (5.50) that∫
A2(ψ)dµC(xeiξ)(ψ) = u3,L(x), (∀x, ξ ∈ R).
We have to prove that there exists n0 ∈ 2N such that
dnf
dxn








































Since cos(βθ(β)/2) > −1, q is analytic in a neighborhood of the origin. Moreover
q(x) = f(x) if x ∈ R. Since 0 = f(0) > f(x) (∀x ∈ R\{0}), q is not identically 0.






neighborhood of the origin. Thus f (n0)(0) 6= 0 and f(x) = ∑∞n=n0 1n!f (n)(0)xn for
any x ∈ R close to 0. Since f takes the maximum value 0 at x = 0, n0 must be
even and f (n0)(0) < 0. Therefore the claim (5.66) holds true. We can check that
all the other conditions required in Lemma A.3 are satisfied by the functions fL,






















































Then we can apply (5.63) to conclude the claimed convergent property.
Let us prove the claim (v). First let us consider the case that (5.61) holds.















By Lemma 3.6 (i), u4,L ∈ C(R). Moreover by Lemma 3.5 (iii), Proposition 5.9





















































dξg(x cos ξ, x sin ξ)
∣∣∣∣∣ = 0.





























which combined with Lemma 3.1, Lemma 3.6 (iii) ensures the claimed result in
this case.






























































This implies the claim in this case as well.
Finally let us prove the claim (ii). Whether (5.61) holds or not, we can readily
























































By coupling (5.68) with (5.69) we obtain the claimed equality.
Since the claim (vi) has been proved right after the statement of Theorem 1.3,
the proof of the theorem is complete.
In the rest of this section we prove Corollary 1.11.





































|U | ≥ 2(cosh(1)− 1)
cosh(1)Ddbc
,








(v): The claim follows from Theorem 1.3 (v) and the claim (i) of this corollary.
(ii): Let β ≥ 1. Observe that



























By a calculation similar to (5.36)
b log 4 ≥ Tr log
(























































































≤ c(Dd, b, c)
β
(1 + log β).
In the last inequality we used (1.11). Then by using the claim (i) of this corollary
we can deduce the first convergent property. The second convergent property can
be derived from Lemma 3.2 and the same calculation as above.
(iii): Observe that the modulus of the right-hand side of (1.20) is less than
or equal to ∆/|U |. Thus it is clear from the claim (i) of this corollary that the
expectation value converges to zero if we take the limit β → ∞ after sending γ
to 0. Let us prove the claims concerning the limit γ ց 0 after sending β → ∞.
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Recall the equality (5.55). To make clear the dependency on β, let us write a(β, γ)





















For any (x, y) ∈ R>0 × [−1, 1] there uniquely exists z(x, y) ∈ R>0 such that
f(x, y, z(x, y)) = 0. Set
S :=
{
(x, y, z) ∈ R>0 × (−1, 1)× R>0
∣∣∣

















The set S is an open set of R3 and f ∈ C∞(S). If (x, y) ∈ R>0 × (−1, 1) and
f(x, y, z(x, y)) = 0, then (x, y, z(x, y)) ∈ S. Observe that for any (x, y, z) ∈ S
∂f
∂y
(x, y, z) < 0, ∂f
∂z
(x, y, z) < 0. Thus by the implicit function theorem, z(·, ·) ∈
C∞(R>0 × (−1, 1)) and
∂z
∂y
(x, y) = −
∂f
∂y
(x, y, z(x, y))
∂f
∂z
(x, y, z(x, y))
< 0, (∀(x, y) ∈ R>0 × (−1, 1)).
Fix x ∈ R>0. Since y 7→ z(x, y) : (−1, 1) → R>0 is monotone decreasing and
bounded from below, limyր1 z(x, y) exists in R≥0. We can take the limit y ր 1 in
the equality f(x, y, z(x, y)) = 0. Then by the uniqueness of the solution to the equa-
tion f(x, 1, z) = 0, limyր1 z(x, y) = z(x, 1). Since limz→∞ supy∈[−1,1] f(x, y, z) =
−∞, y 7→ z(x, y) : (−1, 1) → R>0 is bounded from above. Thus limyց−1 z(x, y)
exists in R≥0. Since limyց−1 z(x, y) ≥ z(x, 1) > 0, we can take the limit y ց −1 in
the equality f(x, y, z(x, y)) = 0 and by the uniqueness of the solution we conclude
that limyց−1 z(x, y) = z(x,−1). Thus we have proved that
0 < z(x, 1) ≤ z(x, y) ≤ z(x,−1), (∀(x, y) ∈ R>0 × [−1, 1]).(5.70)
For δ ∈ {1,−1}, set
Sδ :=
{
(x, z) ∈ R>0 × R>0
∣∣∣

















The set Sδ is an open set of R
2, f(·, δ, ·) ∈ C∞(Sδ) and (x, z(x, δ)) ∈ Sδ for any
x ∈ R>0, δ ∈ {1,−1}. Bearing in mind the fact that the functions
x 7→ sinh x−1 + cosh x : R>0 → R, x 7→
sinh x
1 + cosh x
: R>0 → R
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are strictly monotone decreasing, strictly monotone increasing respectively, we see
that ∂f
∂x
(x,−1, z(x,−1)) < 0, ∂f
∂x
(x, 1, z(x, 1)) > 0, (∀x ∈ R>0). As we considered
in the proof of Lemma 1.2, the functions
x 7→ sinh x
(δ + cosh x)x
: R>0 → R, (δ ∈ {1,−1})
are strictly monotone decreasing. Based on this fact, we can also verify that
∂f
∂z
(x, δ, z(x, δ)) < 0, (∀x ∈ R>0, δ ∈ {1,−1}). Therefore by the implicit func-
tion theorem, z(·, δ) ∈ C∞(R>0) (δ = 1,−1) and
∂z
∂x
(x, 1) = −
∂f
∂x
(x, 1, z(x, 1))
∂f
∂z










(x,−1, z(x,−1)) < 0,
(∀x ∈ R>0),
which implies that the functions x 7→ z(x, 1) : R>0 → R>0, x 7→ z(x,−1) : R>0 →
R>0 are strictly monotone increasing, strictly monotone decreasing respectively.
Then by the boundedness (5.70) we see that limx→∞ z(x, 1), limx→∞ z(x,−1) con-
verge in R>0. Set z∞(δ) := limx→∞ z(x, δ) for δ ∈ {1,−1}. We can take the limit
x→∞ in the equality f(x, δ, z(x, δ)) = 0 to derive that
z∞(δ)
(








= − 2γ|U |(5.71)
for δ ∈ {1,−1}. Since the solution to this equation is unique in R>0, we have that
z∞(1) = z∞(−1). We can read from (5.70) that







= a(β, γ) ≤ z(β,−1),
(∀β ∈ R>0 with βθ/2 /∈ π(2Z+ 1)).
Thus it follows that a(β, γ) converges to the unique positive solution of the equation
(5.71) as β → ∞ with β ∈ R>0 satisfying βθ/2 /∈ π(2Z + 1). Set a∞(γ) :=
limβ→∞,β∈R>0 with βθ2 /∈pi(2Z+1)
a(β, γ). We can derive from (5.71), (1.6) and (1.11)
that
− 2γ|U | ≤ a∞(γ)
(
− 2|U | +Ddbc
)
,
























Then by recalling (1.11) and sending γ to 0 we reach the claimed equality.
139

































decays as ‖xˆ− yˆ‖Rd →∞. The β-dependent bound of the form (5.46) has no use



















Take any j ∈ {1, 2, · · · , d}, x,y ∈ Γ. Assume that (5.11) with φ = ∆ and (5.12)
hold so that we can use Lemma 5.2 and inequalities established in the proof of
Lemma 5.5. By (5.27) for l′ = Nβ, (5.20), (5.31) and Lemma 5.2 (iii),(v)∥∥∥∥ L2π (e− 2piL 〈x−y,vˆj〉 − 1)CNβ(∆)(·x0, ·y0)
∥∥∥∥
2b×2b

















∥∥∥h−1(I2b − e− ih (piβ− θ(β)2 )I2b+ 1hE(∆)(k+p))−1∥∥∥
2b×2b
+























































In the last inequality we also used (5.2) and the assumption β ≥ 1. By (5.3) and




,k+p)6=0 ≤ χ(2−1M−NβA(β,M)−1e(k+ p)).
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By substituting this inequality and using periodicity and (1.11), for any x,y ∈ Γ∞























































In the second inequality we also used the support property of χ(·) and recalled the
definition of A(β,M). By the claim (i) of this corollary, if e(k) ≤ 4β−1 and β is
large, (π/β − θ(β)/2)2 + e(k)2 + ∆2 ≤ (π2 + 17)β−2 < 1. Thus by the condition
nj ≥ 1 and Lemma 1.2,



































≤ c(d,M, χ, c, a, (vˆj)dj=1)






















ensured by Lemma 1.2 and the definition of ∆ was used. By combining the above
inequality with Lemma 5.7 (ii) and recalling (5.39) we have that for any x,y ∈ Γ∞
d∑
j=1






















































A General lemmas for the infinite-volume limit
Here we state general lemmas which we use to take the infinite-volume limit of the
thermal expectations and the free energy density of our many-electron systems.
We use these lemmas in the proof of Theorem 1.3 in Subsection 5.2. The first
lemma enables us to take the infinite-volume limit of the thermal expectation of
the Cooper pair operator.
Lemma A.1. Let fL, f ∈ C2(R2,R), gL, g, uL, u ∈ C(R2,C) (L ∈ N). Assume
that the following conditions hold.



































(iii) There exist R, c ∈ R>0 such that
fL(x) ≤ −c‖x‖R2 , (∀x ∈ R2 with ‖x‖R2 ≥ R, L ∈ N).(A.2)
(iv) There exist aL, a ∈ R2 (L ∈ N) such that
fL(aL) > fL(x), (∀x ∈ R2\{aL}, L ∈ N),(A.3)
f(a) > f(x), (∀x ∈ R2\{a}),(A.4)
H(f)(a) < 0,(A.5)
g(a) 6= 0.















Proof. The proof below is essentially a digest of the part concerning SSB of the
proof of [12, Theorem 1.3]. By basic arguments based on the assumptions one can






• There exist δ ∈ R>0, L0 ∈ N such that for any L ∈ N with L ≥ L0,
fL(x) = fL(aL) +
∫ 1
0
dt(1− t)〈x− aL, H(fL)(t(x− aL) + aL)(x− aL)〉,
(A.7)
(∀x ∈ Bδ(aL)),
H(fL)(t(x− aL) + aL) ≤ 1
2
H(f)(a), (∀x ∈ Bδ(aL), t ∈ [0, 1]),
(A.8)




(f(y)− f(a)) < 0, (∀x ∈ R2\Bδ(aL)).
(A.9)
Here Br(b) denotes {x ∈ R2 | ‖x−b‖R2 < r} for b ∈ R2, r ∈ R>0. In fact by using
(A.1) with i = j = 0, (A.2), (A.3), (A.4) we can prove (A.6). Taylor’s theorem gives
(A.7) for any δ ∈ R>0 and L ∈ N. Then by (A.1) with (i, j) satisfying i + j = 2,
(A.5), (A.6) and the continuity of the 2nd order derivatives of f we can prove (A.8)
with some δ and any L ∈ N satisfying L ≥ L0 for some L0. For the fixed δ the
property (A.6) ensures that ‖a− aL‖R2 ≤ δ/2 for any L ∈ N satisfying L ≥ L0, if
we take L0 larger if necessary. This implies that R
2\Bδ(aL) ⊂ R2\Bδ/2(a). Then
for the fixed δ, by taking L0 larger if necessary we can apply (A.1) with i+ j = 0,
(A.2), (A.4), (A.6) and the continuity of f to prove (A.9).






















































































Next let us prove a lemma which is used to prove the existence of the infinite-
volume limit of the correlation function in the case that the physical parameters
are not on the phase boundary.
Lemma A.2. Let fL, f ∈ C2(R,R), gL, g, uL, u ∈ C(R,C) (L ∈ N). Assume
that the following conditions hold.
































(iii) There exist R, c ∈ R>0 such that
fL(x) ≤ −c|x|, (∀x ∈ R with |x| ≥ R, L ∈ N).
(iv) There exist aL, a ∈ R≥0 (L ∈ N) such that
fL(aL) > fL(x), (∀x ∈ R≥0\{aL}, L ∈ N),
f(a) > f(x), (∀x ∈ R≥0\{a}),
d
dx
fL(aL) = 0, (∀L ∈ N),
d2
dx2
f(a) < 0, g(a) 6= 0.
















Proof. The following argument is a generalization of the part concerning ODLRO







• There exist δ ∈ R>0, L1 ∈ N such that for any L ∈ N with L ≥ L1,






(t(x− aL) + aL)(x− aL)2,
(∀x ∈ [aL − δ, aL + δ]),
d2fL
dx2




(a) < 0, (∀x ∈ [aL − δ, aL + δ], t ∈ [0, 1]),
fL(x)− fL(aL) ≤ 1
2
sup
y∈R≥0\[a− δ2 ,a+ δ2 ]
(f(y)− f(a)) < 0,
(∀x ∈ R≥0\[aL − δ, aL + δ]).
















































































































































We need to estimate the correlation function in the case that the physical pa-
rameters are on the phase boundary. We need the next lemma for the purpose.
Lemma A.3. Let n0 ∈ 2N, fL, f ∈ Cn0(R,R), gL ∈ C(R,R), uL, u ∈ C(R,C)
(L ∈ N). Assume that the following conditions hold.



























(iii) There exist R, c ∈ R>0 such that
fL(x) ≤ −c|x|, (∀x ∈ R with |x| ≥ R, L ∈ N).
(iv) There exist aL, a ∈ R≥0 (L ∈ N) such that
fL(aL) > fL(x), (∀x ∈ R≥0\{aL}, L ∈ N),
f(a) > f(x), (∀x ∈ R≥0\{a}),
dn
dxn





















∣∣∣∣∣ ≤ supx∈[0,a] |u(x)|.
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Proof. Since f (n0)(a) < 0 and f (n0)(·) is continuous, there exists δ0 ∈ R>0 such that
f (n0)(x) ≤ 2
3
f (n0)(a), (∀x ∈ [a− δ0, a+ δ0]).(A.11)





















(n0 − 1)! f
(n0)
L (t(x− aL) + aL)(x− aL)n0,
(∀x ∈ [aL − δ, aL + δ]),
f
(n0)
L (t(x− aL) + aL) ≤
1
2
f (n0)(a) < 0, (∀x ∈ [aL − δ, aL + δ], t ∈ [0, 1]),
fL(x)− fL(aL) ≤ 1
2
sup
y∈R≥0\[a− δ2 ,a+ δ2 ]
(f(y)− f(a)) < 0,







L (aL) = f
(n)(a) = 0, (∀n ∈ {1, 2, · · · , n0 − 1}).
































































































































































































































The arbitrariness of δ implies the result.
Finally let us show a lemma which ensures the convergence of the free energy
density in the infinite-volume limit when it is applied in practice.
Lemma A.4. Let n0 ∈ 2N, fL, f ∈ Cn0(R,R), gL ∈ C(R,R), (L ∈ N). Assume














Proof. Since the assumptions are same, we can transform the integral inside the
logarithm in the same way as in the proof of Lemma A.3. We use the following





















































































































































































By using the properties listed in the beginning of the proof of Lemma A.3 we can
show that both the right-hand side of (A.13) and that of (A.14) converge to f(a)
as L→∞.
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Supplementary List of Notations
Parameters and constants
Notation Description Reference
b number of sites in unit cell Subsection 1.2
c positive constant (≥ 1) appearing in bounds Subsection 1.2
on E(·) and e(·)
nj positive numbers (∈ N) appearing in bounds (1.8), (1.9)
(j = 1, · · · , d) on derivatives of e(·)2 and E(·)
a positive constant (> 1) appearing in bounds (1.10), (1.11)
on integrals of e(·)
Dd | det(vˆ1, vˆ2, · · · , vˆd)|−1(2π)−d Subsection 1.2




N 4bβhLd, cardinality of I beginning of
Subsection 4.2
Nˆβ largest scale in IR integration Subsection 4.3
and beginning of
Subsection 5.1
Nβ smallest scale in IR integration Subsection 4.3
and beginning of
Subsection 5.1
M parameter to control support size of cut-off Subsection 4.3
c0 positive constant (≥ 1) appearing in bounds Subsection 4.3
on scale-dependent covariances
cend positive constant appearing in ‖ · ‖1,∞-norm (4.34)







∣∣∣ mj ∈ {0, 1, · · · , L− 1},






∣∣∣ mˆj ∈ {0, 2piL , · · · , 2π − 2piL },










∣∣ kˆj ∈ [0, 2π] (j = 1, 2, · · · , d)} Subsection 1.2
B {1, 2, · · · , b} Subsection 1.2
Mat(n,C) set of n× n complex matrices Subsection 1.2
I0 {1, 2} × B × Γ× [0, β)h Section 3
I I0 × {1,−1} Section 3
V complex vector space spanned by {ψX}X∈I Section 3∧V Grassmann algebra generated by {ψX}X∈I Section 3
I0 {1, 2} × B × Γ× {0} × {1,−1} Subsection 4.1∧
even V subspace of
∧V consisting of even polynomials Subsection 4.1
C(D,
∧
even V) set of continuous maps from D to
∧
even V Subsection 4.4
Cω(D,
∧
even V) set of analytic maps from D to
∧












rL map from Γ∞ to Γ Subsection 1.2
E(·) map from Rd to Mat(b,C), Subsection 1.2
hopping matrix in momentum space
























ρx↓ + ψρx↓ψρx↑) Subsection 1.2
Gx,y,z(·) map from Rd to Mat(b,C) parameterized by x, y, z (1.22)
C(φ)(·) function on ({1, 2} × B × Γ∞ × [0, β))2 Section 3
parameterized by φ, full covariance
E(φ)(·) map from Rd to Mat(2b,C) parameterized by φ Section 3
Rβ map from ({1, 2} × B × Γ× 1hZ)n to In0 beginning of
or from ({1, 2} × B × Γ× 1
h




vj basis of R
d Subsection 1.2
(j = 1, · · · , d)
vˆj dual basis of {vj}dj=1 Subsection 1.2
(j = 1, · · · , d)
In n× n unit matrix beginning of
Subsection 1.3
V (ψ) polynomial of
∧V consisting of quadratic part Section 3
and quartic part
W (ψ) quartic polynomial of
∧V Section 3
A1(ψ) quadratic polynomial of
∧V Section 3
A2(ψ) polynomial of





V (u)(ψ) same as V (ψ), apart from having u(∈ C) beginning of
in place of U Subsection 4.4
W (u)(ψ) same as W (ψ), apart from having u(∈ C) beginning of
in place of U Subsection 4.4
[·, ·]1,∞,r supu∈D(r)[f(u), g]1,∞ beginning of
Subsection 4.4
[·, ·]1,r,r′ sup(u,λ)∈D(r)×D(r′)2 [f(u,λ), g]1 beginning of
Subsection 4.5
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