Abstract-Monaural source separation is an important research area which can help to improve the performance of several real-world applications, such as speech recognition and assisted living systems. Huang et al. proposed deep recurrent neural networks (DRNNs) with discriminative criterion objective function to improve the performance of source separation. However, the penalty factor in the objective function is selected randomly and empirically. Therefore, we introduce an approach to calculate the parameter in the discriminative term adaptively via the discrepancy between target features. The penalty factor can be changed with inputs to improve the separation performance. The proposed method is evaluated with different settings and architectures of neural networks. In these experiments, the TIMIT corpus is explored as the database and the signal to distortion ratio (SDR) as the measurement. Comparing with the previous approach, our method has improved robustness and a better separation performance.
I. INTRODUCTION
Speech source separation is a promising research topic for various real-world applications, such as automatic speech recognition (ASR), assisted living systems and hearing aids [1] - [3] . Some approaches have been utilized to single out sources from the speech mixtures by using spatial information and statistical properties of the speech signals, e.g. independent component analysis (ICA) and computational auditory scene analysis (CASA) [4] - [8] . While in the monaural source separation problem, only one speech mixture is captured and therefore the aforementioned methods become ill-posed. To solve the monaural source separation problem, several approaches have been proposed [9] , [10] . One of the most famous methods is non-negative matrix factorization (NMF), which is a well established method for single channel speech separation [9] . However, because of the randomness in speech signals, the NMF based approaches are not expressive enough to model the complicated mapping function in many realworld scenarios [1] .
In order to model highly non-linear mappings between the mixture and speech signals or a mixed signal to a timefrequency (T-F) mask, deep neural networks (DNNs) have been introduced [11] . In DNNs, the relationship can be obtained by optimizing the parameters of the networks. After the mapping function is learnt, the T-F masks or clean spectra are estimated and applied to reconstruct the desired speech signals. The T-F masks are categorized as binary masks or soft masks. In the binary mask, the T-F unit is assigned as 1 or 0 according to the criterion for the active source [12] . In the soft mask, the T-F unit is assigned as ratios of target energy and mixture energy [11] . In recent years, recurrent neural networks (RNNs) have provided state-of-art performance in speech signal processing, e.g. speech source separation, enhancement and recognition [1] , [2] , [13] . However, such RNNs often require high memory and computational power resource. In order to overcome these drawbacks of RNNs, the DRNNs are proposed, for which only the selected layers in the networks have the temporal connection [1] .
In this paper, the DRNNs are trained to estimate the binary and soft T-F masks. Different architectures of DRNNs are used to generate the T-F masks to separate the speech mixture with the discriminative training criterion. In our method, the parameter in the discriminative term is calculated adaptively to penalize the objective function. The DRNNs with the proposed adaptive discriminative criterion outperform the performance of [1] .
The remainder of the paper is organized as follows, in Section II, the architectures of DRNNs and the T-F masks are described. In Section III, the method to calculate the penalty factor in the discriminative term with different norms is presented; experimental settings and results are shown in Section IV to confirm the improvement of the proposed approach. Finally, conclusions are drawn in Section V.
II. RELATION TO PREVIOUS WORK

1) Architectures of Neural Networks:
In the monaural source separation problem, which is solved via neural networks, the separation performance can be improved by utilizing the temporal information of the speech signals in the training stage of networks. Commonly, the temporal information is exploited in two ways: concatenating neighbouring features and using RNNs [14] . In the concatenating features method, a larger window size can utilize more temporal information with the trade off being computational and memory resources. Therefore, an appropriate window size is required. The RNNs have a recurrent architecture, which is a powerful model for temporal information. The DRNNs combine the multiple levels of representation that have proved so effective in DNNs with the flexible use of long range context that empowers RNNs [13] .
According to [15] , two DRNN architectures are defined: 1) an L hidden layer DRNN with temporal connection only at the l-th layer (DRNN-l) and 2) a full RNN. Assume h l t is the hidden activation at layer l and time t :
the output y t is expressed as:
where f h and f o are the state transition and output function, respectively. The input at time t is x t , g(·) l represents the activation function at the l-th layer, R l is the recurrent weight matrix and W l is the current connection at the l-th layer. In the layers without temporal connection, the previous weight matrices are the zero matrices.
The full connection DRNN has the same architecture as the vanilla RNN [16] , the hidden state of the l-th layer at time t is: h
In the first layer, where l = 1, the activation h 1 t is calculated by h 0 t = x t . In the DRNN, the activation function is selected as a rectified linear unit (ReLU) to avoid gradient vanishing and reduce the computational cost. The ReLU function is expressed as:
2) Time-Frequency Mask: The proposed method trains the neural network to learn the mapping relationship from the features of the mixed signal to the features of the source signals and the T-F mask is computed by using the output features. In this work, both the binary and soft masking functions are explored.
Assume the target outputs of the neural networks are y 1t and y 2t , the predicted outputs areŷ 1t andŷ 2t . These outputs are the magnitude spectra of source 1 and 2.
Using the estimated outputs to generate masks to separate signals, the binary T-F mask is computed as [17] :
The soft T-F mask for source 1 is expressed as [18] :
where f = 1, · · ·F is the index of the frequency bins, t = 1, · · ·T is the index of the temporal frame bins. Assume X t is the magnitude spectra of the input mixture signal, the separated spectra can be computed as:
where the mask M can be selected as a binary or soft mask, ⊙ is the element-wise multiplication operator. By using the inverse short-time Fourier transform (ISTFT), the source speech signals are reconstructed. Because well-trained neural networks provide more accurate estimated spectra, they can help to improve the separation performance. Based on these network architectures and T-F masks, our proposed approach will focus on how to optimize the neural network parameters. The penalty parameter in the objective function is calculated adaptively, which will be elaborated in the next section.
III. PROPOSED METHOD
By optimizing the parameters of the neural network, the mapping relationship between the feature of mixture, x t , and the estimations,ŷ 1t andŷ 2t , can be obtained. The sum of the squared errors is selected as the objective function as:
whereŷ 1t andŷ 2t are the predictions of the spectra and y 1t and y 2t represent the target spectra, · 2 2 is the l 2 norm operation, and (8) needs to be minimized to optimize the parameters in the neural network.
In this work, the input is a concatenation of features; when the features are similar, the neural network will be conservative in the training stage. Because of the similarity, a feature can be attributed to source 1 or source 2 in some cases. To maintain the efficiency of the training stage, the neural network will attribute the feature to both source 1 and source 2, which is called the conservative strategy. However, if the ambiguous features are attributed repeatedly, the separation performance is decreased due to this strategy.
In [1] , a discriminative network training criterion was proposed. The new discriminative objective function is defined as:
where γ can be treated as the penalty parameter. In the ideal case,ŷ 1t andŷ 2t are only estimated by the corresponding target features. However, because of the indeterminacy and conservative strategy, this case cannot happen. What we can do is to minimize the negative influence from these ambiguous features. The y 1t −ŷ 2t 2 and y 2t −ŷ 1t 2 terms are used to represent the squared errors, which are caused by attributing the estimated features,ŷ 1t andŷ 2t , incorrectly.
According to previous work [1] , γ is selected in the range of 0.01∼0.1, empirically. Whereas the speech signals are random with high indeterminacy. If the value of γ is irrelevant to inputs, when the inputs for training stage are changed, the performance and the trained network may not be amenable.
Therefore, we propose an approach to calculate the penalty parameter adaptively, which is applied to penalize the objective function to train the neural networks. Figure 1 is the flow diagram of our proposed method. Before training the neural network, a penalty factor calculation module is added to compute the parameter in the discriminative term to penalize the objective function. Then, in the training stage, the parameters of the DRNN are optimized with the penalty factor and discriminative criterion.
In our method, the value of γ in (9) is changed with the input features. To be specific, if the input features are almost the same, it indicates that features are more likely to be attributed to both source 1 and source 2. Therefore, the penalty term needs to be significant and the γ requires a greater value. In contrast, when the targets have huge differences, the conservative strategy and penalty factor are trivial in this situation and γ should be close to zero. According to the analysis above, the value of the penalty factor is inversely proportional to the discrepancy between target features.
Generally, norms of matrix are used to measure the discrepancy. In this paper, we explore three types of norms.
Assume the spectra of source 1 and source 2 are, respectively, A ∈ R F ×T and B ∈ R F ×T . The discrepancy between the features is defined as:
The penalty factor is calculated as:
Because the discrepancy between two features needs to be measured, firstly, the max norm is utilized, which is defined as:
where d t,f is the element in the matrix D, t and f represent the frame and frequency index: t = 1, . . ., T and f = 1, . . ., F . However, the max norm only finds the maximum value of the matrix, it cannot fully measure the total discrepancy. Hence, the P -norm will be discussed below.
The P -norm of matrix D is defined as:
where P is the positive integer. In this work, we discuss two cases in the P -norm, where the value of P is selected as 1 or 2. For P = 1:
For P = 2:
where D * denotes the conjugate transpose of D. It is well known as the Frobenius norm.
Theoretically, from the definition of the 2-norm, we can know that it shrinks the difference between inputs. Therefore, the algorithm based on the 1-norm should have a better separation performance. To confirm this point, the performance of DNNs with different P -norms is compared in Table 1 . Moreover, for any two matrix norms · α and · β , they have the relationship for some positive constants δ and θ and all matrices D in R F ×T . It is defined as:
The above equation indicates that all norms on R F ×T are equivalent [19] . However, in a specific algorithm, the 1-norm and the 2-norm will show different performance. From Table  1 , the 1-norm is the proper choice.
Finally, the type of norm in (11) is selected as the 1-norm and the penalty factor is calculated as:
Therefore, the γ can be calculated adaptively with the changes of target features. This approach is effective for all of the neural network architectures in Section II and considers both interpretability and precision of the discriminative parameter, which will be confirmed by experimental results in the next section.
IV. EXPERIMENTS 1) Experimental Settings:
The separation performance is evaluated based on the famous TIMIT database, which contains broadband recordings of 630 speakers [20] . In our experiments, speech signals are selected from the TIMIT corpus randomly to constitute the training, validation and testing sets. The number of mixtures in training, validation and testing set is 972, 216 and 108, respectively. The mixtures in these experiments are generated with different speech sources having different genders. To extract the proper spectral representation to train the networks, a 1024-point short time
Fourier transform (STFT) with 50 % overlap is explored. The initialization method in [21] is utilized to reduce the training difficulty of deep networks.
The circular shift in the time domain is explored to increase the variety of training set [22] . The spectra and log power spectra are utilized as the types of input features, which are calculated by using the HTK toolkit [23] . The basic DNN, the DRNN with first layer connection, the DRNN with second layer connection and full connected DRNN are the four different architectures of neural networks. All of experiments are based on these architectures to identify generalization ability of the proposed method.
In these networks, the number of hidden layers is two and the number of hidden units on each layer is 1000. The SDR is utilized to measure the separation performance of the proposed method [24] . The limited-memory Broyden-Fletcher-GoldfarbShanno (L-BFGS) method is an optimization algorithm in the family of quasi-Newton methods, which is used to train the models [25] . In the experiments, the values of γ are selected as 0, 1 and 0.05 (in the range of 0.01 and 0.1) for comparison. The size of context window in these networks is 1, the concatenation contains three frames, one central frame and two window frames. According to the analysis in Section III and Table 1 , the 1-norm is applied to calculate the discrepancy in the target features.
2) Experimental Results: After the different neural networks are trained, the mixture is separated by using different mask functions and values of γ. Tables confirm the separation performance and robustness of the proposed method are improved in all architectures of DRNNs. Besides, comparing the separation performance of DNN and DRNNs, introducing the connected layer in networks can provide improvement. In DRNNs, almost all of the full RNN maintains the highest SDR, but demands high computational power and larger memory. In these architectures with connection in hidden layers, DRNN-1, DRNN-2 and full RNN, increasing the complexities of DRNNs gains the SDR. Although the performance is affected differently for DNN and DRNNs, the proposed approach outperforms the DRNN-based method in [1] .
In the experiments, the proposed method is compared with different architectures and values of penalty factors. From Table 1 , the 1-norm is the proper choice to calculate the penalty factor. According to Tables 2-5, the results of the proposed method surpass the experimental results, which are produced by the irrelevant parameter method. The soft masking function can assist to achieve a better separation performance. Generally, the full RNN is the better choice than DNN, DRNN-1 and DRNN-2, but the requirement of computational resource will be higher, when the complexity of the network is increased.
V. CONCLUSION
In this paper, we proposed a method for learning with an adaptive penalty factor. DRNNs were trained by our proposed approach to solve the monaural speech source separation problem. Various neural network architectures and different values of γ were explored based on our approach. All of the experimental results confirmed that the adaptive criterion method outperformed the approach with irrelevant penalty factor method [1] . Because of the indeterminacy of speech signals in the real-world scenarios, our method can be more applicable. In the future work, we will explore some new inverse proportional functions or limited numerical precision DRNNs to further improve the separation performance and efficiency.
