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Abstract
A two-dimensional model capable of simulating thermal convection flow in complex ge-
ometries has been implemented in a finite-difference setting and using a fictitious domain
method of type “direct explicit forcing”. The Boussinesq approximation is supposed to hold;
the coupling between velocity and temperature fields is explicit; spatially varying viscosity is
accounted for. The computation of a model for the thermally-induced flow in a three-chamber
fuel tank reveals that the present method does not allow for sufficiently large time steps when
the viscosity varies strongly.
Key Words: Thermal convection, variable viscosity, fictitious domain, direct forcing, finite-
differences.
1 Physical model
We consider the Navier-Stokes equations and the temperature equation in the framework of the
Boussinesq approximation and variable viscosity, viz.
∂tui + p,i + u,jui,j = (ν (ui,j + uj,i)),j − giαT ∆T (1a)
ui,i = 0 (1b)
∂tT + u,jT,j = κT,jj (1c)
subject to appropriate boundary conditions. Here ui is a component of the fluid velocity, p
the pressure divided by the reference fluid density and ν(T ) the kinematic viscosity which is
in turn a function of the fluid temperature T ; gi is a spatial component of the gravitational
acceleration vector, αT the (constant) coefficient of thermal expansion of the fluid, ∆T ≡ T −
Tref the temperature difference w.r.t. a reference temperature Tref and κ the (constant) thermal
diffusivity.
2 Numerical method
The present numerical method is based upon the one described in [1], developed for particulate
flows. The main modifications undertaken for our present purposes concern the introduction of a
non-uniform grid and the variable viscosity.
We employ an incremental-pressure projection method (cf. [2]) for splitting the system (1a-
1b) into two fractional steps. Using an implicit scheme for the viscous terms and a three-step
1
low-storage Runge-Kutta method with explicit non-linear terms, the semi-discrete system can be
written as follows:
u∗i − u
k−1
i
∆t
= 2αk
(
ν(T k−1)
(
u∗i,j
))
,j
− 2αkp
k−1
,i
+γk
{
− (ujui,j)
k−1
+
(
ν(T k−1)
)
,j
uk−1j,i − giαT ∆T
k−1
}
+ζk
{
− (ujui,j)
k−2 +
(
ν(T k−2)
)
,j
uk−2j,i − giαT ∆T
k−2
}
+fki (2a)
φk,jj =
u∗i,i
2αk∆t
(2b)
uki = u
∗
i − 2αk∆tφ
k
,i (2c)
pk = pk−1 + φk (2d)
T k − T k−1
∆t
= 2αkκT
k
,jj − γku
k
j T
k−1
,j − ζku
k−1
j T
k−2
,j (2e)
where k=1, 2, 3 is the Runge-Kutta step count (with the level k=3 being equivalent to n + 1), u∗
the predicted, intermediate velocity and the intermediate variable φ is sometimes called “pseudo-
pressure”. The following set of coefficients, first published in reference [3], was used since it leads
to overall second-order temporal accuracy for both velocity and pressure in the case of constant
viscosity [1]:
αk =
{
4
15
,
1
15
,
1
6
}
, γk =
{
8
15
,
5
12
,
3
4
}
, ζk =
{
0,−
17
60
,−
5
12
}
. (3)
Several details concerning this particular formulation of the system of equations (2) deserve further
mention.
• The split of the viscous terms (ν(ui,j + uj,i)),j = (νui,j),j + ν,juj,i allows for an implicit
treatment of the former part while the latter part—being constituted of cross-derivative
terms—is treated by the same explicit method as the advection terms.
• The implicit projection step (2a) requires the solution of a two-dimensional system of type
(1−∂xν∂x−∂yν∂y)u
∗ = r.h.s. for each velocity component which is performed by a first-order
accurate ADI method as described in § A.
• The volume force term fki in (2a) has been used to force Dirichlet boundary conditions upon
the velocity field at selected internal points of the computational domain which coincide
with solid boundaries. The corresponding method of direct forcing—previously used in [4–
6]—has been described in detail for the present implementation in [1]. The technique for
obtaining the value of the forcing term is explicit in nature and requires a relatively cheap
“pre-prediction step”, formally: fki = f
k
i (u
k−1, uk−2, pk−1, ν(T k−1)).
• The Poisson problem for pseudo-pressure (2b) and the Helmholtz problem for temperature
(2e) are presently solved by a direct method, using as a core solver the block-tridiagonal
routine BLKTRI from FISHPACK.
• The update for the pressure variable (2d) does not include the usual second-order update
term (−αk∆t ν∇
2φk) in the present case.
• The coupling between velocity/pressure and temperature is explicit in the way that the
temperature is lagging by one Runge-Kutta sub-step, i.e. the solution for velocity is explicit
in temperature and the temperature is computed using the most recent solution of velocity
for its advection.
2
The discretization of the spatial operators is performed using fully central second-order finite-
differences as described in [7].
The functional dependence of viscosity upon temperature has been implemented by means of
cubic spline interpolation from tabulated data in the relevant range of 0− 50◦C.
Boundary conditions for pseudo-pressure are needed for the solution of the Poisson equa-
tion (2b). We use homogeneous Neumann conditions.
3 Results
The mapping function used for accumulating grid-nodes near the boundaries is monotone increas-
ing from 0 to 1 and reads:
g(ξ) =
1 + tanh(2α(2ξ − 1)pi)
2 tanh(2αpi)
0 ≤ ξ ≤ 1 . (4)
Therefore, we simply generate a uniform grid ξ with unit length and apply x = g(ξ), then rescale
the domain such that it has the desired dimension.
3.1 Lid-driven cavity flow
The lid-driven cavity has been used extensively for validation of flow solvers in the literature. The
flow develops inside a closed square cavity, Ω = [0, 1] × [0, 1], with the top boundary moving at
constant speed, cf. figure 1. The boundary conditions are therefore:
u(0, y) = 0, u(1, y) = 0, u(x, 0) = 0, u(x, 1) = 1, v(x, 1) = 0, (5)
while the adequate condition for pressure is homogeneous Neumann over the full boundary. For
this case the viscosity is taken to be constant.
It should be noted that in the framework of a staggered grid arrangement, special care needs
to be taken at the corner points x = (0, 1) and x = (1, 1) in order to satisfy both, the Dirichlet
condition for velocities and the condition that ∂u/∂x = 0 and ∂v/∂y = 0 there; otherwise, a non-
zero value for the pseudo-pressure is obtained which drives the pressure to non-physical values at
these corner points.
Figure 2 shows velocity profiles of our computations pertaining to uniform and tanh-stretched
grids with 100×100 nodes. The steady state was reached by convergence of the maximum norm of
the residual below 10−7. Both results are nearly identical and correspond reasonably with results
from Ghia et al. [8] at the present Reynolds number of Re = 400.
3.2 Thermal convection in a square cavity
Here, the domain is again Ω = [0, 1] × [0, 1]. The walls are all no-slip. A temperature gradient
between the left and right isothermal walls drives the motion. The top and bottom walls are
adiabatic, i.e. no normal gradient of temperature, cf. figure 3.
The Prandtl and Rayleigh numbers are defined as follows:
Pr ≡
ν
κ
, Ra ≡
αt |g|∆T L
3
ν κ
, (6)
with ∆T being the temperature gradient across the domain and L the characteristic length, i.e.
the domain size here. The viscosity is again constant ν = 1 and for the current test we used
Pr = 0.71, Ra = 1000 and a grid of 100× 100 nodes with a stretching of α = 0.4.
The results for the steady solution are shown in figures 4-6 and correspond qulitatively with
those of reference [9].
3
αt = 7.4× 10
−4
g1 = 0
g2 = 9.81
κ = 7.56× 10−8
Tw = 2.6
Tref = Tw
T (t = 0) = 50
ν(T = 2.6) = 6.42× 10−1
ν(T = 3.125) = 4.94× 10−1
ν(T = 5.25) = 2.96× 10−1
ν(T = 10.25) = 1.58× 10−1
ν(T = 15.25) = 4.44× 10−2
ν(T = 20.125) = 1.93× 10−2
ν(T = 50) = 8.40× 10−4
Table 1: Physical parameters of the problem of thermally-induced convection in a fuel tank.
3.3 A model for a cross-section through a fuel tank
Physical parameters of the problem are given in table 1, the geometry is shown in figure 7. It
should be noted that the geometry is symmetric w.r.t. the vertical centerline. However, the present
computations were carried out with the computational domain covering the full cross-section of
the tank such as to allow for possible non-symmetric or non-mirror-symmetric motions to develop.
The grid was generated with hyperbolic-tangent stretching (4) in each of the three tanks and
in both coordinate directions.
Unfortunately, it turned out that the maximum time-step for a stable integration of the equa-
tions was prohibitively small compared to the long integration times we are aiming at. As an
example, using a 400 × 200 grid and a stretching factor of α = 0.4, the time step needed to be
restricted to ∆t = 0.0003, which is several magnitudes below the time step limit imposed by the
traditional CFL condition. The reason for this phenomenon is not quite clear at the moment.
When the viscosity was set equal to the viscosity of the fuel at T = 50, then the time step with
CFL = 0.5 is stable.
Nevertheless, we performed some short-time computations of the full problem, i.e. including
variable viscosity, whose results are shown in figure 8. It should be noted that the above mentioned
grid has the first point at a wall-distance of 0.003 and the eighth point at 0.05 in both, the
horizontal and the vertical direction. After the short integration time of 160 (i.e. less than three
minutes of physical time) the temperature has virtually not changed over the domain. The velocity
field (figure omitted) shows nothing but the buoyant movement due to a thin thermal boundary
layer at the two exterior vertical walls which is growing in time while in the central compartment
the fluid is nearly at rest.
4 Conclusion
A two-dimensional model capable of simulating thermal convection flow in complex geometries
has been implemented in a finite-difference setting and using a fictitious domain method of type
“direct explicit forcing”. The Boussinesq approximation is supposed to hold. The coupling between
velocity and temperature fields is explicit; the fact that viscosity varies spatially as a function of
temperature is accounted for by adapting the semi-implicit projection method accordingly.
The method was validated for two classic cases: lid-driven cavity flow and thermal convection
in a square cavity.
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u = 0
u = 0u = 0
v = 0, u = g(x)
x
y
Figure 1: Schematic of the lid-driven cavity configuration.
The computation of a model for the thermally-induced flow in a three-chamber fuel tank has
revealed that the present method does not allow for sufficiently large time steps (as compared to
long integration times) when the viscosity varies strongly in space.
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Figure 2: Numerical results for the lid-driven cavity case at Re = 400: (a) y-profile of the x-
velocity at x = 0.5; (b) x-profile of the y-velocity at y = 0.5. The symbols correspond to the
reference solution of Ghia et al. [8], the lines are the present results with a 100 × 100 grid and:
, uniform distribution; , tanh-stretching with stretching factor of α = 0.1.
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u = 0, T,y = 0
u = 0u = 0
x
y
u = 0, T,y = 0
T = 0 T = 1
Figure 3: Schematic of the thermal cavity configuration.
A Approximate factorization method
The predictor step for velocity (2a) can be rewritten as
u∗i − u
k−1
i = C(Sx + Sy)u
∗
i + Fi (7)
for convenience, defining:
C = 2αk∆t (8a)
Sx = ∂xν(T
k−1)∂x (8b)
Sy = ∂yν(T
k−1)∂y (8c)
Fi = ∆t
{
−γk (ujui,j)
k−1
− ζk (ujui,j)
k−2
(8d)
+γk
(
ν(T k−1)
)
,j
uk−1j,i + ζk
(
ν(T k−2)
)
,j
uk−2j,i (8e)
−2αkp
k−1
,i − γkgiαT ∆T
k−1 − ζkgiαT ∆T
k−2 + fki
}
. (8f)
The Douglas-Rachford scheme (cf. [10, p.440]) consists in the following factorization of equation (7)
(1− CSx) (1− CSy)u
∗
i = u
k−1
i + Fi +O(∆t
2) , (9)
leading to a first-order-time-accurate solution in two separate one-dimensional steps:
(1− CSx)u
′
i = (1 + CSy)u
k−1
i + Fi , (10a)
(1− CSy)u
∗
i = u
′
i − CSyu
k−1
i . (10b)
The intermediate solution u′i does not have a physical meaning and is later discarded. However, one
needs to apply consistent boundary conditions to the first sweep in order to obtain the expected
solution after the second sweep. This can be seen simply by rewriting the second sweep at the
boundary as follows:
(u′i)L,R = (1− CSy) (u
∗
i )L,R + CSy
(
uk−1i
)
L,R
, (11)
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Figure 4: Numerical results for the thermally driven cavity case at Ra = 1000, obtained with a
400× 400 grid and a stretching factor of α = 0.4: x-velocity component. (a) iso-values at -5:1:5;
(b) profile at x = 0.5.
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Figure 5: As figure 4, but showing the y-component of velocity: (a) iso-values at -5:1:5; (b) profile
at y = 0.5.
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Figure 6: As figure 4 but showing iso-values of the temperature at 0:.1:1.
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Figure 7: Schematic of the fuel tank configuration which is symmetric w.r.t. the vertical dashed
line. The geometrical parameters are: a = 9.6, b = 15.2, c = 18.7; the wall thickness was set to
d = 0.2 for the present computations.
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Figure 8: Numerical results for the fuel tank model with variable viscosity, a grid of 400×200 nodes
with stretching factor α = 0.4 and a time step of 0.0003. The plot shows the mean temperature
as a function of time.
where ()L,R refers to values at the left and right boundary of the computational domain. Therefore,
the adequate boundary condition at the extrema of the first sweep is obtained by a combination of
the operator along those boundaries applied to the previous solution uk−1i and the desired boundary
conditions u∗i . Both quantities are available in the case of Dirichlet boundary conditions and a
grid which is centered w.r.t. the physical boundary. The conclusion for a staggered grid is that one
needs to perform first a sweep in the non-staggered direction and subsequently in the staggered
one, i.e. for the x-velocity sweep first in y then in x and vice versa for the y-velocity. In the case of
a homogeneous Neumann condition, it should be chosen to lie along the staggered boundary (i.e.
for the x-velocity: the lines x = cst). This means that we are presently neither capable to simulate
two perpendicular Neumann conditions for a single velocity component nor Neumann conditions
for both components at a single boundary. Fortunately, the present cases of interest do not fall
into either class.
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