We show that for any fixed ε > 0, there are numbers δ > 0 and p 0 2 with the following property: for every prime p p 0 and every integer N such that p 1/(4 √ e )+ε N p, the sequence 1, 2, . . . , N contains at least δN quadratic non-residues modulo p. We use this result to obtain strong upper bounds on the sizes of the least quadratic non-residues in Beatty and Piatetski-Shapiro sequences.
Introduction
In 1994 Heath-Brown conjectured the existence of an absolute constant c > 0 such that, for all positive integers N and all prime numbers p, the interval [1, N] contains at least cN quadratic residues modulo p. This conjecture has been established by Hall [12] . In the seminal work of Granville and Soundararajan [11] it has been shown that if N is sufficiently large, then for every prime p more than 17.15% of the integers in [1, N] are quadratic residues modulo p. On the other hand, for any fixed positive integer N there exist infinitely many primes p such that the interval [1, N] is free of quadratic non-residues modulo p; see [10] for a more precise statement. In particular, complete analogues of the results of Hall [12] and of Granville and Soundararajan [11] are not possible in the case of quadratic non-residues.
In the present paper we show that for any given ε > 0 there exists a constant c(ε) > 0 with the following property: for every sufficiently large prime p and every integer N in the range p 1/(4 √ e )+ε N p, the interval [1, N] contains at least c(ε)N quadratic non-residues modulo p. This is the partial analogue of Hall's result for quadratic non-residues in Burgess-type intervals. We recall that the celebrated result of Burgess [6] states that the least positive quadratic non-residue modulo p is of size O p 1/(4 √ e )+ε for any given ε > 0, and the constant 1/(4 √ e ) has never been improved. We apply our result on the density of non-residues to obtain strong upper bounds on the sizes of the least quadratic non-residues in Beatty and Piatetski-Shapiro sequences, which substantially improve all previously known results for these questions.
Statement of results
For an odd prime p, we use (·|p) to denote the Legendre symbol modulo p, and we put S p (x) = n x (n|p) (x 1).
Theorem 2.1. For every ε > 0 there exists δ > 0 such that, for all sufficiently large primes p, the bound
For two fixed real numbers α and β, the corresponding non-homogeneous Beatty sequence is the sequence of integers defined by
Beatty sequences appear in a variety of apparently unrelated mathematical settings, and because of their versatility, the arithmetic properties of these sequences have been extensively explored in the literature; see, for example, [1, 5, 17, 18, 21, 28] and the references contained therein.
For each prime p, let N α,β (p) denote the least positive integer n such that ⌊αn + β⌋ is a quadratic non-residue modulo p (we formally put N α,β (p) = ∞ if no such integer exists). Below, we show that Theorem 2.1 can be applied to establish the following Burgess-type bound, which substantially improves earlier results in [3, 4, 7, 22, 23, 24] : Theorem 2.2. Let α, β be fixed real numbers with α irrational. Then, for every ε > 0 the bound
holds for all sufficiently large primes p.
We remark that the irrationality of α is essential to our argument. Even in the "simple" case α = 3, β = 1, we have not been able to improve upon the inequality
which follows from the Burgess bound on the relevant character sum.
Next, let N c (p) be the least positive integer n such that ⌊n c ⌋ is a quadratic non-residue modulo p. It is easy to show that N c (p) exists for any noninteger c > 1. For values of c close to 1, good upper bounds for N c (p) have been obtained in [7, 20] . Here, we establish a much stronger bound by appealing to Theorem 2.1. It is formulated in terms of exponent pairs, we refer to [9, 15, 16, 25, 26, 27] for their exact definition and properties. Theorem 2.3. Let (κ, λ) be an exponent pair, and suppose that
Then, for every ε > 0 the bound
The classical exponent pair (κ, λ) = (1/2, 1/2) implies that Theorem 2.3 is valid for c in the range 1 < c < 8/7. Graham's optimization algorithm (see [8, 9] ) extends this range to
where R = 0.8290213568 · · · is Rankin's constant. Note that as c → 1 + our upper bound for N c (p) tends to the Burgess bound, which illustrates the strength of our estimate.
Proofs

Proof of Theorem 2.1
We can assume that 0 < ε 0.01. In view of the identities
and taking into account the result of Hall [12] mentioned earlier, it suffices to establish only the lower bound
with N in the stated range. By the character sum estimate of Hildebrand [14] (which extends the range of validity of the Burgess bound [6] ) it follows that
Since every non-residue n is divisible by a prime non-residue q, we have
q , and thus
where q 1 < · · · < q s are the prime quadratic non-residues modulo p that do not exceed p 1/(4 √ e )+0.5ε . Using Mertens' formula (see [13, Theorem 427]), we bound the latter sum by
where the inequality holds for all sufficiently large p. Consequently,
if the prime p is large enough. For each j = 1, . . . , k, let N j denote the set of positive quadratic residues modulo p which do not exceed N/q j . From the result of Granville and Soundararajan [11] we have
s).
In particular, if q 1 ε −1 , then the numbers
are all positive non-residues of size at most N, and the theorem follows from the lower bound #N 1 0.1εN. Now suppose that q 1 > ε −1 . In this case, we can choose k such that
For each j = 1, . . . , s, let M j be the set of numbers in N j that are not divisible by any of the primes q 1 , . . . , q k ; then
where we have used the fact that ε 0.01 for the last inequality. It is easy to see that the numbers of the form q j n with j ∈ {1, . . . , k} and n ∈ M j are distinct non-residues of size at most N, and the number of such integers is
This completes the proof of Theorem 2.1.
Proof of Theorem 2.2
Using Theorem 2.1, we immediately obtain the following result, which is needed in our proof of Theorem 2.2 below: The following estimate is a particular case of a series of similar estimates dating back to the early works of Vinogradov (see, for example, [29] 
where e(z) = exp(2πiz) for all z ∈ R.
Considering for every integer h 1 the sequence of convergents in the continued fraction expansion of λh, from Lemma 3.3 we derive the following statement: In particular, if λ is irrational and h = 0 is fixed, then n N m M a n b m e(λhnm) = o(NM) whenever min{N, M} → ∞.
We now turn to the proof of Theorem 2.2.
Case 1: α > 1. Put λ = α −1 , and let σ ∈ {±1} be fixed. For all integers N, M 1 and primes p, we consider the set of ordered pairs
For every ε > 0, Lemma 3.1 shows that there is a constant η > 0 such that, for all sufficiently large primes p, the inequality 
is nonempty for σ = −1 when p is sufficiently large. In fact, we shall prove this result for either choice of σ ∈ {±1}.
To simplify the notation, write 
Applying Corollary 3.4 with the choice
where K = min{N, M} as before, we see that
Since H → ∞ as p → ∞, and the lower bound
holds by Lemma 3.1, it follows that
In particular, V σ = ∅ for either choice of σ ∈ {±1} once p is sufficiently large.
Case 2: 0 < α < 1. In this case, Theorem 2.2 follows easily from the classical Burgess bound for the least quadratic non-residue modulo p since the sequence B α,β contains all integers exceeding ⌊α + β⌋.
Case 3: α < 0. We note that the identity
holds for all n 1 with at most O(1) exceptions (since α is irrational), hence the sequences B α,β and −B −α,−β+1 are essentially the same.
If α < −1, we argue as in Case 1 with α replaced by −α > 1 and β replaced by −β + 1. Choosing σ = −(−1|p), Theorem 2.2 then follows from the fact that V σ = ∅ once p is sufficiently large. Finally, if −1 < α < 0, we note that the sequence B α,β contains all integers up to ⌊α + β⌋. Hence, the result follows from the Burgess bound in the case that (−1|p) = +1 and from the ubiquity of quadratic residues modulo p in the case that (−1|p) = −1.
Proof of Theorem 2.3
The following statement is a variant of [9, Lemma 4.3] (we omit the proof, which follows the same lines): 
holds for any h 1, where
Turning to the proof of Theorem 2.3, let us fix c in the range
. Let J = log(2/δ) log 2 and
, where δ is as in Theorem 2.1. Since 2 −J−1 < δ/2, by considering the intervals (
√ e+ε ] for j = 0, . . . , J we see that there is an integer
a set L with #L δ 1 L quadratic non-residues modulo p. Let A be a large positive constant. From the aforementioned result of Hall [12] we see that there exists an integer M with
A such that the interval (M/2, M] contains a set M with #M δ 2 M quadratic residues modulo p, where δ 2 > 0 is an absolute constant. It suffices to show that for some integers ℓ ∈ L, m ∈ M the inequality
As in the proof of Theorem 2.2, from the Erdős-Turán inequality we see that for any H 1 the number of solutions T of this inequality is
where c 0 is an absolute constant. Take H = 4c 0 (LM) 1−1/c /(δ 1 δ 2 ) . With this choice it suffices to prove that
If A is large enough, this inequality follows from Lemma 3.5, which in turn implies that T > 0 and concludes the proof.
Remarks
We are grateful to the referee who has pointed that some recent work of Granville and Soundararajan (unpublished) contains the following result, which yields a stronger form of our Theorem 2.1: We note that ξ is the same constant that appears in [11, Theorem 1] (where it is called δ 1 , which has a different meaning in our paper).
The referee has suggested that the following conjecture seems natural:
Conjecture 4.2. Let x be large, let f be a completely multiplicative function with −1 f (n) 1 for all n. and suppose that n x f (n) = o(x).
Then for 1/ √ e α 1 we have
Finally, the referee also observes that Theorem 2.2 holds also for rational α = 0. The proof uses recent work of Balog, Granville and Soundararajan [2] .
