Towards Personalized Federated Learning by Tan, Alysa Ziying et al.
Towards Personalized Federated Learning
Alysa Ziying Tan1,2,3 , Han Yu1∗ , Lizhen Cui4,5 and Qiang Yang6∗
1School of Computer Science and Engineering, Nanyang Technological University (NTU), Singapore
2Alibaba-NTU Singapore Joint Research Institute, NTU, Singapore
3Alibaba Group, Hangzhou, China
4School of Software, Shandong University (SDU), Jinan, China
5Joint SDU-NTU Centre for Artificial Intelligence Research (C-FAIR), SDU, Jinan, China
6Department of Computer Science and Engineering, Hong Kong University of Science and Technology
{S190109, han.yu}@ntu.edu.sg, clz@sdu.edu.cn, qyang@cse.ust.hk
Abstract
As artificial intelligence (AI)-empowered applica-
tions become widespread, there is growing aware-
ness and concern for user privacy and data confi-
dentiality. This has contributed to the popularity
of federated learning (FL). FL applications often
face data distribution and device capability hetero-
geneity across data owners. This has stimulated
the rapid development of Personalized FL (PFL). In
this paper, we complement existing surveys, which
largely focus on the methods and applications of
FL, with a review of recent advances in PFL. We
discuss hurdles to PFL under the current FL set-
tings, and present a unique taxonomy dividing PFL
techniques into data-based and model-based ap-
proaches. We highlight their key ideas, and en-
vision promising future trajectories of research to-
wards new PFL architectural design, realistic PFL
benchmarking, and trustworthy PFL approaches.
1 Introduction
The pervasiveness of edge devices in modern society, such
as mobile phones and wearable devices, has led to the rapid
growth of private data originating from distributed sources.
While the wealth of such data offers vast opportunities for
machine learning applications, societies are increasingly con-
cerned about data privacy with the introduction of legisla-
tions such as the General Data Protection Regulation (GDPR)
[Voigt and von dem Bussche, 2017]. This has contributed to
the growing popularity of Federated Learning (FL) [Yang et
al., 2019], a learning paradigm that enables the development
of a joint machine learning model on data silos in a collabo-
rative and privacy-preserving manner. The key motivation for
individual clients to participate in FL is to leverage the shared
pool of knowledge from other clients in the federation. Indi-
vidual clients often face data constraints such as data scarcity,
low data quality and unseen classes that limit their capacity
to train good performing local models.
The prevailing FL setting assumes a federation of clients
(e.g., mobile devices, organizations) that collaboratively train
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a model under the orchestration of a central parameter server.
The training data is stored locally and is not shared during the
training process. Most of the existing training methods are
variants of Federated Averaging (FedAvg), the pioneering FL
algorithm introduced by [McMahan et al., 2017]. The goal is
to train a global model that performs well on most FL clients.
Compared to local training, the globally-shared model trained
through FL generalizes well to unseen data as it is trained on
large amounts of data. However, these models are designed
to fit the “average client”. They might therefore not perform
well in the presence of statistical data heterogeneity (i.e. if the
local data distribution of a client deviates significantly from
the global data distribution). Enabling FL to deal with het-
erogeneous data is important given the non-IID nature of data
that originate from clients in the real world. Besides data het-
erogeneity, FL also needs to deal with heterogeneity in device
capabilities in edge computing applications [Wu et al., 2020].
In recent years, personalized federated learning (PFL) has
attracted significant interest from researchers. PFL can be
viewed as an intermediate paradigm between the server-based
FL paradigm that produces a global model and the local
model training paradigm [Mansour et al., 2020]. The chal-
lenge is to strike a careful balance between local task-specific
knowledge and shared knowledge useful for the generaliza-
tion properties of FL models. There are several surveys on
the general concepts, methods and applications of FL [Yang
et al., 2019; Li et al., 2020a]. Others review FL from the per-
spectives of privacy [Mothukuri et al., 2021] and robustness
[Lyu et al., 2020a]. There has been a short survey [Kulkarni
et al., 2020] that provides a brief overview of PFL. However,
there is a lack of a comprehensive survey on PFL that pro-
vides a systematic perspective on this important topic.
In this paper, we bridge this gap by offering a unique data-
based vs. model-based perspective for reviewing the PFL lit-
erature. We begin by analyzing the key hurdles to PFL in the
current FL setting, and then present existing works follow-
ing our hierarchical taxonomy while highlighting their main
ideas. Additionally, we discuss common datasets for PFL
benchmarking. With this perspective, we envision promising
future trajectories of research towards new PFL architectural
design, realistic PFL benchmarking, and trustworthy PFL ap-
proaches.
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2 Hurdles to PFL
Limitations of the Prevailing FL Architecture: With the
pioneering works in FL formulating the objective as training
a single global model on data silos in a privacy-preserving
manner, this has framed the prevailing FL model training un-
der the central parameter server-based FL architecture. Re-
cently, several works have questioned the suitability of this
architecture in the presence of statistical data heterogeneity
across FL clients. In [Zhao et al., 2018], the authors analyzed
the effect of non-IID data on FedAvg and observed a signifi-
cant reduction in accuracy. They attributed this performance
degradation to the phenomenon of weight divergence, as a
result of the rounds of local training and synchronization on
local data distributions that are non-IID. In [Li et al., 2020d],
the authors presented a theoretical analysis on the FedAvg al-
gorithm and showed the slowing of convergence on non-IID
data. They also highlighted the need for careful tuning of hy-
perparameters (e.g., learning rate decay) to improve learning
stability. To build PFL models, alternatives to the central pa-
rameter server-based FL architecture are emerging.
Privacy-Preservation Constraints: As the current per-
sonalization approaches in machine learning do not ade-
quately address privacy concerns, they cannot be directly ap-
plied to achieve personalization in the heterogeneous FL set-
ting. The study of personalization techniques under privacy
constraints remains an ongoing challenge for the FL research
community. Without explicit data sharing, it is challenging
to learn personalized models as the full local data distribu-
tions are concealed from external access. It is also a chal-
lenge to understand the extent of heterogeneity among the
clients’ datasets without access to the raw data. This has
motivated several works to relax the key privacy assump-
tion in FL to allow some local data [Zhao et al., 2018;
Jeong et al., 2018] or metadata [Duan et al., 2021] to be
shared with the parameter server. Other works assume the
availability of a proxy dataset that is representative of the pop-
ulation distribution [Yang et al., 2020b; Li and Wang, 2019].
These methods may not always be applicable, especially for
privacy-sensitive applications or cases where the prior distri-
butions of the datasets are unknown.
3 PFL Approaches
This section reviews existing PFL approaches. We organize
them around the proposed taxonomy (Figure 1) that divides
PFL methods into data-based and model-based approaches.
Data-based approaches focus on smoothing the statistical het-
erogeneity among clients’ datasets to improve FL model con-
vergence, while model-based approaches enhance the perfor-
mance of FL models under different levels of personalization.
3.1 Data-based Approaches
Data-based approaches aim to smooth the statistical hetero-
geneity of data residing at participating clients. This helps to
mitigate the problem of weight divergence arising from mul-
tiple rounds of local training and weight synchronization on
non-IID datasets during the FL training process.
Figure 1: The proposed taxonomy of FL personalization approaches.
Data Augmentation
As the IID property of training data is a fundamental assump-
tion in statistical learning theory, data augmentation methods
to enhance the statistical homogeneity of the data have been
extensively studied in the field of machine learning. Over-
sampling techniques involving synthetic data generation (e.g.,
SMOTE [Chawla et al., 2002] and ADASYN [Haibo He et
al., 2008]), and under-sampling algorithms (e.g., Tomek links
[Kubat and Matwin, 1997]) have been proposed to reduce
data imbalance. These techniques, however, cannot be di-
rectly applied under the FL setting, where data residing at the
clients in the federation are distributed and private.
Data augmentation in FL is highly challenging as it of-
ten requires some form of data sharing or assumes the avail-
ability of a proxy dataset that is representative of the over-
all data distribution. In [Zhao et al., 2018], the authors pro-
posed a data sharing strategy that distributes a small amount
of global data balanced by classes to each client. Their ex-
periments show that there is potential for significant accuracy
gains (∼30%) with the addition of a small amount of data.
[Jeong et al., 2018] proposed FAug, a federated augmenta-
tion approach that involves training a Generative Adversarial
Network (GAN) in the server. Some data samples of the mi-
nority classes are uploaded to the parameter server to train
the GAN model. The trained GAN model is then distributed
to each client to generate additional data to augment its local
data towards yielding an IID dataset. In [Duan et al., 2021],
the authors proposed Astraea, a self-balancing FL framework
to handle class imbalance by using Z-score based data aug-
mentation and down-sampling of local data. The FL server
requires statistical information about clients’ local data dis-
tributions (e.g., class sizes, mean and standard deviation).
The applicability of these data augmentation approaches
under the FL setting is limited to some extent as the possibil-
ity of privacy leakage from data sharing has not been elim-
inated by design. Additionally, the assumption of a proxy
dataset consisting of a representative population distribution
is strong and may not always be achievable.
Client Selection
Another line of work focuses on designing client selection
mechanisms to enable sampling from a more homogeneous
data distribution, with the aim of improving model general-
ization performance. In [Wang et al., 2020a], the authors pro-
posed FAVOR which selects a subset of participating clients
for each training round in order to mitigate the bias intro-
duced by non-IID data. A deep Q-learning formulation for
client selection was designed with the objective of maximiz-
ing accuracy while minimizing the number of communication
rounds. In a similar approach, a client selection algorithm
based on the Multi-Armed Bandit formulation was proposed
in [Yang et al., 2020b] to select the subset of clients with min-
imal class imbalance. The local class distributions are esti-
mated by comparing the similarity between the local gradient
updates submitted to the parameter server with the gradients
inferred from a balanced proxy dataset residing on the server.
In [Lyu et al., 2020b], the authors proposed the Fair and
Privacy-Preserving Deep Learning (FPPDL) approach to se-
lect clients based on the perceived value of their local datasets
to each other’s learning tasks in order to dynamically estab-
lish FL model training collaborations among data owners. A
local credibility mutual evaluation mechanism is proposed to
guarantee fairness, while a three-layer onion-style encryption
scheme is proposed to achieve both model accuracy and data
privacy. Different from the prevailing FL paradigm, FPPDL
is a fully distributed federated learning paradigm in which
data owners self-organize based on trust without the need for
a dedicated parameter server. At the end of the FL model
training process under FPPDL, each client receives a model
with performance reflecting how much value the community
of FL clients place on its local data.
3.2 Model-based Approaches
Although data-based approaches improve solution conver-
gence when learning the global model, they are limited in
their capacity to personalize as they still involve training a
single global model. Modifying the local data distributions
may also result in the loss of valuable information associated
with the inherent diversity of client behaviors that can be use-
ful for personalizing the global model for each client.
In contrast, model-based personalization approaches aim
to enable FL models to adapt to the diverse data distributions
among clients. We divide them into Single-Model, Multi-
Model and N -Model approaches. This naming convention
indicates the number of models trained during the FL pro-
cess. Techniques that follow the original single global model
design are classified under the single-model category, while
those that produce a personalized model for different subsets
of clients fall under the multi-model category. Techniques
that produce a personalized model for each of the N clients
in the federation are classified under the N -model category.
Single-Model PFL Approaches
For Single-Model PFL approaches, a global FL model is
trained and adapted on local data. Personalization is achieved
through finding a more optimal initialization of the global
model for local personalization, or by learning more desir-
able task-specific local representations. As these approaches
are formulated based on a single global model design, they
are best suited when the local data distributions do not devi-
ate significantly from the global data distribution.
Meta-learning: Commonly known as “learning to learn”,
meta-learning aims to improve the learning algorithm it-
self through the exposure to a variety of tasks. This en-
ables the model to learn a new task quickly and effectively.
Optimization-based meta-learning algorithms, like Model-
Agnostic Meta-Learning (MAML) [Finn et al., 2017] and
Reptile [Nichol et al., 2018], are known for their good gen-
eralization and fast adaptation on new heterogeneous tasks.
They are also model-agnostic and can be applied to any gradi-
ent descent-based approaches, enabling applications in prob-
lems such as supervised learning and reinforcement learning.
In [Jiang et al., 2019], the authors drew parallels between
meta-learning algorithms and FL. Meta-learning algorithms
run in two phases: meta-training and meta-testing. They
mapped the meta-training step in MAML to the FL global
model training process, and meta-testing to FL personaliza-
tion where a few steps of gradient descent are performed on
local data during local adaptation. They also show that Fe-
dAvg is analogous to the Reptile algorithm, and are in fact
equivalent when all clients possess equal amounts of local
data. [Fallah et al., 2020] proposed Per-FedAvg, a variant
of FedAvg that builds on the MAML formulation. In con-
trast to FedAvg where the goal is to learn a global model that
performs well on most participating clients, the new goal is
transformed to learn a good initial global model that performs
well on a new heterogeneous task. This problem formula-
tion is suitable for learning on heterogeneous data distribu-
tions to provide an improved global model initialization for
personalization. The authors in [Khodak et al., 2019] pro-
posed the ARUBA framework, an online learning algorithm
for adaptive meta-learning. When applied to FedAvg, it im-
proves model generalization performance and eliminates the
need for hyperparameter optimization during personalization.
Regularization: Model regularization is a common strat-
egy to prevent overfitting when training machine learning
models. In FL, regularization techniques can be applied to
achieve convergence stability and improve model general-
ization. Several studies employ regularization to tackle the
weight divergence problem in FL settings involving non-IID
local data. FedProx [Li et al., 2020b] introduces a proximal
term to the local subproblem that considers the dissimilarity
of global and local models to limit the impact of local up-
dates. Along with model dissimilarity, FedCurv [Shoham et
al., 2019] and FedCL [Yao and Sun, 2020] further consider
parameter importance in the regularized local loss function.
Using Elastic Weight Consolidation (EWC) [Kirkpatrick et
al., 2017] from the field of continual learning, parameter im-
portance is estimated and penalization steps are carried out to
preserve important parameters. This can prevent catastrophic
forgetting when moving across learning tasks.
Besides improving convergence stability, regularization
can also enforce desirable behaviors that can improve person-
alization. It has been used in [Huang et al., 2021] to model
an attentive collaboration mechanism to enforce stronger col-
laboration amongst FL clients with similar data distributions.
In [Guo et al., 2020], the authors proposed an approach that
aligns model predictions with personal humour preferences
through a local adapter at each FL client.
Parameter Decoupling (Private Embeddings): Another
line of work achieves personalization in FL by decoupling
the local private model parameters from the global federated
model parameters. Private parameters are trained locally and
not shared with the parameter server. This enables task spe-
cific representations to be learnt for better personalization.
In [Bui et al., 2019], a document classification model us-
ing a Bidirectional LSTM architecture is trained via FL by
treating user embeddings as private parameters, and treating
character embeddings, LSTM and MLP layers as federated
parameters. In [Liang et al., 2020], the authors proposed the
Local Global Federated Averaging (LG-FedAvg) algorithm
that combines local representation learning and global feder-
ated training. Learning lower dimensional local representa-
tions improves communication and computational efficiency
for federated global model training. It also offers flexibility
as specialized encoders can be designed based on the source
data modality (e.g., image, text). The authors also demon-
strated how fair and unbiased representations that are invari-
ant to protected attributes (e.g., race, gender) can be learnt by
incorporating adversarial learning into the FL model training.
Multi-Model PFL Approaches
For applications where there are inherent partitions among
clients or data distributions that are significantly different,
training a single global model is not effective. A multi-model
approach where an FL model is trained for each homoge-
neous client cluster is more suitable.
Clustering: Several recent works focus on clustering for
FL personalization. The underlying assumption of FL clus-
tering approaches is the existence of a natural grouping of
clients’ local datasets. In [Sattler et al., 2019], the authors
proposed integrating hierarchical clustering into FL as a post-
processing step. An optimal bi-partitioning algorithm based
on cosine similarity is used divide the FL clients into clus-
ters. Another hierarchical clustering framework for FL has
been proposed in [Briggs et al., 2020]. The approach is de-
signed for a wider range of non-IID settings and allows train-
ing on a subset of clients during each round of FL model
training. The formulation reduces clustering to a single step
to lower computation and communication loads. In [Huang
et al., 2019], the authors proposed a community-based FL
algorithm to predict patient hospitalization time and mortal-
ity. They train a denoising autoencoder and cluster patients
based on the encoded features of their private data. An FL
model is then trained for each cluster. In [Xie et al., 2020],
the authors proposed a multi-center formulation that learns
multiple global models. Expectation Maximization is used to
derive the optimal matching of clients to each cluster center.
Federated clustering frameworks often incur high compu-
tation and communication costs, which may limit their feasi-
bility for practical applications. Additional architectural com-
ponents for the management and deployment of the clustering
mechanism (e.g., cluster allocation) are also required.
N -Model PFL Approaches
ForN -Model PFL approaches, a model is learnt for each indi-
vidual client in the federation. Broadly, these approaches are
well-suited for applications with diverse data distributions, or
when the heterogeneity of the underlying data distributions is
unclear. Fine-tuning of hyperparameters may be required to
improve model convergence and learning stability.
Multi-task Learning (MTL): The goal of MTL is to train
a model that jointly learns several related tasks. This im-
proves generalization by leveraging domain-specific knowl-
edge across the learning tasks. In [Smith et al., 2017], the
authors observed that by treating each FL client as a task
in MTL, there is potential to learn and capture relationships
in heterogeneous data across the clients. They proposed the
MOCHA algorithm which extends distributed MTL to FL us-
ing a primal-dual optimization method. The algorithm ad-
dresses communication and system challenges prevalent in
FL which are not considered in the field of MTL. Unlike the
conventional FL design which learns a single global model,
MOCHA learns a personalized model for each individual FL
client. While MOCHA improves personalization, it is not
suitable for cross-device FL applications as all clients are re-
quired to participate in every round of FL model training.
Another drawback of MOCHA is that it is only applicable
to convex models and is thus unsuitable for deep learning
implementations. This motivated [Corinzia and Buhmann,
2019] to propose the VIRTUAL federated MTL algorithm de-
signed for non-convex models. Recently, [Dinh et al., 2021]
proposed FedU, a framework for federated MTL with Lapla-
cian regularization. It has achieved improved performance
over FedAvg, MOCHA and personalized meta-learning ap-
proaches like Per-FedAvg [Fallah et al., 2020].
In contrast to single-model approaches in which the model
is trained by aggregating model updates from the local
clients, the MTL formulation improves model generalization
by learning the underlying collaboration relationships among
heterogeneous datasets. Such approaches implicitly assume
that there exists inherent partitioning of data and inter-task
relationships to be learnt.
Model Interpolation: To address the limitations of a
global shared model in the prevailing FL paradigm, [Hanzely
and Richtárik, 2020] proposed a new formulation that learns a
mixture of global and local models. In this formulation, each
FL client learns an individual local model. A penalty param-
eter λ is used to discourage the local models from being too
dissimilar from the mean model. Pure local model learning
occurs when λ is set to zero. As λ increases, mixed model
learning occurs and the local models become increasingly
similar to each other. The setting approximates the global
shared FL model formulation when λ approaches infinity. In
this way, the degree of personalization can be controlled.
In a related line of work, [Deng et al., 2020] proposed the
APFL algorithm with the goal of finding the optimal com-
bination of global and local models in a communication-
efficient manner. They introduced a mixing parameter α that
is adaptively learnt during the FL training process to control
the balance between the global and local models. This en-
ables the optimal degree of personalization for each client to
be learnt. The weighting factor on a particular local model is
expected to be larger if the local and global data distributions
are not well-aligned, and vice versa. A similar formulation
involving the joint optimization of local and global models to
determine the optimal interpolation weight has been proposed
in [Mansour et al., 2020].
Recently, [Diao et al., 2021] proposed the HeteroFL frame-
work which trains local models of varying computational
complexities, based on a single global model. By adaptively
allocating local models of varying complexity levels accord-
ing to the computation and communication capabilities of
each client, it achieves PFL relating to client capability het-
erogeneity in edge computing scenarios.
Transfer Learning: Transfer learning has been used for
model personalization in non-federated settings. It aims to
transfer knowledge from a source to a target domain, where
the domains are often different but related. There have been
a number of studies of federated transfer learning (FTL) in
the healthcare domain to improve model personalization (e.g.,
FedHealth [Chen et al., 2020] and FedSteg [Yang et al.,
2020a]). The approach generally involves: (i) learning local
models by fine-tuning a pre-trained model on local data; (ii)
training a global model via FL; and (iii) training personalized
models by integrating the global and local models via trans-
fer learning. A correlation alignment layer [Sun et al., 2016]
is added before the softmax layer for adaptation between the
source and target domains. In [Li and Wang, 2019], the au-
thors proposed FedMD, an FL framework based on transfer
learning and knowledge distillation which allows clients to
design independent models using their own private data. Be-
fore the FL training phase, transfer learning is first carried out
by each individual client by training a model to convergence
on a public dataset which is then fine-tuned on local data.
Parameter Decoupling (Private Personalized Layers):
In parameter decoupling, the classification of private and fed-
erated parameters is an architectural design decision. In [Ari-
vazhagan et al., 2019], the authors proposed a base + person-
alized layers design for deep feed-forward neural networks.
Personalized layers are kept private at the clients for local
training, while the base layers are shared with the FL server.
4 PFL Benchmarking
Realistic datasets are important for the development of the
PFL research field. LEAF [Caldas et al., 2019] is one of
the earliest and most popular benchmarking frameworks pro-
posed for FL. At the time of writing, it provides 6 FL datasets
covering a range of machine learning tasks including image
classification, language modeling and sentiment analysis un-
der both IID and non-IID settings. Examples of datasets in-
clude the Extended MNIST dataset split according to the writ-
ers of the character digits, and the Shakespeare dataset split
according to the characters in the play. A set of accuracy
and communication metrics, along with implementation ref-
erences for well-known approaches such as FedAvg, SGD
and MOCHA are also provided. As LEAF extends exist-
ing public datasets from traditional machine learning settings,
it does not fully reflect the data heterogeneity in FL scenar-
ios. Although there are a few real-world federated datasets,
such as a street image dataset for object detection [Luo et al.,
2019] and a species dataset for image classification [Hsu et
al., 2020], they are often limited in size. To facilitate PFL re-
search, datasets that include more modalities like audio, video
and sensor signals, and involve a broader range of machine
learning tasks from real-world applications are required.
5 Promising Future Research Directions
Based on the above review of current PFL techniques, we en-
vision promising future trajectories of research towards new
PFL architectural design, realistic benchmarking, and trust-
worthy PFL approaches.
5.1 Opportunities for PFL Architectural Design
FL Client Data Distribution Analytics: The inherent het-
erogeneity of data among FL clients is a key consideration
when assessing the type of PFL required. For example,
a multi-model approach is preferred for applications where
there are inherent partitions or data distributions that are sig-
nificantly different. In order to facilitate experimentation on
non-IDD data, recent works in PFL have proposed metrics
like Total Variation, 1-Wasserstein [Fallah et al., 2020] and
Earth Mover’s Distance (EMD) [Zhao et al., 2018] to quan-
tify the statistical heterogeneity of data distributions. How-
ever, these metrics can only be calculated with direct access
to raw data. The problem of how to perform heterogeneity
diagnostics in a privacy-preserving manner remains open.
Aggregation Procedure: In more complex PFL scenar-
ios, performing a simple average on the local updates of each
client may not be an ideal approach in handling data hetero-
geneity. Model averaging is adopted in most prevailing FL
architectures, and its effectiveness as an aggregation method
has not been well-studied from a theoretical perspective [Xiao
et al., 2020]. Recently, [Wang et al., 2020b] proposed a layer-
wise matched averaging formulation for CNN and LSTM ar-
chitectures. The design of specialized aggregation procedures
for PFL architectures remains to be explored.
PFL Architecture Search: In the presence of statistical
heterogeneity, federated neural architectures are highly sensi-
tive to hyperparameter choices and may therefore experience
poor learning performance if they are not tuned carefully [Li
et al., 2020d]. The choice of the FL model architecture may
also not be optimal, leading to poor fitting of the underly-
ing non-IID distribution. Neural Architecture Search (NAS)-
based [Zhu et al., 2021] PFL is a promising research direction
to reduce manual design effort to optimize the model archi-
tecture with the given PFL scenario.
Spatial Adaptability refers to the ability of the FL sys-
tem to handle variations across client datasets as a result of
(i) the addition of new clients, and/or (ii) dropouts and strag-
glers. These are practical issues prevalent in complex edge
computing environments, where there is significant variabil-
ity in hardware capabilities in terms of computation, memory,
power and network connectivity [Wu et al., 2020].
(i) Existing FL personalization approaches commonly as-
sume a fixed client pool at the start of an FL training cycle,
and that new clients cannot join the training process mid-
way [Jeong et al., 2018; Briggs et al., 2020]. Other ap-
proaches involve a pre-training step [Li and Wang, 2019] that
require time for local computation. Besides meta-learning
approaches [Fallah et al., 2020] that encourage fast learning
on a new client, there is limited work addressing the cold-start
problem in PFL. Current deep FL techniques are also prone to
catastrophic forgetting of previously learnt knowledge when
new clients join, due to the stability-plasticity dilemma in
neural networks [Kemker et al., 2018]. As a result, exist-
ing clients may experience a degradation in performance. A
promising direction is to incorporate continual learning [De-
lange et al., 2021] into FL to mitigate catastrophic forgetting.
(ii) With the prevalence of dropouts and stragglers in large-
scale federated systems due to network, communication and
computation constraints, it is necessary to design for robust-
ness in FL systems. Developing communication-efficient al-
gorithms to mitigate the problem of stragglers is an ongoing
research direction, where gradient compression [Lin et al.,
2018] and asynchronous model updates [Chen et al., 2019]
are common strategies for addressing FL communication bot-
tlenecks. These issues require further study in PFL to formal-
ize the trade-offs between overhead and performance.
Temporal Adaptability refers to the ability of the FL sys-
tem to learn on non-stationary data. In dynamic real-world
systems, we may expect temporal changes in the underly-
ing data distributions. This phenomenon is known as con-
cept drift. Concept drift learning is commonly classified into
three key components: (i) drift detection (whether drift has
occurred); (ii) drift understanding (when, how and where the
drift occurs); and (iii) drift adaptation (response to drift) [Lu
et al., 2018]. [Casado et al., 2021] is one of the few works
that study the problem of concept drift in FL. It extends Fe-
dAvg with the Change Detection Technique (CDT) for drift
detection. It remains an open direction to leverage existing
drift detection and adaptation algorithms to improve learning
on dynamic real-world data in federated systems.
5.2 Opportunities for PFL Benchmarking
The establishment of systematic evaluation methodologies
and metrics is also important for PFL research. In most exist-
ing studies, the evaluation of PFL algorithms is limited to a
single type of non-IID setting such as quantity skew [Zhao et
al., 2018], feature distribution skew [Chen et al., 2020] or la-
bel distribution skew [Li and Wang, 2019]. The experiments
are performed by either leveraging an existing pre-partitioned
public dataset (e.g., LEAF) or prepared by partitioning a pub-
lic dataset to fit the target non-IID setting. For more effective
research and fairer comparison, it is imperative for the re-
search community to develop a deeper understanding of the
different non-IID settings in real-world federated learning in
order to simulate diverse realistic non-IID settings. The broad
categorization of non-IID settings into: (i) Feature distribu-
tion skew; (ii) Label distribution skew; (iii) Quantity skew;
(iv) Same label, different features; and (v) Same features, dif-
ferent labels [Kairouz et al., 2019] can be a starting point
for further research. Such an effort requires wider collabo-
ration among researchers and industry practitioners, and will
be beneficial for building a healthy PFL research ecosystem.
5.3 Opportunities for Trustworthy PFL
Fairness: As machine learning technologies become more
widely adopted by businesses to support decision-making,
there has been a growing interest in developing methods to
ensure fairness in order to avoid undesirable ethical and so-
cial implications [Mehrabi et al., 2019; Holstein et al., 2019].
Current approaches do not adequately address the unique
set of fairness related challenges presented in FL. This in-
cludes new sources of bias introduced by the diversity of par-
ticipating FL clients due to unequal local data sizes, activity
patterns, location, and connection quality, etc. [Kairouz et al.,
2019]. The study of fairness in FL is still in its infancy and
the framing of fairness in FL has not yet been well-defined.
A common notion of fairness in the literature is the satisfac-
tion of accuracy parity. As it is not practical to enforce an
equal accuracy for all clients where there is significant vari-
ability in large-scale FL settings, the authors in [Mohri et al.,
2019] introduced the notion of good-intent fairness. Its goal
is to ensure that the model does not overfit to any client at
the expense of others, which is achieved by maximizing the
performance of the worst performing FL client. In [Li et al.,
2020c], fairness is defined in terms of minimizing the vari-
ability of error rate distributions. [Zhang et al., 2020] uses
client contribution to FL model training to measure fairness.
The study of fairness in FL is mostly focused on the pre-
vailing server-based FL paradigm, although new work on
fairness in alternative FL paradigms is emerging [Lyu et al.,
2020b]. As FL approaches maturity, advances in improving
fairness for PFL in particular will become increasingly im-
portant in order for FL to be adopted at scale.
Explainability: Explainable Artificial Intelligence (XAI)
is an active research area that has attracted significant interest
recently, driven by pressure from government agencies and
the general public for interpretable models [Arrieta et al.,
2020]. It is important for models in high stake applications
such as healthcare to be explainable, where there is a strong
need to justify decisions made [Tonekaboni et al., 2019].
Explainability has not yet been systematically explored in
the FL literature. There are complex challenges unique to
achieving explainability in PFL due to the scale and hetero-
geneity of distributed datasets. Striving for FL model explain-
ability may also be associated with potential privacy risks
from inadvertent data leakage, as demonstrated in [Shokri et
al., 2020] where certain gradient-based explanation methods
are prone to privacy leakage. There is limited work address-
ing both explainability and privacy objectives simultaneously.
In [Harder et al., 2020], the authors proposed using differ-
entially private locally linear maps (LLMs) to approximate
the mapping from the model to the input data. However, the
model formulation is limited to a non-federated setting and
has only been evaluated on simple datasets.
Developing an FL framework that balances the trade-off
between explainability and privacy is an important future re-
search direction. One possible approach to achieve this trade-
off is to incorporate explainability into the global FL model
but not the personalization component of the FL model.
Robustness: Although FL offers better privacy protec-
tion compared to traditional centralized model training ap-
proaches, recent research has exposed vulnerabilities of FL
that could potentially compromise data privacy [Lyu et al.,
2020a]. It is therefore of paramount importance to study FL
attack methods and develop defensive strategies to counteract
these attacks in order to ensure robustness of the FL system.
With more complex protocols and architectures developed for
PFL, more work is needed to study related forms of attacks
and defenses to enable robust PFL approaches to emerge.
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