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Uncertainty relations take a crucial and fundamental part in the frame of quantum theory, and are
bringing on many marvelous applications in the emerging field of quantum information sciences. Espe-
cially, as entropy is imposed into the uncertainty principle, entropy-based uncertainty relations lead to
a number of applications including quantum key distribution, entanglement witness, quantum steering,
quantum metrology, and quantum teleportation. Herein, the history of the development of the uncer-
tainty relations is discussed, especially focusing on the recent progress with regard to quantum-memory-
assisted entropic uncertainty relations and dynamical characteristics of the measured uncertainty in some
explicit physical systems. The aims are to help deepen the understanding of entropic uncertainty relations
and prompt further explorations for versatile applications of the relations on achieving practical quantum
tasks.
I. INTRODUCTION
In the field of quantummechanics, the uncertainty principle
was recognized as one of the most fundamental and important
features, remarkably differing from its classical counterpart.
Originally, Heisenberg [1] proposed the famous uncertainty
relation in 1927, related to momentum and position measured
for a particle, later been rigorously proven by Kennard [2].
Both the measurement outcomes of the quantities cannot be
predicted simultaneously and precisely, i.e., the certainty of
the estimation for the position of a particle implies the un-
certainty of the estimation for its momentum, and vice versa.
Actually, apart from moment and position, such a limitation
also applies to phases and excitation numbers of harmonic os-
cillators, orthogonal components of spin angular momentum,
and angle and orbital angular momentum of a particle [3].
When considering arbitrary two observables, Robertson
formulated a general formula via variation from the Heisen-
berg uncertainty relation (see Sec. 2.1). The standard devia-
tion substantively provides a nontrivial tradeoff between two
incompatible measurements. However, it has a drawback, ly-
ing in that the lower bound of Robertson’s inequality relies
on the concrete state of the system, bringing on a trivial re-
sult when the system is prepared in the eigenstates of anyone
of the two observables. With the rise of quantum informa-
tion theory, the notion of entropy was considered to be use-
ful for formulating the uncertainty relation. Everett [4] and
Hirschman [5] originally put forward an entropy-based uncer-
tainty relation regarding position and momentum observables.
Subsequently, the improvement on this relation was obtained
for arbitrary two non-commuting observables in Refs. [6] and
[7]. In Sec. 2, the different types of uncertainty relations (in
terms of variance, entropy and majorization) will be discussed
in detail when the measured system is isolated from others.
Note that while the previous literatures only investigated the
entropic uncertainty relation (EUR) for a single-partite sys-
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tem, two basic questions can be raised: what is the new ex-
pression for EUR if the system to be probed is correlated with
another subsystem (say, a quantum memory) in a nonclassi-
cal way, and are there any new physical implications for these
cases? These will be answered in Sec. 3. To precisely esti-
mate the outcome of measurement, various optimized uncer-
tainty’s bounds will be introduced. Then quantum-memory-
assisted EURs are generalized to the case of multiple mea-
surement setting.
In reality, any quantum system is unavoidably susceptible
to its ambient surroundings, and this will induce the phe-
nomenon of decoherence and dissipation. Due to this fact, it is
significant to make clear how the environment influences the
uncertainty of a measurement in realistic quantum informa-
tion processing tasks. Moreover, how to control the amount of
the uncertainty ought to be basically interesting in the regime
of quantum precision measurement. All these issues will be
reviewed in Sec. 4.
Based on the EURs in the presence of quantum memory,
the uncertainty had produced versatile applications, including
entanglement witness, quantum teleportation, quantum cryp-
tography, quantum speedup, creating steering inequality and
quantum metrology, and so forth (see Sec. 5). In Particular,
quantum key distribution was commercialized in nowadays
markets and its security roots in the Heisenberg’s uncertainty
principle.
Actually, there already exist several reviews about the
theme of EUR. In 2010, Wehner and Winter [8] reviewed the
EUR with respect to multi-discrete variable from the view-
point of information theory, and lately Białynicki-Birula and
Rudnicki [9] reviewed the continuous variable EURs from the
physics perspective. Besides, Coles et al. [3] mainly sum-
marized the previous two, and added the recent development
in their applications. Very recently, Hertz and Cerf [10] re-
viewed in detail continuous-variable entropic uncertainty re-
lations. Different from the previous reviews, we will mainly
contribute to the improved EURs with a quantummemory and
the dynamics of the measured uncertainty and its control via
various approaches. We thus aim to offer the recent progresses
related to EUR, which might be helpful to facilitate the spread
of their performance in quantum information and new quan-
2tum technologies.
II. UNCERTAINTY RELATION IN THE ABSENCE OF A
QUANTUMMEMORY
In this section, we will focus on various uncertainty rela-
tions via variance and entropy when the measured system is
isolated from others.
A. Uncertainty relations based on variance
Seminally, Heisenberg in 1927 proposed the celebrated un-
certainty relation, showing that one is unable to capture si-
multaneously the precise measurement’s outcomes with cer-
tainty for the position and momentum of a particle [1], which
usually can be expressed by the inequality ∆p∆x ≥ ~/2.
Certainly, this derivation is deemed as the principal character
in the regime of quantum physics different from its classical
counterpart. As to two arbitrary incompatible observables Q
and R, Kennard [? ] and Robertson [? ] derived a standard
deviation
∆Q ·∆R ≥ 1
2
|〈[Q,R]〉| , (1)
where∆R =
√〈R2〉 − 〈R〉2 denotes the variance of R, with
〈R〉 being the expectation value of the observable R, and
[Q,R] = QR−RQ gives the commutator of the operators
Q and R [12]. Therewith, Schro¨dinger [13] strengthened the
Kennard-Robertson’s result by means of appending an anti-
commutator term, leading to
∆Q2 ·∆R2 ≥
∣∣∣∣12〈[Q,R]〉
∣∣∣∣
2
+
∣∣∣∣12 〈{Q,R}〉 − 〈Q〉〈R〉
∣∣∣∣
2
,
(2)
Nevertheless, the lower bounds in Eqs. (1) and (2) are state
dependent. If the system is prepared in one of the eigen-
states of Q or R, one can easily work out |〈[Q, R] 〉| = 0
and
∣∣ 1
2 〈{[Q, R]}〉 − 〈Q〉 〈R〉
∣∣ = 0, which naturally leads to
the fact that the lower bounds in Eqs. (1) and (2) will be zero-
valued. This means that the standard deviations will become
ineffective and trivial to measure the uncertainty in such a sit-
uation. Until recently, Maccone and Pati [14] removed this
drawback and proposed a strong uncertainty relations, read-
ing as
∆Q2 +∆R2 ≥ max {B1,B2} , (3)
with
B1 = ±i〈[Q,R]〉+
∣∣〈Ψ|Q± iR|Ψ⊥〉∣∣2
B2 = 1
2
∣∣〈Ψ⊥Q+R |Q+R|Ψ〉∣∣2 (4)
and the state |Ψ⊥〉 is orthogonal to |Ψ〉. The relation of Eq. (3)
has also been demonstrated by some promising experiments
[15–17].
B. Uncertainty relations based on entropy
Technically, there is other working and straight approach
to depict the uncertainty relations by the concept of entropy
rather than the deviation mentioned above.
1. Uncertainty relation based on differential entropy
Beckner [6] as well as Białynicki-Birula and Mycielski [7]
reported the uncertainty relation via differential entropy with
respect to the position and momentum, which was given by
h(P ) + h(Q) ≥ log2(eπ), (5)
for all possible states. Considering a random variable P char-
acterized by a probability density Φ(p), since the differential
entropy can be expressed by
h(P ) = −
∫ ∞
−∞
Φ(p) log2Φ(p)dp. (6)
Suppose Λ(p) belongs to the Gaussian probability distribu-
tion, which meets
Φ(p) =
1√
2π∆(P )2
exp
(−(p− p)2
2∆(P )2
)
. (7)
with p’s mean being denoted by p¯. Then we can substitute Eq.
(7) into Eq. (6) and obtain
h(P ) = log2
√
2πe∆(P ). (8)
Owing to that the Gaussian probability distributionmaximizes
the differential entropy as expressed in Eq. (6), thus for a
general distribution we have the following formula
h(P ) ≤ log2
√
2πe∆(P ). (9)
As for arbitrary observables P and Q linked with position
and momentum are concerned, we can obtain
log2 (2πe∆(P )∆(Q)) = log2
√
2πe∆(P )2 log2
√
2πe∆(Q)2
(10)
≥ h(P ) + h(Q) (11)
≥ log2(eπ). (12)
Then by combining Eqs. (10) and (12), we can easily deduce
the earliest outcome∆P∆Q ≥ ~/2 for position and momen-
tum as mentioned before.
2. Uncertainty relation based on Shannon entropy
As is known, Shannon entropy plays a fundamental and key
role in information theory, and quantifies the amount of infor-
mation in the state of a given system in the field of classical
3physics. By introducing the Shannon entropy, Deutsch origi-
nally presented an uncertainty relation [18], written as
H(Q) +H(R) ≥ 2log2
(
2
1 +
√
c(Q,R)
)
, (13)
with H(Q) = −∑i pq log2 pq representing the Shannon en-
tropy and pq = Tr (|Qq〉〈Qq|ρ) is the probability of the out-
come q for Q. The overlap c(Q,R) = maxi,j
{|〈Qi|Rj〉|2}
with {|Qi〉} and {|Rj〉} being the eigenvectors of Q and R,
respectively. Soon afterwards, Kraus [19] and Maassen and
Uffink [20] together made an improvement to the result of
Deutsch as
H(Q) +H(R) ≥ log2
1
c(Q,R)
=: qMU . (14)
It is clear to obtain that the lower bounds of Eqs. (13) and
(14) are state independent. Korzekwa and his corporators [21]
stated that by considering the total uncertainties, the Maassen-
Uffink inequality for a qubit system can be improved as:
H(Q) +H(R) ≥ log2
1
c(Q,R)
+H(ρ) [2 + log2c(Q,R)] .
(15)
3. Uncertainty relations based on Re´nyi entropy
Stemming from the Shannon entropy, there are relatively
general versions of entropies proposed by Re´nyi [22] that can
offer more weight to events with either high or low informa-
tion. Owing to their inherently mathematical properties, these
different types of entropies can be well applied to quantum
cryptography and information theory. In general, Re´nyi en-
tropy with order x is defined as
Hx(Q) =
1
1− x log2
∑
q
pxq , (16)
with x ∈ [0,∞]. For the extremity x = 1, the Re´nyi en-
tropy recovers the Shannon entropy. In this sense, we say that
the Re´nyi entropy is deemed as a generalization of Shannon
entropy. Based on Re´nyi entropy, for generalized positive-
operator-valued measure (POVM) measurements, the uncer-
tainty relation is derived by utilizing a direct-sum majoriza-
tion relation [23]. In addition, Maassen and Uffink [20] have
shown that Eq. (14) could be generalzied to more general
case by using the Re´nyi entropies. When x, y ≥ 1/2 and
1/x+ 1/y = 2 hold, one can obtain
Hx(Q) +Hy(R) ≥ log2
1
c(Q,R)
, (17)
and when x→∞ and y → 1/2, one shall attain an alternative
interesting special case of Eq. (14) based on the concepts of
minimal and maximal entropies
Hmin(Q) +Hmax(R) ≥ log2
1
c(Q,R)
. (18)
Because the minimal entropy describes the probability of ac-
curately predicting the measurement outcome ofQ, the above
uncertain relation can be regarded as the most available rela-
tion with applications in quantum cryptography and quantum-
information theory [24].
Besides, there are also some works concentrating on the
energy-time uncertainty relations [25]. In particular, Rastegin
[26] had derived the EUR for energy and time by means of the
Pegg’s approach [27].
C. Majorization uncertainty relations
There is another way to derive uncertainty relations, e.g.,
the majorization technology. This uncertainty relation, origi-
nally presented by Partovi [28], was derived by the products
of probabilities rather than the sums of probabilities. Subse-
quently, this relation was developed and generalized by Fried-
land et al. [29] and Puchała et al. [30]. For two posi-
tive operator-valued measures (POVMs) Q = {Qq}q and
R = {Rr}r, according to the general Born rule, we have
these distributionsPQ(q) = Tr (ρQq) andPR(r) = Tr (ρRr)
due to the measurementsQ andR on ρ, respectively. We now
denote P ↓Q and P
↓
R as the corresponding reordered vectors in
order to rank the probabilities from largest to smallest.
In order to seek a vector that majorizes the tensor product
of a pair of probability vectors P ↓Q and P
↓
R, i.e., we set up a
probability distribution µ = {µ(1), µ(2), . . . , µ(Q‖R)} such
that
P ↓Q × P ↓R ≺ µ (∀ρ), (19)
which offers the bound regarding how spread-out the product
distribution P ↓Q × P ↓R should be. To seek the probability dis-
tribution µ matching Eq. (19), we can take into account the
largest probability with regard to a product distribution in Eq.
(19), shown as
p1 = P
↓
Q · P ↓R = pguess(Q) · pguess(R). (20)
It is well known that p1 will be always left away from 1
with respect to two incompatible measurements, on account
that the two measurements cannot get deterministic outcomes
at the same time. From Deutsch’s result [18], we have
pguess(Q)pguess(R) ≤ b2, which will yield
p1 = pguess(Q)pguess(R) ≤ b2 =: µ1, (21)
as to the orthonormal bases Q and R, with b = 12 [1 +
√
c].
Thereby, one can easily see that the vector µ1 = {µ1, 1 −
µ1, 0, . . . , 0} meets Eq. (19) and factually makes up a simple
and nontrivial uncertainty relation.
Besides, there are two important works in which an effec-
tive methodologywas proposed to build a sequence of vectors
{µm}|Q|−1m=1 of the form [29, 30]
µm = {µ1, µ2 − µ1, . . . , 1− µm−1, 0, . . . , 0} , (22)
with µm ≺ µm−1 that complies with Eq. (19), and this will
result in a tight uncertainty relation. Certainly, the expressions
4of µm can be derived according to an improvement and also
will be gradually more and more difficult with the increasing
m.
On account Re´nyi entropy is Schur concave and additive,
Re´nyi-entropy-based uncertainty relation follows straightly
from the aforementioned majorization relations. With this in
mind, we have
P ↓Q · P ↓R ≺ µ⇒ Hx(Q) +Hx(R) ≥ Hx(V), (23)
where V denotes a random variable and its distribution is in
accordance with the law µ. The uncertainty relation has a
diverse flavor compared with the Maassen-Uffink relation in
Eq. (14) as it gives a lower bound for the summation of the
Re´nyi entropies with the same parameters. With respect to
a particular case of x → ∞, one can naturally recover the
uncertainty relation presented by Deutsch [18],
H(Q) +H(R) ≥ Hmin(Q) +Hmin(R) ≥ log2
1
b2
. (24)
For the first inequality in Eq. (24), it was derived from the
monotonicity of the Re´nyi entropies being relevant with the
parameter x. Note that, in terms of Eq. (23), one can easily
obtain
H(Q) +H(R) ≥ Hbin
(
b2
)
=: qmajorization, (25)
if x = 1 is chosen. Here, Hbin(θ) = −θ log2 θ − (1 −
θ) log2(1− θ) denotes the binary Shannon entropy function.
III. QUANTUM-MEMORY-ASSISTED EUR
In Sec. 2, we reviewed recent progresses of the EURs for
which the observer Bob can only access to the classical infor-
mation, that is, the information about the preparation of the
particle to be measured. From a practical point of view, it is
also appealing to further examine the situation for which Bob
can access to the quantum information. More specifically, the
particleA to be measured by Alice is quantum correlated with
another particle B (served as the quantum memory) holds by
Bob. For this case, Bob is equipped to use the quantum infor-
mation communicated between A and B. As such, his guess-
ing probability about Alice’s measurement outcomes may be
enhanced. A prior attempt along this line was completed by
Renes and Boileau [31]. They showed that for two comple-
mentary observablesX and Z , we have
S(X |B) + S(Z|B) ≥ log2 d+ S(A|B), (26)
and
S(X |B) + S(Z|E) ≥ log2 d, (27)
with d being the A’s dimension, and E being the system pos-
sessed by an eavesdropper.
Later, Berta et al. [32] generalized the above EUR to ar-
bitrary two observables. They considered an imaginary ”un-
certainty game” between two players (Alice and Bob) who
agreed on two measurements Q and R in advance. Bob en-
tangles his particle B with another particle A that he sends to
Alice. Alice then carries on anyone of the measurements cho-
sen at random on her particle and only broadcasts her mea-
surement choice to Bob. Bob’s task is to guess as precise as
possible Alice’s outcome by measuring his particleB with the
help of the received classical information (i.e., Alice’s choice
of measurement). By taking S(Q|B) as Bob’s uncertainty
about Alice’s measurement outcome of the observableQ, and
similarly for S(R|B), Berta et al. [32] proved strictly the fol-
lowing quantum-memory-assisted EURs
S(Q|B) + S(R|B) ≥ log2
1
c
+ S(A|B), (28)
and
S(Q|B) + S(R|E) ≥ log2
1
c
, (29)
where S(A|B) = S(AB) − S(B) is denoted as the con-
ditional entropy of the premeasurement state ρAB , while
S(Q|B) denotes the conditional entropy of the postmeasure-
ment state
ρQB =
∑
i
(
ΠQi ⊗ 1B
)
ρAB
(
ΠQi ⊗ 1B
)
, (30)
where ΠQi = |ψQi 〉〈ψQi | are the measurement operators on
HA with {|ψQi 〉} being the eigenvectors of the observable Q,
1B is the identity operator on HB , and S(R|B) is similarly
defined. Moreover, the parameter c = maxij{cij} in Eqs.
(28) and (29) measures the complementarity ofQ andR, with
cij = |〈ψQi |ψRj 〉|2. (31)
Compared with Eq. (14) in Sec. 2, one can see that
the uncertainty bound given on the right-hand side (RHS)
of Eq. (28) will be reduced for the negative conditional
entropy S(A|B). In particular, for the case of the observ-
ables Q and R being complementary such that c = 1/d, and
the particles A and B being maximally entangled for which
S(A|B) = − log2 d, the term on the RHS of Eq. (28) (we
call it Berta et al.’s uncertainty bound hereafter) is reduced to
zero. As a result, Bob will successfully in predicting Alice’s
measurement outcomes of bothQ and R precisely.
Experimentally, the quantum-memory-assisted EUR of Eq.
(28) has been demonstrated in all-optical set-ups [33, 34].
Moreover, a proposal for testing it in the nitrogen-vacancy
center in diamond is also presented [35].
A. Improved lower bounds of the EUR
By considering quantum correlations between the particles
A andB, one can derive tighter uncertainty bounds than those
of Eqs. (28) and (29). Pati et al. [36] considered such a
problem. Starting from the concept of quantum discord [37],
they proved that the uncertainty bound of Eq. (28) can be
5tightened as
S(Q|B) + S(R|B) ≥ log2
1
c
+ S(A|B) + max{0,−δ2},
(32)
where δ2 = J(B|A) −D(B|A), J(B|A) is the classical cor-
relation and D(B|A) is the quantum discord [37]. They are
given by
J(B|A) = S(ρB)− min
{EA
k
}
S(B|{EAk }),
D(B|A) = I(ρAB)− J(B|A),
(33)
where I(ρAB) = S(ρA)+S(ρB)−S(ρAB) denotes the quan-
tum mutual information of ρAB , and
S(B|{EAk }) =
∑
k
pkS(ρB|EA
k
) (34)
with ρB|EA
k
= TrA(E
A
k ρAB)/pk representing the postmea-
surement state of the POVM EAk , and pk = Tr(E
A
k ρAB) is
the probability of the outcome k.
The key point for proving Eq. (32) is S(X |B) = S(X) −
I(ρXB) (X = Q or R), I(ρXB) ≤ J(B|A), and the EUR
of Eq. (14) in Sec. 2. It indicates that whenever the quan-
tum discord exceeds the classical correlation, the uncertainty
bound in Eq. (32) tightens Berta et al.’s uncertainty bound.
By taking into account the purification |Ψ〉ABC of ρAB , one
can also show that the correlation discrepancy of J(B|A) and
D(B|A) equals the monogamy score [38, 39]
δD = D(BC|A) −D(B|A) −D(C|A), (35)
hence Berta et al.’s uncertainty bound is improved only if the
purification |Ψ〉ABC of ρAB violates the monogamy inequal-
ityD(BC|A) ≥ D(B|A) +D(C|A).
Similarly, the uncertainty bound of Eq. (29) can be tight-
ened as [36]
S(Q|B) + S(R|E) ≥ log2
1
c
+max{0,−δ′2}, (36)
where δ′2 = J(B|A)−D(BE′|A), withD(BE′|A) being the
quantum discord betweenA and BE′, and E′ is the purifying
system of ABE, i.e., ρABE = TrE′(|Ψ〉ABEE′〈Ψ|).
Coles and Piani [40] also explored the improved uncertainty
bound of the EUR. By denoting c2 the second largest value of
{cij}, they first proved that
S(Q|B) + S(R|B) ≥ log2
1
c
+
1−√c
2
log2
c
c2
+ S(A|B),
(37)
and further proved the following tight uncertainty bound
S(Q|B) + S(R|B) ≥ q(ρA) + S(A|B), (38)
where q(ρA) = max{q(ρA, Q,R), q(ρA, R,Q)}, and
q(ρA, Q,R) =
∑
j
pQj log2
1
maxk cjk
,
q(ρA, R,Q) =
∑
k
pRk log2
1
maxj cjk
,
(39)
where pQj = Tr(Π
Q
i ρA) is the measurement outcome proba-
bility distribution of Q, and likewise for pRk . It is straightfor-
ward to see that this uncertainty bound is the same to Berta et
al.’s uncertainty bound for d = 2, and it may be tighter than
Berta et al.’s uncertainty bound for d ≥ 3.
One can also obtain a relative weak bound by minimizing
q(ρA) over the full set of ρA, i.e., q = minρA q(ρA). Coles
and Piani [40] proved that this minimization can be achieved
via the following procedure:
q = max
0≤p≤1
λmin[∆(p)], (40)
where λmin[∆(p)] represents the minimum eigenvalue of the
matrix∆(p) = p∆QR + (1− p)∆RQ, with
∆QR =
∑
j
log2(1/max
k
cjk)|ψQj 〉〈ψQj |,
∆RQ =
∑
k
log2(1/max
j
cjk)|ψRk 〉〈ψRk |.
(41)
Of course, in a similar manner to prove Eq. (32), the uncer-
tainty bounds of Eqs. (37) and (38) can be further tightened by
adding the additional termmax{0,−δ2} to the RHS of them.
Adabi et al. [41] and Haseli et al. [42] discussed the im-
proved uncertainty bound of the EUR from the perspective of
Holevo quantity and mutual information. To be explicit, they
showed that
S(Q|B)+S(R|B) ≥ log2
1
c
+S(A|B)+max{0, χ2}, (42)
where
χ2 = I(ρAB)− I(ρQB)− I(ρRB), (43)
with I(ρQB)measuring Bob’s accessible information with re-
gard to Alice’s measurement Q, and likewise for I(ρRB). So
whenever the quantum mutual information I(ρAB) is larger
than the sum of Bob’s accessible information, the uncertainty
bound given in the RHS of Eq. (42) will be tighter than Berta
et al.’s uncertainty bound. For pure state, as δ2 = χ2 = 0, this
uncertainty bound coincides with those given in Eqs. (28) and
(32). Adabi et al. [41] also showed that for Werner states it
coincides with that of Eq. (32), while for Bell-diagonal states
and two-qubit X states, it turns out to be tighter than those of
Eqs. (28) and (32).
B. Generalized quantum-memory-assisted EURs
The quantum-memory-assisted EUR proved by Berta et al.
[32] applies to the case of two observables, but it can also
be generalized to the general case of multiple measurement
settings. Along this line, several progresses have been made
recently, and it is hoped to bring further understanding about
uncertainty principle which differentiates quantum mechanics
from the classical world.
6For the imaginary ”uncertainty game” constructed by Berta
et al. with however the two measurements {Q,R} being re-
placed by the N measurements {Mi}Ni=1, Liu et al. [43] ob-
tained the following bound as to Bob’s uncertainty regarding
Alice’s measurement results
N∑
i=1
S(Mi|B) ≥ log2
1
b
+ (N − 1)S(A|B), (44)
b = max
iN


∑
i2∼iN−1
max
i1
[
c(ψ1i1 , ψ
2
i2)
]N−1∏
m=2
c(ψmim , ψ
m+1
im+1
)

 .
(45)
and by defining
c(ψmim , ψ
n
in) = maximin
|〈ψmim |ψnin〉|2, (46)
with {|ψmim〉} denoting the eigenvectors ofMm, the parameter
b can be obtained as
b = max
iN


∑
i2∼iN−1
max
i1
[
c(ψ1i1 , ψ
2
i2)
]N−1∏
m=2
c(ψmim , ψ
m+1
im+1
)

 .
(47)
Clearly, when N = 2, b reduces to that of c given in Eq. (31),
that is, the uncertain relation of Eq. (44) covers that of Berta
et al. as a special case.
By denoting ε a new order of the measurements {Mi} and{|εmim〉} the corresponding eigenvectors ofMm in the ε order,
Zhang et al. [44] obtained a tighter lower uncertainty bound
than Eq. (44). Their result is
N∑
i=1
S(Mi|B) ≥ max
ε
{ℓε}+ (N − 1)S(A|B), (48)
where
ℓε = −
∑
iN
pεNiN
log2
∑
ik,N≥k>1
max
i1
N−1∏
n=1
∣∣∣〈εnin |εn+1in+1〉
∣∣∣2 ,
(49)
with pεNiN
= Tr(|εNiN 〉〈εNiN |⊗1B)ρAB . For the case ofN = 2,
this bound reduces to that of Eq. (38).
One can also tighten the uncertainty bound of Eq. (44) by
using Bob’s accessible information in a manner similar to Ref.
[41]. Dolatkhah et al. [45] showed that
N∑
i=1
S(Mi|B) ≥ log2
1
b
+ (N − 1)S(A|B) + max{0, χN},
(50)
with χN = (N − 1)I(ρAB) −
∑N
i=1 I(ρMiB). This uncer-
tainty bound is stronger than Eq. (49) as J(B|A) ≤ I(ρMiB)
(∀Mi) [37].
Moreover, by using the similar methodology as proving Eq.
(32) and the EUR of multiple measurements without a quan-
tum memory [43]
N∑
i=1
S(Mi) ≥ log2
1
b
+ (N − 1)S(ρA), (51)
one can show immediately that
N∑
i=1
S(Mi|B) =
N∑
i=1
S(Mi)−
N∑
i=1
I(ρMiB)
≥
N∑
i=1
S(Mi)−NJ(B|A)
≥ log2
1
b
+ (N − 1)S(ρA)−NJ(B|A)
= log2
1
b
+ (N − 1)S(A|B)
+ (N − 1)D(B|A)− J(B|A),
(52)
then one can obtain a tighter lower uncertainty bound than that
of Eq. (44) as
N∑
i=1
S(Mi|B) ≥ log2
1
b
+ (N − 1)S(A|B) + max{0,−δN}.
(53)
where δN = J(B|A)− (N − 1)D(B|A).
Hu and Fan [46] investigated the quantum-memory-assisted
EUR from another perspective. They generalized the ”uncer-
tainty game” of Berta et al. [32] to the scenario of N play-
ers who share the state ρAB1B2...BN−1 , the explicit form of
which is known to all the players other than Alice. The tasks
for the playersB1B2 . . . BN−1 (communications among them
are forbidden) are to predict Alice’s measurement outcomes
on particle A. Relying on the strong subadditivity of the von
Neumann entropy and the subadditivity of the conditional en-
tropy [47], it was shown that [46]
N−1∑
i=1
S(A|Bi) ≥ 0, (54)
which indicates that for this scenario, Alice’s measurement
outcomes about particle A cannot be predicted correctly by
the playersB1B2 . . . BN−1 simultaneously. This may be rec-
ognized as another kind of uncertainty relation.
C. Interpreting the quantum-memory-assisted EUR
While −S(A|B) is a tight lower bound of the one-way dis-
tillable entanglement, the uncertainty bound of Eq. (27) is not
a monotonic function of the amount of entanglement between
the two particles. This stimulates further research aimed at re-
vealing the intrinsic connections between the reduced entropic
uncertainty and the quantum correlation of the measured par-
ticle and the quantum memory.
By considering the purification |Ψ〉ABC of ρAB shared be-
tween Alice and Bob, i.e., ρAB = TrC(|Ψ〉ABC〈Ψ|), we
compared amount of quantum correlations between the parties
AB and AC [46]. First, for quantum correlations measured
by the entanglement of formation [48, 49] and quantum dis-
cord [37], it was found that whenever the uncertainty bound of
7Berta et al. is reduced compared with that without a quantum
memory, we always have [46]
Ef (ρAB) > Ef (ρAC), D(B|A) > D(C|A), (55)
and to prove the above inequalities, one can adopt the Koashi-
Winter equality [50]. Second, if one considers the quantum
correlations measured by the one-way unlocalizable quantum
entanglement [51] and one-way unlocalizable quantum dis-
cord [52], then by using the Buscemi-Gour-Kim equality [51],
one can show that [46]
E←u (ρBA) > E
←
u (ρCA), δ
←
u (ρBA) > δ
←
u (ρCA), (56)
when Berta et al.’s uncertainty bound is tighter than the bound
obtained without a quantum memory. All these observations
show that the presence of a quantummemory helps improving
prediction precision of Alice’s outcomes only when it is quan-
tum correlated with the measured particleA in a way stronger
than its correlation with the purifying system C.
Moreover, it has also been shown that [46]
S(A|B) = D(C|A) −D(B|A), (57)
therefore Berta et al.’s uncertainty bound is dependent
quantitatively of the competition between quantum discords
D(C|A) andD(B|A), and it is decreased monotonically with
the decrease ofD(C|A)−D(B|A).
While the strength of quantum correlations constraint the
prediction precision of the measurement outcomes in the ”un-
certainty game”, from another point of view, the EUR also
imposes constraints on the amount of quantum correlations in
the bipartite state of the measured particle and the quantum
memory, which might be employed to derive bounds on quan-
tum correlations.
When the quantum correlation is measured by quantum dis-
cord, it was shown in Ref. [38] that one may get the following
tight upper bound
D(B|A) ≤ min
{
S(ρA), I(ρAB),
1
2
(δT + I(ρAB))
}
,(58)
where
δT = S(Q|B) + S(R|B)− log2
1
c
− S(A|B), (59)
which immediately recovers the result of Eq. (32), and the
first two terms on the RHS of Eq. (59) can be obtained exper-
imentally based on the projective measurements on particle A
and quantum tomography on particle B.
By further using the inequalities S(Q|B) ≤ S(Q|Q) (i.e.,
the projective measurements does not decrease entropy, and
S(Q|Q) is the conditional entropy of ρQQ = ΠQ⊗ΠQ(ρAB))
and H(X |B) ≤ h(pX) + pX log2(d − 1) (i.e., the Fano’s
inequality, where pX is the probability of different outcomes
of measurements X on A and B) [47], two a bit weaker but
experimentally more accessible bounds of quantum discord
were derived as [38]
D(B|A) ≤ min
{
S(ρA), I(ρAB),
1
2
[δα + I(ρAB)]
}
,(60)
where for α = M the parameter δM can be obtained directly
by replacing the first two terms on the RHS of Eq. (59) with
S(Q|Q) + S(R|R), and for α = F the parameter δF can be
obtained by replacing the first two terms on the RHS of Eq.
(59) with h(pQ) + h(pR) + (pQ + pR) log2(d− 1).
The quantum-memory-assisted EUR is also intimately re-
lated to the monogamy properties of quantum discord, e.g.,
for the purification |Ψ〉ABC of ρAB , it was shown that [38]
D(B|A) +D(C|A) ≤ D(BC|A) + δT ,
D(A|B) +D(A|C) ≤ D(A|BC) + δ¯T ,
(61)
where δT is given in Eq. (59), and δ¯T = (δ
BA
T +δ
CA
T )/2, with
δBAT = S(QB|A) + S(RB|A)− log2
1
c
− S(B|A),
δCAT = S(QC |A) + S(RC |A)− log2
1
c
− S(C|A).
(62)
Thus even if quantum discord is not monogamous, it still can-
not be freely shared among the three parties.
D. Linking the EURs to quantum coherence
In the presence of a quantum memory, Bob’s uncertainty
with respect to Alice’s measurement outcomes is character-
ized by the conditional von Neumann entropy of the one-sided
projective measurements on A, and this entropy plays an im-
portant role in the resource theory of quantum coherence (see
Ref. [53] and references therein). In particular, it was shown
that the quantum discord of a bipartite state can be interpreted
from the perspective of quantum coherence [54]. Therefore,
one can also explore the EURs along this line, and this may
shed some new light to the essence of EURs from a new as-
pect.
Korzekwa et al. [21] considered the above problem by de-
composing the total uncertainty of an observable O into the
quantum and classical components, i.e.,HO(ρ) = Q(O, ρ) +
C(O, ρ). They defined the quantum uncertainty asQ(O, ρ) =
S(ρ‖ρ∆O(ρ)), where ∆O(ρ) denotes the full dephasing of ρ
in the reference basis spanned by the eigenbasis of O. Re-
markably, as far as classical and quantum uncertainties are
concerned, several compelling features they should obey are
as follows:
(a) When a quantum system is prepared in a pure state ρ,
then classical uncertainty C(O, ρ) would be zero-valued.
(b) As [ρ,O] = 0 holds, ρ becomes diagonal in the ba-
sis expanded by the eigenbases of O, which will result in the
vanishing quantum uncertaintyQ(O, ρ).
(c) Classical mixing increases the classical uncertainties
rather than the quantum parts, as a result, Q(O, ·) ought to
be convex and C(O, ·) concave in these arguments.
(d)Q(O, ρ) ≥ 0 and C(O, ρ) ≤ H(ρ).
(e) Q(O, ·) and C(O, ·) in essence are functions of the
probability distribution over the measurement’s results of ob-
servable O rather than the corresponding eigenvalues.
From the above requirements, one can see that Q(O, ρ) is
just the relative entropy of coherenceCr(Q, ρ) defined in Ref.
8[56]. As such, the corresponding uncertainty relations can be
termed as uncertainty relations of quantum coherence. Based
on this decomposition, one can show that
Cr(Q, ρ) + Cr(R, ρ) ≥ log2
1
c
− S(ρ), (63)
Yuan et al. [55] also studied such a problem. Their results
are as follows:
Cr(Q, ρ) + Cr(R, ρ) ≥ Hbin
(
1 +
√
P ′(2
√
c− 1)
2
)
− S(ρ),
Cl1(Q, ρ) + Cl1(R, ρ) ≥ 2
√
P ′c(1− c),
RI(Q, ρ) +RI(R, ρ) ≥ Hbin
(
1 +
√
1− 4P ′(√c− c)
2
)
,
(64)
where P ′ = 2Trρ2− 1, Cl1(Q, ρ) is the l1 norm of coherence
[56–59], and RI(Q, ρ) is the coherence of formation [60, 61].
Singh and coauthors [62] considered instead the uncertainty
relation of quantum coherence in the presence of quantum
memory. When using the basisBX = {|ψXk 〉⊗|ϕBl 〉} (X = Q
or R), where |ϕBl 〉 is the eigenstate of ρB = TrAρAB , it can
be derived from (28) that
Cr(BQ, ρAB) + Cr(BR, ρAB) ≥ log2
1
c
− S(A|B), (65)
while from Eq. (44) one can obtain the multiple measurement
setting for the uncertainty relation of quantum coherence
N∑
i=1
Cr(Bi, ρAB) ≥ log2
1
b
− S(A|B), (66)
where the reference basis Bi = {|ψMik 〉 ⊗ |ϕBl 〉}.
E. Information exclusion relation
Formulated initially by Hall [63], the information exclusion
relation is also an important notion in information theory, and
can be obtained in a similar line to obtain the EURs. It quanti-
fies the amount of accessible information about the ensemble
E = {pi, ρi} for observables Q and R, and can be described
by the following inequality [63]
I(Q|E) + I(R|E) ≤ log2(d2c). (67)
where
I(Q|E) = H(Q)ρ −
∑
i
piH(Q)ρi , (68)
is the Holevo quantity.
Subsequently, the information exclusion relation has been
studied by several other authors [64, 65]. In particular, Grudka
et al. [66] conjectured the following relation
I(Q|E) + I(R|E) ≤ log2
(
d
∑
d largest
cij
)
. (69)
with the summation being taken over the largest d terms of
{cij}. This bound is obviously tighter than that of Eq. (67) as∑
d largest cij ≤ dc.
Coles and Piani [40] further generalized the information ex-
clusion relation by replacing the ensemble E with a quantum
memoryB, and proved that
I(Q : B) + I(R : B) ≤ log2(d2c)− S(A|B), (70)
and
I(Q : B) + I(R : B) ≤ r − S(A|B), (71)
where r = min{r(Q,R), r(R,Q)}, and
r(Q,R) = log2

d∑
j
max
k
cjk

 ,
r(R,Q) = log2
(
d
∑
k
max
j
cjk
)
.
(72)
The above bound is tighter than those of Eqs. (67) and (69).
It can also be used to prove that Grudka et al.’s conjecture is
right [40].
For the multiple measurement setting, Yu et al. [44] further
generalized the information exclusion relation to
N∑
i=1
I(Mi : B) ≤
N∑
i=1
H(Mi)− L1, (73)
where L1 denotes the term on the RHS of Eq. (48).
IV. THE DYNAMICAL UNCERTAINTY IN OPEN
SYSTEMS AND ITS MANIPULATION
A. Effect of noises on the entropic uncertainty
From a practical point of view, quantum objects are not iso-
lated from others in general, hence are considerably fragile
due to the decoherence of the system. In principle, the deco-
herence ought to affect the amount of the uncertainty more or
less. In this sense, getting some insights into how the environ-
ment affects the uncertainty’s magnitude becomes indispens-
able and crucial during quantum measurement. Up to now,
much effort has been paid to unveil the quantum-memory-
assisted EURs under the various environmental noises.
1. Unital and nonunital noises
As for the effects of noises on the entropic uncertainty, Xu
et al. [67] examined dynamics of the entropic uncertainty in
the unital and nonunital noisy channels, respectively. When
one system to be probed is subjected to the noisy channel Λ,
the state was mapped into Λ(ρ0) =
∑
iEiρ0E
†
i , with Ei be-
ing the Kraus operator. For the Bell-diagonal state
ρBell =
1
4

1A ⊗ 1B + 3∑
j=1
Cσjσ
A
j ⊗ σBj

 , (74)
9if one measures the Pauli observable σj and σk (j 6= k), the
complementarity c = 1/2, therefore the entropic uncertainty
can be expressed as
U=Hbin
(
Cσj + 1
2
)
+Hbin
(
Cσk + 1
2
)
. (75)
When the initial Bell-diagonal state meets Cσj = −CσiCσk
(i 6= j 6= k), which is called the state preparation and mea-
surement choice (SPMC), it is found that the lower bound
(UL) can coincide with the entropic uncertainty (UL), i.e.,
UL = UR. It means that one can directly employ the sys-
tem’s joint entropy S (A|B) to measure the degree of entropic
uncertainty. The local unital noisy channels satisfy the unital
condition
ΛAn
(
1
d
1A
)
=
1
d
1A, (76)
with d being the dimension of HA. The corresponding Kraus
operators are En0 =
√
1− p1 and En1 =
√
pσn, with p being
the occurrence probability of the noise and n = 1, 2, 3 de-
noting bit-flip, bit-phase-flip, and phase-flip channels, respec-
tively. Here, the bit-flip and phase-flip channels cannot break
SPMC condition, which has been explored and revealed by
Wang et al. [68]. However, when the bit-phase-flip noise takes
place, the SPMC condition will not be satisfied. Additionally,
if the initially prepared bipartite state owns maximally mixed
subsystems, such as Bell-diagonal state, the lower bound of
entropic uncertainty will monotonously increase under local
unital noise.
Huang et al. [69] investigated the nonunital and non-
semiclassical local channels, such as the amplitude damp-
ing channel characterized by the Kraus operators EAD0 =
e−Γt/2 |0〉 〈0| + |1〉 〈1| and EAD1 =
√
1− e−Γt |1〉〈0|. Af-
ter the particle A passes through this channel, ΛAi (1A/2) =
[e−Γt|0〉〈0|+ (2 − e−Γt)|1〉〈1|]/2 does not meet the unital
condition. Hence, the evolved state is not a Bell-diagonal
state and the SPMC condition mentioned before is not sat-
isfied, we generally have that UL 6= UR. Besides, the mea-
sured uncertainty may be decreased with time under the influ-
ence of the amplitude-damping channel. Ming et al. [70] also
examined the dynamics of the entropic uncertainty under lo-
cal generalized amplitude damping noises with three realistic
cases: one scenario is that the measured particle suffers from
the noise while the particle serving as the quantum memory
is free from any noises; another scenario is that the particle
as quantum memory suffers from the noise while the mea-
sured particle does not; the last scenario is that both of the
particles are affected by the noises. They found that the un-
certainty shows analogous characters of the dynamical evo-
lutions with respect to the three scenarios. Besides, Karpat
[71] studied quantum-memory-assisted EUR with respect to
two incompatible observables in correlated dephasing chan-
nels, and Wang et al. [72] also observed the dynamics of
entropic uncertainty and its lower bound when the system is
subject to amplitude damping, phase-damping and depolar-
ing channels, respectively. Very recently, the circuit cavity
quantum electrodynamics (QED) system affected by quantum
noisy channels was considered to examine the dynamics of
quantum-memory-assisted entropic uncertainty relation [73].
2. Markovian and non-Markovian noises
In general, we can consider the environment either in the
Markovian or non-Markovian regime. If the information of a
system flows from the system to the environment in one-way
manner, we say the environment is Markovian; Contrarily, if
the information stored in the central system is bidirectionally
flow between the system and the environment, then the envi-
ronment is termed as a non-Markovian one.
Wang et al. [74] studied the dynamics of the entropic uncer-
tainty without a quantum memory in the structured reservoir
when a qubit undergoes a crossover of non-Markovian and
Markovian regimes. The system is composed of a two-level
atom coupledwith a composite environment (one single-mode
cavity and one hierarchical reservoir). The system Hamilto-
nian is depicted by
Hs = H0 +HI , (77)
whereH0 denotes the free Hamiltonian of the composite sys-
tem and HI denotes the interaction Hamiltonian with respect
to both the atom-cavity and the cavity-reservoir. The reduced
dynamics for the atomic state can be written as
ρ (t) =
(
ρee (t) ρeg (t)
ρ∗eg (t) 1− ρee (t)
)
, (78)
whereρee (t)=ρee (0) |Γ (t)|2 and ρeg (t)=ρeg (0)Γ (t) with
Γ(t)=L−1[Υ(p)], and L−1 is the canonical inverse Laplace
transformation. For a reservoir with memory effects, the
uncertainty shows a quasi-periodic oscillation dynamic and
reach the lower bound in the long-time limit with an arbitrary
initial state |ψ〉=cos θ|e〉+sin θeiφ|g〉mapping in the surface
of the Block sphere. For a reservoir without memory effects,
they claimed that the coupling strengths of the atom-cavity
and the cavity-reservoir largely influence the magnitude of the
uncertainty and its dynamical behaviors. The relatively strong
coupling strength of the cavity and the structured reservoir can
reduce the amount of uncertainty. That is, the relatively strong
coupling strength between the atom and the cavity is responsi-
ble for the non-Markovianity. By contrast, the weak coupling
strength will lead to the Markovianity. The stronger atom-
cavity coupling strength leads to information backflow to the
atom manifesting itself as an oscillation for the measured un-
certainty. Notably, the uncertainty oscillates to the bound of
the measured uncertainty when the coupling strength of the
atom-cavity is stronger than the critical coupling strength Ωcr
[74]; the uncertainty will decrease all the time and reach the
lower bound in the long-time limit when the atom-cavity cou-
pling strength is weaker than the critical coupling strength.
Later, the EUR with quantummemory was discussed under
the crossover between the non-Markovian and the Markovian
regimes for a central system consists of two atoms indepen-
dently coupled to the structured bosonic reservoirs [75]. Since
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a single ”qubit+reservoir” Hamiltonian can be written as [76]
H = ω0σˆ
+σˆ− +
∑
k
ωkbˆ
†
k bˆk+
∑
k
(
gkσˆ
+bˆk + g
∗
kσˆ
−bˆ†k
)
,
(79)
where ω0 denotes the qubit’s transition frequency, σˆ
+ (σˆ−) is
the raising (lowering) operator, bˆk (bˆ
†
k) is the creation (anni-
hilation) operator, ωk is the mode frequency of the kth field,
and gk is the coupling strength. This model is solvable at the
zero-temperature approximation and the qubit’s dynamics can
be characterized by the density matrix [77]
ρˆα (t) =
(
ραee (0) ζt ρ
α
eg (0)
√
ζt
ραge (0)
√
ζt 1− ραgg (0) ζt
)
, (80)
for qubit α, ζt = −
∫ t
0 dt1f (t− t1)ζ (t) with the correlation
function f (t− t1). Considering the state
ρˆAB =
1
4
(
1AB + ~r · σA ⊗ 1B + 1A ⊗ ~s · σA +
3∑
i=1
ciσ
A
i ⊗ σBi
)
,
(81)
with ~r = ~s = 0, the dynamics of the quantum-memory-
assisted entropic uncertainty is considerably distinctive in the
Markovian and non-Markovian regimes. The strong non-
Markovianity can result in large-amplitude and long-period
oscillations of the measured uncertainty and the lower bound.
However, for the Markovian regime, the uncertainty and the
lower bound will first increase and then subsequently reduce
to a fixed value with time. In addition, there exist several
works [78–80] to observe the dynamical characteristics of the
entropy-based uncertainty affected by non-Markovianity.
3. Dynamics of the EUR in specific systems
a. The curved space-time
In 2013, Feng et al. [? ] first observed the quantum-
memory-assisted EURs in the frame of a Schwarzschild black
hole. Typically, the Schwarzschild black hole is considered as
offering one of the curved space time. And it in Schwarzschild
coordinates is described by
ds2 = −
(
1− 2M
r
)
dt2 +
(
1− 2M
r
)−1
dr2 + r2dΩ2,
(82)
where M denotes mass of the Schwarzschild black hole and
dΩ2 denotes the line element in the unit sphere. The observer
outside the black hole cannot get the information regarding
the particle’s state inside the horizon in the presence of event
horizon RH = 1/2M . The information loss physically leads
to a thermal feature for the vacuum in thermo-field dynamics
and the vacuum is associated with a spectrum with Hawking
temperature. In Boulware basis, the Hartle-Hawking vacuum
and its excitation are expressed as
|0ωi〉H =
[
1 + exp
(
−Ω
√
1− 1/R0
)]− 1
2 |0ωi〉I |0ωi〉II
+
[
1 + exp
(
−Ω
√
1− 1/R0
)]− 1
2 |1ωi〉I |1ωi〉II ,
|1ωi〉H =|1ωi〉I |0ωi〉II , (83)
where R0 = r0/RH with the position r0 is in the vicinity
of the event horizon, and Ω = 2πω/κ=8πωM represents
the measured mode frequency for the surface gravity. It can
be found that the Hawking radiation can induce an important
modification on the lower bound of the uncertainty. As to
the uncertainty game between an observer freely falling and
his/her static corporator possessing a quantum memory ini-
tially correlated to quantum subsystem to be measured, thus
information loss rooting from Hawking radiation inevitably
lead to the increasing for the amount of uncertainty. The en-
tropic uncertainty is sensitive to the mass of the black hole, the
mode frequency of the quantum memory, and the distance of
the observer from event horizon. Besides, to show the gen-
erality of their result, the entropic uncertainty is compared
with other uncertainty measurement, i.e., Aharonov-Anandan
time-energy uncertainty.
With regard to the uncertainty game between two static
players, the measured system A holding by Alice and B serv-
ing as quantum memory by Bob typically can be imitated by
a pair of two-level atoms interacting with a bath of fluctuating
massless quantum scalar fields outside the black hole. The
systematic Hamiltonian is expressed by
H=
ω0
2
3∑
i=1
niΣi +Hφ +HI , (84)
where Σi = σ
A
i ⊗ 1B + 1A ⊗ σBi denotes the symmetrized
two-system operators, ω0 represents energy level spacing of
the atoms, Hφ describes the Hamiltonian for the free mass-
less scalar fields complying with Klein-Gordon equation in
the outer of a black hole, and HI represents the interaction
between the atoms and the bath. The composite system fi-
nally will reach an equilibrium. As a matter of fact, the
quantum information of subsystem A is transferred and stored
in the quantum memory by the produced entanglement be-
tween them. Notably, the entanglement can be witnessed via
S (A|B) < 0.
Lately, Huang et al. [82] studied the EUR towards the Dirac
fields with and without spin, in the vicinity of the event hori-
zon of a Schwarzschild black hole and proved that the bounds
can be rewritten by means of the Holevo quantity as
H(M1|B)+H(M1|B)≥−log2c+H(A)−J(B|M1)−J(B|M2) ,
(85)
and the Holevo quantity J (B|M1) = H (B) −∑
j p
1
jH(ρB|u1j ) bounds how much information encoded
in a quantum system with the corresponding measurement
|uj〉 and the probability pj = Tr(〈uj |ρ|uj〉). The results
reflected that the Holevo bound is tighter than the previous
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bound versus mutual information. Additionally, when the
quantum memory goes away from the black hole, the discrep-
ancy between the uncertainty and the proposed lower bound
becomes invariable, and will not depend on any properties of
the black hole.
Moreover, the quantum-memory-assisted EUR for the
Dirac particles in the background of a Garfinkle-Horowitz-
Strominger (GHS) dilation black hole have been studied
[83, 84]. Generally, the spherically symmetric line element
of another black hole (GHS dilation space-time) can be given
by
ds2 =r (r − 2D) (dθ2 + sin2θdφ2)− (r − 2M
r − 2D
)
dt2
+
(
r − 2M
r − 2D
)−1
dr2, (86)
where M and D denote parameters with respect to the mass
of black hole and dilation field, respectively. After properly
normalizing the state vector, we can obtain the vacuum state
and excited state of the Kruskal particle for mode ~k
|0k〉+k =
[
1 + e−8(M−D)πwi
]− 1
2 |0k〉+I |0k〉−II
+
[
1 + e8(M−D)πwi
]− 1
2 |1k〉+I |1k〉−II
|1k〉+k = |1k〉+I |0−k〉−II
(87)
where ωi is frequency, {|m±~k〉±I,II} corresponds to the or-
thonormal bases for the outside and inside regions of the event
horizon, respectively. The superscripts {±} indicates the par-
ticle and antiparticle vacuum. Supposing that a hybrid qubit-
qutrit initial state is prepared in [83]
ρ =
1− 2p
2
(|01〉 〈01|+ |01〉 〈20| + |20〉 〈01|+ |20〉 〈20|)
+
p
2
(|00〉 〈00|+ |00〉 〈21|+ |10〉 〈10|+ |11〉 〈11|
+ |21〉 〈00|+ |21〉 〈21|) . (88)
The entanglement decreases monotonously with the in-
crease of the state parameter p which range form 0 to 1/3. It
is considered that the quantum memory locates near the event
horizon of a GHS-dilation black hole as a qubit and the mea-
sured particle stays at the asymptotically flat region as a qutrit.
It can be obtained that the uncertainty in the physically acces-
sible region enlarges with the increasing dilation parameter of
the black hole, whereas the uncertainty in the inaccessible re-
gion reduces. Besides, to reveal the relationship between the
entropic uncertainty and the system entanglement, the neg-
ativity is employed as the characterization of the distillable
entanglement between the measured particle and the quantum
memory. The negativity can be formulated from Peres crite-
rion of separability as [85]
N (ρ) =
∑
i
∣∣λi (ρTA)∣∣− 1, (89)
where λi(ρ
TA) represents the ith eigenvalue of the partial
transpose matrix ρTA . It shows that the dynamical behavior of
uncertainty is anti-correlated with the system’s entanglement.
b. The noninertial frame
The fermionicmodes under Unruh effect can be depicted by
the Rindler coordinates. The fermionic modes is divided into
two Rindler wedges through acceleration horizon. Since the
different wedges of field modes is restricted and uncorrelated,
the information loss for the accelerated observer results in a
thermal bath. The Unruh vacuum state |0ω〉U and one-particle
state |1ω〉U can be written explicitly as
|0ω〉U =cos2α |0ω〉+I |0ω〉−I |0ω〉+II |0ω〉−II
− cosα sinα |0ω〉+I |1ω〉−I |0ω〉+II |1ω〉−II
+ cosα sinα |1ω〉+I |0ω〉−I |1ω〉+II |0ω〉−II
− sin2α |1ω〉+I |1ω〉−I |1ω〉+II |1ω〉−II ,
|1ω〉+U =qR cosα |1ω〉+I |0ω〉−I |0ω〉+II |0ω〉−II
− qR sinα |1ω〉+I |1ω〉−I |0ω〉+II |1ω〉−II
+ qL sinα |1ω〉+I |0ω〉−I |1ω〉+II |1ω〉−II
− qL cosα |0ω〉+I |0ω〉−I |0ω〉+II |1ω〉−II
(90)
for the fermionic case. The superscripts ± denote particle
and anti-particle, and the subscripts I and II are the Rinder
regions I and II, respectively. qR and qL are complex val-
ues and satisfy the normalized condition |qR|2 + |qL|2 = 1.
The dimensionless acceleration parameter α is described as
tanα = exp (−πω/a), with a ∈ [0 ∞) and ω represents the
frequency of the Unruh mode.
To explore the collective influence of the Unruh effect and
the generalized amplitude damping noise or the phase-bit-
flipping noise on the entropic uncertainty, the composite sys-
tem of Alice and Bob has been considered with a generic
Werner state [86]. It exposes that Unruh effect from the accel-
eration of assisted quantum memory can decrease the quan-
tum correlation of bipartite system in the physical accessible
region I, and consequently increase the amount of uncertainty.
The explorations reveal that the system’s information is re-
distributed, and some of the total available information flows
towards the physically inaccessible region II. Note that the un-
certainty saturates into a constant in the limit of infinite accel-
eration a. Furthermore, the influence of Unruh effect from the
acceleration on the uncertainty is larger than the noises. It is
also gained that the unital noises can decrease the uncertainty
in long-time regime.
c. The single nitrogen-vacancy center in diamond
The single nitrogen-vacancy (NV) center in diamond is
composed of the electron spin and the nuclear spin. Xu et al.
[35] proposed a scheme to test the quantum-memory-assisted
EUR in a single NV center in diamond only by performing
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local electronic measurements. The electron spin is treated as
the measured object while the nuclear spin is treated as the
quantum memory. As an application, the EUR is employed to
witness entanglement between the electron spin and the nu-
clear spin of the NV center. Remarkably, they displayed a
specific numerical solution for the entropic uncertainty and
the bound of entropic uncertainty for an arbitrary two-qubit
initial state, which can be written as
ρAB =
1
4
[
1A ⊗ 1B +
3∑
i=1
(
aiσ
A
i ⊗ 1B + 1A ⊗ biσBi
)
+
3∑
i,j=1
Tijσ
A
i ⊗ σBj

 ,
(91)
where σi(j) (i, j ∈ {1, 2, 3}) represent the Pauli operators,
and the vectors a and b are defined with real components
ai = Tr(ρABσ
A
i ⊗ 1B) and bi = Tr(ρAB1A ⊗ σBi ), respec-
tively. The correlation tensorT is defined by real components
Tij = Tr(ρABσ
A
i ⊗ σBj ). If we measure two of the Pauli ob-
servables on particle A, the entropic uncertainty can be ana-
lytically obtained as
UL =
∑
x,y=0,1
λ=1,3
ηλxylog2η
λ
xy − 2Hbin
(
1− ‖b‖
2
)
, (92)
where
ηλxy=
1
4
[
1 + (−1)xaλ + (−1)y
√∑3
i=1
(yi + (−1)xTλi)2
]
,
(93)
and ‖b‖=
[∑3
i=1 b
2
i
]1/2
. Because the complementarity c for
the Pauli observables is 1/2, the lower bound of the uncertainty
is given by
UR = S (ρAB)−Hbin
(
1− ‖b‖
2
)
+ 1. (94)
d. The spin-chain systems
Here, we mainly concentrate on the EUR in various spin-
chain systems. For the chain with nearest-neighbor inter-
actions, the Hamiltonian for an one-dimensional Heisenberg
XYZ chain can be expressed as
H =
1
2
n∑
k=1
(
Jxσ
x
kσ
x
k+1 + Jyσ
y
kσ
y
k+1 + Jzσ
z
kσ
z
k+1
)
, (95)
where σγk (γ=x, y, z) is the Pauli operator at site k and Jγ is a
real coupling strength with respect to the spin-spin interaction.
If Jx = Jy and Jz = 0, the corresponding Heisenberg chains
is called the XX model, and its system Hamiltonian for a two-
spin system was given by
HAB =
1
2
[Jxσ
x
1σ
x
2 + Jyσ
y
1σ
y
2 + (G+ g)σ
z
1 + (G− g)σz2 ] ,
(96)
when an inhomogeneous magnetic field is applied along the
z-direction, where G and g correspond the degree of inhomo-
geneity and the degree of inhomogeneity, respectively. The
quantum-memory-assisted EUR was first studied in a two-
qubit Heisenberg XX model by Huang et al. [87]. Their
results reflect that the larger coupling coefficient between
two spin qubits can decrease the uncertainty of interest and
the entropic uncertainty will even reach to zero for the rel-
atively large coupling coefficients. Moreover, the entropic
uncertainty presents various characteristic when g < 1 and
g > 1. The relation between the entropic uncertainty, the pu-
rity P = Tr
(
ρ2AB
)
and the Bell non-locality are compared.
It was found that the entropic uncertainty is anti-correlated
with both the purity and the Bell non-locality. Afterwards,
there are some studies on the quantum-memory-assisted EUR
in other Heisenberg spin-chain models and Heisenberg mod-
els with Dzyaloshinski-Moriya (DM) interaction. For exam-
ple, the dynamical characteristics of the quantum-memory-
assisted EUR have been observed in the canonical Heisenberg
XXX[88] and XXZ[89] models with an inhomogeneous mag-
netic field. Afterwards, Wang et al. [90] explored the relation
between the entropic uncertainty and quantum correlation in
the general Heisenberg XYZ model with an inhomogeneous
magnetic field. It is worth noting that an interesting result can
be obtained
UR = S (ρAB)− S (ρB) + log2
1
c
= log2
1
c
+ min
{ΠB
i
}
[S{ΠB
i
}
(
ρA|B
)
]−D (ρAB) , (97)
which clearly shows that the entropic uncertainty’s lower
bound UR in Eq. (26) is anti-correlated to the term, i.e.,
quantum correlation D (ρAB). When two observables are
set, the correlation is not the only decisive factor of the
bound, and the minimal von Neumann conditional entropy
min
{ΠB
i
}
[S{ΠB
i
}
(
ρA|B
)
] is another factor to determine the bound.
In addition, Zheng et al. [91]and Huang et al. [92] inves-
tigated the relation between the system’s entanglement and
the lower bound, tightness of the entropic uncertainty in the
Heisenbergmodel with DM interaction. Ming et al. [93] com-
pared the effect of different components of the DM interaction
on reducing the entropic uncertainty. And it is found that the
lower bound of entropic uncertainty UR in Eq. (26) can be
rewritten as
UR = S (ρAB)− S (ρB) + +log2
1
c
= −Cr (ρAB) + S (ρd)− S (ρB) + log2
1
c
, (98)
where ρd =
∑
i
ρii |i〉 〈i| is the diagonal part of ρ. This shows
that the uncertainty bound is closely anti-correlated with the
quantum coherence, but not fully dependent on quantum co-
herence. Yang et al. [94] also studied dynamical characteris-
tics of the entropic uncertainty in a general Heisenberg XYZ
model with DM interaction. More recently, Zhang et al. [95]
and Shi et al. [96] investigated quantum-memory-assisted
EUR in the higher-dimensional Heisenberg model.
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B. Controlling the entropic uncertainty
In reality, any quantum system will unavoidably interacts
with the surroundings, resulting in decoherence or dissipation.
With this in mind, how to effectively suppress decoherence is
in demandwhen performing quantum tasks. To get the precise
outcome for a measurement, it is expected that the measured
uncertainty could be minimal in realistic quantum information
processing. Motivated by this consideration, some researchers
have devoted to pursuing various working strategy to manip-
ulate the magnitude of the uncertainty.
1. Uncollapsed measurement
Two non-unitary quantum operations (i.e., the quantum
weak measurement and weak reversal measurement) are pro-
posed to reduce the entropic uncertainty, i.e., a class of uncol-
lapsing operations [97–99]. The quantum weak measurement
can be mathematically described by the following operators
Mw =
( √
1− kw 0
0 1
)
, Mr =
(
1 0
0
√
1− kr
)
, (99)
where kw ∈ (0, 1) and kr ∈ (0, 1) are the weak measure-
ment strength and weak measurement reversal strength, re-
spectively. The final state can be written as
ρAB(t) =
(
MA ⊗MB) ρAB(MA ⊗MB)†
Tr
{
(MA ⊗MB)ρAB(MA ⊗MB)†
} . (100)
Here, for a pure state |ψ〉 = cosα|00〉AB + sinα|11〉AB with
α ∈ [0, π/2], two schemes have been proposed to govern the
uncertainty in the noisy environment by utilizing prior weak
measurement and posterior weak measurement reversal. It
was obtained that the peak values of the entropic uncertainty
can be effectively decreased by the prior weak measurement
for long periods of time, whereas it is invalid for the wave
minima of the entropic uncertainty. However, the posterior
weak measurement can effectively reduce the wave minima
values of the entropic uncertainty, but it is invalid for the peak
of entropic uncertainty. This can be explained by the fact that
the prior weak measurement can strengthen the robustness of
the system against the decoherence by moving a qubit to its
ground state, while a posterior weak measurement reversal
will move a qubit to its excited state to strengthen the coher-
ence of two-qubit system.
Recently, by considering the weak measurement and mea-
surement reversal, Guo et al. [100] explored the degradation
of the entropic uncertainty with respect to a high-dimensional
state under the amplitude damping channel at finite tempera-
ture. The Kraus operators are
MW =

 1 0 00 √1− kW 0
0 0
√
1− kW

 ,
MR =

 1− kR 0 00 √1− kR 0
0 0
√
1− kR

 .
(101)
It has been verified that the uncertainty can be reduced for
the posterior measurement reversal at the finite temperature,
whereas the prior weak measurement can decrease the uncer-
tainty at relatively low temperatures but this becomes invalid
at high channel temperatures.
2. Filtering operation
The filtering operation refers to the non-trace-preserving
map and can be used to enhance entanglement of a system.
In practice, this operation is usually deemed as one type of
the weak measurement with null result [101]. Explicitly, the
filtering operation can be described by
F =
( √
1− kf 0
0
√
kf
)
, (102)
where kf ∈ [0, 1] is the strength of the operation. Huang
et al. [69] first studied the reduction of quantum-memory-
assisted entropic uncertainty by performing the filtering oper-
ation, which is influenced by the unital and nonunital chan-
nels. It was shown that the entropic uncertainty will gradually
decrease with the increase of the operation strength. It is be-
cause that the filtering operation is capable of suppressing the
decoherence effect. There exists another vital explanation to
illustrate the reduction of entropic uncertainty. The reason is
that the filtering operation is a nonunitary operation, hence can
exchange the information between the qubitsA andB possibly.
Thereby, the entropic uncertainty can be reduced probably.
3. Non-Hermite operation
It is usually required that the Hamiltonian of a physical sys-
tem is Hermitian in conventional quantum mechanics, as this
ensures that the system’s energy is real and the time evolu-
tion is unitary. A class of Hamiltonian was proposed by Ben-
der et al. [102] in 1998, i.e., the so called parity-time (PT )
symmetric Hamiltonian with the parity reflection operator P
and the time reversal operator T . The PT symmetric Hamil-
tonian is non-Hermitian, whereas it still keeps the spectrum
real. Later, they introduced a linear operator to construct a
new inner product structure and this guaranteed that the time
evolution operator is unitary. For a qubit, the PT symmetric
Hamiltonian is given by
HPT = s
(
i sin θ 1
1 −i sin θ
)
, (103)
where s and θ are real numbers, s denotes a general scaling
constant related to the matrix, θ ∈ [−π/2, π/2] represents
the non-Hermiticity of the Hamiltonian. For θ → 0, HPT
is Hermitian, and when θ → ±π/2, HPT is strongly non-
Hermitian. The time-evolution operator ofHPT is given by
UPT = e
−iHPT t =
1
cos θ
(
cos (t′ − θ) −i sin t′
−i sin t′ cos (t′ + θ)
)
,
(104)
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with t′ = ∆Et/2,∆E=E++E−, andE± = ±s cos θ are the
eigenvalues of HPT . Several experiments have demonstrated
the PT symmetric Hamiltonian. Shi et al. [103] explored the
reduction of quantum-memory-assisted entropic uncertainty
by means of the PT symmetric operation and gave a corre-
sponding explanation.
Besides, there are other approaches to control the entropic
uncertainty, e.g., Yu et al. [104] proposed a strategy to control
the entropic uncertainty in the presence of quantum memory
via quantum-jump-based feedback, and Adabi et al.[105] pro-
vided a method to degrade the lower bound of the uncertainty
via local operation and classical communication (LOCC).
V. APPLICATIONS OF THE EURS
A. Entanglement witness
Entanglement is a valuable physical resource in quantum
information processing. Thereby, detecting entanglement is
viewed as being a fundamental and indispensable task. En-
tanglement witness is the process which verifies that a source
produces entangled states. A state is said to be entangle if
it cannot be represented by a convex combination of product
states. Practically, entanglement witness is to certify a mathe-
matical identity condition and all separable states must satisfy
identity condition. This identity condition is defined as an en-
tanglement witness. If the source does not satisfy this identity
condition, this means that the source can produce entangled
particles, which is demonstrated experimentally. Up to now,
there are many types of entanglement witness operators being
constructed [106, 107].
We hereafter mainly focus on entanglement witness via the
EURs and these discussions are restricted to the bipartite en-
tanglement. It is worth to state that the entanglement witness
typically emerges in the paradigm of distant laboratories, in
which a pair of observers can only make a local measurement
on their own subsystem.
First of all, we introduce a simple and well-known entan-
glement witness with respect to the two-qubit system. In-
cidentally, the introduced entanglement witness will rely on
complementary observables other than entropy of interest.
Hence we can directly compare it with the entropic entangle-
ment witnesses. Considering mutually unbiased observables,
the operator is defined as
EXZ = EX + EZ , (105)
where EX = |+〉 〈+| ⊗ |−〉 〈−| + |−〉 〈−| ⊗ |+〉 〈+| and
EZ = |1〉 〈1| ⊗ |0〉 〈0| + |0〉 〈0| ⊗ |1〉 〈1|. When EX and
EZ project onto the subspaces where two observers’ mea-
sured outcomes are different, they are error operators. For the
maximally entangled state |ϕ〉=(|00〉+ |11〉) /√2, the error-
probability is zero in either basis, that is, 〈ϕ|EXZ |ϕ〉 = 0.
However, for any separable state ρAB , we have [108]
Tr [ρABEXZ ] ≥ 1
2
. (106)
Therefore, 〈EX〉 + 〈EZ〉 < 1/2 with 〈Ξ〉=Tr [ΞρAB] is de-
fined as the linear witness criterion of entanglement.
Another criterion of bipartite entanglement witness is en-
tropy based. For a quantum system consisting of two parties,
we obtain that the system must be entangled if the conditional
von Neumann entropy is negative, viz.
S(A|B) < 0. (107)
This criterion can be connected to the lower bound of the EUR
in Eq. (28), and the Fano’s inequality
S(Q|B) + S(R|B) < Hbin(dQ) +Hbin(dR), (108)
with the variable dQ denoting the probability that the out-
comes of Q on A and Q on B are different [33]. Thus, the
quantum-memory-assisted EUR yields the criterion
Hbin(dQ) +Hbin(dR) < − log2 c. (109)
By taking the two mutually unbiased operators Q and R in a
qubit system, one can attain that the system is entangled if the
conditionHbin(dQ)+Hbin(dR) < 1 holds. Noteworthily, the
criterion for entanglement witness is a sufficient and unneces-
sary condition, which implies that two particle may be in an
entangled state when the inequality in Eq. (107) is disobeyed.
1. Shannon entropic witness
Giovannetti [109] and Gu¨hne et al. [110] have done
some early work about entanglement witness by means of the
EURs, and Huang [111] made further improvements. We pri-
marily review the entanglement witness on more recent de-
velopments from quantum-memory-assisted EURs. Berta et
al. [32] have discussed how to employ this relation to detect
entanglement, while Li et al. [33] and Prevedel et al. [34]
have verified this approach experimentally. To be explicit, it
is shown that all separable states meet
S (XA|XB) + S (ZA|ZB) ≥ qMU , (110)
where the quantity qMU is only related to Alice’s observables.
For separable states ρAB , the conditional entropy is nonneg-
ative, i.e., S (A|B) ≥ 0. Based on the basis XB , the mea-
sured Bob’s system can increase the magnitude of entropic
uncertainty of Alice’s measurement, that is S (XA|XB) ≥
S (XA|B). Suppose that Alice and Bob possess numerous
duplicates of the system state and both of them perform one
measurement on each copy by one of two observables. From
the joint probability distributions, it is easy to calculate the
amounts of S (XA|XB) and S (ZA|ZB). If the inequality
(110) is violated, it is sure that ρAB is entangled. Com-
paring the efficiency of entanglement witness by Eq. (106)
and Eq. (110), it can be found that the linear witness de-
tects more entangled states than Shannon entropic witness.
Whereas the quality of entanglement detected by Shannon en-
tropy is higher because of the application of Eq. (110) for all
nondistillable states where Alice and Bob is unable to distill
any EPR states by virtue of the local operation and classical
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communication (LOCC) [112]. In other words, Shannon en-
tropic witness can detect distillable entanglement, however,
linear witness can detect all forms of entanglement. The co-
herent information −S (A|B) can bounds the distillable en-
tanglement, which is employed to quantify the distillable en-
tanglement ED [113]
ED ≥ −S (A|B) . (111)
Combining the quantum-memory-assistedEUR, it is rewritten
as
ED ≥ qMU − S (XA|XB) + S (ZA|ZB) . (112)
Notably, this result gives quantitative lower bound which dis-
plays a preponderance of Shannon entropic witness in contrast
to the witness in Eq. (106).
2. Other entropic witnesses
Berta et al. [113] also employed the uncertainty relation
by the collision entropies to detect entanglement by adopting
k MUBs on the system of Alice (a subset of size k of MUBs
chosen from a set of dA + 1 MUBs and dA is a prime power
and 2 ≤ k ≤ dA + 1). Consider such a set {Xj} of k MUBs
on Alice’s system, and consider a series of k arbitrary positive-
operator-valued measurements {Yj} on Bob’s system. It was
shown that the condition of all separable states is
k∑
j=1
2−S2(Xj |Yj) ≤ 1 + k − 1
dA
. (113)
In contrast to the aforemention approaches, this entanglement
witness can detect more entangled states than Shannon en-
tropic witness, but not as much as the linear witness. Analog-
ical to the Shannon entropic witness, it can get a quantitative
lower bound of entanglement-like measurement from the un-
certainty relation by the collision entropy. Later, Walborn et
al. [114] extended the approach of entanglement witness by
EURs to continuous variable systems, and Saboia et al. [115]
and Huang et al. [116] made further explorations.
B. Steering inequalities
In 1935, Schro¨dinger first showed that steering is a phe-
nomenon related to entanglement for bipartite systems, but it
is not precisely the same to entanglement. Taking into ac-
count the paradigm of distant laboratories where there are two
participators Alice and Bob, owning the subsystems A and
B respectively. Steering is denoted as that the measurement
choice of one subsystem A can result in different ensembles
of states on another subsystem B. Not all quantum states can
show steering. For example, all separable states are nonsteer-
able. In addition, Bell inequalities have been derived accord-
ing to a local hidden variable (LHV) model. If a state vio-
lates a Bell inequality, it is steerable. In 2007, Wiseman et al.
[117] formalized the notion of steerability for states getting
rid of the LHV model, leading to a quantum state of subsys-
tem B being related to an arbitrary observable of A. Based on
this formalization, Cavalcanti et al. [118] derived the steering
inequalities in 2009.
Steering inequalities can be derived by using EURs. If sub-
system B is dependent of a LHV, as a result, the B’s measure-
ment probabilities should submit to a single-system uncer-
tainty relation on condition of the measured outcomes on sub-
system A. To be precise, the local hidden state model yields
the joint probability distribution for observables XA on A and
XB on B with the form
p (XA,XB) =
∑
ℓ
p (Ω = ℓ) p (XA|Ω = ℓ) pκ (XB |Ω = ℓ),
(114)
where Ω corresponds to the hidden variable for Bob’s local
state, ℓ denotes a special value that the variable can reach, and
κ is the probability distribution. Then we have
S (XB|XA) ≥ S (XB|XAΩ)
=
∑
ℓ
p (Ω = ℓ)S (XB|XAΩ = ℓ)
=
∑
ℓ
p (Ω = ℓ)S (XB|Ω = ℓ),
(115)
where S (XB|XAΩ = ℓ) represents the entropy of XB on
condition of XA and the event Ω = ℓ. Hence, for two ob-
servables XB and ZB on B, and some other observables XA
and ZA on A, we have
S (XB|XA) + S (ZB|ZA) ≥
∑
ℓ
p (Ω = ℓ) [S (XB|Ω = ℓ)
+ S(ZB|Ω = ℓ)].
(116)
Combining the above inequation and Maassen-Uffink’s un-
certainty relation, one can derive the steering inequality by
Schneeloch et al. [119]
S (XB|XA) + S (ZB|ZA) ≥ qMU . (117)
If a state admits a local hidden state model, then it must obey
Eq. (117). Thereby, the violation of Eq. (117) can be consid-
ered as a indicator of steering in the experiments. Walborn et
al. [114] also deduced similar steering inequalities for contin-
uous variables.
C. Wave-particle duality
As is well know that wave-particle duality is a peculiar and
remarkable characteristic of a single system. An interferome-
ter cannot be designed to simultaneously show these two be-
haviors. Feynman qualitatively discussed this idea. Wootters
et al. [120], Jaeger et al. [121], and Englert [122] subse-
quently put on quantitative grounds and argued the inequal-
ities termed as wave-particle duality relations. Afterwar
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number of the relevant relations were derived under the Mach-
Zehnder interferometer for single photons. In all of these
cases, the particle behaviors are related to the known paths
that the photon passes and the wave behaviors are related to
seen oscillation in the probabilities to probe the photon in a
specified output mode when one changes the relative phase ϕ
between a pair of interferometer arms. Z = {|0〉 〈0| , |1〉 〈1|}
denotes the which-path observable, the path predictability
P = 2pguess (Z) − 1 can quantify particle behavior with
the probability of precisely guessing the path pguess(Z). The
fringe visibility quantify the wave behavior
∆=
pmax0 − pmin0
pmax0 + p
min
0
, (118)
where pmax0 := maxΦ p0 and p
min
0 := minΦ p0, with p0 the
probability for the photon. Then the inequality is proved by
Wootters et al. [120], namely,
P2 +∆2 ≤ 1. (119)
In the case of ∆ = 0, a full particle behavior will appear,
meaning the wave behavior disappears (P = 1), and vice
versa.
In general, any photon will inevitably interact with the en-
vironment in the interferometer. Some information might be
revealed by measuringE, the path distinguishability is written
as
D = 2pguess (Z|E)− 1. (120)
Later, Jaeger et al. [121] and Englert [122] presented an opti-
mal version of Eq. (119)
D2 +∆2 ≤ 1. (121)
Wave-particle duality relations in Eqs. (119) and (121) are
often regarded as being different from the uncertainty rela-
tion on the concept, although there are many debate. For
example, Du¨rr et al. [123] and Busch et al. [124] have
proven connections between certain wave-particle duality re-
lations and Robertson’s relation building on the canonical de-
viation. Then, Coles and his cooperators [125] presented Eqs.
(119) and (121), and some other wave-particle duality rela-
tions are practically disguised uncertainty relations. Specifi-
cally, they correspond to the uncertainty relations with regard
to the min-entropy and max-entropy for complementary ob-
servables. Hence, in contrast to the uncertainty relation, Eq.
(119) can be rewritten as
Smin (Z) + min
O∈(X,Y )
Smax (O) ≥ 1, (122)
where minO∈(X,Y ) is minimized over all observables in the
x-y plane of the Bloch sphere. Similar to Eq. (121), it can be
rewritten as
Smin (Z|E) + min
O∈(X,Y )
Smax (O) ≥ 1. (123)
By parity of reasoning, other entropies can be employed to
take place of the min-entropy and the max-entropy. We can-
not attain a rigid equivalence to the wave-particle duality rela-
tions, but the conceptual meaning probably is similar. Taking
examples, Bosyk et al. [126] employed the Re´nyi entropy to
formulate a wave-particle duality relation. Vaccaro [127] took
this approach using uncertainty relation based on Shannon en-
tropy. Furthermore, they provided a significant perception that
wave and particle behaviors are associated with symmetry and
asymmetry, respectively. In addition, Englert et al. [128] have
also explored entropicmeasurements for wave and particle be-
haviors of interferometers with beyond two paths.
D. quantummetrology
In 2011, Giovannetti et al. [129] have showed that quan-
tum metrology is used to offer physical restrictions on the
measurement’s precision. The uncertainty relations play a sig-
nificant role in building up these physical limits. In general,
estimating an optical phase is interesting in quantum metrol-
ogy, such as the phase shift in an interferometer. Therefore,
the uncertainty relation involving the phase can be applied to
quantum metrology. Although quantum metrology is deemed
as a wide field [129], here we only show some works that are
related to the EUR. The Heisenberg’s limit is termed as a cel-
ebrated limit in quantum metrology showing the uncertainty
in the phase estimation scales as 1/ 〈N〉, with denoting 〈N〉
as the mean photon number when probing the phase. Further,
Hall and his cooperators [130] have claimed that the Heisen-
berg’s limit is considerably enlightening and proved the fol-
lowing bound to put it on rigorous footing
δΦ′ ≥ k/ 〈N + 1〉 , (124)
where k =:
√
2π/e2, and δΨ′ is dented by the root-mean-
square deviation of the phase estimate by means of the actual
phase Ψ′. To prove Eq. (124), we can denote the random
variable Λ:=Ψ′ − Ψ and combining it with the entropic un-
certainty relationH (N) + h (Ψ) ≥ log2(2π), one can obtain
H (N) + h (Λ) ≥ log2(2π). (125)
Then they can be proved by combining these equations with
some identities that relate h (Λ) to δΨ′ andH (N) to 〈N + 1〉.
In 2012, Hall et al. [131] had investigated a general situation
in which someone obtains some prior information regarding
the phase, and derived a strict description about the Heisen-
berg’s limit by means of the EUR.
E. quantum teleportation
The quantum-memory-assistedEUR in Eq. (28) is also able
to use to identify channel states useful for nonclassical tele-
portation [132]. Based on the facts that the average teleporta-
tion fidelity
Fav =
1
2
+
1
6
Tr
√
T †T , (126)
is local unitary invariant [112], while any two-qubit state is
local unitary equivalent to Eq. (81), it was shown geomet-
rically that any ρAB that corresponds to an improvement of
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Berta et al.’s uncertainty bound compared with that without
a quantum memory is useful for nonclassical teleportation
[132]. That is, whenever one observes a negative conditional
entropy S(A|B), we are sure that Fav can exceed the classical
limit 2/3.
F. Quantum key distribution
Technically speaking, a key distribution protocol is that two
reliable players agree with sharing a key through communica-
tion over a public channel, and the key is secret and the ad-
versary cannot eavesdrop from any channel. In tradition, the
two honest players named as Alice and Bob try to share a key
and the eavesdropper is named as Eve. Bennett et al.[133]
first proposed quantum key distribution (QKD). Due to non-
copy and non-cloning feature of quantum information [134],
the application of symmetry argument is invalid when Alice
and Bob share a key and communicate by a quantum channel.
Simply speaking, no matter when the eavesdropper interacts
with the channel and performs a measurement on a particle,
her behaviors will inevitably lead to noise during the quantum
communication. Thereby, they are capable of detecting and
immediately aborting the protocol.
Cerf et al. [135] and Grosshans et al.[136] first applied
EURs on QKD. Especially, Koashi [137] established security
criterion based on utilizing Maassen and Uffink’s uncertainty
relation shown as Eq. (14). While EURs with a quantum
memory offer a straightforward approach to formatting secu-
rity criterions for quantum key distribution.
During the preparation step, it notes that the eavesdrop-
per may interfere, thus we cannot know whether the two par-
ties really partake a maximally entangled state or not when
completing the preparation procedure. Here we may sup-
pose that an arbitrary state ρABE is shared by Alice, Bob,
and Eve. ϑ denote a binary register in a fully mixed state
which determines qubits to be measured in the basis Q or
R, and T is the output of Alice’s measurement. Then we
have S (T |Bϑ) = (1/2)S (Q|B)+(1/2)S (R|B) and analo-
gously S (T |Eϑ) = (1/2)S (Q|E) + (1/2)S (R|E). Hence,
the tripartite EUR with a quantum memory can be rewritten
as
S (T |Bϑ) + S (T |Eϑ) ≥ qMU = 1, (127)
where qMU = 1 under the basis Q = {|0〉〈0|, |1〉〈1|} and
R = {|+〉〈+|, |−〉〈−|}. The entropies mentioned above can
be used to evaluate on the state ρTϑBE after performing the
measurement on A. By performing measurement on B, this
will give rise to an estimate Tˆ of T . According to data-
processing inequality [138], it can be obtained S (T |Bϑ) ≤
S
(
T |Tˆ
)
, thus we have S (T |Eϑ) ≥ 1− S
(
T |Tˆ
)
. Thereby,
it is clear that Eve’s uncertainty of the A’s measuring result is
large when S
(
T |Tˆ
)
is small, which can describe quantifica-
tion of the security criterion.
G. Other applications
Recently, there exists much effort to investigate the bound-
ary of classical and quantum in physics and information pro-
cessing, and these give rise to quantitative measurements of
quantumness, such as coherence and discord. We here divide
the discussions into four parts. In the former two parts, the
quantum resources are discussed. Additionally, information
locking and quantum coding are introduced in the last two
sections, respectively.
1. Quantum coherence
In 2014, Baumgratz et al. [56] set up a configuration for
measuring coherence. By the amount of distillable maximally
coherent states, there yields a special coherence measure, the
relative entropy of coherence, which can be written as [61]
Φ (Z, ρ) = D
(
ρ ‖
∑
z
|Zz〉 〈Zz| ρ |Zz〉 〈Zz|
)
. (128)
Coles et al. [65] presented the connection between coher-
ence and entropic uncertainty. Performing a projective mea-
surement Z on arbitrary systematic state, it can be given by
Φ (Z, ρ) = S (Z|E) , (129)
with a purifying system E. It means that the relative entropy
of coherence as to a projective measurement is equal to the
measurement’s uncertainty for the purifying system. S (Z|E)
is the uncertainty with quantum memory. Thereby, quantum-
memory-assisted EURs can be reinterpreted as lower bounds
on the coherence of the systemic state with respect to different
measurements. Korzekwa et al. [21] discussed such an idea,
although they pay special attention to the perspective of divid-
ing the total uncertainty into classical and quantum parts pre-
sented by Luo [139]. Specifically, for a quantum state and an
arbitrary projective measurement Z={|Zz〉 〈Zz|} , the clas-
sical uncertainty and the quantum uncertainty are given as the
entropy of the state and as the relative entropy of coherence,
respectively. Total uncertainty can be written as the summa-
tion of the classical and quantum uncertainties
S (Z) = Q (Z, ρ) + C (Z, ρ) . (130)
Up to now, there are several uncertainty relations related to the
derived quantum uncertainty. According to Eq. (129), these
relations as EURs can be reinterpreted in the presence of a
quantum memory.
2. Information locking
DiVincenzo et al. [140] introduced an operational way of
insight into the EUR based on information locking. Fawzi et
al. [141] had discussed a cryptographic viewpoint on informa-
tion locking. Basically, a locking protocol is regarded as that
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encoding the required classical information onto a quantum
state by means of a classical key whose magnitude is smaller
than the information. In addition, it is possible to unlock and
completely recover the information when the key is known.
Through the Maassen-Uffink bound with regard to the n-qubit
BB84 measurements, we can show the connection between in-
formation locking and entropic uncertainty
S (Kn|Θn) ≥ n · 1
2
, (131)
where Θn ∈ {θ1..., θ2n}. One can choose randomly a
n−qubit BB84 basis θi (key) and encode the classical infor-
mation into that basis to encode a uniformly random n-bit
string X . Based on Eq. (131), it is discussed that the mutual
information between the outcome of the measurement and the
information X is at the utmost n/2 for any measurement on
quantum state [140]. That is to say, without the knowledge of
the basis choice, n/2 classical bits are locked into the quan-
tum state and be inaccessible. With this feature in mind, this
is fabulous on account that a n-bit or more string message is
indispensable in course of any nontrivial purely classical en-
cryption. The question regarding the optimized trade-off be-
tween the lockable bits’ amount and the key’s magnitude is
then raised. To do so, Fawzi et al. [141] utilized the uncer-
tainty relation
S (K|Θ) ≥ n · (1− 2ε)−Hbin (ε) , (132)
where Θ ∈ {θ1..., θL}. Eq. (132) is the basis for the infor-
mation locking schemes. By virtue of the alleged canonical
uncertainty relations, state-of-the-art approach is to employ
stronger definitions on information locking by the trace norm
rather than mutual information [142]. In final, it is noted that
Guha et al. [143] also investigated the information locking ca-
pacity for a quantum channel, which is closely relevant with
the uncertainty relation.
3. Quantum coding
Motivated by applications in quantum Shannon theory,
some EURs with a quantummemorywere originally proposed
and verified [144, 145]. Recently, Renes and his coworkers
[146] have used the EURs as well as the equality conditions
to explore the performance of quantum polar codes.
VI. CONCLUSIONS
Staring from Heisenberg uncertainty principle, we have re-
viewed the history of the entropic uncertainty relations and
the recent progresses for entropy-based uncertainty relations,
with and without a quantum memory. We first recalled the
development of the uncertainty relation without any quan-
tum memory from the prospective of variance, entropy, and
Majorization technology, respectively. For the methodology
based on variance, Maccone and Pati [14] made a significant
improvement to the conventional standard deviation which
erases the shortcoming arising from the state dependency of
the lower bound. Second, we reviewed the improved lower
bounds for the EUR in the presence of a quantum memory.
Particularly, the generalized EURs and coherence uncertainty
relations were discussed. Furthermore, we provided the re-
cent explorations on the dynamics of the entropic uncertainty
within different frameworks, including open systems, curved
space-time, and various noisy environments. By linking the
characters of the systems to the magnitude of the uncertainty,
the dynamics of the uncertainty are dynamically featured by
shape and characteristic of a system to be observed. Lastly,
we supplied the exploited applications of the EURs on vari-
ous quantum tasks, which definitely give rise to the nontrivial
promotion on the current and prospective quantum technolo-
gies.
To our knowledge, there still are several challenging and
open questions remaining unresolved, lying in that (i) whether
there are alternative working approaches to scale the uncer-
tainty in addition to the traditional standard deviation, entropy
and Majorization technology; (ii) As for the entropy approach
of uncertainty measure, what the optimal lower bound will be,
which is beyond the existed ones; (iii) Whether the entropic
uncertainty relations can be applied to more and broader top-
ics in the field of quantum information processing; (iv) Are
there any inherent connections between EURs and Bell in-
equality for identifying the boundary of quantum and clas-
sical limits? If yes, how the relationship between them is
like. Thereby, with regard to EURs in the presence of quan-
tum memory, we look forward to receiving more attention and
gaining some new and insightful results related to this theme
in the future.
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