This work extends lattice-based memory allocation, an earlier work on memory reuse through array contraction. Such an optimization is used for optimizing high-level programming languages where storage mapping may be abstracted away from programmers and to complement code transformations that introduce intermediate buffers. The main motivation for this extension is to improve the handling of more general forms of specifications we see today, e.g., with loop tiling, pipelining, and other forms of parallelism available in explicitly-parallel languages. Specifically, we handle the case when conflicting constraints (those that describe the array indices that cannot share the same location) are specified as a (non-convex) union of polyhedra. The choice of directions (or basis) of array reuse becomes important when dealing with non-convex specifications.
Introduction
As the gap between memory performance and compute power keeps increasing, the importance of efficient memory usage is also increasing. This is even more emphasized when exploiting hierarchical memories and/or when accelerators such as GPUs or FPGAs are used as they are often limited by the on-chip memory capacity and/or the bandwidth between the host and the accelerator. The problem of efficient memory allocation is further complicated by the trade-off between parallelism and memory usage.
Memory reuse is a standard technique for allocating scalar variables to registers. Memory reuse for arrays, in particular intraarray reuse, is used to reduce statically the memory footprint of dataintensive applications, after analyzing the liveness of the different elements of an array. The need for such array contraction is of course important for high-level program specifications (for example array languages) where the programmer expresses its applications in an abstract view of the storage locations, possibly even using arrays in single assignment, thus without paying too much attention to memory usage. But such a memory allocation technique is also required within compilers themselves as a complementary step to many code transformations, for the design of intermediate buffers introduced by the compiler and the management of local memories, and to reduce the effect of some previous array expansion phases.
In this paper, we extend a technique called lattice-based memory allocation [9] that was originally proposed as a generalization of different strategies based on affine mappings with foldings by modulo operations (called modular mappings), formalized with integer lattices. The original work was aimed at handling regular kernels executed by sequential and/or limited forms of parallel schedules where simple optimization strategies appeared to be sufficient. We extend this framework on two main aspects:
• conflict set (a relation to express array elements that may not be mapped to the same memory location) as a union of polyhedra, where the initial work is limited to a convex polyhedron; • optimized basis heuristics to choose the direction of the modular mapping allocation, or the basis of the corresponding lattice.
The key insight is that optimizing the dimensions of a multidimensional modular mapping successively, greedily minimizing the resulting array size for each dimension, may lead to worse overall allocations, a phenomenon that is exacerbated when the conflict set is not convex. We start with an example in Section 2 to illustrate this situation, and to give the key intuition behind our approach to address this issue. Section 3 introduces the necessary background, defining more precisely the notions of conflict sets and modular mappings. Section 4 presents the main theory and algorithms extending two previously proposed approaches [8] to non-convex conflict sets and with optimized basis. It also shows how these two heuristics can be combined by first building short reuse vectors (indicating array elements mapped to the same location), reminiscent of UOV (universal occupancy vector) construction [19, 20, 24] , which then constrain the way the full mapping is built, with a technique similar to multi-dimensional scheduling [4, 13] . Section 5 illustrates our technique on several examples, showing how a tool such as the Integer Set Library (isl) [21] can be used to implement it. Finally, we discuss links with UOV, scheduling, and earlier work on intra-array reuse in Section 6, and conclude in Section 7.
Intuition of the Approach
In this section, we illustrate the key intuition behind our work using an example with a simplified view of the problem. There are many existing array mapping techniques that work well when the conflict set is described with a single polyhedron [3, 9, 15, 17] . We are interested in more complex cases that involve unions of polyhedra.
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Finding a storage for live-out values of tiles after loop tiling [23] is a common situation that gives rise to non-convex unions. As an example, suppose we seek an optimized allocation for a live-out set corresponding to a reverse-L shaped region depicted in Figure 1 . The number of live-out values is 4N − 4 if N is the length of the square edge (24 in the figure, with N = 7). One "good" way to allocate all these values to different locations is to map array elements along (1, 1) modulo 2 (as depicted in Figure 1a ). This corresponds to the mapping (x, y) → (x − y, y) mod (2N − 1, 2), with an array of size 2(2N − 1), thus only 2 elements more than the optimal.
Existing techniques struggle to find this allocation for different reasons. One of the earliest, yet powerful, method for memory allocation by Lefebvre and Feautrier [15] consists in choosing some successive modulo folding for each dimension, restricting to mappings along the canonical axes. The first modulo should be larger than the maximal distance between two points (here N − 1 along the x axis), then the second modulo larger than the maximal distance between two points with the same value of x, which is also N − 1. This results here in an allocation of size N 2 , with the corresponding mapping (x, y) → (x, y) mod (N, N ). First computing the convex hull of the reverse-L shaped region will not help either because leading to a too coarse over-approximation.
Several other techniques have been presented that explore allocations using non-canonical projections or mappings [3, 9, 17] . We leave the detailed discussions of these work to Section 6 and only give here a high-level description of the most recent work by Bhaskaracharya, Bondhugula, and Cohen [3] , which has the same objectives as ours. They proposed a method that combines ideas from multi-dimensional affine scheduling with memory allocation. The key idea is to interpret each dimension of a multidimensional affine mapping as a family of parallel hyperplanes that separate points from each other. If each parallel hyperplane contains at most one point of the domain to be stored, the corresponding affine function represents a legal memory allocation mapped to a one-dimensional array where the "latency" [12] (width or maximal distance), plus 1, is the number of elements in the array. Using this formulation, their approach first tries to find such a family of hyperplanes that contain at most one point each. If such hyperplanes cannot be found, their technique finds a second family of hyperplanes focusing on points that lie in the same hyperplane of the first family, and so on. The dimensionality of the final array is the number of linearly-independent hyperplanes generated.
One possible allocation that can be found by their technique is illustrated in Figure 1b . Since the mapping they compute also depends on how the domain is decomposed into a union of polyhedra, their technique may find other (worse) allocations, as explained in Section 6.2. The key reason of this inefficiency lies in the objective functions used. Their primary objective tries to minimize the number of hyperplane families, i.e., the dimensionality of the mapped array, by maximizing at each stage the number of polyhedra whose points are all separated by hyperplanes. Their secondary objective is to minimize the number of elements in the corresponding dimension, i.e., to find hyperplanes yielding minimal width.
The primary objective can be satisfied by using the hyperplanes shown in Figure 1b , parallel to the vector (2, 3) (or similarly parallel to (3, 2)), thus orthogonal to (3, −2), with width 5(N − 1). The corresponding mapping is (x, y) → (3x − 2y) mod (5N − 4). For N = 7, this gives, as depicted, 31 different memory locations. However, if a one-dimensional allocation cannot be found, the greedy heuristic will minimize the number of elements in the current dimension, which, as explained in Section 6.2, may favor in this example hyperplanes parallel to the canonical axes (i.e., the shortest one-dimensional schedules), leading to the same mapping as Lefebvre and Feautrier, with size N 2 . The optimal solution is not obvious in this iterative formulation, since the "good" hyperplanes parallel to (1, 1) (i.e., orthogonal to (1, −1)) do not satisfy the primary objective. Indeed, some points are still mapped to a common location, and it is not optimal for this dimension because its corresponding width is 2(N − 1) while N − 1 is achievable.
In our work, we use a different formulation to overcome inefficiency in these cases. For our example, it can be intuitively explained as finding the shortest vector that points to somewhere outside of the domain of interest, which is the vector (2, 2). In general, we need multiple linearly-independent vectors, captured through lattices.
Background
We now introduce the two key concepts used in our paper, conflict set, which gives the constraints for valid mappings, and modular mappings, a particular form of functions used for intra-array reuse.
Conflict Set
Lattice-based memory allocation [8, 9] , as well as all prior work on intra-array reuse [11, 15, 17] , is based on the concept of conflicting (array) elements, i.e., the set of pairs of elements that should not be mapped to the same location. This set is the counterpart, for array elements, of the well-known interference graph defined for register allocation. In register allocation, vertices of this graph correspond to scalar variables and edges indicate that two variables should not be mapped to the same register. Graph coloring can then be used to derive a valid register assignment. For intra-array reuse, the set of conflicting indices for a given array A is not expressed in extension, but in a symbolic way, e.g., with polyhedra specifying a symmetric relation : i j if A( i) and A( j) should not be mapped to the same location. This relation is then used to derive a valid mapping, i.e., a function σ such that σ( i) = σ( j) if i j and i = j.
Such array mappings can be defined in a post-scheduling phase, i.e., for a particular execution or schedule (schedule-dependent mappings [11, 15, 17] ), or before the final schedule is defined (schedule-independent mappings [19, 20, 24] ), so that the mapping is valid for any further valid code transformation (or a subclass, such as loop tiling). The latter situation arises also when compiling programs, expressed in a parallel language such as OpenMP or X10, on top of a runtime system, in which case the exact schedule is not statically known. The mapping is then defined for the set of all possible schedules induced by the parallel language constructs.
For intra-array reuse, the construction of the conflicting indices requires some symbolic liveness analysis. Actually, all the situations previously mentioned are particular instances of the more general problem of defining liveness analysis and "simultaneously live" array elements for explicitly-parallel specifications [10] , in particular for specifications defining a partial order on operations. How to build such a relation is not our concern here: we assume it has been computed, possibly over-approximated, and that it expresses, for each array to be contracted, the set of pairs of conflicting indices (or their differences) in a compact symbolic form. For optimization purposes, we focus on the case where the conflicting differences are the integer points in a union of polyhedra K = P1 ∪ · · · ∪ Pr. But the theory can possibly be used in more general situations, e.g., with formulas in Presburger arithmetic as available in the Integer Set Library (isl) [21] , or even polynomial expressions [14] , as long as the corresponding optimizations can be carried out.
Modular Mappings
In lattice-based memory allocation, the mappings are restricted, both for optimization and code generation purposes, to modular mappings. A modular mapping (M, b), defined by a p × n integral matrix M and a positive integral vector b of dimension p, maps the index i of a n-dimensional array to σ( i) = M i mod b (the modulo is applied component-wise) in a p-dimensional array of shape b. The size of the mapping is the size of the resulting array, i.e., the product of the elements of b. Its dimension is the dimension of the resulting array, i.e., p. As modular mappings are affine, it is enough to work with the set of conflicting differences K = {( i − j) | i j}. The initial theory of lattice-based memory allocation [8, 9] focuses on the case where K is the set of integer points in a 0-symmetric (symmetric with respect to 0) polyhedron. Then, lower and upper bounds on memory size can be given and more properties proved.
Although we focus on intra-array reuse in this paper, it is worth pointing out that modular mappings can be used in other contexts, e.g., for bank allocation, to allow parallel accesses to memory [5, 9] , or more generally whenever renewable resources need to be shared.
Greedy Mapping and Lattice Constructions
In this section, we present our main contribution that extends latticebased memory allocation. Our work is based on two dual approaches proposed by Darte et al. [8] that are equivalent when the set of conflicting differences K is a polyhedron. We show how we can extend them to handle the case where K is a union of polyhedra, and then to further optimize the selection of the basis (i.e., the matrix M in the modular mapping) to reduce the memory size. The resulting optimizations lead to two complementary greedy approaches, in which the rows of the matrix M are optimized in the opposite order. We then show in Section 4.3 how to combine them to try to get the best of both worlds, the first one being well suited to handle parameters while the second one is often more suitable to detect directions with constant (i.e., non-parametric) reuse.
Both approaches define mappings given a basis of Z n , i.e., how to choose the modulo vector b. The first approach directly works with the matrix M of the mapping while the second one works with its kernel, i.e., the set of vectors i such that σ( i) = 0. Such a set is a lattice of Z n , thus the name of the technique. Section 4.1 extends the former over the mapping space, Section 4.2 extends the latter over the lattice space. We combine the two in Section 4.3. Unimodular matrices (invertible in the integers) play an important role in this construction, both for the optimizations in the two approaches, and for their combination. In this case, the first approach builds the rows of M , while the second builds the columns of M −1 .
Basis Selection in Mapping Space
The following mechanism [8] is the "successive modulo" principle [15] , generalized to any set of n linearly independent integral vectors. K is the 0-symmetric set of conflicting differences.
Heuristic 1.
• Choose n linearly independent integral vectors ( c1, . . . , cn).
• Compute F * i ( ci) = sup{ ci. z | z ∈ K, ∀j < i, cj. z = 0}, successively for all 1 ≤ i ≤ n.
• Define M the matrix with row vectors ( ci) 1≤i≤n and b an integer vector such that bi > F * i ( ci). For each i, F * i ( ci) is the width along ci of the intersection of K and the orthogonal of the vector space defined by ( c1, . . . , ci−1). Our goal is to adapt this heuristic when K is described by a union of polyhedra and to design an optimization to choose a suitable basis. Theorem 1. The modular mapping built by Heuristic 1 is a valid mapping for K, assuming that K is bounded and 0-symmetric.
Continuing this process, we get ci. x = 0 for all i. Since the ci are n linearly independent vectors, this implies x = 0. This shows that the modular mapping σ = (M, b) is valid. Indeed, if i j, then i − j ∈ K and thus σ( i) = σ( j), unless i = j.
Theorem 1 shows that, although it was initially designed assuming that K is a polyhedron [8] , Heuristic 1 is actually valid with weaker hypotheses. Also, the following important properties remain true:
• The different values F * i depend on the order in which the vectors ( ci) 1≤i≤n are considered. Considering all n! orders can help reducing the size of the mapping. (In practice, n is small.)
• Increasing the values of b keeps the validity of the mapping. This can be used for example to restrict the values of b to power of 2. Also, if K is a union of different 0-symmetric pieces, one can compute a vector bi for each piece, each obtained with a possibly different order of the basis vectors, and then take the maximum, component-wise, of the bi to get a valid b for the whole K.
• The same proof as for Theorem 1 shows that the modular mapping c1. x + b1( c2. x + b2(· · · + bn−1 cn. x)) mod i bi is valid, of dimension 1, and with same size. In other words, the dimension of a mapping is not related to its size, and some 1D mappings can even be found with a multi-dimensional approach.
Optimizing the Basis
We now show how the previous heuristic can be extended to define an optimized version, where the basis ( ci) 1≤i≤n is built in a greedy fashion, so that F * i ( ci) is minimized at each step:
n linearly independent with cj, j < i} This is a min-max problem, which can be solved, when K is a union of polyhedra, in the same way schedules with minimal latency (which corresponds to the width) are built [7, 13] , i.e., either with the duality theorem of linear programming or with the affine form of Farkas' lemma [18] (hereafter, Farkas lemma for short). Let us detail the technique with Farkas lemma, which we recall here.
Lemma (Farkas, affine form). Let P be a non-empty polyhedron defined by affine inequalities P = { x | Q x ≤ e}. Then c. x ≤ δ for all x ∈ P iff there exists y ≥ 0 such that c = y.Q and y. e ≤ δ. Now, the width of P along a vector c can be computed as follows:
Similarly, the quantity F * i ( c) is equal to:
where Ci−1 is the matrix whose rows are c1, . . . , ci−1, and the vector z does not need to be nonnegative. Finally, for a union of polyhedra K = ∪ 1≤j≤r Pj where Pj = { x | Qj x ≤ ej}, one just needs to collect the different constraints expressed in Equation 1, with a yj and a zj for each Pj, plus the additional constraints yj. ej ≤ δ for all 1 ≤ j ≤ r. It remains to find c such that F * i ( c) is minimized, by solving a linear program, with objective function δ, where all these different variables, c, δ, yj and zj, are unknowns.
Linear Independence and Unimodularity
With no additional constraint, the optimal solution is of course c = 0. But c should be restricted so that it is linearly independent with all cj with j < i, and nonzero if i = 1. One way to do this is to complete (e.g., by computing the Hermite normal form [16] ), at each step, the vectors ( cj)j<i, into a n-dimensional basis, with additional vectors ( dj) j≥i , and to write c = j<i λj cj + j≥i λj dj. Then, it is sufficient to solve one linear program for each j ∈ [i . . . n] with the additional constraint λj ≥ 1, and to define ci as the best of these (n − i + 1) solutions. There is no need to check for λj ≤ −1 since c and − c lead to similar mappings. Another trick is to select a random integer vector r and to add a single constraint c. r ≥ 1 (or a similar reasoning with the λj). Except by bad luck, this would be enough to not miss the optimal with a single linear program. Alternate solutions are possible, e.g., by constructing a basis of the orthogonal of the vector space defined by ( cj)j<i or a pseudo-inverse (see also the discussion on Pluto scheduler [1, 4] in Section 6.1).
Since
, one can restrict the search to vectors c = j≥i λj dj, i.e., with λj = 0 for j < i. The resulting basis ( ci) 1≤i≤n (i.e., the matrix M ) will then be automatically unimodular (i.e., with determinant ±1). This property is not formally needed to define a mapping but it makes the construction easier. In particular, completing at each step the vectors into a basis is just one iteration of the Hermite normal form computation. Also, imposing c to have integer components is then equivalent to looking for integer values for the λj. To see this, suppose that, before Step i of the heuristic, we have built a unimodular matrix U whose first i − 1 rows (matrix Ci−1) are the vectors ( cj)j<i built so far, and the remaining rows (matrix Di) are the vectors ( dj) j≥i . At Step i, the chosen solution ci is such that λj = 0 for j < i and the common divisor d of the λj, for j ≥ i, is 1 (otherwise a better solution can be defined by dividing by d). Thus, there is a unimodular matrix Vi of size (n − i + 1) such that (λi, . . . , λn) is the first row of Vi. Then:
is a unimodular matrix whose first i rows are the ( cj) j≤i . This technique can thus be used to enforce a final unimodular matrix but also to complete the basis at each step, on the fly.
Handling Parameters
In practice, the set of conflicting pairs and the set of conflicting differences are parameterized by structure parameters from the program, such as loop or array bounds. Heuristic 1 has the nice property that it can easily handle parameters as long as they constrain K in an affine way. If Pj = { x | Qj x ≤ Ej n + ej}, the standard technique [13] is to bound the width as an affine function of the parameters ∆ n + δ Then K is restricted to the orthogonal space of c1, and F * 2 ( c2) = N − 1 is computed as illustrated on the right. The resulting mapping is (x, y) → (y, x) mod (N, N ), which is not a good allocation for this example. This is because the basis vectors are greedily selected to minimize the width at each dimension, missing the concavity along (1, 1).
and to apply Farkas lemma considering that n is a variable too, possibly taking into account additional affine constraints on the parameters. We then get a set of constraints as before, this time with the variables δ and ∆, with the objective of minimizing ∆ n + δ. Classically, parameters are then ordered with some priority so as to optimize the width in a lexicographic manner with respect to this order. The width is then parametric (thus the corresponding modulo), but the vector c built at each step has constant components thus all mechanisms presented before for basis completion, linear independence, and unimodularity remain true.
Wrap Up
The optimized version of Heuristic 1 presented here has some similarities with multi-dimensional scheduling and tiling, as explained in Section 6.1. It can help finding better mappings than without basis optimization. For example, it finds the right mappings of constant size for the two examples that were designed to show the limitations of reasoning with a fixed basis [9] . However, unlike multi-dimensional scheduling for maximal parallelism detection for which a greedy approach is asymptotically optimal [6] , selecting the smallest width at each step can be sub-optimal, even in order of magnitude, because it may be better to first select a direction with larger width if the next width is then smaller in the orthogonal.
This situation arises for the example of Section 2: the heuristic simply selects the canonical basis with both widths equal to N , i.e., with no array reuse. See more detailed explanations in Figure 2 , which depicts the set K of differences of the live-out points in Figure 1 . The more complex optimized variant of Heuristic 1 proposed by Bhaskaracharya et al. [3] tries to avoid this caveat, but as explained in Section 6.2, it can also fail to find directions of reuse with a small (constant) modulo. The lattice-based heuristic proposed in the next section is aimed to avoid this pitfall.
Basis Selection in Lattice Space
A dual approach to derive a modular mapping (M, b) is to build an integer strictly admissible lattice for K. Given n linearly independent vectors ( ai) 1≤i≤n , the lattice generated by ( ai) 1≤i≤n is the set Λ = { x | x = A u, u ∈ Z n } where A is the matrix with column vectors ( ai) 1≤i≤n . It is strictly admissible for K if λ ∩ K = { 0}. A modular mapping is valid if and only if its kernel is an integer strictly admissible lattice for K. Also, from such a lattice Λ, one can build a valid modular mapping whose kernel is Λ and whose size is equal to the determinant of Λ, i.e., det(A). This is the underlying idea of lattice-based memory allocation [8, 9] .
The following scaling mechanism [8] gives a way to build a strictly admissible lattice from a set of n linearly independent integer vectors ( ai) 1≤i≤n . Again, we want to check if it is still valid for any K, not just for a convex polyhedron K as initially formulated, then derive mechanisms to optimize the basis it works with.
Heuristic 2.
• Choose n linearly independent integral vectors ( a1, . . . , an).
• Compute Fi( ai) = inf{λ ≥ 0 | ai ∈ λKi}, successively for all 1 ≤ i ≤ n, where Ki = K + Vect( a1, . . . , ai−1).
• Define the lattice Λ generated by the vectors (ρi ai) 1≤i≤n where the ρi are integers such that ρi > 1/Fi( ai).
For each i, µ ai with µ = 1/Fi( ai) is the largest "multiple" of ai that belongs (if K is closed) to the extrusion Ki of K along the vectors ( aj)j<i, i.e., Ki = K + Vect( a1, . . . , ai−1) = { x | x = y + j<i αj aj, y ∈ K}. In other words, µ ai − j<i αj aj ∈ K for some real numbers (αj)j<i and, for any ρ > µ, ρ ai / ∈ Ki.
Theorem 2. The lattice Λ built by Heuristic 2 is a strictly admissible integral lattice for K, if K is bounded and 0-symmetric.
which is impossible by definition of ρi. Thus, Λ is a strictly admissible integral lattice for K.
Optimizing the Basis
We now assume that K is star-shaped, i.e., if x ∈ K, then λ x ∈ K for all 0 ≤ λ ≤ 1. In this case, ρi is the smallest integer such that ρi ai / ∈ Ki. Theorem 2 shows that Heuristic 2, like Heuristic 1, is still valid even if K is not a polyhedron. But how can we optimize the basis ( ai) 1≤i≤n ? One could think that minimizing 1/Fi( ai) is the right thing to do, i.e., that it is sufficient to pick any vector outside the ith extrusion Ki of K along the previously-built vectors (in which case ρi = 1 can be chosen). This is of course not true: unlike for Heuristic 1, the size of the resulting mapping cannot be read directly from the ρi, it depends also on the determinant of the ai. It seems thus more profitable to directly optimize the basis vectors li = ρi ai of Λ, e.g., by minimizing their norm, for some adequate norm to be defined. This is because the determinant, in absolute value, is bounded by the product of the Euclidian norms (and all norms have the same order of magnitude). Also, if the direction ai is chosen, the best solution is to choose li to be the smallest integral vector out of the extrusion, in the direction of ai.
Another indication of why looking for small li is more likely to be good is that each li is a reuse vector (or occupancy vector in the UOV terminology [19] ), i.e., A( x), A( x + li), . . . , A( x + k li) will reuse the same memory location. The mapping will exploit more reuse if a larger number of copies of li can traverse the original array space thus, intuitively, a smaller vector will lead to more reuse. However, as is the case for the UOV optimization [19] , the best direction remains difficult to anticipate: it depends on the extent of the next extrusion Ki+1, i.e., of the other aj not yet defined. Nevertheless, despite this inaccuracy, minimizing the norm is interesting because it will select, in priority, non-parametric reuse vectors, thus favor the reduction of the mapping size in order of magnitude (if there is one large parameter N and p constant reuse vectors are found, the mapping size will be of order N n−p ). For all these reasons, at each step of the heuristic, we will look for an integral vector with minimal norm that is out of the extrusion. For computation reasons, we will choose a norm that can be minimized with linear programming, for example ||.||∞ (max of the absolute value of components) or ||.||1 (sum of the absolute value of components, i.e., Manhattan distance). To break ties, we can also use the norm proposed for the computation of AUOV [20] , which is a two-dimensional lexicographic optimization, first the Manhattan distance, then the sum of the absolute value of all differences of two components, which tends to lead to more "diagonal" vectors.
Linear Independence and Unimodularity
Unlike Heuristic 1 for which we perform an optimization based on an expression of K, here we want to find a short vector not in Ki, or at least on the border of Ki. We tried many different optimization schemes, using Farkas lemma or the duality theorem, but we found no better solution than working directly with the complement of Ki, expressed as a union of polyhedra. Then, we just need to minimize the norm in each piece, with integer linear programming, and to pick the best solution li. Since any linear combination of ( aj)j<i belongs to Ki, linear independence is automatically satisfied. Now, let us see if we can enforce some unimodularity property and how it can be used to simplify the computations. Suppose the vectors ( aj)j<i have been computed so that they can be completed into a unimodular matrix, thanks to additional vectors ( dj) j≥i . We can look for the vector li expressed in this basis: li = j<i λj aj + j≥i λj dj. Then, we can either minimize the norm in the original basis (minimizing the components of li) or in this new basis (minimizing the λj). In both cases, since li / ∈ Ki then, by definition of Ki, the same is true if we subtract from it any linear combination of ( aj)j<i. This does not change Fi( ai), the subsequent extrusions, and the determinant of the lattice. We can thus restrict to λj = 0 for j < i. Then, if ρi is the common divisor of the (λj) j≥i , we can select ai = ( j≥i λj dj)/ρi so that li = ρi ai. Finally, as we did for enforcing unimodularity in Heuristic 1, we can then complete ( aj) j≤i into a unimodular matrix, with one simple computation of the Hermite normal form. The basis of the final lattice Λ is then given as a unimodular matrix (A) times a diagonal one (the ρi).
Things are also simpler when unimodularity is enforced. A valid mapping σ can be obtained with M = A −1 and b = ρ. Indeed, σ( x) = 0 iff M x = 0 mod b iff there exists y ∈ Z n such that A −1 x = R y where R = diag(ρ1, . . . , ρn), i.e., x = AR y, which means x ∈ Λ. When A is unimodular and K is expressed by a formula involving only integer variables and affine inequalities, it is also simpler to build the set of integral vectors in Ki. Indeed, in this case, Ki is the set of integral vectors in K + { x | x = j<i αj aj, αj ∈ R}, i.e., Ki = K + { x | x = j<i αj aj, αj ∈ Z}, which is also defined with integer variables and affine inequalities. This allows Ki, as well as the set of integral vectors in its complement, to be computed by tools such as isl.
Handling Parameters
As we saw in Section 4.1, Heuristic 1 can be extended with no difficulties to handle the case where K depends affinely on parameters. The final mapping may depend on these parameters, but not the matrix M , only the modulo vector b. This is more complicated for Heuristic 2. If all vectors ( li) 1≤i≤n are constant or equal to λ ai where only λ depends on the parameters, the previous construction can be performed and a valid mapping can be computed from the lattice. However, if this is not the case, i.e., if the direction of li depends on the parameters, then computing Ki+1 involves quadratic constraints (αi is multiplied by a parameter in the definition of Ki+1), which is problematic. Similarly, defining ai and Figure 1 . The selected basis is a1 = (1, 1) , then a2 = (1, 0), or equivalently (0, 1). The figure to the left shows the basis vector of the lattice l1 = ρ1 a1 = (2, 2), which is the shortest vector (a multiple of a1) that points outside of K. In the next step, the set K is extruded along a1 and is now the infinite diagonal band shown in the right figure, leading to the second basis of the lattice: l2 = ρ2 a2 = (2N − 1, 0) . The final mapping is given by the inverse of the matrix [ a1 a2]
and the modulo factors defined by ρ1 = 2 and ρ2 = 2N − 1, which is the mapping (x, y) → (y, x − y) mod (2, 2N − 1).
completing the vectors ( aj) j≤i into a basis will need knowledge on the arithmetic properties (gcd) of the parametric components of li. An easy situation is when all vectors ai built during the optimization process are constant, except possibly the last one. Indeed, for i = n, there is no Ki+1 to build and no basis completion to perform. This is the case for the example of Section 2, where we find successively l1 = ρ1 a1 = (2, 2), then l2 = ρ2 a2 = (2N − 1, 0) , which corresponds to the 2D mapping (x, y) → (y, x − y) mod (2, 2N − 1). See detailed explanations in Figure 3 . By construction, the 1D mapping σ (x, y) = x − y + (2N − 1)y mod 2(2N − 1) is also valid [8] .
Finally, let us point out that as long as, during the process, we seek a constant reuse vector li, then li belongs to Ki for any value of the parameters, thus to the intersection of all Ki when the parameters vary, i.e., to the complement of the union of all Ki when the parameters vary. This means that we can first project out the parameters in K (equivalent to the union when the parameters vary), then compute the successive extrusions and complements. In the illustrating example of Section 2, projecting out the parameter N in K leads to the non-parametric complement K of K defined by {(x, y) | (x ≥ 2, y ≥ 2) or (x ≤ −2, y ≤ −2)}, from which we easily find li = (2, 2). In general, we can thus first build a nonparametric set K, by projecting out the parameters, and work with it as long as we find a constant reuse vector.
Star Shaping
There remains one potential problem, if K is not naturally starshaped. In this case, Ki can have "holes" along a direction and the optimization of the norm in Ki can lead to a small integral reuse vector li ∈ Ki such that λ li ∈ Ki for some positive integer λ, resulting in an invalid lattice. A possibility is to ignore this problem and to check, a posteriori, that this does not happen. This can be done with integer linear programming if li is a constant vector.
Another safer strategy is to first modify K into its star-shaped extension K * = { x | ∃λ ∈ [0, 1], x = λ y, y ∈ K}. This however has to be done with care as an over-approximation of K * will exclude valid reuse vectors. Indeed, suppose that K = {(0, 0)} ∪ {(x, y) | 2 ≤ |y| ≤ 3}. The star-shaped extension of K is the open set {(x, y) | 0 < |y| ≤ 3} ∪ {(0, 0)}, while naively projecting out λ in the first expression of K * would add the line y = 0. But, as we are interested only in integral vectors, we want to work with K * = {(0, 0)} ∪ {(x, y) | 1 ≤ |y| ≤ 3}. This can be done as follows. First suppose that K is the integral points in a polyhedron P = { x | A x ≤ b}. We consider the set of integral points in K * = { x | ∃λ, 0 < λ ≤ 1, A x ≤ λ b} to which will be then added the vector 0. We then eliminate λ using the Fourier-Motzkin method, which leads to the following constraints:
The inequality (A x)i < 0 is then modified in (A x)i ≤ −1 since A and x have integral components. As the star-shaped extension of a union of polyhedra is the union of the star-shaped extensions of each polyhedron, the previous technique gives an algorithm to starshape any union of polyhedra. Note however that, as is the case for the convex hull, it does not work, in general, for a parametric set as the result is not always affinely parametric. But, as we use this procedure to find constant reuse vectors, we can first project out the parameters from K, then build the star-shaped extension K * of this non-parametric K as we just explained. To illustrate this principle,
e., the set we discussed previously. Finally, with Fourier-Motzkin, we get the star-shaped extension {(0, 0)} ∪ {(x, y) | 0 < |y| ≤ 3}, and, restricting to integer points, K * = {(0, 0)} ∪ {(x, y) | 1 ≤ y ≤ 3} as expected. We can then compute the set of integer points not in K * as {(x, y) | |y| ≥ 4} ∪ {(x, y) | |x| ≥ 1, y = 0}.
Wrap Up
The optimized version of Heuristic 2 presented here can be viewed as a generalization of all approaches based on reuse/occupancy vectors: UOV [19] , QUOV [24] , AUOV [20] , and even (pseudo)-projection methods [17] . See more details in Section 6.3. It is a strict generalization in the sense that our technique is the first multi-dimensional reuse vector technique, thanks to the concept of extrusion. Unlike Heuristic 1, it manipulates K, the complement of K, and not K itself. This duality was also identified in the context of liveness analysis [10] . In some specialized contexts (as in all previous work on reuse vectors) K, or an over-approximation of it, can be built directly, and not as the complement of K.
In Figure 4 , we describe how the different optimization criteria for the two heuristics favor one set of vectors over the other. It is important to emphasize that the vectors for the two approaches have different meanings. One is the direction of the mapping, and the other is the reuse vector. Providing the equivalent mapping vectors that would be obtained from lattice-based approach, in the reverse order, i.e., c1 = (1, −1) and c2 = (0, 1), to the Heuristic 1 yields the same modulos, but computed as widths, thus the same mapping.
Currently, our technique can be fully implemented only when one can guarantee that the reuse vectors produced are constant, i.e., do not depend on parameters. In contrast, Heuristic 1 is naturally adapted to parametric optimization. This motivates the development of a combination of the two heuristics as it will be exposed in Section 4.3: we will first look for constant reuse vectors with Heuristic 2, then complete the lattice/mapping by optimizing the dimensions in the opposite order thanks to Heuristic 1, constrained by the reuse vectors already found by Heuristic 2.
Note that when p constant vectors are found, one could reoptimize in this vector space, thanks to a suitable enumeration of lattices using the Hermite normal form [9] , to find the best one in δx δy δx δy Figure 4 : How the basis selection techniques for the two heuristics favor one basis over the other. The basis selection for the mapping space (Heuristic 1) favors, for the first vector, the canonical axis (1, 0) (or equivalently (0, 1)) over (1, −1) because the width along (1, −1) is wider. As shown in the figure to the left, the width is defined by the vector (N − 1, 1 − N ) with a width equal to 2N − 2, which is larger than N − 1 obtained from the canonical basis. In the lattice space, i.e., for Heuristic 2, the canonical basis leads to a much longer reuse vector (it has to be multiplied by ρ = N ) as depicted in the right figure. Since a shorter (and constant) reuse vector is preferred in the basis selection, (2, 2) is selected. this space. However, such a search is potentially expensive if the determinant is large. Also, the problem of finding the best constant strictly admissible sub-lattice in general seems open because we do not know in which subspace the search needs to be done.
Combining the Two Approaches
The two previous approaches can be combined by understanding the connection between a valid mapping and an admissible lattice, in particular when the lattice has a "scaled" unimodular basis, i.e., is given by a unimodular basis A multiplied by a diagonal matrix R = diag(ρ1, . . . , ρn). If ( ai) 1≤i≤n are the columns of A, then the li = ρi ai form a basis of reuse vectors for the lattice. If
is the inverse of A, with row vectors ( ci) 1≤i≤n , then σ defined by σ( x) = C x mod b (following the notations of Heuristic 1) with bi = ρi is a valid mapping. Furthermore, if K is the set of integral points in a union of polyhedra, then the bi obtained with Heuristic 1 for the basis ( ci) 1≤i≤n , from 1 to n, are equal to the ρi obtained with Heuristic 2 for the basis ( ai) 1≤i≤n , but considering the vectors in the reverse order, i.e., from n to 1. This can be proved the same way as for a single polyhedron [8] , thanks to duality in linear programming. Because of this, we will number the column vectors found by Heuristic 2 in the reverse order, i.e., from an to a1. Now, suppose that only the last (n − i) column vectors ( aj)j>i of A have been computed, for example because we were not able to find an additional constant reuse vector. How can we complete them with i parametric reuse vectors? These (n − i) vectors do not fully constrain the final mapping, they only define a partial mapping with the last (n − i) row vectors ( cj)j>i of the inverse of A. However, they fully determine the vector space they generate, as well as its orthogonal, i.e., the vector space where the missing i vectors ( cj) j≤i should lie. The idea is then to use Heuristic 1, constrained to this orthogonal, to optimize them and complete the mapping. This gives rise to the following combined heuristic.
Heuristic 3.
• Project out the parameters in K to get a description K of the union of constraints valid for all parameters.
• Build the star-shaped extension K * of this non-parametric K , if needed, as explained in Section 4.2.
• Use the optimized version of Heuristic 2 with K * until no reuse vector is found. The output is a unimodular matrix A with column vectors ( aj) 1≤j≤n , such that the lj = ρj aj, for j from n to i + 1, are the successively-built reuse vectors.
• Use the optimized version of Heuristic 1 with the initial set K, restricting the search to the space orthogonal to all ( aj)j>i, to get i optimized mapping vectors ( cj) j≤i . Let (wj) j≤i be their corresponding successive widths.
• Define the matrix M with row vectors ( mj) 1≤j≤n such that mj is the j-th row of A −1 if j > i, and mj = cj if j ≤ i. Define b with bj = ρj if j > i and bj = wj if j ≤ i. Proof. Let x ∈ K such that M x = 0 mod b. With the same argument used in the proof of Theorem 1, and by definition of ( mj) j≤i in Heuristic 3 and of (bj) j≤i in Heuristic 1, we first get c1. x = 0, then successively cj. x = 0 for all j from 1 to i. Thus x belongs to the orthogonal of ( cj) j≤i , i.e., to the vector space spanned by ( aj)j>i. As A is unimodular, we can write x = j>i λj aj for some integers λj. As the last (n − i) rows of M are those of the inverse of A, mj. x = λj for j > i. Thus λj is a multiple of bj = ρj as defined in Heuristic 2. With the same arguments used in the proof of Theorem 2, we conclude that x = 0, which means that the modular mapping defined by M and b is valid.
To force the search in the orthogonal of the ( aj)j>i, we can look for an integer linear combination of the first i rows of A −1 only. Then, using the same principles as for Heuristic 1, we can impose that the vectors ( cj) j≤i form a unimodular basis of this orthogonal, which, combined with the last (n − i) rows of A −1 , will form an n × n unimodular matrix M . There is thus in this case a complete correspondence between the bi found through Heuristic 1 for the row vectors of M , starting from the first one, and the ρi found through Heuristic 2 for the column vectors of M −1 , starting from the last one. By limiting the search of ( cj) j≤i to the orthogonal of the small reuse vectors ( aj)j>i found, we may find larger widths than without this constraint. But this is on purpose, to make sure we keep the good directions of constant reuse. This is what happens on the example of Section 2 if we apply the combined heuristic. We first find the reuse vector (2, 2), then we limit the search to the orthogonal direction. Here, in 2D, we directly get the mapping vector (1, −1). In general, this principle remains a heuristic as the orthogonal of the reuse vector(s) may not be the right space in terms of width. But it is more likely to lead to the right size in order of magnitude because it guarantees i non-parametric modulo factors. This concludes the formal description of our combined optimization.
Evaluation
We validated our technique by running the different optimization steps with the iscc [22] calculator, which offers, through scripts, some of the functionalities of isl. As iscc does not provide sufficient genericity, the scripts had to be tailored to each example but a generic implementation could be done using isl directly.
Reverse-L Shaped Region and Optimizing Scripts
Our illustrating example can be solved using the following script: Kp represents K, with the exception that its parameters are variables (to circumvent the fact that iscc cannot project parameters out). We then build K_1 by projecting these parameters. A star-shaping step should also take place (but again is not easy to do with iscc) but would give the same polyhedron as it is already star-shaped (because 0 is in each basic set). We then compute nK_1 as the complement of K_1. The Norm map provides the ||.||∞ norm, which we want to minimize (the ||.||1 norm would give the same result here as the optimal solution is a vertex of nK_1). The negation of the x and y coordinates is cosmetic and is so that we select the smallest lexicographically nonnegative vector as a side effect of minimization. We then proceed to find the smallest vector, which, in our example, leads to l1 = (2, 2) as expected, providing our first lattice vector a1 = (1, 1) and its associated modulo 2.
We then complete the vector a1 into a unimodular basis, for example with the vector (1, 0) , and we search for the next vector:
(exists e: x'=x+1*e and y'=y+1*e)}; Unimod_1 := range {[t]->[1*t,0*t]: t>0}; K_2 := coalesce Extr_1(K_1); nK_2 := {[x,y]}-K_2; a_2 := (Norm^-1)(lexmin (Norm(nK_2*Unimod_1)));
Extr_1 is an extrusion operator along a1 and Unimod_1 is a constraint enforcing the unimodularity of the future basis. It is obtained by looking for vectors colinear to the vectors (here only (1, 0)) that complete a1 into a unimodular basis. In this example, K_2 is now the whole space, due to the parameter projection, so nK_2 is empty, and we do not find a second constant reuse vector to complete the first. If the parameters were not projected (and if K_2 was detected as already star-shaped), we would have found l2 = (2N − 1, 0) , which is a valid parametric reuse vector (see again Figure 3 ). Now, let us assume that we did not find this last vector because we stopped Heuristic 2 as soon as it does not find a constant vector. We then compute the inverse of the unimodular extension of a1 The set K is the parameterized Kp and fK is the dual of K in the sense of Farkas lemma. Opt is used to order the coefficients in the correct order for the minimization: we want a small coefficient for N , then a small constant term. Ortho_1 constrains the vector to the space orthogonal to a1 (or equivalently the space that completes c2 into a unimodular matrix), i.e., it is the first row of the inverse we computed. b combines these operators and is a map that gives, for a given vector, the width of the symmetric conflict set along this direction. For example, lexmin (fK.Opt)([0,1]) gives [1, 0] , which represents 1 * N + 0 in the Farkas space. We then compute the smallest width, b_min, and proceed to find a vector that attains it, here c1 = (1, −1). The smallest modulo is 2N − 1, as b_min = [2, −2] → 2N − 2 is reached and we need a modulo strictly larger.
Blur Filter
On the blur filter with an interleaved schedule [3] , we find the optimal allocation provided that we optimize both for the Maximum distance ||.||∞ and the Manhattan distance ||.||1, as discussed in Section 4.2.1. Indeed, as shown in Figure 5 , (1, 2) is equivalent to (2, 2) for ||.||∞ and to (0, 3) for ||.||1. With this optimization, we get the desired allocation of blurx Figure 5 : Conflict differences for blur filter (interleaved schedule)
Diamond Tiling
Another interesting example is the diamond tiling example [3] whose conflict set is shown in Figure 6 . The technique of Bhaskaracharya et al., analyzed in Section 6.2, finds an allocation of size 6B −5 with the mapping allocation AB[(t − 3i) mod (6B − 5)], where B is the tile size. Our algorithm finds the mapping AB[t mod 2, i mod (2B − 1)], a mapping aligned with the canonical basis that Lefebvre and Feautrier [15] thus also find (or equivalently Heuristic 1) if i is the first canonical dimension, and t the second. In our case, our combined heuristic does not fall in the trap: the first lattice vector found is (0, 2), i.e., a1 = (0, 1) and a modulo of 2, then the second vector is a mapping vector (1, 0) with a modulo of 2B − 1, so the canonical basis in the right order is found. Figure 6 : Conflict differences for diamond tiling
Comparison of Our Mappings with Other Work
We compare allocations by our approach with prior work in Table 1 . The examples are taken from the work by Bhaskaracharya et al. [3] , except for the last two examples. The head-2d-tiled example is an allocation for a tile of the 2D heat equation, tiled after a skew by (t, i, j) → (t, t + i, t + j). All the examples were computed by optimizing for the ||.||∞ norm, and then for the ||.||1 norm.
Related Work
There are a number of existing techniques for memory allocation in the polyhedral model, i.e., for programs on which code analysis and optimizations based on manipulations of polyhedra and linear programming techniques can be applied [3, 8, 15, 17] . This work extends the work by Darte et al. on lattice-based memory allocation [8, 9] . As developed in Section 4, we extend this framework both to handle (non-convex) unions of polyhedra and 
Example in Figure 1 LeFe
* The reduction over the successive modulo technique (LeFe) in order of magnitude with respect to the parameters (the larger, the better). † BBA finds different allocations depending on the decomposition of the conflict polyhedra. Using a natural decomposition with the lexicographic order, it gives the same mappings as those given by the successive modulo technique for these two examples. With some other decompositions, it may find mappings similar to ours. See Section 6.2 for detailed discussion.
to improve the choice of projections, i.e., mapping functions. The work by Lefebvre and Feautrier [15] can be viewed as a special case of lattice-based allocation (more precisely in the form of Heuristic 1, i.e., in the space of mappings), where only a subset of the mapping space is used (and not optimized), i.e., it works for a fixed basis. The technique proposed by Quilleré and Rajopadhye [17] , on the other hand, is more similar to Heuristic 2, in the sense that it explores the lattice space, characterizing legal projective allocations (possibly with modulo reuse), including projections along non-canonical directions. However, their primary objective is in minimizing the dimensionality of the resulting projection, and no algorithm is available to search among legal projections. Also, it can be used only with strong hypotheses, in particular for multi-dimensional schedules. Nevertheless, in this limited context, it does find constant reuse vectors when the conflict set is "flat", i.e., not fully-dimensional. Our optimized technique with successive extrusions generalizes this approach to a broader context.
Our technique has strong links with the search for multidimensional affine functions for scheduling, in particular for detecting tiling bands in nested loops (see Section 6.1). Our optimized version of Heuristic 1 uses similar linear programming techniques, as does the recent work of Bhaskaracharya et al. for intra-array reuse [3] . This latter work has the same objectives as ours, but it uses a different approach to tweak Heuristic 1 and try to avoid a N 2 mapping in the main example of Section 2. We explain in Section 6.2 why this approach still has some weaknesses, at least for intra-array reuse. The way we tweak Heuristic 1, with the help of Heuristic 2, reveals new connections with early work on universal occupancy (reuse) vectors as we explain in Section 6.3.
Link with Multi-Dimensional Scheduling and Tiling
It is interesting to note the strong link with the algorithm used in the Pluto compiler [1, 4] to build code transformations enabling tiling. In Pluto, operations in nested loops, each captured by a textual statement S and a loop counter (or iteration) vector i, are reordered by defining affine mappings σS( i) such that σT ( j) − σS( j) ≥ 0 whenever there is a dependence from (S, i) to (T, j). The objective function is to minimize the distance between these operations (this tends to improve data reuse), i.e., the maximum of all σT ( j)−σS( i), as we do for the width computation in Heuristic 1.
However, there are three main differences compared to the scheduling algorithm. The first difference is that we use a single σ, i.e., σT = σS, so that we can work with the difference j − i. But we could also apply Heuristic 1 to map different arrays in the same memory space, each with a possibly different mappings, as explored in SMO [2] . The second difference is that, at each step, we remove all pairs such that σ( j) − σ( i) = 0 (as in the search for maximal parallelism [13] ) while, in Pluto, dependences need to be kept for defining other dimensions for tiling. The third difference is that there are no constraints such as σ( j) − σ( i) ≥ 0 as conflicting differences can have any sign. In other words, the technique is similar but we will get a smaller width at each step (because of fewer constraints).
We can import all tricks used in Pluto [4] and Pluto+ [1] , in particular for enforcing linear independence. However, since our situation is simpler, the techniques we use are sufficiently cheap in our case. Nevertheless, this shows a strong link between multidimensional scheduling/tiling and array mapping: the former uses dependences, and the latter uses pairs of conflicting elements. The fundamental difference is that the pairs of conflicting differences are not directed and can thus be "satisfied" by a mapping (i.e., σ( i) = σ( j)) either as a positive or a negative value.
Link with Bhaskaracharya et al. Intra-Array Reuse
Heuristic 1 is the natural extension of Lefebvre-Feautrier successive modulo technique [15] with a greedy optimization of the basis. As we already mentioned, it has some similarities with multidimensional scheduling and tiling.
While optimizing the basis is usually not needed when K is convex (at least in order of magnitude) [9] , this is not the case anymore when K is a union of polyhedra, and different bases can give different mapping sizes in order of magnitude. In particular, Heuristic 1 may suffer from the fact that, at each step, the optimization is equivalent to considering the convex hull of the intersection of K with the orthogonal of the previously-built vectors. Also, minimizing the width to get a small modulo may induce a bad choice for the next steps. This is our motivation, shared with Bhaskaracharya et al. [3] , to find a mechanism to force Heuristic 1 to not choose an hyperplane with smallest width, i.e., smallest modulo. Our result is Heuristic 3, and we now highlight the differences with respect to the work by Bhaskaracharya et al. [3] in the following.
Their approach is formulated with a relation describing pairs of conflicting elements ( i, j) instead of conflicting differences i − j as we do. For intra-array reuse, only one σ is searched, so this is equivalent. We thus rather explain their technique with conflicting differences to simplify the discussions and visualizations.
As we do, they assume that the conflict set K is given by the integer points in a union of polyhedra K = ∪ 1≤j≤r Pj, but K is only half of the conflict to exclude 0 (as it belongs to any vector hyperplane) and to make it asymmetric 1 . Then, instead of searching for a vector hyperplane with minimal width, they search for one that intersects as few polyhedra Pj of the union as possible, i.e., they are fully on one side of the vector hyperplane: either σ( x) ≥ 1 for all x ∈ Pj or σ( x) ≤ −1 for all x ∈ Pj. Among such solutions, the one with smallest width is chosen. If such a hyperplane is found for all j, it forms a valid one-dimensional allocation. When such a hyperplane does not exist, a second hyperplane is computed, focusing on the intersection of K with the orthogonal to the first hyperplane (as in Heuristic 1), and so on until all the conflicts are resolved with these separating hyperplanes.
Although their algorithm may work well in many cases, a careful look reveals certain situations where their approach misses good allocations, sometimes even using higher-dimensional array than necessary. The two main problems are that, as is the case for Heuristic 1, minimizing the moduli in such a greedy fashion is not always good, and, more importantly, the resulting allocation is dependent on the way the conflict set is decomposed into a union of polyhedra, due to their primary objective defined at the granularity of the constituting polyhedra. This makes the approach quite unstable. Figure 7 illustrates the problem with their heuristic, and how the decomposition may influence the allocation. In contrast, our approach finds better allocations for these examples by using a different objective function that does not rely on the way the conflict set is represented as a union of polyhedra. The key point is that, despite the link between multi-dimensional scheduling and affine mapping explained in Section 6.1, there is one fundamental difference. In scheduling, due to the constraint σ( i) − σ( j) ≥ 0, all dependences are made nonnegative (weakly separating hyperplane) and some are made positive σ( i)−σ( j) ≥ 1 (separating hyperplane). If a first schedule σi separates Pi and a second schedule σj separates Pj, then σi + σj is a also a schedule that separates both Pi 1 How this is performed is not detailed. We assume that it is done by taking the intersection with the strict lexicographic order, in some basis. Figure 7a , a hyperplane exists that does not intersect with the entire conflict polyhedra, satisfying their primary objective function. This leads to N extra storage as we illustrated in Section 2. Figure 7b is another possible decomposition where no hyperplane can partition the entire conflict set. In this case, their primary objective to maximize the number of polyhedra (in the disjoint union) fully on one side of the hyperplane, in combination with the secondary objective to minimize the width of a dimension in the final array, gives the vertical line. This produces N 2 storage in the end, which is worse by one full dimension than what we achieve.
and Pj. This is the reason why a greedy separating approach [13] is optimal for detecting maximal parallelism. Here, this is not true because separation can be ≥ 1 or ≤ −1, which breaks the analogy.
Link with Universal Occupancy Vectors
An occupancy vector is a vector that points to another iteration that can safely reuse the memory location. Universal occupancy vectors (UOVs) are those that are valid for any legal schedule of a program [19] . For UOVs, the formulation is as follows. An iteration point v may overwrite a value produced at another iteration u if v (transitively) depends on all uses of u. Since all uses of u must be executed for v to execute without violating dependences, the allocation is valid for all possible schedules. Constraints for expressing UOVs are exactly the complement of constraints for expressing conflicts, in the context of schedule-independent mappings. The theory of UOV is however rather limited, as only codes with uniform dependences and constant UOVs are captured. Otherwise, the set of legal UOV is hard to define. Thies et al. [20] designed an algorithm to handle affine dependences, but they had to restrict to the set of legal affine one-dimensional schedules. In this case, the set of all constant valid occupancy vectors (AUOV, for affine UOV) can be defined.
Although allocations legal for all possible schedules may seem too conservative, UOVs can still give efficient allocations for many programs. In fact, it is no coincidence that UOV-based allocations (and in particular QUOV-based allocations [24] , designed for tiling) find good allocations for live-out values of tiled stencil programs [3] . If we look at an allocation for a tile, the live-out values are those that must be preserved at the end of the execution of a tile. These values should never be overwritten since there are other uses outside of a tile. Thus, even if the tile itself has a specific schedule, live-out variables are captured well with schedule-independent mappings, e.g., with UOV-based allocations. These exploit possible reuse within the tile while keeping the live-out values.
Partially due to the restriction of UOVs that only use one projection (hence using a (d − 1)-dimensional array for a d-dimensional iteration space), the primary heuristic used in the search for a UOV is the length of the UOV [19] . The gcd of the UOV is directly con-nected to the memory consumption through modulo factors along the projection. Increases in the UOV length that do not influence the gcd often increase the memory usage by making the projection to be more steeply angled. For example, projecting a N × N domain along the vector (1, 0) gives a line of length N , while a diagonal projection along (1, 1) gives 2N − 1. If such a projection is along some boundary of the domain, it may decrease the memory usage, but the length of the UOV is a good approximation otherwise. This shares the same idea with the heuristic used in our approach.
Conclusion and Future Work
In this paper, we have extended the lattice-based memory allocation in two important directions: unions of polyhedra, and better objective functions to find the basis vectors. The key insight is taken from the two dual approaches in the original lattice-based method, the first working with hyperplanes on one side and the second with reuse vectors on the other side. We have shown that reuse vector based selection of the basis of the mappings finds more compact mappings with different examples.
Several research directions remain to be explored after this work.
• Heuristic 2 may fail finding the maximal number of constant modulo factors and, because of this, Heuristic 3 may be suboptimal, even in order of magnitude. Can we solve this issue? • While Heuristic 1 can be generalized to inter-array optimizations with different arrays sharing a common space with different affine mappings, as Bhaskaracharya et al. did for their intraarray mapping [2] , it is unclear how to extend our method based on reuse vectors and conflict differences.
• Although we have focused on compactness of the allocation in this paper, it is not always the best for performance. All prior work on memory allocation in the polyhedral literature have never taken locality into account. An important direction to explore is how we can explore memory layout transformations for improved performance, e.g., through more cache-friendly layouts, and in particular cases where introducing redundant storage leads to better overall performance.
In this paper, we have separated the construction of conflict sets as an orthogonal component, since our method works for conflict sets that come from many different inputs. In addition to the classical conflict sets computed based on multi-dimensional affine schedules, we may take those from other specifications, including explicitlyparallel specifications (such as OpenMP, X10, OpenStream, and so on), or when we consider kernel offloading with overlapped computation and I/O. Memory reuse analysis is important in many different scenarios, and now we have provided the theory that seamlessly generalizes across different cases.
