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ABSTRACT
Studies of Melt Crystallized Poly (vinylidene fluoride)/
Poly (methyl methacrylate ) Blends
(September 1980)
Bruce Steven Morra, B.S.E., Princeton University,
M.S., M.B.A., Ph.D., University of Massachusetts
Directed by: Professors Richard S. Stein
and William J. MacKnight
Banded, non-banded and mixed spherulites, axialite
and platelet-like morphologies are grown from melt crystal
lized blends of poly (vinylidene fluoride) /poly (methyl
methacrylate), PVF^/PMMA, at low undercoolings. Inter-
fibrillar amorphous regions, most likely containing larger
than equilibrium amounts of PMMA, are seen in the banded "
spherulites. There were two crystal forms melting in thre
distinct temperature ranges. The banded a spherulites
melted at the lowest temperature. The remaining were y
crystals with the highest melting species, referred to as
Y'/ resulting solely from a solid-solid phase transition
from the a crystals.
The extinction spacing, p, of the bands in the a
spherulites increased with temperature and PMMA content.
At low crystallization temperatures, T , p approaches a
vii
lower lrn.xt, which increased with PMMA content. At hxgher
^^'^ '^'^ '^'^
- °- line when plotted as ln(p) vs.
^/^C - T^). STEM M,, diffraction from these spherulites
determined that the crystal unit cell twisted about the
radially oriented b axis. Pod-lxke Ixght scattering pat-
terns arising from the staggered arrays of twisting and
branching lamellae were seen at large angles.
Hoffman-weeks plots of vs. showed a change in
the slope of the a crystals which was explained by having
different amounts of head-to-head PVF^ units being included
in the crystals at different temperatures. Extrapolated
T^'^'s from the y and high u crystals showed a melting
point depression, from which a concentration dependent in-
teraction energy density varying from -5.40 x 10^ to -2.96
7 3X 10 j/m as the composition was changed from 40.1 to 100
volume % PVF^ was found.
SAXS intensities were analyzed from samples crys-
tallized at 418 K (where only a crystals were grown) using
the Ilosemann paracrys talline and Vonk correlation function
models, Vonk diameter distribution function approach and
Bragg 's law. The liquid scattering, crystalline-amorphous
boundary zone thickness, long period and invariant increased
with PMMA content. It was concluded that the PMMA was in-
cluded, in equilibrium amounts, in the interlamellar amor-
phous regions.
Vlll
initial growth rates for both the a and y spheru-
lites decreased with PMMA content and as was raised from
424 to 434 K. Compositional changes in T and T ° could
not fully account for this. Analyses usxng two variations
of the Turnbull-Fisher growth rate equation encountered
difficulties due to a changing regime of kinetics. How-
ever, the surface energies of y crystals were higher than
the a crystals and both appeared to decline as more P^4MA
was added.
The growth rates of the blends decreased with time
due to partial exclusion of PMMA from the spherulites. This
phenomenon was more apparent at higher T 's. A general
model for diffusion controlled growth of a sphere was
developed
.
The P^4MA in these blends can therefore be located
either between lamellae, between fibrils, or excluded from
the spherulite. The largest amount is in the first region,
but at higher temperatures, significant concentrations of
PMMA are also observed in the other regions. In conjunction
with results on other semicrystalline blends, this suggests
that the location of the amorphous component is a function
of interactions between the components, as well as tempera-
ture and molecular weight.
ix
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CHAPTER I
INTRODUCTION
A. Poly (vinylidene fluoride)
Poly (vinylidene fluoride), P^F^/ has attracted
much attention in recent years for a variety of reasons.
It has' long been known to be a tough, corrosive resistant
thermoplastic. Because of its piezoelectric and pyro-
electric properties, it has been widely used as a trans-
ducer. It is also one of the few polymers known to exist
in multiple crystal forms.
Being a fluoro-polymer it is inert to many sol-
vents that would normally swell or dissolve most other
polymers. Combining this attribute with its mechanical
properties and processability by conventional techniques
makes PVF2 an attractive structural material. Thus, it
has found applications as solid and lined pipes, valves,
pumps, seals and gaskets, as well as in packaging and
architectural finishes (1)
.
Its structural qualifications are also important
in applications where PVF^ is utilized as a transducer
material (2-4). A transducer is a material capable
of
transforming one type of energy to another. Piezoelec-
tricity is the ability to interconvert mechanical
and
2electrical energy, and pyroelectricity involves the con-
version between thermal and electrical energy. m X969,
Kawai (5) found extraordinarily large piezoelectric
activity in PVF^ and soon after, Bergman (6) et al.,
revealed the material's pyroelectricity. m light of
these findings, the uses for PVF^ have been greatly
expanded.
In the audio field, PVF^ is finding uses in
both microphones and speakers, as well as underwater
hydrophones (2,4). Because PVF^ can maintain an electric
charge placed on it after the applied field is removed,
it can be used as an electret (7). Additional unconven-
tional applications include blood flow sensors (4), low
mass accelerometers, and inexpensive seismometers (8).
Undoubtably, there still exists many commercial applica-
tions for a material combining such unusual properties.
Others have been more interested in PVF because
2
of its multiple crystal forms. Gal'perin, et al. (9) in
1965 noted extra reflections developing in x-ray diffrac-
tipn patterns when PVF^ was stretched. Lando, et al. (10)
found similar results using nuclear magnetic resonance
as well as x-ray diffraction measurements. The new form,
generated by elongating the samples, was designated 3
or Phase I, while the original form was a or Phase II.
In 1968, Doll and Lando (11) showed that a third form,
Y or Phase III could be induced if crystallization
3occurred under hydrostatic pressure. Since that time,
numerous other works (12-26) have looked at these three
crystalline forms and recently, a fourth form, which is
a polar a phase, has been proposed (27).
The crystal structures of the a and 3 forms have
been fairly well established. The a form is composed
of chains in approximately a trans-gauche-trans-gauche'
(TGTG') backbone (15). The unit cell is monoclinic
(pseudo-orthorhombic) (15) having dimensions a = 0.4 96
nm, b = 0.964 nm and c (chain direction) = 0.462 nm
(14,15), with all unit cell angles equal to 90°. The
3 form consists of nearly planar zig-zag chains packed in
an orthorhombic unit cell having dimensions a = 0. 858 nm,
b = 0.491 nm, and c = 0.256 nm (10,15).
There has been much controversy, though, over the
structure of the y form. Hasegawa et al. (15) concluded
that this form is almost identical to the 3 form, having
an all trans backbone in a monoclinic unit cell with dimen-
sions a = 0.866 nm, b = 0.493 nm, and c = 0.258 nm and
the monoclinic angle equal to 97°. Bartenev et al. (17)
describes a different y phase, prepared at 200 atm. , in
which the chains are in a helix, but have a similar unit
cell to the 3 phase with dimensions a = 0.488 nm, b =
0.875 nm and c = 0.614 nm. Recently, Weinhold et al. (21)
have proposed a new structure for the y form which has
been verified by Lovinger and Keith (22). The unit
cell is orthorhombic with dimensions a - 0.497 nm, b =
0.966 nm and c = 0.918 nm. From Tripathy et al. (20)
the chain conformations appear to be TTTGTTTG'
.
X-ray diffraction studies of polar a phase,
labelled 6(27) have been reported by several authors
(27-30). Since there were no changes in the d-spacings
between the a and 6 phases, it was concluded that the
two unit cells were similar. However, significant
changes in the relative intensities of the reflections
from the two phases were noted (27). Specifically, the
hkO reflections for h = k + 2n + 1 were much weaker in
the 5 phase, implying an n-glide plane perpendicular to
the c axis. It was also noted that this phase exhibited
some piezoelectric activity indicating a net dipole
moment, unlike the a phase which has no net dipole moment
The different crystal forms have been shown to
give rise to various morphologies (22-24,26) which melt
at different temperatures (11,17,24,25). Using optical
microscopy with crossed polars above and below the
sample, two populations of spherulites have been observed
at low degrees of undercooling (22-26). One population
consisted of small coarse spherulites which were some-
times banded, while the others were large and very
distinctly banded.
When the temperature of these samples was slowly
raised, three melting regions were seen (24,26). The
majority of the large banded spherulites were the first
to melt, though some remained in part or whole. Prest
and Luca (24) noted that this partial melting left struc
tares which they called wagon wheels because the rim and
hub portion of the spherulites remained, but the area
where the spokes of a wagon wheel would have been had
melted. At temperatures approximately 5-7 K higher,
the small coarse spherulites melted. The last crystals
to melt were the remaining portions of the large banded
spherulites. These disappeared approximately 10-15 K
higher than the first melting region.
Lovinger and Keith observed only two melting
regions in their samples (22). The large banded spheru-
lites, which melted completely, comprised the first
melting region. The remaining structures, which all
melted at the temperature of the second melting region
described above, had a variety of morphologies. There
were wagon-wheel spherulites resembling those of Prest
and Luca (24), spherulites which appeared to constitute
a collection of lobes, some which had very coarse speck-
ling or poorly coordinated zigzag extinction bands, as
well as the typical non-banded spherulites. Some of
these structures had very little birefringence as a resu
of the lamellae being almost parallel to the filn. sur-
faces. From x-ray diffraction and infra-red analysis,
Prest and Luca (24) found the lowest melting species to
be a phase, the second melting species to be 3, and the
highest melting species to be y crystals. Gianotti,
et al. (26), utilizing the same techniques, had the B
and y assignments reversed. Selected area electron
diffraction studies by Lovinger (23) agreed with Gianotti'
interpretation, showing the first melting species to be
comprised of a crystals while the structures which melted
in the second melting region were y phase with small
amounts of cx crystals imbedded in them. Lovinger did
not observe 3 phase crystals in any of his samples.
The development of the crystals melting in the
highest temperature region seen by Prest and Luca (24)
r
and Gianotti, et al. (26), was attributed by both groups
to a solid-solid phase transition from the a form. This
transition only took place in samples held for long
periods of time at low undercoolings. It was not possi-
ble to determine how much of a given spherulite had under-
gone this transition without melting, since no morpho-
logical changes were observed.
In another study , Prest and Luca ( 25 ) demonstrated
that the y crystals can also be obtained from either
the a or P crystals as a result of a slow melting and
recrystallization process, and that the rate of this
7process can be greatly accelerated by certain siloxane-
oxyalkylene copolymer surfactants.
A number of authors (24,25,26,31-34) have attempted
to determine the equilibrium melting point, T ° of
PVF^ by using a Hoffman-Weeks (35) plot, where the ob-
served melting points, T^, of isothermally crystallized
samples are plotted as a function of crystallization
temperature, T^. According to the theory, which is
discussed in more detail in Chapter IV, this plot should
give a straight line which can be extrapolated to the
"^m
"
"^c
The intersection of this is at T °
m
Values of 446
. 3 (24), 447 (34), 450. 7 (31), 455 (26), 461
(33), and 483 K (32) were obtained by this method for
the a crystal phase.
For the second melting species, Gianotti, et al.
(26) found a of 467 K. Osaki and Ishida (33) re-
ported that both the second and third melting species
extrapolated to 491 K, while Prest and Luca (25) did not
find any T^^^'s for either the second or third melting
species since the data ran almost parallel to the T =
m
line. This last group also noted that at the higher
crystallization temperatures the data for the a crystals
deviated upwards from the straight line fit to the data
at low T ' s
c
8Other techniques for determining of the
crystal phase have.also been utilized. By crystallizing
in the presence of various amounts of solvent, and extra-
polating the observed T^'s to zero diluent, Welch and
Miller (31) found a of 451 K. Nakagawa and Ishida
(32) measured average lamellar thicknesses from
electron micrographs of isothermally crystallized
samples and plotted this data as T^^ vs. (thickness)"^.
Extrapolation to infinitely thick lamellae gave T ° =
m
483 K.
It should be noted that the same PVF^ was
not used in all of the studies described above. Varia-
tion of polymerization techniques and conditions can
alter many aspects of the polymer produced, including,
among other characteristics, the amount of head to head
linkages present. This could account in part for the
different T °'s reported.
m
The growth kinetics of the a phase PVF^ crystals
have also been studied (23,26,37). Mancarella and
Martuscelli (36) applied the Avrami equation (38) to
differential scanning calorimetry data obtaining an
average Avrami exponent of 3.94. From the heat of
fusion the lateral surface free energy, a, was estimated
9
as 9.7 erg/cm and the end surface free energy, a , was
2 2found to be 65 erg/cm if T ° = 451 K and 239 erg/cm
for = 483 K. Nishi and Wang (37) determined a to
2
^
be 47.5 erg/cm from analysis of spherulitic growth
rates. Lovinger (23) showed that the growth rates of
the small coarse spherulites seen only at low under-
coolings, were less temperature dependent than the a
spherulites
.
Further interest has been generated in PVF„
since it has been found to be compatible with a number of
other polymers. Using various techniques, a homogeneous
amorphous phase was found when PVF2 was blended with
poly(methyl methacrylate) (33,39-44)
,
poly(ethyl
me thacrylate) (39,44,45,46), poly (methyl aery late) and
poly (ethyl acrylate) (47) , poly (vinyl acetate) (48) ,
poly (vinyl methyl ketone) (49) and in a ternary system
with poly (methyl methacrylate) and poly (ethyl methacrylate)
(50) .
B, Polymer Mixtures
Physical mixtures of polymers is an area of
interest to a number of researchers and industrialists
and has received much attention in the literature (51-57)
.
The addition of one polymer to another will cause modifi-
cations in the properties of the two homopolymers . An
understanding of these modifications will enable one to
tailor-make a -product with the desired properties using
materials which are currently available. Obviously this
route is much more economic than attempts to develop
chemical modifications and synthesizing new polymers
from them.
The actual properties attained from a mixture of
this kind will depend upon the relative miscibility of
the two materials. Polymers that are incompatible will
form a phase separated system where each phase contains
only pure homopolymer. If the polymers are miscible and
form a homogeneous, molecularly dispersed system, they
are said to be compatible. There will also be partially
compatible systems in which phase separation does exist,
but the phases do not contain pure homopolymer.
There is a large variety of methods used to
verify polymer compatibility. The most widely used is
the appearance of a single glass transition temperature,
T , between the T 's of the two homopolymers (51,58,59).
g g
If the molecules of the different materials are not
sufficiently compatible, individual phases will form,
resulting in multiple T 's. A compatible blend has one
T which can be related to the composition and the T 's
g ^
of the components. Obviously, this criteria becomes
useless if the T ' s of the two homopolymers are close
9
to one another
.
Visual inspection is a very quick and simple method
for determining compatibility. A homogeneous amorphous
system will be transparent, whereas a phase separated
system will often scatter light (56). This criterion
is based upon the assumption that the refractive indicies
of the two homopolymers are different, therefore giving
a transparent blend only if one homogeneous phase exists.
A few precautions are necessary, however, when evaluating
compatibility with this technique. If the refractive
indices are close to each other, phase separation can
occur but the sample will not scatter light. The blend
will also be transparent if the phases are very small,
even if the refractive indices are widely disparate.
One might then think the system to be homogeneous when
it is not (60,61). The styrene-butadiene-styrene block
copolymer system, though optically transparent, is com-
prised of many small distinct phase regions (62-64)
.
On the other hand, a single amorphous phase may be
present, but a crystalline phase formed from one or both
of the homopolymers would make the sample opaque, even
though the polymers are compatible.
If the phases are very small it is possible to
use the electron microscope to view fracture surfaces and
distinguish one and two phase systems (64-66) . Small
angle x-ray scattering, SAXS, can also be used for phases
below a few hundred nm, if there is enough difference in
12
the electron density of the phases.
Besides information on phase sizes, which may or
may not be present, scattering techniques also provide
insight into conformations and configurations of indivi-
dual polymer chains. These will vary with the compati-
bility of the system being examined. Zimm (67) has
demonstrated that using the concentration and angular
dependence of light scattering from dilute polymer solu-
tions, the molecular weight, radius of gyration and
second virial coefficient can be calculated. These
parameters are related to interactions occurring between
the polymer chain and the solvent. Using the same type
of analysis, Kratky (68-70) has shown that x-ray
scattering from solutions can also give this informa-
tion. These same ideas can be applied to blends if
another polymer is used in place of the solvent.
Krigbaum and Godwin (71) and Hayashi, et al. (72) using
dilute amounts of iodinated chains, and Russell (73)
using various blend systems, performed this experiment
on bulk samples.
The development of small angle neutron
scattering has expanded the possibilities for studies of
this nature. Heavy atoms, necessary for x-ray contrast,
but which distort the chains, can be avoided by this
technique. Contrast is obtained by selective douteration
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of certain chains, which can then be studied in the bulk
(74-79). This technique has been recently used to
investigate various polymer blends (79-81).
Other methods which show alterations of one
polymer due to the presence of another have also been
employed to study blends. Coleman, et al. (82,83),
from Fourier transform infra-red spectroscopic studies,
has shown that certain absorbance bands of compatible
blends cannot be reproduced by adding the absorbance
bands of the two homopolymers
. However, with an in-
compatible mixture, the spectrum can be entirely recon-
structed from the spectra of the constituents. There-
fore, there are sufficient interactions between the two
species in the compatible system to alter the chains
from their states in a pure homopolymer.
Quantitative assessment of this interaction can
be obtained from measurement of the Flory-Huggins (84)
interaction parameter between the two polymers. From
vapor sorption measurements on polymer solutions, ternary
solution theory (84-86) allows one to determine the
degree of polymer-polymer compatibility. Kwei et al.
(90) have found negative values of X in compatible blends
of polystyrene and poly (vinyl methyl ether) by this
method. This technique has also been employed by
Jaques and Hopfenberg (87) to show that blends of
14
polystyrene and poly (phenylene oxide) form a homogeneous
amorphous phase. For a variety of polymer-polymer mix-
tures, Tager, et al. (88,89) calculated the change in
free energy upon mixing and related this to the compati-
bility of the systems. m addition to these studies,
Olabisi (91) has utilized the gas-liquid chromatography
method of Guillet (92,93) to analyze the interactions in
poly (L-caprolactone)/poly (vinyl chloride) blends.
For semi-crystalline blends, where one polymer
crystallizes out of the homogeneous amorphous matrix,
melting point depression of the crystals has been ob-
served (10,11,12,16,62,63,65,66). The amount of this
depression can be related to the interaction between the
two components (10,12,64,65,66). This approach, along
with precautions one must consider will be discussed
in detail in Chapter IV.
C. PVF
^
/PMMA Blends
A large amount of the work on blends has involved
the PVF2/Pr4MA system. In fact, much of the literature
cited above deals with these polymers. From thermal (34,
39-42,94), dynamic mechanical (40,41) and dilatometric
(39,40) analysis, compatibility has been determined by
the observance of a continually varying glass transition
temperature, and depression of the melting point of the
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PVF^ as additional pmma is added. Thermal analysis has
also been performed on blends in which the tacticity of
the PMMA was varied (42).
Measurement of the amount of melting point depres-
sion as a function of composition enabled the calculation
of the interaction energy density, B, of the PVF /PMMA
2
pair. Values of B equal to -2.98 and -3.85 cal/(cm^ of
PMMA) were computed by Nishi and Wang (34), and Paul
et al. (95) respectively. Roerdink and Challa (42)
found that B varied from 0 to -1.21 for syndiotactic
PMMA and -1.26 to -2.20 for isotactic PMMA v/hen the
relative undercooling, (T^°-T^)/\°, was changed from
0.06 to 0.10.
In addition to melting point depression measure-
ments, Wendorff (94) has calculated the Flory-Huggins
(84) interaction energy parameter, Xj^2' ^^^^ small angle
x-ray data by following changes in the absolute value of
the strucure factor extrapolated to zero scattering
angle. The two interaction parameters are related by
^12 ~ BVj^^/RT where V-j^^ is the molar volume of the PMMA.
His findings resulted in an interaction parameter v/hich
was always negative, but varied with the composition of
the blend. x ranged from -0.49 to -0.7 at 90 wt. % PVF2
and -0.04 to -0.12 at 10 wt. % PVF^. This was in close
agreement with the results presented in Chapter IV.
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The Fourier transform infra-red studies cited
previously (82,83) postulate that this interaction is
in some way related to the carbonyl group of the PMMA.
The absorbance band for this group is very strong and
was affected most by the addition of PVF^. By examining
a series of blends of PVF^ and various oxygen containing
polymers, the interaction parameters for these systems
have also been related to both the dipole moments of
the polymers and the lower critical solution temperature,
LCST (95). The LCST is the point at which phase separa-
tion of a compatible system is first seen as the tempera-
ture is raised. This was shown to increase as B de-
creased, implying that the instability was more influ-
enced by enthalpic than entropic factors.
In addition to the above, other novel techniques
in the analysis of polymer blends have been used with
this system. Measurements of longitudinal sonic velocity
(41) suggest that in samples having between 30 and 60
volume percent of PMMA, tv70 continuous phases exist, one
being crystalline PVF^ and the other an amorphous mixture
of the two polymers. Above 60% PMMA, only the latter is
continuous, while below 30% the former is continuous.
Changes in the Brillouin scattering from this blend (43)
have been used to follow melting and glass transition
temperature variations, verifying the existence of a single
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homogenous amorphous phase. Assuming that cross relax-
ation effects imply near-neighbor dipolar interactions
between protons and fluorine nuclei, the transient Over-
hauser effect studied by pulsed nuclear magnetic
resonance, has indicated that these two components are
intimately mixed in the amorphous regions (44).
Besides lowering the melting points, the addition
of PMMA alters other properties of the PVF^ crystals.
A monotonic decrease in the pyroelectric coefficient of
PVF^ has been observed as more PMMA was added (96). This
coefficient became zero when 50 wt. percent was reached.
The growth rates of a form spherulites have been observed
to decrease dramatically with the addition of PMMA (97).
This was analyzed as a function of crystallization tem-
perature to derive surface energies of the crystals.
Studies of the growth rates of the a form as well as y
form crystals in a higher temperature range will be
discussed in Chapter VI.
The purpose of the present investigation is to
evaluate how the PMMA affects the PVF^ crystals in blends
of the two polymers. Changes in morphology of the crystals,
the type of crystals grown and the growth rates will be
explored. The melting temperatures of the different
crystal forms as a function of composition will be used
to calculate polymer-polymer interaction parameters.
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These studies will not only shed additional light on the
very complex nature of crystalline PVF^
, but will also
add to the understanding of polymer-polymer compatibility.
CHAPTER II
EXPERIMENTAL
A. Polymer Characterization
Chemical structures for PVF2 and PMMA are given
in Figure 1.
The PVF^, Kynar 881, was supplied in powder
form by the Pennwalt Corp. The American Cyanamid Company
provided the PMMA, Acrylite H-12, in pellet form.
Molecular weights were obtained from gel permeation
chromatography of the homopolymers in N, N-Dimethyl-
formade using polystyrene as the calibration. This was
performed at Bell Labs in Murray Hill, New Jersey. The
weight average and number average molecular weights, M
w
and M^ respectively, along with the heterogeneity index
are given in Table 1.
B. Blend Preparation
Weighted amounts of the homopolymers were dis-
solved in N, N-dimethylacetamide containing 1% acetic
anhydride. The latter was added to act as a scavenging
agent for free amines, thereby helping to prevent
19
Poly ( vinylidene fluoride)
PVF2
Poly (methyl methocry late)
PMMA
0-CH3
Figure 1. Chemical structures of PVF^ and PMMA.
TABLE 1
MOLECULAR WEIGHTS AND HETEROGENEITY INDICES
OF MATERIALS USED
Mw
Mn
Mw/Mn
PVF2 PMMA
(Kynar 881) (Acrylite H-1
555,000 91,500
375,000 36,600
1.48 2.50
.degradation of the polymer. The total concentration of
polymer was 3.0 g/cc of solvent in all cases except in
preparation of samples for the electron microscope,
where the concentration was 0.2 to 0.4 g/cc. The PVP^
powder dissolved within a few minutes when placed int!
the stirred solvent. Continuous stirring at room
temperature for 1 to 2 days was necessary to completely
dissolve the PMMA pellets.
The 3.0 g/cc solutions were poured into specially
made flat bottom glass dishes to a liquid level of about
2-5 mm. Cheesecloth was placed over the dishes to pre-
vent dust and foreign particles from getting into the
solutions. These were then allowed to sit for 2 to 3
days in a hood until dry films remained. The films were
stripped from the glass dishes and placed in a vacuum
oven at 40°C for three days to facilitate the removal of
any excess solvent. Sometimes the films would adhere to
the glass dishes. If this occurred, about 10 cc of
methanol was poured onto the film. The methanol would
float the film free in 10 to 15 minutes after which it
was placed in the vacuum oven. Periodic weighing of a
certain number of the films during this period verified
that no further weight loss was occurring after three
days. Films approximately 3 to 7 x 10 mm thick were
thus obtained.
All Of the as cast films had small spherulitic
structures composed of a form PVF^ crystals. From DSC
and hot stage microscopy, the melting points were found
to be in the 435 to 440''k range.
To prepare samples isothermally crystallized,
It was first necessary to remove any effects due to the
as cast morphology and start from an amorphous blend.
This was accomplished by melting all samples at 485 K
for 10 minutes as will be described in more detail in
the following section. Polarizing hot stage microscopy
confirmed that there was a total loss of birefringence in
the as cast films at this temperature.
For the electron microscopy, very thin films,
100 nm or less, are needed. Since it was not possible to
remove films from a glass substrate without seriously
damaging them, they were cast on freshly cleaved mica.
After being cleaved, the mica was dried for one day in
a vacuum oven at 475 K. This served to remove any water
present in the mica which would increase adhesion of the
film to the surface. Two to three drops of the 0.2 to
0.4 g/cc solutions were deposited on the cleaved surface
of the mica and this was immediately put in another
vacuum oven at 315 K for three days.
Composition of the blends is reported as both
weight and volume fractions. The latter were calculated
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assuming volume additivity of the components and using
densities of 1.20 and 1.78 (1) g/cc for PMMA and PVF
respectively.
C. Sample Preparation
1- DSC. Two microscope slides were set on a hot
stage at 485 ± 2 K for approximately ten minutes. A
stack of cast films, 7 - 12 layers high, obtained from
the flat bottom glass dishes, was placed on one slide.
The other slide was then set on top of the stack and slight
pressure was applied with a tweezer to fuse the stack of
films together. The samples of polymer thus formed were
wrapped in aluminum foil and attached to a wire hook. To
crystallize these, the whole assembly was heated in an
oven at 485 ± 2 K for 10 minutes and then the wrapped
samples were immediately suspended in either a silicone
oil bath maintained at the desired temperature to ± 0.5 K
or a sand bath set to ± 1.0 K. After a predetermined
amount of time in the crystallization baths, the samples
were quenched in ice water. Weighing of the oil crystal-
lized samples before and after crystallization verified
that no oil was absorbed. No differences between the oil
crystallized and sand crystallized samples were observed
in any of the experiments.
During the quench, some of the samples would
undergo additional crvc:i-;,ii^i crystallization. These crystals melted
at a lower temperature th^na the others and usually amounted
to small percentages of the total crystallinity
.
i^-WAXD. Sections of the DSC samples after being crystal-
lized were used for WAXD. Often, several pieces of the
sample were stacked together to increase the thickness.
1^—SAXS. Strips approximately 1 . 5 cm wide and 3.0 cm
long were cut from the as cast films. These were placed
in a slot of a stainless steel mold specifically designed
for a Kratky SAXS camera. The slot was 0.75 cm wide,
3.5 cm long,
.085 cm deep, and had beveled edges to
facilitate removal of the sample. Two pieces of teflon >
coated aluminum foil, with the teflon side facing away
from the sample, were placed on either side of the mold
with the strips of polymer being in the slot. This
assembly was put between the platens of a Carver press
heated to 485 K so that the upper platen was just touching
the foil. Allowing the sample to melt for 5 minutes,
the assembly was removed from the press and more polymer
was added to the slot. After another 5 minutes between
the platens, pressure was applied in a cyclical fashion
from 0 to 10,000 psi over a period of about 2 minutes.
The sample was then removed and examined for voids. If
any existed, additional strips were placed in the slot.
These were allowed to melt for 5 minutes in the press and
cyclical pressure was again applied. If voids were still
present, the sample was discarded. Otherwise, the teflon
foil was crimped around the mold, and the sample saved for
crystallization.
After attaching these samples to wire hooks, they
were crystallized, as were the DSC samples, by melting in
an oven at 485 ±2k for 10 minutes and suspending in a sili
cone oil bath. All of the SAXS samples were crystallized
at 418 ±0.5 K for 24 hours. At this temperature only a
spherulites are formed. Samples crystallized at higher
temperatures would contain other crystal forms, resulting i
distribution of lamellar thicknesses which would make inter
pretation of SAXS data much more ambiguous.
Once they were crystallized, thickness variations
in the samples were corrected by filing to an even thick-
ness, and the sample surfaces were smoothed with a fine
file.
4. Optical microscopy and light scattering . A piece of
film cast from the glass dishes was placed between cover
slips and melted on a hot stage at 485 ±2 K for 10
minutes. The whole sandwich was then lightly squeezed
together with a pair of tweezers to get the desired ad-
hesion between the film and cover clips. This was done to
eliminate any surface effects.
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Crystallization of some of these samples was
followed under the microscope. They were melted again
on the hot stage at 405 ± 2 K for 10 minutes and placed
immediately in a Mettler PP2 hot stage which had pre-
viously been aligned in the microscope and equilibrated
to the desired temperature ± 0.5 K. Additional samples
were crystallized along with samples for x-ray scatter-
ing and DSC studies in order to verify consistency of
temperatures and methods used.
5. Electron microscopy. The samples, cast on the mica,
were melted on a hot stage at 485 ± 2 K for 10 minutes
and placed in either the Mettler hot stage, or an oven
preset to the desired temperature. Once crystallized,
the films were floated off the mica onto distilled water.
The water was in a large Buchner funnel in which a wire
mesh, with several microscope grids on it, was submerged.
With the film floating on the surface, the water was
slowly removed through the bottom of the funnel as the
film was positioned over the microscope grids with
forceps. In this manner the film came to rest on top of
the grids. It was then allowed to dry and the excess film
was cut away from the perimeter of the grids.
o
Thin coatings of gold, about 20 A, were evaporated
onto some of the samples to use as a calibration standard
for the diffraction patterns.
beara travelled about 1 cm in air before the sample. The
scattered radiation after traversing another 1 cm in air
entered a home built vacuum chamber to which a one dimen-
sional position sensitive detector was attached. A mylar®
sheet was used as a window in the front of the vacuum
chamber and the detector had a beryllium window. The
Tennelec^^' PSD 1100 position sensitive detector was operated
at +2600 volts using P - 10 (90% argon + 10% ethane) flow
gas at 100 psi. The tungsten wire had a point to point
spatial resolution of 200 pm and was 53 cm from the sample.
The x-ray tube, camera and detector were all in a constant
temperature box at 31 °C. EG&G's Ortec electronics were
used for energy discrimination, position encoding and
transfer of the data to an Ino-Tech (Norland Corp.)
IT-5200 multichannel analyzer where they were stored and
simultaneously displayed on an oscilloscope screen. Once
the run was complete, the stored data was transferred to
magnetic tape cassettes via a Datacassette 8410 (Techtran
Ind . Inc
.
)
.
Calibration of the scattering angle was performed
using a dry uranyl acetate stained duck tendon which had
a known repeat distance of 64.0 nm. This sample produced
11 sharp scattered intensity peaks in the small angle
region. The detector wire sensitivity was calibrated at
each channel using ^^Fe as a constant, angularly independent
source of radiation
lj-_0£tical micros conV a ^p^. A Zeiss standard polarizing
Microscope e,.,ppea
^^.^^^^^^^
-
^e.ca 35 camera bacK was used in conjunction with aMettle. PP. optical hot sta.e to
.oiiow c.staiii.ation
and melting of the blends.
. i ^
™icro.eter
divided into 100 units, was used to calibrate all p^oto-
graphs
.
l^Laht^catterina. Two types of solid state light
scattering experiments were performed. The more conven-
tional method employed a Spectra Physics He Ne laser ix =
632.8 nm) with 1 mm pinhole collimation. The sample was
on a stage situated between a rotatable polarizer and
analyzer. Polaroid film was used to record the pattern,
sample to film distance could be varied and was calibrated
with diffraction gratings. The patterns observed were an
average of the scattering from a number of spherulites.
It was also desirable to obtain light scattering
patterns from different regions within a given spherulite.
TO accomplish this a Zeiss standard WL polarizing micro-
scope with POL objectives was equipped for selected area
light scattering. A pinhole, roughly 20 pra in diameter,
made in 5 mil aluminum shim stock, was placed in the focal
plane of the condenser lens on the side nearest the light
source. a monocular tube containing a removable Bertrand
lens and an iris diaphragm above it was inserted below
the eyepiece. The iris diaphragms on the collector lens
and above the Bertrand lens were aligned and fully stopped
down. A 60 W, 12 V light source was used with a wide band
pass green filter added when photographing the scattering
patterns. Photographs of both the scattering patterns
and the images were recorded on Polaroid film with a
conical camera attachment. With the Bertrand lens removed,
areas of the sample about 50 )im in diameter could be
viewed and an image photographed. The light scattering
pattern corresponding to that particular area could then
be recorded by simply replacing the Bertrand lens. The
scattering patterns covered the wide angle region up to
approximately 45° and were very weak. Even using ASA 3000
film required approximately 10 minute exposure times.
Calibration was performed with diffraction gratings and
a stage micrometer.
6. Electron microscopy
. Both transmission and scanning
transmission electron microscopy (STEM) were performed on
a Jeol Temscan 100 CX at 100 Kv. Because the samples were
extj emely beam sensitive a current of 60 yA was used.
Electron diffraction patterns were taken in both the
selected area transmission mode and y , p stem mode.
The advantage of the STEM diffraction is that
the area surrounding the diffracting region is not
damaged by the beam. This enabled the recording of
adjacent diffraction patterns along the radius of a
spherulite. This was performed by first recording a
STEM image of the sample on polaroid film. This image
was taken through the smallest condenser lens aperture
and with a very short exposure time (normally 25 seconds)
to avoid damage of the specimen. The large selected area
diffraction (SAD) aperture was also inserted to increase
contrast. This picture was used to determine from which
areas diffraction patterns vrauld be taken. Using the
free lens control to set the current in condenser lens 2,
a beam approximately 670 nm in diameter could be applied
in the spot mode. Without moving the sample, the beam
was positioned with the current off. The current was then
turned on for a set amount of time, which had been pre-
viously determined, and the diffraction pattern was recorded
At the conclusion of this set time period, the current
was shut off and the beam repositioned, using the STEM
image as a guide, to the next area from which a diffrac-
tion pattern would be taken. Another Polaroid STEM image
was taken after recording all the diffraction patterns
so that a visual check of the regions from which the
patterns came could be made.
CHAPTER III
MORPHOLOGY
^ince PVP, i3 Known to exist in a variety o. cr.staiforms and morpholoqies it .
^'^yst l
g , I was desirable to study the ef-
-ts the addition of pm„. „ould have on this already
complicated polymer. Variations in types o. spher.Utesa- crystals grown isothermally
.rom the melt were followedtor samples ranging from dn i^
" * ^° P-re PVP,. Blends
-^av.ng concentrations below 40 volume
. PVP^ too. prohibi-t-ely long times to develop appreciable amounts of crys-
tallinity at the high range of temperatures of interest and
therefore were not studied. However, it is believed that
the results can be extended to these blends if long enough
crystallization times are used.
A. General Morpholn
i^-E!iE^_lYP2
.
At crystallization temperatures (T )
below 424 K, a form spherulites were always obtained.
These nucleated more profusely as was lowered. Above
this temperature, however, two separate populations of
spherulites grew; large, distinctly banded spherulites
and smaller, coarser ones. When was between 424 and
434K the smaller spherulites had a bandwidth about twice
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that oC the larger ones, but above these temperatures they
were non-banded. Figure 2 is an electron micrograph of
the two different types of spherulites impinging on one
another.
Upon melting, these samples exhibited three
melting regions in both the optical microscope and DSC
studies. A detailed analysis of the melting points as a
function of crystallization temperature and blend compo-
sition will be presented in the following chapter. Rela-
tion of the melting regions to the different crystal forms
is desired though, and a preliminary discussion of the
complex melting behavior follows.
Figure 3 shows a sample volume filled with both
the large and small spherulites. As the temperature was
raised from 298 to 448 K, note that almost all of the
large spherulites disappeared except for the parts closest
to the small spherulites. When the temperature had
reached 456 K, the small spherulites were also lost, leaving
only the remnants from the large ones. Finally, at 461 K,
all of the crystals had melted. As mentioned in the intro-
duction, Prest and Luca (24)
,
using the 400 to 900 cm""^
infrared absorbance region and WAXD assigned these, in
order of melting, to the a, 3 and y phases, respectively,
while Gianotti (26), using the 2853-2925 cm""*" infrared
region found the second melting species to be the y phase
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at 4 38 /k'^f^!"' nn
^^^^^^^ micrographs of PVF2 crystallized
(b) 448 k! (c^ 456 K?""'
^""^ "'"''''^
^'

and the
,
phase the last to .elt. Lovin.er and Keith
(22, have shown that platelets which
.elt at the sa.e
txme as the s.all. coarse spherulites give electron
diffraction patterns consistent with Weinhold's et al.
(21) y for™. we will call the three crystals, in order
Of melting, the a, y and y • forms, respectively. The
reasons for this nomenclature will be discussed later.
BoJ:h types of spherulites nucleate homogeneously
as well as heterogeneously. often the y spherulites
nucleate the a ones on their surface as can be seen in the
center part of the pictures in Figure 3. This is also
what Lovinger and Wang (98) observed in directionally
solidified samples. The highest melting species, y',
arjjes only from a solid-solid transition from the a
phase. This transition was almost always seen to nucleate
at the point where an a spherulite was in contact with a
y spherulite, as shown in Figure 3. The transition
would then spread bacit along the a lamellae. Upon close
inspection of the upper right part of the pictures in
Figure 3, it will be noticed that at the center of each
group of y' lamellae is a tiny y spherulite.
The a form must be favored kinetically, and the
Y' form favored thermodynamically since, over time, at a
constant temperature, more and more y' is formed at the
expense of a but the y' never nucleates and grows on its
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own. In Figure 4, two DSC traces of identical samples
show how the area under the high temperature y' peak grows
while the a peak, predominant at 72 hours, shrinks with
time. The y peak remains roughly the same size since
this sample is volume filled by 72 hours and therefore
few new crystals can grow. The a to y ' transition via
melting and recrystalli zation during the heating, mentioned
by Prest and Luca (25) did not seem to occur in this study
because even in their work, this process only proceeded
at an appreciable rate when a surfactant was added.
Low temperature endothermic responses seen in
Figure 4 as shoulders on the a peak as well as separate,
broad peaks, were due to crystals formed during the
quenching of the samples. Variations of the heating rates
caused shifts in these low temperature responses but did
not alter the a, y or y ' peaks. The optical microscopy
melting studies also verified this.
2. PVF
^
/PMMA blends . The addition of PMMA to the PVF2
increases the bandwidths or periodicity and generally
causes the spherulites to appear more open and disordered.
The a spherulites are affected much more than the y
spherulites in this manner. The electron micrograph of
Figure 5 is from a portion of an a spherulite grown at
42 3.2 K in a 50.1 volume % PVF^ sample. The amount of
undercooling is roughly the same as for the pure PVF2
41
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Figure 4. DSC traces of PVF crystallized at
432.7 K for various times.
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Figure 5. Electron micrograph of 50.1 vol % pvpblend crystallized at 428.2 K for 93 hours. 2
Figure 6. Optical micrographs of (a) PVF^ crystal-
lized at 435 K and (b) a 50.1 vol. % PVF^ blend crystallized
at 428.2 K. ^
Fig. 5
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shown in Figure 2. Note the many regions of pure
amorphous material trapped within the spherulite between
the bundles of lamellae. This type of morphology was
occasionally seen near the growth fronts of a spherulites
m pure PVF^
,
but only at very low undercoolings in
extremely thin films (less than a few hundred angstroms
thick). For samples such as the one shown in Figure 2,
at undercoolings comparable to that for the blend of
Figure 5, this type of morphology was never seen. There-
fore the amorphous regions in the interior portion of
the blend spherulites are believed to contain large
amounts of PMMA.
In the blend it appears as if bundles of lamellae
grow out into the amorphous melt. These bundles grow in
almost all directions, though there is a generally pre-
ferred orientation, as seen in Figure 5. When two or more
of these bundles come together they often entrap an
amorphous region which is somewhat depleted of PVF2
.
Since diffusion of additional PVF^ through the crystal-
line lamellae to this region is unlikely, these areas
remain isolated inside the spherulite.
Radiation damage was a problem v;ith many of the
samples studied due to the high beam sensitivity of the
PVF2. The black streaks running perpendicular to the
general growth direction in Figure 5 are artifacts from
this type of damage. Thesp =,^^= i,
i„
"''^^^'^'^ tears and buckles
the sample caused by the incident electron hea.
radiation damage would eventually destroy the sample,
t.ons from the original morphology were observed.
AS the spherulites grow larger, the randomness
Of the lamellae seen in Pigure 5 within the spherulite
causes the loss ot the traditional maltese cross pattern
normally seen in the optical microscope Figureo^^^ti
.
I 6 compares
optical micrographs taken through crossed polars of pure
PVF^ and a 50.1 volume percent blend at similar under-
coolings to those Of Figures 2 and 5 . The small y spheru-
lites appear fairly similar, but the large a spherulites
of the blend are much more disordered, when the lamellae
lose their radial orientation, the individual chains are
no longer arranged tangential to the spherulite radius
and the usual extinction at 0<> and 90» to the polarizers
is not seen.
The randomness of the lamellae is also related to
their relative size. Comparing Figure 5 to the a spheru-
lite in Figure 2, it is apparent that the addition of
PMMA results in much shorter lamellae in the growth
direction. A new nucleation event seems to occur before
the lamellae can grow very far. This may be due to the
depletion of PVF^ from the immediate area of lamellae
growth which would therefore terminate that lamellae.
Diffusion of more PVF^ to this area would now bring the
level up to the point where another nucleation event can
take place and growth continues.
The addition of PMMA also seems to increase the
ratio of Y to a spherulites. These y spherulites have
less banding character as more PMMA is added. The 60.9
volume % PVF„ sample only has twisted lamellae below 423
K, while samples with less PVF^ never show banding in
the Y spherulites. These often cease to grow as
spheru-
lites and develop an axialite-like character. Figure 7
shows a Y spherulite on the right in a 50.1 volume %
PVF^
blend starting this type of growth. An a type spherulite
and a mixed spherulite are also seen in this picture.
Often quite a variety of crystal structures grew
in one
sample. A detailed discussion of the mixed
spherulite
will be presented later.
Figure 8 is an optical micrograph of a 60.9
volume
% PVF2 blend grown at 433 K. All
of the various morpho-
logies discussed are visible. There is
a large banded
and a large non-banded spherulite,
as well as axialite
growths that have been fully developed.
The tiny, par-
tially formed spherulites in the
upper right section grew
w^c; auenched to room temperature.
The
after the sample as q encnt:<a
.ac. of these crystals in the
areas immediately surrounding
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Figure 7. Optical micrograph of a 50.1 vol. % PVF^
blend crystallized at 432.7 K for 210 hours.
Figure 8. Optical micrograph of a 60.9 vol. % PVF^
blend crystallized at 433.2 K for 72 hours.
Fiq. 8
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the large spherulites and axialites is evidence of the
depletion of PVF^ in these regions. The center rib, as
well as many other parts of the axialites seen in Figure
8 are almost totally non-birefringent
. These are made of
platelet-like growths of y crystals with the lamellae
surface oriented almost parallel (and their optic axis
roughly perpendicular) to the plane of the polymer film.
Therefore there is little or no birefringence. An
example of this rib structure viewed with the electron
microscope is shown in Figure 9 for a 72.8 volume % PVF^
blend.
The pure PVF^ did not display the rib-like struc-
ture but did contain large crystalline areas of low
birefringence, as in the lower left portion of Figure 8,
when grown at temperatures above 436 K. Pictures of
these types of crystals viewed under the electron micro-
scope are shown in Figure 10. Lovinger and Keith (22,23)
have performed an excellent crystallographic study of
this morphology in pure PVF^. The interested reader is
referred to their work for a more detailed discussion of
the crystal unit cells.
Prest and Luca (24) describe spherulites of PVF^
containing interior speckled regions of low birefringence,
which they call "wagon wheel spherulites." In their case,
these spherulites were banded. The highly birefringent
50

portions melted w.th the highest melting species and
the low birefringent sections melted at or slightly above
the second melting temperature. In both Lovinger and
Keith's (22,23) as well as the present work, the non-
birefringent regions appeared in the coarse, non-banded
spherulites, and melted, as did the rest of the spherulite,
with the second melting species.
The mixed spherulite of Figure 7, in which the
center banded portion is surrounded by a non-banded
perimeter, is actually a result of the a to y • transition
in the blends. These spherulites were never seen in
pure PVF^. The increased number of y spherulites in the
blends, resulting in more impingements on a spherulites,
caused the transition to be initiated more often. In
the event the transition started when the a spherulite was
small, a mixed spherulite would result. The series of
micrographs shown in Figure 11 helps to explain how these
developed.
Following the melting of this sample, most of the
large banded spherulites were seen to melt first, the
non-banded regions next, and finally the interior of the
combined spherulites along with the portion of the banded
one adjacent to the non-banded one. These are again
attributed to a
, y and y'/ respectively. The combined
spherulite developed when a y spherulite impinged on an a
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Figure 11. Optical micrographs of 50.1 vol. % PVF2
blend crystallized at 432.7 K for 209 hours and slowly
melted, (a) 298 K, (b) 446 K, (c) 453 K.
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spherulite. This is seen in Figure 11 where the edge of
a Y spherulite is impinging on the center banded part of
the combined spherulite. This impingement initiated the
ot to Y ' transition which preceded back along the lamellae
of the banded spherulite. (This process was also occurring
in the other banded spherulite.) When the transition
front reached the growth front the spherulite began growing
with Y form crystals, causing a non-banded rim to develop.
Figure 12 is an electron micrograph of a spheru-
lite immediately after the u to y ' transition caught up
to the growth front. The lamellae grown at the tips are
now Y type and do not have the periodic banding of the
earlier grown lamellae. Prest and Luca (24) postulated
a similar formation for their wagon wheel spherulites,
but no wagon wheel spherulites of their type were ob-
served in the samples used in the present work.
In both the 6 0.9 and 7 2.8 volume % PVF^ blends
another interesting phenomenon was noted at 4 24 K.
These samples are shown in Figure 13. The spherulites
were initially very weakly birefringent , but over time
the core began to become more birefringent . This front
of increased birefringence followed the growth front at
approximately the same rate, however, in the 60.9% sample,
the second front often lagged much farther behind the
growth front, while in the 72 .8% sample there was much less
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Figure 12. Electron micrograph of a 50.1 vol. % pvp
blend crystallized at 423.3 K, for 45 hours showing the ^
development of a mixed spherulite, i.e., a banded spherulite
converting to the non-banded morphology at the growth front.
Figure 13. Optical micrographs of blends crystal-
lized at 424 K: (a) 60.9 and (b) 72.8 vol. % PVF2.
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Of a delay. 50.1 % samples only had the weakly bire-
fringent spherulites. 85.8 » samples did not show
two fronts in one spherulite but had a population of the
banded spherulites which were slightly less birefringent
than the rest. All the spherulites in the pure PVF^
were the same. m all cases, the entire spherulite'
melted at the same temperature and was all of the c,
type. It is difficult to postulate this as being due
to secondary crystallization since it occurs in such a
well-defined movement. At present, however, no
satisfactory explanation for this phenomenon can be
offered
.
.
3. Selected area electron diffraction and WAXD . Electron
diffraction and WAXD were used to elucidate the types of
crystals present in the samples. Figure 14 is a selected
area electron diffraction pattern from a banded spherulite
which can be indexed to the a crystalline form. Note
that there are three sets of diffuse reflections repre-
sented by thick lines and indexed with parentheses in
the diagram. These reflections belong to small 3 crystals
embedded in the a spherulite. These could have resulted
from small strain put on the sample during preparation,
which would convert a to 3 crystals. The only place 3
crystals were seen in any of the samples was the small
crystallite regions imbedded in large a spherulites. No 3
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Figure 14. Electron diffraction pattern of PVF
grown at 4 36 K, a form (and some 3 form indexed with
parentheses )
.
Figure 15. y form electron diffraction pattern
taken from a coarse, non-banded spherulite in a 72.8 vol.
% PVF^ blend.
/

on
e
form spherulites were observed.
First attempts to obtain electron diffracti
patterns from the coarse non-banded spherulites wer
unsuccessiul. The patterns were orders of magnitude
weaker than the a patterns and disappeared rapidly under
the electron beam. By using very low current densi-
ties, the pattern shown in Figure 15 was finally obtained.
This pattern fits the latest y form of Weinhold et al.
(21) which agrees with Lovinger and Keith's (22) findings.
It definitely does not fit the 3 crystal structure. As
discussed above, these spherulites often had non-bire-
fringent regions of platelet-like growth. Figure 16 is an
electron micrograph showing the platelet-like structure
in the central part of the spherulite, eventually giving
way to a more typical spherulitic growth. Both regions
of these types of spherulites melt simultaneously at the
temperature of the second melting species. The diffrac-
tion pattern of Figure 17 is from the center portion of
the spherulite in Figure 16. Here we see a spot pattern,
which is indexed to the y form, identical to that seen by
Lovinger and Keith (22). m this region all the crystals
are in register, therefore resulting in the much stronger
scattering. Proceeding to the outside part of the spheru-
lite, the pattern again became very weak and resembled
the one in Figure 15. Often, only the first two
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438.2 K f0^310 'Lrs""'"" '"^^'^-'"Ph of PVP^ grown at
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Figure 17. y form electron diffraction pattern fromplatelet like structures shown at the center of the
spherulite in Figure 16.

reflections could be seen. WAXD patterns from samples
containing predominantly these types of spherulites were
also very weak. Since the DSC traces did not show
appreciably smaller peaks for the y form in samples con-
taining roughly equal amounts of a and y crystals, it is
assumed the weak pattern is due to slight disorder in
the crystal and not low degrees of crystallinity
.
The reason for referring to the highest melting
species as the y' form is because it too has a diffraction
pattern that fits the y unit crystal of Weinhold et al.
(21)
,
but morphologically it is totally different from
the y type spherulites which grow on their own. The y'
form, as discussed above, looks morphologically identical
to the a form, and results only from a solid-solid transi-
tion from the a form. Diffraction patterns were used to
distinguish a from y' without melting.
The intensity of the y' diffraction pattern is
roughly the same order of magnitude as the a crystal form.
Figure 18 shows WAXD patterns of a pure PVF^ which is all
a crystals and an 85.8% blend containing predominantly y'
crystals. Because an n-glide perpendicular to the c axis
is present, hkO reflections for which h + k = odd are
absent (21) . The main criteria used to distinguish the
transformed y' lamellae from the a lamellae was therefore:
(1) loss in the y' form of the 100 reflection, (2) moving
67
and an /^''T''^ 'o Patterns of a crystals in pure PVF
crystals!
'^''''^ ^^^"^ containing predominantly y'
85.8 VOL, "lo PVF2 ^' form
Fig. 18
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of the 111 reflection from 0.317 nm to 0.395 nm, and
(3) loss of the 121 peak at 0.277 nm in y' crystals.
In certain samples, an unexplained reflection
is observed at 0.358 nm. This occurred in both y and y
'
diffraction patterns but with no noticeable regularity.
Lando (99) has also seen this reflection, as well as
higher order reflections of this spacing in pure PVF
.
It does not fit any of the proposed y unit cells and at
present its appearance is not understood.
4
.
Conclusions
. There is a wide variety of morphologies
observed in PVF^ blends of PVF^ with PMMA when they
are crystallized at small undercoolings. Two popula-
tions of spherulites as well as axiali te-like growths
occur. The addition of PMMA causes the large banded
spherulites to be much more disordered. Amorphous
regions, probably rich in PMMA are trapped between bundles
of lamellae at these crystallization temperatures . In-
creasing dilution of the PVF2 also causes the small,
coarse spherulites to lose their banding, increase in
relative proportion to the large banded ones, and develop
more axialite character. Structures which contain lamellae
lying almost parallel to the film surface, thus having
very low birefringence, are grown at low undercoolings.
Three melting temperature regions are observed,
the highest being portions of the large banded spherulites
which have undergone a solid-solid transition, usually
initiated by the coarse spherulites. In the blends, when
this solid-solid transition overtook the growth front, the
spherulite began growing as a non-banded spherulite and
axialites thus forming mixed spherulites. The portions of
the large banded spherulites not transformed were the first
to melt. The small coarse spherulites (usually non-banded)
axialite and low birefringence structures all melted in the
second melting region.
Diffraction patterns of these structures enabled
the first melting regions to be assigned to the a crystal
form, and the second and third melting regions to the y
form. The highest melting species was named y ' since
morphologically it was totally different from the other
structures, and only resulted from solid-solid transition
from the a form.
B. Lamellae in the Banded Spherulites
1. Background
.
Spherulites having a concentric banded
structure when viewed through crossed polars have been ob-
served in many polymeric systems. Some of the early theo-
retical analysis of this morphology explained the appear-
ance of the bands as due to helical twisting of the crys-
talline lamellae as they grew radially outward (100-104).
A schematic representation of this type of twisting is
shown in Figure 19. Two hypothesis were originally
71
jl I It KUt I F t
Figure 19. Schematic representation of lamellar
twist (from ref . 103)
.
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preferred to explain this phenomenon. Hoffman and Laurit-
zen (103) attributed the twist to the buildup of stresses
on the surfaces of the crystalline lamellae from the pack-
ing of the molecular folds. The other proposal, from Keith
and Padden (102), was that rejection of impurities and
entanglements by the growing crystals would cause strain in
the outer edges of the lamellae, which could be relieved by
twisting. The latter work also suggested that the band
periodicity would be proportional to a parameter 6 = D/G,
where D is the diffusion coefficient of noncrystallizable
impurities in the melt, and G is the radial growth rate of
the spherulite. An additional mechanism was later proposed
by Burns (105) which depended entirely on the requirements
of fitting together regular, crystallographic, fold surfaces.
More recently, new schools of thought have de-
veloped which question the full twisting helical model.
Breedon et al. (106), based on scanning electron micro-
scopic studies of polyethylene spherulites, offer a model
in which the lamellae consist of alternating right and left
handed half twists. Kanig (107) and Low et al. (108) are
skeptical that lamellar twisting is actually the cause of
the observed extinction bands. As in Breedon 's (106) work,
Low et al. (108) studied polyethylene spherulites in a
scanning-transmission electron microscope but concluded
that the banded contrast is due to the occurrence of dif-
ferent lamellar morphologies in the light and dark bands.
still another model has been offered by Bassett and Hodge
(109) from studies utilizing the same polymer and similar
techniques. They believe that the lamellae do spiral about
the spherulite radius, but that this is achieved by inter-
leaving sequences of curved lamellar units, which them-
selves are substantially untwisted. Each of these units is
proposed to have a slightly different azimuthal orientation
about the radius and a length of 1/4 to 1/3 of the band
period.
Attempts to relate the periodicity of the twisting
to the temperature of crystallization have also been made.
Naono (110) found that a plot of extinction spacing, or
band periodicity, p, vs. 1/AT (where AT = T° - T ) was
linear with a positive slope in low density polyethylene
spheral ites while Lindenmeyer and Holland (111) only found
linear relations in plots of In (G-S) vs. 1/TAT for high
density polyethylene. In both studies, p increased with T •
Lovinger (23) has also found a larger extinction spacing at
higher crystallization temperatures for spherulites of PVF2.
The extinction periodicity of polymer spherulites
can also be varied by blending the crystallizable polymer
with an amorphous polymer. Using samples of poly(c-
caprolactone)
,
PCL, blended with poly (vinyl chloride), PVC,
isothermically crystallized at 30<'C, Khambatta et al. (112)
found a linear decrease in the extinction spacing of the
PCL spherulites as more of the amorphous PVC was added.
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In this section, the banded spherulites of PVF2 in
blends Of PVF^ and PMMa
.ill be examined. changes
.n p as
a function of both temperature and composition will be
followed. us.ng electron diffraction, orientation changes
Of the crystals will be viewed as a function of radial po-
sition in the spherulite. The larger scale branching of
the lamellae will also be shown to result in some very in-
teresting light scattering patterns.
i^esult^^j^di^^ As discussed in the previous
section on morphology, banding can be seen in both a and y
spherulites of PVF^ over a certain temperature and composi-
tion range. Since the y spherulites are not banded at high
crystallization temperatures, and the range for which the y
spherulites are large enough to show consistent banding is
rather small, the a spherulites were utilized for this
study. It should be mentioned that many of these spheru-
lites have undoubtedly undergone some transformation to y'
crystals in the sample studied. This transformation, how-
ever, involves no changes in the observable morphology and
therefore will not alter the results.
Lamellar orientation within these spherulites will
be viewed from both a smaller scale, giving rise to the
extinction bands, as well as a larger scale, causing
branching of groups of lamellae.
a. Banding periodicity . The average periodicities
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of the extinction bands in the spherulites were measured
both in the optical microscope between crossed polars and
by wide angle light scattering. For the optical microscope
studies averages over several spherulites were taken. in
the light scattering technique an average spacing is ob-
tained by applying Bragg- s law (113) to the diffraction
rings observed. Diffraction rings typical of the samples
studied can be seen in the wide angle light scattering pat-
terns of Figure 33c and d. Bragg' s law states that the
average spacing between scattering entities, d, is related
to the angle of the scattering maxima 0 bv
m ^
d = nA/2 sin 6 n \
for radiation with wavelength X, where n is the order of
the reflection. Therefore the angle of the diffraction
ring will give p. Further discussion of other features in
the light scattering patterns will be presented in a later
section
.
The change in p as a function of the volume frac-
tion of PVF^, ^^2' ^2 shown in Figure 20 for the crystalli-
zation temperatures. Contrary to the PVC/PCL case, the
banding periodicity increases as more of the amorphous
polymer is added, and the change is certainly not linear
with composition. Raising the crystallization temperature
is also seen to result in larger extinction spacings.
Since there is little known about these extinction
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Figure 20. Extinction spacing p, as a function of
volume fraction PVF2 , v^i at three crystallization tempera-
tures .
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bands, and much controversy over what has been observed, an
attempt to find some kind of correlation between p, T , and
composition was made. Plots of the value of p measured vs.
are shown in Figures 21-26 for all six samples. There
was very good agreement between the measurements from
light scattering and optical microscopy. As can be seen
from these plots, the basic shapes of the curves are simi-
lar, though the actual values of p vary widely. It was
noted that as T^, was lowered, the values of p appeared to
approach a lower limit. This was more obvious for the
blends containing higher percentages of PMMA. For example,
the plots for the 50.1 and 40.1 volume % PVF^ samples seem
to become independent of T and are very flat in the low
temperature range. Though it is difficult to determine the
lower limit of p in the PVF^ rich systems, it appears that
this limiting value increases as more PMMA is added. This
would imply that the Pr^MA within the spherulites is either
(1) interfering with the lamellae so that they cannot re-
orient as much as they normally might; or (2) that, acting
somewhat like a lubricant, it is reducing the stresses and
helping the fit of the lamellae so that the driving force
for reorientation is not as great
.
Following suggestions of some of the studies cited
above, plots of p and ln(p) vs. 1/1^, 1/AT and 1/T^AT were
prepared for each sample. The values for T^^ were deter-
mined from Hoffman-Weeks (114) plots using samples with
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Figure 21. Extinction spacing p, vs. crystalliza-
tion temperature for 100% PVF^
.
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Figure 24 . Extinction spacing p , vs . crystalliza-
tion temperature for 60.9 vol. % PVF^ blends.
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Figure 25. Extinction spacing p, vs. crystalliza-
tion temperature for 50 . 1 vol . % PVF^ blends
.
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Figure 26. Extinction spacing p, vs. crystalliza-
tion temperature for 40.1 vol. % PVF blends.
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high crystallization temperatures. This data is presented
in Table 2, and will be discussed in detail in the follow-
ing chapter. Plots of ln(p) vs. 1/T^AT were S shaped for
most samples. Plots of ln(p) vs. 1/T or 1/AT were linear
in the high T^ region. Deviations from linearity were ob-
served in both the 1/T and 1/AT plots as p approached its
lower limiting value discussed above. However, these de-
viations were slightly larger for the ln(p) vs. 1/T plots.
It was also noted that when the data for all the samples
was plotted together, the ln(p) vs. 1/AT plots superimposed
rather well to give what might be called a master curve.
This is shown in Figure 27. As can be seen, the lower
temperature data
,
especially for the more dilute blends
,
was not in good agreement . This is where p seemed to ap-
proach the lower limiting value. Without counting these
points, a straight line can be drawn through the remainder
of the data. The exact meaning of this type of plot is un-
clear at present, but it is noteworthy that p seems to be
a function of only the undercooling, and not the composi-
tion at high crystallization temperatures, while the limit-
ing value of p at low crystallization temperatures becomes
independent of T but does vary with composition.
In an attempt to quantify Figure 27, one can view
it as an activation energy plot. In this regard, the rela-
tionship between p and AT might be given as
Figure 2 7 . Master curve of In (p) vs . 1/AT
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P = ^^0 ^^P^Mt) (2)
where E is an activation energy. The straight line fit in
Figure 27 has a slope of 162 and an intercept of -3.13.
Analyzing this in terms of equation 2 would give values for
E and p^ of 322 cal/mole and 0.0438 ym respectively. A
possible interpretation of E might be the amount of energy
that is relieved by having the lamellae reorient. The
value of pQ could be the extinction spacing a spherulite
would have i f it were crystallized at T ^.
b. \x
,
\i diffraction . Using the y , y diffraction
technique and controlling the beam with the free lens con-
trol, diffraction patterns as a function of radius in a
banded a spherulite were taken on the STEM. Each pattern
was taken from a circular area about 670 nm in diameter
without damaging the surrounding regions. Figure 28 is an
electron micrograph of one of the regions from which a
series of patterns was taken. This sample was 72.8 volume
% PVF^ crystallized at 431 K. The line of connected cir-
cles running across the picture horizontally is the area
damaged by the beam when a diffraction pattern was taken.
Each circle represents the area for one pattern. These
circles are in a line along the radius of the spherulite.
They cover approximately one and a half band periods, as
can be seen by the alternating light and dark regions they
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Figure 28. STEM micrograph of 72.8 vol. % PVF2
sample crystallized at 431 K for 165 hours. The circles
are the areas from which diffraction patterns v;ere taken.
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traverse
.
Since the diffraction patterns are taken from such
a small area containing relatively few crystals, the beam
flux must be very high. However, this higher intensity
causes a rapid loss of the pattern due to radiation damage.
Therefore the patterns were very weak as compared to the
selected area diffraction patterns of these spherulites,
presented in an earlier section, which were taken over
much larger regions. The thickness of the sample was also
an important parameter. Because there was a larger volume
diffracting, thicker samples gave a stronger pattern. This
was only true up to the limit at which the sample became so
thick (usually greater than a few hundred nm) that trans-
mission of the beam was severely retarded. On the other
hand, the quality of the image was usually better in the
thinner samples. Therefore there was a trade-off between
the image and the diffraction pattern. For this reason,
the diffraction patterns from the thin area used for Figure
2 8 were poor, though it is a good image with which to il-
lustrate the technique. Better patterns were obtained from
a sample prepared identically, but with a thickness two to
three times that shown in Figure 28. An image of this
sample along with representative diffraction patterns is
shown in Figure 29.
The circles representing the regions from which
diffraction patterns were obtained are more difficult to
90
Figure 29. STEM micrograph of a 72.8 vol. % PVF2
sample crystallized at 431 K for 165 hours. Diffraction
patterns were taken from the numbered circular regions.
Representative patterns are shown.
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see in this picture and were therefore numbered from 1 to
10. As before, these were taken along the radius of the
spherulite. The patterns recorded from this sample are
still very weak, but were the best obtainable using the
y, y conditions. The two patterns shown in Figure 29 are
representative of those from the center of a light band,
region 7, and dark band, region 10, separated by approxi-
mately a half band period. An obvious change can be seen.
A schematic of the diffraction patterns from each
of the ten regions is presented in Figure 30. All of these
patterns can be indexed to the a crystal all with differ-
ent orientations. The 020 and 040 reflections, which ap-
pear in all patterns, indicate that the b axis of the unit
cell is oriented radially, and that the crystals twist
about this axis. The alternation between strong 110 and
strong 021 reflections corresponds to the c axis and a axis
respectively, being oriented perpendicular to the plane of
the figure. The patterns where either one or both of these
appear as weaker reflections along with several other re-
flections can be related to various degrees of tilt of the
unit cell. Figure 31 shows a representation of how the c
and a axis of the unit all would appear for each area of
Figure 29 if one were to view it along the radius of the
spherulite. From Figure 31 it can be seen that the unit
cell twists about the radius. It cannot be determined,
though, whether it is a full twist or two opposite
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twists. This twisting can be related to alterations in
lamellar orientation. The light and dark bands in the
STEM images represent the lamellae being viewed lying
parallel and perpendicular to the surface respectively.
Changes in the lamellar orientation from the images agree
with changes in the orientation of the unit cell from the
diffraction patterns. This is to be expected if the
unit cell is assumed fixed in the lamellae. Therefore,
the lamellae themselves must twist about the spherulite
radius
.
c. Light scattering. The experimental arrangement
for solid state light scattering of thin films is shown in
Figure 32. The incident beam s^ passes through a polarizer
and impinges upon the sample. The scattered beam s^, com-
ing off the sample at the scattering angle 0 and an azi-
muthal angle \d
,
passes through an analyzer and is then
recorded on a photographic plate. For vertical polarization
in both the incident and scattered beams, the scattering
pattern is designated V^, while for horizontal polarization
of the scattered beam and vertical polarization of the
incident beam, it is designated H^. Both wide angle and
small angle patterns for and polarizations were re-
corded using a laser source. Examples of these for a 72.8
volume % PVF^ blend crystallized at 429 K are shown in
Figure 33.
The small angle scattering gives a four leaf
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foK . -7 0 i^''''? Conventional light scattering patternsr a 72.8 vol. % PVF2 blend crystallized at 429 K, (a)small an.jle H^, (b) small angle V^, (c) wide angle H /(d) wide angle V . ^ ^ v'
V
Fig. 33
clover pattern with the lobes at odd multiples of 45° in
the azimuthal direction. This is typical of light scat-
tering patterns from spherulitic polymer films and has
been thoroughly analyzed by Stein and coworkers (115-118).
According to their analysis, the pattern should have two
lobes along the polarization direction. However, these are
not seem in Figure 33b. The lack of these lobes in the
small angle pattern can be understood if one looks at
the different polarizabili ties in the spherulites. The
polarizabilities of the spherulites in the radial, P and
r
tangential, P^, directions, as well as the average polariz-
abili ty of the surrounding medium, P
, determine the small
angle light scattering patterns. The pattern is a func-
tion of (P^ - p^) and (P^ - P^), while the pattern is
only a function of the former quantity. In the patterns,
the former quantity contributes the two lobed anisotropic
scattering while the latter adds intensity which is azi-
muthally independent. If the latter dominates, the V
' V
pattern produced could be similar to the one seen in Figure
33b . Samuels ( 119 ) has performed computer calculations of
light scattering patterns and under conditions where (P^ -
P ) is much greater than (P - P. ) obtained similar V,,
s ^ r t V
patterns
•
The small angle patterns were similar for all of
the samples. Sizes and intensities did vary, but the
shapes remained constant. The variation of the maximum in
the 6 direction for the patterns can be related to the
average spherulite radius (115-118), and was therefore
dependent upon the composition and crystallization tempera
ture of the sample.
The wide angle scattering patterns of Figure 33
have two features of interest. The first is the diffrac-
tion rings at a scattering angle of approximately 13° in
this sample. These are due to the periodicity of the ex-
tinction bands in the spherulites and have been discussed
previously. Secondly, the maxima in the azimuthal direc-
tion for the scattered intensity in the wide angle pat-
terns are along the directions of the polarizer and ana-
lyzer. This cross pattern is not common in spherulitic
polymers and will be discussed below.
Looking at the wide angle patterns from different
samples, other than the variation in the position of the
diffraction rings, all the patterns were similar. The
wide angle patterns, however, did change. The patterns
were not the same over all parts of a given sample. With
the beam hitting certain portions of the sample, the cross
pattern pictured was seen, whereas by moving the sample
slightly, the cross would disappear. For the 72.8% sample
the wide angle pattern of Figure 33 was only observed
for samples crystallized between 425 and 430 K. Lowering
or raising the amount of PVF^ would lower or raise this
range slightly. In the pure PVF2 samples the maxima at
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P = 0» and 90« were often distorted to approximately 20"
and 70«, and were always much less distinct.
ignoring the diffraction rings, wide angle patterns
-mxlar to those of Figure 33 have been observed from
cotton cellulose
,120,, collagen
,121 , 122)
, poly-,-
ben.yl-L-giutamate
,123) and hydroxypropylcellulose
,124)
in those studies, the patterns were attributed to rod-like
structures in which the principal optic axis is inclined
approximately 45
» to the length direction of the rod.
Therefore, the PVP^/mw samples are scattering like
spherulites in the small angle region and rods in the wide
angle region.
This complex type of scattering involving both
spherulite and rod-like patterns was also observed in
poly(tetrafluoroethylene) (122,124,125), poly (chlorotri-
fluoroethylene)
, polypropylene-polyethylene block copoly-
mers and poly (ethylene oxide)
-polyisoprene block copolymers
(124). An explanation was offered (126) for these patterns
utilizing theories developed for disordered spherulites
(127). The model suggested that the lamellae would rotate
about the radial direction and that this rotation would be
macroscopically random, but locally correlated. The
parameters of importance were the polar angle of the optic
axis with respect to the radius of the spherulite, x / and the
ratio of the radius, R, to the correlation distance, a, of
the lamellar twist. Using computer simulations of scatter-
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/ and R/a = inn100. These values for x imply that thepolymer chains are inclined 20" to 25» with respect to the
-lus.
.h.s is not unreasonable for the sample studiedhere considering the disorder of the
.lend spherulites.
The value of R/a is somewhat high if one assumes the cor-
relation distance to
.e the extinction
.and periodicity
but lower values would still ,ive reasonable agreement
(126). Therefore this model describes the data fairly well.
TO Obtain a better understanding of the morphology
g.v.ng rise to these wide angle patterns, an experimental
technique was devised which would enable one to view a
particular region in an optical microscope and then observe
a light scattering pattern from that area alone. As de-
scribed in Chapter II, selected area light scattering pat-
terns from areas about 50 pm in diameter could be obtained.
This concept is the same as that used in
, , p STEM diffrac-
tion, but it utilizes light instead of electrons as the
incident radiation. In Figure 34, images and the corres-
ponding light scattering patterns for both H and VV V
polarization are shown for the same sample used in Figure
33. The diffraction patterns in Figure 34 were taken from
a 300 Mm region. They are similar to those shown in Figure
33 except somewhat more blurred. The diffraction rings in
the patterns are still present but are quite a bit weaker.
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Figure 34. Images and light scattering patterns
obtained in the microscope for a 72.8 vol. % PVF„ sample
crystallized at 429 K. ^
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areas
^7^^^"' ""^"^
^-eo.ea
banded y spherulites nor
^""^ ""^^^^ (1--- than 20 pm indiameter) banded spherulit-. .
™ode. Th.s explains the United temperature rangefor whrch this pattern was seen Tf ." temperatures were too
onx, ver. smaii spheruiites wouia grow. tempera-
ures were too hrgh, the
. spherulites wouia predominate
would not be spf^n mK •
, ,
" "'^^ -Pl--^ Why certain portions
of the sample did not show a distinct H .u-Lstm cross pattern.
By finding a large banded spherulite. scattering
patterns fro. different areas within a given spherulite
were obtained. Pig.^e 35 depicts such a spherulite in the
same sample used for Figures 33 and 34. Scattering pat-
terns were taken from the areas contained by the black cir-
cles labeled a through d. Figure 36 shows the images of
these areas taken with polarization along with their
respective
„^
and scattering patterns. The thin streaks
the patterns were due to the lenses of the microscope
and are not part of the polymer scattering pattern.
Stein and Rhodes (128) have performed computer
simulations to determine the expected light scattering
patterns from assemblies of oriented rods. Assuming the
patterns of Figure 36 arose from rods oriented along the
spherulite radius, comparisons can be made between these
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Figure 35. Optical micrograph of a spherulite from
a 72.8 vol. % PVF2 blend crystallized at 429 K that was
used for selected area light scattering. Patterns were
obtained from the circled areas labelled a to d.
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Figure 36. images along with and selected
area light scattering patterns from the areas labelled a
through d in the spherulite shown in Figure 35.

110
patterns an. the co.p.te. simulated ones, when the an.Xe
.between the direction of „axi.u. polari.ability and the
or.ented population; the simulated and patterns
appeared similar to the eKperi:„ental ones in the study
Therefore it is believed that rod-like structures within
the spherulites which are oriented along the spherulite
radius give rise to these patterns.
Further evidence from this comes from comparing
the patterns of Figure 36 with those obtained from oriented
polyethylene films (129,130). m these studies, the films
crystallized from stressed polymer melts had light scatter-
ing patterns very similar to the ones observed in Figure
36. There were two differences in the patterns, however.
Diffraction rings due to the extinction bands were absent
in the polyethylene patterns. This was to be expected
since the polyethylene was not spherulitic. Also, the
polyethylene patterns had a flattened x type appearance
with azimuthal maxima at approximately 65°. The H pat-
terns of Figure 36 taken from regions b and d also had
this flattened x-like appearance but in general, the pat-
terns in this work were more like streaks. Changing the
orientation of the draw direction relative to the polari-
zers gave patterns in the polyethylene films which cor-
responded to the patterns observed here at different radial
orientations of the spherulite. Utilizing various
Ill
techniques including computer simulation of the patterns
(12 9) the morphology in the polyethylene was shown to be
comprised of a network of optically anisotropic rod-like
units preferentially oriented at an angle of ±22° to the
draw direction. The computer simulations determined the
length L of these rods to be approximately 40 A', where X'
is the wavelength of the light in the medium. For the
samples studied here, this would correspond to rods approx-
imately 40 Mm long.
Another method for estimating the size of rods
which would give the wide angle pattern of Figure 33c
is offered by Murakami et al. (122). They show that the
scattering angle 6', where there is the largest difference
between the scattering along y = 0° and y = 45° can be
related to L by
4.80 = 2tt j, sin(^) (3)
Using this equation gives values of L between 20 and 40 ym.
Rods of this size can certainly exist within spherulites
whose radii are over 100 ym.
Therefore, based on the above discussion, as well
as suggestions of T. Hashimoto (131) , it is believed that
the wide angle patterns seen in these samples resulted from
assemblies of rods within the spherulites. These rods ap-
pear to be 20-40 ym long and are most likely composed of a
staggered array of twisting lamellae. Branching of the
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lamellae results in orientation of the optic axes at large
angles relative to the spherulite radius, thus giving the
cross-like patterns. A schematic representation of
these rods is shown in Figure 37. Upon close inspection
of Figure 35, these types of rods can be detected. The
weakness of the wide angle pattern in the pure PVF^
compared to the blends is probably due to less branching of
the lamellae in the homopolymer
.
3^Conclusipns. The extinction spacing, p, in the banded
sphorulites was observed to increase at higher crystalliza-
tion temperatures, and as more PMMA was added to the blend.
For each composition a lower limiting value of p seemed to be
approached as was increased. This limiting value de-
creased as more PMMA was added. Excluding the low T data
c '
where this limiting value was approached, a plot of ln(p)
vs. 1/AT for the data from all the blends formed a single
straight line. Thus p was a function of undercooling and
not composition at high T^
, but the lower limiting value of
P/ at low T^, was a function of composition and not under-
cooling. Viewing the ln(p) vs. 1/AT plot as an activation
energy plot gave E = 322 cal/mole from the slope, and an
intercept of p^ = .0438 ym. A possible explanation for the
latter could be the extinction spacing a spherulite crys-
tallized at T^° might have, while the former can be the
Figure 37. Schematic representation of rods formed
from bundles of lamellae twisting and branching in a
spherulite
.
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amount of energy relieved by reorienting the lamellae.
Diffraction patterns were taken from adjacent 670
nm regions along the radius of a banded spherulite using
the p, ij diffraction STEM technique. From these patterns
it was apparent that the b unit cell axis was oriented
radially, while the c and a axes twisted about the
spherulite radius. It was not possible, however, to deter-
mine whether the twisting was alternating, oppositely
directed half twists, or a continuous full twist. There
was good agreement between the orientation of the unit
cell and lamellar orientation observed from the STEM image.
Light scattering from films of these blends gave
circular patterns at both wide and small angles. This
was most likely due to domination of the isotropic term
in the scattering equation. The patterns displayed
the typical four leaf clover appearance for spherulitic
polymers in the small angle region, but a rod-like pattern
with the maxima at p - 0° and 90° in the wide angle region.
Using the microscope, adapted to perform selected area
light scattering, patterns from areas 50 yra in diameter
taken from different regions within a given banded spheru-
lite were obtained. These corresponded to rod patterns
with the rods oriented along the spherulite radius. The
rods are believed to be 20-40 ym long and composed of ar-
rays of staggered lamellae. Formation of these rods re-
sults from branching and twisting of the lamellar bundles.
CHAPTER IV
MELTING STUDIES
A. Background
The previous chapter contained a preliminary discussion
of the complex melting behavior of PVF2 crystals in blends
with P^4MA as well as in the homopolymer. The observed melt-
ing regions were related to the various crystal forms and
morphologies present. In this chapter, a detailed study of
the melting behavior in the blends as a function of crystal-
lization temperature and composition will be discussed.
As mentioned in Chapter I, the melting point depression
observed in blends of PVF^ and PMMA has allowed various cal-
culations of an interaction parameter between the two poly-
mers (34,42,95). The interaction parameter was always less
than or equal to zero and appeared to be constant over the
entire composition range. Contrary to this, Wendorff (94),
using SAXS , has found an interaction parameter which is nega
tive, but varies as a function of composition. The present
study will attempt to follow change in the melting points,
T^, of samples at high crystallization temperatures, T^. Ac
cording to Hoffman and Weeks (114), extrapolation of T^ vs.
T plots should enable one to derive the equilibrium melting
c ^
points. These equilibrium melting points can then be used
to determine the interaction parameter for this system.
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AS Shown in Chapter III, there are a variety of morphol-
ogies and melting points which are seen in the samples crys-
tallized at high temperatures. In addition, Prest and Luca
(25) have reported that a Hoffman-Weeks (114) plot of T vs
m
for pure PVF2 exhibits an increase in the slope for the a
form crystals when these other crystal phases become present.
In the present study, Hoffman-Weeks plots will be examined
for this upturn, and a better understanding of the phenomena
behind it will be attempted.
1^ Hoffman-Weeks theory. An understanding of Hoffman-Weeks
(114) theory of polymer crystallization is necessary before
proceeding to the analysis of the plots suggested by this ap-
proach. Their ideas are based on the assumption that a folded
chain lamellar crystal is formed with a thickness that is de-
termined by the crystallization temperature. The melting
point of this crystal is then shown to be a function of its
thickness. If the crystal had no chain folds and was infin-
itely thick, it would melt at the equilibrium melting point,
"^m^^-
However, this type of crystal could only be grown at
= T^*^ and would take infinitely long to do so. Therefore,
the melting point observed for the folded chain crystal is
always lower than T ^.
From surface nucleation theory (132) the initial thick-
ness, £*, of a chain folded lamella, which is kinetically de-
termined f is given by
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2a T o
^* = + 6ZAH^ AT (4)
where is the end surface interfacial free energy of the
crystal, T^° the equilibrium melting point for a perfact crys-
tal with an infinite thickness, AHf the heat of fusion per
unit volume of crystal, and AT the undercooling T ° - t
As will be shown, 61 represents the small thickening from £*
necessary for crystal growth to continue. It has been approx-
imated by (103) with o being the lateral surface free en-
ergy and bo the thickness of a monomolecular layer in the 110
plane. There is very little variation of 6£ with undercooling
and it can be considered constant for our purposes.
Assuming that the heat of fusion is independent of tem-
perature and the lateral dimensions of the crystal are much
greater than its thickness, a straightforward therm.odynamic
argument (114) shows that the observed melting point, T^, of
a crystal with thickness £ is
T = T " r 1 - 1 fm m AHf£^
If £* from equation 4 is now inserted for £ in equation 5,
the result is
T = T - AT ( 1 - 1 I r\m c
1 l+6£ (AHf ) (AT)/2agTj^o '
Therefore, since &Z is small and positive, a crystal, for
which no isothermal thickening from £* has taken place, has
a melting point slightly above the temperature at which it
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was grown. If 6. „as ^ero, then = T and the crystal
could never grow
.
At low undercoolings the crystal can thicken from i* to
a final thickness £. This rate of thickening has been shown
to be proportional to the logarithm of the age of the crystal
(133,134). A simplifying assumption can be made that at long
times, on the average, the thickness achieves a value which
is n times larger than I* (35).
Assuming 6 9, is small compared to the term 2a t °/Ah.At in
e m ^ f -^^^
equation 4, which is a good approximation at low undercoolings,
the use of equation 4 and 7 in equation 5 gives the equation
describing a Hoffman-Weeks plot.
^m = C (1 - ^) ^ T
Plotting vs. should therefore result in a straight line
with a slope of l/n. The intercept of such a plot with the
T = T line will occur at T °.
"I c m
B. Results and Discussion
DSC traces of samples isothermally crystallized from the
melt are presented for different volume fractions of PVF2/V2,
at two crystallization temperatures in Figure 38. All of the
samples were run at lOK/min. unless otherwise noted. As dis-
cussed in the previous chapter, there are three types of
crystals formed at these temperatures, each having a different
119
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Figure 38. DSC melting traces of PVF2/PMMA blends
crystallized at two different temperatures. V2 is the
volume fraction of PVF_
.
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melting point. These crystals are designated a, y and y-
in order of increasing melting points. Though there are
three types of crystals, there are only two crystal forms.
The
-Y and y" crystals have the same crystal unit cell, but
the former is nucleated and grown from the melt, while the
latter only develops from a crystal-crystal phase transition
from the a crystals at the temperature of crystallization.
For crystallization times less than approximately 100
hours, or temperatures less than 425 K (this will vary with
composition) the (x melting peaks are predominant in the DSC
traces. This can be seen in Figure 38 for samples crystal-
lized at 428.7 K for 70 hours. The shoulder and broad endo-
therm at temperatures below the a peak are due to crystals
formed during quenching, and recrystallization of these during
melting. Changing heating rates from 1.25 to 80 K/minute al-
tered the shape and position of these two low temperature en-
dotherms but not the a peak nor the higher temperature y and
y' peaks. Crystallization at slightly higher temperatures for
longer times, as shown in Figure 38 by the samples grown at
4 32.7 K for 209 hours, enabled more crystals to transform
from u to y' and the latter peak now becomes much larger. In
blends with 6 0.9 volume % or less PVF^/ the y crystals often
grow in preference to the a, therefore the penultimate peak
will be very large.
The crystal linity for samples grown at 4 20 K for 72 hours
is given in Figure 39 as a function of weight % PVF . These
0.6H
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U
c
o
u
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Figure 39. Crystallini ty in PVFp/PMMA blends
weight fraction of PVF^
. From DSC endotherms.
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samples were used since they were entirely of the u polymorph
for which a heat of fusion of 5965 j/mole has been calculated
by Welch and Miller (31). Using the simple assumption that
the heat of fusion is the same for the y and y' crystals,
areas under the multiple melting endotherms observed at higher
crystallization temperatures fall within the range of error
for these points. The dashed line represents the crystallin-
ity that would be expected if the PMMA had no effect on the
PVF^. As can be seen, the data for the blends fall below this
line implying some interaction. Similar results were found by
Nishi and Wang (34).
Figures 40-45 show Hoffman-Weeks plots of the six blend
compositions studied. The observed T^'s were taken at the
peaks of the DSC melting endotherms. Similar plots using the
last trace of the melting endotherm as the observed T were
m
identical except for an overall shift upwards of 2 K. The
use of the peak temperatures was preferred because the accur-
acy of their determination is greater when multiple melting
peaks are present, especially when there were only small
amounts of some polymorphs. Determination of melting points
by visual inspection, using the polarizing microscope and
Mettler hot stage programmed at the same heating rate used in
DSC studies, gave values in agreement with the DSC results.
The temperature at which the loss of birefringence was most
rapid was taken as the melting point. As in the DSC measure-
ments, complete loss of birefringence was approximately two
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Figure 40. Hoffman-Weeks plot of PVF 2*
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Figure 41. Hoffman-Weeks plot of an 85.8 volume
« PVF^ blend.
125
CMO
T(CRYST) IK)
Figure 42. Hoffman-Weeks plot of a 72.8 volume
% PVF^ blend.
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Figure 43. Hoffman-Weeks plot of a 60.9 volume
% PVF^ blend.
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Figure 44. Ilof fman-Weeks plot of a 50.1 volume
% PVF^ blend.
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Figure 45. Hoffman-Weeks plot of a 40.1 volume
% PVF^ blend.
Ml. 1^^
degrees higher, but was harder to determine accurately since
remaining orientation of the molecular chains, even after
the crystals had melted, would be seen as a lingering bire-
fringence. The microscopically determined melting points
were especially useful at the highest crystallisation temper-
atures when only very small amounts of „ crystals were pre-
sent.
As can be seen from Figure 40-45, the Hoffman-Weeks plots
of all the blends have the same general features. At low
crystallization temperatures, only the a form is present and
the data fall on a straight line. At higher crystallization
temperatures, the other crystal forms are grown and the melt-
ing points for the a form seem to rise above the line drawn
from the low temperature data. As the blends became richer
in PMMA, the main differences in these plots were: lowering
of all observed T^^'s, depression of the temperature at which
the cx form melting points start to deviate upwards from the
line drawn through the low T data, and appearance of the
higher melting crystal forms at lower temperatures.
In all of the blends, the data for the a crystals appears
to form two linear segments. The transition from one segment
to the other is most likely smooth, although this is hard to
determine due to scatter in the experimental points. These
two linear segments can each be extrapolated to the T = T
m c
line, therefore implying two equilibrium melting points for
the a crystals. This is obviously impossible. Past work on
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melts Of the blends (34,42,95) and the pure PVP (24-26,
31-3 3, have always obtained from data taken'at low Lys-
talli.ation temperatures, before the change In slope would
be seen. Only Prest and Luca (24,25, even noted that this
upturn occurs at higher T 's
c
T^°'s for the a crystals in the blends were first cal-
culated by extrapolating the data from the lower crystalliza-
tion temperatures. These are given in Table 2. it was then
noted, however, that the melting points observed at the high-
est crystallization temperatures were higher than these T O's
m
*
This violates the definition of the equilibrium melting point.
To clear up the above anomolies one must consider what is
causing the change in slope of the a form.
1^ PVFp viewed as a copolympr, it is known from nuclear
magnetic resonance studies of PVF2 (24,33,135,136) that there
is a small percentage of head-to-head linkages present in the
polymer backbone, the amount of which varies with polymeriza-
tion conditions. The PVF^ can therefore be viewed as a copol-
ymer made of head- to- tail and head-to-head repeat units.
Since the fluorine and hydrogen atoms are of similar size,
it is possible that some of the head-to-head linkages can be
fitted into the regular head-to-tail crystal lattice.
Lando and Doll (13) actually examined this question and
have shown that incorporation of the head-to-head PVF units
in the a crystals is highly unlikely since this would result
131
TABLE 2
c
Vol.
PVF
100. 0
85 . 8
72. 8
60.9
50. 1
40.1
Wt. %
PVF'
100.0
90.0
80
. 0
70 . 0
60.0
50.0
a Form
Low T
449.5
449 .0
447
. 9
445
. 8
7 442 . 8
440.8
High T
474 .1
472.4
467.6
465. 3
464.5
460.3
Y Form
492 .6
490 .3
487.2
483 .1
482 .4
479 .0
nm apart, while the sura of fh •their van der Waals radii is 0 270nm. However, the head-^o k ^ ^
u.^/O
^-^-^
-xts did fit very well in thunit cell.
.ion, this line,
.a.ahashi et al. (19) ha.
noted
..nK
.ands present in . crystallites which they he-
conforraation. xt is possible therefore that the head-to-head
units can be included in these regions m anvt^yio . In y case, these
units are acting as defects i n u ^a r the head-to-tail a crystal
e
ve
lattice.
Besides the existence of these
.ink bands, which
.ay
contain head-to-head units, there are a nu^er of other ob-
servations in the literature which have been attributed to
defect inclusion in the crvst-^ic v 4.-,unt; y tals. Kortleve et al. (137)
found a concentration of 0 . 3 to 0 . 5 ti.es the overall concen-
tration of comonomer side groups in crystals fro. both ethy-
lene-vinyl acetate and ethylene-acrylic acid copolymers.
various poly(oKymethylene) copolymers (138.139) as well as
chlorinated polyethylene (139) have shown similar results.
Defects due to alterations in stereoregularity can also be
included in the crystals formed. D-lactide units have been
seen in crystals of L-lactides grown from mixtures of the two
(140). Therefore, the hypothesis of fitting head-to-head
PVF^ units to an a crystals, possibly in the form of 8-type
kinlc bands, seems reasonable.
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Flory's original theory of copolymer crystallization
(141), assumed that all non-crystallizable units, or defects,
are excluded from the crystals. In view of the above, this
appears to be an oversimplification. Sanchez and Eby (142,
143) have developed a theory for copolymer crystallization
which takes into account the inclusion of comonomeric units
in the crystal lattice. The melting point of the copolymer
can then be related to the melting point of the homopolymer
by considering both the enthalpic and entropic effects. For
an infinitely large crystal containing a concentration, X
.
of comonomeric units, the relationship is (143),
T o m
+ (l-Xn)ln
m 1^ In
X
X (9)
o
and are the equilibrium melting points of the copoly-
mer and homopolymer respectively, AH° is the heat of fusion
for the homopolymer, X is the overall concentration of comon-
omer units, and t is the excess free energy of the defect
created by incorporating the co-unit in the crystalline lat-
tice .
During equilibrium conditions, the value of X is given
c
by (144)
Xexp (-^/^T)
V = X — I
c eq 1-X+Xexp (-e/RT)
(10)
Theoretically, Helfand and Lauritzen (144) have shown that
X becomes greater than X as the crystals grow fast
c ^4
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relative to the equilibrium process. This should occur at
large undercoolings. Verifaction of this was accomplished
with the DL-lactides (140) and seemed to be true for some
of the other copolymers as well (139)
.
In light of all this, it is proposed that the upturn
in the slope of the Hoffman-Weeks plots of the a crystal
form is predominantly due to a change in the concentration
of head-to-head units in the crystals. At high crystalliza-
tion temperatures, the crystals grow very slowly, giving the
system a chance to approach equilibrium. Therefore, extrap-
olating this data to the T^ = T^ line, represents T ° form c m
crystals with = X^^. At larger undercoolings more head-
to-head groups are trapped in the crystals and X = X. This
c
will now be shown to be consistent with the theory of Sanchez
and Eby (142,143)
.
Since equation 9 deals only with infinitely large crys-
tals, the Tj^'s to be used in this equation will be the extrap-
olated '-fj^°'s from both the low and high crystallization tem-
perature data of the a crystals. These are given in Table 2.
The value of AH° is related to the observed AH by (142)
AH° - AH + eX (11)
Therefore, when X^ = X, equation 9 becomes
T^o Tj^fxT (AH+eX) T^(X)
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where T^(X) is the extrapolated for the data where X =
c
X. For X^ = x^g, equation 9 is
1 1 R
with T^(X^ ) being the extrapolated for the data where
X^ = X
.
c eq
Since T^°, for the pure homopolymer
, is the same in
both cases, equations 12 and 13 can be combined through this
term giving a relationship between T (X) and T (X )
^ m eq
(14)
R In
cX
Tm(X) (AH+£X)T^(X)
+
AH + ^^exP
^Tm(Xeq)
By inserting the values from Table 2 into equation 14
with the Tj^*^'s from the low data as T^iX) and the T^^^^'s
from the high T data as T (X ) values of e that make eq.
c m eq ^
14 hold can be deduced. Within experimental error, the values
were the same for all the blends . This is reasonable since
one is looking at excess energy in the interior of the crys-
tals due to defects. The amorphous phase composition should
have negligible effect on this. It should be noted that the
theory proposed would lead to curvature in the region in which
X goes from X to X . The two straight lines drawn for the
c eq
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a form in Figures 40 through 45 were least square fits to
data which appeared to be before or after the upturn. The
actual region over which the upturn occurs is probably curved
but this is not perceptible from the data. Beyond this tem-
perature range, when ^ x^^, the data should again fall on
a straight line. This appears to be the case at very high
crystallization temperatures.
The values of t as a function of X are plotted in Figure
46. Values of X from the literature (24,33,135,136) range
from 0.0 5 to 0.11. This would correspond to e in the range
10.3 to 6.3 k joules/mole. Using poly (oxymethlene) copolymers,
Droscher et al. (138) have determined e from the decrease in
enthalpy of melting as a function of composition. Their val-
ues varied from 7.5 to 57.6 k joules/mole
. It is expected
that the values for PVF2 should be low due to the similari-
ties of the hydrogen and fluorine. It therefore seems that
the deduced defect energies are in the proper range, and the
hypothesis that the upturn in slope is predominantly due to
changes in defect concentration of the crystal is consistent
with these theories.
Further support for this argument is the fact that the
Kurhea brand PVF^ exhibits higher melting points than the
Kynar brand. The former has been shown to have fewer head-
to-head linkages (24,33) and therefore should have a smaller
melting point depression from the pure-head-to-tail PWF^.
Prest (145) has looked at blends of Kynar and Kurhea PVF
137
13H
o
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0,03 0.07 X 0.09
Figure 46. Defect energy, e, vs. fraction of head
to-head units in PVF2/ X, using Eq. 14 and experimentally
determined T *^'s.
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in Which the Observed and extrapolated meltxng points increase
as the blend becomes richer in the Kurhea material. This is
presented in Figure 47. The only data taken at high crystal-
lization temperatures was for the pure Kurhea material. This
shows the beginning of an upturn from the low temperature
data as was seen in the Kynar PVF^. It should be noted
though that there are other differences in the two PVF 's
2
which could also affect this data.
This explanation is not the only one possible for the
change in slope of the a form. Changes due to degradation,
though these did not seem to be of major importance, can af-
fect the data. Also, at these temperatures, as will be shown
in Chapter VI, it is believed that a transition from regime
II to regime I type growth as defined by Lauritzen (146) is
occurring. Hoffman (14 7) has seen the Hoffman-Weeks plots
of polyethylene become vertical when the growth changes from
regime II to I. The plots of the PVF certainly do not be-
come vertical, but the onset of this transition could cause
some of the slope change. If this were so, the values for
e would be slightly lower. In any case, they are still in
the range of what would be expected, implying that a change
in X is the major factor,
c
2. Slopes of the Hoffman-Weeks plots . As noted before, the
slope of a Hoffman-Weeks plot is the ratio of the initial to
final lamellar thickness
,
i. Therefore
,
using equation 4 to
o
in
o
o
KUREHA 1100
O 90/10
• 50/50
n 20/80
V 10/90
O KYNAR 401
400 420
T
440
Figure 47. Hoffman-Weeks plots of mixtures of
Kurehea 1100 and Kynar 401 PVF^ ' s . From Prest (145).
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estimate the initial thickness i* , we can multiply this by
the ri values obtained from the slopes to arrive at a value
for £. From growth studies on these blends, Wang and Nishi
(37) found that 0-9.76 X10~^ j/M^ and a varies from 4.05
to 5.08 Xl0"2j/M2 using AH. = 1.986 x 10^ j/M^ , and b =
0.445 nm. Using these values with the
' s found from the
low data and the approximation for &i given previously,
I* calculated for the u polymorph ranged from 5.8 nm at 400 K
to 14 nm at the change in slope of the Hoffman-Weeks plots.
Using the T^^^^'s from the high T data on the samples crystal-
lized in that region, I* ranged from 6.8 to 9.2 nm. These
values varied approximately 15% over the composition range
of the blends. Table 3 gives the n ' s calculated from the
slopes of the Hoffman-Weeks plots. Using the n ' s from the
low T^ data, the final lamellar thicknesses must range from
about 30 nm at 4 00 K to about 6 5 nm at the change in slope.
Employing the n's from the high T data, the final thickness-
es vary from about 11 nm to 16 nm. These latter values are
in much better agreement with lamellar thicknesses obtained
from electron microscopy (30). Lamellar thicknesses were
also determined by SAXS and will be discussed in the follow-
ing chapter. The SAXS values, for samples crystallized at
418 K, ranged from 4.2 to 8.8 nm depending upon the sample
and method of analysis employed. These are obviously signif-
icantly below the thicknesses predicted from the slopes of
the Hoffman-Weeks plots in the low crystallization temperature
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TABLE 3
n = 1/SLOPE OF fiOFFMAN-WEEKS PLOTS
Vol
. % PVF
100. 0
85.8
72. 8
60.9
50.1
40.1
Low T
c
5 . 65
5.75
5.43
5.05
4.83
4 . 59
Form
Hiqh T
c
1 .50
1. 52
1.64
1.66
1.63
1.67
Y Form
1.65
1.68
1.70
1.76
1.73
1.79
range. They are only slightly below the values predicted
using the slopes of the high data, and this small differ-
ence could be explained by the lower crystallization temper-
atures of the SAXS samples. Therefore, the slopes from the
high data for the a crystal form appear to be more reason-
able than those from the low T^ data. The slopes for the y
crystals fall in the same range as the a crystals from the
high temperature crystallizations.
Slopes as well as extrapolated T^°'s for the y' data
are meaningless since these crystals never nucleate from the
melt and therefore, Hoffman-Weeks theory cannot be applied
to them. Being the same crystal structure as the y crystals
necessitates that the y' crystals would have the same T °'s
ra
if they had been determined. The fact that they do melt at
higher temperatures than the a crystals they arose from im-
plies that the structure is more thermodynamically stable,
not that the lamellae are thicker. For the latter to be true,
complex rearrangement must take place during the a to y
'
transition. This would cause changes in the morphology as
well, which are not seen (Chapter III). The y' crystals
must be larger than the y crystals though, since they both
have the same structure, but the former melt at a higher tem-
perature
.
3 . Melting point depression , The melting point depression
observed in the blends is a result of kinetic and thermodynamic
143
factors. AS xn any polymer, the kinetic effects arise be-
cause crystals are formed at temperatures below the equili-
brium meltiny point. The perfect extended chain crystals
can only grow at but would take infinitely Ion, to do
so. At lower temperatures thinner lamellae develop, which
therefore, melt below
.
To understand the thermodynamic
factors, we can view the blend as a solution, with the PMMA
acting as a good solvent for the PVF^. Welch (31), using
low molecular weight solvents, found a melting point depres-
sion in PVF^ of about 40 K with dimethyIphthalate and 75 K
with dimethylacetamide in solutions containing 40 vol.% PVF
,
the same region covered with the blends in the present work."
Classical polymer thermodynamics predict that this solution
effect should be negligible in high molecular weight blends
due to the unfavorable entropy of mixing, and no depression
of the T^°'s should occur. If this was true, the slopes of
the Hoffman-Weeks plots should increase as more PMMA is added
so that the extrapolated T^°
• s would coincide. This is ex-
actly opposite to the trend that is seen in Table 3 for the
a form in the high T region and the y form. The slopes of
the a form from the low T region increase as more PMMA is
added, but not enough to make the ' s coincide. It is
therefore believed that there are very favorable enthalpic
interactions between the two polymers which cause the depres-
^ . osion of the T^ 's and enable them to form a compatible blend.
Coleman et al
. (82) have seen alterations in the carbonyl
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absorbance band in Fourier transform infrared spectra from
these blends. They were not able to account for these changes
by co-adding the spectra of the individual homopolymers
.
This could imply that the enthalpic factors are from hydro-
gen bond-type interactions between the carbonyl of the PMMA
and the electropositive hydrogens of the PVF
. in order to
measure the amount of enthalpic interaction, the kinetic fac-
tors first must be removed. This is done by using only the
equilibrium melting points for each composition, determined
from the Hoffman-Weeks plots.
Applying the Flory-Huggins approximation (141), Scott
(86) derived the following equation for polymer-polymer blends
- li
2u 2u
o RT V2u
Vlu
In v
+
m
1
_ 1_
mn mn 1 ^1 (15)
The subscripts 1 and 2 represent the noncrys tallizable
and crystallizable polymers, respectively. The chemical po-
tential per mole of repeat units for the crystallizable poly
o
.
mer is p^^ in the pure melt and in the blend. The spe-
cific volumes are V, and the volumes fractions v. x is the
2
polymer-polymer interaction parameter and m is essentially
the degree of polymerization.
The free energy of fusion per mole of repeat units of a
homopolymer, AF^°, and a blend, AF^, is by definition:
o o c
AF = p - u
u u u
(16)
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AF = n - |i ^ ^ _ o
u ) + (M
o
u u (17)
where (j
1
is the chemical potential per mole of repeat units
in the crystalline state. Combining equations 15-17 gives
AF_ AF ° + ""L.!^ , ^ 2
V, ^12 1lu
2u 2u (18)
where now Af^^ is shown to be equal to AF^^° for the pure
polymer plus a term due to the interaction'between the two
components in the blend.
Sanchez and DiMarzio (14 8) have shown that the free ener.
gy changes upon crystallization can be related to the equili-
brium melting points for polymer solutions by:
Ah o
AF 2u ' -"m
(T^
- T)
2u rp O
(19)
AF - [AH + Ah ]2u 2u 2u JJ
d
(20)
where Ah^^ is the average partial molar heat of solution per
mole of monomer units and
, the equilibrium dissolution
temperature. In this case, T ° is T ° for the blend.
d m
By definition of Ah^ it can be shown that:
2u
3 A II
Ah m
2u 3n 2u
V
RT 2u
T,P,n
Vlu
^12 1 (21)
lu
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where Aii^ is the heat of mixing per mole of repeat units
and n is the number of moles of repeat units.
By using equations 19-21 in equation 18 the relation-
ship between the interaction parameter and the equilibrium
melting point depression is obtained.
T - 1jm Id
T °
m
RT ^2u 2
; A„^^v;;*l2 1 (22,
Neglecting the entropic contributions (86), x can be given
as
BV,
X =
12 ^^^^
With B being the interaction energy density of the two poly-
mers. Inserting this into equation 22 and rearranging gives:
1 - d \ _ 2u ^ 2
T o
m
AH ^1 (24)
2u
2
A plot of the left side of equation 24 vs. v^ would there-
fore have a slope proportional to B. Note that this equation,
as opposed to similar ones previously developed (34,95), uses
only equilibrium melting points. Since it was derived from
thermodynamic arguments it is important that any kinetic fac-
tors which would affect the magnitude of the melting point
o
depression be removed. Using the T 's given in Table 2 for
m
the low T data of the a polymorph in such a manner gave the
3plot shown in Figure 48. With V = 84.9 cm /mole, V
lu 2u
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148
36.4 enVole (149, and densities of = 1.20
./o^^ and
P2
- 1-80 g/cm
,
the value found for B was
-8.83 x lo' j/ (^^
of PMMA)
.
^/O-
The large negative B verifies that this system is com-
patible in the melt. The absolute value of B is than
that found by Nishi and V7ang (34) and Paul et al. (95) for
the same crystallization region, since they did not use equi-
librium melting points. Note that the intercept is very close
to zero, verifying the assumption used with equation 23 that
entropic effects contribute little to y
12'
The high crystallization temperature region is more
representative of the equilibrium interactions occurring be-
tween PMMA and PVF^, as opposed to the low data. There-
fore, analysis of the results from the former region should
yield a better estimate of the interaction between the poly-
mers. The values for the equilibrium melting points for the
high T^ a crystals and for the y form given in Table 2 are
plotted against the volume fraction of PVF in Figure 49.
Since the depression of the melting points is similar for
both forms, analysis of each according to equation 24 gave
results falling on the same curve. This is shown in Figure
50. Note now the data do not form a straight line. Assuming
entropy effects to still be negligible, the curve is drawn
through the origin. Paul et al . (95) have shown that for
polymers of this size, entropy effects could only lower the
melting points a maximum of 0.2 K in the range of compositions
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Figure 49. Ti^° ' s extrapolated for y form and high
T region of a form from Hoffman-Weeks plots of PVF2/PMMA
blends
.
Figure 50. Plot of eq. 21 for PVF2/PMMA blends using
of A form and high T data of a form.
con-
151
explored. This corresponds to a ,naxi„,um intercept of 4 x
10 in Figure 50 which is equivalent to zero within exper-
imental error. since this plot is not a straight line, it
implies that B is a function of composition. In all cases
it is still negative, but its absolute value decreases as
more is added. A plot of
-B vs. volume fraction of
PVF^ is shown in Figure 51.
Recently, Wendorff (94) has also analyzed blends of
PMMA and PVF^ to determine interaction parameters. His re-
sults from both SAXS and melting point depression gave
centration dependent interaction parameters which were in
excellent agreement with the values found here. The T °'s
m
Wendorff obtained were approximately 8-9 K higher than the
determined in the present study. These discrepancies can b
due to the fact that Wendorff used a different PVF^, most
likely having a different amount of head-to-head linkages.
Since T^^ was shown to be a function of X^^ and thus X, var-
ation of X will alter the determined. However, since
his interaction parameters were close to those established
here, it appears as though B is not a function of X.
There are other systems which have also appeared to
have concentration dependent interaction parameters. Using
vapor sorption measurements, x was found to vary with com-
12
position in blends of polys tyrene/poly (vinyl methyl ether)
(90)
.
The interaction parameters for many polymer-solvent
mixtures is known to be a function of the amount of solvent
se
e
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Figure 51. Interaction energy density B of PVF2/
PMMA blends as a function of volume fraction of PVF2
.
Values of B are from the slope of the curve in Figure 50,
153
present (150). Therefore, a composition dependent interac-
tion parameter is not unreasonable. Flory (151) has ac-
tually attempted to account for this fact in the develop-
ment of his equation of state thermodynamics.
C. Conclusions
The melting behavior of PVF2/PMMA blends is very complex.
Decreases in the crys tallinity of the blends beyond what is
due to dilution suggest interactions between the two compo-
nents. Construction of Hoffman-Weeks plots for different
blend compositions were similar, but had aspects which did
not agree with the theory behind these plots. At low crys-
tallization temperatures, only a form crystals grow. At
high crystallization temperatures, two new higher melting
species are obtained. The highest melting species, y' , is
a result of a solid-solid transition from the a form and
thus cannot be analyzed using Hoffman-Weeks theory. The oth-
er is from a y crystal form which starts to grow concurrently
with the a phase at these temperatures. The data for the a
phase undergoes a change in slope at the same temperatures
at which the y' phase becomes apparent. This change in slope
enables the extrapolation of two T °'s to explain this. The
^ m ^
PVF2 can be viewed as a copolymer with the head-to-head link-
ages as the co-units. At high crystallization temperatures
the amount of these linkages incorporated in the crystal
approaches the equilibrium value. Rapid growth at low
crystallization temperatures results in entrapment of these
units in the crystal, in an amount equal to the overall con-
centration of head-to-head units in the polymer. The differ-
ence in the head-to-head unit concentration in the a crystal
causes the change in slope of the Plof fman-Weeks plots. Us-
ing this analysis, defect energies of 10.3 to 6.3 kjoules/
mole are calculated for values of X ranging from 0.05 to 0.11
From the two different slopes, estimates of lamellar thick-
nesses are made. The high T^ data gives values in close
agreement with what is observed by other techniques while
the low T^ data seemed to be too large.
The melting point depression in the blends is due to
both kinetic and thermodynamic factors. Using the Hoffman-
Weeks plots to determine T "'s enables the kinetic effects to
m
be removed. Applying a thermodynamically based theory to the
o
depression of the 's in the blends allows calculation of
the interaction energy density, B. A value for B of -8.83 x
6 3
10 j/m IS found using the a form data at low crystalliza-
tion temperatures. Using the data at higher crystallization
temperatures, which is more representative of equilibrium
conditions, B is found to be a function of composition from
both the a and y crystal melting points.
CHAPTER V
O
SAXS
A. Background
If impinged upon by x-rays of incident intensity I
the electrons in a material will emit coherent scattered
intensity 1(h) given by (152)
i I
I (h) = —2. f2 (h)
p2 (25)
where i^ is the Thompson scattering factor equal to 7.96 x
""26 2
10 cm
, p is the distance from the scattering material to
the observer and F(h) is a structure factor related to the
internal morphology of the material. The scattering vector
h can be shown to be
h = 271- s = ^ sin 0 (26)
where the angle between the incident intensity of wavelength
A and the observer is 26. The scattered intensity may also
be expressed in a normalized format given by the Raylei gh
factor
R(h) = iMpi (27)
I V
o o
where V is the volume of the scattering system,
o
The scattering profile itself can be divided into four
155
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regions of scattering angles, each containing information
on different scales of size. The very small angle scatter-
ing, known as the Guinier region provides information on
the average radius of^yration, R^, of isolated particles
in a dilute solution (153-155). The range of applicability
for this analysis is generally accepted as Rgh<l. The in-
termediate angle, central portion of the scattering curve
is the particle interference region. Analysis of this re-
gion is usually accomplished by employing morphological mod-
els to describe the scattering. Discussion of the models
used to treat lamellar semi-crystalline polymers will be
presented below. The Porod law region is the tail of the
small angle scattering curve. This region gives information
on the surface to volume ratio of the particles and sizes of
interfacial boundaries between areas differing in electron
densities (155-158)
.
At angles larger than the Porod law
region, the scattering is due only to small scale concentra-
tion and thermal density fluctuation within a phase. This
type of scattering is superimposed upon the entire curve,
but its relatively small intensity makes it difficult to ob-
serve in the other regions. This region is actually the on-
set of the wide angle scattering.
Two approaches can be taken to analyze experimental
scattering curves. For systems of unknown particle shapes
a statistical approach is used wherein the scattering is con-
sidered to arise from fluctuations in electron density
157
throughout the medium. On the other hand, for systems of
more well-defined geometry, the structure factors can be
calculated from predetermined models.
In the statistical approach, the local electron density
I'j is given by
Pj = P + An. (28)
where p is the average electron density of the medium and
Ari. is the deviation of the j th volume element from this
average. A three dimensional correlation function can then
be described as (152,154,155,15 7)
(29)
n
where < / r represents the average over all volume elements
j and k separated by the vector r, and is the mean square
fluctuation at r = 0. The correlation function will be 1
when r = 0 and approaches 0 as £ goes to <» .
Guinier (155) has shown that the scattered intensity
for an isotropic system can be represented using the correla-
tion function by
i I
2 - 0
I(s)=--— Vq / Y'(r) exp (2TTisr)dr (30)
P
where r is now a scalar and s = — sin 0. A Fourier trans-
A
form of equation 30 enables one to solve for y'(^) in terms
of I (s)
.
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2
^
oo
''^""^^Vor^i I(s) exp (27,isr)ds (31)
o '
which is shown to be equivalent to
00
/ I(s) COS (2iirs)ds
Y' (r) = ^
00
/ I(s) ds
0
(32)
To apply the model approach, one can choose from a va-
riety of models found in the literature. Four of the more
widely known ones used to describe lamellar semicrystalline
polymers are: (1) the Tsvankin-Buchanan model (158); (2)
the Vonk model for a theoretical correlation function (159);
(3) the Hosomann paracrystalline lattice (160); and (4)
Ruland's interface distribution function approach (161).
Ofhtir recent works dealing with these four models (73,162-
165) are also suggested for a more in-depth understanding.
1. SAXS models .
a. Tsvankin-Buchanan model . This model describes a
distorted one dimensional infinite lattice of alternating
amorphous and crystalline phases separated by a linear tran-
sition zone. The thickness distributions of the crystalline
and amorphous regions are assumed to be rectangular and
Gaussian respectively. A series of calibration curves are
thus calculated. One can then measure the position and the
peak width at half height of the scattering maximum and
uniquely determine the crystallinity and model parameters.
Although this is an appealing model which is easily applied,
previous studies (73,166) have not found good agreement
with the experimentally determined scattering profiles.
Therefore, this approach was not utilized in this work.
^ Vonk model for a theoretical correlation function
.
Debye et al.'s (167) model describing scattering from a sys-
tem of random voids was adapted by Vonk and Korleve (159) to
an infinite stack of alternating crystalline lamellae and
amorphous regions. A theoretical correlation function is
calculated from this model by examining the correlations in
the electron density fluctuations of two points separated
by a distance r perpendicular to the lamellar surfaces.
Since the experimentally determined scattering intensity is
from a three dimensional system, it must be corrected to com-
pare to this theoretical one dimensional model. This is
known as the Lorentz correction and amounts to multiplying
2
I(s) by s (163,168,169). The experimental one dimensional
correlation function is therefore
I s I (s) COS (2TTsr)dsY(r) = -Q (33)
r s2 i(s) ds
0
In the model , the crystals of thickness r have a thick
c
ness distribution function P^(r^) with a mean thickness C.
The amorphous layers are distributed according to (r )
a a
with a mean value A. The vplume fraction crys tallini ty is
therefore
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-9 crystaUine and amorphous regions, the probability that
both ends Will be in a crystal phase is given by p ^he
probabiUty that a given rod has both ends in the IL crys-
talline lamellae is g^, whereas the probability that one end
Of the rod is in another lamella separated by one amorphous
region is q^^^. This can be extended to the probability
that the ends are in different lamellae separated by two
amorphous and one crystalline region, g^^^^^,
finitum. Thus, p^^ is the sum of all these probabilities.
Pec <3c + <2cac + '^cacac + • • • • (35)
Vonk has shown that
-
^^IcTaT ^^c-^^Pc^^c^^^n (36)
By convoluting the individual distributions one obtains
%ac = ^c^^+^^ Pa^^a) Q^^p) (37)
where
The subscripts refer to the layer number in the stack.
Values of the additional probabilities, e.q., q . can
^ ^cacac'
also be computed in this manner.
The correlation function can then be calculated by
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1-0
oo
^ / (r -r)P (r dr + p
cac -1 (39)
Therefore, y (r) can be calculated given 0^ and the dis-
tribution functions of the crystal and amorpho^lf phases
. in
performing this calculation, renormali zation of the distri-
bution functions must be done to avoid negative thicknesses.
Satisfactory results have been obtained from this model with
several polymer systems (73,112,159,170).
c^__Hosemann paracrys tal line lattice
. The Hosemann mod-
el (160) is a refinement of the Tsvankin-Buchanan model in
which the infinite lattice is replaced by a finite stack of
N parallel lamellae. This causes broadening of the scatter-
ing curve and zero order scattering from the entire stack.
The amorphous and crystalline layers are arranged according
to paracrystalline statistics with a finite transition zone
between them. Theoretical scattering intensities are calcu-
lated from
Ks) =
2iTs2
1-f
Re N
(1-fa) (l-fc)\
(1-fafc)
(40)
+ f
c
^ 1-f f l-(f^f )a c
N
• Z(s)
The amorphous and crystalline structure factors, f and f
,
a c
are defined by the Fourier transforms of the thickness
162
distributions, H^(r).
These thickness distributions
sian and given by
are assumed to be Guas-
Hi(r) =
/2-\\ Ar.
1
exp - (r-ri)
^
27^?JT?
(41)
with r being the average thickness. The parameters are sim-
plified somewhat by using (171)
= /r
(42)
A transition zone of thickness E is incorporated by the
term Z (s)
, where
Z(s) =
27iis^E
1-exp (-2''TisE) (43)
The parameters needed are therefore the standard devia-
tions and average thicknesses of both the crystalline and
amorphous layers, as well as E and N. Previous studies (73,
164
,
166
,
171) have obtained values of N less than or equal to
2.0. Interpretations of these low values suggest that N rep-
resents the equivalent number of perfectly parallel lamellae
(164) or that N can be looked at as a measure of angular dis-
order in the lamellar stack (171)
.
d. Ruland interface distribution approach
. This method
(161) utilizes the derivative of the electron density profile
to calculate the interface distribution. From this, the
crystal and amorphous distributions can be obtained. This
163
approach emphasizes lower order distance distribution and
therefore demands very accurate data in the tail of the
scattering curve. m both this approach and the correlation
function method, analysis is done on the Fourier transform
of the scattering curve which can introduce additional errors
e, Mor^general models
. Aside from the models specif-
ically designed for lamellar crystalline polymers, more gen-
eral approaches to scattering can also be applied. Two which
canbeofusein the present work are Bragg's law (113) and
the diameter distribution approach of Vonk (172).
If the centers of adjacent lamellae are assumed to form
a macrolattice, a Bragg spacing d can be derived from the
angle of the scattering maxima, through the use of Bragg 's
law (113) given in equation 1. The position of the intensity
maximum must be taken from the Lorentz corrected desmeared
data ( 73, 162, 16 3,168) since the only concern here is the dis-
tance between lamellae in the same stack, and these stacks
are randomly oriented in the sample. The periodicity ob-
tained is known as the long period.
The application of Bragg 's law implies that there is an
infinite lattice with no disorder. Since neither of these
assumptions actually hold, the values of the long period ob-
tained will not be exact. Even so, reasonable agreement has
been found between long periods obtained via Bragg 's law,
and those derived from various models (73,112,163).
The diameter distribution function approach assumes that
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the scattering arises from an isotropic syste. of particles
of equal shapes but different sizes R. The total integrated
x-ray intensity is then expressed as an integral over the
particle size distribution function D(R), n,ultiplied by a
co^on Single particle function of hR. To apply this to a
lamellar system, the objects are assumed to be plate like
giving
r I(h)dh = rD<R) m2(R, ii^dR ,44)"^
(hR)^
where m(R) is the excess number of electrons in a plate-like
particle of thickness 2R, over and above the number of elec-
trons in the same volume of the surrounding medium. Solu-
tions of equation 44 are then obtained at discrete values
of D(R) via the method of least squares thus yielding the
distribution of lamellar thicknesses.
In light of the above discussion, and results of previ-
ous studies (73,112,164,166,171), theoretical comparison to
the experimental data will be performed utilizing the Vonk
correlation function and Hosemann paracrystalline models.
The diameter distribution function of the lamellar thick-
nesses as well as the long period from Bragg 's law will also
be calculated.
2. Porod
'
s law and the invariant
. From investigations of a
wide variety of systems, with varying morphologies, Porod
(156) found that regardless of the shape of the scattering
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entity and assuming the electron density profile was rec-
tangular, the limiting intensity is given by
lim I (s) = —
where the constant K is related to the specific inner sur-
face of the system S/V, and the volume fractions of the
phases c))^, by
K = S
V/ Q^7T~ (46)87T <p^<t>2
Q is the Porod invariant
oo 9Q = 4Tr/ I(s)s^ds (47)
To obtain Q (experimentally) , the integral of equa-
tion 4 7 is divided into two parts, above and below the point
at which Porod' s law can be assumed to hold, s ,
P
s _
Q = 4tt / P s I(s)ds + 47r s^I(s)ds (48)
The second term can be evaluated numerically giving K/s^
with K determined from a plot of Is^ vs. s^ utilizing data
in the tail region of the scattering curve. The first term
is obtained directly from I(s).
The Porod invariant can be related to by
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where is Avagad„-s nu,^er. The mean square nuctuation
Of the electron density is an important quantity since it is
proportional to the volume fractions of the phases in the
scattering material, and their electron density differences
(155,167). Por an ideal two phase system with sharp phase
boundaries
,
= (50)
This can be extended to an ideal n phase system to give
If the electron density profile is not rectangular and
there is a finite transition zone, corrections to Porodfe law
must be made (160,173-176). This is accomplished by convol-
uting the ideal (rectangular) electron density profile with
a function describing the interface profile
^^^^eal = ^(^) ideal = P (y ) h ' (x-y) dy (52)
where * represents the convolution product. The resultant
modification to the intensity is
^'^'obs = ^'^'ideal
•
with H(s) being the Fourier transform of h' (x) . Two basic
functions for h'(x) have been applied. Ruland (175) and
Vonk (179) assumed a linear transition of thickness E such
that
h (x) = ^ - -
0 t<x
. 2
sin """Es 7 9 0
H(s)
-
~
. i_2,r^E2s2/3 +
.
.(nEs)2 .. (55)
while Hashimoto (176) used a Gaussian transition zone,
h' (x) = 27ia^ exp (-x^/2a^)
2 2 2H(s) = exp (-471 o s )
There are a number of ways these interface functions
can be applied, which involve various approximations made
on the form of l/(s)
.
An extensive review of these as well
as a semi-empirical model approach to this problem is dis-
cussed in detail by Koberstein et al
. (173). In all cases,
however, a negative deviation from Porod's law is seen.
An alternative method to calculate a linear transition
zone through the use of the correlation function has been
proposed by Vonk (174) . In this method, a quantity R is cal
culated from
2 -^s^ I(s)ds
R = 4TT —5 (58)
Is I(s)ds
and used in conjunction with the slope of the three dimen-
sional correlation function evaluated at r = E giving
i / dY (r)
^\j~r y (59)
r = E
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The three dimensional correlation function can be re-
lated to the one dimensional correlation function for a
lamellar model by (174)
= 2 / dy' (r) ,
/r=E \ dr (60)
If a finite transition zone of thickness E exists,
is reduced (174) and equation 50 becomes
^ = ^h^2 - f-f) (^^1 - P2)' (61)
n
For a one dimensional lamellar model of average periodicity
L perpendicular to the lamellae this equation can be ex-
pressed as (174) .
= ^^1^^2 - Jl^ (Pi - P2^^ ' (62)
Another factor to be considered is thermal density
fluctuations occurring within a phase which gives rise to
background scattering and positive deviations from Porod's
law. These must be removed before any of the above equations
can be applied. Weigand and Ruland (177) have shown that
this background intensity can be developed as a power series
of s. Empirical approximations to this series have been
proposed (174,178), but they necessitate measurements into
the wide angle region. If wide angle data are not available,
169
Ruland
,175) has shown that a reasonable approxirnation is
to assume this backyround intensity to be a constant, PI,
independent of s. Therefore, utiliziny equations 45 and'53,
the intensity in the tail reyion of the curve can be ex-
pressed by
4 2 A
I (s) s = K II (s) + Fl s (63)
Assuming that at large values of s, H^s) goes to zero,
a plot of is^ vs. s^ should therefore have a slope Fl and
intercept zero (175,179). Though a constant slope has been
found, intercepts are usually greater than zero. One attempt
to explain the positive intercepts has involved dividing the
function H (s) into two functions for sharp and diffuse
boundaries (179). The positive intercepts can also be due
to the fact that H (s) is still of significant magnitude in
the region of s being used (173). However, the final value
obtained for the interface width has been shown to vary less
than 10% with different background subtraction techniques
(174
, 180) .
3. Absolute intensity
. Interpretation of the SAXS invari-
ant requires that the measured intensity be placed on an ab-
solute scale. This can be accomplished by either measuring
the incident beam intensity I^, or using a secondary stan-
dard (181) . In the present work, a Lupolen standard (desig-
nated 17/4) supplied by Professor 0. Kratky (182) was used.
The sample attenuated intensity, I A
,
of the Lupolen (17/4)
S s
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standard is measured at 26 = 0.59 degrees. The incident
intensity is then calculated by
I -
!'s^)p
o
K A (64)
where A is the illuminated area of the sample, A^ is the
Lupolen attenuation factor and the calibration constant, K,
was 6 8.7 for this work.
The Rayleigh factor for sample intensities, I(s), is
therefore
(igAg^t ^^^^
with t being the sample thickness.
Pilz (183) has shown that the temperature dependence
of the standard intensity is
J _
-'s'meas.
[1 + 0.0077(T-21.°C) ] ^^^^
where T is the temperature of measurement; 31.0°C in this
work
.
4_. Smearing e ffects. The above theoretical analysis was
derived assuming pinhole collimation of the x-ray beam. In
practice, however, slit collimation is often used. The ad-
vantages of the latter are that it allows for much larger in-
tensities and decreased parasitic scattering. On the other
hand, the profile is smeared if slit collimation is used,
and either the experimental intensities must be desmeared.
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or the theory smeared, to account for this.
Guinier and Fournet (155) have shown for an incident
beam of negligible width, the slit can be assumed to be an
array of pinholes, and the smeared intensity, i(s), is given
by
i(s)
= 2 r W^(u)I(/P-T-T7)du
(6,)
where W^(u) is the weighting function describing the slit.
Different cameras therefore have different weighting func-
tions. This is normalized so that
{ W,(u)du = 1 (g3)
If the slit can be assumed to be of infinite height,
and negligible breadth, many of the equations for smeared
intensity can be simplified. Porod's law in this case is
(173)
K 'lim I (s) = —
S->-oo s ^
(69)
where K' = KTr/2, and equation 6 3 then becomes
i(s) s^ = K'H^(s) + Fl s^ (70)
The smeared invariant Q is related to Q by
~ 00 " ^2
Q = 47T / sl(s)ds = Stt / s I(s)ds = 2Q (71)
0 0
B. Results and Di scussion
A computer program kindly supplied by C. G. Vonk (184)
with slight adaptations was used to perform many of the cal-
culations described above.
The samples used in this study were all crystallized
from the melt at 418 K for 24 hours. These samples will be
referred to by their volume percent PVF^
,
e.g., sample 72.8
contains 72.8 volume percent PVF^. Looking at thin sections
from these samples with a polarizing microscope verified that
the 60.9 to 100 samples were volume filled with spherulites.
The 50.1 and 40.1 samples had approximately 95% of their
volumes filled by spherulites. Wide angle x-ray analysis
verified that only a form PVF^ crystals existed.
The infinite slit height assumption is often applied to
data from a Kratky camera. For the angular range scanned in
the present study, up to 28 = 3.3°, this assumption is valid
according to the criteria defined by Kratky (185) . The slit
smeared equations were therefore used for much of the analy-
sis. In certain cases though, desmearing of the data was
desired. This was performed utilizing the experimentally
measured slit profile which is presented in Figure 52.
Measurement of both sample scattering intensities as
well as the parasitic scattering obtained with no sample
were made by dividing the detector wire into 1024 channels.
Calibration of the detector wire at each of these channels
30
Figure 52. Slit intensity profile for the Kratky
camera taken with sample to detector distance set at
53.0 cm.
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was accomplished using an iron 55 source which yave a con-
stant incident intensity at all angles. Both the sample
data and the parasitic scattering were corrected by this
calibration to eliminate effects due to deviations in the
wire
.
The sample and parasitic data were each independently
smoothed using an 8-point interval. The parasitic scatter-
ing was then scaled to the sample scattering, using the sam-
ple attenuation factors, and subtracted from it. The results
were then smoothed again with the same interval.
To measure the attenuation factors, the Lupolen stan-
dard was placed in the sample position and a solid scintil-
lation detector was positioned at 2U = 0.59°. Intensities
were then measured with and without a sample placed in front
of the detector. The ratio of the intensity with the sample
to that without is the attenuation factor. These are pre-
sented along with sample thickness in Table 4.
The parasitic scattering was extremely small in all the
curves. Its largest relative contribution was in the weak-
est scatterer, the 100 sample. Figure 53 shows a comparison
of the smeared scattered intensity to the parasitic scatter-
ing for this sample. The corrections for both the parasitic
scattering and the detector wire sensitivity did not alter
any of the sample curves appreciably.
The pure PVF is seen to have a small peak which shifts
2
to a shoulder in the 85.8 sample. This shoulder becomes less
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TABLE 4
SAXS SAMPLE THICKNESSES AND ATTJINUATION FACTORS
72
. B
60.9
.0721
50. i .0749
40.1
.0749
Thickness (cm) Attenuation Factor
100.0
.0724
85.8
.0737
. 0800
.263
.298
. 310
. 352
.385
. 397
176
S * 1E2 1NM-1J
Figure 53. Smeared intensity for pure PVF2 (con-
nected circles) compared to parasitic scattering (lower
curve ) .
and less pronounced as more PMMA is added to the system.
Comparison of the 100, 85.8 and 50.1 samples is shown in
Figure 54. Besides the change in the peak shape, there is
obviously a tremendous increase in the total scattering with
decreasing PVF^. This will be discussed in detail later.
To perform quantitative analyses on the scattering
arising from lamellar interferences, scattering due to
fluctuations in the amorphous phase must first be removed.
Since data were not collected at wide angles, the assumption
of a flat liquid scattering background was made. Through
the use of equation 70, plots of Is^ vs. s^ were made for
each sample. A sample plot for the 72.8 sample is shown in
Figure 55 and a comparison of these plots for the ICQ, 85.8
and 50.1 samples is given in Figure 56. As can be seen
from these plots, reasonable fits to a straight line can be
made in the high s region. The scatter of the data is large
in this region because the measured intensities were very
small and this type of plot amplifies any experimental errors
According to equation 70, the slope is equal to Fl and
the intercept should be zero. A plot of Fl vs. v , where
v^ is the volume fraction of PVF^ is given in Figure 57. In
this figure, Fl is the actual background calculated for each
-
3 3
sample from plots of Is vs . s , and Fl^ is the background
normalized for the volume fraction of amorphous material
present
.
Fl
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Figure 54. Smeared intensities for samples 100,
85.8, and 50.1.
179
0 7 14 21 28 35 42 49
(S**3J * 1E3 IMM-^J
Figure 55. Smeared intensity x s vs . s for
sample 72.8.
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2 Figure 56 . Comparison of smeared intensity x s
vs. s for samples 100, 85.8, and 50.1,
181
/
Figure 57. Constant fluctuation background as a
function of V2 • Fl is measured from the samples, Flj^
is normalized to the volume fraction of amorphous
material
.
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pow-
™e
.easorea Pi
..,,.3 were subtracted fro. the scatteri^^
curves to remove U,ui. scatter.n,,
.ut p:^ values are use-ful m comparing samples.
The treatment of the background as a constant is actu-
ally a Simplification since it is realXy a function of s
It has been shown that the background can be given as a
_
er series in even powers of q ^y t s (177) and empirical methods
have been developed which are actually approximations to this
series
,161,174). Thus, the liquid scattering is actually
composed Of a constant term, independent of s, plus another
term ,or terms, which are functions of s. For a binary mix-
ture, Wendorff (94) has shown that the constant term can be
attributed to density fluctuations at constant concentration.
While the s-dependence is related to concentration fluctua-
tions at constant particle number density. The application
of this approach assumes that the scattering intensities are
at a high enough angular region so that interference effects
from structures present are negligible, i.e., it is beyond
the Porod law region. It also assumes that there are no
wide angle scattering effects.
For various polymer melts and glasses (186,187), there
was no s-dependence of the intensity seen in this region.
Therefore, the fluctuation background is constant and arises
only from density fluctuations. In Wendorff 's work on PVF
183
/PM.A blends (94), a large s-dependence of the intensity in
this region was observed. This was divided into s-indepen-
dent and s-dependent terms. The former corresponded to the
values of the pure components using simple mixing rules and
was attributed to the density fluctuations at constant con-
centration. The latter term arose from the concentration
fluctuations at constant particle number density and was
strongly dependent upon composition. From the absolute val-
ue of the latter term, a concentration dependent interaction
parameter between the components was derived.
In light of this, the values of Fl obtained in the pre-
sent study appear to actually be composed of the concentra-
tion and density fluctuation terms. The increase of Fl for
n
the blends can most likely be related to the interaction be-
tween the two components in the amorphous state. If the two
species were phase separated in the amorphous regions, only
particle number density fluctuations from each individual
phase would be seen. As Wendorff (94) has shown, this would
only give rise to a background comparable to those for the
homopolymers. Therefore, this data, in agreement with
Wendorff, verifies the intimate mixing in the amorphous phase.
However, the aim of the present study is to evaluate the
crystalline morphology via the interference effects between
crystalline and amorphous regions manifested at smaller scat-
tering angles. Therefore, subtraction of these fluctuation
intensities arising solely from within the amorphous phase
184
is necessary
.
In all samples, the intercept of the Is^ vs. s^ plot
was a positive value, and not zero as expected. As men-
tioned previously, this positive intercept was also seen by
previous workers (179), who handled this problem by dividing
the smoothing function, H^s), into two parts corresponding
to sharp and diffuse boundaries. The alternative explana-
2tion ot H not reaching zero in the interval observed (173)
seems more realistic and is therefore preferred.
Subtraction of the constant backgrounds from the scat-
tering curves lowered the invariants by less than 5% in all
cases. Other studies (174,180) have shown that the final
value of interface width calculated varies only 10% about
the average depending upon the method of background subtrac-
tion. Therefore, even though Fl was subtracted from the
curves before further calculations were performed, it had
small effects on the final results.
Following the model of Ruland (175) and Vonk (174), a
linear transition zone of thickness E was assumed to exist
between the crystalline and amorphous layers. Using equa-
tions 55 and 69 therefore gives for the tail region
A plot of Is vs. l/s"^ should then be a straight line with a
negative intercept proportional to E. Sample plots of this
type are given in Figures 58, 59, and 60 for samples 100,
185
2Figure 58. Smeared intensity x s vs . 1/s to
determine Ep for sample 100.
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Figure 59. Smeared intensity x s vs 1/s to deter-
mine E for sample 85.8.
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Figure 60. Smeared intensity x s vs 1/s to deter-
mine E for sample 50.1.
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85.8 and 50.1 respectively. As can be seen from these rep-
resentative figures, the samples had straight line portions
with negative intercepts. Deviations from this straight
line portion at low values of s are due to the particle in-
terference scattering. At the high s end, the data cannot
follow the straight line because I can never be negative.
Ruland (161) states that Porod's law should not be ap-
plied until s is larger than the position at which a second
peak maximum should occur. Using the first peak in the
Lorentz corrected desmeared intensity curves (to be discussed
later)
,
the position where a second maximum should occur was
calculated and no s values below this were used in the fit.
On the other hand, Koberstein et al. (173) have shown that
the transition zone calculated is within 5% of the actual
transition zone if Es<.l. In the present study, it was neces-
sary to utilize Es values as high as .12 to .30. Thus,
even though the results of this calculation might have errors
greater than 5%, the relative values obtained are still use-
ful for comparison amongst one another.
The small range of data points which could be fit to a
2
straight line in the Is vs. 1/s plots may also be a result
of the use of a constant liquid scattering subtraction. As
discussed previously, the backgrounds subtracted most likely
had some s-dependence . This would affect the Porod law re-
gion more than any of the other analyses to be performed.
The transition zone thicknesses were also calculated
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^ror.
,:he one dimension.!
correlation functions as d •
^'V Vonk (174) usin
escribed
^^/^ my equations 58-60 Tht-,. , iuu. inese values will hodesignated K tn ri^o*--
V d^-tmguisl. Ll.en, f rom
, values calo. l . .
in Figure 61 ^rwi 2
between E and f a
" «• ""^^"^'^^ '° °-ur for blends
the larger transition
.on. is predominant,, due to the de-
crease rn t.e perfection of the ia.ellar surfaces. Xrregu-
l.rities in the ia.eliae which are „,uch larger than the wave-length Of the exciting radiation would appear in the inter-
ference scatter.,, at lower angles. If, however, imperfections
or corragations were on the order of the radiation ,or not very
-ch larger,, the, would not .o seen as individual structures
and would create a region where the average electron density
xs between that of the amorphous and crystalline region.
This would cause a rise in the transition zone measured.
A comparison of the Lorentz corrected desmeared curves
for samples 100, 85.8 and 50.1 are presented in Figure 62.
Desmeariny was performed according to Vonk (188) using the
measured slit intensity profile of Figure 52. The Lorentz
correction, as mentioned earlier, „„K,u„ts to multiplying the
intensities by (163, 168,169). As can be seen from this
figure, the peak position shifts towards smaller s a..d the

S X 1E2 (NH-1j
Figure 62 . Comparison of Lorentz corrected de-
smeared curves for samples 100
,
85.8, and 50.1.
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total scattering increases as more PMMA is added. Using
Bragg'
s law, the long periods calculated from the peak posi-
tion are shown in Figure 63. The diameter distribution
functions were also calculated and two representative dis-
tributions for the 100 and 50.1 samples are shown in Figure
64. The average lamellar thicknesses calculated from such
distributions are included in Figure 63.
A large increase in the long period along with a
slightly larger lamellar thickness is seen as more PMMA is
added. Therefore, the small increase in lamellar size is
accompanied by a large increase in the interlamellar amor-
phous regions, for the more dilute blends.
Another method of determining the sizes of the crystal-
line and amorphous regions is through the application of the
Hosemann model (160) . Model curves were generated for each
sample and fit to the Lorentz corrected desmeared data. Com-
parison of the theoretical and experimental scattering curves
are shown for all samples in Figure 65-70. The circles con-
nected by the smooth lines are the experimental points, while
the triangles represent the best fit from the model.
The shoulder seen at approximately .11 nm '' in the ex-
perimental data for sample 100 is not thought to be real.
Intensities for this sample were very weak and therefore
much more sensitive to small statistical fluctuations.
Fluctuations of this type are amplified by desmearing and
can result in the shoulder observed.
19J
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Figure 63. Long period, correlation function peak,
and average crystal thickness as a function of volume
fraction PVF-^, v„ .
Figure 64. Distribution functions of lamellar
thicknesses calculated from Eq . 44 for samples 100 and
50. 1.
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Figure 65 . Lorentz corrected desmeared intensity
for sample 100. The circles connected by the line repre-
sent experimental data . The triangles are the Hosemann
model fit.
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Figure 66. Lorentz corrected desmeared intensity
for sample 85, 8. The circles connected by the line repre-
sent experimental data. The triangles are the Hosemann
model fit.
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Figure 67, Lorentz corrected desmeared intensity
for sample 72.8. The circles connected by the line repre-
sent experimental data. The triangles are the Hosemann
model fit.
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Figure 68 . Lorentz corrected desmeared intensity
for sample 60.9. The circles connected by the line repre-
sent experimental data. The triangles are the Hosemann
model fit.
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Figure 69 • Lorentz corrected desmeared intensity
for sample 50 . 1 • The circles connected by the line repre-
sent experimental data . The triangles are the Hosemann
model fi t
.
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Figure 70. Lorentz corrected desmeared intensity
for sample 40.1. The circles connected by the line repre-
sent experimental data. The triangles are the Hosemann
model fit.
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Approximate! v i 4-uiciT^eiy io theoretical curves wer^ r.^e generatedfor each samole ^h^^ kp . The best n.odel curves were chosen by nor-
malxzing the theoretical curve i(s) to the . •va;^,, experimental
-"e 1,3)^, on a total integral basis and „ini„i..ng thedeviation A, where
A =
^max I(s) - I(s)
E
(74)
A was between 7 and 11* for all samples except 60.9 for which
It was 14.5.. .Phe fitting parameters for the theoretical
curves having the smallest A's curves are presented in Table 5
Discussion Of the volume fraction crystallinities de-
rived from this model as compared to those from the Vonk
model and from DSC experiments win be presented at a later
point. values for the average crystal and amorphous thick-
nesses, c and A respectively, determined from the Hosemann
model are plotted against the volume fraction of PVF^ in
Figure 71. As was seen with the Bragg' s law and diameter
distribution calculations, there is a slight increase in
crystal size coupled with a drastic enlargement of the amor-
phous region as more PMMA is added. There is good agreement
between these two sets of data (Figures 63 and 71).
The slight increase in the crystal size of the more
dilute samples is most likely due to the lower relative un-
dercooling of these systems. All samples were crystallized
at a constant temperature, but as shown in the previous
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TABLE 5
FITTING PARAMETERS FOR VONK CORRELATION FUNCTION ANDHOSEMANN PARACRYSTALLINE MODELS
VONK
Vol. % PVF^ (DSC) 9^ (Vonk)
100. 0
. 50
.45
• X X
. 36
85 . 8
.40
.45
. 11
.40
72. 8
.33
.44
.05 42
60. 9
.28
. 40
.03
. 50
50. 1
.22
. 37
.03
.55
40. 1
. 15
. 32
. 02
. 55
HOSEMANN
Vol . %
PVF2 C (nm) A (nm) N E (nm)
100. 0
. 34 4 . 2 8.2
. 08 38 2.2 1.0
85.8
. 35 6 . 5 12 . 0 .05 44 3.9 1.0
72 . 8 . 34 7.2 14 . 0 .09 44 3.3 3.1
60.9 .28 7.3 18.3
. 09 38 2.9 3.4
50.1 .27 7.2 19 . 3 . 05 49 2.7 3.6
40.1 .23 6 . 6 22.0
. 05 54 2.6 3.9
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Figure 71. Average crystal, C, and amorphous. A,
phase sizes obtained from the Hosemann model.
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chapter, the equilibrium melting points of the blends are
depressed as more PMMA is added. Therefore, the more di-
lute blends are actually crystallized closer to their melt-
ing points, which results in thicker lamellae being formed.
The much greater variation of the interlamellar amor-
phous phase size with composition is believed to be caused
by the inclusion of the PMMA between the crystalline lamel-
lae. These amorphous regions should therefore be homogen-
eous mixtures of the two components. If the PMMA was ex-
cluded from these interlamellar regions, the long period
should stay relatively constant with composition, and in-
creases in C
, should be balanced by decreases in A. Similar
increases in the long period were also observed as more
amorphous poly(vinyl chloride), PVC , was added to blends of
PVC and poly ( £-caprolactone ) , PCL (73), while for blends of
isotactic and atactic polystyrene, PS (166,189), the long
period was not a function of composition.
A theoretical calculation can be made to predict what
the long period of these blends would be if all of the amor-
phous component added were to be included between the lamel-
lae of the semi-crystalline component. To accomplish this,
simple additivity of the volumes is assumed. Letting the
long periods of the homopolymer and blend be and L res-
pectively, and using a one-dimensional model of alternating
crystalline and amorphous phases, the volume fraction of the
semi-crystalline component in the blend, v^, can be given by,
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V2 = iio
(75)
Prom this equation, values of L as a function of can be
calulated and compared to experimental results. This has
been done for the samples studied using the average of the
long periods from Bragg 's law and the Hosemann model for
pure PVF^ as L^, and is shown in Table 6.
From this exercise, it is seen that the calculated L's
are less than the experimental ones for the PVF^ rich sys-
tems, the values are approximately the same in the 50.1%
blend, and the calculated value is greater than the experi-
mental value for the 40.1% PVF^ sample. If some of the PMMA
was not included between the lamellae, as was assumed in the
calculation, the experimental value should be less than the
calculated one. Apparently in the 40.1% blend a small amount
of^Uie_PMMA is not in terlamellar
. For the other systems, the
fact that the calculated values are less than or equal to the
experimental ones implies that all of the PMMA is between the
crystalline lamellae. If this was not the case, the calcu-
lated long periods would be even less and in poorer agreement
with the measured values. Ideally, the long periods calcu-
lated in this manner should never be less than the experimen-
tal ones. The fact that in some samples they are is most
likely a result of errors in the application of Bragg 's law
and the Hosemann model, as well as the simplicity of the '
method used to calculate long periods.
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TABLE 6
ALL OF THE PMMA TO BE INTERLAMELLaI
Long Period (nm)
!• % PVF Rv=.r,^
2 Bragg Hosemann Calculated
J^IlA 12.4 13.4
^2.8 22 4 oi o21.2 13^4
^^•^ 24 8 ot^ c25.6 22.0
^^•^ 27.8 26 S o^: -7
^0*1 2H9 ooc28.6 33.4
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The breaath of the amorphous thickness distribution is
n-uch larger than that for the lamellar crystals. The former
increases in width as more PMMA rs added while the latter
remains relatively constant or shows a slight decrease. The
Change in the amorphous thickness distribution is most like-
ly representative of a less uniform lamellar stack.
Another measure of the order of the system is the para-
meter N, which is assumed to be a measure n,^ ua of the average num-
ber of lamellae in a stack. n is larger than what was deter-
mined in studies of other systems (73,164,166,171), but is
still somewhat smaller than what one might expect. As men-
tioned earlier, N can be viewed as the equivalent number of
perfectly parallel lamellae (164). The relatively low value
of N for the pure PVF^ is not fully understood but the
steady decrease of N in going from 85.8 to 40.1 volume %
PVF2 most likely is related to more angular disorder of the
lamellar stack as a result of lower crystallinities and large
,
broadly distributed amorphous layers between the lamellae.
The Hosemann model also takes into account a linear
transition zone E. The values from the model are in excel-
lent agreement with those found from the experimental data
using the methods described previously.
In order to calculate correlation functions and invari-
ants, extrapolation of the experimental data to s = 0 must
be made. To accomplish this, the data for the straight line
2portion of the Is vs. 1/s curve, as described above, were
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fitted by the Vonk computer program (184). The intensities
in this region and beyond were then replaced by the fitted
values
, given by
i(s) = £l + ''2
s (76)
with the first term representing the intensity change caused
by a finite transition zone and the second term being Porod's
law for the infinite slit case. To avoid negative values of
Ks), at very large values of s (determined by the computer
program) the intensities were replaced by C3/s^ This arises
from higher order terms in the series expansion of the sine
functions which were used in equation 55 (174).
The experimentally determined one-dimensional correla-
tion functions are shown for the six different samples by
the solid lines in Figures 72-77. The circles in these fig-
ures represent the best fits to the data using the Vonk cor-
relation function model with Guassian thickness distributions
for both the amorphous and crystalline phases.
The peak in the correlation function is related to the
periodicity of the system and should correspond to the long
period measured from the Lorentz corrected desmeared data.
These peak positions, determined from the experimental data,
have been included in Figure 63. Good agreement with the
long periods is seen in the 100-60.9 samples. Correlation
functions for the 50.1 and 40.1 samples were so spread out
that no peak was observed.
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Figure 72. One dimensional correlation function for
sample 100. The straight line is experimental data. The
circles represent the Vonk model fit.
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Figure 7 3 • One dimensional correlation function for
sample 85.8. The straight line is experimental data.
The circles represent the Vonk model fit.
CD
iLi
C\J
CM
CJ.
IT
TZ
(X CD J
"/2.8 VOL. X PVF2
O:: VONK FIT
o
«
—
I
I
0 10 15 20
R (NMJ
25 30
Figure 74. One dimensional correlation function
sample 72.8. The straight line is experimental data.
The circles represent the Vonk model fit.
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Figure 75. One dimensional correlation function for
sample 60.9. The straight line is experimental data.
The circles represent the Vonk model fit.
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Figure 76. One dimensional correlation function for
sample 50.1. The straight line is experimental data.
The circles represent the Vonk model fit.
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Figure 77. One dimensional correlation function for
sample 40.1. The straight line is experimental data.
The circles represent the Vonk model fit.
Slightly more shallow minimums in the correlation
functions are observed as additional PMMA is added to the
blends. Three factors can contribute to this: (l) decrease
of the crystallinity below
.5; (2) broad phase distributions
and (3) stacking disorder of the lamellae, such as angular
branching or stacks of limited size (166).
As has been shown by DSC and Hosemann model fits, as
well as with the Vonk model parameters given in Table 5, the
crystallinities decrease in the more dilute blends. The
stacking order, measured by N of the Hosemann model, is also
lower in these systems. The breadth of the crystal and amor-
phous distributions from the Vonk model are given by 3 and
c
3^ respectively. These parameters, which are in reasonable
agreement with those obtained from the Hosemann model, show
that the width of the thickness distribution decreases for
the crystal but increases for the amorphous phase as more
PMMA is added. Adjustment of these parameters implied that
the amorphous phase distribution had the largest effect on
spreading out the correlation function, but the depth of the
minimum was altered more by the crystal distribution. Since
the width of the crystal distributions decreased as the min-
imum in the correlation function moved towards zero, oppo-
site to what one would expect, this factor was believed to
play a minor role in determining the depth of the minimum.
Changes in crystallinity and stacking disorder were therefore
the main reasons for the alterations observed in the minimum
assumes
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of the correlation function.
One drawback to using the Vonk model is that it
an ideal electron density profile w.th no transition
.0^
AS was Shown earlier, however, an appreciable transition
-ne does exist in these samples. Th.s will effect the fit
most at small values of r as well as the absolute values of
the crystall.n.ties. Even though, reasonable fits were ob-
tained yielding parameters which are in fairly good agree-
ment with those obtained from the Hosemann model.
Another qualification must also be made regarding both
the vonk and Hosemann models. Given the large nun^er of par-
ameters, many fits to the data are possible, but these other
fits gave either crys tallini ties which were unreasonable or
distributions of crystal sizes which would have necessitated
many very small crystallites. Therefore, though the para-
meters chosen represent only a local best fit, it is believed
that they are fairly accurate and useful in analysis of the
data
.
Volume fractions of crys tallini ty calculated from the
two models presented above are shown in comparison to those
measured on the DSC in Figure 78. There is fairly good agree-
ment between the results. Since the Vonk model does not take
into account phase boundaries, the crys tallini ties from the
Hosemann model are believed to be more representative of
the SAXS data. As can be seen, both SAXS values appear to
be somewhat lower than the DSC results near the concentrated
217
0= DSC
A= VONK
Figure 78. Volume fraction crystallinity 0^, as a
function of volume fraction PVF2
,
V2 , from DSC experiments,
the Vonk model and the Hosemann model.
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PVF^ range and higher than the DSC results in the more di-
lute blends. Two opposing factors are considered to cause
this phenomena
.
The PVF^ crystals are thought to contain a certain
amount of defects, resulting from inclusion of the head- to-
head units, as discussed in Chapter IV. This will cause
the SAXS crystallinities to seem somewhat depressed due to
a lowering of the crystal electron density. m a DSC exper-
iment though, these defective crystals have a higher enthal-
py than a pure crystal and will give a larger melting endo-
therm, which is then interpreted as a higher crys tallinity
than what is actually present.
On the other hand, only the scattering arising from re-
gions containing alternating crystal and amorphous phases
has been analyzed to give the SAXS crystallinities. Large
areas of pure amorphous polymer which certainly exist in the
blends (see Chapter III), are not taken into account. These
regions are considered in a DSC experiment since the crystal-
linities are based on the total sample weight. This factor
thus causes the SAXS crystallinities to appear higher than
those from the DSC.
In samples of high crys tallinity , the first factor
seems to predominate, while the second factor becomes control-
ling in systems of low crystallini ty which contain large areas
of pure amorphous polymer.
As discussed above, the increased long periods of the
blends containing more PMMA is due to the inclusion of this
component between the crystalline lamellae. Further evi-
dence Showing that the PMMA is located in the interlamellar
regions can be seen by changes in the mean squares of the
electron density fluctuations n^, which are obtained from
the invariants. In a lamellar semi-crystalline polymer, ^
is proportional to the volume fractions of the phases, and
the square of the difference between the electron densities
of the crystalline lamellae and the interlamellar amorphous
regions. A plot of vs
.
v^ is presented in Figure 79.
The increase of with increasing content of PMMA can be
understood by looking at the relative electron densities of
the components presented in Table 7. The electron density
of amorphous PMMA is much lower than that for amorphous PVF^
Therefore, if PMMA is included between the crystalline lamel
lae, the difference in the electron densities between the
crystal and amorphous regions will rise, causing to in-
crease. On the other hand, if the PMMA were excluded from
the interlamellar regions, would remain constant in all
samples. The large rise observed for therefore proves
that PMMA exists between the lamellae.
It is possible to calculate a theoretical for the
model of crystalline PVF^ separated by an amorphous blend of
PVF^ and PMMA. Assuming that the amorphous regions of the
sample are homogeneous after crystallization of the PVF^,
the average volume fraction of PVF^ in the remaining
Figure 79. Comparison of experimental (o) and
calculated values for the mean square electron density
fluctuation
.
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Where
.3 the ,„ass density and v is the barycentr.c veloc
^ty and t is ti.e (212). m this case however a volume
average frame of reference is more useful. The volume
average velocity v is defined as
j_
rai -1 1 (92)
where p^. and y. are the mass density and the barycentric
velocity of component i, and V. is the partial specific
volume of this component.
Fick's law (212) in the volume average frame of
reference relates the mass flux (with respect to the
volume average velocity) j. to the gradient of mass
density
:
^
^mi (Xi - V) = -PVp^. (93)
where V is the diffusion coefficient. Assuming constant
V^, the equation of continuity thus simplifies in this
frame of reference to (209,212)
(94a)V • V = 0
In spherical coordinates, equation 94a can be
written as
^ (r^v^) = 0 (94b)2 dr r
TABLE 7
PMMA
Amorphous
PVF^
Crystalline
PVF.
ELECTRON DENSITIES OF PVF AND PMMA
Density (g/cc)
1
. 20
1.67*
1 .88*
mole e
. 5394
. 4997
.4997
P(mole
CO
.647
.834
.939
*
From ref. 40.
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amorphous phase v^^^ is given by
2 ,3.
1 "cj)^ (77)
The value of the electron density of the amorphous phase
1'^. can then be assumed to be given by a weighted average
of the electron densities of the components in this phase.
^ 2. a 2, a "i >^-^2,a' (78)
where p^^^ and are the electron densities of amorphous
PVF^ and PMMA respectively. The results of these calcula-
tions are presented in Table 8.
For the ideal two phase case, is given using equa-
tion 50.
^\ = <l)c(l-(D^) (P^-P^)^ (79)
with being the electron density of crystalline PVF
When finite transition zones are present, this will be re-
duced according to equation 6 2 to n ^ .
0 (1-c^ ) - (-^)
.
c c 3L
2
(P^-P,) (80)
In both of these calculations, cf)^ was taken from the Hosemann
fits since this was thought to be the most representative of
the SAXS data. The values of E used were averages of and
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TABLE 8
PARAMETERS USED IN CALCULATION OF THEORETICAL MEANSQUARE ELECTRON DENSITY FLUCTUATIONS
(mole e /cc)
Sample (Hosemann)
2
, a Pa
2
^ I
2
^ E
2
n
100.0
. 34 1.00 .834
. 00247
. 00221 .00307
85.8
.35 .782
. 794
. 00484
. 00444
. 00646
72.8
. 34 .588 .757
. 00743
. 00612 .00785
60. 9 .28 .457 .733
. 00860 .00687 .0115
50.1 .27
. 316 .707 .0107 .00859
. 00919
40.1 .23
. 222 .689 . 0111 .00872 .00971
The estimates of r,^^ and are also plotted in Figure
79. Fairly good agreement between the experimental and
theoretical results lends additional support to the hypothe-
sis that the PMMA is included between individual lamellae.
Slight differences in these values most likely result from
errors in the estimation of E, different interlamellar amor-
phous concentrations than the average values assumed, as
well as errors in measuring the area under the scattering
curve to infinite s.
Preliminary work on pure PVF^ and 72.8 vol.% PVF blend
samples crystallized at 4 33 K for 48 hours also showed a
large increase in the scattered intensity for the blend rel-
ative to the homopolymer. Though no quantitative analysis
has been performed on these samples, the relative intensi-
ties of the experimentally observed scattering for these two
samples was similar to the relative intensities observed in
the experimentally measured data for the same two blend com-
positions crystallized at 418 K. This implies that the plot
of n vs. for the samples crystallized at the higher
crystallization temperatures would be similar to that given
in Figure 79 for the 418 K samples. From this it would be
concluded that most of the PMMA is still between the lamellae
at = 433 K.
Contrary to this, other data suggests that at least a
portion of the PMMA is not interlamellar at these higher
crystallization temperatures. Previous work presented in
es or
gions
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Chapter III concluded that at these temperatures at least
some Of the Pr^A is m amorphous regions between bundl
fibrUs Of lamellae, often called the interfibriUar re
Part Of the PMMA is also excluded from the spherulite itself,
as can be seen by nonlinear spherulitic growth at high
temperatures (Chapter VI). This intimates that the amount
Of PMMA in the interfibrxllar and
.nterspherulitic regions
is relatively small, and that the invariant calculation is
not very sensitive to smal] changes in interlamellar amor-
phous composition. However, the data from the SAXS experi-
ments at higher crystallization temperatures is far from
complete. A thorough analysis of all samples along the
lines of what was done for the 418 K samples should be per-
formed before any quantitative comparisons to other experi-
ments can be made.
A serious problem in the high temperature samples is
that multiple morphologies and crystal forms exist. These
could very likely include a large fraction of crystals grown
after quenching the samples if the crystallization times at
high temperatures were not long enough. Therefore, these
factors must also be taken into account when performing SAXS
experiments on samples crystallized at high temperatures.
It is useful to look at the changes in for the PVF /
PMMA system compared to those observed in other compatible
semi-crystalline blends. The normalized experimental
values of 11/1^/ where n ^ is the value for the pure
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semi-crystalline polymer, are shown as a function of the
volume fraction of the semi
-crystalline polymer for the
PVF2/P^4MA system, the PCL/PVC (73) and the isotactic/
atactic PS (166,189) systems xn Frgure 80. As shown above,
is a function of both the volume fraction crystallini ty
and the difference in the electron densities of the crystal-
line and amorphous phases. in the first two systems, the
electron^ensity difference is the controlling factor. The
rise of for the PVF^/PMMA system has been shown to be
caused by the inclusion of PMMA, having a lower electron
density than PVF^
,
between the crystalline lamellae. On
the other hand, the electron density of the PVC is higher
than the crystalline PCL. This results in less of an
electron density difference between the phases if the PVC
is between the lamellae, and thus lowers
. Therefore,
though the trends seen for as a function of composition
are opposite for these two systems, the conclusion for both
is that the noncrystalline component resides between the
individual lamellae of the semi-crystalline polymer. This
agrees with changes in the long periods for these two
systems
.
In the isotactic/atactic PS system, both polymers have
the same electron densities, thus the location of the com-
ponents will not alter n . Variations of crystallinity will
change n in this blend and cause the fluctuations observed.
However, from the consistency of the long period, the atactic
228
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Figure 80. Experimental values for the mean square
electron densities as a function of composition for the
blends: PVF„/PMMA, PVC/PCL (73), and iPS/aPS (166,189).
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PS seems to be excluded from the regions between the lamel-
lae
.
Keith and Padden (190) view the noncrystallizable poly-
mer in a blend as an impurity added to the crystallizable
polymer. The location of this '•impurity" is then related to
the parameter 6 = §, where D is the diffusion coefficient of
the noncrystallizable impurity in the melt, and G is the
crystal growth rate. If .S is large, the impurity has time
to diffuse away from the growing crystals and it should be
excluded from the inter lamellar regions, whereas a small 6
would imply that the impurity is entrapped between the lamel-
lae. This suggests the 6's in the PVF2/PMMA and PVC/PCL
systems were smaller than 6 for the PS blend. The interac-
tion parameters for the first two systems (73, Chapter IV)
suggest large favorable interactions between the polymers,
whereas in the PS system, since the only difference between
the components is tacticity, any interactions present would
probably be relatively small. Therefore, there may be a cor-
relation between 6 and the interactions in a blend.
Another factor which should alter 6 is the molecular
weights of the polymers. Increasing the molecular weights
of the polymer should decrease D and therefore 6, but even
at molecular weights of 10 , the atactic polystyrene still
seems to be excluded from the interlamellar region (189).
Thus, for these systems, it appears that favorable interac-
tions between the components are more important to the 6
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parameter than the molecular weight.
A possible explanation for these findings may be that
favorable interactions act to prevent the impurities from
being segregated. This would result in a lower D, thereby
decreasing 6. Obviously it is very difficult to draw accur-
ate conclusions from such a small sample, therefore this
argument is offered not as a proven theory, but just as a
suggestion to stimulate future work.
C. Conclusions
In conclusion, the SAXS studies have been a good tool
for understanding the interactions between the two compon-
ents in a semi-crystalline blend. Enhanced liquid scatter-
ing from the blends confirms compatibility in the amorphous
regions. Larger transition zone thicknesses were observed
as more PMMA was added. Small increases in lamellar
thicknesses were coupled with large increase in the long
periods as the blends become more dilute in PVF2. Theoreti-
cal fits to the data using Hosemann's paracrystalline model
and Vonk's correlation function approach were useful in
describing the internal morphology. Larger measured in-
variants coupled with the increasing long period in the
blends verified that the P^4MA is included between the crys-
talline PVF^ lamellae. Comparison to similar work on other
systems gives rise to a possible explanation for this be-
havior .
CHAPTER VI
SPHERULITE GROWTH KINETICS
A. Background
There are two studies in the literature which have
analyzed the spherulite growth kinetics of PVF_. Wang and
Nishi (37) have studied the growth rates of spherulites in
PVF^/PMMA blends in temperature ranges at which only a form
crystals are grown. Lovinger (23) has observed growth rates
in pure PVF2 at higher temperatures finding that the y spher-
ulites had a smaller temperature dependence than the a spher-
ulites
.
To quantitatively analyze the growth rate data, Wang
and Nishi (37) utilized the Lauritzen-Hof fman (191) modified
Turnbull-Fisher equation (192) for homopolymers in which they
assumed the front factor, G^, was function of the initial vol
ume fraction of PVF
, v^.
G = G^ exp U*/R(T-T^) exp -A(|)*/kT (81)
where G = radial growth rate
G = constant
o
U* = activation energy for transport of crystallizable
segments through the melt to the site of crystallization
R = universal gas constant
231
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T = temperature
= hypothetical temperature where all molecular asso-
ciated viscous flow ceases.
"^oo = T - C, C = constant
g
Ac|)* = free energy required to form a critical nucleus
k = Boltzman's constant.
Hoffman et al. (132,191) have shown that the free en
ergy necessary to form a two dimensional surface nucleus hav
ing a thickness, b^, of one molecular layer can be expressed
as
ch oa
A(l)* = —-2—
^
(AF /A) ^^2)
u
where o and are the apparent lateral and end surface en-
ergies, AF^ in free energy of fusion per mole of repeat
units, A is Avagadro's number and c is a constant being
either 4 or 2 depending on whether the kinetics are either
regime I or II, respectively. Regime I kinetics describes
the situation where formation of the surface nucleus is
followed by rapid completion of the substrate, whereas if a
large number of nuclie are being formed and spread slowly
the crystallization is said to follow regime II kinetics
(132)
.
Therefore, from equation 82, and following the sug-
gestions of Lauritzen and Hoffman (191) , the second exponen-
tial in equation 81 can be written as
exp
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- exp —
(83)kT
where Kg is a nucleation parameter, independent of orystalli-
zation, given by
1 o
K = Q e m
^ R(AH^+Ah^r
f is a correction factor for the change in AH^ as a function
of temperature, and T^^ is the equilibrium melting point of
the blend.
The first exponential in equation 81 is related to
diffusion in the melt and is expressed as a modified segmen-
tal jump rate term (191). This can also be expressed in
terms of the empirical relation of Williams, Landel, and
Ferry (WLF) (19 3) where U* and C would be the WLF universal
constants and respectively.
Substitution of equation 83 into equation 81 suggests
that a plot of ln(G) + U*/R(T-T^) vs. 1/TATf should be linear
with an intercept In (G ) and slope (-K^)
. The values thuso y
attained for K allow the determination of aa if the regime
y e
of crystallization is known. The Z test of Lauritzen (146)
can be used to decide whether regime I or II conditions are
followed. Z is defined by
Z = 10^ (W/2a^) exp [-X/TAT] (85)
where W is the effective lamellar width and a is the width
o
of the molecular chain in the crystal. If X is taken as Kg
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and the value of Z is less than or equal to 0.01, crystalli-
zation occurs by regime I kinetics. However, if x = 2Kg and
Z is greater than or equal to 1, regime II kinetics is obeyed.
Wang and Nishi (37), using the above analysis, found
that all the crystallization observed conformed to regime II.
They determined that oa^ was fairly constant from pure PVF2
to a 55 weight % blend, but seemed to decrease slightly for
a 50 weight % blend. They also concluded that was a func-
tion of the composition.
For polymer diluent mixtures, Mandelkern (194,195)
has noted that an additional term related to the volume frac-
tion of polymer material should be added to the right side
of equation 82 for the free energy of nucleus formation.
This term represents the probability of selecting the re-
quired number of crystalline sequences from the mixture.
Boon and Azcue (196) have derived the analog of equation 81
for a two dimensional nucleus, using this additional free
energy term. They have also multiplied G by v^, the volume
o 2
fraction of crystalli zable polymer, which according to
Mandelkern (195) is necessary since nucleation is proportion-
al to the concentration of crys tallizable units. Their growth
rate equation is given as
G - V G exp
Cl
2 o ^ j R(C2+T-Tg)
,
4boaa^T^° 2oT^lnv2 ^ ^^^^
exp ) - :;—: : +
^ ' kTAH^AT b^AHAT
where they have used a WLF diffusion term. However, when
applying this equation to PS/benzophenone mixtures, the
theory was not very accurate in predicting the experimental
data
.
Ong and Price (197) have also used equation 86 to
analyze spherulitic growth in PVC/PCL blends. Using the
pirical relation o = O.lb^AH^ (198,199), they rearranged
equation 86 to
em'
Y = ln(G ) - m
T^m
O m /m O
where
T(T^^-T)
'^l
. / 1. 2T °-T
(87)
Y = ln(G) + Inv m
R(C2-f-T-Tg) T^°-T2 ^ o ^ (88)
and
k AII^ (89)
By varying C^/ they found that the data for all samples at
all temperatures fell on a straight line when plotted as Y
vs. T^°/T(T^°-T)
. From this plot, they calculated values of
G and for the PVC/PCL blend,
o e
There seems to be some question as to whether or not
the correction for V2 should be included in the growth rate
equation. This type of correction was first suggested by
Flory (200) , who included a parameter D in this term. Many
of the uncertain quantities in the grov/th model, such as
lattice coordination numbers, number of segments per
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structural unit in the lattice, the amount of order in the
amorphous chains at the crystal surface, and corrections for
the end of a crystal were included in D. it was shown that
D should lie between zero and one. Thus, the relative im-
portance of the term depends on the value of D. Another
consideration is the value of v^ to be used. The bulk con-
centration value is often used (196,197), but this is most
likely incorrect. Ideally, one would want to use the con-
centration of the material at the growth front. Depending
upon G, this can be different from the overall composition.
Therefore, since the proper values of certain parameters in
the v^ term are difficult to determine, and this term can be
close to zero, the importance of the correction for v is un-
certain.
In this study, growth rates of spherulites in PVF /
2
PMMA blends will be measured in the temperature range at
which both a and y spherulites are grown. Quantitative anal-
ysis will be attempted utilizing the models presented above.
Also, a new model describing nonlinear growth rates observed
in the blends at high temperatures will be developed.
B . Results and Discussion
Growth rates were all measured from optical micro-
graphs recorded at various times during the crystal li zation.
Temperatures of crystallization ranged from 424 to 434 K.
Most samples had two populations of spheruli tes in this
2 37
range, the non-banded y form and the banded a form spheru-
lites. AS discussed in Chapter III, the y spherulites would
often develop axialite- like protrusions. There were also
platelet-like crystal structures which had very low bire-
fringence resulting from their chain orientation being almost
perpendicular to the film surface. Only the spherulitic mor-
phologies were used for analyzing growth rates.
From the studies in Chapter III, it is also known
that some of the a spherulites underwent a phase change to
Y' spherulites. This was almost always initiated by contact
with a Y spherulite. If this transition occurred, it did not
afJfect the growth rates of the spherulites unless the transi-
tion front caught up with the growth front and a mixed spher-
ulite resulted. Therefore, the growth rates observed for
banded spherulites which did not convert to mixed spherulites,
were the growth rates of the a phase crystals.
In both the a and y spherulites grown at the higher
'r.
4
temperatures, nonlineari ties in the growth rates were ob-
served. Plots of the spherulite radius vs. crystallization
time at 4 34 K are shown for the banded a and the non-banded
y spherulites in Figures 81 and 82 respectively. In the
blends, the growth rates decreased with time at this temper-
ature. The dashed lines in the figure represent a straight
line fit to the linear segments of the curves at early time.
By lowering the crystallization temperature, the growth
rates became more linear, but nonlineari ties could still be
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seen at long times in the more dilute blends. Discussion
of this behavior and a proposed model for the growth will
be presented in the next section.
To apply the equations describing spherulitic growth
developed in the background section, the initial slopes of
the radius vs. time plots were used.
~ of initial growth rates
. A typical plot of the
initial growth rates for both types of spherulites as a func-
tion of composition is given in Figure 83 for a crystalliza-
tion temperature of 429 K. The depression of G with decreas-
ing amounts of PVF^ is much more drastic for the banded
spherulites. It appears that if the data were extended to
lower PVF^ concentrations, the non-banded spherulites might
grow faster than the banded ones. This change in relative
growth rates is exactly what happened in pure PVF^ when the
crystallization temperatures were raised (23) . The effect
of T^ on G in the various blends is shown in Figure 84 for
the banded spherulites and Figure 85 for the non-banded ones.
The results of Lovinger (23) for pure PVF^ of slightly higher
molecular weight are shown by the dashed lines in these fig-
ures .
A better way to view this data is to plot G vs . a
reduced temperature T^ defined as
T-Tg
Tj.
- i^.rp (90)
m q
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Figure 83. Initial radial growth rates at 429K of
banded and non-banded sperul ites as a function of composi-
tion .
242
Figure 84 . Initial radial growth rates of banded a
spherulites as a function of crystallization temperature for
various blend compositions . The dashed line is data for
PVF^ from Lovinger (23) .
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Figure 85. Initial radial growth rates of non-
banded Y spherulites as a function of crystallization temp
erature for various blend composition. The dashed line is
data for PVF2 from Lovinger (23).
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owhere the appropriate and for each composition are
used. The melting points as a function of composition are
given in Table 2. A compilation of T^ data as a function
of composition, taken from several studies (34,37,39,56) is
presented in Figure 86. If alterations in T and T ° with
concentration are the main reasons for the observed depres-
sion of G in the blends, plots of G vs. T^ should superim-
pose. These types of plots are shown in Figures 87 and 88
for the banded and non-banded spherulites respectively.
Since the data for the different blends obviously do not
fall on the same curve, other effects beside changes in T °
m
and Tg must he important. These effects are most likely re-
lated to the strong interactions between the two polymers.
As was shown in Chapter IV, these interactions are a func-
tion of composition. Thus, their influence on the growth
kinetics will vary for each mixture.
Following Ong and Price (197), the data was plotted,
o o
according to equation 86, as Y vs. T^ /"^ (^^^ "T) . This was
done for both the a and y spherulites. Unlike their results
for the PVC/PCL system, straight line plots were not obtained
when all the data for a given crystal form were plotted in
this manner. By varying C , and even C , as much as 750%
^ 1
straight line plots were still not observed for either crys-
tal form. Often, the data for a given blend composition did
not even form a straight line in this type of plot.
These results can be due to a number of factors.
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Figure 87. Initial radial growth rates of banded
a spherulites in various blend compositions plotted against
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Equation 86 includes the correction for v^. As discussed
earlier, the proper incorporation of this is not fully un-
derstood. It has also been shown that the interaction para-
meter varies with composition (Chapter IV) so aa^ might also.
Actually since there are strong interactions between the
polymers, these could have additional effects on the growth
beyond those accounted for in equation 86. Lastly, equation
86 does not recognize the different growth regimes.
Another problem which must be considered in analysis
of the growth at these temperatures is the proper to use.
As discussed in Chapter IV, two
• s for the a form can be
extrapolated from Ilof fman-Weeks plots. These different T °'s
m
are believed to be due to changes in the amount of head-to-
head PVF^ units incorporated in the crystals. Therefore,
depending upon the temperature of growth, the proper T^° may
be different. It happends that the temperatures used in this
study fall right around the range where the change in the
slope of the Hoffman-Weeks plots was observed. Use of the
odifferent T^ 's did not cause the data analyzed by equation
86 to fall on one line, but at any rate this consideration
should be noted.
Analysis of the initial growth rates was also per-
formed utilizing equation 81, Following Wang and Nishi (37)
plots of ln(G) + U*/R(T-Too) vs. 1/T(AT) were made to deter-
mine Kg. (The factor f is negligible at these undercoolings.)
Hoffman et al. (132) found that equation 81 fit growth rate
249
data from a nun^er of poly.ners with ar.d c approximately
equal to 1500 cal/mole and 30 K respectively. Wany and Nishi
(37) showed that these values fit the growth rate data in
their work on PVF^/PMMA. Therefore, these same numbers were
utilized in this study. In any case, it was found that
large variations of these parameters only changed the values
of Ky slightly. Plots were prepared using both the high and
low
-s from the a crystals, and on the y crystals as well.
A typical plot for the a spherulites using the T^^^ from the
high data is shown in Figure 89.
According to the theory, straight lines were drawn
through the data points, though in some cases the data seemed
to have some curvature. Possible explanations for any curva-
ture are: the fact that the appropriate T^^'s might be
changing in this region, the growth kinetics might be chang-
ing from one regime to the other, and errors in the data, es-
pecially in the dilute blends. To determine the regime of
growth, Lauritzen's (146) cri teria were applied to the slopes
of these plots. Using the T °'s obtained from the low T a
m c
crystals, W had to be less than 0.04 to 0.33 nm for regime I
kinetics and greater than 6 to 350 nm for regime II kinetics
to be followed. The range of values for a given regime of
kinetics to apply is the result of the different slopes and
crystallization temperatures. Remembering that W is the
width and not the thickness of the lamellae, the values ob-
tained wi bh regime II kinetics are within reason, but those
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for regime I are not. The product aa can then be de-
termined from the slope for each blend using equation 84
with b^ = 0.445 nm (37), AH^ - 1425 cal/mole (31), and
Ah^ calculated from equation 21. These are presented in
Table 9. Deviations from linearity in the 50.1 and 40.1
volume % blends are a factor contributing to the large
decrease in oa^, though some of the depression is be-
lieved to be real. In comparison, the values found by
Wang and Nishi (37) for samples crystallized in a lower
temperature range were between 463.7 and 495.5 (erg/cm^)
^
for pure PVF^ to a 45.3 volume % blend, but dropped to
395.7 in a 40.4 volume % blend.
Lauritzen's (146) criteria were very ambiguous
when applied to plots such as Figure 89 for the a spheru-
lites using the high ' s and for the y spherulites.
In the former case, the criteria required W to be less
than 1.2 to 45 nm for regime I kinetics to hold, and
3 6greater than 4.8 x 10 to 6.0 x 10 nm for regime II
kinetics to apply. The values determined for the y
spherulites were: W less than 0.5 to 46 nm for regime I
2 6
and greater than 7.5 x 10 to 6.2 x 10 nm for regime II.
Except at the extremes of the ranges, all of these re-
quirements suggest unreasonable values for W. The data
from the lower temperatures give numbers which point more
towards regime II kinetics, while those from the higher
temperatures lean towards regime I. Therefore, the
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TABLE 9
00^ VALUES CALCULATED FROM
INITIAL GROWTH RATES
Vol. % u Form Usinq
'
PVF2
*Low T^,° High T^° "*'y Form
100-I- \J \J j16 1220 1730
85 8 334 1250 1880
72. 8 329 1110 1520
fid Q 274 1050 1550
50.1 182 1070 1380
40 .
1
118 790 1280
*Assuming regime II kinetics
"^Using the average from regime I and regime II kinetics
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crystallization appears to be changing from regime II
to regime I kinetics as is raised.
This phenomenon has also been noted in polyethyl-
ene spherulites when crystallized at low undercoolings
(132). The morphology of the [polyethylene spherulites
underwent a change from spherulitic to axialite-Uke
structures when the kinetics went from regime II to I.
This could account for the axialite-like and platelet-
like structures, discussed in Chapter III, which are ob-
served in the PVF^/i>MMA samples at low undercoolings.
Because the kinetics appear to be undergoing a
change in this temperature region, and the data for
plots such as those in Figure 89 occasionally show curva-
ture, calculations of aa^ are very tenuous. In the case
of the a spherulites using the high T^°'s, and the y
spherulites, the calculations can be done assuming either
regime I or II kinetics. Since there are not enough data
points from each composition to determine where a break
in the curve might occur, an average value of c = 3
was used in equation 84. The results for ao thus cal-
culated are included in Table 9.
The numbers obtained for the cx spherulites are
much higher when the high T^^ ' s are used , even if one
accounts for the di f ferent c ' s applied . In the y spheru-
lites, still larger values are derived. In all cases,
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the magnitude of aa^ see.s to decrease as ,nore pmma is
added. As mentioned previously, this could be related
to the favorable interactions between the polymers. The
range of values obtained for the a spherulites using the
high T^°.s and the y spherulites are much larger than
those obtained by Wang and Nishi (37), but similar to
values obtained in polyethylene and other polymer sys-
tems (132). Differences between these results for the a
form and those of Wang and Nishi 's are mostly due to the
use of higher
• s in this study.
^ Nonlinear qrowth__j^ates
.
The nonlinear spherulitic
growth rates depicted in Figures 81 and 82 have also
been observed in other systems. Barnes et al . (201)
noted that the growth rates of two approaching spherulites
were decreasing in polyethylene oxide. They attributed
this to a local rise in temperature brought about by the
latent heat of fusion generated at the two growth fronts.
Coupled with the large negative temperature coefficient
of growth, this would cause G to decline. Keith and
Padden (190) observed nonlinear growth rates in blends
of isotactic and atactic PS, but believed that the dilu-
tion effect of the atactic PS was a much more important
factor than the temperature effect. Since typical ther-
mal diffusivity constants (202) are orders of magnitude
lower than mass diffusivity constants (65,202) for
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polymeric materials Kd^u^i , eith and Padden's hypothesis cer-tainly seems correct for blends.
The nonlinear growth rates alter the circular
Shapes ot the two dimensional spherulites. Pig,,,
Shows optical micrographs of the same region in a SO 9
volume
*
PVP^ blend at two different times during cr^s-
tallization at 434 k tHo ..,.uK. The spherulite from which the
two arrows labelled f and i r^r^^^^ ^1 adiate from in Figure 90a
is the same spherulite the arrow points towards in Fig-
ure 90b. At 14B6 minutes, this spherulite is circular
(except for the impingement on the left), but by 7126
"Minutes It has become oblong. The two spherulites below
this one also became distorted at 7126 minutes.
The arrows labelled f and i in Figure 90a
designate two perpendicular radial directions in the
spherulite they emanate from. The former is the growth
direction of the free surface of this spherulite, i.e.,
the surface growing towards a region of amorphous melt
in which the immediate vicinity is free of any other
spherulites. The i arrow points in the growth direction
of the inhibited surface of the spherulites, i.e., a
surface growing towards, but not impinged upon by, other
spherulites. A plot of the spherulite 's radii in these
two directions vs. time is given in Figure 91. Both
surfaces grow nonlinearly, but the growth rate of the
256
in a 60 r?or °Pti^-l ""-g'^aphs of the same region
spherulite from which the arrows radiate in a)!
/
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Figure 91. Plot of the radii vs. time for the
spherulite in Figure 90a with two arrows emanating from
it. The free and inhibited surfaces refer to the direc-
tions given by the f and i arrows (in figure 90a) respect
ively
.
inhibited surface decreases at a much faster rate.
As mentioned above, mass diffusion is certainly
more of a limiting factor than thermal diffusion in
polymer blends. Thus, the growth rate of the free sur-
face must be slowed by partial exclusion of the PMMA
from the growing spherulite. This causes a concentration
profile to be set up at the spherulite 's surface. Proof
of this profile can be seen in Figure 8 in which the
tiny spherulites grown after quenching are not seen in
the areas immediately surrounding the large spherulites,
due to lower concentrations of PVF^ in these regions.
The amorphous region adjacent to the inhibited
surface is affected much more by this phenomenon. The
amount of PMMA in this region is higher because the two
spherulites growing towards each other are both reject-
ing some Pr4MA into the amorphous melt. Also, diffusion
of additional PVF^ into this area is physically limited
by the positions of the spherulites. Therefore, the
inhibited surface grows much slower than the free sur-
face causing the oblong shape.
Keith and Padden (190) found that the nonlinear
growth in the PS blends could be described by R x
= constant, where R is the radius and t is time.
The data in this study did not follow this relation.
The analysis of Keith and Padden is actually a
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simplification to this very complicated situation in
which there is a moving boundary (the spherulite sur-
face)
,
coupled with a constantly changing boundary con-
dition (the concentration of this surface)
. The growth
rate is being controlled by the surface concentration
of PVF^, which is a function of the rate of diffusion
of rejected PMMA av/ay from the spherulite surface. To
fully understand the nonlinear growth, one must deter-
mine how the concentration at the moving surface varies
with time.
This diffusion controlled growth of a sphere is
also of importance in several other physical phenomena.
These include cavitation in liquids (203)
,
aging of a
precipitate in a saturated solution (204) and growth
and dissolution of bubbles in solution (205-211) . The
analysis of this problem has taken a variety of forms
which are discussed in detail in the references cited.
Many of these investigations also take into account
heat transfer, which should have similar solutions to
the mass transfer problem. Unfortunately, these studies
usually assume steady state, which gives constant
boundary conditions. This is not believed to be a valid
assumption in the present case.
This study will attempt to develop a model for
spherically symmetric phase growth in which diffusion
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effects are taken into account. The constantly changing
boundary position, concentration and concentration
gradient will be examined over time. From this model,
one should be able to predict the growth rates of the
spherulites in the blends. This model will also be
adaptable to some of the other physical systems men-
tioned above.
The problem will be solved for an isolated sphere
in an infinite liquid. This solution should represent
the free surface of a spherulite. An extension of this
model can then be used to solve the more complicated
problem involving two or more spherulites growing to-
wards each other. For the sake of generality, this
model is solved in spherical coordinates. To actually
compare the results to the data on spherulite growth,
the problem has to be reformulated in cylindrical co-
ordinates since the structures observed are actually
two dimensional. The solution techniques will nonethe-
less be the same.
a. Model for diffusion controlled growth of a
sphere . The equation of continuity is
(91)
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where is the mass density, v is the barycentric
velocity and t is time (212). m this case however a
volume average frame of reference is more useful. The
volume average velocity v is defined as
mi — 1 1 \^^)
where p^^ and v^ are the mass density and the bary-
centric velocity of component i, and is the partial
specific volume of this component
.
Fick's law (212) in the volume average frame
of reference relates the mass flux (with respect to
the volume average velocity) j ^ to the gradient of mass
density
:
j . = p . (v. - V) = -PVp . (93)
-"i ^mi —1 '^mi
where V is the diffusion coefficient. Assuming constant
V^, the equation of continuity thus simplifies in this
frame of reference to (209,212)
V • V - 0 (94a)
26 3
In spherical coordinates, equation 94a can be
written as
18 2
with v^. being the volume average velocity in the radial
direction r. Upon integration, one finds
2
r 1 (95a)
where B-j^ is a constant of integration which can vary
with time but is independent of r. Therefore, at the
surface of the growing sphere of radius R
r v^ - R (95b)
where R = G and the liquid near the surface moves with
a velocity v^.
Assuming a two component system of a and b with no
chemical reaction and a constant diffusion coefficient V, a
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mass balance on component b qives
?r^"r^=P(^+-^ (96)
with Cj^ being the concentration of b. By substituting for
from equation (95), one obtains
—
- +
—
f-^ R(t) = p + f __b (97)
r dr \ dr^ r gr '
Assuming that the sphere starts with a radius and that
there is a uniform concentration in the liquid phase ini-
tially, the initial conditions are
R (o) = R^ (98)
As r approaches infinity , the concentration is assumed to
be unperturbed by the growing sphere . Therefore , one bound-
ary condition is
c(co,t) = c^ (100)bo
By assuming the concentration inside the growing
sphere, c . , is constant, two relations between the radial
^ bi
flux of b at the sphere surface, Nj^^^, and the concentration
of b at the sphere surface, Cj^(R), can be established.
N = R (c^(R)-c^,) <1«1'
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NbR
r=R
(102)
Combination of equations 101 and 102 and using equation 95
for gives the boundary condition at the sphere surface.
at r = R(t)
9c.
Rc, . = V~bi 8r
R
(103)
The last item necessary is an equation describing
the motion of the sphere surface. This equation should re
late R to c^. Ideally, one can use one of the equations
for G presented in the first section, in which all of the
variables are assumed to be functions of Cj^. In this
model, R will be given by a generalized function of c, .
R = f(c^) (104)
where the function f(Cu^) can be introduced at some later
point
.
The problem as it is presently posed can be simpli-
fied somewhat by converting it into a dimensionless format
in which the spacial frame of reference moves with R. This
can be accomplished with the following change of variables
(213) :
(105)
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ft D
dt
^0
"^^^ (107)
4*
R(t)
Ro (108)
Equations 9 7 and 10 3 are then restated as
3y
(109)
and
at £, = 1,
8C
RR
=
-K
2 D (110)
where K„ = c / (c,
. -c, )
^ hi bi bo'
RRAfter using equation 110 to replace — in equation
109, equation 110 can then be expressed in terms of the new
variables by realizing that
R = R i = R ^ P
The problem therefore becomes solving
(111)
3y
8t 3C K ?=1
9y
8C
(112)
84> Rn^
8t
(113)
subject to the boundary conditions
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(114)
-K
2
(115)
and the initial conditions
at -I = 0
,
(j) = 1 , and y = 0 (116)
where f'(y,) in equation 113 is just f(c )
transformed to the new variables through the use of equations
105-108.
techniques. With the help of R. L. Laurence, F. Baginski,
and L. Berthiaume (213) , a procedure for solving these equa-
tions using orthogonal collocation with Lagrange interpolat-
ing polynomials (214) was developed and a preliminary compu-
ter program designed. The actual solution procedure is pre-
sented in the appendix.
program, comparison between experimental growth rates and
those predicted by the model have not been made as yet.
Nonetheless, this model is a first step in understanding the
complicated problem of diffusion-controlled spherulitic
growth
.
Equations 112 to 116 can be solved using numerical
Due to the complexity of the problem and the computer
C. Conclus ions
The initial growth rates, G, of both the banded
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form spherulites as well as the non-banded y form spheru-
lites decreased as crystallization temperatures were raised
from 424 to 434 K, and as more PMMA was added to the blends.
For a given sample, the non-banded spherulites always grew
slower than the banded ones though the rates became closer
as was raised and decreased. The change in growth
rates could not be fully accounted for by compositional
changes in and T^.
Quantitative analysis of G using two variations of
the Turnbull-Fisher (192) equation were only partially suc-
cessful. Unlike the PCL/PVC system, the data for the PVF2/
PMMA blends would not fall on a straight line when the form
of the equation explicitly accounting for v^ was used. The
more general form of the Turnbull-Fisher equation gave values
of for the a form which were slightly lower than those
found by Wang and Nishi (37) when the lower
' s were used
but higher when the upper T^^^ ' s were used. A problem exists
in determining the right T^° to use for the a spherulites
since the change in slope of the Hoffman-Weeks plots occurs
within the temperature range studied. The Y form spherulites
had higher 00 values than the a form, though both showed a
decrease as the blends became richer in PMMA
.
At long times, the growth rates in the blends became
nonlinear. The decrease in G with time was more apparent at
higher ' s . These nonlineari ties are caused by partial ex-
clusion of PMMA from the spherulites. A general model for
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a.ffusion contronea sp.eruUtic ,ro..u has
.een aevelope.
-ou,h still 1„ preU^lna., sta.es. wU. aaaiUonal re-
finements, It can be usea to .oael t.e nonlinear spKer.Utlc
growth rates as well as other physical systems where there
IS diffusion controlled growth of a sphere.
CHAPTER VII
CONCLUDING REMARKS
The crystalline morphology of PVF^ grown from the
pure melt or from compatible blends with PMMA becomes very
complex at low undercoolings. Crystal forms, melting points
and large scale structures vary with both temperature and
composition. m addition to this, the amount of head-to-
head PVF^ linkages also appears to be an important parame-
ter to consider. By measuring the depression of the equi-
librium melting points in the blend, the interaction parame-
ter was shown to be a function of the composition as well.
There are three possible locations for the PMMA in
the semicrystalline blend. It can be inter lamellar
, inter-
fibrillar or excluded from the spherulites and axialite-
like structures. Evidence for the existence of PMMA in all
three of these regions has been presented. At crystalliza-
tion temperatures of 418 K, SAXS studies have shown almost
all of the PMMA to be in the interlamellar regions.
Microscopy studies at temperatures approximately 10 K
higher suggest that some of the PMMA is in the interfibril-
lar regions. Non-linear growth rates of the spherulites,
which become readily apparent at slightly higher tempera-
tures still, are due to the partial exclusion of the PMMA
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from the growing spherulites. However, preliminary SAXS
studies at these higher temperatures imply that most of
the PMMA still resides in the interlamellar regions.
Therefore, it appears that the location of the PMMA is a
function of crystallization temperature, though the largest
amount seems to remain between the individual lamellae.
Comparing this to the PVC/PCL and isotactic PS/
atactic PS systems suggests that the location of the non-
crystalline polymer in a semi-crystalline blend is also a
function of the compatabili ty . In addition to this, the
molecular weight of the polymer will affect its mobility
and therefore its location as well. Thus by varying tem-
perature compatibility and molecular weight in a variety
of semi-crystalline blends, one should be able to control
the location of the non-crystalline component.
A. Suggestions for Future Work
At high temperatures, the PVF^ in both the homo-
polymer and the blends undergoes an a to y ' phase transi-
tion. This process is not well understood. A detailed
study of the kinetics of this transformation as a function
of both composition and temperature might lend some insight
into the mechanics of this transition.
There are other morphological features which should
be studied in greater depth. Spherulites with a front of
increased birefringence which follows the growth front were
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noted in some of the blends (Fiqure 13) Thic, r.h«^^V j-y j-c ±o , inis pnenomenon
occurs only over a limited composition and temperature
range and at present cannot be explained. The appearance
of the 0.358 nm reflection in some of the a and y ' diffrac-
tion patterns cannot be indexed to any of the crystal
structures currently proposed for PVF^
. This could imply
that the proposed structures need reworking or that there
exists yet another form of PVF^. Many questions also re-
main regarding the phenomenon of lamellar twisting, which
gives rise to the banded spherulites. Additional studies
on blends of PVF^ with other polymers as well as different
systems forming banded spherulites can be performed. The
results of these, coupled with the results presented in
Chapter III may render a better understanding of this beha-
vior .
Equilibrium melting points have been obtained
by extrapolation of T^ vs. T^ plots. Another method of
determining T_° is through a plot of T vs. (lamellarm ^ i:- m ^
thickness) as suggested by equation 5. The lamellar
thicknesses can be measured from shadowed, fracture surface
replicas in the electron microscope. A series of samples
crystallized at different temperatures should be examined.
Measurement of lamellar thicknesses from the different types
of spherulites will give T °'s for the a and y forms which
^ ^ m
can be compared to those obtained from T^ vs. T^ plots. It
would also be of interest to determine if breaks in the a
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data occur, but since one would not be able to tell if the
a spherulites had already undergone the transition to y '
, a
break in the cx data can be either due to this transition or
to the break seen in the T vs
. T plots
m c
Hypotheses have been proposed for the discrepancies
between crystallini ties measured from DSC and those derived
from SAXS data. The validity of these hypotheses can be
evaluated by comparing crystallinities measured from other
techniques, such as WAXS and infra-red spectroscopy. The
latter utilizes the areas under the crystalline and amor-
phous absorbance bands. This can be particularly useful in
samples containing multiple crystal forms since the differ-
ent phases absorb at different frequencies.
The full analysis of SAXS from samples crystallized
at high temperatures should be performed. Comparison of
the results with other experiments on samples crystallized
at high temperatures as well as the SAXS results on the
samples crystallized at 418 K should help in understanding
the relative effect temperature has on the location of the
PMr4A. It is possible that at high enough temperatures, the
majority of the PMl^lA will be excluded from the interlamellar
regions. It would also be of interest to apply Ruland's
interface distribution approach (161) in the analysis of
both sets of SAXS data and compare the results to those from
the Hosemann (160) and Vonk (159) models.
Two recently developed techniques which can also be
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used to determxne the location of the PMMA in these blends
are fluorescence polarization and electron energy loss
spectroscopy (EELS). The former technique involves tagging
the PMMA molecule with a group that will fluoresce when
excited, such as anthracene. Blends containing these tagged
PMMA molecules can then be viewed under the microscope and
measurement of the relative intensities of fluorescence can
be made as a function of position. The relative intensities
will be proportional to relative concentrations of PMMA.
Comparison of the concentration within lamellar bundles,
from the inter fibri liar regions and outside the spherulite
can be made.
The EELS technique, performed on a STEM, measures
the energy loss of an electron beam passed through the
sample. This method is much more sensitive to lighter
elements than energy dispersive x-ray spectroscopy, often
used in electron microscopy, and can therefore be used to
measure relative concentrations of fluorine and possibly
oxygen. As with the fluorescence polarization experiments,
these can be performed as a function of position within and
outside of the spherulites. However, there are two major
obstacles to overcome before obtaining acceptable data from
EELS. The samples must be extremely thin to get good signal
to noise ratios, and care must be taken to avoid radiation
damage which may alter concentrations.
As was noted, the location of the noncrystallizable
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component in semi-crystallxne blends appears to be affected
by temperature and compatabi li ty , and should also be related
to molecular weight. a systematic study of different blend
systems in which these parameters are varied should be per-
formed. This would enable the development of a unified
theory concerning the location of the components m a semi-
crystalline blend as a function of these parameters.
A generalized model has been developed for diffusion
controlled growth of a sphere. This model is a sound foun-
dation, but needs refinements before it can be used. Once
this is done, comparison of the predictions from the model
to the actual data on nonlinear spherulitic growth as well
as to data involving some of the other applications men-
tioned should be made. This would give a better under-
standing of these very complicated processes.
The present work has taken an in-depth look at the
structure and morphology of the PVF^/PMMA blends. Eventu-
ally, information regarding this structure and morphology
should be related to the properties of these blends. The
wide variety of properties which could be evaluated should
certainly include the interesting electrical phenomena
noted in pure PVF^ . A good understanding of these structure-
property correlations is necessary to develop further appli-
cations of these materials.
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APPENDIX
SOLUTION OF SPHERULITIC DIFFUSION CONTROLLED
GROWTH MODEL VIA ORTHOGONAL COLLOCATION
A variety of numerical techniques can be used to
solve the system described by equations 112-116. The
method described below uses Lagrange interpolating poly-
nomials in an orthogonal collocation technique. This tech-
nique is compatible with computer software readily available
(214) .
The general method is to assume an approximate
solution y such that y(C,T) z y(C,T) where
N+1
y(^,T) = L- y (T) . 1 iO (Al)
i = l ^ ^
and the l^(^)'s are the Lagrange interpolating polynomials
having the properties
fO for i^^k
l^U^) =] (A2)
[l for i=k
An in-depth discussion of Lagrange interpolating polynomials
can be found in Villadsen and Michelsen (214).
The approximate solution must satisfy equations
112-116. However, since y is an approximation, a residual,
R(4) / will exist which can be defined, using equation 112,
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af (A3)
One denotes the set of collocation points as } for k=l
K.
to N+1 with = 0 and C^^^ =1. If the residuals are
restricted to be zero at the collocation points, a system
of N+l ordinary differential equations can be defined using
equations Al and A2 in A3.
4 N+1
0 = y^ - f.^ Y,ir) l.(£:^) +
N+ 1
(A4)
/N+1
for k = 1, . . . , N+1
where the first and second derivatives with respect
to T are represented by the one and two dots, respectively,
which are placed over y^^ and 1^. If the ^j^'s are known,
recursive algorithms can be used to generate the values of
i. (f, ) and i. ) (214). Thus, one can solve for the un-
1 k 1 k
known parameters (y^, . . . , Y^+i) by numerically integrat-
ing equation A4 with respect to x.
Applying equation Al to the boundary condition given
by equation 115 results in
^
^i -^i^^N+i^ (1) at1=1
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Solving equation A5 for <\>
,
substituting this into equation
113 and realizing that
^b
=
N+1
^ y
i=l i h^^^ YN+1 (A6)
it can be shown that
ii
3t
V N+1
^ y.i.(^
i=l i i'^N+1
2
1
f'^^N+l^
(A7)
The boundary condition of equation 114 gives
N+1
C 0, Z y .1. (fj -> 0
i=l ^ ^
(A8)
Since the lj,'s are continuous functions each term of the
summation as E, approaches 0 can be represented by
lim [y . 1 iO ] - y. I. (0) = 0 for i 7^ 1 (A9)
Since = 0 is one of the collocation points,
lim
N+1
2 y
i=l
• 1(C)1 1 ^ '
'
= y 1
(AlO)
but from equation A8
,
? 0,
y-L
= 0 (All)
thus eliminating from the state equations. Therefore the
problem is reduced to a system of ordinary differential
equations given by equation A7 and
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/ N+ 1
i-2 1 i^^k
(A12)
subject to the initial conditions
T = 0, y = 0, (|) = 1 (A13)
This can be recast as an initial value problem
y = F(y) subject to y(T=0) = y 0 (A14)
where
y =
1
N+1
(A15)
A semi-implicit integrator can be used to determine
the value of y for specific values of t^.
0=T„<Tt <t^ . . .<T. . . .<T
0 12 3 (A16)M
In general, the solution at yCi^) is used as an initial
value for propagating the state equations forward from the
state y(Tj) to Yi'^j+i^> ^^d then through the use of equation
Al, the state can be determined anywhere in the medium at
any u j .

