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9Resumen
En este trabajo probamos que el problema de Cauchy{
(ut + u
pux +H∂2xu+ αH∂2yu)x − γuyy = 0 p ∈ N
u(0;x, y) = φ(x, y)
(1)
es localmente bien planteado en los espacios de Sobolev Hs(R2), Xs y en es-
pacios con peso Xs(w
2), para s > 2. Tambie´n se prueba existencia de ondas
solitarias y la suavidad de las mismas.
Palabras clave: (Problema de Cauchy, transformada de Hilbert, ecua-
cio´n de Benjamin-Ono, buena colocac´ıo´n local).
Abstract
In thi work we prove that the Cauchy problem{
(ut + u
pux +H∂2xu+ αH∂2yu)x − γuyy = 0 p ∈ N
u(0;x, y) = φ(x, y)
(2)
is well-posedness in the Sobolev spaces Hs(R2), and in spaces with weight
Xs(w
2), for s > 2. Also its prove the existence, analyticity and smoothness of
solitary waves.
Keywords: Cauchy problem,Hilbert transformation, Benjamin-Ono equa-
tion, local well-posedness.
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Introduccio´n
El este trabajo nos proponemos examinar el buen plantamiento del problema
(ut + u
pux +H∂2xu+ αH∂2yu)x − γuyy = 0, (3)
en el contexto de los espacios Sobolev. Tambie´n mostramos la existencia de
ondas solitarias asociadas a esta ecuacio´n. Se puede probar que
E(u) =
∫
R2
1
2
(
(D
1
2
x u)
2 + α(D
− 12
x ∂yu)
2 + γ(∂−1x ∂yu)
2
)
− u
p+2
(p+ 1)(p+ 2)
dx (4)
y
Q(u) =
1
2
∫
R2
u2dx, (5)
son conservadas por el flujo de (3).
Este problema es una extensio´n bidimensional de la ecuacio´n Benjamin-Ono
∂tu+H∂2xu+ u∂xu = 0 (6)
la cual describe ciertos modelos f´ısicos de ondas internas en un fluido con una
delgada regio´n de estratificacio´n (vea [4] y [26]). Esta u´ltima ecuacio´n comparte
con la ecuacio´n KdV
ut + ux + uux + uxxx = 0 (7)
muchas e interesantes propiedades. Por ejemplo: tienen infinitas leyes de conser-
vacio´n, tienen soluciones con forma de ondas solitarias, las cuales son estables
y se comportan como solitones, lo que se comprueba con la existencia de solu-
ciones de tipo multisolito´n (vea [1] y [24]). Tambie´n se ha estudiado su buen
planteamiento en espacios de Sobolev, inclusive de baja regularidad (vea [11],
[27], [18], [21] y [29]).
Debemos sen˜alar que la ecuacio´n (3) es el modelo del movimiento de ondas
largas dispersivas de´bilmente no lineales en un sistema de dos fluidos, donde
la interface es sujeta a capilaridad y el fluido de parte inferior es infinitamente
profundo (vease [1], [2] y [19]). Para esta ecuacio´n, con α = 0, se ha mostrado su
buen planteamiento en [6] en los espacios Xs (ver Seccio´n 1.1), para s > 3, y se
ha dado una demostracio´n, a nuestro juicio incompleta, de existencia de ondas
13
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solitarias en [9]. En este trabajo, probaremos que (3), para α y γ no negativos
arbitrarios con α + γ > 0, es localmente bien planteado en los espacios de
Sobolev Hs(R2), Xs, los espacios con peso Xs(w2), para s > 2, y la existencia
y suavidad de ondas solitarias.
Para el buen planteamiento usaremos dos me´todos que atendera´n dos si-
tuaciones diferentes, debido a la naturaleza de los para´metros. Cuando γ = 0,
veremos el buen planteamiento local de (3) en Hs, para s > 2, usando la teor´ıa
desarrollada por Kato en el contexto de las ecuaciones cuasilineales (vea [13],
[14], [15] y [16]). Para el caso general de para´metros, sen˜alados aqu´ı, probamos
el buen plantemiento en Xs usando el me´todo de regularizacio´n parabo´lica. En
este sentido, usamos ideas desarrolladas en el contexto de las ecuaciones de tipo
KP (ver, por ejemplo [6] y [12]). Esto lo haremos en al Cap´ıtulo 2 del presente
trabajo. En el Cap´ıtulo 3 presentamos el buen planteamiento en espacios con
peso. Para ello usaremos un procedimiento estandar, en el que se hace uso del
buen planteamiento probado en Cap´ıtulo 2. El Cap´ıtulo 4 lo dedicamos a pro-
bar, para γ = 0, la existencia global de (3) para dato pequen˜o y mostramos
que estas soluciones se comportan como las soluciones del problema lineal para
tiempos grandes en valor absoluto.
En el u´ltimo cap´ıtulo probamos la existencia de ondas solitarias. Para e´sto
haremos uso de ideas relacionada con el lema del paso de montan˜a, desarrolladas
en el libro de Willem [31]. Y probaremos la suavidad de dichas ondas.
Notacio´n
En este trabajo hacemos uso sistema´tico de las siguientes notaciones.
1. S(Rn) es el espacio de Schwartz. Si n = 2, escribiremos simplemente S.
2. S ′(Rn) es el espacio de las distribuciones temperadas. Si n = 2, escribire-
mos simplemente S ′.
3. Para f ∈ S ′(Rn), f̂ es la transformada de Fourier de f y fˇ es la transfor-
mada inversa de Fourier de f . Recordamos que
f̂(ξ) = (2pi)−
n
2
∫
Rn
f(x)ei〈x,ξ〉dx,
para toda ξ ∈ Rn, cuando f ∈ S(Rn).
4. H es la transformada de Hilbert. Si f ∈ S(R),
Hf(x) =
√
2
pi
(
v.p.
∫ ∞
−∞
1
y − xf(y) dy
)
.
5. Para s ∈ R, Hs = Hs(R2) es el espacio de Sobolev de orden s.
6. El producto interno en Hs es 〈f, g〉s =
∫
R2(1 + ξ
2 + η2)sf̂ ĝdξdη.
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7. X 12 = {f ∈ L2|D 12x f ∈ L2 ,∂−1x ∂yf ∈ L2y D−
1
2
x fy ∈ L2}
8. Xs = {f ∈ Hs(R2) ∣∣ f = ∂xg, para alguna g ∈ Hs(R2)}.
9. Xs(ρ) es el espacio Xs(ρ) = Xs ∩ L2(ρ(x, y)dxdy)
10. Λs = (1−∆)s/2.
11. Lsp(Rn) = {f ∈ S ′(Rn)
∣∣Λsf ∈ Lp(Rn)}.
12. Para f ∈ Lsp(R2), |f |p,s = ‖Λsf‖Lp(R2).
13. [A,B] notara´ el conmutador de A y B.
15
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Cap´ıtulo 1
Preliminares
Presentamos a continuacio´n algunos resultados que sera´n utilizados a lo largo
de este trabajo.
1.1. Propriedades ba´sicas de Xs
En esta seccio´n exponemos algunos resultados acerca de los espacios Xs, mu-
chos de ellos pueden ser encontrados en la literatura, especialmente aquella que
se ha dedicado al estudio de los problemas de Cauchy de ecuaciones relacionadas
con la ecuacio´n KP (Kadomtsev-Petviashvili).
Definicio´n 1.1. Sea s ∈ R. Los espacios Xs son definidos por
Xs =
{
f ∈ Hs|
√
1 +
1
ξ2
(1 + ξ2 + η2)s/2f̂ ∈ L2
}
.
Observacio´n 1.1. Xs es un espacio de Hilbert cuando es dotado del producto
interno
〈f, g〉Xs =
∫
R2
(1 +
1
ξ2
)(1 + ξ2 + η2)sf̂ ¯̂g dξdη f, g ∈ Xs.
Proposicio´n 1.2. Para todo s nu´mero real y n entero positivo, ∂nxS es denso
en Xs.
Demostracio´n. Sean s nu´mero real y n un entero positivo. Es evidente que ∂nxS
esta´ contenido en Xs.
Supongamos que f ∈ Xs, y sea gt = ((iξ)−ne−t(ξ2+η2+1/ξ2)f̂)∨. Es claro que
gt ∈ Hs+n y ∂nx gt → f en Xs, cuando t → 0+. Ahora bien, para todo  > 0,
existe ψt ∈ S tal que ‖ψt − gt‖Hs+n < /2. En particular, ‖∂nxψt − f‖Xs < ,
para t positivo suficientemente pequen˜o. Esto era lo que quer´ıamos probar.
Observacio´n 1.2. (a) Sea s un nu´mero real y f ∈ S. Las siguientes afirmaciones
son equivalentes:
17
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(i) f ∈ Xs, para algun s.
(ii) f ∈ ∂xS
(iii)
∫∞
−∞ f(x, y) dx = 0 para todo y ∈ R.
(b) En este trabajo
∂−1x f = (
1
iξ
f̂)∨.
Un ca´lculo directo nos permite mostrar que
∂−1x f =
1
2
x∫
−∞
−
∞∫
x
f(x′, y) dx′,
para toda f ∈ S. Esta expresio´n esta´ de acuerdo con la definicion dada en
Ablowitz y Villaroel en [3]. (Vea asimismo [12]).
(c) El produto interno de Xs lo podemos escribir como
〈f, g〉Xs = 〈f, g〉s + 〈∂−1x f, ∂−1x g〉s,
donde 〈 , 〉s es el producto interno en Hs.
El siguiente resultado es un hecho bien curioso y bastante u´til.
Proposicio´n 1.3. Sean r y s nu´meros reales tales que s ≥ r. Supongamos que A
es un operador antisime´trico en Hr y que u y v ∈ C([0, T ], Xs)∩C1((0, T ], Hr).
Sunpongamos, adema´s, que Xs ⊆ D(A), que el operador ∂x conmuta con A, y
que
du
dt
= Au+ v.
Entonces, ‖∂−1x u‖2r es diferenciable en (0, T ) y
1
2
d
dt
‖∂−1x u‖2r = 〈∂−1x v, ∂−1x u〉r.
Demostracio´n. Para todo τ > 0, ∂−1x (1−τ∂−2x )−
1
2u ∈ C([0, T ], Xs)∩C1((0, T ], Hr),
∂−1x (1− τ∂−2x )−
1
2u(t) ∈ D(A) para todo t ∈ (0, T ) y
d
dt
(
∂−1x (1− τ∂−2x )−
1
2u
)
= A∂−1x (1− τ∂−2x )−
1
2u+ ∂−1x (1− τ∂−2x )−
1
2 v.
Claramente,
1
2
d
dt
∥∥∥(∂−1x (1− τ∂−2x )− 12u)∥∥∥2
r
=
〈
∂−1x (1− τ∂−2x )−
1
2 v, ∂−1x (1− τ∂−2x )−
1
2u
〉
r
.
Ya que (1− τ∂−2x )−
1
2 converge fuertemente a I en Hr, del teorema fundamental
del ca´culo y el teorema de la convergencia dominada de Lebesgue, se sigue la
proposicio´n.
18
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1.2. Algunas propiedades del espacio X 12
Es fa´cil ver que X 12 es un espacio de Hilbert con el producto interno definido
por
〈f, g〉 1
2
=
∫
R2
fg +D
1
2
x fD
1
2
x g + αD
− 12
x fyD
− 12
x gy + γ∂
−1
x fy∂
−1
x gydxdy.
Proposicio´n 1.4. Para todo n entero positivo, ∂nxS es contenido densamente
en X 12 .
Demostracio´n. Similar a la de la Proposicio´n 1.2.
Lema 1.5. Sea s ∈ (0, n/2). Entonces, Hs(Rn) esta´ continuamente encajado en
Lp(R2), para p = 2n/(n− 2s) (o, en otras palabras, s = n(1/2− 1/p). Adema´s,
para toda f ∈ Hs(Rn),
‖f‖Lp ≤ Cs‖Dsxf‖L2 ≤ C‖f‖s,
donde
Dl = (−∆) l2 f = ((2pi|ξ|)lfˆ)∨.
Demostracio´n. Vease [22]
Lema 1.6. Supongamos que f ∈ S′(Rn) es tal que Ds1x f ∈ L2 y Ds2x f ∈ L2.
Entonces, para s ∈ [s1, s2], Dsxf ∈ L2 y
‖Dsxf‖ ≤ Cs‖Ds1x f‖θ‖Ds2x f‖1−θ, (1.1)
donde θ = s2−ss2−s1 .
Demostracio´n. Es una consecuencia inmediata de la desigualdad de Ho¨lder
Como consecuencia de los dos lemas anteriores tenemos el siguiente lema de
encaje.
Lema 1.7. (a) Para α > 0 y p ≤ 2, existe C > 0 tal que, para toda f ∈ X 12 ,
‖f‖p+2Lp+2(R2) ≤ C‖f‖2−p‖D−1/2x ∂yf‖p/2‖D1/2x f‖
3p
2 (1.2)
(b) Para α = 0, γ > 0 y p ≤ 43 , existe C > 0 tal que, para toda f ∈ X
1
2 ,
‖f‖p+2Lp+2(R2) ≤ C‖f‖
4−3p
3 ‖D1/2x f‖
9p+4
6 ‖∂−1x ∂yf‖
p
2 (1.3)
En particular, para toda f ∈ X 12 ,
‖f‖Lp+2 ≤ C‖f‖X 12 ,
donde {
0 ≤ p ≤ 2 si α > 0,
0 ≤ p ≤ 43 si α = 0 y γ > 0.
19
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Demostracio´n. Gracias al lema anterior, es suficiente demostrar (1.2) para f =
∂xφ, φ ∈ S. Primero, supongamos que α > 0. De los Lemas 1.5, 1.6 y la
desigualdad de Ho¨lder obtenemos que
‖f‖p+2p+2 =
∫
R2)
|f(x, y)|p+2dxdy ≤ C
∫
R2
‖Dp/2(p+2)x f(., y)‖p+20 dy
≤ C
∫
R
‖D1/2x f(., y)‖p‖f(., y)‖2 dy
≤ C‖D1/2x f‖p
(∫
R
‖f(., y)‖4/(2−p) dy
)(2−p)/2
≤ C‖D1/2x f‖p‖f‖2−p0 sup
y∈R
‖f(., y)‖p
Por otro lado, para toda y ∈ R,
‖f(., y)‖2 =
∫
R
f2(x, y)dx
= 2
∫
R
∫ y
−∞
f(x, y1)∂yf(., y1)dy1dx
= 2
∫ y
−∞
∫
R
D1/2x f(x, y1)D
−1/2
x ∂y1f(x, y1)dxdy1
≤ 2‖D1/2x f‖‖D−1/2x ∂yf‖.
Por lo tanto, se verifica (1.2).
Ahora, supongamos que α = 0. Procediendo como antes, obtenemos
∫
R2
|f |p+2 d xd y ≤ c
∫
R
||Dp/[2(p+2)]x f(·, y)||p+2 d y
≤ c
∫
R
||D1/2x f(·, y)||(3p+2)/3||D−1/4x f(·, y)||4/3 d y
≤ c||D1/2x f ||(3p+2)/30
(∫
R
||D−1/4x f(·, y)||8/(4−3p) d y
)(4−3p)/6
≤ c||D1/2x f ||(3p+2)/30 ||f ||(4−3p)/30
(
sup
y∈R
||D−1/4x f(·, y)||pL2(R)
)
(1.4)
En este caso, para toda y ∈ R,
||D−1/4x f(·, y)||2L2 =
∫
R
(
D−1/4x f
)2
(x, y) d x
= 2
∫
R
∫ y
−∞
D−1/4x f(x, y1)D
−1/4
x fy(x, y1) d y1 d x
= −2
∫ y
−∞
∫
R
D1/2x fx(x, y1)D
−1
x fy(x, y1) d x d y1
20
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≤ 2
∫
R
||D−1/2x fx(·, y)||L2(R)||∂−1x fy(·, y)||L2(R) d y
≤ 2||D1/2x f ||0||∂−1x fy||0.
As´ı obtenemos (1.3).
Definicio´n 1.8. Sea X 0 = {f ∈ L2| ∂xf, ∂−1x fyy y ∂−2x fyy ∈ L2}. X 0 es un
espacio de Hilbert con el producto interno
〈f, g〉0 =
∫
R2
fg + ∂xf∂xg + α∂
−1
x fyy∂
−1
x gyy + γ∂
−2
x fyy∂
−2
x gyydxdy.
Aqu´ı tambie´n vale una afirmacio´n totalmente ana´loga a las hechas en las
Proposiciones 1.2 y 1.4, a saber:
Proposicio´n 1.9. Para todo n entero positivo, ∂nxS es contenido densamente
en X 0.
Es evidente que (X 0, L2) es un par compatible de interpolacio´n (vea [5]
y [30]). Veamos que X 12 es un espacio de interpolacio´n entre X 0 y L2. Ma´s
precisamente, tenemos el siguente teorema.
Teorema 1.10. X 12 = (X 0, L2)[ 12 ].
Demostracio´n. Sea φ ∈ X 12 y
f(z) = e−δ(z−
1
2 )
2
([
1 + |ξ|
(
1 + α
∣∣∣∣η2ξ2
∣∣∣∣+ γ ∣∣∣∣η2ξ3
∣∣∣∣)]z− 12 φˆ
)∨
.
Es obvio que
f(z) ∈ L2, para todo 0 ≤ Im(z) ≤ 1
f es anal´ıtica sobre 0 < Im(z) < 1
f(it) ∈ X 0, para todo t ∈ R
f(1 + it) ∈ L2, para todo t ∈ R
f(z)→ 0, cuando |Im(z)| → ∞, para
Re(z) = 0 o 1
f( 12 ) = φ.
(1.5)
Entonces φ ∈ (X 0, L2)[ 12 ] y ‖φ‖[ 12 ] ≤ c‖φ‖X 12 .
Ahora sean φ ∈ (X 0, L2)[ 12 ], φˆn = χ|(ξ,η)|≤nφˆ, donde χ|(ξ,η)|≤n es la funcio´n
caracter´ıstica de |(ξ, η)| ≤ n , Φn(z) =
(
(1 + |ξ|+ α|ξ|−1|η|2 + γ|ξ|−2|η|2) 32−zφˆn
)∨
y f una funcio´n sobre 0 ≤ Im(z) ≤ 1 en L2 que satisface cada una de las con-
diciones en (1.5). Es claro que Φn es anal´ıtica sobre C con valores en L2. Por
lo tanto (f(z),Φn(z))L2 es una funcio´n continua sobre 0 ≤ Im(z) ≤ 1 y anal´ıti-
ca sobre 0 < Im(z) < 1. Adema´s, |(f(it),Φn(it))L2 | ≤ ‖f(it)‖X 0‖φn‖X 12 y
21
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|(f(1 + it),Φn(1 + it))L2 | ≤ ‖f(1 + it)‖L2‖φn‖X 12 . Del lema de las tres l´ıneas,
se sigue que
|(f(z),Φn(z))L2 | ≤ ma´x(sup ‖f(it)‖X 0 , sup ‖f(1 + it)‖L2)‖φn‖X 12 .
Tomando z = 12 , tenemos que ‖φn‖X 12 ≤ ma´x(sup ‖f(it)‖X 0 , sup ‖f(1 + it)‖L2),
para todo n. As´ı pues, el teorema de la convergencia mono´tona de Lebesgue nos
permite concluir que φ ∈ X 12 .
Definicio´n 1.11. Sea Ω un conjunto abierto y conexo en R2 y X o bien X 0 o
bien X 12 . Denotaremos porX(Ω) el conjunto {f ∈ L2(Ω) | f = g para alguna g ∈
X
}
. X dotado con la norma
‖f‖X(Ω) = ı´nf
g|Ω=f
g∈X
‖g‖X ,
X(Ω) es un espacio de Banach.
Lema 1.12. Supongamos que Ω = (a, b)× (c, d) y φ es una funcio´n no negativa
C∞ sobre R tal que suppφ ⊆ [a, b] y ∫ φ = 1. Entonces, existe una constante C,
dependiendo u´nicamente de Ω y φ, tal que para toda f ∈ L2loc con (∂2xf, ∂2yf) ∈
L2loc,∥∥∥∥∥f − 1b− a
∫ b
a
f dx−
(
x− a+ b
2
)∫ b
a
fxφdx
∥∥∥∥∥
L2(Ω)
≤ C‖∂2xf‖L2(Ω), (1.6)
∥∥∥∥∥fx −
∫ b
a
fxφdx
∥∥∥∥∥
L2(Ω)
≤ C‖∂2xf‖L2(Ω) (1.7)
y ∥∥∥∥∥fyy − 1b− a
∫ b
a
fyy dx−
(
x− a+ b
2
)∫ b
a
fyyxφdx
∥∥∥∥∥
L2(Ω)
≤ C‖∂2yf‖L2(Ω)
(1.8)
Demostracio´n. Veamos, primero, la siguiente generalizacio´n de la desigualdad
de Poincare´
Lema 1.13. Sean a < b y φ una funcio´n continua no negativa sobre [a, b] tal
que
∫
φ = 1. Entonces, para toda f ∈ Lp[a, b] con f ′ ∈ Lp[a, b],∥∥∥∥∥f −
∫ b
a
fφ dx
∥∥∥∥∥
Lp[a,b]
≤ C‖f ′‖Lp[a,b],
donde C depende u´nicamente de [a, b] y p.
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Demostracio´n. Para x ∈ [a, b],∣∣∣∣∣f(x)−
∫ b
a
f(ξ)φ(ξ) dξ
∣∣∣∣∣ =
∣∣∣∣∣
∫ b
a
∫ x
ξ
f ′(s) dsφ(ξ) dξ
∣∣∣∣∣ ≤ ‖f ′‖L1[a,b].
De esta desigualdad se sigue el lema.
Por la desigualdad de Poincare´ y el lema anterior,∫ b
a
∣∣∣∣∣f(x, y)− 1b− a
∫ b
a
f −
(
x− a+ b
2
)∫ b
a
fxφdx, dx
∣∣∣∣∣
2
dx ≤
≤ C2
∫ b
a
∣∣∣∣∣fx(x, y)−
∫ b
a
fxφdx
∣∣∣∣∣
2
dx ≤
≤ C2
∫ b
a
|∂2xf(x, y)|2 dx.
Esta desigualdad demuestra (1.6).
(1.7) es inmediato del Lema 1.13. Ahora demostremos (1.8). De la desigual-
dad Cauchy-Schwarz, tenemos que∣∣∣∣∣ 1b− a
∫ b
a
fyy dx
∣∣∣∣∣
2
≤ 1
b− a
∫ b
a
|fyy|2 dx.
Por lo tanto, ∥∥∥∥∥ 1b− a
∫ b
a
fyy dx
∥∥∥∥∥
L2(Ω)
≤ ‖∂2yf‖L2(Ω). (1.9)
Adema´s, observemos que∣∣∣∣∣
∫ b
a
fxyy(x, y)φ(x) dx
∣∣∣∣∣ =
∣∣∣∣∣
∫ b
a
fyy(x, y)φx(x) dx
∣∣∣∣∣ ≤ ‖fyy(·, y)‖L2[a,b]‖φx‖L2[a,b].
(1.10)
Luego, (1.9), (1.10) y la desigualdad triangular implica (1.8).
Lema 1.14. Sea Ω = (a, b) × (c, d). Existe un operador de extensio´n, E :
X 0(Ω)→ X 0, en otras palabras, existe un operador lineal acotado E de X 0(Ω)
en X 0 tal que, para toda u ∈ X 0(Ω), Eu = u en Ω, ‖Eu‖L2 ≤ C‖u‖L2(Ω) y
‖Eu‖X 0 ≤ C‖u‖X 0(Ω), donde C depende u´nicamente de Ω.
Demostracio´n. Sea u ∈ X0(Ω). Sin perdida de generalidad, podemos suponer
que u = ∂2xf en Ω, para alguna f ∈ S(R2) con ‖∂2xf‖X 0 ≤ 2‖u‖X 0(Ω). Tomemos
f0 = f − 1b−a
∫ b
a
f dx − (x− a+b2 ) ∫ ba fxφdx. Es evidente que u = ∂2xf0 en Ω.
Ahora consideremos f1 definida sobre [2a− b, 2b− a]× [c, d] por
f1(x, y) =

f0(x, y) if x ∈ [a, b]∑4
i=1 aif0(
i+1
i b− 1i x, y) if x ∈ [b, 2b− a]∑4
i=1 aif0(
i+1
i a− 1i x, y) if x ∈ [2a− b, a],
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donde
a1 + a2 + a3 + a4 = 1
a1 +
a2
2
+
a3
3
+
a4
4
= −1
a1 +
a2
4
+
a3
9
+
a4
16
= 1
a1 +
a2
8
+
a3
27
+
a4
64
= −1
Claramente f1 es una funcio´n C
3 sobre [2a− b, 2b− a]× [c, d] y satisface
‖∂mf1‖L2([2a−b,2b−a]×[c,d]) ≤ C‖∂mf0‖L2(Ω), (1.11)
para toda m ∈ N2 con |m| ≤ 3. De la misma manera, a partir de f1, podemos
definir una funcio´n f2 ∈ C3 sobre Ω˜ = [2a− b, 2b− a]× [2c− d, 2d− c] tal que
‖∂mf2‖L2(Ω˜) ≤ 9‖∂mf0‖L2(Ω), (1.12)
para todo m ∈ N2 con |m| ≤ 3. Ahora, sea η una funcio´n C∞ en R2 tal que
η ≡ 1 en Ω y 0 fuera de Ω˜. Para u, sea Eu = ∂2x(ηf2) en Ω˜ y 0 en R2 − Ω˜.
De (1.12) y el Lema 1.12 se sigue que Eu = u en Ω, ‖Eu‖L2 ≤ C‖u‖L2(Ω) y
‖Eu‖X 0 ≤ C‖u‖X 0(Ω), donde C depende u´nicamente de Ω y φ.
Corolario 1.15. Si Ω = (a, b)× (c, d) entonces X 12 (Ω) = [L2(Ω),X 0(Ω)][ 12 ].
Demostracio´n. Es suficiente observar que el operador E definido en el Lema
1.14 es un coretracto del operador de restriccio´n de (X 0, L2) en (X 0(Ω), L2(Ω)).
El corolario se sigue del Teorema 1.2.4 en [30].
Teorema 1.16. Supongamos que {Ωi}i∈N es un cubrimiento de R2, donde cada
Ωi es un cubo abierto cuyos lados son paralelos a los ejes coordenados, tienen
longitud R y son tales que cada punto en R2 esta´ contenido en a lo sumo tres
de estos cubos. Entonces,
∞∑
i=0
‖u‖2X 12 (Ωi) ≤ C‖u‖
2
X 12 , (1.13)
para toda u ∈ X 12 .
Demostracio´n. Procediendo como en la demostracio´n del Lema 1.14, podemos
demostrar que
‖Eiu‖2X 0 ≤ C
∫
Ωi
u2 + ∂xu
2 + α∂−1x ∂
2
yu
2 + γ∂−2x ∂
2
yu
2 dxdy,
donde cada Ei es el operador de extensio´n de X 0(Ωi) en X 0. Es fa´cil ver que C
depende u´nicamente de la longitud de lado de Ωi. Entonces, C es independiente
de i. Puesto que
‖u‖X 0(Ωi) ≤ ‖Eiu‖X 0 ,
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para todo i, obtenemos
∞∑
i=0
‖u‖2X 0(Ωi) ≤ C
∞∑
i=0
∫
Ωi
u2 + ∂xu
2 + α∂−1x ∂
2
yu
2 + γ∂−2x ∂
2
yu
2 dxdy ≤ 3C‖u‖2X 0 .
Asimismo, evidentemente tenemos que
∞∑
i=0
‖u‖2L2(Ωi) ≤ 3‖u‖2L2 .
Entonces el operador u 7→ (uΩi)i∈N (uΩi es la restriccio´n de u en Ωi) es continuo
de L2 en `2(L2(Ωi)) y de X 0 en `2(X 0(Ωi)). Por el Teorema 1.18.1 en [30],
tenemos que el operador u 7→ (uΩi)i∈N es continuo de X
1
2 en `2(X 12 (Ωi)). Por
lo tanto, obtenemos (1.13).
Lema 1.17. El encaje X 12 ↪→ Lploc(R2) es compacto, para{
0 ≤ p < 4 si α > 0
0 ≤ p < 43 si α = 0.
En otras palabras, si (un) es una sucesio´n acotada en X 12 y R > 0, entonces
existe una subsucesio´n de (un) que converge fuertemente en L
p(BR).
Demostracio´n. Probaremos el lema para α > 0. La demostracio´n para el caso
α = 0 difiere tan solo por pequen˜as modificaciones. Supongamos que (un)
∞
n=1
es una sucesio´n acotada en X
1
2 . Sea ΩR el cubo con centro en el o´rigen cuyos
lados son paralelos a los ejes de coordenados y tienen longitud R, y sea ER el
operador extensio´n de L2(ΩR) en L
2 como en la demostracio´n de el Lema 1.14.
Por interpolacio´n, ER es un operador continuo de X 12 (Ω) en X 12 . Asimismo,
es fa´cil ver que ER(u) es 0 fuera de Ω3R, para toda u ∈ X 12 , donde Ω3R es el
cubo con centro en el o´rigen y cuyos lados son paralelos a los ejes coordenados
y tienen longitud 3R. Ya que u = ER(u) en Ω, sin perdida de generalidad,
podemos suponer que un = ER(un), para todo n. Ahora, puesto que (un) es
acotada en X 12 , tambie´n podemos suponer que un ⇀ u en X 12 y sustituyendo,
si es necesario, un por un − u, podemos suponer, adema´s, que u = 0.
Sean
Q1 = {(ξ, η) ∈ R2/|ξ| ≤ ρ, |η| ≤ ρ}
Q2 = {(ξ, η) ∈ R2/|ξ| > ρ}
Q3 = {(ξ, η) ∈ R2/|ξ| < ρ, |η| > ρ}
Entonces R2 =
⋃3
i=1Qi y Qi
⋂
Qj = ∅, i 6= j. Para ρ > 0, tenemos que∫
Ω3R
|un(x, y)|2dxdy =
∫
R2
|ûn(ξ, η)|2dξdη =
3∑
i=1
∫
Qi
|ûn(ξ, η)|2dξdη
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Es claro que∫
Q2
|ûn(ξ, η)|2dξdη =
∫
Q2
1
|ξ| |D̂
1/2
x un(ξ, η)|2dξdη ≤ C
ρ
‖D1/2x un‖20,
y ∫
Q3
|ûn(ξ, η)|2dξdη =
∫
Q3
|ξ|
|η|2 |
̂
D
1
2
x ∂yun(ξ, η)|2dξdη.
Por lo tanto, para cualquier , existe ρ > 0 suficientemente grande tal que∫
Q2
|ûn(ξ, η)|2dξdη +
∫
Q3
|ûn(ξ, η)|2dξdη ≤ /2.
Puesto que un ⇀ 0 en L
2(R2) (en particular
l´ım
n→0
ûn(ξ, η) = l´ım
n→0
∫
Ω3R
un(x, y)e
−i(xξ+yη)dxdy = 0)
y |û(ξ, η)| ≤ ‖un‖1, el teorema de la convergencia dominada de Lebesgue garan-
tiza que ∫
Q1
|ûn(ξ, η)|2dξdη = 0,
cuando n→∞. Por consiguiente un → 0 en L2loc(R2). Por el Lema 1.7, un → 0
en Lploc(R2) si 2 ≤ p < 4.
Lema 1.18. Si (un) es acotada en X 12 y
l´ım
n→∞ sup(x,y)∈R2
∫
B(x,y;R)
|un|2dxdy = 0, (1.14)
cuando n→∞, entonces un → 0 en Lp(R2) para{
2 < p < 4 si α > 0
2 < p < 4/3 si α = 0.
Demostracio´n. Supongamos que α > 0 (α = 0 se obtiene de la misma forma).
Sea 2 < s < 4 y sea ΩR el cubo con centro en el o´rigen y cuyos lados son paralelos
a los ejes coordenados y tienen longitud R. Entonces, de la desigualdad de Ho¨lder
y el Lema 1.7, tenemos que
‖un‖Ls((x,y)+ΩR) ≤ ‖un‖1−ϑL2
((x,y)+ΩR)
‖u‖ϑL4
((x,y)+ΩR)
≤ ‖un‖1−ϑL2
((x,y)+ΩR)
‖un‖ϑ
X
1
2
((x,y)+ΩR)
,
donde ϑ = 2(s−2)s . Escogiendo s tal que
ϑs
2 = 1, es decir, s = 3, obtenemos que∫
(x,y)+ΩR)
|un|3dxdy ≤ C‖un‖L2((x,y)+ΩR)‖un‖2X 12
((x,y)+ΩR)
,
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Ahora, cubriendo R2 por cubos con lados paralelos a los ejes coordenados y de
longitud R, de tal forma que cada punto de R2 este contenido en a lo sumo tres
de estos cubos, del teorema 1.16, obtenemos∫
R2
|un|3dxdy ≤ C sup
(x,y)∈R2
‖un‖L2((x,y)+ΩR)‖un‖2X 12 .
Puesto que un es acotada en X 12 y satisface (1.14), un → 0 en L3(R2). Como
2 < 3 < 4, la desigualdad de Ho¨lder implica que un → 0 en Lp(R2), para todo
2 < p < 4.
1.3. Teor´ıa de Kato
Haremos una breve presentacio´n de la Teor´ıa de Kato descrita en [13]. Con
e´sta se demuestra el buen planteamiento de problemas de Cauchy de ecuaciones
lineales y cuasilineales de evolucio´n.
1.3.1. Caso lineal
Supongamos que X e Y son espacios de Banach reflexivos con Y ⊆ X de
forma densa y continua, y sea {A(t)}t∈[0,T ] una familia de operadores tales que
1. A(t) ∈ G(X, 1, β). En otras palabras, −A(t) genera un C0 semigrupo tal
que
‖e−sA(t)‖ ≤ eβs,
para todo s ∈ [0,∞).
2. Existe un isomorfismo S : Y → X tal que SA(t)S−1 = A(t) +B(t), donde
B(t) ∈ B(X), para 0 ≤ t ≤ T, t → B(t)x es fuertemente medible, para
cada x ∈ X, y t→ ‖B(t)‖X es integrable en [0, T ].
3. Y ⊆ D(A(t)), para 0 ≤ t ≤ T , y t → A(t) es fuertemente continuo de
[0, T ] a B(Y,X)
Teorema 1.19. Bajo las anteriores condiciones, existe una familia de opera-
dores {U(t, s)}0≤s≤t≤T tales que:
1. U es fuertemente continuo de ∆ → B(X), donde ∆ = {(t, s) : 0 ≤ s ≤
t ≤ T}.
2. U(t, s)U(s, r) = U(t, r) para (t, s) y (s, r) ∈ ∆, y U(s, s) = I.
3. U(t, s)Y ⊂ Y y U es fuertemente continuo de ∆→ B(Y ).
4.
dU(t, s)
dt
= −A(t)U(t, s), dU(t, s)
ds
= U(t, s)A(s), en el sentido fuerte den-
tro del espacio B(X,Y ) y son fuertemente continuas de ∆→ B(X,Y ).
27
28
EL PROBLEMA DE CAUCHY ASOCIADO A UNA GENERALIZACION
BIDIMENSIONAL DE LA ECUACION BENJAMIN-ONO
La familia de operadores {U(t, s)}0≤s≤t≤T en el teorema anterior es deno-
minada familia de operadores de evolucio´n asociada a A(t). Una consecuencia
inmediata de este u´ltimo teorema es que, para y ∈ Y , u(t) = U(t, s)y es solucio´n
del problema de Cauchy
du
dt
+A(t)u = 0 para s ≤ t ≤ T, con
u(s) = y.
Ma´s au´n, si f ∈ C([0, T ];X) ∩ L1([0, T ];Y ), entonces
u(t) = U(t, 0)φ+
∫ t
0
U(t, s)f(s)ds
si y so´lo si u ∈ C([0, T ];Y ) ∩ C1((0, T );X) y
du
dt
+A(t)u = f(t) para 0 ≤ t ≤ T, con
u(0) = φ.
1.3.2. Caso Cuasilineal
Sean X e Y espacios de Banach reflexivos, Y ⊆ X, siendo la inclusio´n densa
y continua. Consideremos el siguiente problema
∂tu+A(t, u)u = f(t, u) ∈ X, 0 < t,
u(0) = u0 ∈ Y, (1.15)
donde, para cada t, A(t, u) es un operador lineal de Y en X y f(t, u) es una
funcio´n de R× Y en X. Consideremos tambie´n las siguientes condiciones:
(X) Existe un isomorfismo isome´trico S de Y en X.
Existen T0 > 0 y W bola abierta de centro w0 tales que:
(A1) Para cada (t, y) ∈ [0, T0] ×W , el operador lineal A(t, y) pertenece a
G(X, 1, β), donde β es un nu´mero real positivo. En otras palabras, −A(t, y)
genera un C0 semigrupo tal que
‖e−sA(t,y)‖B(X) ≤ eβs, para s ∈ [0,∞).
No´tese que si X es un espacio de Hilbert, A ∈ G(X, 1, β) si, y so´lo si,
a) 〈Ay, y〉X ≥ −β‖y‖2X para todo y ∈ D(A),
b) (A+ λ) es sobre para todo λ > β.
(Ver [17] o [28])
(A2) Para cada (t, y) ∈ [0, T0] ×W el operador B(t, y) = [S,A(t, y)]S−1 ∈
B(X) y es uniformemente acotado, es decir, existe λ1 > 0 tal que
‖B(t, y)‖B(X) ≤ λ1 para todo (t, y) ∈ [0, T0]×W,
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Adema´s, para algu´n µ1 > 0, se tiene que, para todo y y z ∈W ,
‖B(t, y)−B(t, z)‖B(X) ≤ µ1‖y − z‖Y .
(A3) Y ⊆ D(A(t, y)), para cada (t, y) ∈ [0, T0]×W, (la restriccio´n de A(t, y)
a Y pertenece a B(Y,X)) y, para cada y ∈ W fijo, t → A(t, y) es fuertemente
continua. Adema´s, para cada t ∈ [0, T0] fijo, se satisface la siguiente condicio´n
de Lipschitz,
‖A(t, y)−A(t, z)‖B(Y,X) ≤ µ2‖y − z‖X ,
donde µ2 ≥ 0 es una constante.
(A4) A(t, y)w0 ∈ Y para todo (t, y) ∈ [0, T ]×W . Adema´s, existe una cons-
tante λ2 tal que
‖A(t, y)w0‖Y ≤ λ2, para toda (t, y) ∈ [0, T0]×W
(f1) f es una funcio´n acotada en [0, T0]×W a Y , es decir, existe λ3 tal que
‖f(t, y)‖Y ≤ λ3, para todo (t, y) ∈ [0, T0]×W,
Adema´s, la funcio´n t ∈ [0, T0] 7→ f(t, y) ∈ Y es continua con respecto a la
topolog´ıa de X y para todo y y z ∈ Y se tiene que
‖f(t, y)− f(t, z)‖X ≤ µ3‖y − z‖X ,
donde µ3 ≥ 0 es una constante.
Teorema 1.20 (Kato). Suponga que las condiciones (X), (A1) − (A4) y (f1)
son satisfechas. Dado u0 ∈ Y , existe 0 < T < T0 y una u´nica u ∈ C([0, T ];Y )∩
C1((0, T );X) solucio´n de (1.15). Adema´s, la aplicacio´n u0 → u es continua en
el siguiente sentido: considere la sucesio´n de problemas de Cauchy,
∂tun +An(t, un)un = fn(t, un) t > 0
un(0) = un0 n ∈ N.
(1.16)
Supongamos que las condiciones (X), (A1)–(A4) y (f1) son satisfechas para todo
n ≥ 0 en (1.16), con los mismos X, Y y S, y las correspondientes β, λ1–λ3,
µ2–µ3 pueden ser escogidas independientes de n. Tambie´n supongamos que
s- l´ım
n→∞ An(t, w) = A(t, w) en B(X,Y )
s- l´ım
n→∞ Bn(t, w) = B(t, w) en B(X)
l´ım
n→∞ fn(t, w) = f(t, w) en Y
l´ım
n→∞un0 = u0 en Y,
donde s-l´ım denota el l´ımite fuerte. Entonces, T puede ser elegido de tal manera
que un ∈ C([0, T ], Y ) ∩ C1((0, T ), X) y
l´ım
n→∞ sup[0,T ]
‖un(t)− u(t)‖Y = 0.
Para una demostracio´n de este teorema puede ver [13] y [20].
29
30
EL PROBLEMA DE CAUCHY ASOCIADO A UNA GENERALIZACION
BIDIMENSIONAL DE LA ECUACION BENJAMIN-ONO
1.4. Otros resultados importantes
Los siguientes resultados sobre conmutadores de operadores hacen parte del
importante acervo de herramientas de las que se hacen uso en el ana´lisis.
El primero de ellos es dado por la siguiente proposicio´n debida a Kato (para
su demostracio´n vea [13]).
Proposicio´n 1.21 (Desigualdad de Kato). Sea f ∈ Hs, s > 2, Λ = (1 −
∆2)1/2 y Mf el operador de multiplicio´n por f . Entonces, para |t˜|, |s˜| ≤ s− 1,
Λ−s˜[Λs˜+t˜+1,Mf ]Λ−t˜ ∈ B(L2(R2)) y∥∥∥Λ−s˜[Λs˜+t˜+1,Mf ]Λ−t˜∥∥∥
B(L2(R2))
≤ c‖∇f‖Hs−1 . (1.17)
Proposicio´n 1.22 (Desigualdad de Kato-Ponce). Sean s > 0, 1 < p < ∞,
Λ = (1−∆2)1/2 y Mf el operador de multiplicio´n por f . Entonces,
|[Λs,Mf ]g|p ≤ c
(|∇f |∞|Λs−1g|p + |Λsf |p|g|∞) , (1.18)
para toda f y g ∈ S
Corolario 1.23. Para f y g ∈ S,
|f, g|s,p ≤ c (|f |∞|Λsg|p + |Λsf |p|g|∞) .
El siguiente teorema es debido a A. P. Caldero´n (vea [8])
Teorema 1.24 (Teorema del conmutador de Caldero´n). Sea A : R → R una
funcio´n de Lipschitz. Entonces, para cualquier f ∈ S(R),
‖[H, A]f ′‖0 ≤ C|A′|∞‖f‖0.
Lema 1.25. Sea g, h ∈ S(Rn) y s ≥ 0. Entonces existe una constante C = C(s)
tal que
‖gh‖[s] ≤ C
[
‖g‖A ‖h‖[s] + ‖g‖[s] ‖h‖A
]
donde ‖φ‖[s] =
∥∥(−∆2) s2 ∥∥
o
y ‖φ‖A =
∥∥∥φ̂∥∥∥
L1
Corolario 1.26. Sean g y h como en el Lema 1.25 y n2 < s0. Entonces existe
una constante C = C(s) tal que
‖g∂xh‖s ≤ C
(‖g‖s ‖h‖s + ‖g‖s0 ‖h‖s+1)
Proposicio´n 1.27. Sean r ≥ 1 y s > n2 fijos y f, v ∈ S(Rn) entonces existe
una constante C = C(r, s) tal que
|(v, f∂xv)r| ≤ C
(
‖∂xf‖s−1 ‖v‖2r + ‖∂xf‖r−1 ‖v‖s ‖v‖r
)
En particular, |(v, f∂xv)| ≤ Cs ‖∂xf‖s−1 ‖v‖2s para toda f, v ∈ S(R).
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La siguiente proposicio´n es un hecho bastante conocido y muy u´til en la
prueba del buen planteamiento global de muchos problemas de Cauchy asociados
a ecuaciones diferenciales que aparecen en el contexto de la f´ısica.
Proposicio´n 1.28. Sea f : R2 → R una funcio´n continua acotada tal que ∂xf
existe, es continua y es acotada. Entonces, si A = f∂x,
〈A(u), u〉0 ≥ −1
2
|∂xf |∞‖u‖20, (1.19)
para cada u ∈ D(A), y A+ λ es sobre, para todo λ > 12 |f |∞.
En particular, A ∈ G(L2(R2), 1, 12 |f |∞) (vea la seccio´n anterior).
Demostracio´n. La desigualdad (1.19) se obtiene inmediatamente despue´s de ha-
cer integracio´n por partes. Veamos que A+ λ es sobre, si λ > 12 |f |∞. Suponga-
mos que ψ es tal que 〈(A + λ)(u), ψ〉0 = 0, para toda u ∈ D(A). Por lo tanto,
ψ ∈ D(A∗) ⊆ D(A). De (1.19), se sigue que
0 ≥ 〈(A+ λ)(ψ), ψ〉0 ≥ (λ− 1
2
|f |∞)‖ψ‖20.
Luego, ψ = 0 y, por lo tanto, A+ λ es sobre.
El siguiente lema da un principio de minima´x y sera´ un insumo importante
en la demostracio´n de la existencia de ondas solitarias que haremos ma´s adelante
en este trabajo. Este es una consecuencia inmediata del Teorema 2.8 en [31, pg.
41]
Lema 1.29 (Lema del paso de la montan˜a). Supongamos que X es un espa-
cio Banach y que Φ ∈ C1(X,R) es una funcio´n que satisface las siguientes
propiedades:
1. Φ(0) = 0, y existe ρ > 0 tal que Φ|∂Bρ(0) ≥ α > 0.
2. Existe β ∈ X \ Bρ(0) tal que Φ(β) ≤ 0.
Sea Γ el conjunto de todos los caminos que unen 0 con β, es decir,
Γ = {g ∈ C([0, 1], X) | g(0) = 0, g(1) = β},
y sea
c = ı´nf
g∈Γ
ma´x
t∈[0,1]
Φ(g(t)). (1.20)
Entonces, c ≥ α y Φ tiene una sucesio´n de Palais-Smale en el nivel c, es decir,
existe una sucesio´n (un) tal que Φ(un)→ c y Φ′(un)→ 0 cuando n→∞.
Para demostrar la suavidad de las soluciones tipo onda solitaria usaremos la
siguiente generalizacio´n del teorema de multiplicadores de Ho¨rmander–Mikhlin
debida a Lizorkin [23]
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Teorema 1.30 (Lizorkin). Sea Φ : Rn → R una funcio´n Cn para |ξj | > 0,
j = 1, ..., n. Supongamos que existe M > 0 tal que
|ξk11 · · · ξknn
∂kΦ
∂ξk11 · · · ∂ξknn
(ξ)| ≤M
con ki = 0 o 1, k = k1 + · · · + kn = 0, 1, · · ·, n. Entonces, Φ ∈ Mq(Rn) para
1 ≤ q ≤ ∞. En otras palabras, Φ es un multiplicador de Fourier en Lq(Rn).
Para terminar incluimos el siguiente resultado elemental.
Teorema 1.31. Sea (Ω, Σ, µ) un espacio de medida. Para p ≥ 0, la funcio´n
u → up+1 es localmente continua Lipschitz de Lp+2(Ω, µ) en L p+2p+1 (Ω, µ). En
particular, u→ ∫
Ω
up+2 dµ es un funcional C1 sobre Lp+2(Ω, µ).
Demostracio´n. Es claro que
(u+ h)p+1 = up+1 + (p+ 1)h
∫ 1
0
(u+ th)p dt
para todo u y h. De las desigualdades de Ho¨lder y Minkowski, obtenemos∥∥∥∥h∫ 1
0
(u+ th)p dt
∥∥∥∥
p+2
p+1
≤ ‖h‖p+2
∥∥∥∥∫ 1
0
(u+ th)p dt
∥∥∥∥
p+2
p
≤ C‖h‖p+2(‖u‖p+2 + ‖h‖p+2)p.
Esto termina la demostracio´n.
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Cap´ıtulo 2
Teor´ıa local
En este cap´ıtulo examinamos el buen platemiento del problema de Cauchy
asociado a la generalizacio´n bidimensional de la ecuacio´n Benjamin-Ono dada
por (3). El cap´ıtulo esta´ dividido en dos secciones, en la primera examinamos el
buen planteamiento de (3) en Hs cuando γ = 0. En la otra seccio´n examinamos
el buen planteaminto de (3) en Xs sin ninguna restriccio´n en los para´metros α
y γ.
2.1. Buen planteamiento en Hs (γ = 0)
Teorema 2.1. Sea s > 2 y p ∈ N. Para φ ∈ Hs(R2), existe T > 0, que depende
solamente de ‖φ‖s, y una u´nica u ∈ C([0, T ], Hs(R2)) ∩ C1([0, T ], Hs−2(R2))
solucio´n del problema de Cauchy{
ut +H∂2xu+ αH∂2yu+ upu = 0
u(0) = φ.
(2.1)
Adema´s, la tranformacio´n φ 7→ u de Hs en C([0, T ], Hs) es continua.
Demostracio´n. Sin perdida de generalidad podemos suponer que α = 1. En este
caso, u es solucio´n de (2.1) si y so´lo si v(t) = etH∆u(t) es solucio´n de
dv
dt
+A(t, v)v = 0
v(0) = φ,
(2.2)
donde
A(t, v) = etH∆(e−tH∆v)p∂xe−tH∆.
Veamos que para este problema se satisfacen cada una de las condiciones del
teorema de Kato (Teorema 1.20). Por lo pronto, sean X = L2(R2) y Y =
Hs(R2), para s > 2. Es claro que S = (1 − ∆) s2 es un isomorfismo entre X
e Y . En los siguientes lemas verificaremos que el problema (2.2) satisface las
condiciones (A1)–(A4) que aparecen en la Seccio´n 1.3.2.
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Lema 2.2. A(t, v) ∈ G(X, 1, β(v)), donde β(v) = 12 supt ‖∂x(etH∆v)p‖L∞(R2)
(vea la condicio´n (A1) en la Seccio´n 1.3.2).
Demostracio´n. Ya que {e−tH∆} es un grupo fuertemente continuo de operadores
unitarios, y gracias a la observacio´n que hicimos luego de establecer la condicio´n
(A1) en la Seccio´n 1.3.2, de la Proposicio´n 1.28 se sigue este lema.
Lema 2.3. Si S = (1−∆)s/2, entonces
SA(t, v)S−1 = A(t, v) +B(t, v),
donde B(t, v) es un operador acotado L2, para todo t ∈ R y v ∈ Hs, y satisface
las desigualdades
‖B(t, v)‖B(X) ≤ λ(v) (2.3)
‖B(t, v)−B(t, v′)‖B(X) ≤ µ(v, v′)‖v′ − v‖s, (2.4)
para todo t ∈ R, y todos v y v′ ∈ Hs, donde λ(v) = supt Cs‖∇(e−tH∆v)p‖s−1 y
µ(v, v′) = Cp,s(‖v‖p−1s + ‖v′‖p−1s ).
Demostracio´n. De la Proposicio´n 1.21 se sigue que [S, (e−tH∆v)p]∂xS−1 ∈ B(X)
y
‖[S, (e−tH∆v)p]∂xS−1‖B(X) ≤ Cs‖∇(e−tH∆v)p‖s−1.
Por lo tanto, B(t, v) ∈ B(X) y satisface (2.3).
Al proceder como antes y teniendo en cuenta que
‖vp − wp‖s ≤ Cp,s(‖u‖p−1s + ‖v‖p−1s )‖u− v‖ps ,
para todo u y v ∈ Hs, se muestra (2.4).
Lema 2.4. Hs(R2) ⊂ D(A(t, v)) y A(t, v) es un operador acotado de Y =
Hs(R2) en X = L2(R2) con
‖A(t, v)‖B(X,Y ) ≤ λ(v),
para todo v ∈ Y , y donde λ es como en el Lema 2.3. Adema´s, la funcio´n t 7→
A(t, v) es fuertemente continua de R en B(Y,X), para cada v ∈ Hs. Por otro
lado, la funcio´n v 7→ A(t, v) satisface la siguiente condicio´n de Lipschitz
‖A(t, v)−A(t, v′)‖B(Y,X) ≤ µ(v, v′)‖v − v′‖X ,
donde µ es como en el lema anterior.
Demostracio´n. Puesto que e−tH∆ = (etH∆)−1 es unitario en X = L2(R2), de la
definicio´n de A(t, v), se sigue Hs(R2) ⊂ D(A(t, v)). De hecho,
‖A(t, v)f‖0 = ‖e−tH∆v)p∂xetH∆f‖0 ≤ Cs‖(e−tH∆v)p‖s‖∂xf‖0 ≤ λ(v)‖f‖s,
para toda f ∈ Y .
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Ahora, para todos t, t′ ∈ R y todas f, v ∈ Y , tenemos
‖A(t, v)f −A(t′, v)f‖0 ≤
∥∥∥(etH∆ − et′H∆) (e−tH∆v)p∂x(etH∆f)∥∥∥
0
+
+
∥∥∥((e−tH∆v)p − (e−t′H∆v)p) ∂x(etH∆f)∥∥∥
0
+ ‖(e−t′H∆v)p∂x(etH∆ − et′H∆)f‖0
Como el grupo {e−tH∆}t∈R es fuertemente continuo y la funcio´n v → vp de Y
en si mismo es continua, t 7→ A(t, v) es fuertemente continua de R en B(Y,X).
Finalmente, para cualquier t ∈ R tenemos que
‖A(t, v′)f −A(t, v)f‖0 ≤ ‖(etH∆v′)p − (etH∆v)p‖0‖∂xetH∆f‖∞
≤ Cp(‖(etH∆v)p−1‖∞ + ‖(etH∆v′)p−1‖∞)‖f‖s‖v′ − v‖0
≤ µ(v, v′)‖v′ − v‖0‖f‖s.
Esto termina la demostracio´n del lema.
Los lemas inmediatamente anteriores muestran que el problema (2.2) satisfa-
ce las condiciones del Teorema 1.20 y, por lo tanto, para cada φ ∈ Hs, s > 2, exis-
ten T > 0, que depende de ‖φ‖s, y una u´nica v ∈ C([0, T ], Hs(R2)
⋂
C1([0, T ],
Hs−1(R2)) solucio´n del problema (2.2). Adema´s, la aplicacio´n φ 7→ v es conti-
nua de Hs(R2) en C([0, T ], Hs(R2). Ahora bien, de las propiedades del grupo
Q(t) = e−tH∆ se puede verificar que u(t) = Q(t)v(t) es solucio´n de (2.1) y
satisface las propiedades enunciadas en el Teorema 2.1.
Teorema 2.5. El tiempo de existencia para (2.1) puede ser elegido independien-
te de s en el siguiente sentido: si u ∈ C([0, T ], Hs) es la solucio´n de (2.1) con
u(0) = φ ∈ Hr, para algu´n r > s, entonces, u ∈ C([0, T ], Hr). En particular, si
φ ∈ H∞, u ∈ C([0, T ], H∞).
Demostracio´n. La demostracio´n de este resultado es esencialmente la misma de
la parte (c) del Teorema 1 en [14]. Esbozaremos brevemente esta. Sean r > s,
u ∈ C([0, T ], Hs) solucio´n de (2.1) y v = etH∆u. Supongamos que r ≤ s+ 1. Si
aplicamos ∂2x en ambos lados de la ecuacio´n diferencial en (2.2), llegamos a la
siguiente ecuacio´n de evolucio´n lineal para w(t) = ∂2xv(t),
dw
dt
+A(t)w +B(t)w = f(t) (2.5)
donde
A(t) = ∂xe
tH∆(u(t))pe−tH∆ (2.6)
B(t) = 2etH∆[p(u(t))p−1]ux(t)e−tH∆ (2.7)
f(t) = −etH∆[p(p− 1)up−2(t)][ux(t)]3. (2.8)
Puesto que v ∈ C([0, T ), Hs) se tiene que w ∈ C([0, T );Hs−2). Adema´s,
w(0) = φxx ∈ Hr−2, ya que φ ∈ Hr. Probemos que w ∈ C([0, T ], Hr−2). Para
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e´sto probaremos que el problema de Cauchy para la ecuacio´n lineal (2.5) es bien
planteado en 1 − s ≤ k ≤ s − 1. En esta direccio´n tenemos el siguiente lema
cuya demostracion es completamente similar a la del Lemas 3.1 en [14].
Lema 2.6. La familia {A(t)}0≤t≤T tiene una u´nica familia de operadores de
evolucio´n U(t, τ)0≤t≤τ≤T para los espacios X = Hh, Y = Hk (vea Teorema
1.19), donde
−s ≤ h ≤ s− 2 1− s ≤ k ≤ s− 1 k + 1 ≤ h (2.9)
En particular, U(t, τ) : Hr → Hr para −s ≤ r ≤ s− 1.
Luego, de la discusio´n que sigue al Teorema 1.19, w satisface la ecuacio´n
w(t) = U(t, 0)φxx +
∫ t
0
U(t, τ)[−B(τ)w(τ) + f(τ)]dτ. (2.10)
Ahora bien, como w(0) = φxx ∈ Hr−2, f , dada (2.8), esta´ en C([0, T ], Hs−1) ⊂
C([0, T ], Hr−2) (si r ≤ s+ 1) y B(t), dada en (2.7), es una familia de operadores
en B(Hr−2) que es fuertemente continuo para t en el intervalo [0, T ] (si r ≤ s+1),
del Lema 2.6, la solucio´n de 2.10 esta´ en C([0, T ], Hr−2) ((2.10) es una ecuacio´n
integral de tipo Volterra en Hr−2, la cual puede ser resuelta por aproximaciones
sucesivas), en otras palabras, ∂2xu ∈ C([0, T ], Hr−2).
Si w1(t) = ∂x∂yv(t), tenemos que
dw1
dt
+A(t)w1 +B1(t)w1 = f1(t) (2.11)
donde
B1(t) = e
tH∆[p(u(t))p−1]ux(t)e−tH∆ =
1
2
B(t) (2.12)
f1(t) = −etH∆((p(p− 1)up−2(t)[ux(t)]2 + p(u(t))p−1uxx(t))uy(t)). (2.13)
Como antes, tenemos que
w1(t) = U(t, 0)φxy +
∫ t
0
U(t, τ)[−B1(τ)w1(τ) + f1(τ)]dτ. (2.14)
Ya que uxx ∈ C([0, T ], Hr−2), f1 ∈ C([0, T ], Hr−2). Dado que, adema´s, B1(t) ∈
B(Hr−2) es fuertemente continuo en el intervalo [0, T ], argumentando como an-
tes, tenemos que w1 ∈ C([0, T ], Hr−2) o, equivalentemente, uxy ∈ C([0, T ], Hr−2)
Analogamente, si w2(t) = ∂
2
yv(t), tenemos que
dw2
dt
+A(t)w2 = f2(t) (2.15)
donde
f2(t) = −etH∆((p(p− 1)up−2(t)ux(t)uy(t) + 2p(u(t))p−1uxy(t))uy(t)). (2.16)
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Luego,
w2(t) = U(t, 0)φyy +
∫ t
0
U(t, τ)f2(τ)dτ. (2.17)
Ya que uxy ∈ C([0, T ], Hr−2), f2 ∈ C([0, T ], Hr−2). Repitiendo el argumento
anterior, podemos concluir que w1 ∈ C([0, T ], Hr−2) o, equivalentemente, ∂2yu ∈
C([0, T ], Hr−2)
Luego, hemos probado que si s < r ≤ s + 1 y φ ∈ Hr, u ∈ C([0, T ], Hr).
Para ver el caso r > s+ 1, como φ ∈ Hs′ , para s′ < r, usando una y otra vez lo
que hemos probado hasta ahora, se llega a que u ∈ C([0, T ], Hr).
2.2. Buen planteamiento en Xs
En esta seccio´n examinamos el buen planteamiento de (3) en Xs. Observese
que en este espacio el problema (3) es equivalente a la ecuacio´n{
ut + u
pux +H∂2xu+ αH∂2yu− γ∂−1x uyy = 0,
u(0) = φ.
(2.18)
Para ver e´sto apelaremos al me´todo de regularizacio´n parabo´lica. As´ı pue´s,
consideremos primero el problema{
ut +H∂2xu+ αH∂2yu− γ∂−1x ∂2yu+ upux = µ∆u
u(0) = φ,
(2.19)
en Xs, para µ > 0.
Como es usual en e´ste me´todo, se estudia el comportamiento de las soluciones
del problema lineal asociado al problema (2.19){
∂tu+H∂2xu+ αH∂2yu− γ∂−1x ∂2yu = µ∆u,
u(0) = φ,
(2.20)
en Xs. Haciendo uso de la tranformada de Fourier llegamos a que la solucio´n de
(2.20) es
u(t) = Eµ(t)φ =
(
e(i(sgn(ξ)(ξ
2+αη2)−γ η2ξ )−µ(ξ2+η2))tφ̂
)∨
.
Luego, llegamos al siguiente lema.
Lema 2.7. Sea s ∈ R. Entonces:
(a) Para µ ≥ 0, Eµ define un C0 semigrupo de contracciones en Xs y Hs−2.
En µ = 0, e´ste puede ser extendido a un grupo unitario fuertemente continuo.
Ma´s au´n, si u(t) = Eµ(t)φ, u satisface (2.20) en la topolog´ıa fuerte de H
s, si
φ ∈ {ψ ∈ Hs | (i(sgn(ξ)(ξ2 +αη2)−γ η2ξ )−µ(ξ2 +η2))ψ̂ ∈ Ls}, y en la topolog´ıa
fuerte de Hs−2, si φ ∈ Xs.
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(b) Si λ ≥ 0 y µ > 0 entonces, para todo t > 0, Eµ(t) ∈ B(Xs, Xs+λ) y
‖Eµ(t)φ‖Xs+λ ≤ Kλ
(
1 + (2µt)−λ
)1/2 ‖φ‖Xs (2.21)
para toda φ ∈ Xs, donde Kλ es una constante que depende u´nicamente de λ.
Demostracio´n. (a) es inmediato de la definicio´n de Eµ. Bosquejamos la demos-
tracio´n de (b). Es claro que
‖Eµ(t)φ‖2s+λ =
∫
R2
(1 + ξ2 + η2)s+λ|φ̂(ξ, η)|2e−2µ(ξ2+η2)tdξdη
≤ sup
(ξ,η)∈R2
[(1 + ξ2 + η2)λe−2µ(ξ
2+η2)t]‖φ‖2s
y
‖∂−1x (Eµ(t)φ)‖2s+λ =
∫
R2
1
ξ2
(1 + ξ2 + η2)s+λ|φ̂(ξ, η)|2e−2µ(ξ2+η2)tdξdη
≤ sup
(ξ,η)∈R2
[(1 + ξ2 + η2)λe−2µ(ξ
2+η2)t]‖∂−1x φ‖2s.
De aqu´ı se sigue (b), ya que
sup
(ξ,η)∈R2
[(1 + ξ2 + η2)λe−2µ(ξ
2+η2)t] ≤ Kλ
(
1 +
(
1
2µt
)λ)1/2
Admitiendo como va´lido el principio de Duhamel, tendr´ıamos que la ecuacio´n
(2.19) es equivalente a la ecuacio´n integral
u(t) = Eµ(t)φ−
∫ t
0
Eµ(t− t′)(upux)(t′)dt′. (2.22)
Veamos que e´sto es efectivamente as´ı en Xs.
Lema 2.8. Para s > 2 y µ > 0, el problema (2.19) es equivalente a la ecua-
cio´n integral (2.22) en Xs. Ma´s precisamente, para u ∈ C([0, T ], Xs), u ∈
C1([0, T ], Hs−2) y es una solucio´n de (2.19), si, y so´lo si, u satisface (2.22).
Demostracio´n. Sea u ∈ C([0, T ], Xs). Supongamos primero que u ∈ C1([0, T ],
Hs−2) y es una solucio´n de (2.19). Del Lema 2.7, se sigue que
∂t′ (Eµ(t− t′)u(t′)) = Eµ(t− t′)(Aµu(t′) + ut′(t′))
= Eµ(t− t′)(upux)(t′),
para t > t′, donde Aµ = −H∂2x − αH∂2y + γ∂−1x ∂2y + µ∆. Luego, del teorema
fundamental del ca´lculo, se sigue que u satisface la ecuacio´n integral (2.22).
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Ahora supongamos que u satisface la ecuacio´n integral (2.22). Veamos pri-
mero que la integral en (2.22) tiene derivada continua en Hs−2. Para este efecto,
del Lema 2.7, tenemos
1
h
[∫ t+h
0
Eµ(t+ h− t′)(upux)(t′)dt′ −
∫ t
0
Eµ(t− t′)(upux)(t′)dt′
]
=
=
Eµ(h)− I
h
∫ t
0
Eµ(t− t′)(upux)(t′)dt′+
+
1
h
∫ t+h
t
Eµ(t+ h− t′)(upux)(t′)dt′, (2.23)
para h > 0. Como u ∈ C([0, T ], Xs) y satisface la ecuacio´n integral (2.22),∫ t
0
Eµ(t− t′)(upux)(t′)dt′ ∈ C([0, T ], Xs). (2.24)
Luego,
l´ım
h→0+
Eµ(h)− I
h
∫ t
0
Eµ(t− t′)(upux)(t′)dt′ =
= Aµ
∫ t
0
Eµ(t− t′)(upux)(t′)dt′, (2.25)
en Hs−2. Por otro lado, tenemos
∥∥∥∥∥ 1h
∫ t+h
t
Eµ(t+ h− t′)(upux)(t′)dt′ − upux(t)
∥∥∥∥∥
s−2
≤
≤ 1
h
∫ t+h
t
‖Eµ(t+ h− t′)(upux)(t′)− upux(t)‖s−2 dt′. (2.26)
Del Teorema 2.7, la funcio´n dentro de la integral de la parte derecha de (2.26)
es continua para t′ ∈ [t, t + h]. Por consiguiente, del teorema del valor medio
para integrales, se sigue que
l´ım
h→0+
∥∥∥∥∥ 1h
∫ t+h
t
Eµ(t+ h− t′)(upux)(t′)− upux(t)dt′
∥∥∥∥∥
s−2
= 0. (2.27)
En particular, tenemos que
l´ım
h→0+
1
h
∫ t+h
t
Eµ(t+ h− t′)(upux)(t′)dt′ = upux(t) (2.28)
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en Hs−2. Si h < 0, como antes, tenemos que
1
h
[∫ t+h
0
Eµ(t+ h− t′)(upux)(t′)dt′ −
∫ t
0
Eµ(t− t′)(upux)(t′)dt′
]
=
=
Eµ(−h)− I
−h
∫ t+h
0
Eµ(t+ h− t′)(upux)(t′)dt′+
+
1
−h
∫ t
t+h
Eµ(t− t′)(upux)(t′)dt′. (2.29)
Como ∥∥∥∥Eµ(−h)− I−h φ
∥∥∥∥
s−2
≤ ‖φ‖Xs ,
para toda φ ∈ Xs, de (2.24),
l´ım
h→0−
E(−h)− I
−h
∫ t+h
0
Eµ(t+ h− t′)(upux)(t′)dt′ =
= l´ım
h→0−
Eµ(−h)− I
−h
∫ t
0
Eµ(t− t′)(upux)(t′)dt′, (2.30)
en Hs−2. Tambie´n tenemos que
l´ım
h→0−
1
−h
∫ t
t+h
Eµ(t− t′)(upux)(t′)dt′ = upux(t) (2.31)
en Hs−2. Por lo tanto, la integral en (2.22) tiene derivada con respecto a t en
Hs−2 y
d
dt
∫ t
0
Eµ(t− t′)(upux)(t′)dt′ = Aµ
∫ t
0
Eη(t− t′)(upux)(t′)dt′ + upux(t).
De aqu´ı se sigue que u es derivable en Hs−2 y satisface la ecuacio´n (2.19).
Para u ∈ C([0, T ], Xs), sea
A(u)(t) = Vη(t)φ−
∫ t
0
Eµ(t− t′)(upux)(t′)dt′. (2.32)
Veamos que A(u) ∈ C([0, T ], Xs), para s ≥ 1. Basta ver que∫ t
0
Eµ(t− t′)(upux)(t′)dt′
es continua en t. Gracias al Teoremas 2.7 y a que Hr es un a´lgebra de Banach,
si r > 1, tenemos que
‖Eµ(t− t′)(upux)(t′)‖Xs ≤ Cs
(
1 +
1
2µ(t− t′)
) 1
2
‖u(t′)‖p+1s , (2.33)
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donde para t > 0. Como (1 + (2µt)−1)
1
2 es localmente integrable, se tiene que∫ t
0
Eµ(t− t′)(upux)(t′)dt′ ∈ Xs.
Para h > 0 tenemos∫ t+h
0
Eµ(t+ h− t′)(upux)(t′)dt′ −
∫ t
0
Eµ(t− t′)(upux)(t′)dt′ =
= (Eµ(h)− I)
∫ t
0
Eµ(t− t′)(upux)(t′)dt′+
+
∫ t+h
t
Eµ(t+ h− t′)(upux)(t′)dt′
Ya que, de la desigualdad (2.33),∥∥∥∥∥
∫ t+h
t
Eµ(t+ h− t′)(upux)(t′)dt′
∥∥∥∥∥
Xs
≤ sup
[0,T ]
‖u‖p+1Xs
∫ h
0
(
1 +
1
2µτ
) 1
2
dτ,
tenemos la continuidad a derecha de∫ t
0
Eµ(t− t′)(upux)(t′)dt′.
Si h < 0,∫ t+h
0
Eµ(t+ h− t′)(upux)(t′)dt′ −
∫ t
0
Eµ(t+ t
′)(upux)(t′)dt′ =
=
∫ t+h
t+h˜
Eµ(t+ h− t′)(upux)(t′)dt′+
+ (Eµ(−h˜+ h)− Eµ(−h˜))
∫ t+h˜
0
Eµ(t+ h˜− t′)(upux)(t′)dt′−
−
∫ t
t+h˜
Eµ(t− t′)(upux)(t′)dt′
para −t < h˜ < h. Escogiendo h˜ tal que∫ h˜
0
(
1 +
1
2µτ
) 1
2
dτ < /3,
y haciendo uso de la desigualdad (2.33), tenemos que la norma en Xs del primer
y tercer te´rminos del lado derecho de la u´ltima ecuacio´n son menores que /3.
Por un momento fijando este h˜, podemos tomar h suficientemente pequen˜o tal
que la norma en Xs del segundo te´rmino la podemos hacer menor que /3. Por
lo tanto, para h < 0 suficientemente pequen˜o,∥∥∥∥∥
∫ t+h
0
Eµ(t+ h− t′)(upux)(t′)dt′ −
∫ t
0
Eµ(t− t′)(upux)(t′)dt′
∥∥∥∥∥
Xs
< .
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Esto demuestra la continuidad a izquierda de∫ t
0
Eµ(t− t′)(upux)(t′)dt′.
As´ı pues, para u ∈ C([0, T ], Xs), A(u) ∈ C([0, T ], Xs).
Veamos queA es una contraccio´n en algu´n subespacio cerrado de C([0, T ], Xs)
con la norma de la convergencia uniforme. La eleccio´n conveniente es el conjunto
Υs(T ) = {u ∈ C([0, T ], Xs) | sup
t∈[0,T ]
‖u(t)− Eµ(t)φ‖Xs ≤M},
dondeM > 0 es fijo. Veamos que podemos ecoger T > 0 suficientemente pequen˜o
tal que A es una contraccio´n en Υs(T ) con la me´trica inducida
ds(u, v) = sup
t∈[0,T ]
‖u(t)− v(t)‖Xs .
Veamos primero que podemos elegir T > 0 tal que A(Υs(T )) ⊆ Υs(T ). Sea
u ∈ Υs(T ). Entonces, de (2.33)
‖(Au)(t)− Eµ(t)φ‖Xs ≤ C
∫ t
0
(
1 +
1
2µ(t− τ)
)1/2
‖u(τ)‖p+1Xs dτ
≤ C(M + ‖φ‖Xs)p+1
(
T +
(
T√
µ
)1/2)
(2.34)
Luego, para T suficientemente el lado derecho de (2.34) se puede hacer menor
que M , o en otras palabras, para este mismo T , A(Υs(T )) ⊆ Υs(T ).
Finalmente, veamos que este T tambie´n puede ser elegido de tal manera que
A es una contraccio´n sobre Υs(T ). Del Lema 2.7, tenemos que
‖(Au)(t)− (Av)(t)‖Xs ≤ C
∫ t
0
(
1 +
1
2µ(t− τ)
) 1
2
||(up+1 − vp+1)x(τ)||Xs−1dτ
≤ Cs sup
t∈[0,T˜ ]
||up+1 − vp+1||s
∫ t
0
(
1 +
1
2µ(t− τ)
) 1
2
dτ
≤ Cs(M + ‖φ‖Xs)p
(
T +
(
T
µ
) 1
2
)
sup
t∈[0,T ]
‖u(t)− v(t)‖Xs ,
gracias a que
||up+1 − vp+1||s ≤ C(||u||ps + ||v||ps)||u− v||s, (2.35)
para todo u y v ∈ Hs. Luego, asimismo, podemos elegir T tal que Cs(M +
|φ|s)(T + (Tµ )
1
2 ) < 1. Para estos T , A es una contraccio´n sobre Υs(T ).
Luego, en resumen, hemos demostrado parcialmente el siguiente teorema.
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Teorema 2.9. Sean µ > 0, s > 2 y φ ∈ Xs. Entonces, existe T = T (s, ‖φ‖Xs , µ)
> 0 y una u´nica funcio´n u ∈ C([0, T ], Xs) ∩C([0, T ], Hs−2) solucio´n de (2.19).
La transformacio´n φ 7→ u de Xs en C([0, T ], Xs) es continua.
Demostracio´n. Falta probar la unicidad de la solucio´n y la dependencia continua
del dato inicial. Para ello necesitamos el siguiente lema.
Lema 2.10. Supongamos que β > 0, γ > 0, β+γ > 1, a ≥ 0 y b ≥ 0. Sea f una
funcio´n definida en [0, T ], no negativa y tal que tγ−1f(t) localmente integrable
all´ı. Si
f(t) ≤ a+ b
∫ t
0
(t− t′)β−1(t′)γ−1f(t′)dt′ (2.36)
para casi todo (0, T ), entonces
f(t) ≤ aFβ,γ((bΓ(β)) 1ν t), (2.37)
donde ν = β + γ − 1 > 0 y
Fβ,γ(y) =
∞∑
m=0
cmy
mν (2.38)
con c0 = 1 y cm definido por la relacio´n de recurrecia
cm+1
cm
= Γ(mν+γ)Γ(mν+γ+β) , para
m entero no negativo.
Adema´s,
Fβ,γ(y) = O
(
y1/2(
ν
β−γ)e
β
ν y
ν
β
)
, (2.39)
cuando s→∞.
Demostracio´n. Ver el Lema 7.1.2 en [10]
Ahora probaremos la siguiente proposicio´n, que da una forma ma´s precisa
de lo que deseamos demostrar en el teorema.
Proposicio´n 2.11. Sean φ y ψ ∈ Xs, y u y v ∈ C([0, T ];Xs) las correspon-
dientes soluciones de la ecuacio´n en derivadas parciales en (2.19), con u(0) = φ
y v(0) = ψ. Sea M = supt∈[0,T ](‖u(t)‖pXs +‖v(t)‖pXs). Entonces, para t ∈ [0, T ],
‖u(t)− v(t)‖Xs ≤ F1/2,1 (bΓ(1/2)t) ‖φ− ψ‖Xs , (2.40)
donde b = MCsµ
− 12 ((µT )
1
2 + 1)
Demostracio´n. Sean u y v como en el enunciado de la proposicio´n y sea w(t) =
u(t)− v(t). Luego, de la ecuacio´n integral (2.22), se sigue que
w(t) = Eµ(t)(φ− ψ)−
∫ t
0
Eµ(t− t′)(upux(t′)− vpvx(t′))dt′. (2.41)
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Tomando la norma en Xs y ya que Eµ(t) es un semigrupo de contracciones, de
la desigualdad triangular, tenemos
‖w(t)‖Xs ≤ ‖φ− ψ‖Xs +
1
2
∫ t
0
‖Eµ(t− t′)(upux(t′)− vpvx(t′))‖Xs dt′ (2.42)
Ahora veamos como esta´ acotada la integral que aparece en esta u´ltima de-
sigualdad. Del Lema 2.7 y de (2.35), tenemos∫ t
0
‖Eµ(t− t′)(upux(t′)− vpvx(t′))‖Xs dt′
≤ Cs
∫ t
0
(
1 +
1
2µ(t− t′)
) 1
2 ∥∥∂x(up+1(t′)− vp+1(t′))∥∥Xs−1 dt′
≤ Cs
∫ t
0
(
1 + (2µ(t− t′))− 12
)∥∥up+1(t′)− vp+1(t′)∥∥
s
dt′
≤ CsM
∫ t
0
µ−
1
2
(
(2µT )
1
2 + 1
)
(t− t′)− 12 ‖w(t′)‖Xs dt′
(2.43)
De aqu´ı y gracias al Lema 2.10 sigue la proposicio´n.
Esto completa la demostracio´n del Teorema 2.9
Teorema 2.12. Si u ∈ C([0, T ], Xs) es solucio´n de (2.19), u ∈ ((0, T ], X∞),
donde X∞ =
⋂
s∈R
Xs dotado con la topolog´ıa de Frechet.
Demostracio´n. De (2.21) y (2.22), se sigue que
‖u(t)‖Xs+λ ≤
≤ C
(
1 +
(
1
2µt
)λ)1/2
‖φ‖Xs+C
∫ t
0
(
1 +
(
1
2µ(t− τ)
)λ+1)1/2
‖u(τ)‖p+1Xs dτ
(2.44)
Luego, si λ < 1, u(t) ∈ Xs+λ, para 0 < t ≤ T . Un argumento ana´logo a la
discusio´n precedente de Teorema 2.9 nos garantiza que u ∈ C((0, T ], Xs+λ), si
λ < 1. Un sencillo argumento de induccio´n demuestra el teorema.
Lema 2.13. El tiempo de existencia T , en el Teorema 2.9, puede ser escogido
independiente de µ.
Demostracio´n. Supongamos que u es solucio´n de (2.19). Entonces, tenemos
∂t||u(t)||2s = 2〈u, µ∆u〉s − 2〈u, uux〉s
= 2〈u, µ∆u〉s − 2〈u,H∂2xu+ αH∂2yu− γ∂−1x ∂2yu〉s − 2〈u, uux〉s
≤ −2〈u, upux〉s
≤ Cs‖u(t)‖p+2s ,
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y, de la Proposicio´n 1.3,
∂t||∂−1x u(t)||2s = 2〈∂−1x u, µ∆∂−1x (u)〉s −
2
p+ 1
〈∂−1x u, up+1〉s
≤ 2
p+ 1
|〈∂−1x u, up+1〉s| ≤ C||∂−1x u||s||u||p+1s
≤ C‖u(t)‖p+2Xs ,
para 0 < t ≤ T . En otras palabras,
∂t‖u(t)‖2Xs ≤ Cs,p‖u(t)‖p+2Xs ,
para 0 < t ≤ T . Luego, del teorema fundamental del ca´culo, se sigue que
‖φ‖−pXs − ‖u(t)‖−pXs =
p
2
∫ ‖u(t)‖2Xs
‖φ‖2
Xs
dx
x
p
2 +1
≤ Cs,pt,
para 0 ≤ t ≤ T . Por lo tanto, para todo µ > 0,
‖u(t)‖Xs ≤ ‖φ‖X
s
(1− Cs,p‖φ‖pXst)1/p
≤ ‖φ‖Xs
(1− Cs,p‖φ‖pXsT )1/p
,
si T < (Cs,p‖φ‖Xs)−1. Esta u´ltima desigualdad y el Teorema 2.9 nos garantizan
que, para toda µ > 0, la solucio´n u de (2.19) puede ser extendida al intervalo
[0, T ], si T < (Cs,p‖φ‖Xs)−1.
A partir de ahora y hasta el final de este cap´ıtulo ρ es la funcio´n
ρ(t) =
‖φ‖Xs
(1− Cs,p‖φ‖pXst)1/p
. (2.45)
Veamos el buen plateamiento de (2.18). Para eso exploraremos lo que ocurre
con la red de soluciones de (2.19), {uµ}µ>0, cuando µ tiende a 0. Realmente,
mostraremos que e´sta converge de´bilmente a una solucio´n de (2.18). Por el
momento, veamos el siguiente teorema.
Teorema 2.14. Sea s > 2. Entonces, para cada φ ∈ Xs, existen T = T (‖φ‖Xs)
y u0 ∈ Cw([0, T ], Xs) ∩C1w([0, T ], Hs−2) tal que u0(0) = φ y u0 es solucio´n de
la ecuacio´n (2.18), en el sentido de´bil, es decir,
d
dt
〈u0(t), ψ〉s−2 = −〈up0u0x +H∂2xu0 + αH∂2yu0 − γ∂−1x u0yy, ψ〉s−2, (2.46)
para todo ψ ∈ Hs−2(R). Ademas, ‖u0‖Xs ≤ ρ(t), para todo t ∈ [0, T ], donde
ρ(t) es como en (2.45).
Demostracio´n. Para cada µ, notaremos por uµ la solucio´n de (2.19) en el inter-
valo [0, T ], donde, gracias al Lema 2.13, T es tomado indendientemente de µ.
Ahora sean u = uµ , v = uν , para µ y ν > 0. Es fa´cil ver que
∂t‖u− v‖20 ≤ 4M2|µ− ν|+ CsMp‖u− v‖20
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donde Cs depende u´nicamente de s y M = supt∈[0,T ] ρ(t). De la desigualdad de
Gronwall, obtenemos
‖u− v‖0 ≤ C|µ− ν|,
para todo t ∈ [0, T ] . Ya que C([0, T ];L2(R2)) es completo con la norma de la
convergencia uniforme, existe u0 ∈ C([0, T ];L2(R2)) tal que
l´ım
µ→0+
sup
t∈[0,T ]
‖uµ(t)− u0(t)‖0 = 0
Ahora veamos que u0 ∈ Xs. Sea t ∈ [0, T ]. Puesto que l´ımµ→0+ uµ = u0 en
L2(R2), existe una subsucesio´n
{
µ
(j)
n
}
tal que
l´ım
j→∞
û
µ
(j)
n
(t, ξ, η) = û0(t, ξ, η) ξ, η–c.t.p.
Del Lema de Fatou, se sigue que
‖u0‖2Xs =
∫
R
(1 + ξ2 + η2)s(1 + ξ−2) |û0|2 dξ
≤ l´ım inf
j→∞
∫
R
(1 + ξ2 + η2)s(1 + ξ−2)
∣∣∣ûµ(j)n ∣∣∣2 dξ
≤ l´ım inf
j→∞
‖u
µ
(j)
n
‖2Xs
≤ ρ(t).
Por lo tanto, uµ ⇀ u0 en X
s. En efecto, sea ϕ ∈ Xs y  > 0. Tomando
ϕ ∈ ∂2xS(R2) tal que ‖ϕ− ϕ‖Xs ≤ 4M , tenemos
|〈uµ − u0, ϕ〉Xs | ≤ |〈uµ − u0, ϕ− ϕ〉Xs |+ |〈uµ − u0, ϕ〉Xs |
≤ ‖uµ − u0‖Xs‖ϕ− ϕ‖Xs +
+ ‖uµ − u0‖0 ‖(1−∆)s(1 + ∂−2x )ϕ)‖0
≤ ,
para todo t ∈ [0, T ] y µ > 0 suficientemente pequen˜o. Luego,
l´ım
µ→0+
sup
t∈[0,T ]
〈uµ − u0, ϕ〉Xs = 0,
para toda ϕ ∈ Xs. Como la convergencia es uniforme para toda ϕ ∈ Xs, u0 ∈
Cw([0, T ]; Xs).
Finalmente probemos que u0 ∈ C1w([0, T ];Hs−2
(
R2
)
) y satisface la ecuacio´n
(2.22) para toda ψ ∈ Hs−2 (R2). En efecto,
〈uµ, ψ〉s−2 = 〈φ, ψ〉s−2 −
∫ t
0
〈Aµ(uµ) + upµuµx, ψ〉s−2dτ (2.47)
para todo t ∈ [0, T ] y toda ψ ∈ Hs−2 (R2), donde Aµ = H∂2x+αH∂2y−γ∂−1x ∂2y−
µ∆. Dado que uµ → u0 en L2(R2) y uµ ⇀ u0 en Hs
(
R2
)
, tenemos que
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Aµ(uµ) ⇀ A0(u0) en H
s−2 (R2) ,
upµuµx ⇀ u
p
0u0x en H
s−1 (R2) ,
uniformemente en [0, T ] cuando µ → 0+. Luego, si hacemos µ → 0+ en (2.47)
obtenemos (2.46). Esto termina la prueba.
Corolario 2.15. Sea u0 como en el teorema anterior. u0 ∈ AC([0, T ];Hs−2).
Demostracio´n. Puesto que t ∈ [0, T ] 7→ H∂2xu + αH∂2yu − γ∂−1x ∂2yu + upux es
de´bilmente continua en Hs−2
(
R2
)
, del Teorema de Bochner Pettis, esta funcio´n
es fuertemente integrable en Hs−2
(
R2
)
. Luego, de la ecuacio´n (2.46),
u0(t) = φ−
∫ t
0
[H∂2xu+ αH∂2yu− γ∂−1x ∂2yu+ upux] dτ. (2.48)
De aqu´ı se sigue el corolario.
Proposicio´n 2.16. Sean T > 0 fijo, φj ∈ Hs
(
R2
)
, j = 1, 2 y vj ∈ C([0, T ];L2(R))
∩Cw([0, T ]; Hs
(
R2
)
) ∩ AC([0, T ];Hs−2 (R2)) soluciones de la ecuacio´n (2.18)
en el sentido de´bil y tales que vj(0) = φj. Entonces,
‖v1(t)− v2(t)‖0 ≤ ‖φ1 − φ2‖0 etL0(K)
donde L0 es una funcio´n continua y creciente en los nu´meros reales positivos y
K = ma´x
{
sup[0,T ] ‖v1(t)‖s , sup[0,T ] ‖v2(t)‖s
}
.
Demostracio´n. Sea w(t) = v1(t) − v2(t). Como s > 2, v1 y v2 son fuertemente
derivables con respecto a t en L2(R2) y
∂tvi = H∂2xvi + αH∂2yvi − γ∂−1x ∂2yvi + vpi vix.
Por lo tanto,
1
2
d
dt
‖w(t)‖20 = 〈vp1∂xv1 − vp2∂xv2, w(t)〉0
=
〈
q(u, v)∂xv2, w
2(t)
〉
0
+ 〈vp1∂xw(t), w(t)〉0 .
donde q(u, v) =
∑p−1
i=0 u
ivp−1−i. Por lo tanto,
d
dt
‖v1(t)− v2(t)‖20 ≤ L0(K) ‖v1(t)− v2(t)‖20
donde L0(x) = Cx
p y K = ma´x
{
sup[0,T ] ‖v1(t)‖s , sup[0,T ] ‖v2(t)‖s
}
. De la
desigualdad de Gronwall se sigue la proposicio´n.
Teorema 2.17. Sea u0 como en el Teorema 2.14. u0 ∈ C([0, T ], Xs)∩C1([0, T ],
Hs−2
(
R2
)
) y es la u´nica solucio´n de (2.18).
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Demostracio´n. De la proposicio´n inmediatamente anterior se sigue u0 es la u´nica
solucio´n de´bil de (2.18). Primero veamos que u0 es continua en 0. Tenemos que
|(u0(t), ϕ)s| ≤ ‖u0(t)‖s ≤ [ρ(t)]
1
2 ,
para toda ϕ ∈ Xs, con ‖φ‖ = 1, y todo t ∈ [0, T ]. Luego,
|(φ, ϕ)s| = l´ım inf
t→0+
‖u0(t)‖s ≤ l´ım sup
t→0+
‖u0(t)‖s ≤ l´ımt→0+ [ρ(t)]
1
2 = ‖φ‖s
para toda ϕ ∈ Xs. Luego, el l´ımite de ‖u0(t)‖Xs , cuando t → 0+, existe y
l´ımt→0+ ‖u0(t)‖s = ‖φ‖s. Ya que u(t) → φ de´bilmente en Xs cuando t → 0+,
se sigue que l´ımt→0+ u0(t) = φ en la norma de Xs.
Sea t∗ ∈ [0, T ) fijo, entonces existe T˜ > 0 y una u´nica v ∈ Cw([0, T˜ ];Hs) ∩
C1w([0, T˜ ];H
s−2) que satisface (2.18) con u(t∗) en lugar de φ. La unicidad implica
que v(t) = u(t + t∗), para t ∈ [0, T˜ ]. Como v es continua a derecha de t = 0, u
es continua a la derecha de t = t∗.
Ahora, observese que u(t∗ − t,−x,−y) es solucio´n del problema (2.18) con
u(t∗) en lugar de φ. Luego, u(t∗ − t,−x,−y) es continua a derecha en t = 0, y
por ende, u es continua izquierda en t∗.
En resumen, se tiene que u ∈ C([0, T ], Xs(R)). En particular, H∂2xu +
αH∂2yu + γ∂−1x ∂2yu + upux ∈ C([0, T ], Hs−2(R)). As´ı, de la ecuacio´n (2.48) y
la proposicio´n anterior, se sigue que u ∈ C1([0, T ], Hs−2(R)) y es la u´nica solu-
cio´n fuerte de (2.18).
Veamos ahora la dependencia continua del dato inicial. Para e´sto seguiremos
las ideas usadas por Bona y Smith, en [7], para probar la dependencia continua
del dato inicial en el caso del problema de Cauchy asociado a la ecuacio´n KdV.
As´ı pues, sea (φn)n∈N∪{∞} una sucesio´n de funciones en Xs tales que φn →
φ∞ en Xs, cuando n → ∞. Del Teorema 2.9 y el Lema 2.13, para cada n =
1, 2, 3, . . . ,∞ fijo y µ ≥ 0, existen Ts,n = Ts,n(φn) > 0 independiente de µ y una
u´nica uµ,n ∈ C([0, Ts,n], Xs) que satisface la ecuacio´n (2.19) con uµ,n(0) = φn
Proposicio´n 2.18. Sea T ∈ (0, Ts,∞) fijo. Entonces, existen Ns entero positivo
y una constante M > 0 tal que Ts,n ≥ T , para todo n ≥ Ns, y ‖uµ,n(t)‖Xs ≤M ,
para todo t ∈ [0, T ].
Demostracio´n. Este es tan solo un refinamiento de la demostracio´n del Lema
2.13.
Lema 2.19. Sea φ ∈ Hs, s > 0. Defina
φτ = exp (−τ(1−∆) s2 )φ =
(
φ̂(·) exp (−τ(1 + |·|2) s2 ))ˇ (2.49)
Entonces
l´ım
τ→0+
‖φτ − φ‖s = 0
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y existe una constante C = C(s) tal que
‖φτ‖s+1 ≤ C
(
1
τs
) 1
s
‖φ‖s (2.50)
y ∥∥φτ − φθ∥∥
0
≤ C|τ − θ| ‖φ‖s (2.51)
Ahora, para la sucesio´n (φn)n∈N∪{∞} antes introducida, sean φτn las apro-
ximaciones definidas en (2.49) y uτµ,n las soluciones de (2.19) correspondientes.
Puesto que ‖φτn‖Xs ≤ ‖φn‖Xs , para todo τ y todo n = 1, 2, . . . ,∞, la Proposi-
cio´n 2.18 puede ser reformulada con los los mismos T , N0 > 0 y M mencionados
all´ı, en el sentido de que todas las soluciones uτµ,n esta´n definidas en [0, T ], pa-
ra todo n ≥ N0 y toda µ ≥ 0, y son tales que
∥∥uτµ,n(t)∥∥Xs ≤ M , para todo
t ∈ [0, T ].
Antes de abordar el siguiente resultado, vale la pena mencionar que las
soluciones uτ0,n esta´n en C([0, T ], X
∞). En efecto, si µ > 0, de la Proposicio´n
1.27 con r = s+ 1 y la Proposicio´n 1.3, tenemos
1
2
d
dt
∥∥uτµ,n∥∥2s+1 ≤ |〈uτµ,n, uτµ,np∂xuτµ,n〉s+1|
≤ C ∥∥uτµ,n∥∥ps ∥∥uτµ,n∥∥2s+1 ,
y
1
2
d
dt
∥∥∂−1x uτµ,n∥∥s+1 ≤ 1p+ 1 |〈∂−1x uτµ,n, uτµ,np+1〉s+1|
≤C
(∥∥uτµ,n∥∥ps ∥∥∂−1x uτµ,n∥∥2s+1 + ∥∥uτµ,n∥∥ps ∥∥uτµ,n∥∥s+1 ∥∥∂−1x uτµ,n∥∥s+1) .
En otras palabras,
1
2
d
dt
∥∥uτµ,n∥∥2Xs+1 ≤ C ∥∥uτµ,n∥∥ps ∥∥uτµ,n∥∥2Xs+1 ,
Luego, la desigualdad de Gronwall implica que∥∥uτµ,n∥∥Xs+1 ≤ CMp ‖φτn‖Xs+1 , (2.52)
para todo µ > 0 y todo t ∈ [0, T ]. Una fa´cil modificacio´n de los razonamientos
expuestos hasta aqu´ı, muestran que, en Xs+1, uτ0,n se puede extender a todo
el intervalo [0, T ] y satisface la desigualdad anterior. Un simple argumento de
induccio´n demuestra que esta misma afirmacio´n es va´lida con X∞ en lugar
Xs+1.
Proposicio´n 2.20. Sean φn ∈ Xs, s > 2, φτn y uτµ,n como antes. Supongamos
que 0 ≤ θ < τ , entonces existen N0 ∈ N, C = C(s, φ∞, T ) > 0 y η = η(s) ∈
(0, 1) tal que, para todo n ≥ N0,∥∥uτµ,n − uθµ,n∥∥2Xs ≤ C (∥∥φτn − φθn∥∥2Xs + τ2(1−η)) ,
para todo µ > 0.
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Demostracio´n. Sean N0 tal que u
τ
µ,n(t) este definido sobre [0, T ], para todo
n ≥ N0. Entonces,
1
2
d
dt
∥∥uτµ,n − uθµ,n∥∥2s =− µ∥∥∇(uτµ,n − uθµ,n)∥∥2s −
− 〈uτµ,n − uθµ,n, (uτµ,n)p∂xuτµ,n − (uθµ,n)p∂xuθµ,n〉s
(2.53)
y
1
2
d
dt
∥∥∂−1x (uτµ,n − uθµ,n)∥∥2s =− µ∥∥∂−1x ∇(uτµ,n − uθµ,n)∥∥2s −
− 1
p+ 1
〈∂−1x (uτµ,n − uθµ,n), (uτµ,n)p+1 − (uθµ,n)p+1〉s
(2.54)
Veamos que
|〈uτµ,n − uθµ,n, (uτµ,n)p∂xuτµ,n − (uθµ,n)p∂xuθµ,n〉s| ≤
≤ C
(∥∥uτµ,n − uθµ,n∥∥2s + 12τ2(1− s0+1s )
)
, (2.55)
para 1 < s0 < s− 1. Es claro que
(uτµ,n)
p∂xu
τ
µ,n − (uθµ,n)p∂xuθµ,n =
= (uθµ,n)
p∂x(u
τ
µ,n − uθµ,n) + ((uτµ,n)p − (uθµ,n)p)∂xuτµ,n. (2.56)
Ahora bien, por un lado
|〈uτµ,n − uθµ,n, (uθµ,n)p∂x(uτµ,n − uθµ,n)〉s| ≤ Cs
∥∥(uθµ,n)p∥∥s ∥∥uτµ,n − uθµ,n∥∥2s
≤ CsMp
∥∥uτµ,n − uθµ,n∥∥2s
(2.57)
Por otro lado, de la Desigualdad de Cauchy-Schwartz y el Corolario 1.26, obte-
nemos
|〈uτµ,n − uθµ,n, ((uτµ,n)p − (uθµ,n)p)∂xuτµ,n〉s| ≤
≤∥∥uτµ,n − uθµ,n∥∥s ∥∥((uτµ,n)p − (uθµ,n)p)∂xuτµ,n∥∥s
≤C ∥∥uτµ,n − uθµ,n∥∥s (∥∥(uτµ,n)p − (uθµ,n)p∥∥s ∥∥uτµ,n∥∥s +
+
∥∥(uτµ,n)p − (uθµ,n)p∥∥s0 ∥∥uτµ,n∥∥s+1 ).
(2.58)
Estimemos algunos te´rminos que aparecen en esta u´ltima desigualdad. Uno de
ellos satisface ∥∥(uτµ,n)p − (uθµ,n)p∥∥s ≤ CMp−1 ∥∥uτµ,n − uθµ,n∥∥s . (2.59)
Del Lema 2.19 y la desigualdad (2.52), obtenemos∥∥uτµ,n∥∥s+1 ≤ CMp ‖φτn‖s+1 ≤ C ‖φn‖s τ− 1s
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El siguiente te´rmino que estimamos es∥∥(uτµ,n)p − (uθµ,n)p∥∥s0 ≤ CMp−1 ∥∥uτµ,n − uθµ,n∥∥s0
≤ CMp−1 ∥∥uτµ,n − uθµ,n∥∥λs ∥∥uτµ,n − uθµ,n∥∥1−λ0
≤ CMp−1+λ ∥∥uτµ,n − uθµ,n∥∥1−λ0 ,
con λ = s0s . Por u´ltimo, estimamos
∥∥uτµ,n − uθµ,n∥∥0.
1
2
d
dt
∥∥uτµ,n − uθµ,n∥∥20 =− µ∥∥∂x(uτµ,n − uθµ,n)∥∥20 +
+
1
p+ 1
〈∂x(uτµ,n − uθµ,n), (uτµ,n)p+1 − (uθµ,n)p+1〉0
≤CMp ∥∥uτµ,n − uθµ,n∥∥20
Gracias a la desigualdad de Gronwall y al Lema 2.19 se obtiene∥∥uτµ,n − uθµ,n∥∥20 ≤ CMp ∥∥φτn − φθn∥∥20 ≤ CMp|τ − θ|2 ‖φn‖20 . (2.60)
De las desigualdades (2.57) a (2.60) obtenemos (2.55).
Ahora bien, de la Proposicio´n 1.27, tenemos
|〈∂−1x (uτµ,n − uθµ,n), (uτµ,n)p+1 − (uθµ,n)p+1〉s| =
=|〈∂−1x (uτµ,n − uθµ,n), q(uτµ,n, uθµ,n)(uτµ,n − uθµ,n)〉s
≤CMp ∥∥∂−1x (uτµ,n − uθµ,n)∥∥2s ,
(2.61)
donde q(x, y) =
∑p
i=0 x
iyp−i.
De (2.53), (2.55), (2.54) y (2.61), se tiene que
1
2
d
dt
∥∥uτµ,n − uθµ,n∥∥2Xs ≤ C (τ2(1− s0+1s ) + ∥∥uτµ,n − uθµ,n∥∥2Xs) .
La desigualdad de Gronwall implica que∥∥uτµ,n − uθµ,n∥∥2Xs ≤ C (∥∥φτn − φθn∥∥2Xs + τ2(1− s0+1s ))
Corolario 2.21. Sean φn, φ
τ
n y u
τ
µ,n como en el resultado anterior. Entonces,
para n ≥ N0 fijo,
{
uτµ,n
}
τ>0
converge uniformemente en µ y t a uµ,n, cuando
τ → 0+. En otras palabras,
l´ım
τ→0+
sup
t∈[0,T ],µ>0
∥∥uτµ,n(t)− uµ,n(t)∥∥s = 0
Demostracio´n. Tomando θ = 0 en la Proposicio´n 2.20.
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Teorema 2.22. En Xs, la aplicacio´n φ 7→ u, donde u es solucio´n de 2.18, es
continua. Ma´s precisamente, si (φn)n∈N∪{∞} es una sucesio´n tal que φn → φ∞
en Xs y si u0,n ∈ C([0, Ts,n], Xs) son las correspondientes soluciones de (2.18),
entonces dado cualquier T ∈ (0, Ts,∞) existe un N0 = N0(s, φ∞) tal que Ts,n ≥
T para todo n ≥ N0 y
l´ım
n→∞ supt∈[0,T ]
‖u0,n(t)− u0,∞(t)‖s = 0
Demostracio´n. Sea φτn como en la Proposicio´n 2.20 y sean u
τ
µ,n, µ ≥ 0 las co-
rrespondientes soluciones con tiempos de existencia Ts,n. Dado T ∈ (0, Ts,∞),
uτµ.n ∈ C([0, T ], Xs) para todo n suficientemente grande. Pues bien, de un lado
tenemos
〈u0,n − u0,∞, ϕ〉Xs = l´ım
µ→0+
〈uµ,n − uµ,∞, ϕ〉Xs
= l´ım
µ→0+
[〈uµ,n − uτµ,n, ϕ〉Xs + 〈uτµ,n − uτµ,∞, ϕ〉Xs+
+ 〈uτµ,∞ − uµ,∞, ϕ〉Xs
]
= l´ım
µ→0+
[〈uµ,n − uτµ,n, ϕ〉Xs + 〈uτµ,m − uµ,m, ϕ〉Xs]+
+ 〈uτ0,n − uτ0,∞, ϕ〉Xs .
De otro lado, el Corolario 2.21 implica que, dado  > 0
|〈uµ,n − uτµ,n, ϕ〉Xs + 〈uτµ,m − uµ,m, ϕ〉Xs | ≤  ‖ϕ‖Xs ,
para todo µ > 0. Luego,
|〈u0,n − u0,∞, ϕ〉Xs | ≤  ‖ϕ‖Xs +
∥∥uτ0,n − uτ0,∞∥∥Xs ‖ϕ‖Xs ,
para todo ϕ ∈ Xs. Por lo tanto,
‖u0,n − u0,∞‖Xs ≤ +
∥∥uτ0,n − uτ0,∞∥∥Xs . (2.62)
Argumentos similares a los empleados en la Proposicio´n (2.20) nos permiten
mostrar que, para τ suficientemente pequen˜o,∥∥uτµ,n − uτµ,∞∥∥Xs ≤ C ‖φτn − φτ∞‖Xs τ− 1s .
Ya que uτµ,n − uτµ,∞ converge de´bilmente en Xs a uτ0,n − uτ0,∞, se sigue que∥∥uτ0,n − uτ0,∞∥∥Xs ≤ C ‖φτn − φτ∞‖Xs τ− 1s ≤ ‖φn − φ∞‖Xs τ− 1s ,
para τ suficientemente pequen˜o. Luego, fijando τ suficientemente pequen˜o, po-
demos concluir de (2.62) que
‖u0,n − u0,∞‖Xs ≤ 2,
para n suficientemente grande.
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Aqu´ı tambie´n tenemos un resultado similar al Teorema 2.5.
Teorema 2.23. El tiempo de existencia para (2.18) puede ser elegido inde-
pendiente de s en el siguiente sentido: si u ∈ C([0, T ], Xs) es la solucio´n de
(2.18) con u(0) = φ ∈ Xr, para algu´n r > s, entonces, u ∈ C([0, T ], Xr). En
particular, si φ ∈ X∞, u ∈ C([0, T ], X∞).
Demostracio´n. No´tese que u = u(t) es una solucio´n de (2.18) si y so´lo si v(t) =
P (t)u(t) es una solucio´n de
∂tv +A(t, v)v = 0
v(0) = φ
donde P (t) = etA0 yA(t, a) = P (t)(P (−t)v)p∂xP (−t). Mostrar que v ∈ C([0, T ],
Hr) sigue exactamente el mismo razonamiento que se hizo en el Teorema 2.5.
Ahora bien, ∂−1x v satisface la ecuacio´n
∂t∂
−1
x v +
1
p+ 1
P (t)(P (−t)v)p+1 = 0.
Ya que φ ∈ Xr, de aqu´ı se sigue que v ∈ C([0, T ], Xr).
Observacio´n 2.1. En el caso γ = 0 se puede obtener el buen planteamiento en
Xs, para s > 2, a partir del buen planteamiento en Hs, mostrado en la seccio´n
anterior (Seccio´n 2.1). En efecto, si φ ∈ Xs y u es solucio´n de (2.1), entonces
∂−1x u = P (−t)(∂−1x φ)−
∫ t
0
P (−t+ τ)
(
up+1
p+ 1
(τ)
)
dτ,
donde P (t) = etA0 , A0 = H∂2x + αH∂2y . De aqu´ı es fa´cil mostrar el buen plan-
teamiento en Xs.
Finalicemos esta seccio´n mostrando que los funcionales E y Q dados por (4)
y (5) en la introduccio´n, son conservados por las soluciones de (3) en Xs. Es
evidente que
dQ(u)
dt
=
∫
R2
uut dxdy =
∫
R2
u(H∂2xu+ αH∂2xu− γ∂−1x ∂2yu+ up+1ux) dxdy = 0.
Para ver que E es conservado necesitamos el siguiente lema.
Lema 2.24. Sea γ 6= 0. Si u es solucio´n de (3) en Xs (en otras palabras, solu-
cio´n de (2.1) en Xs) y si ∂−1x φ = ∂
−1
x u(0) ∈ Xs , entonces dudt ∈ C([0, T ], Xs−2).
Demostracio´n. Observese primero que (2.1) es equivalente a la ecuacio´n integral
u = P (−t)u(0)−
∫ t
0
P (−t+ τ) (up∂xu(τ)) dτ, (2.63)
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donde P (t) es dado como en la demostracio´n del teorema anterior. Derivando
en ambos lados de la ecuacio´n, tenemos
du
dt
= AP (−t)u(0)− upux −
∫ t
0
AP (−t+ τ) (up∂xu(τ)) dτ,
donde A tambie´n es como en la demostracio´n anterior. Ahora bien, como
AP (−t+ τ) (up∂xu(τ)) = d
dτ
(P (−t+ τ) (up∂xu(τ))) +
+ P (−t+ τ)∂x
(
up
du
dτ
(τ)
)
, (2.64)
entonces
du
dt
= ∂xP (−t)
(
A∂−1x u(0) +
up+1
p+ 1
(0)
)
− 2∂x
(
up+1
p+ 1
)
−
−
∫ t
0
P (−t+ τ)∂x
(
up
du
dτ
(τ)
)
dτ. (2.65)
Claramente, el lado derecho de la anterior ecuacio´n esta´ en C([0, T ], Xs−2), que
era lo que quer´ıamos demostrar.
Supongamos que u es solucio´n de (2.1) en Xs y que ∂−1x φ ∈ Xs. El lema
anterior nos garantiza que E′(u) = H∂xu + αH∂−1x ∂2yu − γ∂−2x ∂2yu +
up+1
p+ 1
∈
Hs−2, en el caso en que γ 6= 0, y en el otro caso es evidente. Luego, en este caso,
la ecuacio´n (2.1) puede ser escrita como
du
dt
= −∂xE′(u),
en Hs−2. De aqu´ı, y gracias al buen planteamiento en Xs, se sigue inmediata-
mente que E es conservada.
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Cap´ıtulo 3
Algunos resultados en
espacios con peso
En este cap´ıtulo examinamos el buen planteamiento de (2.1) en algunos
espacios de Sobolev con peso.
3.1. Teor´ıa local en Xs(w2) cuando γ = 0
Teorema 3.1. Supongamos w es un peso con todas sus primeras y segundas
derivadas parciales acotadas y, para algu´n λ∗, existen Cλ > 0 tales que
|w(x, y)| ≤ Cλeλ(x2+y2),
para todo (x, y) ∈ R2 y todo λ ∈ (0, λ∗). Sea
Xs(w2) = {f ∈ Xs |wf ∈ L2}.
Este es un espacio de Hilbert con el producto interno 〈·, ·〉w,s = 〈·, ·〉Xs +
〈·, ·〉L2(w2). Entonces, para s > 2, el problema de Cauchy (2.1) es bien plan-
teado en Xs(w2).
Demostracio´n. En esta demostracio´n haremos uso del siguiente lema.
Lema 3.2. Para w como en el teorema. Sea wλ(x, y) = w(x, y)e
−λ(x2+y2).
entonces existen constantes c1, c2, c3 y c4 independientes de λ y tales que
|∇wλ|∞ ≤ c1|∇w|∞ + c2
y
|Dαwλ|∞ ≤ c3|∇w|∞ + |Dαw|∞ + c4,
para cualquier mult-´ındice α = (α1, α2) con |α| = 2.
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En vista del buen planteamiento local en Xs, solo basta con examinar al-
gunas estimativas en la norma de L2(w2). Pues bien, con este propo´sito sea
wλ(x, y) = w(x, y)e
−λ(x2+y2). Es claro que ||wλu(t)||0 <∞ y ||wλut(t)||0 <∞,
para todo t ∈ [0, T ] y todo λ > 0. As´ı pues, multiplicando en ambos lados de la
ecuacio´n 2.1 por w2λu e integrando obtenemos que
1
2
d
dt
||wλu||20 = 〈wλu,wλ
(−H(x)∂2xu− αH(x)∂2yu− upux)〉0.
Los dos primeros te´rminos de las suma en la parte derecha de la anterior ecuacio´n
satisfacen
〈wλu,wλH(x)∂2xu〉0 = 〈wλu, [wλ,H(x)]∂2xu〉0 + 〈wλu,H(x)[wλ, ∂2x]u〉0
〈wλu,wλH(x)∂2yu〉0 = 〈wλu, [wλH(x)]∂2yu〉0 + 〈wλu,H(x)[wλ, ∂2y ]u〉0
La desigualdad de Cauchy-Schwarz, el teorema del conmutador de Caldero´n y
el lema anterior implican que
〈wλu, [wλ,H(x)]∂2yu〉0 ≤ ‖wλu‖0‖[wλ,H(x)]∂2yu‖0
≤C1|∂xwλ|∞‖wλu‖0‖∂−1x ∂2yu‖0
≤ C2‖wλu‖0‖u‖Xs .
Por otro lado,
〈wλu,H(x)[wλ, ∂2y ]u〉0 ≤ ‖wλu‖0‖[wλ, ∂2y ]u‖0
≤ C1‖wλu‖0
(|∂2ywλ|∞‖u‖0 + 2|∂ywλ|∞‖∂yu‖0)
≤ C2‖wλu‖0‖u‖Xs .
De manera totalmente similar obtenemos
〈wλu, [wλ,H(x)]∂2xu〉0 ≤ C‖wλu‖0‖u‖Xs
y
〈wλu,H(x)[wλ, ∂2x]u〉0 ≤ C‖wλu‖0‖u‖Xs .
Adema´s,
‖wλupux‖0 ≤ |up−1ux|∞‖wλu‖0 ≤ Cs‖wλu‖0.
Con ayuda de las estimativas anteriores podemos inferir que
d
dt
‖wλu‖20 ≤ A‖u‖2Xs +B‖wλu‖20,
donde A y B son constantes que no dependen de λ. De la desigualdad de Gron-
wall se concluye que
‖wλu‖20 ≤ eBT (‖wλφ‖20 + TA‖u‖2Xs).
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Gracias al teorema de la convergencia mono´tona de Lebesgue, se sigue que
‖wu‖20 ≤ eBT (‖wφ‖20 + TA‖u‖2Xs)
Por lo tanto, u(t) ∈ Xs(w2), para todo t ∈ [0, T ]. Procediendo de la misma
manera se deduce que
‖w(u− v)‖20 ≤ eBT (‖w(φ− ψ)‖20 + TA‖u− v‖2Xs),
donde ψ ∈ Xs(w2) y v es la solucio´n de (2.1), con ψ en lugar de φ. Falta ver que
t 7→ u(t) es continua de [0, T ] en Xs(w2). Pero e´sto es inmediato del teorema
de la convergencia dominada, de la continuidad de u en Xs y de la ecuacio´n
‖w(u(t)− u(t′))‖0 ≤ ‖(w−wλ)u(t)‖0 + ‖wλ(u(t)− u(t′))‖0 + ‖(wλ −w)u(t′)‖0.
Esto termina la demostracio´n del teorema.
Observacio´n 3.1. Los pesos wϑ(x, y) = (1+x
2+y2)ϑ/2, para ϑ ∈ [0, 1], satisfacen
las condiciones del precedente teorema.
3.2. Con peso w = w(y) cuando γ 6= 0
Con γ 6= 0 tenemos el siguiente resultado.
Teorema 3.3. Supongamos que w en el Teorema 3.1 solo depende de y. En-
tonces, en este caso el problema de Cauchy 2.18 es bien planteado en Xs(w2).
Demostracio´n. Procedemos como en el Teorema 3.1. Aqu´ı, el hecho de que w
no dependa de y facilita las cuentas. Es claro que
1
2
d
dt
||wλu||20 = 〈wλu,wλ
(−H(x)∂2xu− αH(x)∂2yu+ γ∂−1x ∂2yu− upux)〉0.
En este caso las estimativas de los te´rmino lineales son
〈wλu,wλH(x)∂2xu〉0 = 0
〈wλu,wλH(x)∂2yu〉0 = 〈wλu,H(x)[wλ, ∂2y ]u〉0
〈wλu,wλ∂−1x ∂2yu〉0 = 〈wλu, [wλ, ∂2y ]∂−1x u〉0
De aqu´ı en adelante la demostracio´n sigue los mismos pasos de la demostracio´n
del Teorema 3.1.
Observacio´n 3.2. Observe que w(y) = y es un caso particular de los pesos
considerados en el anterior teorema. En realidad, este teorema vale au´n para el
problema de Cauchy{
ut + u
pux + δ∂
3
xu+H∂2xu+ αH∂2yu− γ∂−1x uyy = 0,
u(0) = φ,
(3.1)
lo que representa una mejora del Teorema 2.4 en [6].
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Demostracio´n. Por comodidad haremos la prueba para el caso α = γ = 1. Sea
χn(y) definida por
χn(y) =
{
y2, si −n ≤y≤n,
n2, si ‖y‖ ≥n.
Multiplicando ut +H∆u + ∂−1x ∂2yu + upux = 0 por uχn e integrando sobre
R2. Obtenemos
1
2
d
dt
∫
R2
χn(y)u
2dxdy +
∫
R2
χn(y)uH∂2xudxdy +
∫
R2
χn(y)uH∂2yudxdy+∫
R2
χn(y)uvydxdy +
∫
R2
χn(y)u
p+1uxdxdy = 0
donde ux = vy
No´tese que∫
R2
χn(y)u
p+1uxdxdy =
∫
R2
∂x[χn(y)
up+2
p+ 2
]dxdy = 0
y ∫
R2
χn(y)uH∂2xudxdy = 0,∫
R2 χn(y)uH∂2yudxdy = −
∫
R2 χ
′
n(y)uH∂yudxdy −
∫
R2 χn(y)(∂yu)(H∂yu)dxdy
= −
∫
R2
χ′nuH∂yudxdy
y ∫
R2
uvyχndxdy = −
∫
R2
uvχ′ndxdy,
teniendo encuenta que |χ′n(y)|2 ≤ 4|χn(y)|, obtenemos
1
2
d
dt
∫
R2
χnu
2dxdy ≤ 2
∫
R2
χnu
2dxdy +
∫
R2
(∂yu)
2
dxdy +
∫
R2
v2dxdy
y por la desigualdad de Gronwall
sup
t∈[0,T ]
‖χ1/2n u‖L2(R2) ≤ C(‖yϕ‖L2(R2), T, |φ|Xs ]
Puesto que
‖χ1/2n ϕ‖L2(R2) ≤ ‖yϕ‖L2(R2)
Obtenemos el resultado haciendo n→∞
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Cap´ıtulo 4
Comportamiento asinto´tico
de soluciones con dato
inicial pequen˜o
Para γ = 0, en este cap´ıtulo mostraremos que la solucio´n es global si to-
mamos un dato lo suficientemente pequen˜o, en un sentido que precisaremos.
Tambie´n mostraremos que la solucio´n, en un tiempo suficientemente grande, se
comporta como la solucio´n de la ecuacio´n lineal asociada. A e´stas u´ltimas se les
suele llamar los estados de dispersio´n de la onda (scattering states en ingle´s).
4.1. Solucio´n global para dato pequen˜o
Para φ ∈ Hs(R2), en el Cap´ıtulo 2 nosotros notamos por P (−t)φ la solucio´n
del problema lineal asociado a la ecuacio´n (2.1), es decir, si u(t) = P (−t)φ, u
satisface la ecuacio´n
du
dt
+H∂2xu+ αH∂
2
yu = 0.
Sin perdida de generalidad podemos suponer que α = 1.
Si φ ∈ S entonces
P (−t)φ(x, y) = 1
2pi
∫
ei(sgn(ξ)(ξ
2+η2)t+xξ+yη)φ̂(ξ, η)dξdη =
1
2pi
I(t) ∗ φ(x, y)
donde I(t) = (eisgn(ξ)(ξ
2+η2)t)∨.
Lema 4.1. Para cualesquiera x, y y t 6= 0 nu´meros reales,
I(t)(x, y) =
c
t
e−
i
4t (x
2
+y2)
∫ ∞
x√
t
e
i
4 s
2
ds+
c¯
t
e
i
4t (x
2
+y2)
∫ ∞
x√
t
e−
i
4 s
2
ds,
donde c = (1 + i)/2.
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Demostracio´n. Es claro que
2piI(1)(x, y) =
∫
R
∫ ∞
0
ei(ξ
2+η2+xξ+yη) dξdη +
∫
R
∫ 0
−∞
ei(−ξ
2−η2+xξ+yη) dξdη
=e−
i
4 (x
2
+y2)
(∫
R
ei(η+y/2)
2
dη
)(∫ ∞
0
ei(ξ+x/2)
2
dξ
)
+
+ e
i
4 (x
2
+y2)
(∫
R
e−i(η−y/2)
2
dη
)(∫ 0
−∞
e−i(ξ−x/2)
2
dξ
)
.
Un simple cambio de variable demuestra el teorema para t = 1. Usando la
propiedad de homogeinidad de la transformada de Fourier se sigue el teorema
para cualquier t 6= 0.
El lema anterior implica la siguiente estimativa Lp −Lq para el grupo P (t).
Proposicio´n 4.2. Para cualquier f ∈ L1⋂L2, se tiene que
|P (−t)f | 2
1−θ
≤ c|t|−θ|f | 2
1+θ
,
para θ ∈ [0, 1]
Demostracio´n. El resultado lo obtenemos aplicando la desigualdad de Young
para la convolucio´n, el lema anterior e interpolacio´n.
Del lema de encaje de Sobolev se sigue la siguiente propocisio´n.
Proposicio´n 4.3. Para s > 1 y f ∈ L1⋂Hs, tenemos que
|P (−t)f |∞ ≤ c(1 + |t|)−1(|f |1 + ‖f‖s)
Ahora s´ı, estamos en condiciones de demostrar el siguiente teorema.
Teorema 4.4. Sean p ≥ 3 y s > 3. Entonces, existe δ > 0 y R = R(δ) > 0 tal
que si φ ∈ L11
⋂
Hs satisface
|φ|1,1 + ‖φ‖s < δ,
la solucio´n u de (2.1) esta´ en Cb(R, Hs) y satisface
sup
t∈R
(1 + |t|)|u(t)|1,∞ ≤ R. (4.1)
Demostracio´n. Para la prueba necesitamos el siguiente lema cuya demostracio´n
puede ser encontrada en [25] (Lema 3.0.52)
Lema 4.5. Para t ≥ 0, sea
J(t) = (1 + t)
∫ t
0
1
(1 + t− τ)(1 + τ)p−1 dτ.
Entonces,
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1. J(t) = O(1) cuando t→∞, si p ≥ 3
2. J(t)→∞ cuando t→∞, si p = 1, 2.
Veamos primero que
‖u(t)‖s ≤ ‖φ‖s exp
(
c
∫ t
0
|ux|∞|u|p−1∞ dτ
)
. (4.2)
Haciendo el producto interno enHs por u en ambos lados de la ecuacio´n llegamos
a que
d
dt
‖u‖2s = −2〈u, upux〉s.
En virtud de la desigualdad de Kato-Ponce y su corolario (Corolario 1.23),
obtenemos
d
dt
‖u‖2s ≤ C|u|p−1∞ ‖u‖2s.
La desigualdad (4.2) sigue de esta u´ltima y la desigualdad de Gronwall.
Ahora, en virtud de (4.2) es suficiente demostrar (4.1). En efecto, de las
hipo´tesis, tenemos que∫ t
0
|ux|∞|u|p−1∞ dτ ≤
∫ t
0
|u|p1,∞dτ ≤ Rp
∫ t
0
(1 + |τ |)−pdτ ≤ C.
Entonces probemos (4.1). Tomemos T ∈ (0, Ts) y sea K(T ) = supt∈[0,T ]{(1+
|t|)|u(t)|1,∞}. De la Proposicio´n 4.3, el Lema 4.5, (4.2) y la ecuacio´n integral
(2.63), se obtiene
(1 + t)|u(t)|1,∞ ≤ cδ + c(1 + t)
∫ t
0
(1 + t− τ)−1|u(τ)|p−1∞ ‖u(τ)‖2s dτ
≤ cδ + cδ2K(T )p−1ecK(t)p ,
para t ∈ [0, T ].
Elegimos δ > 0, suficientemente pequen˜o, tal que la funcio`n x 7→ cδ +
cδ2xp−1ecx
p − x, tiene un cero positivo. Sea R = R(δ) el primer cero positivo
de esta funcio´n. Entonces, las estimativas anteriormente mostradas implican
que K(T ) ≤ R. Del hecho de que el conjunto de soluciones es invariante bajo
la transformacio´n (t, x, y) → (−t,−x,−y) y haciendo uso de un argumento de
extensio´n se obtiene el teorema.
Como corolario se tiene el siguiente interesante teorema.
Teorema 4.6. Bajo las hipo´tesis del teorema anterior, existe φ± ∈ Hs tal que
‖u(t)− P (−t)φ±‖r → 0,
cuando t→ ±∞, para r ∈ [s− 1, s).
Demostracio´n. Vea [25].
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Cap´ıtulo 5
Existencia de ondas
solitarias
En este cap´ıtulo vamos a probar la existencia de ondas solitarias no triviales
para la ecuacio´n
(ut + u
pux +H∂2xu+ αH∂2yu)x − γuyy = 0, (5.1)
donde H es la transformada de Hilbert con respecto a x y α y γ son nu´meros
reales no negativos y no simultaneamente cero.
5.1. Existencia
Si φ(x− ct, y) es una onda solitaria que es solucio´n de (3), entonces
(−c∂xφ+ φp∂xφ+H(∂2xφ+ α∂2yφ))x − γ∂2yφ = 0. (5.2)
Adema´s, si φ ∈ X 12 , podemos escribir (5.2) como
−cφ+H∂xφ+ αH∂−1x ∂2yφ− γ∂−2x ∂2yφ+
1
p+ 1
φp+1 = 0. (5.3)
donde el te´rmino de el lado derecho esta´ en
(
X 12
)∗
, el dual topolo´gico de X 12 .
Entonces, φ es un punto cr´ıtico del funcional Φ sobre X 12 definido como
Φ(φ) =
∫
R2
[
1
2
(
cφ2 + (D
1
2
x φ)
2 + α(D
− 12
x ∂yφ)
2 + γ(∂−1x ∂yφ)
2
)
−
− φ
p+2
(p+ 1)(p+ 2)
]
dxdy.
Por lo tanto, para garantizar que existen ondas solitarias asociadas a la
ecuacio´n (3), es suficiente probar que Φ tiene puntos cr´ıticos en X 12 no nulos.
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En esta direccio´n, veamos primero que Φ satisface las condiciones del Lema 1.29.
Es evidente que Φ es un funcional C1 para 0 < p ≤ 2, Φ(0) = 0 y, puesto que
Φ(φ) ≥ mı´n{c, 1}
2
‖φ‖X 12 −
|φ|p+2
(p+ 1)(p+ 2)
,
por el Lema 1.7, existe un ρ tal que
ı´nf
∂Bρ(0)
Φ = τ > 0,
lo cual muestra 1). Ahora, para ϑ ∈ R y u ∈ X 12 ,
Φ(ϑu) = ϑ2
(
Φ(u) +
∫
R2
up+2
(p+ 1)(p+ 2)
dxdy
)
− ϑp+2
∫
R2
up+2
(p+ 1)(p+ 2)
dxdy.
Entonces, tomando u fijo y ϑ suficientemente grande, tenemos 2) con β = ϑu.
As´ı, hemos probado el siguiente lema.
Lema 5.1. Sean Φ, τ y β definidos como antes y sean κ y c definidos como en el
Lema 1.29. Entonces, existe una sucesio´n (φn) tal que Φ(φn)→ c y Φ′(φn)→ 0.
Ahora, estamos en condiciones de probar el siguiente teorema .
Teorema 5.2. (5.2) tiene soluciones no triviales en X 12 .
Demostracio´n. Veamos que Φ tiene puntos cr´ıticos diferentes de cero en X 12 . El
Lema 5.1 garantiza la existencia de una sucesio´n de Palais-Smale (φn) al nivel
c de Φ. Por lo tanto,
c+ 1 ≥ Φ(φn)− Φ
′(φn)(φn)
p+ 2
≥
(
1
2
− 1
p+ 2
)
mı´n{1, c}‖φn‖2X 12 ,
para n suficientemente grande. De lo cual la sucesio´n (φn) resulta ser acotada
en X 12 . Considerando que
0 < c = l´ım
n→∞Φ(φn)−
1
2
Φ′(φn)(φn) = l´ım
n→∞
p
2(p+ 2)(p+ 1)
∫
R2
φp+2n dxdy,
el Lema 1.18 implica que
δ = l´ım sup
n→∞
sup
(x,y)∈R2
∫
(x,y)+Ω1
φ2n dxdy > 0.
Entonces, tomando una subsucesio´n si es necesario, podemos suponer que existe
una sucesio´n (xn, yn) en R tal que∫
(xn,yn)+Ω1
φ2n dxdy > δ/2, (5.4)
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para n suficientemente grande. Sea φ˜n = φn(·+(xn, yn)). Entonces, nuevamente
tomando una subsucesio´n si es necesario, podemos suponer que, para algu´n
φ ∈ X 12 , φ˜n ⇀ φ en X 12 . En vista de (5.4), para n suficientemente grande, del
Lema 1.17, se tiene que φ 6= 0. El Lema 1.17 y la continuidad de la funcio´n
u→ up+1 de Lp+2 a L p+2p+1 , en cualquier espacio de medida, implican que
Φ′(φ)(w) = l´ım
n→∞Φ
′(φ˜n)(w) = 0,
para todo w ∈ X 12 . Esto demuestra el teorema.
5.2. Suavidad y analiticidad de las ondas solita-
rias
En esta´ seccio´n probaremos que, en el caso en que p = 1, las ondas solitarias
asociadas a la ecuacio´n (3) son C∞.
Teorema 5.3. Sea p = 1. Si φ ∈ X 12 es solucio´n de (5.2), φ ∈ H∞ = ⋂∞0 Hn.
Adema´s, φ es anal´ıtica.
Demostracio´n. Supongamos primero que γ = 0. En este caso, sin perdida de ge-
neralidad, podemos suponer que α = 1. Por el Lema 1.7, φ ∈ L4. En particular,
1
2φ
2 + cφ ∈ L2. Ahora, a partir de (5.2), tenemos que
∆φ = H∂x(φ
2
2
− cφ). (5.5)
Entonces, el teorema de Plancherel implica que φ ∈ H1. As´ı, por el teorema de
inmersio´n de Sobolev, 12φ
2+cφ ∈ Lp, 2 ≤ p <∞. Puesto que la transformada de
Hilbert es acotada de Lp → Lp y, del teorema de Lizorkin (Teorema 1.30), ξ2ξ2+η2
y ξηξ2+η2 son multiplicadores en L
p , de (5.5), tenemos que φx y φy ∈ Lp. De
donde, nuevamente (5.5) implica que φ ∈ H2. El teorema quedara´ demostrado
una vez que hayamos observado que que si φ ∈ Hn entonces φ ∈ Hn+1, para
n ≥ 2. Esta u´ltima afirmacio´n se tiene a partir de (5.5), el hecho que Hn es un
a´lgebra de Banach, para n ≥ 2, y el teorema de Plancherel .
Supongamos ahora αγ 6= 0. Sin perdida de generalidad podemos suponer
que α = γ = 1. As´ı, (5.2) se tranforma en la ecuacio´n
H∂3xφ+H∂x∂2yφ− ∂2yφ = −∂2x(
φ2
2
− cφ). (5.6)
Aqu´ı, se observa primero que, gracias al teorema de Lizorkin, ξ
3
|ξ|3+|ξ|η2+η2 y
ξ2η
|ξ|3+|ξ|η2+η2 son multiplicadores en L
p, 1 < p <∞. De aqu´ı en adelante es solo
seguir los pasos del anterior caso. El caso α = 0 es hecho en [9].
Para ver la analiticidad de φ es suficiente probar que
‖∂βφ‖H2 ≤ C|β|!
(R
2
)|β|
, (5.7)
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para algu´n R > 0 y todo β ∈ N2. Solo consideramos el caso α 6= 0 (el caso α = 0
es tratado de manera similar). Demostraremos que existe R > 0 tal que para
todo β ∈ N2
‖∂βφ‖H2 ≤ C (|β| − 1)!
(|β|+ 1)s
(R
2
)|β|−1
, (5.8)
donde s > 1. Veamos e´sto por induccio´n. Para |β| = 1 la desigualdad (5.8)
es evidente; es suficiente elegir C suficientemente grande. Supongamos ahora
que (5.8) es va´lida para |β| = 1, · · · , n y R (que elegiremos convenientemnte
despue´s). De la ecuacio´n (5.2), tenemos
∂2xφ+ α∂
2
yφ− γH∂−1x ∂2yφ = H∂x(
φ2
2
− cφ). (5.9)
Aplicando ∂β en ambos lados de la ecuacio´n y haciendo el producto interno en
H2 con ∂βφ en la u´ltima ecuacio´n, podemos mostrar que
‖∇∂βφ‖H2 ≤ C
∥∥∥∥∂β(φ22 − cφ)
∥∥∥∥
H2
. (5.10)
Para terminar la demostracio´n necesitamos el siguiente lema.
Lema 5.4. (a) Si f y φ ∈ C∞(R), entonces
∂β
(
f(φ)
)
=
|β|∑
j=1
f (j)(φ)
j!
∑
β1+···+βj=β
|βi|≥1, ∀ 1≤i≤j
β!
β1! · · ·βj !∂
β1φ · · · ∂βjφ.
(b) para cada (n1, . . . , nj) ∈ Nj tenemos que
|β|! =
∑
β1+···+βj=β
|βi|=ni, ∀ 1≤i≤j
β!|β1|! · · · |βj |!
β1! · · ·βj ! .
(c) Para s > 1 existe C2 tal que para todo j e k ∈ N
∑
k1+···+kj=k
1
(k1 + 1)s · · · (kj + 1)s ≤
Cj−12
(k + 1)s
Regresemos a la demostracio´n del teorema. Por la parte (a) del Lema 5.4,
la desigualdad (5.10) y el hecho que H2 es una a´lgebra de Banach, se sigue
‖∇∂βφ‖H2 ≤ C1
2∑
j=1
∑
β1+···+βj=β
|βi|≥1, ∀ 1≤i≤j
β!
β1! · · ·βj !‖∂
β1φ‖H2 · · · ‖∂βjφ‖H2 .
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De la hipo´tesis de induccio´n y la parte (b) de el mismo lema, tenemos que
‖∇∂βφ‖H2 ≤C1
2∑
j=1
CjA|β|−j
∑
n1+···+nj=|β|
ni≥1, ∀ 1≤i≤j
∑
β1+···+βj=β
|βi|=ni, ∀ i
β!
β1! · · ·βj !
(|β1|−1)! · · · (|βj |−1)!
(|β1|+1)s · · · (|βj |+1)s
≤C1
2∑
j=1
C˜jA|β|−j
∑
n1+···+nj=|β|
|ni|≥1, ∀ 1≤i≤j
|β|!
(n1 + 1)s+1 · · · (nj + 1)s+1 ,
donde A = R2 . De esta desigualdad y la parte (c) de el Lema 5.4, obtenemos
que
‖∇∂βφ‖H2 ≤ C1 |β|!
(|β|+ 2)sA
|β|
2∑
j=1
(C˜C2)
jA−j .
Ahora elijamosR. TomamosA suficientemente grande tal que C1
∑2
j=1(C˜C2)
jA−j ≤
C. Es claro que esta eleccio´n no depende de β. Por lo tanto, con R = 2A,
‖∇∂βφ‖H2 ≤ C |β|!
(|β|+ 2)s
(R
2
)|β|
,
demostramos (5.8). Esto completa la demostracio´n
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