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Near-wall regions in wall-bounded turbulent flows experience strong intermittent events
involving ejections of slow-moving fluid parcels away from the wall, and ‘sweeps’ of faster
moving fluid towards the wall. Here, we train a three-dimensional Convolutional Neural
Network (CNN) to predict the intensity of ejection events that occur in Direct Numerical
Simulation (DNS) of a periodic channel flow. The trained network is able to predict
burst intensities accurately for flow snaphshots that are sufficiently removed from the
training data so as to be temporally decorrelated. More importantly, we probe the trained
network to reveal regions of the flow where the network focuses its attention in order
to make a prediction. We find that these salient regions correlate very well with fluid
parcels being ejected away from the wall. Moreover, the CNN is able to keep track
of the salient fluid parcels as the flow evolves in time. This demonstrates that CNNs
are capable of discovering dynamically critical phenomena in turbulent flows without
requiring any a-priori knowledge of the underlying dynamics. Remarkably, the trained
CNN is able to predict ejection intensities accurately for data at different Reynolds
numbers, which highlights its ability to identify physical processes that persist across
varying flow conditions. The results presented here highlight the immense potential of
CNNs for discovering and analyzing nonlinear spatial correlations in turbulent flows.
1. Introduction
The dynamics of wall-bounded turbulent flows are linked closely to processes that
dominate the flow close to the wall. A prominent feature of such flows is the presence of
slow moving wavy ‘streaks’ of fluid, which intermittently and abruptly lift-up away from
the wall, and eject slow moving fluid towards the faster core (Kline et al. 1967; Offen
& Kline 1975). These ‘bursts’ of slow moving streaks have been identified in a number
of experiments using hydrogen bubble visualization (Kline et al. 1967), dye visualiza-
tion (Kim et al. 1971), and observation of neutrally buoyant colloidal particles (Corino
& Brodkey 1969). The ejections are usually followed by ‘sweeps’ of faster moving fluid
towards the wall (Corino & Brodkey 1969), completing the cycle of momentum exchange
between the low speed near-wall layers and the high speed core. Several studies note
that these intermittent bursts are important sources for the generation and dissipation
of turbulent kinetic energy within boundary layers, control of transport phenomena, and
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are also responsible for the majority of turbulent drag acting on the wall (Kline et al.
1967; Corino & Brodkey 1969; Kim et al. 1971; Wallace et al. 1972; Lumley & Blossey
1998; Jime´nez 2012).
Although the existence of intermittent bursts in wall-bounded turbulence is widely
accepted, there has been some ambivalence regarding their role in near-wall dynamics.
Robinson (1991), Moin & Mahesh (1998), and Schoppa & Hussain (2002) have sug-
gested that bursts may not play as crucial a role in turbulence generation as previously
thought. The main argument in favour of this viewpoint is that the intermittent events
observed by Kline et al. (1967) were caused by the passage of streamwise vortices over
static measurement locations. However, certain studies have remarked that these strong
intermittent events are not merely artefacts of vortices passing by, but should instead be
viewed as intrinsic components of the near-wall dynamics (Jime´nez 2012, 2013). Lumley
& Blossey (1998) considered bursts to be integral to the formation and evolution of
coherent structures, and proposed that the inhibition of bursts should be a crucial
element of potential control strategies. Jime´nez (2013) notes that frictional drag on
the wall increases abruptly and substantially during bursting events. Several studies
have proposed that coherent hairpin vortices may be consequences of instabilities and
ejections associated with low-speed streaks (Lozano-Dura´n & Jime´nez 2014; Hack &
Moin 2018). Schlatter et al. (2014) suggested that hairpin vortices may be artefacts of
the relatively moderate Reynolds numbers that prior DNSs had been restricted to owing
to computational limitations. It is evident that there have been differences of opinion
regarding the exact nature of near-wall dynamics, which highlights the need for novel
analytical tools that can help interpret nonlinear turbulent flow data more effectively.
While we have witnessed steady progress in both experimental diagnostics and sim-
ulation capabilities since some of the seminal studies discussed above, a comprehensive
understanding of fundamental processes in near-wall turbulence, and more importantly,
effective means of influencing them are still being sought (Jime´nez 2018). Disentangling
the non-linear spatial and temporal correlations inherent in turbulent flows has proved
to be the principal obstacle, and has been particularly challenging for reduced order
modelling approaches such as Principal Component Analysis (also known as Proper
Orthogonal Decomposition - POD), and Dynamic Mode Decomposition (DMD) (Schmid
2010). Recently, novel techniques that have undergone rapid development owing to
advances by the machine learning and computer vision community, have seen increased
adoption for prediction and analysis tasks in fluid mechanics. Very early uses of Artificial
Neural Networks (ANNs) for this purpose include studies by Fan et al. (1993), and Lee
et al. (1997). Milano & Koumoutsakos (2002) compared the prediction and reconstruction
capabilities of nonlinear autoencoders to those of Principal Component Analysis in
a turbulent channel flow simulation. Hack & Zaki (2016) used ANNs to predict the
transition to turbulence in a spatially developing boundary layer, by identifying near-
wall streaks that were most likely to breakdown and induce the formation of turbulent
spots. Maulik & San (2017) trained a single layer feedforward ANN to deconvolve low-
pass filtered turbulent datasets, in order to reconstruct the subfilter length scales. Fukami
et al. (2019) and Liu et al. (2020) have also explored deconvolution to reconstruct subfilter
scales, albeit using Convolutional Neural Networks (CNNs) (Fukushima 1980), which
preserve spatial correlations inherent in the data. CNNs have proved to be effective
for predicting both steady (Guo et al. 2016; Sekar et al. 2019) and unsteady (Lee &
You 2019) laminar flows around bluff bodies, airfoils, and cylinders. CNNs have also
been used in low Reynolds number flows to predict unsteady force coefficients for bluff
bodies (Miyanawala & Jaiman 2018), pressure distribution on a cylinder (Ye et al. 2020),
and drag for arbitrary 2D shapes in laminar flows (Viquerat & Hachem 2019).
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Figure 1: A snapshot of the flow field from a turbulent channel flow simulation at Reτ =
300. The horizontal plane shows an isocontour of the horizontal velocity component u,
coloured using the vertical velocity v. Low-speed streaks manifest as sinuous ridges, and
bright spots mark regions where the flow is being ejected away from the wall. The pink
blobs denote high intensity ejection parcels where positive fluctuations for v exceed 2
standard deviations, i.e., v > v¯ + 2σv. The grid cell sizes were kept uniform in the
streamwise and spanwise directions (∆x = ∆z = 3.5δ+), whereas the cell heights were
stretched from the wall to the channel center in a sinusoidal manner (0.03δ+ 6 ∆y 6
2.4δ+). The white box in the bottom left corner depicts MFU-sized sections that the
snapshots were divided into for training the CNN.
Given the integral role of bursting events in the turbulence generation cycle, and
the innate ability of Neural Networks to identify nonlinear correlations, we train a 3D
CNN to predict the intensity of strong and intermittent ejection events that occur in
the near-wall region. This is done by first ‘labelling’ 3D velocity fields extracted from a
turbulent channel flow DNS with their corresponding ejection intensities, and then using
the velocity fields as input, and ejection intensities (labels) as output for training. Once
the CNN is able to correctly predict ejection intensities for out-of-sample velocity data,
we visualize localized regions of the flow that the trained CNN focuses on in order to make
accurate predictions. This allows us to look beyond the black-box nature of the neural
network, to reveal physical processes that such networks are capable of identifying in
extremely complex flow fields. Details regarding the numerical methods and training
procedure for the CNN are provided in §2. Results demonstrating the identification
capabilities of the CNN are presented in §3, followed by concluding remarks in §4.
2. Methods
2.1. Direct Numerical Simulation
The data used for training the CNN was generated using a DNS of a periodic turbulent
channel flow. The simulation is based on the incompressible Navier-Stokes equations,
which are solved using a high order conservative finite difference scheme (Desjardins et al.
2008). The flow is driven by imposing a pressure gradient in the streamwise direction,
which changes in time to maintain a constant mass flow rate. The simulation domain
and its dimensions are shown in Figure 1. The channel uses periodic boundaries in the
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Figure 2: (a) Mean horizontal velocity profile shown in wall units for Reτ = 300 (blue)
and Reτ = 670 (red). (b) The corresponding rms velocity profiles shown in wall units.
The symbols correspond to data from Moser et al. (1999) for Reτ = 395 and 590.
streamwise and spanwise directions, and the no-slip boundary condition at the top and
bottom walls. The friction Reynolds number for the data used for training the CNN
is approximately Reτ = uτ (Ly/2)/ν = 300. Here, uτ =
√
τ/ρ is the friction velocity,
τ = µ∂u/∂y is the surface shear stress, ν = µ/ρ is the kinematic viscosity, and ρ is the
fluid density. The mean velocity and rms velocity profiles for two distinct simulations at
Reτ = 300 and 670 are shown in Figure 2. Once the flow is statistically stationary, several
snapshots are recorded at intervals of approximately 40t+, which allows the individual
snapshots to be temporally decorrelated. Here, t+ = δ+/uτ is the viscous time scale
and δ+ = ν/uτ is the viscous length scale. Each full-channel snapshot is divided up
into Minimal Flow Unit-sized sections (Jime´nez & Moin 1991), as depicted by the white
box in Figure 1. Similarly, MFU-sized samples are extracted from the upper wall after
flipping the wall-normal and spanwise velocities appropriately, so as to maintain the
same orientation as the lower wall. This procedure yields 450 three-dimensional sections
(velocity samples) per wall for each snapshot, and a total of 10,800 velocity samples from
12 independent full-channel snapshots.
2.2. Labelling the burst intensity in 3D velocity samples
The quadrant method introduced by Wallace et al. (1972) has been used widely to
classify bursts and sweeps (u′ < 0, v′ > 0 for bursts, and u′ > 0, v′ < 0 for sweeps).
However, Luchik & Tiederman (1987) note that this technique experiences difficulties
with detecting entire burst or ejection events. Moreover, the quadrant criteria do not
require intense bursting activity, as they are merely associated with fluctuation signs
with respect to the mean values. In the present work, we associate bursts with strong
intermittent events as described by Kline et al. (1967), and consider ejections to be
associated with large deviations in the vertical velocity. To determine the intensity of
these ejection events, we compute the percentage of cells where positive fluctuations in
v exceed 2 standard deviations, i.e., v > v¯ + 2σv. This provides a useful indication of
activity within each velocity sample, without having to rely on adjustable parameters.
Each velocity sample is then interpolated onto a grid of size 64× 40× 64 with uniformly
spaced cells in the wall-normal direction, and reduced to half-precision floating point
numbers to conserve memory during training.
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Figure 3: The Convolutional Neural Network takes a 3D velocity field (only the v
component) as input, and predicts the ejection intensity as output. The architecture
consists of 4 convolution + pooling layers, which learn to identify and extract the most
important flow features from the data. The 3D data is then flattened out, followed by two
fully-connected layers terminating in the output node marked ‘prediction’. The number
of distinct filtering kernels used at each convolution layer are shown as ×32, ×64, · · ·,
and the layer sizes are shown as (64, 40, 64), and so on. Altogether, there are 2.2 million
unknown parameters (weights and biases) that must be learned during training.
Architecture and Training Parameters
Kernel Size 3x3x3
Pooling Size 2x2x2
Weight Initialization he uniform
Bias Initialization Zeros
Loss Function Percent Error
Optimization Adam
Hyperparameters Value
Batch Size 5
Epochs 57
Dropout 0.5
Learning Rate 0.0001
Decay 0.0001
Activation Function ReLU
Table 1: Parameters and hyperparameters related to the architecture and training.
2.3. Training procedure and saliency maps
After labelling, the 10,800 velocity samples are split randomly into 85% training, 7.5%
validation, and 7.5% test sets. The training samples are fed in batches of five to the CNN
as input, along with the corresponding labels as output (Figure 3). We note that only
the vertical velocity component v is used for training, since it is most closely related
to ejection events. The max-pooling layers downsample the data by retaining a single
cell out of every 2× 2× 2 block of cells. This reduces the dimensionality of the data by
one eighth after every pooling operation. The function of the convolution and pooling
layers is to extract 3D features from the flow, whereas the fully connected layers towards
the end learn to associate the assortment of feature maps with the appropriate ejection
intensity value. The training was implemented using Keras and TensorFlow, which are
open-source machine learning libraries. The loss-function was defined as the percentage
error between the predicted value and the actual label for each sample, and the weights
were updated using the Adam optimizer to minimize this loss. The network architecture
and training procedure were optimized through a series of hyperparameter sweeps, and
the optimal combination that yields the highest accuracy is shown in Table 1.
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Figure 4: (a) Two test samples that were not seen by the CNN during training or
validation. The actual labels for the two datasets are 0.284% (top) and 4.751% (bottom),
whereas the values predicted by the CNN are 0.282% and 4.749%, respectively. (b)
Comparison of the labels (blue dots) and the predicted ejection intensities (red) for an
out-of-sample snapshot which is time-decorrelated from the training dataset. The mean
absolute percentage error in the predicted values is 9.7%.
Once the network weights have been trained, there are several methods that can
be used to understand what the network has ‘learned’ to be important. We may plot
the filter kernels, the feature maps (the output at each layer), or saliency maps as
described by Simonyan et al. (2013). Saliency maps provide a visual representation
of sensitivity analysis, and are generated by perturbing each point of the input data
and measuring the resulting change in the output. An improved version which adjusts
data points at convolutional layers throughout the architecture, but with respect to the
final convolutional layer’s feature maps, was developed by Selvaraju et al. (2016). This
technique is referred to as Gradient-weighted Class Activation Mapping (Grad-CAM),
and is used in the present work to identify salient regions in the near-wall flow.
3. Results
After successful training, the CNN was used for predicting ejection intensities for
velocity samples extracted from a time-decorrelated snapshot. The results shown in
Figure 4 indicate that the CNN’s predictions match the ground truth very well, regardless
of whether the samples contain high intensity ejections or minimal activity. We examine
the crucial flow features that the CNN has learned to focus on, by highlighting the salient
regions using the Grad-CAM technique discussed in §2.3. For an intuitive explanation of
the Grad-CAM technique, Figures 5a and 5b show how an image-classification network
focuses on a dog’s floppy ears, its eyes and the collar in order to make its determination
that the picture is that of a dog. Similarly, figures 5c and 5d show the post-processed
visualization of a velocity sample, and the corresponding Grad-CAM output when it is
processed by the trained CNN. The pink fluid parcels in Figure 5c indicate regions of
high ejection intensity, similar to Figure 1. We also observe a bursting streak towards
the back of the image, denoted by a brightly coloured ridgeline in the horizontal plane.
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Figure 5: (a) Input image and (b) the corresponding Grad-CAM output from a CNN
trained to discern between cats and dogs. The red and yellow areas depict the salient
regions which most influence the CNN’s prediction, namely, the ears, the eyes and the
collar. (c) Post-processed image for an input velocity sample, and (d) the corresponding
Grad-CAM resulting from the trained 3D CNN. The golden structures in (d) indicate
localized regions of the flow that are most influential for making the correct prediction.
These salient regions correlate very well with the high-intensity ejection parcels and the
bursting streak.
From the Grad-CAM image in Figure 5d, we note that the CNN focuses on both the
ejection parcels as well as the bursting streak, as is evident from the golden structures
occupying the same spatial regions as the pink parcels, as well as engulfing the bursting
streak in the back. This is a notable result, especially since the CNN was provided with
no a priori knowledge of the flow patterns that it should focus on; rather, this ability
was gained by the CNN through training on velocity samples that were assigned a single
metric, i.e., the ejection intensity.
We now examine the ability of the CNN to track salient regions as the flow evolves in
time. Figure 6 shows successive snapshots taken at a particular spatial location, with post-
processed input velocity data overlayed with the Grad-CAM output. At t0, the salient
regions identify three distinct ejection packets, as well two bursting streaks towards the
left and right edges. One viscous time unit later (i.e., at t0 + t
+), the CNN considers the
larger ejection parcel entering the field of view from the left to be more important to its
prediction, and focuses less on the parcel that has started dissipating near the lower right
edge. At this instant, the ejection parcel towards the back and the bursting streak at the
right edge are still influential in the CNN’s prediction. At t0 +2t
+ and t0 +3t
+, the large
ejection parcel that has entered the field of view is considered to be most significant for
predicting the ejection intensity.
To determine how well the CNN trained at Reτ = 300 generalizes to different flow
conditions, we test its prediction ability at a higher Reτ = 670 in Figure 7. The
dimensions of the new velocity samples were identical to the Reτ = 300 samples in wall
units, and the velocity was rescaled by multiplying with uτ300/uτ670. Despite a notable
difference in the Reynolds number, the network is able to make predictions with a mean
absolute percentage error of less than 24%. Moreover, the CNN is still able to discern
the most relevant ejection parcels and bursting streaks. This highlights the capability of
CNNs to reveal important physical processes that persist across diverse flow conditions.
4. Conclusion
In this work, we have trained a three dimensional Convolutional Neural Network (CNN)
to predict the intensity of strong intermittent ejection events that occur in the near-wall
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Figure 6: Four successive time instances showing an overlay of the Grad-CAM output
over the corresponding flow field (animation available in Supplementary Movie 1). In (a)
the CNN focuses its attention on ejection parcels that are already well formed, as well as
on the streak that is undergoing bursting in the lower right corner. (b) As a new ejection
parcel enters the field of view from the left, the CNN includes it as part of the salient
regions. (c), (d) As the bursting streak and ejection parcels move out of the field of view,
the CNN switches its attention to the strong ejection parcel developing on the left.
layer of a turbulent channel flow simulation. The CNN is able to accurately predict
ejection intensities in velocity samples taken from a snapshot that was not part of the
training dataset, and was sufficiently removed so as to be temporally decorrelated. To
understand which part of the data most influences the network’s ability to make accurate
predictions, we visualize salient regions in the flow where the CNN focuses its attention,
using the Gradient-weighted Class Activation Mapping (Grad-CAM) technique. We
observe that the resulting salient regions correlate well with high intensity ejection parcels
as well as with low-speed streaks undergoing bursting. This indicates that the CNN
is able to reveal dynamically crucial regions within the turbulent flow field, without
a-priori knowledge of the intrinsic dynamics. Finally, we demonstrate that the CNN
trained on data at Reτ = 300 is able to predict ejection intensities for samples at
Reτ = 670. This suggests that the trained CNN is generalizable in its prediction ability,
especially with regard to physical processes that persist across varying flow conditions.
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Figure 7: (a) Prediction for Reτ = 670 data using a CNN trained on the Reτ = 300
database. (b) The salient regions for the high Reτ = 670 samples.
The results indicate that Convolutional Neural Networks, which were originally developed
for image recognition and classification, have immense potential for uncovering non-linear
correlations and spatial features in turbulent flow fields.
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