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Searching for modular companions
Shashank Kanade1
Abstract. In this note, we report on the results of a computer search performed to find possible modular
companions to certain q-series identities and conjectures. For the search, we use conditions arising from the
asymptotics of Nahm sums. We focus on two sets of identities: Capparelli’s identities, and certain partition
conjectures made by the author jointly with Matthew C. Russell.
1. Motivation
Recently, in several joint works with Matthew C. Russell and Debajyoti Nandi [4, 5, 6], we have undertaken
various searches for discovering integer partition identities of Rogers-Ramanujan-type. In [4] and [6], we
generated many “difference conditions” analogous to the ones in Rogers-Ramanujan-type identities and
then used Euler’s algorithm (which factorizes a formal power series into an infinite product, see [1]) to
identify those conditions whose corresponding generating functions may equal periodic infinite products.
A search in the philosophically reverse direction was performed in [5]. In [5], we started with principally
specialized characters of certain level 2 standard modules for the affine Lie algebra A
(2)
9
(such characters are
always automatically periodic infinite products) and we found “analytic sum-sides” and difference conditions
corresponding to these products. These identities have been recently proved by Bringmann, Jennings-Shaffer
and Mahlburg [2]. A few identities from [4, 5, 10] (unrelated to A
(2)
9
) remain unproven.
In all of the searches mentioned above, infinite products were involved in some way or the other. Among
these, symmetric products correspond to q-series that are essentially modular. Expanding the search to
include q-series that are modular but not-necessarily infinite products is a natural next step. In this note,
we focus on two sets of identities/conjectures: Capparelli’s identities (which arise out of level 3 standard
modules for A
(2)
2
) and some conjectures made by the author jointly with Matthew C. Russell [4] which have
product sides that are periodic modulo 9. The reason to consider these two sets of identities is that their
analytic sum-sides look very similar. We investigate, essentially employing a theorem of Vlasenko and
Zwegers [11] on asymptotics of certain types of q-series, whether perturbing the linear term in the exponent
of q in the summands of the analytic sum-sides (as given by [5, 7] in the first case and [8] in the second) for
these identities may lead to further modular companions. We do not find any new companions.
A Maple program was used for the explorations in this note. This program and its PDF printout are attached
as ancillary files with this article on arXiv.
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2. Asymptotics and necessary conditions for modularity
We define the following basic Pochhammer symbols:
(z;q)j =
∏
0≤t<j
(1 − zqt ), (z;q)∞ =
∏
0≤t
(1 − zqt ), (z1, z2, . . . , zk ; q)∞ =
∏
1≤t ≤k
(zt ;q)∞. (1)
Define the polylogarithm function
Lim(z) =
∑
n≥1
zn
nm
, (2)
and define the Rogers’ dilogarithm function by:
L(z) = Li2(z) + 1
2
ln(z) ln(1 − z). (3)
It can be easily checked that lim
z→0+
L(z) = 0 and lim
z→1−
L(z) = π 2
6
, and thus we also define:
L(0) = 0, L(1) = π
2
6
. (4)
Let k be a positive integer, A = [Ai j ] be a symmetric positive definite k × k matrix, B = [Bi ] and J = [Ji ]
be k × 1 vectors such that Ji are positive integers and let C be a constant. Letting n = [ni ] a k × 1 vector of
non-negative integers, consider the following Nahm-type q-series:
FA,B,C, J (q) =
∑
n≥0
q
1
2
nTAn+nT B+C
(q J1 ;q J1 )n1(q J2 ;q J2)n2 . . . (q Jk ;q Jk )nk
. (5)
Suppose that the system
1 −Q Jii = QA1i1 Q
A2i
2
· · ·QAki
k
, 1 ≤ i ≤ k (6)
has a unique solution for Qi ∈ (0, 1), 1 ≤ i ≤ k.
Define the following constants:
ξi = Ji
Q
Ji
i
1 −Q Jii
, (7)
α =
∑
1≤i≤k
1
Ji
(
L (1) − L
(
Q
Ji
i
))
, (8)
A˜ = A + diag{ξ1, ξ2, . . . , ξk }, (9)
β = (det A˜)−1/2
∏
1≤i≤k
QBii
(
1 −Q Jii
)−1/2
, (10)
γ = C +
1
24
∑
1≤i≤k
Ji
1 +Q
Ji
i
1 −Q Jii
(11)
Now, for each 1 ≤ i ≤ k, define a sequence of polynomials D(i)p (p ≥ 1) by considering the expansion
coefficients of the following series:
exp
©­«
(
Bi +
ξi
2
)
ti
√
ε −
∑
p≥3
J
p−1
i
p!
Li2−p
(
ξi
Ji + ξi
)
Bp
(
ti√
ε
)
εp−1ª®¬ = 1 +
∞∑
p=1
D
(i)
p (ti )εp/2. (12)
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Note that
ξi
(Ji+ξi ) = Q
Ji
i . Here, Bp denotes the pth Bernoulli polynomial. Also, for any fixed i, D
(i)
p are
polynomials in the variable ti . D
(i)
p depends on Bi and also on the matrix A via ξi . We will suppress this
dependence.
Define the polynomials Cp(t1, t2, . . . , tk ) (p ≥ 1) by:
Cp(t1, t2, . . . , tk ) =
∑
p1+p2+· · ·+pk=p
p1,p2, . . .,pk ≥0
D
(1)
p1
(t1)D(2)p2 (t2) . . .D
(k)
pk
(tk ). (13)
Finally define the constants cp , p ≥ 1 by:
cp =
(det A˜)1/2
(2π )r /2
∫
C2p (t1, t2, . . . , tk )e−
1
2
tT A˜tdt1dt2 · · ·dtk , (14)
where t = [t1, t2, . . . , tk ]T .
We have the following theorem, which is a mild generalization of the theorem of Vlasenko and Zwegers that
pertains to the case J1 = J2 = · · · = Jk = 1.
Theorem 1 (cf. [11]). Let q = e−ε with ε > 0. As ε → 0+, we have the following asymptotic expansion:
FA,B,C, J (q) ∼ β · eα/ε · e−γ ε · ©­«1 +
∞∑
p=1
cpε
pª®¬ . (15)
Proof. The proof is just a careful reworking of the proof of Vlasenko and Zwegers. 
We now recall the modular constraints from Vlasenko and Zwegers, which they proved in the case J1 = J2 =
· · · = Jk = 1, which are easily generalizable to suit our case.
Theorem 2 (cf. [11]). Suppose FA,B,C, J (q) is a modular form of weight w for some subgroup Γ ≤ SL(2,)
of finite index. Then,
(1) The weight w has to be 0.
(2) α ∈ π 2.
(3) e−γ ε ·
(
1 +
∞∑
p=1
cpε
p
)
= 1. This leads to an infinite list of constraints, first four of which are given by:
0 = c1 − γ , (16)
0 = c2 − c1γ +
γ 2
2
, (17)
0 = c3 − c2γ + c1
γ 2
2
− γ
3
3!
, (18)
0 = c4 − c3γ + c2
γ 2
2
− c1
γ 3
3!
+
γ 4
4!
. (19)
In particular, (16) determines the constant C in terms of the matrix A and the vector B.
3
3. Capparelli’s identities
Consider Capparelli’s identities [3].
Theorem 3 ([3]). Let n be a positive integer.
(1) The number of partitions of n in which no part is equal to 1, difference between adjacent parts is
at least 2, and is at least 4 unless the adjacent parts add up to a multiple of 6 is the same as the
coefficient of qn in 1/(q2,q3,q9,q10; q12)∞.
(2) The number of partitions of n in which no part is equal to 2, difference between adjacent parts is
at least 2, and is at least 4 unless the adjacent parts add up to a multiple of 6 is the same as the
coefficient of qn in (q2,q10; q12)∞/(q; q2)∞.
These identities arise out of the principally specialized characters of level 3 standard modules for the affine
Lie algebra A
(2)
2
.
Analytic sum-sides for the partitions satisfying the difference conditions were found independently in [5] and
[7], using different techniques from each other. With these, the identities could be expressed purely using
q-series.
Theorem 4 (Capparelli’s identities, [5, 7]). We have the following equalities of q-series.∑
n1,n2≥0
q2n
2
1
+6n1n2+6n
2
2
(q;q)n1 (q3;q3)n2
=
1
(q2,q3,q9,q10; q12)∞
(20)
=
∑
n1,n2≥0
q2n
2
1
+6n1n2+6n
2
2
+n1
(q;q)n1 (q3;q3)n2
+
∑
n1,n2≥0
q2n
2
1
+6n1n2+6n
2
2
+4n1+6n2+2
(q;q)n1 (q3;q3)n2
, (21)
∑
n1,n2≥0
q2n
2
1
+6n1n2+6n
2
2
+n1
(q;q)n1 (q3;q3)n2
+
∑
n1,n2≥0
q2n
2
1
+6n1n2+6n
2
2
+4n1+6n2+1
(q;q)n1 (q3;q3)n2
=
∑
n1,n2≥0
q2n
2
1
+6n1n2+6n
2
2
+n1+3n2
(q;q)n1 (q3;q3)n2
+
∑
n1,n2≥0
q2n
2
1
+6n1n2+6n
2
2
+3n1+6n2+1
(q;q)n1 (q3;q3)n2
=
(q2,q10; q12)∞
(q; q2)∞
. (22)
In the first identity, the very first expression was found independently in [5] and [7], the third expression
appears to be new. We thank Matthew C. Russell for providing a proof that the third expression is indeed
equal to the first. A sketch of the proof is as follows. Given a series f (x,q) = ∑m,n≥0 am,nxmqn , consider
f˜ (x,q) = ∑m,n≥0 am,nxmq3m(m−1)/2+n . We say that f˜ is obtained from f by inserting a 3-staircase (cf. [5]).
Also recall the following fundamental q-series identities due to Euler:
(x ;q)−1∞ =
∑
n≥0
xn
(q;q)n
, (−x ;q)∞ =
∑
n≥0
xnqn(n−1)/2
(q;q)n
. (23)
Consider:
д(x,q) = (1 + xq2) (−xq
3;q)∞
(x2q3;q3)∞
=
∑
n1,n2≥0
xn1+2n2qn
2
1
/2+5n1/2+3n2
(q;q)n1 (q3;q3)n2
+
∑
n1,n2≥0
xn1+2n2+1qn
2
1
/2+5n1/2+3n2+2
(q;q)n1 (q3;q3)n2
, (24)
where the second equality follows by (23). It can be checked easily that д˜(x,q)

x=1
equals the double-sum
expression in (21). On the other hand, clearly,
д(x,q) = (−xq
2;q)∞
(x2q3;q3)∞
=
∑
n1,n2≥0
xn1+2n2qn
2
1
/2+3n1/2+3n2
(q;q)n1 (q3;q3)n2
, (25)
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and inserting a 3-staircase in the right-hand side of (25) and then letting x = 1 gets us the first sum in (20).
In (22), the first expression was found in [5] and the second in [7]. Even though the Capparelli identities are
by now quite old, such simple term-by-term positive sum-sides were found only recently.
Now we investigate if the exponent of q in each of the summands could be perturbed by a linear form to
arrive at potentially modular q-series companions to Capparelli’s identities.
First, we look at (20). Let
A =
[
4 6
6 12
]
, J1 = 1, J2 = 3. (26)
We investigate whether any q-series of the following type has a chance to be modular for some B1,B2 and C:
FA,B,C, J =
∑
n1,n2≥0
q
1
2
nTAn+nT B+C
(q;q)n1 (q3;q3)n2
(27)
The required data is as follows. Here, Q1,Q2 satisfy:
1 −Q1 = Q41Q62, 1 −Q32 = Q61Q122 . (28)
There exists a unique solution with Q1,Q2 ∈ (0, 1) given by:
Q1 =
3
4
, Q2 =
2
32/3
. (29)
Thus, we have:
ξ1 = 3, ξ2 = 24. (30)
We also have:
γ = C +
29
12
. (31)
The constraint (16) becomes:
C = − 1
24
+
5
144
B2 −
1
36
B2B1 +
1
24
B1 +
1
12
B21 +
7
432
B22. (32)
Putting this value of C in constraints (17)–(19) we get the following:
0 = −B
2
1
B2
288
+
5B1B
2
2
576
− B
3
1
144
− 113B
3
2
31104
+
B1
1152
+
149B2
6912
− 199B
2
2
20736
− 7B
2
1
576
+
49B2B1
1728
, (33)
0 =
31B2
1
B2
10368
− 127B1B
2
2
62208
− 7B
3
1
5184
+
79B2
3
1119744
− 173B
3
2
B1
279936
+
31B1
6912
+
335B2
41472
− 5641B
2
2
746496
+
2105B4
2
6718464
− 37B
2
1
20736
+
1093B2B1
62208
− 31B
2
2
B2
1
31104
− 7B
4
1
5184
+
19B2B
3
1
7776
(34)
0 = − 523B
3
1
663552
− 262765B
2
2
31850496
− 3157B
2
1
884736
+
299B4
1
221184
+
11393B2
1474560
+
161B1
49152
+
5329B2
1
B2
1327104
− 19171B1B
2
2
7962624
− 32849B
3
2
B1
11943936
+
12769B6
2
1934917632
+
B6
1
41472
+
B5
1
9216
+
100903B5
2
1074954240
+
71B1
4B2
165888
− 11B
3
2
B3
1
2239488
− 721B
3
1
B2
2
497664
+
1373B2
1
B3
2
995328
+
901B4
2
B2
1
17915904
− 20657B1B
4
2
35831808
− 565B
5
2
B1
17915904
+
B2B
5
1
41472
− B
2
2
B4
1
18432
+
160699B4
2
286654464
+
55687B2B1
2654208
+
2161B2
2
B2
1
442368
− 1465B2B
3
1
331776
+
793B3
2
143327232
. (35)
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These constraints imply that
B1 = B2 = 0. (36)
The conclusion is that the only possible modular q-series of the shape (27) is the first Capparelli q-series
found by [5] and [7]. For this, letting B1 = B2 = 0 implies that C = − 124 .
We have:
α =
(
L(1) − L
(
3
4
))
+
1
3
(
L(1) − L
(
8
9
))
= L
(
1
4
)
+
1
3
L
(
1
9
)
(37)
The eα/ε -type term from the asymptotic expansion of q−1/24/(q2,q3,q9,q10; q12)∞ is exp( π 218ε ). This is easily
obtained using asymptotic properties of theta functions and the Dedekind eta function. The general rule is
that this term is equal to exp( Pπ 2
3Mε ) where the product includes P pairs of (symmetric) congruences modulo
M . Here, M = 12, P = 2.
Comparing, we get the following well-known dilogarithm identity:
L
(
1
4
)
+
1
3
L
(
1
9
)
=
π 2
18
. (38)
Now we turn to the expressions of the sort encountered in (21) and (22). Here, the sum-sides involve two
summands, and thus we perform a computer search for (positive integral) values of B1,B2,B
′
1
,B ′
2
,C ′ to see
if a sum of the form
qC
( ∑
n1,n2≥0
q2n
2
1
+6n1n2+6n
2
2
+B1n1+B2n2
(q;q)n1 (q3;q3)n2
+
∑
n1,n2≥0
q2n
2
1
+6n1n2+6n
2
2
+B′
1
n1+B
′
2
n2+C
′
(q;q)n1 (q3;q3)n2
)
(39)
could possibly be modular. Suppose that the first sum is asymptotically equal (q = e−ε , ε → 0+) to
β1 · eα/ε · e−γ1ε · ©­«1 +
∞∑
p=1
cp,1ε
pª®¬ (40)
and the second one is equal to
β2 · eα/ε · e−γ2ε · ©­«1 +
∞∑
p=1
cp,2ε
pª®¬ . (41)
Therefore, combined, we have the expansion:
eα/ε · ©­«β1 · e−γ1ε · ©­«1 +
∞∑
p=1
cp,1ε
pª®¬ + β2 · e−γ2ε · ©­«1 +
∞∑
p=1
cp,2ε
pª®¬ª®¬ . (42)
Now we check if this combined asymptotic can be written in the form λ · eα/ε for some constants λ,α .
Within the range 0 ≤ B1,B2,B ′1,B ′2,C ′ ≤ 6, the parameters that seem to satisfy the modular constraints are
precisely the ones that correspond to the ones appearing in (21) and (22).
Question 5. Extend the search to more number of sums generalizing the addition of two sums in (39).
Question 6. Prove it rigorously that indeed no other values than the ones given above in (21) and (22) lead
to possibly modular q-series of the shape (39).
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4. Certain Mod-9 conjectures from [4]
In [4], jointly with Russell, we conjectured the first four of the following identities. Thereafter, Russell
provided the fifth companion in [10].
Conjecture 7 ([4, 10]). We say that a partition n = λ1 + λ2 + · · · + λk (written in a weakly increasing order)
satisfies “Condition(i)” if λj+2 − λj ≥ 3 for all 1 ≤ j ≤ k − 2 and λj+1 − λj ≤ 1 implies λj+1 + λj ≡ i (mod 3)
for all 1 ≤ j ≤ k − 1.
We have the following conjectures. For all n ∈ , the following identities hold.
(1) Partitions of n satisfying Condition(0) are equinumerous with partitions on n where each part is
congruent to either ±1, ±3 modulo 9.
(2) Partitions of n satisfying Condition(0) with smallest part at least 2 are equinumerous with partitions
on n where each part is congruent to either ±2, ±3 modulo 9.
(3) Partitions of n satisfying Condition(0) with smallest part at least 3 are equinumerous with partitions
on n where each part is congruent to either ±3, ±4 modulo 9.
(4) Partitions of n satisfying Condition(2) with smallest part at least 2 are equinumerous with partitions
on n where each part is congruent to either 2, 3, 5 or 8 modulo 9.
(5) Partitions of n satisfying Condition(1) without an appearance of 2 + 2 as a sub-partition are equinu-
merous with partitions on n where each part is congruent to either 1, 4, 6 or 7 modulo 9.
As is clear, the products in the first three conjectures are symmetric modulo 9, and can be expressed in terms
of Dedekind eta and theta functions. They are therefore modular up to an appropriate factor of qC . These
products are related to the principally specialized characters of level 3 standard modules for the affine Lie
algebra D
(3)
4
.
In a fascinating development, Kurşungöz [8] found analytic sum-sides as generating functions of the partitions
satisfying the difference conditions. However, as yet, these conjectures remain unproved. Thus, equivalently,
we have the conjectures in the following purely q-series form.
Conjecture 8 ([8]). We have the following equalities of q-series:∑
n1,n2≥0
qn
2
1
+3n1n2+3n
2
2
(q;q)n1 (q3;q3)n2
=
1
(q,q3,q6,q9;q9)∞
, (43)
∑
n1,n2≥0
qn
2
1
+3n1n2+3n
2
2
+n1+3n2
(q;q)n1 (q3;q3)n2
=
1
(q2,q3,q6,q7;q9)∞
, (44)
∑
n1,n2≥0
qn
2
1
+3n1n2+3n
2
2
+2n1+3n2
(q;q)n1 (q3;q3)n2
=
1
(q3,q4,q5,q6;q9)∞
, (45)
∑
n1,n2≥0
qn
2
1
+3n1n2+3n
2
2
+n1+2n2
(q;q)n1 (q3;q3)n2
=
1
(q2,q3,q5,q8;q9)∞
, (46)
∑
n1≥0
n2≥1
qn
2
1
+3n1n2+3n
2
2
+n1+4n2
(q;q)n1 (q3;q3)n2
+
∑
n1≥0
n2≥1
qn
2
1
+3n1n2+3n
2
2
+2n1+4n2+1
(q;q)n1 (q3;q3)n2
+
∑
n1≥0
qn
2
1
(q;q)n1
=
1
(q1,q4,q6,q7;q9)∞
. (47)
7
We now vary the term in the exponent to see if there are further q-series of a similar shape that may be
modular. Here we have
A =
[
2 3
3 6
]
, J1 = 1, J2 = 3. (48)
For this matrix A the constants Q1,Q2 satisfy:
1 −Q1 = Q21Q32, 1 −Q32 = Q31Q62 . (49)
It can be checked that the following values satisfy these equations:
Q1 = 1 − 2 sin (π/18) , Q32 = 4 sin2 (π/18) + 4 sin (π/18) , (50)
and it can be checked numerically that indeed there is a unique solution with both Q1,Q2 ∈ (0, 1). We have
the following minimal polynomials:
(Q1)3 − 3(Q1)2 + 1 = 0, (51)
(Q2)9 − 6(Q2)6 + 3(Q2)3 + 1 = 0. (52)
It can be checked that the ξi satisfy the following polynomials:
(ξ1)3 − 3(ξ1)2 − 1 = 0, (53)
(ξ2)3 − 9(ξ2)2 − 54(ξ2) − 27 = 0. (54)
In this case, the polynomials satisfied by B1 and B2 in order to fulfill the necessary conditions for modularity
are quite nasty and thus we do not reproduce them here. Numerically, we have found that between the range
−40 ≤ B1,B2 ≤ 40, the only values that satisfy these polynomials are the ones corresponding to the first
three conjectures.
Question 9. It will be interesting to prove that indeed no other values of B1 and B2 possibly lead to modular
q-series. In particular, it will be interesting to first extend the search to include fractional values of B1 and
B2.
For these three cases, comparing the eα/ε -type term in the asymptotic expansion of the product (here, we
have 2 symmetric pairs of congruences modulo 9 included, giving us exp(2π 2
27ε )), we arrive at the following
dilogarithm identity which must be true if the conjectures are to hold:
(L(1) − L (Q1)) +
1
3
(
L(1) − L
(
Q2
3
))
=
2π 2
27
, (55)
or equivalently,
L (Q1) + 1
3
L
(
Q2
3
)
=
4π 2
27
. (56)
This identity can be verified numerically with a high precision using a computer.
Question 10. In [9], Loxton conjectured several dilogarithm identities involving the roots of the polynomial
(51), and also proved two of these identities by first proving new q-series identities and then performing
an asymptotic analysis using saddle point method. It will be interesting to prove and connect (56) to the
dilogarithm identities in [9].
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