1. Introduction 1.1. Almost thirty years ago N.Hitchin introduced, in his seminal works [Hit87a] , [Hit87b] the notion of a Higgs field -a "twisted endomorphism" of a holomorphic vector bundle E over a compact Riemann surface X. This "twisted endomorphism" is, more precisely, a sheaf homomorphism θ : E → E ⊗ Ω 1 X , i.e., a global section θ ∈ H 0 (X, EndE ⊗ Ω 1 X ). Hitchin's motivation was rooted in gauge theory. Its methods of mathematical exploration of Yang-Mills equations on Riemann surfaces, self-duality equations on R 4 and magnetic monopoles and instantons on R 3 have lead to outstanding progress in these areas during the late 1970-ies and early 1980-ies. Hitchin considered self-dual connections on (trivial) SU (2)-and SO(3)-bundles on R 4 , and imposed the condition that these connections be invariant under translations along R 2 ⊂ R 4 . The dimensionally reduced self-duality equations turned out to be conformally invariant and hence could be studied on an arbitrary Riemann surface. These self-duality equations on Riemann surface, now called Hitchin's equations, are non-linear elliptic PDE, involving the data of a Higgs field and a unitary connection on a vector bundle.
Hitchin constructed analytically a moduli space of solutions of the self-duality equations and endowed it with the structure of an algebraic variety. He showed that the connected component of the moduli space, corresponding to topologically trivial bundles is in fact hyper-Kähler (orbifold). Its twistor family (over S 2 ) contains two non-isomorphic complex structures, both of which admit modular interpretation. One of them corresponds to the coarse moduli space of (semi-)stable Higgs bundles of fixed rank and degree zero, while the other is a coarse moduli space for (semi-) simple local systems of fixed rank.
The hyper-Kähler geometry behind the self-duality equations is instrumental in the non-abelian Hodge theory developed by C. Simpson ([Sim92] , [Sim91] ). This rich and beautiful theory is completely outside of the scope of the present lectures, but we direct the reader to the surveys [Sim97] , [GRR15] and [Boa12] , and to the article [KW07] for some recent applications to physics.
One of the key insights in Hitchin's seminal works was the idea to replace the data of a Higgs field θ and a vector bundle E by the data of a line bundle L over a ramified ("spectral") cover S → X. For a reasonable theory the canonical (line) bundle K X = Ω 1 X must have global sections, i.e., the genus g = dim H 0 (X, K X ) must be at least one. To obtain a coarse moduli space of such pairs Hitchin introduced a notion of stability (extending the notion of stability for vector bundles) and it turned out that stable pairs exist only when g ≥ 2.
The spectral curve S encodes the spectrum of θ, while the line bundle L encodes the eigenspaces of θ. The origins of this idea can be traced to an earlier work of Hitchin's on the construction of monopoles in R 3 ( [Hit83, §3] ). In fact, various kinds of spectral curves over rational and elliptic bases have been extensively used by the integrable systems and mathematical physics communities in the context of Lax pairs, solitons and monopoles -see [AvM80] , [Hit83] , [Gri85] , [AHP88] , [AHH90] , [Hur97] and the references therein. One should also recall here Atiyah's abelianisation program for the geometric quantisation of the WZW model ( [Ati90] , [Hit90] , [ADPW91] ). The idea to replace non-abelian theta-functions by abelian ones is still an active and exciting area of research in mathematics and physics.
The most general version of this "spectral correspondence" relating Higgs and spectral data is described in [DG02] . It generalises many works in algebraic geometry, most notably [Hit87b] , [Fal93] , [Don95] and [Sco98] . The introduction of "meromorphic" Higgs fields allows one to consider spectral data on curves of low genus, thus connecting with the earlier work on algebraic integrability. It seems that the merger of the two flows of research finally occurred after the appearance of [Mar94] , [Bot95] , [HM98] and [Mar00] .
In these lectures we begin by a simple motivational setup in which we consider spectral covers arising from families of matrices and proceed with considering basic properties of Higgs bundles, spectral and cameral curves. We then continue with a potpourri of specialised topics: principal sl(2, C)-subalgebras, the Kostant and Hitchin sections, special Kähler geometry, the Donagi-Markman cubic and the G 2 Hitchin system.
Most of these results are classical, except for some of the topics in Sections 7, 9 and 10, where we also include some recent material and work in progress.
We work exclusively with Higgs and principal bundles whose structure groups are complex (simple or reductive) Lie groups. Hitchin ([Hit87a, §10], [Hit92] ) initiated the study of Higgs bundles and their moduli for real forms of complex reductive Lie groups. This rich and still developing area is yet another sin of omission that we admit to have made. We direct the reader to the theses [PN13] , [Sch13] , the survey [Sch14] , the preprint [PN15] and the references therein for a discussion of spectral and cameral data in such a context.
Notation and conventions.
Except for the occurence of the group GL n in Sections 2 and 4, we are going to use principal bundles with structure group G which is assumed to be a simple complex (affine) Lie group. We are going to denote by T and B Cartan and Borel subgroups of G, and by lowercase fraktur letters (t, b and g) the corresponding Lie algebras. The root system will be denoted by R and the Weyl group by W .
We denote by ad (respectively, Ad) the adjoint representation of g (respectively, G) in End(g), respectively, GL(g). For x ∈ g we use adx and ad x interchangeably and denote by ζ x or ζ(x) the centraliser ker adx. The adjoint group of G is denoted by G ad = G/Z(G) ⊂ GL(g). The adjoint bundle of a principal bundle P will be denoted by adP . We deemphasise the difference between a (holomorphic or algebraic) vector bundle and its sheaf of sections. If we need to underline this difference, we write tot for the total space tot E := Spec Sym
• E ∨ . We denote by V the vanishing scheme of a function or section of a vector bundle. When studying spectral covers, one can work either with C-schemes (locally of finite type) or with complex-analytic spaces. However, when dealing with principal bundles it should be kept in mind that algebraic G-bundles need not be Zariski locally trivial. We are going to work predominantly with holomorphic principal bundles, usually over compact Riemann surfaces. For a line bundle L = O(D) we denote by |L| the corresponding linear system.
The Hitchin base will be denoted by B (or B g and B G if the structure group must be specified). The locus of non-singular cameral curves with simple ramification will be denoted by B.
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Spectral covers from families of matrices
The spectral construction is rooted in an elementary observation from linear algebra: a regular semi-simple endomorphism of C n is uniquely determined by the collection of its eigenvalues and their respective eigenspaces. Consider then End(C n ) and its open subset End r,ss (C n ) consisting of regular semi-simple endomorphisms. The totality of their spectral data can be described by a line bundle over an n-foldétale cover of End r,ss (C n ), thus leading to a toy version of Hitchin's construction. We begin by spelling out the details of this story, which I have learned from T.Pantev.
2.1. Regular and Semisimple Endomorphisms. Let g be a reductive Lie algebra over C. Recall that an element x ∈ g is regular if its centraliser z x = ker adx ⊂ g has the lowest possible dimension, i.e., if dim ker adx = rkg. In these notes we shall be dealing exclusively with two cases: g = gl n (C) and g a simple complex Lie algebra. In the former case, the rank is n and an element is regular precisely when it has a single Jordan block per eigenvalue. In the latter case the rank is the dimension of a Cartan subalgebra.
To begin with the general linear case we fix a complex vector space V , dim V = n > 0, and show that End r,ss (V ) ⊂ End(V ) is a P GL(V ) an element φ with eigenvalues {λ i } is mapped to adφ, whose eigenvalues are (λ i − λ j ). Among these the eigenvalue zero appears at least n times and the n(n − 1) differences λ i − λ j , i = j, if nonzero, come in pairs with opposite signs. The characteristic polynomial of adφ is then det(λ1 − adφ) = n 2 k=n λ k P k (φ) = λ n {P n (φ) + λP n+1 (φ) + . . .} for some P GL(V )-invariant polynomials P k , deg P k = n 2 − k. The first of these is the discriminant : D = P n ∈ Sym n(n−1) (End(V ) ∨ ),
We denote by m adφ the multiplicity of λ in det(λ1 − adφ). The discriminant of φ vanishes precisely when some of the differences λ i − λ j vanishes (for some i = j),
i.e., when m adφ is greater than its minimal value, n. One sees that, up to a (nonzero) constant multiple, D coincides with the discriminant D of the characteristic polynomial det(λ1 − φ) of φ. The divisor V (D) = {φ |m adφ > n } ⊂ EndV turns out to be precisely the complement of the regularly semisimple locus.
Proposition 2.1. Let V be a complex vector space of dimension n and discriminant D ∈ Sym n(n−1) (End(V ) ∨ ). Then
Proof: The complement of End r,ss V in EndV is the union of the sets of nonregular and of non-semisimple endomorphisms. Since n ≤ dim ker adφ ≤ m adφ , φ-nonregular implies φ ∈ V (D). We show next that any non-semisimple element is contained in V (D). Indeed, φ ∈ End(V ) is semisimple or nilpotent precisely when adφ is so. Consider the Jordan decomposition adφ = (adφ) ss + (adφ) nlp . If φ / ∈ End ss V then (adφ) nlp = 0 and so (adφ) ss ∈ End(EndV ) is non-regular, leading to m (adφ) ss > n. Since the characteristic polynomials of adφ and (adφ) ss coincide, we get m adφ > n, i.e., φ ∈ V (D). This shows that End(V )\End r,ss (V ) ⊂ V (D). For the opposite inclusion observe that D(φ) = 0 if and only if m adφ > n. The latter inequality, together with m adφ ≥ dim ker adφ ≥ n implies that either adφ (and hence φ) is non-semisimple, or dim ker adφ > n, i.e., φ is non-regular.
More generally, given a simple complex Lie algebra g and an element x ∈ g we can consider the characteristic polynomial
is a G-invariant polynomial, and in fact D = α, the product over all roots. Essentially the same argument as above shows that g r,ss = g\V (D). We shall return to this situation in Section 5.
Example 2.1. Let g = sl(2, C) and x ∈ g. Then det (λ1 − adx) = λ 3 + λ4 det x and det (λ1 − x) = λ 2 − det x.
2.2. The spectral cover. An endomorphism φ ∈ End r,ss (V ) is determined by its spectrum and the collection of eigenspaces (eigenlines), i.e., by:
(
A crucial point -subsumed in the notation -is that we have fixed a bijection between the sets {λ i } i and {L i } i , so that L i is the λ i -eigenspace of φ.
We now let these data move in a family: suppose S is a complex algebraic (or analytic) variety and Φ : S → EndV a morphism. These determine a collection of endomorphisms {φ s = Φ(s)} s∈S which can be assembled in a ramified n-to-one cover p : S → S, cut out by the characteristic polynomial(s):
The fibre p −1 (s) ⊂ S is the spectrum of φ s and thereby S is called the spectral cover of S, corresponding to the family Φ. There are different ways of thinking about S, each of them carrying the germs of possible generalisations. We discuss these below.
2.3. Global Spectra. We have defined S ⊂ S × C as a hypersurface, cut out by a specific equation. Now S × C is the total space tot O S = Spec Sym
• O S and
and S is the closed subscheme (complex subspace)
The spectral cover is also a "global spec" of a sheaf of O S -algebras. Indeed, let I be the ideal sheaf, generated by the image of the O S -module homomorphism (a n (Φ), . . . , a 1 (Φ), 1, 0, 0 . . .)
Then there is an O S -module isomorphism Sym
Equivalently, the characteristic polynomial of Φ can be thought of as a morphism (of S-varieties) tot O S → tot O S , and S is the preimage of the 0-section S ⊂ tot O S .
2.4.
The Adjoint Quotient as a proto-Hitchin map. We start by describing the cover S → S as a pullback (via Φ) of a certain "universal" cover of End(V ).
Consider first the standard n-to-one cover π : C n → C n , defined by C n = (a 1 , . . . , a n ; λ) λ n + a 1 λ n−1 + . . . + a n = 0 ⊂ C n × C, with π = pr 1 | C n . The fibre π −1 (a) consists of the roots of the unique monic, degreen polynomial, having coefficients a = (a 1 , . . . , a n ). The total space C n ⊂ C n × C is a (smooth) hypersurface and the fibres of π are complete intersections, so π is flat by the relations criterion for flatness.
Define a morphism h : End(V ) → C n by h(φ) = (a 1 (φ), . . . a n (φ)), where a i (φ) = (−1) i trΛ i φ. By the very definition of the spectral cover we have an isomorphism S ≃ (h • Φ) * C n and a commutative diagram
Since π is flat, p must be flat as well. We note in passing that there is another, n!-to-one, cover of C n : the quotient morphism for the standard action of the symmetric group S n on C n . Pulling that cover via h • Φ would lead us to the notion of a cameral cover, to be discussed in section 5.
The fibre of h over a consists of all endomorphisms whose characteristic polynomial has coefficients a = (a 1 , . . . , a n ), i.e., h −1 (a) ⊂ End(V ) is the closure of an adjoint GL(V )-orbit. We can decompose any φ ∈ EndV into a semi-simple and nilpotent part, φ = φ ss + φ nlp , and for any t ∈ C × , φ ss + tφ nlp is conjugate to φ, so φ ss ∈ GL(V ) · φ. In general, the closure GL(V ) · φ contains several orbits, among which there is a unique closed orbit (that of φ ss ), and a unique open orbit (that of a regular element with the same spectrum as φ).
The space of orbit closures is the GIT quotient
The map h is the adjoint quotient map and a precursor of the Hitchin map. Again, we shall return to this discussion and its analogues for arbitrary simple groups G in Section 5. It is easy to give equations for the cover h * C n : it is the hypersurface
and its ramification locus is
The branch locus, i.e., the discriminant locus of the morphism h * C n → End(V ), is cut out by the discriminant of the characteristic polynomial, i.e., by the singular hypersurface
away from which we have anétale n-to-one cover h * C n End r,ss V → End r,ss V . The hypersurface h * C n ⊂ EndV × C is singular. Its singular locus is contained in its ramification locus and is cut by the additional equation
It is branched over the vanishing locus of D = tr 2 − 4 det, which is nothing but the set of 2 × 2 matrices with coinciding eigenvalues. The singular locus of h * C 2 is the line
lying over the line of scalar matrices in Mat 2 (C).
Once again, there is another approach that can be taken here: the GL n (C)-orbit of any φ ∈ End r,ss (C n ) contains (and is determined by) unique S n -orbit of diagonal matrices. These orbits give rise to an S n -Galois cover of End r,ss (C n ) and this is how cameral covers (Section 5) come into being.
2.5. The Spectral Sheaf. We have encoded the spectra of Φ ∈ End(V ⊗ C O S ) in the cover S → S, but there is more to an endomorphism than just its spectrum: one has to keep track of the invariant subspaces (or quotients). We shall hence "decorate" the spectral cover with a sheaf which encodes these data.
Let pr S = pr 1 : tot O S = S × C → S be the canonical projection. Recall ( [Har77] , Exc.II.5.17.) that the functor pr S * induces an equivalence of categories
It sends a quasi-coherent O S×C -module F to the quasi-coherent O S -module pr * F , which is O S -coherent precisely when supp F ֒→ tot O S → S is a finite morphism.
The structure of a Sym
• O S -module on an O S -(quasi)coherent sheaf E is determined by a section ϕ ∈ EndE. Such a pair (E, ϕ) could be called a O S -valued (quasi)coherent Higgs sheaf, but we delay the definition until the next section. The Sym
• O S -action on E = pr * F is generated by pr * (λ· ), where λ ∈ Γ (tot O S , pr * S O S ) is the tautological section. An inverse equivalence (in the coherent case) can be obtained by sending the pair (E, ϕ) to the kernel of the restriction of (λ1 − pr * S ϕ) to supp cok (λ1 − pr * S ϕ). The composition of the two inverse equivalences is isomorphic to the identity functor and this isomorphism is controlled by the ramification data of the cover. We shall discuss this in detail for the cases of interest in Section 4, Proposition 4.1, and refer to [DG02] or [DP12] , Appendix A for more general situations.
For the case at hand, the
In this situation we can give another, somewhat analytical, description of the spectral sheaf. Denote by E ∈ Γ(T EndV ) the Euler vector field on EndV . Then p * 1 E − λ1 is a section of the trivial bundle
on EndV × C, and Q is a torsion sheaf, supported on h * C n . Upon restriction to h * C n we obtain a 4-term exact sequence
which can then be pulled back to S ⊂ S × C by Φ. So far we have not imposed any restrictions on the image of Φ, i.e., on the kind of endomorphisms {φ s } which arise in the family. Suppose now that Im Φ ⊂ End r,ss (V ). Then the cover S → S isétale, S is smooth, L = Φ * (K) is a line bundle and so is Φ * Q. The family {φ s } is then determined by the pair p : S → S, L or
If the condition Im Φ ⊂ End r,ss (V ) is not satisfied, various complications ensue.
Indeed, the subsheaf L ⊂ O S ⊗V may not be a line bundle anymore: its rank jumps if the endomorphisms φ s have eigenspaces of dimension greater than one. Moreover, S may be singular (or even reducible or non-reduced) and the cover S → S may be ramified. Thus our construction is not very flexible so far. For one, since End r,ss V is the complement of a divisor V (D) ⊂ EndV , the eigenvalues of {φ s } can coalesce over divisors in S. A possible amendment is to require that Im Φ ⊂ End reg V , the complement of a codimension three subset in EndV . Regular endomorphisms have exactly one eigenline per eigenvalue, so while S → S may be ramified, L is still of rank one.
A second deficiency of this simplified setup is that End(V ) is affine and thus the base S cannot be proper. Aside from this, one may want to replace EndV with another complex Lie algebra. Thus, regularity aside, there are at least three modifications that one can attempt in order to obtain richer examples:
Replace Φ ∈ End (V ⊗ C O S ) with a global section ϕ ∈ H 0 (S, EndE).
(2) Replace tot O S with a (suitable) line or vector bundle K ("coefficient bundle"). Combined with (1), this means that one considers sections ϕ ∈ H 0 (S, EndE ⊗ K). (3) Replace GL(V ) with a complex reductive group G. Respectively, replace E → S with a principal G-bundle P → S and replace EndE with adP .
In these lectures we shall (mostly) confine ourselves to the case when S is a compact Riemann surface X. The group G will be either GL n (C) or a simple complex Lie group. The coefficient bundle K will be a line bundle, mostly the canonical line bundle K X or its twist K X (D) by a divisor D ≥ 0. But before restricting to these situations let us make some final general remarks. Spectral covers with coefficient bundle K having rkK > 1 arise, for example, in C.Simpson's non-abelian Hodge theory ( [Sim91] , [Sim92] ), but see also [DG02] . To make sense of these, one needs to impose additional restrictions on ϕ. Indeed, a trivialisation of
Each of the ϕ i gives rise to a spectral cover U i → U , and we can take the fibred product of all these covers. To guarantee that the result is independent of trivialisation and glues to a global object, one imposes the integrability condition ϕ ∧ ϕ = 0. In these notes, Higgs bundles with coefficients in a vector bundle will appear only briefly in section 8.
The non-abelian Hodge-theoretic viewpoint allows one to use Higgs bundles and spectral data for describing (certain) D-branes of type B on cotangent bundles to compact Kähler manifolds, see [PW11] , [KOP13] .
K X -valued G-Higgs bundles on curves
Let us fix now a compact Riemann surface X of genus g ≥ 2 and denote by K X = Ω 1 X its canonical bundle. Definition 3.1. A K X -valued G-Higgs bundle on X is a pair (P, θ), consisting of a holomorphic principal G-bundle P and a section θ ∈ H 0 (X, adP ⊗ K X ). If V is a holomorphic vector bundle on X, a V -valued G-Higgs bundle on X is a pair (P, θ), consisting of a holomorphic principal G-bundle P and a section θ ∈ H 0 (X, adP ⊗V ).
In these notes we are going to limit ourselves to the case G = GL n (C) or G a simple complex Lie group. If G ⊂ GL n (C) is a classical group, one can also work with the associated (Higgs) vector bundle. This is a pair (E, ϕ), consisting of a vector bundle E = P × G C n , possibly equipped with some additional structure (e.g., a quadratic form) and a twisted endomorphism ϕ, preserving this extra structure. For example, an SL 2 (C) Higgs vector bundle is a pair (E, ϕ), where:
• E is a rank-2 vector bundle with det
We use the standard notation End 0 E ⊂ EndE for the sheaf of trace-free endomorphisms of E. If P is a (holomorphic) principal G-bundle, a choice of Killing form gives an isomorphism adP ≃ adP ∨ and consequently H 1 (X, adP ) ∨ ≃ H 0 (X, adP ⊗ K X ) by Serre duality. The infinitesimal deformations of a pair (P, θ) are controlled, as shown in [BR94] , [Hit92] , [Nit91] , by H 1 (C
Being a shifted cone, C
• (P,θ) fits in the short exact sequence of complexes
Taking Euler characteristics and applying the Hirzebruch-Riemann-Roch theorem gives
which is in fact the dimension of the (local) moduli space of (P, θ) if G is simple. Furthermore, the long exact sequence of hypercohomology, corresponding to (3.2) gives
where
are the natural maps induced by θ.
adθ(H 0 (adP )) . The Grothendieck-Serre duality pairing for C • (P,θ) , i.e., Serre duality for hypercohomology, gives, by the self-duality of C
). In the case when H 0 (X, adP ) = 0 we get that ω can is the bilinear form determined by
. This is the case, for instance, if (E, ϕ) is an SL 2 (C) Higgs pair with AutE = Z(SL 2 (C)) ≃ Z/2, since for such a bundle End 0 (E) = 0.
It is easy to see that a choice of hermitian metric on adP gives a splitting of the extension (3.2), whence ω can is identified with the canonical symplectic form on
Moreover, such a choice (of Hermitian metric) allows us to use Hodge theory and work with Dolbeault representatives of hypercohomology. In terms of the decomposition
We turn now to discussing some properties of the coarse moduli spaces of Higgs bundles. Such moduli spaces do in fact exist, but for a mildly restricted class of Higgs bundles -the (semi)stable ones.
More generally, a GL n (C)-Higgs bundle (E, ϕ) is semi-stable if for any proper ϕ-invariant subbundle F ⊂ E, the inequality µ(F ) ≤ µ(E) holds. Here µ = deg /rk denotes the slope of a vector bundle ( [Sha77] ). Notice that if a subbundle F ⊂ E is ϕ-invariant, then ϕ induces a Higgs field ϕ on E/F . Any (GL n (C)) Higgs pair (E, ϕ) has unique maximal semi-stable Higgs subbundle and hence admits a canonical increasing (Harder-Narasimhan) filtration (E • , ϕ • ). It has the (defining) property that (gr k E • , gr k ϕ • ) is the maximal semistable Higgs subbundle of (E/E k−1 , ϕ). Next, every semi-stable Higgs pair (E, ϕ) admits an increasing (Jordan-Hölder) filtration (E • , ϕ • ), whose associated graded pieces are stable Higgs pairs with µ( 
If the pair (E, ϕ) is stable to begin with, its Jordan-Hölder filtration is trivial and the associated graded object is isomorphic to the original pair. Two semi-stable (GL n (C) or SL n (C)) Higgs pairs (E, ϕ) and (F, ψ) are said to be S-equivalent, written (E, ϕ) ∼ S (F, ψ), if their associated graded pairs for the Jordan-Hölder filtration are isomorphic. This gives rise to an equivalence relation which on stable Higgs pairs coincides with isomorphism. The S-equivalence class of a semi-stable pair contains unique polystable pair, i.e., a Higgs bundle, which is a direct sum of stable Higgs bundles of the same slope.
The first results on moduli spaces of (rank two) Higgs bundles are due to Hitchin. In particular, he proved the following theorem. An analogous result holds for SL n (C)-Higgs bundles ( [Hit87b] , [Sim94] ), the dimension of the moduli space now being 2(n 2 − 1)(g − 1). To define semi-stability for a G-Higgs bundle (P, θ) one can consider the associated Higgs vector bundle (adP, adθ) and require the latter to be semi-stable. However, in this transition from G to G ad = G/Z(G) ⊂ GL(g) some subtle information is lost. To have an adequate and intrinsic notion of stability (not just semi-stability) one needs to extend Ramanathan's approach ( [Ram75] ) to the case of Higgs bundles. Notice that if a vector bundle E admits a subbundle F , then its structure group is reduced from GL n to a maximal parabolic subgroup. More generally, given a G-bundle π : P → X, Ramanathan considers reductions σ : X → P/H of P to a maximal parabolic subgroup H ⊂ G. Let π H : P/H → X be the reduced bundle and T πH = ker dπ H its relative tangent bundle. Definition 1.1, ibid. states that P is (semi-)stable, if for any such σ the inequality deg σ * T πH > 0, respectively deg σ * T πH ≥ 0, holds. Now P → P/H is a principal H-bundle, P H , and any reduction σ gives rise to a projection adP → adP /σ * P H . Given a Higgs bundle (P, θ) we say that a reduction σ is θ-invariant (or a Higgs reduction), if θ is in the kernel of this projection. Finally, we say that (P, θ) is (semi-)stable if deg σ * T πH > 0 (resp. deg σ * T πH ≥ 0) holds for any Higgs reduction σ. It turns out that (P, θ) is semi-stable if and only if (adP, adθ) is semi-stable, but a stable Higgs bundle may have a strictly semi-stable adjoint Higgs bundle. For comparisons between the different notions of (semi, poly) stability and discussion of S-equivalence, Harder-Narasimhan and Jordan-Hölder filtrations of G-Higgs bundles on curves and on higher-dimensional varieties, we direct the reader to [AB01] , [DP05] , [GO10] and [BGO11] .
Coarse moduli spaces Higgs G,X of semi-stable G-Higgs bundles exist, more generally, for (affine) reductive groups G, as shown in [Hit87a] , [Hit87b] , [Sim92] and [Sim94] . For simple G the spaces Higgs G,X are singular normal quasi-projective varieties ( [Sim92] ). They have (étale or analytic) local models H 1 (C • (P,θ) )/Aut(P, θ), which are orbifold singularities whenever Aut(P, θ) Z(G). The connected components of the moduli space are labelled by π 1 (G), i.e., by the topological type of the G-bundle, underlying the Higgs pair, see (5.1).
The spaces Higgs G,X carry rich geometry, as was observed by Hitchin in [Hit87a] for G = SL 2 (C) and G = P GL 2 (C). . The map
proper, surjective morphism with Lagrangian fibres. Every b ∈ B determines a natural double cover X b → X. It is non-singular precisely when b ∈ B has simple zeros. In that case, the fibre h −1 (b) is non-singular and is a translate of the Prym variety Prym
The Hitchin map h is not only proper -it is in fact projective, and is the affinisation morphism of Higgs SL2,X . Non-singular Hitchin fibres are torsors over abelian varieties, which are (compactified) Prym varieties of (integral) double covers of X. We shall return to this discussion, but in a more general setup, in Section 4.
For arbitrary (affine) reductive groups G the moduli spaces Higgs G,X are holomorphic symplectic as well, see [Hit87b] , [BR94] , [Sim94] . Their symplectic structure can be expressed either via the duality pairing for H 1 (C • (P,θ) ), or in Dolbeault terms, as in (3.4). There is a natural linear form λ (P,θ) ∈ H 1 (C As noted at the end of Section 2, one can consider Higgs bundles with different "coefficients". In some of the later sections we shall deal with K X (D)-valued Higgs bundles, also known as meromorphic Higgs bundles. These are pairs (P, θ), consisting of a principal G-bundle P and a Higgs field
, where D is a sufficiently positive effective divisor on X. For such pairs an appropriate deformation complex can be written, and the duality pairing gives rise to a holomorphic Poisson structure, see [Mar94] , [Bot95] or the surveys [DM96b] , [Mar00] , [Dal16] . We shall denote the corresponding coarse moduli space by Higgs G,D,X or Higgs G,D . As discovered by Markman ([Mar94] ) and Bottacin ([Bot95] ), Higgs G,D carries the structure of a Poisson completely integrable system, sometimes called the generalised Hitchin system. We shall return to it in Sections 5 and 9.
The inclusion T ∨ Bun sm G ⊂ Higgs G,X is strict, and this will be crucial in Section 7. To see this in the case G = SL 2 (C) we can follow [Hit87a, § §1, 10] and fix a thetacharacteristic (spin structure) K X ⊂ E. An analogous example can be constructed for other simple groups by taking a principal homomorphism SL 2 (C) → G, see [Hit92] and Section 7.
4. Abelianisation for GL n and SL n We review in this section some basic properties of spectral curves and abelianisation for the special and general linear group. For further properties and insights we direct the reader to [Hit87b] , [BNR89] , [Don95] , [KP95] and [HP12] .
4.1. The General Linear Group. We start by introducing the GL n -Hitchin base. For us this will be the vector space of global sections of the rank n vector bundle
. Whenever there is no chance of confusion we write B for B GLn . By the RiemannRoch theorem the dimension of the base is
or, more intrinsically,
Notice the "miraculous coincidence of dimensions"
Let us denote by Y the non-compact surface tot K X and by π the bundle pro-
, whose vanishing locus is, by definition, the spectral curve
on B × Y , whose vanishing locus is the universal spectral curve C → B GLn × X:
In this way we have "stacked together" the different spectral curves: C = b∈B C b . The individual spectral curves may be singular, or reducible, or nonreduced, but the total space of the family C is in fact smooth, see [KP95, Corollary 1.2].
We proceed now with the analogues of the various constructions from Section 2. First, since Y = Spec (Sym
we can describe the spectral curve as the global spec
To get an explicit local description of C b over an affine open U ⊂ X we choose a nowhere vanishing section (generator) 
, generated by
Taking determinants in (4.2) we obtain
Let us compactify π : Y → X to the ruled surface π :
) the infinity and zero sections. Then the isomorphism (4.3) extends to
One defines an n-sheeted spectral curve as an element of the linear system
We see that this is an affine open which can be identified with B GLn , and so any spectral curve is the spectral curve, associated to some b ∈ B GLn . The linear system P (C ⊕ B GLn ) is base-point free, as shown in [Hit87b, §5] . Indeed, any base point must occur along the zero section X ⊂ tot K X (since the linear system contains λ n ) and thus has to be a base point of K n X . But |K n X | is base-point free for n ≥ 2. In the exceptional case n = 1 (which we usually ignore), B C × = H 0 (X, K X ) and |K X | is base-point free if and only if X is not hyperelliptic. By Bertini's theorem, the generic spectral curve C b is smooth.
The genus g of a spectral cover C b can be computed by the GrothendieckRiemann-Roch theorem: the equality
. The same is true if C b is integral and L is rank one, torsion-free sheaf. Here is the precise statement, in a mildly generalised setup. [Hit87b] , [Hur96] ). Let K be a line bundle on X and (E, ϕ) a rank n, K-valued Higgs bundle on X. Suppose that the spectral cover We set, slightly abusively, Y = tot K, even though K need not be the canonical bundle. There is a short exact sequence
where Q is a torsion sheaf, supported on C b ⊂ Y . We compactify Y to the ruled surface π : Y = P(K ⊕O X ) → X and write λ and µ for the zero and infinity sections, as before. 
We can determine π * Q by pushing (4.6) down to X. Indeed, the long exact sequence of R • π * , combined with the projection formula gives
Finally, splitting (4.7) into two short sequences and taking determinants, we obtain K = L ⊗ π * b K −n . We formulate now the "spectral correspondence" for GL n (C). We argue now that π b * preserves the subcategories of torsion-free sheaves. Let R X and R C b be sheaves of rational functions on X and C b , respectively. By integrality, both of these sheaves are constant in the Zariski topology and moreover
by the projection formula. Notice here that while R X is not locally free, it is quasi-coherent ([Har77, Ex.5.2.5]) and the projection formula holds for affine morphisms and pairs of quasi-coherent sheaves. Conversely, given an injection E ֒→ E ⊗ R X and an isomorphism E ≃ π b * L, we obtain that π b * torL = 0 and hence torL = 0.
The rank of a sheaf is determined as the rank at the generic point (whose local ring is the field of rational functions). Since deg π b = n, π b * identifies rank one torsion-free sheaves on C b with rank n torsion-free sheaves on X. But X is nonsingular, so these are locally free, i.e., rank n vector bundles, having a π b * O C bmodule structure.
We now argue that the structure of a π b * O C b ≃ Sym • K −1 /I b -module on a rank n vector bundle E is equivalent to the data of a Higgs field ϕ with characteristic polynomial b. Indeed, such a module structure on E is determined by an algebra homomorphism Sym
• K −1 /I b → EndE. By (4.2) this is equivalent to the data of an O X -module homomorphism ϕ : K −1 → EndE, i.e., a Higgs field ϕ ∈ H 0 (X, EndE ⊗ K) which satisfies a degree-n polynomial equation, i.e., sends (4.1) to zero. Since the rank of E is n and C b is reduced and irreducible, the characteristic polynomial of ϕ coincides with its minimal polynomial and with b ∈ B GLn . Conversely, given a pair (E, ϕ) with characteristic polynomial b = h(E, ϕ), we have that ϕ satisfies its own characteristic equation by the Cayley-Hamilton theorem, and hence determines an algebra homomorphism Sym
Passing to isomorphism classes we obtain the required bijection.
We make now some further comments and remarks concerning the last Proposition.
To relate explicitly the module structure on the spectral sheaf with the data of a Higgs bundle, notice that if L is a sheaf of abelian groups on C b which admits an O C b -module structure, then such a structure is determined by an algebra homomorphism O C b → EndL. Pushing forward this homomorphism we obtain the algebra homomorphism π b * O C b → End(π b * L), which in turn is determined by a Higgs field
If K = K X , the locus of integral spectral curves is a non-empty Zariski open of codimension at least g − 1 in B GLn , see [KP95, §1] . For arbitrary K the open of integral curves is nonempty if there exists b n ∈ H 0 (X, K n ) which is not of the form o , whose fibres are fine moduli spaces for rank-one torsion-free sheaves on the respective spectral curves. In fact, since all spectral curves C b ⊂ tot K are planar (and hence their singularities have embedding dimension no bigger than two), the boundary locus in Pic C b is "not too big", i.e., 
We note that the properness of the Hitchin map h : Higgs X → B is proved for the moduli space of semi-stable Higgs bundles, but in fact the Higgs bundles which have integral spectral curves are stable. Indeed, by [KP95, Proposition 1.1] an irreducible component of a spectral curve is again a spectral curve (corresponding to a Higgs bundle of smaller rank). Hence if (E, ϕ) has a proper ϕ-invariant subbundle V , the spectral curve of (V, ϕ| V ) will be an irreducible component of the spectral curve of (E, ϕ), thus violating the integrality of the latter. Thus unstable and strictly semi-stable Higgs bundles are to be found in Hitchin fibres h −1 (b) for b ∈ B\B o . Finally, as shown in [Sch98] , the conclusion of the Proposition remains true even if C b is not assumed to be integral, but is an arbitrary spectral curve.
4.2. The Special Linear Group. The Beauville-Narasimhan-Ramanan result (Proposition 4.2) can easily be upgraded to a statement about SL n (C)-Higgs bundles. For that we consider pairs (E, ϕ), satisfying det E = O X , trϕ = 0 and having fixed characteristic polynomial h(E, ϕ) = b with an integral spectral curve C b . Here b must be a point in the SL n (C)-Hitchin base, which is defined as the codimension-g subspace
To preserve the correspondence, upon passing from B GLn to B SLn we must accordingly restrict the class of O-modules L on the spectral curve: we require these to satisfy the condition det π b * L ≃ O X .
The condition det π b * L ≃ O X can be understood in terms of the norm homomorphism associated to the covering π b : C b → X. We recall the definition here and refer to [GD61, 6.5.5] and [GD64, 21.5] for the full details. Identify π b * O C b with an O X -submodule of End(π b * O C b ) by mapping a local section to the endomorphism given by multiplication with that section. We obtain then a homomorphism (of multiplicative monoids) det :
by mapping transition functions (with respect to a cover) to their determinants. Finally, we define a group homomorphism
The fact that this is a group homomorphism follows from the properties of determinants. If the spectral cover is non-singular, N m can be identified with the usual pushforward of divisors, given by
We refer for more details to EGA and to [HP12] , where applications to nonreduced spectral curves are discussed. If E is a torsion-free, rank-r O C b -module and
⊗r , which implies the well-known formula det
. This formula can also be taken as a definition of N m.
Having
Hence the fibres of h : Higgs SLn → B SLn over b ∈ B SLn ⊂ B SLn (i.e., corresponding to non-singular spectral curves) are identified with the solutions of the
This implies that if
The non-emptiness of the fibre follows from the surjectivity of N m, which can be seen as follows. If M is a line bundle on X and π * If the spectral curve C b is integral, a similar description of h −1 (b) can be given in terms of compactified Jacobians, see [KP95, §1.7.].
Other groups.
A natural question arising at this point is the question of identifying some kind of "spectral data" that can be used to describe G-Higgs bundles for an arbitrary (e.g., reductive) group G. Hitchin in [Hit87b] , [Hit07] treated the case of classical groups by reducing the study of principal G-bundles to the study of holomorphic vector bundles with extra structure (bilinear form) and related the Hitchin fibre to a Prym of Jacobian variety. Such an approach can also be adapted to work for the exceptional group G 2 , see [Hit07] . For a complete treatment, then, one has to study the spectral correspondence for pairs consisting of a group G and a representation G → GL n , see [Don95] . Another feature is that even the generic spectral curve may happen to be reducible, e.g., if G = SO(2n + 1) (in which case one uses a particular irreducible component for setting up the spectral correspondence). There is a uniform approach ([Don95]), using more Lie theory, where one replaces spectral curves with cameral curves. These are (ramified) Galois covers with covering group the Weyl group W of G. These curves come with an embedding in the vector bundle tot t ⊗ C K X and spectral curves can be obtained as appropriate quotients thereof. This is the approach taken in [Fal93] , [Don95] , [Hur97] , [Sco98] , [DG02] . The last reference also contains a discussion of "abstract" cameral covers, where the rôle of the coefficient bundle (here K X ) is separated from that of the intrinsic spectral data. We are going to discuss cameral covers in Section 5.
For the group SL 2 (C) the spectral and cameral covers coincide. In this case
It can be reducible
. It is easy to check that X b is smooth precisely when b ∈ H 0 (K 2 X ) has only simple zeros, and we assume this to be the case from now on. Then π b is branched at the (4g − 4) zeros of b and by the theorem of Riemann-Hurwitz its genus is g = 4g − 3. The spectral cover has an involution σ ∈ Aut( X b ), induced by λ → −λ, i.e., multiplication by (−1) ∈ C in the vector bundle tot K X . The automorphism σ generates an action of W on X b , which corresponds to interchanging the eigenvalues of the Higgs field.
As we have argued, the Hitchin fibre h −1 (b) can be described as
By the definition of the norm map, N m
is a torsor over the Prym variety
We can think of the Prym variety in yet another way. The cocharacter lattice Λ ≃ Z of SL 2 carries a natural W -action, namely the sign representation of Z/2Z, and so does the cover X b . The latter action induces an action of W on Pic X b by pullback of divisors. The Prym variety is the set of invariant elements for the combined Waction on Pic X b ⊗ Z Λ. Up to isogeny, this turns out to be the correct description for arbitrary structure groups, as we shall briefly discuss in (5.3).
Cameral covers
5.1. Adjoint quotients. Let us fix a complex simple Lie group G, with Lie algebra g, and consider the coordinate ring C[g] = Sym g ∨ , on which G acts via the adjoint representation. By a theorem of Chevalley, the algebra of invariants C[g] G ⊂ C[g] is a free commutative (i.e., polynomial) algebra on l generators:
, where I j are homogeneous polynomials of degree d j = m j + 1, and l is the rank of g, i.e., l = dim t, where t ⊂ g is (any) Cartan subalgebra. The generators of the ring of invariants are not canonical in any way, but the set {d j } is independent of the chosen {I j }.
Recall that x ∈ g is called semisimple (respectively, nilpotent ) if adx ∈ End(g) is semisimple (respectively, nilpotent). It is regular, if its centraliser is of the smallest dimension possible, i.e. dim ker adx = l. We use g reg , g ss , g nlp to denote the subsets of g, consisting of regular, semisimple and nilpotent elements, respectively. By Jordan decomposition [Jac51] , every x ∈ g has a unique representation as a sum
l , and χ(x) = (I 1 (x), . . . I l (x)) in terms of this identification. Choosing a basis in t (e.g. by fixing simple coroots) we identify the latter with a morphism χ : C l → C l , see Section (6) and (10) for concrete examples. We fix now Cartan and Borel subgroups T ⊂ B ⊂ G, and denote by W ⊂ GL(t) the Weyl group. By another result of Chevalley, the inclusion t ֒→ g induces an algebra isomorphism
, and hence t/W ≃ g G. We can thus interpret the adjoint quotient as the morphism of affine varieties g → t/W , corresponding to the algebra homomorphism
More concretely, any element of g is G-conjugate to an element of t that is determined uniquely up to W -conjugation.
Finally, we recall that there is a bijection g G ≃ g ss /G, corresponding to I j (x) = I j (x ss ). All in all, given x ∈ g, we can describe χ(x) in any of the following ways:
.
A special rôle in what follows is played by the regular elements of g. For the moment we only say that by [Kos63, Theorem 2] there is a bijection g reg /G ≃ g G. Moreover, Theorem 7, ibid. describes a section t/W → g reg , which will be discussed in (6), to be used also in (7). 5.2. K X -valued cameral covers. The affine variety g G, while not a vector space in a canonical way, carries a canonical C × -action. This action is induced by the homothety action on g by forcing χ to be C × -equivariant, i.e., by setting t · χ(v) := χ(tv). After a choice of {I j } this becomes the action t · (z 1 , . . . , z l ) = (t m1+1 z 1 , . . . , t m l +1 z l ). Notice that there is a unique fixed point, the closure of the orbit of the origin, which makes g G into a pointed space. We can now consider any principal C × -bundle and form the associated bundle with fibre g G. We apply this to tot K × X , the canonical bundle K X with the zero section removed. Naturally, we can use the isomorphism (of varieties) g G ≃ t/W , and consider the C × -action on t/W as induced by homotheties in t. Either way, we are interested in the (fibre)bundle
Its space of global sections is the G-Hitchin base:
We shall sometimes denote the base by B g , since it actually depends only on g, or equivalently, on G ad , via the {d j }. The ramified W -cover t ⊗ C K X → t ⊗ C K X /W can be pulled back to X along any section b : X → t ⊗ C K X and hence gives rise to a B g -family of W -covers of X:
Here X b is the cameral cover of X, corresponding to b ∈ B g , while X is the universal cameral cover. Notice that both X b and X come with an embedding in tot t⊗ C K X , and hence, with a canonical W -action. Properly speaking, cameral covers of this kind are called K X -valued cameral covers. Instead of K X we could have used an arbitrary line bundle (having sufficiently many sections) to host the cameral curve.
In Sections 9 and 10 we shall choose a sufficiently positive divisor D on X and consider L := K X (D)-valued cameral covers. This notion can be contrasted with the notion of an "abstract cameral cover" of X, which is defined as a W -cover that isétale-locally the pullback of the W -cover t → t/W . We recall that a W -cover is a finite flat morphism π :
. We refer to [DG02, §2.4] for more details. Away from the ramification locus the covers X b → X and X → B × X are WGalois covers. By repeated use of Bertini's theorem one can show that for generic b ∈ B g the cover X b is non-singular, see [Sco98, §1] .
There is a natural map h : Higgs G → B g from the coarse moduli space of semi-stable G-Higgs bundles to the Hitchin base. To construct h, notice that for any G-bundle P , the quotient χ : g → g G induces a map of associated bundles Ad(χ) :
After twisting with K X and taking global sections, this gives a morphism of affine varieties H 0 (adP ⊗ K X ) → B g . If P is regularly stable, both the source and the target are affine spaces of the same dimension (equal also to dim Bun G,X ) and, by Serre duality,
In that case, there is a Zariski-open (possibly empty) subset of H 0 (adP ⊗ K X ), corresponding to stable Higgs structures on P . The above construction can be relativised. Indeed, given a complex manifold S and a (holomorphic) G-bundle P → S × X, we obtain, exactly as a above, a
Since the target vector space equals H 0 (S, O S ) ⊗B g , given an S-family of Higgs bundles (P, Θ), Θ ∈ H 0 (S × X, adP ⊗ p * X K X ), one obtains a morphism S → B g . If (P, Θ) is a family of semi-stable Higgs bundles, this morphism factors through the classifying map S → Higgs G,X .
In Section (6) we are going to consider the Kostant section of χ, the way it gives rise to a section of h 0 , and the behaviour of the section under the Hamiltonian flow of linear functions on B g . The construction of the Hitchin section involves constructing a morphism B g → H 0 (X, adP ⊗ K X ) for an appropriately chosen unstable bundle P .
5.3. General Abelianisation. It is beyond the scope of the current lectures to present a detailed account of abelianisation. This is a beautiful and surprisingly intricate subject, beginning with [Hit87a] and [Hit87b] where classical groups are treated via spectral curves, and continuing with works of many mathematicians, such as [Don93] , [Fal93] , [Sco98] and [DG02] . Here we just state the basic form of the result for the case of simple group G, which is all we shall need in the sequel.
Consider a point b ∈ B G , corresponding to a non-singular cameral cover X b . We identify, as usual, the lattice Λ = cochar G ⊂ t R with Hom(C × , T ), and, consequently, T ≃ Λ ⊗ Z C × . The set of isomorphism classes of W -invariant T -bundles on X b can then be identified as Pic
, where W acts both on Pic X b (by pullback of divisors via the action on the cameral cover) and on Λ by reflections. The connected component containing the trivial T -bundle is in fact an abelian variety, a Prym-like variety. The above set of W -invariant elements of Pic X b ⊗ Z Λ can also be described as H 1 (X, T ), where the sheaf of abelian groups T is defined
The source and the target have the same dimension and the map is injective (for G-simple) if G = SO(2n+1), in which case the map has a finite kernel. The complication is related to the presence of non-primitive coroots. One then introduces an appropriate subsheaf T ⊂ T , consisting of sections, taking value +1 at all ramification points, and the generic Hitchin fibre is a torsor over the connected component H 1 (X, T ) 0 . For a description of the torsor and the spectral data for principal Higgs bundles see [DG02] and [DP12, Appendix A]. We shall stick to the notation of these references and write Prym X b /X for H 1 (X, T ). The relative Prym fibration (over B G ⊂ B G ) will be denoted by Prym X /B . If G is not of type B this is precisely Pic X /B ⊗ Z Λ W . For topologically trivial Higgs bundles one can make a consistent choice of a point in the Hitchin fibre (see Section 7) and hence obtain a global identification Higgs
. For other topological types this is possible only locally on B.
Principal Subalgebras and Kostant's Section
We begin this section by reviewing some Lie-theoretic results, mostly due to B.Kostant. 6.1. Gradings. Let T ⊂ G be a Cartan subgroup and g = t ⊕ α∈R g α the corresponding root space decomposition. Here R ⊂ t ∨ denotes the root system of g and g α ⊂ g is the t-eigenspace with eigenvalue α. That is, x ∈ g α if and only if
for all h ∈ t. A choice of Borel subgroup B ⊃ T determines a set of simple (positive) roots Π ⊂ R + and hence a grading of g by "height". This is the unique Lie algebra
The natural number M is the Coxeter number of g.
Example 6.1. Consider G = SL 3 (C) with Borel (respectively Cartan) subgroups, consisting of upper-triangular (respectively, diagonal) elements of G. Then the subspaces g m ⊂ sl 3 (C), −2 ≤ m ≤ 2 are
i.e.,
Next,the height grading of g induces a Lie-algebra grading on End(g) "by shift", i.e., deg φ = m if φ(g k ) ⊂ g m+k , for all k. The adjoint representation is compatible with these gradings, i.e., ad : g → End(g) is a homomorphism of Lie algebras with grading, so ad(g m ) ⊂ End m (g).
6.2. Principal subalgebras. We recall now some standard properties of principal three-dimensional subalgebras. Convenient references include Kostant's original papers ( [Kos59] , [Kos63] ) and some later expositions, such as [BD91] , [Hit92] , [CG97] and [Bou05, Ch.VIII, §11].
By an "sl(2, C)-triple" we mean a (non-zero) triple of elements {x , h, y} of g, which satisfy the relations [x , y] = h, [h, x ] = 2x , [h, y] = −2y. Thus we are considering subalgebras a ⊂ g, isomorphic to sl(2, C), together with a choice of "canonical" generating set. We note that the defining relations vary throughout the references. The elements x and y are called the nil-positive and nil-negative elements of the triple, while h is its neutral element.
By considering the adjoint representation of a = C x , h, y on g we see that x and y are nilpotent and that the subspace ker ad y ∩ Im ad y of g is a Lie subalgebra. It is in fact nilpotent, and G y := exp ker ad y ∩ Im ad y will stand for the corresponding unipotent group.
Suppose we are given two triples, {x , h, y} and {x ′ , h ′ , y ′ }, spanning subalgebras a and a ′ , respectively. If y = y ′ and h = h ′ , then also x = x ′ . If only y = y ′ is known to hold, then h − h ′ ∈ ker ad y ∩ Im ad y . In this case the two triples are conjugate by some g ∈ G y , i.e., {x
The assignment g → {g · x , g · h, y} establishes a one-to-one correspondence between G y and the set of triples, containing y as nil-negative element. Finally, the orbit G y · h is identified with the affine space h + ker ad y ∩ Im ad y . For proofs, see [Kos59, Theorem 3.6] or [Bou05, Ch.VIII, §11, Lemma 4]. In general, the two triples are conjugate by some g ∈ G ad if and only if a ′ = g · a if and only if y ′ = g · y, see Proposition 1, ibid.. Consequently, the assignment {y, h, x } → y induces an injective map from the set of conjugacy classes of sl(2, C)-triples (or subalgebras) to g nlp \{0} /G ad , the set of conjugacy classes of non-zero nilpotents. This map is in fact a bijection, since every non-zero nilpotent element of g can be completed to an sl(2, C)-triple, by the Jacobson-Morozov theorem ([Kos59, Theorem 3.4]). To establish the correspondence (on the level of conjugacy classes) one could, in fact, use any (non-zero) nilpotent of the sl(2, C)-subalgebra, see Corollary 3.7, ibid..
The adjoint representation of an sl(2, C)-subalgebra a ⊂ g decomposes g into a sum of irreducible representations, whose number is at least l = rk(g) (Theorem 5.2, ibid.). The subalgebra a is called principal if a\{0} ⊂ g reg . The minimal number of summands (l) is achieved precisely when a is principal, and in that case they are all odd-dimensional (Corollary 5.2, ibid.). The dimensions of the summands are determined by the exponents of g and so one has
where W mi ≃ Sym 2mi (C 2 ). On each W mi the eigenvalues of adh are even integers 2m, where −m i ≤ m ≤ m i . The centraliser z x = ker adx = g x is spanned by the primitive (highest weight) vectors in the W mi 's. The principal subalgebra a appears in this decomposition as W 1 . The induced decomposition is
where W 1 = a = span{x , h, y} and W 2 is the span of the matrices  Example 6.3. Let g = sl(2, C). Then
is a singular affine quadric (cone) in C 3 . The complement of the tip of the cone is the set of regular nilpotents sl(2, C) reg,nlp = sl(2, C) nlp \{0}. Any two regular nilpotents are conjugate.
It turns out that the above example is indicative for the situation in general: "most" of the sl(2, C)-subalgebras of a simple Lie algebra g are principal, and any two principal subalgebras are conjugate. Moreover, there is a "preferred" choice of a principal subalgebra, associated with any choice of simple positive roots. We outline the argument in the paragraphs below.
Let B ⊃ T be a Borel subgroup and Π ⊂ R + the corresponding choice of simple positive roots. Recall that the (closed) Weyl chamber D ⊂ t R is the set of all ϕ ∈ t R which satisfy the inequality α(ϕ) ≥ 0 for all α ∈ Π. If ψ ∈ t is semi-simple and adψ has real eigenvalues, then ψ is (G ad -)conjugate to a unique element in D. Hence the question of identifying the conjugacy classes of (principal) sl(2, C)-subalgebras can be split into two: identifying the sl(2, C)-triples containing a fixed h ∈ t and identifying those h ∈ D ⊂ t R , which are contained in an sl(2, C)-triple.
The choice of semi-simple h ∈ t gives rise to a Lie-algebra grading g = m g m , where g m is the m-th eigenspace of adh. In particular, g 0 = ζ(h) is the centraliser of h in g and exp g 0 = Z G ad (h) is its centraliser in G ad . Consider the morphism g −1 → Hom C (g 0 , g −1 ), f → adf | g0 and let g −1 ⊂ g −1 be the preimage of the set of surjective linear maps. This is a connected, dense and (Zariski) open set (ibid., Lemma 4.2B). By Theorem 4.2, ibid., any two triples, containing h as a neutral element are conjugate. Moreover, the set of such triples is a Z G ad (h)-torsor and the choice of one such a triple, say {x , h, y}, identifies this torsor with g −1 = Z G ad (h) · y.
Example 6.4. Let g = sl 3 (C) and h = diag(2, 0, −2). The induced grading of g coincides with the one given in Example 6.1 and g −1 = C × e 21 × C × e 32 .
We now turn to the question of identifying the semi-simple elements in D ⊂ t R which can be completed to an sl(2, C)-triple. As discovered by Dynkin ([Dyn52], Theorem 8.2) this condition is quite restrictive.
Recall that we can associate with G the lattices
Here root = αi∈Π Zα i and weight ⊂ t ∨ R is defined as the set of all β which satisfy (α, β) = 2 α,β α,α ∈ Z for all α ∈ root, , being the Killing form. Explicitly, weight = Zω i and the fundamental weights {ω i } are related to the simple roots by α i = j N ji ω j , where N = (N ij ) is the Cartan matrix. The lattice coroot = weight ∨ is generated by the simple corootsα i = 2 αi, αi,αi , and coweight = root ∨ is generated by the fundamental coweights {ε i }. The pairs ({α i }, {ε i }) and ({ω i }, {α i }) are pairs of dual bases. The character and cocharacter lattices can be identified with (the differentials of) elements of Hom(T, C × ) and Hom(C × , T ). Similar identifications, involving T sc and T ad , can be given for the other four lattices. The three top lattices determine the group G up to isomorphism. The bottom row determines the (isomorphism class of the) Langlands dual group L G. There is one choice of h ∈ D which occurs always, i.e., is allowed for all simple g, namely a 1 = . . . = a l = 2. The semi-simple element arising in this way is known as "twice the dual Weyl vector":
The integers r i ("Kac labels") are found by inverting the Cartan matrix, see [Hum78, §13] .
We now describe an sl(2, C)-triple, containing h. First we need to fix root vectors in the g α , α ∈ ±Π. In fact, only half of these need to be fixed and we choose {f αi ∈ g × −αi , α i ∈ Π}. These uniquely determine e αi ∈ g × αi by the requirement that {f αi , e αi ,α i = [e αi , f αi ]} be an sl(2, C)-triple. Here, given a root α ∈ R we write g × α for the set g α \{0} ≃ C × .
Definition 6.1. Let G be a simple complex Lie group and T ⊂ G a Cartan subgroup. Byépinglage data (compatible with T ) we shall mean a choice of Borel subgroup B (such that T ⊂ B ⊂ G), together with a choice of negative root vectors
Note that usually the definition ofépinglage involves a choice of positive root vectors, but the above convention is better adapted to our intended applications in the next section.
One then checks immediately that
is an sl(2, C)-triple, which we shall call the sl(2, C)-triple associated to a choice of epinglage data. The sl(2, C)-triple in Example 6.2 is an example of such a triple. We now apply the previously stated results of [Kos59, §4] to this triple. First, the centraliser
By Theorem 5.3 ibid., the latter set is precisely the set of regular (principal) nilpotents in the (negative) nilpotent Lie algebra m≤−1 g m , that is,
Explicitly, these are the elements of m≤−1 g m , which have non-zero components along each negative simple root space.
Example 6.5. Let g = sl 3 (C). Then
Finally, by Corollary 5.4, ibid., any nilpotent element of g is G ad -conjugate to a nilpotent element in m≤−1 g m . Hence, by Corollary 5.5, regular nilpotents g reg,nlp form a single G ad -orbit, which is a connected, dense open subset g reg,nlp ⊂ g nlp = χ −1 (0). In view of the correspondence between (conjugacy classes of) sl(2, C)-subalgebras and nilpotents elements, the above implies that all principal subalgebras are conjugate under G ad , and the choice ofépinglage data singles out a representative of the conjugacy class.
Let us mention in conclusion there was no real need to fix theépinglage data. Instead, one could just fix B ⊃ T and consider sl(2, C)-subalgebras (or triples) which are "compatible" with this choice and contain h = 2ρ as a neutral element. Then the set of principal compatible triples is just a (C × ) l -torsor, α∈Π g × −α . Fixing theépanglage trivialises the torsor and identifies the compatible principal triples with c i f αi , 2ρ, c −1
6.3. The Kostant section. As in Section 5, let us denote by χ : g → t/W ≃ g G the adjoint quotient morphism, and let a = {y, h, x } C be a principal 3-dimensional subalgebra of g. In Theorem 7 from [Kos63] it is proved that the restriction of χ to the affine space {y} + ker adx is an isomorphism (of algebraic varieties) χ| y+z(x ) . We thus have a morphism k : t/W → g, the Kostant section, such that χ • k = id. The choice of a determines a (vector space) bigrading of g:
and in this case the centralisers of x and y are the sums of highest, respectively lowest weight spaces:
As is clear from the preceding discussion, here dim g ±mi,i = 1. Thus the image of the Kostant section, also known as the Kostant slice, is
Example 6.6. Consider g = sl 3 (C) with the principal subalgebra from Example 6.2. Let χ : sl 3 (C) → C 2 ≃ t/W be defined as χ(A) = (a 1 (A), a 2 (A)), where
Kostant's Theorem 7 actually says a bit more. If one insists on considering χ as a morphism g → C l , one must choose generators
While there is freedom in the choice of generators, their behaviour on the slice is constrained. The second part of Theorem 7 states that there is always a choice of highest weight p j (a 1 , . . . , a j−1 ) , for some polynomials p j without constant term, and similarly for the inverse map. In particular, if we fix some collection of v i , then {I j } can always be chosen in a way that I j (y + to {y, h, x } we obtain a homomorphism sl(2, C) → g. Let ̺ : SL 2 (C) → G sc be the corresponding "principal homomorphism" and ̺ the composition
gives rise to a C × -action on g, having weight (2m) on the subspace g m ⊂ g. Then the Kostant slice k(t/W ) is preserved under the "shifted" action t 2 ̺(t −1 ): Hitchin provided not just an existence statement, but an actual construction, depending on the choice of a principal subalgebra and a theta-characteristic on X. We shall review briefly this construction below. Apart from [Hit92] , my understanding of this topic has been largely enhanced by the expositions in [Ngô10] and [DP12] .
Recall first that a theta-characteristic, or equivalently, a spin structure, on X is a pair (ζ, i), where ζ is a line bundle and i ∈ Hom(ζ ⊗2 , K X ) is an isomorphism. Due to the divisibility of PicX spin structures exist for any X. The degree of such a line bundle ζ must be g − 1 and there are 2 2g choices of its isomorphism class. These classes are identified with the fibre sq −1 (K X ) of the squaring morphism
⊗2 . For each chosen ζ there is a C × -worth of choices of i. For the most part we shall simply write K 1/2 X instead of (ζ, i). Notice that i induces a canonical morphism 1 : K 1/2 We start with the basic special case G = SL 2 (C), which was considered in detail already in [Hit87a] . The section gives rise to a collection of rank-2 Higgs (vector) bundles indexed by B sl(2,C) = H 0 (X, K 2 X ), which is
For b = 0 this is a "Toda Higgs bundle", whose Hermite-Yang-Mills metric is induced by the unique metric on X, descending from the constant negative curvature metric on the unit disk. Moreover, deformations of this bundle can be tied with deformations of the underlying curve X. This is largely the subject of [Hit87a, §10] and is central in the subject of "higher Teichmüller theory". A family of Higgs bundles parametrised by B g (e.g., the section v) is not just a collection {(V b , ϕ b )} b∈B , as in (7.1): one must also specify how the members of the family fit together. I.e., we must exhibit a p * X K X -valued G-Higgs bundle on B g × X, which restricts to (V b , ϕ b ) on {b} × X. We outline the construction of such a p * X K X -valued Higgs bundle below. Any choice of T ⊂ B ⊂ G determines a natural GL(g)-bundle (rank dim G-vector bundle) on X, namely
The natural linear maps
allow us to identify any element of g −1 ⊂ g with a Higgs field on E. We fix next a theta-characteristic K 1/2 X = (ζ, i) and a principal triple {y, h, x }, compatible with T ⊂ B. Let P 0 be the frame bundle Isom OX K 1/2
and P = P 0 × ̺ G sc the G sc -bundle associated to it via ̺. We then have a vector bundle isomorphism E ≃ adP = P 0 × ̺ g.
Consider (as in Section 5) the bundle U = t ⊗ C K X /W and let u : tot U → X be the bundle projection. The choice of {y, h, x } fixes a Kostant section k : t/W ֒→ g and hence an injection of vector (cone) bundles k : tot U ֒→ tot E ⊗ K X . In turn, the latter determines a global section φ k of u * (E ⊗ K X ), and thus a u * K X -valued G-Higgs bundle (u * P , φ k ) on tot U . Pulling it to B g × X by the evaluation morphism gives rise to a family (p * X P , ev * φ k ) of K X -valued G-Higgs bundles, parametrised by B g :
Hitchin in [Hit92] showed that this is a family of semistable Higgs bundles. By the coarse moduli space property, there is a classifying map B g → Higgs 0 G,X , whose composition with h 0 is the identity.
Here is a more concrete description. Recall that in Section 5 we defined, for a principal bundle P , a morphism H 0 (X, adP ⊗ K X ) → B, induced by χ. Above we have constructed a particular bundle, P , with E = adP (see 7.2), together with an embedding of the base B g
in a way that h 0 : k(B g ) → B g is a linear isomorphism. The family v(B g ) is obtained by restricting to k(B g ) the tautological family of Higgs structures on P , parametrised by H 0 (E ⊗ K X ). After choosingépinglage data, i.e., isomorphisms g −mi,i ≃ C, we obtain bases of g mi,i ≃ C by applying appropriate powers of adh. By [Kos63, Theorem 7] , for any such choice one can choose G-invariant polynomials {I j } so that h 0 : k(B g ) ≃ B g is identified with translation by −y, followed by the induced linear map
).
Example 7.1. Consider G = SL 3 (C) with the standard Borel and Cartan subgroups. The exponents are m 1 = 1, m 2 = 2 = M and
where the grading g = ⊕g m is described in Example 6.1. Consequently,
. Choosing the distinguished principal sl(2, C)-triple as in Example 6.2, we obtain for the highest weight spaces
Choosing {I 1 , I 2 } as in Example 6.6 we have an
7.2. The flow. Given a choice of principal subalgebra and a theta-characteristic, we can describe the Hitchin section very concretely. A natural question, then, is to try to explicate the evolution of the section under the hamiltonian flow of linear functions on the base.
We shall outline here the setup and the main ingredients of the construction. More details and some applications can be found in [Dal08] and the preprint [Dal11] . A more extensive treatment of this topic shall be given at another occasion.
In this subsection we assume that a set of generators {I i } of C[g] G has been fixed, so B = H 0 (X, U) will be given a vector space structure. We focus our attention on the non-singular locus Higgs 0,reg G,X of the neutral connected component Higgs 0 G,X . We shall write simply Higgs 0,reg whenever there is no danger of confusion. We emphasise that Higgs 0,reg contains both non-singular Hitchin fibres and smooth loci of singular fibres, and hence h Next, since B g is a vector space, the Leray spectral sequence implies that for any coherent sheaf F on Higgs 
for any coherent sheaf F on Higgs 0 G . In particular, while the canonical map O B → h 0 * O Higgs reg is not an isomorphism, it induces an isomorphism on global sections:
Since Higgs 0,reg G is holomorphic symplectic and h 0 : Higgs 0,reg G → B g is a (nonproper) holomorphic submersion with Lagrangian fibres, we have an isomorphism
We notice that we are working with the full Hitchin base, whose (co)tangent bundle is canonically trivial:
) by Serre duality. In the usual fashion, we obtain a locally transitive infinitesimal action of h * ∨ . An explicit expression for this map is provided in the third item of the following theorem. (2) The restriction of (P, Θ) to tot F | k(Bg) is a locally universal family of deformations of (P , θ). Moreover, Φ * ω Higgs = ω can , where ω can is the restriction of the canonical symplectic form on tot
the non-empty open set of stable Higgs structures on P . Let
ϕ : H 0 (E ⊗ K X ) st −→ Gr dim Bun G , H 1 (E) be the map η −→ ker h 1 (ad η ) and let F = ϕ * S ⊂ H 1 (E) ⊗ C O beT ∨ H 0 (E⊗KX ) st . (3) The choice of principal subalgebra determines a trivialisation tot F | k(Bg) ≃ tot T ∨ B ≃ k(B) × l i=1 g −mi,i ⊗ H 1 (K −mi X ) (h, v) −→ h, M k=0 (−1) k (P • ad h ) k (v) ,
where P is the splitting of ady induced by adx via the inclusion End
1 (g) ⊂ Hom 1 H 1 (E ⊗ K X ), H 1 (E) .
Sketch of proof:
We outline the idea of the proof here. While a more detailed discussion will be given at another occasion, the main ingredients are to be found in [Dal08, Chapter 7] and [Dal11, §6] .
We construct the family (E , Θ) by using a small amount of Kodaira-SpencerKuranishi theory and differential graded Lie algebras (dgla). The deformations of the pair (P , θ) are controlled by the Biswas-Ramanan complex (3.1). The controlling dgla (in the sense of [GM88] and [Man99] ) is given by the global sections of the Dolbeault resolution of (3.1), see also [Sim97] and [Sim94] . Explicitly, the dgla in question is the vector space p,q A p (X, adP ⊗ Ω q X ), graded by total degree (p + q), with bracket induced by combining wedge product and commutators, and having differential ∂ P + adθ. The solutions of the Maurer-Cartan equation are then pairs of elements (h,
, this reduces to v ∈ ker h 1 (ad(θ + h)) with notation as in (3.3).
For h = 0 one has ker h 1 (adθ) =
) , which is identified
one has a varying family of "centralisers" ker h 1 (ad(θ + h)) ⊂ H 1 (E). It turns out that the choice of principal subalgebra determines a trivialisation of this family, that is, an isomorphism tot
g , where the latter is identified with an affine subspace of
) . Indeed, we have an isomorphism z x = ker ad x ≃ coker(ad y ), and hence P ∈ Hom 1 (Im ady, g), a splitting of θ = ady. It can be identified with a degree-1 homomorphism from
, denoted with the same letter. One then checks directly that the formula in (3) provides a trivialisation of the bundle of centralisers and that this trivialisation is symplectic. The formula in (3) can be obtained as a "symplectic version" of the formal power series solution of the Maurer-Cartan equation (see e.g. [KNS58] ) in which Green's operator is replaced by the splitting P.
The local universality follows from Hodge-theory, bijectivity of the KodairaSpencer map at (0) and the fact that (P , θ) is regularly stable.
We make now several brief comments about applications and related results. The construction from the Theorem provides Darboux coordinates in a neighbourhood of the Hitchin section (and not in a neighbourhood of a smooth fibre, as is usual). The explicit description of the flow map allows one to give some approximation of the image of the brane of opers under the non-abelian Hodge correspondence, see [Dal08] . For more on the relation between opers, non-abelian Hodge theory and physics see [KW07] and the recent preprint [DFK + 16]. As suggested in [KW07] , the hamiltonian flow along the Hitchin fibres can be considered as an analytic analogue of the so-called "Hecke operators" (see [DP12] for the definition). Our formula (3) is compatible (but not identical!) with a similar formula of C.Teleman for G = GL n , see [Tel07, §7.3] .
Special Kähler Geometry
8.1. In this section we review briefly a differential-geometric structure called special Kähler geometry, which was first discovered by physicists ( [BCOV94] , [SW94a] ) in the context of N = 2 supersymmetry in four dimensions. This structure exists on the base of any algebraic completely integrable Hamiltonian system (away from the discriminant locus). Conversely, such data give rise to an algebraic integrable system. The case of interest for us is the Hitchin base B g ⊂ B g (or the slightly larger locus of non-singular Hitchin fibres). Part of these data, the Donagi-Markman cubic, is purely holomorphic and can be identified as the infinitesimal period map of the integrable system. For the Hitchin system the cubic has been computed by Balduzzi and Pantev. Together with Ugo Bruzzo we have extended the BalduzziPantev calculation to the case of the generalised Hitchin system. This is the topic of Section 9.
I was introduced to this subject during Tony Pantev's lectures in 2003. One of the most detailed and elegant intrinsic introductions to this material is [Fre99] . Other illuminating references are [BM09] , [Bru00] and [Mar00] . The relation to tt * -geometry is discussed in [Her05] and [HHP10] .
8.2. Intrinsic definition. We begin with the intrinsic definition of special Kähler geometry, leaving the extrinsic (coordinate) definition for the next subsection. 
or, with formulae,
There is a natural notion of morphism of special Kähler manifolds: a morphism of Kähler manifolds, preserving the connections.
For a connection ∇ on T M , the operator d
p α ∧ ∇v for a p-form α and a vector field v. Next, we recall that ∇ induces a connection
Usually this connection is denoted simply by ∇, as in condition (2), but for now we keep the (somewhat pedantic) notation ∇. In this section we also denote by · the canonical pairing between 1-forms and vector fields.
Since we have a sheaf isomorphism End(
It is not hard to check that the obvious diagram
does not commute, and the failure is the torsion of ∇:
Next, the complexification I C of I decomposes T B,C into ±i eigenbundles and the (1, 0) projector
is precisely π 1,0 = 1 2 (1 − iI C ). Taking real and imaginary parts, we can rephrase conditions (3) and (4) as a d ∇ -horizontality condition for π 1,0 :
For simplicity we do not distinguish notationally between ∇ (a connection on T M = T B,R ) and its complexification ∇ C on T B,C . We emphasise that conditions (3), (4) do not imply the vanishing of ∇(I) but just put a symmetry restriction on it. In particular, ∇ need not be the Levi-Civita connection for the Kähler metric. Of course, being flat Kähler implies being special Kähler, but not conversely.
We also emphasise that we have not imposed any compactness restrictions on M . In fact, as shown by Lu ([Lu99] ), the only compact special Kähler manifolds are the compact flat Kähler ones. 
. By the flatness of the Darboux frame
Consequently, z i are complex coordinates on U ⊂ M (and so are w i ) and we get (8.1)
The coordinates {z i } are called special coordinates, adapted to the flat Darboux coordinates {x i , y i } and {ω i } are the dual (conjugate) special coordinates, see [Fre99] .
Since we have two sets of local coordinates, we can consider the matrix of functions τ = (τ ij ) ∈ Mat dim B (O B (U )) relating the respective coframes:
Consequently, by (8.1) we have
The Kähler condition on (B, ω) imposes significant restrictions on τ . As (the complexification of) ω is of type (1, 1), substituting (8.3) in ω ∂ ∂zi , ∂ ∂zj = 0 we obtain that τ = τ t . More conceptually, the symmetry of τ follows from the equality
But then i w i dz i = dF for some holomorphic function F ∈ O B (U ), possibly after shrinking U . Consequently, τ must be a Hessian of F :
Consequently, the Kähler form is
and comes from a Kähler potential 1 2 Im ( k w k z k ). Finally, the condition ω > 0 implies Im(τ ) > 0. In this way we obtain a holomorphic map τ : U → H dim B , where
is Siegel's upper half space. This map is of a very special form: it arises as a Hessian of a holomorphic function. The special Kähler metric determines F only up to affine-linear terms. Conversely, any choice of such an F determines locally the special Kähler structure. From equation (8.4), i.e., i w i dz i = dF we see that after modifying by F an affine-linear term we have
The holomorphicity of τ (and F ) also gives a convenient description of the special Kähler connection. Namely, equation (8.3) and the flatness of {x i , y i } imply that
In particular, ∇ 0,1 = ∂ TB . In the physics literature the function F is called "holomorphic pre-potential". 8.4. Related Geometries. In this subsection we review some equivalent ways to repackage the special Kähler geometry and review its relations to other mathematical structures.
8.4.1. Weight-1 RVHS. Recall that a weight-one real variation of Hodge structures (RVHS) on B is given by a quadruple
consisting of a length-one flag of holomorphic bundles F • , a real subbundle F R of F 0 , a holomorphic flat connection ∇ GM (Gauss-Manin connection) and a polarisation Q. These data have to satisfy certain compatibility conditions ([Voi07, Ch.III]).
In order to avoid confusion, let us recall our notation for the different tangent bundles that we use. First,
is the holomorphic (respectively, (1, 0)-) tangent bundle and T M = T B,R ⊂ T B,C is the real tangent bundle.
As discovered in [Her05] (see also [BM09] ), the data (M, I, ω, ∇) is equivalent to the data of a certain weight one, polarised RVHS. Let ∇ = ∇ 1,0 + ∇ 0,1 be the type decomposition of the (complexification of the) special Kähler connection. Then ∇ 2 = 0 implies that ∇ 0,1 is a holomorphic structure on the vector bundle T B,C and one takes as F 0 precisely that bundle, (T B,C , ∇ 0,1 ) = ker ∇ 0,1 . The flatness of ∇ also implies that ∇ 1,0 is a flat holomorphic connection on F 0 . Finally, the positive-definitness of ω implies that it can be used as a polarisation. Altogether, the RVHS associated to the special Kähler data is the quadruple
Notice that the polarisation Q determines an isomorphism
and so F 0 fits in an extension
8.4.2.
Integral special Kähler geometry. Let us consider a weight-1 RVHS which is induced by a weight-1 ZVHS, i.e., F R = F Z ⊗ C ∞ B , for some locally constant sheaf of lattices F Z ⊂ T M . Then the dual lattice F Z ⊂ T ∨ B gives rise to a holomorphic family of complex tori Let ω H be the holomorphic symplectic form on H. The assumption that the fibres of h are abelian varieties implies that h admits a section, v : B → H. We may assume that v is Lagrangian (any section becomes Lagrangian after replacing
Consider then R 1 π * Z, the local system of first integral cohomologies of the fibres of h. Its dual, the local system of homologies, admits a natural embedding Hom(R 1 π * Z, Z) ֒→ h * Ω 1∨ H/B given by "relative integration". Pointwise this is the integration homomorphism
We then denote by F Z the corresponding lattice in the cotangent bundle:
Its dual lattice F Z ⊂ T B is isomorphic to R 1 h * Z. We now have an isomorphism of varieties T ∨ B / F Z ≃ H induced by v, as in Section (7.2). This is in fact a (local) symplectomorphism (see [GS90, §44] ) and hence F Z is Lagrangian, being the preimage in T Of course, the above gives only a local description of the special Kähler data. Globally, the condition that an ACIHS has a section is, of course, very restrictive. On the other hand with a given ACIHS h : H → B we can associate natural smooth families of abelian varieties: the relative Albanese fibration Alb H/B and the relative Jacobian fibration Jac H/B .
Let us emphasise once more that the ACIHS appearing here have smooth and connected fibres. In more general situations H is only Poisson, so one must consider individual symplectic leaves. On such a leaf the preimage of the discriminant locus must be removed before applying the Donagi-Witten correspondence. 
. The cubic can be arrived at via another route. Namely, given a family h : H → B of abelian varieties (or complex tori), satisfying dim H = 2 dim B, one may ask whether there exists a holomorphic symplectic structure ω H on H, for which the fibres of h are Lagrangian. This can be translated to the familiar local picture. Namely, we have an analytic open U ⊂ C n , a holomorphic map τ : U → H n and a set of polarisation divisors (δ 1 , . . . , δ n ). These determine a group Γ of holomorphic automorphisms of
Consider the 2n sections s j ∈ Γ(U, T ∨ U), defined by the columns of the period matrix Π, that is, s j (z) = (z, Π(z)(e j )). The symplectic structure on T ∨ U descends to T ∨ U/Γ ≃ U H U and the torus fibres are lagrangian precisely when the images of the sections s j are Lagrangian subvarieties of U × C n . This happens precisely when dτ (e j ) = 0, i.e., ∂ i τ kj = ∂ k τ ij , for all j. This, in turn, is equivalent to the existence of a holomorphic function F : U ′ → C on a possibly smaller subset U ′ ⊂ U, such that τ = Hess(F ). In terms of h : H → B this means that the infinitesimal period map is a section of Sym 3 Ω 1 B . Since the special Kähler data can be repackaged in terms of VHS, one can look for a more direct description of c in Hodge-theoretic terms. Such a description involves infinitesimal variation of Hodge structures and Higgs bundles arising from system of Hodge bundles, see [Sim88] . More concretely, to any polarised, weight-1 
In our case (8.9) this Higgs pair is
. The relation between systems of Hodge bundles and Yang-Mills theory was the starting point of Simpson's study of non-abelian Hodge theory, see e.g., [Sim88] . In the context of special Kähler geometry this relation is based on the observation ( [BCOV94] , [Fre99] ) that
That is, the 
Indeed, in special coordinates we have, from (8.8), that
8.5. Relations to physics. Any thorough discussion of the appearances of special Kähler geometry and physics is beyond the scope of the current lectures. The structures that we have discussed have entered the mainstream physics literature around 1984 from two directions simultaneously: supersymmetry and supergravity. Probably the most influential examples have been [BCOV94] and [SW94a] , [SW94b] . Let G c ⊂ G be a compact real form of the simple complex group G. Seiberg and Witten considered (pure) N = 2 supersymmetric G c Yang-Mills theory in four dimensions. The vacuum of this theory is infinitely degenerate, with t/W being the moduli space of vacua. Seiberg and Witten discovered the presence of special Kähler geometry on the complement of the discriminant locus in t/W . The special coordinates {z i } (respectively {w i }) describe the electric (respectively, magnetic) charges of the theory. As shown in [SW94a] , the low-energy effective Lagrangian of the theory can be expressed in terms of a single function of the electric charge, the prepotential F = F ({z i }). Supersymmetry implies that all functions involved, in particular, F and {z i }, are holomorphic. The matrix τ plays the rôle of complexified gauge coupling of the theory. The S-duality transformation acts on {z i , w i } by a finite index subgroup of Sp(2l, Z). If adjoint matter is added to theory, the duality acts by affine-linear symplectic transformations, whose translational part is determined by the added masses.
Seiberg and Witten identified the prepotential and electric charges of the theory for G = SL 2 (C) by studying the global properties of the algebraic integrable system that arises in this way. Later Donagi and Witten ( [DW96] ) studied the ACIHS which can arise in this way. In particular, they proposed that for G = SL n (C) the Seiberg-Witten integrable system can be realised as a generalised Hitchin system over an elliptic curve X. Donagi and Witten considered also different limits of the theory, such as keeping the mass fixed and letting the elliptic curve degenerate or keeping the elliptic curve and taking the limit of zero mass. In the former case one obtains pure N = 2 theory and in the latter an N = 4 theory. For more details we direct the reader to the survey [Don98] , which describes the work in [DW96] with an emphasis on the mathematical development.
We also remark that the relation between twisted N = 4 super Yang-Mills theory in four dimensions and the (generalised) Hitchin system is at the base of [KW07] .
The Donagi-Markman cubic for the Hitchin system
In the study of Hamiltonian systems there is a great difference between proving complete integrability and linearising (realising) the flow. In many cases the period map cannot be determined explicitly, so its derivative, the cubic c, is the next best thing. It is only natural, then, to try to compute c for the Hitchin integrable system and its various generalisations. For the Hitchin system per se this was done by T.Pantev (for SL n , unpublished, but see [DDP07] for SL 2 ), and by D.Balduzzi ([Bal06] ) for arbitrary reductive G. For meromorphic Higgs bundles this was done by U.Bruzzo and the author ( [BD14] ). We shall recall the statement of the main theorem and sketch the key steps of the proof. For more details one can refer to [BD14] or [Dal16] .
We fix an effective divisor D on the Riemann surfaces X, and assume that K X (D) 2 is very ample. We also set L = K X (D). The coarse moduli space Higgs G,D contains a connected component Higgs can be computed in terms of cameral data, and more precisely, as a quadratic residue of a "logarithmic derivative" of the discriminant of g. We recall that the discriminant D ∈ Sym |R| (t ∨ ) gives rise to a section of the line bundle p * X L |R| over B G,D × X, denoted by the same letter. 
Sketch of Proof:
Let N denote the normal bundle of X o ⊂ tot t ⊗ C L and let r denote the bundle projection tot t ⊗ C L → X. The total space of t ⊗ C L carries a canonical t-valued 2-form ω t ∈ H 0 (tot t ⊗ L, Ω 2 (r * D)), generalising the Liouville symplectic form on tot K X . By restriction we get a map ω t : N → tot t ⊗ K(r * D). Over sufficiently small (analytic) opens U ⊂ B the fibration Prym o X /U → U admits sections and can be identified with S| U → U. One then shows by a fairly standard argument that the symplectic structure on S| U can be identified with the canonical symplectic structure on Prym o X /U . We have that T Po ≃ H 1 ( X o , t⊗O) W ⊗ O Po , and the canonical symplectic structure is built by splitting the tangent space to Prym X /U into self-dual spaces. Since the complex structure of the Prym is induced by the complex structure of the cameral curve X o and H 1 (T Po ) = H 1 ( X o , t ⊗ O) W ⊗2 . In this way we have reduced the question of computing the infinitesimal period map of S| U → U to the question of computing it for X → U. However, by a theorem of Griffiths ( [Gri68] ) the infinitesimal period map can be obtained from the Kodaira-Spencer map κ :
Finally, since X ⊂ tot t ⊗ C L is a complete intersection, cut out by the invariant polynomials I k , κ(Y ξ ) can be computed on an appropriate open cover, using the genericity assumption.
The generalised G 2 Hitchin system and Langlands duality
In this section we shall discuss some very basic properties of the generalised Hitchin system for the exceptional group G 2 . The (usual) G 2 Hitchin system has been extensively studied in [KP94] and [Hit07] , while some aspects of the generalised (ramified) setup have been discussed, for X = P 1 , in [AvM80] . For general properties of the generalised Hitchin systems we refer the reader to the references given in the surveys [DM96b] , [Mar00] and [Dal16] .
The exposition below fits within the context of an ongoing joint project with U.Bruzzo. It is largely motivated by trying to grasp the circle of ideas discussed in [DP12] , [Hit07] and [AKS06] , and their implications for the ramified Hitchin system and its special Kähler geometry. Below we state a result concerning the invariance of the Donagi-Markman cubic under the Langlands involution of the Hitchin base. It is a direct extension to the ramified case of a result of Hitchin in [Hit07] and its complete proof will be discussed in a forthcoming work.
We start with an important Lie-theoretic observation ([DP12, Remark 3.1]). If g is a simple Lie algebra of type B or C, any choice of Killing form , determines an isomorphism t ≃ L t by composing the isomorphism t ∨ ≃ , t with the isomorphism t ∨ = L t, independent of any choices. Given two isomorphic simple Lie algebras, g 1 and g 2 , there is a canonical isomorphism W 1 = W 2 =: W between their Weyl groups. Moreover, there exists a W -equivariant isomorphism µ : t 1 ≃ t 2 , unique up to the W -action, such that µ ∨ (R 2 ) = R 1 . Such an isomorphism can be constructed, for instance, by choosing simple coroots for both root systems, and using these to determine a linear map t 1 ≃ t 2 . So if g is not of type B or C, the Lie algebras g and L g are (abstractly) isomorphic and we can apply to them the above consideration, thus obtaining a preferred Killing form , : the one for which the composition t −→ t ∨ = L t ≃ , t sends short coroots to long coroots. It turns out that this automorphism is in W if g is of type ADE, and not in W if g is of type FG. In the latter case, however, the square of that automorphism is in W . In this way we obtain an involution l : t/W → t/W and consequently, an involution of the Hitchin base (when G is not of type BC). We shall call l "the Langlands involution on the (Hitchin) base". In [AKS06] l was interpreted as an S-duality transformation, acting non-trivially on the moduli space of N = 4 G 2 super Yang-Mills theories. We recall the following result. An interesting and complicated question is to understand to what extent does the above statement extend to the case of the generalised ("meromorphic") Hitchin system. We refer to [GW08] for some insight about this case. As a preliminary check, one may ask whether the special Kähler metric or the Donagi-Markman cubic on the (generalised) base B G,D is preserved by the (analogue of the) involution l. For D = 0 and G = G 2 the cubic turns out to be invariant, as shown by Hitchin in [Hit07]. Hitchin's approach carries over to the ramified situation more-or-less directly since the Balduzzi-Pantev formula for the cubic carries over to the ramified case, as discussed in (9).
We proceed by recalling some basic results about the exceptional Lie algebra g 2 . The Lie algebra g 2 has rank 2 and dimension 14. Its Weyl group is the dihedral group D 6 . Since the root system is isomorphic to its dual, there is always a certain ambiguity when one wants to describe the roots explicitly. We consider first R 3 with standard basis {e i } and standard inner product. Then we can identify the (real) Cartan subalgebra as t R = (e 1 + e 2 + e 3 ) ⊥ ⊂ R 3 with the induced inner product. The six short coroots are ±(e i − e j ), having length √ 2, while the six long coroots are ±(2e i − e j − e k ), having length √ 6. Passing to the dual root system, we obtain ±(e i − e j ) for the long roots and ± 1 3 (2e i − e j − e k ) for the short roots. Drawing the two root system one sees that a linear map µ mapping coroots to roots, is obtained by composing a scaling by a factor of represents an automorphism of R 3 , inducing the required rotation on t R . Clearly, l / ∈ W , since D 6 does not contain rotations by π 2 . At the same time, l 2 , rotation by π, belongs to the dihedral group.
We can get a more convenient description of t and l if we use the relation between g 2 and so 7 (C) and realise the Cartan subalgebra as t = diag (0, λ 1 , λ 2 , λ 3 , −λ 1 , −λ 2 , −λ 3 )
Thus any a ∈ t is determined by a matrix A = diag(λ 1 , λ 2 , λ 3 ) ∈ sl(2, C). Its characteristic polynomial is λ λ 6 − f λ 4 +
