Abstract. In this article, we introduce two families of novel fractional θ-methods by constructing some new generating functions to discretize the Riemann-Liouville fractional calculus operator I α with a second order convergence rate. A new fractional BT-θ method connects the fractional BDF2 (when θ = 0) with fractional trapezoidal rule (when θ = 1/2), and another novel fractional BN-θ method joins the fractional BDF2 (when θ = 0) with the second order fractional Newton-Gregory formula (when θ = 1/2). To deal with the initial singularity, correction terms are added to achieve an optimal convergence order. In addition, stability regions of different θ-methods when applied to the Abel equations of the second kind are depicted, which demonstrate the fact that the fractional θ-methods are A(ϑ)-stable. Finally, numerical experiments are implemented to verify our theoretical result on the convergence analysis.
Introduction.
Fractional calculus is now an area attracting more and more attention both for its theory analysis interests and widespread applications in science and engineering fields. Many fractional derivatives such as Caputo type, Riemann-Liouville type, Riesz type lead to different fractional differential equations. Considering the difficulties when solving equations with fractional calculus or the complex expressions of the analytic solutions, several popular numerical methods have been devised to efficiently get the numerical solutions. To formulate the numerical scheme of solving fractional differential equations, one need to devise some efficient numerical formulas for fractional calculus operators. Up to now, some high-order numerical approximations for fractional calculus operators, which have attracted a lot of attention, have been developed by some scholars; see fractional linear multistep methods [1, 12, 13, 5, 28] , L2-1 σ formula [11, 29] , WSGD operators [18, 14, 15, 16, 17] , and other high-order numerical schemes [21, 22, 24, 19, 20, 23, 26, 25, 27] . Here, we will consider some new second-order approximation formulas for Riemann-Liouville fractional calculus operators.
First we state some definitions of the fractional calculus operators used in this paper. The Riemann-Liouville fractional integral operator I α is defined as where n = ⌈α⌉. One can easily check that the Riemann-Liouville fractional calculus operators coincide with the classical ones when α takes integers.
In [1] , Lubich generalized the Dahlquist's convergence theorem for linear multistep methods to differential equations with fractional integral operator (1.1) or fractional differential operator (1.2). Three second-order numerical schemes, the fractional BDF2 (FBDF2), the fractional trapezoidal rule (FTR), and the generalized Newton-Gregory formula (GNGF2) have been devised with correction terms. Their corresponding generating functions are: FBDF2 : ω(ξ) = (3/2 − 2ξ + 1/2ξ
2 ) −α ,
( 1.3)
It is natural to ask the connection between these three schemes based on (1.3). In an early work, Liu et al. [4] proposed a BDF2-θ scheme based on these works [5, 6, 7] which connects the BDF2 and Crank-Nicolson (CN) scheme. Specifically, for a Cauchy problem:
where, u n is the approximation of y(x n ) and f n = f (x n , u n ). One can easily check that condition θ = 0 implies the BDF2 and θ = 1 2 recovers the CN scheme (also known as the second-order Adams-Moulton method). Based on this idea above and the fractional linear multistep methods developed by Lubich [1] , we propose a family of novel fractional BT-θ method which connects the FBDF2 and FTR, and furthermore, we devise another family of approximation formula called new fractional BN-θ method which connects the FBDF2 and GNGF2. There are at least two advantages for our novel fractional θ formulas. (i) Since the convolution weights in our formulas depend on the parameter θ, we can devise some formulas with special choices of this parameter to meet the assumptions of some techniques developed in literature for stability analysis of schemes. (ii) From the aspect of numerical applications, we find that the FTR is superior to FBDF2 with a smaller error estimate and a better empirical convergence rate. However, for fractional derivatives the FTR is not theoretically stable, see [1] . Now with the fractional BT-θ method, the bridge of the above two methods, we can practically take θ that is close to 1 2 to obtain almost the best empirical results.
Our main contributions are as follows: ⋆ 1 Propose a family of new fractional BT-θ method which generalizes the popular FBDF2 and FTR. In addition, we devise another family of new fractional BN-θ method which connects the FBDF2 with GNGF2. ⋆ 2 Prove the convergence in detail by taking different techniques for these two families of novel fractional θ approximation formulas, discuss a correction technique for the problem with weak regularity solutions, and depict the stability regions of the proposed novel fractional θ formulas. ⋆ 3 Verify the convergence theories by choosing two numerical examples with smooth solutions and weak regularity solutions, respectively.
The rest paper is outlined as follows: In section 2, we introduce the new fractional BT-θ method and the novel fractional BN-θ method with specific weights formulas and corresponding generating functions. A special case for the novel fractional BN-θ method when θ = 1 is listed out with a simple generating function which is different from all the three well known schemes (1.3). In section 3, we analyse the convergence of both fractional θ-methods under the framework of Lubich [1] . As one can see the analysis for the novel fractional BT-θ method is much easier than that of the other, since the former is derived directly by the linear multistep method (1.4) while the latter is not. In section 4, we mainly analyse and depict the stability regions of the two methods when applied to a linear Abel integral equation of the second kind. We also conduct some numerical experiments to confirm our theoretical analysis in section 5 with smooth and weak regularity solutions. Finally, in section 6 we make some concluding remarks about the two families of novel fractional θ-methods.
2. Two families of new fractional θ methods. To derive the numerical scheme of the Riemann-Liouville fractional calculus operators
, we define the corresponding generating function a(ξ) = ∞ k=0 a k ξ k . And for a given generating function, we can also obtain the corresponding series {a k } ∞ k=0 . Denote u(x n ) by u n for simplicity. We need some definitions which can be found in [1, 10] to clearly describe the fractional-θ methods. For α ∈ R, we call the numerical approximation of I α u at node x n given by
the fractional convolution quadrature ω, where weights ω j are called convolution weights and ω n,j are called starting weights. Denote h Ω α u n := h α n j=0 ω n−j u j as the convolution part. In addition, define the convolution error E n := h Ω α u n − I α u(x n ). The formula for deriving the starting weights ω n,j is stated in (3.16) . Note that for a sufficiently smooth solution, the starting part h α s j=1 ω n,j u j can be omitted. Nonetheless, an equation with fractional calculus operators shows the initial singularity; see [30] and references therein.
In what follows, based on (2.1), two families of novel second-order fractional θ methods by taking new convolution weights ω j are proposed.
2.1. New fractional BT-θ method. Now we construct the first family of new fractional θ method by choosing the coefficients or convolution weights {ω j } n j=0 as follows
The parameter θ in (2.2) satisfies
One may check that the generating function ω(ξ) defined by (2.2) is
Hence, when θ = 0, ω(ξ) = (
−α is the FBDF2 and when θ = 
New fractional BN-θ method.
In this subsection, we present another family of new second-order θ scheme, where the convolution weights {ω j } n j=0 are taken as
, and the generating function
Now it is easy to check that for θ = 0, (2.6) reduces to FBDF2 and for θ = 1 2 , (2.6) coincides with GNGF2. So, we define (2.1) with (2.5) as the fractional BN-θ method.
In particular, when θ = 1, we obtain the following generating function
which leads to a new numerical scheme with a much simpler generating function.
Remark 2.1. Here, for the application of two families of novel fractional schemes, the convolution weights are provided in (2.2) and (2.5). However the direct computation using the algorithms (2.2) and (2.5) will leads to bigger CPU time, so we provide another computing method in Appendix A by which the complexity for deriving the weights {ω j } N j=0 is merely of O(N ). 3. Convergence analysis. In this section, we analyse the convergence of the fractional convolution quadrature ω with weights defined in (2.2) and (2.5).
First, we give the definition of convergence (to I α ) of the fractional convolution quadrature ω of the form:
where r i (ξ) are rational functions. As one can see, the generating functions (2.4) and (2.6) are special cases of (3.1). Definition 3.1. (Convergence, see [1] ) The fractional convolution quadrature ω with weights generated by (3.1) is convergent (to I α ) of order 2 if for all β ∈ C \ {−1, −2, · · · },
3.1. Convergence for fractional BT-θ method. We first examine the linear multistep method (LMM) in (1.4), which can be stated as, with θ ∈ (−∞, 1],
The first and second characteristic polynomials of (3.3) are as the following
3) is zero-stable and consistent of order 2. Hence by Lax-Richtmyer theorem, (3.3) is convergent of order 2 provided the error on the initial data tends to zeros as O(h 2 ). Proof. To prove (3.3) is consistent of order 2, we just need to check the following equalities By the equivalence of zero-stability and root condition (see [2] , p.505), we need to check that
where r j are roots of ρ(r) = 0. Indeed we have r 0 = 1 and r 1 = 1−2θ 3−2θ , and (3.6) holds for any θ ∈ (−∞, 1]. The proof of the lemma is completed.
We are now in a position to construct ω(ξ) in (2.4) by letting ω(ξ) =
The following theorem shows that ω(ξ) is convergent of order 2 for I α provided condition (2.3) is satisfied.
Theorem 3.3. The fractional convolution quadrature ω with weights defined in (2.2) is convergent (to I α ) of order 2 provided condition (2.3) is satisfied. Proof. With condition (2.3), we may easily prove that the root ξ of σ(ξ) = 0 satisfies |ξ| < 1 when α ≤ 0, or |ξ| ≤ 1 when α > 0. Hence, by Lemma 3.2 and Theorem 2.6 and example 2.9 on p.709 of [1] , we have proved the fractional convolution quadrature ω with weights generated by (2.4) is convergent of order 2 for I α . The proof for the theorem is completed.
Convergence for fractional BN-θ method.
The following lemma reveals some facts about the order of magnitude of coefficients in functions having isolated singularity at initial value, which is crucial for the convergence analysis of the fractional BN-θ method.
where ∼ represents the ratio of the two sides approaches 1 as n approaches ∞.
Theorem 3.5. The fractional convolution quadrature ω with weights defined in (2.5) is convergent (to I α ) of order 2 under the condition θ ∈ (−∞, 1]. Proof. We will prove that the fractional convolution quadrature ω is stable and consistent of order 2 for I α , then by Theorem 2.5 in [1] , h I α is convergent (to I α ) with second order convergence rate.
By the relation ω n = 2 3−2θ
we just need to prove that κ n = O(n α−1 ), where {κ n } ∞ n=0 are the coefficients of
Actually for any α ∈ −N = {0, −1, −2, · · · }, κ n = 0 for sufficiently large n and (3.9) certainly is true. Hence we mainly focus on α ∈ R \ −N. Let m = ⌈−α⌉. Now κ(ξ) = (
Noting that m + α ∈ (0, 1), we next just analyse the case α ∈ (0, 1) for (3.10).
Based on the observation ∞ n=0 κ n e −int = κ(e −it ), by fourier transform we have (see [8] )
Note that κ(e −it ) is singular at t = 0 and t = 2π, hence we derive as
Careful calculations show that
(3.13)
Now with Lemma 3.4 we have proved the stability of the fractional convolution quadrature ω with weights generated by (2.6).
By Lemma 3.2 in [1] , consistency of (2.6) is equivalent to the condition that expansion of ω(ξ)
] satisfies c 0 = γ 0 and c 1 = γ 1 , where γ i denotes the coefficients of
Direct calculation shows γ 0 = 1 and
, which show the claim of consistency. The proof of the theorem is completed.
Remark 3.6. We remark that although condition αθ ≤ 1 2 is not used in the proof for fractional BN-θ method, it is not A( 
Correction technique. For a smooth function u, the convolution error
of the two families of fractional θ-methods is O(h 2 ) uniformly for bounded x. However, for solutions with weak regularity, the convergence rate O(h 2 ) cannot be maintained. To overcome this difficulty, we apply the technique of adding correction terms introduced by Lubich [1] to our fractional θ-methods.
Lemma 3.7. (See [1] ) If the fractional convolution quadrature ω with weights generated by (3.1) is convergent of order 2 for I α , then, for every β ∈ C \ {−1, −2, · · · }, there exist starting weights ω n,j such that
for any function u(x) = x β f (x) with f sufficiently differentiable, where the starting weights ω n,j satisfy a linear system,
with ℓ ∈ Σ = {ℓ = β + q : q ∈ N, ℓ < 2 − min{1, α}} and s := card Σ. We have proved that the two families of fractional θ-methods in this paper are convergent of order 2, hence by Lemma 3.7 the correction technique can be applied to our fractional θ-methods. Remark 3.8. The asymptotic properties of ω n of the two families of fraction θ-methods and the starting weights ω n,j derived by (3.16) are
respectively.
Stability region.
In this section, we will apply the two families of fractional θ-methods to a linear Abel integral equation of the second kind to explore the stability region with different parameter θ. The model equation is:
The analytic stability region for (4.1) is | arg λ − π| < (1 − 1 2 α)π, i.e., for any λ ∈ C within the region, the analytic solution u(x) satisfies u(x) → 0 as x → ∞ whenever f (x) converges to a finite limit (see [3] ). Applying the fractional θ-methods to (4.1) and assuming u is sufficiently smooth, we have
First we state some definitions concerning the stability of equation (4. Proof. Considering the Theorem 2.1 in [3] , a sufficient condition for (4.5) is to express ω n as (4.6)
Actually we have ω(ξ) = (1 − ξ) −αω (ξ), wherẽ
, for BN-θ method.
Expandingω(ξ) at 1, we have
By Lemma 3.3 in [1] , the coefficients r n of r(ξ) in (4.7) satisfy r n = O(n α−1 ), since the fractional convolution quadrature ω is convergent. Now (4.7) means (4.6) is true and the proof of the theorem is completed.
We next depict the stability regions with different θ and α for both of the methods. According to Theorem 4.3, we have the relation 1/ω(−1) ∈ (C \ S) ∩ R, which means the set C \ S must at least contain the point 1/ω(−1) (lie at the x-axis). Direct calculations show that
, for BN-θ method. , θ ∈ [0, 1 2 ]. , θ ∈ [0, 1 2 ]. 
Stability regions for the fractional BT-θ method.
For the fractional BT-θ method with θ ∈ (−∞, Fig. 4.9 and Fig. 4.10 show some different properties of the shape of the stability regions, such as θ = 0.9 or θ = −1.
All in all, we may conclude from the above stability regions with different α and θ, that fractional BT-θ method is A-stable for any θ ∈ (−∞, , θ ∈ (−∞, 0].
Numerical tests.
In this section, we take some numerical experiments to verify the efficiency of the proposed fractional θ-methods. The first example assumes solution is sufficiently smooth in which case (2.1) is used, and the second example assumes some weak regularity on the solution in which case (3.10) is used with correction terms.
5.1. Example with a sufficiently smooth solution. We consider the following linear Caputo fractional ODE: where α ∈ (0, 1) and
is formulated as the following Riemann-Liouville fractional ODE
We take u = 1 + x 3 , and the corresponding
By formula (2.1) we can easily derive the numerical scheme as
In Table 5 .1, we denote Error(θ) as max 1≤n≤N |U n − u(x n )| where U n is the numerical solution obtained by the fractional BT-θ method. For different θ taken as −1, 0, 0.2 or 0.45 and different α ∈ (0, 1), we have obtained a second-order convergence rate as desired. A phenomenon is that for a smaller θ, we get a larger error, and hence the convergence rate may be also affected.
In Table 5 .2, we apply the fractional BN-θ method to (5.1) with choice of θ satisfying θ ≤ 1 and −αθ ≤ 1 2 . One can see the convergence rate is also O(h 2 ), which is in line with our theoretical result. 0 u by θ 2 -method. Note that θ 1 may be different from θ 2 . The exact solution is taken as u(x) = x µ + x 5 with µ > 1. Hence, f (x) can be derived correspondingly. Let L = 1. For µ < 4, we use the formula (3.15) to obtain a second-order convergence rate. Refer [1] for more information.
In Table 5.3 and Table 5 .4, we take µ = 1.1 with different pairs (θ 1 , θ 2 ) for the fractional BT-θ method and the fractional BN-θ method, respectively. The column Error(θ 1 , θ 2 ) represents the corresponding error derived by max 1≤n≤N |U n − u(x n )|, where U n is the numerical solution. The convergence rate is O(h 2 ) in spite of different choices (θ 1 , θ 2 ). 6. Concluding remarks. In this paper, two families of novel fractional θ-methods by constructing some new generating functions are proposed, the corresponding convergence, stability regions are developed, and some numerical tests are provided. Specifically, the fractional BT-θ method connects FBDF2 with FTR while the fractional BN-θ methods links FBDF2 to GNGF2. The convergence of the fractional BT-θ method is established directly by the linear multistep method while for the fractional BN-θ method, we derive the stability and consistency of the fractional convolution quadrature ω and then get the convergence of the method. Both of the fractional θ-methods result in a second-order convergence rate. For an equation with a not regular solution, we can add some correction term to maintain the convergence rate. We also discuss the stability regions in detail for the two fractional θ-methods and illustrate the impact of different parameter θ on the stability regions. Finally, numerical tests of our methods applied to the fractional ODE with smooth or nonsmooth solutions are implemented and the results confirm our theory.
In another paper, we discuss some properties of the presented two families of novel fractional θ schemes and do some studies for fractional partial differential equations. In addition, we are considering other families of high order θ approximations.
Appendix A. Fast algorithm for the convolution weights.
We derive alternate formulas for the convolution weights ω j in (2.2) and (2. 
