Abstract
Introduction

39
Transcranial direct current stimulation (tDCS) is a non-invasive brain stimulation tech-
40
nique, where a weak constant current (typically a few mA) is applied to the brain via 41 two or more electrodes attached to the scalp (DaSilva et al., 2011; Edwards et al., 2013) . duty cycles can boost the effect. This again fits the experiences from tDCS practice with a 126 high-definition montage (Kuo et al., 2013) and repetitive stimulation 127 2013).
128
Results
129
Immediate effect of transcranial stimulation on network activity
130
As explained in the Introduction, the direct current applied to the brain during tDCS 131 stimulation induces an electric field (EF) (Radman et al., 2009) , and may lead to a mem-132 brane potential deflection of the soma, depending on the orientation of the EF relative to 133 the neural somato-dendritic axis (Aspart et al., 2016 ). An equivalent effect with regard 134 to membrane potential modulation is achieved by DC injection into the soma (Kayyali 135 and Durand, 1991) . Therefore, in this paper we model tDCS by injecting direct current 136 into the soma of point neurons ( Figure 1A ) to achieve a small depolarization or hyper-137 polarization of its membrane potential. The current is compatible with the membrane 138 potential deflection, ∆V , and scaled by a geometric factor reflecting the angle between the 139 EF vector and somato-dendritic axis, θ ( Figure 1B ). The angle θ determines the injected 140 current according to ∆V = λE cos(θ), where λ is a scaling factor, E is the EF intensity.
141
The equivalent DC to be injected into the neuron is given by Ohm's law ∆I = corresponding to 2.5 pA DC injected into the soma of each model neuron.
145
We then tested if such weak injected current could at all trigger any firing rate changes.
146
We set up a single neuron that generated an ongoing spike train at 8 Hz, as if it was 147 part of a large network. To that end, the ongoing drive from within the network was 148 approximated by a Poisson bombardment. On top of this, we stimulated the neuron by 149 DC injection as described above and observed how the orientation of the EF vector with 150 respect to the orientation of the neuron impacted its firing. Although the overall effect of 151 tDCS stimulation on the membrane potential of the neuron is quite suble, the amplitude 152 of the firing rate change was found to be as large as 1 Hz ( Figure 1C ).
153
This very clearly suggests that tDCS can have an appreciable impact on the activity of 154 spiking neurons in a network, even if the stimulation intensity is very weak. As neuronal 155 4 spiking is known to affect synaptic connectivity due to activity-dependent plasticity, this raises the question whether direct current stimulation can trigger plastic effects as well.
Thus, our next step was to set up a network of point neurons representing the tissue 158 underneath an electrode and find out whether stimulation can alter its structure and its 159 functional dynamics.
160
Network remodeling triggered by transcranial DC stimulation
161
We adopt an inhibition-dominated recurrent network of excitatory and inhibitory neurons 162 to represent the cortical tissue underneath the electrodes. The network consists of 10 000 163 excitatory and 2 500 inhibitory neurons (Brunel, 2000) . Neurons are leaky integrate-and-164 fire (LIF) neurons, with random but fixed 10% E-I, I-I and I-E connection probability 165 ( Figure 1D ). E-E synapses are grown from scratch, subject to a firing rate based home-166 ostatic structural plasticity rule (Diaz-Pier et al., 2016; Gallinaro and Rotter, 2018) . In 167 this model we fix the set-point of the neuronal firing rate at 8 Hz and used a linear home-168 ostatic rule. Eventually, all excitatory neurons fire at 8 Hz, when the connectivity has 169 grown to about 9% ( Figure 1F ).
170
In a previous paper, Gallinaro and Rotter (2018) neurons. Therefore, we expect similar effects to also happen in the network.
179
We started by stimulating 10% of all excitatory (1 000) neurons in the network with 180 2.5 pA DC for 150 s (Figure 2A ). When the firing rate of the stimulated group had reached 181 the set-point (same for all neurons), the connectivity also did not change any more with 182 the stimulation. This suggests that the network reached an equilibrium state (see supple-183 mentary Figure S1 ). At this point, we switched the stimulation off and ran the simulation 184 for another 300 s. We also tried different stimulation parameters and compared the effects, 185 as discussed below. As expected, the firing rate of the stimulated group dropped when 186 the DC was turned off ( Figure 2B ), and this eventually triggered cell assembly formation 187 ( Figure 2C ). The opposite phenomenon was observed in the process of depolarizing DC
188
( Figure 2D and 2E). Figure 2F illustrates the process of cell assembly formation for the 189 case of 2.5 pA stimulation. Before and after the stimulation, assuming equilibrium in 190 both cases, each neuron receives the same rate of external Poisson input and fires at its The current amplitude depends on the orientation of the electric field vector relative to the somato-dendritic axis. C Direct current of amplitude 2.5 pA changes the ongoing firing rate of a single neuron by approx. 1 Hz. D The cortical tissue underneath the electrode (blue circle) is modeled as a recurrent network of excitatory and inhibitory neurons. E-I, I-I and I-E connections are static with 10% connectivity, while the E-E connections are subject to homeostatic structural plasticity. E The growth and decay of pre-synaptic boutons and post-synaptic spines depends linearly on the neuronal firing rate. Synaptic elements grow or retract as long as the firing rate deviates from the set-point, which was fixed at 8 Hz. F The network starts with no E-E connections, whatsoever. After 750 s, the average firing rate has approximately reached the set-point, and the connectivity Γ has settled in a equilibrium at approx. 9%. we examined how a stimulation with mixed polarity performs. In Figure 3 we present 
217
To further compare the effects of uni-population, bi-population and tri-population integral from an extrapolation of the measurement of stimulation effects on connectivity.
225
In the second panel ( Figure 4D -F), we show the integral of connectivity over time for (from ∆I to 2∆I), but may inhibit the firing due to network inhibitory effects. To 241 disentangle the problem, we fixed the size of the stimulated group G1 as 50% and G2 242 as 50%, and systematically changed the stimulation intensity for both G1 and G2 in the Effects of anodal (depolarizing) and cathodal (hyperpolarizing) tDCS in a recurrent network. A A subgroup comprising 10% of all excitatory neurons in a larger network is stimulated by tDCS. Excitatory neurons are more susceptible to stimulation due to their extended non-isotropic morphology, and in our model tDCS has no effect on inhibitory neurons. B Average firing rate of directly stimulated (blue) and non-stimulated (grey) excitatory neurons before, during and after stimulation. C Average connectivity among stimulated neurons (blue), among non-stimulated neurons (dark grey), and between neurons in different groups (light grey). When depolarizing current is applied, the resulting increase of the firing rate leads to a homeostatic response of the network in terms of a drop in connectivity. When the current is off, the resulting decrease of the firing rates triggers synaptic growth and cell assembly formation. D, E Similar to B, C, but for hyperpolarizing current injection. Note that both depolarization and hyperpolarization induced a small but persistent increase of the connectivity, corresponding to the formation of a cell assembly. F Before and after the stimulation, when an equilibrium is maintained with the same external input, the excitatory indegree of each neuron will be the same. A transient perturbation of the equilibrium by stimulation facilitates, with some delay, the deletion of synapses originating from non-stimulated neurons and the formation of new synapses from stimulated neurons. This leads to the formation of cell assemblies. Shaded areas on B, C, D and E indicate the stimulation period.
values along the diagonal are very small, because there was neither synapse reorganization 247 nor cell assembly formation in these conditions. The remaining integrals are symmetric 248 along the diagonal. When the discrepancy between the two populations is large, close to 249 the two corners for example, the integral of G1 connectivity is also large. We fixed the 250 discrepancy between the pair of stimulation intensities and compare pairs: −30pA and 251 −10pA, −20pA and 0pA, −10pA and 10pA. As shown in the white square in Figure 4I , 252 when the discrepancy is fixed to −20pA, the integral of −20pA and 0pA situation is 253 larger than both −30pA and −10pA, and −10pA and 10pA case. The same tendency was 254 observed in 20pA discrepancy case. This supports the idea that network effects might 255 influence the interaction between two groups, and that uni-group stimulation scenario 256 achieves larger effects when stimulation is strong and focused.
257
The effect of repeated transcranial DC stimulation
258
To examine the effects of repetitive stimulation, we repeated the 2.5 pA DC stimulation 259 in a 10% subpopulation with different stimulation time (t 1 ) and relaxation interval (t 2 ) 260 ( Figure 5A ). An example with t 1 = 150 s and t 2 = 150 s is shown in Figure 5B and 5C. To understand the interaction between DC stimuli of different polarity, we apply depolarizing and hyperpolarizing currents to two different subgroups, respectively. Two scenarios are tested: A 30% of all neurons in a network (G1) are depolarized with 2.5 pA, another 30% (G2) are hyperpolarized with −2.5 pA, and the rest of 40% receives no stimulus. B 30% (G1) are hyperpolarized with 2.5 pA, and the remaining 70% (G2) are depolarized with −2.5 pA. C, E Group averages of firing rates in G1 (blue) and in G2 (yellow) before, during and after stimulation. D, F Group averages of the connectivity within G1 (blue), within G2 (yellow) and between G1 and G2 (grey). In both scenarios, cell assemblies were formed both within G1 and within G2. (G1) is stimulated, and all remaining excitatory neurons receive no stimulus. C Tri-group stimulation: G1 and G2 have the same population size and are stimulated by opposite DC, while all other excitatory neurons receive no stimulus. D Effect of tDCS on cell assembly formation for scenario A, assuming different current amplitude and different relative sizes of the G1 population.The effects on cell assembly connectivity were measured as the integral (I G 1 ) of the fitted connectivity curve above baseline after turning the stimulus off (see text for details). E, F Similar to D for scenarios B and C respectively. In all simulations, the network was stimulated for 150 s and relaxed for 5 850 s. Note that the stimulus polarity has almost no effect on the induced connectivity change. G, H Difference between D and E, as well as F and E, respectively. We found that the increased contrast provided by the opposite polarity generally boosted cell assembly connectivity. I We now made G1 and G2 equal in size and only changed the DC amplitude. We stimulated the network for 150 s and allowed it to relax for 5 850 s. The effects were measured in the same way as for D-F. We found that the larger the discrepancy of stimulus strength is between two populations, the stronger the effect on the emerging connectivity is. The white squares indicate the same stimulus discrepancy between neuronal groups. The combination −20 pA and 0 pA yielded stronger effects than −30 pA and −10 pA, or −10 pA and +10 pA. 11 A The network is stimulated with a train of DC stimuli. Stimulation time is t 1 , followed by a pause of duration t 2 . B and C Average firing rate and connectivity during a train of stimuli. Repetitive stimulation of a subnetwork (10% of all excitatory neurons) with interspersed pauses boosts the connectivity of the cell assembly. D The effects depend on the stimulation time (t 1 ) and the relaxation interval (t 2 ). We tried different combinations of stimulation and relaxation times. The most efficient stimulation protocol is the shortest duty cycle that still allows the network to reach its structural equilibrium during and after the stimulation. E The connectivity increases linearly for the first few cycles and finally saturates at relatively high connectivity values. The DC amplitude was 30 pA for E, and 2.5 pA for all other subplots. A 10% of all neurons in the excitatory population were stimulated, using the same duty cycles in each case. However, different amplitudes and polarities were considered, as indicated by the four different curves. B and C Evolution of average connectivity for the different stimulation scenarios, colors match the stimulus curves in panel A. Alternating stimulation with ±2.5 pA amplitudes (brown) lead to higher connectivity than the 2.5 pA on-off stimulation (light and dark green), while ±1.25 pA alternating stimulation (orange) yielded roughly the same effects as an on-off stimulation with the same total amplitude (light and dark green). D Histograms of the connectivity reached after 3 cycles in the different scenarios extracted from 30 independent simulations. The inset shows mean and variance corresponding to the histograms.
In the present study, we explored the plastic changes in network structure that could be 290 induced by transcranial direct current stimulation (tDCS). We demonstrated that even 291 relatively weak sub-threshold direct current stimulation can modulate the firing rate of a 292 neuron that is part of an active network. This modulation can trigger network remodeling 293 and cell assembly formation, if the network is subject to homeostatic structural plasticity.
294
There is, in fact, strong evidence that activity-dependent network remodeling takes place 295 in brains of all ages. We explored different parameters of tDCS stimulation with the help 296 of our model and found that focused strong stimulation could enhance the newly formed 297 cell assemblies. We also found that repetitive stimulation with well-chosen duty cycles 298 could boost the induced structural changes, and repetitive stimulation with alternating 299 sign may achieve even higher connectivity.
300
In our current study, we used connectivity as a direct readout of stimulation effects.
301
Although there are currently no empirical data that directly demonstrate that structural 302 changes arise as a consequence of stimulation, the factors that we found amplify its effects did not accumulate the after-effects at all. The inter-stimulation interval and duty cycle 318 does matter. In our model, the effective interval should be long enough for the system to 319 recover its equilibrium firing rate and homeostatically respond by changing the connectiv-320 ity, but not too long for the connectivity to decay to the unperturbed level again. In our 321 simulations, we found a 1 : 2 ratio for the ON-OFF period length to be highly efficient, 
343
We should interpret the results and predictions of our work on network remodeling 344 induced by tDCS with due caution. Although we know that homeostatic structural plas- 
where τ m is the membrane time constant. The variable V i (t) is the membrane potential to V reset = 10 mV. All parameters are again listed in Table 1 .
378
Network model
379
The network underneath the stimulation electrode is conceived as an inhibition-dominated 380 recurrent network (Brunel, 2000) , comprising 10 000 excitatory and 2 500 inhibitory neu- Brunel, 2000) . All network parameters are again listed in Table 2 .
389
Homeostatic structural plasticity 
The synaptic growth rule is now as follows: When the firing rate (or calcium concen-408 tration) is below its set-point, the neuron will grow new synaptic elements to compensate 409 for the lack of input. Existing synapses are broken up and synaptic elements are added to 410 the pool of free synaptic elements, if the firing rate is above the set-point. We adopted a 411 liner growth rule for both presynaptic and postsynaptic elements (Gallinaro and Rotter,
where z is the number of (presynaptic or postsynaptic) elements, ν is the growth rate, and 414 is the target level of calcium concentration, measured in arbitrary units. In any given 415 moment, free synaptic elements are randomly combined into new functional synapses. All 416 the parameters defining the structural plasticity rule are listed in Table 3 .
417
Measurements and calculations
418
Firing rate.
419
The firing rate of a neuron is calculated as its time-averaged spike count, based on 5 s 420 activity recording. The mean firing rate in a population is the arithmetic mean of firing 421 rates across neurons in the group.
422
Synaptic connectivity.
423
The connectivity, Γ, is calculated as the mean number of synapses per pair of neurons in 424 a certain group. Let (A ij ) be the n × n connectivity matrix of a network with n neurons.
425
Its columns correspond to the axons, its rows correspond to the dendrites of the neurons 
The parameter A k is the amplitude of a component that decays with time constant τ k .
435
We calculated the total integral of the connectivity by extrapolation
way we can also account for connectivity transients that persist for a very long time,
437
beyond the duration of our simulations.
438
Stimulation parameters.
439
In our study we tested different DC stimulation scenarios. All stimulation parameters are 440 summarized in Table 4 . model neurons to account for the effects of weak electric fields and input filtering me-459 diated by the dendrite. PLoS computational biology, 12(11):e1005206.
