Countries can enhance endogenous innovation using multifaceted incentives for science and technology indicators. We explore country-level innovation using OECD data for research and development (R&D), patents, and exports. We deploy a dual methodology of descriptive visualization and panel regression analysis. Our results highlight industry variances in R&D spending. As a nation develops, governmental expenditure on R&D decreases, and businesses take on an increasing role to fill the gap, increasing local innovation. Our portfolio of local versus foreign resident ownership of patents highlights implications for taxation/innovation policies. Countries with high foreign ownership of patents have low tax revenues due to the lack of associated costs with, and mobility of income from, patents. We call on these countries to devise targeted policies encouraging local patent ownership. Policy makers should also recognize factors influencing high-technology exports for innovation. Lastly, we call on countries to reinstate horizontal and vertical policies, and design national innovation ecosystems that integrate disparate policies in an effort to drive economic growth through innovation.
Introduction
Innovation is a key driver of economic growth and a prime source of competition in the global marketplace (Organization for Economic Cooperation and Development (OECD) 2005); at least 50% of growth is attributable to it (Kayal 2008 ; Organization for Economic Cooperation and Development (OECD) 2005). Notable in this regard are the levels of adoption and creation of technological innovation (Grupp and Mogeec 2004; Niosi 2010 ) and technological learning (Koh and Wong 2005;  Organization for Economic Cooperation and Development (OECD) 2005) in creating this expansion.
A country's economic growth progresses through three stages of technological change and productivity, namely factor-driven growth, investment-driven growth, and innovation-driven growth (Koh and Wong 2005; Rostow 1959 ; World Economic Forum (WEF) 2012). Factor-driven economies produce goods based on natural endowments and low labor cost; investment-driven economies accumulate capital (technological, physical and human) and offer investment incentives; and innovation-driven economies emphasize research and development (R&D),
Research background
There are several theoretical models that offer rationales for technological innovation. The technology gap model developed by Posner (1961) explains how countries that are technologically advanced introduce new products into a market and enjoy the innovative advantage (Krugman 1986 ). However, this comparative advantage is transient and shifts over time to other countries that show sustained innovative activities due to technological improvements. The product life cycle hypothesis shows that industrialized countries with a high degree of human capital and R&D investment produce more technical innovations and new products (Maksimovic and Phillips 2008) . These countries enjoy the comparative advantage early in the product's life cycle. But as the country exports and the product becomes more standardized, it allows other countries to reproduce at a lower cost (with advanced technology) and gain market share. The endogenous growth model shows that technology, knowledge, and human capital are endogenous and primary contributors to innovation and economic growth (Gocer et al. 2016) . It is clear that technological innovation offers a country a competitive edge that contributes to economic development and growth (Gocer et al. 2016) . Therefore, measuring this phenomenon takes on increasing significance at national and global levels. We now describe our research framework and conceptualization of the innovation phenomenon.
Research framework for innovation
In this research, we adapt the comprehensive framework presented at the OECD workshop for national innovation capability using S&T indicators (Qiquan et al. 2006) .
According to Miles and Huberman (1994) , a conceptual framework explains either graphically or in narrative form the main things to be studied-the key factors, concepts, or variables-and the presumed relationships among them. Using this definition, we have laid out the key concepts in our research and how they relate to the overall phenomenon of innovation.
We conceptualize innovation using the three components of inputs, knowledge creation and absorption, and outputs. Inputs to innovation are represented by efforts at research and development, including the expenditure and personnel hired for R&D. Knowledge creation and absorption represents national efforts at motivating and rewarding the innovative process. The outputs of innovation represent exports of products and services. Figure 1 shows the research framework.
Inputs-R&D expenditure and R&D personnel
R&D is an important input to national innovation. It includes creative work undertaken systematically to increase the stock and the use of knowledge to devise new applications-both of which have the potential to influence innovation. R&D expenditure is often used to encourage innovation and provide a stimulus to national competitiveness. Research has used R&D expenditure as a percentage of GDP (referred to as R&D intensity) to explain the relationship between firm size and innovative effort (Cohen 2010) and as an input to innovation (Kemp and Pearson 2007) . In general, developed countries have higher R&D intensity than developing countries.
For a country, the gross domestic expenditure on R&D (GERD), which represents the expenditure on scientific research and experimental development, offers an indication of the allocation of financial resources to R&D in terms of the share in the GDP. Sufficient R&D funding is essential for innovation, economic growth, and sustainable development. Changes in R&D expenditure suggest evolving long-term strategies and policies related to innovation for economic development. GERD can be broken down among the performance sectors of business enterprise, government, higher education, and private not-for-profit institutions serving households.
Business enterprise expenditure on R&D (BERD) is an important indicator of business commitment to innovation. Although not all business investments yield positive results, efforts towards R&D signal a commitment to the generation and application of new ideas that lead to new or improved products/services for innovation. Research suggests that R&D spending is associated with productivity and GDP growth. An increase of 0.1% point in a nation's BERD to GDP ratio could eventually translate to a 1.2% increase in GDP per capita (Expert Panel on Business Innovation 2009). Also, over the last few years, R&D intensity in the business sector has varied considerably between countries (Falk 2006) . It is, therefore, useful to analyze this at a global level.
The government intramural expenditure on R&D (GOVERD) represents efforts by the government to invest in R&D. Several motivations have been proposed for the same. Endogenous theories present such investment to be the foundation for economic growth (Griliches 1980) . Governments respond to market failures in which firms under-invest due to the risk of externalities and information issues (Arrow 1962) . Additionally, government funding can stimulate corporate R&D activities (Audretsch et al. 2002; Görg and Strobl 2007) . The average government-funded R&D expenditure in 24 OECD countries doubled in three decades, from $6.04 billion in 1981 to $12.3 billion in 2008 (in US dollars, constant prices) (Kim 2014) .
Higher education expenditure on R&D (HERD) has been the focus of much research since the 1980s. Research has studied the transfer of knowledge and technology between the university and industry, using firm-or industry-level data (Adams et al. 2001; Collins and Wakoh 2000; Furman and MacGarvie 2007; Grady and Pratt 2000; Siegel et al. 2001) . Since the 1990s, higher education institutions have played an increasingly important role in regional and national development in OECD countries, owing to the growth of strategic alliances across industry, research institutions, and knowledge intensive business services (Eid 2012) . There is growing recognition that R&D in higher education institutions is an important stimulus to economic growth and improved social outcomes. Funding for these institutions comes mainly from the government, but businesses, too, fund some activities (Eid 2012 In addition to expenditure, R&D personnel are an input to the innovation phenomenon in a country. R&D personnel refer to all human capital including direct service personnel, such as managers, administrators, and clerical staff, who are involved in the creation of new knowledge, products, processes, and methods, and can be employed in the sectors of public, private, or academia.
Knowledge creation and absorption-patents
In the innovation framework, knowledge creation is the process of coming up with new ideas through formal R&D (Organization for Economic Cooperation and Development (OECD) 2005). Knowledge absorption is the process of acquiring and utilizing knowledge from entities such as universities, public research organizations, or domestic and international firms (Organization for Economic Cooperation and Development (OECD) 2005). Factors influencing knowledge absorption include human capital, R&D, and linkages with external knowledge sources. On a national level, the creation and absorption of knowledge is manifested through the evolution of intellectual property (IP).
Countries institute regulatory frameworks in the form of patents and copyrights, to protect intellectual property and innovation (Blind et al. 2004) . The rationale for protection arises from the fact that innovation amounts to knowledge production, which is inherently non-rival and non-excludable. Non-rival refers to the notion that the amount of knowledge does not decrease when used by others, and non-excludable refers to the unlimited ability of others to use and benefit from the knowledge once it is produced. Countries, therefore, institute legal systems to protect the rights of inventors and patent holders. An example is the Bayl-Dohl Act in the USA. By calibrating the strength of patent protection rights, policymakers can influence national innovation systems (Raghupathi and Raghupathi 2017) . Legal protection and exclusivity of the use of knowledge allows investment in R&D and leads to the production of knowledge and innovation. Research in the area of patents has often centered on whether stronger IP rights lead to more innovation (Hall 2007; Hu and Jaffe 2007; Jaffe 2000) and on the endogeneity of patent rights on industries (Chen 2008; Moser 2005; Qian 2007; Sakakibara and Branstetter 2001) . As patent rights change at a national level, industries within a country may react differently according to the importance of such rights to the respective industries (Rajan and Zingales 1998) . Exploring patent applications or distribution by industry is therefore a key estimator of the extent of national innovation (Qian 2007) . Patent laws have a significant effect on the direction of technological innovation in terms of which industries have more innovations (Moser 2005) . In addition to using individual patent applications as a measure of patent activity, national innovation research also uses patent families, which are sets of patents/applications covering the same invention in one or more countries. These applications relate to each other by way of one or several common priority filings (Organisation for Economic Cooperation and Development OECD 2009). Patent families reflect the international diffusion of technology and represent an excellent measure of national innovativeness (Dechezlepreˆtre et al. 2017 ).
In the current research, in contrast to studies that look at domestic patent families in an American (Hegde et al. 2009) or European context (Gambardella et al. 2008; Harhoff 2009; van Zeebroeck and van Pottelsberghe 2011) , we adopt a global approach and consider patent families in all three major patent systems: the United States Patent and Trademark Office, the European Patent Office, and the Japan Patent Office. This examination allows us to identify possible international patent-based indicators that enable rigorous cross-country comparisons of innovation performances at national and sectoral levels.
Outputs-exports
Exports represent an output of the innovative activity of a country. Endogenous growth models suggest that firms must innovate to meet stronger competition in foreign markets (Aghion and Howitt 1998; Grossman and Helpman 1991; Hobday 1995) . Firms enhance their productivity prior to exporting in order to reach an optimum level that qualifies them to compete in foreign markets (Grossman and Helpman 1995) . Upon entry into the export market, continued exposure to foreign technology and knowledge endows a "learning-by-exporting" effect that offers economies of scale that further enable covering the cost of R&D (Harris and Moffat 2012) .
In the context of our research framework, we explore the following research questions using a descriptive visualization and an econometric panel regression approach:
How do the S&T indicators (R&D expenditure, patents, and exports) influence countrylevel innovation? How do countries around the world differ in terms of innovation with S&T indicators?
Research methodology
We now discuss our methodology in studying science and technology indicators for national innovation. Table 1 summarizes the research methodology.
Data collection and variable selection
We downloaded innovation data from the Master Science and Technology Indicator (MSTI) database of the Organization for Economic Cooperation and Development (OECD), for the years 2000 to 2016 (https://stats.oecd.org). The MSTI database contains indicators that reflect efforts towards science and technology of Raghupathi and Raghupathi Journal of Innovation and Entrepreneurship (2019) OECD member countries and non-member countries. The data covers provisional or final results, as well as forecasts from public authorities. MSTI indicators include, among others, resources dedicated to research and development, patent (including patent families), and international trade in R&D intensive industries. Table 2 shows the variables in the research.
Research and development variables include gross domestic expenditure on R&D (GERD) for the sectors of business enterprise, higher education, government, and private/non-profit households; funding sources include industry, government, abroad, and other national sources. For business enterprise, we included the industries of aerospace, computer/electronic/optical, and pharmaceutical. We also look at R&D personnel as a percentage of the national total in the abovementioned business sectors. In patents, we consider indicators such as the number of triadic patent families, which includes patents filed at the offices of the European Patent Office, the United States Patent and Trademark Office, and the Japan Patent Office, for the same invention by the same applicant or inventor. Patent variables also include those representing the international flow of patents and cross-border ownerships in the inventive process. Patents are considered for the technology sectors of biotechnology, information and communication technology (ICT), environmental technology, and pharmaceutical. As exports represent the outputs of the innovative process, we consider total exports in the three industries of aerospace, computer/electronic/optical, and pharmaceutical.
We use panel data that includes variables for multiple indicators spanning multiple countries and time period. There are several ways to group country-level data. We use the income-level classification of the World Bank of high, upper-middle, lower-middle, and low income. However, due to the lack of availability of data, we only focus on upper-middle and high-income categories. In addition, we use the region classification of East Asia and Pacific, Europe and Central Asia, Latin America and the Caribbean, Middle East and North Africa, North America, South Asia, and Sub-Saharan Africa. 
Analytics platform/tools selection
For the data analysis, we use the platforms of Tableau, which is an advanced business intelligence and data mining tool, for visualization and descriptive analysis, and R for the panel regression analysis.
Analytics implementation
We use the visualization tools in Tableau to analyze and get insight from the innovation data. The goal of visualization is to analyze, explore, discover, illustrate, and communicate information. In today's digital era, users are overwhelmed with myriad information. Visualization provides models of the information (Khan and Khan 2011; North 2005 ) and makes intelligible huge amounts of complex information. The visual analytics capabilities of the business intelligence software, Tableau, represent data graphically, filter out what is not relevant, drill down into lower levels of detail, and highlight subsets of data across multiple graphs-and do all these simultaneously. This level of customization results in insights unmatched by traditional approaches. Static graphs delivered on paper or electronically via computer screen help communicate information in a clear and enlightening way, an enormous benefit. But users derive the greatest benefits from Tableau's visual analytics. Visual representation allows one to identify patterns that would otherwise be buried in vast, unconnected datasets. Unlike the traditional hypothesis-and-test method of inquiry, which relies on asking the right questions, data visualizations bring themes and ideas to the surface without pre-conceived assumptions and where they can be easily discerned. In the current context of international or global data, we integrate and display dimensions of information that are needed to rapidly monitor aspects of global innovation on interactive dashboards. In this way, we discover patterns and seek relationships in various areas of innovation inquiry for policymaking and national development. In addition to visualization approach to analysis, we also deploy the econometric panel regression analysis. Our research contains panel data of observations of multiple phenomena obtained over multiple time periods for different regions. Using panel analysis allows us to address analytical questions that regular cross-sectional or longitudinal analysis cannot. In addition, it provides for means to handle missing data; failing which, problems such as correlation of omitted variables with explanatory variables can undermine the accuracy of the effects.
Results and discussion
We discuss the results of our analysis and offer a comprehensive summary for each component in the research. We first discuss the visualization approach and then the panel analysis approach.
Visualization and descriptive analytics
Research and development expenditure
Expenditure on R&D encompasses gross domestic expenditure (GERD), business enterprise expenditure (BERD), government intramural expenditure (GOVERD), and higher education expenditure (HERD) . We analyze the distribution of GERD by country (Fig. 2 ).
As seen in Fig. 2 , there are variations between countries in the expenditure on R&D. Some countries take the lead in GERD. For example, Israel takes the lead in GERD, with 25% more than the expenditure of Japan, double that of China, and quadruple that of Chile. Others include South Korea, Finland, Austria, Denmark, Chinese Taipei, and the USA. In terms of the trend of expenditure, there are countries that show a spiked increase over the years-South Korea shows an increase from 2.18 to 4. We analyze the distribution of the expenditure for each of the performance sectors of business, government, and higher education. Figure 3 shows the distribution of business enterprise expenditure on R&D (BERD) as a percentage of GDP among countries.
BERD encompasses all R&D activities performed by enterprises and is normalized to account for the size of the country. As seen in Fig. 3 , most countries show an increasing trend in BERD for the years 2000 to 2015. Israel takes the lead in BERD, followed by South Korea and Japan. Chile, Romania, and Latvia have the lowest expenditure. The distribution of government intramural expenditure on R&D (GOVERD) is shown in Fig. 4 .
As Fig. 4 shows, most countries show a decreasing trend in government expenditure on R&D for the years 2000 to 2015. Iceland shows a large drop, from 0.66% in 2000 to 0.11% in 2010. Chinese Taipei also shows a decrease, from a relatively high 0.55% in 2003 to 0.38% in 2015. Other countries with a relatively low share of GOVERD also demonstrate a decreasing trend over these years. For example, Denmark shows a fall from 0.27 to 0.07% in 2015. In general, we see that government expenditure on R&D takes a decreasing pattern over time. A possible explanation is that research carries a degree of uncertainty and risk, initially keeping businesses and private investors at bay and forcing the government to step in to fill this void and encourage innovation (Walwyn and Cloete 2016). The implications will be discussed in detail in the "Conclusions" section. Figure 5 shows the distribution of higher education expenditure (HERD).
As stimulus to economic growth and innovation. It follows that most higher education institutions receive their funding from national governments and businesses (Eid 2012) . Using regional and income-level classifications, we looked for differences in the distribution of expenditure (GERD) in each of the performance sectors of business, government, and higher education. Figure 6 shows the sectoral distribution by region. shows that for all regions, the business sector shows the highest expenditure, followed by the education and government sectors. The private non-profit shows the lowest expenditure. In Europe and Central Asia, there is a greater proportion of expenditure from the higher education sector than the government sector. In terms of government expenditure on R&D, the Sub-Saharan region shows the highest spending, while the region of North America shows the lowest. We then mapped the sectoral distribution by income level (Fig. 7) .
In both the high-and upper-middle-income countries, the business sector has the highest expenditure on R&D. This is followed by the higher education sector in the high-income countries and the government sector in the upper-middle-income countries. Expenditure on R&D from the private, non-profit sector is negligible for both income levels. It can be seen that the governments of high-income countries are less focused on spending on R&D. The implication of this finding is discussed in our conclusions. The source of funds for GERD is an important factor in analyzing the pattern of investments and expenditure for R&D. We wanted to see if there were any identifiable patterns in country-level funding for R&D. Figure 8 shows the source of funds for R&D expenditure for regions around the world. Figure 8 shows the expenditure financed by government, industry, and other national and foreign sources. Funding from abroad represents an important source for expenditure because R&D is an activity that entails significant transfer of resources between such entities as organizations and countries. Our analysis shows notable regional variation in the structure of funding. For instance, in East Asia and Pacific, industry accounts for funding more than three fifths of total GERD (66.51%). However, it has a relatively low share of funding by government, national, and foreign sources. In the Sub-Saharan region, 44.54% of expenditure is funded by industry and an almost equal share is sourced by the government (41.31%). It therefore follows that, contrary to our hypothesis, only the developed regions show more funding from the industry while the developing (upper middle income) regions show at best equal or more funding from the government.
Industries play a vital role in business R&D expenditure and are pivotal to improving the innovative landscape of a country. Figure 9 shows the distribution of BERD among regions for the industries of service, aerospace, computer/electronic/ optical, and pharmaceutical. Figure 9 shows that in East Asia and Pacific, the highest expenditure is by the computer/electronic/optical industry; service follows. In Europe and Central Asia, expenditure in the year 2000 is equal across all four industries, but during later years, the service industry dominates expenditures. The distribution is different in Latin America and Caribbean, where more than 95% of expenditure is concentrated on the service and computer industries over the span we are studying. In North America, the service and computer industries dominate throughout the time span, with the aerospace industry taking the smallest share-less than 20%. In the sub-Saharan region, the service industry plays a dominant role. Note that our analysis for this region is limited because data is missing for the years 2010 to 2015, but we chose to include in our analysis the data that is available in order to provide as holistic an outlook as possible. In general, it appears that developed regions focus more on the technology sectors while developing regions focus more on service sectors.
R&D personnel
We looked at the number of researchers engaged in each performance sector as a percentage of the national total. Regions and countries differ in the allocation of personnel in the different sectors of business, government, and higher education. In developing regions since the government invests more in R&D expenditure, we expected the same trend to reflect in personnel. Figure 10 shows the sectoral distribution of R&D personnel as a percentage of national totals for each region. Figure 10 clearly displays structural variations in the regions for R&D personnel. The regions of East Asia and Pacific, Europe and Central Asia, and North America reveal a steady business sector pattern, engaging the highest share of personnel; the government sector engages the lowest. In other regions, such as Latin America and the Caribbean, the education sector leads in personnel. The business sector is significant as it shows a steady annual increase. It appears that, in developed regions the business sector engages a higher share of R&D personnel than in developing regions. We now move on to analyze patents. 
Patents
The average number of patent applications filed under the Patent Cooperation Treaty (PCT) reflects the extent of technological innovation in a country (Fig. 11) . Figure 11 shows the patent applications filed under PCT for the years 2000 to 2016. In the figure, green denotes a high number and red a low number of applications. The USA has the highest number of patent applications, followed by Japan and China. By comparison, Russia, Argentina, and other countries see a very low number of patent applications, signaling a need for innovative focus.
As for the number of patent applications filed under European Patent Office (EPO) (Fig. 12) , the USA leads Japan, Germany, and France. We now turn to applications for triadic patent families (Fig. 13) . A triadic patent family is defined as a set of patents registered in patent offices of various countries to protect the same invention. The European Patent Office (EPO), the Japan Patent Office (JPO), and the United States Patent and Trademark Office (USPTO) are the three major patent offices worldwide. Counting triadic patent families begins with each inventor's country of residence and the initial date of registration of the patent. Indicators based on patent families normally enhance the international comparability and the quality of patent indicators. The greatest number of triadic patent families originated in the USA, followed by Japan, Germany, and France. In general, countries like the USA, Japan, Germany, and France are high in the number of patent filings under EPO and PCT. 
Co-inventions reflect international collaboration and represent the flow of information and knowledge across borders. They also indicate the flow of funds from multinational companies for R&D. Figure 14 shows the analysis for the percentage of patents owned by foreign residents under EPO.
In Fig. 14, countries represented in green indicate a high percentage of ownership of patents with foreign residents; the darker the green, the higher the percentage. Countries in red indicate a low percentage of ownership. The US, Japan, and other EU economies have a relatively low share of patents owned by foreign residents, and most of the patent ownership in these countries is local. By contrast, countries like Argentina, Russia, and Mexico show a high percentage of patents owned by foreign residents. These countries rely on foreign collaboration to strengthen their resources and facilities for innovation (Raghupathi and Raghupathi 2017) . This signals a need to strengthen local innovation by targeting education systems to offer relevant skills and knowledge that foster growth. The portfolio of ownership of patents between local and foreign residents is an interesting revelation that offers implications for national policies on taxation and innovation, and will be discussed further in our conclusions. In the analysis of the percentage of patents invented abroad (Fig. 15) , the difference globally is not as varied as it is for patents owned by foreign residents (as shown earlier, in Fig. 14) .
As Fig. 15 illustrates, the majority of countries in our study show less than 1% of patents are invented abroad. Only Switzerland (1.16%) and Ireland (1.28%) show relatively high levels.
We looked next at the differences in distribution of patents by sector. We considered the various technology domains of environmental technology, pharmaceutical, ICT, and biotechnology. Figure 16 shows the comparison of the number of patents in each technology domain to the benchmark of the total number of patent applications under PCT.
Environmental technology is the application of environmental science, green chemistry, environmental monitoring, and electronic technology to monitor and conserve the natural environment and resources and to mitigate the negative effects of humans on the environment. Sustainable development is the primary objective of environmental technology. Figure 16 shows the number of patents in the environmental technology sector and indicates a steady increase from 2000 to 2011 and a sudden decrease from 
2011 to 2013. That said, the total number of PCT patents over the years shows a trend of increase. The biotechnology sector includes technological applications that use biological systems or living organisms to develop or make products for specific use. The number of patents in the pharmaceutical and biotechnology sectors has been increasing over the years. Among all the sectors and throughout the time span we studied, ICT saw a high number of patents and a consistently positive trend. The number of patents in this sector equals the total number under PCT, highlighting the overall dominance of the ICT sector in the patent industry. We then looked for significant associations among sets of innovation indicators. We started with expenditure on R&D and the R&D personnel in the sectors of business, government, and higher education.
Association between R&D expenditure and R&D personnel
Governments use R&D statistics collected by countries from businesses to make and monitor policy related to national science and technology. These stats also feed into national economic statistics, such as GDP and net worth. Different performance sectors may have different kinds of associations between R&D expenditure and personnel. Figure 17 shows the associations between BERD and R&D personnel in the business sector. Figure 17 shows a significant positive association (p < 0.0001) in the business sector between expenditure on R&D (BERD) and R&D personnel. Interestingly, the implication is that we should also see an increase in R&D personnel in this sector. But this is not the case when we break down the analysis by region. In Latin America and Caribbean, while the percentage of researchers in the business sector is high, the 
expenditure is consistently low for all countries in the region. The explanation is that in developing regions such as these, while there is recognition of the need to focus on R&D by employing more personnel, the cost of deployment is relatively low. By contrast, in North America, both the R&D expenditure and R&D personnel are high, likely because of the high cost of deployment of personnel. In East Asia and Pacific, while some countries are high in both business expenditure and personnel, others are low in both. Across all regions, some countries show a large business expenditure on R&D with no associated increase in personnel. Examples include Israel in Latin America and Caribbean, Japan in East Asia and Pacific, and Slovenia in Europe and Central Asia. On the flip side, there are countries, Romania and Ireland (in the region of Europe and Central Asia) among them, that show a large fluctuation in personnel with little change in expenditure. In general, there is a positive association between R&D expenditure and R&D personnel in the business sector. Figure 18 shows the analysis of R&D personnel and intramural expenditure on R&D (GOVERD) for the government sector. Figure 18 shows a significant positive association (p < 0.0001) between GOVERD and R&D personnel. Though the region of East Asia and Pacific is similar to Latin America and Caribbean in government expenditure on R&D, it has a lower percentage of R&D personnel. This can be attributed to a relatively high cost of labor in East Asia & Pacific compared to Latin America & Caribbean. In North America, both expenditure and personnel are lower than those of East Asia & Pacific. This is due to the increased emphasis on R&D by the business sector over the government. Figure 19 shows the relationship between expenditure and personnel in the higher education sector (HERD). In the case of higher education (Fig. 19) , we did not find a significant association between the expenditure on R&D and the percentage of researchers (p > 0.05).
It is important to analyze gross domestic expenditure on R&D (GERD) because it represents an aggregate of the sectors of business, government, and higher education and because it is considered the preferred method for international comparisons of overall R&D expenditure. Figure 20 shows the relationship between expenditure (GERD) and R&D personnel in all the sectors.
The relationship between GERD and the percentage of researchers is significant and positive (p < 0.0001) for the business sector, but significant and negative (p < 0.001) for the government and higher education sectors. This means that in the business sector, an increase in expenditure is associated with an increase in the R&D personnel percentage of researchers). In the government and higher education sectors, an increase in expenditure is associated with a decrease in personnel. This highlights the fact that, in general, most of the R&D expenditure and personnel come from the business sector and not from the government or 
Association between exports and BERD by industry
We analyze business expenditure on R&D and exports for different industries. Figure 21 shows the analysis for the aerospace industry. Figure 21 depicts the exports and BERD for the aerospace industry for each country. The intensity of the color indicates the quantity of exports, while grid size denotes expenditure. Only countries for which data can be adequately mapped are shown in the diagram. The USA is the leader in exports and expenditure in this industry. France, Germany, the UK, and others show high exports and relatively low expenditure. Japan and China are low in both expenditure and exports in the aerospace industry. Figure 22 shows the exports and business expenditure on R&D for the computer/electronic/optical industry. In the computer/electronic/optical industry, the USA leads China, Japan, and Korea in terms of expenditure. In terms of exports, China is the leader. While the UK performed well in exports in the aerospace industry (shown in Fig. 21 ), it fares low in both exports and expenditure in the computer/electronic/optical industry. Italy and Israel show very low exports and expenditure in this industry. Figure 23 illustrates the analysis of exports and business expenditure for the pharmaceutical industry. Figure 23 shows the USA leading in business expenditure on R&D in the pharmaceutical industry. In exports, Germany takes the lead, followed by the USA, the UK, France, Switzerland, and Belgium. China and Japan have very low exports but moderate expenditure, while Canada and Korea are low in both exports and expenditure in the pharmaceutical industry. Overall, the USA ranks high in exports and expenditure on R&D, in all three industries; China does best in the computer industry; Japan does better in the computer and pharmaceutical industries than in aerospace; and the UK fares best in the pharmaceutical industry. Countries can use these findings to adjust their resource allocations to R&D in terms of industries.
Association between patents and R&D expenditure
We analyzed the association between R&D expenditure and international cooperation in patents (Figs. 24, 25, and 26) . Figure 24 shows the association between the percentage of patents invented with co-inventors and the four kinds of R&D expenditure. The association is significant (p < 0.0001) and negative for all types of R&D expenditure (GERD, BERD, GOVERD, HERD). With an increase in the percentage of R&D expenditure from any sector, the percentage of patents invented with co-inventors decreases, implying more local innovation. This holds promise for countries trying to enhance innovation in terms of their contribution to GDP.
For patents owned by foreign residents (Fig. 25) , there is a significant negative relationship (p < 0.0001) with all four types of R&D expenditures. With an increase in expenditure on R&D in any sector, there is a decrease in the percentage of patents owned by foreign residents. Specifically, our analyses reveals that with a 1% increase in gross expenditure on R&D, the % of patents owned by foreign residents decreases by 12.27%; in case of business expenditure, the % of patents decreases by 14.07%; in case of government and education expenditure, the decrease is significant with 58.95% and 46.25% respectively.
However, the association of R&D expenditure with patents invented abroad (Fig. 26 ) differs from that with patents invented with co-inventors and with foreign residents. There are significant and moderately positive associations between patents invented abroad and R&D expenditure in all sectors, with the exception of government. As the R&D expenditure in the business or higher education increases, the percentage of patents invented abroad increases. In the face of increasing expenditure, local innovation becomes more expensive, leading to more foreign collaboration. The exception is with government expenditure. In this case, the relationship is significantly negative in that as the government expenditure on R&D increases, the percentage of patents invented abroad decreases. This finding has important policy implications for governments of developing countries, which should direct more resources to R&D with a view to improving local innovation and its contribution to GDP. This is discussed in detail in the conclusions section.
We now discuss our second approach of econometric panel analysis.
Econometric panel analysis
Our panel analysis follows a threefold structure: first, we perform a regression analysis on exports for each industry; we then analyze the influence of R&D expenditure on patents; and lastly, we explore the international ownership of and investment in patents and the influence on exports. We deploy the PLM package of R for all the analyses. There are certain steps that need to be taken in order to prepare the data for panel analysis. As a first step to ensuring integrity, we inspected the dataset for missing data (Table 3) . As the results show, some variables had more than 20% missing values. We deleted these and used the Random Forest algorithm to fill in values for the remaining variables.
The descriptive statistics for the complete dataset are depicted in Table 4 . The next step was to ensure that the data is stationary and usable for panel analysis. For this, we did unit root testing with Augmented Dickey Fuller (ADF) values (Table 5) . As seen in Table 5 , the ADF values are all significant (p < 0.01), confirming the appropriateness of data for panel analysis.
The next test was to check for multicollinearity among variables. Since the preliminary correlation analysis revealed high correlation between certain variables, we did the variance inflation factor (VIF) for the variables within each industry (Table 6 ). The results showed some VIFs above 10, confirming multicollinearity. We therefore deleted these variables and reran the test for the remaining. The results were now satisfactory, with all VIFs below 10. Table 5 shows the results before and after multicollinearity analysis for each industry. The variables are now ready to be deployed into a regression model for each industry.
In panel analysis, the commonly used approaches include independently pooled model, fixed-effect model (also known as first differenced model), and random effect model. The equation for the independently pooled model is shown below: 
In this equation, a represents the intercept, β it represents the coefficient for each attribute, x kit represents the attributes, and ε it represents the residual of this model.
The equation for the fixed-effect model is as follows:
In the equation above, λ i represents the intercept for each individual in the panel dataset, β it represents the coefficient for each attribute, x kit represents the attributes, and ε it represents the residual of this model. The equation for the random-effect model is shown below:
In the equation, a represents the intercept of the model, λ i represents the intercept for each individual in the panel dataset, β it represents the coefficient for each attribute, x kit represents the attributes, and ε it represents the residual of this model. However, as seen from the results of the ADF test (Table 5) , all the variables satisfied the stationary assumption, thereby eliminating the need for first-differenced models. We therefore decide on the final model through a two-step comparison between the pooling (mixed effects) and fixed effects model, and the fixed effects and random effects model. We first use the analysis of variance (ANOVA) F test for both the time and country dimensions. Then, we use the L-M test to check for random effects, and the Hausman test to compare the leading influence of fixed or random effects models. We now discuss the regression analysis by industry.
Regression analysis for the computer industry
We first did a regression analysis on exports for the computer industry. Table 7 shows the results for the comparison of the pooling (mixed) and fixed effects models for the industry.
As shown in Table 7 , the individual fixed effects model is better than the mixed effects model (p < 0.0001) and the time fixed effects model (p < 0.0001). We used the LM test (Table 8) to check for random effects, and the Hausman test (Table 9) to analyze the significance of the effects.
The LM test (Table 8 ) confirms the significance of the random effects (p < 0.0001). The results of the Hausman test (Table 9) indicate that the random effects model is better than the fixed effects model. Accordingly, we ran the random effects model for the computer industry (Table 10 ).
As Table 10 shows, five variables are significant in influencing exports: business expenditure (BERD), government expenditure (GOVERD), income level, gross expenditure on high education performance (GERD_HIGH_PERFORM), and patent Table 12 Test results of random effects for aerospace Table 13 Comparison of fixed effect and random effects model for aerospace Raghupathi Table 14 Aerospace individual fixed effects model result Table 15 Aerospace random effects model result filings under EPO (PATENT_EPO). Of these, government expenditure is the most significant, since we see that a unit increase in government expenditure is associated with an almost 3-unit (2.8649) increase in exports. Time and country are significant influencers in this industry, along with government and business expenditure, income level, and educational performance. Even though patents have a positive influence on the final exports, the low coefficient (0.0000794) indicates that the effect is not as significant as for other variables.
Regression analysis for the aerospace industry Table 11 shows the comparison between the pooling (mixed) and fixed effects models for the aerospace industry. As shown in Table 11 , the individual fixed effects model is better than mixed effects model (p < 0.0001). In comparing the mixed and time fixed effects models, we see that that time is not a significant influencer of exports in the industry. The results of the comparison between fixed effects models also support the conclusion that individual fixed effects model is better (p < 0.0001). Next, we performed the LM test to check for random effects (Table 12 ) and the Hausman test to compare the random and the fixed effects models (Table 13) .
The results of the LM test (Table 12) show the random effects to be significant (p < 0.0001) in the analysis for the industry. The results of the Hausman test (Table 13) show the fixed effects model to be better than the random effects model (p < 0.0001).
We therefore ran a fixed effects model analysis for the aerospace industry (Table 14) . However, the results in Table 14 show that the model is not significant (p > 0.05) in explaining the relationships in the panel dataset for the industry. In light of this, we performed a random effects model analysis for the aerospace industry (Table 15 ).
In the random effects model shown in Table 15 , the variables that have a positive influence on exports include business expenditure (BERD), government expenditure (GOVERD), income level, gross expenditure in the performance sector of higher education (GERD_HIGH_PERFORM), patent filings under EPO (PATENT_EPO), under ICT (PATENT_ICT), triadic patents (PATENT_TRIADIC), patents in environmental technology (PATENT_ENV), and OECD membership (OECD_MEM). In terms of patents, Table 16 Comparison of pooling and fixed effects models for pharmaceutical Table 17 Test results of random effects for pharmaceutical Raghupathi and Raghupathi Journal of Innovation and Entrepreneurship (2019) 8:5 we see that all four types of patents have a positive influence on exports and the influence is much higher here than in the computer industry. Income-level and OECD status (being a member) show a positive influence on exports in this industry.
Exports analysis for the pharmaceutical industry
The comparison between the fixed and mixed effects for the pharma industry (Table 16) shows that the individual fixed effects model is better (p < 0.0001). Time does not seem to be a significant factor in this industry (p > 0.05). In the comparison between the fixed effects models, the results also support the conclusion that individual fixed effects model is better (p < 0.0001).
We did the LM test to see if random effects are significant (Table 17 ) and the Hausman test to compare the random and fixed effects models (Table 18) .
From the LM test results (Table 17) , we see that the random effects are better (p < 0.0001), and from the Hausman test (Table 18) , we see that the random effects model better explains the relationships in this industry. Accordingly, we did the random effects model for the pharma industry (Table 19) .
The results in Table 19 show that patents, in terms of the number of applications, as well as ownership and funding from abroad, play a more prominent role in exports of this industry than in the others. 
Patents and government-related variables
In this section, we analyze the relationship between the number of patent applications and the variables relating to government, such as expenditure and personnel. The dependent variable is the number of patents under PCT (PATENT_PCT). The six independent variables include GOVERD, GOVER_RESEARCHER, INCOME_LEVEL, OECD_MEM, GERD_GOV_PERFORM, and GERD_GOV_FINANCE. Using a correlation matrix, we found that most of the coefficients are less than 0.5 for the variables (Table 20) . We also calculated the variance inflation factor (VIF) to test for multicollinearity (also shown in Table 20 ). The results of the table show all variables having a VIF of less than 5, thereby indicating no multicollinearity. Table 21 shows the comparison between the pooling (mixed) effects and the fixed effects models. The results indicate that the individual fixed effects model is better than both the mixed effects (p < 0.0001) and the time-fixed effects models (p < 0.0001).
We did the LM test (Table 22 ) and confirmed that the random effects model is significant (p < 0.0001) in this analysis. From the Hausman test (Table 23) , we confirmed that the individual fixed effects model is better than the random effects model (p < 0.0001). Accordingly, we ran the individual fixed effects model for patents (Table 24) .
The results of the individual fixed effects model (Table 24) show government expenditure on R&D (GOVERD) and gross expenditure on R&D in the government sector (GERD_GOV_PERFORM) as having a significant positive effect on the number of patent applications (PATENT_PCT). GOVERD, in particular, has a very large influence-a unit increase brings about 7040 unit increase in patents. This reflects Table 21 Comparison of pooling and fixed effects models for pharma Raghupathi and Raghupathi Journal of Innovation and Entrepreneurship (2019) the importance of government investment in R&D as a driving factor for patents and for innovation.
International patents and gross expenditure on R&D
We now explore the influence of variables relating to gross expenditure on R&D (GERD, GERD_BUS_PERFORM, GERD_GOV_PERFORM, GERD_OTHER_FINANCE, GERD_IND_FINANCE, GERD_ABROAD_FINANCE, and GERD_HIGH_PERFORM), on the percentage of patents owned by foreign residents (COOP_OWN). We checked for multicollinearity with the VIF test and resolved it by deleting the affected variables, and redoing the test. Table 25 shows the results before and after multicollinearity analysis. Table 26 shows the comparison between pooling (mixed) and fixed effects models.
The results in Table 26 show that the fixed effects model is better (p < 0.0001) than the mixed effects model. Also, between the fixed effects model, the individual effects model is better (p < 0.0001). This means the influence of R&D expenditure on patents varies among countries. On the contrary, the fixed effects model has no effect by time (p > 0.05). Table 27 shows the LM test, and Table 28 shows the Hausman test.
From the results of the LM test (Table 27) , we see that the random effects model is significant (p < 0.0001). The Hausman test (Table 28) shows that the individual fixed effects model is good for this analysis (p < 0.0001). Therefore, we constructed the individual fixed effects model for the variables (Table 29) .
According to the model results in Table 29 , GERD financing from abroad (GERD_ABROAD_FINANCE) and gross expenditure on R&D by higher education sector (GERD-HIGH-PERFORM) have negative coefficients. This is the case with business (BERD) and government expenditures (GOVERD) as well. Of the variables, government expenditure has the largest influence on patent ownership by foreign residents since a unit increase in government expenditure on R&D is associated with a decrease of 27.94 units in patents owned by foreign residents. This depicts a large impact.
In summary, a few things stand out from the panel analysis. First, it follows that the random effects model is better at explaining the relationship between exports and the independent variables in all the three industries. Time and country factors are significant in the model. Government expenditure on R&D has a positive influence on exports in all three industries (coefficients = 2.865, 0.085, and 0.563 respectively), implying that increased government expenditure will positively influence innovation through exports. Business expenditure, government expenditure, and gross expenditure in higher education are all key drivers for country-level innovation. Second, the computer industry has the largest R-square value among the three industries (0.41 in computer, 0.02 in Aerospace, and 0.005 in Pharmaceutical), indicating that the independent variables will have a stronger influence on exports in the computer industry than in the others. The results also point out that, of the three, investment of R&D in the computer industry will have a stronger influence on national innovation.
Third, for all three industries, in terms of patents, government expenditure and government financing have a positive correlation with the number of patent applications. For instance, one unit increase in government expenditure (GOVERD) shows a 7040-unit increase in number of patent applications. This reflects the potential for government investment in R&D to influence innovative efforts.
Fourth, there is a negative correlation between R&D expenditure being financed from abroad and patents owned by foreign residents. This reflects the necessity for countries to ramp up internal financing for R&D so as to encourage local innovation.
Scope and limitations
There are some limitations to our study. First, although we cover a period of 16 years, future studies can look at a longer span, facilitating the prospect of uncovering more trends and patterns in the data. Second, we explore associations but not causality in the relationships among S&T indicators for innovation. Third, we consider a small segment of innovation indicators relating to S&T, whereas there is a gamut of variables that can be incorporated in future research. Fourth, the data are extracted from a secondary data source (OECD); the aggregated data from multiple sources/models inherently poses some limitations. For instance, data is missing for some years or regions-either it was not collected, or it was collected but not reported. We use patents as an indicator of innovation, but patents are subject to certain drawbacks. Many inventions are not patented, or inventors utilize alternative methods of protection such as secrecy and lead-time. Furthermore, the propensity for patenting varies across countries and industries. Differences in patent regulations and laws pose a challenge for analyzing trends and patterns across countries and over time.
Contributions and future research
Despite the limitations, our study contributes in many ways to the literature on innovation and policy making. While most studies adopt a firm or enterprise level of innovation analysis, we deploy a country-level analysis using a large and comprehensive dataset from the OECD. The breadth of the indicators in the dataset allows for in-depth multi-dimensional analysis. We utilize a dual methodology of visualization and panel analysis, each of which offers a suite of benefits in terms of research insights and knowledge on a phenomenon. Visualization is an assumption-free and data-driven approach, allowing the data to speak for itself. With no pre-conceived notions, the methodology allows for previously undetected patterns and relationships to emerge from the data. Panel analysis provides the researcher with a large number of data points and reduces the issue of multicollinearity among the explanatory research variables. It therefore improves the efficiency of econometric estimates and allows for multidimensional investigation of a phenomenon. In addition to the contributions in terms of methodologies, the research adds to the literature on empirical innovation studies that deploy an analytic approach. By comparing innovation indicators at a national level, this study calls on policy makers to design appropriate horizontal or vertical S&T policies. The analysis of R&D expenditure by sector and by industry, along with R&D personnel, allows for effective and optimum resource allocation and talent distribution. Patent analysis is done incorporating individual applications as well as triadic families, thereby offering an individual and holistic perspective. The study presents insights on the phenomenon of international Table 26 Comparison of pooling and fixed effects models collaboration in the inventive process. By focusing on cross-border ownership of patents, the study highlights the international flow of knowledge and research funds between countries, offering valuable lessons for global policy making for innovation.
While the study offers a panorama of results for innovation using S&T indicators, more theoretical and empirical work is needed to further advance our understanding of country-level innovation. An important direction for future work is to incorporate other forms of IP in addition to patents in analyzing national innovation. More research is needed in terms of analyzing the relationship to important policy concepts and their performance in different domains. We view the culture in innovation a particularly fertile area. It is not only important for a nation to be creative in imagining, developing, and commercializing new technologies, products, and services, but also to be scalable in terms of attitudes towards adapting to change and willingness to take risks (Hofstede 2001; Strychalska-Rudzewicz 2016 ).
Conclusions
Our analysis shows differences between developed (high income) and developing (middle income) countries in terms of sectoral R&D expenditure. While in developing countries, R&D expenditure is predominantly from the government sector, in developed countries, it is from the business sector. As a nation develops, governmental expenditure on R&D decreases. Businesses and education take on greater roles to fill the gap. It is no surprise that most higher education institutions receive funding from governments and businesses.
The analysis of patents offers interesting revelations. Countries (such as the USA, Japan, Germany, and France) with a high share of patents (individual and patent families) show a low percentage of patents owned by foreign residents. The portfolio of local versus foreign resident ownership of patents offers major implications for taxation and innovation policies at a national level. Countries with high foreign ownership of patents have low tax revenues as a percentage of GDP (Raghupathi and Raghupathi 2017) . This is due to the fact that patents can be granted in countries other than those in which they were created, primarily because of the lack of associated costs and because income from IP is mobile (Griffith et al. 2014) . Naturally, multinational companies routinely search for tax havens to locate their IP (Lipsey 2010) . In order to spur more local innovation, countries with a large percentage of patents with foreign ownership introduce "patent boxes" that lower the tax rate on income derived from patents. For example, Belgium reduced the tax rate from 34 to 6.8% in 2007, Netherlands from 31.5 to 10% in 2007, Luxembourg from 30.4 to 5.9% in 2008, and the UK from 30 to 24% in 2013 (Griffith et al. 2014) . We call on countries that have a high proportion of foreign ownership of patents to devise policies and incentives to encourage ownership by local residents and boost innovation and tax revenues.
Exports are an important aspect of innovation, and there is a relationship between exports and RD expenditure in an industry. A high level of expenditure on R&D enables more exports by meeting higher standards, while a high level of exports allows countries to recover sufficient capital to focus on R&D. Countries' promotion efforts for exports should parallel ways to maximize innovation creation and economic development (Leonidou et al. 2011) . Policy makers need to recognize that the extent of experience within a country affects which factors influence high-technology exports. Additionally, different innovation characteristics can be identified and encouraged to support national innovation.
Lastly, countries need to reinstate horizontal and vertical S&T policies for innovation (Niosi 2010) . Horizontal policies apply equally to all sectors (e.g., tax credit for R&D). While these policies are easy to implement and can strengthen existing sectors, they do not contribute to creation of new sectors. For new sectors to emerge, specifically high technology ones that contribute to growth, resources have to be concentrated in that direction. This is very important for developing countries that are looking to reap comparative advantages in targeted sectors. These countries need to develop and apply vertical policies directed to selected sectors. Since we show in our analysis that the ICT sector takes the lead in the number of patents over the years for most countries, it would be worthwhile to target resources and efforts in this sector to boost national innovation. Stimulating local innovation lowers both a dependence on foreign collaboration and foreign patent ownership. This holds promise for countries looking to enhance the contribution to GDP. Additionally, with globalization, economies are moving towards service-based and knowledge-based industries that are primarily ICT-driven, encouraging new patterns of growth and innovation (Raghupathi et al. 2014 ).
Countries can attain a level of endogenous innovation using multifaceted incentives for science and technology indicators. However, these policies and reforms need to be constantly evaluated and revised in light of the evolutionary economic and educational infrastructure. We propose a call on countries to design sophisticated national innovation ecosystems that integrate disparate policies of science, technology, finance, education, tax, trade, intellectual property, government spending, labor, and regulations in an effort to drive economic growth by fostering innovation.
