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We consider entire solutions of nonlocal dispersal equations with
bistable nonlinearity in one-dimensional spatial domain. A two-
dimensional manifold of entire solutions which behave as two
traveling wave solutions coming from both directions is established
by an increasing traveling wave front with nonzero wave speed.
Furthermore, we show that such an entire solution is unique up
to space–time translations and Liapunov stable. A key idea is to
characterize the asymptotic behaviors of the solutions as t → −∞
in terms of appropriate subsolutions and supersolutions. We have
to emphasize that a lack of regularizing effect occurs.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction and main results
Since Fisher [26] modeled the spatial spread of a mutant in a given population by the following
reaction–diffusion equation:
ut − u = u(1− u), (1.1)
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diffusion equations, as they have been proved to give a robust and accurate description of a wide
variety of phenomena in combustion theory, bacterial growth, nerve propagation, spatial ecology, and
so on, for example, [1,4–9,14,25,39,43,44,46]. However, in many situations such as in population ecol-
ogy, dispersal is better described as a long range process rather than as a local one. During the past
ten years, nonlocal versions of (1.1) as follows
ut =
∫
RN
k(x, y)u(y, t)dy − u(x, t) + f (u), (1.2)
where the diffusion is modeled by a convolution operator k ∗ u(x, t) = ∫
RN
k(x, y)u(y, t)dy with k 0
and
∫
RN
k(x, y)dy = 1 for all x ∈ RN , have been introduced and intensively studied to analyze the
long range effects of the dispersal, see [3,18–21,23,31–33,40,41] and references therein. Especially,
there has been signiﬁcant progress in the study of traveling wave solutions for such equations, see
Bates et al. [2], Chen [13], Carr and Chmaj [10], Coville [21], Coville et al. [22], Coville and Dupainge
[23] and Schumacher [41].
It is well known that traveling wave solutions are special examples of the so-called entire solutions
which are deﬁned in the whole space and for all time t ∈ R. Just as Morita and Ninomiya [38] pointed
out, entire solutions can help us for the mathematical understanding of transient dynamics, and also
can be used to imply that the dynamics of two solutions can have distinct histories in the conﬁgura-
tion, though their asymptotic proﬁles as t → +∞ coincide. In addition, the study of entire solutions
can help us fully understand the structures of the global attractors which consist of entire solutions.
However, the global attractors are rather complicated. Recently, many new types of entire solutions for
reaction–diffusion equations with (without) nonlocal delayed nonlinearity have been obtained by sev-
eral authors and these entire solutions provide essential information about the global attractors, for
example, Chen and Guo [16], Chen et al. [17], Fukao et al. [24], Guo and Morita [28], Hamel and
Nadirashvili [29,30], Li et al. [35,37], Wang et al. [45,47,48] and Yagisita [51]. These entire solutions
behave as two traveling wave solutions coming from both sides of the x-axis and annihilating in a
ﬁnite time. Morita and Ninomiya [38] and Guo [27] have established entire solutions different from
those obtained in [16,17,24,28–30,35,37,45,47,48,51].
However, the issue of the existence of entire solutions for nonlocal dispersal equations (1.2) is
still open. Resolving this issue represents a main contribution of our current study. For Eq. (1.2) with
Fisher–KPP nonlinearity, in the case k(x, y) = J (x − y), Li et al. [36] have built some new types of
entire solutions by combining two traveling wave solutions with different speeds and coming from
both sides of the real axis and some spatially independent solutions. In particular, we need to mention
that the entire solutions of the spatially discrete diffusion equation
ut = D
[
u(x+ 1, t) + u(x− 1, t) − 2u(x, t)]+ f (u), (1.3)
which is a special case of (1.2), were studied by Guo [27] and Guo and Morita [28]. In [28, Theo-
rem 1.4, Section 4], Guo and Morita considered a general quasilinear discrete diffusion equation with
Fisher–KPP nonlinearity and established some existence results of entire solutions. Guo [27] consid-
ered the bistable nonlinearity and obtained results similar to those of [38]. In addition, Wang et al.
[47] considered the following lattice differential equations
u′n(t) = D[un+1 + un−1 − 2un] − dun +
∞∑
i=−∞
J (i)b
(
un−i(t − τ )
)
(1.4)
with bistable case and established a two-dimensional manifold of entire solutions. Moreover, unique-
ness and stability of such entire solutions are also established. In [48], Wang et al. constructed new
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ing form
u′n(t) = D
∑
i∈Z\{0}
I(i)
[
un−i(t) − un(t)
]− dun(t) +∑
i∈Z
J (i)b
(
un−i(t − τ )
)
, (1.5)
by mixing a heteroclinic orbit of the spatially averaged ordinary differential equations, with travel-
ing wave fronts with different speeds. And for the Fisher–KPP nonlinearity, they also established the
uniqueness of entire solutions and the continuous dependence of such an entire solution on parame-
ters, such as wave speeds.
In this paper, we are considered with the following nonlocal evolution equation of 1-space dimen-
sion
ut = J ∗ u − u + f (u), (1.6)
a special case of (1.2) with k(x, y) = J (x− y), where x ∈ R, t ∈ R, J :R → R is a smooth function and
satisﬁes:
(J1) J ∈ C1(R), J (x) = J (−x) 0 and ∫
R
J dy = 1;
(J2) J is compactly supported.
The nonlinearity is induced by the function f , which we assume satisﬁes the following condition:
(F) f ∈ C2(R), f (0) = f (1) = 0, f ′(0) < 0, f ′(1) < 0, max[0,1] f ′(s) < 1, f has only one zero, α, in
(0,1), and no zeros outside [0,1].
Our focus is on the so-called entire solutions of (1.6). Here the entire solutions are meant by
solutions deﬁned for all (x, t) ∈ R2. Before presenting the main results of this paper, we need to
mention that for (1.6), Bates et al. [2] and Chen [13] have obtained the existence and uniqueness up
to translation of an increasing traveling wave solution with the wave speed c. Hereafter, a traveling
wave solution of (1.6) refers to a pair (φ, c), where φ = φ(ξ) is a function on R and c is a constant,
such that u(x, t) := φ(x+ ct) = φ(ξ) is a solution of the equation{
J ∗ φ − φ − cφ′ + f (φ) = 0,
φ(−∞) = 0, φ(+∞) = 1. (1.7)
We call c the traveling wave speed and φ the proﬁle of such a traveling wave solution.
Now, we can state our result about the existence and qualitative features of an entire solution,
which will be established in this paper.
Theorem 1.1. Assume that (J1), (J2) and (F) hold. If Eq. (1.6) admits an increasing traveling wave solution φ
with wave speed c > 0, then for any given constants θ1 and θ2 , there exists a solution u(x, t) := u(x, t; θ1, θ2)
of (1.6) deﬁned for all (x, t) ∈ R2 such that
lim
t→−∞
{
sup
x0
∣∣u(x, t) − φ(x+ ct + θ1)∣∣+ sup
x0
∣∣u(x, t) − φ(−x+ ct + θ2)∣∣}= 0.
Furthermore, the following statements hold:
(i) For any (x, t) ∈ R2 , 0< u(x, t) < 1 and ∂
∂t u(x, t) > 0.
(ii) u(x, t) → 1 as t → +∞ uniformly in x ∈ R and u(x, t) → 1 as x → ±∞ for any t ∈ R.
(iii) u(x, t) = u(−x, t) on R2 , when θ1 = θ2 .
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∣∣u(x+ η, t) − u(x, t)∣∣ D1η and ∣∣∣∣∂u(x+ η, t)∂t − ∂u(x, t)∂t
∣∣∣∣ D2η
for 0< η < +∞.
(v) For any (x, t) ∈ R2 , u(x, t) is increasing with respect to (θ1, θ2) ∈ R2 .
(vi) u(x, t; θ1, θ2) → φ(x + ct + θ1) as θ2 → −∞ uniformly in [A,+∞) × (−∞, A] for any A ∈ R;
u(x, t; θ1, θ2) → φ(−x + ct + θ2) as θ1 → −∞ uniformly in (−∞, A]2 for any A ∈ R; and
u(x, t; θ1, θ2) → 0 as θ1 → −∞ and θ2 → −∞ uniformly in R × (−∞, A] for any A ∈ R;
u(x, t; θ1, θ2) → 1 uniformly in [A,+∞)2 as θ1 → +∞ and θ2 → −∞ or (−∞, A] × [A,+∞) as
θ1 → −∞ and θ2 → +∞ for any A ∈ R; and u(x, t; θ1, θ2) → 1 uniformly in R2 as θ1 → +∞ and
θ2 → +∞.
(vii) Assume that Φ(x, t) is a non-trivial continuous entire solution of (1.6) satisfying 0 < Φ(x, t) < 1 and
(U+): there exist constants d > 0, T ∈ R, and functions l(.) and r(.) such that for all t  T ,{
Φ(x, t) > β0, x ∈
(−∞, l(t)]∪ [r(t),+∞),
Φ(x, t) α0, x ∈
[
min
{
l(t) + d, r(t) − d},max{l(t) + d, r(t) − d}], (1.8)
where α0 , β0 are constants with
f (u) < 0 in u ∈ (0,α0] and f (u) > 0 in u ∈ [β0,1). (1.9)
Then for some (x0, t0) ∈ R2 , Φ(x, t) = u(x+ x0, t + t0) for any (x, t) ∈ R2 .
(viii) The entire solution u(x, t; θ1, θ2) depends continuously on (θ1, θ2) ∈ R2 in the sense of that in Theo-
rem 4.8.
(ix) u(x, t) is Liapunov stable.
Theorem 1.2. Assume that (J1), (J2) and (F) hold. If Eq. (1.6) admits an increasing traveling wave solution φ
with wave speed c < 0, then for any given constants θ1 and θ2 , there exists a solution u(x, t) of (1.6) deﬁned
for all (x, t) ∈ R2 such that
lim
t→−∞
{
sup
x0
∣∣u(x, t) − φ(−x+ ct + θ1)∣∣+ sup
x0
∣∣u(x, t) − φ(x+ ct + θ2)∣∣}= 0.
Moreover, (iii)–(v) and (viii)–(ix) of Theorem 1.1 still hold and there further hold:
(i) For any (x, t) ∈ R2 , 0< u(x, t) < 1 and ∂
∂t u(x, t) < 0.
(ii) u(x, t) → 0 as t → +∞ uniformly in x ∈ R and u(x, t) → 0 as x→ ±∞ for any t ∈ R.
(iii) Assume that Φ(x, t) is a non-trivial continuous entire solution of (1.6) satisfying 0 < Φ(x, t) < 1 and
(U−): there exist constants d > 0, T ∈ R, and functions l(.) and r(.) such that for all t  T ,{
Φ(x, t) β0, x ∈
[
min
{
l(t) + d, r(t) − d},max{l(t) + d, r(t) − d}],
Φ(x, t) < α0, x ∈
(−∞, l(t)]∪ [r(t),+∞), (1.10)
where α0 , β0 are constants with
f (u) < 0 in u ∈ (0,α0] and f (u) > 0 in u ∈ [β0,1).
Then for some (x0, t0) ∈ R2 , Φ(x, t) = u(x+ x0, t + t0) for any (x, t) ∈ R2 .
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φ(−x+ ct + θ2) as θ1 → −∞ uniformly in [A,+∞)× (−∞, A] for any A ∈ R; and u(x, t; θ1, θ2) → 0
as θ1 → −∞ and θ2 → −∞ uniformly in R × (−∞, A] for any A ∈ R; u(x, t; θ1, θ2) → 1 uniformly in
(−∞, A]2 as θ1 → +∞ and θ2 → −∞ or [A,+∞) × (−∞, A] as θ1 → −∞ and θ2 → +∞ for any
A ∈ R; and u(x, t; θ1, θ2) → 1 uniformly in R2 as θ1 → +∞ and θ2 → +∞.
Remark 1.3. We only need to prove Theorem 1.1 for the case c > 0. For Theorem 1.2, we can argue
as follows. Assume that φ(x+ ct) is an increasing traveling wave front up to translation of (1.6) with
c < 0 satisfying φ(−∞) = 0 and φ(+∞) = 1. Let ψ(x − ct) = φ(−(x − ct)). Thus ψ(−∞) = 1 and
ψ(+∞) = 0. Set c′ = −c > 0 and χ(x + c′t) = 1 − ψ(x + c′t) = 1 − ψ(x − ct) = 1 − φ(−x + ct). So
χ(−∞) = 0 and χ(+∞) = 1. And we conclude that χ(x + c′t) is a traveling wave solution of the
following equation
∂u
∂t
= J ∗ u − u − f (1− u). (1.11)
Set f ∗(u) = − f (1− u). Obviously, f ∗(u) satisﬁes (F). And (1.11) reduces to
∂u
∂t
= J ∗ u − u + f ∗(u).
Applying Theorem 1.1 to (1.11), we can get Theorem 1.2.
The remainder of this paper is organized as follows. In Section 2, we prove the existence and
continuous dependence of solutions on initial functions for Cauchy problem of (1.6), introduce the
comparison theorem, and study the asymptotic behavior of traveling wave solutions at inﬁnity. In
Section 3, we establish the existence of entire solutions. And the uniqueness, continuity and stability
of such an entire solution are shown in Section 4.
2. Preliminaries
In this section, we will make preparations for getting our main results later.
2.1. Comparison theorem
From Lemmas 2.3 and 2.4 in [12], we have the following results.
Theorem 2.1 (Strong maximum principle). Suppose that u ∈ C1([0, T ], L∞(R)) and u(x, t) satisﬁes{
∂u
∂t
− ( J ∗ u − u) + c(x, t)u  0, (x, t) ∈ R × (0, T ],
u(x,0) 0, x ∈ R,
where 0 < T ∈ R, c(x, t) ∈ L∞(R × [0, T ]) and J satisﬁes (J1). Then u(x, t)  0 on R × [0, T ]. Moreover,
if u(x, t) is bounded and uniformly continuous on (x, t) ∈ R × [0, T ] and u(x, t) ≡ 0 on R × [0, T ], then
u(x, t) > 0 on R × (0, T ].
Theorem 2.2 (Comparison principle). Suppose that u1(x, t),u2(x, t) ∈ C1([0, T ], L∞(R)) and u1(x, t),
u2(x, t) satisfy{
∂u1
∂t
− ( J ∗ u1 − u1) − f (u1) ∂u2
∂t
− ( J ∗ u2 − u2) − f (u2), (x, t) ∈ R × (0, T ],
u1(x,0) u2(x,0), x ∈ R,
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u2(x, t) are bounded and uniformly continuous functions on R × [0, T ] and u1(x, t) ≡ u2(x, t) on R × [0, T ],
then u1(x, t) > u2(x, t) on R × (0, T ].
2.2. Cauchy problems
In order to construct new entire solutions of (1.6), which behave asymptotically as t → −∞ like
two traveling waves for large |x|: one coming from the left and the other coming from the right, we
consider a countable number of functions un(x, t) which are the solutions of Cauchy problems starting
at times −n with suitable initial conditions.
Theorem 2.3. Assume that (J1) and (F) hold. Then, for any 0 g(x) 1, the following Cauchy problem
{
∂u
∂t
= J ∗ u − u + f (u), x ∈ R, t > 0,
u(x,0) = g(x), x ∈ R,
(2.1)
has a unique solution u(x, t) :R × [0,∞) → [0,1] and u(x, t; g) depends continuously on initial function
g(x). Furthermore, if g(x) ∈ C(R, [0,1]), then u(x, t; g) ∈ C(R × [0,∞), [0,1]).
Proof. Note that (2.1) is equivalent to the following integral equation
u(x, t) = g(x)e−μt +
t∫
0
e−μ(t−s)
[
( J ∗ u)(x, s) + μu(x, s) − u(x, s) + f (u(x, s))]ds,
where μ = maxu∈[0,1] | f ′(u) − 1|. Then the existence and uniqueness of solutions of (2.1) follow by
Picard’s iteration and the monotonicity of J ∗ u +μu − u + f (u), see [15, Lemma 3.1], or follow from
an argument similar to that in [49, Theorem 4.1] by using a contracting map. We omit the details of
the proof.
Now, we prove that u(x, t; g) continuously depends on g(x). Let u1(x, t) and u2(x, t) be the solu-
tions of (2.1) with initial functions g1(x) and g2(x) respectively. Then
(u2 − u1)(x, t) = e−μt
(
g2(x) − g1(x)
)+ t∫
0
e−μ(t−s)
[
J ∗ (u2 − u1)(x, s) + (μ − 1)(u2 − u1)(x, s)
+ f (u2(x, s))− f (u1(x, s))]ds.
And
∣∣(u2 − u1)(x, t)∣∣ e−μt∣∣g2(x) − g1(x)∣∣+ t∫
0
e−μ(t−s)
[∥∥(u2 − u1)(., s)∥∥L∞(R)
+ (μ + 1+ M)∣∣(u2 − u1)(x, s)∣∣]ds
 e−μt‖g2 − g1‖L∞(R) + (μ + 2+ M)
t∫
e−μ(t−s)
∥∥(u2 − u1)(., s)∥∥L∞(R) ds,
0
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∥∥(u2 − u1)(., t)∥∥L∞(R)  ‖g2 − g1‖L∞(R) + (μ + 2+ M)
t∫
0
∥∥(u2 − u1)(., s)∥∥L∞(R) ds.
Applying Gronwall’s inequality, yields∥∥(u2 − u1)(., t)∥∥L∞(R)  ∥∥g2(.) − g1(.)∥∥L∞(R)(1+ (μ + 2+ M)te(μ+2+M)t).
This completes the proof. 
From now on, if there are no special assertions, we assume that J satisﬁes (J1) and (J2), and f
satisﬁes (F).
Let h,h′ ∈ R be two given numbers. Fix a positive integer n0. Then for any n  n0, let un(x, t) =
un;h,h′ (x, t) be the unique solution of the Cauchy problem{
(un)t = J ∗ un − un + f (un), x ∈ R, t > −n,
un(x,−n) = un,0(x) := max
{
φ(x− cn+ h),φ(−x− cn+ h′)}, x ∈ R. (2.2)
Next, we show some a priori estimates uniform in n of un(x, t), which allow us to pass to the limit
as n → +∞. Especially, some properties fulﬁlled by the functions un(x, t) will hold well for the limit
function u(x, t). Assume that φ(x+ ct) is a traveling wave solution of (1.6) satisfying (1.7) with wave
speed c = 0. We then have |φ′|  2+M1|c| , where M1 = maxs∈[0,1] f (s). Therefore, the initial functions
un,0(x) are globally Lipschitz in x and there exists a constant M which is independent of n, h and h′
such that ∣∣un,0(x1) − un,0(x2)∣∣ M|x1 − x2| for any x1, x2 ∈ R.
Thus, we have the following assertion by Proposition 2.5 in [36].
Proposition 2.4. There exist positive constants M ′ and M ′′ , which are independent of h, h′ , n and t, such that
the solutions un(x, t) of (2.2) satisfy ∣∣un(x+ η, t) − un(x, t)∣∣ M ′η
and ∣∣∣∣∂un∂t (x+ η, t) − ∂un∂t (x, t)
∣∣∣∣ M ′′η
for any x ∈ R, t > −n and η > 0.
Furthermore, since f is of C2, we can differentiate (2.2) in t . It is easy to see that there exists a
constant C > 0 which is independent of x, t , n and (h,h′) such that for any n ∈ N , t  −n + 1 and
x ∈ R, ∣∣(un)t∣∣, ∣∣(un)tt ∣∣ C . (2.3)
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Here, we show a priori decay rate of traveling wave fronts of (1.6) at inﬁnity. The method comes
from Carr and Chmaj [10], Coville et al. [22] and Wang et al. [45,47].
Deﬁne two complex functions 0(λ) and 1(λ) by
0(λ) =
∞∫
−∞
J (y)eλy dy − 1− cλ + f ′(0),
1(λ) =
∞∫
−∞
J (y)eλy dy − 1− cλ + f ′(1),
where λ ∈ C. Then the following result holds.
Lemma 2.5. The equation i(λ) = 0 has two real roots λi1 < 0 and λi2 > 0 such that
i(λ) =
{
> 0 for λ < λi1,
< 0 for λ ∈ (λi1, λi2),
> 0 for λ > λi2,
where i = 0,1.
Proof. Since for λ ∈ R
∂
∂λ2
i(λ) =
∞∫
−∞
J (y)y2eλy dy > 0
with i = 0,1, 0(0) = f ′(0) < 0 and 1(0) = f ′(1) < 0, it is easy to see that the conclusion holds. 
Next, we provide a technical lemma about the asymptotic behavior of a positive decreasing func-
tion, which is Proposition 2.3 in [10] and is important to get our results.
Lemma 2.6. Let F (λ) = ∫∞0 u(x)e−λx dx, with u being a positive decreasing function. Assume that F has the
representation
F (λ) = H(λ)
(λ + α)k+1 ,
where k > −1 and H is analytic in the strip −α  Reλ < 0. Then
lim
x→∞
u(x)
xke−αx
= H(−α)
Γ (α + 1) .
Theorem 2.7. Assume that φ(x) is an increasing traveling wave solution of (1.6) satisfying (1.7) with speed
c = 0. Then
(i) limx→−∞ e−λ02xφ(x) = A0 and limx→−∞ e−λ02xφ′(x) = A0λ02 , where A0 is a positive constant,
(ii) limx→∞ e−λ11x(1− φ(x)) = A1 and limx→∞ e−λ11xφ′(x) = −A1λ11 , where A1 is a positive constant.
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−cu′ = −( J ∗ u − u) + f (1− u). (2.4)
Since limx→∞ u(x) = 0, there exists x0 > 0 large enough such that for any x> x0,
−1
2
f ′(1)u(x) Mu2(x), (2.5)
where M = 12 max[0,1] | f ′′(s)|. In the following, we proceed in three steps.
Step 1. We ﬁrst prove that
(i) f (1− u) ∈ L1(R),
(ii) u, J ∗ u ∈ L1(R+),
(iii) v(x) = ∫∞x u(s)ds satisﬁes v(x) K (1+ |x|) for some positive constant K and v(x) ∈ L1(R+).
We start with the proof of (i). According to the Fundamental Theorem of Calculus and Fubini’s
Theorem,
y∫
x
∫
R
J (z)
[
u(s + z) − u(s)]dzds = y∫
x
∫
R
J (z)
1∫
0
u′(s + θ z)z dθ dzds
=
∫
R
J (z)z
1∫
0
[
u(y + θ z) − u(x+ θ z)]dθ dz. (2.6)
Integrating (2.4) from x to y, by (2.6), we have
c
(
u(x) − u(y))+ ∫
R
J (z)z
1∫
0
[
u(y + θ z) − u(x+ θ z)]dθ dz = y∫
x
f
(
1− u(s))ds. (2.7)
Note that | J (z)zu(y + θ z)| | J (z)z| ∈ L1(R × [0,1]) since J is compactly supported. Using Lebesgue’s
dominated convergence theorem, as y → +∞, it follows that
cu(x) −
∫
R
1∫
0
J (z)zu(x+ θ z)dθ dz =
∞∫
x
f
(
1− u(s))ds. (2.8)
Thus,
∞∫
x
f
(
1− u(s))ds |c| + ∫
R
J (z)|z|dz,
which proves (i).
560 Y.-J. Sun et al. / J. Differential Equations 251 (2011) 551–581To get (ii), we argue as follows. In view of (2.6) and (2.7),
c
(
u(x) − u(y))+ y∫
x
J ∗ u(s)ds −
y∫
x
f
(
1− u(s))ds = y∫
x
u(s)ds, (2.9)
which implies that J ∗ u ∈ L1(R+) follows from u ∈ L1(R+) and (i). Now, ﬁx x0 > 0 large enough such
that for any x> x0, (2.5) holds. Then, according to Taylor’s expansion, for any x > x0,
f
(
1− u(x))= − f ′(1)u(x) + 1
2
f ′′(η)u2(x)− f ′(1)u(x) − Mu2(x)−1
2
f ′(1)u(x). (2.10)
And for any x> x0, from (2.8), we have
cu(x) −
∫
R
1∫
0
J (z)zu(x+ θ z)dθ dz−1
2
f ′(1)
∞∫
x
u(s)ds, (2.11)
which shows that u is integrable on R+ and (ii) is proved.
Now we prove (iii). From (ii), we know that v(x) is a well-deﬁned nonincreasing smooth function
with v(+∞) = 0. And by the deﬁnition of v ,
v(x)
∞∫
−|x|
u(s)ds =
∞∫
0
u(s)ds +
0∫
−|x|
u(s)ds K
(
1+ |x|)
with K = max{∫∞0 u(s)ds,1}. Fix x > x0 such that the inequality (2.11) holds. Then integrating (2.11)
on (x,+∞), we get
cv(x) −
∫
R
1∫
0
J (z)zv(x+ θ z)dθ dz−1
2
f ′(1)
∞∫
x
v(s)ds. (2.12)
Since J is compactly supported, it is easy to see that for any x > x0,
∫
R
∫ 1
0 J (z)zv(x + θ z)dθ dz  K0,
where K0 is some positive constant. Thus, from (2.12), we get v ∈ L1(x0,+∞) and then (iii) follows.
Step 2. We will show that there exist two positive constants M , β such that v(x) = ∫∞x u(s)ds satisﬁes
v(x) Me−βx. (2.13)
We now prove it. Firstly, we prove that for some positive constants D and r, we have
∞∫
v(x)eβx dx < D, (2.14)r
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creasing function with ζ ≡ 1 in (−∞,1] and ζ ≡ 0 in [2,+∞). For N ∈ N, let ζN = ζ(x/N). Integrating
(2.4) on (x,+∞), we get
J ∗ v(x) − v(x) − cv ′(x) =
∞∫
x
f
(
1− u(s))ds. (2.15)
Then multiplying (2.15) by eβxζN and integrating over R, it follows that
∫
R
( J ∗ v − v)(eβxζN)dx− c ∫
R
v ′
(
eβxζN
)
dx =
∫
R
∞∫
x
f
(
1− u(s))(eβxζN)dsdx. (2.16)
Choose r > x0 such that for any x r, (2.10) holds. Obviously, by (i) in Step 1 and the property of ζ ,
there exists some positive constant D independent of N such that
∣∣∣∣∣
r∫
−∞
∞∫
x
f
(
1− u(s))(eβxζN)dsdx
∣∣∣∣∣< D. (2.17)
Thus, by (2.10) and (2.17), we have
∫
R
∞∫
x
f
(
1− u(s))(eβxζN)dsdx = ∞∫
r
∞∫
x
f
(
1− u(s))(eβxζN)dsdx+ r∫
−∞
∞∫
x
f
(
1− u(s))(eβxζN)dsdx
−1
2
f ′(1)
∞∫
r
veβxζN dx− D. (2.18)
Take 1 < B1 < 1 − 14 f ′(1). Obviously,
∫ r
−∞ J (y)dy < B1. By continuity, there exists β0 > 0 such that
for any 0< β < β0,
r∫
−∞
J (y)eβ y dy  B1e−βr . (2.19)
Note that, since J is compactly supported,∫
R
( J ∗ v)(eβxζN)dx = ∫
R
∫
R
J (x− y)v(y)eβxζN dy dx
=
∫
R
∫
R
J (z)v(y)eβ(y+z)ζN(y + z)dy dz
=
∫
v(y)eβ y
[ r∫
J (z)eβzζN(y + z)dz +
∞∫
r
J (z)eβzζN(y + z)dz
]
dyR −∞
562 Y.-J. Sun et al. / J. Differential Equations 251 (2011) 551–581
∫
R
v(y)eβ y
[ r∫
−∞
J (z)eβz dz + B2
]
dy,
where B2 =
∫∞
r J (z)e
βz dz. Then from (2.19), we have
∫
R
( J ∗ v − v)(eβxζN)dx ∫
R
v(x)eβx
[ r∫
−∞
J (z)eβz dz + B2 − ζN(x)
]
dx

∫
R
v(x)eβx
[
B1e
−βr − ζN(x) + B2
]
dx. (2.20)
In addition,
−
∫
R
v ′eβxζN dx = β
∫
R
veβxζN dx+
∫
R
veβxζ ′N dx β
∫
R
veβxζN dx (2.21)
due to (iii) in Step 1, ζ ′N  0 and ζN (+∞) = 0. Therefore, by (2.18), (2.20) and (2.21), we have∫
R
v(x)eβx
[
B1e
−βr − ζN + B2
]
dx+ |c|β
∫
R
veβxζN dx−1
2
f ′(1)
∞∫
r
veβxζN dx− D,
(
−1
2
f ′(1) + 1− |c|β
) ∞∫
r
veβxζN dx−
(
B1e
−βr + B2
) ∞∫
r
veβx dx D ′.
We can choose β suitably and r large enough such that
b = −1
2
f ′(1) + 1− |c|β − B1e−βr − B2 > 0.
Letting N → ∞, we get
b
∞∫
r
veβx dx D ′,
which proves (2.14). According to the monotonicity of v , we can conclude that (2.13) holds. Indeed,
if (2.13) does not hold, there exists a sequence xn → +∞ such that v(xn)  ne−βxn . Extracting a
subsequence if necessary such that xn+1 − xn > 1, thus since v is nonincreasing,
∞∫
x0
veβx dx
∑
n1
xn∫
xn−1
ne−βxneβx dx
=
∑
n1
n
β
(
1− e−β(xn−xn−1))

∑
n1
n
β
(
1− e−β)= ∞,
which is a contradiction.
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−A1λ11, where A1 is a positive constant.
The proof is as follows. Recall that
∫∞
x J ∗u(s)ds =
∫
R
J (s)v(x+ s)ds. Since J has compact support
and v(x)  Me−βx , also
∫∞
x J ∗ u(s)ds  M ′e−βx for some constant M ′ > 0. From (2.9), as y → +∞,
we have
cu(x) +
∞∫
x
J ∗ u(s)ds −
∞∫
x
f
(
1− u(s))ds = ∞∫
x
u(s)ds. (2.22)
Thus, it is easy to see that u(x) M ′′e−βx with some positive constant M ′′ .
Now for λ with −β < Reλ < 0, we can deﬁne a two-sided Laplace transform of U by
(λ) ≡
∞∫
−∞
e−λxu(x)dx.
Since
∞∫
−∞
e−λx
(
J ∗ u(x))dx = ∞∫
−∞
J (y)eλy
∞∫
−∞
u(x+ y)e−λ(x+y) dxdy = (λ)
∞∫
−∞
J (y)eλy dy
and (2.4) can be written as
J ∗ u − u − cu′ + f ′(1)u = f ′(1)u + f (1− u),
we have
1(λ)(λ) =
( ∞∫
−∞
J (y)eλy dy − cλ − 1+ f ′(1)
)
(λ)
=
∞∫
−∞
e−λx
[
f ′(1)u + f (1− u)]dx. (2.23)
From limx→+∞ u(x) = 0 and Taylor’s expansion, we have f (1 − u) + f ′(1)u = O (u2) as x → +∞.
Therefore, the right side of (2.23) is deﬁned for λ with −2β < Reλ < 0. We now use a property of
Laplace transforms (Widder [50]). According to u(x) > 0, there exists a constant D such that (λ) is
analytic for D < Reλ < 0 and (λ) has a singularity at λ = D . So (λ) is deﬁned for Reλ > λ11. Now
we rewrite (2.23) as follows
∞∫
0
e−λxu(x)dx =
∫∞
−∞ e
−λx[ f ′(1)u + f (1− u)]dx
1(λ)
−
0∫
−∞
e−λxu(x)dx.
Note that
∫ 0
−∞ e
−λxu(x) is analytic for Reλ < 0 and the equation 1(λ) = 0 does not have any zeros
with Reλ = λ11 other than λ = λ11. Actually, let λ = λ11 + iγ . Then 1(λ) = 0 implies that
564 Y.-J. Sun et al. / J. Differential Equations 251 (2011) 551–581∞∫
−∞
eλ11 y J (y) cos(γ y)dy − 1− cλ11 + f ′(1) = 0 and
∞∫
−∞
eλ11 y J (y) sin(γ y)dy − cγ = 0. (2.24)
By 1(λ11) = 0, (2.24) can be rewritten as
∞∫
−∞
eλ11 y J (y) sin2
(
γ y
2
)
dy = 0 and
∞∫
−∞
eλ11 y J (y) sin(γ y)dy − cγ = 0,
which implies that γ = 0. Now, since u(x) is decreasing, limx→+∞ e−λ11xu(x) = limx→+∞ e−λ11x(1 −
φ(x)) exists by Lemma 2.6. And we let limx→+∞ e−λ11x(1− φ(x)) = A1. In addition, since f (1− u) =
− f ′(1)u + O (u2) as x→ ∞,
lim
x→+∞ e
−λ11x f
(
1− u(x))= lim
x→+∞ e
−λ11x(− f ′(1)u + O (u2))= − f ′(1)A1.
And in view of Lebesgue’s dominated convergence theorem, we have
lim
x→+∞ e
−λ11x J ∗ u(x) = lim
x→+∞ e
−λ11x
∞∫
−∞
J (z)u(x+ z)dz
= lim
x→+∞
∞∫
−∞
J (z)e−λ11(x+z)u(x+ z)eλ11z dz
= A1
∞∫
−∞
J (z)eλ11z dz.
So
lim
x→+∞ e
−λ11xφ′(x) = − lim
x→+∞ e
−λ11xu′(x)
= −1
c
[
A1
∞∫
−∞
J (z)eλ11z dz − A1 + f ′(1)A1
]
= − A1
c
[ ∞∫
−∞
J (z)eλ11z dz − 1+ f ′(1)
]
= −A1λ11.
Now we have proved the second result. The ﬁrst conclusion can be obtained by a similar argument.
This completes the proof. 
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Motivated by Hamel and Nadirashvili [29], Guo and Morita [28], Chen and Guo [16] and Wang et
al. [45,47], we will establish a two-dimensional manifold of entire solutions of (1.6) which is unique
up to space–time translations and Liapunov stable. From now on, we shall assume that there exists
an increasing traveling wave front φ of (1.6) which connects the equilibria 0 and 1 with speed c > 0.
Consider the following ordinary differential equation
d
dt
V (t) = c + Neλ02V , t  0, (3.1)
where λ02 is deﬁned by Lemma 2.5 and N is a positive constant. This equation has an explicit solution
as follows:
V (t) = V (0) + ct − 1
λ02
ln
{
1+ N
c
eλ02V (0)
(
1− ecλ02t)}. (3.2)
Set
a = V (0), γ := a− 1
λ02
ln
(
1+ N
c
eλ02a
)
. (3.3)
From the identity
V (t) − ct − γ = − 1
λ02
ln
{
1− re
cλ02t
1+ r
}
,
we have
0 < V (t) − ct − γ  R1ecλ02t for t  0,
where r = Nc eλ02a and R1 is some positive constant independent of γ . Now let θ = − 1λ02 ln(1+ Nc ) < 0.
It is easy to see that the function γ = γ (a) is strictly increasing on (−∞,0] with γ (0) = θ . So, γ (a)
is invertible. Thus, for any γ ∈ (−∞, θ], there exists a unique a = a(γ ) ∈ (−∞,0] satisfying (3.3).
Now set I = {1,2}, i, j ∈ I and i + j = 3. Given any γ1, γ2 ∈ (−∞, θ], for t  0, let ak := a(γk) and
Vk(t) (k = 1,2) satisfy
γi = ai − 1
λ02
ln
(
1+ N
c
eλ02ai
)
,
γ j = a j − 1
λ02
ln
(
1+ N
c
eλ02ai
)
,
Vi(t) := Vi(t;γi, γ j) = ai + ct − 1
λ02
ln
{
1+ N
c
eλ02ai
(
1− ecλ02t)},
V j(t) := V j(t;γi, γ j) = a j + ct − 1
λ02
ln
{
1+ N
c
eλ02ai
(
1− ecλ02t)}. (3.4)
Obviously, we have ai − γi = a j − γ j ,
0 < Vi(t) − ct − γi = V j(t) − ct − γ j = − 1
λ
ln
{
1− re
cλ02t
1+ r
}
 R1eλ02ct02
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(−∞, θ]).
When γ1  γ2, we set i = 1 and j = 2. When γ1  γ2, let i = 2 and j = 1. In addition, it is easy to
see that Vi(t) and V j(t) are increasing on t ∈ (−∞,0] and satisfy V j(t) Vi(t) 0 for t  0.
According to Theorem 2.7, there exist positive constants δ1 and δ2 such that
inf
x0
φ′(x)
φ(x)
= δ1, inf
x0
φ′(x)
1− φ(x) = δ2.
Then the following inequalities hold,
keλ02x  φ(x) Keλ02x for x 0, (3.5)
δkeλ02x  δφ(x) φ′(x) for x 0, (3.6)
meλ11x  1− φ(x) Meλ11x for x 0, (3.7)
δmeλ11x  δ
(
1− φ(x)) φ′(x) for x 0, (3.8)
where k, K , m, M are positive constants and δ =min{δ1, δ2}.
Now, we can present the following lemma.
Lemma 3.1. Let L = maxu∈[0,2] | f ′′(u)| and N  max{ LK 2δk , LKδm , LKδ }. Then the function I(x, t) := φ(x +
V1(t)) + φ(−x+ V2(t)) deﬁned on R × (−∞,0] satisﬁes E[I] 0, where E[I] := ∂ I∂t − ( J ∗ I − I) − f (I).
Proof. Without loss of generality, we assume that γ1  γ2. So V1(t) V2(t) 0 for all t  0. For any
(x, t) ∈ R × (−∞,0), we have
E[I] = (V ′1(t) − c)φ′(x+ V1(t))+ (V ′2(t) − c)φ′(−x+ V2(t))− f (φ(x+ V1(t))+ φ(−x+ V2(t)))
+ f (φ(x+ V1(t)))+ f (φ(−x+ V2(t)))
= {φ′(x+ V1(t))+ φ′(−x+ V2(t))}Neλ02V2(t) − W (x, t),
where
W (x, t) = f (φ(x+ V1(t))+ φ(−x+ V2(t)))− f (φ(x+ V1(t)))− f (φ(−x+ V2(t))).
For u, v ∈ [0,1], because of f (0) = 0,
∣∣ f (u + v) − f (u) − f (v)∣∣= ∣∣∣∣∣
1∫
0
f ′(u + sv)ds v −
1∫
0
f ′(sv)ds v
∣∣∣∣∣ Luv. (3.9)
We now estimate
R(x, t) := W (x, t)
φ′(x+ V1(t)) + φ′(−x+ V2(t)) . (3.10)
Case I: λ02 −λ11. We divide R into 3 regions.
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R(x, t) LK
2eλ02(x+V1(t))eλ02(−x+V2(t))
δkeλ02(x+V1(t)) + δkeλ02(−x+V2(t)) 
LK 2eλ02(−x+V2(t))
δk
 LK
2
δk
eλ02V2(t), (3.11)
and for V2(t) x 0,
R(x, t) LK
2eλ02(x+V1(t))
δk + δkeλ02(x+V1(t))−λ02(−x+V2(t)) 
LK 2
δk
eλ02V2(t). (3.12)
(ii) x V2(t). It follows from (3.5) and (3.8) that
R(x, t) Lφ(x+ V1(t))
φ′(x+ V1(t)) + φ′(−x+ V2(t)) 
LKeλ02(x+V1(t))
δmeλ11(−x+V2(t))
= LKe
λ02V1(t)
δme−(λ02+λ11)xeλ11V2(t)
 LK
δm
eλ02V2(t). (3.13)
(iii) x−V1(t). By (3.5) and (3.8),
R(x, t) Lφ(−x+ V2(t))
φ′(x+ V1(t)) + φ′(−x+ V2(t)) 
LKeλ02V2(t)
δme(λ02+λ11)xeλ11V1(t)
 LK
δm
eλ02V2(t). (3.14)
Combining (3.11)–(3.14), it follows that
E[I] = {φ′(x+ V1(t))+ φ′(−x+ V2(t))}(Neλ02V2(t) − R(x, t)) 0.
Case II: 0< λ02 < −λ11. We know that λ02 and λ11 satisfy
∞∫
−∞
J (y)eλ02 y dy − 1− cλ02 + f ′(0) = 0,
∞∫
−∞
J (y)eλ11 y dy − 1− cλ11 + f ′(1) = 0.
It is easy to see that
∫∞
−∞ J (y)e
λ11 y dy >
∫∞
−∞ J (y)e
λ02 y dy. So f ′(1) < f ′(0) < 0. Thus there is a posi-
tive constant M ∈ (0,1) such that
f ′(u) < f ′(0) as 1− M < u < 1+ M
and we can take this M as in (3.7) by translating φ(x) along x-axis appropriately. As in the proof of the
above case, we also divide R into three intervals [V2(t),−V1(t)], (−∞, V2(t)] and [−V1(t),+∞). For
V2(t) x−V1(t), we can get the same estimate as (3.11) and (3.12) for R(x, t). For x V2(t) < 0,
we have
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(−x+ V2(t)) 1− Meλ11(−x+V2(t))  1− M
and it follows that f ′(φ(−x + V2(t)) + sφ(x + V1(t)))  f ′(0) for 0  s  1, by modifying f (u) for
u  1+ M suitably if necessary such that
f ′(u) < f ′(0) for u > 1− M.
Therefore, by (3.9) we have
W (x, t) =
{ 1∫
0
f ′
(
φ
(−x+ V2(t))+ sφ(x+ V1(t)))ds − 1∫
0
f ′
(
sφ
(
x+ V1(t)
))
ds
}
φ
(
x+ V1(t)
)

{ 1∫
0
f ′(0)ds −
1∫
0
f ′
(
sφ
(
x+ V1(t)
))
ds
}
φ
(
x+ V1(t)
)
 Lφ2
(
x+ V1(t)
)
.
It follows that
R(x, t) Lφ
2(x+ V1(t))
φ′(x+ V1(t)) + φ′(−x+ V2(t)) 
Lφ(x+ V1(t))
δ + φ′(−x+V2(t))
φ(x+V1(t))
 LKe
λ02(x+V1(t))
δ
 LK
δ
eλ02V2(t).
For x−V1(t) > 0, by a similar argument to that for x V2(t) < 0, we have
R(x, t) LK
δ
eλ02V2(t).
Thus, E[I] 0 follows for 0< λ02 < −λ11. Now the proof is completed. 
Theorem 3.2. For any γ1 , γ2 ∈ (−∞, θ], there exists an entire solution u(x, t) := u(x, t;γ1, γ2) of (1.6) such
that
max
{
φ(x+ ct + γ1),φ(−x+ ct + γ2)
}
 u(x, t)min
{
I(x, t),1
}
, (x, t) ∈ R × (−∞,0],
(3.15)
where I(x, t) is deﬁned by Lemma 3.1. Moreover,
(i) there exist positive constants D1 and D2 such that∣∣u(x+ η, t) − u(x, t)∣∣ D1η
and ∣∣∣∣∂u∂t (x+ η, t) − ∂u∂t (x, t)
∣∣∣∣ D2η
for any (x, t) ∈ R2 and η > 0;
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∂t u(x, t) > 0 on R
2 and 0< u(x, t) < 1 for any (x, t) ∈ R2;
(iii) u(x, t) = u(−x, t) on R2 when γ1 = γ2;
(iv) u(x, t) → 1 as t → +∞ uniformly in x ∈ R, u(x, t) → 1 as x → ±∞ for any t ∈ R, and u(x, t) → 0 as
t → −∞ uniformly in x ∈ [−A, A] for any A ∈ R;
(v) lim
t→−∞
{
sup
x0
∣∣u(x, t) − φ(x+ ct + γ1)∣∣+ sup
x0
∣∣u(x, t) − φ(−x+ ct + γ2)∣∣}= 0; (3.16)
(vi) the function u(x, t;γ1, γ2) is increasing in (γ1, γ2) ∈ (−∞, θ]2;
(vii) u(x, t;γ1, γ2) → φ(x + ct + γ1) as γ2 → −∞ uniformly in [A,+∞) × (−∞, A] for any A ∈ R,
u(x, t;γ1, γ2) → φ(−x + ct + γ2) as γ1 → −∞ uniformly in (−∞, A]2 for any A ∈ R, and
u(x, t;γ1, γ2) → 0 as γ1 → −∞ and γ2 → −∞ uniformly in R × (−∞, A] for any A ∈ R.
Proof. Fix a positive constant n0. For any n n0, consider the following Cauchy problem{
(un)t = J ∗ un − un + f (un), x ∈ R, t > −n,
un(x,−n) = un,0(x) := max
{
φ(x− cn+ γ1),φ(−x− cn+ γ2)
}
.
Obviously, Proposition 2.4 and estimate (2.3) hold. According to Arzela–Ascoli Theorem, there exists
a subsequence (uni (x, t)) such that for any compact set K ⊂ R2, uni (x, t) and ∂∂t uni (x, t) converge
uniformly to functions u(x, t) and ∂
∂t u(x, t) as n → ∞, respectively. From the equation satisﬁed by
un(x, t), the limit function u(x, t) is an entire solution of (1.6). Moreover, in view of f is of class C2,
the same kind of estimate as (2.3) holds good for u(x, t). Namely, there exists a constant C which is
independent of γ1, γ2 such that
|ut |, |utt | C for any (x, t) ∈ R2. (3.17)
Because of φ(x − cn + γ1)  un(x,−n)  I(x,−n) and φ(−x − cn + γ2)  un(x,−n)  I(x,−n) for
any x ∈ R, by comparison principle, max{φ(x + ct + γ1),φ(−x + ct + γ2)}  un(x, t)  I(x, t) for any
(x, t) ∈ R × [−n,0]. It then follows that max{φ(x + ct + γ1),φ(−x + ct + γ2)}  u(x, t)  I(x, t) for
(x, t) ∈ R × (−∞,0].
Now, we prove the property (i). In view of 0 < un(x, t) < 1, 0 < u(x, t) < 1 for any (x, t) ∈ R2 by
comparison principle. Set D1 = 2 + M ′ , where M ′ is deﬁned in Proposition 2.4. Fix (x, t) ∈ R2 and
η > 0. Let K ⊂ R2 with (x, t) ∈ K and (x + η, t) ∈ K be a compact subset. Then there exists I0 ∈ N
such that for any i > I0, ∣∣u(y, t) − uni (y, t)∣∣ η for any (y, t) ∈ K .
Therefore, we have
∣∣u(x+ η, t) − u(x, t)∣∣

∣∣u(x+ η, t) − uni (x+ η, t)∣∣+ ∣∣uni (x+ η, t) − uni (x, t)∣∣+ ∣∣uni (x, t) − u(x, t)∣∣
 D1η.
Similarly, we have | ∂u(x+η,t)
∂t − ∂u(x,t)∂t | D2η for any (x, t) ∈ R2 and 0< η < +∞.
To get ∂
∂t u(x, t) > 0 on R
2, we ﬁrst show that un(x, t) is increasing in t ∈ [−n,+∞) for any x ∈ R.
Let b1(x) = φ(x− cn+ γ1). Then b1(x) satisﬁes
J ∗ b1(x) − b1(x) + f (b1) = J ∗ φ − φ + f (φ) = cφ′(x− cn+ γ1) > 0
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J ∗ b2(x) − b2(x) + f
(
b2(x)
)= J ∗ φ − φ + f (φ) = cφ′(−x− cn+ γ2) > 0.
Hence, the function un,0(x) =max(b1,b2) satisﬁes J ∗un,0 −un,0 + f (un,0) 0, ≡ 0 in the distribution
sense. Then un(x, t) un(x,−n) but un(x, t) ≡ un(x,−n) by the comparison principle for any t > −n.
Let  > 0. Following un(x,  −n) un(x,−n), we have un(x, t + ) un(x, t) for any t > −n and x ∈ R.
This implies that the functions un(x, t) are increasing in t ∈ [−n,+∞). So u(x, t) is nondecreasing
in t . Since ut satisﬁes
utt = J ∗ ut − ut + f ′(u)ut  J ∗ ut − ut + lut,
then
ut(x, t) e(l−1)(t−t0)ut(x, t0) +
t∫
t0
e(l−1)(t−s) J ∗ ut(x, s)ds e(l−1)(t−t0)ut(x, t0) (3.18)
for any t > t0, where t0 ∈ R is arbitrary and l = minu∈[0,1] f ′(u). If there exists some (x1, t1) ∈ R2 such
that ut(x1, t1) = 0, choose t0 suitably such that t0 < t1. Then by (3.18), we have
ut(x1, t1) e(l−1)(t1−τ )ut(x1, τ )
for any t0  τ < t1. Following from ut(x, t)  0 for any (x, t) ∈ R2, ut(x1, τ ) = 0 for any t0  τ < t1.
Since t0 is arbitrary, we get ut(x1, τ ) = 0 for any τ  t1. Therefore, in view of ut(x, t)  0 for any
(x, t) ∈ R2, we have utt(x1, t) = 0 for any t  t1. It then follows that J ∗ ut(x1, t) = 0 for all t < t1. Be-
cause J ∈ C1(R) and ∫
R
J (x)dx = 1, it is easy to obtain that ut(x, t) = 0 for any x ∈ R and t < t1
by iteration. This contradicts (3.15). According to this contradiction, we have ut(x, t) > 0 for any
(x, t) ∈ R2.
We now prove (v). Without loss of generality, assume that γ1  γ2. When x 0, by φ(x+ct+γ1)
u(x, t) I(x, t),
0 u(x, t) − φ(x+ ct + γ1) φ
(
x+ V1(t)
)+ φ(−x+ V2(t))− φ(x+ ct + γ1)
 sup
x∈R
∣∣φ′(x)∣∣(V1(t) − ct − γ1)+ Keλ02(−x+V2(t))
 N1eλ02ct + Keλ02V2(t),
where N1 is some positive constant. Similarly, when x 0,
0 u(x, t) − φ(−x+ ct + γ2) N1eλ02ct + Keλ02V2(t).
Thus, (3.16) follows.
In order to prove u(x, t;γ1, γ2) → φ(−x+ct+γ2) as γ1 → −∞, let γ n1 < γ2 for all n ∈ N and γ n1 →−∞. Since property (i) and estimate (3.17) do not depend on γ1, the entire solutions un(x, t;γ n1 , γ2)
of (1.6) converge to a function ψ(x, t) in the sense of that for any compact set K ⊂ R2, un(x, t;γ n1 , γ2),
∂
∂t u
n(x, t;γ n1 , γ2) converge uniformly to ψ(x, t), ∂∂tψ(x, t) as n → ∞, respectively, up to extraction of
some subsequence. Obviously, ψ(x, t) is an entire solution of (1.6). Because of for any n ∈ N , x ∈ R
and t  0,
φ(−x+ ct + γ2) un
(
x, t;γ n1 , γ2
)
 φ
(
x+ V1
(
t;γ n1 , γ2
))+ φ(−x+ V2(t;γ n1 , γ2)),
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φ(−x+ ct + γ2)ψ(x, t) φ
(−x+ V2(t))
with i = 2 in (3.4). In addition, by a similar argument to that of Lemma 2.2 in [13], we have that
there exist a small positive constant δ0 (which is independent of φ) and a large positive constant σ1
such that, for any δ ∈ (0, δ0] and every ξ0 ∈ R, the function W˜ (x, t) deﬁned by
W˜ (x, t) := φ(−x+ ct + ξ0 + σ1δ[1− e−βt])+ δe−βt
satisﬁes E[W˜ ] 0 on R × [0,+∞), where β := 12 min{− f ′(0),− f ′(1)}. Fix any t1 < 0. Set
η = ∥∥ψ(., t1) − φ(−. + ct1 + γ2)∥∥L∞(R).
According to V2(t) − ct − γ2 → 0 as t → −∞, for any δ > 0 there exists t2 < t1 such that
φ(−x+ ct2 + γ2)ψ(x, t2) φ(−x+ ct2 + γ2) + δ
for any x ∈ R. By comparison principle,
φ(−x+ ct2 + ct + γ2)ψ(x, t + t2) φ
(−x+ ct2 + ct + γ2 + σ1δ[1− e−βt])+ δe−βt
for all t  0 and x ∈ R. Take t = t1 − t2 > 0. We have
φ(−x+ ct1 + γ2)ψ(x, t1) φ
(−x+ ct1 + γ2 + σ1δ[1− e−βt])+ δe−βt .
It follows that
η(t1) =
∥∥ψ(., t1) − φ(−. + ct1 + γ2)∥∥L∞(R)  δ(1+ σ1 maxx∈R φ′(x)).
Since δ is arbitrary, we have η(t1) = 0. Eventually, ψ(x, t) = φ(−x + ct + γ2) for any (x, t) ∈ R2. As
usual, we can also add that the convergence of u(x, t;γ1, γ2) → φ(−x+ ct + γ2) is true as γ1 → −∞
(and not only for some sequence). Furthermore, from (3.15), this convergence occurs uniformly in
(x, t) ∈ (−∞, A]2 for any A ∈ R. Similarly, we can prove the remainder results of (vii). The proofs of
(iii), (iv) and (vi) are trivial. Now we complete the proof of the theorem. 
4. Uniqueness, continuity and stability of entire solutions
In this part, the uniqueness, continuity and stability of the entire solution u(x, t) founded in The-
orem 3.2 will be shown. And in this section, we always assume that Φ(x, t) is another entire solution
of (1.6) which satisﬁes (U+) and 0< Φ(x, t) < 1 on R2.
Lemma 4.1. Let β0 be as in (1.9). Then there exists T1 ∈ R such that
M(t) := inf
x∈RΦ(x, t) < β0, for any t  T1. (4.1)
Proof. Let β∗ < β0 such that f > 0 in [β∗,1). Denote by Q (.) the solution of Q ′(t) = f (Q (t)) with
initial value Q (0) = β∗ . Then Q ′(t) > 0 and Q (∞) = 1.
If the assertion were not true, there would exist a sequence {t j}∞j=1 such that lim j→∞ t j = −∞,
and M(t j) > β∗ for all j. Thus by comparison principle, M(t)  Q (t − t j) for all t > t j . Fixing t and
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is completed. 
By (1.8) and (4.1), the following functions are well deﬁned for all t  T2 := min{T , T1}:
l˜(t) = min{x ∣∣Φ(x, t) = β0}, r˜(t) = max{x ∣∣Φ(x, t) = β0},
p(t) = 1
2
[
r˜(t) − l˜(t)], m(t) = 1
2
[
r˜(t) + l˜(t)].
Lemma 4.2. limt→−∞ p(t) = ∞.
Proof. Denote by W (x, t; g) the solution of (1.6) with initial value g . According to Theorem 4.2 in [2],
we have that for any g ∈ C(R, [0,1]) with
lim inf
x→∞ g(x) > α, limsupx→−∞
g(x) < α,
where α is deﬁned by (F), there exist constants x1, x2, μ > 0 and δ > 0 such that
φ(x+ ct − x1) − μe−δt < W (x, t; g) < φ(x+ ct − x2) + μe−δt (4.2)
for all x ∈ R and t > 0. Now for any given constant L > 0, deﬁne a function
gˆ(y; L) :=
⎧⎪⎨⎪⎩
0 when y ∈ [−L, L],
−(y + L)β0 when y ∈ [−(L + 1),−L],
(y − L)β0 when y ∈ [L, L + 1],
β0 when y ∈ (−∞,−(L + 1)] ∪ [L + 1,+∞),
so in view of c > 0, there exists a constant T (L) such that
β0 W (x, t; gˆ) 1 for any x ∈ R, t  T (L).
If the assertion of the lemma were not true, there is an L > 0 and a sequence {t j}∞j=1
with lim j→∞ t j = −∞ and 0 < r˜(t j) − l˜(t j) < L for each integer j > 0. Comparing gˆ(.; L) with
Φ(m(t j) + ., t j), we have gˆ(.; L)  Φ(m(t j) + ., t j). So Φ(m(t j) + ., t j + t)  W (., t; gˆ) for all t > 0
by comparison principle. This implies that M(t j + T (L))  β0 for all j  0, contradicting (4.1). The
proof is completed. 
Deﬁne waves with interfacial region of size d by
X(d) := {g ∈ C(R; [0,1]) ∣∣ g  α0 in (−∞,−d], g  β0 in [0,∞)}.
Carefully looking into the proofs of Theorem 4.2 in [2] and Theorem 3.1 in [13], we can obtain the
following result.
Lemma 4.3. There exist positive constants μ0 and δ0 such that for any g ∈ X(d), the solution of (1.6) with
initial value g satisﬁes∣∣W (x, t; g) − φ(x+ ct + ξ)∣∣μ0e−δ0t for any x ∈ R, t  0,
where ξ = ξ(g) is some constant with |ξ |μ0 .
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g2  1 in R and g1 = g2 in [,+∞), we have∣∣W (x, t; g1) − W (x, t; g2)∣∣ ε
for any t ∈ [0,h] and x ∈ [0,∞).
Proof. Denote Jˆ (ξ) the Fourier transform of J . Under conditions (J1) and (J2), by Theorem 10.6.2
in [34], Theorems 7.1 and 7.4 and Plancherel’s formula in [42], it is obvious that Jˆ (ξ) is differentiable,
Jˆ (ξ) ∈ L1(R) and Jˆ ′(ξ) ∈ L2(R). In addition, because J is compactly supported, we necessarily have
Jˆ (ξ) ∼ 1− Aξ2 + o(|ξ |2) and Jˆ ′(ξ) ∼ −ξ as ξ → 0, where A = −1/2 Jˆ ′′(0) > 0, see [11]. According to
Lemmas 2.1 and 2.2 in [33], the fundamental solution of the following Cauchy problem{
∂u
∂t
= J ∗ u − u, x ∈ R, t > 0,
u(x,0) = u0(x), x ∈ R,
that is the solution of it with initial value u0 = δ0, can be decomposed as
S(x, t) = e−tδ0(x) + Kt(x)
and Kt(x) =
∫
R
(e−t( Jˆ (ξ)−1) − e−t)eixξdξ satisﬁes ‖Kt(x)‖L1(R)  2 for any t > 0. Moreover, it is easy to
get that ‖S(x, t)‖L1(R)  3 for any t > 0.
Now let v(x, t) = W (x, t; g2) − W (x, t; g1). Since 0 W (x, t; g1) W (x, t; g2) 1 for any (x, t) ∈
R × [0,∞) by comparison principle, we have 0 v(x, t) 1 and
∂v
∂t
(x, t) = J ∗ v(x, t) − v(x, t) + f (W (x, t; g2))− f (W (x, t; g1))
 J ∗ v(x, t) − v(x, t) + Dv(x, t)
for any (x, t) ∈ R × (0,∞) with D =maxs∈[0,1] f ′(s). Therefore, we have
v(x, t) eDt
∫
R
S(x− y, t)(g2 − g1)(y)dy
for any x ∈ R and t > 0. Since ‖S(x, t)‖L1(R)  3 for any t > 0 and S(x, t) is smooth with respect to t ,
there exists l < 0 such that
∫ +∞
−l S(y, t)dy  εe−Dh for all t ∈ [0,h]. Thus, for any x 0 and t ∈ [0,h],
we have v(x, t) ε. This completes the proof. 
Next, we prove the following lemma, which is rather useful later.
Lemma 4.5.
lim
t→−∞ infz∈R, τ∈R
∥∥Φ(z + ., t) − u(., τ )∥∥L∞(R) = 0.
Proof. Without loss of generality, assume γ1  γ2. Let ε > 0 be small enough and choose h > 0 such
that μ0e−δ0h = ε. According to (1.8), we have l(t) < l˜(t) < r˜(t) < r(t) for any t  T2. Let T3  −1 such
that for any t  T3, −p(t)+d <  := (ε,h), φ(−p(t)+ ch+γ2 −γ1 +2μ0) < ε, l˜(t)+d r˜(t)−d and
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(
x+m(t), t) β0 if |x| p(t),
Φ
(
x+m(t), t) α0 if |x| p(t) − d. (4.3)
Now ﬁx any τ  T3 and deﬁne a continuous function as follows:
g(x) =
{
Φ(x+m(τ ), τ ) if x−p(τ ) + d,
h(x, τ ) if −p(τ ) < x < −p(τ ) + d,
0 if x−p(τ ),
where h(x, τ ) is an arbitrary continuous function on [−p(τ ),−p(τ ) + d] with 0  h(x, τ )  α0 and
h(x, τ )Φ(x+m(τ ), τ ) on [−p(τ ),−p(τ ) + d].
On the one hand, ∣∣W (x,h; g) − Φ(x+m(τ ), τ + h)∣∣ ε for any x 0.
On the other hand, for some ξ ∈ [−μ0,μ0],∣∣W (x,h; g) − φ(x− p(τ ) + ch − ξ)∣∣μ0e−δ0h = ε for any x ∈ R,
since g(x) α0 for all x p(τ ) − d and g(x) β0 for all x p(τ ). Thus, for all x 0,∣∣Φ(x+m(τ ), τ + h)− φ(x− p(τ ) + ch − ξ)∣∣ 2ε.
Similarly, by the translation invariance of φ(x), there exists η ∈ [−μ0,μ0] such that∣∣Φ(x+m(τ ), τ + h)− φ(−x− p(τ ) + ch + γ2 − γ1 − η)∣∣ 2ε for all x 0.
Since
φ
(
x− p(τ ) + ch − ξ)= φ(x− ω1 − p(τ ) + ch − ω2),
φ
(−x− p(τ ) + ch + γ2 − γ1 − η)= φ(−(x− ω1) − p(τ ) + ch + γ2 − γ1 − ω2)
with ω1 = (ξ − η)/2 and ω2 = (ξ + η)/2, we have that for x−ω1,∣∣Φ(x+ ω1 +m(τ ), τ + h)− φ(x− p(τ ) + ch − ω2)∣∣ 2ε
and for x−ω1,∣∣Φ(x+ ω1 +m(τ ), τ + h)− φ(−x− p(τ ) + ch + γ2 − γ1 − ω2)∣∣ 2ε.
If ω1  0, we have that for any x ∈ [0,−ω1] ⊂ [0,μ0],∣∣φ(x− p(τ ) + ch − ω2)− φ(−x− p(τ ) + ch + γ2 − γ1 − ω2)∣∣< ε.
Therefore, for x 0, ∣∣Φ(x+ ω1 +m(τ ), τ + h)− φ(x− p(τ ) + ch − ω2)∣∣ 3ε,
and
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 4ε.
Similarly, for x 0, we have∣∣Φ(x+ ω1 +m(τ ), τ + h)− φ(−x− p(τ ) + ch + γ2 − γ1 − ω2)∣∣ 3ε
and
∣∣Φ(x+ ω1 +m(τ ), τ + h)− [φ(x− p(τ ) + ch − ω2)+ φ(−x− p(τ ) + ch + γ2 − γ1 − ω2)]∣∣
 4ε.
For ω1 > 0, we can obtain the same estimates by the similar manner.
Now let s = s(τ ) such that V2(s) = −p(τ ) + ch + γ2 − γ1 − ω2, where V2(s) is deﬁned by (3.4)
with i = 2. It is easy to see that s → −∞ as τ → −∞ and V1(s) = −p(τ ) + ch − ω2. Since 0 <
Vk(s) − cs − γk → 0 as s → −∞ with k = 1,2, there exists T4  T3 such that for τ  T4, there are
s  −1, φ(cs + γ2) < ε,∣∣φ(x− p(τ ) + ch − ω2)− φ(x+ cs + γ1)∣∣= ∣∣φ(x+ V1(s))− φ(x+ cs + γ1)∣∣ ε,
and
∣∣φ(−x− p(τ ) + ch + γ2 − γ1 − ω2)− φ(−x+ cs + γ2)∣∣
= ∣∣φ(−x+ V2(s))− φ(−x+ cs + γ2)∣∣ ε
for any x ∈ R. This implies that∣∣Φ(x+ ω1 +m(τ ), τ + h)−max{φ(x+ cs + γ1),φ(−x+ cs + γ2)}∣∣ 5ε,
and ∣∣Φ(x+ ω1 +m(τ ), τ + h)− [φ(x+ V1(s))+ φ(−x+ V2(s))]∣∣ 6ε
for any x ∈ R. Therefore, for any τ  T4 and x ∈ R we have∣∣Φ(x+ ω1 +m(τ ), τ + h)− u(x, s)∣∣ 6ε.
Furthermore, for any t  T4 + h we have
inf
z∈R, s0
∥∥Φ(z + ., t) − u(., s)∥∥L∞(R)  6ε,
which yields
sup
tT4+h
inf
z∈R, s0
∥∥Φ(z + ., t) − u(., s)∥∥L∞(R)  6ε.
The assertion of the lemma thus follows. This completes the proof. 
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and ε ∈ (0, ε0], the function
W±(x, t) = u(x, τ + t ± Bε[1− e−vt])± εe−vt
satisﬁes E[W+] 0upslopeE[W−] 0 on R × [0,∞).
Proof. Let ε0 > 0 be small such that
∣∣ f ′(s) − f ′(s + η)∣∣ 1
2
v for any s ∈ [0,1] and η ∈ [−ε0, ε0].
Denoting by Ψ (x, t) := φ(x+ ct + γ1) + φ(−x+ ct + γ2), there exists B1 > 0 large enough such that
B1Ψt − f ′(Ψ )/v  3 in R2.
Note that max{φ(x+ct+γ1),φ(−x+ct+γ2)} u(x, t) φ(x+V1(t))+φ(−x+V2(t)) on R×(−∞,0].
We have
u(x, t) − Ψ (x, t) φ(x+ V1(t))+ φ(−x+ V2(t))− φ(x+ ct + γ1) − φ(−x+ ct + γ2)
 R2eλ02ct for any (x, t) ∈ R × (−∞,0],
u(x, t) − Ψ (x, t) φ(x+ ct + γ1) − φ(x+ ct + γ1) − φ(−x+ ct + γ2)
= −φ(−x+ ct + γ2) for any (x, t) ∈ [0,+∞) × (−∞,0),
and
u(x, t) − Ψ (x, t) φ(−x+ ct + γ1) − φ(x+ ct + γ1) − φ(−x+ ct + γ2)
= −φ(x+ ct + γ1) for any (x, t) ∈ (−∞,0] × (−∞,0),
where R2 is a positive constant. So limt→−∞ ‖u − Ψ ‖C0(R×(−∞,t]) = 0.
Next, according to u(x, t) → 0 as t → −∞ uniformly in x ∈ [−A, A] for any A ∈ R and u(x, t) → 1
as t → +∞ uniformly in x ∈ R, we divide R2 into three domains R × (−∞, T5], R × [T5, T6] and
R × [T6,+∞), where T5  −1 and T6  1 will be chosen later.
(i) t  T5. Since u(x, t) → 0 as t → −∞ uniformly in x ∈ [−A, A] for any A ∈ R and limt→−∞ ‖u −
ψ‖C0(R×(−∞,t]) = 0, there exist A ∈ R and T5  −1 such that 0< u(x, t) ε0 on [−A, A]× (−∞, T5],
φ(−x+ ct +γ2) ε0 on [A,+∞)× (−∞, T5], φ(x+ ct +γ1) ε0 on (−∞,−A]× (−∞, T5] and ‖u−
ψ‖C0(R×(−∞,T5])  ε0. Thus, on [−A, A] × (−∞, T5], | f ′(u) − f ′(0)| 12 v and − f
′(u)
v 
− f ′(0)−v
v  3.
So
B1ut − f ′(u)/v  3 on [−A, A] × (−∞, T5]
due to ut(x, t) > 0 on R2. Now consider the interval (−∞,−A] × (−∞, T5]. In view of∣∣ f (Ψ ) − f (φ(−x+ ct + γ2))∣∣ D1φ(x+ ct + γ1) D1ε0
and
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∂t
= cφ′(x+ ct + γ1) + cφ′(−x+ ct + γ2)
= J ∗ Ψ − Ψ + f (φ(x+ ct + γ1))+ f (φ(−x+ ct + γ2)),
we have∣∣∣∣∂u∂t − ∂Ψ∂t
∣∣∣∣= ∣∣ J ∗ (u − Ψ ) − (u − Ψ ) + f (u) − f (φ(x+ ct + γ1))− f (φ(−x+ ct + γ2))∣∣
 2‖u − Ψ ‖C0(R×(−∞,T5]) +
∣∣ f (u) − f (φ(−x+ ct + γ2))∣∣+ ∣∣ f (φ(x+ ct + γ1))∣∣
 2ε0 +
∣∣ f (u) − f (Ψ )∣∣+ 2D1ε0
 (2+ 3D1)ε0 = Dε0,
where D1 = maxs∈[0,2] | f ′(s)| and D = 2+ 3D1. Take ε0 < 12B1D . We obtain
B1ut − f ′(u)/v  B1(Ψt − Dε0) −
(
f ′(Ψ ) + 1
2
v
)
/v
= B1Ψt − f ′(Ψ )/v − B1Dε0 − 1
2
 2
on (−∞,−A]×(−∞, T5]. Similarly, we can get B1ut − f ′(u)/v  2 on [A,+∞)×(−∞, T5]. Therefore,
B1ut − f ′(u)/v  2 on R × (−∞, T5].
(ii) t  T6. Note that u(x, t) → 1 as t → ∞ uniformly in x ∈ R. We can choose T6  1 such that
1− u(x, t) < ε0 on R × [T6,+∞). So f ′(1) − v  f ′(u) f ′(1) + v and − f ′(u)v  − f
′(1)−v
v = − f
′(1)
v −
1 3. Then we have
B1ut − f ′(u)/v  3 on R × [T6,+∞).
(iii) T5  t  T6. By u(x, t) → 1 as x → ±∞ for any t ∈ R, there exists X1 > 0 large enough
such that 1 − u(x, t)  ε0 on (−∞,−X1] ∪ [X1,+∞) × [T5, T6]. Arguing as in the above case for
t  T6, we get B1ut − f ′(u)/v  3 on (−∞,−X1] ∪ [X1,+∞) × [T5, T6]. In addition, since the set
D = {(x, t) | (x, t) ∈ [−X1, X1] × [T5, T6]} is compact, we take B  B1 such that But − f ′(u)/v  2
on D . Thus,
But − f ′(u)/v  2 on R × [T5, T6].
Now, combining (i), (ii) and (iii), we obtain
But − f ′(u)/v  2 in R2.
Consequently, for (x, t) ∈ R × [0,∞) we have
W+t −
(
J ∗ W+ − W+)− f (W+)
= uξ
(
x, ξ(t)
)(
1+ Bεve−vt)− εve−vt − ( J ∗ u(x, ξ(t))− u(x, ξ(t)))− f (u(x, ξ(t))+ εe−vt)
= f (u(x, ξ(t)))+ Bεve−vtuξ (x, ξ(t))− εve−vt − f (u(x, ξ(t))+ εe−vt)
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[
Buξ
(
x, ξ(t)
)− f (u(x, ξ(t)) + εe−vt) − f (u(x, ξ(t)))
εve−vt
) − 1
]
= εve−vt
[
Buξ
(
x, ξ(t)
)− ∫ 10 f ′(u + θεe−vt)dθ
v
− 1
]
 εve−vt
[
Buξ − f
′(u)
v
− 2
]
 0,
where ξ(t) = t + τ + Bε[1 − e−vt]. Similarly, we can prove that E[W−]  0. This completes the
proof. 
Theorem 4.7. For some (x0, t0) ∈ R2 , Φ(x, t) = u(x+ x0, t + t0) for any (x, t) ∈ R2 .
Proof. Fix any t0 ∈ R and deﬁne
η := inf
z∈R, τ∈R
∥∥u(., τ ) − Φ(. + z, t0)∥∥L∞(R).
Fix any small positive ε ∈ (0, ε0]. By Lemma 4.5, there exist t1 < t0, z ∈ R and τ ∈ R such that∥∥u(., τ ) − Φ(. + z, t1)∥∥L∞(R)  ε.
That is,
u(x, τ ) − ε Φ(x+ z, t1) u(x, τ ) + ε for any x ∈ R.
According to comparison principle, for all t  0,
u
(
x, τ + t − Bε[1− e−vt])− εe−vt Φ(x+ z, t + t1) u(x, τ + t + Bε[1− e−vt])+ εe−vt .
Set t = t0 − t1 and τˆ = τ + t − Bε[1− e−vt]. We then conclude that∣∣Φ(x+ z, t0) − u(x, τˆ )∣∣ 2ε + ∣∣u(x, τˆ + 2Bε[1− e−vt])− u(x, τˆ )∣∣

(
2+ 2B‖ut‖∞
)
ε.
Thus, η(t0) (2+ 2B‖ut‖∞)ε. Since ε is arbitrary, η = 0. Therefore, Φ(x, t) is a translation of u(x, t).
Now we complete the proof. 
Theorem 4.8. The entire solutions of (1.6) established in Theorem 3.2 depend continuously on (γ1, γ2) ∈
(−∞, θ]2 in the sense of that for any sequence {(γ n1 , γ n2 )}n∈N ⊂ (−∞, θ]2 , un(x, t;γ n1 , γ n2 ) →
u0(x, t;γ 01 , γ 02 ) uniformly in any compact set K ⊂ R2 as (γ n1 , γ n2 ) → (γ 01 , γ 02 ) ∈ (−∞, θ]2 .
Proof. We ﬁrst prove that if u˜(x, t) is another entire solution of (1.6) satisfying
lim
t→−∞
{
sup
x0
∣∣u˜(x+ x0, t + t0) − φ(x+ ct + γ1)∣∣+ sup
x0
∣∣u˜(x+ x0, t + t0) − φ(−x+ ct + γ2)∣∣}= 0
for some (x0, t0) ∈ R2, then u˜(x+ x0, t + t0) = u(x, t) for any (x, t) ∈ R2.
Set u˜(x+ x0, t + t0) = u(x, t) for any (x, t) ∈ R2. Fix any t1 < 0 and let
η := ∥∥u(., t1) − u(., t1)∥∥ ∞ .L (R)
Y.-J. Sun et al. / J. Differential Equations 251 (2011) 551–581 579Fix any 0 < ε  ε0, where ε0 is determined by Lemma 4.6. From the assumption, there exists t2 < t1
such that ∥∥u(., t2) − u(., t2)∥∥L∞(R)  ε.
That is
u(x, t2) − ε  u(x, t2) u(x, t2) + ε
for all x ∈ R. Thus, by comparison principle, for all t  0,
u
(
x, t + t2 − Bε
[
1− e−vt])− εe−vt  u(x, t + t2) u(x, t + t2 + Bε[1− e−vt])+ εe−vt .
Take t = t1 − t2 and tˆ = t + t1 − Bε[1− e−vt]. Then for any x ∈ R,
∣∣u(x, t1) − u(x, t1)∣∣ 2ε + ∣∣u(x, tˆ + 2Bε[1− e−vt])− u(x, tˆ)∣∣ (2+ 2B‖ut‖∞)ε.
Therefore, η  (2 + 2B‖ut‖∞)ε. Since ε is arbitrary, we get η = 0. Then u(x, t) = u(x, t) for any
(x, t) ∈ R2. On the basis of this conclusion, the following proof is completely similar to that of Theo-
rem 4.7 in [47]. So we omit the details here. This completes the proof. 
Theorem 4.9. The entire solution u(x, t) of (1.6) founded in Theorem 3.2 is Liapunov stable in the fol-
lowing sense: For any given ε > 0, there exists δ > 0 such that for any ϕ(x) ∈ C(R, [0,1]) with ‖ϕ(.) −
u(x0 + ., t0)‖L∞(R) < δ for some (x0, t0) ∈ R2 , we have |u(x, t;ϕ) − u(x+ x0, t + t0)| < ε for any x ∈ R and
t  0.
Proof. Fix any ε > 0. For any ϕ(x) ∈ C(R; [0,1]) with ‖ϕ(.)− u(x0 + ., t0)‖L∞(R) < δ < ε0, where ε0 is
deﬁned by Lemma 4.6, we have
u(x0 + x, t0) − δ  ϕ(x) u(x0 + x, t0) + δ
for any x ∈ R. By comparison principle,
u
(
x0 + x, t0 + t − Bδ
[
1− e−vt])− δe−vt  u(x, t;ϕ) u(x0 + x, t0 + t + Bδ[1− e−vt])+ δe−vt
for any x ∈ R and t  0. Choose 0 < δ1(ε) ε0 such that ‖u(., t+ z)−u(., t)‖L∞(R) < ε2 for any |z| δ1
and t ∈ R. Set δ∗ = min{ δ1B , ε2 , ε0}. Thus, for any δ  δ∗ , Bδ(1− e−vt) Bδ∗  δ1. It then follows that
u(x0 + x, t0 + t) − ε  u(x, t;ϕ) u(x0 + x, t0 + t) + ε
for any x ∈ R and t  0. That is, for any ϕ(x) ∈ C(R, [0,1]) with ‖ϕ(.) − u(x0 + ., t0)‖L∞(R) < δ∗ ,
|u(x, t;ϕ) − u(x + x0, t + t0)| < ε holds for any x ∈ R and t  0. This implies that u(x, t) is Liapunov
stable. This completes the proof. 
Remark 4.10. In order to prove Theorem 1.1, for any given θ1 and θ2, there exists T ′ < 0 such that
θ1 + cT ′  θ and θ2 + cT ′  θ . And γ ′1 = θ1 + cT ′ and γ ′2 = θ2 + cT ′ . Since Theorem 3.2 holds for any
(γ1, γ2) ∈ (−∞, θ]2, there exists an entire solution u(x, t;γ ′1, γ ′2) of (1.6) satisfying all properties of
Theorem 3.2. Now, let u(x, t; θ1, θ2) := u(x, t − T ′;γ ′1, γ ′2). Thus, because of
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{
φ(x+ ct + θ1),φ(−x+ ct + θ2)
}
= max{φ(x+ c(t − T ′)+ γ ′1), φ(−x+ c(t − T ′)+ γ ′2)}
 u(x, t; θ1, θ2)
max
{
φ
(
x+ V1
(
t − T ′))+ φ(−x+ V2(t − T ′)),1},
the property (vi) of Theorem 1.1 follows smoothly. And then it is easy to obtain Theorem 1.1.
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