A measure called Physical Complexity is established and calculated for a population of sequences, based on statistical physics, automata theory, and information theory. It is a measure of the quantity of information in an organism's genome. It is based on Shannon's entropy, measuring the information in a population evolved in its environment, by using entropy to estimate the randomness in the genome. It is calculated from the difference between the maximal entropy of the population and the actual entropy of the population when in its environment, estimated by counting the number of fixed loci in the sequences of a population. Up to now, Physical Complexity has only been formulated for populations of sequences with the same length. Here, we investigate an extension to support variable length populations. We then build upon this to construct a measure for the efficiency of information storage, which we later use in understanding clustering within populations. Finally, we investigate our extended Physical Complexity through simulations, showing it to be consistent with the original.
Introduction
Physical Complexity was born [1] from the need to determine the proportion of information in sequences of DNA, because it has long been established [28] that the information contained is not directly proportional to the length, known as the C-value enigma/paradox [15] . However, because Physical Complexity analyses an ensemble of DNA sequences, the consistency between the different solutions shows the information, and the differences the redundancy [2] . Entropy, a measure of disorder [30] , is used to determine the redundancy from the information in the ensemble (populations). Physical Complexity therefore provides a context-relative definition for the complexity of a population without needing to define the context (environment) explicitly [3] . It is widely recognized that complexity is best measured using thermodynamic depth. Lloyd and Pagels make this case in [23] . The introduction of thermodynamic depth allows them to prove "the average complexity of a state must be proportional to the Shannon entropy of the set of trajectories that experiment determines can lead to that state". They further relate thermodynamic depth to computational complexity, and derive a lower bound from the mutual information. We follow a slightly different route, following [3, 32] , but the Shannon entropy also features in our complexity definition (4) .
Physical Complexity is currently formulated for a population of same length symbolic sequences [3] . So, we decided to extend Physical Complexity to include populations of variable length symbolic sequences, and therefore allow for its improved and wider applicability [8, 7, 10] .
Physical Complexity
Physical Complexity was derived [3] from the notion of conditional complexity defined by Kolmogorov, which is different from traditional Kolmogorov complexity and states that the determination of complexity of a sequence is conditional on the environment in which the sequence is interpreted [22] . In contrast, traditional Kolmogorov-Chaitin (KC) complexity is only conditional on the implicit rules of mathematics necessary to interpret a programme on the tape of a Turing Machine (TM), and nothing else [22] . So, if we consider a TM that takes a tape e as input (which represents its physical environment), including the particular rules of mathematics of this world; without such a tape, this TM is incapable of computing anything, except for writing to the output what it reads in the input. Thus, without tape e all sequences s have maximal KC-complexity, because there is nothing by which to determine regularity [3] . However, conditional complexity can be stated as the length of the smallest programme that computes sequence s from an environment e, K(s|e) = min {|p| : s = C T (p, e)} ,
where C T (p, e) denotes the result of running programme p on Turing Machine T with the input sequence e [3] . This is not yet Physical Complexity, but rather, it is the smallest programme that computes the sequence s from an environment e, in the limit of sequences of infinite length, containing only the bits that are entirely unrelated to e, since, if they were not, they could be obtained from e with a programme of a size tending to zero [3] . The Physical Complexity K(s : e) can now be defined as the number of bits that are meaningful in sequence s (that can be obtained from e with a programme of vanishing size), and is given by the mutual complexity [19] ,
where K(s|∅) is the unconditional complexity with an empty input tape, e ≡ ∅ [3] . This is different from the Kolmogorov complexity, because in Kolmogorov's construction the rules of mathematics were given to the TM [22] . As argued above, every sequence s is random if no environment e is specified, as non-randomness can only exist for a specific world or environment. Thus, K(s|∅) is always maximal,
and is given by the length of s [3] . So (2) represents the length of the sequence s, minus those bits that cannot be obtained from e. So, conversely (2) represents the number of bits that can be obtained in a sequence s, by a computation with vanishing programme size, from e. Thus, K(s : e) represents the Physical Complexity of s [3] . The determination of the Physical Complexity, K(s : e), of a sequence s with a description of the environment e is not practical. Meaning that it cannot generally be determined by inspection, because its impossible to determine which, and how many, of the bits of sequence s correspond to information about the environment e. The reason is that we are generally unaware of the coding used to code information about e in s, and therefore coding and non-coding bits look entirely alike [3] . However, it is possible to distinguish coding from non-coding bits if we are given multiple copies of sequences that have adapted to the environment, or more generally, if a statistical ensemble (population) of sequences is available to us. Then, coding bits are revealed by non-uniform probability distributions across the population (conserved sites), whereas random bits have uniform distributions (volatile sites) [3] . The determination of complexity then becomes an exercise in information theory, because the average complexity K , in the limit of infinitely long strings, tends to the entropy of the ensemble of strings S 1 [32] ,
where H is defined from Shannon's (information) entropy [24] , and is given by H(S ) = log n (S ),
where n is the number of symbols available for encoding. If each symbol is equally probable, we can rewrite the above function as H(S ) = −log n (1/S ) = −log n (p),
where p is the probability of occurrence of any one of the symbols. For a source that outputs an infinite sequence of bits, to communicate a finite set of symbols S , Shannon generalised the above function to express an average symbol length [24] . This derivation is easier to see for a large, but finite, number of symbols N,
p i log N (p i ), (7) where N i is the number of occurrences of the symbol S i . So, given (4) and (7), the average complexity of the sequences s of a population S , K(s) S , tends to the entropy of the sequences s in the ensemble S [3],
(8) remains consistent with (3) as the determination of K(s|∅), sequence s without an environment e, must equal the sequence's length |s|, because Shannon's formula for entropy is an average logarithmic measure of the symbol sets [24] , and so the maximum entropy of a population is equivalent to the length of the sequences in the population, H max (S ) = |s|. Indeed, if nothing is known about the environment to which a sequence s pertains, then according to the principle of indifference 2 , the probability distribution p(s) must be uniformly random. However, if an environment e is given we have some information about the system, and the probability distribution will be nonuniform. Indeed, it can be shown that for every probability distribution p(s|e), to find sequence s given environment e, we have H(S |e) ≤ H(S |∅) = |s|,
because of the concavity of Shannon entropy [3] . So, the difference between the maximal entropy H(S |∅) = |s| and H(S |e), according to the construction outlined above, represents the average number of bits in sequence s taken from the population S that can be obtained by zero-length universal programmes from the environment e. Therefore, the average mutual complexity of sequences s in a population S , given an environment e, is K(s : e) S = s∈S p(s)K(s : e)
≈ H(S |∅) − H(S |e)
where I(S |e) is the information about the environment e stored in the population S , which we identify with the Physical Complexity [3] . To estimate I(S |e) it is necessary to estimate the entropy H(S |e) using a representative population of sequences 2 The principle of indifference states that if there are n > 1 mutually exclusive and collectively exhaustive possibilities, which are indistinguishable except for their names then each possibility should be assigned an equal probability
S for a given environment e, by summing, over the sequences s of the population S , the probability p(s|e) multiplied by the logarithm of the probability p(s|e),
The entropy H(S |e) can be estimated by summing the per-site H(i) entropies of the sequence,
where i is a site in the sequence s [3] . Random sites are identified by a nearly uniform probability distribution, and contribute positively to the entropy, whereas non-random sites (which have strongly peaked distributions) contribute very little [3] . So, the Physical Complexity, the average mutual complexity of sequences s in a population S for an environment e, K(s : e) S , abbreviated as C, is the maximal entropy H(S |∅) minus the sum of the per-site entropies,
If the sequences s are constructed from an alphabet, a set D, then the per site entropy H(i) for the sequences is
where i is a site in the sequences ranging between one and the length of the sequences , D is the alphabet of characters found in the sequences, and p d (i) is the probability that site i (in the sequences) takes on character d from the alphabet D, with the sum of the p d (i) probabilities for each site i equalling one, d∈D p d (i) = 1 [3] . Taking the log to the base |D| conveniently normalises H(i) to range between zero and one,
If the site i is identical across the population it will have no entropy,
If the content of site i is uniformly random, i.e. the p d (i) probabilities all equal to 1 |D| , it will have maximum entropy,
When the entropy of H(i) is at its minimum of zero, then the site i holds information, as every sample shows the same character of the alphabet. When the entropy of H(i) is at its maximum of one, the character found in the site i is uniformly random and therefore holds no information. So, the amount of information is the maximal entropy of the site (17) minus the actual per-site entropy (14) [3] ,
For clarity the length of the sequences |s| will be abbreviated to [3] ,
So, the complexity of a population S , of sequences s, is the maximal entropy of the population (equivalent to the length of the sequences) , minus the sum, over the length , of the persite entropies H(i),
given (13), (9) and (19) [3] . The equivalence of the maximum complexity to the length matches the intuitive understanding that if a population of sequences of length has no redundancy, then their complexity is their length . If G represents the set of all possible genotypes constructed from an alphabet D that are of length , then the size (cardinality) of |G| is equal to the size of the alphabet |D| raised to the length ,
For the complexity measure to be accurate, a sample size of |D| is suggested to minimise the error [3, 5] , but such a large quantity can be computationally infeasible. The definition's creator, for practical applications, chooses a population size of |D| , which is sufficient to show any trends present. So, for a population of sequences S we choose, with the definition's creator, a computationally feasible population size of |D| times ,
The size of the alphabet, |D|, depends on the domain to which Physical Complexity is applied. For example, the alphabet of RNA is its four nucleotides, D = {A, C, G, U}, and therefore |D| = 4 [3] . Our complexity measure is inexorably dependent on Shannon entropy, because of the results in [32] that lead to equation (4) . The symbolic sequences that we analyse are encoding computer programmes that are evolved using evolutionary dynamics [8, 7, 10, 13, 12, 9, 11] . We have no a-priori knowledge about the statistics of the sequences. If we were analyzing real DNA or financial time series, we would have knowledge of nonstationarity on different length scales, Lévy distributions, or other features of non-well behaved systems. If that was the case, it would be appropriate to consider JensenShannon divergence in its regular [16] or non-logarithmic version [20] . The latter uses Tsallis entropy [29] . This has had impressive applications in financial time series [26, 27, 25] . Gell-Mann and Lloyd [14] also point out applications in systems on the edge of chaos. If we could prove that our strings encoding computer programmes (multi-agent systems) had similar abnormal statistics, we would use measures based on non-logarithmic entropy. However, in the absence of such information, we will follow Adami [3] in his use of [32] and use Shannon entropy.
Variable Length Sequences
Physical Complexity is currently formulated for a population of sequences of the same length [3] , and so we will now investigate an extension to include populations of variable length sequences. This will require changing and re-justifying the fundamental assumptions, specifically the conditions and limits upon which Physical Complexity operates. In (20) the Physical Complexity, C, is defined for a population of sequences of length [3] . The most important question is what does the length equal if the population of sequences is of variable length? The issue is what represents, which is the maximum possible complexity for the population [3] , and which we will call the complexity potential C P . The maximum complexity in (20) occurs when the per-site entropies sum to zero, i=1 H(i) = 0, as there is no randomness in the sites (all contain information), i.e. C = [3] . So, the complexity potential equals the length,
provided the population S is of sufficient size for accurate calculations, as found in (22), i.e. |S | is equal or greater than |D| . For a population of variable length sequences, S V , the complexity potential, C V P , cannot be equivalent to the length , because it does not exist. However, given the concept of minimum sample size from (22) , there is a length for a population of variable length sequences, V , between the minimum and maximum length, such that the number of persite samples up to and including V is sufficient for the per-site entropies to be calculated. So the complexity potential for a population of variable length sequences, C V P , will be equivalent to its calculable length,
If V where to be equal to the length of the longest individual(s) max in a population of variable length sequences S V , then the operational problem is that for some of the later sites, between one and max , the sample size will be less than the population size |S V |. So, having the length V equalling the maximum length would be incorrect, as there would be an insufficient number of samples at the later sites, and therefore V max . So, the length for a population of variable length sequences, V , is the highest value within the range of the minimum (one) and maximum length, 1 ≤ V ≤ max , for which there are sufficient samples to calculate the entropy. A function which provides the sample size at a given site is required to specify the value of V precisely,
where the output varies between 1 and the population size |S V | (inclusive). Therefore, the length of a population of variable length sequences, V , is the highest value within the range of one and the maximum length for which the sample size is greater than or equal to the alphabet size multiplied by the length V ,
C V = 4.420, %E = 88.4 C V = 0.575, %E = 11.5 where V is the length for a population of variable length sequences, and max is the maximum length in a population of variable length sequences, V varies between 1 ≤ V ≤ max , D is the alphabet and |D| > 0. This definition intrinsically includes a minimum size for populations of variable length sequences, |D| V , and therefore is the counterpart of (22), which is the minimum population size for same length populations. The length used in the limits of (14) no longer exists, and therefore (14) must be updated; so, the per-site entropy calculation for variable length sequences will be denoted by H V (i), and is,
where D is still the alphabet, V is the length for a population of variable length sequences, with the site i now ranging between 1 ≤ i ≤ V , while the p d (i) probabilities still range between 0 ≤ p d (i) ≤ 1, and still sum to one. It remains algebraically almost identical to (14) , but the conditions and constraints of its use will change, specifically is replaced by V . Naturally, H V (i) ranges between zero and one, as did H(i) in (14) . So, when the entropy is maximum the character found in the site i is uniformly random, holding no information. Therefore, the complexity for a population of variable length sequences, C V , is the complexity potential of the population of variable length sequences minus the sum, over the length of the population of variable length sequences, of the per-site entropies (27) ,
where V is the length for the population of variable length sequences, and H V (i) is the entropy for a site i in the population of variable length sequences. Physical Complexity can now be applied to populations of variable length sequences, so we will consider the abstract example populations in Figure 1 . We will let a single square, , represent a site i in the sequences, with different colours to represent the different values. Therefore, a sequence of sites will be represented by a sequence of coloured squares, . Furthermore, the alphabet D is the set { , , }, the maximum length max is 6 and the length for populations of variable length sequences V is calculated as 5 from (26) . The Physical Complexity values in Figure 1 are consistent with the intuitive understanding one would have for the complexity of the sample populations; the population with high Physical Complexity has a little randomness, while the population with low Physical Complexity is almost entirely random.
Efficiency
Using our extended Physical Complexity we can construct a measure showing the use of the information space, called the Efficiency E, which is calculated by the Physical Complexity C V over the complexity potential C V P ,
The Efficiency E will range between zero and one, only reaching its maximum when the actual complexity C V equals the complexity potential C V P , indicating that there is no randomness in the population. In Figure 1 the populations of sequences are shown with their respective Efficiency values as percentages, and the values are as one would expect. The complexity C V (28) is an absolute measure, whereas the Efficiency E (29) is a relative measure (based on the complexity C V ). So, the Efficiency E can be used to compare the complexity of populations, independent of their size, their length, and whether their lengths are variable or not (as it is equally applicable to the fixed length populations of the original Physical Complexity).
Clustering
The complexity of a population is the clustering, amassing of same or similar sequences, around the optimum genome [6] . The sequences of an evolving population will evolve, clustering around the optimal genome, assuming that its evolutionary process does not become trapped while clustering over local optima.
Clustering is indicated by the Efficiency E tending to its maximum, as the population's Physical Complexity C V tends to the complexity potential C V P , because an optimal sequence is becoming dominant in the population, and therefore increasing the uniformity of the sites across the population. With a global optimum, the Efficiency E tends to a maximum of one, indicating that the evolving population of sequences is tending to a set of clusters T of size one,
assuming its evolutionary process does not become trapped at local optima. So, the Efficiency E tending to its maximum provides a clustering coefficient. It tends to its maximum, never quite reaching it, because of the mutation inherent in the evolutionary process.
If there are global optima the Efficiency E will tend to a maximum below one, because the population of sequences consists of more than one cluster, with each having an Efficiency tending to a maximum of one. The simplest scenario of clusters is pure clusters; pure meaning that each cluster uses a distinct (mutually exclusive) subset of the alphabet D relative to any other cluster. In this scenario the Efficiency E tends to a value based on the number of clusters |T |, because a number of the p d (i) probabilities at each site in (27) are the reciprocal of
Cluster 1
Cluster 2 C V = 2.704, E = 0.901 |T | is equal to the number of clusters, while the other p d (i) probabilities take a value of zero, then the per-site entropy calculation of H V (i) from (27) becomes
where i is the site, |D| is the alphabet size, and |T | is the number of clusters. Hence, given (31), (28) , and (24), then the Efficiency E from (29) becomes
where |D| is the alphabet size and |T | is the number of clusters. Therefore, the Efficiency E, the clustering coefficient, tends to a value that can be used to determine the number of pure clusters in an evolving population of sequences. For a population S with clusters, each cluster is a subpopulation with an Efficiency E tending to a maximum of one. To specify this relationship we require a function that provides the Efficiency E (29) of a population or sub-population of sequences, efficiency(input :population) :int.
So, for a population S consisting of a set of clusters T , each member (cluster) t is therefore a sub-population of the population S , and is defined as
where a cluster t has an Efficiency E tending to a maximum of one, and the cluster size |t| is approximately equal to the population size |S | divided by the number of clusters |T |. It is only approximately equal because of variation from mutation, and because the population size may not divide to a whole number. These conditions are true for all members t of the set of clusters T , and therefore the summation of the cluster sizes |t| equals the size of the population |S |.
A population of sequences with global optima, arranged to show the clustering, is shown in Figure 2 . The clusters of the population have Efficiency values tending to a maximum of one, compared to the Efficiency of the population as a whole, which is tending to a maximum significantly below one.
The population size |S |, in Figure 2 , is double the minimum requirement specified in (26) , so that the complexity C V (28) and Efficiency E (29) could be used in defining the principles of clustering without redefining the length of a population of variable length sequences V (26) . However, when determining the variable length V of a cluster t, the sample size requirement is different, specifically a cluster t is a sub-population of S , and therefore by definition cannot have a population size equivalent to S (unless the population consists of only one cluster). Therefore, to manage clusters requires a reformulation of V (26) to the highest value within the range of one and the maximum length for which the sample size is greater than or equal to the alphabet size multiplied by the length and divided by the number of clusters,
where max is the maximum length in a population of variable length sequences, V varies between 1 ≤ V ≤ max , D is the alphabet, |D| > 0, and T is the set of clusters in the population S . A population with clusters will always have an Efficiency E tending towards a maximum significantly below one. Therefore, managing populations with clusters requires a reformulation of the Efficiency (29) to
.
where t is a cluster, and a member of the set of clusters T of the population S . So, the Efficiency E c is equivalent to the Efficiency E if the population consists of only one cluster, but if there are clusters then the Efficiency E c is the average of the Efficiency E values of the clusters.
Simulation and Results
A simulated population S of sequences, [s 1 , s 1 , s 2 , ...], was evolved to a selection pressure R. A dynamic population size was used to ensure exploration of the available search space, which increased with the average length of the population. The optimal sequences were evolved to a fitness function generated from the selection pressure R. Each sequence of the population consisted of a list of sites, [i 1 , i 2 , ...], while the selection pressure consisted of a list of attributes, [r 1 , r 2 , ...]. So, the fitness function for evaluating a sequence s, relative to the selection pressure R, was
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sequence ( conditions, while the one on the right was run with a nondiscriminating selection pressure [18] . Each multi-coloured line represents a sequence, while each colour represents a site. The visualisation shows that our Efficiency E accurately measures the complexity of the two populations. Figure 5 shows the Efficiency E (29), over the generations, for the population from Figure 3 . The Efficiency tends to a maximum of one, indicating that the population consists of one cluster, which is confirmed by the visualisation of the population in Figure 4 (left).
Clustering
To further investigate the complexity of evolving populations, we simulated a typical population with a multi-objective selection pressure that had two independent global optima, and so the potential to support two pure clusters (each cluster using a unique subset of the alphabet D). The graph in Figure 6 shows the Efficiency E over the generations acting as a clustering coefficient, oscillating around the included best fit curve, quite significantly at the start, and then decreasing as the generations progressed. The Efficiency tended to 0.744, as expected from (32) given the alphabet size was fifteen, |D|=15, and the number of clusters was two, |T |=2. It indicated the occurrence of clustering, while the value it tended to indicated, as expected, the presence of two clusters in the population. A visualisation of the population is shown in Figure 7 , in which the sequences (32) given the alphabet size was fifteen, |D|=15, and the number of clusters was two, |T |=2, indicating more than one cluster. were grouped to show the two clusters. As expected from (35) each cluster had a much higher Physical Complexity and Efficiency compared to the population as a whole. However, the Efficiency E c is immune to the clusters and therefore calculated the complexity of the population correctly.
Conclusions
Physical Complexity [4] is based upon the individuals of a population within the context of their environment, but was only formulated for populations of fixed length. However, this was not a fundamental property of its definition [4] , and so we chose to extend it to include populations of variable length sequences. We then built upon this to construct a variant of the Physical Complexity called the Efficiency, because it was based on the efficiency of information storage, which was then used to develop an understanding of clustering and atomicity in evolving populations with multi-objective selection pressures. The clustering coefficient defined by the Efficiency tending to its maximum, not only indicates clustering, but can also determine the number of clusters (for pure clusters).
We then investigated our extended Physical Complexity through experimental simulations, with the results consistent with the original, confirming a successful algebraic reformulation to include populations of variable length sequences.
We then investigated the Efficiency, which performed as expected, confirmed by the numerical results and the visualisations matching our intuitive understanding. We then applied the Efficiency to the determination of clusters for populations with multi-objective selection pressures. The numerical results, combined with the visualisations of multi-cluster populations, confirmed the ability of the Efficiency to act as a clustering coefficient, not only indicating the occurrence of clustering, but also the number of clusters. Finally, we confirmed that the Efficiency E c (for populations with clusters) could calculate correctly the Physical Complexity for variable length populations with clusters.
Overall, Physical Complexity has been extended to include populations of variable length, with our Efficiency definition providing a macroscopic value to characterise the level of Physical Complexity. Furthermore, our Efficiency E c provides a normalised universally applicable macroscopic value to characterise the complexity of any population, independent of clustering, atomicity, length (variable or same), and size. Most importantly, the understanding and techniques we have developed have applicability as wide as the original Physical Complexity, which has been applied from DNA [3] to simulations of self-replicating programmes [21] .
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