Abstract-This paper uses an incremental matrix expansion approach to derive asymptotic eigenvalue distributions (a.e.d.s) of sums and products of large random matrices. We show that the result can be derived directly as a consequence of two common assumptions, and matches the results obtained from using Rand S-transforms in free probability theory. We also give a direct derivation of the a.e.d. of the sum of certain random matrices which are not free. This is used to determine the asymptotic signal-to-interference-ratio of a multiuser code-division multiple-access (CDMA) system with a minimum mean-square error linear receiver.
and [7] , and apply what are known as the -and -transforms, respectively. Recently, free probability has been used to analyze several aspects of communications systems [8] [9] [10] [11] [12] [13] .
In this paper, we show that for asymptotically large random matrices, these sum and product a.e.d.s can be derived in a more direct manner than in [6] and [7] . The derivations arise directly as a consequence of two conditions (which ensure freeness), and do not rely on noncommutative free probability theory. Instead, we apply an incremental matrix expansion approach [14] , which is a generalization of the techniques used in [2] and [15] . Similar, yet different derivations of these results can also be found in the mathematical physics literature [16] , [17] , however, we believe the derivations found there are less accessible. These derivations help to explain key results from free probability theory, in particular, the -and -transforms.
The incremental matrix expansion approach can also be used to determine the a.e.d. of sums and products of certain nonfree random matrices. This was demonstrated in [14] , where we previously considered the large-system transient performance of adaptive least-squares receivers. In this paper, we extend the approach in order to consider certain multi-user CDMA systems in frequency-selective channels, which includes the single-cell multiple-signature-per-user uplink and the multiple-cell downlink. Specifically, we consider direct-sequence (DS) and multicarrier (MC) CDMA systems, which are well known to be equivalent in the large system limit (see, e.g., [18] ), and as such we refer to the common model as DS/MC-CDMA. We previously presented an approximate solution to a special case of this problem in [18] and [19] , where a sum of nonfree matrices is approximated by a sum of equivalent unitarily invariant matrices, which are asymptotically free. In this paper, we determine an exact solution to the problem, which is also significantly easier to compute than the approximate result in [18] . A special case of the solution is seen to agree with results in the mathematical literature [20] . Numerical examples show that the exact large-system results closely match simulated finite-system results.
II. A.E.D.S OF SUMS AND PRODUCTS OF UNITARILY INVARIANT MATRICES
In [14] , we outlined an extension to the approach of [2] for computing the a.e.d. of certain types of large random matrices using elementary matrix operations. This approach gives the same results as would be obtained if results from free probability 1 were used, but the derivations are more direct. Here we show that the a.e.d.s of sums and products of free random matrices can also be derived using this approach.
The a.e.d. of sums and products of asymptotically free random matrices can be computed, respectively, using the so-called -and -transforms from free probability, given the a.e.d. of each component term [6] , [7] . This is analogous to the way the Fourier transform is used to compute the distribution of a sum of scalar independent random variables. As such, -and -transforms are often described as performing additive or multiplicative free convolution of the component distributions. In what follows, we will show that the sum and product distributions can be derived in a more direct manner, which does not explicitly require free probability results, but depends on two assumptions satisfied by canonical examples of free random matrices [5] .
According to [5, Th. 4.3.5] , an independent family of Hermitian positive semi-definite random matrices 2 are almost surely asymptotically free as provided that the following two assumptions are satisfied for each .
Assumption 1:
is unitarily invariant. That is, the joint distribution of the matrix elements is invariant to left or right multiplication by unitary matrices.
Assumption 2:
The empirical distribution function (e.d.f. ) of the eigenvalues of almost surely converges in distribution to a compactly supported probability measure on as . We shall define as a scalar random variable according to the a.e.d. of for each . In addition to the above assumptions, to simplify our derivations, we shall also make the following assumption.
Assumption 3:
. To avoid certain pathological scenarios, we shall also assume that the distribution of , , is nontrivial, i.e., does not have all mass at zero, since we shall require . 2 Notation: All vectors are defined as column vectors and designated with bold lower case; all matrices are given in bold upper case; (1) y denotes Hermitian (i.e., complex conjugate) transpose; (1) z denotes the operation X z = XX y ; tr [1] denotes the matrix trace; j1j and k1k denote the Euclidian and induced spectral norms, respectively; I denotes the N 2 N identity matrix; and, expectation is denoted [1] . 3 A unitary random matrix is Haar distributed if its probability distribution is invariant to either left or right multiplication by any constant unitary matrix (e.g., see [12] ).
A. Ramifications of Assumptions 1-2
almost surely, where is any (fixed) bounded continuous function on the support of . Assumption 3 (Uniformly Bounded Spectral Norm): This assumption is primarily to satisfy the conditions of Lemma 1 in Appendix I. It also implies that the resulting spectral distributions will have compact support on the nonnegative real axis.
B. Sums of Unitarily Invariant Matrices
We wish to determine the a.e.d. (i.e., as ) of where the are Hermitian positive semi-definite, independent random matrices satisfying Assumptions 1 and 2. Equivalently, it is more convenient to determine the Stieltjés transform 4 of the distribution, which may then be inverted. That is, we seek where and . To simplify the proof, we shall also assume . Before we begin the formal derivation, we first explain the general method we use. Following the approach in [14] , it can be seen that at some point, the matrix inversion lemma will be used to remove column of from , which will give a term of the form (2) where is with removed from . Now, in order to analyze such a term asymptotically, typically the next step is to convert this quadratic form into an expression involving a matrix trace. Since is a column from a Haar distributed matrix, we might attempt to evaluate the term in (2) asymptotically using Lemma 5 in Appendix I, which gives (3) where denotes "asymptotic equivalence," as defined in Definition 1 in Appendix I. Unfortunately, this would tell us nothing new about (2) . Moreover, Lemma 5 is not in fact applicable in this case, as , which is not less than one. Therefore, we introduce an intermediate step in the derivations, where we reduce the rank of to some value , and consider the asymptotic limit with where . The result we seek is then obtained by letting go to unity from below, denoted . Formally, we seek contains the first columns of , and is the corresponding submatrix of . Following the incremental matrix expansion approach described in [14] , the next step is to remove column of from , i.e., . We have (9) from the matrix inversion lemma, where . It is shown in Appendix II that (10) where denotes uniform asymptotic equivalence, as defined in Definition 2. 5 Also (11) (12) Expanding the identity using (9) gives
and similarly, we have from (11)
It is shown in Appendix II that
Moreover, due to Lemma 7 in Appendix I and (17)- (18), we have (19) 5 For instance, (10) states that max 0 0! 0 as (N;K) ! 1 with K=N ! 2 (0;1).
It now follows from (1), (10) , (15) , (16) , (19) , and (20) that and ,
, where and , , satisfy:
and . As discussed at the beginning of this section, taking in (21) and (22), we obtain the simultaneous equations in the variables , , , given by
Since a solution to these equations exists and is unique [22, Th. 2.1], we have that with probability 1 for all . Finally, it can easily be verified that this result matches that obtained using the -transform from free probability theory [6] . We emphasize that this derivation does not explicitly rely on free probability results; rather it relies only on Assumptions 1-2.
C. Products of Unitarily Invariant Matrices
We wish to determine the a.e.d. (i.e., as ), of . For this purpose, due to Assumption 1, we may assume as defined in Section II-A1. In what follows, we assume in order to simplify the derivations (Also, in this case the eigenvalues of and are identical). Of course, the result may be applied recursively to obtain the a.e.d. for
. Equivalently, it is more convenient to determine the Stieltjés transform of the distribution. That is, we seek , where . Also, to simplify the proof, we shall assume that . As explained in Section II-B, rather than attempting to derive directly, we consider an associated problem where the rank of , , is reduced to . We then take the asymptotic limit with , and obtain the desired solution by taking to unity from below. That is, we define 
and is defined in (12) . Expanding the normalized trace of the identity using (29) and (30) we obtain (37) (38) and similarly expanding (35) using (29) 
To obtain the final solution we take in (43) and (44) to obtain three simultaneous equations in the variables , , and , given by
Since there exists a unique solution to these equations [22, Th. 2.4], we have that with probability one, for all . It can easily be verified that this result matches that obtained using the -transform from free probability theory [7] . Again, we emphasize that this derivation does not explicitly rely on free probability results; rather it relies on Assumptions 1-2.
III. DS/MC-CDMA IN FREQUENCY-SELECTIVE CHANNELS
We now extend the incremental matrix expansion approach to determine the a.e.d. of a sum of matrices which are not free, corresponding to the received correlation matrix in a DS/MC-CDMA system. In doing so, we determine the asymptotic SINR of the MMSE receiver for this system.
A. System Model
The following multi-user DS/MC-CDMA system model accounts for frequency-selective channels, and applies to
• the uplink of a single-cell system with multiple signatures per user 6 (see Fig. 1(a) ), or • the downlink of a multicell system with a single (or multiple) signature(s) per user (see Fig. 1(b) ). The received signal is given by (47) 
where
• is an complex-valued matrix representing the channel from the transmitter to the base station. We assume that the matrices , are jointly diagonalizable, that is, there exists a unitary matrix for which is diagonal for all . For MC-CDMA, each is diagonal, and for DS-CDMA (with a cyclic prefix for each symbol) each is diagonalized by the discrete Fourier transform matrix. Assume .
• is an complex-valued signature-sequence matrix which contains either: -random orthonormal columns, i.e., we assume that each is obtained by extracting columns from an independent Haar-distributed unitary random matrix, or; -i.i.d. complex elements 7 with mean zero and variance (for example, i.i.d. Gaussian real & imaginary parts ), such that is unitarily invariant. We shall call the first case "isometric ," and the second case "i.i.d. ," as in [12] , [14] . Note that a mixture of i.i.d. and isometric signatures across is permitted in this model.
• 
where .
B. Asymptotic MMSE SINR
We wish to evaluate the limiting SINR in (52) as and with for each . Under this limit, it is shown in Appendix IV that 
and . Computing the limit of for is well known [12] , [23] , and has been derived using an incremental matrix expansion approach in [14] . However, the extension to is nontrivial. For and , , this problem is considered in [18] 
C. Example
Consider two equal-power transmitters with , where in (63) is exponentially distributed with unit mean. Fig. 2 shows empirical values (numerically generated from averaging finite systems with and QPSK modulation) and asymptotic values (determined from Theorem 1) of and MMSE SINR. Also shown are the values obtained using the approximate asymptotic results of [18] . As expected, the exact solution matches the empirical values, and moreover, the approximate solution of [18] is seen to be very accurate. As mentioned previously, the computational complexity of the exact solution in Theorem 1 is significantly less than that of the approximate solution. The corresponding empirical and asymptotic MMSE SINR's are shown in Fig. 3 .
IV. CONCLUSION
Using the approach of [14] , we have evaluated the a.e.d.s of sums and products of unitarily invariant matrices, and obtained the same result as given by free probability theory. The derivation given here is significantly simpler than the general proof for free noncommuting random variables as derived by Voiculescu, and indicates that for random matrices, "free" is synonymous with "unitarily invariant".
We also derived the asymptotic distribution of a sum of nonfree random matrices, corresponding to the receive autocorrelation matrix for a class of DS/MC-CDMA systems. This result is primarily due to an extension of [14, Lemma 6] , given in Lemma 12, which is interesting in its own right. Interestingly, the exact asymptotic results are very close to the results obtained if the nonfree component matrices are (incorrectly) assumed to be free, although the accuracy of this approximation is not well understood. The applicability of this approach to other channel models (such as dispersive and possibly correlated multi-user MIMO channels, etc.) remains to be determined. In particular, the current approach requires , , to be jointly diagonalizable.
APPENDIX I AUXILIARY RESULTS
For the derivations which follow, we recall the following definitions and results from [14, App. I] concerning asymptotic equivalence and uniform asymptotic equivalence of random sequences.
Asymptotic Equivalence:
Definition 1: Let and denote a pair of infinite sequences of complex-valued random variables indexed by . These sequences are defined to be asymptotically equivalent, denoted , iff as , where denotes almost-sure convergence in the limit considered. Clearly is an equivalence relation, transitivity being obtained through the triangle inequality. We shall additionally define asymptotic equivalence for sequences of vectors and matrices in an identical manner as above, where the absolute value is replaced by the Euclidean vector norm and the associated induced spectral norm, respectively.
Lemma 1:
If and , and if , and/or , are uniformly bounded above 9 over , then . Similarly, if , and/or , are uniformly bounded above over . 9 A sequence fa g of complex-valued N 2 1 vectors or scalars is uniformly bounded above over N if sup ja j < 1, or in the case of complex-valued N 2 N matrices, sup ka k < 1.
Note that the multiplicative part of Lemma 1 holds for any mixture of matrices, vectors or scalars for which the dimensions of and are such that makes sense, due to the submultiplicative property of the spectral norm. The following definition and related results, however, are concerned with scalar complex sequences.
Definition 2:
Let and denote a pair of infinite sequences, indexed by . The element is a complex-valued sequences of length , indexed by . These sequences are defined to be uniformly asymptotically equivalent, denoted , iff as . Taking a maximum over , and using the facts that , , and gives (76), assuming is uniformly bounded above for all . The remaining case, where is uniformly bounded above, is shown in an identical manner.
To show (77), note that (80) Using (79) and (80) 
Assume that as ,
and ( 
for all , and 
where the first inequality follows from (123) for some sufficiently large , and (125) follows due to , and we have used , and . Additionally, from Lemma 9 (127) So from (123), (126), and (127), we have that , as stated in (10) .
We now use (10) and Lemma 6 to show (17) and (18), where , , , and in the lemma correspond to , , , and , respectively. Checking the conditions of Lemma 6, is real-valued and , so it remains to show that (74) is satisfied. To do this, note that Lemma 8 may be applied to , since and . Therefore, almost surely, which establishes (74). Therefore, (76) and (77) of Lemma 6 give (17) and (18) .
APPENDIX III PROOFS FOR SECTION II-D
We first show that, in the limit considered, for . The proof for is analogous. Define
where is defined in (122). Using the same steps as taken in the proof of (10) We now show (40)-(42) using Lemma 6, analogous to the proof of (17) and (18) Haar distributed random unitary matrices. This is the key departure point of this (nonfree) derivation from the (free) derivations of Section II.
If any of , , is isometric, we require the following generalization of the system model and asymptotic limit. 10 
and . This can be proven following the same steps used in Appendix II, using Lemma 4 in the i.i.d. case, and additionally Lemma 13 generalizes Lemma 9.
In order to determine , first note that (160) from which we can obtain (161)
in the limit considered, in the same manner as the proof of (148 (103) and (175) are true. Therefore, let us assume the hypothesis is true for all less than some fixed , and consider . Proving that (175) holds for under the inductive assumption can be shown as an auxiliary result in the proof of Lemma 10 in [14, Lemma 6] under the assumption (109). Now, in order to apply Lemma 10 to , we check the corresponding conditions.
• Note that , and hence due to (111), the induction assumption (175), and (108) we have . Hence condition (90) of Lemma 10 is satisfied.
• Assumptions (110)-(111) imply conditions (91)-(92) of Lemma 10, since from the triangle inequality.
• From the induction assumption, we have
Therefore, from Lemma 10 and (176)- (177), it is straightforward to obtain (178)-(179) (see the top of the page). The result is obtained from (178)-(179) after substituting the expressions for and obtained via induction, and simplifying.
