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ABSTRACT
Convolutional Neural Networks (CNNs) are driving major advances in
many computer vision tasks, including the problem of 2D single-person pose
estimation. For this task, the Stacked Hourglass Networks (Stack-HgNets)
is one of the state-of-the-art architecture that uses residual modules exten-
sively as the basic building block. The residual modules are well recognized
for creating shortcut connections, skipping one or more layers which allows
information and gradients to flow more effectively through a deep network
without vanishing.
In this work, we build on the Stack-HgNets and introduce the Stacked
Dense-Hourglass Networks (Stack-DenseHgNets). They use dense blocks in-
stead of the residual modules as the basic building block. The dense blocks
create more direct connections between each layer and its subsequent succes-
sors, granting later filters the access to all the preceding feature-maps inside
the same block. Therefore, dense blocks serve as the upgraded substitution
for the residual modules.
We evaluate the Stack-DenseHgNets on the popular human pose estima-
tion benchmark dataset and compare its performance to the original Stack-
HgNets. Using fewer parameters, the Stack-DenseHgNets obtains a perfor-
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CHAPTER 1
INTRODUCTION TO POSE ESTIMATION
As one of the trending problems, human pose estimation has drawn a lot
of attention in the field of computer vision and pattern recognition. It is
not only because the problem itself is intriguing, but also that recognizing
human pose plays an important and even crucial role for many other tasks
that involve the understanding of human behavior in images and videos, for
instance, action detection, pedestrian tracking, and human-computer inter-
action.
The task of human pose estimation is defined as follows. Given a single
RGB image, we want to find the precise pixel level location of a list of human
body keypoints, including the head, the body, all the limbs, etc. These body
keypoints are often referred to as joints in other research work. There are two
assumptions that we make in addition to this problem definition. First, we
set our goal as finding the XY coordinates of the human body keypoints in
the 2D image plane, because we are not interested in other dimensions such
as 3D human pose estimation. Second, since single-person pose estimation is
the foundation of multi-person scenarios, this work focuses on single-person
rather than multi-person pose estimation, which means that we are assuming
each image contains no more than one human body for detection.
The human pose estimation problem is challenging in the sense that plain
visuals are often not enough for locating keypoints accurately. It is relatively
trivial to detect the human faces, because faces have unique visual appear-
ances. But detecting the human heads is essentially harder, especially when
the person is not facing the camera directly, which makes the heads more or
less similar to any regular round objects. Finding the limbs, such as elbows
and knees, are even harder because the image clues cannot help a lot with
modeling those body joints. The booming market of clothes, with countless
brands and styles, is certainly not helpful when it comes to pose estimation.
Even for human annotators, inferences and sometimes guesses have to be
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made in order to mark down the approximate locations of those body joints.
Classical approaches tend to combine clear image features with human
body structure models in order to perform human pose estimation [1, 2, 3, 4,
5, 6]. However, those approaches are not robust to various noisy scenarios,
such as visuals which are not strong and clear, when the pose is rarely seen,
when the image is taken from an unusual direction, etc.
In recent years, Convolutional Neural Networks (CNNs) have been ex-
tremely successful in multiple computer vision tasks, including image classi-
fication, object recognition and semantic image segmentation. Those tasks
are similar to the human pose estimation problem, in the sense that they
all focus on understanding the high-level structure of images. Consequently,
recent research focuses on developing human pose estimators that exploit
the power of CNNs. Some of the early works simply use CNNs as another
way of generating visual features and still preserve the human body structure
models. The two are combined together to produce the final results [7, 8, 9].
Whereas others abandon the structure models and use CNNs in an end-to-end
fashion, such that the keypoint predictions are generated directly from the
single images fed into the model [10, 11, 12]. This research not only embraces
the full power of CNNs, but also established a standard way of preparing the
data and training the network. Because of such a convention, most of the
recent advances are made toward the design of more sophisticated network
architectures, for example the Convolutional Pose Machine (CPM) [13]. In
a recent work, Newell et al. [14] present the Stacked Hourglass Networks
(Stack-HgNets), which achieves state-of-the-art results on one of the stan-
dard pose estimation benchmark datasets, namely the MPII Human Pose
Dataset (MPII) [15]. Due to its outstanding performance in accuracy, much
research is based upon the Stack-HgNets, such as the AlphaPose systems [16]
and the Pyramid Residual Modules (PRMs) [17].
We follow the same path and introduce the Stacked Dense-Hourglass Net-
works (Stack-DenseHgNets) for human pose estimation. We adopt the gen-
eral structure of the Stack-HgNets which is capable of capturing visual fea-
tures across all scales of the image. We replace the residual modules, that are
being used extensively throughout the Stack-HgNets, with the dense blocks
introduced by Huang et al. [18] in the Densely Connected Convolutional
Networks (DenseNets). Our intuition comes from the observation that the
DenseNets are recognized as an upgraded version of the residual networks
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(ResNets) [19]. The performance comparison between the DenseNets and
the ResNets shows that the dense blocks are more advanced than the resid-
ual modules.
We explored the effect that such a dense block substitution provides com-
pared to the original Stack-HgNets design. We also evaluate the performance
of the Stack-DenseHgNets using dense blocks, both with and without the
dropout layers and compared the results. The final network architecture re-
quires fewer trainable parameters and uses less memory, and still achieves
highly competitive results compared to the state-of-the-art results on the
MPII Human Pose Dataset [15].
It is also worth mentioning that this work is part of a larger project
that tackles the problem of human action detection in untrimmed videos.
Human action detection is an extremely challenging problem, especially in
untrimmed videos, where certain actions could start and end almost arbitrar-
ily. We want to examine how the extra information provided by the human
pose could be beneficial to this task. However, few available systems that
perform the 2D human pose estimation task are implemented in platforms
that do not accord with the plans of this larger project. The performance in
accuracy and runtime of those systems are not superior. Consequently, we
decide to develop our own 2D human pose estimation systems, namely the




Classical approaches tend to formulate the human pose estimation task
using a two-steps setup, including a joint detection step and a structure re-
finement step. For the joint detection step, hand-crafted features are used to
find the possible locations of the target body keypoints. This step tends to
produce tons of weak detections of joints across the entire image, and thats
where the structure refinement step comes in to clean up the false positive
detections. A variety of approaches have been used for the structure refine-
ment step. There is research that utilizes the knowledge about the human
body, where both physical structure and joint kinematics are combined to
create tree-structured human body models [1, 2]. Some research creates hi-
erarchy models of the human body based on the observation that body parts
with rich visual evidences, like faces and hands, can be detected more ac-
curately than other body parts, like elbows and knees [3, 4]. There is also
research that creates loops to iteratively augment the tree-like or non-tree
models developed for structure refinement [5, 6]. However, those approaches
depend heavily on the robustness of the joint detectors and the generality of
the structure models. As a result, classical approaches perform best when all
the joints are visible and the person appears in common poses like standing
up.
In recent years, Convolutional Neural Networks (CNNs) have been the
dominant machine learning approach for object detections and semantic
segmentation in images. Under this influence, DeepPose by Toshev and
Szegedy [10] is one of the pioneers that brought CNNs into the research on
human pose estimation. DeepPose uses CNNs to generate the keypoints XY
coordinates directly. Some other works tend to maintain the classical two-
step approaches, where they use CNNs to perform joint detection and use
more advanced techniques such as graphical models and graph-cut methods
to perform structure refinement [7, 8, 9].
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One of the fundamental changes was introduced by Tompson et al. [11],
where they proposed generating coarse heatmaps instead of direct regression
to XY coordinates of each joint. There are two major problems with direct
regression to XY coordinates as in DeepPose. First, direct regression failed
to work with multi-person pose estimation, because there are not enough
degrees of freedom in the output representation. Second, direct regression
performs poorly in high-precision region, because mapping from RGB image
to XY coordinates may be too complicated to learn in general. Regression
to heatmaps solves those problems seamlessly and therefore has become the
prevailing method used by CNNs oriented pose estimation research. However,
the pose estimator by Tompson et al. [11] still kept some complicated network
structure after the coarse heatmaps are generated, and that served as the
refinement step to generate fine heatmaps for final prediction. A similar
work by Carreira et al. [12], introduced the iterative error feedback method,
where the previous heatmap predictions are stacked with the input image and
then feedback into the same network to produce new heatmap predictions.
This feedback is performed iteratively. During each iteration, the heatmap
predictions are converted into image XY coordinates and some loss function
is applied on to the direct XY coordinates in terms of optimization. One
of the downsides is that this methods requires multi-stage training and the
weights are shared across each iteration.
The Convolutional Pose Machine (CPM), introduced by Wei et al. [13], is
one of the first approaches that uses CNNs in an end-to-end fashion. The
CPM takes an RGB image and generates a multi-layer heatmap prediction,
one layer for each joint, so that joint locations can be obtained directly from
the heatmap. The ground truth heatmaps are created by putting Gaussian
peaks into the corresponding layer at the ground truth locations of each joint.
A Mean Squared Error (MSE) loss is then applied between the multi-layer
prediction heatmaps and the ground truth heatmaps. This allows the CPM
to be trained in an end-to-end fashion with backpropagation, making the
training process less painful. The CPM improves the overall pose estimation
accuracy on the MPII Human Pose Dataset (MPII) [15] more than 6%.
Henceforth, most of the recent research follows the same end-to-end train-
ing pipeline and introduces several new CNN models and techniques that
provide several valuable insights.
The OpenPose, introduced by Cao et al. [21], is built directly upon the
5
CPM to perform multi-person pose estimation. In order to generate the
ground truth heatmaps, the CPM only places a single Gaussian peak into
each layer of the heatmaps, while the OpenPose places multiple peaks into
the same layer, one for each person that appears, which allows their net-
work to detect multiple persons. In addition, the CPM generates multi-layer
heatmaps, where the number of layers corresponds to the number of body
keypoints to be detected. OpenPose generates heatmaps that have more lay-
ers than that of the CPM. The additional layers contain predictions of the
so-called part affinity fields which are used for multi-person part association.
The CPM and the OpenPose share almost the same CNN architecture with
little differences around the top layers. This sheds light on how to expand the
existing single person pose estimators and make them multi-person friendly.
The Stacked Hourglass Networks (Stack-HgNets), by Newell et al. [14],
focuses on single person pose estimation. The Stack-HgNets model takes
advantage of the conv-deconv and encoder-decoder architectures [22, 23] that
originated from image semantic segmentation research. The Stack-HgNets
also makes extensive use of the residual modules introduced in the Residual
Networks (ResNets) by He et al. [19]. Our work largely builds off the Stack-
HgNets since it achieves state-of-the-art accuracy on several human pose
benchmark datasets, including the MPII dataset [15].
Similar to the transition from the CPM to the OpenPose, Newell et al. [24]
introduced the associate embedding method for multi-person pose estima-
tion. They use the Stack-HgNets and change the top architecture so that
the output multi-layer heatmaps have more layers that contain the associa-
tive embedding tags. Those tags are used for multi-person joint associations
that are very similar to instance level segmentation labels. This similarity
is not surprising since the Stack-HgNets is highly related to image semantic
segmentation architectures. Even though the associate embedding method
outperforms the OpenPose [21] by around 2% on multi-person pose estima-
tion, the overall accuracy is still a lot lower than single-person scenarios.
One possible reason is that the same network architecture is now required
to learn whether there are multiple persons in the image. Such complexity
could be too much, especially when people are not well separated or ap-
pears in different scales. Additional errors are introduced by the extra steps
needed for further processing the multi-person heatmap predictions, such as
non-maximum suppression for cleaning up false positive joint detections.
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There are other approaches toward multi-person pose estimation that for-
mulate the problem into old-fashioned multi-step systems. Human detec-
tors are used to put bounding boxes around each person being detected.
Single-person pose estimators are then applied to predict the pose inside
each bounding box. One of such systems that achieves state-of-the-art re-
sults is the AlphaPose by Fang et al. [16]. AlphaPose uses the state-of-the-art
object detector, namely the Faster-RCNN by Ren et al. [25], as their human
detector and introduces the RMPE framework for single-person pose estima-
tion. At the heart of the RMPE framework, lies a pre-trained Stack-HgNets
model. The bounding boxes are pre-processed by a spatial transformer net-
work (STN) before feeding into the Stack-HgNets model. The STN maps the
person onto the center of the bounding box in a dominating fashion, which al-
lows the power of the Stack-HgNets to be fully exploited. The Stack-HgNets
model is then followed by a Spatial Detransformer Network (SDTN), that
remaps the estimated human pose back to the original image coordinates.
The research on multi-person estimation discussed above suggests that the
core of multi-person pose estimation is actually sophisticated networks that
are capable of performing accurate single-person estimation. The work by
Yang et al. [17] focuses on upgrading the architecture of the Stack-HgNets,
by introducing the Pyramid Residual Modules (PRM) for better feature ex-
traction. This somewhat complex modification only outperforms the original
Stack-HgNets slightly. On the MPII dataset, PRM brings about 1% improve-
ment on the average accuracy on single-person pose estimation.
Our work is also closely related to the Densely Connected Convolutional
Networks (DenseNets) introduced by Huang et al. [18]. The key advances
of the DenseNets are packed inside the dense blocks that significantly im-
proves the information flow throughout the CNNs compared to the ResNets.
The Fully Convolutional DenseNets (FC-DenseNets), introduced by Jégou
et al. [26], shows that the dense blocks is capable of constructing very deep
CNNs with very few parameters while maintaining a descent performance.
The FC-DenseNets achieves state-of-the-art results on multiple image seman-




One common issue about existing human pose estimation systems is that
they are inclined to sacrifice runtime performance in exchange for better esti-
mation accuracy. There is essentially nothing wrong with this approach, but,
as mentioned before, this work is part of a larger project that deals with hu-
man action detection in untrimmed videos. Typical benchmark datasets for
such research are enormous, like the THUMOS14 [27] dataset that contains
more than 25 million frames. Extracting human pose from that many frames
would take several weeks, even for novel systems, such as the OpenPose that
runs at roughly 15 frames per second (FPS). We want to build a human pose
estimator that runs much faster, and this involves using the PartNet and the
FastNet.
The PartNet, introduced by Oliveira et al. [28], is designed to provide
highly accurate human body part segmentation. However, the PartNet is
not capable for providing interactive frame rate computation. To tackle
the main inefficiencies within the PartNet, Oliveria et al. [29] proposed the
FastNet with the goal to provide the best trade-off between performance and
segmentation accuracy.
Figure 3.1: FastNet architecture extracted directly from Oliveira et al. [29].
The FastNet architecture, as shown in Figure 3.1, consists of a contractive
network part followed by a expansive network part. The contractive network
part is based on the VGG16 network by Simonyan and Zisserman [30] for
both architecture design and weights initialization. The expansion part up-
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samples the coarse features produced by the contractive network back to
the original resolution, such that the output size is the same as the input
image. The FastNet also creates shortcuts that the feature maps from the
contracting network part are fed into intermediate layers of the expansive
network, represented by the arrows in Figure 3.1. Despite the few differences,
the FastNet architecture is actually very similar to the single hourglasses
being used in the Stacked Hourglass Networks (Stack-HgNets).
We build our own FastNet model on the Pytorch platform, attempting
to reproduce the result by Oliveira et al. [29], but failed on all of our at-
tempts. Considering the significant architecture similarities shared between
the FastNet and the Stack-HgNets, we believe that the FastNet architec-
ture is capable of performing descent human pose estimation. Therefore, we
examined our failure closely and identified several valuable insights.
Figure 3.2: Qualitative results of
FastNet extracted directly from
Oliveira et al. [29]. First column:
Input image. Second column:
Ground truth. Third column:
Result predicted with FastNet.
The FastNet formulates the pose
estimation problem as a body part
segmentation task. Meaning that
instead of making predictions on
the location coordinates of the body
keypoints, the FastNet generates
body part masks as shown in Figure
3.2. Technically, FastNet is not ac-
tually a pose estimation system, be-
cause joint locations need to be con-
verted from the body part segmen-
tation masks and this conversion is
certainly non-trivial.
As a consequence, FastNet is es-
sentially an image semantic segmen-
tation model that performs multi-
class classification on each pixel to
determine whether that particular
pixel belongs to any of the body part
classes or the background class. Af-
ter close examination, we have sev-
eral reasons to believe that body
part segmentation is not a very good approach in general.
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Figure 3.3: Examples of inappropriate ground truth mask. First row:
Input image. Second row: Ground truth mask.
Semantic segmentation largely depends on visual clues, especially edges,
to provide boundary information. It is completely normal that semantic
segmentation is not robust to occlusion, which implies that the FastNet might
not be that reliable when joints are not entirely visible. It is also non-trivial
to predict the boundaries between body parts, especially when those parts
are mostly covered under clothes, such as upper leg and lower leg, arm and
body, body and neck, etc. Body part segmentation is definitely harder than
instance level person segmentation due to the lack of clear visual features.
The segmentation approach of the FastNet also requires significant atten-
tion to preparing the ground truth masks. Typical human pose datasets,
such as the MPII dataset, do not provide ground truth body part masks,
so we have to generate the masks ourselves. The FastNet provides some
brief instructions on how to generate the ground truth masks as shown in
Figure 3.2. The basic idea is to approximate the part shape using only the
annotation for joint locations. However, this approximation often generates
ground truth masks that contain noticeable number of errors as shown in
Figure 3.3, because there is simply not enough information to determine the
exact shape appearance of body parts. We have to make a lot of assumptions
just to decide the order of the body parts to be drawn. The significant er-
rors in ground truth masks will certainly plague the body part segmentation
accuracy of the FastNet.
Furthermore, the generated body part masks bring about the problem of a
highly unbalanced dataset, for more than 90% of the total pixels belong to the
background class. If no mechanisms are introduced to penalize background
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prediction, the FastNet is most likely to learn to just predict all backgrounds.
Further, the total number of torso pixels also dominates the pixel number of
all other body parts, which can twist the model and make it predict all torso
for the entire human body area.
Another astonishing fact about the FastNet is that it operates at a res-
olution of 500 × 500 pixels. There are other versions of the FastNet that
operates at lower resolutions, such as 300 × 300 pixels and 150 × 150 pixels.
Still, those resolutions are all high, making the FastNet extremely memory
thirsty. During training, a novel 12GB GPU could only handle a mini-batch
of 10 images. FastNet is designed to have efficient architecture with fewer
parameters, and the trade-off to that is it eats up tons of memory, in order
to produce high-resolution body part segmentation.
As mentioned earlier, we do believe that the FastNet architecture is capable
of performing descent body part segmentation. Nevertheless, it appears to
be non-trivial to train a FastNet model due to all the drawbacks mentioned.
This is probably why the mainstream of pose estimation research has deviated




Our Stacked Dense-Hourglass Networks (Stack-DenseHgNets) for human
pose estimation largely builds off the spine of the Stacked Hourglass Net-
works (Stack-HgNets) by Newell et al. [14]. The Stack-HgNets emphasis on
the encoder-decoder architecture that enables the model to capture visual
features at different scales and bring them together for the final prediction,
because pose estimation requires a coherent understanding of the full body.
Residual modules [19] are used extensively by the Stack-HgNets as a ba-
sic building block. Residual modules, introduced in the Residual Networks
(ResNets) [19], is well known for the creation of skip-connections between
separated layers. Our model aims to exploit this mechanism further by im-
porting the more powerful dense blocks from the Densely Connected Convo-
lutional Networks (DenseNets) architecture [18].
4.1 Review of the Stack-HgNets
Figure 4.1: Single HgNets architecture before stacking.
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Table 4.1: Contraction part
architecture.
Layers Output Size
Input 256 × 256 × 3
Conv 7 × 7 128 × 128 × 64
Basic Block 128 × 128 × 128
MaxPool 2 × 2 64 × 64 × 128
Basic Block 64 × 64 × 128
Basic Block 64 × 64 × 256
Table 4.2: Hourglass part
architecture, skip blocks are not
shown for brevity reasons.
Layers Output Size
Input 64 × 64 × 256
Block-MaxPool 32 × 32 × 256
Block-MaxPool 16 × 16 × 256
Block-MaxPool 8 × 8 × 256
Block-MaxPool 4 × 4 × 256
Basic Block 4 × 4 × 256
Block-Up-Add 8 × 8 × 256
Block-Up-Add 16 × 16 × 256
Block-Up-Add 32 × 32 × 256
Block-Up-Add 64 × 64 × 256
Table 4.3: Thinning part architecture.
Layers Output Size
Input 64 × 64 × 256
Conv 1 × 1 64 × 64 × 256
Conv 1 × 1 64 × 64 × 16
The architecture of a single Hour-
glass Networks (HgNets) before
stacking is shown in Figure 4.1. The
single HgNets consists of three parts:
a contraction part, a hourglass part
and a thinning part. The exact
configurations of the three parts are
shown in Table 4.1, Table 4.2 and
Table 4.3.
Inputs to the single HgNets are
three-channel RGB images with a
resolution of 256 × 256 pixels. The
contraction part starts with a 7 × 7
convolution layer (Conv-BN-ReLU)
with padding 3 and stride 2, followed
by a basic block that increases the
number of features from 64 to 128. A
2 × 2 max pooling layer with stride
2 further brings down the resolution
from 128 to 64. Two consecutive ba-
sic blocks expand the number of fea-
tures from 128 to 256. The final out-
put of the contraction part consists
of 256 features with a resolution of
64.
Across the hourglass part, the
number of features remains the
same, and all the basic blocks share
an identical architecture. The block-
maxpool layer represents a basic
block followed by a 2 × 2 max pool-
ing layer with stride 2, that halves
the feature resolution. A block-up-
add layer represents a basic block
followed by a upsampling layer with factor 2 that doubles the feature res-
olution. The output of the upsampling layer is then added element-wise
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Figure 4.2: 2-Stack-HgNets architecture.
with the output of the skip blocks, which directly follows the output of the
corresponding basic blocks before max pooling, as shown in Figure 4.1.
The thinning part consists of two consecutive rounds of 1 × 1 convolution
layers to produce the final network prediction. Note that the first convolu-
tion layer corresponds to the sequence of Conv-BN-ReLU while the second
convolution layer does not have the additional BN-ReLU layers. The output
of the network is a set of heatmaps where for a given heatmap the network




Input 256 × 256 × 3
Contraction 64 × 64 × 256
Hourglass 64 × 64 × 256
Thinning 64 × 64 × 16
Conv-Add 64 × 64 × 256
Hourglass 64 × 64 × 256
Thinning 64 × 64 × 16
The Stack-HgNets is constructed
by stacking multiple hourglasses
end-to-end, feeding the output of
one as input into the next. A sam-
ple 2-stack Stack-HgNets (2-Stack-
HgNets) is shown in Figure 4.2. The
exact configurations of the 2-Stack-
HgNets are shown in Table 4.4.
Another key implementation to
the Stack-HgNets is that interme-
diate supervision is performed, as
every single hourglass has a thin-
ning part that generates intermedi-
ate heatmaps upon which a loss is
applied. The heatmaps are then brought back to 256 features with a 1 × 1
convolution layer (Conv-BN-ReLU). Another 1 × 1 convolution layer (Conv-
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BN-ReLU) is applied to the intermediate features in the thinning part be-
fore the final 1 × 1 convolution layer. The two streams are then added
together in an element-wise fashion with the input features before the cur-
rent hourglass to produce 256 features, that are fed as the input into the next
hourglass. The intermediate supervision guides the Stack-HgNets to produce
early predictions and asks it to have a high-level understanding of the image
by reconsidering the overall coherence of the features. Theoretically, there is
no limitation to the number of single HgNets that can be stacked together.
However, stacking too many single HgNets inside one Stack-HgNets will cer-
tainly cause more troubles than benefits. Therefore, typical Stack-HgNets
configurations are 2-Stack-HgNets, 4-Stack-HgNets and 8-Stack-HgNets.
4.2 Basic Block
We use the term “basic block” a lot in Section 4.1 to refer to the standard
modules that build up the spine of the Stack-HgNets. The basic block is the
key component that contains all the convolution layers for feature extrac-
tion. We think of the basic blocks as some sort of black boxes that perform
convolution operations while maintaining the same resolution and number of
the input features. There are few exceptions, as the basic blocks in the con-
traction part are configured to double the number of features while keeping
the same resolution.
Figure 4.3: Residual module
architecture.
In the original design, the residual
modules are used as the basic blocks
to build the Stack-HgNets. Resid-
ual modules are introduced by He
et al. [19] with the architecture as
shown in Figure 4.3. Its detail con-
figurations are shown in Table 4.5.
Input to the residual modules goes
through a 1 × 1 convolution layer, a
3 × 3 convolution layer with padding
3, a 1 × 1 convolution layer, and is
then added in an element-wise fash-
ion with the input features to produce the final output features. If the output
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feature number is not the same with the input, an extra 1 × 1 convolution
layer is used to match the input feature number with the output. This extra
convolution layer is shown as the optional convolution layer in Figure 4.3.
Table 4.5: Residual module
architecture.
Layers Output Size
Input 64 × 64 × 256
Conv 1 × 1 64 × 64 × 128
Conv 3 × 3 64 × 64 × 128
Conv 1 × 1 64 × 64 × 256
Add 64 × 64 × 256
Except for the optional convolu-
tion layer, the three other convolu-
tion layers corresponds the sequence
of BN-ReLU-Conv. In the origi-
nal design of residual modules, con-
volution layer is placed before the
BN-ReLU layers. However, the BN-
ReLU-Conv sequence is preferred
because it demonstrates better per-
formance as presented in a later
work by He et al. [31].
4.3 Dense Block
ResNets are introduced to tackle that problem that deeper CNNs are more
difficult to train. As the input and features travel through a deep network,
they can vanish before reaching the end of the network. The same concept
applies to the gradients that are passed to the beginning of the network
through backpropagation. The residual modules deal with this problem by
creating shortcuts from previous layers to later layers as shown in Section
4.2.
Figure 4.4: Dense block architecture.
DenseNets, introduced by Huang
et al. [18], follows the spirit of the
ResNets and aims to maximize the
information flow between layers in a
deep neural network. The key com-
ponent of the DenseNets is the dense
blocks that concatenate features to-
gether instead of adding them in
an element-wise fashion. The dense
blocks are considered as the natural
extension of the residual modules. Hence, we use the dense blocks as the basic
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block to build our Dense-Hourglass Networks (DenseHgNets). Architecture
of a single dense block is shown in Figure 4.4 and its detailed configurations
are shown in Table 4.6.
Table 4.6: Dense block architecture.
Layers Output Size
Input 64 × 64 × 256
Conv 1 × 1 64 × 64 × 128
Conv-Cat 64 × 64 × 160
Conv-Cat 64 × 64 × 192
Conv-Cat 64 × 64 × 224
Conv-Cat 64 × 64 × 256
Because the dense blocks can only
strictly increase the number of fea-
tures from input to output, we first
reduce the input feature number
from 256 to 128, by using a 1 ×
1 convolution layer, similar to the
first convolution layer of the resid-
ual module. Then, the dense block
performs four consecutive rounds of
convolution and concatenation that
bring the feature numbers back to
256, shown as the conv-cat layers in
Table 4.6. We set the growth rate of the dense blocks to be 32, meaning that
each convolution layer takes the features from the previous layer as input,
generates 32 features and concatenates them with the input to produce the
output features. In this way, the output has 32 additional features compared
to the input. All convolution layers have the kernel size of 3 × 3 with padding
1 and each of them corresponds to the sequence of BN-ReLU-Conv. Each
of the convolution layers has the option to append a dropout layer, typically
with the dropout rate being 0.2, before concatenation as the mechanism to
protect the dense blocks from overfitting.
As for the dense blocks placed inside the contraction part that doubles the
feature number, we set the growth rate to be 32 as well and removed the first
1 × 1 convolution layer since it is no longer necessary. More specifically, the
first dense block in the contraction part that increases the feature number
from 64 to 128 consists of two conv-cat layers and the second dense block
that increases the feature number form 128 to 256 consists of four conv-cat
layers.
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4.4 Stacked Dense-Hourglass Networks
Despite all the changes made inside the single DenseHgNets, the output
features still share the same resolution and number as the input. Since
the general Stack-HgNets configurations are not effected by replacing resid-
ual modules with dense blocks, we simply stacked the single DenseHgNets
together in the same pattern as shown in Figure 4.2 to construct the Stack-
DenseHgNets. We adopt the same intermediate supervision techniques used
by the original Stack-HgNets as described in Section 4.1. Every single Dense-
HgNets in the Stack-HgNets produces a set of heatmaps and a loss is applied.
In summary, we use dense blocks as our basic blocks to build our Stack-
DenseHgNets. We construct two versions of the DenseHgNets both using
dense blocks, one without the dropout layers and the other with the dropout
layers with the dropout rate being 0.2. We then stack multiple Dense-





We evaluate the two 8-Stack-DenseHgNets models on the MPII Human
Pose Dataset (MPII) and compare our results with state-of-the-art architec-
tures, especially the 8-Stack-HgNets models.
5.1 Dataset
One of the most commonly used benchmark dataset on human pose esti-
mation is the MPII dataset [15]. The MPII dataset consists of around 25 K
images with annotations for multiple people, that adds up to containing over
40 K single person samples with annotated body joints. The 40 K samples
include around 28 K training samples and 11 K testing samples. However,
the annotations are not provided for the testing samples, so divide the train-
ing samples into two parts. We train on a subset of the training samples
including around 25 K images, and evaluate on the rest of the training set
including around 3 K samples. This division strategy is similar to the train-
ing strategy used by the original Stack-HgNets, although the exact sample
distribution might be different.
The MPII dataset contains massive images with multiple people appearing
in a single image. But we are only interested in single-person pose estima-
tion. On that account, we use the bounding boxes, provided as part of the
dataset annotations for sufficiently separated individuals, to crop the image
around the target person. All input images are then resized to 256 × 256
pixels. We applied several data augmentation methods, including rotation
(±30 degrees), scaling (0.75-1.25) and horizontal flipping.
The annotation of the MPII dataset specifics 16 body keypoints, so we cre-
ate 16-layer heatmaps as the ground truth. We put a 2D Gaussian peak, with
standard deviation of 1 pixel, into the corresponding layer of the heatmaps
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centered on the joint location. If the location of a particular joint is not
provided or out of the image boundaries, a heatmap layer of all zeros is gen-
erated, since this often corresponds to the case when the joint is seriously
occluded, truncated or not visible.
5.2 Training Details
The 8-Stack-DenseHgNets is trained using Pytorch [20]. A Mean Squared
Error (MSE) loss is applied between the predicted heatmaps and the ground
true heatmaps. We use RMSProp [32] with 0 momentum to optimize the
MSE loss accordingly.
We trained our model for 200 epochs with a batch size of six. Batch nor-
malization is applied using RGB mean [0.4404, 0.4440, 0.4327] and standard
deviation [0.2458, 0.2410, 0.2468]. We initialize the learning rate to be 1e-4
and decay the learning rate by a factor of 10 after the validation accuracy
plateaus. More specifically, the learning rates are lowered at epoch 150. The
training of the network takes several days on a 12 GB NVIDIA TitanX GPU.
5.3 Results
For evaluation, we use the standard Percentage of Correct Keypoints (PCK)
metric, which measures the percentage of estimated keypoint locations that
fall within the normalized distance of the ground truth position. For the
MPII dataset, the common normalization method is to normalize the dis-
tance by a fraction of the head size. This method is commonly referred to as
PCKh.
We trained an 8-Stack-DenseHgNets model built by dense blocks with-
out dropout layers and another 8-Stack-DenseHgNets model build by dense
blocks with dropout layers with the dropout rate as 0.2. To compare our
model with the original Stack-HgNets models, we also trained an 8-Stack-
HgNets model that we build by ourselves with the residual modules that are
identical to the original design. We use the same training pipeline for all the
three models we just mentioned.
Training and Testing Curves. The training and testing curves of the 8-
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Figure 5.1: Training and testing curves of the 8-Stack-HgNets with residual
modules and the 8-Stack-DenseHgNets both with and without the dropout
layers. Left: Training set. Right: Testing set.
Figure 5.2: Training and testing curves of the two 8-StackHgNets with and
without the dropout layers. Left: Training and testing curves in full.
Right: Training and testing curves zoom in on the gap region.
Stack-HgNets model with residual modules and the two 8-Stack-DenseHgNets
models with and without the dropout layers are shown in Figure 5.1. It
can be seen that the 8-Stack-DenseHgNets model without the dropout lay-
ers can be trained faster and better than the 8-Stack-DenseHgNets model.
Adding the dropout layers makes the 8-Stack-DenseHgNets model harder to
train and lowers the training accuracy slightly. The final training accuracy
reaches 93.9% for the 8-Stack-DenseHgNets model without the dropout lay-
ers, 90.0% for the 8-Stack-DenseHgNets with the dropout layers and 89.9%
for the 8-Stack-HgNets model with residual models. Similar observations
can be obtained from corresponding the testing curves. A noticeable phe-
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Figure 5.3: Example output on MPII Human Pose Dataset
nomenon is that the testing accuracy of the 8-Stack-DenseHgNets model
with the dropout layers starts relatively low but gradually surpasses the two
other models in the end. The final testing accuracy reaches 88.9% for the 8-
Stack-DenseHgNets model without the dropout layers, 89.7% for the 8-Stack-
DenseHgNets with the dropout layers and 86.7% for the 8-Stack-HgNets with
residual modules.
The Gap. The training and testing curves suggests that the 8-Stack-
DenseHgNets model without the dropout layers suffers from the problem
that there is a significant gap between the training and testing accuracy.
The situation is more evident when the training and testing curves are put
into the same figure and zoomed in on to the final epochs, as shown in Figure
5.2. For the 8-Stack-DenseHgNets model without the dropout layers, the gap
between training and testing occurs as early as epoch 50 while there is no
significant gap for the 8-Stack-DenseHgNets model with dropout layers with
the dropout rate being 0.2.
Overall Accuracy. We evaluate the accuracy of the two 8-Stack-DenseHgNets
Table 5.1: Results on the MPII Human Pose dataset (PCKh@0.5)
Head Shoulder Elbow Wrist Hip Knee Ankle Total
Wei et al. [13] 97.8 95.0 88.7 84.0 88.4 82.8 79.4 88.5
Newell et al. [14] 98.2 96.3 91.2 87.1 90.1 87.4 83.6 90.9
Yang et al. [17] 98.5 96.7 92.5 88.7 91.1 88.6 86.0 92.0
Ours, w/o drop 97.1 95.3 90.2 85.5 87.7 84.3 82.2 88.9
Ours, w/ drop 97.5 96.1 90.8 86.7 88.9 85.2 82.4 89.7
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models both with and without the dropout layers across all joints on the
MPII dataset and the numbers can be seen in Table 5.1. Example pose pre-
dictions made by our best model, namely the 8-Stack-DenseHgNets model
with dropout layers with dropout rate as 0.3, on the test sets of the MPII




Technically speaking, the dense blocks are very similar to the residual
modules, explaning why the Stack-DenseHgNets demonstrate similar perfor-
mance compared to the Stack-HgNets. However, this seemingly insignificant
modification we make lead to several interesting observations that are dis-
cussed in this chapter.
Stack-HgNets Baseline. We trained our own 8-Stack-HgNets model
built with residual modules that have exactly the same structure as the
model architecture introduced by Newell et al. [14]. However, our 8-Stack-
HgNets fail to reach the baseline of 90.9% accuracy reported in theirs. We
noticed that there are two reasons for this gap.
First, our training settings are different from theirs. We trained the 8-
Stack-HgNets for 200 epochs, with a initial learning rate of 1e-4 which is
decayed by a factor of 10 at epoch 150. Their training epoch number is
not mentioned, but they initialize the learning rate as 2.5e-4. They drop
the learning rate by a factor of 5, but that particular epoch number is not
specified. We do not have enough information to precisely reproduce the
training strategy they were using. Also, we have not tried fine-tuning the
training parameters that can help bring up the training and testing accuracy,
such as the learning rate, decay factor, optimizer momentum, etc. In order
to make things comparable, we simply use the same learning strategy for all
there models that we want to evaluate.
Second, Newell et al. [14] pointed out that other techniques are being used
to boost up the final validation accuracy produced by the Stack-HgNets. One
of the techniques is to make predictions on both the original image and a
flipped version of the image, and then average out the heatmaps for final
prediction. Another technique being mentioned is to offset the prediction
by a quarter of a pixel in the direction of its next highest neighbor in the
heatmaps to improve performance. These techniques account for more than
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1% average improvement on the validation accuracy. However, We never
applied those techniques because we are more interested in the performance
of the models on their own.
All things considered, we think the baseline produced by our own imple-
mentation of the 8-Stack-HgNets model is reasonable and provides a good
reference for our 8-Stack-DenseHgNets models.
Figure 6.1: Example of strong
overfitting.
Strong Overfitting. During
the process of training the 8-Stack-
HgNets model, we experienced the
phenomenon that the testing accu-
racy drops significantly after some
epochs, as shown in Figure 6.1. Af-
ter searching, we find out that this
is actually a common issue that
is being experienced by many re-
search groups working on the Stack-
HgNets. There is a Github thread
being setup for the discussion of this
problem and many refer to it as
“strong overfitting”. No consensus
has been reached on the cause of this problem. On the other hand, we
have not experience any sort of the strong overfitting issue when training
the 8-Stack-DenseNets. It is worth noting that, as shown in section 5.3, the
dropout layers in the dense blocks are able to make the model more robust
to the overfitting problem.
Table 6.1: Parameter and memory
usage of the 8-Stack-HgNets (Hg s8)
model and the 8-stack
dense-hourglass (DenseHg s8) model.
Model Params Memory
Hg s8 25.59M 11034M
DenseHg s8 19.78M 10376M
Parameter and Memory Ef-
ficiency. One benefit that comes
with the dense blocks is that the im-
provement on parameter and mem-
ory efficiency, as shown in Table 6.1.
Note that the memory usage is not
significantly reduced considering the
model have much fewer parameters.
This is because of the many con-
catenation operations being used in-
side the dense blocks. According to
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Huang et al. [18], however, this memory-inefficiency is not a property in-
herent to dense blocks but rather to the implementation. Pleiss et al. [33]
came up with a memory-efficient implementation of dense blocks. We did
not adopt this implementation because it was not fully compatible with the
Pytorch version 0.3.x before and the problem seems to have been fixed by a
recent update.
Densely Stacked Denseglass Networks. The DenseNets [18] obtain
significant improvements over the ResNets [19] on four highly competitive
object recognition benchmark tasks. Nevertheless, our Stack-DenseHgNets
with the dense blocks only obtain minimum improvements over the Stack-
HgNets with the residual modules. Our theory is that the effectiveness of
the dense blocks are limited by the many residual learning patterns that
still exist in the network architecture of our Stack-DenseHgNets. Note that
there are still massive element-wise addition operations remaining in the
upsampling path inside the single DenseHgNets model and between the con-
secutive DenseHgNets that are stacked together. Those operations are es-
sentially nothing but a generalized form of the residual learning pattern.
The recent work by Jégou et al. [26] introduces the Fully Convolutional
DenseNets (FC-DenseNets), which extended the DenseNets by concatenating
the feature maps altogether along the upsampling path. The FC-DenseNets
achieves state-of-the-art results on multiple image semantic segmentation
benchmark datasets. Inspired by this innovation, we come up with the
idea of the ultimate “Densely Stacked Denseglass Networks” architecture,
where all the element-wise addition operations in the current design of the
Stack-DenseHgNets are upgraded to the same concatenation fashion as the
DenseNets and the FC-DenseNets. The term “Denseglass” emphasizes on
the dense connections between the dense blocks within the single Dense-
HgNets architecture and the term “Densely Stacked” emphasizes the dense




In this work, we proposed the Stacked Dense-Hourglass Networks (Stack-
DenseHgNets) to tackle the problem of 2D single-person pose estimation.
The Stack-DenseHgNets are constructed by replacing all the residual mod-
ules in the original architecture of the Stacked Hourglass Networks (Stack-
HgNets) with the dense blocks originated from the Densely Connected Con-
volutional Neural Networks (DenseNets). The main idea behind the Stack-
DenseHgNets architecture is packed in the dense blocks that conduct iterative
concatenation operations of feature maps across all convolution layers. The
Stack-DenseHgNets can also benefit from dropout layers to reduce overfit-
ting.
We showed that the Stack-DenseHgNets can achieve highly competitive
performance compared to the state-of-the-art accuracy on the MPII Human
Pose Dataset, with neither parameter initialization from pretraining nor addi-
tional post-processing. Moreover, the Stack-DenseHgNets are easier to train
and uses fewer parameters and less memory. We also described the tentative
architecture of the Densely Stacked Denseglass Networks for future work.
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