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Abstract
We propose a new notion called ‘extremal depth’ (ED) for functional data, discuss
its properties, and compare its performance with existing concepts. The proposed
notion is based on a measure of extreme ‘outlyingness’. ED has several desirable
properties that are not shared by other notions and is especially well suited for ob-
taining central regions of functional data and function spaces. In particular: a) the
central region achieves the nominal (desired) simultaneous coverage probability; b)
there is a correspondence between ED-based (simultaneous) central regions and ap-
propriate pointwise central regions; and c) the method is resistant to certain classes
of functional outliers. The paper examines the performance of ED and compares
it with other depth notions. Its usefulness is demonstrated through applications to
constructing central regions, functional boxplots, outlier detection, and simultaneous
confidence bands in regression problems.
Keywords: data depth, central regions, functional boxplots, outlier detection, simul-
taneous inference
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1 Introduction
Ranks, order-statistics, and quantiles have been used extensively for statistical inference
with univariate data. Many authors have studied their generalizations for multivariate
data using notions of “data depth”. The classical measure based on Mahalanobis distance
(Mahalanobis 1936) is ideally suited for multivariate normal (or more generally elliptical)
distributions. Tukey’s half-space depth (Tukey 1975) appears to be the first new notion
for the multivariate case, and there has been a lot of work since then. Brown (1983)
defined a ‘median’ for multivariate data using the L1 metric, and Vardi and Zhang (2000)
extended this to obtain a notion of multivariate depth. Other concepts include simplicial
depth (Liu 1990), geometric notion of quantiles (Chaudhuri 1996), projection depth (Zuo
and Serfling 2000; Zuo 2003), and spatial depth (Vardi and Zhang 2000; Serfling 2002).
See Zuo and Serfling (2000) for a review. Various types of statistical inference have also
been based on multivariate depth notions, including classification (Jo¨rnsten 2004; Ghosh
and Chaudhuri 2005; Li et al. 2012), outlier detection (Donoho and Gasko 1992; Mosler
2002), and hypothesis testing (Liu and Singh 1997). Liu et al. (1999) studied the use of
depth-based methods for inference on distributional quantities such as location, scale, bias,
skewness and kurtosis.
For functional data, Fraiman and Muniz (2001) proposed integrated data depth (ID);
Lope´z-Pintado and Romo (2009) introduced band depth (BD) and modified band depth
(MBD); and Lope´z-Pintado and Romo (2011) proposed a half-region depth (HRD). Several
other notions of depth for multivariate data have also been extended to functional data. For
instance, Chakraborty and Chaudhuri (2014b) developed spatial depth (SD) for functional
data. One can also extend Zuo (2003)’s projection-based depth functions and multivariate
medians to functional data. However, several of these notions and extensions suffer from a
“degeneracy” problem pointed out in Chakraborty and Chaudhuri (2014b). Specifically, in
infinite-dimensional function spaces, with probability one, all the functions will have zero
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depth (Chakraborty and Chaudhuri 2014b,c).
As with multivariate data, functional depth can be used for many applications. Fraiman
and Muniz (2001) used ID for constructing trimmed functional mean. Lope´z-Pintado and
Romo (2006) used BD for classification of functional data, Sun and Genton (2011) proposed
functional boxplots based on MBD, Franco-Pereira et al. (2014) proposed some notions
of extremality for functional data and used them to construct rank tests, and Hubert
et al. (2015) considered functional outlier detection based on some measures of depth and
outlyingness. Depth notions can also be used to obtain central regions of data which, for
instance, form the basis for constructing boxplots.
Both ID and MBD are based on some form of averaging of the depth at different points
in the domain and, as a result, their depth level sets are not convex. This has important
implications for corresponding central regions as discussed in later sections. In addition,
they may not be resistant to functions that are outlying in small regions of the domain.
This paper develops a new notion called Extremal Depth (ED) for functional data.
We will show that ED and associated central regions possess several attractive features
including:
• ED central regions achieve their nominal coverage exactly due to the convexity of
the depth contours;
• There is a direct correspondence between the (simultaneous) ED central regions and
the usual pointwise central regions based on quantiles; as a consequence, the width of
the ED simultaneous central regions is, roughly speaking, proportional to a measure
of variation at each point; and
• ED central regions are resistant to functions that are ‘outlying’ even in a small region
of the domain.
These features lead to desirable properties for corresponding functional boxplots, simulta-
neous confidence regions for function estimation, and outlier detection.
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The rest of the article is organized as follows. Section 2 introduces ED for a sample
of functional data and illustrates it on a real dataset. Section 3 defines ED for general
probability distributions and discusses its theoretical properties. Section 4 deals with
construction of central regions of functional data and develops several results including
exact coverage and correspondence to pointwise regions. Section 5 describes applications
to functional boxplots and outlier detection, and the advantages of ED-based methods over
others. Section 6 demonstrates how ED can be used to construct simultaneous confidence
bands for functional parameters.
2 Extremal Depth
2.1 Depth distribution
Let S := {f1(t), f2(t), · · · , fn(t)} be a collection of n functional observations with t ∈ T .
For ease of exposition, we assume throughout that the functions are continuous and infinite-
dimensional and, without loss of generality, we take the domain T to be [0, 1]. However,
as with other notions, ED can also be used for functional observations observed at a finite
number of points.
Let g(t) be a given function that may or may not be a member of S. For each fixed
t ∈ [0, 1], define the pointwise depth of g(t) with respect to S as
(1)
Dg(t, S) := 1− |
∑n
i=1[1{fi(t) < g(t)} − 1{fi(t) > g(t)}]|
n
.
Thus, any given function g(·) is mapped into the pointwise depth function Dg(·, S) whose
range is Dg ⊂ {0, 1/n, 2/n, · · · , 1}. Let D be the union of Dg over all functions g. We call
D the set of depth values.
Let Φg(·) be the cumulative distributions function (CDF) of the distinct values taken
by Dg(t, S) as t varies in [0, 1]. This will be called the depth CDF or d-CDF and defined
formally as
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(2) Φg(r) =
∫ 1
0
1{Dg(t, S) ≤ r}dt,
for each fixed r ∈ D. Note that if Φg has most of its mass close to zero (or one), then g
is away from (or close to) the center of the data. (See the illustrative example in Figure 1
for computation of d-CDFs.)
In this paper, we will focus on depth measures based on d-CDFs (distributions). One
concern might be that the d-CDFs do not use the dependence structure of the functional
data. However, such information is generally unavailable. Therefore, we will develop
methods that do not require the knowledge of the dependence relationships and that can
be applied to a broad class of problems. Note that this is also the approach taken in the
literature on functional and multivariate depth.
We need an appropriate way to order these d-CDFs to get a one-dimensional notion of
depth. (Clearly, there is no single approach that will dominate all others, so one has to
decide on the appropriate one by examining its performance under different situations.)
First-order stochastic dominance may appear to be the most natural way to order dis-
tributions, but it is not useful here except in the trivial case where the functions do not
cross. Alternatively, one can use a simple functional of the d-CDFs such as the mean or
median. In fact, the integrated depth (or ID) by Fraiman and Muniz (2001) corresponds
(approximately) to the average pointwise depth
∫ 1
0
Dg(t, S) dt, which is also the mean
corresponding to the depth distribution Φg(·). [We say “approximately” due to the minor
difference: we use [1{fi(t) < g(t)}−1{fi(t) > g(t)}] in the definition of Dg while Fraiman
and Muniz (2001)’s definition of ID is based on [1{fi(t) ≤ g(t)} − 1{fi(t) > g(t)}].] Mod-
ified Band Depth (MBD) is also related to the d-CDFs although the relationship between
d-CDFs and MBD is more complex than the one between d-CDFs and ID. This is because
MBD can be expressed as the average of the univariate simplicial depth, and the univariate
simplicial depth has a monotone relationship with the univariate depth Dg(t, S). Resul-
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tantly, MBD corresponds to the mean of a non-trivial function with respect to the depth
distribution Φg(·). We will provide a comparison of various functional depths in Section 3.
2.2 Definition of Extremal Depth
Our notion of extremal depth will be based on a comparison of Φg(r), the d-CDFs, for
r near zero. It focuses on the left tail of the distribution and can be viewed as left-tail
stochastic ordering. The idea can be explained simply as follows. Consider two functions
g and h with corresponding d-CDFs Φg and Φh. Let 0 ≤ d1 < d2 < · · · < dM ≤ 1 be
the ordered elements of their combined depth levels. If Φh(d1) > Φg(d1), then h ≺ g (or
equivalently g  h, and is read as h is more extreme then g); if Φg(d1) > Φh(d1), then
h  g. If Φg(d1) = Φh(d1), we move to d2 and make a similar comparison based on their
values at d2. The comparison is repeated until the tie is broken. If Φg(di) = Φh(di) for all
i = 1, ...M , the two functions are equivalent in terms of depth and are denoted as g ∼ h.
(This ordering is defined formally in Section 3 when we consider a more general context
with arbitrary function spaces S and distributions.)
The extremal depth (ED) of a function g with respect to the sample S = {f1, · · · , fn}
can now be defined as
(3) ED(g, S) =
#{i : g  fi}
n
,
where g  fi if either g  fi or g ∼ fi. If g ∈ S, then this is just the normalized
rank of g; i.e., ED(g, S) = R(g, S)/n where R(g, S) = {i : g  fi} is the rank of g.
This relationship between ED and its rank is similar to corresponding relationships of
normalized rank functions for some other depth notions in the literature (Liu and Singh
1993; Lope´z-Pintado and Romo 2009). The distinguishing feature of ED is the nature of
the ordering, i.e., left-tail stochastic ordering of the depth distributions.
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The ED median of a set of functional observations S can be defined (in an obvious
manner) as the function (or functions) in S that has (or have) the largest depth. ED
median also has the following max-min interpretation. For a function g ∈ S, let dmin(g) =
inft∈[0,1]Dg(t, S), the pointwise depth in Equation (1). Then, if g is an ED median, dmin(g)
attains the maximum: dmin(g) = max1≤k≤n dmin(fk); i.e., an ED median maximizes the
minimum pointwise depth over t ∈ [0, 1]. This is so because otherwise, there exists a
sample function fj having dmin(fj) larger than dmin(g). This implies that Φfj(dmin(g)) = 0
but Φg(dmin(g)) > 0. The definition of ED then implies that g ≺ fj and ED(g, S) <
ED(fj, S), which is a contradiction because g is a median.
Figure 1: An illustrative example: (a) eight sample functions and (b) their depth CDF’s.
The columns correspond to each of four depth levels {1/8, 3/8, 5/8, 7/8} and the rows
correspond to different sample functions.
We now consider the illustrative example in Figure 1 (a) with eight sample functions.
The d-CDF’s of all the functions are shown as a table in Figure 1 (b). ED gives the
ordering f8 ≺ f1 ≺ f4 ≺ f5 ≺ f2 ≺ f7 ≺ f3 ≺ f6. So f8 is the most extreme observation
and f6 is the deepest (median). Note that the ordering f8 ≺ f1 ≺ f4 ≺ f5 is based on
a comparison of the d-CDF values at r = 1/8 (these values are in bold); the ordering
f2 ≺ f7 is based on their d-CDF values at r = 3/8; and the ordering f3 ≺ f6 is based
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on their values at r = 5/8. From this, we get the extremal depths of these functions as:
ED(f8) = 1/8, ED(f1) = 2/8 and so on.
We now use the orthosis dataset (Cahouet et al. 2002) to illustrate ED and visually com-
pare its performance with ID and MBD. This dataset consists of moment of force measured
at the knee under four different experimental conditions, measured at 256 equally-spaced
time points for seven subjects with ten replications per subject. Figure 2 shows the results
for 240 functional observations from six subjects who have similar range of moment of force
values. The x-axis represents time when the measurement is taken and the y-axis shows
the resultant moment of force at the knee. The sample functions are plotted in gray, while
the deepest function is in blue and the two least deep functions are in red.
The three panels in Figure 2 correspond to ED, ID and MBD respectively. We re-
strict attention to ID and MBD in our empirical comparisons because these notions are
commonly used, non-degenerate and invariant to monotone-transformations. (These prop-
erties are discussed in Section 3.2). The medians for all three notions are qualitatively
similar. However, the two extreme functions based on ID and MBD fall well within the
boundaries of the entire data cloud while the two for ED are most extreme in at least
some part of the domain. As we shall see, this is due to the non-convexity of the depth
level sets of ID and MBD. This example also illustrates that as ED is based on “extreme
outlyingness”, it will penalize functions that are outliers in a short interval even if they
are “representative” in the rest of the domain. So, if one is particularly interested in char-
acterizing the overall behavior of the functions, other measures of depth may be preferable.
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Figure 2: Orthosis data example: The three panels show the 240 functional observations
(in gray) along with their two most outlying functions (in red) and the median (in blue)
using ED, ID and MBD, respectively.
3 ED for Theoretical (Population) Distributions and
Its Properties
There has been discussion of the desirable properties for depth notions in the literature (Liu
1990; Zuo and Serfling 2000; Mosler and Polyakov 2012). We will examine the performance
of ED with respect to these properties and compare it with existing notions. To do this,
we first have to extend the notion of ED from sample data to theoretical (population)
distributions.
3.1 Definition
Let P be a distribution on C[0, 1] and X ∼ P be a random function. We denote Ft to be
the CDF of the random variable X(t), and F¯t(·) = 1 − Ft(·). For any function g, define
the depth of g at t as
(4) Dg(t,X) := 1− |P [X(t) > g(t)]− P [X(t) < g(t)]|
= 1− |F¯t(g(t))− Ft(g(t)−)|.
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When the univariate distributions Ft are continuous, Dg(t,X) = 1−|1−2Ft(g(t))|, and is
monotonically related to univariate half-space depth and simplicial depth, which are given
by min(Ft(·), 1− Ft(·)), and Ft(·)(1− Ft(·)), respectively.
The d-CDF of the function g is defined, similar to the finite-sample case, as
(5) Φg(r) =
∫
[0,1]
1{Dg(t,X) ≤ r} dt,
for r ∈ [0, 1]. Note that, if necessary, one can replace the uniform weight distribution in
the definition of Φg(r) by a weighted measure to give higher or lower importance to certain
regions of the domain.
As in the finite-sample case, we use the d-CDFs to obtain an ordering of functions.
Because the d-CDFs now can be continuous, we need a slightly more general definition.
Consider a pair of functions g, h ∈ C[0, 1], and define
(6) r∗ = inf{r ∈ [0, 1] : Φg(r) 6= Φh(r)},
the infimum of values at which d-CDFs of g and h differ. Then, we say h ≺ g (h more
extreme than g) if there exists δ > 0 such that Φh(r) > Φg(r) for all r ∈ (r∗, r∗ + δ). If
r∗ < 1, such a δ exists as long as Φg and Φh have finitely many crossings (see Appendix
for a more general definition when such δ may not exist). If r∗ = 1, we say that g ∼ h.
Extremal depth of a function g w.r.t. the distribution P is now defined as
(7) ED(g,P) := 1− P [g ≺ X] = P [g  X] , where X ∼ P.
3.2 Properties
Liu (1990); Zuo and Serfling (2000) proposed several desirable properties for multivariate
depth notions, and Mosler and Polyakov (2012) extended them for functional depth. The
first four properties below are satisfied by ED, ID, BD and MBD but not by some others.
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The next two concepts discussed below, convexity and ‘null at the boundary’ (NAB), are
satisfied by ED but not by ID and MBD. The convexity property leads to desirable shapes
for central regions as shown in the next section. The NAB property is also important and
is related to being resistant to outliers.
Transitivity (if f1 ≺ f2 and f2 ≺ f3, then f1 ≺ f3) and invariance under monotone
transformations (order preserving as well as order reversing) are two well-known proper-
ties. It can be easily shown that ED satisfies them, as do ID, BD and MBD (where the
ordering f1 ≺ f2 for ID and MBD is interpreted as f2 deeper than f1). However, spatial
depth (SD) (Chakraborty and Chaudhuri 2014b) does not satisfy the invariance property.
The details are omitted.
Maximality of the center property requires that if there exists a natural center for the
distribution of interest such as a center of symmetry, then it should have the highest depth.
A center of symmetry can be formally defined as s ∈ C[0, 1] satisfying: P [X(t) > s(t)] =
P [X(t) < s(t)] ,∀t ∈ [0, 1]. ED has a depth of one at the center of symmetry if it exists.
More generally, consider the following set
(8) M :=
{
m ∈ C[0, 1] : m(t) = arg min
y
|P [X(t) > y]− P [X(t) < y]|
}
.
When M is nonempty, any function m ∈ M has extremal depth equal to one because
m  f, ∀ f ∈ C[0, 1]. This follows easily because at any point t ∈ [0, 1], Dt(m,X) ≥
Dt(f,X),∀f . Note that M contains center of symmetry when it exists and generalizes
center of symmetry when it doesn’t exist. However,M is not guaranteed to be non-empty
only in the irregular case that none of the functions satisfying the “argmin condition” in
Equation (8) are continuous.
When a center of symmetry exists, ID and MBD also have it as the median but it may
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not necessarily be the median for SD. However, under the stronger notion of symmetry
that X − s and s−X have the same distribution, SD has s as the median. While BD also
has the center of symmetry as its median, Chakraborty and Chaudhuri (2014a) showed
that, for many common stochastic processes, BD assigns a depth of zero to the center of
symmetry, making it not deeper than any other function.
Monotonicity from the center requires that if m is a median and functions f , g are
such that ∀t, either m(t) ≤ g(t) ≤ f(t) or m(t) ≥ g(t) ≥ f(t), then we require g to be at
least as deep as f . For any median m ∈M , the monotonicity from the median property is
satisfied for ED; the extremal depth does not increase as we move away from m. ED, ID,
BD and MBD all satisfy monotonicity from the center of symmetry, when it exists. The
proof is omitted.
Convex depth level sets: For a given function h and fixed α ∈ (0, 1), define the ED
level set as {h : ED(h,P) ≥ α}.
Proposition 1. Under a mild condition (Condition 1(b) in Appendix), the ED level sets
are convex for each α ∈ (0, 1).
This property is highly desirable for constructing central regions of a desired coverage
(1−α) (developed in the next section). Neither ID nor MBD is guaranteed to have convex
depth level sets, which was already suggested by Figure 2. The proof is provided in the
Appendix.
Null at the Boundary: (Mosler and Polyakov 2012) considered a depth notion to satisfy
the ‘null at infinity’ (NAI) property if D(h,P) → 0 as ‖h‖ → ∞. It is shown in the
Appendix that ED satisfies the NAI property. Neither ID nor MBD satisfies the NAI
property. This can be seen, for instance, by taking functions that go to infinity in a small
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interval but are near the center in the rest of the domain.
The NAI notion is not very informative if ‖X‖ is bounded with P−probability one.
Therefore, we generalize it to the concept of ‘null at the boundary’ (NAB) which is de-
fined in terms of quantiles rather than norms of the functional observations. The formal
definition is given in Appendix where it is also shown that ED satisfies NAB property.
Although BD may satisfy convexity and NAB properties, it may do so trivially due to the
degeneracy problem noted earlier. ID and MBD do not satisfy NAB, since they do not
satisfy the weaker NAI property.
3.3 Convergence of Sample ED
Fraiman and Muniz (2001) showed that, under suitable regularity conditions, the finite-
sample versions of ID converge to the population quantity. The following proposition
establishes the analogous consistency result for ED under suitable regularity conditions.
The conditions and proof are given in the Appendix.
Proposition 2. Let P be a stochastic process satisfying the regularity conditions 1 - 3 in
the Appendix. Let Pn be the empirical distribution based on n samples from P. Then,
lim
n→∞
sup
f∈C[0,1]
|ED(f,Pn)− ED(f,P)| → 0,
3.4 Non-Degeneracy of ED
Chakraborty and Chaudhuri (2014b) showed that several existing notions of functional
depth suffer from the following degeneracy problem. For a general class of continuous time
Gaussian processes, with probability one, the depth of every function is zero. This is true
for BD and the extensions of projection depth and half-region depth to functional data in
the literature. ID, MBD, and SD do not suffer from these problems. Proposition 3 shows
that extremal depth is non-degenerate for a general class of stochastic processes.
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Consider X = {h(t, Yt)}, t ∈ [0, 1], where: i) Yt is a mean zero Gaussian process
having continuous sample paths, bounded variance function 0 < σ2(t) := E(Y 2(t)) < ∞,
and sup{Yt/σ(t), t ∈ [0, 1]} has a continuous distribution, ii) the function h : [0, 1] × R
is continuous, and iii) h(t, .) is strictly increasing with h(t, s) → ∞ as s → ∞ for each
t ∈ [0, 1]. Let X ∼ P, and define the range of ED for X as R := {α ∈ [0, 1] : ED(f,P) =
α, for some f ∈ C[0, 1]}. Then:
Proposition 3. The range of ED for X is (0, 1].
The result is proved in the Appendix.
4 Central Regions Based on ED
This section deals with construction of ED-based central regions, their theoretical proper-
ties and comparison with central regions based on other depth notions.
4.1 Definition and Properties
Consider a function space S of interest (such as C[0, 1] or a sample of n functional observa-
tions), and let P be the associated distribution of interest. Let (1− α) be the desired cov-
erage level, where coverage of a region C is given by P[f : inf
g∈C
g(t) ≤ f(t) ≤ sup
g∈C
g(t),∀t ∈
[0, 1].] Define the lower and upper α−envelope functions as
(9) fL(t) := inf{f(t) : f ∈ S, ED(f,P) > α},
fU(t) := sup{f(t) : f ∈ S, ED(f,P) > α},
respectively. Then, the (1− α) ED central region is given by
(10) C1−α = {f ∈ S : fL(t) ≤ f(t) ≤ fU(t),∀t ∈ [0, 1]}.
When S is a finite set of functions and P is the empirical distribution, then C1−α is just
the convex hull formed by all the sample functions having depth larger than α. When
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S is C[0, 1], and the marginal distribution of P at t has zero mass to the right of fL(t) or
to the left of fU(t), we take fL(t) and fU(t) to be the largest and smallest possible values
(which retain the marginal probability of the interval [fL(t), fU(t)]), respectively.
The following proposition shows that the central region of level α contains at least the
desired amount of coverage (1−α). Further, when the boundary of the central region does
not have any mass, the actual coverage equals the desired coverage exactly. This property
is not shared by ID or MBD, and they often tend to have over-coverage problem. The
proof is provided in the Appendix.
Fix α in the range of ED. Define the boundary set of C1−α as ∂C1−α = {f ∈ C1−α :
f(t) = fL(t) or fU(t) for some t ∈ [0, 1]}. Then:
Proposition 4. We have
(11) 1− α ≤ P [f ∈ C1−α] ≤ (1− α) + P [f ∈ ∂C1−α] .
In particular, if P [f ∈ ∂C1−α] = 0, we have P [C1−α] = 1− α.
As we shall see in Section 6, this property is very useful in achieving desired coverage in
simultaneous inference problems. When S is the set of n sample functions, the boundary set
∂C1−α is the same as the set of functions in C1−α that equal fL or fU (defined in Equation
(10)) for a part of the domain. The probability P [f ∈ ∂C1−α] may not be exactly zero
in finite samples if there are one or more functions fi(t) which coincide with the upper
or lower envelopes of the central region over an interval. However, in most situations of
interest, this probability goes to zero as n→∞.
ED central regions have another interesting and attractive property: there is a close
relationship between the ED (simultaneous) regions and the usual pointwise central regions.
Specifically, for a fixed γ ∈ (0, 1), let Q1−γ be the (1 − γ)- pointwise central region given
by
(12) Q1−γ = {f ∈ S : qγ/2(t) ≤ f(t) ≤ q1−γ/2(t),∀t ∈ [0, 1].
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Here qη(t) is the η−th quantile of the univariate distribution of P at t. Then, it is shown
below that for every γ ∈ [0, 1], Q1−γ corresponds to an ED central region for some α. Thus,
every pointwise central region is an ED central region.
Proposition 5. Let P be the stochastic process of interest. For any γ ∈ [0, 1], there exists
an ED central region C1−α for some α such that P [Q1−γ ∆ C1−α] = 0, where ∆ denotes
set difference. That is, up to a set of P−measure zero, the two sets are the same.
Note that while Q1−γ corresponds to an ED central region for each γ, the converse may
not be true in general. However, there is indeed a one-to-one correspondence for most
continuous stochastic processes. For example, let X = {h(t, Yt)}, t ∈ [0, 1], where Yt and
h(·, ·) satisfy the conditions in Proposition 3.
Corollary 1. For every ED central region C1−α of X, there exists γ ∈ [0, 1] such that
P [C1−α ∆ Q1−γ] = 0. In particular, all the ED central regions for Y := {Yt, t ∈ [0, 1]}
take the form {f : −wσ(t) ≤ f(t) ≤ wσ(t), ∀t ∈ [0, 1]}, for some w > 0.
The last statement of Corollary 1 implies that ED central regions for the Gaussian
process Y have width proportional to the standard deviation, which are perhaps the most
natural central regions. Although ED and resultant central regions do not take explicitly
into account the dependence structure of the underlying processes, the properties of the
ED central region will still depend on the covariance structure. That is, even though two
different Gaussian processes may have the same point-wise variance, their (1 − α) ED
central regions would be different depending on their covariance structure. This is because
the covariance structure would determine how much width w is needed to have (1 − α)
coverage.
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Figure 3: Central regions of Orthosis data set: 90 % and 50 % central regions in the upper
and lowe panels, respectively.
4.2 Comparison of Central Regions
We use the orthosis dataset considered earlier to compare the central regions formed by
ED with those from other functional depths. Figure 3 compares the 90% (upper panel)
and 50% (lower panel) regions formed by ED, ID and MBD. The ID and MBD central
regions are defined in a similar way as the ED central regions: the convex hull formed by
the deepest (1− α)× 100% of the sample functions.
In the upper panel, both ID and MBD regions include the peak (at the top) at around
the value of 180 on x-axis while ED does not. The ID region in the lower panel (50%) also
includes some of this peak. Of course, one does not know the “right” answer in this case.
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However, the connection with pointwise intervals would suggest that behavior of the ED
regions is more reasonable.
Figure 4 is a plot of the widths of the ED, ID, and MBD central regions against
the pointwise standard deviations of the data. We see that the ED central regions scale
(approximately) proportionally to the pointwise standard deviations. This is not the case
for the regions based on ID or MBD.
Figure 4: Width of the 90 % and 50 % central regions using different approaches: The blue
dots are the widths versus standard deviation and the solid black line is the least squares
line. It can be seen that the ED has width mostly proportional to the standard deviation
while having relatively smaller or comparable width.
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5 Functional Boxplots and Outlier Detection
5.1 Boxplots
Central regions can be readily used to construct functional boxplots that provide a sum-
mary of the data. Sun and Genton (2011) used MBD to develop functional boxplots that
are analogous to classical boxplots for univariate data. The plot includes middle 50% cen-
tral region (the ‘box’) and an envelope obtained by inflating the central 50% central region
by 1.5 times its pointwise range, the boundaries of which are referred to as ‘whiskers’.
Functions outside this envelope are considered potential candidates for outliers.
We use a simulation study to compare the performance of ED-based functional box-
plots to those based on MBD (Sun and Genton (2011)) and ID. The models considered
below in our analysis are the same as those in Sun and Genton (2011).
Model 1: Baseline: Xi(t) = 4t + ei(t), 1 ≤ i ≤ n, where ei(t) is a Gaussian process with
mean zero and covariance function γ(s, t) = exp{−|t− s|}. This is the baseline model for
the subsequent models.
Models 2 − 5 include outliers. Here {ci, i = 1 ≤ i ≤ n} are indicator functions of outliers
and are i.i.d Bernoulli with p = 0.1. That is, on average 10% of the observations are out-
liers. {σi, i = 1 ≤ i ≤ n} are variables that take on values ±1 with equal probability and
indicate the direction of the outliers; K = 6 is the magnitude of the outlier.
Model 2: Symmetric contamination: Yi(t) = Xi(t) + ciσiK.
Model 3: Partial contamination: Let Ti be randomly generated from uniform distribution
on [0, 1]. Then, Yi(t) = Xi(t) + ciσiK, if t ≥ Ti , and Yi(t) = Xi(t), if t < Ti.
Model 4: Contaminated by peaks: Let Ti be randomly generated from uniform distri-
bution on [0, 1 − `]. Then, Yi(t) = Xi(t) + ciσiK, if Ti ≤ t ≤ Ti + `, and Yi(t) = Xi(t)
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otherwise. In the simulation, we fixed ` = 0.08.
Model 5: Shape contamination with different parameters in the covariance function:
Yi(t) = 4t + e˜i(t), where e˜i is a mean zero Gaussian process with covariance γ(s, t) =
k exp{−|t− s|µ}, with k = 8, µ = 0.1.
For the simulation, we generated n = 100 functional observations from the above models
and evaluated them on a grid of size 50. Only a summary of the results is given here. For
the baseline model with no outliers, all of the depths lead to ‘well-behaved’ boxplots. With
outliers, ID and MBD-based boxplots exhibited undesirable features, and this was most
evident for Models 3 and 4. Figure 5 shows a sample dataset. For Model 3 (upper panel),
the middle 50% of the central region is affected by the 10% contamination. The problem
is less so for MBD but it is still evident. The issue is more serious for Model 4 where the
performances of both ID and MBD are badly affected. As noted, part of the reason is
that both ID and MBD rely on some type of averaging. The ED plots, which rely on the
extremal property, are unaffected by the outliers in these examples.
5.2 Outlier Detection
This section provides a formal comparison of the performance of boxplots as outlier-
detection tools. We use the same measures in Sun and Genton (2011) for comparison:
i) pc: percentage of correctly identified outliers, and
ii) pf : percentage of incorrectly detected outliers (equals the number of incorrectly iden-
tified outliers divided by total number of non-outlying functions). The standard errors of
the percentages are given in parenthesis.
Table 1 shows the results based on 100 data sets simulated using the Models 1-5 de-
scribed above. We see that pf−values of ED are much lower across all models. The values
of pc are generally similar for the different depth notions except for model 4, where ED
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Figure 5: Functional boxplots: The top and bottom panels correspond to data from Models
3 and 4, respectively. In each plot, the region in blue is the central 50% region and the
lines in red are the whiskers.
outperforms by a clear margin. This is not surprising as model 4 is contaminated by peaks;
ID and MBD fail to find the outliers due to their “averaging” property as was evident in
Figure 5.
These results suggest that when the outlying functions are consistently outlying in the
whole domain, all three notions – ED, ID and MBD – perform well. However, when there
are functions that are outlying in a subset of the domain as in Models 3 and 4, ED performs
better while ID and MBD can do poorly.
The above discussion indicates that the corresponding estimators, such as functional
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Table 1: Outlier detection using Functional Box-Plots: pc is the percentage of correctly
identified outliers; pf is the proportion of incorrectly identified outliers. Numbers in brack-
ets indicate their standard errors.
ED ID MBD
Model 1 pf 0.03 (0.17) 0.06 (0.25) 0.07 (0.27)
Model 2
pc 98.52(4.42) 98.89(3.49) 99.15(3.03)
pf 0.01 (0.10) 0.03 (0.20) 0.04 (0.21)
Model 3
pc 86.43(13.64) 77.24 (16.72) 83.17(13.77)
pf 0.01 (0.12) 0.03 (0.18) 0.03 (0.21)
Model 4
pc 84.42 (13.29) 41.06 (18.90) 45.94(18.99)
pf 0.01 (0.17) 0.04 (0.21) 0.04 (0.22)
Model 5
pc 75.74(16.15) 74.97 (16.91) 78.17 (15.79)
pf 0.01 (0.11) 0.03 (0.19) 0.04 (0.24)
trimmed means, based on ED will be more resistant to outliers. Specifically, let m(α) is
the trimmed mean based on the sample functions in (1− α) ED central region. Then, the
simulation results suggest that m(α) may remain bounded even as the outliers increase in
magnitude while the corresponding trimmed means for ID and MBD can be unbounded.
This result can be established formally and we plan to pursue this in the future.
6 Simultaneous Inference
In problems involving functional inference, such as regression and density estimation, it
is often difficult to obtain exact simultaneous confidence bands. In such cases, one can
combine resampling methods, such as the bootstrap (Efron 1979), with central regions
using functional depth to obtain simultaneous confidence regions. Under the asymptotic
validity of the resampling technique, we can get approximate simultaneous confidence
regions of desired coverage. This section demonstrates the application for the case of
polynomial regression and compares it with other methods.
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6.1 Polynomial and Other Parametric Regression
Consider the polynomial regression problem Y (xi) = µ(xi) + i with µ(xi) = θ0 + θ1xi +
· · ·+ θqxqi . The covariates xi’s are fixed and the error terms i’s are i.i.d with the standard
regression assumptions. The goal is to get a simultaneous confidence region for µ(x) for
all x.
It is known that there is no ‘exact’ method for this general problem. Scheffe’s method
(Scheffe 1959) leads to conservative regions since a polynomial of a variable x of degree
q does not span the full (q + 1)−dimensional Euclidean space. The level of conservatism
gets higher as the degree q increases. Exact methods have been developed in special cases.
Piegorsch (1986) considered quadratic regression and provided confidence bands sharper
than Scheffe’s bands. Liu et al. (2014) proposed exact bands for quadratic and cubic
polynomial regressions. Wynn (1984) developed exact bands when the errors are normally
distributed using special properties of normality. We describe here a general re-sampling
based approach using ED central regions.
Let θ = (θ0, θ1, ...θq) denote the vector of parameters, θˆ denote the usual least-squares
estimator, and µˆ(x) be the corresponding predictor. Consider the residuals ri = Y (xi) −
µˆ(xi) and sˆ, the residual standard error. Generate B bootstrap samples from the residuals
to obtain bootstrap estimates θˆ∗1, θˆ
∗
2, · · · , θˆ∗B of θ, and sˆ∗1, sˆ∗2, · · · , sˆ∗B, of σ. Define an esti-
mate of the polynomial mean function µˆ(x|θˆ∗) in the obvious manner and the normalized
(centered and scaled) version of this function as
(13) m∗j(x) =
µˆ(x|θˆ∗j )− µˆ(x|θˆ)
sˆ∗j
,
for j = 1, 2, · · ·B. These are pivotal quantities: their distribution is free of θ and σ. The set
of normalized bootstrapped functions S∗ := {m∗1,m∗2, · · · ,m∗B} can now be treated as our
functional data, and they can be used to construct the ED central region. Specifically, let
f ∗L(x) and f
∗
U(x) be the lower and upper envelopes of this region. Then, the (1− α)−level
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simultaneous confidence band for µ(x) is given by
(14) Cαn = {µ(x) : µˆ(x) + sˆf ∗L(x) ≤ µ(x) ≤ µˆ(x) + sˆf ∗U(x),∀x}.
Based on the results in Section 4, and the bootstrap validity for parametric regression
models (Freedman 1981), we get P [µ(x) ∈ Cαn ∀ x]→ (1− α) as n→∞.
We use a limited simulation study to examine the finite sample performance of this
band and compare it with bands based on Scheffe’s method and a Kolmogorov-like sup-
norm statistic. The sup-norm statistic is K∗j = supx(|µˆ∗j(x)−µˆ(x)|)/sˆ∗j . The Scheffe’s band
is obtained in the usual manner assuming normality. The simulation was done for a degree
five polynomial µ(x) = 192(x − 0.5)5; the coefficient 192 was chosen so that the absolute
mean function integrates to one. This is the dashed function in the right panel of Figure
6. We simulated n = 100 observations with i.i.d. normal error terms having standard
deviation 5; the covariate x was randomly generated from U [0, 1]. We used B = 2000
bootsrap samples for obtain ED confidence bands.
Figure 6 shows the confidence bands and the true mean function (dashed line) for
one data set. The confidence band based on ED are tighter than both Scheffe’s and K-
bands (the band using K∗j ’s). Table 2 gives the numerical results from the simulation
study. The first row is the coverage probability and the next five rows show the power
values for five different alternative polynomials. The first two alternatives are given by
Pk = Ck sign(x− 0.5) (x− 0.5)k for degrees k = 4, 6, and Ck is a constant such that |Pk|
integrates to one. The next three alternatives are additive shifts from the original mean
function P5.
As expected, the Scheffe-band is very conservative (actual coverage is 99% while the
nominal coverage is only 90%). The ED-band has coverage very close to 90% as desired.
The coverage proportion of the K-band is close to the nominal. However, the band is wide
in the middle and narrow in the tails. This leads to lower power than the ED-band for a
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Figure 6: Simultaneous confidence bands: The figure on the left plots all the bootstrapped
functions along with 90 % ED central region and the plot on the right gives confidence
bands from the three different methods
large class of alternatives which have shift in the middle of the domain. This can be seen
in last three rows of Table 2, where K-band has substantially lower power for the three
shift alternatives. Power of ED-bands for the P4, P6 alternatives, which mostly differ from
K-band at the tails, also remains competitive.
Table 2: Level (row 1) and Power (rows 2 - 6) for 90 % simultaneous confidence bands
using different methods
Scheffe K-band ED
Level (P5) 0.01 0.10 0.10
P4 0.02 0.14 0.16
P6 0.03 0.17 0.19
0.2 + P5 0.08 0.21 0.32
0.2 + 0.2x+ P5 0.31 0.32 0.66
0.2 sign(x− 0.5) + P5 0.09 0.22 0.38
This application to polynomial regression can be readily extended to more general mod-
els of the form Yi = θ0 +φ1(xi)θ1 + · · ·+φq(xi)θq + i, where φ1, · · · , φq are splines or other
known basis functions. The covariates can also be multidimensional in this framework.
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6.2 Other Functional Inference Problems
The resampling approach described in the last section can be readily extended to other
problems. These include the goodness-of-fit testing problem where one wants to determine
if the generative model belongs to a certain parametric family of distributions. One can
combine the bootstrapping technique (parametric or nonparametric) with ED central re-
gions to construct acceptance or confidence regions. (See Cuevas et al. (2006), Yeh (1996)
and Yeh and Singh (1997) for some related discussion.) While this is a classical problem,
our initial studies suggest that the ED-based approach has some advantages over methods
based on weighted Kolmogorov statistics.
The approach can also be used to construct confidence bands in nonparametric func-
tional estimation problems, such as regression or density estimation. However, the justifi-
cation of the ED-based regions in general function estimation problems will depend on the
limiting distributions of the functional estimators and the asymptotic validity of the boot-
strap. Simulation results in finite samples suggest that the convergence of the actual level
to the nominal one is slow in fully nonparametric inference problems. A more extensive
study is needed to understand the behavior, both theoretically and empirically.
7 Concluding Remarks
An important class of problems deals with the case where the underlying functions of
interest are observed with error. In other words, instead of observing random functions
Xi(t) from a generative model of interest, we observe Yi(t) = Xi(t) + i(t), i = 1, · · · , n.
A natural approach is to use some type of smoother to ‘recover’ Xi(t) and then use the
techniques discussed so far. If there is some information of the error structure in (t), this
can be used to guide the smoothing algorithm or the ‘reconstruction’ methods for Xi(t).
In summary, we have developed a new notion of functional depth, studied its properties,
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and demonstrated its usefulness through several applications. While no single notion of
functional depth will do uniformly better than others, we hope that the results here suggest
that the extremal-depth concept has many attractive properties and is a useful tool for
exploratory analysis of functional data. It can also be used in other applications, such as
the construction of simultaneous confidence bands.
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Appendix
More general definition of extremal depth:
The depth ordering defined in the paper can be generalized as follows. Consider a pair of
functions g, h ∈ C[0, 1], and define
(15) r∗ = inf{r ∈ [0, 1] : Φg(r) 6= Φh(r)}.
Then, we say h ≺ g if for any sequence rm ↓ r∗, we have Φh(rm) > Φg(rm) for all m ≥M,
for some large enough constant M . Similarly, we say h  g if for any sequence rm ↓ r∗,
we have Φh(rm) < Φg(rm) for all m ≥ M. Otherwise, if neither of these cases holds, we
say h ∼ g. This generalizes the definition that assumes the existence of a neighborhood in
which either Φh(rm) > Φg(rm) or Φh(rm) < Φg(rm) holds true.
Condition and proof for Proposition 1:
Condition 1. Assume that (a) P[df = 0] = 0, and (b) P[df = dg, f 6= g] = 0, where f, g
are independent random functions from P and df := inf{r ∈ [0, 1] : Φf (r) > 0}.
Proof of Proposition 1: We shall show that, if ED(f1,P), ED(f2,P) ≥ α, and f1(t) ≤
f(t) ≤ f2(t) ∀t ∈ [0, 1], then ED(f,P) ≥ α.Note that ∀t, Df (t,P) ≥ min(Df1(t,P), Df2(t,P)),
and hence df ≥ min(df1 , df2). Therefore either f  f1 or f  f2 w.p.1 and f ∈ Cα due to
Condition 1 (b).
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Condition 1 is a mild condition on P. For instance, this holds if P is the distribution
of X in Proposition 3.
NAB property:
Denote the pointwise quantile functions of P as qα, i.e., for each t, P[X(t) < qα(t)] ≤ α,
and P[X(t) ≤ qα(t)] ≥ α (for uniqueness we take the smallest one). Let for αn ↓ 0,
fn(t) ≤ qαn(t),∀t ∈ U , and for βn ↑ 1, gn(t) ≥ qβn(t),∀t ∈ U , where U is some open
interval in [0, 1]. Then we say the depth notion D to have NAB property if D(fn, X)→ 0
and D(gn, X)→ 0.
We now show that ED satisfies NAB under Condition 1 (a). Since fn(t) ≤ qαn(t),∀t ∈
U , we have ∀n ≥ N ,
P[fn+1  X] ≤ 1− P[qαn < X < q1−αn ]
= 1− P[∪k≤n{qαk < X < q1−αk}].
Therefore, lim supP[fn+1  X] ≤ 1 − P[Ω := ∪1<k<∞{qαk < X < q1−αk}] = 0, as the
set Ω has probability one due to Condition 1 (a). Therefore, D(fn, X) → 0 and similarly
D(gn, X)→ 0.
Conditions and proof of Proposition 2:
Condition 2. Let Cn be the total number of functional crossings by any pair of functions,
where n is the number of sample functions. We assume that Cn = exp{oP (n)}.
Condition 3. Let P be a stochastic process on C[0, 1] whose univariate CDF at t ∈ [0, 1]
is denoted by Ft. Define R(δ, u) = sup
|t−s|<δ
|Ft(u) − Fs(u)|. Then we assume that for any
u0, there is a neighborhood B(u0, ) such that R(δn, u) → 0 uniformly in u ∈ B(u0, ) as
δn → 0. Further, we assume P to have Glivenko-Cantelli (GC) property uniformly over
convex sets.
Condition 2 assumes the number of crossings is at most exponential in sample size, and
is related to the smoothness of the process. Condition 3 assumes that the CDF’s of neigh-
boring points in the domain are close. The GC property of P requires that the empirical
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distributions corresponding to P converge uniformly over convex sets. GC property for
convex sets holds under general conditions for finite dimensional distributions (Eddy and
Hartigan 1977). Chakraborty and Chaudhuri (2014c) provides a GC type result for spatial
distributions of infinite-dimensional spaces. For our result, we assume this as a technical
condition.
Let f n g and f  g denote that f is deeper than or equal to g using ED w.r.t. the
empirical distribution Pn and the true distribution P, respectively. Then,
(16)
sup
f∈C[0,1]
|ED(f,Pn)− ED(f,P)| = sup
f∈C[0,1]
|Pn [f n Xn]− P [f  X] |
= sup
f∈C[0,1]
|Pn [f n Xn]− P [f n X] |
+ sup
f∈C[0,1]
|P [f n X]− P [f  X] |,
where Xn ∼ Pn and X ∼ P.
The first term in RHS of (16) can be shown to go to zero because of the Glivenko-
Cantelli (GC) property assumed by Condition 3. That is because the sets {f n X} are
convex and the GC type result holds over all convex subsets. We then only need to show
that supf |P [f n X]− P [f  X] | → 0.
We will now show that the second term in RHS of (16) goes to zero. Define df :=
inf
y∈[0,1]
{Φf (y,P) > 0}, and dnf := inf
y∈[0,1]
{Φf (y,Pn) > 0}. We shall first show that supf |dnf −
df | P−→ 0 as n→∞.
Due to the rate of Glivenko-Cantelli of empirical distributions (Pollard 1991), we have
for any t,
(17) P
[
sup
u
|F nt (u)− Ft(u)| > 
]
≤ exp{−c2n}.
Let D = {d1, d2, · · · , } be a countable dense subset of [0, 1]. Define Tn = {t1, · · · , tkn}
be the set containg all the points in [0, 1] where n sample functions cross and along with
{d1, d2, · · · , dn}. As n→∞ we have T := ∪nTn is the union of all the crossing points and
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D. Due to Condition 2, we have log |kn| = oP (n).
Due to Equation (17), we have
(18) P
[
sup
t∈Tn
sup
u
|F nt (u)− Ft(u)| > 
]
≤ exp{−c′2n+ log kn}.
Now, note that dnf = inf
t∈[0,1]
Df (t,Pn) = min
t∈Tn
Df (t,Pn), because the univariate depths in
Tn have the same range as that of the whole interval [0, 1]. We shall first show that
(19) df = inf
t∈T
Df (t,P) = lim
n
inf
t∈Tn
Df (t,P),
using the facts that ∪nTn = T , T is dense and Condition 3. To see this, first note that
df ≤ inf
t∈T
Df (t,P). For the reverse inequality, consider a y0 such that Dy0(f,P) = df (this
exists due to continuity of Ft in t). Since T is dense, we have a sequence yn ∈ T such that
yn → y0. Due to continuity of F and Condition 3, we have
|Dyn(f,P)−Dy0(f,P)| = ||1− 2Fyn(f(yn))| − |1− 2Fy0(f(y0))||
≤ 2|Fyn(f(yn))− Fy0(f(y0))|
≤ 2|Fyn(f(yn))− Fy0(f(yn))|+ 2|Fy0(f(yn))− Fy0(f(y0))| → 0,
which implies (19). Now, using (18), we have
P[sup
f
|dnf − df | > n] ≤ P
[
sup
t∈Tn
sup
u
|F nt (u)− Ft(u)| > n/4
]
→ 0,
if n → 0 and c′2nn−log kn →∞. In particular, when n = 4 max((3 log kn/c′n)1/2 , 1/
√
log n),
P[sup
f
|dnf − df | > n] < Cn−1−, for some C,  > 0. Then using Borel-Cantelli lemma, we
obtain sup
f
|dnf − df | → 0 almost surely. Now, consider the events An = {dnf ≥ dng} and
Bm = {df < dg − δm}, where δm → 0 as m → ∞. Note that An and Bm depend on
the functions f and g. Then, P[∪f,gAn ∩ Bm] ≤ P[sup
h
|dnh − dh| > m] → 0 as n → ∞.
Therefore, we have
34
lim supn supf |P [f n X]− P [f  X] | ≤ lim supn P [∪f{f n X}∆{f  X}]
≤ lim supn limm P [∪f,gAn ∩Bm]
≤ limm lim supn P [∪f,gAn ∩Bm] = 0.
Proof of Proposition 3:
As the process Y = {Yt}, t ∈ [0, 1] has continuous sample paths, the sample paths of
the process X = {Xt}, t ∈ [0, 1] also lie in C[0, 1] almost surely. Due to the monotone
invariance property of ED, we only need to show that ED of Y takes all the values in
[0, 1]. Consider the sets Q1−γ := {f : qγ/2(t) ≤ f(t) ≤ q1−γ/2(t),∀t}, for γ ∈ [0, 1],
where qα is the α-th pointwise quantile of Y . Note that qγ/2  f, for any f ∈ Q1−γ and
qγ/2  g, for g ∈ Qc1−γ. Therefore, ED(qγ/2,P) = P[Q1−γ]. By noting that Q1−γ = {f :
sup
t
|f(t)/σ(t)| ≤ c} and that sup
t
|f(t)/σ(t)| has a continuous distribution, P[Q1−γ] takes
all the values in (0, 1].
Proof of Proposition 4:
To prove the lower bound, consider a function g having ED equal to α, that is, g is such
that ED(g,P) = α. Consider the set A := {f : f  g, and f ∈ CC1−α}, then P[A] = 0. This
is because, otherwise if P[A] > 0, there exists a function f∗ ∈ A such that ED(f∗,P) > α,
which is a contradition as f∗ 6∈ C1−α. This implies that α = P[X : g  X] ≥ P[CC1−α], and
hence P[C1−α] ≥ (1− α).
To prove the upper bound, we first note that the set {f : g  f} is contained in the
union of the sets CC1−α and ∂C1−α. This is because, for any function h ∈ C1−α − ∂C1−α,
dmin(h,P) > dmin(g,P), where dmin(h,P) = inft∈[0,1]Dh(t,P) as in Section 2. Otherwise,
we have a function f with ED larger than α but dmin(f,P) < dmin(g,P), which is a
contradiction. Therefore, α = P[X : g  X] ≤ P[CC1−α ∪ ∂C1−α]. This implies that
P[C1−α − ∂C1−α] ≤ (1− α) and P[C1−α] ≤ (1− α) + P[∂C1−α], and the result follows.
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Proof of Proposition 5 & Corollary 1:
We shall show that the ED central region C∗ formed by the functions {f : ED(f,P) ≥
ED(qγ/2,P)} proves the proposition. Although this central region is not in the form defined
by Equation (9) (due to “≥” instead of a “>”), this does not make a difference when P
is a continuous stochastic process, and this same set can be written with a “>” when P
is an empirical distribution. We have f  qγ/2 ∼ q1−γ/2  g, for any f ∈ Q1−γ, and
g ∈ QC1−γ. Therefore, Q1−γ ⊂ C∗ and it remains to show that P[C∗−Q1−γ] = 0. However,
C∗ −Q1−γ ⊂ B := {f 6∈ Q1−γ : ED(f,P) = ED(qγ/2,P)}. As all the functions in B have
the same ED, P[f ∈ B] = P[f ∈ B : f ∼ qγ/2] = 0. Therefore, P[C∗∆Q1−γ] = 0. The
corollary follows directly because ED is a decreasing function of sup
t
|f(t)|/σ(t).
36
