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第 1 章
序論
1.1 背景
インターネットに代表される大規模なコンピュータネットワークの出現と成長によ
り，人類が持つコミュニケーション手段は飛躍的な発展を遂げた．インターネットが
大きな成功を修めた最大の理由は，ネットワーク間の差異を隠蔽するインターネット
プロトコル (IP)を用いることによって，柔軟かつスケーラブルな相互接続を実現した
ことにある．インターネットは 1969年より米国防総省の高等研究計画局 (ARPA)が導
入したARPANETをその起源とし，現在では重要な社会的インフラストラクチャとし
て我々に欠かせないシステムとなっている．従って，このようなシステムを信頼性と
安定性をもって管理・制御することが強く望まれる [36, 81]．
一般に，システムの管理・制御方法を構築するには，まずシステムへの入力対象を
モデル化する必要がある [3]．すなわち，インターネットではトラフィックのモデルが
必要である．一方，インターネットは 1990年代後半以降の急速な発展に伴い，今日で
は多種多様のエンティティから構成される極めて大規模かつ複雑なシステムとなった
[66, 68, 69]．このようなインターネット上を流通するトラフィックは，複雑な挙動を
示すため，従来の通信理論で用いられてきたトラフィックモデル—待ち行列理論の基
礎となるマルコフ過程 (ポアソン過程)をベースとしたモデル—の適用が困難となった
[38, 66]．
このような多種多様性はインターネットの最大の特徴である相互接続性を推し進め
たことによる結果であり，限られたエンティティによって構成される電話網システムと
大きく異なる点である．さらにインターネットの成長は極めて速い．1992年の World
Wide Web (WWW)の出現，1994年の商用利用開始に伴うユーザ数の爆発的増加，そし
て 2000年初頭から現在にかけてのCATV，DSL，FTTH等の高速アクセス回線の急激
な普及等，インターネットは日々そのスケールや使われ方を変化し続けている [36, 81]．
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従って，現在そして将来のインターネットに対して信頼性かつ安定性のある管理・制御
を方法を確立することは，非常にチャレンジングな課題である．現在のインターネット
を構成するネットワークの一部では，バックボーン回線に対して過剰な設備投資 (over
provisioning)を行うことによって，信頼性や安定性を得ている．しかしながら，近年
の爆発的なユーザやトラフィックの増加傾向，アクセス回線の広帯域化等を踏まえる
と，将来的のインターネットに対してこうした対処療法は有効ではないと予測される
[36, 81]．
上述した視点に立つと，現在，そして将来のインターネットに対しても有益なイン
ターネットトラフィックモデルを作ることが重要な課題となる．そのための一つの手が
かりは，実際に運用されるネットワークの計測・分析をベースとしてネットワークモデ
ルを作ることにある [18]．すなわちシステムへの入力対象の特徴を計測・分析によって
明らかにすることにより，より適切で効果的なシステムの制御・管理方法を導き出すこ
とが出来る．さらに，ネットワークの計測・分析を通じ，その中から普遍的 (invariant)
な統計や特徴を見つけ出し，ネットワークモデルに反映させることがきわめて重要で
ある [69]．
1.2 本研究の貢献
　本研究は，広域にわたる様々ネットワークでのトラフィック計測と分析に基づいて，
今日のインターネットのトラフィックモデルを構築するために，幾つかの特徴を明確
にした．計測を実施したネットワークは，インターネットアップリンク，インターネッ
トバックボーンリンク，商用ネットワーク，企業ネットワーク，学術ネットワーク，国
際ネットワーク等々多岐にわたり，より一般的な特徴を導き出すことを目的としてい
る．本研究で得られた重要な知見は，ネットワークトラフィックに普遍的特性があるこ
とである．それは，ユーザトラフィック統計が示す強い非一様性 (non-uniformity)であ
る．多くのトラフィックモデルでは，各々のユーザが発生するトラフィックの統計を定
数，あるいは一様分布や正規分布をしているとみなすことが大多数であった．本研究
は，そのような仮定では不十分である点を実データによって明らかにする．さらにこ
のようなユーザトラフィック統計の特徴と，それを発生するアプリケーションの関係に
ついて詳細な分析を行った．
さらに本研究では，上記で得られたユーザトラフィックの特徴に基づいて，今日の
インターネットの問題，すなわち「少数のヘビーユーザーによるトラフィックの占有」
を解決するトラフィックの管理・制御方法を考案した．本手法の狙いは数多く存在する
ユーザトラフィック (フロー)からある閾値を越える巨大なサイズを有するフロー (エレ
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ファントフロー)を特定することにある．一般に超高速ネットワークでは極めて多数の
フローが存在するため，フロー毎の統計をすべて管理するアプローチにはスケーラビ
リティの限界が存在する．本手法はこの課題を解決しつつも，エレファントフローを
精度良く特定する方法を提供する．
1.3 各章の概要
　本論文の第 2章「インターネットトラフィックの流量変動特性」では，インター
ネットバックボーン回線における集約トラフィックの流量変動に着目し，今日のイン
ターネットにおけるトラフィックモデルを構築する上で重要となる特徴について論じて
いる．
一般にネットワークの効率的な設計方法や，制御方法をする際には，トラフィック
の特性を明らかにする必要がある．例えば従来の公衆電話網におけるネットワーク設
計では，よく知られたアーランの呼損式が用いられる．アーランの呼損式は回線使用
率およびサーバ数と，呼損率との関係を与える関係式であり，広く実用に供してきた．
アーランの呼損式を導出する上で重要となるのは，トラフィック (呼)の到着過程をポ
アソン過程とみなすことである．すなわち，呼の到着は互いに独立であり，到着間隔
が指数分布に従う (到着過程は時間相関を持たない)と仮定する．この仮定は，呼は互
いに独立に発呼されるであろうという直感的な考察に適合するものであり，実際の計
測によってもその妥当性が示されている．
しかしながら 1990年代初頭の W. Leland，W. Willinger，V. Paxson らの研究によ
り，LAN やインターネットにおけるデータ通信トラフィックの到着過程をモデル化す
る場合，上述のトラフィックの到着過程がポアソン過程に従うとみなす仮定は正しくな
いことが明らかになった．すなわち，データ通信におけるトラフィック流量変動は長期
自己相関性 (Long-Range Dependency)を示すため，時間相関を考慮しないポアソン過
程によるモデル化はできない．このような報告を受け，長期自己相関性を考慮したい
くつかの良く知られたデータ通信トラフィックのモデルが提案されている．一つは集約
トラフィックの流量変動過程を fGn (fractional Gaussian noise) によって表現するモデ
ル，一つはパレート分布に従う継続時間を有するユーザトラフィックを重畳するパレー
トON/OFFソースモデルである．
これらのモデルに特徴的な点は，いずれもトラフィックの長期自己相関を考慮したモ
デルであること，および流量変動の周辺分布を正規分布と仮定する点である．この仮
定は中心極限定理に基づくものであるが，現実のネットワークにおける検証はこれま
でなされて来なかった．
4 第 1章 序論
　本研究は，広域にわたる多地点で計測した実トラフィックの流量変動を分析し，大
多数の場合において周辺分布は正規分布ではなく，正に歪んだ非対称な分布にしたが
うことを明らかにした．また，ユーザトラフィックのサイズ統計は複数のオーダーにま
たがる強い非一様性を示すこと，およびこの非一様性が集約トラフィックが示す非正規
性の原因となることを明らかにした．
　本論文の第 3章「ユーザトラフィック統計の非一様性」ではユーザトラフィック
の具体例として，今日のインターネットにおいて最も主要なアプリケーションである
WWW (World Wide Web)とP2P(Peer-to-Peer)に着目し，それぞれのトラフィック特
性を詳細に分析した．
1990年代中盤から 2000年代初頭にかけて，インターネットトラフィックの大部分は
webアプリケーションが発生したものであった．このような背景から，webトラフィッ
クのフロー分析，品質評価および制御手法がこれまでに多数報告されている． 2000年
初頭以降は，P2Pアプリケーションの普及がめざましく，現在のインターネット回線
上における P2Pのトラフィック量はwebに匹敵する，あるいはそれを超えるという報
告がある．
P2Pは物理的なネットワーク上に独自のオーバレイネットワークを構成し，ユーザ
間でファイル交換を行うことを主な目的として通信を行うアプリケーションである．ま
た，P2Pネットワーク上で流通するファイルの平均サイズはwebの平均サイズと比較
してきわめて大きいことが知られている．P2Pアプリケーションが持つこれらの特性
を考慮すると，P2Pが発生するトラフィック特性はwebと大きく異なると予想される．
したがって，インターネットトラフィックの特性を明らかにする上で，webのみならず
P2Pトラフィックの特性を考慮することが必要である．
本研究では，実ネットワークのトラフィックを計測し，それに基づいてトラフィック
のフロー分析を行った結果を示す．特に現在のインターネットで最も主流なアプリケー
ションであるwebとP2Pのフロー分析を行い，両者の特性を比較した．また得られた
分析結果に基づき，P2Pトラフィックの増加がトラフィック全体の特性におよぼす影響，
およびアプリケーションの特性を考慮したトラフィックモデル，制御手法について議論
する．
　本論文の第 4章「エレファントフローの特定方法」では，第 2章，第 3章で示され
たユーザトラフィックの非一様性からも示唆される巨大なユーザフロー (エレファント
フロー)に着目し，これを検出する方法，および制御管理を行う方法を提案する．エレ
ファントフローの特徴は，全体に対する数は少ないものの，トラフィック占有率が極め
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て高いことにある．エレファントフローを過剰に発生するネットワークやホストを特
定できれば，そのようなネットワークやホストを管理するオペレータに対して通知や
警告を与える等のアクションを速やかに取ることができる．ネットワークのポリシー
によっては，輻輳時にエレファントフローの送信レートを規制することも可能である．
特定のユーザフローを検出・制御する場合，ユーザフローを管理する必要がある．超
高速回線においては同時フローの数が莫大であり，すべてのフローを管理する手法に
はスケーラビリティの問題があった．この問題を解決するために，パケットサンプリ
ングを実施することによってフロー管理に必要とされる処理を軽減する手法が注目さ
れている．パケットサンプリングは，例えばN個に 1個のパケットを周期的に参照す
るカウントベースサンプリングなどによって実施される．サンプリングにより，計測
のスケーラビリティが向上する一方，エレファントフローの特定は難しいものとなる．
本研究はパケットサンプリングによってサンプルしたパケットから高い精度でエレ
ファントフローを特定する手法を提案する．提案方法の核となるアイディアはベイズ
の定理を利用すること，およびユーザトラフィックの非一様性－パレート則－を用いる
ことにある．実トラフィックデータを用い，提案方法の精度を評価した結果についても
述べる．
最後に，本論文の第 5章では本研究の結論，および今後の研究について述べる．
第 2 章
インターネットトラフィックの流量変動
特性
2.1 本章の概要
インターネットのような複数のネットワークから構成されるシステムの効率的な制
御と設計を実現するためには，システムへの入力であるトラフィックのモデルを作り，
システムの性能評価を行うことが必要不可欠である．トラフィックのモデルを作る場
合，個々のユーザやアプリケーションが発生する粒度の細かいトラフィック (ユーザトラ
フィック)と，それらが集約された粒度の粗いトラフィック (集約トラフィック)のそれぞ
れを考慮しなければならない．ユーザトラフィックの特徴を把握することは，ユーザー
やフロー等の細かい単位でのトラフィック制御や管理を行うのに有用である [30, 40, 83]．
また，集約トラフィックの流量パターンはルータにおけるキュー長の挙動を決定する．
したがって集約トラフィックの特徴—すなわち流量変動—を把握することは，ルータの
回線容量やバッファサイズ，および diﬀservと併用して用いるためのキューイングアル
ゴリズムを決定するのに役に立つ．
本章では広域にわたる多地点で計測した実トラフィックの流量変動を分析し，ユーザ
トラフィック，集約トラフィックそれぞれの特徴とそれらの関係を明らかにした．主な
結果は次のとおりである
• 大多数の場合において集約トラフィックの流量変動の周辺分布は正規分布ではな
く，正に歪んだ非対称な分布にしたがう．
• ユーザトラフィックのサイズ統計は複数のオーダーにまたがる裾野部の長い分布
に従い，強い非一様性を示す．
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• 上記ユーザトラフィックの非一様性が集約トラフィックが示す非正規性の原因と
なる．
これらの特徴の発見は，実用的でリアリスティックなインターネットトラフィックモデ
ルの構築に有用である．
2.2 関連研究
これまでに集約トラフィック，およびユーザトラフィックの特性を調べた研究は数多
くある．従来の公衆電話網における集約トラフィックの到着過程は，ポアソン過程とみ
なすことできる．すなわち，個々のユーザトラフィック (呼)の到着は互いに独立であ
り，それらが集約したトラフィックの到着間隔は指数分布に従う (到着過程は時間相関
を持たない)と仮定する．この仮定は，呼は互いに独立に発呼されるであろうという直
感的な考察に適合するものであり，実際の計測によってもその妥当性が示されている．
ポアソン過程による集約トラフィックのモデル化はデータ通信トラフィックにも適用
されて来た．しかしながら，1990年代初頭のW. Leland，W. Willinger，V. Paxsonら
の研究により，LAN やインターネット等のデータ通信において，集約トラフィックの
到着過程をモデル化する場合，ポアソン過程によるモデル化では不十分であることが
明らかになった [38, 64, 66, 84, 88]．すなわち，データ通信における集約トラフィック
流量変動は長期自己相関性 (Long-Range Dependency)を示すため，時間相関を考慮し
ないポアソン過程によるモデル化はできない．トラフィック流量変動が示す長期自己相
関性は，トラフィックを観測する時間スケールの増大とともに観測され得る流量変動の
振幅が増大することを意味する．すなわち，ルータにおけるバッファサイズの設計や
ネットワークの性能に大きな影響を及ぼす現象である．
こうした報告を受け，長期自己相関性を考慮したいくつかの良く知られたデータ通
信トラフィックのモデルが提案されている．一つは集約トラフィックの流量変動過程を
fBm(fractional Brownian motion)や fGn(fractional Gaussian noise) によって表現する
モデル [39, 52, 67]，一つはパレート分布に従う継続時間を有するユーザトラフィック
を重畳するパレートON/OFFソースモデルである [11, 63, 89]．これらのモデルはトラ
フィック発生アルゴリズムやネットワークシミュレーション等で広く用いられ，NS [53]
やOPNET [59]等のネットワークシミュレーターにも実装されている. 二つのモデル
に特徴的な点は，いずれもトラフィックの長期自己相関を考慮したモデルであること，
および流量変動の周辺分布を正規分布と仮定する点である．この仮定は中心極限定理
に基づくものであるが，現実のネットワークにおける検証はこれまでなされて来なかっ
た．本研究はこの点に焦点を当てる．
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上述の長期自己相関性は，流量変動の時間相関が有する特徴をとらえるものである．
一方，流量変動の周辺分布もネットワーク品質を決定する上で重要な役割を果たすと
いう報告がある [2, 23, 46]．ここに流量変動の周辺分布とは，流量変動—たとえば単位
時間のスループット変動—を一定時間観測して得たデータ系列の分布を意味する．流
量変動，および周辺分布の具体例は 2.5.1節に示す．
ユーザトラフィックの特徴については，個々のユーザトラフィックの継続時間の分布
が裾野の長い (heavy-tail)分布に従うことが M. Crovellaや W. Willinger，V. Paxson
らによって指摘されている [11, 64, 66, 88, 89]．ユーザトラフィックが示すこのような
特徴はよく知られた “パレートON/OFFソース”モデルによってモデル化することが
できる．最近のネットワーク計測に基づく報告によると，ユーザトラフィックの平均送
信レートもまた，広い範囲での変動性を示すことが明らかになっている [60, 61, 90]．
2.3 本研究の貢献
このように，集約トラフィックとユーザトラフィックの特徴は，広く研究されて来た．
しかしながら，それらの関係性について論じた研究は非常に少ない．この内最も良く
知られるのは Willingerらの報告である [89]．彼等は，heavy-tail分布に従う継続時間
を有するユーザトラフィックの重ね合わせにより，集約トラフィックが自己相似性を有
することを，厳密な理論および実ネットワークの計測にもとづく分析よって明らかに
した．しかしながら，後に示すように，彼等のモデルは今日のインターネットにおけ
る集約トラフィック，およびユーザトラフィックの特徴をカバーすることが出来ない．
集約トラフィックとユーザトラフィックの両者の特徴を矛盾無くトラフィックモデル
に取り入れることは，重要である．まず，集約トラフィックはユーザトラフィックの重
ね合わせであるから，両者の特性は互いに関連している．その関連性を知ることによ
り，有効なトラフィック制御ポリシーを決定することが出来る．たとえば，次のような
ケースを考える．集約トラフィックの流量は，ときどき非常に大きな値，すなわちバー
ストを示す．このようなバーストにより，ルータにおけるバッファが溢れ，パケットロ
スを生じたり長いキューイング遅延を生じさせることがある．このようなバーストの
原因となるようなユーザトラフィックが明らかになれば，そのようなユーザトラフィッ
クを制限するトラフィックフロー制御ポリシーを用い，バーストの出現を抑制すること
が出来る．
また前節で示したように，今日の代表的な集約トラフィックのモデルは，いずれも流
量変動の周辺分布を正規分布と仮定している．この仮定は中心極限定理に基づいてい
るが，現実のネットワークにおける検証はこれまでに十分になされて来なかった．本
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研究ではこの点を明らかにする．
本研究の貢献は，広域にわたる多地点で計測した今日のインターネットトラフィック
の流量変動を分析し，集約トラフィック，ユーザトラフィックそれぞれの特徴とそれら
の関係を明らかにした点にある．
2.4 トラフィック計測とデータ
インターネットにおける5つの異なるネットワークにおいて，パケットトレース (packet
trace)を取得した．パケットトレースとは，回線上を流れるパケットを光タップ，もし
くはスイッチ・ルータのポートミラーリング機能によって分岐させ，パケットのヘッダ
に記録された情報をタイムスタンプの押印つきで保存したデータである．従って記録
されたデータには，タイムスタンプ，IPヘッダ情報，TCP/UDPヘッダ情報等が含ま
れる．パケットトレースの取得を行う計測では，tcpdump[85]等の汎用PC上で動作す
るソフトウェアを用いる場合と，専用の計測装置を用いる場合とがある．
各ネットワークにおける主要なネットワーク回線において計測を実施し，パケット
トレースを取得した．すべての回線は適切に設計されているため，極度の輻輳状況に
あるネットワークはなく，かつすべての回線に流通するトラフィック量は，統計解析を
行うのに十分であった1．
上記のように，取得したデータは研究目的に対して適切なものであった．すなわち
我々の目的は，回線容量の制限等によってシェーピングされていないトラフィックの特
徴を分析することにある．シェーピングされていないトラフィックの特性を把握するこ
とが出来れば，その特性をトラフィック発生モデルに反映することが出来る．また，回
線容量やバッファサイズの変更が回線の性能—たとえばパケットロス率やキューイン
グ遅延—にどのように影響を及ぼすかをシミュレートすることができる．
ところで良く知られているように，トラフィック流量は長期間に渡って計測すると幅
広い変動を示す．例えば，大学や企業の大概接続回線における日中の平均トラフィック
流量は，夜間の平均流量と比較してかなり大きい．すなわちトラフィック流量変動は非
定常的である．こうした影響を避けるために，トラフィック計測は適切な期間内に行う
必要が生じる．本研究では，すべてのパケットトレースは日中における 300秒間の期
間内で取得した．この期間内に計測したトラフィック流量変動は定常的であるとみなす
ことができる．このような条件で，各々のパケットトレースは統計的な解析を行うの
1正確には，あるひとつの回線は全計測期間中のある期間において極度の輻輳を経験した．輻湊状況
下にあるトラフィックの分析は本研究の目的ではないため，そのようなトラフィックは分析の対象外と
した．ただし参考のため，極度の輻輳状況にあるトラフィックの分析結果を付録 A.1節に示す．
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に十分な量のパケット数を含んでいた．
また，本研究では表 2.1に示すように片道のトラフィックを計測・分析した．トラ
フィック量は上りと下りとで非対称であるが，それらの内より流量が多い方を分析の対
象としている．計測・分析の対象としたネットワークの詳細は以下のようである．
NTTlab NTT研究開発センター [54]の主要な対外接続回線 (12Mbps ATM回線)で
ある．計測は対外接続回線に接続したルータの 1ホップ手前の Ethernetセグメントに
おいて実施した．計測は 2001年 7月の平日に実施し，tcpdump[85]を用いて計測を実
施した．取得したパケットトレース数は 56である．
Waseda 早稲田大学の主要な対外接続回線 (100 Mbps Ethernet)である．当該回線は
IMnet (Inter-Ministry Research Information Network)[26]を通じてインターネットに
接続されている (計測実施当時)．計測は 2001年の 4月及び 7月の平日に tcpdump[85]
を用いて実施した．取得したパケットトレース数は 71である．
OCN-SINET 国内の主要な商用ネットワークの一つである OCN(Open Computer
Network)[57]と，国内主要大学を接続するSINET(the Science Information Network)[80]
を接続するバックボーン回線 (135 Mbps ATM 回線)である．計測は 2000年 1月の平日
にATM Probe[78]を用いて実施した．取得したパケットトレースの合計は 32である．
なお，このデータのより詳細な情報は文献 [29]等に詳しい．
APAN APAN(Asia-Paciﬁc Advanced Network) [5]が運用する国際回線 (155 Mbp-
sOC3)のひとつであり，国内に設置されたAPAN東京接続点と米国の STAR TAP[82]
を接続している．計測は 1999年 8月の平日にOC3mon/Coral [55]を用いて実施した．
取得したパケットトレースの合計は 44である．
WIDE WIDE(Widely Integrated Distributed Environment)プロジェクト [87]が運
用する主要な国際回線 (100Mbps Ethernet)の一つであり，国内に設置された接続点と
米国の LAXを接続している．このパケットトレースはWIDEプロジェクトのMAWI
ワーキンググループ [43]が提供するトラフィックアーカイブ [44]から取得することが出
来る．計測は 2001年 9～11月の平日 (14:00–)に tcpdump[85]を用いて実施された．取
得したパケットトレースの合計は 66である．
取得データのまとめ 5つの異なるネットワークから合計で 269の片道トラフィックの
パケットトレースを取得した．それぞれのパケットトレースは 300秒間のトラフィック
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表 2.1 データのまとめ
データ名 方向 データ数 平均パケット数 平均流量
NTTlab incoming 56 1.55× 105 3.75 Mbps
Waseda incoming 71 1.84× 106 23.31 Mbps
OCN-SINET OCN-to-SINET 32 8.06× 105 12.50 Mbps
APAN US-to-JP 44 5.98× 105 5.14 Mbps
WIDE US-to-JP 66 1.61× 106 18.00 Mbps
を計測したデータである．表 2.1はまとめである．
2.5 集約トラフィックの特性:スパイク
2.5.1 トラフィック流量変動の分析
計測したトラフィックデータを用い，集約トラフィックの流量変動を分析する．流
量変動はスループットの時系列X (ti)によって表現する．X (ti)の定義を以下に示す．
ti (1 ≤ i ≤ M)をインターバルとする．ここに，M は各トレースに含まれるインター
バルの数である．すべての iについてインターバルの長さ tiは同一とし，その値を τ
とする．それぞれの tiに対し，変数X (ti)をインターバル tiにおけるスループットと
する．また，b (ti)をインターバル ti内で送信されたビット量の合計とする．このとき
X (ti)は
X (ti) =
b (ti)
τ
(2.1)
のように計算できる．
本研究では，τ を 0.1秒 (100ミリ秒)とする．各トレースの長さは 300秒に設定した
ので，インターバルの個数M はM = 3000となる (3000 = 300/0.1)．なお，ここでは
τ を 0.1秒としたが，以降に示す結果は複数のオーダーにまたがるインターバルで同様
であった．その結果は付録A.2節に例示する．
前節で示された 5つのネットワークから，それぞれ任意に選んだ 5つのパケットト
レースを分析した．図 2.1はスループットX (ti)の時系列 (上図) ，およびそれらの周
辺分布 (下図)を示したものである．特に周辺分布については，比較のため，同じ平均
値と標準偏差を持つ正規分布を点線で示した．図から読み取れるように，5つのトレー
スについて，流量変動の周辺分布は正規分布から外れていることがわかる．周辺分布
は平均値の周りに対称ではなく，正に歪んでいる．
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図 2.1 トラフィック流量変動の周辺分布
表 2.2 図 2.1のトラフィック流量変動に対する歪度
NTTlab Waseda OCN-SINET APAN WIDE
skewness 1.31 0.92 0.65 0.58 0.69
周辺分布の特徴を分析するために，歪度 (skewness)を用いる．歪度は以下のように
定義される 3次のモーメントである．
skewness =
〈
(X (ti)− 〈X (ti)〉)3
〉
σ3X
(2.2)
ここに 〈X (ti)〉はX (ti)の平均を，σX はX (ti)の標準偏差を表す．分布が正 (負)に
歪んでいる場合，歪度は正 (負)の値となる．分布が正規分布である場合，分布形は左
右対称であるため歪度は 0となる．図 2.1で用いた任意に選択した 5つのトレースにつ
いて，流量変動の歪度を計算した結果を表 2.2に示す．すべての歪度は正の値を取るこ
とがわかる．この結果は，図 2.1のすべてのトレースの周辺分布が正に歪んでいること
を定量的に示すものである．また表 2.2より，NTTlab の周辺分布が最も正に歪んでい
ることがみてとれる．
つぎに，取得したすべてのトレースについて，流量変動の歪度を計算した．結果を
図 2.2に示す．図において各々の点は一つのトレースに対応する．歪度が 0近いトレー
スが若干存在するが，ほぼすべてのトレースは正の歪度を有することがわかる．それ
ぞれのネットワークについて歪度の平均値を算出し，図中にダイヤモンドのシンボル
で示した．平均値の最小はAPANの 0.39である．
上記の結果から，様々なネットワークにおいて，流量変動の周辺分布は正に歪んで
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図 2.2 全パケットトレースの歪度の計算
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いると結論づけることが出来る．流量変動は必ずしも正規分布ではないという結果は，
Addie らの報告 [2]，およびGrossglauserと Bolotの報告 [23]においても指摘されてい
る．しかしながら，これらの報告における分析では，対象となるネットワーク，および
データ数が極めて少ない．一方，我々の分析はインターネットアップリンクおよびバッ
クボーン回線，国内外のネットワークといった様々な環境におけるインターネット回
線であり，膨大な量のトラフィックデータを分析の対象としている．
2.5.2 正の歪度とスパイク
流量変動の周辺分布が有する正の歪みは，正規分布から推定される場合と比較して，
非常に大きな値を持つスループット値X (ti)が存在することを示唆する．これらの非
常に大きなスループット値は，ルータでのパケットロスやキューイング遅延を引き起
こす可能性が高い．すなわち，周辺分布正の歪みはネットワークの性能や品質と多い
に関連している．従って，周辺分布の特徴やその特徴を作りだす原因を探ることは意
義深い．本研究では非常に高いスループット値を「スパイク」として，以下のように
定義する．
定義 1: あるスループット値 X̂ (k)が以下の条件をみたすとき，これをスパイクと定義
する
X̂ (k) ≥ 〈X (ti)〉+ 2σX , 1 ≤ k ≤ NS, (2.3)
ここに 〈X (ti)〉はX (ti)の平均を，σX はX (ti)の標準偏差を表す．また，NS はト
レースにおけるスパイクの数である．ΩSをスパイク X̂ (k) (1 ≤ k ≤ NS)の集合とし，
ΩX をスループット値X (ti) (1 ≤ i ≤ M)の集合とする．このとき，ΩS ⊂ ΩXである．
上記のように，スパイクはスループットの「平均+2×標準偏差」によって定義され
る．このような定義によって，スパイクを平均に対して非常に大きな値として定める
ことが出来る．以下ではこの定義に関して議論する．正規分布の場合，確率変数が「
平均+2×標準偏差」を超える確率は 0.023であり，非常に小さい．すなわち上記の定
義によって定められるスパイクは平均値と比較して際だった事象である．ネットワー
ク回線の多くは平均スループットに基づいて設計・運用がなされるので，このような
アプローチはトラフィックのバーストを特徴つけるのに有効である．また，スパイクを
さらに大きな値によって定義することが出来る．たとえば，「平均+ 3×標準偏差」と
しても良い．しかしながら，このような定義を行う場合，データ長の制限 (M=3,000)
から観測されるスパイクの数が少なくなるという問題がある．したがって，本研究で
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図 2.3 スパイクの例
は定義 1を採用する．なお，トラフィックのバーストを同様な定義によってとらえた報
告として，文献 [77]がある．
図 2.3は図 2.1で用いた NTTlabと APANのパケットトレースを用いてスパイクを
例示した図である．これらのトレースは表 2.2に示されるように，5つのパケットト
レースにおいて，最大および最小の歪度を有している．．上図はNTTlabであり，下図
はAPANに対応している．左図は流量変動の周辺分布を累積分布 (補分布)で表現した
ものであり，右図は実際のスループット値の時系列の一部を拡大したものである．実
線は平均値 〈X (ti)〉を示し，点線はスパイクの定義値 〈X (ti)〉+ 2σXを示す．右図にお
いて，黒に塗りつぶした部分はスパイクであり，グレーの部分は非スパイクである．
以下では歪度とスパイクの関係について調べる．各々のトレースについて，スパイ
ク発生率 (occurrence ratio)を考える．スパイク発生率は，トレース内に存在するスパ
イクの数をNSとすると，NS/Mによって定義する．ここでM は前節で定義されたよ
うにトレース内のインターバルの個数，すなわち一つのトレースにおけるスループッ
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図 2.4 スパイク発生率と歪度の散布図
ト値の個数である．周辺分布が正規分布である場合，スパイク発生率は 0.023となる．
図 2.4は，5つのネットワークのすべてのパケットトレースについてスパイク発生率
と歪度を算出し，散布図を描いたものである．図 2.2と同様に各々の点が一つのトレー
スに対応する．図中の実線は線形回帰による近似結果を示す．また，変数Rは相関係
数である．5つのネットワークすべてについて，歪度とスパイク発生率は正の相関を有
することがわかる．相関係数は最小でも 0.63である (OCN-SINETのケース)．すなわ
ち，スパイク発生率の増加に伴い，歪度も増加する．また，大多数のトレースにおい
てスパイク発生率は正規分布を仮定した値 (i.e., Pr
[
X > X¯ + 2σ
]
=0.023)よりも大き
いことがみてとれる．
これまでの結果は，以下のようにまとめることができる．
• 取得したすべてのトレースについて流量変動の周辺分布は正に歪んでいる．
• 周辺分布が正に歪んでいるため，正規分布の仮定で推定されるよりも多くのスパ
イクが存在する．
スパイクの存在はパケットロスやキューイング遅延に関係するため，それらの特性
及びどのようなメカニズムによりスパイクが発生するかを調べることが重要となる．
2.6 ユーザトラフィックの特性:エレファントフロー
本章ではユーザトラフィックの特性を分析する．ユーザトラフィックは様々な単位に
よって定義することができるが，ここではルータの制御，及びエンドホストのTCPフ
ロー制御で用いられる単位である IPフローを用いる．IPフローは同一の発着 IPアド
レス，発着ポート番号，プロトコルを有するパケット群として定義される．以下では
簡単のため，特に断りのない限り「IPフロー」を「フロー」と記述する．
最初にフローを時間インターバル毎に再定義した「時分割フロー (per-time-unit ﬂow)」
を定義する．通常，フローは通信開始から終了までに対応する一連のすべてのパケッ
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図 2.5 時分割フローのイメージ図
ト群によって定義されるが，ここでは流量変動とユーザートラフィックの関係を直接的
に取り扱うためにこのような定義を用いる．すなわち流量変動を分析する時間スケー
ルと，ユーザトラフィックを分析する時間スケールを同一にすることが大きな特徴で
ある．
後述するように，時分割フローのサイズ統計を解析すると，極めて大きい時分割フ
ローが無視できない確率で存在することがわかる．そのような時分割フローを「エレ
ファントフロー」と呼ぶ2．以下ではエレファントフローとスパイクの関係について分
析する．
2.6.1 時分割フロー
フローを時間インターバルによって分割した時分割フローを定義する．時分割フロー
と集約フローがどのような関係を持つかを調べることが目的である．
2第 4章で定義する「エレファントフロー」は時分割フローではなく，通常のフローに対して定義さ
れるものであり，区別する必要がある．
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表 2.3 スパイクと非スパイクに対するNti の平均値
NTTlab Waseda OCN-SINET APAN WIDE
スパイク 17.8 80.9 191.7 50.9 253.6
非スパイク 15.2 78.2 174.3 48.3 213.7
図 2.5は時分割フローのイメージ図である．図において個々の長方形は IPフローに
相当する．IPフローを時間インターバルによってM 個に分割し，各々のタイムイン
ターバル tiに存在する IPフローを時分割フロー fl (ti, j), 1 ≤ j ≤ Nti と定義する．図
中のグレーの部分が時分割フローである．ここにMの定義は 2.5章と同様であり，各々
の時間インターバルの長さ τ は同じく 0.1秒とする．また，時間インターバル tiにお
ける時分割フローの個数をNtiとする．各々の時分割フローは少なくとも 1つ以上のパ
ケットによって構成される．時分割フロー fl (ti, j)のサイズを b (fl (ti, j)) (ビット)と
する．このとき，2.5章で定義した集約トラフィックのスループット値X (ti)は以下の
式を満たす．
X (ti) =
∑j=Nti
j=1 b (fl (ti, j))
τ
. (2.4)
図 2.1の分析に用いた 5つのパケットトレースを分析対象とする．スパイクに属する
X (ti) (X (ti) ∈ ΩS) とスパイクに属さない (非スパイクの)X (ti) (X (ti) ∈ (ΩX −ΩS))
のそれぞれについてNtiを算出した．スパイク，非スパイクのそれぞれについてNtiの
平均値を算出した結果を表 2.3に示す．なお平均はトレース中の全インターバルに対す
る平均値である．表より，Ntiの平均値はスパイクの方が若干高いことがわかる．しか
しながら，その数値差はスパイクと非スパイクのサイズの数値差程は著しいものでは
ない．すなわち，スパイクが発生する主要な原因は，時分割フローの数Nti の増加で
あると解釈するよりも，時分割フローのサイズ b (fl (ti, j))が主要な要因であると推定
することができる．以下の節ではこの点に着目し，時分割フローのサイズ統計を分析
する．
2.6.2 時分割フローのサイズ分布：エレファントフローの存在
時分割フローのサイズ b (fl (ti, j))について，以下のような累積分布 (補分布)を計算
した．
Pr [b (fl (ti, j)) > x] (2.5)
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図 2.6 時分割フローのサイズ b (fl (ti, j))の累積分布 (補分布)
表 2.4 エレファントフローの発生率と占有率
NTTlab Waseda OCN-SINET APAN WIDE
発生率 3.01 % 1.15 % 2.35 % 3.22 % 4.65 %
占有率 35.72 % 39.07 % 25.59 % 41.22 % 41.30 %
図 2.6は上記を両対数表示したグラフである．ここでも図 2.1の分析に用いた 5つの
パケットトレースを分析対象とした．分布より，時分割フローのサイズは複数のオー
ダーにまたがる広い変動を有すること，及び分布形が巾乗的に減衰することが分かる．
すなわち，大多数の時分割フローのサイズは非常に小さいのに対し，非常に大きな時
分割フローが無視できない確率で存在する．そのような非常に大きな時分割フローを
ここでは「エレファントフロー」と呼び，以下のように定義する．
定義 2：以下の条件を満たす時分割フロー f̂ l (m) = fl (ti, j)をエレファントフローと
定義する．
b
(
f̂ l (m)
)
≥ 〈b (fl (ti, j))〉+ 2σb, 1 ≤ m ≤ NE , (2.6)
ここに b
(
f̂ l (m)
)
は時分割フローのサイズであり，〈b (fl (ti, j))〉，σbはそれぞれ平均値
と標準偏差である．また，NEはトレース中のエレファントフローの総数である．時分割フ
ロー全体の集合をΩFとし，エレファントフロー全体の集合ΩE  f̂ l (m) (1 ≤ m ≤ NE)
とすると，ΩE ⊂ ΩF である．
すなわち，スパイクの定義と同様に「平均 + 2×標準偏差」によってエレファント
フローを定義する閾値を定める．図 2.6中の実線は上記の閾値を示す．エレファントフ
ローを更に大きな閾値によって定義することも可能である．例えば，「平均+ 3×標準
偏差」としても良い．しかしながらスパイクのケースと同様に，このように閾値を定
義した場合，エレファントフローの数が大幅に減るため，比較的時間が短いトレース
(300秒)を用いる場合，統計的な解析に十分な数のデータを得ることが出来ない．した
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がって，本研究では定義 2を採用する．また，この定義によって定められるエレファ
ントフローの送信レートはおよそ 1Mbps =105 b/0.1s のオーダーに相当している．(図
2.6の点線を参照)．一方で，他の時分割フローの送信レートは約 70 – 230 kbpsである．
次にエレファントフローの発生率 (occurence ratio)と占有率 (occupation ratio)を以
下のように定義する．
occurrence ratio =
NE∑
i Nti
(2.7)
occupation ratio =
∑
m b
(
f̂ l (m)
)
∑
i,j b (fl (ti, j))
. (2.8)
これらの変数の導入は，エレファントフローの数 (発生率)，およびサイズ (占有率)
を調べることを目的としている．図 2.1の分析に用いた 5つのパケットトレースを分析
対象とし，エレファントフローの発生率と占有率を計算した結果を表 2.4に示す．表よ
り，すべてのトレースについて少数のエレファントフローが集約トラフィックに占める
割合が高いことがわかる．他のすべてのトレースについても同様の分析を行ったが，や
はり同様の結果を得る．
こうした現象は，elephant and mice phenomenon，あるいは 2:8の法則 (the 80/20
rule)として様々な分野で観測されるよく知られたものである．すなわち，数としては
ごく一部の上位の集団が存在し，それらの集団が保有する量が全体が保有する量の大
半を占めるという現象である．従って，このような現象に従う変数は，きわめて高い
非一様性を有する．文献 [60, 61, 90]では，IPフローのサイズや平均レートの分布が
elephant and mice phenomenonに従うことが報告されている．本研究では，時分割フ
ロー—すなわち瞬間的な IPフローのサイズ (レート)—も同様にそのような傾向がある
ことを示した．このように，単位時間あたりの細かい粒度において定義される時分割
フローのサイズは elephant and mice phenomenonに従い，きわめて高い非一様性を有
することが示された．
以下では時分割フローを考慮する意義を説明する．Papagiannakiらの報告 [60, 61]や
Zhangらの報告 [90] ではフローの平均レートを分析の対象としている．平均レートは
フローサイズをフロー継続時間 (フローの開始から終了までに要する継続時間)で除算
したものである．一方，本研究では時分割フローを用いた分析を行う．時分割フローを
導入する最大のメリットは，短い時間スケールでのフロー特性を正確に特徴つける点で
ある．図 2.7に 2本のランダムに選んだ長時間TCPフローのスループット時系列デー
タを示す．なお，それぞれのフローはいくつかのエレファント (時分割)フローを含ん
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図 2.7 長時間TCPフローのスループット時系列データ
でいる．図中の点線より上の部分がエレファントフローに対応する．どちらのフローも
エレファントフローを含むが，フローを構成する大多数の時分割フローは非エレファン
トである．また，TCPフローの流量変動は輻輳制御により，こうした鋸型 (sawtooth)
のパターン示すことがよく知られている．このように，単一のフローの送信レートは
一定ではなく，むしろ非常に高い変動性を有する．したがって，平均レートでは単一
フローの変動性の特徴を捕えることが出来ない．時分割フローを用いたアプローチの
利点は，そうしたフロー毎の変動性を取り扱うことができる点，及び集約トラフィック
の流量変動特性とフローレベルの挙動との関係を直接的に取り扱うことが出来る点に
ある．
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図 2.8 エレファントフローの平均発生率と平均占有率
2.7 スパイクとエレファントの関係
前節で議論したように，時分割フローには多数のパケットから構成されるエレファ
ントフローが存在した．そのようなエレファントフローとスパイクの関連性を調べる．
スパイク内に存在する時分割フローを分析し，さらにそこに含まれるエレファントフ
ローについて考察する．
スパイク，非スパイクに属する時分割フローのそれぞれについて，エレファントフ
ローの発生率と占有率を計算する．発生率と占有率はスパイクと同様に式 (2.7)，(2.8)
のように定義する．
以下では図 2.1の分析に用いた 5つのパケットトレースを分析対象とする．図 2.8は
5つのパケットトレースに対するエレファントフローの平均発生率，平均占有率をスパ
イク，非スパイクについて個別に計算した結果である．図よりエレファントフローの
平均発生率，平均占有率ともにスパイクが高い値を示す．すわなち，以下のことがわ
かる．
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1. スパイクでは，エレファントフローの発生する確率が非スパイクと比較して高い
(約 1.7 – 2.9倍)
2. スパイクの大部分はエレファントフローによって構成される．スパイクのサイズ
は約 42 – 61%がエレファントフローから構成される．
ここで得た最も重要な結果は，エレファントフローが存在する確率がスパイクにお
いてより高いということである．すなわち，ある時間インターバルにエレファントフ
ローが数多く存在する場合，そのタイムインターバルのスループット値はスパイクと
なる傾向が高い．このように我々の時分割フローを用いた分析により，エレファント
フローの発生がスパイクの発生に関係する主要な要因であることが示された．
2.8 既存のトラフィックモデルとの比較
本章ではこれまでに得た知見から，既存のトラフィックモデルについて論じる．集約
トラフィックの特性とユーザトラフィック特性，そしてそれらの関係を知ることは実用
的なトラフィックモデルを作る上で重要な役割を果たす．それぞれの特徴を分析した報
告は数多く存在するが，両者の関係について論じた報告はこれまでにあまりなされてこ
なかった．パレートON/OFFソースモデル [89]は両者の関係をとり入れたトラフィッ
クモデルであり，今日のインターネットの特徴—バースト性を表現するトラフィック
モデルとして良く知られる．このモデルは (1)集約トラフィックの到着プロセスが長期
時間相関 (LRD)を有する (あるいは自己相似性を有する)特徴，および (2)ユーザート
ラフィックの持続時間の分布が裾野を長く引く (heavy-tailed)特徴を反映している．こ
れらの特性が普遍的 (invariant)な性質であることが多数のネットワーク計測によって
明らかになっている．Willingerらのモデルはこれら二つの特徴を矛盾なく取り入れる
ことに成功している．すなわち，持続時間が heavy-tail 分布に従うユーザトラフィッ
クを重ね合わせることによって，集約トラフィックの流量変動が自己相似性を有する．
Willingerらはこの関係を厳密な数学によって証明している [89]．Parkらはネットワー
クシミュレーションによって上記の関係を検証し [63]，Crovellaらはトラフィック，お
よび初期のウェブアクセスログの計測を用いた分析によって上記の関係を検証してい
る [11]．
しかしながら，上記のモデルには二つの不利な点がある．一番目の点は，周辺分布を
正規分布と仮定している点である．これまでに見てきたように，この仮定は実際のイン
ターネットトラフィックの性質と合致しない．トラフィックの周辺分布が正規分布に従
うと仮定すると，スパイクの発生率を実際よりも低めに見積もることとなる (図 2.1参
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照)．すなわち，正規分布を仮定したトラフィックモデルを用いて計算されるパケット
ロス率は，実際よりも低めに見積もられることになる．二番目の点は，集約トラフィッ
クは均一の固定レートを有するフローの重ね合わせであると仮定する点である．すな
わち，あるタイムインターバル内における個々のフローのサイズ (時分割フローのサイ
ズ．すなわち瞬間フローレート)はほぼ同じものになる．本研究でみたように，時分割
フローのサイズは複数のオーダーにまたがる高い非一様性を有する．これにより，非常
に大きなフロー—エレファントフローの発生頻度は比較的高い (図 2.6参照)．エレファ
ントフローはスパイク (バースト)に大きく寄予するため，エレファントフローを制御
することにより，スパイクを抑制することが期待できる．既存のモデルではこのよう
な点を考慮することができなかった．
このように，集約トラフィックの流量変動が正に歪んだ周辺分布にしたがう特徴，お
よびユーザートラフィックのフローレート分布は高い非一様性を示す特徴をトラフィッ
クモデルに取り込むことは本質的である．本研究の計測分析はこれらの特徴を明らか
にするとともに，両者の強い関連性を発見した．このような特徴を考慮することによ
り，実用的でかつリアリスティックなインターネットトラフィックモデルを構築するこ
とが出来る．また，本研究の発見はユーザートラフィックに対するトラフィックエンジ
アリングのポリシーを決定する上でも有益である．
2.9 本章のまとめ
本章では広域にわたる多地点で計測した実トラフィックの流量変動を分析し，ユーザ
トラフィック，集約トラフィックそれぞれの特徴とそれらの関係を明らかにした．主な
結果は次のとおりである
• 大多数の場合において集約トラフィックの流量変動の周辺分布は正規分布ではな
く，正に歪んだ非対称な分布にしたがう．
• ユーザトラフィックのサイズ統計は複数のオーダーにまたがる裾野部の長い分布
に従い，強い非一様性を示す．
• 上記ユーザトラフィックの非一様性が集約トラフィックが示す非正規性の原因と
なる．
また，上記の結果を既存のトラフィックモデルと比較し，その意義を議論した．本研究
の発見は，実用的でリアリスティックなインターネットトラフィックモデルの構築，お
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よびユーザートラフィックに対するトラフィックエンジアリングのポリシーを決定する
上で有益である．
第 3 章
ユーザトラフィック統計の非一様性
3.1 本章の概要
実ネットワークに即した効率的な帯域設計や，ネットワーク制御を実現するために
は，ネットワークの計測に基づいたトラフィックの特性評価を行うことが必要である．
その中でも，個々のユーザやアプリケーションが発生するトラフィックの単位としてフ
ローの分析を行うことは，以下の点で特に有益である．
• シミュレーションや擬似トラフィック発生アルゴリズムで必要とされる集約トラ
フィックのモデル化を行うため．
• RED (Random Early Detection) [17]や CSFQ (Core-stateles Fair Queueing) [83]
に代表されるフロー毎の制御アルゴリズムの性能評価を行うため．
• ユーザ毎のトラフィック発生量分布に基づいた効率的な帯域収容設計を考案する
ため．
1990年代中盤から 2000年代初頭にかけて，インターネットトラフィックの大部分は
webアプリケーションが発生したものであった．このような背景から，web トラフィッ
クのフロー分析，品質評価および制御手法がこれまでに報告されている [6, 86, 8, 29]．
2000年初頭以降は，P2P(peer-to-peer)アプリケーションの普及がめざましく，現在
のインターネット回線上における P2Pのトラフィック量はwebに匹敵するという報告
がある [28, 56]．P2Pは物理的なネットワーク上に独自のオーバレイネットワークを構
成し，ユーザ間でファイル交換を行うことを主な目的として通信を行うアプリケーショ
ンである．また，P2Pネットワーク上で交換されるファイルの平均サイズはwebの平
均サイズと比較してきわめて大きいことが知られている [76, 28]．P2Pアプリケーショ
ンが持つこれらの特性を考慮すると，P2Pが発生するトラフィック特性は webと大き
26
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く異なると予想される．したがって，インターネットトラフィックの特性を明らかにす
る上で，web のみならず P2Pトラフィックの特性を考慮することが必要である．
本研究ではネットワークの計測を行い，webおよび P2Pトラフィックのフロー分析
を行った．特に，フロー到着間隔，フロー持続時間，フローサイズ，フローレートに
ついて，web，P2P それぞれの特性を明らかにした．また，分析結果にもとづき，P2P
フローの増加がトラフィック全体の特性に与える影響について考察した．本研究の結果
は，アプリケーションのトラフィック特性を考慮したネットワークの設計，制御手法の
提案およびトラフィックのモデル化に有益である．
3.2 関連研究
これまでにP2Pトラフィックの分析を行った代表的な報告として文献 [34, 75, 76, 79]
がある．文献 [34, 75, 76]では P2Pネットワークにおける制御メッセージを計測，分
析することにより，P2Pノードの接続性や，ノード数の変化，ネットワークのトポロ
ジー，共有ファイル統計，およびトラフィック量について分析を行っている．これらは
分析対象を制御メッセージとしている．一方で文献 [79] では，インターネット回線上
を流れる P2Pデータトラフィックの計測，分析を行い，P2Pコネクションの持続時間
の特性，到着時間の間隔，および異なる粒度でコネクションを定義した際の接続性や
トラフィックエンジニアリングへの応用について考察している．以上の研究では P2P
トラフィックの広範な分析を行っているものの，トラフィックのモデル化に必要とされ
る詳細なフロー分析は行われていない．
本稿では，実ネットワークのトラフィックを計測し，それに基づいてトラフィックの
フロー分析を行った結果を示す．特に現在のインターネットで最も主流なアプリケー
ションであるwebとP2Pのフロー分析を行い，両者の特性を比較した．また得られた
分析結果に基づき，P2Pトラフィックの増加がトラフィック全体の特性におよぼす影響，
およびアプリケーションの特性を考慮したトラフィックモデル，制御手法について議論
する．
以下に本章の構成を示す．3.3ではトラフィックの計測およびフロー分析の手法につ
いて述べる．3.4は，3.3のデータにもとづき，詳細なフロー分析を行った結果を示す．
3.5では，P2Pフローの増加が全体のトラフィック特性に与える影響，およびフロー毎
のトラフィック制御手法に関する考察を行い，さらに今後の課題を述べる．最後の 3.7
は本論文のまとめである．
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表 3.1 アプリケーションの識別に用いたポート番号
ポート番号
web 80, 8080, 443
P2P 6346, 6347, 6699, 1214
3.3 計測および分析手法
本章では早稲田大学の対外接続回線においてトラフィック計測を行った．上記の回線
の契約帯域幅は 100 Mbps であり，IMnet[26] を経由してインターネットに接続されて
いる．トラフィック計測はパケットレベルで行い，パケット毎にタイムスタンプを押印
し，TCP/UDPヘッダまでのデータを記録した．計測の対象はWAN 側からLAN側に
流入する下りトラフィックとし，2002年 11月の平日夜間 (18:00 - 24:00) にトラフィッ
ク計測を行った．
本研究では「フロー」を，「送信 IPアドレス」，「受信 IPアドレス」「送信ポート番
号」，「受信ポート番号」，「プロトコルフィールド値」の 5つのユニークな組み合わせ
(フローキー)を持つパケット群と定義する．また，より正確なフロー統計を得るため
に，TCP フラグの内で， SYN，FIN それぞれのフラグがセットされたパケットを少
なくとも一つずつ含むパケット群のみをフローとして定義する1．
以下にトラフィックデータに基づいてフロー分析を行う手順を示す．まずパケットの
ヘッダ情報を用いてフロー fi (1 ≤ i ≤ N)の特定を行う．フロー毎にフロー開始時刻
Ts (fi)， 終了時刻 Te (fi)，フローサイズ S (fi)を記録する．ここに Ts (fi)，Te (fi)は
SYN，およびFIN フラグのそれぞれがセットされた最初のパケットに押印されたタイ
ムスタンプによって記録する．またS (fi)は，IPヘッダに記録されたパケット長フィー
ルドの値を累積することにより計算する．
次にフローの送受信ポート番号に基づいて，フロー fiを発生したアプリケーション
A (fi)を特定する．本研究では web，P2Pの二つのアプリケーションをフロー分析の対
象とし，送受信ポート番号のいずれかが表 3.1に示す番号と一致するアプリケーション
を扱う2．P2Pについては，ネットワーク計測時において国内外で代表的に利用されて
1計測時間が有限であるから，計測開始以前に通信を開始したフローや計測終了後も通信を持続する
フローについては正しい統計を得ることができない．また計測期間中に同一のフローキーを持つ別のフ
ローが存在した場合には別のフローとしてカウントした．
2文献 [28]で指摘されているように，特に P2Pアプリケーションの場合には，表に記載された以外の
ポート番号を使っているケースが少なくない．本論文で分析の対象としたデータでは，表に記載された
ポート番号によって識別された P2Pトラフィックが多量に観測されていることから，P2Pトラフィック
の特性を十分に反映していると考えられる．
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表 3.2 フロー数および総トラフィック量
フロー数 トラフィック量
web 1058406 21.78 Gbyte
P2P 1401 8.15 Gbyte
その他 459909 7.93 Gbyte
合計 1519716 37.86 Gbyte
いるGnutella[20], OpenNap[58], FastTrack[32]のそれぞれのプロトコルを用いる P2P
アプリケーションを分析の対象とした．また，P2Pにおける制御用トラフィックは対
象外とし，データ転送トラフィックのみに着目した．計測期間において観測されたト
ラフィックの内訳を表 3.2 に示す．総フロー数に対するアプリケーション毎のフロー
数の割合は， webフローが 69.64%，P2Pフローが 0.92%，その他が 30.26% であり，
P2P のフロー数が他と比べて圧倒的に少数であった．一方，総トラフィック量に対す
るアプリケーション毎のトラフィック量の割合は，webフローが 57.52%，P2Pフロー
が 21.53%，その他が 20.95%であり，web, P2Pの二つのアプリケーションの合計が全
体の約 8割を占めていた．
3.4 フロー分析
多数のフローが到着する回線のトラフィックをモデル化したシミュレーションを行う
ためには，擬似トラフィックの発生が必要となる．そのためには，各々のフローの到着
間隔，サイズ，持続時間，レートの特性を決定しなければならない．また，文献 [45, 18]
で指摘されているように，フローの持続時間やサイズの特性は，フロー毎の制御を行
うアルゴリズムの適切なパラメタを設定する上で重要な役割を果たす．本節では，こ
のようなフロー特性，および特性の間の関係をアプリケーション毎に調べた結果を示
す．なお，以下で分析する各種フロー統計の定常性を検証した結果を付録に示す．
3.4.1 フロー到着間隔
フロー到着間隔 Tδ (k) (k = 1, 2, ...) (秒) の特性を調べた．ここにフロー到着間隔は，
同一のアプリケーションに属し，かつ隣接する開始時刻を持つフローの開始時刻の差
により求めた．フロー到着間隔の平均値，および標準偏差は表 3.3に示す通りであった．
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表 3.3 フロー到着間隔の平均値および標準偏差
平均値 (秒) 標準偏差 (秒)
web 0.015 0.018
P2P 14.981 17.173
図 3.1はweb，P2Pそれぞれに属するフローの到着時間間隔の累積分布を片対数グラ
フに示したものである．いずれのグラフも直線的であるから，分布は指数分布にした
がうと考えられる．そこで指数分布 (図の点線部)に対する回帰分析を行った．相関係
数の絶対値は，webが 0.996，P2Pが 0.997となり，いずれも 1に近い．すなわち，web
および P2Pフローの到着間隔は指数分布でよく近似されることがわかる．
次に，フロー到着間隔の時間相関を調べた．本研究では，パワースペクトル密度を
用いることにより，時間相関特性を調べる．パワースペクトル密度は周波数成分毎に
振幅の強度を計算したものであり，時系列データの時間相関分析などに用いられる [7]．
パワースペクトル密度 I (f)はペリオドグラムによる推定を用い，
I (f) =
1
2πN
∣∣∣∣∣
N∑
k=1
Tδ (k) exp (ikf)
∣∣∣∣∣
2
(3.1)
のように計算した3．ここに f は周波数を示す．
図 3.2は web，P2Pそれぞれに属するフローの到着間隔 Tδ (k)に対してパワースペ
クトル密度を計算し，両対数グラフで示したものである．web におけるパワースペク
トル密度は，両対数グラフにおいて右下がりの傾向がある．すなわち長周期成分が大
きいことから，フロー到着間隔には長期自己相関が存在する [7]．一方P2Pのパワース
ペクトル密度は右下がりの傾向はなく，全周波数にわたって平坦である．すなわち，フ
ロー到着間隔の時間相関はすみやかに減衰する．
以上の結果をまとめると次のようになる．(1) web，P2Pともにフロー到着間隔分布
は指数分布で近似できる．(2) webではフロー到着間隔は長期自己相関を示す．(3) P2P
ではフロー到着間隔の時間相関がほとんどない．P2P では到着間隔が指数分布にした
がい，時間相関がすみやかに減衰する (無記憶性を示す)ことから，ポアソン過程によ
るモデル化が可能であると考えられるが，web では到着間隔の長期自己相関を考慮し
たモデル化が必要である．
3データ長が有限であるため，パワースペクトル密度の計算にあたって，事前に線形トレンドを除去
し，窓関数を施した．
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図 3.1 フロー到着間隔の累積分布の補分布
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図 3.2 フロー到着間隔のパワースペクトル密度
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表 3.4 フローサイズの平均値および標準偏差
平均値 (byte) 標準偏差 (byte)
web 20.58 K 546.10 K
P2P 5.81 M 53.90 M
3.4.2 フローサイズ
フローサイズ S (fi) (byte) の特性を調べた．フローサイズの平均値，および標準偏
差は表 3.4に示す通りであった．P2Pの平均フローサイズはwebの約 280倍に相当し，
個々のP2Pフローはwebフローと比較してきわめて大容量の通信を行うことがわかる．
図 3.3は web，P2Pそれぞれに属するフローに対してS (fi)の累積分布を両対数グラフ
に示したものである．いずれもフローサイズが数桁の範囲にわたり，広範囲な値を示
すことがわかる
特に P2Pでは 109 (約 1Gbyte に相当)付近まで裾野が伸びており，非常に大きなサ
イズを持つフローが存在することがわかる．フローサイズが 109のオーダーであると
いうことは，フローが転送したファイルサイズが Gbyte のオーダーであることを意味
する．
またこの付近では，P2Pアプリケーションが動作するノードにおけるファイルシス
テム上の制限や，P2Pネットワークで流通するファイルのコンテンツ特性，およびトラ
フィック計測時間の有限性等によってカットオフが生じており，このため分布が減衰す
ると考えられる．一方，サイズがおよそ 104 (約 10kbyte に相当)より小さい範囲では，
web，P2Pのそれぞれにおいて，分布形の傾向が変わることがわかる．S (fi) < 104を
満たすフローを構成する平均パケット数は，webが 6.18個，P2Pが 9.12個であり，どち
らも比較的少ない．このようにパケット数が少ないフローの場合，SYN，SYN/ACK，
FIN 等の TCPコネクションの管理に用いられる小さなサイズのパケットが，そのフ
ローを構成する全パケットに対して比較的大きな割合を占める．このため，フローサイ
ズ特性はパケットサイズのばらつきを反映していると考えられる．パケット数が多い
フローでは，データ転送に用いられる均一サイズのパケットが大多数であるため，パ
ケットサイズのばらつきは無視することができる．こうした理由により，S (fi) < 104
の範囲においてフローサイズの分布形の傾向が変わると考えられる．
前述したS (fi) ∼ 109，およびS (fi) < 104の範囲を除いた 104 ≤ S (fi) ≤ 5× 108 の
範囲において，web，P2Pのいずれのグラフもほぼ直線的である．したがって，両者の
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図 3.3 フローサイズの累積分布 (補分布)
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表 3.5 フローサイズのパレート分布に対する回帰分析
α 相関係数 (絶対値)
web 1.116 0.997
P2P 0.379 0.971
表 3.6 フローサイズが上位 10位に該当するフローの統計
サイズ合計 全トラフィック総量
(byte) に占める割合 (%)
web 1.19 G 2.78
P2P 5.30 G 12.39
フローサイズはパレート分布
Pr [S (fi) > x] = kx
−α (x ≥ k1/α, k > 0, α > 0) (3.2)
で近似することができると考えられる．ここで 104 ≤ S (fi) ≤ 5×108 の範囲で，S (fi)
がパレート分布にしたがうと仮定し，回帰分析を行った．図 3.3の点線部は推定された
分布を示す．表 3.5に，推定された形状母数 α の値，および回帰分析における相関係
数を示す．いずれの相関係数も 1に近いことより，パレート分布による近似が可能で
あると考えられる．追加の確認として，P-Pプロット4を用いた検証結果を以下に示す．
図 3.4は，上記の範囲におけるフローサイズのP-Pプロットを描いたものである．web，
P2P のいずれも，P-P プロットは原点を通る傾きが 1の直線上にほぼしたがっている
ことがわかる．以上の結果より，web，P2Pともに大小のカットオフを除いた広い範
囲において，フローサイズはパレート分布によって近似できることが示された．特に
P2Pのフローサイズ分布は，α < 1 であることから裾野部がきわめて重い (heavy-tail)
分布であることがわかる5．
フローサイズ分布の裾野が重いことは，少数の大きなサイズを持つフローのサイズ
合計が，全フローのサイズ合計に対して大きな割合を占めることを意味する．フロー
4P-Pプロットの詳細については付録 Bを参照．
5ある分布 Pr [X > x] = 1− F (x)について，x →∞のとき 1− F (x)が 0 に収束する速度が遅いと
き，その分布関数の裾野は重い (heavy-tail)と表現する．パレート分布 Pr [X > x] = kx−α は，α > 0
が小さいほど Pr [X > x]の 0に収束する速度は遅くなる．すなわち，αが小さいほど裾野が重い分布と
なる．特に 1 < α ≤ 2のとき分散が発散し，0 < α ≤ 1 のとき平均，分散がともに発散する (カットオ
フが存在しない場合)．なお，α一定のもとで kを大きくすることは，分布関数を右に平行移動すること
に対応する．
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図 3.4 フローサイズの P-Pプロット
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表 3.7 フロー持続時間の平均値および標準偏差
平均値 (秒) 標準偏差 (秒)
web 9.54 133.91
P2P 306.81 964.24
サイズ分布がこのような特性を示すことは文献 [37, 60, 61, 90]などでも指摘されてお
り，パレートの法則と呼ばれる6．表 3.6に，フローサイズが上位 10番目までに該当す
るフローの統計を示す．表より，上位 10番目までのフローが発生するトラフィック量
は，P2Pの場合web の約 5倍に相当することがわかる．すなわち，P2Pではパレート
の法則がより顕著である．
以上で示されたように，web およびP2Pフローのサイズは，裾野部が重い分布にし
たがう．特にP2Pフローはwebフローに比べ平均値が格段に大きく，分布の裾野はき
わめて重い．P2Pフローが示すこの特性は，P2Pフローの数が増えた際に，トラフィッ
ク全体に与える影響が大きいことを示唆する．さらに詳細な議論を 3.5.1で行う．
3.4.3 フロー持続時間
フロー持続時間D (fi) (秒) の特性を調べた．ここにD (fi) = Te (fi)−Ts (fi)である．
フロー持続時間の平均値，および標準偏差は表 3.7 に示す通りであった．フローサイズ
と同様に，P2Pフローが格段に長い持続時間を示すことがわかる．図 3.5は D (fi)の
累積分布を両対数グラフに示したものである．二つのアプリケーションにおいて，分
布は複数の桁にまたがるものの，グラフは直線的ではない．そこで分布が対数正規分
布にしがたうと仮定し，Q-Q プロットを用いた検証を行う7．図 3.6の横軸は対数正規
分布による推定分位点を示し，縦軸は実際のデータに基づく経験分位点を示す．どち
らのグラフも右端，および左端の付近でずれがあるものの，広い範囲において傾きが
1の直線にほぼしたがう．
特にP2P の場合，グラフの右端付近において，経験分位点は推定分位点よりも小さ
い値を示す．つまり，同じ確率に対して，実際の分布の値は対数正規分布から推定さ
れる値よりも小さな値をとる．このずれは，計測時間の有限性によるカットオフが原
因であると考えられる．すなわち，トラフィック計測期間をまたぐような長い持続時間
6少数のサイズが大きいフロー (Elephant) が大多数の小さなサイズのフロー (Mice) に比べてトラ
フィック量の占有率が高いことから elephant and mice phonomenon などと呼ばれることもある．
7Q-Qプロットの詳細については付録 Bを参照．
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図 3.5 フロー持続時間の累積分布の補分布
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図 3.6 フロー持続時間分布のQ-Qプロット
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を持つフローがカウントされていないことが分位点のずれの原因である．実際，2章で
定義した SYN， FIN それぞれのフラグがセットされたパケットを少なくとも一つづ
つ含む P2Pフローについて，持続時間の最大値は 14,031秒 (約 4時間に対応)であっ
た．これに対し，SYN，FINのいずれか，あるいはその両方が計測されなかった P2P
フローについて，上記の 14,031秒を超える通信を行ったフローの数は 16であった．
また，推定分位点の右端において，log10 D (fi) ∼ 6であり，これはフロー持続時間
が約 11.6日であることに対応する．このように対数正規分布による近似では，非常に
長い持続時間をもつフローの存在を示唆するが，(実際に存在したとしても)本研究で
行った 6時間の計測期間内ではとらえることはできない．したがって，経験分位点は
推定分位点よりも小さい値を示す．また左端付近では，web，P2P ともに推定分位点
に対して経験分位点は大きい値を示す．
これは以下に示すように，フローを発生したノード間の往復伝播遅延時間 (RTT) に
対するカットオフが原因と考えられる．分位点の大きなずれが観測されるのは，web，
P2P ともに図 3.6の log10 D (fi) < −2をみたす範囲であり，これは持続時間D (fi)が
およそ 10 ms よりも短い範囲に対応する．持続時間が 10 ms よりも短いフローを構成
するパケット数の平均値は，web が 3.63，P2Pが 3.22であり，非常に小さい．送信パ
ケット数が少ないため，この範囲でのフロー持続時間はノード間のRTT によって決定
される．
例えば，パケット数が 3個であるTCPフローの代表的な例は，SYN パケット，デー
タパケット，FIN/ACK パケットから構成されるケースである．この場合，ウィンド
ウサイズが増加する前に通信が終了するため，通信の持続時間はノード間の RTTに
よってほぼ決まる．実際，途中経路で生じ得るキューイング遅延やノードでの処理遅
延を無視すれば，持続時間は 2 × RTTと見積もることが出来る．一方，ノード間の
RTTはノード間距離，および光の速度で定められる物理的な制約を受けるため，対数
正規分布によって推定される小さな持続時間を満足するような値を取り得ない．例え
ば log10 D (fi) = −4 とすると持続時間は 100 µsであり，パケット数が 3個の TCPフ
ローの場合，RTT が 50µs であることに対応し，WAN においてこのような小さな値
の RTT が実現されるケースはほとんど存在しないと考えられる．
すなわち，実現され得る RTT 値の制約により，持続時間は対数正規分布から推定さ
れる値よりも大きくなる．このため経験分位点の値は，推定分位点の値よりも大きく
なる．また特にwebではアプリケーションの特性上，短いトランザクションの割合が
多いため，左端における分位点のずれも大きい．
以上の結果より，P2P，web のフロー持続時間は，上述のカットオフに対応する範
囲を除いた広い範囲において，対数正規分布による近似が可能である．
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表 3.8 フローレートの平均値および標準偏差
平均値 (byte/秒) 標準偏差 (byte/秒)
web 72.46 K 182.06 K
P2P 12.94 K 61.39 K
3.4.4 フローレート
フローレート R (fi) (byte/秒) の分布を調べた．ここに， R (fi) = S (fi) /D (fi) で
ある．フローレートの平均値，および標準偏差は表 3.8 に示す通りであった．webフ
ローの方がレートが平均的に高い傾向にあることがわかる．図 3.7は R (fi)の累積分布
を両対数グラフに示したものである．分布は複数の桁にまたがるものの，web，P2Pと
もにグラフは直線的ではない．フロー持続時間と同様に，分布が対数正規分布にしが
たうと仮定し，Q-Qプロットを用いた検証を行う (図 3.8)．P2Pではほぼ全域にわたっ
てグラフが傾きが 1の直線にほぼしたがう．webでは広い範囲でグラフは傾きが 1の直
線にしたがうものの，右端付近において分位点のずれがある．これは，ユーザを収容
するネットワークや途中経路の帯域幅の制限によってフローレートのカットオフが生
じていることに起因すると考えられる．したがって，経験分位点の値は，推定分位点
よりも小さくなる．また，web フローにおいて分位点の大きなずれが観測されるのは，
レートがおよそ 1 Mbyte/s よりも大きい範囲である (図 3.8の log10 R (fi) > 6を満たす
範囲に対応)．また，レートが上記の範囲を満たすweb フローの平均持続時間は 47.49
ms であり，比較的短い時間で通信が完了するフローが大多数であることがわかる．
3.4.5 持続時間とサイズの関係
本節では持続時間D (fi)とサイズ S (fi)の関係を調べる．D (fi)と S (fi)の値に応じ
たフローのクラス分けを行い，web，P2Pの特性を比較する．持続時間，およびサイズ
に対して閾値 Dˆ (秒)，Sˆ (byte) を設定し，閾値と比較して，フローのクラス分けを行
う．表 3.9 に示すように S-S (Short-Small), L-S (Long-Small), S-L (Short-Large), L-L
(Long-Large) の 4つのクラスに分類し，それぞれのクラスに属するフロー数の割合お
よびフローサイズ合計の割合を調べる．同様なフローの分類手法は文献 [90, 37]等でも
提案されているが，それらでは IPフロー全体に対する分析に留まっている．本研究で
はアプリケーション別のフロー分析を行う．
フロー分類に用いる閾値 Dˆ, Sˆは任意に定めることが可能である．文献 [37]では Dˆ =
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図 3.7 フローレートの累積分布の補分布
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図 3.8 フローレート分布のQ-Qプロット
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表 3.9 フロークラスの定義
D < Dˆ D ≥ Dˆ
(Short) (Long)
S < Sˆ (Small) S-S L-S
S ≥ Sˆ (Large) S-L L-L
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web
P2P
図 3.9 クラス毎のフロー数の割合
900, (秒), Sˆ = 100 (kbyte) としている．本研究では P2P，web のどちらかに属する
全フローに対して持続時間，サイズのそれぞれについて 平均値 M および標準偏差 σ
を計算し，M + σ を閾値とした．この結果に基づいて，閾値をそれぞれ Dˆ = 148.69
(秒)， Sˆ = 2074492.20 (byte) と定めた8．
図 3.9にクラス毎のフロー数の割合を調べた結果を示す．web，P2Pともに，S-S ク
ラスに属するフローが大多数である．S-L クラスに属するフローに対して S-S クラス
に属するフローが格段に多いことから，持続時間が短いフローはフローサイズが小さ
い傾向にあると考えられる．一方 web，P2Pともに，L-L クラスに属するフロー数よ
8ここで定めた閾値の他に Dˆ = 10, 100, 1000および Sˆ = 100000, 500000, 1000000の組み合わせでフ
ローのクラス分けを行ってみたが，以下の結果の傾向は同様であった．
第 3章 ユーザトラフィック統計の非一様性 45
10-4
10-3
10-2
10-1
100
Fr
ac
tio
n 
of
 to
ta
l f
lo
w
 si
ze
S-S S-L L-S L-L
web
P2P
図 3.10 クラス毎のフローサイズ合計の割合
りも L-S クラスに属するフローが多い．すなわち，持続時間が長いフローは必ずしも
フローサイズが大きいわけではない．この結果は，レート分布が複数の桁にまたがる
広範囲な値をとる事実からも示唆される．
図 3.10にクラス毎のフローサイズ合計を調べた結果を示す．webでは S-Sクラスに
属するフローのフローサイズ合計が最も大きく，web フローサイズ全体の約 57.01 %
を占める．一方，P2Pでは L-Lクラスに属するフローが支配的であり，P2Pフローサ
イズ全体の約 97.31% を占める．数としてはもっとも多い S-S クラスに属するフロー
のフローサイズ合計は P2P フロー全体の 1% 未満に留まっている．
以上の結果をまとめると次のようになる．(1) web，P2Pともに大多数のフローはS-S
クラスに属する．(2) web，P2Pともに持続時間が短いフローはサイズが小さい傾向に
ある．(3) web では S-Sクラスに属するフローがフローサイズ合計の約 6割を占めてい
る．(4) P2Pでは比較的少数の L-L クラスに属するフローがフローサイズ合計の大部
分を占めている．
このように，web，P2Pでは持続時間とサイズの関係，およびクラス別のフローサ
イズ特性において大きく異なることが示された．本節で示されたような特性間の関係，
およびクラス毎のフローサイズ合計 — トラフィック量 — の特性の差異を考慮するこ
とにより，より現実的なインターネットトラフィックのモデル化が可能となる．
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3.5 考察
3.5.1 P2Pフローの増加に関する考察
3.4.2で示したように，フローサイズ分布の裾野部が重い性質は，ごく少数のサイズ
が大きいフローのフローサイズ合計が，全フローサイズ合計に大きな割合を占めるこ
と — パレートの法則 — を意味する．特に P2Pのフローサイズは webと比較して分
布の裾野がきわめて重いため，上記の性質が顕著である．
文献 [28, 56]で指摘されているように，近年の P2Pアプリケーションの普及はめざ
ましく，トラフィック量も増加を続けている．本節では P2Pフローの増加がフロー全
体の特性に与える影響について考察する．
図 3.3，および表 3.5で示されたように，大小のカットオフを除いた 104 ≤ S ≤ 5×108
の広い範囲 (10kbyte から 500Mbyte に相当)において，web，P2Pのフローサイズ S
の分布はパレート分布
Pr [S > x] = kx−α (3.3)
で近似できる．以下で，上記の範囲における web，P2P，および両者を合計したフロー
全体 (web+P2Pと記述する)のフローサイズ特性を調べる．表 3.2および文献 [28, 56]
で示されるように，インターネットトラフィックにおける web，P2Pの割合はきわめ
て高い．すなわち web+P2Pのフローサイズ特性がインターネットトラフィック全体の
フローサイズ特性をよく反映しているとみなすことができる．
ここで web+P2Pのフロー数に対する P2Pのフロー数の割合を rp とすると，rp =
0.0021 であり，きわめて小さな値である．したがって，web+P2Pの傾向は webの傾
向に近くなる．実際，平均フローサイズは webが 77.94kbyte ，P2Pが 8.47 Mbyte，
web+P2Pが 94.56 kbyteであり，web+P2Pの平均フローサイズはwebのサイズと近
い．図 3.11は web，P2P，web+P2Pのフローサイズ分布を両対数グラフにしたもので
ある．web+P2Pのフローサイズ分布はwebのフローサイズ分布よりもやや裾野が重い
ものの，大体の傾向はwebに近いことがわかる．
以下では，将来 rp が増加したときに web+P2Pのフローサイズ特性がどのように変
化するかを考察する．web，P2P，のそれぞれのフローの集合を Ωw,Ωp とする．この
とき，フロー fi が Ωw または Ωp に属することは排反であるので，web+P2Pのフロー
サイズ分布 Pr [S (fi) > x] は
Pr [S (fi) > x]
= Pr [S (fi) > x, fi ∈ Ωw ∪ Ωp]
= Pr [S (fi) > x, fi ∈ Ωw] + Pr [S (fi) > x, fi ∈ Ωp]
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図 3.11 web，P2P，web+P2Pのフローサイズ分布の補分布
= Pr [S (fi) > x|fi ∈ Ωw] Pr [fi ∈ Ωw] + Pr [S (fi) > x|fi ∈ Ωp] Pr [fi ∈ Ωp] (3.4)
を満たす．ここに Pr [A|B]は事象Bの元でAが起こる条件付確率を示す．また，web，
P2Pのフローサイズ分布はパレート分布で近似できることから，
Pr [S (fi) > x|fi ∈ Ωw] = k1x−α1 (3.5)
Pr [S (fi) > x|fi ∈ Ωp] = k2x−α2 (3.6)
である．また，rpの定義より
Pr [fi ∈ Ωw] = 1− rp (3.7)
Pr [fi ∈ Ωp] = rp (3.8)
である．(3.4)～(3.8)式より，
Pr [S (fi) > x] = k1(1− rp)x−α1 + k2rpx−α2 (3.9)
となる．ここで α1, α2, k1, k2 を図 3.11に示した範囲で回帰分析した結果を用いて α1 =
1.116, α2 = 0.379, k1 = 31359, k2 = 66.12 とする．
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図 3.12 web+P2Pのフローサイズ分布の補分布
式 (3.9)において， rp を rp = 0.0, 0.002, 0.01, 0.1, 0.2, 0.5, 1.0と変化させたときの累
積分布 Pr [S (fi) > x] を図 3.12に示す．rp = 0.0, rp = 1.0 はそれぞれ web，P2Pだけ
を近似した分布に対応する．rp = 0.002に対応する分布形は図 3.11におけるweb+P2P
の傾向と近いこと，すなわちwebに比べてやや裾野が重い分布にしたがうことがわか
る．rp の増加にともない，web+P2Pの分布形は P2Pの分布形に急激に近づく．すな
わち，P2Pフローが増加することによって，web+P2P全体のフローサイズ分布の裾野
部は P2Pのフローサイズ分布の裾野部に急激に近づいていくこと — パレートの法則
がより顕著になること — が示された．以上の結果より，今後 P2Pアプリケーション
を利用するユーザが増加するにつれ，インターネットトラフィックにおけるフローサイ
ズの特性は，パレートの法則の傾向がより顕著になると予想される．したがって，こ
のようなパレートの法則を考慮したトラフィック制御および帯域設計手法が一層重要に
なる．
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3.5.2 フロー毎のトラフィック制御
ここではフロー毎のトラフィック制御を行う手法としてよく知られた RED について
考察する．RED は TCP のグローバル同期による輻輳崩壊を回避することを目的とし
て Floyd らによって提唱されたトラフィック制御手法であり，これまでに多くの評価，
実装および拡張が活発に行われている [17, 19]．RED は キューを監視し，キュー長に
応じた確率によってランダムに撰択されたフローのパケットを廃棄することを特徴とす
る．このため，パケットロス率をできる限り抑えた効率的な制御を実現するためには，
キュー長を安定させることが望まれる．この時に，フローサイズや持続時間にばらつき
がある場合，キュー長が激しく振動する問題があることが指摘されている [45, 18]．こ
のように RED の挙動は入力トラフィックのフロー特性に大きく依存するため，実ネッ
トワークにおける有効性を評価するためには，ネットワークの計測に基づいたフロー
特性のモデル化が必要不可欠となる．また，本研究で示されたように，現在インター
ネットで主流なアプリケーションであるwebとP2Pではフローサイズの特性が異なっ
ており，持続時間とサイズの関係も異なる．したがって，このように異なるフロー特
性を持つアプリケーションが混在するトラフィックに対しても有効なトラフィック制御
手法を提案することは今後の大きな課題の一つである．
3.5.3 フローサイズ統計とファイルサイズ統計の関係
フローサイズの特性は，アプリケーションが送受信するファイルサイズの特性に関
連していると考えられる．ネットワーク上を流通するファイルのサイズに関するこれ
までの報告によると，UNIXファイルシステムのファイルサイズ分布や webサーバ上
のファイルサイズ分布，webサイトへのアクセス頻度等において，巾則や Zipf則が成
り立つことが知られている [74, 41, 22, 91, 1, 72]．特に webにおけるファイルサイズ
の分布は形状母数 αが 1 < α < 2 のパレート分布にしたがうことがよく知られている
[62, 63, 11]．これは，図 3.3，表 3.5 に示した結果とよく一致している．これに対して，
P2Pネットワーク上を流通するファイルのサイズは形状母数が 1.0 のパレート分布に
比べてきわめて重い裾野を持つ分布にしたがうことが報告されている [28]．この場合
もwebと同様に，フローサイズの分析結果と一致していることがわかる．
ファイルサイズ特性はアプリケーションが持つ固有の特性であり，その特性がフロー
サイズ分布の特性に反映していると考えられる．すなわち，アプリケーションが取り
扱うオブジェクト (ファイル)の特性が普遍的であれば，それらのオブジェクトを送受
信することによって発生するトラフィック量 (フローサイズ)の特性も普遍的であると
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図 3.13 UNIXファイルシステムのスケーリング則
考えられる．ファイルサイズの非一様性については古くから報告があり，例えば図 3.13
は 1993年 Gordon IrlamによってUSENETニュースグループ comp.os.research に投稿
されたデータを用い，フローサイズ分布を描いたものである．データは簡単なシェル
スクリプトによって各方面から収集された 1200万におよぶファイルの統計である9．図
より 1993年当時のファイルサイズ分布もやはり複数のオーダーに跨る幅広い非一様性
を示し，分布ほぼ冪乗則に従うことがわかる．このようにファイルサイズ統計の冪乗
分布則は，ネットワークにおける普遍的な性質のひとつであると考えられる．
9図の作成にあたって，[22]で公開されているデータ利用した．
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3.6 フロー統計の定常性
各フロー統計について定常性の検証を行った結果を示す．本研究でフロー統計分析
の対象としたトラフィックデータの長さは 6時間である．3.4.3で示したように，上記の
データでは，持続時間が約 4時間に相当するフローが存在した．また，SYN, FINのい
ずれか，あるいは両方を含まないフローでは，計測期間の 6時間を超えるものも存在し
た．したがって，このような長期継続フローの統計を含めて定常性の検証を行うこと
は，計測データ長をさらに長くしても，計測データの有限性による困難がある．とこ
ろで，本研究で用いた 6時間分のデータでは，フロー持続時間D (fi)はD (fi) > 104の
範囲 (約 3時間超)で，対数正規分布による近似から外れていた (図 3.6)．これは，3.4.3
で議論したように，データ長の有限性によるカットオフが原因と考えられる．以下で
は，上記の結果を利用し，3時間を超えるフローを対象外として，定常性の検証を行う．
元のトラフィックデータに対し，データ長を 3時間としたデータ系列D1, D2を図 3.14
のように作成する．それぞれのデータ系列で定義されるフローに対して，フロー到着
間隔，フローサイズ，フロー持続時間，フローレートのそれぞれについて累積分布の
補分布を算出した．これらの結果を図 3.15，3.16，3.17，3.18に示す．いずれのフロー
統計においても，D1, D2はほぼ同様の分布にしたがうことがわかる．したがって，本
研究の計測データより分析した各フロー統計の特性は，計測期間においてほぼ定常的
であるとみなすことができる．
D1 D2
(6horiginal data )
1 2 3 4 5 6
図 3.14 データ系列D1, D2
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図 3.15 フロー到着間隔の累積分布の補分布
第 3章 ユーザトラフィック統計の非一様性 53
104 105 106 107 108 109
S(fi) (byte)
10-6
10-4
10-2
100
 
Co
m
pl
em
en
ta
ry
 
cu
m
u
la
tiv
e 
fra
ct
io
n
D1
D2
web
104 105 106 107 108 109
S(fi) (byte)
10-3
10-2
10-1
100
 
Co
m
pl
em
en
ta
ry
 
cu
m
u
la
tiv
e 
fra
ct
io
n
D1
D2
P2P
図 3.16 フローサイズの累積分布の補分布
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図 3.17 フロー持続時間の累積分布の補分布
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図 3.18 フローレートの累積分布の補分布
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3.7 章のまとめ
ネットワークの実計測を行い，webおよびP2Pトラフィックのフロー分析を行った．
特に，到着間隔，持続時間，フローレート，フローサイズ，およびこれらの関係につい
て，web，P2Pそれぞれの特性を明らかにした．これらの結果は，アプリケーションの
トラフィック特性を考慮したネットワークの設計，制御手法の提案およびトラフィック
のモデル化に有益である．特にP2Pのフローサイズはきわめて裾野部が重い分布にし
たがうことから，パレートの法則—ごく一部のフローが全体のフローサイズの大部分
を占める— が顕著である．P2P が示すこの性質は，P2Pネットワークで流通するファ
イルサイズに密接に関連していると考えられ，アプリケーション固有の特性である．ま
た P2Pフローの増加にともない，トラフィック全体においても，フローサイズが示す
パレートの法則が顕著になることを示した．パレートの法則を考慮した効率的なネッ
トワーク設計手法，およびネットワーク制御手法を提案することは今後の課題である．
第 4 章
エレファントフローの特定方法
4.1 本章の概要
前章までに見てきたように，フローには非常に大きなもの—エレファントフローが
存在した．例えばP2Pファイル共有アプリケーションが発生するフローは時として非
常に巨大なフローとなる．本章はこのようなエレファントフローを精度良く特定する
ための方法について論じる．エレファントフローを特定することにより，効率的でか
つ効果的なトラフィック制御を実現することが出来る．また，このようなフローの特定
はネットワークオペレータにとっても有益である．なぜなら，運用する回線の帯域を
著しく消費している原因を探ることが出来るからである．
一方で近年のネットワーク回線の超広帯域化に伴い，スケーラブルなネットワーク計
測技術としてパケットサンプリングが注目されている．パケットサンプリングを用いた
計測は，すべてのパケットを処理する計測と比較してフロー管理に要するオーバーヘッ
ドを大幅に削減することができる．しかしながらサンプリングにより一部の情報が失
われる．このため，サンプルした情報からエレファントフローのような特定のフロー
を検出することはより難しくなる．本研究はランダムにサンプルしたパケットからエ
レファントフローを特定する方法を提案する．アプローチ方法の核となるアイディア
はベイズの定理を利用すること，およびフロー統計の事前分布を利用することにある．
提案手法はパケット毎の処理を必要とせず，かつ最もシンプルで実装コストの低い周
期サンプリングによって実現することが可能である．また，false positiveと false negative
間のトレードオフを適切に調節することができる．提案手法の有効性を評価するため
に実データを用いた検証を行った結果についても示す．本手法はきわめて一般的な結
果を与え，かつ実装コストが低いため，大規模な超高速ネットワークを運用する場合
でも有効な手段である．
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4.2 背景
フローのサイズやパケット数の分布は，大多数の場合が裾野を長く引く分布に従うこ
とが数多くのネットワークを計測した報告によって明らかになってきた [16, 47, 48, 60,
61, 86, 90]．このような性質は the elephant and mice phenomenon (あるいは the vital
few and trivial many rule)としてよく知られるものである．すなわち，大多数のフロー
は小さく (マイスフロー)，ごく少数のフローは非常に大きい (エレファントフロー)．こ
のようなエレファントフローの存在は，前章までの結果からも示唆されるものであっ
た．エレファントフローの特筆すべき性質は，数としては少ないにもかかわらず量と
しては全体の大部分を占めることである．例えば，本章で用いるトラフィックデータで
は，数としては全フロー数の 0.02%に過ぎないエレファントフローが量としては全ト
ラフィック量の実に 59.3%を占めた．
このように，トラフィックの大半はエレンファントフローによる寄与であり，ネット
ワーク品質・性能への影響は極めて高い．従って，エレファントフローの特定がトラ
フィックエンジニアリングスキームを確立する上で重要となる．さらにエレファント
フローを迅速に特定することにより，ネットワークオペレータは管理しているネット
ワークの帯域を過剰に消費しているフロー—すなわちユーザ，アプリケーション，あ
るいはネットワーク—に対して速やかに行動を起こすことが可能となる．
ネットワークを計測し特定の統計的性質を有するフローを探索する場合，一般には
すべてのパケットのヘッダを参照し，フロー毎の各種統計をカウントアップする手法を
とる．しかしなが数多くの報告によって指摘されてきたように，そのような方法はス
ケーラビリティに欠ける [12, 13, 14, 15, 35]．例えばOC-192超の超高速回線に対して
すべてのフローを直接的に計測し管理するアプローチを採用すると，計測機器のリソー
ス (例えば CPU性能，メモリ/ストレージ容量およびR/W速度等)の限界値を大幅に
凌駕してしまう．この課題に対する解決策として，近年パケットサンプリングがネット
ワーク産業界や研究コミュニティーからの注目を集めている．最近のルータの中には
そのような機能を実装しているものもある．例えば Cisco 社の NetFlow[9]や Juniper
社の sﬂow[25]である．また，IETFのPacket Sampling (psamp)ワーキンググループで
は，パケットサンプリングに関する各種手法の標準化が進められている．
本研究では上述した二つの背景に鑑み，特に次の課題について取り組む．
“ランダムにサンプルしたパケットからエレファントフローを特定するにはどうすれ
ばよいのか？”
ここにサンプリングの過程はフロー状態に独立であり，パケット毎の処理を必要と
しない簡易なものとする．このようなパケットサンプリングは非常に単純なサンプリ
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ング手法である周期サンプリングによって実現できる1．このようなアプローチをとる
目的は実装コストおよびオペレーション上のオーバーヘッドを減らすことである．大
規模で多様な計測機器を運用するネットワーク事業者にとって，安価なコストで所望
の手法を実現することが肝要である．
本研究の主な貢献は，サンプルしたパケット群からカウントしたフロー毎のパケット
数に対し，エレファントフローであることを示すパケット数の閾値を特定するための
フレームワークを提案することにある．このようなエレファントフローを決定するた
めの閾値はベイズの定理，およびフローサイズ分布の事前分布を用いることによって
計算することができる．このアプローチをとることにより，false positive (誤検出)と
false negative (未検出)に存在するトレードオフを適切に調節することができる．
4.3 関連研究
本研究で扱う課題は，EstanとVarghese [15]によっても研究されている．彼らのア
プローチの主なアイディアは，エレファントフローに着目し，数多くの小さなフロー
(マイスフロー)を無視することにある．これは我々のアプローチと非常に近い．彼ら
は sample-and-holdとmultistage filtersと呼ばれる二つの手法を提案した．どちらの方
法も超高速ネットワークにおいて制度良くエレファントフローを特定することができ，
かつフロー管理に必要とされるメモリ消費量を小さく抑えられることが有利な点であ
る．彼らのと我々のアプローチで最も異なるのは，彼らの手法はパケット毎の複雑な
処理が必要であるのに対し，我々の手法は周期毎の処理で良い点である．高速に到着
するパケット毎に複雑な処理を行うことは，実装のコストの増加につながるため，不
利な点である．これに対し，我々のアプローチの利点はそのシンプルさにあり，実装
コストを低減させることが可能である．
他の関連研究では，Duﬃeldらは (エレファントフローの特定ではなく)サンプルし
たパケットから構成したフローの統計から，元のフロー統計を推定する手法を提案し
ている [14]．鍵となる技術は，サンプルした SYNパケット2の数から元の SYNパケッ
ト数—すなわちTCPフロー数—を推定するスケーリングアプローチを用いることであ
る．Kumarらは超高速ネットワークにおいてすべてのフロー統計を効率良くメモリ上
に構成・展開する手法として space-code Bloom filter (SCBF) と呼ばれる技術を提案し
ている．[35]．技術の鍵となるのは，複数のハッシュ関数を持つBloom ﬁlterと複数の
1厳密には周期サンプリングはランダムサンプリングではないが，後述するようにトラフィック流量，
フロー数が十分にある超高速回線では両者はほぼ同様とみなすことができる．
2SYNフラグのビットが設定された TCPパケット．
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図 4.1 Xjの確率密度
解像度によるサンプリング (multi-resolution sampling)を用いる点である．この技術に
より，超高速回線においてほぼすべてのフロー統計を少ないメモリ空間上で管理・記
録することができる．しかしながら，そのメモリ上に記録されたハッシュからあるフ
ローを特定する場合，そのフローのキーをクエリとして与える必要がある．すなわち，
特定の対象となるフローのキー (例えば 5-tupleや発 IPアドレス)を事前に知らない限
り，フローの情報をメモリから引き出すことができない．Papagiannakiらはフローの
サイズと持続時間の計測データに基づいて，長時間継続するエレファントフローを特
定する方法を提案している [60, 61]．しかしながら，このアプローチはすべてのパケッ
トの計測を行い，フロー統計を管理することを前提としているため，超高速ネットワー
クではスケーラビリティに欠けるという短所がある．Golab らはメモリ量を限定した
スライディングウィンドウモデルを用い，frequent item (エレファントフローと同様の
ものを指す)を特定するための決定論的アルゴリズムを提案している [21]．このアルゴ
リズムは限られたメモリを利用し，かつ精度良くエレファントフローを特定すること
ができるが，パケット毎の処理が必要となる．我々のアプローチはパケット毎の処理
を避け，簡易なサンプリング手法を採用する点に特徴がある．
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4.4 エレファントフローの定義
エレファントフローの定性的な特徴は，数としては少ないにも関わらず量としては
全体のトラフィック量の大部分を占めることである．ここでの量はパケット数あるいは
バイト数である．エレファントフローの定量的な定義—Xパケット以上あるいは Y バ
イト以上等—は，ネットワークオペレータが彼らのポリシーに応じて任意に定めるこ
とができる．本研究ではその一例として，トラフィック量に占める割合を用いてエレ
ファントフローを定義する．トラフィック量にはパケット数を用い，ある期間における
トラフィックが包含する総パケット数の 0.1%以上を占めるパケット数を有するフロー
をエレファントフローと定義する．以下ではNLANR[49]のPMAプロジェクト [65]が
保有するOC-48c回線を計測したパケットトレース3を用いてエレファントフローの具
体例を示す．以降，このトレースを IPCLと呼ぶことにする．
上記のパケットトレースの内，始めの 107個のパケットを分析対象とする．このパ
ケットは約 137秒間に発生したトラフィックに相当する．107個のパケットは統計的分析
を行うのに十分な量のパケット数である．また 137秒 (約 2分間)に相当するトラフィッ
クを分析することは以下の理由により，妥当である．すなわち，(1)実際のネットワー
クのオペレーションでは分単位でのネットワークモニタリングや管理が実施される，(2)
ある 2分間で存在したエレファントフローは，次の 2分間でもエレファントフローとな
る確率が高い4．
本研究では，フローをよく知られた 5-tuple によって定義する．すなわち，同一の発
着 IPアドレス，発着ポート番号，プロトコルフィールドを有するパケット群をフロー
と定義する．上述したように，エレファントフローの中には持続時間が非常に長くな
るもの存在する．例えば 5時間を越えるような場合もある．したがって，通信を完了し
ていない部分的なフロー (例えば TCPフローで SYNパケットやあるいは FINパケッ
トを含んでいないパケット群から成るフロー)も分析対象とする．我々の目的は，サン
プルしたパケットからエレファントフローをできるだけ早くかつ正確に特定すること
にある．
図4.1は IPCLトレースを分析し，フロー jのパケット数Xjの確率密度Pr [Xj = i] (i =
1, 2, ...)を描いたものである．図より，Xjの確率密度はほぼベキ的に減衰することがわ
かる．多くのネットワーク計測の研究が報告しているように，フローが示すこの特性は
ネットワークの場所によらず観測される普遍的な性質である [16, 47, 48, 60, 61, 86, 90]．
3具体的には IPLS-CLEV-20020814-090000-0 [50]を用いた．
4実際多くの場合において，ある時間ウィンドウ (ここではパケット数=107)で特定されたエレファン
トフローは次の時間ウィンドウにおいてもエレファントフローであることが多い—エレファントフロー
の持続時間は長いケースが多い—ことを確認した．詳細は 4.7章に記す．
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IPCLトレースは 737, 780本のフローを持つ．エレファントフロは前述の定義より，全
体のパケット数107に対してその 0.1%—10,000個以上のパケットから構成されるフロー
である．この条件を満たすフローは 167存在し，これらのフローがすべてのトラフィッ
ク量 (バイト数)に占める割合は 59.3%以上であった．
4.5 エレファントフローの特定
各々のフローについてサンプルしたパケットの個数から，エレファントフローを特定
するための手法を提案する．課題は，フローがエレファントフローであることを判断す
るためのパケット数の閾値を決定することである．そのような閾値を計算するために
ベイズの定理を用いることが我々のアプローチの特徴である．ここで，サンプル前の
母集団におけるフロー毎のパケット数Xjの分布—すなわちXjの事前分布Pr [Xj = i]
は既知であると仮定する．どのように事前分布の情報を前もって取得するかについて
は次の章で議論する．
以下では最初にアプローチのフレームワークを述べる．次に false positiveと false
positiveのトレードオフについて議論し，その結果に基づいてサンプルパケットからエ
レファントフローを特定するための方法と手順を説明する．最後に実計測データを用
いて提案アプローチを評価した結果を示す．
4.5.1 アプローチの概要
母集団となるNパケットからランダムに nパケットをサンプルする5．サンプリング
レート f は次のように定義される．
f =
n
N
(4.1)
Yjをフロー jについてサンプルしたパケット数とする．フロー jは母集団 (サンプル前
の全パケットの集合)において，Xjパケットから構成される．Xj = xという条件の下
で Yjが Yj = yを満たす条件付き確率は
Pr [Yj = y|Xj = x] =
(
x
y
)(
N−x
n−y
)
(
N
n
) , (4.2)
5前述したように，厳密には周期サンプリングはランダムサンプリングではない．しかしながら十分
な量の同時アクティブフローが存在する超高速回線では両者はほぼ同様とみなすことができる．なぜな
ら，あるフローについてサンプルするパケットは他の大多数のフローのパケットによって割り込まれる
からである [14]．
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である．これは良く知られた超幾何分布である6
ここでベイズの定理を用いると，Yj ≥ yの条件の下でXjがXj ≥ xを満たす確率は
以下の式のように計算できる．
Pr [Xj ≥ x|Yj ≥ y] = Pr [Yj ≥ y|Xj ≥ x] Pr [Xj ≥ x]
Pr [Yj ≥ y] (4.3)
ところでXjが取り得る範囲は 1 ≤ Xj ≤ N であるので，
Pr [Yj ≥ y|Xj ≥ x] =
∑N
k=x Pr [Yj ≥ y|Xj = k] Pr [Xj = k]
Pr [Xj ≥ x] (4.4)
Pr [Yj ≥ y] =
N∑
k=1
Pr [Yj ≥ y|Xj = k] Pr [Xj = k] (4.5)
である．(4.3)，(4.4)，(4.5)式より，次式を得る．
Pr [Xj ≥ x|Yj ≥ y] =
∑
k=x Pr [Yj ≥ y|Xj = k] Pr [Xj = k]∑
k=1Pr [Yj ≥ y|Xj = k] Pr [Xj = k]
(4.6)
ただし，
Pr [Yj ≥ y|Xj = x] = 1−
y−1∑
i=0
Pr [Yj = i|Xj = x] , (4.7)
である．Pr [Xj = i]は図 4.1に示したようにXj の事前分布である．
(4.6)式の意味は，事前分布 Pr [Xj = i]の情報があれば，y—すなわちあるフローに
ついてサンプルしたパケット数—より，そのフローが母集団において x個以上のパケッ
ト数を持つ確率を計算することができる．さて，フロー jの母集団におけるパケット
数がXj ≥ xˆを満たすとき，フロー jがエレファントフローであるとする．すなわち，
xˆはエレファントフローを決定する閾値である．前章のエレファントフローの定義で
はN = 107のとき，xˆ = 104である．サンプルしたパケット数 yがある閾値 yˆに対し
て y ≥ yˆを満たすとき，Pr [Xj ≥ xˆ|Yj ≥ yˆ]が十分に 1に近い値をとれば，フロー jは
母集団において xˆ個以上のパケットを持つ可能性が高い．すなわち，フロー jは高い
確率でエレファントフローである．
このとき，yˆの増加にともなってPr [Xj ≥ xˆ|Yj ≥ yˆ]が増加することが直感的にわか
る．しかしながら，yˆを増加し続けると，エレファントフローを検出できない確率が増
加することが推察できる．このようにサンプリングによって生じる固有な false positive
と false negativeが存在するので，これらのトレードオフを考慮して適切な閾値 yˆを決
定する必要がある．次節ではその方法について述べる．
6非常に大きな N に対して (4.2)式を計算すると桁溢れを起こしてしまう．本研究では実施した数値
計算の詳細を付録 Cに示した．
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4.5.2 FPRとFNRのトレードオフ
あるフロー jについてサンプルしたパケット数 Yj が Yj ≥ y′を満たすときにそのフ
ローがエレファントフローであると仮定する．このとき，false positive ratio (FPR)お
よび false negative ratio (FNR)は以下のように算出することができる．
FPR(y′)
def
= Pr [検出したフローはエレファントフローではない]
= Pr [Xj < xˆ|Yj ≥ y′]
= 1− Pr [Xj ≥ xˆ|Yj ≥ y′] (4.8)
FNR(y′)
def
= Pr [エレファントフローが検出されない]
= Pr [Yj < y
′|Xj ≥ xˆ]
= 1− Pr [Yj ≥ y′|Xj ≥ xˆ]
= 1−
∑
k=xˆ Pr [Yj ≥ y′|Xj = k] Pr [Xj = k]∑
k=xˆ Pr [Xj = k]
(4.9)
すなわちFPR，FNRは母集団のパケット数N，サンプリングレート f，エレファン
トフローの閾値 xˆ，およびXjの事前分布Pr [Xj = i] が与えられたとき，(4.2)，(4.3)，
(4.4)，(4.5)，(4.6)，(4.7)式を用いて予め算出することができる．
適切な yˆを決定する際，理想的にはFPR(yˆ)とFNR(yˆ)の両方が 0に近付くことが望
ましい．1しかしながら，両者には固有のトレードオフが存在し，特にそのトレードオ
フはサンプリングレート f が低いときにより顕著となる．
以下ではこのようなトレードオフの具体例を IPCLトレースを用いて示す．
図 4.2は閾値 y′を y′ = 1, 2, ...のように増加させた際の FPR(y′)と FNR(y′)を (4.8)，
(4.9) 式を用いて算出した結果を示す．ここに母集団のパケット数はN = 107であり，
エレファントフローを決定する閾値は xˆ = 104とした．また，サンプリングレートは
f = 10−3, 10−4とした7．Xjの事前分布Pr [Xj = i]は図 4.1に示した IPCL のものを用
いた．図より y′の増加に伴い，FPR(y′)は増加し，FNR(y′)は減少することがわかる．
このように両者には固有のトレードオフが存在する．，さらに，このトレードオフはサ
ンプリングレートが低いほど (f = 10−4のケース)顕著になることがわかる．
7これらの値は今日の ISPでよく使われる数値例である．
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図 4.2 FPR(y′) と FNR(y′) のトレードオフ
4.5.3 フロー特定の手順
エレファントフローを特定するにあたり，前節までで示された結果を用いて false
positiveと false negativeに対して適切なトレードオフを設定する必要がある．本節で
はその方法を実現するための手順を説明する．
トレードオフの決め方は様々な方法が可能であるが，本研究ではその一例として次
のようなポリシーをガイドラインとして採用する．
FPR はある小さな値 よりも小さく保つ
このポリシーはFNRを可能なかぎり小さく保ちつつ，かつFPRをある小さな値  (例
えば  = 0.05)よりも小さくするものである．このポリシーでは FNRをある程度犠牲
にしているため，検出されるエレファントフローの数が減少する．しかしながらこのポ
リシーによって検出されたエレファントフローは高確率で実際にエレファントフロー
であり，そのように精度良く検出されたエレファントフローの情報トラフィックエンジ
ニアリングやネットワーク管理等の目的では非常に有益である．例えば IPCLトレー
スではパケット数が上位 10位のエレファントフローだけですべてのトラフィック量の
1割以上を占めている．我々の定義では 167のエレファントフローが存在したが，それ
らのすべてを検出しなくとも，上位 10位だけでも十分にトラフィック量に貢献するフ
ローであるといえる．
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表 4.1 yˆ，FPR(yˆ)，FNR(yˆ)の計算結果
f yˆ FPR(yˆ) FNR(yˆ)
10−3 13 0.045 0.250
10−4 4 0.030 0.774
上述したポリシーを実現するには，以下の式を満たすような yˆを算出すれば良い．
yˆ = min
y′
{y′ | FPR(y′) ≤ } , (4.10)
すなわち，yˆは FPR(y′) ≤ を満たす y′の最小値である．これにより，FNRの増加を
できるだけ少なくすることができる．
表 4.1は図 4.2で算出した FPR，FNRを用い，(4.10)式で定められる yˆと対応する
FPR(yˆ)と FNR(yˆ)を算出した結果を示す．ここに  = 0.05とした．サンプリングレー
トが f = 10−3のときは，あるフローについてサンプルしたパケット数 yˆが 13以上であ
ればそのフローは 95%以上の確率でエレファントフローである．また，FNR(yˆ) ≈ 0.25
であるので，およそ 25%のエレファントフローは検出されない．サンプリングレート
が非常に低いケース f = 10−4に対しては FNR(yˆ)は更に高くなり，およそ 23%のエレ
ファントフローが検出される．IPCLトレースにおけるエレファントフローの数は 167
であるので，検出されるエレファントフローは平均的に上位 38 (i.e., 167× (1− 0.774))
のエレファントフローが検出される．このように検出されるエレファントフローの数
は少ないが，前述したように，高い精度で特定したエレファントフローの情報は依然
として有益である．
このアプローチでは FNRをある程度犠牲にしたが，ネットワークの管理・制御の都
合上 FNRを小さくすることが望ましい場合は，N を大きくする，ネットワーク計測
リソースの許す範囲で f を増加する，エレファントフローの閾値 xˆ を大きくする等の
アプローチを取ることができる．また，図 4.2で示したように，FPRを犠牲にすれば
FNRを下げることも可能である．
上記で説明したサンプルパケットからエレファントフローを特定するための手順は
以下のようにまとめることができる．
• Step 1: 以下のパラメタ，事前分布等を決定する．
– (1)サンプルの母集団となるパケット数N
– (2)サンプリングレート f
– (3)エレファントフローを決定する閾値 xˆ
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– (4)母集団におけるXjの事前分布 Pr [Xj = i]
– (5)FPRが満たすべき上限を決定する閾値 
• Step 2: Step 1の (1)–(5)および (4.10)式を用いて yˆを計算する．
• Step 3: パケットサンプリングを実施し，フロー毎にサンプルしたパケット数を
カウントする．
• Step 4: あるフローについてサンプルしたパケット数の合計が Step 2で算出し
た yˆよりも大きくなったらそのフローをエレファントフローと特定する．
4.5.4 精度評価
本節では前節で提案したアプローチを IPCLトレースに対して実際のパケットサン
プリングを施すことによってその精度を評価する．まず前節に示した Step 1に従い，
次のようにパラメタを定める．サンプルの母集団となるパケット数: N = 107，サンプ
リングレート: f ∈ {10−3, 10−4}，エレファントフローを決定する閾値: xˆ = 104，Xj
の事前分布: IPCLの分布 (図 4.1参照)．次に Step 2に従い，yˆを算出する．その値は
既に表 4.1に示されているものである．さらに Step 3に従い，実際の IPCLトレース
に対してパケットサンプリングを行い，フロー毎のパケット数をカウントした．ここ
でパケットサンプリングは最も実装が簡易である周期サンプリングを用い，(N/n)パ
ケット毎にパケットをサンプルした．最後にStep 4に従い，各々のフローについてサ
ンプルしたパケット数が Yj ≥ yˆを満たすかを調べる．
ここで，上述の手順によりエレファントフローと特定されたフローの数を nˆeとする．
これら nˆeのフローのうち，母集団において実際に我々が定義したエレファントフロー
あったフローの数を neとする．さらに，母集団におけるすべてのエレファントフロー
の数をNeとする (IPCLではNe = 167である)．このとき，FPRとFNRは次のように
計算することができる．
FPR = 1− ne
nˆe
(4.11)
FNR = 1− ne
Ne
. (4.12)
IPCLトレースに対する実際のパケットサンプリングによって算出したFPRとFNR
を表 4.2に示す．これらの値は，(4.8)，(4.9)式より算出した表 4.1に示した値ときわめ
て近いことがわかる．この結果より，我々のアプローチはサンプルしたパケットから
有効にエレファントフローを特定できることが示された．
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表 4.2 実際にパケットサンプリングを行って計算した FPRと FNR
f nˆe ne FPR FNR
10−3 134 127 0.053 0.240
10−4 38 38 0.000 0.772
4.6 Xjの事前分布
これまでに見てきたように，我々のアプローチにおいてエレファントフローを特定
するためには，適切な閾値—例えば (4.10)式をみたす yˆ—を採用する必要があった．yˆ
を計算するためには，N，f，xˆに加え，Xj の事前分布 Pr [Xj = i]の情報が必要であ
る．すなわち，サンプルする前の母集団のパケットにおけるフロー毎のパケット数の
分布の情報が必要となる．このような事前分布の情報を得るためには，以下に示すよ
うな 3つの方法が考えられる．
• (1) 事前に同じ時間帯で同じネットワーク回線でフロー計測を実施した結果を用
いる．
• (2) サンプルしたフローの統計からサンプル前のフロー統計を推定する
• (3)フロー分布が示す普遍的な性質—パレートの法則を利用する．
(1)のアプローチは，同一の時間帯 (例えば日中の最繁期)に同じネットワーク上で計
測したフロー統計はほぼ同様であるとみなす．但しこの方法は，フロー統計を直接的
に計測する必要があるため，スケーラビリティに欠ける．(2)のアプローチはDuﬃeld
ら [14]によって提案された手法を用いる．すなわち，サンプルしたパケットから構成
されるフローの統計より，元の母集団における真のフロー統計を推定する技術である．
具体的には Yjの分布Pr [Yj = i]からXjの分布Pr [Xj = i]を推定する．(3)のアプロー
チは，多くの場合において，フロー毎のパケット数分布はほぼベキ則に従って減衰す
るという普遍的性質を利用するものである．
本研究は (3)のアプローチに焦点を当てる．様々な事前分布 Pr [Xj = i]に対して算
出される yˆがどのように変化するを調べる．最初にいくつかの実計測データを元にし
た経験分布による評価を行う．次に理論的な分布としてパレート分布を用いた評価を
行う．我々が得た結果は幾分か驚きのあるものであり，これらの様々な事前分布に対し
て算出された閾値 yˆはほぼ同様の値を示した．この結果は，一度計算された閾値 yˆは
Xjの分布が裾野を長く引く性質を持つ限り，様々なネットワークにおいて適用ができ
ることを示唆する．
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図 4.3 3つのトレースに対するXjの累積分布 (補分布)
4.6.1 経験分布
IPCLに追加して，さらに二つのインターネットトラフィックのパケットトレースを
使う．一つは Internet2[27]の拠点の一部であるインディアナポリスとカンサスシティ
を接続する OC-48cバックボーン回線を計測したデータである [50]．このトレースを
IPKSトレースと呼ぶ8．一つは RedIRIS[71]を経由して Anella Cientiﬁca[4]とグロー
バルをインターネット経由するギガビットイーサネット回線を計測したデータである
[51]．このトレースを CESCAと呼ぶ9．どちらの回線も計測期間において適切な量の
トラフィックが存在した．
図 4.3は IPCL，IPKS，CESCAの 3つのトレースに対し，以下の累積分布を計算し
8[50]で公開されているトレースの内，IPLS-KSCY-20020814-105000-1の最初の 107パケット (約 124
秒間の片道トラフィックに相当)を利用した．
9[51]で公開されているトレースの内，20040219-120000-aの最初の 107パケット (約 85秒間の片道
トラフィックに相当)を利用した．
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図 4.4 3つのトレースに対するFPR(y′)とFNR(y′)：f = 10−3 (上図)，f = 10−4 (下図)
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表 4.3 3つのトレースについて算出した yˆ
trace yˆ (f = 10−3) yˆ (f = 10−4)
IPCL 13 4
IPKS 14 4
CESCA 15 5
た結果を示す．
Pr [Xj > k] = 1−
k∑
i=1
Pr [Xj = i] (4.13)
それぞれの分布は異なるものの，すべて裾野を長く引き，ほぼベキ乗的に減衰することが
わかる．これらのトレースの確率分布Pr [Xj = i]を用い，様々な y′ (y′ = 1, 2, 3, ...)に対
してFPR(y′)とFNR(y′)を計算した (図 4.4参照)．ここにN = 107，f ∈ {10−3, 10−4}，
xˆ = 104とした．図より FPR(y′)と FNR(y′)はすべてのパケットトレースについてほ
ぼ同様の傾向を示すことがわかる．次に，この結果と (4.10)式を用いて yˆを計算した．
ただし  = 0.05とする．表 4.3に結果を示す．yˆ—サンプルパケットの合計値よりエレ
ファントフローを特定するための閾値—は 3つの異なるパケットトレースについてほ
ぼ同じ値となることがわかる．
4.6.2 理論分布
本研究では分布の理論モデルとして，パレート分布を用いる．パレート分布は高い
非一様性を有し，従って分布の裾野を長く引き，ベキ乗的に減衰する変数をモデル化
するのに適したモデルである．パレート分布は the elephant and mice phenomenonの
基礎としても知られる．パレート分布は次式によって定義される．
Pr [Xj ≤ x] = 1−
(
α
x
)β
(x ≥ α), (4.14)
ここに α > 0は位置母数 (location parameter)であり，β > 0は形状母数 (shape pa-
rameter)と呼ばれる．なお (4.14)式から，パレート分布の確率密度関数Pr [Xj = x]は
以下のように表現できる．
Pr [Xj = x] =
βαβ
xβ+1
(4.15)
図 4.5はパレート分布の累積分布 (補分布)Pr [Xj > x]を両対数グラフで描いたもので
ある．ここに (α ≤ x ≤ 105)であり，α = 1.0，β ∈ {0.5, 0.75, 1.0, 1.25, 1.5}とした．比
較のために図 4.3に示した実データの分布も同時に描いた．
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図 4.5 パレート分布に従うXjの累積分布 (補分布)
図 4.5に示したパレート分布に対し，(4.8)式および (4.9)式を用いて FPRと FNR
を計算した結果を図 4.6に示す．同様に，(4.10)式より yˆを計算した結果を表 4.4に示
す．ここに，各パラメタは前節と同じ設定とし，N = 107，f ∈ {10−3, 10−4}，xˆ = 104，
 = 0.05とした．
図よりすべての分布に対して FPR(y′)と FNR(y′)は非常に近い傾向を示すことがわ
かる．また表より計算した閾値 yˆは比較的広い範囲の形状母数 βに対して同様の値と
なることがわかる．また，これらの値は表 4.3にしめした経験分布に対して算出した値
とも近い．
図 4.5に示したように，3つのパケットトレースに対するXjの経験分布は次式のよ
うにラフに近似することができる．
Pr [Xj > x] ∼ x−β (4.16)
ここに β ≈ 1.0である．過去の多くのネットワーク計測をベースとした研究が報告し
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図 4.6 パレート分布に対する FPR(y′)と FNR(y′)：f = 10−3 (上図)，f = 10−4 (下図)
てきたように，フロー統計はこのような特性を有することが広く知られている [16, 47,
48, 60, 61, 86, 90]．従って，上記のようにパレート分布を用いて計算した yˆの値—と
りわけ β ≈ 1.0のケース—はフローがこのような特性を持つ限り，変わらないと結論
づけることができる．
4.7 特定に要する時間
提案手法では，あるフローについてサンプルしたパケット数が yˆを超えた時点で，そ
のフローをエレファントフローであると特定できる．本節では特定までに要する時間
について考察する．図 4.7に示すように，元のフロー jの開始から最初にパケットをサ
ンプルするまでに要する平均時間を τ ′jとし，最初にパケットをサンプルしてから yˆ番
目のパケットをサンプルするまでに要する平均時間を τ ′′j とする．あるフロー jの開始
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表 4.4 パレート分布に対して算出した yˆ
β yˆ (f = 10−3) yˆ (f = 10−4)
0.5 13 4
0.75 13 4
1.0 14 4
1.25 14 4
1.5 15 5
から本手法によってエレファントフローと特定されるまでに要する平均時間を τjとす
ると，
τj = τ
′
j + τ
′′
j (4.17)
である．フロー jの平均パケット間隔 D¯jは
D¯j =
Xj
Tj
(4.18)
である．ここに Tjはフロー jの開始から終了までの時間である (図 4.7)．サンプリング
レートが f であるとき，元のパケットはそれぞれ確率 f でサンプルされる．したがっ
て，τ ′jは以下のように計算できる．
τ ′j =
∞∑
i=0
iD¯j (1− f)i−1 f
=
1− f
f
D¯j (4.19)
ここで，パケット間隔は等しく D¯jであると仮定した．同様に，τ ′′j は，以下のように計
算できる．
τ ′′j =
{(
1− f
f
+ 1
)
D¯j
}
(yˆ − 1)
=
(yˆ − 1) D¯j
f
(4.20)
(4.17)，(4.19)，(4.20)式より次式を得る．
τj =
yˆ − f
f
D¯j (4.21)
(4.21)式の右辺における (yˆ − f)/f は，サンプリングレート f，および yˆによって決
定される因子である．表 4.1の f, yˆを用いて上記の因子を計算した結果を表 4.5に示す．
f = 10−2, 10−3での差はそれほど大きいものではないが，f = 10−4では f = 10−2の約
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図 4.7 特定に要する時間のダイアグラム:Xj = 12, Yj = 4, f = 1/3, yˆ = 3の例
表 4.5 特定に要する時間: f, yˆによって決定する因子
f (yˆ − f) /f
10−2 9699
10−3 12999
10−4 39999
4倍となり，特定時間に要するは長くなる．この性質は，サンプリングレート f が低い
場合はサンプルパケットの到着間隔が長いため，1パケットの重みが大きいことに由来
している．例えば，f = 10−4に対して yˆ = 2とすると，yˆ = 4の場合と比較して特定に
要する時間は 4割程度になる．ただしこの場合，トレードオフにより FPRは増加し，
FNRは減少する (図 4.6)．
また，(4.21)式の右辺における D¯jはフロー jの平均パケット間隔，すなわちパケッ
ト送信レートの逆数によって決定される因子である．したがって，送信レートが高い
程，特定に要する時間は短くなる．文献 [90]で指摘されているように，大きなフロー
についてはフローサイズとフローレートに相関があることが知られている．すなわち，
よりサイズが大きいフローほど高い送信レートで通信が行われる傾向がある10．これ
は，エレファントフローを特定する際には極めて有利な性質である．
最後に，IPLS トレースにカウントベースサンプリングを行い，実際の特定時間を調
べた結果を示す．図 4.8は，フロー jをXjにしたがって降順にソートし，特定時間 τj
を描いた図である．図の簡単のため，上位 30番目までのエレファントフローの結果の
10この性質の解釈の一つは，高速なネットワークを利用するユーザほど巨大なファイル転送を行う傾
向があることである．
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図 4.8 特定に要する時間の例 (上位 30フロー)
み示している．比較のためにフロー毎の持続時間 Tjを示した．多くのフローは計測期
間である 137秒を超える長い通信を行っていることがわかる．また，特定に要する時間
は (4.21)式から考察した結果とほぼ同一の傾向を示すことがわかる．すなわち，サン
プリングレートが低いほど特定に要する時間は長くなり，フローレートが高いほど (図
では特にサイズが大きいフローについて持続時間が短いことに対応する)，特定に要す
る時間は短くなる傾向にある．
文献 [60, 61]等で指摘されているように，あるインターバルでエレファントフローで
あったフローは次のインターバルでもエレファントフローである確率が高い．したがっ
てサンプリングレートが低く，特定に要する時間が持続時間に近いような場合であっ
ても，あるインターバルでエレファントフローが特定できればつぎのインターバルで
制御の対象とすることが可能である．
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4.8 サンプルフローの統計評価
本節ではサンプルしたパケットから構成するフロー統計の誤差を評価する．文献 [14]
では，フロー統計としてフローのサイズの平均値および分布を対象とし，それぞれを
推定するための方法を論じている．すなわち，推定の対象となるのはフロー全体の統
計である．本研究は個々のフローのサイズを推定の対象とし，推定量の相対誤差を評
価する．はじめに，サンプルパケット情報から推定されるフローサイズの推定誤差を
定量的に評価する簡易な近似式を導出する．つぎに実トラフィックデータに基づいて近
似式を評価した結果を示す．
4.8.1 フローサイズの推定と誤差
あるフローについてサンプルしたパケットのデータから，そのフローの真のフロー
サイズを推定する問題を考える．以下では，フローサイズの不偏推定量，および推定
値の相対誤差について論じる．
N 個のパケットを母集団とし，それぞれのパケットのサイズを x1, x2, ..., xN (bytes)
とする. 母集団から n個のパケットをランダムにサンプルし，それぞれのサイズを
y1, y2, ..., yn (bytes)とする．ここで，サンプリングレート f を f = n/N と定義する．
つぎに，パケットを各々が属するフローによって分類する．フロー jは母集団におい
て Xj 個のパケットから構成されるものとし，サンプルしたパケット群では Yj個のパ
ケットから構成されるとする．yjk (k = 1, 2, ..., Yj) をフロー jについてサンプルされ
たパケットのサイズとする．母集団のすべてのパケットに対して，以下のような変数
x′ji (i = 1, 2, ..., N) を定義する
x′ji =
⎧⎨⎩ xi パケットがフロー jに属する0 それ以外 (4.22)
フロー jのパケットサイズの合計 (i.e., フローサイズ)は，Xj =
∑N
i=1 x
′
jiである．ラン
ダムサンプリングを行った場合，Xj の不偏推定量 Xˆjは，
Xˆj =
1
f
Yj∑
k=1
yjk (4.23)
である．すなわち Xˆj は， サンプルしたパケットサイズの合計に，サンプリングレー
トの逆数を乗じることによって得られる．このとき，Xˆjの標準誤差 σ(Xˆj)は以下のよ
うに計算できる [10]．
σ(Xˆj) =
NS ′j√
n
√
1− f (4.24)
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ここで
S ′j =
√∑N
i=1 x
′
ji
2 −Xj2/N√
N − 1 (4.25)
であり，これは x′jiの母集団における標準偏差である．
不偏推定量 Xˆjの真値Xjに対する変動幅を示す尺度として，以下のような変動係数
を考える．
cv(Xˆj) =
σ(Xˆj)
E
[
Xˆj
]
=
σ(Xˆj)
Xj
(4.26)
すべてのパケットのサイズが等しく xi = aであると仮定すると，cv(Xˆj) は以下のよう
に近似できる 11．
cv(Xˆj) =
√
1− f
f(1−N−1)
√
1
Xj
− 1
N
(4.27)
(4.27)の近似式を用いることにより，N, f,Xjが与えられたときの推定値の誤差を評価
することが出来る．たとえば，f → 1のとき，cv(Xˆj) → 0であり，フローサイズXj
に依らず，推定値の誤差が小さくなる．また，N がXj  1に対して十分大きいとき，
cv(Xˆj) ≈
√
1− f
f
1√
Xj
(4.28)
である．したがって，パケット数が十分に多いフローについては，推定量 Xˆjの真値Xj
に対する変動が小さいため，両者の平均的な相対誤差は小さくなる．N = 107，f = 10−4
のとき， Xj ≥ 104をみたすフローに対する変動係数は，cv(Xˆj) ≤ 0.31である 12．一
方Xj ≤ 6 のフローでは，cv(Xˆj) ≥ 12.90であり，変動係数が大きい．このように，推
定の対象となるフローのサイズに応じて，推定量と真値の平均的な相対誤差は大きく
異なる．
4.8.2 近似式の評価
実トラフィックデータを元に近似式 (4.27)を評価する．トラフィックデータとして，[50]
で公開されているOC48c 回線を計測したパケットトレースを用いた．ここで N = 107
11後に示すように，この近似では特にパケット数が少ないフローについて変動係数を小さく見積もる．
12次節以降で用いる N = 107のパケットを解析した結果，Xj ≥ 104をみたすフローの数は 167 であ
り，フロー全体の約 0.02%に過ぎなかった．しかしながら，これらのフローが全体のトラフィック総量
に占める割合はきわめて高く，およそ 60%にまで達する．
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であり，サンプリングレートを f = 10−4とした．各々のフロー jについて，フローサ
イズ推定値の変動係数 cv(Xˆj)を算出した結果を図 4.9に示す．(4.24)，(4.26)式，およ
びトレースデータから解析した x′jiを用いて計算した変動係数をドットで示し，(4.27)
式を用いて計算した近似値を点線で示した．実際の変動係数と，近似値による変動係数
はほぼ同様の傾向を示すことがわかる．また，特にパケット数が非常に多い範囲 (e.g.,
Xj ≥ 104)では，変動係数の実際の値と近似値は極めてよく一致している．
近似式ではすべてのパケットサイズが均一であると仮定しているが，これは実際の
通信においてはかならずしも成立しない．たとえばTCP 通信ではコネクションの設定
時に送受信されるパケットは一般にペイロードを含まないため，サイズが小さい (e.g,
40 byte)．また，コネクション確立後のデータ送受信フェーズでは，MSS で決定され
るサイズのパケットを送受信する (e.g, 1460 byte)．たとえばXj = 5であるサーバから
クライアントへのTCPフローを考える．このフローは，正常に完了した場合，2個の
コネクション設定パケット (SYN/ack，FIN)と 3個のデータ送受信パケットで構成さ
れる．このため，パケットサイズを均一と仮定することにより，変動係数が実際より
も小さく見積もられる．一方，パケット数が極めて多いフローでは，パケットのほと
んどはデータ送受信パケットであり，大多数の場合においてそれらのサイズは均一で
ある．したがって，パケット数が多い範囲 (e.g., Xj ≥ 4)の変動係数を近似式によって
精度よく評価できる．また，近似式を用いることにより，実際の変動係数に対する下
限を評価することができる．
4.8.3 実際のパケットサンプリングによる評価
パケットトレースに対して実際にパケットサンプリングを行い，サンプリング誤差
を評価する．サンプリング手法はカウントベースの周期サンプリング13を用い，サンプ
リングレートを f = 10−4とした．
サンプリングは 1回行い，フロー毎に真のフローサイズXj と (4.23)式によって算
出されるフローサイズの推定値 Xˆjの相対誤差
∣∣∣Xj − Xˆj ∣∣∣ /Xjを計算した．なお，サン
プルされなかったフローについては相対誤差を計算しない．結果を図 4.10に示す．Xj
の増加にともない，相対誤差が平均的に減少することがわかる．この結果は，前節で
示した変動係数の考察 (i.e., (4.27)式)と一致している．すなわち，サイズが大きいフ
ローほど推定値と真値の相対誤差が小さくなる．たとえばXj ≤ 6のフローについては，
相対誤差が最低でも 10以上であり，最大で 1,000 に達する (Xj = 1のフローをサンプ
13厳密には周期サンプリングとランダムサンプリングは異なる．しかしながらフローが多数発生する
トラフィックに対する周期サンプリングは，ランダムサンプリングと同様とみなすことができる [14]．
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ルした場合)．一方，Xj ≥ 104のフローについては相対誤差が最大でも 1未満であり，
f = 10−4と比較的低いサンプリングレートであるにも関らず，誤差が比較的小さいこ
とがわかる．さらに誤差を小さくするためには f を大きくしなければならない．たと
えば f を 10倍の f = 10−2とすると，(4.28)式より推定値 Xˆj の変動係数は約 1/
√
10
に軽減されることがわかる．しかしながらサンプリングレートの増加は，フローテー
ブルを管理するメモリの消費量や，出力するフロー統計データの増大につながるため，
両者のトレードオフを勘案してパラメタを設定する必要がある．
4.9 エレファントフロー特定の応用
これまでに示してきたように，エレファントフローは帯域に占める占有度がきわめ
て高いフローである．従って，ネットワークの輻輳時においてそのようなフローを制
御することにより，効果的かつ効率的なトラフィック制御が実現できる．輻輳時におい
て，一律にフローを制御するのではなく，帯域占有度が高く，送信レートの高いフロー
から優先的に制御することは，結果としてフロー間の不公平性の解消につながる．ま
た，数多くの送信レートの低い (慎ましい)フローを制御する必要はなくなる．このよ
うなアイディアに基づいたネットワーク管理・制御方法は，例えば文献 [33, 42, 31]な
どで提案されている．
文献 [33]では，ルータにおいて帯域占有度の高いフローを監視し，回線の帯域使用
率 ρがある閾値 ρˆにたいして ρ > ρˆとなるとき，特に占有度の高いフローに対して優
先的にパケット廃棄を実施するアルゴリズムを提案し，シミュレーションによる性能
評価，および提案アルゴリズムを FreeBSD上に実装したルータを用いた性能評価行っ
ている．この結果，特にUDPのような自身で輻輳回避制御機構を持たないフローが高
い帯域占有度を持ち，回線の輻輳を生じさせているようなときに，提案方法が有効で
あることを示している．
文献 [42]は，RED (Random Early Detection)[17, 19]の適用を前提とし，RED にお
けるパケット廃棄の履歴を利用した手法: RED-PD (RED with Preferential Dropping)
を提案している．RED-PD は，回線の輻輳時においてパケットが廃棄されたフローを
監視し，あるタイムインターバルでの廃棄数がある閾値を越えたフローに対して優先
的にパケット廃棄を行う手法である．ここにパケット廃棄数が高いフローはパケット
送信レートが高いフロー，すなわち帯域占有度が高いフローである．シミュレーショ
ンによる評価では，RED-PDを用いることにより，特に高レートフローのパケット送
信レートが抑制され，結果として輻輳時におけるフロー間の不公平性 (unfairness)が解
消されることが示されている．
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文献 [31]は，パケット送信レートが高く，かつ継続時間が長いフローに対して優先
的にパケット廃棄を実施するトラフィック制御方法を提案している．エッジルータでは
フロー情報を管理し，任意に定めることのできる送信許容レートR (t)を越えるフロー
を識別する．また，送信許容レートR (t)は，各フローの継続時間 tに対して減少する
関数で与える．これにより，瞬間的にレートの高いフローは識別対象から除外し，あ
る程度の継続時間があり，かつレートが高いフローのみ識別することができる．エッ
ジルータは識別したフローに対してマーキングし，コアルータではマーキング情報に
基づいて優先制御を実施する．
本研究の貢献は，上記のようなネットワーク管理・制御方法を超高速ネットワーク
上で実現するために，スケーラブルなエレファントフローの特定手法を提案したこと
にある14．
4.10 本章のまとめ
本章では，周期的にサンプルしたパケットからエレファントフローを特定するため
の方法を提案した．提案手法の鍵はフロー毎にサンプルしたパケット数に対し，エレ
ファントフローであることを示す適切な閾値 (yˆ)を見つけ出すことにある．本研究はベ
イズの定理およびフロー統計の事前分布を用いることにより，そのような閾値を計算
できることを示し，実データに対して実際にパケットサンプリングを実施することに
よりその有効性を評価した．さらに，その閾値は様々な事前分布に対してほぼ同様な
値となることを示した．これは，フロー統計が非一様性—パレートの法則—を有する
ことによって成立する．すなわち，前章で示されたように，ユーザトラフィック統計に
おけるパレートの法則が普遍的な性質であることが，本手法の有効性 (適切なパラメタ
設定におけるオーバーヘッドの削減)を支持している．
我々のアプローチの最大の利点はそのシンプルさにある．周期サンプリングはパケッ
ト毎の処理を必要としないフロー状態に非依存な手法であり，かつスケーラビリティ
も高い．このため，実装に要するコストは他の手法と比較して非常に低く抑えること
ができる．巨大なネットワークを運用し，計測ポイントが多数保有しているネットワー
ク事業者にとって，コストの低減は極めて有効である．
14RED-PDはすべてのフローステートを保持しないため，スケーラビリティに優れる手法である．た
だし高レートフローの特定にパケット廃棄率を利用するため，ネットワークの輻輳時にしか有効でない
点が不利な点である．
第 5 章
結論
5.1 本論文の要約と貢献
本研究を要約すると以下の通りである．
第 2章「インターネットトラフィックの流動変動特性」，第 3章「ユーザトラフィッ
ク統計の非一様性」では，広域・多地点におけるインターネットトラフィックの計測，
詳細な分析を行い，以下の結論を得た．
• 流量変動の周辺分布を正規分布と仮定する従来のトラフィックモデルでは，今日
のインターネットにおける集約トラフィックの特性を正確にとらえることができ
ない．
• ユーザトラフィック統計が示す非一様性は普遍的な性質であり，比較的小さなタ
イムスケールにおいても成立する．
• ユーザトラフィック統計の非一様性は，集約トラフィックの特性を決定する上で
重要な役割を果たしている．
• ユーザトラフィック統計が示す非一様性は，アプリケーションが持つ固有の性質
に関連し，特に P2Pフローのサイズ分布は強い非一様性を示す．
これらの結果は，現在そして将来のインターネットのトラフィックモデル構築に重要
な知見と示唆を与えるものである．
また，ユーザトラフィックの非一様性は，少数の巨大なユーザトラフィック (エレファ
ントフロー)が存在することを意味する．少数のエレファントフローが集約トラフィッ
クの大部分を占有する不公平性に関する問題は，今日のインターネットにおける重要
な課題のひとつである．本研究の第 4章「エレファントフローの特定方法」では，超
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高速ネットワークにおいてエレファントフローを管理・制御するためのスケーラブル
な手法を考案した．さらに，実トラフィックデータに基づく評価・検証を行い，その有
効性を確認した．考案した方法は実装が簡易であり，運用面でのオーバーヘッドも少
ないことから極めて実用的である．
5.2 今後の課題
第 2章「インターネットトラフィックの流動変動特性」で明らかにした，集約トラ
フィックおよびユーザトラフィックの関係について，理論的なモデルを構築し，分析す
ることは今後の課題である．すなわち，パレートON/OFFソースモデルのような時間
的な非一様性のみならず，時分割フローのサイズ分布の非一様性—瞬間的な送信レー
トの非一様性—をユーザトラフィックのモデルにとり入れ，かつそれらを集約したトラ
フィックの流量変動が非正規分布に従うようなモデルを矛盾なく説明する理論が必要と
なる．
第 3章「ユーザトラフィック統計の非一様性」では，現在インターネットにおいて最
も主流なアプリケーションである web と P2P に関する分析を行った．特に P2P に関
して得た詳細なフロー特性は，P2P トラフィックのシミュレーションを行う際の基礎
的なパラメタ決定や，P2Pフロー増加に伴う全体傾向の予測などに役に立つ．文献 [36]
で指摘されているように，今後のアプリケーションは上記のような TCP をベースとし
た通信のみならず，VoIP (Voice over IP)や VoD (Video on Demand)のような UDP
をベースとした高品質なリアルタイム系通信の割合が増えてくると予測される．その
ような将来に主流となるアプリケーションが発生するトラフィックについても，継続的
にその特性を計測・分析することが重要となる．
第 4章「エレファントフローの特定方法」で提案した手法は，フロー毎のパケット
数の事前分布を利用することにより，エレファントフローをスケーラブルに特定する
ものであった．提案方法の実装と実網における検証は今後の課題である．また，オン
ラインで動的に特定の閾値やサンプリングレートを変更する方法や，パケット数以外
のメトリクス (e.g., AS番号，プレフィックス，DNS，bogon IPアドレス，ヘッダ・ペ
イロードシグネチャ等)の周辺情報を用いた特定フローの同定方法の提案は，今後の研
究テーマである．
付録 A
流量変動分析の補足データ
A.1 輻輳したトラフィックの解析
本研究では，表 2.1の帯域幅および平均流量の数値で示されるように，すべての回線
は適切に帯域設計がなされており，したがって使用率が比較的使用率が低かった．本章
では参考のため，使用率が極めて高い輻輳状態にあるトラフィックの特徴を示す．NTT
研究開発センターのインターネットアップリンク回線 (NTTlab)において，回線が輻
輳状況にある時間帯のトラフィックを計測した．図A.1，A.2はトラフィック流量変動
(0.1秒単位のスループット変動)とその周辺分布 (累積分布の補分布)をそれぞれ示して
いる．図よりトラフィック流量が帯域幅 12Mbpsの付近で飽和していることがわかる1．
平均流量変動は 7.66 (Mbps)であり標準偏差は 2.31であるので，我々の定義によるス
パイクを決める閾値は 7.66 + 2× 2.31 = 12.28 (Mbps)となる．ところが，この値は回
線の帯域幅を上回る値であるので，実際にはスパイクは存在し得ないことになる．し
たがってこのような輻輳下においてスパイクを観測することはない．
また，図A.2より，流量変動の周辺分布は回線帯域幅による打ち切りがあるため，負
に歪んでいることがわかる．実際歪度を計算した結果は-0.36であり，たしかに負の歪
みを有する．このように，本研究のスパイクの挙動に着目したアプローチはこうした
輻輳下にあるトラフィックに対してはもはや有効ではない．しかしながら，本研究で得
た結果は次のような理由により非常に有益である．
• 大規模なネットワーク事業者 (ISPおよび大規模な企業・大学ネットワーク等)が
運用するバックボーンネットワークの大多数は適切に設計されているため，輻輳
1スループットは計測機器によってパケット毎押印されたタイムスタンプと IPヘッダに記録されたパ
ケットサイズによって計算している．このため，IP over ATM によるオーバーヘッド—ATMセルヘッ
ダ，セルパディング，AAL5ヘッダ—等を考慮していない．そのため，計算されたスループット値は飽
和時において帯域幅の 12Mbpsより小さく，約 10.5–11Mbps となる．
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図 A.2 輻輳したトラフィック流量変動の周辺分布
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図 A.3 NTTlabトレースの歪度
を経験することは非常に稀である．そのようなネットワークのトラフィックを評
価する上では本研究の結果が役に立つ．
• 図A.1で示されたように輻輳した回線を流れるトラフィック量はパケットロスに
よってシェーピングされている．ネットワークの性能評価を目的としてトラフィッ
クモデルを使う場合，シェーピングされたトラフィックではなく，ロスを経験す
る前—すなわちシェーピングされていないトラフィックの特徴が必要となる．本
研究は後者を対象とした結果を提示している．
A.2 様々な時間スケールに対する分析結果
本研究では集約トラフィック，ユーザートラフィックを分析するにあたって時間間隔
を 0.1秒とした．本節では本研究の結果はこの時間間隔に限らず，複数のオーダーに跨
る広い範囲の時間スケールで成立することを示す．以下の説明ではNTTlabトレース
を用いる．図A.3は時間間隔を 0.01秒，0.1秒，1秒としたときのスループット変動に
対する歪度を描いたものである．いくつかのトレースは負の歪度を持つが，大多数の
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図 A.4 NTTlabトレースに対するスパイク発生率と歪度の散布図
トレースは正の歪度を有することがわかる．このように，周辺分布が正に歪む性質は
上記の時間スケールで成立することが示された．
図A.4はスパイク発生率と歪度の散布図を描いたものである．図よりいずれの時間
間隔の場合も両者に正の相関があることがみてとれる．図A.2はスパイク/非スパイク
におけるエレファントフローの発生率と占有率を，それぞれの時間間隔について描い
たものである．2.7節で議論した結果がすべての時間間隔で成立することがみてとれる．
すなわち，(1)スパイクではエレファントフローが発生する確率が高く，(2)スパイク
の大部分はエレファントフローによって構成される．以上のように，本研究で発見し
た結果は，複数のオーダーに跨る時間スケール (0.01秒-1秒) において成立することが
示された．
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図 A.5 エレファントフローの平均発生率 (上図)および平均占有率 (下図)
付録 B
確率プロット法
確率プロット法は，ふたつの分布F (x) , G (x)が等しいかをグラフを用いて視覚的に
検証する方法である．ここでは，経験データがしたがう分布関数をG (x)とし，経験
データから推定した分布の分布関数をF (x)とする．経験データから推定した分布がパ
レート分布であるとき，
F (x) = 1− kx−α (B.1)
となる．ここで経験データ x1, x2, ...を昇順に並び換えたものを x[1], x[2], ... とおく．こ
のとき，
(
F (x[i]), G(x[i])
)
(i = 1, 2, ...) をプロットしたものを P-P プロットと呼ぶ．
また，経験分位関数を，
G−1 (qi) = x[i] i = 1, ..., n (B.2)
と定義する．ただし，
qi =
i + 1
2
n + 1
(B.3)
である．このとき，(F−1 (qi) , G−1 (qi)) (i = 1, 2, ...) をプロットしたものをQ-Q プ
ロットと呼ぶ．ここに F−1 (qi)は推定分位点，G−1 (qi)は経験分位点と呼ばれる．
経験データがしたがう分布と推定された分布が等しいとき，P-Pプロット，および
Q-Q プロットの形状は原点を通る傾きが 1の直線となる．以上の方法は確率プロット
法として知られるものであり，P-Pプロットは分布の中央部分で，Q-Qプロットは裾
の部分でそれぞれ高い識別を示す．
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付録 C
超幾何分布の数値計算と近似
N が大きいとき，(4.2)式の超幾何分布を直接数値計算すると，桁溢れを起こしてし
まう．特に問題となるのはN !の計算である．本研究の例では母集団をN = 107とした
が，これはOC48c回線における平均流量が約 500Mbpsのトラフィック (約 2分間)に相
当した．さらに高速な回線でのトラフィック，あるいは母集団を決定するタイムスケー
ルをさらに長く取る場合，N はさらに大きな値となり得る．
本研究ではN →∞のとき (4.2)式の超幾何分布は二項分布
Pr [Yj = y|Xj = x] =
(
n
y
)(
x
N
)y (
1− x
N
)n−y
(C.1)
によって近似出来ることを利用し，数値計算を行った．なおこの近似でも n!の計算が
必要であり，比較的大きな nに対しては桁溢れを起こしてしまう可能性がある．本研
究では階乗計算にあたっては，ガンマ関数 Γ (z)の近似，
Γ (z + 1) =
(
z + γ +
1
2
)z+ 1
2
exp
[
−
(
z + γ +
1
2
)]
×
√
2π
[
c0 +
c1
z + 1
+
c2
z + 2
+ · · ·+ cM
z + M
+ 
]
(z > 0) (C.2)
を用いた．これは Lanczosの近似式と呼ばれるものであり，γ,M は選択可能なパラメ
タ，c1, ..., cM はある定数，は誤差を示す項である．文献 [70]では γ = 5,M = 6とす
ることにより，誤差 を || < 2× 10−10と抑えられることを示している．本研究ではこ
れらの値の γ,M を採用し，n! = Γ (n) のように数値計算を行った．
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