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Аннотация
Пусть Ω – произвольное открытое множество в 𝑛-мерном евклидовом пространстве
𝑅𝑛 и пусть Π(0) – единичный куб с центром в начале системы координат. Для любой
точки 𝜉 = (𝜉1, 𝜉2, . . . , 𝜉𝑛) ∈ 𝑅𝑛 и любого вектора −→𝑡 = (𝑡1, 𝑡2, . . . , 𝑡𝑛) с положительными
компонентами определим параллелепипед Π−→
𝑡
(𝜉) равенством
Π−→
𝑡
(𝜉) = {𝑥 ∈ 𝑅𝑛 : ((𝑥1 − 𝜉1) /𝑡1, (𝑥2 − 𝜉2) /𝑡2, . . . , (𝑥𝑛 − 𝜉𝑛) /𝑡𝑛) ∈ Π(0)} .
Пусть 𝑔𝑗(𝑥) (𝑗 = 1, 𝑛) – определенные в Ω положительные функции.
Положим Π𝜀,−→𝑔 (𝜉) = Π𝜉−→𝑔 (𝜉)(𝜉), где 𝜀 > 0 и
−→𝑔 (𝜉) = (𝑔1(𝜉), 𝑔2(𝜉), . . . , 𝑔𝑛(𝜉)).
Предполагается, что множество Ω и функции 𝑔𝑗(𝑥), 𝑗 = 1, 𝑛, связаны следующим усло-
вием: (A) Существует постоянная 𝜀0 > 0 такая, что для всех 𝜉 ∈ Ω и всех 𝜀 ∈ (0, 𝜀0)
параллелепипед Π𝜀,−→𝑔 (𝜉) содержится в Ω. Условие (А) является аналогом условия погру-
жения, введенного П. И. Лизоркиным в 1980 году.
В работе исследуется разделимость дифференциального выражения
𝐿(𝑥,𝐷𝑥) =
∑︁
|𝑘|≤2𝑟
𝑎𝑘(𝑥)𝐷
𝑘
𝑥 (𝑥 ∈ Ω), (*)
где 𝑟 – некоторое натуральное число, 𝑘 = (𝑘1, 𝑘2, . . . , 𝑘𝑛) – мультииндекс, |𝑘| = 𝑘1+𝑘2+. . .+
+𝑘𝑛 – длина мультииндекса 𝑘, в лебеговом пространстве 𝐿𝑝(Ω), 1 < 𝑝 < +∞. Множество
всех мультииндексов 𝑘, для которых 𝑎𝑘(𝑥) ̸≡ 0, обозначим черезK . Пусть 𝑂K – множество
функций 𝑢(𝑥) ∈ 𝐿1, 𝑙𝑜𝑐(Ω), имеющих обобщенные производные в смысле С.Л. Соболева
𝐷𝑘𝑥𝑢(𝑥) для всех 𝑘 ∈ K . Дифференциальное выражение (*) называется 𝐿𝑝-разделимым,
если для всех функций 𝑢(𝑥) ∈ 𝑂K таких, что 𝑢(𝑥) ∈ 𝐿𝑝(Ω), 𝐿(𝑥, 𝐷𝑥)𝑢(𝑥) ∈ 𝐿𝑝(Ω) имеет
место включение 𝑎𝑘(𝑥)𝐷
𝑘
𝑥𝑢(𝑥) ∈ 𝐿𝑝(Ω) для всех мультииндексов 𝑘 ∈ K .
Работа состоит из пяти разделов. В первом разделе приведена формулировка основных
результатов, во втором разделе строится правый регуляризатор для исследуемого класса
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дифференциальных выражений, а в разделах 3-5 приведены доказательства основных тео-
рем работы.
Ключевые слова: разделимость, дифференциальный оператор с частными производны-
ми, нестепенное вырождение, правый регуляризатор, обратный оператор.
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Abstract
Let Ω be an arbitrary open set in 𝑛-dimensional Euclidian space 𝑅𝑛 and let Π(0) be the
unit cube centered at the origin. For each point 𝜉 = (𝜉1, 𝜉2, . . . , 𝜉𝑛) ∈ 𝑅𝑛 and each vector
?⃗? = (𝑡1, 𝑡2, . . . , 𝑡𝑛) with positive components we define a parallelepiped Π−→𝑡 (𝜉) by the identity
Π−→
𝑡
(𝜉) = {𝑥 ∈ 𝑅𝑛 : ((𝑥1 − 𝜉1) /𝑡1, (𝑥2 − 𝜉2) /𝑡2, . . . , (𝑥𝑛 − 𝜉𝑛) /𝑡𝑛) ∈ Π(0)} .
Let 𝑔𝑗(𝑥) (𝑗 = 1, 𝑛) be positive functions defined in Ω. We let Π𝜀,−→𝑔 (𝜉) = Π𝜀−→𝑔 (𝜉)(𝜉), where 𝜀 > 0
and −→𝑔 (𝜉) = (𝑔1(𝜉), 𝑔2(𝜉), . . . , 𝑔𝑛(𝜉)).
It is assumed that the set Ω and functions 𝑔𝑗(𝑥), 𝑗 = 1, 𝑛, are related by condition: (A) There
exists a number 𝜀0 > 0 such that for each 𝜉 ∈ Ω and any 𝜀 ∈ (0, 𝜀0) the parallelepiped Π𝜀,−→𝑔 (𝜉)
is contained in Ω. The condition (A) is an analogue of the immersion condition introduced by
P.I. Lizorkin in 1980.
In the paper we investigate separation of a differential expression
𝐿(𝑥,𝐷𝑥) =
∑︁
|𝑘|≤2𝑟
𝑎𝑘(𝑥)𝐷
𝑘
𝑥 (𝑥 ∈ Ω), (1)
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where 𝑟 – a natural number, 𝑘 = (𝑘1, 𝑘2, . . . , 𝑘𝑛) is a multi-index, |𝑘| = 𝑘1 + 𝑘2 + . . . + 𝑘𝑛 is
length of the multi-index, in the Lebesgue space 𝐿𝑝(Ω), 1 < 𝑝 < +∞. We denote by 𝒦 the set
of all multi-indexes 𝑘 such that 𝑎𝑘(𝑥) ̸≡ 0. Let 𝑂𝒦 be the set of all functions 𝑢(𝑥) ∈ 𝐿1, 𝑙𝑜𝑐(Ω),
that have Sobolev generalized derivatives 𝐷𝑘𝑥𝑢(𝑥) for all 𝑘 ∈ 𝒦. The differential expression (*)
is said to be 𝐿𝑝-separated if for all 𝑢(𝑥) ∈ 𝑂𝒦 such that 𝑢(𝑥) ∈ 𝐿𝑝(Ω), 𝐿(𝑥, 𝐷𝑥)𝑢(𝑥) ∈ 𝐿𝑝(Ω)
the inclusion 𝑎𝑘(𝑥)𝐷
𝑘
𝑥𝑢(𝑥) ∈ 𝐿𝑝(Ω) holds for all multi-indexes 𝑘 ∈ 𝒦.
The work consists of five sections. The first section contains the statement of the main
results, the right regularizer for the studied class of differential expressions is constructed in the
second section, and sections 3-5 provide proofs of the main theorems of the paper.
Keywords: separation, partial differential operator, non-power degeneration, right-hand
regularizing operator, inverse operator.
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1. Введение
Понятие разделимости дифференциального оператора впервые было введено в фундамен-
тальной работе [1], в которой исследовалась разделимость оператора Штурма-Лиувилля в
пространстве 𝐿2. Идеи и результаты этой работы позже обобщались многими авторами (см.
[2-6] и имеющуюся в них библиографию). Первый результат по раделимости дифференци-
альных операторов с частными производными получен в работе [7]. Большая часть работ по
разделимости операторов с частными производными посвящена операторам второго поряд-
ка (см., например, [4, 8-12] и библиографию в них) или операторам порядка больше второго
специального вида (см., например, [13, 14] и библиографию в них). Случай вырождающих-
ся операторов с частными производными высшего порядка общего вида рассмотрен лишь в
работах [7, 15-18]. В этих работах сначала задается область Ω, в которой рассматривается
дифференциальный оператор, и затем в этой области определяются функции, которые харак-
теризуют вырождения коэффициентов дифференциального оператора. В отличие от этого, в
настоящей работе область Ω и функции, которые характеризуют вырождения коэффициентов
дифференциального оператора, задаются в паре друг с другом, и предполагается выполнение
”условия погружения”, введенное П. И. Лизоркиным в работе [19]. При этом дифференциру-
емость функций, с помощью которых определяется вырождение исследуемого оператора, не
требуется. Примеры областей и весовых функций, удовлетворяющих условию погружения,
рассмотрены в работе [19].
Работа состоит из пяти разделов. В первом разделе приведена формулировка основных
результатов, во втором разделе строится правый регуляризатор для исследуемого класса диф-
ференциальных выражений, а в разделах 3-5 приведены доказательства основных теорем ра-
боты.
2. Формулировка основных результатов
Пусть Ω – произвольное открытое множество в 𝑛-мерном евклидовом пространстве 𝑅𝑛
и пусть Π(0) – единичный куб с центром в начале системы координат. Для любой точки
𝜉 = (𝜉1, 𝜉2, . . . , 𝜉𝑛) ∈ 𝑅𝑛 и любого вектора −→𝑡 = (𝑡1, 𝑡2, . . . , 𝑡𝑛) с положительными компонентами
определим параллелепипед Π−→
𝑡
(𝜉) равенством
Π−→
𝑡
(𝜉) = {𝑥 ∈ 𝑅𝑛 : ((𝑥1 − 𝜉1) /𝑡1, (𝑥2 − 𝜉2) /𝑡2, . . . , (𝑥𝑛 − 𝜉𝑛) /𝑡𝑛) ∈ Π(0)} .
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Пусть 𝑔𝑗(𝑥) (𝑗 = 1, 𝑛) – определенные в Ω положительные функции.
Положим Π𝜀,−→𝑔 (𝜉) = Π𝜉−→𝑔 (𝜉)(𝜉), где 𝜀 > 0 и
−→𝑔 (𝜉) = (𝑔1(𝜉), 𝑔2(𝜉), . . . , 𝑔𝑛(𝜉)).
Предполагается, что множество Ω и функции 𝑔𝑗(𝑥), 𝑗 = 1, 𝑛, связаны следующим условием:
(A). Существует постоянная 𝜀0 > 0 такая, что для всех 𝜉 ∈ Ω и всех 𝜀 ∈ (0, 𝜀0) параллеле-
пипед Π𝜀,−→𝑔 (𝜉) содержится в Ω.
Условие (А) является аналогом условия погружения, введенного в работе П.И. Лизорки-
на [19]. В этой работе также рассмотрены примеры областей Ω и положительных функций
𝑔𝑗(𝑥), 𝑗 = 1, 2, . . . , 𝑛, удовлетворяющих условию погружения.
Пусть 𝑟 – некоторое натуральное число. Рассмотрим дифференциальное выражение
𝐿(𝑥,𝐷𝑥) =
∑︁
|𝑘|≤2𝑟
𝑎𝑘(𝑥)𝐷
𝑘
𝑥 (𝑥 ∈ Ω), (2)
где 𝑘 = (𝑘1, 𝑘2, . . . , 𝑘𝑛) – мультииндекс, |𝑘| = 𝑘1 + 𝑘2 + . . .+ 𝑘𝑛 – длина мультииндекса,
𝐷𝑘𝑥 =
(︂
1
𝑖
𝜕
𝜕𝑥1
)︂𝑘1 (︂1
𝑖
𝜕
𝜕𝑥2
)︂𝑘2
. . .
(︂
1
𝑖
𝜕
𝜕𝑥𝑛
)︂𝑘𝑛
и 𝑖 – мнимая единица. Множество всех мультииндексов 𝑘, для которых 𝑎𝑘(𝑥) ̸≡ 0, обозначим
через K . Пусть 𝑂K – множество функций 𝑢(𝑥) ∈ 𝐿1, 𝑙𝑜𝑐(Ω), имеющих обобщенные производ-
ные в смысле С.Л. Соболева 𝐷𝑘𝑥𝑢(𝑥) для всех 𝑘 ∈ K .
Определение 1. Дифференциальное выражение (1) называется 𝐿𝑝-разделимым, если для
всех функций 𝑢(𝑥) ∈ 𝑂K таких, что 𝑢(𝑥) ∈ 𝐿𝑝(Ω), 𝐿(𝑥, 𝐷𝑥)𝑢(𝑥) ∈ 𝐿𝑝(Ω) имеет место включе-
ние 𝑎𝑘(𝑥)𝐷𝑘𝑥𝑢(𝑥) ∈ 𝐿𝑝(Ω) для всех мультииндексов 𝑘 ∈ K .
Символом 𝐵(𝜏,−→𝑔 ,Ω), где 𝜏 – положительное число, обозначим класс символов
𝐿(𝑥, 𝑠) =
∑︁
|𝑘|≤2𝑟
𝑎𝑘(𝑥)𝑠
𝑘 (𝑥 ∈ Ω, 𝑠 ∈ 𝑅𝑛)
с измеримыми коэффициентами, удовлетворяющими следующим условиям:
(I) inf
𝑥∈Ω,𝑠∈𝑅𝑛
|𝐿(𝑥, 𝑠)| = 𝛿 ̸= 0
(II) |𝑎𝑘(𝑥)𝑠𝑘′ | ≤ 𝜏𝑔−𝑘
′′
1
1 (𝑥)𝑔
−𝑘′′2
2 (𝑥) . . . 𝑔
−𝑘′′𝑛
𝑛 (𝑥)|𝐿(𝑥, 𝑠)|
для всех 𝑥 ∈ Ω, 𝑠 ∈ 𝑅𝑛, 𝑘 = 𝑘′ + 𝑘′′, 𝑘′′ ̸= 0, |𝑘| ≤ 2𝑟;
(III)
∑︀
|𝑘|≤2𝑟
⃒⃒
(𝑎𝑘(𝑥)− 𝑎𝑘(𝑦)) 𝑠𝑘
⃒⃒ ≤ 𝜏 |𝐿(𝑥, 𝑠)|
для всех 𝑠 ∈ 𝑅𝑛 и всех 𝑥, 𝑦 ∈ Ω таких, что |𝑥𝑗 − 𝑦𝑗 | < 𝜀2𝑔𝑗(𝑥), 𝑗 = 1, 2 . . . , 𝑛, 𝜀 ∈ (0, 𝜀0).
Теорема 1. Пусть существует число 𝜆 > 0 такое, что
𝜆−1 ≤ 𝑔𝑗(𝑥)
𝑔𝑗(𝑦)
≤ 𝜆, 𝑗 = 1, 2, . . . , 𝑛, (3)
для всех 𝑦 ∈ Ω и всех 𝑥 ∈ Π𝜀,−→𝑔 (𝑦), и пусть при некотором κ > 0 выполняется неравенство∑︁
|𝑘|≤2𝑟
|𝑎𝑘(𝑥)𝑠𝑘| ≤ κ|𝐿(𝑥, 𝑠)| (4)
для всех 𝑥 ∈ Ω, 𝑠 ∈ 𝑅𝑛.
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Тогда найдется число 𝜏0 = 𝜏0(𝑛, 𝑟, 𝑝,κ) > 0, 1 < 𝑝 < +∞, такое, что если 𝜏 ∈ (0, 𝜏0) и
𝐿(𝑥, 𝑠) ∈ 𝐵(𝜏,−→𝑔 ,Ω), то замыкание 𝐿(𝑝) оператора 𝐿 = 𝐿(·, 𝐷), 𝐷(𝐿) = 𝐶∞0 (Ω), в простран-
стве 𝐿𝑝(Ω) существует и имеет непрерывный обратный.
Далее будем писать 𝐿(𝑥, 𝑠) ∈ B(𝜏,−→𝑔 ,Ω), если 𝐿(𝑥, 𝑠) ∈ 𝐵(𝜏,−→𝑔 ,Ω),
𝐷𝑙𝑥𝑎𝑘(𝑥) ∈ 𝐿∞, 𝑙𝑜𝑐(Ω) (|𝑙| ≤ |𝑘| ≤ 2𝑟), (5)
и выполняется одно из следующих условий:
(IVа) 𝐿(𝑥, 𝐷𝑥) – симметрическое дифференциальное выражение;
(IVб)
∑︀
𝑙+𝑘′+𝑘′′=𝑘,
𝑘′′ ̸=0, |𝑘|≤2𝑟
⃒⃒⃒(︀
𝐷𝑙𝑥𝑎𝑘(𝑥)
)︀
𝑔
𝑘′′1
1 (𝑥)𝑔
𝑘′′2
2 (𝑥) . . . 𝑔
𝑘′′𝑛
𝑛 (𝑥)𝑠𝑘
′
⃒⃒⃒
≤ 𝜏 |𝐿(𝑥, 𝑠)|
для всех 𝑥 ∈ Ω, 𝑠 ∈ 𝑅𝑛.
Далее вводим некоторые вспомогательные функциональные пространства, связанные с
дифференциальным выражением (1). Обозначим через
0
𝑊 𝑝, 𝐿 (Ω) пополнение класса 𝐶∞0 (Ω)
по норме
‖𝑢; 𝑊𝑝;𝐿(Ω)‖ =
⎧⎨⎩
∫︁
Ω
|𝑢(𝑥)|𝑝𝑑𝑥+
∑︁
|𝑘|≤2𝑟
∫︁
Ω
⃒⃒⃒
𝑎𝑘(𝑥)𝐷
𝑘
𝑥𝑢(𝑥)
⃒⃒⃒𝑝
𝑑𝑥
⎫⎬⎭
1/𝑝
. (6)
Обозначим через 𝑊 ′𝑝;𝐿(Ω), 1 < 𝑝 < +∞, пространство функций 𝑢(𝑥) ∈ 𝐿𝑝(Ω) ∩ 𝑂K с
конечной нормой (5).
Как обычно, символом ⟨𝑓, 𝜙⟩, где 𝑓 ∈ 𝐷′(Ω), обозначим значение обобщенной функции
𝑓 на функции 𝜙 ∈ 𝐶∞0 (Ω). Обобщенная функция 𝑓 отождествляется с некоторой функцией
𝑔(𝑥) ∈ 𝐿1, 𝑙𝑜𝑐(Ω), если ⟨𝑓, 𝜙⟩ =
∫︀
Ω 𝑔(𝑥)𝜙(𝑥)𝑑𝑥 для всех 𝜙 ∈ 𝐶∞0 (Ω).
При выполнении условия гладкости (4) для произвольной функции 𝑢(𝑥) ∈ 𝐿1, 𝑙𝑜𝑐(Ω) можно
определить обобщенную функцию 𝑎𝑘(𝑥)𝐷𝑘𝑥𝑢(𝑥) (|𝑘| ≤ 2𝑟) по формуле⟨
𝑎𝑘𝐷
𝑘𝑢, 𝜙
⟩
= (−1)|𝑘|
∫︁
Ω
𝑢(𝑥)𝐷𝑘𝑥 (𝑎𝑘(𝑥)𝜙(𝑥)) 𝑑𝑥 (7)
для всех 𝜙 ∈ 𝐶∞0 (Ω).
Вводим пространство 𝑊𝑝, 𝐿(Ω) функций 𝑢(𝑥) ∈ 𝐿𝑝(Ω), для которых обобщенные функции
𝑎𝑘(𝑥)𝐷
𝑘
𝑥𝑢(𝑥) принадлежат пространству 𝐿𝑝(Ω) для всех |𝑘| ≤ 2𝑟 и конечна норма (5).
Для 𝑢(𝑥) ∈ 𝐿𝑝(Ω) через 𝐿(𝑥, 𝐷𝑥)𝑢(𝑥) обозначим сумму всех обобщенных функций
𝑎𝑘(𝑥)𝐷
𝑘
𝑥𝑢(𝑥), |𝑘| ≤ 2𝑟, определенных равенством (6) и вводим пространство 𝒲𝑝, 𝐿(Ω) функ-
ций 𝑢(𝑥) ∈ 𝐿𝑝(Ω), для которых обобщенная функция 𝐿(𝑥, 𝐷𝑥)𝑢(𝑥) принадлежит пространству
𝐿𝑝(Ω) и конечна следующая норма
‖𝑢; 𝒲𝑝;𝐿(Ω)‖ =
{︂∫︁
Ω
|𝑢(𝑥)|𝑝𝑑𝑥+
∫︁
Ω
|𝐿(𝑥, 𝐷𝑥)𝑢(𝑥)|𝑝 𝑑𝑥
}︂1/𝑝
. (8)
Через
0
𝒲𝑝;𝐿 (Ω) обозначим пополнение класса 𝐶∞0 (Ω) по норме (7).
Заметим, что 𝑊𝑝, 𝐿(Ω), 𝒲𝑝, 𝐿(Ω) являются полными пространствами.
Таким образом для дифференциального выражения (1) мы определили весовые простран-
ства
0
𝑊 𝑝, 𝐿 (Ω), 𝑊 ′𝑝, 𝐿(Ω), 𝑊𝑝, 𝐿(Ω), 𝒲𝑝, 𝐿(Ω). При этом первые два пространства определены
без всякого предположения о гладкости коэффициентов 𝑎𝑘(𝑥), |𝑘| ≤ 2𝑟, а два последних
пространства определены, когда выполняется условие гладкости (4).
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Теорема 2. Пусть 1 < 𝑝 < +∞, выполнены все условия теоремы 1 и пусть 𝜏0 – такое же
число как в этой теореме. Тогда если 𝜏 ∈ (0, 𝜏0) и 𝐿(𝑥, 𝑠) ∈ 𝐵(𝜏,−→𝑔 ,Ω), то 𝐷
(︀
𝐿(𝑝)
)︀
=
0
𝑊 𝑝, 𝐿 (Ω)
и для всех функций 𝑢 ∈ 𝐷 (︀𝐿(𝑝))︀ выполняются неравенства
‖𝑢; 𝑊𝑝, 𝐿(Ω)‖ ≤𝑀 ‖𝐿(·; 𝐷)𝑢; 𝐿𝑝(Ω)‖ ≤𝑀 ‖𝑢; 𝑊𝑝, 𝐿(Ω)‖ , (9)
где число 𝑀 > 0 зависит только от 𝑟, 𝑛, 𝑝, 𝛿, κ.
Если же при этом выполняется условие гладкости (4), то
0
𝑊 𝑝, 𝐿 (Ω) =𝑊𝑝, 𝐿(Ω) =
0
𝒲𝑝, 𝐿 (Ω). (10)
Теорема 3. Пусть 1 < 𝑝 < +∞ и пусть выполняется условие (3). Тогда найдется число
𝑡0 = 𝑡0(𝑟, 𝑛, 𝑝, κ) > 0 такое, что если 𝐿(𝑥, 𝑠) ∈ B(𝜏,−→𝑔 ,Ω), 0 < 𝜏 < 𝑡0, то дифференциальное
выражение 𝐿(𝑥, 𝐷𝑥) 𝐿𝑝-разделимо. При этом
0
𝑊 𝑝, 𝐿 (Ω) =𝑊𝑝, 𝐿(Ω) =𝒲𝑝, 𝐿(Ω) (11)
и нормы в этих пространствах эквивалентны.
3. Построение правого регуляризатора
Применяя технику, использованную при доказательстве леммы 1 работы [20], доказывается
следующая лемма.
Лемма 1. Пусть область Ω и положительные функции 𝑔𝑗(𝑥), 𝑗 = 1, 2, . . . , 𝑛, удовлетво-
ряют условиям, сформулированным в разделе 1.
Тогда существуют неотрицательные функции 𝜓1, 𝜓2, . . . из класса 𝐶
∞
0 (Ω) такие, что:
1)
+∞∑︀
𝑚=1
𝜓2𝑚(𝑥) ≡ 1 (𝑥 ∈ Ω);
2) покрытие {supp 𝜓𝑚}+∞𝑚=1 области Ω имеет конечную кратность Λ(𝑛, 𝜆), где 𝜆 — кон-
станта из условия (2);
3) для любого мультииндекса 𝑘 существует конечное число 𝑀𝑘 > 0 такое, что⃒⃒⃒
𝐷𝑘𝑥𝜓𝑚(𝑥)
⃒⃒⃒
≤𝑀𝑘𝑔−𝑘11 (𝑥)𝑔−𝑘22 (𝑥) . . . 𝑔−𝑘𝑛𝑛 (𝑥) (𝑥 ∈ Ω);
4) для всех 𝑥, 𝑦 ∈ supp 𝜓𝑚, 𝑚 = 1, 2, 3, . . ., выполняется неравенство |𝑥𝑗 − 𝑦𝑗 | < 𝜀2𝑔𝑗(𝑥),
𝑗 = 1, 2, . . . , 𝑛;
В каждом множестве supp 𝜓𝑚, 𝑚 = 1, 2, 3, . . ., фиксируем точки {𝑥(𝑚,𝑘), |𝑘| ≤ 2𝑟} и поло-
жим
𝐿𝑚(𝑠) =
∑︁
|𝑘|≤2𝑟
𝑎𝑘(𝑥
(𝑚,𝑘))𝑠𝑘 (𝑠 ∈ 𝑅𝑛). (12)
В пространстве 𝐿𝑝(Ω) (1 < 𝑝 < +∞) вводим операторы
𝐹 =
+∞∑︁
𝑚=1
𝜓𝑚Φ𝑚𝜓𝑚, 𝐹
′ =
+∞∑︁
𝑚=1
𝜓𝑚Φ
′
𝑚𝜓𝑚, 𝐷(𝐹 ) = 𝐷(𝐹
′) = 𝐶∞0 (Ω), (13)
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где Φ𝑚, Φ′𝑚 (𝑚 = 1, 2, 3, . . .) – псевдодифференциальные операторы в 𝑅𝑛 с символами
Φ𝑚(𝑠) = 𝐿
−1
𝑚 (𝑠), Φ
′
𝑚(𝑠) = Φ𝑚(𝑠), соответственно. Символами 𝐹(𝑝), 𝐹
′
(𝑞) обозначим замыкания
операторов 𝐹 , 𝐹 ′ с областями определения 𝐷(𝐹 ) = 𝐷(𝐹 ′) = 𝐶∞0 (Ω) в пространствах 𝐿𝑝(Ω),
𝐿𝑞(Ω), соответственно.
Если коэффициенты 𝑎𝑘(𝑥), |𝑘| ≤ 2𝑟, дифференциального оператора 𝐿 = 𝐿(𝑥,𝐷𝑥),
(𝐷(𝐿) = 𝐶∞0 (Ω)) дифференцируемы достаточное число раз, то формально сопряженный диф-
ференциальный оператор 𝐿′(𝑥,𝐷𝑥) задается равенством
𝐿′(𝑥,𝐷𝑥)𝑢 =
∑︁
|𝑘|≤2𝑟
𝐷𝑘𝑥(𝑎𝑘(𝑥)𝑢(𝑥)). (14)
Однако в теореме 1 дифференцируемость коэффициентов 𝑎𝑘(𝑥), |𝑘| ≤ 2𝑟, не предполагается.
Поэтому в рассматриваемом случае равенство (13) теряет смысл, и трудно исследовать опе-
ратор (𝐿(𝑞))
*, сопряженный относительно оператора 𝐿(𝑞). В связи с этим обстоятельством мы
вводим другое дифференциальное выражение с гладкими коэффициентами, которое связано
с выражением 𝐿(𝑥,𝐷𝑥) и имеет некоторые близкие свойства.
Положим
𝐺(𝑥,𝐷𝑥) =
∑︁
|𝑘|≤2𝑟
̃︀𝑎𝑘(𝑥)𝐷𝑘𝑥 (𝑥 ∈ Ω), (15)
где
̃︀𝑎𝑘(𝑥) = ∞∑︁
𝑚=1
𝑎𝑘(𝑥
(𝑚,𝑘))𝜓2𝑚(𝑥), |𝑘| ≤ 2𝑟. (16)
Обозначим через 𝐺′(𝑥,𝐷𝑥) дифференциальное выражение, сопряженное к 𝐺(𝑥,𝐷𝑥).
Далее отметим некоторые соотношения между символами 𝐿(𝑥, 𝑠), 𝐿𝑚(𝑠). В силу условия
(III) имеем ⃒⃒⃒
(𝑎𝑘(𝑥)− 𝑎𝑘(𝑥(𝑘,𝑚)))𝑠𝑘
⃒⃒⃒
≤ 𝜏 |𝐿(𝑥, 𝑠)|. (17)
Далее, в силу этого неравенства получаем
|𝐿(𝑥, 𝑠)− 𝐿𝑚(𝑠)| ≤
∑︁
|𝑘|≤2𝑟
|(𝑎𝑘(𝑥)− 𝑎𝑘(𝑥(𝑘,𝑚)))𝑠𝑘| ≤ 𝜏(2𝑟)𝑛|𝐿(𝑥, 𝑠)|.
Отсюда при выполнении условия 0 < 2𝜏 < (1/2𝑟)𝑛 следует, что
|𝐿(𝑥, 𝑠)− 𝐿𝑚(𝑠)| ≤ 1
2
|𝐿(𝑥, 𝑠)| (𝑥 ∈ supp 𝜓𝑚).
Следовательно,
|𝐿(𝑥, 𝑠)| ≤ 2|𝐿𝑚(𝑠)| ≤ 3|𝐿(𝑥, 𝑠)| (18)
для всех 𝑠 ∈ 𝑅𝑛 и всех 𝑥 ∈ supp 𝜓𝑚, 𝑚 = 1, 2, 3, . . ..
Согласно лемме 1 семейство функций {𝜓2𝑚(𝑥)}∞𝑚=1 образует разбиение единицы области Ω
конечной кратности Λ(𝑛, 𝜆). Поэтому используя равенство (15) имеем
𝑎𝑘(𝑥)− ̃︀𝑎𝑘(𝑥) = ∞∑︁
𝑗=1
𝑎𝑘(𝑥)𝜓
2
𝑗 (𝑥)− ̃︀𝑎𝑘(𝑥) = ∞∑︁
𝑗=1
(𝑎𝑘(𝑥)− 𝑎𝑘(𝑥(𝑘,𝑗)))𝜓2𝑗 (𝑥).
Далее в силу условия (III) имеем⃒⃒⃒
(𝑎𝑘(𝑥)− ̃︀𝑎𝑘(𝑥))𝑠𝑘 ⃒⃒⃒ ≤ 𝜏 |𝐿(𝑥, 𝑠)|. (19)
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Лемма 2. В условиях теоремы 1 существует положительное число 𝑡1 такое, что если
𝜏 ∈ (0, 𝑡1), то существуют операторы Γ1, Γ2 ∈ L𝑝[Ω] с ‖ · ‖𝑝-нормами, не превосходящими
1/2, такие, что на функциях 𝑢 ∈ 𝐶∞0 (Ω) выполняются равенства
𝐺𝐹𝑢 = (𝐸 + Γ1)𝑢, 𝐺
′𝐹 ′𝑢 = (𝐸 + Γ2)𝑢. (20)
Доказательство. Здесь в этой лемме и далее символом L𝑝[Ω] обозначено пространство
всех линейных операторов, действующих из 𝐶∞0 (Ω) в 𝐿1(Ω) ∩ 𝐿∞(Ω), замыкания которых в
пространстве 𝐿𝑝(Ω) являются ограниченными операторами.
Так как Φ𝑚 – псевдодифференциальный оператор в 𝑅𝑛 с символом 𝐿𝑚(𝑠) (см. (11)) и
𝐿𝑚 = 𝐿𝑚(𝑥;𝐷𝑥), 𝐷(𝐿𝑚) = 𝐶
∞
0 (Ω), – дифференциальный оператор с постоянными коэффици-
ентами, то
∞∑︁
𝑚=1
𝜓𝑚𝐿𝑚Φ𝑚𝜓𝑚 =
∞∑︁
𝑚=1
𝜓2𝑚 = 𝐸.
Используя это равенство имеем
𝐺𝐹𝑢 = (Γ1 + 𝐸)𝑢, 𝑢 ∈ 𝐶∞0 (Ω), (21)
где
Γ1 = Γ* + Γ0, Γ* =
∞∑︁
𝑚=1
[𝐺,𝜓𝑚]Φ𝑚𝜓𝑚, Γ0 =
∞∑︁
𝑚=1
𝜓𝑚(𝐺− 𝐿𝑚)Φ𝑚𝜓𝑚. (22)
Здесь и далее символ [·, ·] обозначает коммутатор, т.е. [𝑇1, 𝑇2] = 𝑇1𝑇2 − 𝑇2𝑇1.
Далее заметим, что
Γ* =
∞∑︁
𝑚=1
⎛⎜⎝ ∑︁
|𝑘|≤2𝑟
̃︀𝑎𝑘(𝑥) ∑︁
𝑘′+𝑘*=𝑘,
𝑘′ ̸=0
𝜓(𝑘
′)
𝑚 Φ
(𝑘*)
𝑚 𝜓𝑚
⎞⎟⎠ ,
где 𝜓(𝑘
′)
𝑚 = 𝐷𝑘
′
𝑥 𝜙𝑚(𝑥) и Φ
(𝑘*)
𝑚 – псевдодифференциальный оператор в 𝑅𝑛 с символом 𝑠𝑘
*
𝐿−1𝑚 (𝑠).
На основе этого равенства, применяя лемму 2.2 из [16], получаем
‖Γ*‖𝑝 ≤𝑀1
∑︁
|𝑘|≤2𝑟
∑︁
𝑘′+𝑘*=𝑘,
𝑘′ ̸=0
P(𝑘
′,𝑘*)
𝑘 , (23)
где
P(𝑘
′,𝑘*)
𝑘 = sup
𝑚=1,2,3,...
⃦⃦⃦
𝜓(𝑘
′)
𝑚 ̃︀𝑎𝑘Φ(𝑘*)𝑚 𝜓𝑚⃦⃦⃦
𝑝
.
Применяя лемму 2.3 из [16] оценим норму псевдодифференциального оператора Φ(𝑘
*)
𝑚 . Име-
ем ⃦⃦⃦
Φ(𝑘
*)
𝑚
⃦⃦⃦
𝑝
≤𝑀2 sup
𝑠∈𝑅𝑛
⃒⃒⃒
𝑠𝑘
*
𝐿−1𝑚 (𝑠)
⃒⃒⃒
.
Учитывая это и применяя п.3 леммы 1, получим
P(𝑘
′,𝑘*)
𝑘 ≤𝑀 sup
⃒⃒⃒
𝑔
−𝑘′1
1 (𝑥)𝑔
−𝑘′2
2 (𝑥) . . . 𝑔
−𝑘′𝑛
𝑛 (𝑥)̃︀𝑎𝑘(𝑥) · 𝑠𝑘*𝐿−1𝑚 (𝑠)⃒⃒⃒ , (24)
где верхняя грань берется по 𝑥 ∈ supp 𝜓𝑚, 𝑠 ∈ 𝑅𝑛, 𝑚 = 1, 2, 3, . . ..
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Из равенства (15) в силу условия (II) имеем
⃒⃒⃒̃︀𝑎𝑘(𝑥)𝑠𝑘* ⃒⃒⃒ ≤ 𝜏 ∞∑︁
𝑗=1
𝑔
−𝑘′1
1 (𝑥
(𝑘,𝑗))𝑔
−𝑘′2
2 (𝑥
(𝑘,𝑗)) . . . 𝑔−𝑘
′
𝑛
𝑛 (𝑥
(𝑘,𝑗)) · |𝐿(𝑥(𝑘,𝑗), 𝑠)|𝜓2𝑗 (𝑥).
Отсюда в силу условий (2) и (III) следует, что
|̃︀𝑎𝑘(𝑥)𝑠𝑘*| ≤ 𝜏𝜆|𝑘′|(1 + 𝜏)|𝐿(𝑥, 𝑠)|𝑔−𝑘′11 (𝑥)𝑔−𝑘′22 (𝑥) . . . 𝑔−𝑘′𝑛𝑛 (𝑥)
для всех 𝑥 ∈ Ω, 𝑠 ∈ 𝑅𝑛, 𝑘 = 𝑘′ + 𝑘*, 𝑘′ ̸= 0.
Если 𝑥 ∈ supp 𝜓𝑚, то в силу (17) из последнего неравенства следует, что⃒⃒⃒̃︀𝑎𝑘(𝑥)𝑠𝑘* ⃒⃒⃒ ≤ 𝜏𝑀0 𝑔−𝑘′11 (𝑥)𝑔−𝑘′22 (𝑥) . . . 𝑔−𝑘′𝑛𝑛 (𝑥)|𝐿𝑚(𝑠)|.
Используя это неравенство из (23) имеем P(𝑘
′,𝑘*)
𝑘 ≤ 𝜏 ·𝑀2 для всех 𝑘 = 𝑘′+𝑘*, |𝑘| ≤ 2𝑟, 𝑘′ ̸= 0.
Следовательно (см. (22)) существует число 𝑀3 > 0 такое, что
‖Γ*‖𝑝 ≤ 𝜏𝑀3. (25)
Теперь оценим норму оператора Γ0. Из равенства (21) в силу леммы 2.2 из [16] имеем
‖Γ0‖𝑝 ≤ Λ(𝑛, 𝜈) · sup
𝑚=1,2,...
‖𝜓𝑚(𝐺− 𝐿𝑚)Φ𝑚𝜓𝑚‖𝑝 . (26)
Применяя лемму 2.3 из [16], получим
‖𝜓𝑚(𝐺− 𝐿𝑚)Φ𝑚𝜓𝑚‖𝑝 ≤ sup
⃒⃒⃒
(̃︀𝑎𝑘(𝑥)− 𝑎𝑘(𝑥(𝑘,𝑚))𝑠𝑘𝐿−1𝑚 (𝑠)⃒⃒⃒ ,
где верхняя грань берется по 𝑠 ∈ 𝑅𝑛 и 𝑥 ∈ supp 𝜓𝑚. Отсюда в силу неравенств (16)-(18)
следует, что
‖𝜓𝑚(𝐺− 𝐿𝑚)Φ𝑚𝜓𝑚‖𝑝 ≤ 𝜏 ·𝑀4 (27)
для всех 𝑚 = 1, 2, . . . ; 𝑀4 – некоторое конечное положительное число.
Таким образом (см. (25), (26)) существует положительное число𝑀5 такое, что ‖Γ0‖𝑝≤𝜏𝑀5.
Теперь, учитывая равенство Γ1 = Γ*+Γ0 из (24), получим ‖Γ1‖𝑝 ≤ 𝜏(𝑀3+𝑀5). Следовательно,
существует число 𝑡′ > 0, такое, что при 𝜏 ∈ (0, 𝑡′) норма оператора Γ1 не превосходит 1/2.
Утверждение леммы 2 относительно оператора 𝐺𝐹 доказано. Оставшаяся часть утвержде-
ния этой леммы относительно оператора 𝐺′𝐹 ′ доказывается аналогично.
Лемма 3. Пусть выполнены все условия теоремы 1. Тогда найдется положительное
число 𝑡2 такое, что если 𝜏 ∈ (0, 𝑡2) и 𝐿(𝑥, 𝑠) ∈ 𝐵(𝜏,−→𝑔 ,Ω), то оператор 𝐺 = 𝐺(·, 𝐷),
𝐷(𝐺) = 𝐶∞0 (Ω) (𝐺′ = 𝐺′(·, 𝐷) , 𝐷(𝐺′) = 𝐶∞0 (Ω)) в пространстве 𝐿𝑝(Ω), 1 < 𝑝 < ∞, (𝐿𝑞(Ω) ,
𝑞 = 𝑝/(𝑝− 1)) имеет замыкание 𝐺(𝑝)
(︁
𝐺′(𝑞)
)︁
со следующими свойствами
𝐺(𝑝)𝐹(𝑝) = 𝐸 + Γ1,(𝑝), 𝑅(𝐺(𝑝)) = 𝐿𝑝(Ω) (28)(︁
𝐺′(𝑞)𝐹
′
(𝑞) = 𝐸 + Γ2,(𝑞), 𝑅
(︁
𝐺′(𝑞)
)︁
= 𝐿𝑞(Ω)
)︁
.
Здесь Γ1,(𝑝)
(︀
Γ2,(𝑞)
)︀
– замыкание в 𝐿𝑝(Ω) (𝐿𝑞(Ω)) оператора Γ1, 𝐷(Γ1) = 𝐶
∞
0 (Ω), (Γ2, 𝐷 (Γ2) =
𝐶∞0 (Ω)), из леммы 2.
Доказательство. Так как Γ1 ∈ L𝑝[Ω] и ‖Γ1‖𝑝 ≤ 1/2, то ‖Γ1𝑢;𝐿𝑝(Ω)‖ ≤ 0, 5‖𝑢;𝐿𝑝(Ω)‖
для всех 𝑢 ∈ 𝐶∞0 (Ω). Отсюда в силу плотности класса 𝐶∞0 (Ω) в 𝐿𝑝(Ω) следует, что оператор
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Γ1, 𝐷(Γ1) = 𝐶
∞
0 (Ω), допускает в 𝐿𝑝(Ω) замыкание Γ1,(𝑝), норма которого не превосходит 1/2.
Поэтому 𝐷(Γ1,(𝑝)) = 𝐿𝑝(Ω).
Обозначим через −→
𝑝
сходимость по норме пространства 𝐿𝑝(Ω).
Пусть 𝑣 – произвольный элемент из 𝐿𝑝(Ω). Существует последовательность функций
{𝑣𝑗}∞𝑗=1 ⊂ 𝐶∞0 (Ω) такая, что 𝑣𝑗 −→𝑝 𝑣 при 𝑗 −→ ∞. В силу определения оператора Γ1,(𝑝) имеем
(𝐸+Γ1)𝑣𝑗 −→
𝑝
(𝐸+Γ1,(𝑝))𝑣 при 𝑗 −→∞. Из (19) следует, что (𝐸+Γ1)𝑣𝑗 = 𝐺𝐹𝑣𝑗 , 𝑗 = 1, 2, 3, . . ..
Поэтому
𝐺𝐹𝑣𝑗 −→
𝑝
(𝐸 + Γ1,(𝑝))𝑣, 𝑗 −→∞. (29)
Согласно лемме 2.3 из [16] псевдодифференциальный оператор Φ𝑚 с символом 𝐿−1𝑚 (𝑠) имеет
непрерывное продолжение в 𝐿𝑝(𝑅𝑛) и
‖Φ𝑚‖𝑝 ≤𝑀 sup
𝑠∈𝑅𝑛
|𝐿−1𝑚 (𝑠)|. (30)
Поэтому оператор (см. (12)) 𝐹, 𝐷(𝐹 ) = 𝐶∞0 (Ω), допускает замыкание в пространстве 𝐿𝑝(Ω).
Это замыкание обозначим через 𝐹(𝑝). Следовательно
𝐹𝑣𝑗 −→
𝑝
𝐹(𝑝)𝑣, 𝑗 −→∞. (31)
Пусть 𝑅(𝐹(𝑝)) – область значений оператора 𝐹(𝑝), и пусть 𝑢(𝑥) – произвольный элемент из
𝑅(𝐹(𝑝)). Существует функция 𝑣(𝑥) ∈ 𝐿𝑝(Ω) такая, что 𝑢 = 𝐹(𝑝)𝑣. Пусть {𝑣𝑗}∞𝑗=1 – последова-
тельность функций из 𝐶∞0 (Ω), такая, что 𝑣𝑗 −→𝑝 𝑣, 𝑗 −→ ∞. Тогда из (30) следует, что 𝑢𝑗 −→𝑝 𝑢,
𝑗 −→∞, где 𝑢𝑗 = 𝐹𝑣𝑗 , 𝑗 = 1, 2, 3 . . ..
Так как 𝑢𝑗 ∈ 𝐶∞0 (Ω) для всех 𝑗 = 1, 2, 3 . . . и 𝐺(𝑝) – замыкание оператора 𝐺 = 𝐺(·, 𝐷),
𝐷(𝐺) = 𝐶∞0 (Ω), то 𝐺𝑢𝑗 −→𝑝 𝐺(𝑝)𝑢, 𝑗 −→∞. Отсюда в силу равенств 𝑢𝑗 = 𝐹𝑣𝑗 , 𝑢 = 𝐹(𝑝)𝑣 имеем
𝐺𝐹𝑣𝑗 −→
𝑝
𝐺(𝑝)𝐹(𝑝)𝑣, 𝑗 −→∞. Далее применяя (28) имеем
𝐺(𝑝)𝐹(𝑝)𝑣 = (𝐸 + Γ1,(𝑝))𝑣 (32)
для всех 𝑣 ∈ 𝐿𝑝(Ω) ∩ 𝐷(𝐹(𝑝)). Так как 𝐹(𝑝) – непрерывное продолжение оператора 𝐹 ,
𝐷(𝐹 ) = 𝐶∞0 (Ω), во всем пространстве, то равенство (31) имеет место для всех 𝑣 ∈ 𝐿𝑝(Ω).
Первое равенство в (27) доказано.
Так как 𝐷(Γ1,(𝑝)) = 𝐿𝑝(Ω) и ‖Γ1,(𝑝)‖𝑝 ≤ 1/2, то согласно известной теореме из теории
операторов (см., например, [21, стр. 230]), (𝐸 + Γ1,(𝑝)) – непрерывно обратимый оператор и
‖(𝐸 + Γ1,(𝑝))−1‖𝑝 < 1/
(︀
1− ‖Γ1,(𝑝)‖𝑝
)︀
. Следовательно
𝑅
(︀
𝐸 + Γ1,(𝑝)
)︀
= 𝐷
(︁(︀
𝐸 + Γ1,(𝑝)
)︀−1)︁
= 𝐿𝑝(Ω).
Отсюда и из первого равенства (27) следует, что 𝐺(𝑝)𝐹(𝑝) – обратимый оператор и(︀
𝐺(𝑝)𝐹(𝑝)
)︀−1
=
(︀
𝐸 + Γ1,(𝑝)
)︀−1
. (33)
Поэтому 𝑅
(︀
𝐺(𝑝)𝐹(𝑝)
)︀
= 𝐷
(︁(︀
𝐺(𝑝)𝐹(𝑝)
)︀−1)︁
= 𝐿𝑝(Ω). Так как 𝑅
(︀
𝐺(𝑝)𝐹(𝑝)
)︀ ⊆ 𝑅 (︀𝐺(𝑝))︀ и
𝑅
(︀
𝐺(𝑝)
)︀ ⊆ 𝐿𝑝(Ω), то отсюда следует, что 𝑅 (︀𝐺(𝑝))︀ = 𝐿𝑝(Ω). Второе равенство в (27) дока-
зано.
Вторая часть утверждения леммы 3 относительно оператора 𝐺′ = 𝐺′(·, 𝐷), 𝐷(𝐺′) = 𝐶∞0 (Ω)
доказывается аналогично.
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Лемма 4. Пусть выполнены все условия теоремы 1 и пусть 𝑡2 – постоянная из леммы
3. Тогда, если 𝜏 ∈ (0, 𝑡2), 𝐿(𝑥, 𝑠) ∈ 𝐵(𝜏,−→𝑔 ,Ω), 1 < 𝑝 <∞ и 𝑞 = 𝑝/(𝑝− 1), то
𝐺(𝑝) = (𝐺
′
(𝑞))
*, 𝐺′(𝑞) = 𝐺
*
(𝑝). (34)
Более того операторы 𝐺(𝑝) и 𝐺
′
(𝑞) имеют непрерывные обратные, и для них выполняются
равенства
𝐺−1(𝑝) = 𝐹(𝑝)(𝐸 +S1), (𝐺
′
(𝑞))
−1 = 𝐹 ′(𝑞)(𝐸 +S2), (35)
где операторы S1, S2 соответственно принадлежат пространствам L𝑝[Ω], L𝑞[Ω] и их нор-
ма меньше единицы.
Доказательство. Обычным интегрированием по частям доказывается равенство
(𝐺𝑢, 𝑣) = (𝑢,𝐺′𝑣) для всех 𝑢, 𝑣 ∈ 𝐶∞0 (Ω). Следовательно (𝐺(𝑝)𝑢, 𝑣) = (𝑢,𝐺′(𝑞)𝑣) (𝑢, 𝑣 ∈ 𝐶∞0 (Ω)).
C другой стороны, согласно определению сопряженного оператора,(︀
𝐺(𝑝)𝑢, 𝑣
)︀
=
(︀
𝑢, (𝐺(𝑝))
*𝑣
)︀
для всех 𝑢 ∈ 𝐷 (︀𝐺(𝑝))︀, 𝑣 ∈ 𝐷 (︁𝐺*(𝑝))︁. Таким образом 𝐺*(𝑝)𝑣 = 𝐺′(𝑞)𝑣
(𝑣 ∈ 𝐶∞0 (Ω)).
Согласно известной теореме в теории операторов (см., например, [21, стр.231]), если 𝐴 –
непрерывный линейный оператор в некотором банаховом пространстве, то имеет место равен-
ство (ker𝐴)⊥ = 𝑅(𝐴*), где знак ⊥ означает ортогональное дополнение. Поэтому из равенства
(см. лемму 3) 𝑅
(︁
𝐺′(𝑞)
)︁
= 𝐿𝑞(Ω), следует, что
ker
(︁
𝐺′(𝑞)
)︁*
= 0. (36)
Так как (см. (27)) 𝑅
(︀
𝐺(𝑝)
)︀
= 𝐿𝑝(Ω), то, применяя пункт (в) леммы 2.6 работы [16], из (35)
получим 𝐺(𝑝) =
(︁
𝐺′(𝑞)
)︁*
. Первое равенство в (33) доказано. Аналогичным рассуждением до-
казывается и второе равенство в (33).
Из равенств (33) и (35) следует, что ker𝐺(𝑝) = ker
(︁
𝐺′(𝑞)
)︁*
= 0. Следовательно, 𝐺(𝑝) –
обратимый оператор. Поэтому из равенства (32) имеем
𝐹−1(𝑝)𝐺
−1
(𝑝) =
(︀
𝐸 + Γ1,(𝑝)
)︀−1
. (37)
Вводим оператор S1 =
(︀
𝐸 + Γ1,(𝑝)
)︀−1 − 𝐸. Используя (36) имеем
𝐹(𝑝) (𝐸 +S1) = 𝐹(𝑝)
(︀
𝐸 + Γ1,(𝑝)
)︀−1
= 𝐹(𝑝)𝐹
−1
(𝑝)𝐺
−1
(𝑝) = 𝐺
−1
(𝑝).
Первое равенство в (34) доказано.
Применяя теорему 5 из [21, стр. 230], получаем
(︀
𝐸 + Γ1,(𝑝)
)︀−1
=
∞∑︁
𝑗=0
(−1)𝑗 (︀Γ1,(𝑝))︀𝑗 .
Отсюда следует, что ‖S1‖𝑝 ≤ 1/
(︁
1− ⃦⃦Γ1,(𝑝)⃦⃦𝑝)︁ < 1.
Второе равенство в (34) и неравенство ‖S2‖𝑞 < 1 доказываются аналогично.
Лемма 4 доказана.
Лемма 5. Пусть 1 < 𝑝 < ∞, выполнены все условия теоремы 1 и пусть 𝑡2 – постоян-
ная из леммы 3. Тогда если 𝜏 ∈ (0, 𝑡2) и 𝐿(𝑥, 𝑠) ∈ 𝐵(𝜏,−→𝑔 ,Ω), то имеют место следующие
равенства
𝑅
(︀
𝐹(𝑝)
)︀
= 𝐷
(︀
𝐺(𝑝)
)︀
, ker𝐹(𝑝) = 0. (38)
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Доказательство. Пусть 𝑢(𝑥) – произвольный элемент из 𝑅
(︀
𝐹(𝑝)
)︀
. Тогда существует
функция 𝑣(𝑥) ∈ 𝐿𝑝(Ω) такая, что 𝑢(𝑥) =
(︀
𝐹(𝑝)𝑣
)︀
(𝑥), 𝑥 ∈ Ω. Согласно нашим обозначениям
𝐹(𝑝) – замыкание оператора 𝐹 , определенного равенством (12), в пространстве 𝐿𝑝(Ω). Поэтому
существует последовательность {𝑣𝑗}∞𝑗=1 ⊂ 𝐶∞0 (Ω) такая, что 𝑣𝑗 −→𝑝 𝑣, 𝐹𝑣𝑗 −→𝑝 𝐹(𝑝)𝑣, 𝑗 −→ ∞.
Положим 𝑢𝑗 = 𝐹𝑣𝑗 . Тогда 𝑢𝑗 −→
𝑝
𝑢, 𝑗 −→∞.
Так как 𝑢𝑗 ∈ 𝐶∞0 (Ω), то согласно лемме 2 𝐺𝐹𝑣𝑗 = (𝐸 + Γ1) 𝑣𝑗 , 𝑗 = 1, 2, 3, . . ..
В силу ограниченности оператора 𝐸 + Γ1 имеем (𝐸 + Γ1) 𝑣𝑗 −→
𝑝
(︀
𝐸 + Γ1,(𝑝)
)︀
𝑣, 𝑗 −→ ∞.
Поэтому 𝐺𝐹𝑣𝑗 −→
𝑝
(︀
𝐸 + Γ1,(𝑝)
)︀
𝑣 = 𝐺(𝑝)𝐹(𝑝)𝑣, 𝑗 −→∞. Следовательно 𝑢𝑗 −→
𝑝
𝑢 и 𝐺𝑢𝑗 −→
𝑝
𝐺𝑢 при
𝑗 −→∞, то есть 𝑢 ∈ 𝐷 (︀𝐺(𝑝))︀.
Таким образом,
𝑅
(︀
𝐹(𝑝)
)︀ ⊂ 𝐷 (︀𝐺(𝑝))︀ . (39)
Пусть 𝑤 ∈ 𝐷 (︀𝐺(𝑝))︀. Положим 𝑣 = 𝐺(𝑝)𝑤. Так как согласно лемме 4 существует обратный
оператор 𝐺−1(𝑝), то 𝑤 = 𝐺
−1
(𝑝)𝑣. Отсюда и из равенства (34) следует, что 𝑤 = 𝐹(𝑝) (𝐸 +S1) 𝑣.
Следовательно, 𝑤 ∈ 𝑅 (︀𝐹(𝑝))︀ и доказано включение 𝐷 (︀𝐺(𝑝))︀ ⊂ 𝑅 (︀𝐹(𝑝))︀. Отсюда и из (38)
следует первое равенство в (37).
Пусть 𝐹(𝑝)𝑣 = 0. Тогда из (см. (27)) 𝐺(𝑝)𝐹(𝑝)𝑣 = (𝐸 + Γ1) 𝑣 следует, что (𝐸 + Γ1) 𝑣 = 0.
Из обратимости оператора (𝐸 + Γ1) следует, что ker (𝐸 + Γ1) = 0. Поэтому 𝑣 = 0. Второе
равенство в (37) доказано, что завершает доказательство леммы 5.
4. Доказательство теоремы 1
Сначала докажем одну вспомогательную лемму.
Лемма 6. В условиях теоремы 1 существует, число 𝑡3 > 0 такое, что если 𝜏 ∈ (0, 𝑡3)
и 𝐿(𝑥, 𝑠) ∈ 𝐵(𝜏,−→𝑔 ,Ω), то существует оператор Γ ∈ L𝑝[Ω] с ‖ · ‖𝑝-нормой, не превосходящей
1/2, такой, что
𝐿𝐹𝑢 = (𝐸 + Γ)𝑢 (𝑢 ∈ 𝐶∞0 (Ω)) . (40)
Доказательство. Аналогично равенствам (20), (21), доказывается равенство (39), где
Γ = Γ′ + Γ′′, Γ′ =
+∞∑︁
𝑚=1
[𝐿, 𝜓𝑚]Φ𝑚𝜓𝑚, Γ
′′ =
+∞∑︁
𝑚=1
𝜓𝑚 (𝐿− 𝐿𝑚) Φ𝑚𝜓𝑚.
Далее поступая также, как в доказательстве леммы 2, доказывается, что ‖Γ‖𝑝 ≤ 𝜏M0, где
M0 – некоторая положительная постоянная. Следовательно, при 𝑡3 = 1/2𝜏M0 и 𝜏 ∈ (0, 𝑡3)
норма оператора Γ не превосходит 1/2. Лемма 6 доказана.
Теперь переходим к непосредственному доказательству теоремы 1. Сначала покажем,
что оператор (см. (1)) 𝐿 = 𝐿(·, 𝐷), 𝐷(𝐿) = 𝐶∞0 (Ω), допускает замыкание в пространстве
𝐿𝑝(Ω), 1 < 𝑝 < ∞. Для этого нам достаточно показать, что если 𝐿𝑢𝑗 −→
𝑝
𝑣, 𝑢𝑗 −→
𝑝
0 при
𝑗 −→ +∞, где 𝑣 ∈ 𝐿𝑝(Ω) и 𝑢𝑗 ∈ 𝐶∞0 (Ω) для 𝑗 = 1, 2, . . ., то 𝑣 = 0.
Так как 𝐶∞0 (Ω) ⊂ 𝐷(𝐺(𝑝)) и согласно лемме 5 (см. (37)) 𝐷(𝐺(𝑝)) = 𝑅(𝐹(𝑝)), то 𝑢𝑗 ∈ 𝑅(𝐹(𝑝))
для 𝑗 = 1, 2, . . .. Следовательно, существуют функции 𝑣𝑗 ∈ 𝐿𝑝(Ω), 𝑗 = 1, 2, . . ., такие, что
𝑢𝑗 = 𝐹(𝑝)𝑣𝑗 , 𝑗 = 1, 2, . . .. Поэтому
𝐿𝐹(𝑝)𝑣𝑗 −→
𝑝
𝑣 и 𝐹(𝑝)𝑣𝑗 −→
𝑝
0 при 𝑗 −→ +∞.
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Далее применяя лемму 6 (см. (39)) имеем
𝐿𝐹(𝑝)𝑣𝑗 =
(︀
𝐸 + Γ(𝑝)
)︀
𝑣𝑗 −→
𝑝
𝑣, 𝐹(𝑝)𝑣𝑗 −→
𝑝
0 при 𝑗 −→ +∞.
Отсюда в силу обратимости оператора
(︀
𝐸 + Γ(𝑝)
)︀
следует, что
𝑣𝑗 −→
𝑝
(︀
𝐸 + Γ(𝑝)
)︀−1
𝑣, 𝐹(𝑝)𝑣𝑗 −→
𝑝
0 при 𝑗 −→ +∞. (41)
Так как 𝐹(𝑝) – замкнутый непрерывный оператор, то из 𝑣𝑗 −→
𝑝
𝑤, 𝐹(𝑝)𝑣𝑗 −→
𝑝
0 при 𝑗 −→ +∞
следует, что 𝐹(𝑝)𝑤 = 0. Поэтому из (40) получаем 𝐹(𝑝)
(︀
𝐸 + Γ(𝑝)
)︀−1
𝑣 = 0. Отсюда в силу
равенства (37) имеем
(︀
𝐸 + Γ(𝑝)
)︀−1
𝑣 = 0, то есть 𝑣 = 0, что и требовалось доказать.
Таким образом, доказано, что оператор 𝐿 = 𝐿(·, 𝐷), 𝐷(𝐿) = 𝐶∞0 (Ω), имеет в пространстве
𝐿𝑝(Ω), 1 < 𝑝 <∞, замыкание. Это замыкание обозначим через 𝐿(𝑝).
Далее докажем равенство
ker𝐿(𝑝) = 0. (42)
Пусть 𝐿(𝑝)𝑣 = 0. Существует последовательность {𝑢𝑗}∞𝑗=1 ⊂ 𝐶∞0 (Ω) такая, что
𝑢𝑗 −→
𝑝
𝑣, 𝐿𝑢𝑗 −→
𝑝
0 при 𝑗 −→ +∞. (43)
Так как (см. (37)) 𝐶∞0 (Ω) ⊂ 𝐷(𝐺(𝑝)) = 𝑅(𝐹(𝑝)), то функции 𝑢𝑗 , 𝑗 = 1, 2, . . ., можно представить
в виде 𝑢𝑗 = 𝐹(𝑝)𝑣𝑗 , 𝑗 = 1, 2, . . .. Подставляя это в (42) имеем
𝐹(𝑝)𝑣𝑗 −→
𝑝
𝑣, 𝐿𝐹(𝑝)𝑣𝑗 −→
𝑝
0 при 𝑗 −→ +∞.
Отсюда в силу леммы 6 получим
(︀
𝐸 + Γ(𝑝)
)︀
𝑣𝑗 −→
𝑝
0 при 𝑗 −→ +∞. Поскольку (︀𝐸 + Γ(𝑝))︀ – об-
ратимый оператор, то 𝑣𝑗 −→
𝑝
0 при 𝑗 −→ +∞. Таким образом, 𝐹(𝑝)𝑣𝑗 −→
𝑝
𝑣, 𝑣𝑗 −→
𝑝
0 при 𝑗 −→ +∞.
Отсюда в силу замкнутости оператора 𝐹(𝑝) находим 𝐹(𝑝)𝑣 = 0. Следовательно (см. лемму 5),
𝑣 = 0. Равенство (41) доказано.
Далее, в силу равенства (39), поступая так же, как в доказательстве леммы 3, дока-
зывается, что 𝐿(𝑝)𝐹(𝑝) = 𝐸 + Γ(𝑝). Так как 𝑅
(︀
𝐸 + Γ(𝑝)
)︀
= 𝐿𝑝(Ω), то отсюда следует, что
𝑅
(︀
𝐿(𝑝)𝐹(𝑝)
)︀
= 𝐿𝑝(Ω). Далее учитывая 𝑅
(︀
𝐿(𝑝)𝐹(𝑝)
)︀ ⊆ 𝑅 (︀𝐿(𝑝))︀ ⊆ 𝐿𝑝(Ω) получим
𝑅
(︀
𝐿(𝑝)
)︀
= 𝐿𝑝(Ω). (44)
Отсюда и из (41) следует существование обратного оператора 𝐿−1(𝑝).
Так как
⃦⃦
Γ(𝑝)
⃦⃦ ≤ 1/2, то (︀𝐸 + Γ(𝑝))︀ – обратимый оператор и ⃦⃦⃦(︀𝐸 + Γ(𝑝))︀−1⃦⃦⃦ ≤ 1. Положим
𝒥 = (︀𝐸 + Γ(𝑝))︀−1 − 𝐸. Используя равенство 𝐿(𝑝)𝐹(𝑝) = 𝐸 + Γ(𝑝) имеем
𝐿−1(𝑝) = 𝐹(𝑝)(𝐸 + 𝒥 ), (45)
где 𝒥 ∈ L𝑝[Ω] и ‖𝒥 ‖𝑝 < 1. Теорема 1 доказана.
5. Доказательство теоремы 2
Сначала докажем неравенство⃦⃦⃦
𝑎𝑘𝐷
𝑘𝐹
⃦⃦⃦
𝑝
≤ 𝐶1 < +∞, |𝑘| ≤ 2𝑟, (46)
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где оператор 𝐹 определен равенством (12).
Представим оператор 𝑎𝑘𝐷𝑘𝐹 в виде
𝑎𝑘𝐷
𝑘𝐹 = 𝐹
(𝑘)
* + 𝐹
(𝑘)
** , (47)
где
𝐹
(𝑘)
* =
+∞∑︁
𝑚=1
𝜓𝑚𝑎𝑘Φ
(𝑘)
𝑚 𝜓𝑚, 𝐹
(𝑘)
** =
+∞∑︁
𝑚=1
[︁
𝑎𝑘𝐷
𝑘, 𝜓𝑚
]︁
Φ𝑚𝜓𝑚, (48)
Φ
(𝑘)
𝑚 – псевдодифференциальный оператор в 𝑅𝑛 с символом 𝑠𝑘𝐿−1𝑚 (𝑠).
Далее оценим норму оператора 𝐹 (𝑘)* . Для этого представим оператор 𝐹
(𝑘)
* в виде
𝐹
(𝑘)
* =
+∞∑︁
𝑚=1
𝜓𝑚
(︁
𝑎𝑘(𝑥)− 𝑎𝑘
(︁
𝑥(𝑚, 𝑘)
)︁)︁
Φ(𝑘)𝑚 𝜓𝑚 +
+∞∑︁
𝑚=1
𝜓𝑚𝑎𝑘
(︁
𝑥(𝑚, 𝑘)
)︁
Φ(𝑘)𝑚 𝜓𝑚.
Применяя лемму 2.2 из [16], получаем⃦⃦⃦
𝐹
(𝑘)
*
⃦⃦⃦
𝑝
≤𝑀1 (C1, 𝑘 + C2, 𝑘) , (49)
где
C1, 𝑘 = sup
𝑚=1, 2, ...
⃦⃦⃦
𝜓𝑚
(︁
𝑎𝑘(𝑥)− 𝑎𝑘
(︁
𝑥(𝑚, 𝑘)
)︁)︁
Φ(𝑘)𝑚 𝜓𝑚
⃦⃦⃦
𝑝
, C2, 𝑘 = sup
𝑚=1, 2, ...
⃦⃦⃦
𝜓𝑚𝑎𝑘
(︁
𝑥(𝑚, 𝑘)
)︁
Φ(𝑘)𝑚 𝜓𝑚
⃦⃦⃦
𝑝
.
Поступая также, как при оценке нормы оператора Γ0 в доказательстве леммы 3, получаем⃦⃦⃦
𝜓𝑚
(︁
𝑎𝑘(𝑥)− 𝑎𝑘
(︁
𝑥(𝑚, 𝑘)
)︁)︁
Φ(𝑘)𝑚 𝜓𝑚
⃦⃦⃦
𝑝
≤𝑀11 sup
⃒⃒⃒(︁
𝑎𝑘(𝑥)− 𝑎𝑘
(︁
𝑥(𝑚, 𝑘)
)︁)︁
𝑠𝑘𝐿−1𝑚 (𝑠)
⃒⃒⃒
≤
≤𝑀12 sup
⃒⃒⃒(︁
𝑎𝑘(𝑥)− 𝑎𝑘
(︁
𝑥(𝑚, 𝑘)
)︁)︁
𝑠𝑘𝐿−1(𝑥, 𝑠)
⃒⃒⃒
≤ 𝜏 𝑀13,
где верхняя грань берется по 𝑥 ∈ supp 𝜓𝑚, 𝑠 ∈ 𝑅𝑛. Таким образом, C1, 𝑘 ≤𝑀13𝜏, |𝑘| ≤ 2𝑟, где
𝑀13 – некоторая положительная постоянная.
Из (17) и условия (3) следует, что⃒⃒⃒
𝑎𝑘
(︁
𝑥(𝑚, 𝑘)
)︁
𝑠𝑘𝐿−1𝑚 (𝑠)
⃒⃒⃒
≤𝑀14
для всех 𝑠 ∈ 𝑅𝑛, 𝑚 = 1, 2, 3, . . .. Отсюда в силу леммы 2.3 из [16] имеем
C2, 𝑘 ≤𝑀15 sup
𝑚=1,2,3,...
sup
𝑠∈𝑅𝑛
⃒⃒⃒
𝑎𝑘
(︁
𝑥(𝑚, 𝑘)
)︁
𝑠𝑘𝐿−1𝑚 (𝑠)
⃒⃒⃒
≤𝑀15𝑀14.
Далее учитывая (48) имеем
‖𝐹 (𝑘)* ‖𝑝 ≤𝑀16 < +∞, (50)
где 𝑀16 – положительная постоянная, зависящая от 𝑟, 𝑛, 𝑝, κ, 𝛿, 𝜆.
Представим оператор 𝐹 (𝑘)** в виде
𝐹
(𝑘)
** =
+∞∑︁
𝑚=1
∑︁
𝑘′+𝑘′′=𝑘,
𝑘′ ̸=0
𝐶(𝑘′, 𝑘′′)𝑎𝑘(𝑥)𝜓(𝑘
′)
𝑚 Φ
(𝑘′′)
𝑚 𝜓𝑚,
где 𝐶(𝑘′, 𝑘′′) – постоянные числа, 𝜓(𝑘
′)
𝑚 (𝑥) = 𝐷𝑘
′
𝑥 𝜓𝑚(𝑥) и Φ
(𝑘′′)
𝑚 – псевдодифференциальный
оператор в 𝑅𝑛 с символом 𝑠𝑘
′′
𝐿−1𝑚 (𝑠).
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Применяя лемму 2.2 из [16], получим⃦⃦⃦
𝐹
(𝑘)
**
⃦⃦⃦
𝑝
≤ Λ1/𝑝(𝑛, 𝜆)
∑︁
𝑘′+𝑘′′=𝑘,
𝑘′ ̸=0
C(𝑘)(𝑘′, 𝑘′′),
где
C(𝑘)(𝑘′, 𝑘′′) = sup
1, 2, ...
⃦⃦⃦
𝑎𝑘(𝑥)𝜓
(𝑘′)
𝑚 Φ
(𝑘′′)
𝑚 𝜓𝑚
⃦⃦⃦
𝑝
.
Из утверждения п. 3 леммы 1, неравенства (17) и условия (II) следует, что
sup
𝑥∈supp𝜓𝑚
sup
𝑠∈𝑅𝑛
⃒⃒⃒
𝜓(𝑘
′)
𝑚 (𝑥)𝑎𝑘(𝑥)𝑠
𝑘′′𝐿−1𝑚 (𝑠)
⃒⃒⃒
≤
≤𝑀21 sup
𝑥∈supp𝜓𝑚
sup
𝑠∈𝑅𝑛
⃒⃒⃒
𝑎𝑘(𝑥)𝑔
𝑘′1
1 (𝑥)𝑔
𝑘′2
2 (𝑥) . . . 𝑔
𝑘′𝑛
𝑛 (𝑥)𝑠
𝑘′′𝐿−1𝑚 (𝑠)
⃒⃒⃒
≤
≤𝑀22 sup
𝑥∈supp𝜓𝑚
sup
𝑠∈𝑅𝑛
⃒⃒⃒
𝑎𝑘(𝑥)𝑔
𝑘′1
1 (𝑥)𝑔
𝑘′2
2 (𝑥) . . . 𝑔
𝑘′𝑛
𝑛 (𝑥)𝑠
𝑘′′𝐿−1(𝑥, 𝑠)
⃒⃒⃒
≤ 𝜏𝑀22 < +∞.
Далее учитывая неравенство ⃦⃦⃦
Φ(𝑘
′′)
𝑚
⃦⃦⃦
𝑝
≤𝑀23 sup
𝑠∈𝑅𝑛
⃒⃒⃒
𝑠𝑘
′′
𝐿−1𝑚 (𝑠)
⃒⃒⃒
,
имеем⃦⃦⃦
𝑎𝑘(𝑥)𝜓
(𝑘′)
𝑚 Φ
(𝑘′′)
𝑚 𝜓𝑚
⃦⃦⃦
𝑝
≤𝑀23 sup
𝑥∈supp𝜓𝑚
sup
𝑠∈𝑅𝑛
⃒⃒⃒
𝜓(𝑘
′)
𝑚 (𝑥)𝑎𝑘(𝑥)𝑠
𝑘′′𝐿−1𝑚 (𝑠)
⃒⃒⃒
≤ 𝜏𝑀22𝑀23 < +∞.
Таким образом ⃦⃦⃦
𝐹
(𝑘)
**
⃦⃦⃦
𝑝
≤𝑀24 < +∞, (51)
где 𝑀24 – некоторая положительная постоянная, зависящая только от 𝑟, 𝑛, 𝑝, κ, 𝛿, 𝜆.
В силу равенства (46) из (49) и (50) следует неравенство (45).
Далее докажем неравенство⃦⃦⃦
𝑎𝑘𝐷
𝑘𝑢; 𝐿𝑝(Ω)
⃦⃦⃦
≤ 𝐶2 ‖𝐿𝑢; 𝐿𝑝(Ω)‖ (1 < 𝑝 < +∞) (52)
для всех 𝑢 ∈ 𝐶∞0 (Ω); 𝐶2 – некоторая положительная постоянная, не зависящая от 𝑢(𝑥).
Пусть 𝑢(𝑥) – произвольная функция из 𝐶∞0 (Ω). Так как (см. лемму 5) 𝐶∞0 (Ω) ⊂ 𝐷
(︀
𝐺(𝑝)
)︀
=
= 𝑅
(︀
𝐹(𝑝)
)︀
, то существует функция 𝑣 ∈ 𝐿𝑝(Ω) такая, что 𝑢 = 𝐹(𝑝)𝑣. Учитывая это, в силу
равенства 𝐿(𝑝)𝐹(𝑝) = 𝐸 + Γ(𝑝) имеем 𝑣 =
(︀
𝐸 + Γ(𝑝)
)︀−1
𝐿𝑢. Далее применяя неравенство (45)
имеем⃦⃦⃦
𝑎𝑘𝐷
𝑘𝑢; 𝐿𝑝(Ω)
⃦⃦⃦
=
⃦⃦⃦
𝑎𝑘𝐷
𝑘𝐹(𝑝)𝑣; 𝐿𝑝(Ω)
⃦⃦⃦
≤ 𝐶1 ‖𝑣; 𝐿𝑝(Ω)‖ =
= 𝐶1
⃦⃦⃦(︀
𝐸 + Γ(𝑝)
)︀−1
𝐿𝑢; 𝐿𝑝(Ω)
⃦⃦⃦
≤ 𝐶2 ‖𝐿𝑢; 𝐿𝑝(Ω)‖ .
Неравенство (51) доказано.
Из (12) следует, что (см. (I), (29))⃦⃦
𝐹(𝑝)
⃦⃦
𝑝
≤ Λ1/𝑝(𝑛, 𝜆) sup
𝑚=1, 2, ...
‖Φ𝑚‖𝑝 ≤𝑀 sup
𝑠∈𝑅𝑛
⃒⃒
𝐿−1𝑚 (𝑠)
⃒⃒ ≤𝑀*,
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где постоянная 𝑀* > 0 зависит только от 𝑟, 𝑛, 𝑝, κ, 𝛿. Отсюда и из (44) следует ограничен-
ность оператора 𝐿−1(𝑝). Поэтому существует положительная постоянная 𝐶0 такая, что
‖𝑢; 𝐿𝑝(Ω)‖ ≤ 𝐶0 ‖𝐿𝑢; 𝐿𝑝(Ω)‖ (𝑢 ∈ 𝐶∞0 (Ω)) . (53)
Теперь применяя неравенства (51), (52) находим (см. (5))
‖𝑢; 𝑊𝑝;𝐿(Ω)‖ ≤ ‖𝑢; 𝐿𝑝(Ω)‖+
∑︁
|𝑘|≤2𝑟
⃦⃦⃦
𝑎𝑘𝐷
𝑘𝑢; 𝐿𝑝(Ω)
⃦⃦⃦
≤𝑀3 ‖𝐿𝑢; 𝐿𝑝(Ω)‖ .
Таким образом левое неравенство в (8) для всех 𝑢 ∈ 𝐶∞0 (Ω) доказано. Правое неравенство в (8)
очевидно. Так как по определению
0
𝑊 𝑝;𝐿 (Ω) – пополнение класса 𝐶∞0 (Ω) по норме (5) и 𝐿(𝑝)
– замыкание в 𝐿𝑝(Ω) оператора 𝐿 = 𝐿(·, 𝐷), 𝐷(𝐿) = 𝐶∞0 (Ω), то из доказанного неравенства
по непрерывности следует, что 𝐷
(︀
𝐿(𝑝)
)︀
=
0
𝑊 𝑝, 𝐿 (Ω), и неравенство (8) имеет место для всех
𝑢 ∈ 𝐷 (︀𝐿(𝑝))︀.
Первая часть утверждения теоремы 2 доказана.
Далее докажем, что всякая функция 𝑢(𝑥) ∈ 𝐿𝑝(Ω), удовлетворяющая условию
∑︁
|𝑘|≤2𝑟
(︃ ∞∑︁
𝑚=1
∫︁
Ω
⃒⃒⃒
𝑎𝑘
(︁
𝑥(𝑚, 𝑘)
)︁
𝜓2𝑚(𝑥)𝐷
𝑘
𝑥𝑢(𝑥)
⃒⃒⃒𝑝
𝑑𝑥
)︃
< +∞, (54)
принадлежит области определения оператора 𝐿(𝑝).
Пусть 𝐺(𝑥, 𝐷𝑥) – вспомогательное дифференциальное выражение, определенное равен-
ствами (14), (15) и 𝐺(𝑝) – замыкание оператора 𝐺(𝑥, 𝐷𝑥), 𝐷(𝐺) = 𝐶
∞
0 (Ω) в 𝐿𝑝(Ω).
Так как коэффициенты ̃︀𝑎𝑘(𝑥) выражения 𝐺(𝑥, 𝐷𝑥) достаточно гладкие, то можно опреде-
лить выражение 𝐺′(𝑥, 𝐷𝑥) сопряженное к 𝐺(𝑥, 𝐷𝑥). Через 𝐺′(𝑞) обозначим замыкание опера-
тора 𝐺′(𝑥, 𝐷𝑥), 𝐷(𝐺′) = 𝐶∞0 (Ω) в пространстве 𝐿𝑞(Ω), 𝑞 = 𝑝/(𝑝− 1).
Из (14), (15) имеем
‖𝐺𝑢; 𝐿𝑝(Ω)‖ ≤
∑︁
|𝑘|≤2𝑟
∞∑︁
𝑚=1
(︂∫︁
Ω
⃒⃒⃒
𝑎𝑘
(︁
𝑥(𝑚, 𝑘)
)︁
𝜓2𝑚(𝑥)𝐷
𝑘
𝑥𝑢(𝑥)
⃒⃒⃒𝑝
𝑑𝑥
)︂1/𝑝
.
Отсюда в силу условия (53) получим 𝐺𝑢 ∈ 𝐿𝑝(Ω). Теперь в силу пункта (г) леммы 2.6 работы
[16] из 𝑢 ∈ 𝐿𝑝(Ω) и 𝐺𝑢 ∈ 𝐿𝑝(Ω) следует, что 𝑢 ∈ 𝐷
(︁(︁
𝐺′(𝑞)
)︁*)︁
и в силу (33) 𝑢 ∈ 𝐷 (︀𝐺(𝑝))︀. Так
как (см. (37)) 𝐷
(︀
𝐺(𝑝)
)︀
= 𝑅
(︀
𝐹(𝑝)
)︀
, то 𝑢 ∈ 𝑅 (︀𝐹(𝑝))︀. Отсюда в силу равенства
𝐷
(︀
𝐿(𝑝)
)︀
= 𝑅
(︀
𝐹(𝑝)
)︀
(55)
следует, что 𝑢 ∈ 𝐷 (︀𝐿(𝑝))︀.
Докажем равенство (54). Пусть 𝑣(𝑥) – произвольный элемент из 𝑅
(︀
𝐹(𝑝)
)︀
. Тогда существует
функция 𝑤(𝑥) ∈ 𝐿𝑝(Ω) такая, что 𝑣(𝑥) =
(︀
𝐹(𝑝)𝑤
)︀
(𝑥), 𝑥 ∈ Ω. Существует последовательность
функций 𝑤1(𝑥), 𝑤2(𝑥), . . . из 𝐶∞0 (Ω) такая, что 𝑤𝑗 −→𝑝 𝑤 и 𝐹𝑤𝑗 −→𝑝 𝐹(𝑝)𝑤, при 𝑗 −→ +∞. Обо-
значим 𝑣𝑗 = 𝐹𝑤𝑗 . Тогда имеем 𝑤𝑗 −→
𝑝
𝑤 и 𝑣𝑗 −→
𝑝
𝑣 при 𝑗 −→ +∞. Так как {𝑤𝑗}∞𝑗=1 ⊂ 𝐶∞0 (Ω), то
применяя лемму 6 имеем 𝐿𝐹𝑤𝑗 = (𝐸 + Γ)𝑤𝑗 , 𝑗 = 1, 2, . . .. В силу ограниченности оператора
(𝐸 + Γ) из 𝑤𝑗 −→
𝑝
𝑤, 𝑗 −→ +∞, следует, что (𝐸 + Γ)𝑤𝑗 −→
𝑝
(𝐸 + Γ)𝑤 при 𝑗 −→ +∞. Отсюда
ввиду равенства 𝐿(𝑝)𝐹(𝑝) = 𝐸 + Γ(𝑝) следует, что 𝐿𝐹𝑤𝑗 −→
𝑝
𝐿(𝑝)𝐹(𝑝)𝑤 при 𝑗 −→ +∞. Подстав-
ляя сюда 𝑣𝑗 = 𝐹𝑤𝑗 , 𝑣 = 𝐹(𝑝)𝑤 находим 𝑣𝑗 −→
𝑝
𝑣 и 𝐿𝑣𝑗 −→
𝑝
𝐿(𝑝)𝑣 при 𝑗 −→ +∞. Следовательно,
𝑣 ∈ 𝐷 (︀𝐿(𝑝))︀.
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Таким образом, включение 𝑅
(︀
𝐹(𝑝)
)︀ ⊂ 𝐷 (︀𝐿(𝑝))︀ доказано. Обратное включение следует из
равенства 𝐿−1(𝑝) = 𝐹(𝑝)(𝐸 + 𝒥 ), где 𝒥 ∈ L𝑝[Ω] и ‖𝒥 ‖𝑝 < 1. Равенство (54) доказано.
Далее докажем, что
𝑊 ′𝑝, 𝐿(Ω) ⊂ 𝐷
(︀
𝐿(𝑝)
)︀
. (56)
Пусть 𝑢 ∈ 𝑊 ′𝑝;𝐿(Ω). Тогда 𝑢 ∈ 𝐿𝑝(Ω) ∩ 𝑂K и конечна норма (5). Выберем точки
𝑥(𝑚, 𝑘) ∈ supp𝜓𝑚, |𝑘| ≤ 2𝑟, 𝑚 = 1, 2, . . ., которые имеются в определении вспомогательно-
го дифференциального выражения 𝐺(𝑥, 𝐷𝑥) (см. (14), (15)), таким образом, чтобы для почти
всех 𝑥 ∈ supp𝜓𝑚 выполнялось неравенство
⃒⃒
𝑎𝑘(𝑥)𝐷
𝑘
𝑥𝑢(𝑥)
⃒⃒ ≤ |𝑎𝑘(𝑥)| . Тогда учитывая конеч-
ность покрытия {supp𝜓𝑚}∞𝑚=1 области Ω (см. пункт 2) леммы 1) имеем
∑︁
|𝑘|≤2𝑟
(︃ ∞∑︁
𝑚=1
∫︁
Ω
⃒⃒⃒
𝑎𝑘
(︁
𝑥(𝑚, 𝑘)
)︁
𝜓2𝑚(𝑥)𝐷
𝑘
𝑥𝑢(𝑥)
⃒⃒⃒𝑝
𝑑𝑥
)︃
≤
≤ 2𝑝Λ(𝑛, 𝜆)
∑︁
|𝑘|≤2𝑟
∫︁
Ω
⃒⃒⃒
𝑎𝑘 (𝑥)𝐷
𝑘
𝑥𝑢(𝑥)
⃒⃒⃒𝑝
𝑑𝑥 ≤ 2𝑝Λ(𝑛, 𝜆) ‖𝑢; 𝑊𝑝;𝐿(Ω)‖ < +∞.
Следовательно, условие (53) выполняется и 𝑢 ∈ 𝐷 (︀𝐿(𝑝))︀. Вложение (55) доказано.
Пусть выполнено условие гладкости (4). Тогда для любой функции 𝑢(𝑥) ∈ 𝐿1, 𝑙𝑜𝑐(Ω) по
формуле (6) можно определить обобщенную функцию 𝑎𝑘 (𝑥)𝐷𝑘𝑥𝑢(𝑥). Следовательно, можно
определить и пространства𝑊𝑝, 𝐿(Ω),𝒲𝑝, 𝐿(Ω). Заметим, что норма в пространствах
0
𝑊 𝑝, 𝐿 (Ω),
𝑊 ′𝑝, 𝐿(Ω), 𝑊𝑝, 𝐿(Ω) определяется одним и тем же равенством (5). Поэтому с помощью рас-
суждений аналогичных доказательству вложения (55) можно показать, что для любой функ-
ции 𝑢 ∈ 𝑊𝑝, 𝐿(Ω) выполняется условие (53), и следовательно 𝑢 ∈ 𝐷
(︀
𝐿(𝑝)
)︀
, то есть имеет
место вложение 𝑊𝑝, 𝐿(Ω) ⊂ 𝐷
(︀
𝐿(𝑝)
)︀
. Так как
0
𝑊 𝑝, 𝐿 (Ω) ⊂ 𝑊𝑝, 𝐿(Ω) и 𝐷
(︀
𝐿(𝑝)
)︀
=
0
𝑊 𝑝, 𝐿 (Ω), то
0
𝑊 𝑝, 𝐿 (Ω) =𝑊𝑝, 𝐿(Ω). Равенство
0
𝒲𝑝, 𝐿 (Ω) = 𝐷
(︀
𝐿(𝑝)
)︀
непосредственно следует из определения
оператора 𝐿(𝑝) и пространства
0
𝒲𝑝, 𝐿 (Ω). Равенство (9) доказано.
6. Доказательство теоремы 3
Непосредственными вычислениями доказывается следующая лемма.
Лемма 7. Пусть символ
𝐴(𝑥, 𝑠) =
∑︁
|𝑘|≤2𝑟
𝑎𝑘(𝑥)𝑠
𝑘 (𝑥 ∈ Ω, 𝑠 ∈ 𝑅𝑛)
принадлежит классу 𝐵(𝜏1,
−→𝑔 ,Ω), 𝜏1 ∈ (0, 1), и пусть коэффициенты 𝑏𝑘(𝑥) символа
𝐴0(𝑥, 𝑠) =
∑︁
|𝑘|≤2𝑟
𝑏𝑘(𝑥)𝑠
𝑘 (𝑥 ∈ Ω, 𝑠 ∈ 𝑅𝑛)
удовлетворяют условию∑︁
𝑘′+𝑘′′=𝑘,
|𝑘|≤2𝑟
⃒⃒⃒
𝑏𝑘(𝑥)𝑠
𝑘′𝑔
𝑘′′1
1 (𝑥)𝑔
𝑘′′2
2 (𝑥) . . . 𝑔
𝑘′′𝑛
𝑛 (𝑥)
⃒⃒⃒
≤ 𝜏2|𝐴(𝑥, 𝑠)|, 𝜏2 ∈ (0, 1/2),
для всех 𝑥 ∈ Ω, 𝑠 ∈ 𝑅𝑛.
Тогда символ 𝐴1(𝑥, 𝑠) = 𝐴(𝑥, 𝑠) + 𝐴0(𝑥, 𝑠) принадлежит классу 𝐵(𝜏3,
−→𝑔 ,Ω), где 𝜏3 ≥
≥ 𝜏1 + 6𝜏2.
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Обозначим через 𝐿′(𝑥, 𝑠) символ дифференциального выражения 𝐿′(𝑥, 𝐷𝑥), сопряженного
к дифференциальному выражению 𝐿(𝑥, 𝐷𝑥).
Лемма 8. Существует число 𝜇 ∈ (0, 1/4), зависящее только от 𝑟 и 𝑛, такое, что если
𝐿(𝑥, 𝑠) ∈ B(𝜏,−→𝑔 ,Ω), 𝜏 ∈ (0, 𝜇), то 𝐿′(𝑥, 𝑠) ∈ 𝐵
(︂
8𝜏
𝜇
,−→𝑔 ,Ω
)︂
. Если при этом выполняется
неравенство ∑︁
|𝑘|≤2𝑟
⃒⃒⃒
𝑎𝑘(𝑥)𝑠
𝑘
⃒⃒⃒
≤ κ |𝐿(𝑥, 𝑠)| (𝑥 ∈ Ω, 𝑠 ∈ 𝑅𝑛) ,
то ∑︁
|𝑘|≤2𝑟
⃒⃒⃒
𝑎′𝑘(𝑥)𝑠
𝑘
⃒⃒⃒
≤ κ′ |𝐿′(𝑥, 𝑠)| (𝑥 ∈ Ω, 𝑠 ∈ 𝑅𝑛) ,
где κ′ = 4κ + 3 и 𝑎′𝑘(𝑥) – коэффициенты символа 𝐿′(𝑥, 𝑠).
Доказательство основано на применении леммы 7.
Далее докажем, что в условиях теоремы 3 имеет место равенство
ker
(︁
𝐿′(𝑞)
)︁*
= 0. (57)
Сначала рассмотрим случай, когда выполняется условие (IVа). В этом случае 𝐿(𝑥, 𝐷𝑥) –
симметричное дифференциальное выражение, то есть 𝐿′(𝑥, 𝐷𝑥) = 𝐿(𝑥, 𝐷𝑥). Поэтому к опе-
ратору 𝐿′ = 𝐿′(𝑥, 𝐷𝑥), 𝐷(𝐿′) = 𝐶∞0 (Ω), можно применить теорему 1. Тогда (см. (41), (43))
ker
(︁
𝐿′(𝑞)
)︁
= 0, 𝑅
(︁
𝐿′(𝑞)
)︁
= 𝐿𝑞(Ω). Так как 𝑅
(︁
𝐿′(𝑞)
)︁
⊕ ker
(︁
𝐿′(𝑞)
)︁*
= 𝐿𝑞(Ω), то отсюда следует
(56).
Теперь рассмотрим случай, когда выполняется условие (IVб). В этом случае подбираем
число 𝑡0 = 𝑡0(𝑟, 𝑛, 𝑝, 𝐾) > 0 следующим образом
𝑡0 =
𝜇
8
min {𝑡3(𝑟, 𝑛, 𝑝, κ), 𝜏0(𝑟, 𝑛, 𝑝, κ)} ,
где число 𝜇 > 0 – такое же как в лемме 8, 𝑡3 = 𝑡3(𝑟, 𝑛, 𝑝, κ) – положительное число, опре-
деленное в лемме 6, 𝜏0(𝑟, 𝑛, 𝑝, κ) – положительное число, определенное в теореме 1. Тогда
𝐿(𝑥, 𝑠) ∈ 𝐵(𝜏,−→𝑔 ,Ω) при 𝜏 ∈ (0, 𝑡0) и в силу леммы 8 имеем 𝐿′(𝑥, 𝑠) ∈ 𝐵(𝜏,−→𝑔 ,Ω). Следова-
тельно к оператору 𝐿′ = 𝐿′(𝑥, 𝐷𝑥), 𝐷(𝐿′) = 𝐶∞0 (Ω), заданному в пространстве 𝐿𝑞(Ω), можно
применить теорему 1. Поэтому (см. (43)) 𝑅
(︁
𝐿′(𝑞)
)︁
= 𝐿𝑞(Ω) и следовательно ker
(︁
𝐿′(𝑞)
)︁*
= 0.
Равенство (56) доказано в случае выполнения условия (IVб).
Так как 𝜏 < 𝑡3(𝑟, 𝑛, 𝑝, κ), то к оператору 𝐿 = 𝐿(𝑥, 𝐷𝑥), 𝐷(𝐿) = 𝐶∞0 (Ω), заданному
в пространстве 𝐿𝑝(Ω), можно применить теорему 1. Поэтому (см. (43)) 𝑅
(︀
𝐿(𝑝)
)︀
= 𝐿𝑝(Ω).
Отсюда и из (56) в силу пункта (в) леммы 2.6 из [16] следует равенство
(︁
𝐿′(𝑞)
)︁*
= 𝐿(𝑝). Теперь
из утверждения пункта (г) леммы 2.6 из [16] следует, что 𝑢(𝑥) ∈ 𝐷
(︁(︁
𝐿′(𝑞)
)︁*)︁
= 𝐷
(︀
𝐿(𝑝)
)︀
тогда
и только тогда, когда 𝑢(𝑥) ∈ 𝐿𝑝(Ω) и обобщенная функция
(𝐿(𝑥, 𝐷𝑥)𝑢) (𝑥) =
∑︁
|𝑘|≤2𝑟
𝑎𝑘(𝑥)𝐷
𝑘
𝑥𝑢(𝑥)
принадлежит пространству 𝐿𝑝(Ω). Следовательно,
𝐷
(︀
𝐿(𝑝)
)︀
=𝒲𝑝, 𝐿(Ω). (58)
Далее, применяя теорему 2, имеем
𝐷
(︀
𝐿(𝑝)
)︀
=𝑊𝑝, 𝐿(Ω) =
0
𝑊 𝑝, 𝐿 (Ω). (59)
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Следовательно
𝐷
(︀
𝐿(𝑝)
)︀
=𝑊𝑝, 𝐿(Ω) =𝒲𝑝, 𝐿(Ω). (60)
Равенство (10) теоремы 3 следует из (57), (58).
Далее покажем, что из (59) следует разделимость дифференциального выражения
𝐿(𝑥, 𝐷𝑥) (см. определение 1). Пусть функция 𝑢(𝑥) ∈ 𝐿𝑝(Ω) такая, что 𝐿(𝑥, 𝐷𝑥)𝑢(𝑥) ∈ 𝐿𝑝(Ω).
Тогда из определения функционального пространства (см. (7)) 𝒲𝑝, 𝐿(Ω) следует, что 𝑢(𝑥) ∈
∈ 𝒲𝑝, 𝐿(Ω). Так как 𝑊𝑝, 𝐿(Ω) = 𝒲𝑝, 𝐿(Ω), то 𝑢(𝑥) ∈ 𝑊𝑝, 𝐿(Ω), то есть ‖𝑢; 𝑊𝑝;𝐿(Ω)‖ < +∞. От-
сюда в силу равенства (5) следует, что 𝑎𝑘(𝑥)𝐷𝑘𝑥𝑢(𝑥) ∈ 𝐿𝑝(Ω) для всех мультииндексов 𝑘 ∈ K .
Разделимость дифференциального выражения 𝐿(𝑥, 𝐷𝑥) доказана, что и завершает доказа-
тельство теоремы 3.
7. Заключение
В работе найдены некоторые достаточные условия разделимости эллиптических операто-
ров высшего порядка в произвольной (ограниченной или неограниченной) области, коэффи-
циенты которых имеют нестепенное вырождение на границе области.
Попутно установлены соответствующие весовые интегральные неравенства, которые мо-
гут найти приложения в теории нормированных пространств дифференцируемых функций
многих вещественных переменных. Доказанные в работе теоремы об обратимости вспомога-
тельных дифференциальных операторов позволяют в дальнейшем исследовать разрешимость
некоторых граничных задач для эллиптических уравнений с вырождением.
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