Abstract-Smart edge sensors for bio-signal monitoring must support complex signal processing routines within an extremely small energy envelope. Coarse-grained reconfigurable arrays (CGRAs) are good candidates for tackling these conflicting objectives, because thanks to their flexibility and high computational density they can efficiently support the computational hot-spots characterizing bio-digital signal processing applications. The interleaved-datapaths (i-DPs) CGRA presented in this letter further leverages the benefits of this architectural paradigm, focusing on ultralow energy operation. Its defining feature is the complex design of its computing cells, which, by embedding multiple i-DPs, allow a high ratio between computing and control logic, effectively speeding up computations and resulting in a marginal impact on the required integrated circuit area. iDPs increase the energy efficiency of up to 33%, with respect to a single-DP alternative, when executing common kernels in the multilead electrocardiogram signal processing field.
C OARSE-GRAINED reconfigurable arrays (CGRAs) are flexible architectures that efficiently execute the intensive loops (i.e., computational kernels) that characterize applications in the embedded systems domain [7] . They are structured as 2-D meshes of reconfigurable cells (RCs), with each cell embedding a set of configuration registers (CRs) and a datapath (DP). The DP usually comprises an arithmetic logic unit and a local register file (RF). Das et al. [3] highlighted that important efficiency gains can be obtained by employing CGRAs in digital signal processing (DSP) architectures. A similar conclusion is drawn in [4] and [5] , which propose an embedded platform for biosignal processing in personal health monitors, an increasingly relevant domain with ultralow power constraints [8] . Similarly to us, [5] describes a CGRA with multi-DP RCs operating in single instruction-multiple data (SIMD) mode. Their proposed strategy, however, only beneficial when the same acceleration is requested by different processors, themselves executing in SIMD mode. SIMD CGRAs speed up the execution of kernels, while also reducing the ratio between control and processing logic, both of which contribute to increase computational efficiency. Nonetheless, they also require a high memory bandwidth toward the data memory (DM).
Against this backdrop, we illustrate an optimized CGRA mesh that, by employing cells with interleaved-DPs (i-DPs), parallelizes the execution of kernels without impacting the width of the CGRA-memory link. As opposed to [5] , our approach results in high efficiencies regardless of the structure and operating states of other system components (e.g., processors) at run-time. Our contribution is twofold.
1) We describe a novel i-DPs CGRA architecture that, by featuring interleaved DPs governed by the same control logic, is able to concurrently minimize the energy envelope of the mesh and increase its performance. 2) We perform a systematic investigation of the benefits of our architectural choices, considering various kernels with different characteristics belonging to two real-world bio-signal analysis applications. This letters proceeds as follows. Section II provides details on the mesh structure and its interface with a domainspecific multiprocessor system [2] . Section III assesses the i-DPs CGRA performance from a run-time, energy, and area perspective. Section IV concludes this letter.
II. ACCELERATOR ARCHITECTURE The main structure of the programmable accelerator is a homogeneous mesh of RCs, with nearest-neighbor connections. At its periphery, a CGRA controller is in charge of responding to acceleration requests from the processors, which are issued by the software application using dedicated instructions. When an acceleration is required, the controller checks if enough resources (RC columns) are available in the mesh, and, in this case, programs them by transferring the appropriate bit stream to the RCs CRs. This mechanism allows the accelerator to serve requests with various numbers of CGRA columns, and to concurrently execute multiple requests that originate from different processors.
Then, during kernel execution, the active configuration word is determined by column-wise program counters, enabling a spatio-temporal mapping of operations on the mesh [1] . The active configuration word dictates which arithmetic or logic operation is performed by the cell, the source of the operands (either the neighboring cells or the local RF) and the output destination. Moreover, only few bits are necessary to encode this information, enabling the support for multiple configuration words per RC.
Kernels must access DM to process inputs and store outputs. In our implementation, transfers between the CGRA and DM are supported by multiplexing the port of the processor that issued the acceleration, hence allowing the transfer, at each clock cycle, of one word of data per active kernel. To avoid access conflicts, the i-DP CGRA skews (using a delay register) by one cycle the active configuration word between DPs (see Fig. 1 ). Fig. 2 shows an example of a simple kernel mapped on a single-DP and on an i-DPs CGRA with two DPs. The two architectures have the same configuration words, but in the i-DPs case the same set of CRs govern two different DPs. Separate kernel slices can then be executed concurrently on the CGRA (skewed by one clock cycle), with the ensuing gain in parallelism being only limited by the amount of load/store operations, and the available bandwidth between the DM and the CGRA.
Little hardware and run-time overhead is required to support interleaved DPs. On the hardware side, delay registers in each RC store one configuration word per DP (32 bits in our implementation). A multiplexer is also required to select, at each clock cycle, which DP can access the DM. During runtime, scalar constants have to be written for each slice in the local RF of the DPs, and scalar results transferred back to DM. We show in Section III-B that these overheads are dwarfed by the gains attained in execution time.
The adopted strategy can effectively map two common kernel structures. First, kernels that do not present loop carries can perform a slice of all iterations in each DP, without further modifications. Second, reduction kernels, which compute one (or few) scalar values from an input array, can be divided into multiple parts, but require a wrap-up phase in software to aggregate the obtained results. Even in this last case, notable speed-ups can be obtained with i-DPs with respect to a single-DP arrangement, when the input set is sufficiently large.
III. EXPERIMENTAL EVALUATION A. Experimental Setup and Bio-Signal Processing Benchmarks
Similarly to [5] , we characterized the system components (including processors, memories, and the i-DP CGRA) at the post-synthesis level, targeting a 65 nm United Microelectronics Corporation technology. The obtained energy parameters were then employed to annotate a cycle-accurate virtual platform (specified in SystemC), allowing fast whole-system simulations of entire applications.
To evaluate the performance of the i-DPs CGRA, we consider two applications that process electrocardiogram (ECG) samples. First, 8-lead compressed sensing (8L-CS) [5] derives a number of random features as linear combinations of input samples [6] . In the targeted implementation, we adopted signal windows of 1024 samples, and a compression ratio of 50 %. The CS kernel computes the random indexes using a linear feedback shift register. It does not present loop-carried dependencies, and can therefore be straightforwardly mapped on our accelerator by distributing its iterations equally among the available DPs. Second, 6-lead morphological filtering (6L-MF) cancels the baseline wandering of an ECG record [9] . Its kernels compute the first and second maximum and minimum along sample windows. They can therefore be divided in slices, each returning the two higher/lower values in a subwindow, with a (short) software wrap-up routine that determines the two final outputs among the values computed by the CGRA. 
B. Performance Analysis
While kernels can be conceivably divided in a high number of slices, the attainable gains may offer diminishing returns in terms of execution time, due to the bandwidth bottleneck between the DM and the reconfigurable fabric. Moreover, a large number of DPs may incur a large timing overhead for the transfer of initialization values and scalar outputs to/from the CGRA for each slice. In addition, for reduction kernels, the time required for the wrap-up phase (see Section II) increases proportionally with the number of slices. Therefore, the selection of a proper DP width for a kernel depends on the amount of its memory accesses and on its number of iterations.
We investigate this last aspect in Fig. 3 , which showcases the tradeoffs between the number of elements to process and the number of interleaved DPs, depicting the global execution time of the Dbl Min Srch kernel, a hotspot of the 6L-MF benchmark. For very small datasets [region (a)], it is not worthwhile to configure and invoke the CGRA, as the entailed overhead is larger than the benefit of hardware acceleration. As the data size increases, also does the complexity of the best performing cells. Indeed, eight i-DP cells present the lowest run-time if the input size exceeds 446 elements [region (e)].
Since, in the considered benchmarks, the kernel input data vectors have an average size of 100 elements (which is a typical scenario for bio-signal analysis applications), in the rest of this letter we consider only a two i-DPs CGRA configuration. Similar results were obtained for the other investigated kernels. Fig. 4 illustrates their execution time on a single-DP and on an i-DPs CGRA with two DPs, without considering the software overhead required by the processors to configure, launch, and recover the results from an acceleration. The graph shows that, by adopting i-DPs, a large reduction is obtained in the time required for computing the kernel outputs (execution and data transfer phase), which is almost halved. We also measured an increase in the fetch and decode phase, due to the extra register settings required for the initialization of multiple kernel slices, but its impact is negligible (less than 1.6 % in all cases).
The above-mentioned gains are reflected at the system level. To assess them, we considered a system interfacing a CGRA with the multicore architecture described in [2] . Fig. 5 reports the active and sleeping time of the multicore system and the CGRA, as a percentage of the total run-time of the application. A first consideration that can be drawn from this data is that both applications are rather kernel-intensive, with 28 % and 88 % of the active time spent in the kernel functions for 6L-MF and 8L-CS, respectively. Furthermore, the figure shows that the i-DPs CGRA allows a marked decrease of CGRA active time, compared to its single-DP version. In fact, the CGRA activity is decreased by almost half in the case of the 8L-CS, and by one third for the 6L-MF application.
C. Energy Analysis
From an energy viewpoint, the savings obtained by the i-DPs CGRA stem from two sources. First, increased idle times are exploited to aggressively clock-gate idle components, resulting in a decrease in dynamic energy. Second, the i-DPs scheme results in a high ratio between the CGRA logic devoted to computing (RCs) and that used to control the execution flow (CRs), which results in increased efficiency. Fig. 6 highlights that important savings are attainable for each kernel by employing interleaved DPs. In the case of the CS kernel, the energy budget (with respect to an equivalent 1-DP architecture) is reduced by 34 %. For the two kernels of 6L-MF benchmark (Dbl Min Srch and Dbl Max Srch), the reductions are 22 % and 25 %, respectively. Fig. 7 compares the energy consumption of the part of the workload that is accelerated for the two considered benchmarks. Again, three architectural choices are considered: 1) a multiprocessor platform [2] , that does not embed a reconfigurable mesh; 2) a platform that couples a multicore platform with a single-DP CGRA [4] ; and 3) our proposed system, featuring an i-DPs accelerator. It can be noted that, even in the two latter cases, certain software overhead is required for setting up, launching, and retrieving the outputs of an acceleration request. This component of the energy budget of kernels is even more pronounced for the i-DPs case, since, as discussed before, i-DPs requires a more complex initialization phase. The increase is particularly noticeable for the 6L-MF benchmark which, being a reduction algorithm, also requires wrap-up computations, performed in software. The energy efficiency derived from the use of i-DPs is nonetheless substantial: 14 % and 33 % for 6L-MF and 8L-CS, respectively, when compared with a 1-DP CGRA. Furthermore, the resulting energy envelopes are always smaller by a large margin with respect to the processor-based alternative (SW Only in Fig. 7 ). Fig. 8 presents a breakdown of the silicon real estate required for two CGRAs with a single and two interleaved DPs. In both cases, we considered 4 × 4 meshes. RCs comprise 32 CRs (of 32 bits each), which suffice to map all considered kernels. As in the system in [2] , the considered data bitwidth is 16 bits. RFs, local to each DP in the RCs, can store four words. Since increasing the i-DPs width only impacts the logic required for the DPs themselves and the local RFs, doubling it from 1 to 2 only entails an area overhead of less than one quarter. In fact, a sizable portion of the CGRA area is employed by the configuration memory, whose area does not depend on the number of DPs.
D. Area Analysis

IV. CONCLUSION
The design and use of reconfigurable architectures for wearable bio-medical signal analysis involves a tradeoff between the achieved degree of flexibility and the overhead (in terms of control logic and configuration time) required to program a functionality. By being configurable at the operation level, CGRAs strike a good balance among these metrics, leading to a highly efficient support of the computational kernels present in the ultralow-power DSP field, including the ECG analysis applications considered in this letter.
The showcased i-DPs CGRA goes one step further, as it features multiple computing elements governed by the same control logic. Its interleaved run-time scheme maximizes the utilization of resources and of the available bandwidth between the CGRA and the DM, leading to notable run-time and energy efficiency gains. Our proposed scheme is particularly beneficial for the computation of parallelizable and reduction kernels, common in the bio-DSP domain.
