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PRINCIPAL COMPONENTS IN LINEAR MIXED MODELS WITH GENERAL BULK
ZHOU FAN, YI SUN, AND ZHICHAO WANG
Abstract. We study the principal components of covariance estimators in multivariate mixed-effects linear
models. We show that, in high dimensions, the principal eigenvalues and eigenvectors may exhibit bias
and aliasing effects that are not present in low-dimensional settings. We derive the first-order limits of
the principal eigenvalue locations and eigenvector projections in a high-dimensional asymptotic framework,
allowing for general population spectral distributions for the random effects and extending previous results
from a more restrictive spiked model. Our analysis uses free probability techniques, and we develop two
general tools of independent interest—strong asymptotic freeness of GOE and deterministic matrices and a
free deterministic equivalent approximation for bilinear forms of resolvents.
1. Introduction
Principal components analysis (PCA) is a commonly used technique for identifying linear low-rank struc-
ture in high-dimensional data [Jol11]. For n independent samples in a comparably large dimension p, it is
now well-established that the principal components of the sample covariance matrix may be inaccurate for
their population counterparts [JL09]. A body of work has quantified the behavior of PCA in this setting
[Joh01, BBP05, BS06, Pau07, BGN12, BY12], connecting to the Marcenko-Pastur and Tracy-Widom laws
of asymptotic random matrix theory [MP67, TW96]. We refer readers to the review articles [PA14, JP18]
for more discussion and references to this and related lines of work.
Similar phenomena occur in statistical models where samples are not independent, but instead exhibit
complex dependence structure [BJW05, Zha06, LAP15, WAP17]. However, the behavior of PCA in many
such models is less well-understood. In this work, we consider the setting of mixed effects linear models
[SCM09], where dependence across observed samples arises via linear combinations of independent latent
variables. These models are commonly used in statistical genetics to model quantitative phenotypes in
related individuals [LW98]. We study the behavior of principal eigenvalues and eigenvectors of MANOVA
covariance estimates for the random effects.
Our main results quantify several surprising spectral bias and aliasing phenomena that may occur in
high-dimensional applications. In particular, we show that large principal eigenvalues in the covariance of
one random effect may bias the principal eigenvectors and also yield spurious eigenvalues in the estimated
covariances of the other effects. These phenomena are unique to mixed-effects models, and they do not
arise in similar spiked models of sample covariance matrices for independent samples [BBP05, BS06, Pau07].
In [FJS18], such phenomena for mixed models were first described under an “isotropic noise” assumption,
where the population covariance of each random effect is a low-rank perturbation of the identity. Our work
extends these results to the setting of general population spectral distributions for the random effects. We
derive generalizations of the first-order limits for eigenvalues and eigenvector projections in [FJS18] involving
quantities appearing in the fixed-point equations for the empirical spectral law in [FJ16]. We describe these
results in Section 2.
Our proofs are very different from the analytic approach of [FJS18]. Instead, they are based in free
probability theory and its connection to random matrices [Voi91, MS17]. Our work also establishes two
general results in this area—strong asymptotic freeness of independent GOE and deterministic matrices and
a method of deriving anisotropic resolvent approximations using free deterministic equivalents [SV12]. We
describe these in Section 3.
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2 PRINCIPAL COMPONENTS IN LINEAR MIXED MODELS WITH GENERAL BULK
The connection between free probability and random matrices was introduced in [Voi91] for deterministic
and GUE matrices and has been extended to many other matrix models [Dyk93, Voi98, HP00, Col03, CC04,
CS´06, BG09, SV12]. Strong asymptotic freeness extending the approximation from the trace to the operator
norm was first proven in [HT05] for GUE matrices and extended to other models in [Sch05, CDM07, Mal12,
BC17]. Free probability techniques have recently been applied to study outlier eigenvalues in other matrix
models [BBCF17, BBC17] and spectral behavior in other statistical applications, including autocovariance
estimates for high-dimensional time series [BB16a, BB16b, BB17] and sketching methods for linear regression
[DL18]. The tools we develop may be of broader interest to the analysis of structured random matrices arising
in other applications.
2. Results for the linear mixed model
Extending the representation of [Rao72] to a multivariate setting, we consider the mixed-effects linear
model
Y = Xβ + U1α1 + . . .+ Ukαk ∈ Rn×p (1)
where Y contains n dependent observations in dimension p, each a combination of fixed effects Xβ and
random effects constituting the rows of α1, . . . , αk. Here,
• X ∈ Rn×m is an observed design matrix of a small number m of fixed effects, with unknown regression
coefficients β ∈ Rm×p.
• For each r = 1, . . . , k, the matrix αr ∈ Rnr×p is unobserved, its rows constituting nr i.i.d. realizations
of a p-dimensional random effect.
• Each Ur ∈ Rn×nr is a known, deterministic incidence matrix specified by the model design.
We study the behavior of PCA for estimates of the variance components, which are the covariance matrices
Σ1, . . . ,Σk for the random effects in α1, . . . , αk.
In quantitative genetics, U1, . . . , Uk may encode a classification design, as commonly used in twin/sibling
studies and breeding experiments. Examples are discussed in [FJ16, FJS18]. In genomewide association study
designs, U1, . . . , Uk may contain genotype measurements at a set of single-nucleotide polymorphisms (SNPs)
[YLGV11, ZS12]. It has been recognized since [Fis18, Wri35] that variance components in these models can
provide a decomposition of the total population variance of quantitative phenotypes into constituent genetic
and non-genetic effects, yielding estimates of heritability. In high-dimensional applications, including the
analysis of gene expression traits and other molecular phenotypes, the principal eigenvectors of the genetic
components may indicate phenotypic subspaces near which responses to selection or random mutational drift
are likely to be constrained [HB06, BM15, CMA+18]. Principal eigenvectors of the non-genetic components
may correspond to hidden experimental confounders, to be removed before performing downstream analyses
[LS07, SPP+12].
As α1, . . . , αk are not individually observed, one cannot construct the usual sample covariance estimator
for Σ1, . . . ,Σk. Instead, each Σr may be classically estimated by a MANOVA estimator of the form
Σ̂ = Y TBY, (2)
where the symmetric matrix B is chosen1 to satisfy the properties
BX = 0, E[Y TBY ] = Σr.
Such an estimator Σ̂ is unbiased and equivariant to rotations of coordinates in Rp—these properties are
analogous to those holding for a sample covariance matrix for independent samples. In classification designs,
B is typically a linear combination of orthogonal projections onto subspaces of Rn. Our main results,
Theorems 2.5 and 2.6 below, characterize the first-order limiting behavior of the principal eigenvalues and
eigenvectors of Σ̂ in a high-dimensional asymptotic framework.
1Here, the definitions of B and Σ̂ depend on which component r ∈ {1, . . . , k} is being estimated. We will suppress this
notational dependence.
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2.1. Model assumptions. We assume that the random effects arise in the following way.
Assumption 2.1. The matrices α1, . . . , αk are independent. The rows of each αr are independent, with the
ith row given by
`r∑
j=1
γ
(r)
j ξ
(r)
ij + ε
(r)
i .
Here γ
(r)
1 , . . . , γ
(r)
`r
∈ Rp are `r deterministic vectors, and ξ(r)ij ∈ R are independent random variables satisfy-
ing
E[ξ(r)ij ] = 0, E[(ξ
(r)
ij )
2] = 1, E[|ξ(r)ij |k] ≤ Ck
for all k ≥ 1 and some constants Ck > 0. For a covariance Σ˚r ∈ Rp×p, the noise ε(r)i ∈ Rp is Gaussian with
distribution ε
(r)
i ∼ N (0, Σ˚r).
Stacking γ
(r)
1 , . . . , γ
(r)
`r
as the rows of
Γr =

− γ(r)1 −
...
− γ(r)`r −
 ∈ R`r×p, (3)
each αr has independent rows with mean 0 and covariance of the spiked form
Σr = Γ
T
rΓr + Σ˚r. (4)
The leading term ΓTrΓr induces up to `r “signal” eigenvalues that separate from the “noise” eigenvalues
of Σ˚r. Our results should be interpreted in the setting where the noise covariance Σ˚r does not itself have
isolated eigenvalues that separate from the bulk of its eigenvalue distribution.
As a compromise between generality of the model and simplicity of the analysis, Assumption 2.1 follows
the approach in [Nad08] and imposes a Gaussian assumption on ε
(r)
i but not on ξ
(r)
ij . The signal directions
γ
(r)
1 , . . . , γ
(r)
`r
are not required to be orthogonal for each r.
For the linear mixed model (1), we study an asymptotic framework summarized as follows.
Assumption 2.2. The dimensions n, p, n1, . . . , nk → ∞, where k is a fixed constant. There are universal
constants C, c > 0 such that for each r = 1, . . . , k,
• c < p/n < C and c < nr/n < C,
• ‖Ur‖ < C and ‖B‖ < C/n
• ‖Γr‖ < C, ‖Σ˚r‖ < C, and `r < C.
Thus, the number of samples is proportional to the number of realizations of each random effect (and also
to the dimension p). This and the assumption ‖Ur‖ < C are discussed in greater detail in [FJ16, FJS18],
and hold for many classification and experimental designs. The scaling ‖B‖ < C/n is usual for MANOVA
estimators, to yield Σ̂ on the same scale as its estimand Σr.
The last statement implies a bounded number of signal eigenvalues in each variance component, where
each eigenvalue remains bounded in size. It is an important open problem to extend our results beyond this
setting.
2.2. Bulk eigenvalue distribution. Under the above assumptions, a characterization of a deterministic
approximation for the empirical eigenvalue distribution of Σ̂ was derived in [FJ16]. We review this result
here.
Consider the setting of no signal, meaning `r = 0 and Σr = Σ˚r for each r = 1, . . . , k. We introduce the
notations n+ = n1 + · · ·+ nk and
Frs =
√
nrnsU
T
r BUs ∈ Rnr×ns , F = (Frs)kr,s=1 ∈ Rn+×n+ , (5)
diagn(a) = diag(a1 Idn1 , . . . , ak Idnk) ∈ Rn+×n+ ,
b · Σ˚ = b1Σ˚1 + · · ·+ bkΣ˚k ∈ Rp×p.
Let Trr be the trace of the (r, r) block (of size nr×nr) in the k×k matrix block decomposition corresponding
to Cn+ = Cn1 ⊕ · · · ⊕ Cnk . The Stieltjes transform of a measure µ is m(z) = ∫ (x− z)−1dµ(x).
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Theorem 2.3 ([FJ16]). Suppose Assumptions 2.1 and 2.2 hold, and `r = 0 for each r = 1, . . . , k. Let Σ̂ be
as in (2), and let µ̂ = p−1
∑p
i=1 δλi(Σ̂) be the empirical distribution of its eigenvalues.
For each z ∈ C+, there exist unique z-dependent values a1, . . . , ak ∈ C+ ∪ {0} and b1, . . . , bk ∈ C+ that
satisfy the equations
ar = −n−1r Tr
(
(z Id +b · Σ˚)−1Σ˚r
)
, (6)
br = −n−1r Trr
(
(Id +F diagn(a))
−1F
)
. (7)
The function m0 : C+ → C+ defined by
m0(z) = −p−1 Tr
(
(z Id +b · Σ˚)−1
)
(8)
is the Stieltjes transform of a deterministic probability measure µ0 on R, for which µ̂−µ0 → 0 weakly almost
surely.
The distribution µ0 is an n-dependent deterministic equivalent measure [HLN07] for the empirical eigen-
value distribution of Σ̂. An example is depicted in Figure 1. It is defined by the noise covariances Σ˚1, . . . , Σ˚k
and the structure of the linear model (1), via the fixed-point equations (6–8).
2.3. Noise eigenvalues stick to the support. For any δ > 0, denote the δ-neighborhood of the support
of the above law µ0 as
supp(µ0)δ = {x ∈ R : dist(x, supp(µ0)) < δ}.
We first strengthen the weak convergence statement of Theorem 2.3 to show that in the same setting of no
signal, all eigenvalues of Σ̂ belong to supp(µ0)δ for any fixed δ > 0 and large n.
Theorem 2.4. Suppose Assumptions 2.1 and 2.2 hold, and `r = 0 for each r = 1, . . . , k. Let Σ̂ be as in (2).
Then for any constant δ > 0, almost surely for all large n,
spec(Σ̂) ⊂ supp(µ0)δ.
We defer the proof to Appendix E.1. The proof is an application of a strong asymptotic freeness result
for GOE and deterministic matrices, which we describe in Section 3.
2.4. Limits of signal eigenvalues and eigenvectors. We now consider the setting where `r 6= 0 for at
least one component r ∈ {1, . . . , k}. (This may or may not be the component estimated by Σ̂.) This may
induce “outlier” eigenvalues of Σ̂ that separate from the support of µ0—these and their eigenvectors are
typically the focus of analysis in PCA.
Our main results describe the first-order limits of these eigenvalues and eigenvectors. This description
involves the z-dependent quantities {br}kr=1 from Theorem 2.3. We check in Proposition E.1 that each br
extends as an analytic function in z to all of C \ supp(µ0), and we denote this extension by br(z). For
λ ∈ R \ supp(µ0), we define
T (λ) = Id +Γ(λ Id +b · Σ˚)−1ΓT diag`(b) ∈ R`+×`+ , (9)
where
Γ =
Γ1...
Γk
 ∈ R`+×p, `+ = `1 + · · ·+ `k,
Γr ∈ R`r×p are as defined in (3), and
b · Σ˚ =
k∑
r=1
br(λ)Σ˚r, diag`(b) = diag(b1(λ) Id`1 , . . . , bk(λ) Id`k). (10)
In the asymptotic limit, the outlier eigenvalue locations are approximated by the deterministic multiset
Λ0 = [λ ∈ R \ supp(µ0) : 0 = detT (λ)] (11)
where the roots of 0 = detT (λ) are counted with their analytic multiplicities.
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Predicted (true) Predicted (isotropic) Observed
λˆ vˆ>ej vˆ>wj λˆ vˆ>ej vˆ>wj λˆ vˆ>ej vˆ>wj
µ1 = 32 39.35 0.90 0.07 40.22 0.90 0.07 39.51 0.89 0.07
µ2 = 16 24.39 0.78 0.03 25.05 0.81 0.03 24.54 0.77 0.03
µ3 = 8 17.36 0.56 -0.14 17.37 0.71 -0.16 17.26 0.53 -0.13
Table 1. Three principal eigenvalues λ̂ and eigenvector inner-products v̂>j ej and v̂
>
j wj dis-
played in Figure 1. Theoretical predictions are computed from Theorems 2.5 and 2.6, using
the true noise covariances (left) and an isotropic-noise approximation (middle). Observed
values (right) are averaged over 1000 simulations.
Theorem 2.5. Suppose Assumptions 2.1 and 2.2 hold, let Σ̂ be as in (2), and let Λ0 be defined by (11). Fix
any constant δ > 0. Almost surely as n→∞, there exist Λδ ⊆ Λ0 and Λ̂δ ⊆ spec(Σ̂) containing all elements
of Λ0 and spec(Σ̂) outside supp(µ0)δ, such that
ordered-dist(Λδ, Λ̂δ)→ 0.
Here, for two finite multisets A,B ⊂ R, we denote
ordered-dist(A,B) =
{
∞ if |A| 6= |B|
maxi{|a(i) − b(i)|} if |A| = |B|,
where a(i) and b(i) are the ordered values of A and B counting multiplicity. We state the result as a matching
of spec(Σ̂) and Λ0, rather than convergence of spec(Σ̂) to Λ0, as Λ0 is also n-dependent.
For the corresponding outlier eigenvectors of Σ̂, the following characterizes their inner products with the
signal vectors γ
(r)
i that constitute the rows of Γ1, . . . ,Γk. We denote, in addition to (10), ∂λ as the derivative
in λ, and
diag`(b
′) = ∂λ diag`(b) = diag(b
′
1(λ) Id`1 , . . . , b
′
k(λ) Id`k).
Theorem 2.6. In the setting of Theorem 2.5, let λ ∈ Λ0 be any element of multiplicity 1 such that |λ−λ′| > δ
for all other λ′ ∈ Λ0, and dist(λ, supp(µ0)) > δ. Let u ∈ kerT (λ) ⊂ R`+ be a unit vector, and let v̂ be the
unit eigenvector for the eigenvalue λ̂ of Σ̂ closest to λ. Almost surely as n→∞, for some choice of sign of
v̂,
Γ v̂ − α−1/2u→ 0,
where α > 0 is the scalar quantity defined by
α = uT
(
− diag`(b)Γ · ∂λ[(λ Id +b · Σ˚)−1] · ΓT diag`(b) + diag`(b′)
)
u. (12)
We show in the proof that kerT (λ) has dimension 1, so u ∈ kerT (λ) is unique up to sign. The above states
that the inner-products of the sample eigenvectors v̂ with the true signal vectors γ
(r)
i are approximately a
scalar multiple of this vector u.
2.5. Qualitative phenomena. Theorems 2.5 and 2.6 reveal several surprising qualitative phenomena re-
garding the behavior of high-dimensional PCA in linear mixed models.
We illustrate these here in the context of a simple example: Consider any mixed model (1) with k ≥ 2
components. Suppose that Σ1 and Σ2 each have a rank-one signal and Σr has no signals for r ≥ 3; that is,
`1 = `2 = 1, and `r = 0 for each r ≥ 3. Suppose further that Σ̂ is an unbiased MANOVA estimate of Σ1.
Denote
γ
(1)
1 ≡
√
µ1v1, γ
(2)
1 ≡
√
µ2v2
as rows of Γ1 and Γ2, where v1, v2 ∈ Rp are unit vectors. We assume for simplicity of interpretation in
this example that Σ˚rv1 = Σ˚rv2 = 0 for every r. In particular, this implies by (4) that µ1, µ2 are the signal
eigenvalues in Σ1,Σ2, with eigenvectors v1, v2. We set
ρ = 〈v1, v2〉, µ = max(µ1, µ2).
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Figure 1. Left: Histogram of sample eigenvalues of the MANOVA estimate for Σ1 in a
one-way layout design, averaged across 1000 simulations, with the four largest and two
smallest eigenvalues indicated by red arrows. Six black dots indicate roots of 0 = detT (λ),
predicting the asymptotic locations of these eigenvalues. Overlaid are the densities of the
bulk law µ0 (solid black) and of µ0 computed from an isotropic-noise approximation (dashed
black). Right: Inner-product of each of three principal sample eigenvectors (v̂j : j = 1, 2, 3)
with the true population eigenvector ej (horizontal axis) and an orthogonal direction wj
partially aligned with Σ2 (vertical axis). Empirical averages across 1000 simulations (red
dots/arrows) are overlaid with the predictions of Theorem 2.6 (black dots).
We also define two O(1) quantities c1, c2 by
cr =
k∑
t=1
Tr(UTr BUt)(UtBU
T
r ) · Tr Σ˚t. (13)
Eigenvalue bias. Theorem 2.5 reveals that principal eigenvalues of Σ̂ are biased upwards for the true
eigenvalues of Σ1. Assuming that µ1 is large and µ2 . µ1, we show in Appendix A.1 that the largest root of
0 = detT (λ) has the large-µ expansion
λ = µ1 + bias, bias = c1 + c2
µ2ρ
2
µ1
+ oµ(1), (14)
where oµ(1)→ 0 as µ1 →∞. Thus, for large but fixed µ1 and µ2 . µ1, as n, p→∞, the sample eigenvalue
is upward biased by approximately c1 + c2µ2ρ
2/µ1. Here, the first term is a constant depending on the
model design and level of noise, and the second term arises as an extra bias if µ2 is also large and the signal
eigenvector of Σ2 is aligned with that of Σ1.
Eigenvalue aliasing. Theorem 2.5 also reveals that Σ̂ can have spurious “aliased” outlier eigenvalues that
are not caused by signal in Σ1, but rather by signal in Σ2. Suppose µ1 = 0, but µ2 is large. We show in
Appendix A.1 that 0 = detT (λ) has two roots given by
λ = ±√c2µ2 + oµ(1), (15)
where oµ(1) → 0 as µ2 → ∞. Thus, Σ̂ has two aliased outlier eigenvalues of opposite signs. For large but
fixed µ2, as n, p→∞, these aliased eigenvalues are of size proportional to √µ2.
Eigenvector bias. Theorem 2.6 implies that the sample eigenvectors of Σ̂ estimating Σ1 may be biased
in the signal direction of Σ2. Suppose µ1  µ2 are both large, and ρ is bounded away from ±1. For the
sample eigenvector v̂ corresponding to the eigenvalue described by (14), we show in Appendix A.1 that the
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deterministic approximation for Γ v̂ in Theorem 2.6 is
α−1/2u = Γ v1 +Oµ(1/
√
µ). (16)
Here, the Oµ(1/
√
µ) term captures the error between v̂ and the true eigenvector v1. To better understand
this error, let us define a vector w ∈ R2 so that Γ>w is the unit vector parallel to the component of v2
orthogonal to v1. We show in Appendix A.1 that the approximation for 〈Γ>w, v̂〉 = w>(Γ v̂) has the large-µ
expansion
w>(α−1/2u) =
c2µ2
µ21
ρ
√
1− ρ2 + oµ(1/µ). (17)
Thus, for large but fixed µ1  µ2, as n, p→∞, v̂ is biased in the direction Γ>w which is orthogonal to v1,
of size approximately (c2µ2/µ
2
1)ρ
√
1− ρ2.
Figure 1 and Table 1 illustrate these phenomena in a more complex setting for a balanced one-way layout
design, corresponding for example to a twin study with n = 1600 individuals in n1 = 800 twin pairs, and
p = 3200 traits. We simulate a rank-3 signal component 32e1e
>
1 + 16e2e
>
2 + 8e3e
>
3 in Σ1 and a rank-2 signal
component 32ww> + 64e4e>4 in Σ2, where w = (e1 + e2 + e3)/
√
3, and we sample all remaining eigenvalues
of Σ1,Σ2 from Exponential(1). Additional details are provided in Appendix A.2.
Figure 1 displays sample eigenvalues of the MANOVA estimate Σ̂ for Σ1, with numerically computed
roots of 0 = detT (λ). There are 4 positive and 2 negative roots. Of these, the 3rd largest and the smallest
(negative) root are attributed to aliasing from e4 in Σ2—their sample eigenvectors are predicted by Theorem
2.6 to be orthogonal to {e1, e2, e3}. The 1st, 2nd, and 4th largest roots correspond to the true eigenvalues
32, 16, and 8, each observed with upward bias. For each of the three corresponding sample eigenvectors v̂j ,
Figure 1 displays its predicted and simulated alignment with the true direction ej and with the orthogonal
direction wj obtained by residualizing ej out of w. The values of these predicted and simulated eigenvalues
and eigenvector alignments are also summarized in Table 1.
2.6. Comparison with isotropic noise. The above may be compared to the results of [FJS18], which
assumed isotropic noise Σ˚r = σ
2
r Id for each r = 1, . . . , k. In [FJS18], an algorithm was also developed to
estimate the true eigenvalues and debias the eigenvectors under this assumption. In practice, it is common
to estimate each σ2r by a moment estimator [PPR06], for example an estimate of p
−1 Tr Σ˚r. Figure 1 displays
the bulk densities of µ0 computed using the true matrices Σ˚r versus the isotropic noise approximation with
σ2r = p
−1 Tr Σ˚r, and Table 1 compares the corresponding eigenvalue and eigenvector alignment predictions.
We observe that the predictions of Theorems 2.5 and 2.6 for large outliers are very close to those under
the isotropic noise approximation, suggesting that the estimation procedure in [FJS18] is robust to this
assumption in many settings. This may also be understood from the above calculations for large µ1, µ2, as
the dependence of c1, c2 in (13) on Σ˚1, Σ˚2 is only through their trace. For outliers closer to supp(µ0), the
predictions of Theorems 2.5 and 2.6 are more accurate than those assuming isotropic noise. We verify in
Appendix A.3 that if the isotropic noise assumption actually holds, then Theorems 2.5 and 2.6 coincide with
the first-order results in [FJS18].
3. Free probability results
Our proofs use the connection between free probability and random matrices. Introducing representations
of Ur, αr, and B detailed in Section 4.1, our matrix model Σ̂ may be written as
Σ̂ = W + P, W =
k∑
r=1
k∑
s=1
HTr G
T
rFrsGsHs, (18)
for deterministic matrices {H1, . . . ,Hk} and {F11, F12, . . . , Fkk}, independent matrices {G1, . . . , Gk} with
i.i.d. Gaussian entries, and a fixed-rank perturbation P (depending on G1, . . . , Gk). We study the spectrum
of W by introducing an asymptotic approximation
w =
k∑
r=1
k∑
s=1
h∗rg
∗
rfrsgshs,
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where hr, gr, frs belong to a von Neumann algebra and are conditionally free (i.e. free with amalgamation)
over a diagonal subalgebra [BG09]. This method was also used in [FJ16] to derive the fixed-point equations
(6–8) in Theorem 2.3.
Our analysis develops several new tools and results in free probability theory. In this section, we state
these results independent of the specific model (1), as they are of general interest for analyzing structured
random matrices in other applications. We defer proofs to Appendices B, C, and D.
3.1. Augmented Cauchy and R-transforms. We call (A, τ) a von Neumann probability space (W ∗-
probability space) if A is a von Neumann algebra and τ : A → C a positive, faithful, normal trace. For a
von Neumann subalgebra B ⊂ A, we denote by
τB : A → B
the (unique) conditional expectation satisfying τ(τB(a)) = τ(a).
We review the following definitions of B-valued Cauchy- and R-transforms: For each l ≥ 1, let NC(l) be
the space of non-crossing partitions of 1, . . . , l. For pi ∈ NC(l), denote by κBpi (a1, . . . , al) the non-crossing
cumulant corresponding to pi. These satisfy the moment-cumulant relations
τB(a1a2 . . . al) =
∑
pi∈NC(l)
κBpi (a1, a2, . . . , al). (19)
Define the B-valued Cauchy- and R-transform of a ∈ A by
GBa (b) = τ
B((b− a)−1) =
∑
l≥0
b−1(ab−1)l, RBa (b) =
∑
l≥1
κBl (a, ba, . . . , ba),
the former for all invertible b ∈ B with ‖b−1‖ sufficiently small and the latter for all b ∈ B with ‖b‖ sufficiently
small.2 The moment-cumulant relations (19) yield the identity
GBa (b) = (b−RBa (GBa (b)))−1 (20)
for invertible b ∈ B with ‖b−1‖ sufficiently small. We refer the reader to [MS17, Chapter 9] for additional
background and details.
For our computations in Section 4, we will make use of the following “left-augmented” Cauchy- and
R-transforms, defined for a1, a ∈ A and b ∈ B by the mixed moments and mixed cumulants
GBa1,a(b) = τ
B
(
a1(b− a)−1
)
=
∑
l≥0
τB(a1b−1(ab−1)l), (21)
RBa1,a(b) =
∑
l≥1
κBl (a1, ba, . . . , ba). (22)
The following identity is then also a consequence of (19), and we provide a short proof in Appendix B.
Lemma 3.1. For a1, a ∈ A and all invertible b ∈ B with ‖b−1‖ sufficiently small,
GBa1,a(b) = R
B
a1,a(G
B
a (b))G
B
a (b). (23)
3.2. Strong asymptotic freeness of GOE and deterministic matrices. We establish a strong asymp-
totic freeness result for GOE and deterministic matrices, which is the real analogue of the GUE result in
[Mal12]. The proof is provided in Appendix C.
Fix integers p, q ≥ 0. Let X1, . . . , Xp ∈ RN×N be independent GOE matrices, with diagonal entries
distributed as N (0, 2/N) and off-diagonal entries as N (0, 1/N). Let Y1, . . . , Yq ∈ CN×N be deterministic
matrices. Denote XN = (X1, . . . , Xp) and YN = (Y1, . . . , Yq). Let trN = N
−1 Tr be the normalized matrix
trace on CN×N .
Consider an N -dependent von Neumann probability space (AN , τN ). Suppose AN contains x1, . . . , xp and
Y1, . . . , Yq, where x1, . . . , xp are free semicircular elements also free of Y1, . . . , Yq, and τN ≡ trN restricted to
the von Neumann subalgebra 〈Y1, . . . , Yq〉. Denote x = (x1, . . . , xp).
2Note that, following conventions in free probability, we take the opposite sign for GBa (b) here as for the Stieltjes transform
used in Section 2.2.
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Theorem 3.2. Suppose ‖Yj‖ ≤ C for all j = 1, . . . , q and a constant C > 0. Then for any fixed non-
commutative self-adjoint ∗-polynomial Q in p + q variables, and any constant δ > 0, almost surely for all
large N ,
spec(Q(XN ,YN )) ⊂ spec(Q(x,YN ))δ. (24)
Here, spec(Q(XN ,YN )) are the eigenvalues of the self-adjoint random matrix Q(XN ,YN ) ∈ CN×N , and
spec(Q(x,YN ))δ is the δ-neighborhood of the spectrum of the operator Q(x,YN ) ∈ AN .
For our application, we will apply strong asymptotic freeness directly in the above form. However, we
may also obtain as a corollary the following more usual statement, by the arguments of [Mal12, Section 7].
Theorem 3.3. Let x = (x1, . . . , xp) and y = (y1, . . . , yq) be elements of a fixed von Neumann probability
space (A, τ), such that x is a free semicircular family also free from y. Assume that almost surely as N →∞,
for any fixed self-adjoint ∗-polynomial P in q variables,
trN [P (YN )]→ τ(P (y)) and ‖P (YN )‖ → ‖P (y)‖.
Then, almost surely for any self-adjoint ∗-polynomial Q in p+ q variables,
trN [Q(XN ,YN )]→ τ(Q(x,y)) and ‖Q(XN ,YN )‖ → ‖Q(x,y)‖. (25)
3.3. Resolvent approximation using free deterministic equivalents. We also establish a method of
approximating bilinear forms in resolvents using the free deterministic equivalent framework of [SV12].
Fix integers p, q ≥ 0. We study the resolvent R(z) of a random matrix
W = Q(H1, . . . ,Hp, B1, . . . , Bq) ∈ CN×N , (26)
where Q is any self-adjoint ∗-polynomial, H1, . . . ,Hp are deterministic, and B1, . . . , Bq are random matrices
orthogonally invariant in law. For spectral arguments z with constant separation from spec(W ), and any
deterministic unit vectors u, v ∈ CN , we will show an approximation
u∗R(z)v ≈ u∗R0(z)v,
where R0(z) is a deterministic matrix defined by a free deterministic equivalent model.
We consider a setup that will allow us to study rectangular matrices, following [BG09]: Let A1 = CN×N
and τ1 = N
−1 Tr. Fix k ≥ 1, let N = N1 + . . .+Nk, and consider the associated k × k block decomposition
of A1. Define mutually orthogonal projections P1, . . . , Pk ∈ A1 by
Pr = diag(0, . . . , 0, IdNr , 0, . . . , 0)
with IdNr in the rth diagonal block. Then (A1, τ1, P1, . . . , Pk) is a rectangular probability space in the sense
of [BG09]. Define the subalgebra D ⊂ A1 generated by P1, . . . , Pk, given explicitly by
D = {z1P1 + . . .+ zkPk : z1, . . . , zk ∈ C}.
Define also the space of block-diagonal orthogonal matrices
O = {diag(O1, . . . , Ok) : Or ∈ RNr×Nr , OTrOr = Id for each r}.
Consider H1, . . . ,Hp, B1, . . . , Bq ∈ A1, where H1, . . . ,Hp are deterministic, and (B1, . . . , Bq) is random and
equal in joint law to (OB1O
T, . . . , OBqO
T) for all O ∈ O. For a self-adjoint ∗-polynomial Q in p + q
arguments with coefficients in D, define W by (26), and define its resolvent
R(z) = (W − z Id)−1.
To define the approximation R0(z), we construct a free deterministic equivalent model: Let (A2, τ2) be a
second von Neumann probability space, where D ⊂ A2 and τ1 ≡ τ2 restricted to D. Let A2 have elements
b1, . . . , bq satisfying
N−1 Tr
(
P (B1, . . . , Bq)
)
− τ2
(
P (b1, . . . , bq)
)
→ 0 (27)
almost surely as N → ∞, for any fixed ∗-polynomial P with coefficients in D. Define the von Neumann
amalgamated free product over D,
(A, τ) = (A1, τ1) ∗D (A2, τ2),
so that (H1, . . . ,Hp) is free of (b1, . . . , bq) with amalgamation over D. Define the free deterministic equivalent
approximation to W by
w = Q(H1, . . . ,Hp, b1, . . . , bq) ∈ A.
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Finally, let H = 〈H1, . . . ,Hp,D〉 be the generated von Neumann subalgebra of A, and let τH : A → H be
the conditional expectation onto H that satisfies τ(τH(a)) = τ(a). Importantly, note that for any a ∈ A,
τH(a) ∈ H ⊂ A1 ≡ CN×N ,
so that τH(a) is an N ×N matrix. We define the free deterministic approximation R0(z) of R(z) by
R0(z) = τ
H((w − z)−1). (28)
We now state our approximation result, whose proof is in Appendix D.
Theorem 3.4 (Resolvent approximation). For some constants C, c > 0, suppose c < Nr/N < C, ‖Hi‖ < C,
and ‖Bj‖ < C for all r, i, j, almost surely for all large N . Fix any constant δ > 0 and set
D = {z ∈ C : dist(z, spec(w)) ≥ δ and dist(z, spec(W )) ≥ δ}.
Then for any (sequence of) deterministic unit vectors u, v ∈ CN , almost surely as N →∞,
sup
z∈D
|u∗R(z)v − u∗R0(z)v| → 0. (29)
Taking k = 1 yields a result for square orthogonally invariant matrices, where (A, τ) is the von Neumann
free product over D ≡ C. We consider k ≥ 2 to encompass applications with rectangular matrices, where each
Hi, Bj typically has a single off-diagonal block which is non-zero. We are then interested in ∗-polynomials
Q that are (1, 1)-simple, i.e. W and w satisfy
W = P1WP1, w = P1wP1.
Denote by W11 ∈ CN1×N1 the (1, 1)-block of W . Corresponding to CN1×N1 is a “compressed algebra”
Ac = {P1aP1 : a ∈ A} with unit P1 [SV12]. Denote by w11 ∈ Ac and spec(w11) the element w and its
spectrum, viewed as a self-adjoint operator in Ac. We then have the following corollary.
Corollary 3.5. In the setting of Theorem 3.4, suppose in addition that W = P1WP1 and w = P1wP1, and
let W11 and w11 be as above. Let (R0(z))11 ∈ CN1×N1 be the (1, 1)-block of R0(z) = τH((w − z)−1), and set
D1 = {z ∈ C : dist(z, spec(w11)) ≥ δ and dist(z, spec(W11)) ≥ δ}.
Then for any (sequence of) deterministic unit vectors u1, v1 ∈ CN1 , almost surely as N →∞,
sup
z∈D1
|u∗1(W11 − z Id)−1v1 − u∗1(R0(z))11v1| → 0. (30)
4. Analysis of the linear mixed model
In this section, we give a high-level outline of the proofs of Theorems 2.5 and 2.6, which follow the
perturbative approach of [BGN11]. We present the main steps of the computations, deferring technical
details to Appendix E.
We assume implicitly throughout that Assumptions 2.1 and 2.2 hold. We denote by C, c > 0 constants
which may change from instance to instance. We fix a constant δ > 0, and define
Uδ = {z ∈ C : dist(z, supp(µ0)) > δ}.
We denote ‖X‖∞ = maxi,j |Xi,j |. For n-dependent matrices X1(z), X2(z) of the same (bounded) dimension,
we write
X1(z) ∼ X2(z)
if almost surely as n→∞, we have
sup
z∈Uδ
‖X1(z)−X2(z)‖∞ → 0.
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4.1. Model and deterministic equivalent measure. We first clarify the form of Σ̂ and the free proba-
bility interpretation of the measure µ0. Introducing Γr ∈ R`r×p as in (3), and defining
Ξr =
1√
nr
(ξ
(r)
ij )i,j ∈ Rnr×`r , Er =

− ε(r)1 −
...
− ε(r)n −
 ∈ Rnr×p,
the random effect matrix αr is written concisely as
αr =
√
nr ΞrΓr + Er. (31)
Write further
Er =
√
nr GrHr, (32)
where Gr ∈ Rnr×p has i.i.d. N (0, 1/nr) entries and Hr = Σ˚1/2 ∈ Rp×p. Then, when `r = 0 and αr = Er for
all r, we obtain
Σ̂ = W ≡
k∑
r,s=1
HTr G
T
rFrsGsHs,
where {Frs : r, s = 1, . . . , k} are defined in (5). More generally, we have
Σ̂ =
k∑
r,s=1
(ΞrΓr +GrHr)
TFrs(ΞsΓs +GsHs) = W + P (33)
for W as above, and for the low-rank perturbation
P =
k∑
r,s=1
(
ΓTrΞ
T
rFrsGsHs +H
T
r G
T
rFrsΞsΓs + Γ
T
rΞ
T
rFrsΞsΓs
)
.
The proof in [FJ16, Section 4] illustrates that µ0 is a spectral measure in the following model: Set
N = (k + 1)p + n1 + . . . + nk. Embed {Frs, Gr, Hr : r, s = 1, . . . , k} into CN×N by zero-padding, in the
following blocks of the (2k + 1)× (2k + 1) block decomposition for CN = Cp ⊕ · · · ⊕ Cp ⊕ Cn1 · · · ⊕ Cnk :
H∗1 · · · H∗k
H1 G
∗
1
...
. . .
Hk G
∗
k
G1 F11 · · · F1k
. . .
...
. . .
...
Gk Fk1 · · · Fkk

(34)
Denote by F˜rs, G˜r, and H˜r ∈ CN×N these embedded matrices. Consider the mutually orthogonal projections
P0 = diag(Idp, 0, . . . , 0), . . . , P2k = diag(0, . . . , 0, Idnk)
corresponding to the 2k + 1 diagonal blocks of CN×N . Let (A, τ) be a von Neumann probability space
containing mutually orthogonal projections p0, p1, . . . , p2k which analogously satisfy τ(p0) = . . . = τ(pk) =
p/N and τ(pk+r) = nr/N for each r = 1, . . . , k. Let (A, τ) also contain {frs, gr, hr : r, s = 1, . . . , k} such
that
(1) pk+rfrspk+s, pk+rgrpr = gr, and prhrp0 = hr.
(2) For any non-commutative ∗-polynomial Q of k variables,
τ(Q(h1, . . . , hk)) = N
−1 TrQ(H˜1, . . . , H˜k).
Similarly, for any non-commutative ∗-polynomial Q of k2 variables,
τ(Q(f11, f12, . . . , fkk)) = N
−1 TrQ(F˜11, F˜12, . . . , F˜kk).
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(3) For each r ∈ {1, . . . , k} and l ≥ 0,
N
p
τ((g∗rgr)
l) =
∫
xlνp/nr (dx)
where ν is the Marcenko-Pastur law with parameter p/nr.
(4) The families {frs : r, s = 1, . . . , k}, {hr : r = 1, . . . , k}, and individual elements g1, . . . , gk are free
with amalgamation over the von Neumann subalgebra D = 〈p0, . . . , p2k〉.
Define a free deterministic equivalent for W by
w =
k∑
r,s=1
h∗rg
∗
rfrsgshs. (35)
Only the (0, 0)-block of w is non-zero—this corresponds to W belonging to the (0, 0) block in the embedded
space (34). Thus w is an element of the compressed algebra Ac = {a ∈ A : a = p0ap0}, which has unit p0
and trace τ c(a) = (N/p)τ(p0ap0). The law µ0 in Theorem 2.3 is the τ
c-distribution of w. This means that
for any continuous function f : R→ C, we have∫
f(x)dµ0(x) = τ
c(f(w))
where f(w) is defined by the functional calculus on Ac. Since τ is a faithful trace, so is τ c as a trace on Ac,
and thus (cf. [NS06, Prop. 3.13 and 3.15])
supp(µ0) = spec(w) (36)
where spec(w) is the spectrum of w as an element of Ac.
4.2. Master equation. Following [BGN11], we first establish a “master equation” characterizing outlier
eigenvalues of Σ̂.
Recall the form (33) for Σ̂. Letting ` be the rank of Γ (so ` ≤ `+), write
Γ = Γ˜QT
where Q ∈ Rp×` contains the right singular vectors of Γ. We have QTQ = Id` and ‖Γ˜‖ ≤ C. Denote the
resolvent of W by
R(z) = (W − z Id)−1.
Define the block-diagonal matrices
Ξ =

Ξ1
Ξ2
. . .
Ξk
 ∈ Rn+×`+ , G =

G1
G2
. . .
Gk
 ∈ Rn+×kp.
Finally, define H ∈ Rkp×p as the vertical stacking of {Hr}kr=1, and set
S(z) = ΞTFGHR(z)Q.
A matrix computation in Appendix E.2 shows the following result.
Lemma 4.1. The eigenvalues of Σ̂ which are not eigenvalues of W are the roots of det K̂(z) = 0, where
K̂(z) = Id +
[
S(z) · Γ˜T ΞTFGHR(z)HTGTFΞ · Γ˜ + S(z) · Γ˜TΞTFΞΓ˜
QTR(z)Q · Γ˜T S(z)T · Γ˜ +QTR(z)Q · Γ˜TΞTFΞΓ˜
]
. (37)
Denote the four blocks of this matrix as K̂11, K̂12, K̂21, K̂22. When K̂11 is invertible, the condition
det K̂(z) = 0 is equivalent to det T̂ (z) = 0 for the Schur complement
T̂ (z) = K̂22(z)− K̂21(z)K̂11(z)−1K̂12(z). (38)
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Each matrix Ξ>(. . .)Ξ in the definition of T̂ has bounded dimension `+ × `+, each matrix Ξ>(. . .)Q has
bounded dimension `+ × `, and Ξ is independent of G and R(z). Then defining the approximation
qT (z) = Id +QTR(z)Q · Γ˜T( k∑
r=1
n−1r Trr[F − FGHR(z)HTGTF ] Id`r
)
Γ˜ (39)
and applying concentration inequalities for linear and bilinear forms in Ξ, we obtain the following result in
Appendix E.2.
Lemma 4.2. We have that S(z) ∼ 0, K̂11(z) ∼ Id`+ , and T̂ (z) ∼ qT (z).
The outlier eigenvalues of Σ̂ will be approximate roots of 0 = det qT (z), where this matrix qT (z) no longer
depends on the randomness in Ξ.
4.3. Approximation by deterministic equivalents. The main step of the proof is to approximate the G-
and R(z)-dependent terms appearing in (39) by deterministic quantities. We do this using a free deterministic
equivalent approach. Define
T˜ (z) = Id +QT(z Id +b · Σ˚)−1Q · Γ˜T diag`(b)Γ˜,
with notation as in Theorem 2.5. Our goal is to show the following lemma.
Lemma 4.3. We have qT (z) ∼ T˜ (z).
As a first step, we apply the resolvent approximation of Theorem 3.4 to approximate QTR(z)Q.
Proposition 4.4. We have QTR(z)Q ∼ −QT(z Id +b · Σ˚)−1Q.
Proof. The von Neumann probability space (A, τ) in Section 4.1 may be constructed as follows: Let
(A1, τ1) = (CN×N , N−1 Tr), containing the embeddings of the matrices H1, . . . ,Hk and P0, . . . , P2k. De-
note these elements of A1 also by hr and pr. Construct a von Neumann probability space (A2, τ2) also
containing p0, . . . , p2k and elements {frs, gr : r, s = 1, . . . , k} satisfying all required conditions on their joint
law under τ2. Let (A, τ) be the von Neumann amalgamated free product over 〈p0, . . . , p2k〉.
Let w =
∑
r,s h
∗
rg
∗
rfrsgshs ∈ A. By Corollary 3.5 applied to each pair of columns of Q, we find that
QTR(z)Q ∼ QTP0τH((w − z)−1)P0Q
where P0τ
H((w − z)−1)P0 is identified with its (0, 0)-block as an element of Cp×p. This τH trace was
computed in [FJ16, Equation (4.12)] to be
τH
(
(w − z)−1
)
= −
(
z +
k∑
r=1
h∗rhrbr(z)
)−1
,
using the identification βr(z) = −br(z) at the conclusion of the proof of [FJ16, Lemma 4.4]. The (0, 0)-block
of this matrix is exactly
−
(
z +
k∑
r=1
HTr Hrbr(z)
)−1
= −(z + b · Σ˚)−1. 
Lemma 4.3 now follows by applying Proposition 4.4 and the following approximation given in Proposition
4.5 to the definitions of qT (z) and T˜ (z).
Proposition 4.5. For each t ∈ {1, . . . , k}, we have
n−1t Trt[F − FGHR(z)HTGTF ] ∼ −bt(z).
In the remainder of this section, we prove Proposition 4.5. We apply a computation using the augmented
Cauchy- and R-transforms of Section 3.1. In the von Neumann probability space (A, τ) of Section 4.1,
let H = 〈h1, . . . , hk〉, G = 〈g1, . . . , gk〉, F = 〈f11, f12, . . . , fkk〉 and D = 〈p0, . . . , p2k〉 be the generated von
Neumann subalgebras of A. Define the elements
w =
k∑
r,s=1
h∗rg
∗
rfrsgshs v =
k∑
r,s=1
g∗rfrsgs u =
k∑
r,s=1
frs. (40)
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For any r, s, t ∈ {1, . . . , k} define
arts = h
∗
rg
∗
rfrtftsgshs brts = g
∗
rfrtftsgs crts = frtfts.
Our goal is to compute
k∑
r,s=1
τ(ftsgshs(w − z)−1h∗rg∗rfrt) =
k∑
s,t=1
τ(arts(w − z)−1),
which is the free approximation for Trt FGHR(z)H
TGTF .
For a ∈ A and h ∈ H, define the H-valued conditional expectation τH(a), Cauchy-transform GHa (h), and
R-transform RHa (h), and similarly for G and D. For each i ∈ {0, . . . , 2k}, denote
τi(a) = τ(pi)
−1τ(piapi)
and note that τD(a) =
∑
i τi(a)pi. For a sufficiently large constant C > 0, define
D = {z ∈ C : |z| > C}.
We define the following analytic functions {αi}2ki=0, {βi}2ki=0, {di}2ki=0, {γj}2kj=0, {δj}2kj=0, and {ej}2kj=0 on D,
also used in [FJ16]: For i = 1, . . . , k, define
αi = τi(hiG
H
w (z)h
∗
i ), βi = τi
(
RDv
(
k∑
i=1
αipi
))
. (41)
Set α0 = αk+1 = · · · = α2k = |z|−1 and β0 = βk+1 = · · · = β2k = 0, and
di = α
−1
i + βi, d =
2k∑
i=0
dipi.
Now, for j = 1, . . . , k, define
γj+k = τj+k(gjG
G
v (d)g
∗
j ), δj+k = τj+k
RDu
 2k∑
j=k+1
γjpj
 . (42)
Set γ0 = γ1 = · · · = γk = |z|−1 and δ0 = δ1 = · · · = δk = 0, and
ej = γ
−1
j + δj , e =
2k∑
j=0
ejpj .
The following identities are shown in [FJ16].
Proposition 4.6. For all z ∈ D,
(a)
∑2k
i=0 αipi = G
D
v (d).
(b)
∑2k
j=0 γjpj = G
D
u (e).
(c) The quantities ar = −pαrnr and br = −βr satisfy the relations (6–7).
(d) For r = 1, . . . , k, we have er+k = −a−1r .
Proof. (a) follows from [FJ16, Equation (4.15)], (b) follows from [FJ16, Equation (4.21)], (c) is shown at the
end of the proof of [FJ16, Lemma 4.4], and (d) follows from [FJ16, Equation (4.28)]. 
The following identities are similar to [FJ16, Lemma 4.3].
Proposition 4.7. We have
RHarts,w(G
H
w (z)) = h
∗
rhrτr
[
RDbrts,v
(
GDv (d)
)]
,
RGbrts,v(G
G
v (d)) = g
∗
rgrτr+k
[
RDcrts,u
(
GDu (e)
)]
.
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Proof. For the first equality, notice that for c = GHw (z), we have
κHl (arts, cw, . . . , cw)
=
k∑
r2,...,rl=1
s2,...,sl=1
κHl
(
h∗rg
∗
rfrtftsgshs, ch
∗
r2g
∗
r2fr2s2gs2hs2 , . . . , ch
∗
rl
g∗rlfrlslgslhsl
)
=
k∑
r2,...,rl=1
s2,...,sl=1
h∗rκ
H
l
(
g∗rfrtftsgs, hsch
∗
r2g
∗
r2fr2s2gs2 , . . . , hsl−1ch
∗
rl
g∗rlfrlslgsl
)
hsl
=
k∑
r2,...,rl=1
s2,...,sl=1
h∗rκ
D
l
(
g∗rfrtftsgs, τ
D(hsch∗r2)g
∗
r2fr2s2gs2 , . . . , τ
D(hsl−1ch
∗
rl
)g∗rlfrlslgsl
)
hsl ,
where we apply [NSS02, Theorem 3.6] and D-freeness of {F ,G} and H in the last step. Notice now that
τD(hsch∗r) = 0 unless s = r, that for any d
′ ∈ D we have h∗rd′hr = h∗rhrτr(d′), and that
τD(hrch∗r)g
∗
r = τr(hrch
∗
r)prg
∗
r =
( 2k∑
i=0
αipi
)
g∗r .
Therefore, applying Proposition 4.6(a) and defining c′ = GDv (d), the above is equal to
h∗rhr
k∑
r3,...,rl=1
τr
(
κDl
(
g∗rfrtftsgs, c
′g∗sfsr3gr3 , c
′g∗r3fr3r4gr4 , . . . , c
′g∗rlfrlrgr
))
.
On the other hand, using gs = gsps and psc
′pr = 0 unless s = r, we have
κDl (brts, c
′v, . . . , c′v)
=
k∑
r2,...,rl=1
s2,...,sl=1
κDl
(
g∗rfrtftsgs, c
′g∗r2fr2s2gs2 , . . . , c
′g∗rlfrlslgsl
)
=
k∑
r2,...,rl=1
s2,...,sl=1
κDl
(
g∗rfrtftsgs, psc
′pr2g
∗
r2fr2s2gs2 , . . . , psl−1c
′prlg
∗
rl
frlslgsl
)
=
k∑
r3,...,rl=1
κDl
(
g∗rfrtftsgs, c
′g∗sfsr3gr3 , c
′g∗r3fr3r4gr4 , . . . , c
′g∗rlfrlrgr
)
.
Comparing with the above,
κHl (arts, cw, . . . , cw) = h
∗
rhrτr
(
κDl (brts, c
′v, . . . , c′v)
)
.
Summing over l ≥ 1 yields the first identity. The proof of the second identity is exactly parallel, using
Proposition 4.6(b) in place of Proposition 4.6(a). 
Proposition 4.8. We have
τ(arts(z − w)−1) = τ(crts(e− u)−1).
Proof. Note first that
τ(arts(z − w)−1) = τ
(
GHarts,w(z)
)
= τ(p0)τ0
(
GHarts,w(z)
)
.
Substituting the expression of Proposition 4.7 into the identity
GHarts,w(z) = R
H
arts,w(G
H
w (z))G
H
w (z)
of Lemma 3.1, we find that
GHarts,w(z) = h
∗
rhr ·GHw (z)τr
[
RDbrts,v
(
GDv (d)
)]
,
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from which we obtain
τ0[G
H
arts,w(z)] = τ0[h
∗
rhrG
H
w (z)]τr
[
RDbrts,v
(
GDv (d)
)]
.
Noting that τ0[h
∗
rhrG
H
w (z)] =
τ(pr)
τ(p0)
αr, we obtain
τ0[G
H
arts,w(z)] =
τ(pr)
τ(p0)
τr
[
RDbrts,v(G
D
v (d))αr
]
=
τ(pr)
τ(p0)
τr
[
RDbrts,v(G
D
v (d))G
D
v (d)
]
=
τ(pr)
τ(p0)
τr[G
D
brts,v(d)] =
τ(pr)
τ(p0)
τr[G
G
brts,v
(d)],
where in the second equality we replace αr by G
D
v (d) =
∑2k
i=0 αipi. Substituting Proposition 4.7 into the
identity
GGbrts,v(d) = R
G
brts,v
(GGv (d))G
G
v (d),
we find that
GGbrts,v(d) = g
∗
rgrG
G
v (d)τr+k
[
RDcrts,u
(
GDu (e)
)]
.
Noting that τr(g
∗
rgrG
G
v (d)) =
τ(pr+k)
τ(pr)
γr+k, we find similarly that
τr[G
G
brts,v
(d)] =
τ(pr+k)
τ(pr)
τr+k
[
RDcrts,u
(
GDu (e)
)
γr+k
]
=
τ(pr+k)
τ(pr)
τr+k
[
RDcrts,u
(
GDu (e)
)
GDu (e)
]
=
τ(pr+k)
τ(pr)
τr+k
[
GDcrts,u
(
e
)]
.
Putting everything together, we conclude that
τ(arts(z − w)−1) = τ(pr+k)τr+k
[
GDcrts,u
(
e
)]
= τ(crts(e− u)−1). 
Applying the definitions of arts and crts, the asymptotic freeness result in [FJS18, Theorem 3.9], and
Proposition 4.6(d), the above implies
1
nt
Trt[FGHR(z)H
TGTF ] ∼ 1
nt
Trt
(
F (diagn(a
−1) + F )−1F
)
,
and Proposition 4.5 now follows from the Woodbury matrix identity. We defer these details to Appendix
E.2.
4.4. Outlier eigenvectors and eigenvectors. Combining Lemmas 4.2 and 4.3, we have shown that T̂ ∼ T˜ .
Recalling Γ = Γ˜Q> and using det(Id +AB) = det(Id +BA), we see that the roots of 0 = det T˜ (z) are the
same as those of 0 = detT (z). Then Theorem 2.5 follows from an application of Hurwitz’s theorem. We
defer the technical details of this argument to Appendix E.3.
The proof of Theorem 2.6 uses the following two results, whose proofs are deferred to Appendix E.4.
Proposition 4.9. In the setting of Theorem 2.6, ker T˜ (λ) has dimension exactly 1, and each other singular
value of T˜ (λ) is at least a constant c ≡ c(δ) > 0.
Proposition 4.10. Denote by S′(z) and R′(z) the derivatives of S(z) and R(z) with respect to z. Then
S′(z) ∼ 0, QTR′(z)Q ∼ −QT∂z[(z Id +b · Σ˚)−1]Q,
n−1t Trt[FGHR
′(z)HTGTF ] ∼ b′t(z).
Proof of Theorem 2.6. Since (λ̂, v̂) is an eigenvalue-eigenvector pair, we have that λ̂v̂ = Σ̂v̂ = Wv̂ + P v̂,
which implies that
0 = (Id +R(λ̂)P )v̂. (43)
Define
v̂1 = Ξ
TFGHv̂ and v̂2 = Q
Tv̂.
Multiplying (43) on the left by
[
ΞTFGH
QT
]
and recalling (37), we obtain
0 = K̂(λ̂)
[
v̂1
v̂2
]
. (44)
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Eliminating v̂1 in this system of equations, we get 0 = T̂ (λ̂)v̂2 for the Schur complement T̂ from (38). We
show in Proposition E.6 that T˜ (z) is bounded over Uδ. Then so is T˜
′(z), by the Cauchy integral formula.
Applying a Taylor expansion and the results λ̂− λ→ 0 and T̂ ∼ T˜ from Theorem 2.5 and Lemmas 4.2 and
4.3, almost surely ‖T̂ (λ̂)− T˜ (λ)‖ → 0. So also
‖T̂ (λ̂)TT̂ (λ̂)− T˜ (λ)TT˜ (λ)‖ → 0.
Applying this to v̂2, we find that ‖T˜ (λ)TT˜ (λ)v̂2‖ → 0, which implies by Proposition 4.9 and the Davis-Kahan
theorem that
v̂2 − ‖v̂2‖v2 → 0, (45)
where v2 is a unit vector in ker T˜ (λ) with an appropriate choice of sign.
We now compute the limit of ‖v̂2‖. By (43) and the definition of P , we see that
− v̂ = R(λ̂)
(
QΓ˜Tv̂1 + (H
TGTFΞΓ˜ +QΓ˜TΞTFΞΓ˜)v̂2
)
. (46)
On the other hand, in the equation (44), we may solve for v̂1 to obtain v̂1 = −K̂11(λ̂)−1K̂12(λ̂)v̂2 when
K̂11(λ̂) is invertible. Substituting into (46),
v̂ = R(λ̂)(M1(λ̂) +M2(λ̂))v̂2 (47)
for the matrices
M1(λ̂) = QΓ˜
TK̂11(λ̂)
−1K̂12(λ̂)−QΓ˜TΞTFΞΓ˜, M2(λ̂) = −HTGTFΞΓ˜.
Note that M ′1(z),M
′
2(z), R
′(z) are also bounded over Uδ, on a high-probability event when spec(W ) ⊂
supp(µ0)δ/2 and ‖Ξ‖, ‖G‖ < C. Taking the squared norm of (47) on both sides and applying λ̂− λ→ 0 and
a Taylor expansion,
1 =
2∑
i,j=1
v̂T2Mi(λ̂)
TR(λ̂)2Mj(λ̂)v̂2 =
2∑
i,j=1
v̂T2Mi(λ)
TR(λ)2Mj(λ)v̂2 + o(1). (48)
Applying Lemma 4.2 and Propositions E.3 and 4.5, we find that
QTM1(z) ∼ Γ˜TΞTFGHR(z)HTGTFΞΓ˜− Γ˜TΞTFΞΓ˜ ∼ Γ˜T diag`(b(z))Γ˜.
Also, noting that R(z)2 = R′(z) and applying Proposition 4.10,
QTR(z)2Q ∼ QTR′(z)Q ∼ −QT∂z[(z Id +b(z) · Σ˚)−1]Q.
Combining these, applying Γ = Γ˜QT, and setting û = Γ˜v̂2 = Γv̂, we get
v̂T2M1(λ)
TR(λ)2M1(λ)v̂2
= −ûT diag`(b)Γ · ∂λ[(λ Id +b · Σ˚)−1] · ΓT diag`(b)û+ o(1) (49)
where we write as shorthand b ≡ b(λ). Applying R(z)2 = R′(z) and Propositions E.3 and 4.10, we also get
ΞTFGHR(z)2HTGTFΞ ∼ diag`(b′(z)), and hence
v̂T2M2(λ)
TR(λ)2M2(λ)v̂2 = û
T diag`(b
′)û+ o(1). (50)
Finally, applying S′(z) ∼ 0 from Proposition 4.10, we get QTR(z)2HTGTFΞ ∼ 0 and hence
v̂T2M1(λ)
TR(λ)2M2(λ)v̂2 → 0. (51)
Then substituting (49), (50), and (51) into (48),
1 = ûT
(
− diag`(b)Γ · ∂λ[(λ Id +b · Σ˚)−1] · ΓT diag`(b) + diag`(b′)
)
û+ o(1). (52)
Multiplying (45) on the left by Γ˜, we find that
û− ‖v̂2‖Γ˜v2 → 0. (53)
Define u˜ = Γ˜v2, and note that u˜ is a non-zero vector in kerT (λ) because v2 is a unit vector in ker T˜ (λ).
Then u = u˜/‖u˜‖ is a unit vector in kerT (λ), which is unique up to sign by Proposition 4.9. Substituting
(53) into (52) and recalling the definition of α in Theorem 2.6, we find that
1 = ‖v̂2‖2‖u˜‖2 · α+ o(1).
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Writing (53) as û− ‖v̂2‖‖u˜‖u→ 0 and substituting α−1/2 for ‖v̂2‖‖u˜‖ concludes the proof. 
Appendix A. Qualitative phenomena and simulations
A.1. Qualitative phenomena. We provide the calculations for (14), (15), (16), and (17). Recall that
α1, . . . , αk are independent, with independent rows of mean 0 and covariances Σ1, . . . ,Σk. Then in the
mixed model (1), for any matrix Σ̂ = Y TBY , we have
E[Σ̂] =
k∑
r,s=1
E[αTrUTr BUsαs] =
k∑
r=1
(
TrUTr BUr
)
Σr.
Recall also Frt =
√
nrnt(U
T
r BUt). If Σ̂ is an unbiased MANOVA estimate for Σ1, this implies
1
n1
TrF11 = TrU
T
1 BU1 = 1,
1
nr
TrFrr = TrU
T
r BUr = 0 for all r 6= 1. (54)
In Step 4 of the proof of [FJ16, Lemma 4.4], it is shown that zar(z) and br(z) remain bounded as |z| → ∞.
Then, linearizing the fixed-point equations (6–7) for large z = λ, we obtain
ar(λ) = − 1
λ
(
1
nr
Tr Σ˚r
)
+O
(
1
λ2
)
,
br(λ) = − 1
nr
TrFrr +
1
nr
k∑
t=1
at(λ) TrFrtFtr +O
(
1
λ2
)
.
Substituting the first expression into the second, applying (54), and recalling the definition of cr from (13),
br(λ) = −1{r = 1} − cr
λ
+O
(
1
λ2
)
. (55)
Under Assumption 2.2, |cr| is bounded by a constant.
Suppose that `1 = `2 = 1 and `r = 0 for each other r, and write the rows of Γ1,Γ2 as
√
µ1v1 and
√
µ2v2.
Assume Σ˚rv1 = Σ˚rv2 = 0 for every r. Then, recalling ρ = 〈v1, v2〉, we get
Γ(λ Id +b · Σ˚)−1ΓT = 1
λ
ΓΓT =
1
λ
(
µ1 ρ
√
µ1µ2
ρ
√
µ1µ2 µ2
)
. (56)
Applying this and (55) to (9), we obtain
T (λ) = Id−
(
µ1 ρ
√
µ1µ2
ρ
√
µ1µ2 µ2
)(
1
λ +
c1
λ2 0
0 c2λ2
)
+O
( µ
λ3
)
. (57)
Taking the determinant of this 2× 2 matrix yields the expansion
detT (λ) = 1− µ1
λ
− c1µ1 + c2µ2
λ2
+
c2µ1µ2(1− ρ2)
λ3
+O
(
λµ+ µ2
λ4
)
.
When µ2 . µ1 and µ1 is large, the largest root of 0 = detT (λ) takes the form (14). When µ1 = 0 and µ2 is
large, 0 = detT (λ) has two roots given by (15).
For (16) and (17), consider λ described by (14), which satisfies λ  µ1  µ2. The expression (14) yields
1
λ
=
1
µ1
(
1− bias
µ1
)
+ oµ
(
1
µ2
)
.
Substituting this into the second row of (57),
T21(λ) = −ρ
√
µ2/µ1 + c2ρ
3
√
µ32/µ
5
1 + oµ(1/µ), T22(λ) = 1− c2µ2/µ21 + oµ(1/µ),
where the first terms are O(1) and the second terms are O(1/µ). The unit vector u ∈ kerT (λ) is orthogonal
to (T21, T22), so it is given (up to sign) by
u =
1√
µ1 + ρ2µ2
( √
µ1
ρ
√
µ2
)
+Oµ(1/µ). (58)
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To approximate α in (12), recall (56) and (55). Then
α = u>
(−1 0
0 0
)
· 1
λ2
ΓΓ> ·
(−1 0
0 0
)
u+O(1/λ2) = (µ1 + ρ
2µ2)
−1 +Oµ(1/µ2),
so
α−1/2 =
√
µ1 + ρ2µ2 +Oµ(1/
√
µ). (59)
Multiplying (58) and (59) yields (16).
For (17), one may check that
w =
1√
µ1µ2(1− ρ2)
(−ρ√µ2√
µ1
)
is the desired vector w ∈ R2 for which Γ>w is the unit vector parallel to the component of v2 orthogonal to
v1. Let us write a second-order correction to (58) as
u =
1√
µ1 + ρ2µ2
( √
µ1
ρ
√
µ2
)
+ v + oµ(1/µ)
where v = Oµ(1/µ). Then w
>u = w>v + oµ(1/µ3/2). The condition T21u1 + T22u2 = 0 requires
−ρ
√
µ2
µ1
v1 + v2 =
1√
µ1 + ρ2µ2
(
−c2ρ3
√
µ32/µ
4
1 + c2ρ
√
µ32/µ
4
1
)
+ oµ(1/µ)
=
c2ρ(1− ρ2)
µ21
√
µ32
µ1 + ρ2µ2
+ oµ(1/µ).
So
w>u = w>v + oµ(1/µ3/2) =
c2ρ
µ21
√
(1− ρ2)µ22
µ1 + ρ2µ2
+ oµ(1/µ
3/2).
Multiplying by (59) yields (17).
A.2. Simulation details. We provide additional details for the simulations in Sections 2.5 and 2.6: We
consider the special case of (1) corresponding to a balanced one-way layout design,
Y = U1α1 + α2, (60)
where n = 2n1 = n2 = 1600, p = 3200, and U2 = Id. Each sample i = 1, . . . , n belongs to one of n1
disjoint pairs, and each column of U1 ∈ Rn×n1 has a block of two 1’s indicating the samples belonging to
the corresponding pair. The MANOVA estimate of Σ1 is given by
Σ̂ = Y TBY, B =
1
n
(pi − pi⊥),
where pi and pi⊥ are the orthogonal projections onto the column span of U1 and its orthogonal complement.
We simulate α1 and α2 using the covariances
Σ1 = 32e1e
>
1 + 16e2e
>
2 + 8e3e
>
3 + Σ˚1,
Σ2 = 32ww
> + 64e4e>4 + Σ˚2,
where e1, e2, e3, e4 are the first four standard basis vectors, w = (e1 + e2 + e3)/
√
3, and Σ˚1, Σ˚2 are diagonal
matrices whose first 4 diagonal entries are 0 and remaining entries are drawn randomly from Exponential(1).
We fix a single instance of Σ1,Σ2 and generate all 1000 simulations of Σ̂ from this instance.
We compute detT (λ) over a fine grid of values λ ∈ R, by iteratively solving the fixed-point equations
(6–7). For faster computation, the initial values for br at each next point λ + 0.01 are initialized by linear
interpolation from their values at λ and λ− 0.01. Applying the Stieltjes inversion formula, we approximate
the density of µ0 at λ by the value pi
−1 Imm0(λ+ 10−8i), where m0 is computed from (8). We compute the
roots of the equation 0 = detT (λ) using grid search.
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A.3. Isotropic noise. We verify that Theorems 2.5 and 2.6 agree with the earlier results of [FJS18] when
restricted to the setting of isotropic noise, where Σ˚r = σ
2
r Id for each r = 1, . . . , k.
Comparing (8) with (6), we have in this setting ar(z) = (pσ
2
r/nr)m0(z) for each r. Then br(z) coin-
cides with −tr(z) as defined in [FJS18, Eq. (3.2)]. (Note that the matrix Frs in [FJS18] corresponds to
(pσrσs/
√
nrns)Frs in the notation of this paper.) Applying det(Id +XY ) = det(Id +Y X), our determinant
equation 0 = detT (λ) is equivalent to
0 = det
(
Id +(λ Id +b · Σ˚)−1ΓT diag`(b)Γ
)
⇔ 0 = det(λ Id +b · Σ˚ + ΓT diag`(b)Γ) = det(λ Id +b · Σ).
This is the same as the equation defining Λ0 in [FJS18, Eq. (3.4)].
For the eigenvectors, note that u ∈ kerT (λ) corresponds to
v = −M(λ)u ∈ ker(Id +b · Σ), M(λ) = (λ Id +b · Σ˚)−1ΓT diag`(b).
Then, in our notation, [FJS18, Theorem 3.3] shows
Γ v̂ +
(
uTM(λ)T
(
Id +b′(λ) · Σ˚ + ΓT diag`(b′)Γ
)
M(λ)u
)−1/2
ΓM(λ)u→ 0.
Since u ∈ kerT (λ), we have ΓM(λ)u = −u. Applying this and simplifying, we recover exactly Theorem 2.6.
Appendix B. Augmented Cauchy and R-transforms
We prove the identity between augmented Cauchy and R-transforms in Lemma 3.1.
Proof of Lemma 3.1. We apply the cumulant expansion to obtain
GBa1,a(b) =
∑
l≥0
τB(a1b−1(ab−1)l) =
∑
l≥0
∑
pi∈NC(l+1)
κBpi (a1b
−1, ab−1, . . . , ab−1). (61)
For a given non-crossing partition pi ∈ NC(l + 1), let S ∈ pi denote the element containing 1. Then the size
m of S can range from 1 to l + 1. Denote S = {j0, j1, . . . , jm−1} where j0 = 1. Set ci = ji − ji−1 − 1 for
i = 1, . . . ,m− 1 to be the number of elements between ji−1 and ji, and set cm = l+ 1− jm−1 as the number
of elements after jm−1. Then c1, . . . , cm sum to l+1−m, and the remaining elements of pi form non-crossing
partitions of these intervals of sizes c1, . . . , cm. Hence, applying the definition and multilinearity of κ
B
pi , we
have ∑
pi∈NC(l+1)
κBpi (a1, . . . , al+1)
=
l+1∑
m=1
∑
c1,...,cm≥0∑
i ci=l+1−m
∑
pi1∈NC(c1),...,pim∈NC(cm)
κBm(a1κ
B
pi1(a2, . . . , aj1−1), aj1κ
B
pi2(aj1+1, . . . , aj2−1), . . . , ajm−1κ
B
pim(ajm−1+1, . . . , al+1))
=
l+1∑
m=1
∑
c1,...,cm≥0∑
i ci=l+1−m
κBm(a1τ
B(a2 . . . aj1−1), aj1τ
B(aj1+1 . . . aj2−1), . . . , ajm−1τ
B(ajm−1+1 . . . al+1)).
Applying this to (61), exchanging orders of summations by∑
l≥0
l+1∑
m=1
∑
c1,...,cm≥0∑
i ci=l+1−m
=
∑
m≥1
∑
l≥m−1
∑
c1,...,cm≥0∑
i ci=l+1−m
=
∑
m≥1
∑
c1≥0,...,cm≥0
,
and then applying the definition of B-valued Cauchy and R-transforms, we obtain
GBa1,a(b) =
∑
l≥0
l+1∑
m=1
∑
c1,...,cm≥0∑
i ci=l+1−m
κBm(a1b
−1τB((ab−1)c1), ab−1τB((ab−1)c2), . . . , ab−1τB((ab−1)cm))
=
∑
m≥1
κBm(a1G
B
a (b), aG
B
a (b), . . . , a)G
B
a (b)
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= RBa1,a(G
B
a (b))G
B
a (b).
For ‖b−1‖ sufficiently small, the preceding infinite series are all absolutely norm-convergent, and hence the
preceding manipulations are valid as convergent series in B. 
Recall that if s, t ∈ A are free with amalgamation over B, we have a subordination identity for the B-valued
Cauchy-transform GBs+t, given by
GBs+t(b) = G
B
t (b−RBs (GBs+t(b))). (62)
This is a consequence of the additivity RBs (b) +RBt (b) = RBs+t(b), and the moment-cumulant relation (20).
Lemma 3.1 yields the following analogous subordination identity for the augmented transforms.
Lemma B.1 (Left subordination identity). Suppose s, t,m ∈ A are such that s and {t,m} are free with
amalgamation over B. Then for any invertible b ∈ B with ‖b−1‖ sufficiently small,
GBm,s+t(b) = G
B
m,t(b−RBs (GBs+t(b))).
Proof. Denote b′ = GBs+t(b) ∈ B. The usual subordination identity gives b′ = GBt (b−RBs (b′)). Then
GBm,s+t(b) = RBm,s+t(b′)b′
=
∑
l≥1
κBl (m, b
′(s+ t), . . . , b′(s+ t))b′
=
∑
l≥1
κBl (m, b
′t, . . . , b′t)b′
= RBm,t(b′)b′
= GBm,t(b−RBs (b′))
where the first and last equalities apply (23) with a = s + t and a = t, the second and fourth equalities
apply the definition of RBa1,a, and the middle equality applies multi-linearity of κl, B-freeness of s and m,
and vanishing of mixed cumulants for free elements. 
Appendix C. Strong asymptotic freeness
In this section, we prove Theorem 3.2. The proof follows an argument analogous to [HT05, Mal12], which
established such a result for GUE and GUE + deterministic matrices, respectively. Several modifications to
the argument are needed, drawing on ideas in [Sch05, BC17] which established this type of result for GOE
matrices and complex Wigner + deterministic matrices, respectively. We note that the result of [BC17]
requires the real and imaginary parts of the complex Wigner matrices to have the same variance, and does
not directly apply to the GOE + deterministic matrix setting.
We provide here a brief outline of the proof and its relation to these previous works:
(1) By the linearization trick of [HT05, Section 2], we first study linear polynomials L with k × k
Hermitian matrix-valued coefficients, for arbitrary fixed dimension k. We aim to show the spectral
inclusion (24) for such L, see Lemma C.11.
(2) For this, it suffices to show that the difference between the Cauchy transform of L(XN ,YN ) and that
of a deterministic measure µA with the same spectrum as L(x,YN ) is at most poly((Imλ)−1)/N1+κ,
for some κ > 0 and any spectral argument λ ∈ C+. For simplicity, we drop the λ-dependence here
and denote this as O(1/N1+κ). As in [HT05, Mal12], we bound the expected difference by O(1/N2)
and the variance by O(1/N4). The latter bound uses the same Gaussian Poincare´ argument as in
these works.
(3) To bound the expected difference, we work with the expected Mk-valued Cauchy transform GSN+TN
of L(XN ,YN ), and the Mk-valued Cauchy transform Gs+TN of L(x,YN ). The latter satisfies the
operator-valued subordination equation for the free additive convolution,
Gs+TN (Λ) = GTN (Λ−Rs(Gs+TN (Λ))).
Applying a similar Gaussian integration-by-parts argument as in [Mal12], we show
GSN+TN (Λ) = GTN (Λ−Rs(GSN+TN (Λ))) +O(1/N),
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see Lemma C.1. In contrast to the GUE setting of [Mal12], this is a first-order remainder of size
O(1/N), not O(1/N2) as required. The O(1/N) term vanishes for the GUE by a cancellation due to
the real and imaginary parts having the same variance, but does not vanish for the GOE. A similar
difficulty occurred also in [Sch05].
(4) The bulk of the additional work in our argument lies in obtaining the second-order O(1/N2) approx-
imation. In Proposition C.7 below, applying the stability property of the subordination equation
established in [Mal12, Proposition 4.3] together with a Taylor expansion of GTN , we obtain
‖GSN+TN (Λ)−Gs+TN (Λ)− LΛ(RN (Λ))‖ ≤ O(1/N2),
where ‖LΛ(RN (Λ))‖ ≤ O(1/N). We approximate the random quantity RN (Λ) by a deterministic
approximation RA(Λ), and show that Gs+TN (Λ) + LΛ(RA(Λ)) is the Cauchy transform of a deter-
ministic measure µA as above. For the approximation RN (Λ) ≈ RA(Λ), we follow an approach
inspired by [Sch05], and we identify the key term of RN (Λ)−RA(Λ) as the derivative of the differ-
ence of certain “left-augmented” M2k-valued Cauchy transforms of L(XN ,YN ) and L(x,YN ) in an
expanded 2k× 2k coefficient space, see (21) below. We bound this difference using a left-augmented
subordination identity for RA(Λ), an approximate such identity for RN (Λ), and a second application
of [Mal12, Proposition 4.3].
(5) Finally, having established (24) for all such linear polynomials L, we may directly establish (24) for
all Q by applying the linearization and ultraproduct argument of [HT05, Section 7] in a subsequential
form. This concludes the proof of Theorem 3.2.
In the remainder of this section, we carry out these steps to prove Theorem 3.2. Its corollary Theorem
3.3 then follows from results in [Mal12], and is discussed at the end of the section.
C.1. Linearization and first-order approximation. Replacing Yj and Y
∗
j by (Yj + Y
∗
j )/2 and (Yj −
Y ∗j )/(2i), we will assume without loss of generality that Y1, . . . , Yq are Hermitian. We write as shorthand
MN = CN×N , and denote by trN = N−1 Tr the normalized matrix trace on MN .
We first consider linear polynomials with matrix-valued coefficients. Fix any k ≥ 1 and Hermitian matrices
a0, ..., ap, b1, ..., bq ∈Mk. Set
LN = a0 ⊗ IdN +SN + TN , SN =
p∑
j=1
aj ⊗Xj , TN =
q∑
j=1
bj ⊗ Yj . (63)
Define correspondingly
LA = a0 ⊗ IdN +s+ TN , s =
p∑
j=1
aj ⊗ xj . (64)
These belong to von Neumann probability spaces (Mk⊗MN , trk ⊗ trN ) and (Mk⊗AN , trk ⊗τN ). We denote
by Idk the identity in Mk, and by IdN both the identity in MN and the unit in AN . The space Mk is
identified as a subalgebra of both Mk ⊗MN and Mk ⊗ AN via the inclusion map x 7→ x ⊗ IdN , with the
partial traces Idk ⊗ trN and Idk ⊗τN being the conditional expectations onto this subalgebra. Throughout,
we let C,C1, C2, . . . be arbitrary constants depending on k, p, q, ‖a0‖, . . . , ‖ap‖, ‖b1‖, . . . , ‖bq‖.
For any element x of a von Neumann algebra A, define the self-adjoint element
Imx =
x− x∗
2i
∈ A.
We will use repeatedly the fact that for any self-adjoint element y ∈ A,
‖(x+ y)−1‖ ≤ ‖(Im(x+ y))−1‖ = ‖(Imx)−1‖,
see [HT05, Lemma 3.1]. Let
M+k = {X ∈Mk : ImX  0}, M−k = {X ∈Mk : ImX ≺ 0}
where  and ≺ denote the positive-definite partial ordering for Hermitian matrices.
For Λ,Γ ∈M+k , define the resolvents
hSN+TN (Λ) = (Λ⊗ IdN −SN − TN )−1 ,
gSN+TN (Λ) = E[hSN+TN (Λ)],
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gTN (Γ) = (Γ⊗ IdN −TN )−1 .
Define the Mk-valued Cauchy transforms
HSN+TN (Λ) = (Idk ⊗ trN )[hSN+TN (Λ)],
GSN+TN (Λ) = E[HSN+TN (Λ)],
GTN (Γ) = (Idk ⊗ trN )[gTN (Γ)].
We will eventually apply these with Λ = λ Idk −a0 to obtain the scalar-valued Cauchy transform of LN .
Since SN and TN are Hermitian, we have the operator-norm bounds
‖HSN+TN (Λ)‖ ≤ ‖hSN+TN (Λ)‖ ≤ ‖(Im Λ)−1‖,
and similarly for GTN and gTN . One may verify that HSN+TN , GSN+TN , and GTN are analytic maps from
M+k to M
−
k .
Correspondingly, define the resolvent and Mk-valued Stieltjes transform of s+ TN , for Λ ∈M+k , by
gs+TN (Λ) = (Λ⊗ IdN −s− TN )−1,
Gs+TN (Λ) = (Idk ⊗τN )[gs+TN (Λ)].
Then by (62), Gs+TN satisfies the subordination identity
Gs+TN (Λ) = GTN (Λ−Rs(Gs+TN (Λ))), (65)
where
Rs(x) =
p∑
j=1
ajxaj (66)
is the Mk-valued R-transform of s, see [Mal12, Proposition 4.2]. This identity holds for all Λ ∈ M+k , as
both sides are analytic over M+k . Since the aj ’s are Hermitian, x ∈M+k implies ImRs(x)  0, and x ∈M−k
implies ImRs(x)  0.
The subordination property (65) arises from freeness of s and TN over Mk. In this subsection, we establish
the following matrix analogue of this identity, which arises from the asymptotic freeness of SN and TN .
Lemma C.1 (Matrix subordination identity). Fix any Λ ∈M+k , and set Γ = Λ−Rs(GSN+TN (Λ)). Then
GSN+TN (Λ) = GTN (Γ) +RN (Λ,Γ, Idk ⊗ IdN ) + ΘN (Λ,Γ, Idk ⊗ IdN ) (67)
where
‖RN (Λ,Γ, Idk ⊗ IdN )‖ ≤ C
N
‖(Im Λ)−1‖3, ‖ΘN (Λ,Γ, Idk ⊗ IdN )‖ ≤ C
N2
‖(Im Λ)−1‖5.
Comparing with (65), there is a “first-order” remainder term RN and “second-order” remainder term ΘN ,
whose exact forms are below. We will further approximate RN in the next subsection.
We show Lemma C.1 by specializing the following proposition to M = Idk ⊗ IdN .
Proposition C.2. For any deterministic Λ,Γ ∈M+k and M ∈Mk ⊗MN , we have
Idk ⊗ trN
(
E[MhSN+TN (Λ)]−MgTN (Γ)
)
= RN (Λ,Γ,M) + ΘN (Λ,Γ,M) (68)
where
ΘN (Λ,Γ,M) = E
[
Idk ⊗ trN
[
MgTN (Γ)
((Rs(HSN+TN (Λ))− Λ + Γ)⊗ IdN )hSN+TN (Λ)]] ,
RN (Λ,Γ,M) = − 1
N
p∑
j=1
k∑
s,l=1
E
[
Idk ⊗ trN
[
MgTN (Γ)(aje
(k)
sl ⊗ IdN )hTSN+TN (Λ)(e(k)sl aj ⊗ IdN )hSN+TN (Λ)
]]
.
Here, e
(k)
sl ∈Mk is the matrix with (s, l) coordinate equal to 1 and remaining coordinates 0, and hTSN+TN (Λ) =
(ΛT ⊗ IdN −STN − TTN )−1 is the (non-conjugated) matrix transpose, where
STN =
p∑
j=1
aTj ⊗Xj , TTN =
q∑
j=1
bTj ⊗ Y Tj .
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Proof. The argument follows [Mal12, Proposition 5.2], with modifications similar to [Sch05, Theorem 2.1]
which produce the extra term RN in the setting of the GOE.
We represent Xj =
1√
2
(Zj+Z
T
j ) where Zj ∈ RN×N has i.i.d. N (0, 1/N) entries. The Gaussian integration-
by-parts identity E[ξf(ξ)] = N−1E[f ′(ξ)] for ξ ∼ N (0, 1/N) gives
E [(Zj)slhSN+TN (Λ)] =
1
N
√
2
E
[
d
dt
∣∣∣
t=0
(Λ⊗ IdN −SN − TN − t(aj ⊗ e(N)sl + aj ⊗ e(N)ls ))−1
]
,
where e
(N)
sl ∈ RN×N is the matrix with the single entry (s, l) equal to 1. Applying
d
dt
A(t)−1 = −A(t)−1(t)A′(t)A−1(t), (69)
we get
E [(Zj)slhSN+TN (Λ)] =
1
N
√
2
E
[
hSN+TN (Λ)(aj ⊗ e(N)sl + aj ⊗ e(N)ls )hSN+TN (Λ)
]
.
Then writing Zj =
∑N
s,l=1(Zj)sle
(N)
sl ,
E
[(
aj√
2
⊗ Zj
)
hSN+TN (Λ)
]
=
1
2N
N∑
s,l=1
(aj⊗e(N)sl )E
[
hSN+TN (Λ)(aj ⊗ e(N)sl + aj ⊗ e(N)ls )hSN+TN (Λ)
]
. (70)
For any a, b ∈Mk and any elementary tensor x⊗ Y ∈Mk ⊗MN ,
N∑
s,l=1
(a⊗ e(N)sl )(x⊗ Y )(b⊗ e(N)ls ) = N trN (Y ) · axb⊗ IdN ,
and
N∑
s,l=1
(Idk ⊗e(N)sl )(x⊗ Y )(Idk ⊗e(N)sl ) = x⊗ Y T = (xT ⊗ Y )T =
k∑
s,l=1
(e
(k)
sl ⊗ IdN )(x⊗ Y )T(e(k)sl ⊗ IdN ).
Then by linearity, for any M ∈Mk ⊗MN ,
N∑
s,l=1
(a⊗ e(N)sl )M(b⊗ e(N)ls ) = N ·
(
a((Idk ⊗ trN )M)b
)
⊗ IdN ,
and
N∑
s,l=1
(Idk ⊗e(N)sl )M(Idk ⊗e(N)sl ) =
k∑
s,l=1
(e
(k)
sl ⊗ IdN )MT(e(k)sl ⊗ IdN ).
So the right side of (70) is
1
2
E [(ajHSN+TN (Λ)aj ⊗ IdN )hSN+TN (Λ)]
+
1
2N
k∑
s,l=1
E
[
(aje
(k)
sl ⊗ IdN )hTSN+TN (Λ)(e(k)sl aj ⊗ IdN )hSN+TN (Λ)
]
.
Applying the same identity as (70) for ZTj , summing over j, recalling SN =
∑
j aj ⊗ (Zj + ZTj )/
√
2,
multiplying on the left by MgTN (Γ), and recalling the definition of Rs from (66) we get
E [MgTN (Γ)SNhSN+TN (Λ)]
= E [MgTN (Γ)(Rs(HSN+TN (Λ))⊗ IdN )hSN+TN (Λ)]
+
1
N
p∑
j=1
k∑
s,l=1
E
[
MgTN (Γ)(aje
(k)
sl ⊗ IdN )hTSN+TN (Λ)(e(k)sl aj ⊗ IdN )hSN+TN (Λ)
]
.
Writing SN = (Λ− Γ)⊗ IdN +(Γ⊗ IdN −TN )− (Λ⊗ IdN −SN − TN ), rearranging, and applying the partial
trace Idk ⊗ trN to both sides yields the result. 
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Remark. Proposition C.2 shows the difference between GOE and GUE matrices. Applying integration by
parts for the N2 independent Gaussian random variables in the GUE setting, we would obtain N2 terms on
the right of (70), see [HT05, eqs. (3.7–3.9)]. However, in the GOE setting, there are 2N2 terms in (70),
and the terms in (70) which do not appear in the GUE case lead to the first order remainder RN .
Proposition C.3. For any Λ,Γ ∈M+k and M ∈Mk ⊗MN ,
‖RN (Λ,Γ,M)‖ ≤ C
N
‖M‖‖(Im Λ)−1‖2‖(Im Γ)−1‖. (71)
Proof. This follows from the definition of RN , and the bounds ‖gTN (Γ)‖ ≤ ‖(Im Γ)−1‖ and ‖hSN+TN (Λ)‖ ≤
‖(Im Λ)−1‖. 
Proposition C.4. For any Λ ∈M+k , M ∈Mk ⊗MN , and for Γ = Λ−Rs(GSN+TN (Λ)),
‖ΘN (Λ,Γ,M)‖ ≤ C
N2
‖M‖‖(Im Λ)−1‖5.
Proof. The proof is similar to that of [Mal12, Proposition 5.3], and we will omit some details. Introduce
KSN+TN (Λ) = HSN+TN (Λ)−GSN+TN (Λ) = HSN+TN (Λ)− E[HSN+TN (Λ)].
Then, as Rs is a linear map, for the given value of Γ
ΘN (Λ,Γ,M) = E
[
Idk ⊗ trN
[
MgTN (Γ)(Rs(KSN+TN (Λ))⊗ IdN )hSN+TN (Λ)
]]
.
Further introduce
kSN+TN (Λ) = hSN+TN (Λ)− gSN+TN (Λ) = hSN+TN (Λ)− E[hSN+TN (Λ)].
Then, applying E[KSN+TN (Λ)] = 0, the above implies
ΘN (Λ,Γ,M) = E
[
Idk ⊗ trN
[
MgTN (Γ)(Rs(KSN+TN (Λ))⊗ IdN )kSN+TN (Λ)
]]
.
Denote
‖M‖∞ = max
i,j
|Mij |, ‖M‖2HS =
∑
i,j
|Mij |2.
For X ∈Mk ⊗MN and e(N)s the sth standard basis vector in CN , define
(Idk ⊗e(N)s )TX(Idk ⊗e(N)l ) = X(s,l) ∈Mk
and
(e(k)s ⊗ IdN )TX(e(k)l ⊗ IdN ) = X(s,l) ∈MN .
Note in particular that
X =
N∑
s,l=1
X(s,l) ⊗ e(N)sl .
Applying this decomposition to MgTN (Γ) and to hSN+TN (Λ), we bound
‖Θ(Λ,Γ,M)‖ ≤
√
k‖Θ(Λ,Γ,M)‖∞
=
√
k
N
∥∥∥∥∥∥
N∑
s,l=1
E
[
(MgTN (Γ))
(s,l)Rs(KSN+TN (Λ))(kSN+TN (Λ))(l,s)
]∥∥∥∥∥∥
∞
.
Then applying |∑mi=1 yi| ≤ mmaxi |yi|, we obtain
‖Θ(Λ,Γ,M)‖
≤ k
5/2
N
max
u,v,u′,v′∈{1,...,k}
∣∣∣∣∣∣E
Rs(KSN+TN (Λ))u′,v′ N∑
s,l=1
(MgTN (Γ))
(s,l)
u,u′ · (kSN+TN (Λ))(l,s)v′,v
∣∣∣∣∣∣
≤ k5/2 max
u,v,u′,v′∈{1,...,k}
E
[
|Rs(KSN+TN (Λ))u′,v′ | ·
∣∣∣trN (MgTN (Γ)(u,u′)kSN+TN (Λ)(v′,v))∣∣∣]
≤ k5/2 max
u,v,u′,v′∈{1,...,k}
Var[Rs(HSN+TN (Λ))u′,v′ ]1/2 ·Var
[
trN
(
MgTN (Γ)(u,u′)hSN+TN (Λ)(v′,v)
)]1/2
,
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where the last line applies Cauchy-Schwarz and Var denotes the complex variance.
Fix any u, v, u′, v′, and define the scalar-valued functions
F1(SN ) = Rs(HSN+TN (Λ))u′,v′ ,
F2(SN ) = trN
(
MgTN (Γ)(u,u′)hSN+TN (Λ)(v′,v)
)
.
Following the same arguments as in [Mal12, Proposition 5.3], and applying ‖(Im Γ)−1‖ ≤ ‖(Im Λ)−1‖ because
Λ ∈M+k and ImRs(GSN+TN (Λ))  0, we may verify that
‖∇F1(SN )‖2 ≤ C
N
‖(Im Λ)−1‖4, ‖∇F2(SN )‖2 ≤ C
N
‖M‖2‖(Im Λ)−1‖6.
Then, as the entries of SN are C/
√
N -Lipschitz in the independent standard Gaussian variables which define
X1, . . . , Xp, the Gaussian Poincare´ inequality yields
Var[F1(SN )] ≤ C
N2
‖(Im Λ)−1‖4, Var[F2(SN )] ≤ C
N2
‖M‖2‖(Im Λ)−1‖6.
Substituting above concludes the proof. 
Combining Propositions C.2, C.3 and C.4, and specializing to M = Idk ⊗ IdN , we obtain Lemma C.1.
The following is then a consequence of the stability property for the subordination equation (65), established
in [Mal12]: For a parameter η > 0, define the simply connected open set
Ω(N)η =
{
Λ ∈M+k : ‖(Im Λ)−1‖ < Nη
}
, (72)
Lemma C.5 (First-order Cauchy transform approximation). Let η < 1/3. Then there exists N0 > 0 such
that for all N ≥ N0 and Λ ∈ Ω(N)η ,
‖Gs+TN (Λ)−GSN+TN (Λ)‖ ≤
C
N
‖(Im Λ)−1‖3 (1 + ‖(Im Λ)−1‖2) .
Proof. For η < 1/3, N ≥ N0, and Λ ∈ Ω(N)η , Lemma C.1 implies
‖GSN+TN (Λ)−GTN (Λ−Rs(GSN+TN (Λ)))‖ ≤
C
N
‖(Im Λ)−3‖ ≤ 1/2.
The result then follows from [Mal12, Proposition 4.3]. 
C.2. Second-order approximation. For Λ ∈M+k , denote the first-order remainder in Lemma C.1 as
RN (Λ) = RN (Λ,ΓN , Idk ⊗ IdN ), ΓN ≡ ΓN (Λ) = Λ−Rs(GSN+TN (Λ)).
Define the approximation to ΓN , which appears in (65), by
ΓA ≡ ΓA(Λ) = Λ−Rs(Gs+TN (Λ))).
Note that if Λ ∈M+k , then ΓN ,ΓA ∈M+k also. Then define an approximation to RN (Λ) by
RA(Λ) = − 1
N
p∑
j=1
k∑
m,l=1
(Idk ⊗τN )
(
gTN (ΓA)(aje
(k)
ml ⊗ IdN )gTs+TN (Λ)(e(k)mlaj ⊗ IdN )gs+TN (Λ)
)
. (73)
Here, gTs+TN = (Λ
T ⊗ IdN −sT − TTN )−1 where
sT =
p∑
j=1
aTj ⊗ xj
and TTN is as before. In this section, we extend Lemma C.5 to the following second-order approximation.
Lemma C.6 (Second-order Cauchy-transform approximation). For η < 1/3, a constant N0 > 0, all N ≥ N0,
and Λ ∈ Ω(N)η ,
‖Gs+TN (Λ)−GSN+TN (Λ) + LΛ(RA(Λ))‖ ≤
C
N2
‖(Im Λ)−1‖5(1 + ‖(Im Λ)−1‖10)
where LΛ : Mk →Mk is the linear map
LΛ(x) = x−G′s+TN (Λ)[Rs(x)],
and G′s+TN (Λ) is the derivative of Gs+TN .
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The map LΛ above appeared also in the analysis of [BC17, Theorem 5.7]. The proof will reveal that
‖LΛ(RA(Λ))‖ is of size O(1/N).
We first show that the above result holds with RN in place of RA.
Proposition C.7. For any fixed constant η < 1/3, there exists N0 > 0 such that for all N ≥ N0 and
Λ ∈ Ω(N)η ,
‖Gs+TN (Λ)−GSN+TN (Λ) + LΛ(RN (Λ))‖ ≤
C
N2
‖(Im Λ)−1‖5(1 + ‖(Im Λ)−1‖10).
Furthermore, defining the operator norm ‖LΛ‖ = supx∈Mk:‖x‖=1 ‖LΛ(x)‖,
‖LΛ‖ ≤ C(1 + ‖(Im Λ)−1‖).
Proof. Let us write
∆N (Λ) = Gs+TN (Λ)−GSN+TN (Λ).
Subtracting (67) from (65), we get
‖∆N (Λ)−GTN (ΓA) +GTN (ΓN ) +RN (Λ)‖ ≤
C
N2
‖(Im Λ)−1‖5. (74)
Lemma C.5 provides a bound for ‖∆N (Λ)‖, from which we obtain also
‖ΓN − ΓA‖ = ‖Rs(∆N (Λ))‖ ≤ C
N
‖(Im Λ)−1‖3 (1 + ‖(Im Λ)−1‖2) . (75)
We apply a Taylor expansion to approximate GTN (ΓN ) − GTN (ΓA): Fix v, w ∈ Ck with ‖v‖ = ‖w‖ = 1
and define
Γt = (1− t)ΓA + tΓN , f(t) = v∗GTN (Γt)w.
Then
f ′(t) = v∗
[
(Id⊗ trN )
(
gTN (Γt)((ΓA − ΓN )⊗ IdN )gTN (Γt)
)]
w,
f ′′(t) = 2v∗
[
(Id⊗ trN )
(
gTN (Γt)((ΓA − ΓN )⊗ IdN )gTN (Γt)((ΓA − ΓN )⊗ IdN )gTN (Γt)
)]
w.
In particular, for all t ∈ [0, 1], by Lemma C.5 and the bounds ‖gTN (Γt)‖ ≤ C‖(Im Λ)−1‖, we find
|f ′′(t)| ≤ C‖(Im Λ)−1‖3‖ΓA − ΓN‖2 ≤ C
N2
‖(Im Λ)−1‖9(1 + ‖(Im Λ)−1‖4).
So ∣∣∣v∗(GTN (ΓN )−GTN (ΓA)−G′TN (ΓA)[ΓN − ΓA])w∣∣∣ = |f(1)− f(0)− f ′(0)|
≤ C
N2
‖(Im Λ)−1‖9(1 + ‖(Im Λ)−1‖4).
Applying this and ΓN − ΓA = Rs(∆N (Λ)) to (74), we obtain
‖∆N (Λ) +G′TN (ΓA)[Rs(∆N (Λ))] +RN (Λ)‖ ≤
C
N2
‖(Im Λ)−1‖5(1 + ‖(Im Λ)−1‖8). (76)
We now claim that the linear map
FΛ(x) = x+G
′
TN (ΓA(Λ))[Rs(x)]
is invertible, with inverse given by LΛ. Indeed, differentiating the subordination identity (65) in Λ, for any
Λ ∈M+k and x ∈Mk,
G′s+TN (Λ)[x] = G
′
TN (ΓA(Λ))
[
x−Rs(G′s+TN (Λ)[x])
]
.
Then for any z ∈Mk, setting x = Rs(z) and y = z −G′s+TN (Λ)[x] = LΛ(z), we obtain
z − y = G′TN (ΓA)[Rs(y)].
Hence z = FΛ(y), so FΛ is onto and invertible, with inverse LΛ. Then noting that,
FΛ(∆N (Λ)) = ∆N (Λ) +G
′
TN (ΓA(Λ))[Rs(∆N (Λ))],
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we have by (76) that
‖∆N (Λ) + LΛ(RN (Λ))‖ ≤ ‖LΛ‖ · ‖FΛ(∆N (Λ)) +RN (Λ)‖ ≤ ‖LΛ‖ · C
N2
‖(Im Λ)−1‖5(1 + ‖(Im Λ)−1‖8).
Finally, writing
LΛ(z) = z − (Id⊗τN )
[ d
dt
∣∣∣
t=0
gs+TN (Λ + tRs(z))
]
= z + (Id⊗τN )
[
gs+TN (Λ)(Rs(z)⊗ IdN )gs+TN (Λ)
]
,
we verify ‖LΛ‖ ≤ C(1 + ‖(Im Λ)−1‖2), and hence also the desired bound. 
To complete the proof of Lemma C.6, we will show that
‖RA(Λ)−RN (Λ)‖ ≤ C
N2
‖(Im Λ)−1‖5(1 + ‖(Im Λ)−1‖6). (77)
Let us write
RN (Λ)−RA(Λ) = 1
N
p∑
j=1
k∑
m,l=1
(A1(j,m, l) +A2(j,m, l)) ,
where
A1(j,m, l) = E
[
Idk ⊗ trN
(
(gTN (ΓA)− gTN (ΓN ))(aje(k)ml ⊗ IdN )hTSN+TN (Λ)(e(k)mlaj ⊗ IdN )hSN+TN (Λ)
)]
and
A2(j,m, l) = Idk ⊗τN
(
gTN (ΓA)(aje
(k)
ml ⊗ IdN )gTs+TN (Λ)(e(k)mlaj ⊗ IdN )gs+TN (Λ)
)
− E
[
(Idk ⊗ trN )
(
gTN (ΓA)(aje
(k)
ml ⊗ IdN )hTSN+TN (Λ)(e(k)mlaj ⊗ IdN )hSN+TN (Λ)
)]
. (78)
We bound separately A1 and A2.
Proposition C.8. Let η < 1/3. Then for a constant N0 > 0, all N ≥ N0, all Λ ∈ Ω(N)η , and all j ∈
{1, . . . , p} and m, l ∈ {1, . . . , k},
‖A1(j,m, l)‖ ≤ C
N
‖(Im Λ)−1‖7(1 + ‖(Im Λ)‖2).
Proof. This follows from (75), ‖hSN+TN (Λ)‖ ≤ ‖(Im Λ)−1‖ and gTN (Γ∗) ≤ ‖(Im Λ)−1‖ for Γ∗ ∈ {ΓA,ΓN},
and the resolvent identity
gTN (ΓA)− gTN (ΓN ) = gTN (ΓA)(ΓN − ΓA)gTN (ΓN ). 
To bound A2(j,m, l), denote by
YN = 〈Y1, . . . , Yq〉
the von Neumann subalgebra generated by Y1, . . . , Yq, both as a subalgebra of MN and of AN . For M ∈
Mk ⊗ YN , denote
GM,s+TN (Λ) = (Idk ⊗τN )
(
Mgs+TN (Λ)
)
, GM,SN+TN (Λ) = (Idk ⊗ trN )E
[
MhSN+TN (Λ)
]
.
Note that these are “left” Mk-valued Cauchy transforms in the sense of Lemma B.1. We combine the left
subordination identity of that lemma with Proposition C.2, now applied with a general matrix M ∈Mk⊗YN
to obtain the following.
Proposition C.9. Let η < 1/3. Then there exists N0 > 0 such that for all N ≥ N0, Λ ∈ Ω(N)η , and
M ∈Mk ⊗ YN ,
‖GM,s+TN (Λ)−GM,SN+TN (Λ)‖ ≤
C
N
‖M‖‖(Im Λ)−1‖3(1 + ‖(Im Λ)−1‖6).
Furthermore, let G′ be the derivative in Λ and ‖G′(Λ)‖ = supx∈Mk:‖x‖=1 ‖G′(Λ)[x]‖. Then
‖G′M,s+TN (Λ)−G′M,SN+TN (Λ)‖ ≤
C
N
‖M‖‖(Im Λ)−1‖4(1 + ‖(Im Λ)−1‖6).
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Proof. Applying Lemma B.1 with B = Mk, τB = Idk ⊗τN , m = M , t = TN , and b = Λ⊗ IdN , we get
GM,s+TN (Λ) = Idk ⊗ trN
(
MgTN (ΓA)
)
for ΓA ≡ ΓA(Λ) = Λ−Rs(Gs+TN (Λ)) and ‖Λ−1‖ sufficiently small. Since both sides are analytic functions
of Λ ∈M+k , this must then hold for all Λ ∈M+k .
Then applying Proposition C.2 with this matrix M ,
‖GM,s+TN (Λ)−GM,SN+TN (Λ)‖ ≤ ‖ΘN (Λ,ΓA,M)‖+ ‖RN (Λ,ΓA,M)‖.
By Proposition C.3, for the first term we have ‖RN (Λ,ΓA,M)‖ ≤ CN−1‖M‖‖(Im Λ)−1‖3. By Proposition
C.4, for the second term we have ‖ΘN (Λ,ΓN ,M)‖ ≤ CN−2‖M‖‖(Im Λ)−1‖5. Recalling the definition of
ΘN and setting KSN+TN (Λ) = HSN+TN (Λ)−GSN+TN (Λ),
‖ΘN (Λ,ΓN ,M)−ΘN (Λ,ΓA,M)‖
≤ E
[∥∥∥M(gTN (ΓN )− gTN (ΓA))(Rs(KSN+TN (Λ))⊗ IdN )hSN+TN (Λ)∥∥∥]
+ E
[∥∥∥MgTN (ΓA)((ΓN − ΓA)⊗ IdN )hSN+TN (Λ)∥∥∥] .
Applying again (75) and the resolvent identity,
‖ΘN (Λ,ΓN ,M)−ΘN (Λ,ΓA,M)‖ ≤ C
N
‖M‖‖(Im Λ)−1‖5 (1 + ‖(Im Λ)−1‖2)2 .
Combining the above yields the desired bound on GM,s+TN −GM,SN+TN .
For the difference of the derivatives, we apply the Cauchy integral formula. Let x ∈ Mk with ‖x‖ = 1.
Fix η′ ∈ (η, 1/3). For r = ‖(Im Λ)−1‖−1/2 and any z ∈ C with |z| < r, note that Λ + zx ∈ Ω(N)η′ because
Im(Λ + zx)  Im Λ− |r|‖x‖ Idk 
(
‖(Im Λ)−1‖−1 − r
)
Idk  N−η′ Idk .
Define a path γ by γ(t) = reit. Then by the Cauchy integral formula applied entrywise to the matrix-valued
analytic function z 7→ G∗(Λ + zx),
‖(G′M,s+TN (Λ)−G′M,SN+TN (Λ))[x]‖ =
∥∥∥ d
dz
∣∣∣
z=0
(M,Gs+TN (Λ + zx)−GM,SN+TN (Λ + zx))
∥∥∥
≤ 1
r
max
t∈[0,2pi]
{
‖GM,s+TN (Λ + γ(t)x)−GM,SN+TN (Λ + γ(t)x)‖
}
≤ C
Nr
‖M‖‖(Im Λ)−1‖3(1 + ‖(Im Λ)−1‖6),
where the last inequality comes the first part of the proposition applied to Ω
(N)
η′ . As η < η
′ < 1/3 are
arbitrary, replacing η′ by η and applying r−1 = 2‖(Im Λ)−1‖, the derivative bound follows. 
We now bound A2(j,m, l) following an argument similar to [Sch05, Lemma 4.1].
Proposition C.10. Let η < 1/3. Then for a constant N0 > 0, all N ≥ N0, Λ ∈ Ω(N)η , and j ∈ {1, . . . , p}
and m, l ∈ {1, . . . , k},
‖A2(j,m, l)‖ ≤ C
N
‖(Im Λ)−1‖5(1 + ‖(Im Λ)−1‖6).
Proof. For x ∈Mk, consider the embeddings into M2k given by
x11 =
(
x 0
0 0
)
, x12 =
(
0 x
0 0
)
, x21 =
(
0 0
x 0
)
, x22 =
(
0 0
0 x
)
.
In the block decomposition with respect to M2k ⊗MN = (Mk ⊗MN )⊕ (Mk ⊗MN ), set
S˜N =
(
STN 0
0 SN
)
=
p∑
j=1
((aTj )
11 + a22j )⊗Xj ,
T˜N =
(
TTN 0
0 TN
)
=
q∑
j=1
(bTj )
11 ⊗ Y Tj + b22j ⊗ Yj .
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Define gT˜N , hS˜N+T˜N : M2k →M2k ⊗MN analogously to gTN and hSN+TN .
Define also Λ˜ = (ΛT)11 + Λ22 and Γ˜ = (ΓT)11 + Γ22. Note that if Λ,Γ ∈ M+k , then Λ˜, Γ˜ ∈ M+2k.
Furthermore, if ‖(Im Λ)−1‖ < Nη, then ‖(Im Λ˜)−1‖ < Nη also. For any x, y ∈Mk and Λ,Γ ∈M+k , we have(
0 0
0 gTN (Γ)(y ⊗ IdN )hTSN+TN (Λ)(x⊗ IdN )hSN+TN (Λ)
)
= gT˜N (Γ˜)(y
21 ⊗ IdN )hS˜N+T˜N (Λ˜)(x12 ⊗ IdN )hS˜N+T˜N (Λ˜)
=
d
dt
∣∣∣
t=0
gT˜N (Γ˜)(y
21 ⊗ IdN )hS˜N+T˜N (Λ˜− tx12).
Therefore,
(Idk ⊗ trN )
[
gTN (Γ)(y ⊗ IdN )hTSN+TN (Λ)(x⊗ IdN )hSN+TN (Λ)
]
= (Tr⊗ Idk)
[
d
dt
∣∣∣
t=0
(Id2k ⊗ trN )
(
gT˜N (Γ˜)(y
21 ⊗ IdN )hS˜N+T˜N (Λ˜− tx12)
)]
.
We specialize this identity to Γ = ΓA, y = aje
(k)
ml , and x = e
(k)
mlaj . Set M˜ = gT˜N (Γ˜A)((aje
(k)
ml )
21 ⊗ IdN ), and
define for w ∈M+2k the left Cauchy transform
G˜M˜,S˜N+T˜N (w) = (Id2k ⊗ trN )E[M˜hS˜N+T˜N (w)].
Then we obtain that the second term defining A2(j,m, l) in (78) is equal to
−Tr⊗ Idk
[
G˜′
M˜,S˜N+T˜N
(Λ˜)[(e
(k)
mlaj)
12]
]
.
Similar arguments in the space M2k ⊗AN yield that the first term defining A2(j,m, l) is equal to
−Tr⊗ Idk
[
G˜′
M˜,s˜+T˜N
(Λ˜)[(e
(k)
mlaj)
12]
]
,
where
s˜ =
p∑
j=1
((aTj )
11 + a22j )⊗ xj .
Taking the difference, we apply Proposition C.9 with 2k, 2q, and Y T1 , . . . , Y
T
q , Y1, . . . , Yq in place of k, q,
and Y1, . . . , Yq. Finally, using the bound ‖M˜‖ ≤ C‖gTN (ΓA)‖ ≤ ‖(Im Λ)−1‖, we get the desired bound for
A2(j,m, l). 
Combining Propositions C.8 and C.10 for A1 and A2, we get (77). Lemma C.6 then follows from this and
Proposition C.7.
C.3. The spectrum of LN . Recall the linear polynomials LN and LA from (63) and (64). We now apply
Lemma C.6 to obtain the following spectral inclusion.
Lemma C.11. In the setting of Theorem 3.2, for any k ≥ 1, self-adjoint linear ∗-polynomial L with coeffi-
cients in Mk(C), and δ > 0, almost surely for all large N
spec(L(XN ,YN )) ⊆ spec(L(x,YN ))δ. (79)
For this, we specialize Lemma C.6 to the scalar-valued Stieltjes transforms of LN and LA. For λ ∈ C+,
define
gN (λ) = E[(trk ⊗ trN )(λ Idk ⊗ IdN −LN )−1] = trk(GSN+TN (λ Idk −a0)),
gA(λ) = (trk ⊗τN )(λ Idk ⊗ IdN −LA)−1 = trk(Gs+TN (λ Idk −a0)),
rA(λ) = trk[L(λ Idk −a0)(RA(λ Idk −a0))]
Then Lemma C.6 applied with Λ = λ Idk −a0 yields∣∣∣gA(λ)− gN (λ) + rA(λ)∣∣∣ ≤ C
N2
(Imλ)−5(1 + (Imλ)−10) (80)
for any η ∈ (0, 1/3), a constant C ≡ C(η) > 0, and all λ ∈ C+ such that Imλ ≥ N−η.
As in [Sch05], we first show the following.
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Proposition C.12. The function rA(λ) is the Stieltjes transform of a distribution on R with support con-
tained in spec(LA).
Proof. By [Sch05, Theorem 5.4], it suffices to check that
• rA(λ) is analytic on C \ spec(LA),
• rA(λ)→ 0 as |λ| → ∞, and
• There exists a constant C > 0 and a compact set K ⊂ R containing spec(LA) such that |rA(λ)| ≤
C ·max{dist(λ,K)−3, 1} for all λ ∈ C \ R.
The matrix ΓA in (73) is given by ΓA(λ) = λ Idk −a0 − Rs(Gs+TN (λ Idk −a0)). For the first claim, if
λ /∈ spec(LA), then Gs+TN (λ Idk −a0) exists and is analytic at λ. The subordination identity (65) implies
Gs+TN (λ Idk −a0) = GTN (ΓA(λ)) for all λ ∈ C+, and hence also for all λ /∈ spec(LA) by analytic continua-
tion. Then gTN (ΓA(λ)) also exists and is analytic at λ. Recalling the definition of rA above and of RA from
(73), we see that rA(λ) is analytic on C \ spec(LA).
For the second claim, note that for some constant M > 0, uniformly over λ ∈ C where |λ| ≥M , we have
‖Gs+TN (λ Idk −a0)‖ ≤ ‖(λ Idk ⊗ IdN −LA)−1‖ ≤ C/|λ|
and similarly ‖G′s+TN (λ Idk −a0)‖ ≤ C/|λ|2. Then also
‖GTN (ΓA(λ))‖ ≤
1
|λ| − ‖a0‖ − ‖Rs(Gs+TN (λ Idk −a0))‖ − ‖TN‖
≤ C/|λ|.
Thus ‖RA(λ Idk −a0)‖ ≤ C|λ|−3, and |rA(λ)| ≤ C|λ|−3(1 + |λ|−2). In particular, rA(λ)→ 0 as |λ| → ∞
For the third claim, let K = [−M,M ]. Over the region Reλ ∈ K and Imλ ∈ [−M,M ] \ {0}, we apply
the similar bound
|rA(λ)| ≤ C| Imλ|−3(1 + | Imλ|−2)
to get |rA(λ)| ≤ C dist(λ,K)−3. For λ outside this region, the preceding argument implies |rA(λ)| is
uniformly bounded. The third claim follows. 
Combining this with (80), we get the following result.
Lemma C.13. Fix any M, δ > 0 such that spec(LA)δ ⊂ [−M,M ] for all large N . Consider any (sequence
of) non-negative smooth functions fN : R→ [0, 1] such that
fN (x) =
{
0 x ∈ spec(LA)δ/2 or x /∈ [−M − δ,M + δ]
1 x ∈ [−M,M ] \ spec(LA)δ
and |f (k)N (x)| ≤ Ckδ−k for each k ≥ 1, some constants Ck > 0, and all x ∈ R. Then for any fixed κ ∈ (0, 1/2),
almost surely as N →∞,
N1+κ(trk ⊗ trN )(fN (LN ))→ 0.
Proof. The argument is similar to [HT05] and [Mal12], and we will omit most of the details. Since fN ≡ 0
on spec(LA), we have from Proposition C.12 and the Stieltjes inversion formula that
E[(trk ⊗ trN )fN (LN )] = lim
y→0+
− 1
pi
Im
[∫
R
fN (x)gN (x+ iy)]dx
]
= lim
y→0+
1
pi
Im
[∫
R
fN (x)[gA(x+ iy) + rA(x+ iy)− gN (x+ iy)]dx
]
.
Then applying (80) and following the same arguments as [HT05, Theorem 6.2], we get
E[(trk ⊗ trN )fN (LN )] ≤ C/N2
for a constant C ≡ C(δ) > 0.
As in the proof of Proposition C.2, we write Xj =
1√
2
(Zj + Z
T
j ) where Zj ∈ RN×N has i.i.d. N (0, 1/N)
entries. Defining
FN (Z1, ..., Zp) = fN
a0 ⊗ IdN + 1√
2
p∑
j=1
aj ⊗ (Zj + ZTj ) +
q∑
j=1
bj ⊗ Yj
 ,
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the Gaussian Poincare´ inequality yields
Var[(trk ⊗ trN )fN (LN )] ≤ 1
N
E
[‖∇FN (Z1, ..., Zp)‖22] .
The same argument as [HT05, Proposition 4.7] yields
‖∇FN (Z1, ..., Zp)‖22 ≤
C
N
(trk ⊗ trN )((f ′N )2(LN )),
where (f ′N )
2 denotes the function z 7→ (f ′N (z))2. So
Var[(trk ⊗ trN )f(LN )] ≤ C
N2
E[(trk ⊗ trN )((f ′N )2(LN ))].
Applying the same argument as above,
E[(trk ⊗ trN )(f ′N )2(LN )] = lim
y→0+
1
pi
Im
[∫
R
(f ′N (x))
2[gA(x+ iy) + rA(x+ iy)− gN (x+ iy)]dx
]
≤ C/N2,
so Var[(trk ⊗ trN )fN (LN )] ≤ C/N4. Then by Markov’s inequality,
P[(trk ⊗ trN )fN (LN ) ≥ N−1−κ] ≤ N2+2κE[((trk ⊗ trN )fN (LN ))2] ≤ CN2+2κ ·N−4.
Taking 0 < κ < 1/2, the result follows from Borel-Cantelli. 
Taking a constant M > 0 large enough ensures spec(LN ) ⊂ [−M,M ] almost surely for all large N . Then
defining fN as in Lemma C.13, if there exists an eigenvalue of LN outside spec(LA)δ, we must have
(τk ⊗ τN )fN (LN ) ≥ N−1.
Lemma C.13 guarantees this does not happen, almost surely for all large N . This concludes the proof of
Lemma C.11.
C.4. Linearization trick and ultraproduct argument. We conclude the proof of Theorem 3.2 from
Lemma C.11 by applying the linearization trick and ultraproduct argument of [HT05]. As our algebra A is
N -dependent, we apply this argument in a subsequence form.
Let Mk(Q+ iQ)sa be the set of k × k Hermitian matrices whose entries have rational real and imaginary
parts. Define the countable set
L =
∞⋃
k=1
{all linear ∗ -polynomials of p+ q variables with coefficients in Mk(Q+ iQ)sa}.
Let Ω denote the sample space. Let ZN (ω) = (XN (ω),YN ), zN = (x,YN ), for all ω ∈ Ω.
Proof of Theorem 3.2. Let Ω0 ⊂ Ω be the event where
sup
N≥1
p
max
i=1
∥∥∥X(N)i (ω)∥∥∥ <∞,
and also where for each L ∈ L and (rational) δ > 0, there exists N0(L, δ, ω) > 0 such that
spec(L(ZN (ω))) ⊆ spec(L(zN ))δ (81)
for all N ≥ N0(L, δ, ω). By Lemma C.11, Ω0 has probability 1.
We claim that (24) holds on Ω0. Suppose by contradiction that this is false for some non-commutative
∗-polynomial Q (with coefficients in C), δ > 0, and ω ∈ Ω0. Then at this ω, there is a subsequence {Nj}
and values {λNj} ∈ R such that for all j,
λNj ∈ spec(Q(ZNj (ω))) but λNj 6∈ spec(Q(zNj ))δ. (82)
Since spec(Q(ZN (ω))) is uniformly bounded in N , there is a further subsequence {Njm} such that (82) still
holds and
λNjm → λ0 as Njm →∞, (83)
for some λ0 ∈ R. To ease notation, let us denote {Njm} in the following argument simply as {N}.
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We introduce the quotient map defined in [HT05, Proposition 7.3]. Define the product and sum of the
sequence of algebras {AN}∞N=1 by∏
N
AN =
{
(aN )
∞
N=1 : aN ∈ AN , sup
N
‖aN‖ <∞
}
and ∑
N
AN =
{
(aN )
∞
N=1 : aN ∈ AN , limN→∞ ‖aN‖ = 0
}
.
Then
∏
N AN is a C∗-algebra (under coordinate-wise addition and multiplication), and
∑
N AN is a two-sided
ideal. Thus, we can define a quotient map by
piA :
∏
N
AN −→
(∏
N
AN
)/(∑
N
AN
)
≡ CA.
We identify Mk ⊗ CA with (∏
N
Mk ⊗AN
)/(∑
N
Mk ⊗AN
)
.
Similarly, define the product and sum of the matrix spaces {MN}∞N=1, and a quotient map
pi :
∏
N
MN −→
(∏
N
MN
)/(∑
N
MN
)
≡ C.
Denote ZN (ω) = (XN (ω),YN ) and zN = (x,YN ). Denote their images under the above quotient maps as
Z′(ω) = (Z ′i(ω))
p+q
i=1 =
(
pi
({
X
(N)
1 (ω)
})
, . . . , pi
({
X(N)p (ω)
})
, pi
({
Y
(N)
1
})
, . . . , pi
({
Y (N)q
}))
,
z′ = (z′i)
p+q
i=1 =
(
piA ({x1}) , . . . , piA ({xp}) , piA
({
Y
(N)
1
})
, . . . , piA
({
Y (N)q
}))
.
We first claim that for every L ∈ L,
spec(L(Z′(ω))) ⊆ spec(L(z′)). (84)
Indeed, fixing L ∈ L, for any λ 6∈ spec(L(z′)) there exists an element w′ ∈Mk⊗CA such that w′ (λ− L(z′)) =
1. Letting (wN )
∞
N=1 ∈
∏
N Mk ⊗ AN be such that piA ({wN}) = w′, and noting that Idk ⊗piA({L(zN )}) =
L(z′), there must exist (vN )
∞
N=1 ∈
∑
N Mk ⊗AN such that for every N ,
wN (λ Idk ⊗ IdN −L(zN )) = Idk ⊗ IdN +vN .
For N large enough such that ‖vN‖ < 1/2, we get
λ 6∈ spec(L(zN )) and
∥∥∥(λ Idk ⊗ IdN −L(zN ))−1∥∥∥ ≤ 2 sup
N
‖wN‖.
Then dist(λ, spec(L(zN ))) ≥ (2 supN ‖wN‖)−1. Applying (81) with δ = (4 supN ‖wN‖)−1, we conclude
that dist(λ, spec(L(ZN (ω)))) ≥ (4 supN ‖wN‖)−1, so λ 6∈ spec(L(ZN (ω))) for all large N . Then defining
{WN}∞N=1 by (λ Idk ⊗ IdN −L(ZN (ω)))−1 for large N , we obtain that pi({WN}) is the inverse of λ−L(Z′(ω))
in Mk ⊗ C. Thus, λ 6∈ spec(L(Z′(ω))), so (84) holds.
Then for this fixed ω, [HT05, Theorem 2.4] establishes the existence of a unital ∗-homomorphism
φ : 〈1, z′1, . . . , z′p+q〉 → 〈1, Z ′1(ω), . . . , Z ′p+q(ω)〉
such that φ(z′i) = Z
′
i(ω) for each i ∈ {1, . . . , p + q}. Note that if x ∈ 〈1, z′1, . . . , z′p+q〉 is invertible
with inverse x−1, then φ(x) is also invertible with inverse φ(x−1). The assumption (82) implies that
dist(λN , spec(Q(zN ))) ≥ δ for all N . Then
piA ({λN IdN −Q(zN )}∞N=1) = piA({λN IdN})−Q(z′)
is invertible. Applying φ(Q(z′)) = Q(Z′(ω)), we get that φ(piA({λN IdN})) − Q(Z′(ω)) is also invertible.
From (83), we obtain
pi({λN IdN}) = pi({λ0 IdN}) = λ01C = φ(λ01CA) = φ(piA({λ0 IdN})) = φ(piA({λN IdN})). (85)
Then pi({λN IdN −Q(ZN (ω))}∞N=1) is invertible. So WN (λN IdN −Q(ZN (ω))) = IdN +VN for some matrices
WN , VN with supN ‖WN‖ < ∞ and ‖VN‖ → 0. For large enough N , this contradicts the first statement of
(82), that λN ∈ spec(Q(ZN )), concluding the proof. 
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Proof of Theorem 3.3. The convergence in trace in (25) is known, see e.g. [AGZ10, Theorem 5.4.5]. To verify
the convergence in norm, it is sufficient to show almost surely
lim inf
N→∞
‖Q(XN ,YN )‖ ≥ ‖Q(x,y)‖,
lim sup
N→∞
‖Q(XN ,YN )‖ ≤ ‖Q(x,y)‖.
The first inequality can be verified from the trace convergence and [HT05, Lemma 7.2]. For the second
inequality, because of the linearization trick, it suffices to prove that for any linear polynomial L with
coefficients in Mk, any δ > 0, and all large N ,
spec(L(XN ,YN )) ⊂ spec(L(x,y))δ.
Based on Lemma C.11, it remains to show
spec(L(x,YN )) ⊂ spec(L(x,y))δ,
which is the main result in [Mal12, Section 7 and Appendix A]. 
Appendix D. Anisotropic resolvent approximation
In this section, we prove Theorem 3.4. We note that for specific matrix models, stronger forms of Theorem
3.4 known as anisotropic local laws were obtained in [KY17], which allow for z → spec(w) at a near-
optimal rate. Our result is global, in that it considers only z with constant separation from spec(w), but it
encompasses more complicated models than those studied in [KY17] and provides a general recipe for how
to derive the approximation using free probability techniques.
When the rank-one matrix vu∗ is “infinitesimally free” of W (for example, if W is rotationally invari-
ant with respect to u, v), Theorem 3.4 is also related to the work of [Shl15, CHS18], and the resolvent
approximation is given by
u∗R(z)v ≈ 〈u, v〉 ·N−1 TrR(z) ≈ 〈u, v〉 ·m0(z),
where m0 is the Stieltjes transform of w. Our analysis extends to anisotropic approximations, where R0(z) 6=
m0(z) Id. We require this in our application, because signal eigenvectors in one covariance Σr of the mixed
model can have a non-random orientation with respect to the bulk eigenvectors of a different covariance
matrix Σs.
Our proof will proceed by first showing convergence of moments, and then converting this information
into convergence of the resolvents.
D.1. Convergence for moments. We first show the following result on convergence of moments.
Theorem D.1. Under the assumptions of Theorem 3.4, let Q be any fixed ∗-polynomial of p+ q arguments,
with coefficients in D, and v, w ∈ CN any deterministic vectors such that ‖v‖, ‖w‖ ≤ C. Then almost surely
as N →∞,
v∗Q(H1, . . . ,Hp, B1, . . . , Bq)w − v∗τH(Q(H1, . . . ,Hp, b1, . . . , bq))w → 0.
Call a matrix A ∈ CN×N (or element a ∈ A) simple if PrAPs = A (resp. PraPs = a) for some r, s ∈
{1, . . . , k}. By linearity, we may reduce Theorem D.1 to the following setting.
Lemma D.2. Fix the constants C, c > 0. Suppose, in addition to the assumptions of Theorem D.1, that each
Hi, Bj, and bj is simple for i = 1, . . . , p and j = 1, . . . , q. Then for any m ≥ 0, any j1, . . . , jm ∈ {1, . . . , q}
and {i1, . . . , im−1} ∈ {1, . . . , p}, and any deterministic v, w ∈ CN with ‖v‖, ‖w‖ ≤ C, almost surely as
N →∞,
v∗Bj1Hi1 . . . Bjm−1Him−1Bjmw − v∗τH(bj1Hi1 . . . bjm−1Him−1bjm)w → 0. (86)
We first explain why Theorem D.1 follows, and then prove the lemma by induction on m.
Proof of Theorem D.1. Any A ∈ CN×N or a ∈ A is decomposed into simple elements as
A =
k∑
r=1
k∑
s=1
PrAPs, a =
k∑
r=1
k∑
s=1
praps.
Then by linearity, it suffices to establish Theorem D.1 for all ∗-monomials Q, when each H1, . . . ,Hp,
B1, . . . , Bq, and b1, . . . , bq is simple. Combining adjacent x’s and y’s in Q, and extending the families
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{H1, . . . ,Hp} and {B1, . . . , Bq} to include products and Hermitian conjugates of these matrices as necessary,
we may assume that Q is an alternating word in xi’s and yi’s. If Q begins with xi or ends with xj , let us
use τH(HiaHj) = HiτH(a)Hj and replace v by H∗i v and w by Hjw. Then the result follows from Lemma
D.2. 
Proof of Lemma D.2. We induct on m. The result is clear for m = 0, as τH(1) = 1 and the left side of (86)
is simply v∗w − v∗w. Suppose by induction that the lemma holds up to m− 1, and consider the case of m.
Introduce the centered elements
H˚i = Hi − τD(Hi), B˚j = Bj − τD(bj), b˚j = bj − τD(bj).
(Note that here, we first center Bj by τ
D(bj), not a normalized trace of Bj .) On the left side of (86), let us
write Hir = H˚ir + τ
D(Hir ) for each ir, and similarly for each Bjr and bjr . Expanding the resulting product,
we obtain that the left side of (86) is equal to
v∗B˚j1H˚i1 . . . B˚jm−1 H˚im−1B˚jmw − v∗τH(˚bj1H˚i1 . . . b˚jm−1H˚im−1 b˚jm)w (87)
plus a (constant) number of remainder terms which include at least one factor τD(Hi) or τD(bj). Since Hi
is simple, we have either τD(Hi) = 0 or τD(Hi) = z(Hi) · Pri for some ri ∈ {1, . . . , k} and for z(Hi) =
τ(Hi)/τ(Pri) ∈ C, and similarly for τD(bj). Then, absorbing Pri into the adjacent factor and applying
the arguments of the proof of Theorem D.1 above, each such remainder term may be written as a sum of
differences of the form (86) for a value m′ ≤ m − 1, multiplied by an N -dependent coefficient zN which is
a product of a subset of the coefficients z(H1), . . . , z(Hp), z(b1), . . . , z(bq). Since ‖τD(Hi)‖ ≤ ‖Hi‖ ≤ C and
similarly for bj , we have that |zN | ≤ C for a constant C > 0 and all N . Then the remainder terms converge
to 0 by the inductive hypothesis.
It remains to show that the difference (87) converges to 0. We claim that
τH(˚bj1H˚i1 . . . b˚jm−1H˚im−1 b˚jm) = 0. (88)
Indeed, letting NC(m) be the set of non-crossing partitions of {1, . . . ,m} and introducing the H-valued
non-crossing cumulants κHpi , we have
τH(˚bj1H˚i1 . . . b˚jm−1H˚im−1 b˚jm) =
∑
pi∈NC(m)
κHpi (˚bj1H˚i1 , . . . , b˚jm−1H˚im−1 , b˚jm).
Each partition pi has an element which is an interval {r, . . . , r+ `− 1} of consecutive indices, for some ` ≥ 1.
Letting τD be the τ -invariant projection onto D, we apply [NSS02, Theorem 3.5] and freeness of H and B
over D to obtain
κH` (b1H1, . . . , b`−1H`−1, b`) = κ
D
` (b1τ
D(H1), . . . , b`−1τD(H`−1), b`) = 0
for any elements b1, . . . , b` ∈ B and H1, . . . ,H`−1 ∈ H which are zero-centered with respect to τD. (In the
case ` = 1, the latter equality holds because κD1 (b1) = τ
D(b1) = 0.) Applying this to the cumulant κH` of the
terms corresponding to this interval {r, . . . , r+ `− 1} of pi, we obtain κHpi (˚bj1H˚i1 , . . . , b˚jm−1H˚im−1 , b˚jm) = 0
for each pi ∈ NC(m), and hence (88).
Thus, to show that (87) converges to 0, we must show that correspondingly
v∗B˚j1H˚i1 . . . B˚jm−1 H˚im−1B˚jmw → 0. (89)
Since Hi and Bj are simple, some (ri, si) block of each H˚i is non-zero and the remaining blocks are 0, and
some (tj , uj) block of each B˚j is non-zero and the remaining blocks are 0. We may suppose uj1 = ri1 ,
si1 = tj2 , uj2 = ri2 , etc., for otherwise the left side of (89) is automatically 0. Denote by
Hˇi ∈ CNri×Nsi
the non-zero block of H˚i. If ri 6= si, then Hˇi is just the corresponding block (Hi)risi of Hi. If ri = si, then
by the fact that τ coincides with N−1 Tr on A1, Hˇi = (Hi)riri − N−1ri TrHi is the centered version of this
block. Define also
Bˇj ∈ CNtj×Nuj
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to be the non-zero block of B˚j if tj 6= uj , or Bˇj = (Bj)tjtj −N−1tj TrBj if tj = uj . In the latter case, note
that Bˇj differs from the nonzero block of B˚j by the quantity(
N
Ntj
τ(Bj)−N−1tj TrBj
)
IdNtj → 0, (90)
where the convergence is in operator norm as N → ∞ by (27). Finally, define vˇ ∈ Crj1 to be the rj1 block
of v, and wˇ ∈ Csjm to be the sjm block of w. Then∣∣∣v∗B˚j1H˚i1 . . . B˚jm−1H˚im−1B˚jmw − vˇ∗Bˇj1Hˇi1 . . . Bˇjm−1Hˇim−1Bˇjmwˇ∣∣∣→ 0,
almost surely as N → ∞, by the observation (90) and the operator norm bound on each Hi and Bj . So it
suffices to show
vˇ∗Bˇj1Hˇi1 . . . Bˇjm−1Hˇim−1Bˇjmwˇ → 0.
Let us introduce a random orthogonal matrix
O = diag(O1, . . . , Ok) ∈ O
where each Or ∈ RNr×Nr is independently Haar-distributed on the orthogonal group and also independent
of B1, . . . , Bq. By the assumed conjugation invariance of (B1, . . . , Bq), we have the equality in law
(Bˇ1, . . . , Bˇq)
L
= (Ot1Bˇ1O
−1
u1 , . . . , Otq BˇqO
−1
uq ),
and thus we may equivalently show (almost surely as N →∞)
vˇ∗Otj1 Bˇj1O
−1
uj1
Hˇi1 . . . Otjm BˇjmO
−1
ujm
wˇ → 0. (91)
We then condition on Bˇ1, . . . , Bˇq, and write E for the expectation over O1, . . . , Ok. Defining
E = E
[
|vˇ∗Otj1 Bˇj1O−1uj1 Hˇi1 . . . Otjm BˇjmO
−1
ujm
wˇ|4
]
,
we observe that this may be written in the form
E = E[TrOe1r1D1Oe2r2D2 . . . Oe8mr8mD8m]
where
• Each ri ∈ {1, . . . , k} and each ei ∈ {−1, 1}.
• Each Di is one of Hˇ1, . . . , Hˇp, Bˇ1, . . . , Bˇq, wˇvˇ∗, wˇvˇT or their Hermitian conjugates.
• If ri = ri+1 and Di is not of the form wˇvˇ∗, wˇvˇT or their conjugates, then the centering of Hˇ and Bˇ
implies TrDi = 0.
• At least four of the matrices D1, . . . , D8m are of rank 1.
Then Lemma D.3 below implies (conditional on Bˇ1, . . . , Bˇq for all N , and on the event of probability 1 where
‖Bˇ1‖, . . . , ‖Bˇq‖ < C ′ for a constant C ′ > 0 and all large N) that E ≤ CN−2. Then (91) holds almost surely
as N →∞ by Markov’s inequality and Borel-Cantelli, as desired. 
Lemma D.3. Fix constants B,C, c > 0 and suppose c < Nr/N < C for each r = 1, . . . , k. Let O1, . . . , Ok
be independent matrices, with each Or ∈ RNr×Nr Haar-distributed on the orthogonal group.
Fix M ≥ 1, r1, . . . , rM ∈ {1, . . . , k}, e1, . . . , eM ∈ {−1, 1}, and cyclically identify rM+1 ≡ r1. For each
m = 1, . . . ,M , let Dm ∈ CNrm×Nrm+1 be a deterministic matrix with ‖Dm‖ < B. For each m, suppose at
least one of the following holds:
• rm 6= rm+1, or
• Dm is of rank 1, or
• rm = rm+1 and TrDm = 0.
Finally, suppose that at least K of D1, . . . , DM have rank 1. Then for a constant C
′ ≡ C ′(k,K,M,B) > 0,
E[TrOe1r1D1O
e2
r2D2 . . . O
eM
rMDM ] ≤ C ′N−K/2.
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Proof. The proof of this lemma is similar to that of [FJ16, Lemma B.2], which established a version of this
result for K = 0. We extend the combinatorial argument here to handle the case of general K. To ease
subscript notation, we write v[i] and A[i, j] for entry i of v and entry (i, j) of A. We denote by C > 0 a
constant which may depend on k,K,M,B and change from instance to instance.
We may write
E ≡ E[TrOe1r1D1Oe2r2D2 . . . OeMrMDM ] =
∑
i,j
D(i, j)E[V (i, j)],
where the sum is over all tuples (i, j) = (i1, . . . , iM , j1, . . . , jM ) satisfying
1 ≤ ik, jk ≤ Nrk
and where
V (i, j) =
M∏
m=1
Oemrm [im, jm], D(i, j) =
M∏
m=1
Dm[jm, im+1]
with the cyclic identification iM+1 ≡ i1. Define the set partition
k⊔
r=1
I(r) = {1, . . . ,M}
by I(r) = {m : rm = r}. Consider now set partitions of the set {1, . . . ,M} unionsq {1, . . . ,M} of cardinality 2M ,
where we denote elements of the first copy of {1, . . . ,M} with a subscript i and the second with a subscript
j. A set in this partition can have elements of either or both copies of {1, . . . ,M}; for example, {1i, 2j} or
{2j , 3j} might be sets in the set partition. We say that i, j induces Q, denoted i, j | Q, if
Q =
k⊔
r=1
Nr⊔
s=1
(Q1(r, s) unionsqQ2(r, s)),
for
Q1(r, s) = {mi : m ∈ I(r), im = s, em = 1} ∪ {mj : m ∈ I(r), jm = s, em = −1}
Q2(r, s) = {mi : m ∈ I(r), im = s, em = −1} ∪ {mj : m ∈ I(r), jm = s, em = 1}.
Denote Q(r) := ⊔Nrs=1(Q1(r, s) unionsqQ2(r, s)), and let |Q| be the total number of non-empty sets in Q.
Notice that the quantity
E[V (i, j)] ≡ E(Q)
depends on (i, j) only via its induced partition Q. By [FJ16, Lemma B.3(a)] we have |E(Q)| ≤ CN−M/2 for
any partition Q. Thus we find
E ≤ CN−M/2
∑
Q:E(Q) 6=0
|D(Q)|, D(Q) ≡
∑
i,j|Q
D(i, j), (92)
so our main task is to bound |D(Q)| when E(Q) 6= 0. By [FJ16, Lemma B.3(b)], if i, j | Q and E(Q) 6= 0,
then for each r ∈ {1, . . . , k} and each s ∈ {1, . . . , Nr}, the cardinality of |Q1(r, s)| and |Q2(r, s)| must be
even. That is, each set S ∈ Q has even cardinality. To motivate the combinatorial idea, note that the bound
|Dm[jm, im+1]| ≤ B implies that D(i, j) ≤ BM for all (i, j), while
#{(i, j) : i, j | Q} ≤ CN |Q|,
since for any fixed Q choosing i, j which induce Q involves choosing for each set in Q a distinct index from
{1, . . . , Nr} for some r. Together, these yield the naive bound |D(Q)| ≤ CN |Q|. Since each set in Q has
cardinality at least 2, and the sum of all cardinalities is 2M , we have |Q| ≤M . Combining with (92) would
yield
E ≤ CN−M/2 ·NM ,
but the exponent is too large in M and does not depend on the number of rank 1 matrices K.
This motivates the definitions of the following counts associated to Q. For m ∈ {1, . . . ,M}, call the index
mi single if Dm−1 is of rank 1 and the index mj single if Dm is of rank 1—that is, an index is single if it
corresponds to some rank 1 matrix in the product D(i, j). For a fixed set partition Q, define the following
quantities.
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• T0: number of sets in Q of cardinality 2, which contain no single indices.
• T1: number of sets in Q of cardinality 2, which contain 1 or 2 single indices.
• R0: number of sets in Q of cardinality ≥ 4, which contain no single indices.
• R1: number of sets in Q of cardinality ≥ 4, which contain (exactly) 1 single index.
We establish the following claim by induction on T0 + T1.
Inductive claim: For any M ≥ 1, any r1, . . . , rM , e1, . . . , eM , D1, . . . , DM which satisfy the conditions of
the lemma, and any such partition Q of {1, . . . ,M} unionsq {1, . . . ,M} with T0, T1, R0, R1 as defined above,
|D(Q)| ≤ C0NR0+T0/2+R1/2 (93)
for a constant C0 ≡ C0(k,M, T0, T1, R0, R1, B) > 0.
Assuming that this claim holds, note that the number of non-single indices is 2(M −K), where K is the
number of rank 1 matrices. Then 2(M − K) ≥ 4R0 + 2T0 + 3R1. Dividing this by 4 gives the improved
bound
|D(Q)| ≤ C0N (M−K)/2.
Combining with (92) yields E ≤ CN−K/2, as desired.
To establish (93), we induct on the total number of elements of Q of cardinality 2, which is T0 + T1. For
the base case T0 + T1 = 0, let us assume for notational convenience that D1, . . . , DK are of rank 1. For
m = 1, . . . ,K, we write Dm = vmw
∗
m for bounded length vectors vm and wm, and apply |Dm[i, j]| ≤ B for
m = K + 1, . . . ,M . This gives
|D(Q)| ≤ C
∑
i,j|Q
|v1[j1]w1[i2] · · · vK [jK ]wK [iK+1]|. (94)
Let R2 be the number of elements of Q containing two or more single indices. Since Q has no elements
of cardinality 2, all elements of Q are counted by R0, R1, or R2. We now view the sum in (94) as a
product of sums over distinct indices for the elements of Q counted by R0, R1, R2. We bound the sum over
distinct indices counted by R0 simply by CN
R0 . For the sum over distinct indices counted by R1, note by
Cauchy-Schwartz that ∑
i
|u[i]| ≤
√
‖u‖
√
N,
yielding a combined bound of CNR1/2 for these indices because ‖u‖ is bounded for the relevant vectors. For
distinct indices counted by R2, we apply a bound of the form∑
i
|u1[i] . . . um[i]| ≤ C
∑
i
|u1[i]u2[i]| ≤ C‖u1‖ · ‖u2‖
for any m ≥ 2 and any bounded vectors u1, . . . , um, yielding a constant bound for the combined sum over
such indices. Thus, we get
|D(Q)| ≤ CNR0+R1/2,
which concludes the proof of (93) in this base case.
Assume inductively that (93) holds for T0 + T1 ≤ t− 1, and consider now T0 + T1 = t ≥ 1. Then there is
some set S ∈ Q with cardinality |S| = 2. We consider three cases.
Case 1: S = {mj , (m+ 1)i}, and Dm is not of rank 1. (So S is counted by T0.) Suppose for notational
convenience that S = {1j , 2i}. This implies in particular that r1 = r2 and D1 is square. Then the assumption
of the lemma implies
TrD1 = 0.
Denote by
∑
i,j|Q\S the sum over indices in the tuple (i, j) excluding j1 and i2 which induce Q \ S, and
by
∑
j /∈Q(r1)\S the remaining sum over the value of j1 ≡ i2, restricted to be distinct from the |Q(r1)| − 1
preceding values in {1, . . . , Nr1} assumed by sets in Q(r1) \ S. Then
D(Q) =
∑
i,j|Q\S
M∏
m=2
Dm[jm, im+1] ·
∑
j /∈Q(r1)\S
D1[j, j].
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Let Π be the set of new partitions Q′ which merge S = {1j , 2i} with some other set in Q(r1) \ S. Then
applying TrD1 = 0 yields
D(Q) = −
∑
Q′∈Π
∑
i,j|Q′
M∏
m=1
Dm[jm, im+1],
and hence
|D(Q)| ≤
∑
Q′∈Π
|D(Q′)|.
As Dm is not of rank 1, the indices 1j , 2i are not single. If {1j , 2i} was merged into a set in Q of cardinality
≥ 4, then Q′ has the counts (T0 − 1, T1, R0, R1). If {1j , 2i} was merged into a set in Q counted by T1, then
Q′ has either the counts (T0 − 1, T1 − 1, R0, R1) or (T0 − 1, T1 − 1, R0, R1 + 1). If {1j , 2i} was merged into
another set in Q counted by T0, then Q′ has the counts (T0 − 2, T1, R0 + 1, R1). In all cases, T0 + T1 has
reduced by at least 1, and the exponent R0 + T0/2 + R1/2 in (93) has not increased. Then applying the
inductive hypothesis for each Q′ and noting that the cardinality of Π is a constant independent of N , we get
(93) for Q.
Case 2: S = {mj , (m + 1)i}, and Dm is of rank 1. (So S is counted by T1.) Suppose for notational
convenience S = {1j , 2i}. Then with the same notation as defined in Case 1, we get
|D(Q)| ≤ |TrD1| ·
∣∣∣∣∣∣
∑
i,j|Q\S
M∏
m=2
Dm[jm, im+1]
∣∣∣∣∣∣+
∑
Q′∈Π
∣∣∣∣∣∣
∑
i,j|Q′
M∏
m=1
Dm[jm, im+1]
∣∣∣∣∣∣ ,
where the first term arises because we no longer have TrD1 = 0. (If M = 1, the first term is understood to
just be |TrD1|.) Note that |TrD1| ≤ C, as D1 has bounded operator norm and is of rank 1. The partition
Q\S in the first term must have the counts (T0, T1− 1, R0, R1), and we may apply the inductive hypothesis
to this term. For each Q′ in the second term, the argument is a bit different from Case 1 as 1j , 2i are
single. If {1j , 2i} was merged into a set in Q counted by T0, T1, R0, R1, or none of these four, then Q′ has
the counts (T0 − 1, T1 − 1, R0, R1), (T0, T1 − 2, R0, R1), (T0, T1 − 1, R0 − 1, R1), (T0, T1 − 1, R0, R1 − 1), or
(T0, T1 − 1, R0, R1) respectively. Applying the inductive hypothesis in all cases, we get (93) for Q.
Case 3: The two indices in S do not index the same matrix Dm. Suppose for notational convenience
S = {2i, 2j}, so that they index D1 and D2; other cases are analogous. Then with similar notation as in
Case 1, we have
D(Q) =
∑
i,j|Q\S
M∏
m=3
Dm[jm, im+1] ·
∑
i/∈Q(r2)\S
D1[j1, i]D2[i, i3].
Let us introduce the matrix D˜ = D1D2. Then applying the triangle inequality as in Cases 1 and 2,
|D(Q)| ≤
∣∣∣∣∣∣
∑
i,j|Q\S
D˜[j1, i3]
M∏
m=3
Dm[jm, im+1]
∣∣∣∣∣∣+
∑
Q′∈Π
∣∣∣∣∣
M∏
m=1
Dm[jm, im+1]
∣∣∣∣∣ ,
where Π is the set of partitions Q′ which merge {2i, 2j} with another set in of Q(r2) \ S. (The product in
the first term is understood to be 1 if M = 2.)
For the first term involving Q\S, note that if D˜ is not of rank 1, then both D1 and D2 are also not of rank
1. So 2i, 2j , 1j , 3i were not single in Q, and 1j , 3i remain non-single in Q\S (with respect to D˜,D3, . . . , DM ).
Then Q\ S must have the counts (T0 − 1, T1, R0, R1). If D˜ is of rank 1, then the removal of {2i, 2j} reduces
either T0 or T1 by 1, but it is possible that 1j and/or 3i may have been converted from a non-single index
in Q to a single index in Q\S. One such conversion may induce the count mapping (T0, T1) 7→ (T0, T1− 1),
(T0, T1) 7→ (T0− 1, T1 + 1), (R0, R1) 7→ (R0, R1− 1), or (R0, R1) 7→ (R0− 1, R1 + 1). Note that each of these
mappings does not increase T0 +T1, nor increase the exponent R0 +T0/2 +R1/2 of N in (93). Then we may
apply the induction hypothesis in every case to obtain |D(Q \ S)| ≤ CNR0+T0/2+R1/2 for the first term.
For each Q′ ∈ Π of the second term, we perform some casework, depending on whether 2i, 2j are both
non-single (so D1 and D2 both have rank more than 1), and also whether {2i, 2j} was merged into a set in
Q counted by T0, T1, R0, R1 or none of these four. The possible resulting counts for Q′ are summarized in
Table 2. In each setting, T0 +T1 has reduced by at least 1, the exponent R0 +T0/2+R1/2 has not increased,
and we may thus apply the induction hypothesis for Q′ to obtain (93) for Q.
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Merged into 2j , 2i not single one or both of 2j , 2i single
T0 T0 − 2, T1, R0 + 1, R1 T0 − 1, T1 − 1, R0, R1 orT0 − 1, T1 − 1, R0, R1 + 1
T1
T0 − 1, T1 − 1, R0, R1 or
T0 − 1, T1 − 1, R0, R1 + 1 T0, T1 − 2, R0, R1
R0 T0 − 1, T1, R0, R1 T0, T1 − 1, R0 − 1, R1 orT0, T1 − 1, R0 − 1, R1 + 1
R1 T0 − 1, T1, R0, R1 T0, T1 − 1, R0, R1 − 1
None of above T0 − 1, T1, R0, R1 T0, T1 − 1, R0, R1
Table 2. Possible counts for Q′
This establishes that (93) holds when T0 + T1 = t, in all three of the above Cases. This completes the
induction and the proof of the lemma. 
D.2. Convergence for resolvent. Finally, we use Theorem D.1 to complete the proofs of Theorem 3.4
and Corollary 3.5. This will depend on the following lemma, which allows us to work with a series expansion
of the Stieltjes transform.
Lemma D.4. Let C > 0 be such that ‖W‖ ≤ C and ‖w‖ ≤ C for large N , and suppose that fN is an
analytic function on C \ spec(W ) and f an analytic function on C \ spec(w) such that almost surely as
N → ∞, we have fN − f → 0 uniformly on D′ = {z ∈ C : |z| > 2C}. Then for any fixed constant δ > 0,
almost surely, fN − f → 0 uniformly on DN = {z ∈ C : dist(z, spec(w)) ≥ δ and dist(z, spec(W )) ≥ δ}.
Proof. Let Ω0 be the event of probability 1 where spec(W ) (and also spec(w)) are uniformly bounded in
[−C,C] for all large N , and
lim
N→∞
sup
z∈D′
|fN (z)− f(z)| = 0.
Suppose by contradiction that for some ω ∈ Ω0 and ε > 0, we have
lim sup
N→∞
sup
z∈DN
|fN (z)− f(z)| > ε. (95)
Then there is a subsequence {Nk}∞k=1 and points zNk ∈ DNk for which |fNk(zNk) − f(zNk)| > ε for all k.
Since spec(W ) and spec(w) are uniformly bounded compact subsets of R, by sequential compactness under
Hausdorff distance, there must be a further subsequence of {Nk}∞k=1 along which these sets converge in
Hausdorff distance to fixed limits S1 ≡ S1(ω) and S2 ≡ S2(ω). Define D∞(ω) = {z ∈ C : dist(z, S1) ≥
δ/2, dist(z, S2) ≥ δ/2}. Then D∞(ω) is a fixed (N -independent) connected domain of C. As fN (z)− f(z) is
analytic on D∞(ω) for all large N , we then have
lim
N→∞
sup
z∈D∞(ω)
|fN (z)− f(z)| = 0,
by the convergence over z ∈ D′. This implies zNk /∈ D∞(ω) for all large k. But then
lim sup
k→∞
min(dist(zNk , S1),dist(zNk , S2)) ≤ δ/2,
which implies by the definition of Hausdorff distance that
lim sup
k→∞
min(dist(zNk , spec(w)),dist(zNk , spec(W ))) ≤ δ/2,
contradicting that zNk ∈ DNk . Thus (95) cannot hold for any ω ∈ Ω0. 
Proof of Theorem 3.4. The given assumptions imply that there is a constant C > 0 such that ‖W‖ ≤ C and
‖w‖ ≤ C almost surely for all large N . Let D′ = {z ∈ C : |z| > 2C}. Fix ε > 0. Applying the contractive
property ‖τH(a)‖ ≤ ‖a‖ of conditional expectations, there is K > 0 such that
sup
z∈D′
∥∥∥∥∥
∞∑
k=K+1
z−(k+1)W k
∥∥∥∥∥ < ε, supz∈D′
∥∥∥∥∥
∞∑
k=K+1
z−(k+1)τH(wk)
∥∥∥∥∥ < ε
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for all large N . For each k ∈ {0, . . . ,K}, Theorem D.1 implies u∗W kv − u∗τH(wk)v → 0 almost surely.
Then applying the series expansions for (w − z)−1 and (W − z Id)−1, convergent for |z| > 2C, we get
lim sup
N→∞
sup
z∈D′
|u∗(W − z Id)−1v − u∗R0(z)v| < 2ε.
As ε > 0 is arbitrary, we obtain almost surely
lim
N→∞
sup
z∈D′
|u∗(W − z Id)−1v − u∗R0(z)v| = 0. (96)
Applying Lemma D.4 for fN (z) = u
∗(W − z Id)−1v and f(z) = u∗R0(z)v concludes the proof. 
Proof of Corollary 3.5. Let W ′ = W + P2 + . . . + Pk and w′ = w + P2 + . . . + Pk. Note that W ′, w′ define
the same submatrices W11 ∈ CN1×N1 and (R0(z))11 ∈ CN1×N1 , the latter because
P1τ
H((w′ − z)−1)P1 = τH(P1(w′ − z)−1P1) = τH(P1(w − z)−1P1) = P1τH((w − z)−1)P1.
On the other hand, for k ≥ 2, their spectra satisfy
spec(W ) = spec(W11) ∪ {0}, spec(w) = spec(w11) ∪ {0},
spec(W ′) = spec(W11) ∪ {1}, spec(w) = spec(w11) ∪ {1}.
Then for any δ ≤ 1/2, setting D and D′ as the sets (28) with (W,w) and (W ′, w′), we have
D1 = D ∪ D′.
Then the result follows from applying Theorem 3.4 with u = (u1, 0, . . . , 0) and v = (v1, 0, . . . , 0), for both
(W,w) and (W ′, w′). 
Appendix E. Analysis of the mixed effects model
In this appendix, we present the details of the proofs of Theorems 2.5 and 2.6, which were omitted from
Section 4.
E.1. Preliminary results. First, we prove Theorem 2.4, which guarantees that no bulk eigenvalues separate
from the support.
Proof of Theorem 2.4. Recall the block decomposition (34) in CN×N , the orthogonal projections P0, . . . , P2k,
and the embedded matrices F˜rs, G˜r, H˜r ∈ CN×N . The only non-zero block of the matrix
W˜ =
k∑
r,s=1
H˜∗r G˜
∗
rF˜rsG˜sH˜s ∈ RN×N
is the (0, 0)-block, which is equal to Σ̂. Consider the two matrices W˜ and Wˇ = W˜ + P1 + . . . + P2k. Then
spec(W˜ ) = spec(Σ̂) ∪ {0} and spec(Wˇ ) = spec(Σ̂) ∪ {1}, so
spec(Σ̂) = spec(W˜ ) ∩ spec(Wˇ ).
Let X ∈ RN×N be a GOE matrix. Then G˜r can be realized as G˜r =
√
N
nr
Pr+kXPr. Hence,
W˜ =
k∑
r,s=1
N√
nrns
H˜∗rPrXPr+kF˜rsPs+kXPsH˜s.
We construct a free deterministic equivalent in the following way: Let D = 〈P0, . . . , P2k〉, and let (A1, τ1) be
the von Neumann free product of (D, N−1 Tr) and a von Neumann probability space containing a semicircular
element x. Set (A2, τ2) ≡ (CN×N , N−1 Tr), which contains {F˜rs, H˜r : r, s = 1, . . . , k} and also D. Let
(A, τ) = (A1, τ1) ×D (A2, τ2) be the amalgamated free product over D. In A, identify frs ≡ F˜rs, hr ≡ H˜r,
pr ≡ Pr, and define gr =
√
N/nrpr+kxpr. By this construction, x is free of D (over C) and also free of A2
over D. Then [NSS02, Proposition 3.7] implies that x is free of A2 (over C). We may then apply Theorem
3.2 and Assumption 2.2 to conclude
spec(Σ̂) ⊂ spec(w˜)δ ∩ spec(wˇ)δ (97)
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for all large N , where
w˜ =
k∑
r,s=1
N√
nrns
h∗rprxpr+kfrsps+kxpshs =
k∑
r,s=1
h∗rg
∗
rfrsgshs, wˇ = w˜ + p1 + . . .+ p2k.
To finish this proof, we verify that these elements {frs, gr, hr, pr} have the same joint law as described by
conditions (1–4) in Section 4.1. Conditions (1–2) are evident by construction. For condition (3), denoting
by NC2(2l) the non-crossing pairings of (1, . . . , 2l) and K(pi) the Kreweras complement of pi,
N
p
τ
(
(g∗rgr)
l
)
=
N
p
(
N
nr
)l
τ
(
(prxpr+kxpr)
l
)
=
N
p
(
N
nr
)l
τ
(
xpr+kxpr · · ·xpr+kxpr
)
=
N
p
(
N
nr
)l ∑
pi∈NC2(2l)
τK(pi) [pr+k, pr, ..., pr+k, pr]
=
N
p
(
N
nr
)l l∑
m=1
τ(pr)
mτ(pr+k)
l+1−m · |{pi ∈ NC2(2l) : K(pi) has m blocks of pr}|
=
l∑
m=1
(
p
nr
)m−1
1
l
(
l
m
)(
l
m− 1
)
=
l∑
m=1
1
m
(
p
nr
)m−1(
l
m− 1
)(
l − 1
m− 1
)
=
∫
xlν p
nr
(x)dx.
Here, the second line applies [NS06, Theorem 14.4], freeness of {pr, pr+k} and x, and vanishing of all but
the second non-crossing cumulant of x. The third line applies plr = pr and p
l
r+k = pr+k for l ≥ 1, and also
that |K(pi)|+ |pi| = 2l + 1 so that |K(pi)| = l + 1. The fourth line applies
|{pi ∈ NC2(2l) : K(pi) has m blocks of pr}| = |{γ ∈ NC(l) : γ has m blocks}|,
which are defined by the Narayana numbers. For more details, see [NS06, Lectures 9, 11, 14]. The last
equality is the formula for the lth moment of the Marcenko-Pastur distribution (see [MS17, Exercise 2.11]).
For condition (4), first consider a1, . . . , am ∈ A2 where a1, . . . , am alternate between the algebras 〈{frs},D〉
and 〈{hr},D〉, and we have τD(ai) = 0 for each i. The latter condition implies that each ai belonging to
〈{frs},D〉 in fact satisfies (pk+1 + . . .+ p2k)ai(pk+1 + . . .+ p2k) = ai, and each ai belonging to 〈{hr},D〉 in
fact satisfies (p0 + . . .+pk)ai(p0 + . . .+pk) = ai. Then we get τ
D(a1 . . . am) = 0. This establishes that {frs}
and {hr} are free over D. A similar argument shows that g1, . . . , gk are free over D, since each ai ∈ 〈gr,D〉
with τD(ai) = 0 must satisfy (pr + pk+r)ai(pr + pk+r) = ai. By construction of the space A, we have that
{g1, . . . , gk} ∈ A1 and {frs, hr : r, s = 1, . . . , k} ∈ A2 are free over D. Thus condition (4) holds.
Having verified these conditions (1–4), we obtain that µ0 is the τ
c-law of w˜ in the compressed algebra
Ac = {a ∈ A : p0ap0 = a} with trace τ c(a) = τ(p0)−1τ(p0ap0). Since τ c is faithful, supp(µ0) is the spectrum
of w˜ as an operator in Ac. Then spec(w˜) = supp(µ0)∪{0} and spec(wˇ) = supp(µ0)∪{1}, where spec(·) here
denotes the spectra as operators in A. So supp(µ0)δ = spec(w˜)δ ∩ spec(wˇ)δ for any δ < 1/2. Combining this
with (97) concludes the proof. 
Next, we establish the analytic extension of the functions ar, br.
Proposition E.1. For any positive semidefinite Σ˚1, . . . , Σ˚k ∈ Rp×p and symmetric F ∈ RM×M , let µ0 be the
measure defined by (6–8). Then the functions a1, . . . , ak, b1, . . . , bk,m0 which solve (6–8) extend analytically
to C \ supp(µ0). The matrices z Id +b · Σ˚ and Id +F diagn(a) are invertible on all of C \ supp(µ0), and these
extensions satisfy (6–8) on all of C \ supp(µ0).
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Proof of Proposition E.1. Denote by ar(z) and br(z) the values of ar, br at z ∈ C+, and set R0(z) =
(z Id +b(z) · Σ˚)−1. Note that TrR0(z)AR0(z)∗B is real and nonnegative for any positive semidefinite A,B.
Then from (6), we have
Im ar(z) = −p−1 Im TrR0(z)Σ˚r
= −p−1 Im Tr
(
R0(z)Σ˚rR0(z)
∗(z Id +b(z) · Σ˚)∗
)
= p−1(Im z) TrR0(z)Σ˚rR0(z)∗ + p−1
k∑
s=1
(Im bs(z)) TrR0(z)Σ˚rR0(z)
∗Σ˚s.
In particular, as Im z > 0, Im br(z) ≥ 0, and R0(z) is invertible, we have that either Σ˚r = 0 and ar(z) ≡ 0
for all z ∈ C+, or Σ˚r 6= 0 and Im ar(z) > 0 for all z ∈ C+. In the former case, ar trivially extends to
ar(z) ≡ 0 on C \ supp(µ0). In the latter case, we recall from the analysis of [FJ16, Theorem 4.1] that each
br(iy) remains bounded as y →∞. Then limy→∞ iy · ar(iy) = −Tr Σ˚r/mr, so ar : C+ → C+ is the Stieltjes
transform of a finite measure νr on R with total mass νr(R) = Tr Σ˚r/mr [GH03, Lemma 2]. Analogous to
the above, we also have
Imm0(z) = p
−1(Im z) TrR0(z)R0(z)∗ + p−1
k∑
s=1
(Im bs(z)) TrR0(z)R0(z)
∗Σ˚s,
and hence for all z ∈ C+
Im ar(z) ≤ ‖Σ˚r‖ · Imm0(z).
From the Stieltjes inversion formula, this implies supp(νr) ⊂ supp(µ0), and hence ar extends analytically to
C \ supp(µ0) also in this case as well.
Then we may extend b1(z), . . . , bk(z) to meromorphic functions on C \ supp(µ0) via (7), potentially
with poles at points z ∈ C \ supp(µ0) where Id +F diagn(a(z)) is singular. We claim that no such points
exist: Suppose otherwise, and let Id +F diagn(a(z0)) be singular. Suppose, for notational convenience, that
b1(z), . . . , bj(z) have poles at z0, and bj+1(z), . . . , bk(z) do not. (We may take j = 0 or j = k if none or all
of the br’s have poles.) For z ∈ C−, it is verified by conjugate-symmetry that Id +F diagn(a(z)) is invertible
and br(z) = br(z). Thus z0 ∈ R \ supp(µ0). Taking the limit z ↗ z0 along the real line, and writing as
shorthand D = diagn(a(z)), we have
∂z
(−(Id +FD)−1F ) = (Id +FD)−1F diag(a′1(z) Idm1 , . . . , a′k(z) Idmk)(Id +FD)−1F.
Assuming momentarily that F is invertible, (Id +FD)−1F = (F−1 +D)−1 is real and symmetric. Then this
is also true for non-invertible F by continuity. As each as is either identically 0 or the Stieltjes transform
of a measure νs, we have a
′
s(z) ≥ 0 for all s. Then the above derivative in z is positive-semidefinite. In
particular, as z ↗ z0, each br(z) is increasing. So b1(z), . . . , bj(z) → ∞ as z ↗ z0, while bj+1(z), . . . , bk(z)
approach finite values. This implies that for any v in the combined column span of Σ˚1, . . . , Σ˚j , we have
(z Id +b · Σ˚)−1v → 0 as z ↗ z0. Then (z Id +b · Σ˚)−1Σ˚r → 0 and ar(z0) = 0 for each r = 1, . . . , j.
Denoting by M(z) the lower-right blocks of Id +F diagn(a(z)) corresponding to j + 1, . . . , k, the matrix
Id +F diagn(a(z0)) then has the block form (
Id ∗
0 M(z0)
)
.
Since Id +F diagn(a(z0)) is singular, we must have that M(z0) is singular. Denoting by F2 the lower-right
blocks of F , this implies that M(z0)F2 is also singular. But the above argument shows ∂z(−M(z)F2) is
positive-semidefinite, so this must mean −TrM(z)F2 →∞ as z ↗ z0. Then br(z) = −m−1r Trr[M(z)F2]→
∞ for some r ∈ {j + 1, . . . , k}, contradicting that br(z0) exists and is finite. Thus, Id +F diagn(a(z)) is
invertible and b1, . . . , bk are analytic on all of C \ supp(µ0).
We may then extend m0(z) to C \ supp(µ0) by (8). Note that this must coincide with the Stieltjes
transform of µ0 on C \ supp(µ0), by uniqueness of the analytic extension. Finally, note that if we define
a˜1(z), . . . , a˜k(z) on C \ supp(µ0) by (6) from b1(z), . . . , bk(z), then each a˜r(z) is a meromorphic function on
C \ supp(µ0), possibly with poles where z Id +b(z) · Σ˚ is singular. These must agree with a1(z), . . . , ak(z)
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everywhere outside of these poles, as they agree on C+. Since a1(z), . . . , ak(z) are analytic on C \ supp(µ0),
no such poles exist, z Id +b(z) · Σ˚ is invertible, and a1(z), . . . , ak(z) satisfy (6) on all of C \ supp(µ0). 
We record here the following property shown in the above proof.
Proposition E.2. For z ∈ R \ supp(µ0), we have b′r(z) ≥ 0 for every r ∈ {1, . . . , k}.
E.2. Approximation lemmas. We prove Lemmas 4.1 and 4.2, and provide the remaining details of the
proof of Proposition 4.5.
Proof of Lemma 4.1. The eigenvalues of Σ̂ which are not eigenvalues of W are the roots of
det
(
R(z)(Σ̂− z Id)
)
= 0.
Writing Σ̂ = W + P and recalling the notations of Section 4.2, we have
P = QΓ˜TΞTFGH +HTGTFΞΓ˜QT +QΓ˜TΞTFΞΓ˜QT,
from which we may compute
R(z)(Σ̂− z Id) = Id +R(z)P
= Id +
[
R(z)QΓ˜T R(z)HTGTFΞΓ˜ +R(z)QΓ˜TΞTFΞΓ˜
] [ΞTFGH
QT
]
.
Applying the identity det(Id +XY ) = det(Id +Y X), we find that
0 = det
(
Id +
[
ΞTFGH
QT
] [
R(z)QΓ˜T R(z)HTGTFΞΓ˜ +R(z)QΓ˜TΞTFΞΓ˜
])
= det K̂(z). 
Lemma 4.2 uses the following concentration result from [BEK+14].
Proposition E.3 ([BEK+14, Lemma 3.1]). Let x, y ∈ RN be independent vectors with independent entries
satisfying
E[xi] = E[yi] = 0, E[x2i ] = E[y2i ] = 1/N, E[|xi|k] < CkN−k/2, E[|yi|k] < CkN−k/2
for each k ≥ 1 and some constants Ck > 0. Let A1, A2 ∈ CN×N be any deterministic matrices and v ∈ CN
any deterministic vector. Then for any τ,D > 0 and all N ≥ N0(τ,D),
P[|xTv| ≥ N−1/2+τ‖v‖2] < N−D,
P[|xTA1x− TrA1| ≥ N−1+τ‖A1‖HS] < N−D, P[|xTA2y| ≥ N−1+τ‖A2‖HS] < N−D.
For a sufficiently large constant C > 0, define the good event
En = {spec(W ) ⊂ supp(µ0)δ/2, ‖Gr‖ < C, ‖Ξr‖ < C for all r = 1, . . . , k}. (98)
From Theorem 2.4 and Assumption 2.1, we have that En holds almost surely for all large n. On this event
En, we have ‖G‖ < C, ‖Ξ‖ < C, ‖R(z)‖ < C min(1, 1/|z|), and ‖R′(z)‖ < C min(1, 1/|z|2) for all z ∈ Uδ and
a constant C > 0.
Proof of Lemma 4.2. Note that S(z) has blocks given by
k∑
s=1
ΞTrFrsGsHsR(z)Q
for r = 1, . . . , k, where Ξ1, . . . ,Ξk are independent of G1, . . . , Gk. On the event En, for any fixed ε > 0, we
have ‖S(z)‖∞ < ε for all |z| > C0 and some constant C0 > 0. For |z| ≤ C0, note that ‖FrsGsHsR(z)Q‖ < C
for all z ∈ Uδ. Then this bound holds for the `2-norm of each column of FrsGsHsR(z)Q. The entries of Ξr
satisfy the conditions of Proposition E.3 with N = nr. Applying the proposition conditional on G1, . . . , Gk
and on En, we get ‖ΞTrFrsGsHsR(z)Q‖∞ < n−1/2+τ with probability 1−n−D, and hence ‖S(z)‖∞ < n−1/2+τ
as well. Taking a union bound over a grid of values in Uδ ∩ {|z| ≤ C0} with spacing n−1/2, and applying
Lipschitz continuity of S(z) on En, we get almost surely
sup
z∈Uδ:|z|≤C0
‖S(z)‖∞ → 0.
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Then lim supn→∞ supz∈Uδ ‖S(z)‖∞ ≤ ε. As ε > 0 is arbitrary, this shows S(z) ∼ 0. This implies also
K̂11(z) ∼ Id`+ .
For T̂ (z), note first that S(z) ∼ 0 and K̂11(z) ∼ Id`+ imply
T̂ (z) ∼ Id +QTR(z)Q · Γ˜TΞT
(
F − FGHR(z)HTGTF
)
ΞΓ˜.
Notice that ΞT
(
F − FGHR(z)HTGTF
)
Ξ is a k × k block matrix with blocks
ΞTr Yrs(z)Ξs, Yrs(z) = Frs −
k∑
r′,s′=1
Frs′Gs′Hs′R(z)H
T
r′G
T
r′Fr′s.
On En, we bound ‖Yrs(z)‖HS ≤ C
√
n‖Yrs(z)‖ ≤ C ′
√
n. Then, applying Proposition E.3 again for each pair
(r, s) and each pair of columns of Ξr and Ξs, we get for each fixed z ∈ Uδ that∥∥ΞTr Yrs(z)Ξs − 1{r = s}n−1r Trr[F − FGHR(z)HTGTF ] · Id`r∥∥∞ < n−1/2+τ
with probability 1− n−D. Applying Lipschitz continuity and a union bound over a grid of values |z| ≤ C0,
a separate argument for |z| > C0 as above, and the Borel-Cantelli lemma, we obtain the lemma. 
Proof of Proposition 4.5. For any ε > 0, we may choose K > 0 so that almost surely for all large n,
sup
z∈D
∥∥∥∥∥
∞∑
l=K+1
z−l−1W l
∥∥∥∥∥ < ε, supz∈D
∥∥∥∥∥
∞∑
l=K+1
z−l−1wl
∥∥∥∥∥ < ε.
Then applying the convergent series expansions of −R(z) = (z−W )−1 and of (z−w)−1 on D, the fact that
{Hr}kr=1, {Gr}kr=1, and {Frs}kr,s=1 are almost surely uniformly bounded for large n, and the conclusion
τ(artsw
l)−N−1 TrHTr GTrFrtFtsGsHsW l → 0
for each fixed l ∈ {0, . . . ,K} by [FJS18, Theorem 3.9], we obtain
sup
z∈D
∣∣−N−1 Tr[HTr GTrFrtFtsGsHsR(z)]− τ(arts(z − w)−1)∣∣ < 2ε.
As ε > 0 is arbitrary, the left side converges to 0 almost surely. By Lemma D.4, we may then replace the
supremum over D with one over Uδ. Applying Proposition 4.8, we find that
1
nt
Trt[FGHR(z)H
TGTF ] =
k∑
r,s=1
1
nt
Tr[HTr G
T
rFrtFtsGsHsR(z)]
∼
k∑
r,s=1
−N
nt
τ(arts(z − w)−1) =
k∑
r,s=1
−N
nt
τ
(
fts(e− u)−1frt
)
=
1
nt
Trt
(
F (diagn(a
−1) + F )−1F
)
,
the last step applying the equality of the N−1 Tr-law of {F˜rs} and the τ -law of {frs}, the definitions of e
and u, and Proposition 4.6(d). Notice now that by the Woodbury identity,
F − F (diagn(a−1) + F )−1F = (F−1 + diagn(a))−1 = (Id +F diagn(a))−1F,
which holds also for non-invertible F by continuity. Taking the block trace Trt, and comparing with the
above and with the definition of bt in (7) concludes the proof. 
E.3. Proof for outlier eigenvalues. In this section, we give a detailed proof of Theorem 2.5 on outlier
eigenvectors. We require first the following preliminary results.
Proposition E.4. There is a constant C > 0 such that for all z ∈ Uδ, r ∈ {1, . . . , k}, and large enough n,
we have |br(z)| < C.
Proof. By Proposition 4.5, almost surely as n→∞ we have
sup
z∈Uδ
∣∣n−1r Trr[FGHR(z)HTGTF − F ]− br(z)∣∣→ 0.
On the event En of (98), by Assumption 2.2, we see that for each z ∈ Uδ,∥∥FGHR(z)HTGTF − F∥∥ < C,
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and hence |br(z)| < C almost surely for large n. Then this holds deterministically for large n, since br(z) is
deterministic. 
Proposition E.5. There is a constant C > 0 such that supp(µ0) ⊂ [−C,C].
Proof. The law µ0 is the τ
c-distribution of w =
∑k
r,s=1 h
∗
rg
∗
rfrsgshs in the compressed algebra (Ac, τ c). We
have ‖w‖ ≤ C for a constant C > 0, hence supp(µ0) = spec(w) ⊂ [−C,C]. 
Proposition E.6. The following properties hold for T˜ (z) and all large n.
(a) All roots of det T˜ (z) = 0 in C \ supp(µ0) are real.
(b) There exists some R > 0 so that all roots of det T˜ (z) = 0 have magnitude at most R.
(c) For δ > 0, there is a constant C > 0 such that
sup
z∈Uδ
‖T˜ (z)‖∞ < C, sup
z∈Uδ
|det T˜ (z)| < C.
The following properties hold for T̂ (z) almost surely for all large n.
(a’) For δ > 0, all roots of det T̂ (z) = 0 in Uδ are real.
(b’) There exists some R > 0 so that all roots of det T̂ (z) = 0 in Uδ have magnitude at most R.
(c’) For δ > 0, there is a constant C > 0 such that we have
sup
z∈Uδ
‖T̂ (z)‖∞ < C, sup
z∈Uδ
|det T̂ (z)| < C.
Proof. We first prove the statements for T˜ (z). For (a), applying det(Id +XY ) = det(Id +Y X) and the fact
that z Id +b · Σ˚ is invertible for z ∈ C \ supp(µ0) from Proposition E.1, we have
0 = det T˜ (z)⇔ 0 = det
(
Id +(z Id +b · Σ˚)−1ΓT diag`(b)Γ
)
⇔ 0 = det
(
z Id +b · Σ˚ + ΓT diag`(b)Γ
)
. (99)
For z ∈ C+ and any v 6= 0 ∈ Cp, we apply Im br(z) ≥ 0 to get
Im v∗[z Id +b · Σ˚ + ΓT diag`(b)Γ]v > 0,
and hence z is not a root of (99). A similar argument holds for z ∈ C−, which establishes (a).
Note by Proposition E.4 and Assumption 2.2 that ‖b · Σ˚+ΓT diag`(b)Γ‖ < C for large n. Then (b) follows
from (99). For (c), note by Proposition 4.4 that
‖QTR(z)Q+QT(z Id +b · Σ˚)−1Q‖ < C
almost surely for large n. On the event En, ‖QTR(z)Q‖ is uniformly bounded. Then so is ‖QT(z Id +b·Σ˚)−1Q‖
for large n. Combining with Proposition E.4 and Assumption 2.2, the first bound of (c) follows. Since the
dimension of T˜ (z) is ` which is at most a constant, the first bound implies the second.
We now prove the statements for T̂ (z). For (a’), by Lemma 4.2, det K̂11(z) almost surely for large n does
not vanish on Uδ. Thus, for z ∈ Uδ, by the Schur complement formula, we see that
det K̂(z) = det K̂11(z) · det T̂ (z),
meaning that any root of det T̂ (z) = 0 is also a root of det K̂(z) = 0, hence a (real) eigenvalue of Σ̂ by
Lemma 4.1. Claim (b’) follows from the fact that roots of det T̂ (z) = 0 are eigenvalues of Σ̂, and ‖Σ̂‖ < C
almost surely for large n. For (c’), we apply ‖T˜ (z)‖∞ < C and T̂ (z) ∼ qT (z) ∼ T˜ (z) from Lemmas 4.2 and
4.3. 
Under our assumptions, the measure µ0 and function T˜ (z) are n-dependent, and are not required to
converge as n→∞. However, the following technical result will allow us to pass to convergent subsequences.
Proposition E.7. There exists a subsequence {n0l }∞l=1 along which supp(µ0) converges to a fixed closed set
V ⊂ R in the sense that
lim
l→∞
sup
z∈V
dist(z, supp(µ0)) = 0 and lim
l→∞
sup
z∈supp(µ0)
dist(z, V ) = 0, (100)
and det T˜ (z) converges to a fixed analytic function D : C \ V → C uniformly on compact subsets.
PRINCIPAL COMPONENTS IN LINEAR MIXED MODELS WITH GENERAL BULK 47
Proof. The first part of the statement follows from Proposition E.5 and sequential compactness of the metric
space of compact subsets of [−C,C] under the Hausdorff metric. For the second part, note that det T˜ (z) is
well-defined and analytic on compact subsets of C \V at n = n0l for all large l. Proposition E.6 ensures that
det T˜ (z) is uniformly bounded on any such compact subset. Then Montel’s Theorem implies that there is a
further subsequence which converges uniformly over compact sets to an analytic function D. 
Using these results, we now prove Theorem 2.5.
Proof of Theorem 2.5. By the identity det(Id +XY ) = det(Id +Y X), Λ0 is also the set of roots of 0 =
det T˜ (z). Let Ω be the sample space, and Ω0 ⊂ Ω the event of probability 1 on which all preceding almost
sure statements hold.
Fix ω ∈ Ω0. First suppose that we pass to a subsequence satisfying the result of Proposition E.7, meaning
that supp(µ0) converges to a fixed closed set V and det T˜ (z)→ D(z) uniformly on compact subsets of C\V .
By Proposition E.6(a), for all large n, all roots of det T˜ (z) = 0 and det T̂ (z) = 0 with distance at least δ/2
to V are real and have magnitude less than some R > 0. Because det T˜ (z)→ D(z), we see that this is true
for D as well. Since D is analytic, this implies that D has finitely many such roots. Let
λ1 < · · · < λJ
be the distinct roots of D whose distance to V is at least δ/2, and let mj be the multiplicity of λj .
Choose ε small enough so that ε < δ/4. For constants rj , σ > 0, let γj be the counterclockwise contour
traversing the rectangle with vertices (λj ± rj)± iσ. Choose rj , σ small enough such that
• the contours γj do not intersect,
• each γj is contained within a radius ε/2 ball centered at λj , and
• the only root of D(z) contained within or on each γj is λj .
Partitioning the set
{x ∈ R : dist(x, supp(µ0)) > δ/2, dist(x, λj) > rj for all j, |x| < R}
into disjoint open intervals, for each such interval I = (l, u), define also a counterclockwise contour γ′I
traversing the rectangle with vertices l ± iσ and u± iσ.
By construction, D(z) does not vanish along any of γj or γ
′
I , and det T˜ (z) converges uniformly to D(z)
on each contour. Hence, by Hurwitz’s theorem, for all large n, det T˜ (z) has mj zeros within each γj , which
are real by Proposition E.6, and no zeros within each γ′I . Now, observe that by Lemmas 4.2 and 4.3, as
n→∞,
sup
z∈Uδ/4
‖T̂ (z)− T˜ (z)‖∞ → 0,
which implies by Proposition E.6 that |det T̂ (z) − det T˜ (z)| → 0 uniformly on each contour and thus that
|det T̂ (z) −D(z)| → 0 uniformly on each contour. Applying Hurwitz’s theorem again, we find that for all
large n, det T̂ (z) also has mj zeros within each γj , which are real by Proposition E.6, and no zeros within
each γ′I .
Taking Λδ and Λˆδ as the zeros of det T˜ (z) and det T̂ (z) within the contours γj , this yields
ordered-dist(Λδ, Λˆδ) < ε.
By Lemma 4.2, for z ∈ Uδ, K̂11(z) is invertible for large n, so we may apply the Schur complement formula
to obtain
det K̂(z) = det K̂11(z) det T̂ (z).
By Lemma 4.1, we conclude that Λ̂δ ⊆ spec(Σ̂). Further, since neither det T˜ (z) or det T̂ (z) have zeros
inside γ′I or (−∞, R]∪ [R,∞), we find that Λδ and Λˆδ contain all zeros of det T˜ (z) and elements of spec(Σ̂),
respectively, which have distance at least δ/2 from V . Thus they contain all such values which have distance
at least δ from supp(µ0) for all large n, establishing the result along this subsequence.
To conclude the proof, suppose by contradiction that there is a subset Ω1 ⊂ Ω0 of positive probability for
which there is a ω-dependent subsequence {n0l } such that for each n = n0l , no such sets Λδ and Λˆδ satisfying
the required conditions exist. By Proposition E.7, there is a further subsequence along which supp(µ0) and
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det T˜ (z) converge. On this subsequence, our previous construction shows that Λδ and Λˆδ satisfying the
desired conditions exist, a contradiction. This concludes the proof. 
E.4. Proof for outlier eigenvectors. In this section, we prove Propositions 4.9 and 4.10 used in the proof
of Theorem 2.6 for outlier eigenvectors.
Proof of Proposition 4.9. Recall from (99) that the roots of det T˜ (z) = 0 are also roots of detM(z) = 0 for
M(z) = z Id +b · Σ˚ + ΓT diag`(b)Γ = z Id +b · Σ. By Proposition E.2, we see that
∂z[z Id +b(z) · Σ] = Id +b′(z) · Σ  Id
for z ∈ R \ supp(µ0), meaning that the ordered eigenvalues of M(z) increase at a rate of at least 1 on each
interval of R \ supp(µ0). As a result, at the given isolated root z = λ of 0 = detM(z), the matrix M(λ) has
a single eigenvalue equal to 0 and remaining eigenvalues outside (−δ, δ), and the second-smallest singular
value of M(λ) is at least δ. By Propositions E.4 and E.6(b), we see that |br(λ)| and |λ| are bounded, so
‖λ · Id +b(λ) · Σ˚‖ < C and all singular values of (λ Id +b(λ) · Σ˚)−1 are at least 1/C. Now, letting v ∈ kerM(λ)
be a unit vector, we have that for any w ∈ Rp, ‖w‖2 − |vTw|2 is the squared length of the component of w
orthogonal to v. Then
‖(λ Id +b · Σ˚)−1M(λ)w‖2 ≥ (δ/C)2 · (‖w‖2 − |vTw|2). (101)
Choose U ∈ Rp×(p−`) so that [Q | U ] is an orthogonal matrix. Notice that because
(λ Id +b · Σ˚)−1(λ Id +b · Σ)U = U + (λ Id +b · Σ˚)−1ΓT diag`(b)ΓU = U,
we have that
[Q | U ]T(λ Id +b · Σ˚)−1M(λ)[Q | U ] =
[
T˜ (λ) 0
UT(λ Id +b · Σ˚)−1(ΓT diag`(b)Γ)Q Id
]
.
Note that (QTv, UTv) is a unit vector in the kernel of this matrix, hence QTv ∈ ker T˜ (λ) and QTv 6= 0. Now,
for any u1 ∈ R` orthogonal to QTv and
u2 = −UT(λ Id +b · Σ˚)−1(ΓT diag`(b)Γ)Qu1,
define the vector u = (u1, u2). For this u, we obtain by (101) that
‖T˜ (λ)u1‖2 = ‖[Q | U ]T(λ Id +b · Σ˚)−1M(λ)[Q | U ]u‖2 ≥ (δ/C)2(‖u‖2 − |vTQu1 + vTUu2|2).
Since u1 is orthogonal to Q
Tv and v is a unit vector, we see that
|vTQu1 + vTUu2| = |vTUu2| ≤ ‖u2‖.
Substituting, we obtain for any u1 orthogonal to Q
Tv that ‖T˜ (λ)u1‖2 ≥ (δ/C)2‖u1‖2. This implies that
ker T˜ (λ) is one-dimensional and spanned by QTv, and the next smallest singular value of T˜ (λ) is bounded
below by δ/C, as desired. 
Proof of Proposition 4.10. By Lemma 4.2, we have
sup
z∈Uδ/2
‖S(z)‖∞ → 0
almost surely. For each z ∈ Uδ, define a contour γ(t) = δ/2 · eit for t ∈ [0, 2pi]. Applying the Cauchy integral
formula entrywise to S(z), we get
‖S′(z)‖∞ ≤ 2
δ
· max
t∈[0,2pi]
‖S(z + γ(t))‖∞ ≤ C sup
z∈Uδ/2
‖S(z)‖∞.
Hence S′(z) ∼ 0. The other statements follow similarly from Propositions 4.4 and 4.5. 
Acknowledgments
We thank Camille Male and Roland Speicher for helpful pointers to the strong asymptotic freeness lit-
erature. Y. S. was supported by a Junior Fellow award from the Simons Foundation and NSF Grant
DMS-1701654. Z. F. was supported in part by NSF Grant DMS-1916198.
PRINCIPAL COMPONENTS IN LINEAR MIXED MODELS WITH GENERAL BULK 49
References
[AGZ10] Greg W Anderson, Alice Guionnet, and Ofer Zeitouni. An Introduction to Random Matrices.
Cambridge University Press, Cambridge New York, 2010.
[BB16a] Monika Bhattacharjee and Arup Bose. Large sample behaviour of high dimensional autocovari-
ance matrices. The Annals of Statistics, 44(2):598–628, 2016.
[BB16b] Monika Bhattacharjee and Arup Bose. Polynomial generalizations of the sample variance-
covariance matrix when pn−1 → 0. Random Matrices: Theory and Applications, 5(04):1650014,
2016.
[BB17] Monika Bhattacharjee and Arup Bose. Matrix polynomial generalizations of the sample variance-
covariance matrix when pn−1 → y ∈ (0,∞). Indian Journal of Pure and Applied Mathematics,
48(4):575–607, 2017.
[BBC17] Serban Belinschi, Hari Bercovici, and Mireille Capitaine. On the outlying eigenvalues of a poly-
nomial in large independent random matrices. arXiv preprint arXiv:1703.08102, 2017.
[BBCF17] Serban T Belinschi, Hari Bercovici, Mireille Capitaine, and Maxime Fe´vrier. Outliers in the
spectrum of large deformed unitarily invariant models. The Annals of Probability, 45(6A):3571–
3625, 2017.
[BBP05] Jinho Baik, Gerard Ben Arous, and Sandrine Pe´che´. Phase transition of the largest eigenvalue
for nonnull complex sample covariance matrices. The Annals of Probability, 33(5):1643–1697,
2005.
[BC17] Serban T Belinschi and Mireille Capitaine. Spectral properties of polynomials in independent
Wigner and deterministic matrices. Journal of Functional Analysis, 273(12):3901–3963, 2017.
[BEK+14] Alex Bloemendal, La´szlo´ Erdo˝s, Antti Knowles, Horng-Tzer Yau, and Jun Yin. Isotropic local
laws for sample covariance and generalized Wigner matrices. Electronic Journal of Probability,
19(33):1–53, 2014.
[BG09] Florent Benaych-Georges. Rectangular random matrices, related convolution. Probability Theory
and Related Fields, 144(3-4):471–515, 2009.
[BGN11] Florent Benaych-Georges and Raj Rao Nadakuditi. The eigenvalues and eigenvectors of finite,
low rank perturbations of large random matrices. Advances in Mathematics, 227(1):494–521,
2011.
[BGN12] Florent Benaych-Georges and Raj Rao Nadakuditi. The singular values and vectors of low rank
perturbations of large rectangular random matrices. Journal of Multivariate Analysis, 111:120–
135, 2012.
[BJW05] Zdzis law Burda, Jerzy Jurkiewicz, and Bart lomiej Wac law. Spectral moments of correlated
Wishart matrices. Physical Review E, 71(2):026111, 2005.
[BM15] Mark W Blows and Katrina McGuigan. The distribution of genetic variance across phenotypic
space and the response to selection. Molecular Ecology, 24(9):2056–2072, 2015.
[BS06] Jinho Baik and Jack W Silverstein. Eigenvalues of large sample covariance matrices of spiked
population models. Journal of Multivariate Analysis, 97(6):1382–1408, 2006.
[BY12] Zhidong Bai and Jianfeng Yao. On sample eigenvalues in a generalized spiked population model.
Journal of Multivariate Analysis, 106:167–177, 2012.
[CC04] Mireille Capitaine and Muriel Casalis. Asymptotic freeness by generalized moments for Gaussian
and Wishart matrices. Application to Beta random matrices. Indiana University mathematics
journal, 53(2):397–431, 2004.
[CDM07] Mireille Capitaine and Catherine Donati-Martin. Strong asymptotic freeness for Wigner and
Wishart matrices. Indiana University mathematics journal, 56(2):767–803, 2007.
[CHS18] Benoit Collins, Takahiro Hasebe, and Noriyoshi Sakuma. Free probability for purely discrete
eigenvalues of random matrices. Journal of the Mathematical Society of Japan, 70(3):1111–1150,
2018.
[CMA+18] Julie M Collet, Katrina McGuigan, Scott L Allen, Stephen F Chenoweth, and Mark W Blows.
Mutational pleiotropy and the strength of stabilizing selection within and between functional
modules of gene expression. Genetics, 208(4):1601–1616, 2018.
[Col03] Benoit Collins. Moments and cumulants of polynomial random variables on unitary groups,
the Itzykson-Zuber integral, and free probability. International Mathematics Research Notices,
50 PRINCIPAL COMPONENTS IN LINEAR MIXED MODELS WITH GENERAL BULK
2003(17):953–982, 2003.
[CS´06] Benoit Collins and Piotr S´niady. Integration with respect to the Haar measure on unitary,
orthogonal and symplectic group. Communications in Mathematical Physics, 264(3):773–795,
2006.
[DL18] Edgar Dobriban and Sifan Liu. A new theory for sketching in linear regression. arXiv preprint
arXiv:1810.06089, 2018.
[Dyk93] Ken Dykema. On certain free product factors via an extended matrix model. Journal of Func-
tional Analysis, 112(1):31–60, 1993.
[Fis18] Ronald A Fisher. The correlation between relatives on the supposition of Mendelian inheritance.
Transactions of the Royal Society of Edinburgh, 52(02):399–433, 1918.
[FJ16] Zhou Fan and Iain M Johnstone. Eigenvalue distributions of variance components estimators in
high-dimensional random effects models. arXiv preprint arXiv:1607.02201, 2016.
[FJS18] Zhou Fan, Iain M Johnstone, and Yi Sun. Spiked covariances and principal components analysis
in high-dimensional random effects models. arXiv preprint arXiv:1806.09529, 2018.
[GH03] Jeffrey S Geronimo and Theodore P Hill. Necessary and sufficient condition that the limit of
Stieltjes transforms is a Stieltjes transform. Journal of Approximation Theory, 121(1):54–60,
2003.
[HB06] Emma Hine and Mark W Blows. Determining the effective dimensionality of the genetic variance–
covariance matrix. Genetics, 173(2):1135–1144, 2006.
[HLN07] Walid Hachem, Philippe Loubaton, and Jamal Najim. Deterministic equivalents for certain
functionals of large random matrices. The Annals of Applied Probability, 17(3):875–930, 2007.
[HP00] Fumio Hiai and Denes Petz. Asymptotic freeness almost everywhere for random matrices. Acta
Sci. Math. (Szeged), 66(3–4):809–834, 2000.
[HT05] Uffe Haagerup and Steen Thorbjørnsen. A new application of random matrices: Ext(c∗red(f2)) is
not a group. Annals of Mathematics, 162:711–775, 2005.
[JL09] Iain M Johnstone and Arthur Yu Lu. On consistency and sparsity for principal components
analysis in high dimensions. Journal of the American Statistical Association, 104(486):682–693,
2009.
[Joh01] Iain M Johnstone. On the distribution of the largest eigenvalue in principal components analysis.
The Annals of Statistics, 29(2):295–327, 2001.
[Jol11] Ian Jolliffe. Principal component analysis. Springer, 2011.
[JP18] Iain M Johnstone and Debashis Paul. PCA in high dimensions: An orientation. Proceedings of
the IEEE, 106(8):1277–1292, 2018.
[KY17] Antti Knowles and Jun Yin. Anisotropic local laws for random matrices. Probability Theory and
Related Fields, 169(1-2):257–352, 2017.
[LAP15] Haoyang Liu, Alexander Aue, and Debashis Paul. On the Marcˇenko–Pastur law for linear time
series. The Annals of Statistics, 43(2):675–712, 2015.
[LS07] Jeffrey T Leek and John D Storey. Capturing heterogeneity in gene expression studies by surro-
gate variable analysis. PLoS genetics, 3(9):e161, 2007.
[LW98] Michael Lynch and Bruce Walsh. Genetics and analysis of quantitative traits, volume 1. Sinauer
Sunderland, MA, 1998.
[Mal12] Camille Male. The norm of polynomials in large random and deterministic matrices. Probability
Theory and Related Fields, 154(3-4):477–532, 2012.
[MP67] Vladimir A Marcenko and Leonid Andreevich Pastur. Distribution of eigenvalues for some sets
of random matrices. Sbornik: Mathematics, 1(4):457–483, 1967.
[MS17] James A Mingo and Roland Speicher. Free probability and random matrices, volume 35. Springer,
2017.
[Nad08] Boaz Nadler. Finite sample approximation results for principal component analysis: A matrix
perturbation approach. The Annals of Statistics, 36(6):2791–2817, 2008.
[NS06] Alexandru Nica and Roland Speicher. Lectures on the Combinatorics of Free Probability. Cam-
bridge University Press, 2006.
[NSS02] Alexandru Nica, Dimitri Shlyakhtenko, and Roland Speicher. Operator-valued distributions. I.
Characterizations of freeness. International Mathematics Research Notices, 29:1509–1538, 2002.
PRINCIPAL COMPONENTS IN LINEAR MIXED MODELS WITH GENERAL BULK 51
[PA14] Debashis Paul and Alexander Aue. Random matrix theory in statistics: A review. Journal of
Statistical Planning and Inference, 150:1–29, 2014.
[Pau07] Debashis Paul. Asymptotics of sample eigenstructure for a large dimensional spiked covariance
model. Statistica Sinica, 17(4):1617–1642, 2007.
[PPR06] Nick Patterson, Alkes L Price, and David Reich. Population structure and eigenanalysis. PLoS
Genetics, 2(12):e190, 2006.
[Rao72] C Radhakrishna Rao. Estimation of variance and covariance components in linear models. Jour-
nal of the American Statistical Association, 67(337):112–115, 1972.
[Sch05] Hanne Schultz. Non-commutative polynomials of independent Gaussian random matrices. The
real and symplectic cases. Probability Theory and Related Fields, 131(2):261–309, 2005.
[SCM09] Shayle R Searle, George Casella, and Charles E McCulloch. Variance Components. John Wiley
& Sons, 2009.
[Shl15] Dimitri Shlyakhtenko. Free probability of type B and asymptotics of finite-rank perturbations
of random matrices. arXiv preprint arXiv:1509.08841, 2015.
[SPP+12] Oliver Stegle, Leopold Parts, Matias Piipari, John Winn, and Richard Durbin. Using probabilistic
estimation of expression residuals (PEER) to obtain increased power and interpretability of gene
expression analyses. Nature protocols, 7(3):500, 2012.
[SV12] Roland Speicher and Carlos Vargas. Free deterministic equivalents, rectangular random matrix
models, and operator-valued free probability theory. Random Matrices: Theory and Applications,
1(02):1150008, 2012.
[TW96] Craig A Tracy and Harold Widom. On orthogonal and symplectic matrix ensembles. Commu-
nications in Mathematical Physics, 177(3):727–754, 1996.
[Voi91] Dan Voiculescu. Limit laws for random matrices and free products. Inventiones mathematicae,
104(1):201–220, 1991.
[Voi98] Dan Voiculescu. A strengthened asymptotic freeness result for random matrices with applications
to free entropy. International Mathematics Research Notices, 1998(1):41–63, 1998.
[WAP17] Lili Wang, Alexander Aue, and Debashis Paul. Spectral analysis of sample autocovariance matri-
ces of a class of linear time series in moderately high dimensions. Bernoulli, 23(4A):2181–2209,
2017.
[Wri35] Sewall Wright. The analysis of variance and the correlations between relatives with respect to
deviations from an optimum. Journal of Genetics, 30(2):243–256, 1935.
[YLGV11] Jian Yang, S Hong Lee, Michael E Goddard, and Peter M Visscher. GCTA: a tool for genome-
wide complex trait analysis. The American Journal of Human Genetics, 88(1):76–82, 2011.
[Zha06] Lixin Zhang. Spectral analysis of large dimensional random matrices. PhD thesis, National
University of Singapore, 2006.
[ZS12] Xiang Zhou and Matthew Stephens. Genome-wide efficient mixed-model analysis for association
studies. Nature genetics, 44(7):821, 2012.
