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Resumen
En este trabajo se revisan los métodos de análisis univariable y multivariable de los patrones de superficies y de
detección de fronteras más utilizados en ecología forestal. El patrón de superficies es un patrón espacial continuo definido
por las posiciones de los puntos (árboles) en el espacio y una o varias variables asociadas a cada punto. Se ilustran
métodos útiles para describir patrones espaciales e inferir los procesos que los generaron. Se muestra el fundamento
estadístico y ejemplos aplicados de métodos de análisis univariables para variables binarias (conteo contiguo)
y cuantitativas (correlogramas de Moran y Geary, semivariogramas, dimensión fractal). Se detalla el cálculo e
interpretación de métodos multivariables para la descripción de patrones de superficies (correlograma y test de Mantel) y
su relación con los métodos de ordenación. Finalmente, se muestran ejemplos de métodos para la detección de fronteras.
La mayor parte de los patrones reales analizados provienen de bosques de Pinus uncinata del límite altitudinal superior en
los Pirineos o bien de una población relíctica. Se discuten las ventajas y desventajas de cada metodología y sus
aplicaciones en ecología forestal.
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Abstract
Spatial surface-pattern analyses and boundary detection techniques applied in forest ecology
We review methods for uni- and multivariate surface pattern analysis and boundary detection used in forest ecology. A
continuous surface pattern is defined as the locations of points (trees) in the space and the associated variable or variables.
We illustrate useful methods to describe spatial patterns and infer the generating processes. We show the statistical basis
and applied examples of univariate methods for binary (join counts) and quantitative variables (Moran and Geary
correlograms, semivariograms, fractal dimension). We explain the calculus and interpretation of multivariate methods to
describe surface patterns (Mantel test and correlogram) and their relationships with ordination methods. Finally, we show
examples of techniques for boundary detection. Most analysed patterns corresponded to Pinus uncinata forests from the
upper altitudinal limit in the Pyrenees or from a relict population. We discuss the advantages and disadvantages of each
methodology and their applications in forest ecology.
Key words: spatial autocorrelation, correlogram, semivariogram, ordination, boundaries.
Introducción
La ecología prestó más atención a la dimensión tem-
poral que a la espacial, quizás porque la primera es uni-
dimensional y más fácil de analizar (Margalef, 1997).
Sin embargo, muchos cambios de paradigma dentro de
la ecología han llegado desde aproximaciones espacial-
mente explícitas: la teoría biogeográfica de islas, la
ecología de metapoblaciones, etc. La mayoría de los es-
tudios espaciales han sido descriptivos y este trabajo se
centra en el tratamiento metodológico de estas técnicas.
El desarrollo de potentes computadoras y la aplicación
de nuevos enfoques han permitido la creación de mode-
los espacialmente explícitos desde el organismo hasta
la biosfera. Esto se ha visto facilitado por la aparición
de los sistemas de información geográfica, la teledetec-
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ción, la geoestadística y la ecología del paisaje (Turner
y Gardner, 1994). Sorprende incluso que estos avan-
ces hayan sido muchas veces paralelos y sin aparen-
te relación, lo que explica la tardía incorporación de
ciertos métodos numéricos de estadística espacial a los
sistemas de información geográfica. Afortunadamen-
te, ya existen sistemas de información geográfica que
han incorporado utilidades potentes de análisis espacial
(Goodchild y Getis, 2000). Y pese a ello a menudo el
tipo de análisis que requiere el ecólogo no está incluido
ni en paquetes estadísticos ni en sistemas de informa-
ción geográfica, lo que obliga a usar programas especí-
ficos que muchas veces son de libre acceso (Tabla 1).
Los ecólogos forestales están a la vez descubriendo
y usando de forma intensa multitud de análisis estadís-
ticos espaciales desarrollados inicialmente en otras dis-
ciplinas como la geografía, la ingeniería, la geología,
las matemáticas o la física (Journel y Huijbregts, 1978;
Cliff y Ord, 1981; Upton y Fingleton, 1985; Isaaks y
Srivastava, 1989; Rossi et al., 1992). Por ello, la ecolo-
gía actual dispone de muchas herramientas para el aná-
lisis espacial, pero o bien son poco accesibles dado su
origen tan dispar o bien sus fundamentos estadísticos
son difícilmente asimilables. Así, el investigador se en-
cuentra a menudo con un hueco insalvable entre el pro-
blema a resolver y la herramienta para su estudio, que a
menudo constituye un nuevo problema o, lo que es
peor, se transforma en el objeto principal de estudio.
El objetivo último del análisis espacial es la descrip-
ción de un patrón para inferir los procesos ecológicos
(dispersión, establecimiento, crecimiento, mortalidad,
competencia, facilitación, depredación, invasión) que
pudieron dar lugar a dicho patrón (Watt, 1947; Brodie
et al., 1995; Nathan y Muller-Landau, 2000). No obs-
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Tabla 1. Métodos de análisis espacial según los datos disponibles y el diseño de muestreo. Se indica si se trata de datos en una
(1D, transecto) o dos dimensiones espaciales (2D, superficie). Se enumeran los programas informáticos para su desarrollo, la
plataforma en la que funcionan (DOS: MS-DOS; Win: Windows; MacOS: MacIntosh) y si son gratuitos o no lo son (en cursiva).
Modificado a partir de Legendre y Fortin (1989) y Fortin et al. (2002). Además de los programas mencionados existen herra-
mientas de análisis espacial en la plataforma R de desarrollo de software libre (http://www.r-project.org/)
Tipo de dato Análisis Software (plataforma)
Coordenadas Índices de agregación, vecino más
próximo, K de Ripley, «join count»
Programas de R. Duncan y M. Moeur
(DOS); ADE-41 (Win), Rookcase2
(Win)
Subunidades espaciadas
regularmente (1D, 2D)
Caso univariable
I de Moran, c de Geary, LISA,
semivarianza , SADIE, «kriging»,
interpolación, fronteras, «Block
variance quadrat», «wavelet»,
dimensión fractal
R (MacOs); Programas de R. Duncan
(DOS); Variowin (Win); SAAP (DOS);
C2D (DOS); SADIE (Win); PASSAGE
(Win); GEOEAS3 (DOS); Spacestat
(Win); R (MacOs); GSLIB (DOS);
Surfer (Win); BoundarySeer (Win);
GS+4 (Win); ArcGis (Win)
Subunidades espaciadas
irregularmente (1D, 2D)
Caso univariable
I de Moran, c de Geary, semivarianza ,
SADIE, test de Mantel, «kriging»,
interpolación, fronteras, dimensión
fractal
Programas de R. Duncan (DOS);
Variowin (Win); SADIE (Win);
PASSAGE (Win); GEOEAS (DOS); R
(MacOs); BoundarySeer (Win); Surfer
(Win); GS+ (Win), ArcGis (Win);
programas de estima de la dimensión
fractal
Subunidades espaciadas regular o
irregularmente (1D, 2D)
Caso multivariable
test y correlograma de Mantel,
ordenaciones considerando el espacio,
agrupamiento con restricción espacial
R (MacOs); ADE-4 (Win); CANOCO
(Win); PC-ORD (Win); paquetes
estadísticos clásicos
1 ADE-4 (Thioulouse et al., 1997).
2 Rookcase (Sawada, 1999).
3 Geostatistical Environmental Exposure Assessment Software (Geo-EAS). 1990. E.P.A., USA.
4 Geostatistics for the environmental sciences. 1992. Gamma Design Software, Plainwell USA.
tante, un patrón determinado puede ser consecuencia de
distintos procesos ecológicos, así como un mismo pro-
ceso ecológico puede dar lugar a distintos patrones si la
matriz ambiental los modifica. Por ejemplo, una pobla-
ción compuesta por individuos espacialmente agrega-
dos puede haber sido producto de una dispersión incial-
mente agregada o de una dispersión regular con una
intensa competencia posterior.
El estudio de variables espacialmente explícitas en
ecología ha pasado de ser un problema metodológico a
convertirse en un paradigma ya asimilado (Tilman y
Kareiva, 1997). El patrón espacial de una población de
organismos sésiles como un bosquete o un rodal viene
definido por la localización de los individuos que la
componen, la que determina en parte cómo interaccio-
nan en función de su tamaño, forma, edad, estatus com-
petitivo, acervo genético, etc. El primer proceso que
afecta al patrón espacial es la dispersión de propágulos.
Distancias de dispersión cortas pueden implicar un pa-
trón espacial agregado de plántulas. Sin embargo, el
medio abiótico y biótico (competencia, facilitación) en
el que el árbol se desarrolla también tiene una estructu-
ra espacial y muestra heterogeneidad ambiental, ya que
hay manchas de hábitat adecuado para la germinación o
para el establecimiento o para el crecimiento (Grubb,
1977; Schupp y Fuentes, 1995). De este modo el medio
«filtra» el patrón espacial inicial y produce patrones es-
paciales cambiantes a lo largo del tiempo para los dife-
rentes estadios vitales (Figura 1), desde semilla hasta
adulto (Houle, 1995). Por otro lado, la disponibili-
dad de hábitat adecuado puede no sólo afectar sino es-
tar afectada por el patrón espacial de la población que
modifica a su vez el entorno. La proximidad a adultos
puede aumentar la competencia, pero también puede
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Figura 1. Una población (A) de organismos sésiles (p.ej. árboles) interacciona con su medio (B)
(manchas con distintas condiciones ambientales de luz, temperatura, humedad, etc.). El medio «fil-
tra» el patrón espacial inicial (flecha hacia la izquierda en A) y produce patrones espaciales que di-
fieren del inicial y que cambian a lo largo del tiempo según los individuos crecen y mueren o las es-
pecies interaccionan, aparecen y desaparecen (C, sucesión). La población también modifica su
medio ya que los individuos generan heterogeneidad ambiental en el espacio (flecha hacia la dere-
cha en A). Al aumentar la escala temporal también lo puede hacer la espacial y en el nivel C aparece
la escala de paisaje.
A- Población B- Medio
C- Sucesión, escala de paisaje
favorecer el establecimiento si el adulto produce condi-
ciones microambientales adecuadas en medios bajo in-
tenso estrés abiótico.
Los objetivos de este trabajo son: (i) describir de for-
ma clara los métodos más usados en ecología forestal
para el análisis espacial de patrones de superficies, y
(ii) aplicar dichos métodos al análisis de casos prácticos
para mostrar cómo la descripción del patrón espacial
puede servir para inferir procesos ecológicos subyacen-
tes. Esta revisión sigue un orden análogo a los objetivos
expuestos y además se citan los programas informáti-
cos más adecuados para cada tipo de análisis.
Análisis del patrón de superficies
Precauciones metodológicas
El muestreo en el caso del análisis del patrón de su-
perficies es similar al usado para el patrón de puntos.
En este caso trabajamos en un área delimitada en la que
vamos a caracterizar los individuos situados en su inte-
rior. Debe tenerse siempre en cuenta la posición, forma
y tamaño de la parcela de estudio. El efecto de borde si-
gue siendo crítico por lo que conviene delimitar parce-
las con zonas tampón en su entorno que eviten modifi-
caciones del patrón espacial del borde del área de
estudio. A la hora de colocar la parcela debe atenderse a
los requisitios de estacionariedad u homogeneidad e
isotropía. La estacionareidad en series temporales o es-
paciales es tan sólo una cuestión de escala, ya que un
patrón puede ser estacionario en una escala pequeña
pero no serlo en una escala mayor (Dutilleul, 1998). La
forma de la parcela puede ser variada, desde circular
hasta rectangular y cuadrada, pero teniendo presente la
limitación de cada diseño. Por ejemplo, si queremos re-
coger la variabilidad a través de un ecotono buscaremos
formas rectangulares situando la parcela con su eje ma-
yor perpendicular a la zona de transición. El muestreo
dentro de la parcela puede ser aleatorio, estratificado o
sistemático. Para el análisis de patrón de superficies, a
veces es aconsejable un muestreo sistemático conside-
rando los organismos sésiles como puntos de muestreo.
Para las variables ambientales, sería aconsejable dividir
la parcelas en subparcelas. El tamaño de la parcela y de
las subparcelas deben venir definidos por el tamaño del
objeto de estudio y por nuestros objetivos. Aparece
aquí la cuestión clave en estudios espaciales, la escala.
En ecología forestal, es habitual encontrar parcelas cua-
dradas con lados entre 30 y 60 m o más en función de la
especie o bosque estudiados. Dichas parcelas pueden
subdividirse en cuadrados de lado 0,25-5 m, y aquí
cabe la misma indicación, decidir el tamaño de las sub-
parcelas en función del objeto y de las posibilidades de
estudio (p. ej. ¡una parcela de 30  30 m subdividida en
cuadrados de 1 m2 son 900 unidades de muestreo!). Un
estudio sobre el nicho de regeneración de un pino o una
quercínea podría usar subparcelas de 0,1-0,2 m de lado.
Se habla de análisis de patrón de superficies cuando
estudiamos la distribución espacial de una variable z
para una serie de puntos fijos cuyas coordenadas Carte-
sianas x – y conocemos. Para la descripción de esta va-
riable z, hemos de asumir que su distribución es conti-
nua en el espacio cuando en realidad no lo es, ya que
reside en la posición discreta de una serie de puntos,
que en nuestro contexto son habitualmente árboles o
puntos de muestreo en el caso de las variables ambien-
tales (radiación, disponibilidad de agua, nutrientes, ve-
locidad del viento, presencia de un sustrato, etc.). De un
modo gráfico, la distribución de nuestra variable se ase-
meja a una lona sustentada por mástiles de posición co-
nocida. Lo que en el fondo asumimos es que nuestra va-
riable biótica (p.ej. la altura del árbol) está determinada
por otras variables abióticas cuya distribución puede
considerarse continua (p.ej. la radiación).
Cada punto de coordenadas x–y puede tener asociada
más de una variable abiótica o biótica referida al punto
u organismo de estudio (z1, z2, ..., zn–1, zn). Por lo tanto,
podemos dividir los métodos de análisis del patrón de
superficies en univariables y multivariables. Un ejem-
plo lo constituiría un bosque monoespecífico en el cual,
para cada individuo i de posición x – y, medimos o esti-
mamos una serie de variables (z1, ..., zn) como su altura,
diámetro, edad, genotipo, producción de frutos, sexo,
grado de defoliación, etc. Supongamos que estudiamos
el patrón espacial de este bosque en una parcela cuadra-
da de 50 m (eje x)  50 m (eje y). Imaginemos que sub-
dividimos nuestra parcela de estudio en cuadrados de
5  5 m, cuyas dimensiones determinamos en función
del tamaño del objeto de estudio (árboles de 2-5 m de
altura). La distribución inicialmente discreta puede ha-
cerse continua (la lona) tanto para una (z) como para di-
versas variables (z1, z2, ..., zn–1, zn) mediante varios mé-
todos (Figura 2). Una primera forma sencilla sería el
recuento de tipos de individuos por cuadrado (plántu-
las, dominantes, muertos, etc.), obteniendo así densida-
des que podríamos referir respecto a las coordenadas
del centro de cada cuadrado (p.ej. el primer cuadrado
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Figura 2. A. Un método eficaz de analizar al mismo tiempo la distribución espacial de una o va-
rias poblaciones de organismos (círculos de distintos colores) sésiles (p.ej. árboles) y su medio (po-
lígonos de distintas tramas) consistiría en subdividir la parcela en cuadrados mediante una malla.
Posteriormente, convertiríamos las variables originales en variables representadas para cada cua-
drado (zci,..., zcn), referenciándolas respecto de las coordenadas espaciales (xc, yc) del cuadrado, ob-
teniendo así una distribución espacial continua a partir de datos discretos. Dichos datos pueden ser
sometidios a análisis de patrón de superficies para una (correlogramas de Moran o Geary, semi-
variogramas) o varias variables (test y correlograma de Mantel, ordenación espacialmente explíci-
ta). B. Tres formas distintas de representar un patrón espacial en el caso de las plántulas de Pinus
uncinata de la parcela de Vinuesa. Los puntos pequeños corresponden a la situación espacial (x, y)
de las plántulas individuales (análisis de patrón de puntos). Los cuadrados indican la densidad (va-
riable z) de plántulas para cuadrados de 5  5 m en los que el tamaño del cuadrado es proporcional a
la densidad (x, y, z). El mapa de contornos indica los valores interpolados de densidad basados en
los datos en cuadrados de 5  5 m mediante una escala de grises cuya intensidad es proporcional a la
densidad.
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tendría coordenadas (x, y) = (2,5, 2,5)). También podría-
mos promediar los valores de cada variable para cada
unidad de muestreo. Otro método consistiría en la inter-
polación de una superficie teórica basada en una fun-
ción polinómica o en otros métodos de interpolación.
Autocorrelación espacial
La autocorrelación espacial es una medida del grado
de similitud para una variable cuantitativa o categórica
z entre puntos vecinos en el espacio (p. ej. i, j). La auto-
correlación espacial de una o varias variables distribui-
das en el espacio puede describirse mediante funciones
de estructura, como son los correlogramas y los semi-
variogramas (Legendre y Fortin, 1989; Fortin, 1999;
Legendre y Legendre, 1998). Si la autocorrelación es
positiva indica que los puntos vecinos muestran valores
similares de la variable z y si la autocorrelación es ne-
gativa indica que los puntos vecinos muestran valores
muy diferentes. La presencia de autocorrelación invali-
da la asunción de independencia en la que se apoyan
muchos de los tests estadísticos clásicos (Legendre,
1993). Esta observación ha permitido realizar tests de
correlación corregidos teniendo en cuenta la autocorre-
lación espacial (Dutilleul, 1993). Así, Clifford et al.
(1989) estimaron un tamaño de muestra efectivo M que
difiere del tamaño de muestra inicial N en función del
grado de autocorrelación de las variables. Esta aproxi-
mación sencilla no se ha empleado mucho con índices
no paramétricos de correlación como el de Spearman y
conlleva cierta pérdida de información detallada a dis-
tintas escalas espaciales.
Griffith (1987, 1992) ha revisado las distintas defini-
ciones dadas a la autocorrelación espacial: 1) autoco-
rrelación atribuible a la posición geográfica de los da-
tos; 2) descriptor del tipo de patrón cartografiado;
3) índice del contenido de información de datos geore-
ferenciados no detectable mediante estadística clásica;
4) herramienta diagnóstica para detectar modelos espa-
ciales erróneos; 5) estima de variables geográficas no
medidas; 6) problema generado al aplicar estadística
clásica a datos espaciales; 7) indicador de la validez de
la división en subunidades de un área; 8) mecanismo de
procesos espaciales; y 9) efecto espacial no deseado.
Según Fortin et al. (2002) existirían cuatro tipos de au-
tocorrelación espacial: espúrea, interpolada, verdadera
e inducida. Son los dos últimos tipos los que pueden
darnos pistas de los procesos que generaron el patrón
espacial. La autocorrelación espúrea se debe a procesos
subyacentes que afectan a la distribución espacial de
los datos y puede aparecer incluso cuando las observa-
ciones son independientes. La autocorrelación interpo-
lada surge al interpolar o extrapolar superficies. La au-
tocorrelación verdadera deriva de la interacción causal
entre puntos vecinos. La autocorrelación inducida apa-
rece en una variable dependiente debido a la acción de
otra variable independiente que covaría con el espacio.
Las autocorrelaciones espaciales verdadera e inducidad
pueden ser identificadas y descritas para inferir cómo
procesos espacio-temporales pasados las generaron. En
nuestro contexto, entenderemos como autocorrelación
aquella relación entre los valores de una variable que se
puede atribuir a la forma en la que los puntos de mues-
treo de esta variable están dispuestos en el espacio.
Análisis univariable de variables binarias
La intensidad y la escala del patrón espacial se estu-
dian mediante coeficientes de autocorrelación espacial
que describiremos según sea el tipo de variable. Aun-
que asumimos que el patrón de superficies es continuo
y puede describirse mediante funciones de estructura,
los datos que se analizan en este apartado pueden ser to-
mados en posiciones espaciales discretas. Las varia-
bles nominales más usadas en ecología son las bina-
rias (0 = ausencia, 1 = presencia), para las cuales se han
desarrollado, sobre todo desde la geografía (Sokal y
Oden, 1978a; Cliff y Ord, 1981; Griffith, 1987), esta-
dísticos como el de «conteo de uniones o conexiones»
(«join count») que permiten estimar la autocorrelación
espacial en el caso de unidades de muestreo adyacen-
tes. En este caso binario, la hipótesis nula considera que
la probabilidad de que regiones vecinas sean del mis-
mo tipo, por ejemplo 1-1 o 0-0, es mayor y por tanto se
aleja de la aleatoriedad espacial completa («complete
spatial randomness», CSR). Suponiendo que trabajamos
con dos clases de puntos (A, B), este método determina
los pares de puntos que están conectados contando el
número de pares del tipo BB y contrastando si este nú-
mero es mayor o menor de lo esperado por azar, tenien-
do en cuenta el número total de A’s y B’s y el número de
pares de puntos por clase de distancia. Una aproxima-
ción similar se usa para los pares AA y AB. Este cálcu-
lo puede extenderse a más de dos clases. Las conexio-
nes se definen por una matriz N  N de pesos (W), en la
que N es el número de puntos. En realidad, W es una
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matriz de conexiones (wij) en la que los pesos descri-
ben si los puntos i y j están conectados (wij = 1) o no
(wij = 0). Normalmente se usan distintas matrices tipo
W, según la clase de distancia, consistentes en puntos
separados por distancias sucesivamente mayores y se
calcula el estadístico para cada matriz. Por ejemplo, en
el caso de puntos del mismo tipo (r) se define Jij como:
(1)
donde el sumatorio corresponde al doble para todos los
puntos i y j, siempre y cuando i # j, y f(ri, rj) = 1 si
los puntos i y j son del tipo r y f(ri, rj) = 0 si alguno
de los puntos i y j no son del tipo r. En definitiva, los ín-
dices que consideran el número de encuentros conti-
guos del mismo tipo (AA o BB) cuantifican el grado de
autocorrelación espacial positiva, mientras que el índi-
ce basado en el número de regiones adyacentes que no
contienen la misma categoría (AB) describe el grado de
autocorrelación negativa. Normalmente, los resultados
se expresan para cada pareja de conexiones (AA, AB,
BB) como una desviación normal estandarizada («stan-
dard normal deviate», SND) restando a los valores ob-
servados los valores esperados de pares y dividiendo
por la desviación estándar. De este modo la significa-
ción al nivel  = 0,05 de SND viene dada por el umbral
1,96. Las varianzas y valores esperados de estos esta-
dísticos pueden calcularse bajo dos suposiciones de
muestreo, con o sin reemplazamiento, que tienen impli-
caciones distintas a la hora de contrastar su significa-
ción (Cliff y Ord, 1981). Dado que un patrón de puntos
(coordenadas x, y) puede transformarse en datos en ma-
lla señalando la presencia (1) o ausencia (0) de cada in-
dividuo, análisis como la K de Ripley y el «join counts»
mostrarán resultados similares.
Hemos analizado los datos de depredación de bello-
tas por roedores en una zona experimental para ilustrar
un caso de variable binaria (depredación). Se usó el
software PASSAGE que calcula la varianza suponiendo
un muestreo sin reemplazamiento (Rosenberg, 2002).
Se dispusieron dos bandejas de 80  40 cm, una por
procedencia (Extremadura, León), en un umbráculo al
cual accedían roedores. Cada bandeja se componía de
alvéolos de 5  5 cm de superficie espacialmente refe-
renciados y en cada uno se enterró una bellota. Pasada
una semana se contaron las bellotas depredadas. Se
asignó a cada alvéolo una categoría binaria «depreda-
ción» (1 = bellota depredada; 0 = bellota no depreda-
da). De las 80 bellotas por bandeja, desaparecieron 43
de la bandeja «Extremadura» (54%) y 61 de la bandeja
«León» (76%). Dentro de cada procedencia, no se en-
contró relación entre el peso de la bellota y el nivel de
depredación. Sí hubo diferencia de peso medio de be-
llota entre ambas procedencias, siendo mayor el de las
extremeñas. Los datos de depredación se analizaron
mediante un análisis de conteo de uniones para deter-
minar si el roedor depredó bellotas siguiendo patrones
espaciales distintos según la procedencia. Los resulta-
dos indican que el roedor depredó las bellotas extreme-
ñas de forma espacialmente más agregada, seleccionan-
do dos manchas de unos 15-20 cm de tamaño. Era
esperable un patrón de este tipo ya que las bellotas ex-
tremeñas son de mayor tamaño y más dulces, lo que las
hace más apetecibles y pudo provocar que el depreda-
dor se desplazara menos. Por el contrario, las bellotas
leonesas fueron consumidas de forma más aleatoria por
la bandeja (Figura 3).
Análisis univariable de variables
cuantitativas
El cálculo de los coeficientes de autocorrelación es-
pacial para variables cuantitativas debe hacerse bajo los
supuestos de normalidad y estacionariedad. En el caso
de variables cuantitativas, la medida de autocorrelación
espacial más usada es la I de Moran (1950):
(2)
donde xi e xj son los valores que toma la variable x en
los puntos i y j, N es el número de datos, y wij es el peso
de la clase de distancia d, que puede valer wij = 1 si el
punto j está dentro de la clase de distancia d medida a
partir del punto i, o wij = 0 si no se cumple dicha condi-
ción (Sokal y Oden, 1978a):
(3)
En realidad, los pesos wij deciden la proximidad o el
«vecindario» de cada punto analizado. Por analogía con
72 J. J. Camarero y V. Rozas / Invest Agrar: Sist Recur For (2006) 15(1), 66-87
1
( , )
2
ij ij i j
ij
J w f r r 
"
1 1
2
1 1 1
( ) ( )
( )
N N
ij i j
i j
N N N
ij i
i j i
N w x x x x
I
w x x
 
  
 


" "
" " "
1 si
0
ij
ij
ij
d d
w
si d d

	


$

Análisis espacial de patrones de superficies 73
Figura 3. Análisis del conteo de uniones («join count») en un estudio de depredación de bellotas
por roedores. Se muestran los resultados para bellotas de dos procedencias: A. Extremadura (n = 43
bellotas comidas); B. León (n = 61). Las bellotas se sembraron en bandejas de 80 cm  40 cm com-
puestas por alvéolos de 5 cm de lado en los que se muestra si el roedor comió (cuadrado negro) o no
comió (cuadrado vacío) la bellota. Bajo cada gráfico de depredación se muestra el resultado del
conteo de uniones como valores de SND («standard normal deviate») en función de la distancia y
para las parejas (símbolos) de conexiones o uniones 0-0 (bellota no depredada-bellota no depreda-
da-), 0-1 (bellota no depredada-bellota depredada) y 1-1 (bellota depredada-bellota depredada).
Esta representación equivale a un correlograma de variables binarias. Los símbolos negros son sig-
nificativos (p  0,05) ya que superan el umbral de 1,96 (líneas punteadas).
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el ajedrez, suelen usarse tres tipos de vecindad según la
posición de los puntos próximos: torre (cuatro vecinos
en posiciones N, E, S y W), alfil (cuatro vecinos en po-
siciones diagonales, es decir NE, SE, SW y NW) y rei-
na (ocho vecinos, posiciones N, NE, E, SE, S, SW, W y
NW). La definición del tipo de proximidad puede ser
determinante para los resultados obtenidos (Cliff y Ord,
1981). Además, se debe tener en cuenta que las distan-
cias Euclídeas entre pares de localidades pueden no ser
el mejor modo de expresar relaciones geográficas cuan-
do se analizan datos ecológicos ya que existen alternati-
vas sencillas (p.ej. 1/distancia) más apropiadas (Man-
tel, 1967; Mantel y Valand, 1970).
En el cociente de la fórmula de I el numerador es un
término que muestra la covarianza mientras que el de-
nominador indica la varianza. Esto hace que I se com-
porte como un coeficiente de correlación de Pearson y
suela variar entre +1 y –1, aunque puede superar ambos
límites (Cliff y Ord, 1981; Upton y Fingleton, 1985). Si
los puntos situados a una distancia concreta muestran
valores similares para la variable medida, el numerador
se aproxima al producto de dos desviaciones positivas o
de dos negativas, por lo que se obtiene una correlación
positiva. Si los puntos muestran valores muy dife-
rentes, el numerador será una correlación negativa.
Así, para el caso de autocorrelación positiva I tiende a
+1, si la autocorrelación no existe I = 0 (en realidad el
valor esperado de I en ausencia de autocorrelación es
–(N – 1)–1, siendo N el número de puntos), y para el
caso de autocorrelación negativa I tiende a –1.
Algunos autores han usado un índice de Moran nor-
malizado (Z) (Duncan, 1991; Duncan y Stewart, 1991):
(4)
en el que E = –(N – 1)–1 es el valor esperado de I bajo la
hipótesis nula de aleatoriedad y N es el número total de
puntos cartografiados, siendo var(I) la varianza de I
(Cliff y Ord, 1981; Upton y Fingleton, 1985). La venta-
ja de este índice consiste en fijar los niveles de signifi-
cación, por ejemplo Z = 1,96 para  = 0,05.
En un contexto forestal, Rozas (2003) estudió en un
bosque mixto de la Cornisa Cantábrica patrones espa-
ciales de la edad de robles (Quercus robur L.) y hayas
(Fagus sylvatica L.). Estos patrones parecían explicar-
se por las distintas estrategias de regeneración de cada
especie y su tolerancia al establecimiento en la sombra.
Las plántulas de haya aparecían tanto en claros como
bajo robles adultos, mientras que el roble sólo se rege-
neraba en claros de bosque. Existen abundantes ejem-
plos basados aplicados al estudio espacial de la variabi-
lidad genética (Sokal y Oden 1978a, 1978b; Sakai y
Oden, 1983; Heywood, 1991; Epperson y Li, 1996;
Escudero et al., 2003). También se han producido avan-
ces en el estudio de la sincronía espaciotemporal de
fenómenos ecológicos como la vecería o la dispersión
de plagas (Koenig, 2000; Buonacorssi et al., 2001;
Bjørnstad et al., 2002).
Otro índice muy usado para estimar la autocorrela-
ción espacial de una variable cuantitativa es la c de
Geary (1954):
(5)
Los símbolos son similares a los usados en la ecua-
ción (2). El índice c varía desde 0 hasta 3 (Legendre y
Fortin, 1989). Su interpretación es opuesta a la de la I
de Moran, ya que los valores de c que tienden a 0 (c < 1)
indican autocorrelación positiva, mientras que cuando c
tiende a 2 (c > 1) corresponde a autocorrelación negati-
va y, en ausencia de autocorrelación espacial significa-
tiva, c = 1. Es decir que altos valores de c equivalen a
bajos valores de I y viceversa. La elección entre I y c
dependen en gran parte del investigador, ya que cada
uno ofrece ventajas y desventajas. El índice I de Moran
es un coeficiente de autocorrelación de la muestra. Por
el contrario, la c de Geary se basa en la idea de que la
varianza de la diferencia entre dos variables aleatorias
depende de su covarianza (Dutilleul, 1998). Cliff y Ord
(1981) señalan que I parece estar menos afectado por la
distribución de los datos que c y adjudican una ligera
ventaja estadística a I respecto a c. Sin embargo, el índi-
ce I de Moran parece ser más sensible a los valores ex-
tremos que el índice c (Legendre y Fortin, 1989).
Un correlograma es un gráfico que muestra cómo
cambia la autocorrelación espacial, expresada por un
índice que puede ser I o c (en ordenadas) en función de
la distancia (en abscisas). La distancia a la cual el corre-
lograma cruza el eje imaginario de autocorrelación es-
pacial nula [I = 0 en el caso de la I de Moran o, de forma
más estricta, I = –(N – 1)–1] corresponde al tamaño o
diámetro medio de la mancha («patch») de influencia
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de la variable analizada. Otros autores han definido el
rango de autocorrelación espacial positiva como el
punto en el que el correlograma cortaría el intervalo de
confianza superior en el caso de estimar la significación
para los coeficientes de autocorrelación mediante inter-
valos de confianza (Miller et al., 2002). Recientemen-
te, se han desarrollado correlogramas continuos no
paramétricos («spline correlogram») para series espa-
cio-temporales que pueden sustituir en el futuro a los
correlogramas en clases discretas (Bjørnstad y Falck,
2000).
Si el correlograma se calcula para todas las direccio-
nes, se habla de correlograma omnidireccional y se asu-
me isotropía para la variable de estudio. Por el contra-
rio, un correlograma direccional se calcula en una
dirección preferente porque se sospecha que la variable
se distribuye de forma anisotrópica. En este caso se
agrupan los pares de puntos por clases de distancia y
clases de dirección y se representa cada correlograma
para cada dirección. Existe la posibilidad de representar
estos correlogramas direccionales en forma de diagra-
ma de anillos o «rosa de los vientos» mediante sectores
anulares de distinto color, que indica el valor de la auto-
correlación, para distintas clases de distancia y direc-
ción (Oden y Sokal, 1986) En cualquier caso, la distan-
cia se divide en una serie de clases discretas que, en el
caso ideal, deberían ser equifrecuentes para asegurar-
nos de que la estima de autocorrelación y su significa-
ción no varían con la clase de distancia (Dutilleul y Le-
gendre, 1993). Los correlogramas suelen presentarse
con clases equidistantes, más fáciles de interpretar,
aunque la robustez estadística es muchas veces mayor
con clases equifrecuentes. Esto se debe a que a distan-
cias mayores el número de comparaciones disminuye
por lo que es aconsejable no considerar aquellas clases
con menos de 20-30 pares de puntos o bien con menos
del 1% de todos los pares de localidades, dado que el
requisito de normalidad puede no cumplirse para gru-
pos tan pequeños (Upton y Fingleton, 1985; Sokal y
Thomson, 1987; Legendre y Fortin, 1989). La elección
del intervalo de las clases de distancia es arbitraria en
función de la escala y el objeto de estudio. La distancia
más pequeña debería ser igual o como máximo el doble
del supuesto grano («resolución») del patrón espa-
cial (Dutilleul, 1998). Aparecen aquí temas recurrentes
como la escala de interés del análisis espacial (Wiens,
1989). De hecho, los métodos de análisis espacial como
los correlogramas univariables sirven también para op-
timizar el muestreo de campo (Fortin et al., 1989).
La significación de un correlograma se contrasta en
dos niveles: para cada coeficiente de autocorrelación a
cada clase de distancia y a nivel global. Los tests de sig-
nificación de cada coeficiente de autocorrelación para
las k clases de distancia no constituyen un test de signi-
ficación global del correlograma, ya que dichos tests no
son independientes (p.ej. Sakai y Oden, 1983). Por lo
tanto, para obtener la significación global del correlo-
grama (’) se realiza un test global basado en una co-
rrección de Bonferroni (Legendre y Fortin, 1989; Le-
gendre y Legendre, 1998). El método más sencillo
consiste en obtener el nivel global de significación divi-
diendo el nivel de significación inicial  (normalmente
 = 0,05) por el número de clases k obteniéndose así un
nivel global de significación ’ =  / k (Oden, 1984).
Para que el correlograma sea globalmente significativo,
el coeficiente I o c deben ser significativos para ’ en al
menos una clase de distancia.
En general, la forma del correlograma indica el pa-
trón espacial descrito (Sokal y Oden, 1978a, 1978b; Le-
gendre y Fortin, 1989; Thomson et al., 1996). Existen
así formas típicas como un correlograma cuyos valores
disminuyen al aumentar la distancia en el caso de la I de
Moran, y que corresponde a un gradiente o correlogra-
mas con subidas y bajadas marcadas, que corresponden
a patrones cíclicos. En un contexto ecológico, Sokal
(1979) propuso algunos procesos que podrían inferir-
se a partir de la forma del correlograma de Moran.
Por ejemplo, una agregación positiva a pequeña escala
puede deberse a procesos de dispersión o a interaccio-
nes positivas (facilitación) o bien a la disposición de
micrositios favorables para el establecimiento, mien-
tras que valores negativos de autocorrelación a mayor
escala espacial pueden corresponder a la presencia de
un gradiente ambiental. Existen casos en los que sólo
interesa la estimación local de la autocorrelación espa-
cial (Anselin, 1995; Sokal et al., 1998).
Geoestadística: los semivariogramas
Las técnicas geoestadísticas se están aplicando en
ecología con diversos objetivos, desde la descripción
de la estructura espacial hasta la interpolación (Rossi et
al., 1992). Sin embargo, estas aproximaciones se desa-
rrollaron inicialmente para variables físicas que varían
de forma continua en el espacio y que muestran una va-
rianza más o menos estable en el área de muestreo. Mu-
chos datos en ecología consisten en variables discretas
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en el espacio y suelen formar patrones espaciales en
agregados o parches con abundantes ceros y claramente
no estacionarios (Figura 2.B.), por lo que aproximacio-
nes enfocadas a datos discretos son a veces más apro-
piadas (Perry et al., 2002).
Como se ha señalado, a pesar de ser los árboles obje-
tos discretos en el espacio, algunas de las variables que
los caracterizan (tamaño, genotipo, edad) pueden con-
siderarse consecuencia de factores ambientales conti-
nuos tales como la radiación, el régimen de viento, el
agua y los nutrientes disponibles en el suelo (Biondi et
al., 1994; Kuuluvainen et al., 1993, 1996, 1998). Una
variable z se dice regionalizada (o autocorrelacionada)
cuando se pueden predecir los valores de esta variable
en algunos puntos del espacio a partir de valores cono-
cidos en otros puntos de muestreo cuyas posiciones es-
paciales son conocidas. Este ha sido el objeto de estu-
dio de la geoestadística, que cuantifica la relación entre
una variable medida en un punto y esa misma varia-
ble medida en puntos situados a distancias conocidas
(Isaaks y Srivastava, 1989). Podemos dividir la variabi-
lidad de una variable regionalizada z en al menos tres
componentes: z = f + s + e, siendo: f, una tendencia a
gran escala; s, la dependencia espacial local; y e es
el término de error distribuido según una distribución
normal.
Si zx y zx+i son los valores que toma una variable re-
gionalizada z (p. ej. la altura) medida en dos puntos x,
x + i separados por una distancia i (desfase o «lag»), y
n (i) es el número de pares de puntos separados por la
distancia i, la semivarianza  (i) se estima mediante
la siguiente fórmula (Isaaks y Srivastava, 1989; Cres-
sie, 1993; Pannatier, 1996):
(6)
En realidad el semivariograma y los análisis clá-
sicos de varianza, incluyendo también el diseño ex-
perimental, están muy relacionados ya que el semi-
variograma está compuesto por la acumulación de
componentes de la varianza agrupados de forma ani-
dada (Legendre et al., 1990; Bellehumeur y Legendre,
1998; Wagner, 2003). En general, se pueden relacio-
nar correlogramas y semivariogramas si asumimos es-
tacionariedad de segundo orden (media y varianza no
cambian con respecto a su posición espacial), en cuyo
caso:
(7)
en la cual C(i) es la covarianza de los pares de puntos
separados por una distancia i, y C(0) es la varianza de
los datos. Podemos entonces definir una función (i) de
autocorrelación espacial:
(8)
Esta ecuación muestra la relación inversa ente corre-
logramas de Moran y semivariogramas (Legendre y
Legendre, 1998). En el caso concreto de la c de Geary,
cuya interpretación es similar a la de la semivarianza 
(i), obtenemos:
(9)
Un semivariograma (o variograma) experimental es
una representación gráfica de los valores de la semiva-
riaza  (i) en función de la distancia i para un conjunto
de datos. La semivarianza se obtiene promediando,
para clases de distancia discretas, los valores de semi-
varianza obtenidos dentro de esa clase o rango de dis-
tancia. En el fondo, es una representación análoga al
correlograma, salvo que en el correlograma representa-
mos similitud (correlación) y el semivariograma se
basa en diferencias (semivarianza). Normalmente, el
último tercio del semivariograma no se tiene en cuenta
debido al bajo número de pares comparados a distan-
cias grandes. Los semivariogramas calculados en una
dirección y en la dirección opuesta son idénticos (Pan-
natier, 1996). Como en el caso de los correlogramas,
para detectar y estimar el grado de anisotropía de la es-
tructura espacial se realizan correlogramas en distintas
direcciones fijas. Si la parcela se ha orientado con los
ejes x e y siguiendo las direcciones E y N, respectiva-
mente, los semivariogramas direccionales se realizan
siguiendo las direcciones basadas en los ángulos 0 (E),
45 (NE), 90 (N) y 135 (NW). Otro método sería uti-
lizar a modo de resumen la superficie del semivariogra-
ma (Pannatier, 1996), pero, a pesar de su claridad gráfi-
ca, no se ha usado mucho en ecología. Si la anisotropía
fuera débil o inexistente, se puede representar el semi-
variograma omnidireccional.
Según Matheron (1971), el semivariograma permite
la falta de estacionariedad del patrón analizado, a dife-
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rencia del correlograma que exige que se cumpla dicha
condición en el área de estudio. Por el contrario, los
tests de significación sólo se han desarrollado y usado
de forma sistemática para correlogramas y no para se-
mivariogramas, por lo que los primeros son más útiles
para el contraste de hipótesis en ecología (ver p.ej. Mi-
ller et al., 2002).
Los semivariogramas empíricos tienen tres valores
característicos que los definen: la meseta («sill»), el
rango o alcance («range») y el efecto pepita («nug-
get»). El rango o alcance es la distancia a la que la
semivarianza se estabiliza, por lo que nos señala el ta-
maño del área de influencia o de la zona de autocorrela-
ción positiva como nos lo indicaba el punto de corte del
correlograma con el eje de autocorrelación nula. El
efecto pepita (C0) es la semivarianza en el origen o a
una distancia nula, o sea una estimación del error inhe-
rente en las medidas y en la variabilidad ambiental a
una escala espacial menor que la del muestreo. La me-
seta (C0 + C1) es el valor al cual la semivarianza se esta-
biliza, por lo que describe la cantidad total de varianza
de los datos o la intensidad del patrón espacial, siendo
C1 el componente de varianza espacial. No todos los se-
mivariogramas alcanzan una meseta, por ejemplo si no
hay estacionariedad, o también pueden mostrar varia-
ciones cíclicas o una subida brusca y un descenso hasta
la meseta (efecto agujero). El efecto agujero se debe a
la presencia de zonas con valores elevados de la varia-
ble rodeadas de zonas con valores bajos («agujeros»),
un caso que podría aparecer en situaciones de alta com-
petencia entre plantas (Matérn, 1986).
Como en el caso de los correlogramas, la forma del
semivariograma experimental nos indica la estructura
del patrón espacial que puede confirmarse mediante la
representación espacial de este patrón, ya sea en tres di-
mensiones o mediante interpolación en dos dimen-
siones (Burrough, 1987). Una vez calculado y caracte-
rizado el semivariograma experimental, se usan unos
modelos básicos (linear, esférico, exponencial y gaus-
siano) según la forma del semivariograma experimental
para estimar el semivariograma teórico o modelado.
Este modelo sirve para interpolar valores desconocidos
en puntos no muestreados a partir de observaciones re-
ferenciadas espacialmente de la variable de interés, lo
que ha dado lugar al «kriging» (krigeage o krigeado)
(Matheron, 1971). La calidad de la interpolación de-
pende del número de puntos muestreados, de la calidad
de los datos recogidos, de la situación espacial de los
puntos, de la distancia entre puntos y de la continuidad
espacial de las variables a interpolar. Además, este mé-
todo calcula los errores estándar de la interpolación,
que pueden usarse para optimizar el diseño del mues-
treo en el espacio. Dado que la mayor parte de la va-
rianza espacial está contenida al inicio del semivario-
grama, es decir hasta el rango, es crítico que el ajuste
del semivariograma modelado sea muy bueno al menos
en las distancias pequeñas, para lo cual se usan distintos
métodos (Delfiner, 1979). Un rango espacial muy corto
producirá una estima en forma de mapa con manchas
pequeñas, mientras que un rango demasiado grande
suavizará la interpolación. Existen diversos tipos de
«kriging» y otros métodos de interpolación espacial
que pueden ser de utilidad a la hora de presentar un pa-
trón de superficies. También se han desarrollado cova-
rianzas multivariables y modelos de «cokriging» (Wac-
kernagel, 1995).
Como ejemplo aplicado, se muestra el análisis del
patrón de superficies de la edad de plántulas de Pinus
uncinata Mill. en una parcela de 50 m  40 m en el Cas-
tillo de Vinuesa (Soria). Este análisis indicó la existen-
cia de un gradiente marcado en las direcciones 0 y
135 tal y como señalaban los semivariogramas direc-
cionales (Figura 4). El correlograma de Moran omnidi-
reccional fue globalmente significativo (p  0,05) y el
tamaño medio de la mancha de edad fue de unos 20 m
(Camarero y Gutiérrez 1999b). La comparación en-
tre los correlogramas de Moran basados en los datos
brutos o en la edad media para cuadrados de 5  5 m
mostró una mayor resolución espacial en el primer
caso, indicando la existencia de manchas menores con
un diámetro próximo a 4-5 m. Así, el análisis detalla-
do de una subparcela homogénea dentro de la parcela
de Vinuesa, delimitada por los vértices de coordenadas
(x, y) = (10, 10) – (40, 30) (ver Figura 4), mostró esta
autocorrelación espacial de la edad a pequeña escala
(4 m) pero el correlograma de Moran correspondiente
no fue globalmente significativo. Existían por tanto dos
escalas espaciales de agregación de las plántulas en
función de su edad.
Otras técnicas: la dimensión fractal
La geoestadística, los correlogramas o técnicas pró-
ximas como el análisis espectral (Ripley, 1978; Ford y
Renshaw, 1984) buscan la escala espacial característica
de un patrón, por lo que consideran que el patrón espa-
cial varía de una forma más o menos «cíclica» o al me-
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nos predecible. Sin embargo, la geometría de muchos
procesos en la naturaleza es fractal, caracterizada por
dimensiones que son números fraccionarios (Mandel-
brot, 1982). El término fractal define los fenómenos es-
paciales o temporales que son continuos pero no dife-
renciales por lo que los objetos fractales muestran una
forma similar a distintas escalas. Por ello, se ha utili-
zado la dimensión fractal (D) como un índice para
describir la estuctura espacial ya que es una medida re-
lativa de la complejidad (Phillips, 1985; Frontier, 1987;
Stoyan y Stoyan, 1994). La dimensión farctal estima la
dependencia respecto a la escala de un patrón espacial
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Figura 4. Análisis del patrón de superficies de la edad de las plántulas de Pinus uncinata de
la parcela de Vinuesa. A. Datos de edad interpolados y sus semivariogramas direccionales
(direcciones indicadas por los símbolos). En el gráfico interpolado se muestran las localizaciones
de las plántulas (puntos). B. Semivariograma y correlograma de Moran omnidireccionales (valor Z
estandarizado). En el correlograma sólo los puntos negros son significativos (p  0,05), mientras
que el correlograma sí fue globalmente significativo. Se calcularon dos correlogramas usando los
datos de edad media para cada cuadrícula de 5  5 m (círculos, clases de distancia de 5 m) y usando
los datos brutos de altura para cada plántula (triángulos, clases de distancia de 2 m). El resto de
análisis se basan en la edad media estimada para cuadrículas de 5  5 m. Modificado de Camarero y
Gutiérrez (1999b).
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por lo que su uso dependerá siempre de la escala de es-
tudio y del objetivo teniendo en cuenta que los procesos
y estructuras biológicos no se ajustan a la geometría eu-
clideana pero tampoco son fractales desde un punto de
vista estricto. La dimensión fractal se ha usado para ca-
racterizar la complejidad de los patrones espaciales de
la vegetación o detectar fronteras en ecotonos (Palmer,
1988; He et al., 1994;). Existen excelentes revisiones
de las aplicaciones de los fractales en biología (Kenkel
y Walker, 1996) y en ecología forestal (Zeide, 1991;
Lorimer et al., 1994). Como ejemplo de uso de la teoría
fractal, Milne et al. (1996) estudiaron cómo se producía
la desaparición del bosque en su límite altitudinal infe-
rior en zonas semiáridas de Estados Unidos. Encontra-
ron un valor crítico de cobertura (59%) a partir del cual
los bosquetes fragmentados de árboles pasaban a árbo-
les aislados coincidiendo con la presencia de condi-
ciones ambientales críticas para la supervivencia de los
árboles.
En los procesos «ruidosos» o complejos, los efectos
a corto plazo predominan (baja autocorrelación) por lo
que la dimensión fractal será alta (Burrough, 1983). Ba-
jos valores de dimensión fractal corresponderán a pro-
cesos en los que la variación se produce de forma siste-
mática en escalas grandes (alta autocorrelación). En el
caso de transectos, D se calcula a partir de la pendiente
(m) de la parte linear de un semivariograma con ambas
escalas logarítmicas (Burrough, 1983; Palmer, 1988):
D = (4 – m) / 2 (10)
Si la variable no difiere mucho entre dos puntos ale-
jados, la pendiente del semivariograma será m = 0 y
D = 2. En el supuesto de la presencia de autocorrelación
espacial, m > 0 y D < 2. En el caso de tres dimensiones,
D = (6 – m) / 2, donde 2  D  3 (He et al., 1994). Para
mostrar la dependencia espacial de una variable, se re-
presenta el valor de D en función de la distancia o des-
fase entre puntos («lag») para varias direcciones (frac-
tograma según Palmer, 1988). Otro método muy usado
para estimar la dimensión fractal es el conteo de cajas
(«box-counting»).
Basándose en semivariogramas, Camarero y Gutié-
rrez (2001) estimaron la dimensión fractal de la altura
de individuos de P. uncinata en dos ecotonos del límite
altitudinal del bosque (Ordesa, Tessó) caracterizados
por su contrastada estructura (Figura 5). Las dimensio-
nes fractales de la altura fueron mayores en Tessó que
en Ordesa, lo que indica que en el patrón de la altura del
primer sitio predominaban efectos a pequeña escala. La
menor dimensión fractal de la altura en Ordesa corres-
pondía a una mayor autocorrelación espacial a mayor
escala, ya que en este ecotono la altura de los árboles
descendía de forma muy brusca por encima del bosque
debido al viento intenso de la zona. La dimensión frac-
tal fue menor en ambos casos en la dirección del gra-
diente altitudinal (90), ya que en esta dirección el pa-
trón era más predecible.
Análisis multivariable: el test y el
correlograma de Mantel
El test de Mantel (1967) se basa en el cálculo de un
coeficiente generalizado de regresión (Z) entre dos ma-
trices:
(11)
Este índice es simplemente la suma de los productos
de los elementos de las matrices (Xij, Yij). Normalmente,
el índice Z se expresa como un índice normalizado (rM)
que varía entre –1 y +1. Si disponemos de N puntos de
muestreo, podemos elaborar una matriz de distancias
ecológicas, por ejemplo basada en su composición flo-
rística, usando un coeficiente adecuado de asociación
entre estos puntos u objetos (X), y compararla con una
matriz de distancias obtenida de forma independien-
te entre variables abióticas o geográficas medidas en
esos mismos puntos (Y). Dado que el test de Mantel
se basa en matrices de distancias ecológicas se pue-
den usar variables de distinto tipo. Como los com-
ponentes de las matrices de distancias no son inde-
pendientes, la significación del estadístico se estima
mediante permutaciones (999 para  = 0,05 según
Manly, 1997). Normalmente, el ecólogo parte de una
hipótesis nula claramente establecida, por lo que la sig-
nificación se estima como la probabilidad de una sola
cola obtenida a partir de las permutaciones. Es habitual
que aunque el valor de la correlación sea bajo, el índice
sea significativo (Dutilleul et al., 2000).
El uso del test de Mantel se ha extendido no sólo al
estudio de distancias espaciales o temporales sino tam-
bién a medidas de similitud ecológica e incluso para
contrastar efectos espaciales en un diseño experimental
(Legendre y Fortin, 1989; Fortin y Gurevitch, 1993;
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Figura 5. Análisis del patrón de superficie de la altura de Pinus uncinata en dos límites altitudi-
nales del bosque (Ordesa y Tessó) basado en la estima de la dimensión fractal. Se muestra la repre-
sentación de la altura interpolada (A) o en 3 dimensiones (B) junto a la dimensión fractal en función
de la distancia y de la dirección). La altitud (eje y) aumenta en la dirección que indican las flechas.
La dimensión fractal fue mayor en el Tessó donde la altura descendía de forma más gradual hacia
arriba. Modificado de Camarero y Gutiérrez (2001).
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Dutilleul et al., 2000). En el caso de que la matriz Y co-
rresponda a variables abióticas o ambientales, debere-
mos saber si las muestras ambientalmente más pareci-
das son también ecológicamente más similares (p. ej.
en cuanto a composición de especies). En el caso de
que la matriz Y corresponda a variables espaciales o
geográficas, lo que deberemos determinar es si las
muestras espacialmente más próximas son ecológica-
mente más similares. Se puede así comprobar si existe
un gradiente espacial en un conjunto multivariable de
datos (Legendre y Fortin, 1989). También es posible
usar el test de Mantel como un test formal de contraste
de hipótesis, comparando la matriz de distancias calcu-
lada con la matriz esperada a partir de un modelo con-
ceptual o numérico.
Se han realizado también tests parciales de Mantel
en los que una tercera matriz (A) se mantiene constante
mientras se estima la relación existente entre las otras
dos matrices (Smouse et al., 1986; Legendre y Legen-
dre, 1998). Este test se obtiene mediante una regresión
entre cada una de las dos matrices (X, Y) y la tercera
matriz (A), utilizándose después los residuos de las re-
gresiones como datos de entrada del test de Mantel. En
nuestro contexto, la matriz A sería la matriz de com-
ponentes espaciales. En este caso, necesitamos saber
cuánta variabilidad de la matriz biótica es explicada por
la matriz abiótica y si existe variabilidad residual espa-
cialmente estructurada en la matriz biótica después de
extraer los efectos de las variables ambientales. Así, De
Chantal et al. (2003) estimaron en qué medida la varia-
bilidad del tamaño de las plántulas de Pinus sylvestris
L. y Picea abies (L.) Karst. (matriz Y) respondía a la va-
riabilidad de la radiación (matriz X) dentro de un hueco
en el dosel forestal, controlando el efecto del espacio
(matriz A). El efecto de la radiación sobre la biomasa,
una vez extraída la componente espacial, era significa-
tivo en ambos casos (p < 0,01) pero mucho mayor para
las plántulas de P. sylvestris. En un bosque boreal cana-
diense, Leduc et al. (1992) usaron tests parciales de
Mantel para estudiar la relación entre variables espacia-
les, ambientales (suelo) y bióticas (especies de árbo-
les). En los sitios con menor estrés abiótico de su estu-
dio la componente espacial remanente era debida a
factores bióticos.
También se ha usado el índice de Mantel para el
cálculo de un correlograma multivariable o de Mantel
en la descripción de patrones espaciales, cuya significa-
ción global se contrasta de forma similar a los correlo-
gramas univariables. En este caso, se calcula el coefi-
ciente de Mantel entre una matriz de distancias o seme-
janzas ecológicas y una matriz espacial que define las
clases espaciales consideradas. De forma análoga al co-
rrelograma de Moran, las distancias Euclídeas se orde-
nan según las clases de distancia espacial y se calcula
para cada clase de distancia un índice de Mantel, el cual
se representa en forma de correlograma multivariable.
A pesar de interpretarse como los correlogramas univa-
riables, el correlograma de Mantel muestra valores de
autocorrelación relativos respecto al conjunto de datos,
mientras que los correlogramas univariables como el de
Moran muestran valores absolutos de dependencia es-
pacial. Por lo tanto, un coeficiente de Mantel positivo
en una clase de distancia dada significa que la similitud
media entre sitios separados por esa distancia es mayor
que la similitud media entre sitios pertenecientes al res-
to de clases de distancia. Por ello no debe preocuparnos
en este caso la intensidad de la correlación, sino identi-
ficar qué clases son significativas. En el caso del corre-
lograma de Mantel, los resultados pueden cambiar mu-
cho según las clases de distancia elegidas (Dutilleul,
1998). Es aconsejable siempre estandarizar las varia-
bles si están medidas con distintas unidades. La princi-
pal limitación del test de Mantel es su exclusiva sen-
sibilidad ante relaciones lineares de autocorrelación
espacial, por lo que si existen relaciones no lineares, se
aconseja el uso de distancias no euclídeas o de transfor-
maciones de los datos (Legendre y Legendre, 1998).
Casi todos los análisis espaciales y multivariables men-
cionados se pueden realizar con el paquete estadístico
R (Legendre y Vaudor, 1991).
Para los dos límites del bosque de P. uncinata antes
mencionados (Ordesa, Tessó), Camarero et al. (2000)
calcularon correlogramas de Mantel omnidireccionales
usando un conjunto de variables estructurales (diáme-
tros basal y normal, altura, etc.) para distintos tipos de
individuos clasificados según su forma (arbustivo, ar-
bóreo) y tamaño (plántula, vástago, joven y adulto).
Después, se calcularon correlogramas de Mantel direc-
cionales, siguiendo las direcciones paralela y perpendi-
cular a la pendiente. Se detectó la presencia de un gra-
diente claro en él Tessó en el que el tamaño de los
árboles disminuían gradualmente al ascender («gra-
diente verdadero» según Dutilleul y Legendre, 1993).
Sin embargo, Ordesa mostraba un «falso gradiente», ya
que el tamaño de los árboles disminuía de forma brusca
al ascender.
El efecto de los factores ambientales locales (viento,
nieve) en Ordesa condicionaba también la estructura
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espacial de la regeneración. Tests sencillos de Mantel
para la regeneración de P. uncinata indicaron que la re-
lación entre las matrices espacial y la referida a las
plántulas (densidad, diámetro, altura, edad) era signifi-
cativa en Ordesa (rM = –0,10, p = 0,003) pero no en el
Tessó (rM = 0,02, p = 0,679). La relación negativa en
Ordesa señalaba la menor presencia de plántulas dentro
del bosque que en el ecotono. Sin embargo el test de
Mantel no recogía el efecto no-linear, unimodal en el
caso de Ordesa, que sí tiene en cuenta ciertos tipos de
ordenación.
Ordenación y análisis espacial
La ordenación es un grupo de técnicas multivarian-
tes que permiten ordenar o disponer un grupo de obje-
tos a lo largo de pocos ejes o dimensiones en función de
la relación entre estos objetos (temporal, espacial, etc.).
En el caso ecológico más habitual se ordenan una serie
de sitios de muestreo en función de su composición de
especies y de sus características ambientales para gene-
rar hipótesis sobre la relación entre las distintas espe-
cies y las características ambientales (ter Braak, 1987).
La ordenación ha sido una de las técnicas más usadas
en la descripción de las comunidades y también ha inte-
grado el análisis de variables espaciales para explicar la
distribución de especies a distintas escalas. Así, Bor-
card et al. (1992) y Borcard y Legendre (1994) propu-
sieron dividir la variabilidad de un conjunto de datos,
que consistían en la abundancia de especies y datos
georeferenciados de las variables ambientales poten-
cialmente influyentes, en cuatro componentes distintos
e independientes: (a) ambiental, (b) ambiental estructu-
rada por el espacio, (c) espacial y (d) indeterminada. De
algún modo, este método es complementario a los tests
parciales de Mantel y se ha extendido a modelos ba-
sados en la regresión (Méot et al., 1998). El procedi-
miento básico para efectuar esta partición consiste en
realizar ordenaciones parciales (sean según un modelo
linear —RDA, análisis de redundancias— o unimodal
—CCA, análisis canónico de correspondencias) de las
matrices biótica («especies») y espacial («sitios») con-
trolando el efecto de la matriz ambiental, lo que dará el
valor de la variación exclusivamente espacial (c). Una
ordenación parcial de las matrices biótica y ambiental,
controlando el espacio, servirá para estimar la variación
puramente ambiental (a). La matriz espacial se constru-
ye mediante las coordenadas iniciales de los puntos de
muestreo (x, y), pudiéndose añadir los términos de un
polinomio cúbico (x2, y2, x2y, xy2, x3, y3), el cual recoge
mayor variabilidad espacial de los datos (Borcard et al.,
1992). Seguidamente, pueden retenerse en la matriz es-
pacial final sólo aquellos componentes significativos.
También es posible representar en el espacio los distin-
tos componentes retenidos en una ordenación e investi-
gar la variación espacial de variables sintéticas (Legen-
dre y Legendre, 1998). Ya hemos señalado la limitación
del test de Mantel a las relaciones lineares, lo que es
una desventaja frente a los métodos de ordenación ba-
sados en relaciones unimodales (CCA) y aconseja usar
ambos métodos (Pelletier et al., 1999).
En un estudio similar en los mismos ecotonos bos-
que subalpino-pastos alpinos antes descritos (Ordesa y
Tessó), Camarero y Gutiérrez (1999a) estimaron que la
variabilidad exclusivamente espacial de la estructura
del ecotono era mucho mayor en Ordesa (26%) que en
Tessó (4%) mediante análisis de ordenación parcia-
les. Otro ejemplo forestal proviene de la descripción
del banco de semillas de un bosque mixto por Olano et
al. (2002), quienes mediante ordenaciones parciales
(CCA) estimaron que el espacio explicaba el 7% de la
variación total del banco de semillas, proporción simi-
lar a la explicada por la composición actual del bosque.
Detección de fronteras
Muchas técnicas inicialmente aplicadas en el análisis
espacial de transectos provienen del análisis de series
temporales. Existe sin embargo una diferencia funda-
mental, ya que la serie temporal tiene un único sentido
mientras que el transecto no. Una excepción lo consti-
tuyen fenómenos espaciales con una dirección prefe-
rente (p.ej. río, avalancha). A diferencia del apartado
anterior, la mayoría de las técnicas de este apartado
asumen que los datos están tomados en posiciones es-
paciales contiguas. El estudio de las comunidades ve-
getales mediante transectos tiene una larga tradición en
ecología vegetal para la detección de fronteras en eco-
tonos (Greig-Smith, 1952; Hill, 1973; Goodall, 1974).
El objetivo de estos estudios era determinar la escala a
la cual la comunidad exhibía un tamaño típico de man-
cha o parche («patch»).
Existen varias técnicas de análisis de transectos ba-
sadas en el cálculo de varianzas móviles agrupando
bloques contiguos (subunidades de igual tamaño) con
o sin solapamiento, según el método, a lo largo del
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transecto (Bradshaw y Spies, 1992; Ver Hoef et al.,
1993; Dale, 1999). Se trata de calcular la varianza para
distintos tamaños de bloque y representarla en función
del tamaño de bloque. Los picos de varianza indicarán
las escalas espaciales de nuestros datos. Existen una
serie de desventajas: (i) no existen distribuciones de
referencia para contrastar su significación, aunque
este incoveniente puede solventarse mediante proce-
dimientos de aleatorización; (ii) algunas de estas téc-
nicas requieren que los bloques se agrupen en poten-
cias de dos; (iii) los grados de libertad disminuyen con
el tamaño del bloque; y los resultados son muy sensi-
bles a la posición espacial desde la cual se inician los
análisis. No obstante, se han desarrollado nuevas deri-
vaciones del análisis móvil de varianzas que permiten
agrupar los bloques aunque no sean potencias de dos
(Dale, 1999).
En relación con los análisis móviles de varianzas, se
ha introducido en ecología el análisis de «wavelets»
(onditas u ondículas) para datos en una o dos dimensio-
nes. Esta metodología procede del análisis de señales
(Daubechies, 1992; Dale y Mah, 1998; Torrence y
Compo, 1998). Las onditas pueden identificar las esca-
las del patrón y detectar dónde aparecen los cambios
bruscos del valor de la variable. Además, son robustas
ante la falta de estacionariedad. Básicamente, se trata
de detectar la estructura local de los datos a través de un
rango de escalas (Bradshaw y Spies, 1992). Esta meto-
dología consiste en solapar una onda de forma definida
y fija, la ondita (los tipos más usados son las de Haar, la
de Morlet o el sombrero mejicano), sobre nuestros da-
tos espaciales, en distintas posiciones consecutivas y
variando el tamaño de la ondita. En aquellos puntos en
los que la ondita «resuena» con nuestros datos se pro-
ducen picos de varianza que corresponden a cambios
bruscos (fronteras o escala espacial) de la variable estu-
diada. La varianza de la ondita se calcula promediando
todos los valores de la serie de datos para cada escala
espacial o bien promediando todas las escalas para cada
posición espacial. De este modo un gráfico de salida de
un análisis de «wavelets» es análogo a un correlograma
ya que todos ellos resumen la intensidad del patrón
frente a su escala espacial (Dale et al., 2002). En el caso
de las onditas se representa y sintetiza la intensidad
frente a la escala del patrón espacial y el gráfico resul-
tante de cruzar ambos, lo que da una salida que com-
prende en total tres gráficos. El tipo de ondita seleccio-
nada afecta a los resultados del análisis, ya que algunas
como la de Haar son más adecuadas para detectar fron-
teras (Dale y Mah, 1998). También se puede reconstruir
la serie original a partir de los resultados del análisis de
onditas. Los análisis de onditas pueden realizarse con el
software PASSAGE (Rosenberg, 2002), aunque existen
otros programas enfocados al análisis de series tempo-
rales que pueden ser adecuados para transectos (p.ej.
AutoSignal version 1.6, AISN Software 1999-2002).
Finalmente, mostramos como ejemplo la detección
de fronteras mediante «wavelets» en datos simulados
para transectos. Se ha seleccionado una ondita continua
como el sombrero mejicano por ser más apropiada para
describir la escala característica del patrón espacial
analizado. La salida de un análisis de «wavelets» de da-
tos tomados a lo largo de un transecto está compuesta
por tres gráficos: (i) un gráfico de la varianza de la
variable respecto a la posición en el transecto; (ii) un
gráfico de la varianza respecto a la escala espacial; y
(iii) un gráfico tridimensional resultante de cruzar los
dos primeros, en el que los valores relativos de la va-
rianza se indican mediante una superficie coloreada
(p. ej. basada en una escala de grises) y que sintetiza
la relación entre escala, varianza y posición espacial
(Figura 6). El gráfico de la varianza media para todas
las escalas respecto a la posición en el transecto es el
más útil para detectar fronteras ya que los picos de va-
rianza corresponden a cambios bruscos de la variable
analizada. Debe tenerse en cuenta la escala de análisis
que puede reducirse para hacer más «fina» la detección
y situar con más resolución las fronteras. Así se mues-
tra con datos simulados de un transecto de 100 unida-
des espaciales en el que la variable corresponde a un ci-
clo de 5 unidades. Usando una ondita tipo sombrero y
variando la escala del 10% al 2% se obtuvo mayor reso-
lución (Figura 6). En nuestro ejemplo la reducción de
escala de análisis no detectó bien la escala espacial del
patrón, que sí describió correctamente el análisis a la
escala 10%. En el caso de los datos cíclicos, el gráfico
de escala de grises aparece como un patrón repetitivo
de barras de distintas intensidades. En el caso del tran-
secto con datos al azar, este gráfico no muestra ningún
patrón lo que indica la ausencia de una escala espacial
característica.
Conclusiones
A pesar de la diversidad de aproximaciones de los
métodos expuestos, la mayoría de ellos están relaciona-
dos y deberían describir patrones espaciales de forma
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similar. Ya se han mencionado, por ejemplo, las rela-
ciones entre correlogramas y semivariogramas o entre
análisis de varianza de bloques agrupados y «wave-
lets», pero estas relaciones se pueden ampliar a casi to-
dos los métodos de análisis espacial. La elección de
cada método debe guiarse por las propiedades básicas
del patrón a estudiar, las cuales son: la autocorrelación
espacial, el grado de isotropía, la estacionariedad y la
forma de contrastar estadísticamente la significación
del patrón detectado. Esta revisión pretende ayudar a
los investigadores forestales en el conocimiento de mé-
todos de análisis espacial aplicados en ecología forestal
para describir patrones, inferir procesos y plantear nue-
vas hipótesis.
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Figura 6. Tres ejemplos de análisis de fronteras basado en «wavelets». Se indica el tipo de datos
analizados, la ondita («wavelet») usada y la escala (%) de análisis.
CICLO, Sombrero mejicano, 10 %
CICLO, Sombrero mejicano, 2 %
AZAR, Sombrero mejicano, 10 %
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