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Abstract
The unsteady hydrodynamics of tidal stream turbines have been investi-
gated using numerical methods and experiments. Dynamic inflow, which
represents the change in backflow induced by the circulation present in the
wake due to variations in rotor loading, is the particular focus of this work.
An implementation of an unsteady vortex lattice method has been devel-
oped for modelling tidal stream turbines in a variety of flow conditions. The
vortex lattice method is an inviscid potential flow solver, with the blades
represented as surfaces on the camber line. The vortex lattice method is
used to analyse the difference between a sudden collective change in blade
pitch, compared with a sudden change in mean flow. The observed differ-
ences are explained with the examination of several simulation properties,
such as the wake induced flow field. The vortex lattice method is also used
to model a tidal turbine in an oscillatory flow environment.
Additionally, experiments have been conducted in a recirculating water
flume. A scale turbine model is mounted on a controllable carriage, which
can move arbitrarily along the flow direction. Strain gauges are place at the
root of one turbine blade, and on the mounting strut of the turbine. This
thesis examines the loading response of the turbine due to oscillation of the
carriage and turbine system, over a range of Keulegan-Carpenter numbers
and current numbers.
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The conclusions drawn from the experimental and numerical work de-
scribe the degree of importance of dynamic inflow, and will show that it
can be responsible for overshoots in turbine thrust loads, and lag in the
load response when the turbine is subjected to oscillating flow. Dynamic
inflow is shown to have significant influence on the turbine thrust in un-
steady flows. Added mass, the inertial force that arises when accelerating
a body through a fluid is also investigated with two-dimensional unsteady
airfoil theory, and is estimated to have an important role in the unsteady
loading of tidal stream turbines. A two-bladed device is the main point of
interest in this thesis, however the concepts can be extended for many rotor
designs.
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Nomenclature
a axial flow induction factor
a′ tangential flow induction factor
A turbine area
Aij influence coefficient of panel
AW wake stream-tube area
B blockage ratio
c airfoil chord
CN current number
CD airfoil drag coefficient
CL airfoil lift coefficient
CM Morison’s equation inertia coefficient
CMy out-of-plane bending moment coefficient
CT coefficient of thrust
CV Morison’s equation drag coefficient
D turbine diameter
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f frequency
Fx axial thrust force
Fr Froude number, U∞√gz
H wave height
k reduced frequency
KC Keulegan-Carpenter Number, uaTD
L lift
m Maskell wake blockage factor
ma apparent mass
My out-of-plane bending moment
Nb number of blades
PSD power spectral density
r radial coordinate of blade
R turbine radius
Re Reynolds number
Rc collocation point radius
∆S vortex panel area
t time
T period of oscillation
TR rotational time,
tω
2pi
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ua flow oscillation velocity amplitude
ui wake induced velocity
u′ flow oscillation velocity
U total velocity
U∞ free stream velocity
UW far wake velocity
V volume
W blade apparent velocity
z fluid depth
α angle of attack
 vortex core radius
γ vorticity
Γ circulation
ω angular frequency
Ω angular frequency of turbine
Φ velocity potential
µ doublet potential
ρ fluid density
σ source potential
τ non-dimensional time
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τt turbine torque
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Chapter 1
Introduction
1.1 Tidal energy
As global demand for energy continues to increase, more generation ca-
pacity needs to be installed. Governments are increasingly acknowledging
the impacts of climate change, and are seeking to develop sustainable energy
generation technologies to help mitigate the effects. Additionally, faced with
rising uncertainty over fossil fuel supplies, countries are seeking to invest in
renewables in order to obtain increased energy security (Philibert, 2011).
Worldwide focus on electricity generation from low carbon technologies
such as wind power, carbon capture and storage systems, and marine sources
such as tidal stream turbines, has increased. In the UK the government
has plans to expand renewable electricity capacity, and has committed to
sourcing 20% of its energy from renewable sources by 2020, up from 2.25% in
2008 (United Kingdom, Department of Energy and Climate Change, 2009).
The UK government also aims to reduce greenhouse gas emissions by 80%
compared to 1990 levels, which will require further contribution from the
renewable energy sector (Committee on Climate Change, 2010). Increased
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investment into the marine energy sector has also been pledged by the UK
government, as it is seen as a sector which could play a significant role in
the long term energy future of the country (United Kingdom, Department
of Energy and Climate Change, 2009).
Figure 1.1: The SeaGen turbine of Marine Current Turbines Ltd, raised
above the surface of the water for inspection. Image taken from
www.marineturbines.com
It has been estimated that 18TWh per year is technically extractable
from tidal stream resources in the UK Carbon Trust (2005). Although this
represents a small percentage of the UK’s energy demand, it is seen as a good
way to diversify electricity production. Because of the predictable nature
of tides, tidal stream turbines will be able to augment the base load of the
UK’s electricity supply. However, as the earth’s tidal system is not in phase
with the solar day, the periods of maximum generation do not repeatedly
coincide with periods of peak demand.
The global tidal energy generation potential is estimated to be up to
1100TWh per year (Johnstone et al., 2013), and many countries are identi-
fying potential sites on which to install tidal stream turbine devices (Stevens
25
et al., 2012; Blunden et al., 2013; Sakmani et al., 2013)
Note that the technology under discussion is tidal stream turbines, which
are open or semi-open rotors extracting energy from tidal flux or natural
water currents and rivers. The research in this thesis may not apply in the
case of tidal barrages (such as the proposed Severn Barrage in the UK),
which are also sometimes be grouped under the term “tidal power”.
As the field of tidal stream energy extraction is not yet well developed,
there are a variety of designs being considered by the industry. Conversely
in the wind industry, a dominance of the horizontal axis wind turbine is
visible, with most rotors consisting of three blades. Tidal turbine designs
that are being considered include vertical axis turbines, transverse horizontal
axis devices (similar to a vertical axis turbine on its side), and reciprocat-
ing hydrofoils. However there is a trend towards horizontal axis devices in a
similar configuration to that of the common wind type United Kingdom, De-
partment of Energy and Climate Change (2010). Additionally, both ducted
and non-ducted devices are under investigation Khan et al. (2009). John-
son (2012) provides a more detailed analysis of the various turbine design
concepts.
For this thesis, a two-bladed horizontal axis tidal turbine without ducting
has been used for all of the analysis, in order to match the similar experi-
mental investigations performed by Whelan (2010). However, some of the
topics considered may apply to other design layouts. A two-bladed horizon-
tal axis machine is depicted in figure 1.1, although this example consists of
two rotors mounted to the same supporting pylon.
The nature of the marine environment creates challenges for the instal-
lation and maintenance of tidal turbines, with the installation incurring a
greater expense than the device in some cases (Johnson, 2012). The consid-
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eration of these factors are a core part of the design for tidal power devices,
leading to features such as floatable structures, raisable turbine mounts,
and other innovative solutions (Fraenkel, 2010). However these demands
are not investigated in this thesis. The key motivation for this thesis is the
significant issue of fatigue and fluctuating loads that tidal turbines experi-
ence due to unsteady flow. There is currently a poor understanding of the
nature of the flow unsteadiness, and how turbines will be affected in these
conditions. This has led to over-engineering of tidal stream turbine devices
(Marsh, 2009). This research focuses on the latter aspect, the hydrodynamic
response of tidal stream turbines in unsteady flow conditions.
1.2 Turbine parameters
In this section, some fundamental turbine relationships are introduced.
The tip speed ratio is an important descriptor of tidal stream turbine
hydrodynamics, and it is defined as
TSR =
RΩ
U∞
(1.1)
where R is the radius of the turbine, Ω is the rotation rate, and U∞ is the
free-stream velocity.
The coefficient of thrust is a non-dimensional parameter that defines the
axial thrust loading of the turbine,
CT =
Fx
1
2ρAU
2∞
. (1.2)
Where Fx is the axial thrust force, and A is the frontal area swept by the
turbine blades.
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An important parameter that describes the power generating character-
istics of a turbine is the power coefficient:
CP =
τtΩ
1
2ρAU
3∞
. (1.3)
Where τt is turbine torque.
The out-of-plane bending moment coefficient of a turbine is defined to
be
CMy =
My
1
2ρAU
2∞R
, (1.4)
where My is the bending moment at the root of the blade.
1.3 Unsteady flow
The marine environment in which tidal turbines are situated is likely to
contain flow with large degrees of unsteadiness. Tidal stream turbines in-
stalled in shallow water sites may experience velocity fluctuations due to
waves as they will be installed closer to the free surface. Since the shallower
sites are easier to develop, it is likely that many of the first prototypes and
pre-commercial devices will be installed in such sites.
The turbines must also be designed to withstand extreme wave events.
At a test site that is under consideration for turbine installations, McCann
et al. (2008) suggests that a possible extreme wave could result in horizontal
velocities up to 4ms−1. This would result in a doubling of the flow velocities
at the hub height of the turbine.
Flow turbulence is another source of unsteadiness for tidal stream tur-
bines, and could be highly site specific. McCann et al. (2008) determined
that the individual flow properties of a site could have significant implica-
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tions for the design of a tidal device. The turbulence intensity may also
vary depending on whether or not the tide is in the ebb or flood stage,
as the bathymetry may not have consistent features on either side of the
turbine. Thomson et al. (2010) collected measurements from Puget Sound,
WA, USA, and discovered turbulence intensities up to 11% using an Acous-
tic Dopppler Current Profiler and an Acoustic Doppler Velocimeter (ADV).
More recently, a study of flow turbulence in a tidal channel under consid-
eration for turbine placement has been carried out by Milne et al. (2013a)
using an ADV. The channel experiences a maximum flow speed of 2ms−1,
and the turbulence intensity was measured to be 12% in the stream-wise
direction.
Tidal stream turbine start-up has the potential to introduce large dy-
namic loads on the blades if not performed correctly, largely due to dynamic
inflow effects. This has been investigated numerically by Johnson et al.
(2013) who recommend the use of gradual blade pitch or generator torque
control in order to avoid large thrust overshoots.
Tidal stream turbines may encounter dynamic stall during operation, the
effect of which has been modelled experimentally by Milne et al. (2013b).
The authors demonstrated significant differences in the reattachment af-
ter stall for unsteady oscillatory cases than would be expected for steady-
state. Dynamic stall is not examined by the analysis contained in this thesis,
however it is expected that the effect will manifest in a similar manner to
that encountered by wind turbines. Leishman (2002) provides a review
of dynamic stall for wind turbines, including a description of the common
Beddoes-Leishman model.
A further discussion on the magnitude of unsteady flow phenomena is
carried out in section 2.2 below, with a focus on the correct scaling for
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modelling these flows with experimental methods.
1.4 Dynamic inflow and added mass
Dynamic inflow is discussed in detail in this thesis, as it can lead to large
overshoots in turbine thrust loads, and therefore needs to be considered in
the design of tidal stream turbine blades. The modelling of dynamic inflow is
often considered along with a separate unsteady phenomena, that of added
mass, which is also examined in this thesis and therefore introduced here.
The added mass effect, sometimes referred to using the terms added
inertia or virtual mass, reveals itself whenever a body is accelerated through
a fluid. Added mass represents a force that is required to accelerate the
fluid surrounding an immersed body. Given that this force is in phase with
acceleration, the term is often considered to be in the form of a mass that
is effectively added to the object. However to describe the magnitude of the
force, a certain volume equivalent of mass is assumed in order to relate the
force to a dimension of the body.
For example, Sarpkaya & Isaacson (1981) detailed the added mass of
various bodies, with a sphere shown to have an added mass of 2/3ρR3,
where R is the radius of the sphere.
Added mass is expected to have a much larger impact on tidal stream
turbines in comparison to wind turbines, due to the difference in the fluid
densities (La Mantia & Dabnichki, 2012). For wind turbines, the ratio of the
blade mass to the mass of the surrounding fluid is much higher, whereas the
fluid density and the rotor density will be closer to parity in a tidal turbine
environment. The added mass effect is likely to be an important factor when
considering the design of the supporting structure around a tidal turbine.
The dynamic inflow effect is a separate unsteady flow effect, and it is a
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function of the backflow induced by the vorticity in the wake of the turbine.
Dynamic inflow occurs due to loading changes on the rotor blades taking
time to build up a wake of corresponding strength. As an example, if a
turbine is experiencing steady flow and the free-stream velocity was suddenly
increased, stronger circulation would begin to trail from the blades of the
turbine. However, during the time it takes this stronger wake to build
up behind the turbine, the rotor will effectively be experiencing a higher
incident velocity than it would be in the steady-state case at the new flow
velocity, as the backflow induced by the building wake would be relatively
weaker. This would result in a load overshoot during this period. Similarly,
if the loading on the rotor was increased due to a change in blade pitch, a
similar effect would result. The dynamic inflow effect needs to consider both
the local circulation that is shed from the blades, and the circulation that
is contained on a larger scale in the helical structure of the turbine wake
(Leishman, 2006).
The dynamic inflow effect was first considered by Amer (1950) in the
context of helicopter rotor response. The first modelling of the effect was
carried out by Carpenter & Fridovich (1953) for the case of rapid collective
blade pitch changes. Since then, there has been more focus on the dynamic
inflow effect on wind turbines in unsteady flow, such as the numerical work of
(Snel & Schepers, 1992; Schepers & Snel, 1995), in which the load overshoot
behaviour was observed. The characteristic time period of the overshoot
transient is thought to be on the timescale O
(
D
U∞
)
, where D is the diameter
of the turbine (Snel, 2004). Dynamic inflow as directly applicable to tidal
turbines has also been investigated. Whelan (2010) examined the dynamic
inflow effect as it applied to both step changes in rotor loading and to planar
oscillations in flow. Additionally, Johnson et al. (2013) investigated the effect
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of dynamic inflow for impulsive flow situations on tidal stream turbines, and
this study demonstrated much more noticeable thrust overshoot behaviour,
perhaps due to the different numerical method utilised.
Historically there has been a crossover between what is attributed to
dynamic inflow, and what to added mass, when considering the unsteady
load response of turbines. Carpenter & Fridovich (1953) introduced the
concept of an apparent additional mass, in order to model dynamic inflow
effects in the wake flow of a helicopter rotor. When a sudden change in pitch
is applied to the blades, the induced velocity begins to accelerate through
the rotor disc. This has been equated to the apparent mass of an impervious
circular disc accelerating in the flow. The apparent mass associated with
this disc is defined to be 63.7% of the mass contained within a circumscribing
sphere, i.e.:
ma = 0.637ρ
4
3
piR3 (1.5)
This value was selected based on the true added mass of a disc.
This concept was extended by several researchers (Sissingh, 1952; Loewy,
1957; Curtiss & Shupe, 1971; Pitt & Peters, 1981), in order to explain the
aerodynamic behaviour of helicopters during more complex manoeuvres.
The apparent mass concept is retained in the form of a diagonal matrix of
terms that defines the time lag of the inflow in three dimensions (Leishman,
2006). This type of unsteady wake model is often referred to as the General
Dynamic Wake model (GDW), the Pitt and Peters model, or the Peters
and He model (Peters & He, 1995), depending on the implementation. A
history of the method is provided by Peters (2009). The apparent mass type
model has been popular for describing helicopter aerodynamics due to the
robustness and speed of the method, however there has not been significant
research performed into the validity of the model for wind turbines, and by
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extension, tidal stream turbines (Leishman, 2006).
This technique remains popular for accounting for the dynamic inflow
effect due to its speed and its ability to be implemented easily in a blade
element code. For example, a widely used implementation for tidal stream
turbine analysis incorporates the 63.7% apparent mass term to account for
the inflow lag (Bossanyi, 2007).
Including both the added mass term, and the apparent mass term of the
GDW, Maniaci & Li (2011) computationally investigated the effect of a step
change in blade pitch for a tidal stream turbine. The true added mass term
was set to be that of a flat plate of infinite span. The authors found that
the thrust load was increased by 4% during the transient period after the
pitch change following the incorporation of the added mass term. This is
small but would not be insignificant for survival of extreme load scenarios.
1.5 Rotor analysis techniques
This section contains a discussion of the different techniques that can be used
to analyse the behaviour of tidal turbines. Much of the applicable research
can be drawn from investigations into helicopter and wind turbine aerody-
namics, as there are significant parallels with these devices. The methods
that are discussed here belong to four main categories: momentum and ac-
tuator disc analysis, potential flow methods, Navier-Stokes based CFD, and
experimental work. For each technique that is introduced, the applicabil-
ity of the method for describing added mass, dynamic inflow, and unsteady
effects in general is evaluated.
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1.5.1 Actuator disc and momentum theory
Actuator disc modelling of rotor hydrodynamics has its beginnings with
Rankine (1865) and Froude (1889), and it is based on the conservation of
mass and momentum through a representative surface. Burton et al. (2011)
and many others provide a review of the theory in the context of wind
turbines, and a short summary is presented here.
Consider the schematic of figure 1.2, which depicts a stream-tube of fluid
that passes through an energy extracting actuator disc. If the area of the
Actuator disc
Figure 1.2: Schematic of actuator disc concept.
stream-tube far downstream of the disc, has an area AW , the mass flow rate
through the disc can be given as
m˙ = ρUA = ρUWAW , (1.6)
where U is the velocity at the disc, and A is the area of the stream-tube at
the disc. The axial thrust developed is a result of the pressure difference
across the disc, and therefore can be computed using Bernoulli’s equation
along the central streamline, as
Fx =
1
2
ρA(U2∞ − U2W ). (1.7)
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Equating this thrust to the loss in axial momentum will result in the follow-
ing, after the substitution of equation 1.6
UW = (1− 2a)U∞, (1.8)
where a is introduced as the axial induction factor, defined as
a = 1− U
U∞
. (1.9)
Substitution of equations 1.8 and 1.9 into 1.7 will lead to the following
expression for the thrust coefficient
CT = 4a(1− a), (1.10)
and the power coefficient can also be expressed as
CP = 4a(1− a)2. (1.11)
Finding the maximum of this expression results in what is known as the Betz
limit: a theoretical maximum of power extraction from an isolated turbine.
One advantage of the actuator disc modelling approach is the simplicity
and speed it provides. Additionally the concept is easily extensible which
leads to a vast array of modelling techniques. For example, starting with
actuator disc theory, Whelan et al. (2009a) developed a correction for free
surface and blockage effects that are likely to be experienced by tidal turbines
in arrays.
By itself the capabilities of the actuator disc concept are limited, however
it can be combined with other more computationally expensive methods if
modelling the full geometry of a tidal turbine is not desirable. For example,
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Batten et al. (2013) combined the actuator disc concept with a RANS ap-
proach, and were able to demonstrate good predictions of the performance
of an experimental scale tidal stream turbine. The actuator disc was mod-
elled as a sink of both stream wise and rotational momentum inside a RANS
flow field. Additionally, turbulence source terms were included at the disc,
in order to represent the vortices produced by tidal turbine blades.
1.5.2 Blade element momentum method
The blade element momentum theory, or BEM, involves performing momen-
tum analysis on discrete rotor annuli, using knowledge of the blade section
aerodynamics to determine the loads. It is routinely used for the design of
wind and tidal turbines devices due to its low computational requirements,
and it is able to achieve satisfactory results for many applications.
In blade element theory, the rotor blades are considered to be made up
of many discrete two-dimensional sections, and the overall rotor loads de-
rive from the summation of all these elements. The airfoil section’s lift and
drag properties are used to determine the forces on each individual element,
and therefore any viscosity effects are included in the model at this point.
The value of results obtained from the application of a BEM model de-
pend heavily on the quality of the input section coefficients (Tangler, 2002).
The contribution of momentum theory comes from the need to define the
induced velocity, and hence the local angle of attack at each section. It
is assumed that there is no flow between the blade elements and therefore
three-dimensional effects are not naturally captured by BEM analysis. How-
ever there have been corrections developed to account for these factors, such
as the tip loss factor devised by Prandtl, described in Betz (1919).
The BEM method has been commonly used for wind turbine analysis,
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and is discussed by Leishman (2002) for this application. In recent years,
this method has also been applied to marine current turbines, due to the
obvious similarities between the two cases. Batten et al. (2008) developed
a BEM code for tidal power turbines, and have shown that the method is
successful at predicting the loads of a small scale turbine in experiments. GL
Garrad Hassan Ltd have also developed a BEM program for tidal turbine
analysis, based on their Bladed software for wind turbines (Bossanyi, 2007).
Barltrop et al. (2007) developed a BEM program that would model wave
interaction effects by incorporating linear wave theory into the method. It
appears to operate in a quasi-steady manner, with no wake correction of the
flow induction factors. In this form it was able to closely predict experimen-
tal results, taken at a range of flow speeds under 1.4ms−1, with the waves
having a height of 0.15m and a frequency of 0.50Hz.
Stall delay and dynamic stall models have been incorporated in wind
turbine BEM analysis in many cases (Leishman, 2006). These models may
prove to be applicable for the design of tidal stream turbines with BEM
methods. However it is not known to what degree the devices are designed
to operate in stalled condition, or near stall.
As detailed in section 1.4, the Pitt and Peters or GDW method for the
modelling of dynamic inflow effects has been incorporated into BEM meth-
ods in many cases. For example Snel & Schepers (1992) investigated the
dynamic inflow effect due to step changes in rotor loading. The BEM pre-
dicts load overshoots in this case, that are similarly seen in the experimental
data and with the application of a vortex method. However, the overshoot
does not reach the magnitude of the experimental data in the case of the
BEM method and conversely the vortex method appears to overestimate the
overshoot effect with respect to the experimental data. For analysis of tidal
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stream turbines, Whelan (2010) incorporated the Pitt and Peters model into
a BEM code, and was able to demonstrate a small amount of load overshoot
behaviour due to dynamic inflow. Additionally, the model was applied to os-
cillatory flow, and the dynamic inflow correction resulted in a forward phase
shift of the load, so that it was leading the velocity. However, no compar-
isons were made with what a quasi-steady model would predict. Suzuki &
Hansen (1999) demonstrated a BEM method with a GDW model applied
to unsteady wind turbine analysis, in an attempt to match the load of a
wind turbine undergoing step changes in blade pitch. Similarly to the above
implementations of the apparent mass lag approximation, the GDW under
predicted the overshoot of the measured data.
True added mass effects have also been analysed for tidal turbines with
the application of the BEM method. The research carried out by Maniaci
& Li (2011) used an unsteady BEM method for a tidal stream turbine,
which incorporated true added mass as well as the apparent mass method
for dynamic inflow. This showed that the contribution of the true added
mass to the overall thrust load was small.
The BEM method is useful as an engineering method, as it can predict
turbine loads with a high degree of accuracy given the appropriate input
coefficients. However, the BEM method lacks insight into the nature of un-
steady turbines wakes, and therefore was not considered in this investigation
of dynamic inflow effects.
1.5.3 Vortex and panel methods
The hydrodynamics of power generating turbines can be predicted using
inviscid potential flow methods, such as the vortex lattice method (VLM).
The VLM is an extension of the lifting line method, where instead of the
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blade being represented by a single vortex line, a grid of vortex segments is
used to represent the blades as a lifting surface. The wake of the turbine is
also formed as a sheet (lattice) of vortex segments, often thought of as many
vortex rings. The wake shape can either be predetermined, often called
a prescribed wake model, where the position of the elements in the wake
are based on semi-empirical rules. Alternatively, the wake elements can be
allowed to convect freely based on the influence of the induced velocity field.
This process of determining the wake shape is often termed a free wake, or
force-free wake method. The velocity induced by each vortex line is found
by applying the Biot-Savart law, and the need to compute this a substantial
amount of times equates to a somewhat large computational cost.
The VLM has been applied for the analysis of wind turbines. For ex-
ample Simoes & Graham (1992) described a free wake method that also
included a stall model. Their stall model, an extension of the research of
Parkinson & Jandali (1970), utilised source elements to model the separa-
tion, with onset defined by a critical angle of attack. Additionally, free wake
models that reduce the lattice on the blade to several segments of a single
vortex line have been implemented for analysis of both wind turbines and
helicopters, see Sant et al. (2006) and Bagai & Leishman (1995) respectively.
Rosen et al. (1990) developed a VLM for horizontal axis wind turbines.
In this method, the wake and blade vorticity distributions are first defined
using the results of a BEM method simulation. Subsequently, the wake
panels are deformed by relaxation steps, to eventually align with the local
flow velocities. The Joukowski equation is used for calculating the power
and thrust coefficients.
Panel methods have also been applied to marine propeller design, and
Hess (1990) gives an overview of these applications. Vortex panel meth-
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ods have featured in the analysis of tidal stream turbines, such as that of
Baltazar & Falca˜o de Campos (2008), which implemented a prescribed he-
licoidal vortex wake. However, this was restricted to steady flow.
Various techniques are used in order to improve the computational effi-
ciency of these methods. For example, Simoes (1991) divided the wake into
three regions, where the wake panels in the near-wake region were allowed to
move freely until they aligned with the local velocity field. The mid-wake sec-
tion consisted of wake panels that were frozen in place in a prescribed helical
structure, and therefore the position of these elements were not computed
at each time step of the simulation. The far-wake region was comprised of
a finite number of concentric cylindrical surfaces comprised of vortex ring
elements. Similarly, Pesmajoglou & Graham (2000) utilised a similar wake
scheme where the vortex panels would no longer move freely with the lo-
cal velocity after a certain distance downstream of the rotor was reached.
A wake panel merging procedure was also incorporated downstream of the
turbine, in order to reduced the number of elements in the simulation.
Along with VLM and panel methods, two-dimensional vortex methods
are another class of potential flow that can be used for the load prediction
of tidal stream turbines. For example, Johnson (2012), utilised a vortex
method to model the loading on a horizontal axis turbine, which agreed well
with a BEM method for the same case.
Unsteady modelling of tidal stream turbines was undertaken by John-
son et al. (2013) using a two-dimensional vortex method paired with an
actuator disc that acted as a momentum sink. The dynamic inflow effect
was examined for the case of an impulsively started turbine. Large thrust
load overshoots were predicted, and these results were matched well by an
experimental model which utilised a mesh to represent the actuator surface.
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Katz & Plotkin (2001) comprehensively describes the methodology for
creating an unsteady implementation of the VLM. Unsteady VLMs have
seen a variety of applications, especially in the analysis of wings and aircraft
(Katz & Maskew, 1988; Murua et al., 2012).
McCombes et al. (2011) have developed a novel computational method
for tidal turbine analysis, that includes a VLM to represent the blades of
the rotor, and the near wake. The vorticity is then passed into a finite
volume solution of the vorticity form of the Navier-Stokes equations, and
the corresponding wake panels are removed. The importance of dynamic
inflow effects was visible in the unsteady cases that were examined, however
it was thought that the inviscid nature of the solver led to over predictions
of the suction pressure on the airfoil compared with experimental data.
Dynamic inflow effects experienced by wind turbines have been investi-
gated using inviscid potential flow methods. Snel & Schepers (1992) used
an unsteady doublet element method to model a wind turbine in unsteady
flow situations, including step changes in pitch and step changes in flow
speeds. They suggested that dynamic inflow may be the underlying cause
of the load overshoots that were observed. Additionally, their results show
that a higher overshoot would be experienced by a turbine undergoing step
changes in pitch, as compared with the step change in flow. They suggested
that this could be related to variations in the dynamic inflow effect. The
numerical work compared well with a full-scale turbine that was performing
rapid changes in blade pitch, which also experienced load overshoots.
Pesmajoglou & Graham (2000) adapted an unsteady VLM in order to
model the unsteady load on wind turbines resulting from atmospheric tur-
bulence. In order to compute the long time scales required, the indicial
response method was used, which is where the time history of the VLM’s
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response to a delta function is convoluted with the desired input velocity
profile.
Because the computation of wake shape in unsteady flow is inherent
in the solving process, VLMs are able to contribute significantly to the
understanding of wake effects in tidal turbines. If the method applies a time
stepping free wake, then resolving unsteady effects such as dynamic inflow
and added mass requires no external input. Additionally, since VLMs are
three-dimensional, the geometric effects of the shed wake near to the trailing
edge of the blade, and the greater helical structure can be modelled.
1.5.4 Computational fluid dynamics
At the other end of the scale to actuator disc theory in terms of computa-
tional requirements are the computational fluid dynamics methods (CFD).
CFD based methodologies are not often applied for tidal turbine analysis
in industry due to their very high computational demands. To accurately
model the rotor in a typical implementation, the mesh has to be sufficiently
small around areas of interest to resolve small scale phenomena such as the
boundary layer near the blades. Some CFD methods can also suffer from not
being able to preserve concentrations of vorticity downstream of the turbine,
which would have an impact on the degree of dynamic inflow predicted.
Unsteady effects on tidal turbines have been investigated using the CFD
actuator disc method in several cases, where the actuator disc is used to
represent the turbine rather than the full rotor geometry. For example,
Gant & Stallard (2008) implemented a time-dependent simulation of marine
current turbine flow. They were able to demonstrate that the model can
capture the effect of large scale turbulent structures interacting with the
rotor wake, and how this produces greater wake mixing than is demonstrated
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in steady-state solutions.
Although computationally demanding, CFD simulations with fully re-
solved geometry can provide vital information into how tidal stream tur-
bines react to turbulence in the free-stream flow. This could be important
if the power production capability or the fatigue loads were affected, such
as in the large eddy simulation (LES) study performed by Churchfield et al.
(2011). This demonstrated that the positioning of a turbine in a channel
can significantly affect its efficiency.
Lee et al. (2013) found that for wind turbines, large scale turbulent struc-
tures have a significant effect on the fatigue loading of the turbines. This
analysis was performed using LES CFD coupled with a blade element code
that was used to represent the blades, where the aerodynamic loads from
the blade were transferred to the CFD flow field as a body force according
the method outlined in Sorensen & Shen (2002).
An example of a tidal stream turbine with fully resolved geometry mod-
elled with the LES method is provided by Afgan et al. (2012). The model is
able to retain the tip vortex structure of the wake several diameters down-
stream of the rotor plane. Strong interaction between these vortices and the
supporting strut is visible, indicating that the mast and other structures of
tidal turbines will have an impact on the wake behaviours, and therefore
potentially the dynamic inflow effect.
In the future, as adequate computing power becomes more readily avail-
able, it is expected that analysis of tidal turbines will move towards CFD.
However, as the following research involves relatively long time scale anal-
ysis and complex wake-rotor interactions, the computational cost of CFD
renders its use impractical at present.
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1.5.5 Experiments
The dynamic inflow effect was first investigated experimentally by Carpenter
& Fridovich (1953). The authors subjected a model helicopter rotor to
changes in collective blade pitch at several different rates, and large thrust
overshoots were observed.
One of the more important experimental studies of the dynamic inflow
effect, has been documented by Snel & Schepers (1992) and Schepers &
Snel (1995). What was particularly interesting in this experiment, was that
a step change in pitch would introduce a relatively higher load overshoot,
compared with what resulted from a step change in flow velocity. It was
postulated that this would be due to a difference in the dynamic inflow
effect between the two cases, however this was not elaborated on.
Wave loading experiments in a water tank were performed by Gaurier
et al. (2013) in order to assess how tidal stream turbine devices would be
affected by ocean waves. The results suggested that unsteady loads resulting
from the presence of surface waves could be a major driver of fatigue for tidal
stream turbines.
Recently, planar oscillation studies of tidal stream turbine models have
been performed experimentally in order to explore unsteady rotor loading
(Whelan, 2010; Milne et al., 2013b). Whelan et al. (2009b) performed inves-
tigations using the same recirculating water flume that formed the basis for
the experimental work contained in this thesis. A scale turbine was mounted
to a controllable carriage which was oscillated in the flow direction, in order
to investigate the dynamic inflow and added mass effects of a tidal turbine.
It was not possible for the carriage to be oscillated in a sinusoidal manner,
and therefore this behaviour was imitated with ramp movements. The phase
of the load led the oscillatory velocity by a small amount for the majority
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of the cases tested, suggesting that dynamic inflow and added mass affects
were minimal.
Similar unsteady experiments were performed by Milne et al. (2013b),
using a towing tank with the ability to control the rate of the tow in order to
model planar oscillatory flow. The constant rotation rate of the experiment
led to blade stall in the low tip speed ratio portion of the cycle in cases,
and dynamic stall behaviour was visible in the bending moment results.
Similarly to Whelan et al. (2009b), a small phase lead of the turbine load
was evident, and the authors attributed this to the dynamic inflow effect
rather than the added mass effect.
1.6 Thesis overview
The main objective of this research is to investigate the unsteady hydrody-
namics of tidal stream turbines.
Firstly, in chapter 2, the design of the oscillating turbine experiment is
outlined, including both the components that comprise the setup, and the
nature of the oscillatory experiments that were performed.
A primary purpose of the experimental work was its contribution towards
the verification of the numerical method, which is introduced in chapter
3. An unsteady vortex lattice method has been developed that is able to
analyse a large amount of unsteady flow cases. The development of the VLM
from potential flow theory is described, followed by a verification against
several standard models. Following this, some of the numerical efficiency
improvements that were incorporated are outlined.
The VLM was chosen for the numerical work as it is able to describe
the shape and strength of the turbine wake during the solution process.
Additionally, the wake effect can be isolated by calculating the influence of
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the wake lattice panels and disregarding the other sources. This allows for
a greater understanding of dynamic inflow than can be provided by other
methods.
Of special interest in this research was the difference in load overshoots
that have been observed between sudden changes in flow state, and sudden
changes in blade pitch angle. These effects have implications for fatigue
design considerations, and for maximum load cases during extreme weather
events. However, only the out-of-plane loads are discussed in this research, as
their greater magnitude makes them a more important determinant of design
to accommodate the aforementioned factors. The overshoot behaviour is
investigated and explained by building an understanding of dynamic inflow
effects with the VLM.
Following this, turbine response to planar oscillatory load is examined
both experimentally and with the VLM, and the degree to which the load
is in phase with the unsteady velocity is discussed, for a variety of cases.
Subsequently, the dynamic inflow and added mass effects are investigated
separately. The flexibility of the VLM allows for the removal of the dynamic
inflow effect, which is shown to affect the amplitude of the load in oscillatory
flow cases. The comparative magnitude of the true added mass is then
examined.
Following this, a modified form of Morison’s equation (Morison et al.,
1950) is used for a discussion on the relationship between oscillatory and
turbine angular frequency.
The final chapter presents the conclusions of the research, with sugges-
tions for further work.
46
Chapter 2
Description of Experiment
Experiments were performed using a scale turbine in a recirculating water
flume, in order to enhance the understanding of unsteady rotor behaviour.
Primarily, the tests were performed with the turbine oscillating sinusoidally
in the flow direction, over a variety of frequencies and amplitudes. In order
to oscillate the turbine, it was connected to a controllable carriage system
that could move along the flume in the stream-wise direction. Strain gauge
measurements were taken at the root of one of the turbine blades, and were
transmitted using radio telemetry. The nacelle of the turbine contained a
rotary encoder and a braking unit, and the nacelle was mounted to the
carriage using a cylindrical steel strut. The measurements were gathered
and recorded by a data acquisition system. A schematic of the experimental
setup is shown in figure 2.1.
The intention of the experiment was to gain an understanding of how
tidal stream turbines react to unsteady flow effects, by oscillating the turbine
in the flow. Planar stream-wise oscillation of the turbine is a simplified
representation of what might be seen for device scale conditions in the ocean,
and therefore the experiments may not be entirely characteristic of wave
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Figure 2.1: Schematic of experimental setup.
and turbulence induced loads. However, since the dynamic inflow effect
can be provoked using this method, the interpretation and analysis of these
factors is aided with a simplified methodology. Additionally, a primary
motivation for the experimental tests was to be able to provide comparisons
to the numerical work carried out using the VLM. The VLM allows for much
greater flexibility in terms of characterising some of the unsteady effects, and
especially the dynamic inflow effect, however it must first be shown to be
representative of a physical situation. The VLM is explained in more detail
in the following chapter.
Much of the experimental apparatus used, was that used in the research
of Whelan (2010), however several improvements were made. These ad-
vancements included the motion of the turbine, as previously the carriage
controller was only able to perform ramping movements. This lead to a time
history of carriage velocity that included pauses as the carriage changed di-
rection, and significant harmonics in the acceleration signal. For the work
described in this thesis, sinusoidal motion of the carriage was performed,
therefore removing unwanted harmonics.
Furthermore, strain gauge measurements were taken from the blade root
of the turbine itself rather than from the base of the supporting structure.
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This enabled measurements of the turbine thrust that are not obfuscated
by the behaviour of the unsteady flow around the nacelle, and somewhat
minimised the effect of system resonance.
The flume, the scale turbine, and the carriage system on which the tur-
bine was mounted are described in the following section, along with the data
acquisition methods and filtering processes. Additionally, relevant unsteady
parameters are introduced and compared to what is encountered by full tidal
stream turbine devices.
2.1 Flume
The experimental tests were carried out in a water flume, which is shown
in figure 2.2. The test section of the flume is 8m in length, and has a cross
section of 0.6m width and 0.7m height, although the water depth was set to
0.62m for the experiments detailed in this thesis, which was the maximum
possible water depth setting. There is a settling chamber upstream of the
test section, which incorporates a honeycomb mesh flow stabiliser. Down-
stream the flow is met by a diffuser which incorporates two sinks, linking
with the flow return pipe, which contains a single impeller to drive the flow.
The test section is constructed with glass walls and a floor, which allows
for a relatively unobstructed view of the test subject. The structure of the
flume is predominantly steel support beams, with the diffuser and settling
chamber being shaped with glass fibre reinforced polymer. The flume was
filled with mains water, and the density is assumed to be 1000kg/m3. The
flow speed was measured using an electromagnetic flow meter. Flow veloc-
ity calculations are performed by using this measurement, dividing by the
cross sectional area of the water in the test section. The majority of the
test cases were carried out using a flow velocity of 0.5ms-1, with additional
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Figure 2.2: The water flume in which the experiments were performed.
Reproduced from Assi (2009).
experiments performed at 0.4ms-1, matching those of Whelan (2010).
Assi (2009) investigated the quality of the flow in the flume, including
velocity measurements carried out using a hot-film probe. Figure 2.3(a)
shows a map of u/U∞ for a cross section of the flume, where u is the local
velocity measured by the probe. The map shown was considered to be
the worst example of flow irregularity for the flume, and was obtained at
a Reynolds number of 2.3×105, with the width used as the characteristic
length. A common feature of recirculating flumes is visible in the figure,
where there is higher flow velocity near to the bottom of the flume, which
is caused by the flow entering the settling chamber at the bottom of the
water column. This flow variation was deemed to be acceptable for the
experimental tests, and there were no attempts to accelerate the surface
flow. The near wall region of the flume profile was not captured in this study,
as the velocity probe retained a distance of 150mm from these boundaries.
The free-stream turbulence intensity of the flume was also examined by Assi
(2009), and this is depicted in figure 2.3(b). The turbulence intensity is
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defined as
TI =
√
u2
U∞
, (2.1)
where u is the fluctuating component of the free-stream velocity, U∞. The
(a) Stream-wise velocity contours, U
U∞ (b) Turbulence intensity,
√
u2
U∞
Figure 2.3: Profile of the flume as taken from Assi (2009), H is the height
of the test section, W is the width.
quality of the flow in the flume was considered to be acceptable for the
desired experimental tests.
2.2 Experimental Scaling
The experiment was designed to be a continuation and improvement on the
experimental work of Whelan (2010), and therefore the design and scaling of
the experimental turbine were kept constant for comparability. Important
parameters of the 0.2m radius model turbine are given in table 2.1, and
the arguments for the dimensions of the experiment are re-evaluated in this
section. Additionally, some of the important non-dimensional quantities
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relating to the experiment are displayed in table 2.2.
Table 2.1: Properties of simulated turbine
Number of blades 2
Diameter 0.4m
Blade minimum radius 0.052m
Blade profile NACA 6412
The blade chord dimensions and number of blades were influenced by
the Marine Current Turbines Ltd SeaGen device, which utilises two-bladed
horizontal axis turbines.
The experiment was designed so that sinusoidal oscillations could be ap-
plied to the turbine, and the exact nature of this is discussed in subsequent
sections. These oscillations are used as a simple approximation for the influ-
ence of both large waves on a turbine that is near the surface, and of large
turbulent structures. The flume equipment available did not allow for the
production of surface waves, however much can be learnt from studying the
response to planar oscillatory flow. Planar oscillatory flow has been used in
many cases to attempt to describe the response of structures to wave load-
ing, and it is assumed that the fundamentals of what can be learnt from this
experiment would still apply in more complex flow situations, (Sarpkaya &
Isaacson, 1981; Milne et al., 2013b).
McCann et al. (2008) investigated the wave conditions at an EMEC
test site, and suggested that an extreme, ten-year wave event could induce
a maximum flow speed twice that of the mean stream velocity. The most
commonly encountered wave pattern at the EMEC site feature a wave height
of 0.75m, with a period of 3.5s, and this condition was encountered 35% of
the time.
The flow conditions experienced by a tidal stream turbine are likely
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to be highly dependent on the site of installation (McCann et al., 2008).
Measurements collected using acoustic doppler current profilers by Li et al.
(2010) discovered a turbulence intensity of up to 20% for a site in East River,
New York. More recently, Milne et al. (2013a) examined acoustic doppler
velocimeter data and computed the turbulence intensity to be 13% during
the flood, and 12% during the ebb tide.
Table 2.2: Non-dimensional experimental quantities
Blockage ratio 0.35
Current Number 0 - 0.25
Froude Number 0.2
Keulegan-Carpenter number 0.07 - 1.5
Reduced frequency ≈ 0.08
Reynolds number 105
Tip speed ratio 6 - 10
The magnitude of the flow oscillations was represented in the experiment
by a range of oscillation amplitudes. An important non-dimensional param-
eter used for the description of oscillation amplitude is termed the current
number, defined as the ratio of the amplitude of oscillation in axial velocity
to the free-stream velocity:
CN =
ua
U∞
. (2.2)
Current numbers up to 0.25 were able to be reached using the experimental
apparatus, and therefore they are sufficient to model the full-scale turbine
environment.
The Keulegan-Carpenter number is an important parameter for describ-
ing the nature of the loads on submerged bodies subjected to oscillating
flow, and is given by
KC =
uaT
D
, (2.3)
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where T is the period of oscillation, and D is the diameter of the turbine.
The research of Milne et al. (2013a) and Whelan (2010) suggest KC numbers
in the range of 0.2 to 2 would be common for full-scale devices. This corre-
sponds to oscillation frequencies on the order of 1Hz for the scale turbine
used in this experimental work.
The blockage experienced by a turbine is an important factor influencing
the power and thrust that is produced, and it is defined as the ratio of the
swept area of the turbine, and the area of the flow in the channel. For power
generation, the blockage ratio can be artificially increased by using an array
of turbines in a channel rather than a single device. However there exists
a balance between the reduction in flow that results, and this is highly site
dependent (Vennell, 2013), (Draper et al., 2013). A turbine designed for use
in an array needs to take these effects into consideration, as for example,
the structural loads will be increased. The effect of turbine proximity and
blockage effects on tidal turbines was investigated by Whelan (2010), using
the same recirculating water flume as used for the experiments in this thesis.
The blockage ratio of the experiment was 0.35, which is comparable to what
could be expected in various array implementations of tidal stream turbines.
The Froude number is a non-dimensional parameter that describes the
importance of free surface and gravitational effects. It is defined as:
Fr =
U∞√
gz
(2.4)
Where g is the acceleration due to gravity, and z is the depth of the water
upstream of the turbine. The Froude number at the experimental scale has
been matched with what can be expected at full-scale, although this will
vary depending on the sites selected for tidal turbine power generation.
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The tip speed ratio of a turbine, or TSR, is an important quantity that
describes the ratio between the velocity of the blade tip of the turbine, to
the free-stream velocity of the flow. Tip speed ratios for tidal stream tur-
bines would vary depending on the design of the device, and would be in the
approximate range of 5-10. Full scale devices may have varying tip speed
ratios through an oscillation cycle in the event of a large wave passing, or if
the turbine was met by a large turbulent eddy. This becomes likely if a con-
stant rotational velocity is desired in order to simplify the operation of the
power electronics, while seeking to maintain a constant power frequency. In
this case, the turbine may employ control methods such as varying the pitch
in order to maintain the rotational velocity through turbulence structures.
For the experimental scale model the tip speed ratio varied between 6 and
10 during the oscillation experiments. This is discussed in more detail in
section 2.3.4.
The size of the scale turbine is largely governed by the size of the flume
available, and therefore it is orders of magnitude smaller than a full-scale
device. This leads to an unavoidably small Reynolds number, on the order of
105, in comparison to what would be experienced by a tidal stream turbine,
approximately 106. The unsteady effects of interest, that of dynamic inflow
and added mass are considered to be inviscid phenomena, and therefore it is
assumed that the Reynolds number discrepancy will not affect conclusions
made relating to them. Additionally, the Reynolds number is above the
value that would signify a transition to turbulent flow, which would be a
condition expected in a full-scale channel flow. Given this condition, it
is often accepted that differences in Reynolds numbers between full and
model scale is allowable, in the case where the Froude numbers are generally
matched (Myers & Bahaj, 2010).
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The reduced frequency of a blade section can be assumed to be
k =
cω
2Ωr
(2.5)
for a turbine at relatively high tip speed ratios, where c is the blade chord,
ω is the axial oscillation frequency, and Ω is the rotation rate of the tur-
bine. This leads to reduced frequencies on the order of 0.02 at the tip of
the blade for the scale turbine in the flume during the highest frequency
oscillation cases. Whelan (2010) notes that device scale tidal stream tur-
bines experience generally higher reduced frequencies across the span of the
blade. However, these values are typically in what is considered to be the
quasi-steady regime.
2.3 Turbine model
The turbine model used for the experiments consisted of a two-bladed rotor
hub with a radius of 0.2m, and a nacelle with a brake unit and rotary
encoder. This model is described in the following sections.
2.3.1 Rotor blades
The scale turbine featured a two-bladed rotor, with a blade profile that was
chosen to match the design created by Whelan (2010). The reason behind
this was that comparisons between the results could be completed with less
difficulty. However, a modified hub design was included for this experimental
work which necessitated an increased diameter, therefore the radius at the
root of the turbine is slightly increased. Whelan (2010) designed the blades
to have a chord distribution proportional to the radius at each section, and
a constant circulation along the blade span, as discussed in Burton et al.
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(2011). Considerations were made for the effects of a low Reynolds number
experienced by the turbine at model scale, resulting in an increase to the
chord of the blades. As the blade performance decreases at lower Reynolds
numbers, a higher rotor solidity is used in order to compensate, and therefore
achieve a more representative result. Rotor solidity is defined as the total
blade area divided by the swept area of the turbine.
The aerodynamic section used for the blade was a NACA 6412 profile.
This was chosen for its high lift to drag ratio, and the availability of experi-
mental data. Whelan (2010) details wind tunnel tests that were carried out
on this blade section, in order to determine the characteristics of this profile
at low Reynolds numbers. A plot of the lift and drag characteristics from
that research has been reproduced here as figure 2.4.
Figure 2.4: NACA 6412 polar plot. Reproduced from Whelan (2010).
Chord lengths and twist angles at several radii are given in table 2.3.
A three-dimensional model of the blade shape was created using a com-
puter aided design (CAD) software package. The profile of the blade at
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Table 2.3: Blade shape
Blade section Radius(m) Chord(m) Twist (◦)
1 0.052 0.077 26.76
2 0.06 0.083 23.05
3 0.07 0.071 19.46
4 0.09 0.056 14.32
5 0.11 0.045 10.86
6 0.13 0.038 8.38
7 0.15 0.033 6.53
8 0.17 0.029 5.09
9 0.19 0.020 3.80
10 0.2 0.010 3.46
a number of span-wise sections was defined and a spline interpolation of
the sections was then performed, to create a smooth blade design. From
this, a rapid prototyping machine, or 3D printer, was used to manufacture
the blades. The machine used was a Dimension BST, which is available in
the Aeronautics Department workshop facility at Imperial College London,
and the material used was an ABS plastic. The blades were lightly sanded
in order to remove any imperfections introduced by the rapid prototyping
process.
A hollow cylinder was present in the interior of the blade, which allows
for the insertion of a steel beam that is capable of carrying the load generated
by the turbine. The end of the beam near the root transitions abruptly into
a square section, and this was matched with a similar square segment of cut-
out in the plastic of the blades. This allowed the blades to be press fit onto
the the beam, therefore ensuring the blade pitch is at the correct setting.
If the aim were to perform experiments using a different blade pitch, a new
blade would have to be manufactured, and the desired pitch angle would be
represented in the hollow section of the blade, i.e. the square shaped hollow
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section that matches with the square blade beam. The hub end of the steel
beam is machined in such a way that it allows for straightforward mounting
on the hub, via bolting on to a similar steel section attached to the hub.
This detail of the hub connection is shown in figure 2.5.
Figure 2.5: Arrangement of the hub connection, strain gauges, and blade.
Not to scale.
An estimation of centrifugal force effects on the out-of-plane blade bend-
ing moment was performed, using the centre of mass information provided
by the CAD package. This was found to be negligible, due to a favourable
centre of mass position, light weight materials, and low relative rotation
rates.
2.3.2 Blade bending telemetry
The blade bending moment was measured using a strain gauge setup placed
at the root of the blade. Strain gauges were set to measure the out-of-
plane bending moment only, and therefore if the blade bending moment is
mentioned in this thesis, it refers to this direction. A full-bridge strain gauge
system was used, consisting of two strain elements on each side of the blade
beam.
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A Mantracourt Electronics T24-SA system was used for the strain gauge
amplification, and wireless transmission of the bending data, and this was
mounted inside the turbine hub, along with the required battery power. The
benefit of a wireless system is that it eliminates the need for a complicated
and often more expensive slip-ring setup.
Two antennae were fixed to the nacelle, which received the wireless sig-
nal, and was connected to the data acquisition unit. The antennae were
placed at the front of the nacelle, in order to minimise the transmission dis-
tance through water from the hub. The frequency of strain readings acquired
from this system was 200Hz.
The strain gauges were calibrated by mounting the blade beams in a
horizontal orientation, and hanging several measured weights from the tip.
From this, the linear relationship between the bending moment at the strain
gauge to the value reported by the telemetry system was found. It was
ensured that the ambient temperature during the calibration was the same as
what was experienced during experimental conditions, to eliminate thermal
effects.
The strain gauges required sealing for protection from the water while
they were submerged in the flume. Commonly available silicon sealants
often contain solvents which can damage the strain gauge wiring, therefore
the waterproofing of the strain gauge was determined based on the work of
Kuhtz et al. (1997), who investigated the issue of strain gauge mounting in
submerged conditions. From this, two potential materials were identified for
coating of the strain gauges in order to provide a sealing effect: TML W-1
microcrystalline wax, and TML N-1 neoprene rubber coating. Application
and reliability tests were performed using similar blade beams and a water
basin, and it was found that using the TML N-1 neoprene rubber material
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provided the most sound solution.
2.3.3 Hub
The hub body was machined from plastic, and included an interior region
for the electronics that was sealed using O-rings. A nose cone was attached
to the front of the hub body, in order to reduce hub drag, and this was
constructed from ABS plastic using a rapid prototyping machine.
As mentioned above, the hub was modified to a larger size than that
which was used by the previous researcher using this equipment. The mod-
ification was necessary in order to adequately house the electronics and
batteries that were contained inside the hub. Additionally, an increased size
allowed for a design that included a more robust sealing mechanism.
The blade beams were attached at the rear of the hub, and the strain
gauge wiring entered the hub interior via a small drilling, which was subse-
quently filled with the neoprene sealing material detailed above.
2.3.4 Nacelle brake unit and rotary encoder
The nacelle of the turbine used for the experiments included an electro-
magnetic brake unit, and a rotary encoder. This nacelle and the devices it
contains are identical to that described in Whelan (2010), and an analysis
of theses is provided in this section.
The electromagnetic brake unit allowed for application of a constant
torque to the shaft of the scale turbine, and the model used was designated as
ZF EBU250/1. The amount of torque supplied by the brake was controlled
by an electronic unit, on which there was a potentiometer switch that could
set the desired level. The application of torque was independent of the
turbine rotation rate.
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The rotational behaviour was captured by a Hengstler RI38 rotary en-
coder, which provides 100 pulses per revolution of the turbine shaft, along
with a reference pulse at a once per revolution interval. This pulse rate was
sufficient for locating the angular position of the turbine with high accuracy.
The antennae for the hub telemetry, the electromagnetic brake controls
and power, and the rotary encoder signal were all connected with wiring di-
rectly to the data acquisition unit. These cables excited the nacelle through
a seal on the top side, near where the supporting strut was attached.
Two lip seals were present between the housing of the electromagnetic
brake unit, and the rotor shaft, in order to waterproof the electrical equip-
ment inside the nacelle. These seals induced a sizeable amount of friction
into the rotational system. Additionally, the rotor shaft was hardened using
a heat treatment process in order to eliminate wear caused by the seals.
The housing for the aforementioned equipment was machined from alu-
minium, and the mass of the combined unit was 5kg. This housing was
covered by a plastic shroud that was created using the rapid prototyping
machine, and was in the shape of an ellipsoid in order to minimise drag.
When the turbine is oscillating in the flume, the rotation rate of the
rotor varied. This was due to fluctuations of power generated by the rotor
through the cycle, along with the constant torque braking behaviour, the seal
friction, and the rotational inertia of the system. Ultimately, these factors
caused a lag in the rotor rotation rate behaviour with respect to the carriage
oscillation velocity. An example of the turbine rotation rate behaviour is
depicted in figure 2.6, which shows four oscillations of the carriage, at a
frequency of 1Hz, and a current number of CN = 0.19.
Additionally, the turbine rotation rate expressed as the tip speed ratio is
shown in figure 2.6, where the flow velocity for the tip speed ratio calculation
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Figure 2.6: Turbine rotation rate is shown to lag the carriage oscillation
velocity.
includes the oscillatory velocity. It can be clearly seen that the TSR is
lagging the oscillatory velocity of the turbine. This is expected to have
implications for the results, especially if comparisons are to be made to
similar experiments where the turbine is held at a constant rotation rate
throughout the oscillations. This issue is discussed in more depth in section
4.2.
2.4 Controllable carriage
Along the top of the sides of the flume, there was an aluminium track on
which a controllable carriage could move This is visible in figure 2.2. The
carriage is connected to the driving motor via a belt system along one side of
the flume, and this motor is controlled using a Parker C3 Drive and control
system.
This section describes the setup and motion of the carriage system, as
63
0 1 2 3 4
6
7
8
9
10
T
S
R
Time (s)
TSR
Oscillatory velocity
−0.1
−0.05
0
0.05
0.1
O
sc
il
la
to
ry
ve
lo
ci
ty
(m
s
−
1
)
Figure 2.7: The tip speed ratio of the turbine is shown to lag the carriage
oscillation velocity.
well as the measurements that were taken.
2.4.1 Turbine mounting
A supporting strut was used to support the turbine in the flume. This strut
was a cylindrical piece of steel that was bolted onto the turbine nacelle,
and was clamped into a bracket, which was then subsequently bolted to the
controllable carriage. These features are visible in figure 2.8, which depicts
the turbine in operation in the flume. It can be seen in the figure that the
strut is positioned several diameters away from the turbine blades, in order
to minimise tower shadow effects.
In comparison to the experiments performed by Whelan (2010), the stiff-
ness of the strut used was increased, in order to raise the resonant frequency
of the system further above the frequencies of interest for the oscillation of
the turbine. The system resonance is discussed in more detail below.
In order to eliminate yaw from the turbine setup, the following steps were
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Figure 2.8: A picture of the experimental setup during operation in the
flume, showing one of the strut mounting points, and the turbine hub.
taken during the mounting of the strut to the carriage. The brackets that
fix the strut to the carriage were first attached to a horizontal surface, and
turbine and strut were then clamped to these brackets, with the turbine axis
aligned vertically. A flat bar in place of the turbine blades was then fixed to
the same attachment point, and a spirit level was used on this bar to ensure
the axis of the turbine was indeed accurately vertical. The strut remained
clamped in the same position onto the brackets, and therefore when the
strut and brackets were mounted vertically in the flume, the turbine was
free from yaw.
2.4.2 Strut strain gauge measurements
A strain gauge setup was placed on the strut, near to the mounting point
of the strut onto the carriage, in order to measure axial load generated by
the turbine during the experiments. Four strain gauges were used to create
a full bridge circuit, and the gauges were covered in neoprene waterproofing
material so that they would be protected in the event of splashing. Ampli-
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fication and DC shunt calibration was performed using a Fylde transducer
amplifier (FE-379-TA), and the output signal from this unit was connected
to the data acquisition module. A calibration process was performed in or-
der to accurately define the relationship between the bending moment and
the output signal. This was performed while the strut was mounted in the
horizontal position, as detailed in the above section, and known weights of
different sizes were hung from the end of the strut. The increased stiffness of
the strut did not preclude the ability to achieve strain gauge measurements
at a high signal to noise ratio.
It has been assumed that the thrust force generated by the turbine acts
along the rotational axis, and therefore can be directly calculated using the
bending moment as measured at this strain gauge. The distance between
the strain gauge on the strut, and the rotational axis of the turbine, was
approximately 0.4m.
2.4.3 Carriage motion
The carriage moved up and down the flume in the direction of the rotational
axis of the turbine, in order to simulate planar oscillatory flow. When the
carriage is moving in the direction of the free-stream flow in the flume, this
is considered to be a negative velocity. This notation has been chosen so
that positive velocity of the carriage can be thought of as an increase in flow
speed from the reference point of the rotor. The relationship between the
total velocity, U , the carriage oscillatory velocity, u′, and the free-stream
velocity U∞ is
U = U∞ + u′. (2.6)
Additionally, this relationship is included in the experimental schematic
depicted by figure 2.1.
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The motion of the carriage was controlled by feeding a sinusoidal voltage
signal to the Parker C3 Drive and control system. The amplitude of the
voltage signal relates proportionally to the amplitude of the carriage velocity,
and the frequency was matched by the control system. This voltage signal
was produced using a signal generator. The carriage oscillatory velocity is
u′(t) = uasin(2pift), (2.7)
where ua is the amplitude of the carriage velocity.
The ability to use a sinusoidal signal to dictate the carriage velocity rep-
resented an advantage over the related previous work performed by Whelan
(2010), who was only able to create ramping motions, due to the limitations
present in the carriage controller at that time. These ramp motions were
chained together in a form that approximated sinusoidal behaviour, how-
ever significant harmonics in the acceleration signal were present as a result.
Given that one aim of this work is to investigate the phase of the thrust
load created by a turbine, and effects such as dynamic inflow, eliminating
unwanted harmonics in the acceleration signal is desirable, and was achieved
using the new control system.
The amplitude of the carriage motion was limited by the characteristics
of the turbine. At higher current numbers the turbine would often stall when
the carriage reached maximum negative velocity, i.e. reducing the apparent
velocity of the turbine due to movement in the free-stream direction. This
was exacerbated by the rotation speed of the turbine being reduced in this
portion of the oscillation cycle.
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2.4.4 Carriage velocity measurements
The control system reported the position of the carriage in the form of a
linear encoder signal, which was interpreted by the data acquisition system
in order to record the motion of the carriage. An example of the carriage
motion that can be achieved has been shown in figure 2.6. In this example
the carriage is oscillating at 1Hz, with a velocity amplitude of 0.09ms−1.
The motion that can be achieved by the control system is a near perfect
sinusoid, and will be assumed to be sinusoidal for much of the analysis in
this thesis.
2.5 Cavitation considerations
There is potential for cavitation to occur when tidal turbines are operating
near the surface of the water. The onset of cavitation is caused by the local
fluid pressure falling below the vapour pressure of the fluid. As the tips of
tidal-stream turbines experience the highest velocities, and operate closer to
the surface, it is here that cavitation could occur.
The cavitation number at the tip of the turbine, σ is defined as
σ =
p− pv
1
2ρ(RΩ)
2
, (2.8)
where pv is the vapour pressure of the fluid.
The cavitation number for the scale turbine operating in the flume was
5.5, under the assumption that the angular velocity of the rotor is at a
maximum of 30rads−1, and that the atmospheric pressure is 101 325Pa.
For simplicity it has been assumed that there is no pressure contribution
from the hydrostatic pressure introduced by the depth of the turbine under
the surface. This cavitation number is well above the critical value for
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airfoil bodies operating in water (Wiggert & Potter, 2002), and therefore it
is assumed that the experimental results were not affected by cavitation.
2.6 System resonance
The natural frequency of the strut system was determined by exciting the
system with an impulse force. This was performed while the turbine was
submerged in water, to account for any added mass effects. The resulting
strut bending response was recorded, and the power spectral density, PSD, is
shown in Figure 2.9. It can be seen that the natural frequency of the system
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Figure 2.9: PSD of experimental system.
is approximately 15Hz This is above any of the frequencies of oscillation
performed in the experiments, the highest of which being 3Hz.
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2.7 Signal processing and filtering
All of the signals were processed by a data acquisition system, and no real
time filtering was performed on the data. The strain gauge signal from the
strut was sampled at 2kHz, and the blade root strain gauge signal at 200Hz
via the radio telemetry system.
The above section detailed the resonant behaviour of the experimental
system. In figure 2.10 the power spectral density is shown for both the strut
strain gauge signal and that of the blade root strain gauge, for an oscillation
experiment performed at a frequency of 0.6Hz. Clearly, in both signals the
oscillation frequency is the most dominant, as would be anticipated. The
system resonance at 15Hz can be clearly identified in the strut strain gauge
signal.
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Figure 2.10: PSD for both the strut and the blade bending moment signals.
The carriage oscillation frequency is 0.6Hz.
The frequencies that appear between that of the oscillation, and that
of the resonance, are at the blade passing frequencies of the turbine during
operation. The blade passing frequency varied throughout the cycle, due
to the changing rotation rate behaviour discussed in section 2.3.4. The
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appearance of the blade passing frequency in the blade bending moment
signal suggests that the uneven flow distribution in the flume was having an
influence, and varying the load on the turbine blades through the rotation
cycle.
Filtering was performed in order to eliminate the effect of the blade
passing frequency, the strut resonance, and the signal noise from the data.
A low pass Butterworth filter was used on each signal of interest, and the
filter was applied in both the forward and reverse directions in order to
conserve the phase of the data. A portion of the time history of the load
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Figure 2.11: A comparison of filtered and unfiltered data from the strut
strain gauge. The carriage oscillation frequency is 0.6Hz and CN = 0.19.
showing the difference between the filtered and unfiltered signal is shown
in both figures 2.11 and 2.12, representing the strut bending moment and
blade bending moment respectively. The experimental oscillation frequency
is the same for that shown in the spectral density above, (figure 2.10).
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Figure 2.12: A comparison of filtered and unfiltered data from the blade
root strain gauge. The carriage oscillation frequency is 0.6Hz and CN =
0.19.
2.7.1 Steady results
Experimental tests at steady-state were performed with different levels of
braking torque applied, in order to vary the rotation rate of the turbine.
From this, the characteristics of the rotor over a range of tip speed ratios
can be determined. The blade bending moment coefficient results are shown
in figure 2.13 below.
At lower tip speed ratios than what is displayed in the figure, the turbine
entered a level of stall that stopped the rotation. Due in part to the friction
in the rotational system, the turbine was not self-starting. If the current
number was set at too high a level during the oscillation experiments, the
turbine would stall during the lower overall velocity part of the cycle, and
would not restart during the part of the cycle with maximum velocity.
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Figure 2.13: The bending moment coefficient (eqn. 1.4) as a function of
tip speed ratio for the experimental turbine.
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Chapter 3
Vortex Lattice Method
3.1 Background
A numerical method for determining the loads on a tidal stream turbine,
termed the vortex lattice method (VLM), has been developed for the inves-
tigations detailed in this thesis. The VLM is a three-dimensional potential
flow solution, and for this research, an unsteady version has been imple-
mented. As a potential flow model, the VLM provides a purely inviscid
and incompressible description of the flow. However, this does not restrict
the ability of the VLM to provide insight into the effects of unsteady flow
encountered by tidal turbines, as dynamic inflow and added mass are not
primarily governed by viscous effects, and tidal stream turbines will most
often not be operating in a stalled condition.
The blades of the turbine are replaced by a lattice or grid of vortex
elements situated on the camber surface, therefore the method can also be
termed as a surface-singularity method. The geometry of the wake forms
as part of the solving process, and the wake is also made up of a lattice of
vortex ring elements.
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The VLM is suitable for this work, as it not overly computationally
expensive in comparison with CFD methods, therefore it allows more eas-
ily for unsteady simulations of a time length equivalent to several seconds
at full-scale. Additionally, there is a modelling advantage over other com-
monly used turbine analysis techniques such as the blade element momentum
method. Of particular importance is that the wake geometry is simulated
as part of the VLM solving process, and this is especially important for
uncovering the dynamic inflow effect, as the influence of the wake can be
isolated and examined.
The following sections describe the theory of potential flow models for
lifting bodies, followed by how these can be formed into a numerical method
for turbines, and the implementation of the unsteady VLM as used for this
research is explained.
3.2 Theory of potential flow for lifting bodies
This section outlines the theory of the potential flow methods, and the
derivation of the equations for a lifting body is described.
In potential flow theory, the flow is considered to be irrotational and in-
compressible, and the fluid motion can be described by the Laplace equation
∇2Φ = 0, (3.1)
With Φ representing the potential function of the flow. Considering a
body submerged in fluid, with a known surface boundary SB, depicted two-
dimensionally in Figure 3.1. V is the flow region of interest, and n is the
normal vector of SB, directed into the body. As detailed by Katz & Plotkin
(2001), the application of Green’s theorem results in a general solution to
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Figure 3.1: Two dimensional schematic of the problem.
equation 3.1
Φ(x, y, z) =
−1
4pi
∫
SB
[
σ
(
1
rP
)
− µn · ∇
(
1
rP
)]
dS + Φ∞, (3.2)
where σ and µ represent the potentials from a source element a doublet
element respectively. Φ∞ is the free-stream potential, and rP is the distance
from the body to a point of interest in V .
Knowing that source terms can be used for describing bodies with thick-
ness, and doublet terms can be used for lifting terms, equation 3.2 can be
rewritten as
Φ(x, y, z) =
1
4pi
∫
body+wake
µn·∇
(
1
rP
)
dS− 1
4pi
∫
body
σ
(
1
rP
)
dS+Φ∞. (3.3)
To work towards a unique solution, boundary conditions must be applied,
in addition to some other physical considerations. A Neumann boundary
condition, or zero flow normal condition, can be expressed as
∇(Φb + Φ∞) · n = 0, (3.4)
and is specified on the boundary SB. Equation 3.4 introduces Φb as the
perturbation potential contribution of the integral terms in equation 3.3.
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A second boundary condition that needs to be applied is that the dis-
turbance of the flow due to the body’s motion must diminish with distance
rP = (x, y, z):
lim
r→∞∇Φb = 0. (3.5)
However, this condition is natively satisfied by both doublet and source
elements, as the velocity fields decay as r approaches infinity.
The substitution of 3.4 into 3.3 gives the following
{
1
4pi
∫
body+wake
µ∇
[
∂
∂n
(
1
rP
)]
dS − 1
4pi
∫
body
σ∇
(
1
rP
)
dS +∇Φ∞
}
·n = 0.
(3.6)
This equation holds for any point on the surface SB. However, this formu-
lation is not unique for lifting cases, and additional physical considerations
must be specified.
To ensure a unique solution for the flow on an airfoil in inviscid flow, the
Kutta condition needs to be satisfied (Basu & Hancock, 1978). The Kutta
condition states that the flow must leave the trailing edge of the airfoil in
a smooth fashion, and is based on physical considerations. The pressure
difference between the flows originating from either side of the airfoil at this
point is zero. Further discussion on the Kutta condition and how it applies
to the unsteady numerical method is contained in the following section.
3.3 Numerical implementation for a turbine case
In this implementation of the vortex lattice method, the turbine blades are
assumed to be thin airfoils, and are represented by a lifting surface. In other
words, the panels are placed on the camber line of the blade.
Because of the camber line representation, the source terms in equation
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3.6 are not required, reducing it to
{
1
4pi
∫
body+wake
µ∇
[
∂
∂n
(
1
rP
)]
dS
}
· n = 0. (3.7)
Since this equation applies to any point on the surface SB, it can be applied
to a certain number of selected points on the surface. The blade surfaces
are now divided into a number of rectilinear panels, and the points, termed
collocation points, are placed in the middle of these panels. This will allow
for the reduction of the equation into a system of linear equations that can
be solved numerically. At this stage, it is important to note that the velocity
Figure 3.2: A quadrilateral doublet element is equivalent to a vortex ring
element.
induced by a quadrilateral doublet panel of constant strength, is equivalent
to the velocity induced by a vortex filament that traces the edge of this
panel (Lamb, 1993), with strength Γ = µ. Figure 3.2 shows this concept
with a pictorial representation. One key attraction of using the vortex ring
as the potential element is the ease of which it can be implemented in a
programming method. Additionally, the Kelvin condition is automatically
satisfied by the use of vortex ring elements.
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3.3.1 System of equations
Each vortex ring has a collocation point placed at its centre, and the zero
flow normal requirement specification of equation 3.4 is enforced at each
collocation point, as shown in Figure 3.3. The normal vector is determined
Figure 3.3: The vortex rings’ collocation points and normal vectors.
by taking the cross product of the two vectors that represent the diagonals
of the panel that link the opposite corners.
The panels are considered to form a two-dimensional array, with sub-
scripts i and j. Subscript i will be used to indicate incrementing panels in
the chord-wise direction; and j, the span-wise, or radial direction. These
subscripts and the directions they correspond to are explained pictorially in
figure 3.3.
The equation that is formed at each collocation point, consists of four
parts:
(vcollocation) · n = (v∞ + vblade + vwake − ΩRc) · n (3.8)
Where v∞ is the velocity due to the free-stream, vblade is the velocity due to
the bound vortex segments on the blade, and vwake is the induced velocity
from the wake vortex panels. The final term is the incident velocity due to
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the turbine rotating at speed Ω, with the collocation point at a distance Rc
from the axis of rotation. The velocity terms from the vortex segments on
the blade and in the wake are calculated by applying the Biot-Savart law
∆q =
Γ
4pi
dl× r
r3
. (3.9)
Where ∆q is the induced velocity vector at the point of interest, dl is the
length of the vortex segment, and r is the vector from the segment to the
point of interest, of length r. It can also be expressed following the notation
of figure 3.4 as
q =
Γ
4pi
r1 × r2
|r1 × r2|2 r0 ·
(
r1
r1
− r2
r2
)
, (3.10)
where P is the point of interest, and r1 and r2 are the vectors from the
vortex segment r0 to the point. Clearly, the Biot-Savart law is singular at
Figure 3.4: The Biot-Savart law, and the influence of a vortex segment.
r = 0. Vortex lattice methods often account for this using various vortex
core models, and this is discussed in section 3.3.6.
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At each collocation point, vblade from equation 3.8 is given by
vblade =
n∑
i=1
m∑
j=1
AijΓij , (3.11)
where Aij is called the influence coefficient, which is the velocity component
normal to the panel on the collocation point due to unit strength vortex
ring ij. Calculating Aij requires four calculations of the Biot-Savart law,
as there are four vortex segments for each vortex ring. Γij is the unknown
circulation strength of panel ij, and vblade is made up of the product of
these two quantities, for all n×m panels. Where n is the number of vortex
panels in the chord-wise direction, and m is the number of panels in the
radial direction.
Solving for vcollocation = 0, equation 3.8 can now expressed in terms of
all panels:

A1,1 A1,2 A1,ij · · · A1,n×m
A2,1 A2,2 A2,ij · · · A2,n×m
Aij,1 Aij,2 Aij,ij · · · Aij,n×m
...
...
...
. . .
...
An×m,1 An×m,2 An×m,ij · · · An×m,n×m


Γ1
Γ2
Γij
...
Γn×m

=

RHS1
RHS2
RHSij
...
RHSn×m

(3.12)
where RHSij = (ΩRcij − v∞ − vwake) · nij . The matrix on the left hand
side is called the influence coefficient matrix, and it is a function of the
blade geometry and discretisation only, and therefore does not need to be
inverted more than once, if the blade is considered to be rigid and does not
change shape during the solving process. The numerical implementation
of the matrix inversion is carried out using the LAPACK DGESV routine.
The quantity vwake is determined at the collocation points by scanning all
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the vortex rings that make up the wake, and performing the Biot-Savart
equation on the vortex segments. At each time-step, the wake position and
strength may change, and this process is described in Section 3.3.3 below.
The result of this is that the RHS is redetermined for each time-step.
3.3.2 Vortex ring positioning
As mentioned above, the vortex ring elements are positioned along the cam-
ber surface of the blade.
The placement of the panels themselves follows a cosine distribution
in the span-wise direction, and a half-cosine distribution in the chord-wise
direction. They are distributed in this manner, as there is a greater gradient
of circulation near the roots, tips, and leading edge of the blades. Therefore,
more panels are required to resolve these regions accurately.
3.3.3 Time-step and unsteady free wake
The next step in the VLM is the time-stepping procedure, involving the
iteration and development of the wake panels. The time-step for each simu-
lation is determined based on the grid size and the incident velocity on the
blade, with the intent that the wake panels are of comparable size to the
trailing edge blade panels. Given that the blade incident velocity at each
section is dependent on the radius, it was decided that the reference blade
panel size would be that of the trailing edge panel at the 75% span point.
A row of vortex rings are released from the trailing edge of the blade
at every time-step, thus forming the wake of the turbine simulation. These
newly shed wake panels are given the same circulation strength as the rings
on the trailing edge of the blade lattice at the previous time-step. For
example, the system depicted in Figure 3.5, has just released a wake panel
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with strength Γt1 , which was the circulation strength of the trailing edge
panel at the last time-step. The trailing edge panel has had its circulation
recalculated in the current time-step to be Γt2 .
Applying these circulation strengths to the wake panels as they are re-
leased enforces the Kutta condition for the unsteady case (Katz & Maskew,
1988). It is thought that this application of the Kutta condition is debat-
able for highly unsteady flows, however it is considered satisfactory at the
low reduced frequencies that are evaluated in this thesis (Sarpkaya, 1989)
(Commerford & Carta, 1974).
Rather than a prescribed wake, where the wake panels follow an explicitly
defined shape, the wake panels in this numerical implementation are force-
free. This is often termed as being a free wake method, and this means
that pressure continuity is maintained across the wake panels, and that
they propagate tangentially to the flow velocity. In order to move the wake
panels at each time-step, the velocity at each node is calculated due to the
influence of the free-stream, the bound vortex rings on the blades, and the
other wake panels. The displacement in each time-step is then determined
using the first-order Euler method, and this is also depicted in figure 3.5. It
is possible in the VLM code that has been developed to substitute the Euler
method for a Runge-Kutta method at the expense of computation speed,
however the first order Euler scheme provides adequate accuracy (Rusak
et al., 1985). Figure 3.5 shows one trailing edge vortex ring on a cutaway
section of the blade, and the wake panels that have streamed from this panel
after two time-steps. The first wake panel of the simulation which is at the
greatest distance downstream, is shown to have the circulation strength that
the blade panel at the trailing edge had at time t = 0, and it is given the
notation Γt0 in this example.
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Figure 3.5: The ejection of vortex rings from the blade to form the wake, a
cutaway showing one trailing edge panel and two time-steps of wake.
At this stage, the numerical process of determining the blade circulations,
and the shape of the wake has been fully described. A three-dimensional
representation of the method is given in figure 3.6, where the vortex segments
that make up the panels of the lattice are shown as the dark lines. This
image depicts a simulation of a two-bladed turbine, however one blade and
its associated trailing wake has been removed from the image for clarity.
The shading of both the blade and the wake is a representation of the
panel circulation strengths, and therefore a high gradient in the shading is
an indication of high strength vortex segments. This high gradient is most
visible near the leading edge and the tip of the rotor blade, as would be
expected.
A starting vortex has formed at the trailing end of the wake, as the
unsteady VLM has been started impulsively. It can be also be seen that tip
roll-up is captured by the free-wake properties of the method.
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Figure 3.6: Three dimensional representation of the vortex lattice method.
Three or four chord lengths into the trailing wake from the trailing edge
of the blade, a reduction in the wake circulation strength is visible over a
short period. This signifies the effect of the opposite blade’s starting vortex,
as it passes close to the blade that has been left visible in this image. The
high back flow generated by the starting vortex had reduced the circulation
of the blade during this time, and therefore the trailing wake circulation was
correspondingly weaker. This behaviour is an example of dynamic inflow,
and will be discussed in more depth in section 4.1.
The number of panels displayed in figure 3.6 is not representative of the
level of discretisation used to generate results for this research. Rather, the
computer used to display and generate this three-dimensional rendering had
limited memory available, and no attempt was made to reduce the memory
requirements for displaying a large simulation.
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3.3.4 Loading calculations
The three-dimensional force on each element is determined using the fol-
lowing vector formula, which is an unsteady form of the Kutta-Joukowski
theorem (Pesmajoglou & Graham, 2000):
∆Fij = ρ
{
4∑
s=1
(
vsij × δlsijΓsij
)
+
(
∆Γij
∆t
∆Sij
)
nij
}
. (3.13)
Where the summation term represents the four vortex segments around each
panel ij, with velocity vsij computed at the centre of each vortex segment
as the sum of the free-stream velocity, the effect of rotation, and the influ-
ence of the wake and blade panels. Γsij is the circulation strength of each
vortex segment with length δlsij . The second term is the unsteady compo-
nent of the force, with ∆Sij representing the panel area. This force acts
in the direction of the panel normal nij . ∆t represents the time-step used
in the numerical procedure, and ∆Γij is the difference between the panel
circulation strength in the current iteration, to the same panel’s circulation
strength in the previous time-step.
This method differs from what is described in Katz & Plotkin (2001)
for the determination of the blade loading. Simpson et al. (2013) conclude
that the Kutta-Joukowski method converges more quickly with increasingly
fine blade discretisation, otherwise there are no significant difference in the
resultant overall load.
3.3.5 Computational procedure
A summary of the computational procedure is shown in the flow chart of
figure 3.7, and the language of implementation for this method was C++.
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The flow chart shows that the influence coefficient matrix is not recomputed
at every time-step as it will remain constant for a rigid rotor geometry. How-
ever this is not the case if there is a change in blade geometry (i.e. warping)
during the solve, and in these instances the matrix will be recomputed.
Figure 3.7: Flow chart representing the computational procedure of the
vortex lattice method.
The computational loop will keep repeating until the desired amount of
simulation time has been reached.
3.3.6 Vortex core model
With examination of the Biot-Savart law, it is clear that the vortex rings
are singularities, which needs to be accounted for in the VLM. This can be
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done by applying a cut-off radius, which is a lower limit to which the Biot-
Savart law will be applied to a point. Numerically this means that when
applying the Biot-Savart law to a point, it will be first checked to determine
whether or not it is above the cut-off radius in distance away from the vortex
segment of interest. If it is at a distance larger than the cut-off radius, then
the simulation proceeds in the usual fashion, otherwise that vortex segment
will be ignored from the velocity calculation at that point. This method will
be referred to as the cut-off method.
Alternatively, a viscous core approximation can be used which eliminates
the singularity at the vortex segment by incorporating a velocity distribution
similar to a Rankine or Lamb vortex into the solution (Baron et al., 1990).
One such viscous approximation, as used by Pesmajoglou & Graham (2000)
and Scully (1975), defines a modification factor fc to the velocity induced
by a vortex core as
fc =
h2
2 + h2
, (3.14)
where h is the distance between the point of interest and the vortex line, and
 is the core radius which needs to be specified. Sarpkaya (1989) provides
an overview of the application of viscous core approximations to vortex
methods. These viscous core approximations can be extended so that the
core grows depending on its age. The physical reasoning behind a core
growth model is so that it can account for diffusion of the wake vorticity
with the age of the wake Numerically, it provides increased stability in the
free wake. Leishman (2006) discussed this concept with respect to helicopter
tip vortices, and Baron et al. (1990) implements a vortex lattice model with
a core growth scheme.
In the implementation of the unsteady VLM described in this thesis, the
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cut-off method has been used, with a value for the cut-off radius set only as
a check for singularity. It appears that the use of a viscous core is mainly
applied as a method of stabilising the numerical procedure when iterating
the vortex panels in the free wake. The cut-off method will result in small
amount of instability in the geometry of the free wake downstream of the
turbine, i.e. some points of the wake may move in a non-physical manner,
especially in the wake roll-up areas, where the vortex lines become closely
located. However, these instabilities have no effect on the wake induced
velocities as measured at the plane of the rotor, as the method is non-
sensitive to small geometry variations several diameters downstream of the
turbine.
3.4 Verification and validation
This section describes the efforts made in order to demonstrate the ability of
the VLM to effectively describe the flow situations discussed in this thesis.
Initially, the VLM will be compared to a similar implementation, to verify
that the method is working as intended. Thereafter, the ability to describe
unsteady aerodynamic behaviour is analysed, and also, the ability of the
VLM to describe the behaviour of turbines. Finally, the VLM will be applied
to the experimental work detailed in the previous chapter.
3.4.1 Mesh independence
Firstly, the discretisation step of the VLM is analysed, to see whether or
not convergence is achieved with increasing number of vortex panels. The
coefficient of power and coefficient of thrust for a turbine given arbitrary
geometric parameters is displayed in figure 3.8, for an increasing number of
panels per blade. The aspect ratio of the vortex lattice discretisation was
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set to match the blade aspect ratio as closely as possible, for this example
and for the simulations used to generate the results of this thesis.
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Figure 3.8: Convergence of VLM with increasing number of panels.
It can be seen that the thrust and power behaviour of the turbine con-
verges relatively quickly with an increasing amount of panels. Given that
the time-step is a function of the flow properties and grid discretisation in
this implementation of the VLM, the independence of the time-step value
was also ensured for each case using the same process. For the research that
is documented in this thesis, over 70 panels per blade were used for each
simulation, unless otherwise specified.
3.4.2 Flat plate, steady-state
For a simple flat plate case, the VLM has been compared with “Tornado”,
which is a VLM program developed for aircraft wing design, authored by
Melin (2000). Tornado is implemented in MATLAB software, and it operates
as a steady-state solver.
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Figure 3.9 shows the comparison of lift and drag coefficients between
the VLM and Tornado, for a flat plate wing case, with an aspect ratio of
8, at increasing angles of attack. 70 panels were used in each case. The
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Figure 3.9: Comparison of the lift and drag coefficients computed by the
VLM and by the Tornado program.
very slight discrepancies that are noticeable between the results could be
caused by different mesh generation schemes used to panel the flat wing. To
generate the figures, Tornado was using a full cosine distribution in both the
chord-wise and span-wise directions, whereas the VLM was using a cosine
distribution span-wise, and a half cosine chord-wise. The close agreement
provides confidence in the construction of the VLM implementation.
3.4.3 Comparison with Theodorsen’s theory
The VLM needs to be able to accurately model unsteady flow behaviour.
Of particular interest in this study of dynamic inflow, is how the feedback of
the wake circulation affects the blade loads. Theodorsen’s theory provides a
solution to the unsteady load of an oscillating airfoil, given the assumption
of inviscid, and incompressible flow (Theodorsen, 1935).
The VLM has been compared with the analytical solution provided by
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Theodorsen’s theory, in order to verify the capabilities of the method for
unsteady flow. For this example, an airfoil is considered to undergo pure
pitching oscillations, at a reduced frequency of 0.1, and the amplitude of the
pitch oscillation is 4 degrees. The free-stream velocity U∞, is set to ms−1,
with the chord of the turbine also set to be 1m.
The aspect ratio of the VLM was set to be very large (AR > 200) This is
because the analytical solution is two-dimensional, and this would minimise
the influence of the tip effects. Additionally, the loading evaluation of the
VLM was performed at the middle of the wing, i.e. equation 3.13 was
evaluated using the vortex panels at the centre of the blade only.
The VLM wake panels were set to move with free-stream flow velocity
only, with no influence of the other wake panels or the blade panels. This
type of wake, where the convection is restricted to the free-stream velocity,
will be referred to as a non-free wake, or a frozen wake.
The result of this comparison is given in figure 3.10, which contains the
results of the lift coefficient as a function of angle of attack, plotted in the
form of hysteresis loops.
The VLM is shown to agree well with the analytical solution. The theory
developed by Theodorsen assumes that the wake trails from the airfoil as
a planar sheet, yet the VLM will have a slightly three-dimensional wake in
this case. This is due to the wake panels being initially positioned at the
trailing edge of the airfoil, the vertical position of which will be oscillating as
the pitch changes. This three-dimensional effect may have caused the slight
discrepancy.
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Figure 3.10: Comparison of the VLM with Theodorsen’s theory for pure
angle of attack oscillations. k = 0.1
3.4.4 Comparison with BEM for turbine performance
The blade element momentum method is widely used for the analysis of
rotors, and applies to both wind and tidal stream turbines. It has been
shown to describe the loads on turbines with reasonable accuracy for many
cases. The blade element method was described in section 1.5.2, and that
methodology has been used to create a blade element solver.
In this section, the results generated for the loads on a turbine are com-
pared with that described by the blade element momentum method. The
intention of this comparison is to verify the VLM’s ability to correctly model
the wake of the turbine. For example, does the induction factor generated
by the momentum method compare with the wake induction of the wake
comprised of vortex panels.
The BEM method requires the input of blade section characteristics, the
lift and drag coefficients, in order to compute the turbine loads. For this
comparison, inviscid thin airfoil theory coefficients were assumed, and the
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Figure 3.11: Comparison of the VLM with the BEM method for the test
rotor geometry version 1. Coefficient of thrust over a range of tip speed
ratios.
slope of the lift coefficient with angle of attack was set to be 2pi. The drag
coefficient for the airfoil was set at zero, which is a common assumption
in blade element momentum codes, based on the arguments of Wilson &
Lissaman (1974). When matching an inviscid method such as the vortex
lattice method, this is more specifically applicable. Prandtl’s tip loss model
was kept as part of the blade element momentum code for this case, as the
tip loss effect is expected to be represented by the vortex lattice method.
The same number of blade sections were used in the BEM method, as there
were span-wise panels in the VLM.
The rotor design chosen for the comparison between the two methods
was kept simplified, and no optimisation attempts were made in order to
increase the efficiency of the turbine design. The blade had a radius of 1m,
and the root was at a radius of 0.3m. The span-wise chord distribution
varied inversely with the radius, and the chord at the tip was arbitrarily set
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Figure 3.12: Comparison of the VLM with the BEM method for the test
rotor geometry version 1. Coefficient of power over a range of tip speed
ratios.
to be 50mm. There was no camber in the blade section.
Figures 3.11 and 3.12 depict the comparison of the thrust coefficient and
power coefficient respectively, between the BEM method and the VLM. The
coefficients are well matched over a wide range of tip speed ratios.
A different rotor design was also used for a comparison between the
BEM method and the VLM, in order to determine whether the loading
predictions would be affected by rotor geometry. For the different geometry,
a twist angle of five degrees was added to every blade section. Thrust and
power coefficients over a range of tip speed ratios is shown in figures 3.13
and 3.14 respectively, for both the BEM method and the VLM. In this
configuration the rotor transitions into a power and thrust generating mode,
as the rotation rate increases. However, this is shown to have no effect on
the similarities of the predicted results.
In conclusion, the VLM has been shown to accurately model a variety
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Figure 3.13: Comparison of the VLM with the BEM method for the test
rotor geometry version 2. Coefficient of thrust over a range of tip speed
ratios.
of cases. Firstly, a verification was performed against Tornado, another
common VLM implementation. Following this, the VLM was shown to
accurately model both unsteady and rotational behaviours accurately. The
ability of the VLM to predict the experimental results is examined in the
following section.
3.5 Modelling the experiment
The VLM that has been developed has been shown to reliably predict in-
viscid flow behaviours accurately. This section discusses the applicability of
the VLM to the modelling of tidal stream turbines. However, the main focus
of this section is the comparability between the experimental work and the
numerical.
The VLM has been directly compared with the steady-state experimental
results taken with a free-stream velocity of 0.5ms−1, which were described in
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Figure 3.14: Comparison of the VLM with the BEM method for the test
rotor geometry version 2. Coefficient of power over a range of tip speed
ratios.
section 2.7.1. The out-of-plane bending moment coefficient for the two meth-
ods is plotted against the turbine’s tip speed ratio in figure 3.15, for a range
of turbine rotation speeds. The experimental results show a much higher
bending moment than that predicted by the vortex lattice method, which
is to be expected given the blockage ratio of the turbine in the recirculating
water flume. Also shown on the figure is the experimental bending moment
results with a blockage correction applied. A modified Maskell blockage cor-
rection factor (Maskell, 1963) has been studied by Ross & Altman (2011),
and following the methodology therein, an estimate of the Maskell blockage
factor has been calculated to be 1.65 for the experiment. The blade bending
moment and tip speed ratio are modified according to
CMy(corrected) =
CMy
m2
, (3.15)
TSR(corrected) =
TSR
m
, (3.16)
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where m is the blockage correction factor. The results of the blockage cor-
rection compare very well to the study of blockage on a nearly identical
experimental apparatus by Whelan (2010).
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Figure 3.15: Bending moment coefficient comparison between the VLM and
experimental results, over a range of tip speed ratios.
The experimental data corrected using this method shows reasonable
agreement with the VLM bending moment predictions.
The experimental work of this research is primarily concerned with the
modelling of oscillatory flow, and the VLM will be used to provide enhanced
insights into this area. A comparison of oscillatory results generated both
experimentally, and as computed by the VLM is depicted in figure 3.16, as
a function of oscillatory velocity. The current number depicted was 0.19,
with an oscillatory frequency of 1Hz.
As introduced in the discussion of the turbine brake unit above, the
rotation rate of the turbine varies significantly during the oscillation exper-
iments, and this needed to be emulated in the vortex lattice method. In
order to do this, the oscillation amplitude and rotation rate data collected
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Figure 3.16: Normalised blade bending moment as a function of oscillatory
velocity, comparison of experiment to vortex lattice method. CN = 0.19,
U∞ = 0.5ms−1, f = 1.0Hz.
from the experiment was saved, and then later used as an input to the vortex
lattice method. For example, at every time-step of the VLM, the rotation
rate and position of the turbine was determined based on the simulation
time, by an interpolation of the experimental data.
The blade bending moment data has been normalised for the compar-
ison shown in the figure, in order to eliminate the load offset between the
experiment and the VLM.
Reasonable agreement in the oscillation behaviour of the two methods
is visible, the most noticeable difference is the larger load amplitude shown
for the VLM simulation results. It can be seen that the load is out of phase
with the oscillatory velocity for both methods, and the degree to which the
load lags the velocity is matched satisfactorily by the VLM. The difference
in the load amplitude may be due to the low Reynolds number observed
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in the experiment affecting the relative lift performance of the airfoil over
the cycle. Additionally, the dynamic inflow effect may be influencing the
amplitude behaviour of the VLM simulation, and this is discussed in detail
in section 4.2.3.
There are several other factors that are not modelled by the vortex lattice
method, compared with what is present in the experiments, and with what
could be expected for full-scale tidal stream turbine devices.
The effects of viscosity are mentioned above in the context of the low
Reynolds number experienced by the turbine blades in the experiment, how-
ever other factors, such as the skin friction drag has not been accounted for
in the vortex lattice method. Additionally, the structure of the tip vortices
trailing from the blades may dissipate more quickly in the presence of tur-
bulent fluctuations, therefore the VLM may be over predicting the strength
of the wake near the tip region of the turbine. Furthermore, no incident
turbulence has been modelled with the vortex lattice method, whereas the
survey of the flow quality of the flume demonstrated significant turbulence
was present for the experimental work.
The VLM has not modelled the supporting strut that was used to posi-
tion the turbine in the flume, therefore any tower shadow effect due to the
strut has not been demonstrated. Similarly, the hub has not been incorpo-
rated in the VLM, and therefore the flow features near the root of the blades
would not have been fully captured. The experimental turbine has a large
diameter, relative to the turbine size, as visible in figure 2.8, therefore this
may constitute a significant amount of the modelling error. However, it is
typically found that the blade root region does not contribute as much to
the thrust loads of the tidal turbines, and most definitely does not affect the
bending moment to a large degree, which would be a primary design consid-
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eration for full-scale devices. Another geometrical modelling improvement
that could be made, would be to incorporate the thickness of the blades,
rather than situating the vortex panels on the camber surface.
Although not modelled with the experiment, tidal stream turbines may
experience flow reversal situations. For instance if a large surface wave were
to pass over the turbine during a period of slack tide. The VLM has not been
developed with the capability to model this type of flow situation, for two
reasons. Firstly, because this would likely involve stalled flow, and no stall
model has been included in this VLM implementation. Secondly, the VLM
is unlikely to respond well to flow reversal, as the vortex element interactions
that would occur when the wake lattice passes through the blade lattice, are
likely to be highly non-physical.
Despite these limitations, there are several benefits to using the unsteady
VLM for this research. The dynamic inflow effect is a result of the unsteady
development of the turbine wake, and the unsteady VLM is able to model
the wake shape and strength as part of the solution process. Additionally,
it is easy to use the VLM to isolate the influence of the wake, by performing
the Biot-Savart law process on the wake lattice by itself. This allows for
a straightforward identification of what role the wake development plays in
the unsteady response of the turbine.
As oppose to experimental work, much more control over the parameters
of interest is available with the use of a numerical method, for example, the
rotation rate behaviour of the turbine can be easily defined, in addition,
non-physical flow situations can be examined, such as impulsive changes in
the collective blade pitch.
Furthermore, the VLM is a medium fidelity approach which requires
much less computational effort than other established numerical methods
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such as CFD. This grants the ability for unsteady simulations to be per-
formed that cover several seconds of rotor operation with less processor
power.
For these reasons, and due to the predominantly favourable verification
that has been demonstrated in this chapter, the VLM was deemed to be
highly suitable for modelling tidal stream turbines in unsteady flow.
3.6 Computational efficiencies
Although much less so than CFD, the VLM can be computationally expen-
sive, especially when large unsteady simulations are required, for example
modelling the flow produced by a low frequency oscillation of a tidal stream
turbine over several periods. The application of the Biot-Savart law on ev-
ery wake vortex segment is the main cause of the large computational times.
The iteration and convection of the wake points at each time-step is approx-
imately an O
(
N
)2
process, with the number of wake panels increasing at
every time-step.
This section details the various methods that were used in order to im-
prove the efficiency of the method.
3.6.1 Vortex segment representation
When using the VLM for determining the velocity at a point the Biot-Savart
equation is typically applied from every vortex panel. Given that the vortex
panels both on the blade, and in the wake are adjacent, this would mean
that the influence of a vortex line on the point is computed twice, although
it is likely to be at a different strength each time.
For the work described in this thesis, an intermediate step was performed
before any calculation of the influence of the wake or blade panels. In
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this step, the strength of the vortex line that exists between each panel
is computed, using the difference of the circulation strength of the panels.
After this point, the vortex lattice is now no longer considered to consist of
ring elements, but as a network of single vortex segments. Therefore, when
calculating the influence of the lattice on a point, the contribution of each
segment would now only be computed a single time. This vastly increases
the calculation time, especially when there is a large amount of points at
which the velocity needs to be determined.
3.6.2 Mid wake
Section 3.3.3 describes the movements of the free wake in the vortex lattice
method. The movement of the wake panels at each iteration is determined
by an Euler time-stepping scheme, based on the velocity at each point of
the wake panel. To determine the velocity at each point, the influence of
the blade and wake panels is taken into account as well as the free-stream
velocity.
A distance downstream of the rotor on the order of one or two diameters,
the movement of the wake points no longer takes into account the influence
of the other vortex panels on the wake and the blades. Therefore they
move with the free-stream velocity only. This method of iterating the wake
panels is referred to as the frozen wake, or non-free wake method. This
eliminates a portion of the computational cost of surveying the entire wake
and blade lattice using the Biot-Savart law. At this distance downstream
of the turbine, the accuracy of the wake geometry is no longer essential
for computing the loads on the blades, due to the inverse squared relation
ship of equation 3.10. Therefore there is very little penalty for a large gain
in computational efficiency. Additionally, the interaction of the free wake
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elements tends to lead to small numerical instabilities as they come into
close proximity, and the freezing of the wake panels mitigates this effect.
3.6.3 Far wake
Even further downstream of the rotor plane there is very little need for
accurate wake geometry, yet there would be a large amount of calculations
performed computing the influence of these far away panels on the turbine
blades. For the VLM used in this research, a wake panel merging scheme was
applied, in order to eliminate vortex panels from the far wake, and alleviate
this issue. When the wake panels reach a distance on the order of three or
four turbine diameters downstream of the rotor plane, an entire row of wake
panels is merged into one larger panel. The position of the merged panel
is based on the position of the outermost and innermost panels of the full
wake, i.e. the outer points of the wake panel will correspond to the tip wake
panel in the previous row. The circulation strength of the newly merged
panel is calculated based on panel area averaging as
Γresultant =
n∑
i=1
SiΓi
n∑
i=1
Si
, (3.17)
where Si represents the area of each panel to be merged, and Γi are their
respective circulation strengths. These merged panels move with the free-
stream velocity in the same manner as the frozen wake panels.
As an example, a 6.3s steady flow simulation of the turbine described
in section 3.4.4 was performed both with and without the panel merging
scheme. The use of the panel merging reduced the simulation time by 50%,
while the thrust load was within 0.0001% of the non merging value.
104
3.6.4 Parallelisation
The VLM lends itself well to parallelisation. This is because each induced
velocity calculation, or influence of the vortex lattice calculation, is inde-
pendent.
OpenMP type parallelisation has implemented to the VLM described
above. OpenMP is a software API that supports multithreading, using a
shared memory model. Each thread would be given a portion of the wake
lattice in which to iterate the Biot-Savart equation over, and the amount of
concurrent threads is dependent on the number of processors available. It
was found that the VLM scaled approximately proportionally to the amount
of processors used, and the parallelisation was especially effective during
longer simulations.
The end result of all the numerical improvements was a vastly more
efficient program, coming at little cost to the accuracy of the method.
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Chapter 4
Results and Discussion
This chapter contains an investigation into the response of tidal stream tur-
bines to unsteady flows, with dynamic inflow effects as the main focus. Both
the experimental work and the vortex lattice method outlined previously
have been used for this discussion. The manifestation of dynamic inflow is
demonstrated through impulsive rotor loading changes, and oscillating flow
cases.
4.1 Impulsive step change investigations
This section investigates the unsteady loading of a rotor undergoing step
changes in pitch, and step changes in free-stream velocity. Although not
representing a practically obtainable scenario, the instantaneous changes al-
low for a simplified representation of unsteady flow, while also providing
insights into unsteady rotor effects. The step change cases are able to pro-
voke the dynamic effects of interest, while elucidating the analysis as much
as possible. The study of step changes in rotor loading was first consid-
ered by Carpenter & Fridovich (1953) for helicopter applications. For wind
turbines, there have also been investigations into step-wise loading changes,
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and all are able to demonstrate a response with significant load overshoots
(Bierbooms, 1992; Schepers & Snel, 1995). The greater magnitude of the
load overshoot transient in the blade pitching case, compared with the flow
increase case, has also been noticed in experiments and modelling of wind
turbines (Snel & Schepers, 1992) with the justification being attributed to
dynamic inflow effects. A more detailed analysis of this is provided in the
following section.
The analysis in this section has utilised the unsteady vortex lattice
method. The rotor profile used for these numerical investigations is the
same as that used for the experimental work of this thesis, and is described
in section 2.3.1. Note that a camber line representation of the blades sec-
tions is used, and that there is no hub or tower shadow represented in the
simulations. Therefore, the rotor is isolated from other influences. For the
first example, a sudden pitch change of −2◦ is applied, resulting in an in-
crease of rotor thrust. This is compared to an increase in the free-stream
flow speed, by a factor of 1.09. This latter value has been chosen in order
to match the absolute thrust generated by the rotor in the pitch change
case, once all transients have diminished. The summary of these changes is
depicted in figure 4.1.
TR, or rotational time, is a non-dimensional time unit used in this section.
It is defined in equation as
TR =
tΩ
2pi
. (4.1)
The step changes in rotor loading are applied at time TR = 0. Tip speed
ratio is initially set at TSR = 5, and the rotation rate of the rotor remains
unchanged in both cases. Examination of tip speed ratio effects is completed
in a subsequent section.
For the vortex lattice implementation, a steady-state with a fully de-
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veloped wake was reached initially, which required approximately 4-5 TR.
Subsequently the computational state of the simulation is saved, and from
this the two separate cases are spawned, which eliminates the need to re-
compute the initial wake development for each case.
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Figure 4.1: Step wise rotor state changes.
The development of rotor thrust after these changes is shown in figure
4.2. Thrust values have been normalised around the initial absolute thrust
value. Initially obvious is the load overshoot change in both cases, which is
in agreement with previous studies on this area. The load overshoot in the
pitch change case is significantly higher than that of the flow change case,
and this is of particular interest. The profile of the transients appear much
the same in the two cases, but differ largely in magnitude. Explanations for
this phenomena are offered below.
There are several other features of note in figure 4.2. At time TR =
0 in figure 4.2, a spike in the rotor thrust for the pitch change case can
be observed. This is a product of the sudden change in blade circulation,
and how it is treated by the time stepping equations of the VLM, and the
resultant unsteady force term in 3.13. This spike occurs for every flow
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Figure 4.2: Comparison of rotor thrust for a step change in pitch and a
step change in free-stream velocity.
simulation involving an impulsive change in rotor state. However it is most
visible for the pitch change in the aforementioned figure. The magnitude of
the spike for the flow change is smaller and obscured by other features of
the figure. Therefore, the instantaneous blade circulation change is less for
this case.
Two other important features can be identified building up to, and then
following on from, the initial load overshoot. When a regular wing in level
flight undergoes a step change in angle of attack, there is a characteristic
transient build-up in the lift, as is commonly described by Wagner’s function
(Wagner, 1925). This effect is caused by the growth and convection down-
stream of the vorticity in the wake, and the corresponding build-up in wake
circulation. Similarly, this trait is paralleled by the build-up to the load
overshoot in a step-wise increase of rotor loading. The situations are highly
comparable, the main difference being geometrical; the starting vortex and
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wake convect helically away from the blade in the rotor case.
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Figure 4.3: Step change in pitch, a closer look at the transient thrust load.
After the load overshoot, there are several dips in the load, which have
a step-like quality. This feature is accentuated in figure 4.3, which shows
the same data, but with a focus on the load overshoot. Tellingly, these dips
occur around or before TR = 0.5, TR = 1, and TR = 1.5, corresponding to
the blade passing period on this two-bladed turbine. They are caused by the
presence of the starting vortex, and the higher strength trailing wake passing
subsequent blades. The large dip at TR = 0.5, is the first occurrence of the
higher strength wake from the opposite blade, coming within proximity of
the other. For this case, subsequent dips occur at every half revolution of
the wake. The effect diminishes as the wake builds up to the final strength
asymptotically, and therefore the thrust load settles to a new steady-state
value.
A three-dimensional representation of this step change example is de-
picted in 4.4. The image was captured one half rotation after the pitch
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Figure 4.4: Three-dimensional representation of the impulsive pitch change
case
change was applied to the turbine. Sections of the wake lattice have been
removed for clarity.
The wake is rolling up in the span-wise direction at the position corre-
sponding to where the pitch change occurred. This may have been caused by
the initial positional offset occurring when the trailing edge of the blade was
rotated. Or alternatively by the variation in wake panel circulation strengths
across this region. Also visible is the numerical instability of the free wake
elements, which can be recognised as the regions in the wake roll-up that
become more chaotic, as oppose to the smooth wake panel development seen
elsewhere. In regions where bunching of the wake segments occurs, the high
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velocities induced by the vortices produces this effect. It is assumed that
the geometry fluctuations of this scale will not influence the rotor loading
from that far downstream of the turbine.
An explanation for why there is a larger overshoot for the pitch change,
becomes clearer after an examination of the wake induced inflow. By scan-
ning only the wake vortex segments of the simulations using the Biot-Savart
law, the induced velocity due to the wake can be isolated. Figures 4.5 and
4.6 depict the wake induced velocity, after the step change in rotor loading.
The values of the induced velocity are shown for different radial distances
along the blade, and the measurements are taken at the blade collocation
points. The induced velocity value cited is the mean value at that radial
section, taking into account every collocation point at that radius. The col-
location points were chosen as the reference points for these measurements
because they are the positions on which the non-penetration boundary con-
dition is set. Note that a positive value for induced velocity, corresponds to
a direction against the free-stream velocity.
Figure 4.5 shows the induced flow development at the tip of the blade, for
both the pitch change and the flow change. Again the values are normalised,
setting the initial value with matching rotor state, to 1. The occurrence of
the dips at every half rotation in the thrust loading, is mirrored in the graphs
of the wake induced velocity. Noticeable peaks of induced flow occur at these
points, most prominently during the first encounter of the starting vortex,
at TR = 0.5. Figure 4.6 depicts the induced flow data as above, except
is measured at a mid-blade collocation point. Similar trends are visible
between the two figures, although the offset between the induced velocities
is markedly higher in the tip measurements. Immediately for the pitch
change, the induced velocity at the blade tip is higher, and this is a result
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Figure 4.5: Induced flow development, at radial section r/R = 0.98.
of a change in circulation distribution, or a change in blade loading. As a
result of the geometry change, and effective onset velocity angle changes,
the blade loading is now biased towards the tip in the pitch change case,
despite resulting in the same rotor thrust overall. Thus the wake vorticity,
and tip vortex, is stronger at the blade tip for the pitch change case, hence
the corresponding, higher overall induced velocity.
However, after full development of the wake, at TR ≈ 4, the induced
velocity is overall higher for the pitch change case, at all blade sections.
This is to be expected from a simple examination of the expression for the
thrust coefficient from axial momentum theory:
CT = 4a(1− a), (4.2)
where CT is the turbine thrust coefficient and a is the induction factor
(the factor relating the wake induced backflow velocity to the free-stream
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Figure 4.6: Induced flow development, at the blade mid section.
velocity). This can be rewritten in terms of thrust load:
Fx = 2ρU
2
∞a(1− a) (4.3)
Now, matching the thrust loads of the two cases, with the pitch change
case retaining a velocity of U∞, and the flow change case having its velocity
increase by a factor f , leads to
U2∞ap(1− ap) = (fU∞)2af (1− af ). (4.4)
Where ap and af are the new axial induction factors for the pitch change
case and flow change respectively. It is clear that for this situation, where
the flow has been increased for one case, the pitch change case must show
a relative increase in induction velocity in order for the thrust loads to be
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matched in steady conditions, i.e.
U2∞
(fU∞)2
=
af (1− af )
ap(1− ap) . (4.5)
Snel & Schepers (1995) are also able to show, using a linearised expression
for the induced velocity on a blade section, that a relatively small change
of induced velocity is to be expected after a step increase of the free-stream
velocity.
Given that the pitch step change case results in a higher wake induced
velocity, going from the initial rotor state to the final rotor state results
in a greater variation of wake strength. In the transition period between
states, the rotor after the pitch change is observing a comparatively lesser
inflow strength, than the flow change case. Therefore, given that the rotor
thrusts become matched once a steady-state is reached, the pitch change
rotor would experience a higher relative loading during the initial transient
period, and thus the higher load overshoot is observed.
If the turbine were to go to a reduced thrust loading, via a positive blade
pitch motion and a decrease in free-stream velocity, analogous trends would
be expected. The normalised thrust loading for this situation is depicted in
figure 4.7. For this simulation, a pitch change of +2◦ has been applied to a
turbine in steady-state conditions. An additional simulation was then run
with a step change to a reduced flow velocity, in order to reach a state of
matching thrust load. It can be seen that the evolution of the thrust loading
shares many of the same features as for the positive step cases.
The above has explained the commonly observed result of a higher load
overshoot in a pitch case, as compared with a change in free-stream velocity.
However, questions remain regarding the influences of other factors. For ex-
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Figure 4.7: Comparison of rotor thrust, reversed step change cases.
ample, the loading distributions have changed, and the tip speed ratios have
differed following the increase of onset velocity. These points are addressed
in the following analysis.
A VLM simulation with a flow increase of a high enough magnitude
has been performed, in order to match the induced flow magnitude of the
original pitch change simulation. The point of comparison for the induced
velocity measurement, was near the tip of the blade, and the flow factor
increase required to obtain the matching value, is 1.2. The development of
the induction velocity is depicted in figure 4.8, which shows the matching
induced velocity at the end of the simulation. The turbine thrust loads
for these two simulations are shown in figure 4.9. As expected for this
example, the step-wise increase in flow velocity results in a higher thrust
after the transients have settled. Despite this, the relative magnitude of the
thrust load overshoot is comparable to that for the step-wise pitch decrease
simulation.
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Figure 4.8: A VLM simulation, matching wake induced velocity near the
tip.
Simulations have been performed in a similar manner to the above, how-
ever rather than matching the induced velocity at a point along the blade,
the sectional thrust has been matched. The sectional thrust is defined as
the thrust generated from vortex segments at one radial position only. The
purpose of this is to examine whether or not the matching of overall rotor
thrust has a large influence in the behaviour that has been observed, as
opposed to any other measure of equivalency in the final state. Similarly to
above, the step change in flow was set so that the thrust force corresponded
to that of the change in pitch, once steady-state was reached. This required
a flow increase factor of 1.08, with the matching radial section of the blade
located at rR = 0.6. The induced flow as measured at the mid-blade for these
simulations is shown in figure 4.10, and the behaviour is highly similar to
the induced flow development depicted in figure 4.6. Therefore, it appears
that matching the thrust at a mid-blade segment as opposed to the overall
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Figure 4.9: The thrust load comparison, for a simulation with matched
wake induced velocity after a step change in loading.
thrust, results in similar dynamic inflow effects.
As has been discussed, the differing loading distributions may play a large
part in the comparability of the overshoot behaviour for the step-wise pitch
change case and the step-wise flow change case. After a pitch change, if one
were to ignore wake induction effects, the angle of incidence has increased
by a constant factor along the entire span. Conversely, in a flow change case,
the angle of incidence increase is a function of the radius at each section of
the blade, resulting in a different loading distribution. This may be a factor
in the overshoot phenomenon.
In an attempt to qualify this difference, the VLM has been used to
perform a simulation where the pitch change varies depending on the blade
radius, by a factor that attempts to match the angle of incidence increase
that a flow change would produce. This is a case that would typically not be
possible physically, as the blade is essentially flexing and changing geometry.
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Figure 4.10: Induced velocity as predicted by vortex lattice simulations
after matching the thrust generated by a mid-blade segment only.
However, one benefit of numerical modelling with the VLM is that it allows
non-physical geometry changes to be modelled. After this type of pitch
change, the influence coefficients needed to be recalculated, as the blade
panels no longer held the same relationship to each other.
The resultant thrust loads for this situation are shown in figure 4.11, and
the equivalent flow increase of the radial pitch change was 1.03. This method
of flexing the blade did not have an affect on the relative load overshoot
behaviour. It therefore appears that the momentum theory reasoning is still
apparent, i.e. the induced velocities are higher once steady-state is reached
for the pitch case, and therefore necessitating a higher load overshoot in the
intermediate period.
Investigations discussed above have involved comparing turbines that
transition via different step changes, either a pitch or flow change. The
result of this is that the turbine states are different in some way, whether
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Figure 4.11: Comparison of rotor thrust for a step change in free-stream
velocity, matched by a combined pitch and twist operation.
or not induced velocity or thrust is chosen as the variable that is matched
once a steady-state is reached.
Simulations have been undertaken in which the rotor states are identical
after both the pitch and flow changes. In order to do this, a matched thrust
state, involving a decreased flow velocity for one simulation, and a positive
pitch in another, is used as the starting point. This starting point can be
recognised as the end state shown in figure 4.7. From these rotor states,
changes are applied in the simulations, in order for them to arrive at an
identical state, with each simulation experiencing the same rotor geometry
and flow speed. The thrust development for these VLM simulations is shown
in figure 4.12. It can be seen that despite identical states being applied at
TR = 0, there are noticeable differences in load overshoots, primarily due to
dynamic inflow effects.
Figure 4.13 shows the inflow at the tip of the blades for the two cases.
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Figure 4.12: Thrust load as predicted by vortex lattice simulations that end
at identical turbine states, following a step-wise flow velocity and pitch
changes.
Following time TR = 0, the induced velocity from the wake takes longer to
reach its final strength in the pitch case. This is due to the lower initial
wake strength, which can be seen in the figure.
The above section has shown the differences in dynamic inflow develop-
ment for a variety of cases. The use of the vortex lattice method was critical
to provide these insights, due to the ability to isolate the wake influence.
There were no attempts to mirror this study in the experimental setup due
to the limitations of the equipment.
4.2 Sinusoidal Oscillations
Investigations of unsteady loadings due to sinusoidal velocity oscillations
have been carried out, both experimentally and with use of the VLM. The
experimental techniques and equipment used has been detailed in chapter
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Figure 4.13: Induced velocity as predicted by vortex lattice simulations that
end at identical turbine states, following a step-wise flow velocity and pitch
changes.
2. It is of interest to determine the load response to a planar harmonic flow
oscillation, as it is an elementary form of unsteady forcing, and therefore
allows for a clearer discussion of unsteady effects. Additionally, the response
of a tidal stream turbine to a sinusoidal oscillation could be used as a first
approximation to incident velocities caused by large waves.
4.2.1 Oscillation experiments
To provide an example of the oscillating carriage experiments, the blade
bending moment coefficient for an experimental run is shown in figure 4.14.
For this case, the carriage is oscillating at 1Hz, and the mean rotation rate
of the turbine is 20.5rads−1 The rotation rate varies with an approximate
amplitude of 5rads−1, for reasons explained in section 2.3.4.
Alternatively, the experimental tests can be presented in the form of
hysteresis loops, as a function of carriage velocity, u′, as this allows for
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Figure 4.14: Experimental turbine bending moment coefficient. Response
to a carriage oscillation frequency of 1Hz.
easy identification of loads out of phase with velocity. Figure 4.15 depicts
the blade bending moment coefficient, against the velocity of the carriage
oscillations, for three different frequencies, all sharing a current number of
0.19. Arrows placed on figure 4.15(a), indicate the direction of the bending
moment around the hysteresis loop. The higher frequency case shows the
bending moment to lag the velocity over the entire oscillation cycle, with the
phase of the lag decreasing with decreasing carriage frequency. There is no
discernable phase lag for the experiment with a Keulegan-Carpenter number
(KC) = 1.1. All experiments reaffirm that the load component in phase
with acceleration is small. This relationship between oscillation frequency
and bending moment lag, parallels the similar experimental studies of Milne
et al. (2013b). However, in the results presented in this thesis, there are no
characteristics in the load hysteresis that suggests that the turbine undergoes
stall during the cycle, as opposed to what was seen in that research. The
lack of stall in the oscillation studies of this research is primarily due to
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(a) KC = 0.23, (f = 1.0Hz)
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(b) KC = 0.39, (f = 0.6Hz)
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(c) KC = 1.1, (f = 0.2Hz)
Figure 4.15: Out-of-plane bending moment coefficient as a function of the
oscillatory carriage velocity, at three Keulegan-Carpenter numbers. With a
constant current number, CN = 0.19, and free-stream velocity,
U∞ = 0.5ms−1.
the fact that the turbine rotation would halt and not recover after any stall
during the cycle, not due to any intentional avoidance of the stall region. In
contrast, the work of Milne et al. (2013b) utilised a control system to hold
the rotation rate constant, allowing the stall region to be entered.
For comparison of the tests conducted at a current number of 0.19 as
discussed above, three tests conducted at a lower current number are shown
in figure 4.16. It can be seen that the relationship between frequency and the
phase of the bending moment is similar at lower current numbers, where the
lag of the loading is decreasing for increasing Keulegan-Carpenter numbers.
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Therefore, it could be argued that the load lag effect is primarily frequency
dependent, as has been observed in previous studies (Milne et al., 2013b).
The magnitude of the lag between the load and the velocity of the carriage
is small, as for the cases at a current number of 0.19.
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Figure 4.16: Out-of-plane bending moment coefficient as a function of the
oscillatory carriage velocity, at three Keulegan-Carpenter numbers. With a
constant current number, CN = 0.11, and free-stream velocity,
U∞ = 0.5ms−1.
Measurements were additionally taken using a strain gauge fixed to the
supporting strut of the turbine model. From this, the total thrust generated
by the turbine was determined. Figure 4.17 shows a comparison of the
phase between this measurement of the total turbine load, and the blade
root measurement. Evidently, there is a phase difference between the two
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measurements, with the bending moment measurement showing the most
lag with respect to the carriage velocity. This is evidence of the span-wise
blade loading distribution changing over the cycle. It could be expected that
this result would vary depending on the geometry of the turbine.
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Figure 4.17: Phase comparison between bending moment measurement at
blade root, and supporting strut overall thrust. KC = 0.23, CN = 0.19,
U∞ = 0.5.
Using the VLM, the experimental result of figure 4.17, has been emu-
lated. The bending moment about an arbitrary point in the VLM can be cal-
culated, for comparison with the overall thrust load. Figure 4.18 depicts an
example of this, with a bending moment computed at a point that matches
the position of the blade root strain gauge of the experiment. The VLM
simulation uses the same parameters as the experiment, with KC = 0.23,
CN = 0.19, and the free-stream velocity set at 0.5ms−1. The rotation rate
of the turbine in the VLM varies with time in a manner set to match the ro-
tation rate of the model turbine during the experiment. In order to achieve
126
this, the filtered rotation rate data from the experiment was used as an input
to the vortex lattice simulation, which would change the rotation rate value
based on the simulation time, as detailed in section 3.5. The magnitude of
the phase difference between the two measurement techniques of the exper-
iment, is matched using the VLM. This again demonstrates that there is a
change in the blade loading distribution during the carriage oscillations.
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Figure 4.18: Bending moment and thrust comparison of load hysteresis as
a function of oscillatory velocity, computed using the VLM. KC = 0.23,
CN = 0.19, U∞ = 0.5.
The nature of the force component in phase with the carriage accelera-
tion is important for the discussion of dynamic inflow. VLM simulations can
be used to investigate the dynamic inflow effect in this scenario, and its influ-
ence on the phase of the thrust loads. The relative scale of unsteady effects
and their behaviour is of primary importance to the discussion, and therefore
it is considered appropriate to make comparisons between the VLM and ex-
perimental work through normalisation about the mean loading. However,
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the cause of any differences between the VLM and experimental results was
discussed in section 3.5.
Comparisons between the load predicted by the experiment and by the
VLM are shown for two sinusoidal oscillation cases in figure 4.19. The
sinusoidal oscillation parameters are the same for what is displayed in figures
4.15(a) and 4.15(c) above: a current number of 0.19, a mean flow speed of
0.5ms−1, at two different frequencies. The load being displayed is the out-
of-plane bending moment; the blade root strain gauge in the experiment and
the calculation about the equivalent point in the VLM.
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Figure 4.19: Load as a function of oscillatory velocity, comparison of
experiment to VLM. CN = 0.19, U∞ = 0.5ms−1.
There is reasonable agreement between the two methods, and the phase
of the load with respect to the carriage velocity is highly comparable, at both
frequencies shown. The most noticeable discrepancy in the comparison of the
experiment and the VLM, is the amplitude of the load oscillations. Section
4.2.3 below discusses the amplitude of the load in response to oscillatory
flow. It shows that the influence of dynamic inflow on load amplitude is
significant, and attempts to explain the amplitude difference seen in these
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comparisons.
4.2.2 Examination of dynamic inflow
Using the same method as in the previous section, the wake induced inflow
velocity for the VLM simulations can be determined. The wake induced
velocity for the 1.0Hz case is shown in figure 4.20, for two radial positions,
the mid-blade and near the tip. The angular velocity of the turbine was set
to match the experiment in this case. Additionally, the oscillation velocity
of the turbine is shown for reference, and the normalised blade bending
moment is overlaid onto this. This data is plotted against non-dimensional
time τ , defined as
τ =
t
T
. (4.6)
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Figure 4.20: Wake induced velocity determined by VLM simulations
(above), at a mid-blade section (r/R = 0.66), and at the tip (r/R = 0.96).
CN = 0.19, KC = 0.23. For reference, the oscillatory velocity over one
cycle, and the calculated blade bending load (below).
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The induced velocity is shown to lag the oscillation velocity during the
entire cycle. It is suspected that because the rotation rate of the turbine has
been shown to lag the carriage velocity in section 2.3.4, the instantaneous
tip speed would also be out of phase, and thus causing a lag in the rotor
thrust. The effect of the system rotational inertia on the lag of the load
is examined using the VLM, and detailed below in discussions of constant
tip speed ratio and constant rotation rate simulations. The behaviour of
the induced velocity at the mid-blade approximates a sinusoid, however the
growth phase of the cycle is noticeably steeper than the decreasing portion.
The behaviour of the induced velocity at the tip of the turbine varies
significantly from that at the middle of the blade, although still shows a
lag with respect to the oscillation velocity. The tip of the blade is highly
influenced by the roll up of the wake, from both the wake trailing from each
blade itself, and also from the wake of the opposing blade. Focusing on
the first half of the cycle, three distinct peaks can be observed in the tip
induced velocity, at approximately τ = 0.12, τ = 0.28, and τ = 0.44. The
average rotation rate for this simulation is 20.5rads−1 This corresponds to
a mean blade passing frequency of τ = 0.15. Therefore, these peaks can
be reasonably assumed to occur as a result of downstream wakes passing
the blades. Additionally, there are similarities between this behaviour and
what was observed in the above section regarding impulsive changes in rotor
loading. The τ = 0.12 peak is the first of such features, and occurs one half
rotation after the initial build-up of induced velocity. Following on from
this, the gradient increases before reaching its maximum value. The gradient
change is due to the opposite blades’ wake now also providing influence to
the measuring point of the induced velocity. This maximum value occurs
later in the cycle than the equivalent maximum for the mid-blade induced
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velocity, which is a reflection of the change in loading distribution that was
illustrated in figure 4.17. Additionally, the tip roll-up takes time to develop,
and strong vorticity builds up in this region during the simulation. The
third visible crest feature of the inflow velocity demonstrates the previous
level of maximum vorticity approaching the blades in the subsequent half
rotation of the turbine.
The second half of the oscillation shows vastly different behaviour be-
tween the tip induced velocity and that of the mid-blade. This is likely to be
due to the behaviour of the tip roll up in the VLM. The build-up of a local
maximum in induced velocity over this portion of the oscillation begins one
full turbine rotation following the overall maximum at the tip. The effect
of the difference in the mid-blade and the tip induced velocities is visible
in the load comparison shown in figure 4.18. It can be seen that the blade
bending moment is relatively lower than the overall turbine thrust at this
moment in the cycle, indicating that the relatively higher induced velocity
at the tip is shifting the thrust load distribution towards the root.
This analysis method has been repeated for the lower carriage oscillation
frequency case (f = 0.2Hz), and the induced velocities over the cycle are
depicted in figure 4.21.
Experimentally, very little phase difference was noticed between the
blade bending moment and the oscillatory velocity, as detailed in figure
4.19(b). The relative phase difference between the turbine rotation rate and
the oscillation frequency is reduced, as the experimental rotational inertia is
less influential at lower frequencies. Figure 4.21 shows that the VLM predicts
that the bending moment leads the carriage velocity by a small amount, for
part of the oscillation cycle. Compared with the higher frequency example,
the build-up of the induced velocity is delayed. This corresponds to the shift
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Figure 4.21: Wake induced velocity determined by VLM simulations
(above), at a mid-blade section (r/R = 0.66), and at the tip (r/R = 0.96).
CN = 0.19, KC = 1.1. For reference, the oscillatory velocity over one
cycle, and the calculated blade bending load (below).
forward in the phase of the load.
The tip induced velocity shows greater strength and variation for this
lower frequency simulation. This indicates that the higher ratio of rotation
rate to oscillation frequency is allowing a greater roll-up and therefore influ-
ence of the tip vortex during the high velocity part of the simulation. This
is exemplified in the peak shown in the induced velocity at the mid-blade at
τ = 0.24, which shows that the strength of the tip vortex is experienced by
much of the blade. The mean rotation rate of the turbine in this simulation
is again 20.5, therefore the smaller local maxima in the tip induced velocity
appear closer to each other in this figure when compared with the higher
frequency simulation.
In the second half of the oscillation period, the tip inflow velocity shows
a different behaviour at lower frequencies, as there is no visible peak. This
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indicates that the strong tip vortex has convected further downstream when
compared with the higher frequency case at this point in the oscillation
cycle. Consequently, the tip of the blade does not experience any strong
induced velocity as a result.
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Figure 4.22: Comparing the affect of rotation rate on the hysteresis of load
against velocity. CN = 0.19, KC = 0.23.
As has been discussed, the rotational behaviour of the experimental tur-
bine was not controllable, and the amplitude of the angular velocity was
variable depending on the properties of each experimental run. Using nu-
merical methods, the rotational velocity of the turbine can be prescribed,
and in the following discussion, the importance of this variable is explained.
Figure 4.22 demonstrates the effect of different rotational behaviours on the
load hysteresis of the turbine, as calculated by the VLM. The blade bending
moment coefficient is depicted as a function of oscillatory velocity in the
form of hysteresis loops, for the CN = 0.19 and KC = 0.23 (f = 1Hz)
case. Constant rotation rate, and constant tip speed ratio simulations are
shown in addition to the experimental matching simulation which has been
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previously analysed. The rotation rate has been set to the average of the
original result in this first case, Ω = 20.5rads−1, and the tip speed ratio
has been set to match the average of the original result in the second case,
TSR = 8.2.
The bending moment for the constant rotation rate simulation has a
significantly lower amplitude, which is the expected result. Additionally,
less variation in the phase of the load with respect to velocity is observed.
The constant tip speed ratio result has a similar load amplitude to the
simulation that was set to match experimental conditions. This is to be
expected considering the rotation rate in the experiment was not overly far
from a constant tip speed ratio case, although there is a phase difference in
the rotation rate between these examples. However, the phase of the bending
moment in the constant tip speed ratio simulation is leading the oscillatory
velocity, inferring that the rotational behaviour of the turbine was critical in
explaining the load lag observed at the highest carriage oscillation frequency.
A combined induced velocity and load analysis as seen in the above section,
is provided in the discussion below.
The constant rotation rate VLM simulation is depicted in figure 4.23
for the high frequency case. It can be more clearly seen that the bending
moment is leading the velocity trace for this setup. Comparing the mid-
blade inflow with that of the experimentally matched rotation rate case of
figure 4.20, the peaks occur later in the oscillatory cycle, which parallels
the difference in the phase of the load. The wake induced inflow velocity at
the tip shows lower peaks for this example. The first peak in inflow, which
results from the circulation developed in the wake during the maximum
velocity phase of the oscillation cycle is lower. This is to be expected given
that less thrust was developed by the turbine at fixed rotation rate. Using a
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Figure 4.23: Wake induced velocity determined by VLM of a constant
rotation rate simulation (above), at a mid-blade section (r/R = 0.66), and
at the tip (r/R = 0.96). CN = 0.19, KC = 0.23, Ω = 20.5. For reference,
the oscillatory velocity over one cycle, and the calculated blade bending
load (below).
similar argument, the fact that the second inflow peak is relatively higher can
be explained, as the turbine was experiencing a greater circulation strength
in the second half of the cycle.
A constant tip speed ratio simulation was also performed, and the in-
duced velocity and load over one period is shown in figure 4.24. The cal-
culated bending moment is again seen to lead the velocity, which indicates
the importance of the rotation rate response to the lag behaviour observed
in figure 4.20. Similarly to the constant rotation rate simulation, the second
induced flow peak is comparable in magnitude to the first.
The effect of the turbine angular velocity on load calculated by the VLM
is also depicted for the lower frequency cases, at the same current number,
in figure 4.25. The trends in the magnitude of the load match what was
seen for the high frequency analysis, depicted in figure 4.22.
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Figure 4.24: Wake induced velocity determined by VLM of a constant tip
speed ratio simulation (above), at a mid-blade section (r/R = 0.66), and at
the tip (r/R = 0.96). CN = 0.19, KC = 0.23, TSR = 8.2. For reference,
the oscillatory velocity over one cycle, and the calculated blade bending
load (below).
Figure 4.26 shows the induced velocity over one period, for the 0.2Hz
oscillation rate, and with the rotation rate of the turbine fixed at the mean
value of the equivalent experimental test. The appearance of the induced
velocity behaviour more closely parallels the experimentally matched sim-
ulation depicted in figure 4.21, which indicates that the lower frequency
of the oscillation diminishes the effect of the rotation rate lag seen in the
experiments. Again, the mid-blade induced velocity shows approximately
sinusoidal behaviour, and the development lags both the velocity of oscilla-
tion, and therefore also the load experienced by the turbine.
The tip vortex has a larger influence on the calculated induced velocity
when the oscillatory velocity is decreasing, and relatively little influence in
the second half of the cycle. Several peaks indicate a strong interaction
between the blade and the tip vortex, due to the proximity of the tip vortex
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Figure 4.25: Comparing the affect of rotation rate on the hysteresis of load
against velocity. CN = 0.19, KC = 1.1.
during this part of the oscillation cycle.
Similar behaviour is observed when the rotation rate of the turbine is set
to ensure a constant tip speed ratio in the VLM. This is shown in figure 4.27.
The bending moment leads the oscillatory velocity during the oscillation
cycle. Additionally, the mid-blade induced velocity measurement lags the
oscillatory velocity, and shows approximately sinusoidal behaviour, although
it is somewhat influenced by the tip vortex at time τ = 0.25.
The induced velocity behaviour at the tip of the blade demonstrates
interesting behaviour, which has been attributed to the tip roll up in the
wake. In order to test this, a VLM simulation has been performed with a
non-free wake, that is, where the wake panels were restricted to moving with
the flow velocity only. This eliminates the roll-up of the tip vortex, and also
excludes any wake-wake vortex interactions. Therefore the influence of these
features can be qualified with comparison against the free wake data. The
result of this simulation, presented in the same format, is shown as figure
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Figure 4.26: Wake induced velocity determined by VLM of a constant
rotation rate simulation (above), at a mid-blade section (r/R = 0.66), and
at the tip (r/R = 0.96). CN = 0.19, KC = 1.1, Ω = 20.5. For reference,
the oscillatory velocity over one cycle, and the calculated blade bending
load (below).
4.28.
When compared with the free-wake simulation of figure 4.27, much less
variation of the induced velocity in the tip region is shown in this case. Ad-
ditionally, the mid-blade induced flow behaviour is much more sinusoidal,
as the peak that was attributed to the wake roll up is no longer present.
This indicates that the wake roll up and vortex interaction were respon-
sible for most of the exceptional inflow features. The remaining peaks in
the tip inflow behaviour indicate that strong vorticity near the edge of the
wake is generated at two points in the cycle, potentially occurring when the
oscillation velocity generates a blade loading distribution favouring the tip
region.
The effect of current number on the induced flow development is shown
in figure 4.29, which shows a simulation with an oscillation frequency of
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Figure 4.27: Wake induced velocity determined by VLM of a constant tip
speed ratio simulation (above), at a mid-blade section (r/R = 0.66), and at
the tip (r/R = 0.96). CN = 0.19, KC = 1.1, TSR = 8.2. For reference,
the oscillatory velocity over one cycle, and the calculated blade bending
load (below).
1.0Hz, and a reduced current number of 0.12. The change in current number
does appear to have a large effect on the general response of the turbine in
oscillatory flow. The bending moment is very slightly out of phase with the
velocity, and the inflow velocity lags the velocity over the cycle, showing near
sinusoidal behaviour. Compared with the simulations at a higher current
number, the induced velocity amplitude is lower.
The measurement of the predicted induced velocity at r/R = 0.96 shows
vastly different behaviour at this current number. The peaks of induced
velocity are delayed in the cycle compared to the simulation with increased
current number. This indicates that the lower maximum load experienced
by the turbine during this oscillation delays the build-up of strength in the
tip vortex, and therefore the influence on the blade tip is delayed.
Figure 4.29 has introduced a third trace of induced velocity, which is
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Figure 4.28: Wake induced velocity determined by VLM with a non-free
wake, and at a constant tip speed ratio(above). Induced velocity
measurements at a mid-blade section (r/R = 0.66), and at the tip
(r/R = 0.96). CN = 0.19, KC = 1.1, TSR = 8.2. For reference, the
oscillatory velocity over one cycle, and the calculated blade bending load
(below).
a measurement taken at r/R = 0.89, therefore slightly further away from
the blade tip than the r/R = 0.96 value that has been discussed previously.
The purpose of including this data is to show that the majority of the
blade experiences the wake inflow in a more uniform manner, and therefore
explains why this different tip behaviour does not seem to influence the
general trend in the behaviour of the thrust load. It can be seen that the
wake inflow observed by the turbine increases in the span-wise direction, as
had been observed in section 4.1.
In the following section, the relative contribution of the added mass and
dynamic inflow effects is explored further.
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Figure 4.29: Wake induced velocity determined by VLM of a constant tip
speed ratio simulation (above), at a mid-blade section (r/R = 0.66), an
intermediate radius (r/R = 0.89), and at the tip (r/R = 0.96). CN = 0.12,
f = 1Hz, TSR = 8.1. For reference, the oscillatory velocity over one
cycle, and the calculated blade bending load (below).
4.2.3 Separation of dynamic inflow effect for oscillating case
Using the VLM, the influence of the wake on the rotor can be isolated, and
subsequently dynamic inflow effects can be removed. When a turbine is ex-
periencing oscillating flow, the wake strength would normally be continually
varying, and thus the the wake strength at any point in time is a result of dy-
namic inflow, and therefore would be at a different strength to what would
be expected from a steady simulation. If the flow oscillation was halted,
the wake and therefore the turbine loading would settle to the steady-state
value corresponding to that flow condition. If several fully developed steady
simulations were computed corresponding to different flow conditions in an
oscillation cycle, one would be able to determine what a quasi-steady tur-
bine response would be to that oscillation. Additionally, if the wake shape
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and strengths are recorded for each of those steady simulations, it provides a
good comparison to what can be determined from a full unsteady simulation
where the effects of dynamic wake development are present. This principle
is used for the basis of the following analysis, where dynamic inflow effects
are removed from unsteady simulations.
Several steady state simulations have been computed using the VLM.
The simulations were run with flow conditions corresponding to different
points along a flow oscillation cycle, and the fully developed wake strengths
and shapes were saved. Subsequently, a continuously oscillating unsteady
simulation was performed, however where the solver would usually perform
a Biot-Savart law scan on the wake segments in order to compute the RHS of
equation 3.12, it took the wake induced velocity from the saved selection of
steady-state wake strengths and shapes, as appropriate to the flow condition
at each point in the cycle (when the simulation is between values available
from the set of steady state simulations, the wake strength data is interpo-
lated linearly). In this manner the turbine loading was computed in a way
that included the unsteady term of equation 3.13, and therefore the result
is an unsteady oscillating simulation with the influence of dynamic inflow
removed, as all wake based computations drew from steady state wake data.
The wake induced velocity responds approximately linearly to low ampli-
tude flow variations, therefore the amount of fully developed steady-state
simulations required to generate the saved wake strength data was minimal.
Figure 4.30 depicts the difference in thrust load between a vortex lattice
simulation with dynamic inflow, and one without. The simulations were
performed using a current number of 0.1, and a KC number of 0.07, which
represents an oscillation frequency of 2Hz. The tip speed ratio was main-
tained at a constant 8.9, kept to this level by adjusting the angular velocity
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Figure 4.30: Comparison of oscillatory thrust loads with and without
dynamic inflow. CN = 0.1, KC = 0.07
of the turbine based on the position in the oscillatory cycle. The blade pro-
file that was used for this analysis was the camber line representation of the
experimental turbine, as has been used in the above section.
Clearly, the figure shows that the dynamic inflow effect leads to a higher
fluctuating thrust load. In the previous analysis of the inflow effect during
oscillating simulations, the induced velocity as experienced by the blade was
always trailing the velocity of the oscillation. In this example however, this
lag has been eliminated, and therefore when the turbine is experiencing peak
velocity, and therefore peak load, it is paired with maximum induced veloc-
ity, resulting in a lower thrust amplitude compared with the full dynamic
wake case.
A similar study can be performed using sinusoidal oscillations of blade
pitch, and figure 4.31 illustrates the thrust load behaviour for this situation.
This simulation was performed at the same tip speed ratio as for that shown
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Figure 4.31: Comparison of thrust loads during sinusoidal blade pitch
oscillations, with and without dynamic inflow.
in figure 4.30. The blade pitch is oscillated at the same frequency, and the
amplitude of the oscillation (1.75 degrees) was chosen so that the quasi-
steady thrust would closely match the result for the oscillating flow case.
The pitch oscillations were centred around zero, and for this reason, the
maximum and minimum thrust loads do not exactly match the flow case
over the cycle. However, the oscillations occur relatively within the same
band of thrust load, and therefore qualitative comparisons can be made. It
can be clearly seen that the load overshoot caused by the dynamic inflow
effect is much larger in the case of oscillating blade pitch. Following on from
the reasoning discussed in section 4.1, this is the expected behaviour.
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4.2.4 Estimating the added mass contribution using Theodorsen’s
theory
Theodorsen’s theory gives a solution to the unsteady loading on an oscillat-
ing flat plate, making the assumptions of inviscid and incompressible flow.
In order to apply the theory to a turbine, it is often proposed to follow a
blade element approach, and this has been shown to predict the unsteady
loading of a scale tidal turbine undergoing axial oscillations relatively well
(Milne et al., 2013b). As the model separates the added mass effect from
the other unsteady contributions, it is complementary to the isolation of
dynamic inflow detailed previously.
Beginning with the equation for the downwash on an flat plate w, as a
function of the bound vorticity γb and the wake vorticity γw, we have
w(x, t) =
1
2pi
∫ c
0
γb(x, t)
(x− x0)dx+
1
2pi
∫ ∞
c
γw(x, t)
(x− x0)dx, (4.7)
where x is measured from the leading edge of the airfoil, which has chord
length c. Additional constraints apply, such as the Kutta condition
γb(c, t) = 0, (4.8)
and the conservation of circulation into the wake requires that
γw(c, t)dx = −dΓ(t)
dt
dt. (4.9)
The result for the lift on an airfoil undergoing oscillations in pitch, α and in
145
heave, h, is given by:
L = piρU2b
[
b
U2
h¨+
b
U
α˙− b
2
U2
pα¨
]
+ 2piρU2b
[
h˙
U
+ α+
bα˙
U
(
1
2
− p
)]
C(k)
(4.10)
where b = c2 and p is the number of semi-chords to the pitch axis of the
airfoil, measured from the mid-chord. C(k), or the Theodorsen’s function,
is a complex function of Hankel functions given by
C(k) =
H
(2)
1 (k)
H
(2)
1 (k) + iH
(2)
0 (k)
, (4.11)
where H
(j)
n represents a Hankel function of the jth kind, of order n.
Of interest is the first group of terms in equation 4.10, as they represent
the added mass terms, also referred to as the non-circulatory terms. Several
simplifying assumptions are outlined as follows. The rotation rate of the
turbine is assumed to be constant, and the rotor is operating at a high tip
speed ratio. This allows for the replacement of the U velocity term, with a
constant expression for the blade apparent velocity
W ≈ rΩ. (4.12)
Where r is the distance from the turbine central axis to the airfoil section of
interest. Additionally, if the angle of attack is assumed to remain constant,
equation 4.10 would now take the form:
L = piρb2h¨+ 2piρrΩb[h˙+ α]C(k) (4.13)
This shows that the magnitude of the true added mass is equal to piρb2. For
a rotor blade, this corresponds to a cylinder of fluid with the diameter equal
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to the blade chord.
The blade shape used for much of this thesis including the experimental
work had a mean chord length of 0.04m. This would result in an added
mass of 0.25kg for one turbine blade, and therefore the added mass effect is
somewhat significant for this case.
4.3 Morison’s equation analysis
An equation for calculating loading on cylinders in oscillatory flow without
a mean current was introduced by Morison et al. (1950), who proposed that
the streamwise force could be divided up into a component in phase with
velocity, and a component in phase with acceleration. These components
are often referred to as the drag force and the inertial force respectively.
Morison’s equation was initially applied to evaluate loading on bluff bod-
ies, (Sarpkaya & Isaacson, 1981), however there have been attempts to use
this form of analysis on tidal turbines (Whelan et al., 2009b).
Morison’s equation is commonly used to describe the loading on struc-
tures caused by oscillatory fluid motion, and it is presented as
Fx =
1
2
ρACV U |U |+ ρV CM dU
dt
, (4.14)
where A is the swept area of the turbine, U is the total velocity (U∞ + u′),
V is the volume of a sphere that would circumscribe the turbine, and CM
is the inertia coefficient. Following the lead of Whelan (2010), the symbol
CV is used for the Morison’s drag coefficient, so that there is no confusion
with the drag coefficient of an airfoil. The relative magnitudes of CV and
CM allow for identifying the relative components of the axial thrust in phase
with velocity and acceleration respectively.
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One method of determining the coefficients CV and CM is described in
Bearman et al. (1985), which utilises the orthogonality between U and dUdt .
The equation is multiplied by U and dUdt respectively, and the mean is taken
over a cycle or integer multiple of cycles.
Whelan et al. (2009b) suggest an alternate form of Morison’s equation
for the analysis of tidal stream turbine loads in a current with an oscillating
component. This form was first proposed by Verley & Moe (1978), for flows
in which the amplitude of the oscillatory motion is less than the mean flow
speed, and it allows an extra degree of freedom to account for the underlying
mean load behaviour, i.e.
Fx =
1
2
ρACV ′u
′|u′|+ 1
2
ρACV U
2
∞ + ρV CM
dU
dt
. (4.15)
CV ′ is introduced as the oscillatory drag coefficient.
A third, modified Morison’s equation is suggested in this case. If we take
equation 4.14, and expand the total velocity term U , we get
Fx =
1
2
ρACV
(
U2∞ + 2u
′U∞ + u′
2
)
+ ρV CM
dU
dt
. (4.16)
Eliminating the low order term, and introducing C ′V to retain an extra degree
of freedom, results in the modified Morison’s equation
Fx = ρACV ′U∞u′ +
1
2
ρACV U
2
∞ + ρV CM
dU
dt
, (4.17)
that is linear in the oscillatory velocity u′.
A comparison of the three Morison’s equation forms, equations 4.14, 4.15
and 4.17 is depicted in figure 4.32 where they are labelled as M1, M2, and
M3 respectively. The Morison’s equation representations that are depicted
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Figure 4.32: Thrust load prediction error for three different forms of the
Morison equation, over one period of oscillation. f = 1.0Hz, CN = 0.19.
Cases M1, M2 and M3 correspond to equations 4.14, 4.15 and 4.17
respectively
are attempting to describe the axial thrust load as generated by the VLM,
and the local percentage error of the predictions are plotted over one period.
An oscillation frequency of 1.0Hz, and a current number of 0.19 is used for
this example, with the rotation rate set at 20.5rads−1. These parameters
match what was analysed previously, and shown in figure 4.23, where the
induced flow was examined over a cycle of oscillation.
It is clear that equation 4.17 (M3 on the figure) gives the most accurate
reconstruction of the thrust load, therefore much of the following analysis
will use that form as the basis. Given that there is very little phase difference
between the velocity and the turbine load during the oscillations, it is not
surprising that the equation linear in u′ is effective.
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Modified Morison’s equation analysis of frequency ratio effect
The rotation rate of the turbine has been shown to influence the phase of
the load in response to flow oscillations. For example, a constant rotation
rate simulation led to the bending moment leading the oscillatory velocity,
compared to the lag that was observed when the rotation rate was set to
match the experiment. Additionally, the development of the induced veloc-
ity is dependent on the rotation rate, with a faster turbine rotation leading
to a quicker development of inflow strength. The first pass of the trailing
wakes when the blade circulation is increasing, which occurs at the half ro-
tation point for a two-bladed turbine, is highly influential. Therefore, the
ratio between velocity oscillation frequency and the turbine rotation rate
is important, as it can be thought of as a ratio between rate of change of
generated circulation and the rate that is reflected in the wake strength.
This ratio can be expressed by the following combination of non-dimensional
numbers:
KC.TSR
CN
=
uaT
2R
.
RΩ
U∞
.
U∞
ua
=
Ω
2f
(4.18)
Considering the above result, the frequency ratio scaled by half will be used
for the following analysis.
One benefit of the VLM, is that it allows for arbitrary setting of simu-
lation parameters. The following analysis into the effect of frequency ratio
has been carried out by varying the rotation rate of the turbine, while ensur-
ing the current number and oscillation frequency remain the same. Figure
4.33 depicts the mean drag and oscillatory drag coefficients for the modified
Morison’s equation (equation 4.17), as a function of frequency ratio. The
figure shows that the mean drag coefficient tends to behave in a manner
similar to how the tip speed ratio affects the thrust of the turbine in steady
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Figure 4.33: Modified Morison’s equation drag coefficients as a function of
frequency ratio, with CN = 0.19, f = 1.0Hz
situations. The mean tip speed ratio is approaching 9.6 when Ω2f rises to 12
for this case. The oscillatory drag coefficient, CV ′ , also increases, indicat-
ing that the amplitude of the turbine thrust increases for greater frequency
ratios.
The inertia coefficient as a function of the frequency ratio is plotted in
figure 4.34. As has been identified in experiments of rotor oscillations by
other authors, and inferred by the previous analysis, the inertia coefficient
is small for all cases. Based on this, it can be stated that the thrust of the
turbine leads the velocity of oscillation by a small amount only, and the
thrust component in phase with the acceleration of the turbine is minimal.
The inertia coefficient appears to increase approximately linearly with in-
creasing frequency ratio, indicating that the thrust of the turbine will lead
the velocity of oscillation at higher rotation rates.
An attempt to explain this using dynamic inflow considerations follows.
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Figure 4.34: Modified Morison’s equation inertia coefficient as a function
of frequency ratio, with CN = 0.19, f = 1.0Hz
Consider the forward motion half of the cycle, where the velocity experienced
by the turbine is increasing. The blade loading will continue to build until
the backflow from the wake builds up to the point where it will begin to
reduce the velocity that the blade is experiencing. At a higher frequency
ratio, the trailing wakes from the blades will pass closer to the turbine
relatively earlier in the oscillation cycle, and therefore the load will reach
its maximum earlier, resulting in a increase in the phase lead. Using the
inverse argument, the wake strength weakens relatively more quickly after
the minimum point of oscillatory velocity. This behaviour of the inertia
coefficient is therefore consistent with the understanding of dynamic inflow
that has been investigated previously.
Further insight into the dynamic inflow behaviour is provided in figure
4.35, which depicts the induced flow development for several of the cases
over one period. The induced flow velocity has been computed at the radial
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Figure 4.35: Mid blade induced velocity computed by VLM, at four
different frequency ratios. CN = 0.19, f = 1.0Hz
section r/R = 0.66 for this example. The wake induced velocity is seen
to build up more rapidly at higher frequency ratios, and this is consistent
with the above discussion. The magnitude of the induced velocity increases
with increasing frequency ratio, corresponding to the higher overall load,
and therefore the greater circulation trailing from the blade in these cases.
At the lowest frequency ratios tested, the linear trend of the inertia
coefficients depicted in figure 4.34 does not continue as the value approaches
zero. For these cases, the three-dimensional effects due to the presence of
rotational wakes returning in the region of the blade have been diminished.
At very low frequency ratios, the blade is effectively presented as a wing with
a very high angle of attack, and therefore stall would be expected physically.
In summary of the above analysis, the response of the turbine to vary-
ing frequency ratios can be explained by dynamic inflow effects. Morison’s
equation analysis provides a somewhat limited understanding of the un-
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steady loading on tidal stream turbines, as there is no distinction between
the added mass and dynamic inflow contributions, and the inertia coefficient
term in the equation seeks to group both of these effects. However, the use
of the modified Morison’s equation appears to provide a good fit to the the
load of a turbine in oscillatory flow, and therefore could be a promising
method of analysis.
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Chapter 5
Conclusions and Further
Work
The unsteady hydrodynamics of tidal stream turbines have been investigated
with the use of an experiment and a numerical method. The intention of the
research was to provide insights into dynamic inflow and how it affects the
load response of tidal turbines for a variety of cases, and therefore demon-
strate the implications for the fatigue and extreme load case design of tidal
stream turbines.
5.1 Methods
An unsteady vortex lattice method has been developed in order to perform
unsteady analysis of a variety of cases. As the wake shape and strength is
formed as part of the solution in this method, it was ideally suited for the
discussion of dynamic inflow. This implementation had several efficiency
improvements that made it particularly suitable for long simulations of un-
steady flow. Namely, a frozen wake scheme for the mid wake section, and a
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panel merging scheme for the far wake. Additionally, an algorithm was used
that ensured the segments of the vortex rings were not counted twice by the
Biot-Savart scanning step. The combination of these factors allowed for a
much reduced simulation time compared with a simple implementation of
the VLM, with little to no penalty in accuracy.
Experimentally, a turbine which could measure the out-of-plane bending
moment at the root of a blade was used for experiments in a recirculating
water flume. This turbine was fixed to a controllable carriage in order to
perform planar oscillatory flow experiments. The oscillatory measurements
that were obtained from the experiment matched qualitatively with the re-
sults from the numerical work, and combined with the verification of the
VLM that was performed, provided confidence in the ability of the VLM to
describe and investigate dynamic inflow phenomena.
5.2 Impulsive step change investigations
Using the VLM, the response of a turbine to step changes in blade pitch,
and step changes in flow velocity were investigated extensively. Several dif-
ferent cases were investigated, and the dynamic inflow effect was shown to
have a large influence on the transient behaviour. Most noticeably, signifi-
cant thrust load overshoots were observed, exemplifying the importance of
dynamic inflow considerations if a tidal stream turbine was predicted to ex-
perience highly unsteady conditions. The difference in overshoot behaviour
between the blade pitch change and the flow change was explained. Ulti-
mately, it has been argued that because the end point steady-state induced
velocities are higher in the pitch change case, the intermediate transient
period must show larger load overshoots. The greater magnitude of the
load overshoot in the pitch case has potential implications for tidal stream
156
turbine devices that utilise blade pitch control systems.
5.3 Oscillatory experiments
The response of a turbine to planar oscillations was investigated both experi-
mentally and with the VLM, for a range of frequencies and current numbers.
For all cases, the phase lead of the load was very small. For high frequency
oscillations of the experimental turbine, the load was seen to lag the os-
cillatory velocity. This was explained with consideration of the rotational
behaviour of the turbine.
The VLM was able to eliminate the dynamic inflow effect for oscillating
simulations. As a result, a much lower load amplitude was observed, as the
wake strength was perfectly in phase with the oscillatory velocity. For pitch
oscillations, the dynamic inflow effect was shown to have larger influence
than for flow oscillations and this parallels the investigation into step change
cases. This section highlights the role of dynamic inflow in the unsteady
loading of turbines.
An estimate of the added mass, separate from the apparent mass mod-
elling of some dynamic inflow methods, was determined using Theodorsen’s
theory, and could prove to be significant for tidal turbine devices.
5.4 Morison’s equation and frequency ratio inves-
tigation
An analysis of Morison’s equation coefficients was undertaken, leading to a
modified form of the equation that was found to improve the load prediction
performance. A study was performed with the VLM into the influence of the
ratio between the rotational frequency of the turbine and the frequency of the
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planar oscillations. This was analysed in the form of the modified Morison’s
equation coefficients, and illustrated that frequency ratio is an important
determiner of dynamic inflow behaviour, and that a higher frequency ratio
(higher turbine rotational speed) resulted in less lag of the thrust load.
5.5 Future work
The behaviour of tidal stream turbines at slack tide has not been analysed
in this thesis. Although not subject to any mean flow velocity, the turbine
may be at risk of high loading during a large wave event. The vortex lattice
method could be used to understand the turbine response in this scenario,
although it is likely that a stall model may have to be applied. However it
is suspected that the blades will be pitched neutrally during this part of the
tidal cycle.
Generally, if a stall model could be applied to a VLM of the type de-
tailed in this research, it would enable the study of stall regulated turbines,
Additionally, the consequences of a blade control system failure could be
examined.
The VLM was used to demonstrate the affect of dynamic inflow on the
thrust loading of tidal stream turbines, and this could easily be extended to
investigate the rotor torque and power generation of the turbines.
It was demonstrated in this thesis that a modified form of Morison’s
equation with an extra coefficient that is linear in oscillatory velocity is
able to much more accurately reconstruct tidal stream turbine loads. This
could be further explored in relation to how these coefficients behave given
different flow simulations and turbine geometries, as this method of unsteady
flow analysis is very useful due to its simplicity, and therefore it would be a
great advantage to tidal stream turbine designers if they were able to apply
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this method to device development.
The effect of blockage will play a large role in any implementation of tidal
stream turbine devices. This is due to the to the likelihood of turbines being
positioned in relatively shallow water, and also in array configurations. In
order to determine how the dynamic inflow effect is influenced by blockage
ratio, using the vortex lattice method may be a suitable solution. However,
a system of images would need to be incorporated in order to model this
situation. For example, to model a scenario where a turbine is positioned
as it was in the flume experiments detailed in this thesis, an infinite array
of turbines in the simulation would theoretically be required.
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