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We discuss a quantum transition from a superfluid to a Mott glass phases in disordered Bose-
systems by the example of an isotropic spin- 1
2
antiferromagnet with spatial dimension d ≥ 2 and with
disorder in tunable exchange couplings. Our analytical consideration is based on general properties
of a system in critical regime, on the assumption that the magnetically order part of the system
shows fractal properties near the transition, and on a hydrodynamic description of long-wavelength
magnons in the magnetically ordered (“superfluide”) phase. Our results are fully consistent with a
scaling theory based on an ansatz for the free energy proposed by M. P. Fisher et al. (Phys. Rev. B
40, 546 (1989)). We obtain z = d− β/ν for the dynamical critical exponent and φ = zν, where φ,
β, and ν are critical exponents of the critical temperature, the order parameter, and the correlation
length, respectively. The density of states of localized excitations (fractons) is found to show a
superuniversal (i.e., independent of d) behavior.
PACS numbers: 64.70.Tg, 72.15.Rn, 74.40.Kb
I. INTRODUCTION
The interplay of quantum fluctuations and quenched disorder leads to a variety of unconventional phenomena and
special quantum phases which are of great current interest.1–5 Examples include metal-insulator and superconductor-
insulator transitions, heavy-fermion systems, interacting bosons in disordered potential (the so-called dirty bosons),
and doped quantum magnets. In the present paper, we discuss effects of disorder on a quantum phase transition
(QPT) between a Ne´el and a dimerized singlet phases in an isotropic quantum spin- 12 Heisenberg antiferromagnet
(HAF) with spatial dimension d ≥ 2 and with tunable spin couplings. Our conclusions should be relevant to various
Bose-systems from the same universality class.
The Hamiltonian of the model we discuss has the form
H =
∑
〈i,j〉
JijSiSj , (1)
where 〈i, j〉 denote nearest-neighbor sites of a hypercubic d-dimensional lattice. A three-dimensional version of model
(1) without disorder is shown in Fig. 1, where thin and bold lines denote spin couplings with exchange constants
J > 0 and gJ > 0, respectively. Decreasing g beyond a critical value gc drives the system through a QPT from
the dimerized phase to the Ne´el one. In pure magnets, such transition is described by O(3) nonlinear quantum field
theory and characterized by the dynamical critical exponent z = 1 at d ≥ 1.3 It has attracted much attention in
recent years (see, e.g., Refs.6–10 and references therein). This interest is stimulated by experimental observation of
pressure-induced transitions of this kind in TlCuCl3,
11–13 KCuCl3,
14,15 CsFeCl3,
16 and (C4H12N2)Cu2Cl6
17. In these
compounds, the applied pressure changes exchange coupling constants so that the transition occurs at some pressure
value.
Another way to bring system (1) from the dimerized to a magnetically ordered phase is to apply a magnetic field
h. It is well known that a canted antiferromagnetic order arises in a field range hc1 < h < hc2 and all spins are
parallel to the magnetic field at h ≥ hc2.
4 The system is equivalent to a diluted Bose-gas at h ≈ hc1 and h ≈ hc2
and corresponding QPTs belong to the universality class of diluted Bose gas characterized by the dynamical critical
exponent z = 2 at d ≥ 1.3 Experimental realizations of such transitions have been actively discussed recently.18
Influence of disorder on the field-induced transitions has been discussed extensively both experimentally and the-
oretically. This transition is described by the theory developed in the seminal paper by M. P. Fisher et al.5 devoted
to the dirty-boson problem. Bose-Hubbard model is discussed in Ref.5 which shows a Mott-insulating (MI) and a
superfluid (SF) phases.53 The most pronounced effect of disorder is the localization of single-particle low-energy states
which cannot host a Bose-Einstein condensate at finite interaction between bosons. As a result, a novel non-superfluid
Bose glass (BG) phase arises which intervenes between the SF and the MI phases and which destroys the MI state
at strong enough disorder.5 The BG is a Griffiths phase which is compressible and which has a gapless spectrum like
the SF state.
Another Griffiths phase, Mott glass (MG) phase, appears in some disordered Bose-systems. The MG is incom-
pressible like the MI state and it possesses localized one-particle excitations with a gapless spectrum like the BG.
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FIG. 1: Three-dimensional version of model (1), where thin and bold lines denote spin couplings with exchange constants J > 0
and gJ > 0, respectively. Schematic phase diagrams are also shown of model (1) with and without a quenched disorder.
This phase was originally observed in disordered fermion systems and it was predicted also for bosons.19 The MG
state has been discovered in spin systems with tunable spin couplings at h = 0 (model (1) is an example of such
spin system)20–26 and in some Bose-systems with27–32 and without33 the particle-hole symmetry. Being met more
generally, the BG phase has attracted much more attention recently than the MG state. To the best of our knowledge,
the critical scaling has not been studied yet experimentally in spin systems under pressure, while suitable compounds
are known: (Tl1−xKx)CuCl3
34 and (C4H12N2)Cu2(Cl1−xBrx)6
35.54 Analytical studies of the transition from the SF
to the MG state (SF-MG transition) have been restricted to low-dimensional systems. By applying a strong-disorder
renormalization-group (SDRG) method to one-dimensional (1D) Bose-Hubbard model at large commensurate filling,
it is argued that at d = 1 this transition is in the Kosterlitz-Thouless universality class with z = 1.28 After an extension
to d = 2, the transition to the MG state is observed by this method30 but numerical values of some critical exponents
calculated in Ref.30 deviate from those obtained using Monte Carlo simulations (see discussion in Ref.31). Numerical
findings are somewhat contradictory in 2D systems. Some studies report a QPT characterized by z = 1.3 ÷ 1.5
and critical exponent of the correlation length ν ≈ 1.1,21,23,24,29–31 while other considerations (performed in different
models) give critical exponents of the pure system z = 1 and ν ≈ 0.7 (the latter is at odds with the Harris criterion
ν > 2/d)22,25. While the finiteness of the compressibility in the BG state implies z = d,5 to the best of our knowledge,
no definite conclusion has been drawn yet about z value for the SF-MG transition at d ≥ 2.
Our consideration below of the SF-MG transition in model (1) at d ≥ 2 relies on a hydrodynamic description of
long-wavelength propagating spin waves in the ordered phase near the quantum critical point (QCP). We assume
also that the non-dimerized part of the system possesses properties of a random fractal that makes this transition
universal. Actually, we use the same approach below as that we propose in our recent paper36 devoted to the SF-
BG transition. We obtain expressions for the density of states (DOS), z, and the scaling of the Ne´el temperature
TN ∼ (gc − g)
φ. The results we obtain both in Ref.36 and in the current study are in remarkable consistency with
the scaling theory proposed by Fisher et al.5 that is based on a plausible scaling ansatz for the singular part of the
free energy. In particular, we derive z = d− β/ν and φ = zν, where β is the critical exponent of the order parameter.
We demonstrate that, similar to systems near the percolation37 and the SF-BG36 transitions, the DOS of localized
excitations (fractons) shows a superuniversal (i.e., independent of d) behavior.
The rest of the present paper is organized as follows. In Sec. II, we discuss qualitatively transitions to glassy phases
in magnets and compare the MG and the BG states. The consideration of the ordered phase near the transition to the
MG phase is carried out in Sec. III based on the hydrodynamic description of low-energy magnons. We demonstrate
in Sec. IV the consistency between our results and the scaling theory suggested in Ref.5 for transitions from the SF
to insulating phases. In Sec. V, we compare our predictions with recent analytical and numerical results. Sec. VI
contains a summary and our conclusion.
II. QUALITATIVE CONSIDERATION OF TRANSITIONS TO GLASSY PHASES IN MAGNETS
Similarity and difference between the MG and the BG phases at d ≥ 2 can be easily explained by the example of spin
model (1) (see also Ref.27). Let us increase J values at a small amount of randomly chosen bold bonds (see Fig. 1).
One expects that spin pairs near a defect bond become dimerized at g values smaller than gc0, where g = gc0 is the
QCP of the pure system. Besides, local critical values of g would be smaller in regions with a more dense distribution
3of defects. Then, upon g increasing, dimerized regions appear in the system before g reaches gc0 and the magnetically
ordered part of the system acquires the form of an infinite network. Some regions (which are surrounded by areas
with lower local critical values of g) leave the infinite network before g approaches their local critical values. These
regions, being isolated from each other and from the infinite network, do not contribute to the net order parameter
of the sample that is determined solely by the order parameter of the infinite network. The number of sites decreases
in the infinite network upon g increasing and it disappears (falls to clusters of finite volume) at g = gc < gc0. This
is the transition point from the magnetically ordered (“SF”) phase to the disordered MG one. The transition to the
BG phase in strong magnetic field takes place in a similar way (see Ref.36): dimerized regions in the picture just
described correspond to those with fully saturated magnetization and there is a canted antiferromagnetic order in the
infinite network instead of the Ne´el order. As soon as the volume of a finite cluster is not bounded from above, both
the MG and the BG phases have gapless spectrum. It is seen that the SF-BG and the SF-MG transitions resemble
qualitatively the conventional percolation transition as it was pointed out before many times (see, e.g., Refs.30,38).
As is noted above, the main difference between the BG and the MG is that the compressibility is finite and
zero in these states, respectively. This is easy to understand by noting that the compressibility corresponds to the
uniform magnetic susceptibility in spin systems.4 Because there are many clusters with unsaturated magnetization,
the susceptibility is finite in the BG phase. On the other hand, the susceptibility is zero in the MG state because
non-dimerized clusters show zero response on an infinitesimal magnetic field due to their finite volume and finite
gap in the spectrum. This difference leads to a quantitative difference between calculations performed below for the
SF-MG transition and those for the SF-BG transition carried out in Ref.36.
In the present paper, as well as in Ref.36, we elaborate the qualitative similarity between transitions to glassy
phases and the percolation transition. We assume below that the universality of the SF-MG transition has the same
origin: finite clusters form a random fractal at the QCP with some characteristics which differ in general from those
of the percolation fractal. Geometric properties of non-dimerized regions are characterized close to the QCP by the
correlation length ξ ∝ |gc−g|
−ν . Notice that the intrinsic fractal properties of a 2D system near the SF-MG transition
is established within the SDRG method in Ref.30. We assume also (as in percolation theory) that one can find finite
clusters of all characteristic linear sizes smaller than ξ near the QCP while the probability to find larger clusters is
exponentially small.
Under such assumptions, it is natural to consider model (1) near the QCP using methods which were successfully
applied before for the discussion of diluted HAFs near the percolation threshold at zero magnetic field (see Refs.37,39–41
and references therein). Since the infinite network in our system is surrounded by areas with dimerized spin pairs
and with a gapped spectrum, the system resembles a diluted HAF in many respects. In particular, its low-energy
(critical) dynamics is governed by its non-dimerized part. Previous considerations of diluted HAFs rely heavily on the
assumption that low-energy elementary excitations in the infinite network near the percolation threshold are weakly
damped gapless spin waves (hydrodynamic excitations). The existence of the hydrodynamic excitations is closely
related to the commutativity of the Hamiltonian with the total spin operator. We rely below on the assumption that
well-defined long-wavelength magnons exist at g < gc. One could expect that the range of our results validity reads
roughly as d > 2 as in the case of the SF-BG transition (see discussion in Ref.36). However, since our results are
consistent with the corresponding findings obtained in 2D systems by other methods (see Sec. V), we indicate that
our consideration is valid at d ≥ 2.
III. THE ORDERED PHASE NEAR THE TRANSITION TO THE MOTT-GLASS PHASE
The hydrodynamic excitations can be described phenomenologically using the following expression for the system
energy E in the continuum limit accounting for fluctuations in transverse components of sublattices magnetizations
m1(r) and m2(r):
39
E =
∫
dr
∑
α
(
Υ
4M2
(−→
∇mα1 (r) −
−→
∇mα2 (r)
)2
+
1
2χ⊥
(mα1 (r) +m
α
2 (r))
2
)
, (2)
where z axis is directed along sublattices magnetizations, α = x,y, we consider a 3D system for definiteness, and Υ,
M , and χ⊥ are phenomenological constants which have to be found from an analysis of the corresponding microscopic
theory.
M is a mean staggered magnetization per unit volume which is proportional to the number of sites in the infinite
network.39 Then, M scales near gc as the volume of the infinite network
M ∝ (gc − g)
β . (3)
4Υ is a measure of the energy needed to create a spatial variation of the staggered magnetization (i.e., Υ is the helicity
modulus). We try it in the form
Υ ∝ (gc − g)
σ. (4)
Applying a uniform transverse magnetic field and minimizing the energy (2), one finds that χ⊥ is a transverse
susceptibility. As soon as only spins in the infinite network respond to an infinitesimal field, χ⊥ is proportional to
the infinite network volume:
χ⊥ ∝ (gc − g)
β. (5)
Notice that χ⊥ behaves differently near the percolation, the SF-BG, and the SF-MG transitions. It diverges in diluted
HAFs due to uncompensated net spins arising on large length scales which produce a large magnetization of the whole
system in the external field (see Refs.37,39 for more details). As it is explained above, χ⊥ remains constant near the
transition to the BG state. The distinct behavior of χ⊥ is the origin of the difference between formulas derived for
these three transitions.
Landau-Lifshitz equations55 for Fourier components ofm1(r) andm2(r) give the spectrum of the doubly degenerate
(due to fluctuations along equivalent x and y directions) Goldstone mode39
ǫk = Ck,
C =
√
2Υ/χ⊥ ∝ (gc − g)
(σ−β)/2.
(6)
These propagating excitations exist on the length scale greater than the correlation length ξ ∝ |gc− g|
−ν . On smaller
length scale, excitations (the so-called “fractons”) are expected to be localized as in diluted HAFs37.
The DOS of the infinite network can be found as it was done in Refs.37,39,40 for diluted HAFs, with the result being
Dinf (ω) ∝


(gc − g)
βωv1 , ω ≫ ω0 ∼ (gc − g)
ν+(σ−β)/2 = (gc − g)
νz,
ωd−1
(gc − g)d(σ−β)/2
, ω ≪ ω0,
(7)
v1 =
d− z
z
−
β
νz
. (8)
One can further simplify Eq. (8) using the geometrical relation42
β = (d−D)ν, (9)
whereD < d is the fractal dimension. The second line in Eq. (7) is simply the DOS of propagating excitations (6). The
characteristic energy ω0 is given by Eq. (6) at k ∼ 1/ξ. The first line in Eq. (7) is found by taking into account that
properties of excitations (energy and DOS normalized to one spin) on the length scale smaller than ξ (corresponding
to ω ≫ ω0) do not depend on the proximity to the QCP (i.e., on gc − g).
40,43 Then, the DOS of localized excitations
can be represented as (gc − g)
βωv1 which should match the DOS of the hydrodynamic mode at ω ∼ ω0. As a result
one arrives at Eq. (8) for v1.
The dynamical critical exponent z is determined by the scaling of ω0 (see Eq. (7)) that gives
z = 1 +
σ − β
2ν
. (10)
To estimate the Ne´el temperature TN(g) at d > 2, we follow Ref.
40 and introduce first an auxiliary quantity
Φ(k) =
E(k)
|m1 (k)|
2 , (11)
where E(k) is the energy (2) of the spin-density wave characterized by momentum k. To find it at k ≪ 1/ξ, we express
m2(k) via m1(k) using Landau-Lifshitz equations, substitute the result into Eq. (2) and obtain Φ(k) = 2Υk
2/M2,
where the factor 2 reflects the number of Goldstone modes in the considered 3D system. As soon as k(ω) = ω/C, one
easily finds from this result Φ(ω) at ω ≪ ω0. Because Φ(ω) does not depend on gc − g at ω ≫ ω0, we try it in the
form ωvφ in this regime, where vφ is to be found by matching Φ(ω) at ω ∼ ω0. One obtains as a result
Φ(ω) ∝
{
ωvφ , ω ≫ ω0,
ω2(gc − g)
−β, ω ≪ ω0,
(12)
vφ = 2−
β
zν
. (13)
5The reduction of sublattices magnetization δM due to thermal fluctuations at small temperature T ≪ TN(g) at a
given g < gc is estimated as
40 δM/M ∼ 〈
∑
k
|m1(k)|
2〉/2M2 = 〈
∑
k
E(k)/Φ(k)〉/2M2, where we use Eq. (11) and
〈. . . 〉 denotes the thermal average. Replacing the summation over momenta by integration over energy, one obtains40
δM
M
=
1
2M2
∫
ωDinf (ω)
(eω/T − 1)Φ(ω)
dω. (14)
We find from Eqs. (7), (12), and (14) that δM ≪M at T ≪ ω0. At larger temperatures, ω0 . T ≪ TN(g), the region
of ω ∼ T and ω ∼ ω0 give the main contribution to the integral in Eq. (14) provided that z ≤ d/2 and z ≥ d/2,
respectively. As a result, one finds from Eq. (14) δM/M ∼ T (d−z)/z(gc−g)
−β and δM/M ∼ T (gc−g)
ν(d−2z)−β, when
z ≤ d/2 and z ≥ d/2, respectively. Since these expressions are also valid by the order of magnitude at T ∼ TN (g),
when δM ∼M , we obtain the following estimation for the Ne´el temperature:
TN(g) ∝ (gc − g)
φ, (15)
φ =


βz
d− z
, z ≤ d/2,
β − ν(d− 2z), z ≥ d/2.
(16)
One needs also the DOS of finite non-dimerized clusters Dfin(ω) to describe the system behavior in the ordered
phase near the QCP. According to our assumptions, one can find finite clusters of all characteristic linear sizes smaller
than ξ near the QCP while the probability to find larger clusters is exponentially small. As a result, Dfin(ω) = 0 at
ω ≪ ω0. Then, one tries Dfin(ω) in the form ω
v2 at ω ≫ ω0 because the number of sites in finite clusters does not
vanish at g = gc. To find v2, one notices that the DOS per spin is of the order of ω
v1
0 at ω ∼ ω0 in the infinite network
(see Eq. (7)). The DOS per spin should have the same form in the largest clusters, whose characteristic linear size is
of the order of ξ. Thus, one arrives at the estimation Vξω
v1
0 ∼ Dfin(ω ∼ ω0) ∝ ω
v2
0 , where Vξ is the total volume of
the largest clusters. Because the infinite network breaks predominantly into finite clusters with the linear size of the
order of ξ, Vξ is of the order of the infinite network volume (gc − g)
β. One obtains as a result
Dfin(ω) ∝
{
ωv2 , ω ≫ ω0,
0, ω ≪ ω0,
(17)
v2 =
d− z
z
. (18)
In particular, one derives for the specific heat C at g = gc using Eqs. (17) and (18)
C ∝
d
dT
∫
ωDfin(ω)
eω/T − 1
dω ∼ T d/z. (19)
IV. SCALING THEORY
In this section we adopt the scaling theory proposed in Ref.5 for various possible transitions between insulating and
superfluid phases in disordered Bose-systems.
The long-distance and the long-time behavior of the order-parameter susceptibility is expected to have the form
near the QCP5 χ(r, τ) ∼ r−(d+z−2+η)w(r/ξ, τ/ξz). In particular, one has at the QCP from this expression for the
equal-time correlation function χ(r, 0) ∼ r−(d−2+z+η). On the other hand, χ(r, 0) should behave at g = gc as the
fractal correlation function G(r) ∼ r−2(d−D) giving the probability that a site a distance r apart from the given site
belongs to the same cluster.42 As a result, one derives using also Eq. (9)
η =
2β
ν
+ 2− d− z. (20)
It is proposed in Ref.5 that transitions from the SF to glassy phases can be described by the following simplest
scaling ansatz for the singular part of the free energy:
fs(g, T ) ∼ |gc − g|
ν(d+z)F
(
T
(gc − g)νz
,
h˜
|gc − g|ν(d+z)−β
)
, (21)
where h˜ is a field conjugated to the order parameter. It follows from Eq. (21) that the compressibility κ scales as
κ ∼ (gc−g)
ν(d−z).5 It is shown in Ref.5 that the finiteness of κ at the QCP between the SF and the BG phases implies
6that the dynamical critical exponent z is equal to d. Numerical44,45 and other analytical36,46 results do support this
prediction. To the best of our knowledge, no definite conclusion has been drawn yet about the z value for the SF-MG
transition.
Using Eq. (21), we obtain for the helicity modulus5 Υ ∝ (gc − g)
ν(d+z−2) so that σ = ν(d+ z − 2) (see Eq. (4)).56
Substituting the latter equality into Eq. (10), one has
z = d−
β
ν
= D, (22)
where Eq. (9) is also taken into account. One derives from Eqs. (16) and (22)
φ = zν (23)
in both cases of z ≤ d/2 and z ≥ d/2.
It should be pointed out that Eq. (22) simplifies greatly Eq. (8) for v1:
v1 = 0 (24)
that appears to be independent of d. Thus, similar to fractons in diluted HAFs at d ≥ 2 (see Ref.37) and in systems
near the SF-BG transition36, the DOS per spin of fractons in the infinite network shows in our system superuniversal
properties. The DOS of finite clusters (17) depends on d in contrast to diluted HAFs and the SF-BG transition.
The consistency should be stressed between the scaling theory based on ansatz (21) for the singular part of the
free energy and results of our consideration in Sec. III which relies on the hydrodynamic description of magnons and
on the intrinsic fractal properties of the system. In particular, Eq. (23) follows directly from Eq. (21) by noting that
the function F (y, 0) must be singular at some point y = yc in order for the system to show a transition at some
temperature Tc(g). Then, one has Tc(g) = yc(gc − g)
zν and φ = zν.5 On the other hand, we come to Eq. (23) by
using results of Sec. III (in particular, using Eq. (16)). Hyperscaling relation (20) can be derived from Eq. (21) and
scaling arguments not involving the fractal correlation function (see Ref.5). It follows also from Eq. (21) that the
specific heat defined as C = −T∂2fs/∂T
2 is proportional to T d/z at g = gc (see Ref.
5) in agreement with Eq. (19).
Then, it is shown in Ref.5 that the total compressibility scales as ξz−d in the SF phase of the dirty-boson problem.
This quantity corresponds to the transverse susceptibility χ⊥ in spin systems whose behavior is given by Eq. (5) in
our case. By comparing these two scaling behaviors, one concludes in agreement with Eq. (22) that β must be equal
to ν(d − z).
V. COMPARISON WITH PREVIOUS NUMERICAL AND ANALYTICAL CONSIDERATIONS
One of our key observations, relation (22) between z, ν, and β, is in agreement with recent numerical results of
disordered spin- 12 antiferromagnetic bilayer (z = 1.310(6) and β/ν = 0.56(5))
21 and 2D Bose-systems (z = 1.52(3)
and β/ν = 0.48(2))29,31. It signifies that our study can be valid close to d = 2.
The above consideration should be valid also in a special case of disorder when randomly chosen couples of spins
connected by bold lines (see Fig. 1) are removed. A schematic view of the phase diagram of such a system is shown in
Fig. 2, where p is the concentration of discarded bold bonds and p = p∗ is the percolation threshold of the lattice.47,48
The above theory should work in the entire ordered phase. Static fluctuations of the quenched disorder are governed
by percolation critical exponents ν and β at p ≈ p∗. A theory is developed in Ref.47 for 0 < g < g∗ and p ≈ p∗ which
predicts in agreement with Eq. (22) that z is equal to the fractal dimension of the lattice at the percolation threshold.
This conclusion was confirmed numerically in various 2D systems (see, e.g., Refs.31,49–51) although a smaller z value
was also reported24 in the bilayer HAF.
It should be noted that scaling ansatz for the free energy (21) and Eq. (22) are derived in Ref.47 analytically
using properties of a system near the percolation threshold. Bearing in mind that our study relies on the qualitative
resemblance of a system near the SF-MG transition to a system on a lattice near the percolation threshold and the
good agreement with recent numerical works mentioned above, we believe that the theory suggested in Ref.47 describes
also the SF-MG transition. It should be noted also that the DOS was not discussed before near the SF-MG transition.
VI. SUMMARY AND CONCLUSION
To conclude, by the example of spin model (1) with disorder in spin coupling constants, we discuss the transition
between the ordered (“SF”) and the Mott glass phases in disordered Bose-systems with spatial dimension d ≥ 2. Our
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FIG. 2: Sketch of the phase diagram of system (1) in which randomly chosen couples of spins connected by bold lines are
removed (see Fig. 1), where p is the concentration of discarded bold bonds. The multicritical point (g∗, p∗) is depicted, where
p = p∗ is the percolation threshold of the lattice.
consideration is based on general properties of a system in a critical region, on the hydrodynamic description of long-
wavelength spin waves in the ordered phase, and on fractal properties of the non-dimerized part of the system. We
derive Eqs. (7), (8), (10), and (15)–(18) for the dynamical critical exponent, the transition temperature, and the low-
energy DOS of the infinite network and finite clusters. Our results are fully consistent with the scaling consideration
proposed by M. P. Fisher et al.5 for the dirty-boson problem. We obtain Eqs. (22) and (23) for critical exponents
using the scaling arguments. The DOS per spin of localized excitations (fractons) in the infinite network shows the
superuniversal behavior not depending on d (see Eq. (7) at ω ≫ ω0 and Eq. (24)). Our results are in agreement
with recent numerical results obtained in some 2D models. For systems on lattices near the percolation threshold,
our theory is fully consistent with the corresponding analytical study Ref.47 We believe that Ref.47 describes also the
SF-MG transition.
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