Quantitative description of the pharmacokinetics of dioxins and furans in humans can be of great help for the assessment of health risks posed by these compounds. To that the elimination rates of sixteen 2,3,7,8 -chlorinated dibenzodioxins and dibenzofurans are estimated from both a longitudinal and a crosssectional data set using the model of Van 1996: 31: 83 ± 94 ] . In this model the elimination rate is given by the ( constant ) specific elimination rate multiplied with the ratio between the lipid weight of the liver and total body lipid weight. Body composition, body weight and intake are assumed to depend on age. The elimination rate is, therefore, not constant. For 49 -year -old males, the elimination rate estimates range between 0.03 per year for 1,2,3,6,7,8 -hexaCDF to 1.0 per year for octaCDF. The elimination rates of the most toxic congeners, 2,3,7, 1,2,3,7, and 2,3,4,7,, were estimated at 0.09, 0.06, and 0.07, respectively, based on the cross -sectional data, and 0.11, 0.09, and 0.09 based on the longitudinal data. The elimination rates of dioxins decrease with age between 0.0011 per year for 1,2,3,6,7,8 -hexaCDD and 0.0035 per year for 1,2,3,4,6,7,8 -heptaCDD. For furans the average decrease is 0.0033 per year. The elimination rates were estimated both from a longitudinal and a crosssectional data set, and agreed quite well with each other, after taking account of historical changes in average intake levels. Journal of Exposure Analysis and Environmental Epidemiology ( 2000 ) 10, 579 ± 585.
Introduction
Insight into the pharmacokinetics of dioxins and furans in humans can be of great help for the assessment of health risks posed by these compounds. Unfortunately, the elimination rates of most of the congeners are not well characterized. Most attention has been focussed on what is probably the most poisonous congener, 2, 3, 7, 3, 7, . Some researchers have estimated elimination rates of a number of the other 2,3,7,8 -substituted congeners (e.g. Flesch -Janys et al., 1996 ) . This paper presents elimination rates that are estimated using the model developed by Van der Molen et al. (1996 ) . Estimates were made from two sets of data. Flesch -Janys et al. (1996 ) measured concentrations in blood of persons who had been exposed to high levels of dioxins and furans for a period of several years. Measurements were made on two or three occasions after this period, thus forming a longitudinal data set. The other data set was obtained by Schrey et al. (1993) , who measured concentrations in a cross section of the German population only exposed to background intake. The concentrations were only measured on one occasion.
Elimination rates of dioxins and furans are usually estimated by assuming that these compounds are eliminated exponentially from the human body. The model developed by Van der Molen et al. ( 1996 ) differs from this exponential model in three aspects. Firstly, body composition, body weight, and intake rate are assumed to depend on age. Secondly, the elimination rate is assumed to depend on body composition. Thirdly, the background intake rate is treated as an input in the model, as the background intake may also be a function of time. Thus, the procedure of subtracting the background`steady state' concentration from the observed concentration in temporarily highly exposed persons is avoided.
Therefore, measurements close to, or below background level do not need to be excluded from the analysis. For this reason, estimates for 2, 3, 7, 1, 2, 3, 7, , and octaCDF were not made in an earlier analysis of the longitudinal data set ( Flesch -Janys et al., 1996 ) . These data will be reanalyzed using Van der Molen's model. The resulting estimates of the elimination rates will be compared with those resulting from the analysis of the cross -sectional data.
Methods

The Model
The analysis of the data is based on the model described by Van der Molen et al. (1996 ) . In this model, intake rate, body weight, and body composition vary with age, and elimination is assumed to take place from the liver, at a rate proportional to the actual concentration in the liver, [ A l ], and to liver weight, W l , with a specific elimination rate k. The change of the total amount of tetraCDD in the human body, A, can thus be written as:
where a denotes age, t b denotes time of birth, F ( a+ t b ) is a function that corrects for historical changes in the intake rate, and I( a) denotes the age -dependent intake rate, assuming complete bioavailability. In this model the human body is divided into six compartments, blood, muscle, adipose tissue, bones, liver, and`remaining' organs. Each compartment has a specific lipid percentage that is constant over age. At the measured concentrations, binding of dioxins and furans to proteins is assumed to have a negligible influence on the overall toxicokinetics. The distribution of dioxins and furans over the body is assumed to be determined by the lipid fractions of the respective compartments. The concentrations of dioxins and furans are assumed to be equal on a lipid weight basis in all compartments. Van der Molen et al. (1996 ) showed that under these assumptions, the amount in the liver is an age -dependent fraction, X ( a) , of the total amount in the body, and that this fraction equals the ratio between the lipid weight of the liver, W f,l , and the total body lipid weight, P j W f, j . Rewriting Equation 1 shows that elimination of the total amount in the body is a first-order process with agedependent elimination rate kX( a ):
For any compartment i, the concentration on a lipidweight basis, [A f,i ], is given by:
where W f,j denotes the weight of the lipid fraction in compartment j.
Combining (2 ) with ( 3) yields
where the last term represents dilution through growth.
Historical Changes in the Intake Rate
Van der Molen et al. ( 1996 ) showed that historical changes in the intake rate may have substantially influenced current cross -sectional concentrations at background exposure. They assumed that intake rates have decreased since ( around ) 1965. If this assumption is correct, concentrations in individuals (cohorts) must have decreased over the last decades. This is in agreement with the finding that age -adjusted background concentrations in humans have decreased with time (Wittsiepe et al., 1998 (Wittsiepe et al., , 2000 . Van der Molen et al. (1996) used a function F to correct for historical changes in the intake rate. The shape of the descriptive correction function was based on information on dioxin and furan levels in the environment indicating that a peak occurred around 1965 (Friege and Klos, 1990; Beurskens et al., 1994 ) . The height of the peak was based on a model fit (Equation 4 ) to the concentrations of 2,3,7,8 -tetraCDD in blood -lipid as measured by Schrey et al. (1993 ) . More recently, concentrations have been measured in food duplicates collected in 1978, 1984 /1985, and 1994 by Liem et al. ( 1995 ) and Liem and Theelen (1997 ), and in 1994 by Schrey et al. (1995 ; this provides valuable additional information on the historical changes in the intake rate. The measurements by Liem et al. (1995 ) and Liem and Theelen (1997 ) will be used in the present analysis. To that end, we set the correction factors in 1978, 1985, and 1994 , respectively, at the ratios between the intake rates in that year as measured in the duplicate study, and the intake rate in 1991, as used in the earlier analysis. The year 1991 was used as a set point, because the age dependency of the intake rate, I( a) , was determined using food samples collected in 1991. Between 1978 Between , 1984 and 1994 the correction factor was determined by linear interpolation. Before 1978 the factor is given by Equation 5, after adapting parameter H to set the height of the function in 1978 at the level of the ratio between the measured intake rate in 1978 and 1991. For comparison, the elimination rates were also estimated with the correction factor for historical changes in the intake rate F as used earlier by Van der Molen et al. (1996 ) , at which time the food duplicate data were not available. The parameter H for this function was reestimated because a new estimate for the specific elimination rate, k, for 2,3,7,8 -tetraCDD had been made ( Van der Molen et al., 1998 ) .
Fitting Procedures
Collection of the longitudinal data is described in detail by Flesch -Janys et al. (1996) , and collection of the crosssectional data by Schrey et al. (1993 ) . Because model parameters are only available up to the age of 70 years, individuals above that age were excluded.
The specific elimination rate, k, is estimated by minimizing the sum of squares of the differences on logscale between the measured concentrations and the model predictions. The standard error of the specific elimination rate is derived from the associated information matrix.
Because the exposure previous to the measurements is unknown for the longitudinal data set, an initial concentration is estimated for each individual simultaneously with the estimation of k. For the cross -sectional data set, the individuals were assumed to be born without any dioxins and furans in their bodies. This assumption is not entirely realistic, but for a more realistic approach, knowledge about dioxin concentrations in the body of newborns over the time span of 1921 to 1991 would be required. We lack such knowledge.
Results
The estimated specific elimination rates range from 8.3 for 1,2,3,6,7,8 -hexaCDF to 282.9 for octaCDF (Table 1 ) . Most elimination rate estimates based on the cross -sectional data are somewhat lower than the estimates based on the longitudinal data ( Figure 1 ).
For comparison, the elimination rates were also estimated with the correction function for historical changes in the intake rate, F, as used earlier by Van der Molen et al. (1996) , but with a different value for the parameter H, Numbers in parentheses represent standard error as described in Methods.
Estimation of dioxin and furan elimination rates Van der Molen et al.
resulting in a higher peak. The peak of the former function ( with H = 2.20 ) is, however, below all peak levels used in the present paper (with the now congener -dependent H ranging between 2.55 and 8.77 ). As expected, for the crosssectional study, the resulting elimination rates are nearly all higher when using the new information on the historical intakes from the food duplicate study (Figure 2 ) . For the longitudinal study, the differences are small. This illustrates that estimates based on cross -sectional data are more sensitive to background intake than estimates based on longitudinal data from persons with temporarily high exposures. The estimates for the slowly eliminated congeners are more sensitive than the estimates for more rapidly eliminated congeners.
As Figure 1 shows, the estimates based on the two different data sets are more alike with the correction functions from the present paper than with the function proposed by Van der Molen et al. (1996 ) . Apparently, the functions from the present paper that actually use historical intake measurements describe better the historical changes in the intake rate.
Simulations of model concentrations (in I-TEQ ) using the estimated elimination rates were compared to concentrations measured yearly from 1991 to 1996 (Wittsiepe et al., 2000 ) . Concentrations were measured in persons from 9 to 82 years of age; the model simulations range from 0 to 70 years of age. The simulations describe the data well for , 1992 . For 1994 the simulated concentrations seem to be a bit higher than most measured concentrations ( data not shown ).
Comparison With Other Findings
Usually, elimination rates are estimated by assuming an exponential decline in internal concentrations after a temporarily high exposure. This exponential decay follows when it is assumed that elimination takes place as a firstorder process, with constant body weight and composition and at a constant background intake. With this method, an overall elimination rate, equivalent to kX is estimated, but with a constant X. The overall elimination rates of most 2,3,7,8 -substituted compounds have been estimated before (Gorski et al., 1984; Schecter et al., 1990; Flesch -Janys et al., 1996 ) .
Because the overall elimination rate in our model, kX, depends on age, our estimates of the specific elimination rates, k, cannot be compared directly with the elimination rates estimated with an exponential model. At the average Figure 2 . Specific elimination rate estimates with use of the improved history of the intake rate plotted against estimated with the former history of the intake rate. Open circles: estimates based on crosssectional data. Closed circles: estimated based on longitudinal data. . Specific elimination rate estimates based on cross -sectional data plotted against estimates based on longitudinal data. Open diamonds: estimates based on the former history of the intake rate. Closed diamonds: estimates based on the improved history of the intake rate using results from duplicate food studies.
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Estimation of dioxin and furan elimination rates age (48.7 years ) of Flesch -Janys's test group, X has a value of 3.6Â10 À 3 . If we multiply our estimates of k with this value, our elimination rates ( kX ) are in the same order of magnitude as those of Flesch -Janys et al. (1996 ) ( Figure 3) .
Comparison to the estimates obtained by Gorski et al. ( 1984 ) , and Schecter et al. ( 1990 ) gives a similar view ( not shown) .
Compared to the estimates of Flesch -Janys' our estimates based on the longitudinal data are somewhat higher for most congeners. Both estimates have been made from the same data set, with the difference that FleschJanys et al. (1996 ) have excluded measurements near background level, whereas from the present study only the two persons older than 70 years were excluded. Elimination rates for 2,3,7,8-tetraCDF, 1,2,3,7,8 -pentaCDF, and octaCDF have not been estimated with the exponential model at all, because all measurements were close to background level. The model used in the present study does allow for estimating the elimination rates for these congeners. Flesch -Janys et al. (1996) found elimination rates to decrease with increasing age, with a yearly decrease ranging from 0.0021 for 1,2,3,6,7,8 -hexaCDD to 0.006 for 1,2,3,4,6,7,8 -heptaCDD for dioxins. For furans the decrease was about 0.003 per year. The model predicts such a decrease. This decrease can be explained by the decrease (with age ) of the ratio between the lipid weight of the liver, and the total body lipid weight, X. This ratio depends on a person's body fat percentage. Because this ratio depends on age in the model, the elimination rate is age -dependent. For adults, X ranges between 5.5Â10 À 3
Age Dependency of Elimination Rates
for 20-year-olds and 2.6Â10
À 3 for 70 -year-olds. This implies that the overall elimination rate differs nearly a factor two between adults of different ages. For dioxins the estimated elimination rates decrease between 0.0011 per year for 1,2,3,6,7,8 -hexaCDD and 0.0035 per year for 1,2,3,4,6,7,8 -heptaCDD according to the model ( Figure  4 ) . These values are of the same order of magnitude as the ones found by Flesch -Janys et al. ( 1996 ) . The average decrease of the estimated specific elimination rates for the furans, 0.0033 per year, is close to FleschJanys' value.
Discussion
Model Assumptions
Instead of simply assuming that dioxins and furans are eliminated exponentially from the human body, we have used a more physiologically based model. It should be noted that exponential elimination only occurs under the following circumstances: body weight and intake are constant, and elimination takes place through a first-order process.
Our model does not assume body weight and intake to be constant. A number of assumptions had to be made, however. Some of these assumptions may not be entirely right, due to lack of knowledge about certain details. For the more highly chlorinated congeners the assumption that the concentration is equal on a lipid -weight basis in all compartments is probably not entirely true. Further research is necessary to determine the distribution of these compounds in the human body more accurately, so that the model can be made more realistic.
It was assumed that protein binding has no effect on the pharmacokinetic behavior of dioxins and furans. If more quantitative information on protein binding and enzyme induction in humans becomes available, the model can be expanded to account for these processes.
The assumption for the cross -sectional data set that babies are born without dioxins in their body may not be entirely true. It would be more accurate to use concentrations measured in tissues from babies, but such measurements would be required over the past 70 years and such measurements are not available.
Method
It is difficult to determine whether the estimates based on the cross -sectional or the longitudinal data are the most reliable. The main difference between the data sets is the fact that the persons of the longitudinal data set have been exposed to elevated levels of dioxins and furans previous to the measurements of concentrations in their blood. The persons in the cross -sectional study have only been exposed to background intake. 
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The use of concentrations measured in persons who have only been exposed to background concentrations ensures that the estimated elimination rates are not elevated due to enzyme induction. In animals enzyme induction has been found to occur at high dioxin and furan concentrations, which may elevate elimination rates at high concentrations (Leung et al., 1990) . Although this induction does probably not take place at the concentrations generally measured in human tissues (even in highly exposed persons), it cannot be entirely ruled out (Schrenk et al., 1991 (Schrenk et al., , 1995 Zeilmaker et al., 1999 ) .
However, the estimates based on the cross -sectional data are far more sensitive to the background intake rate and the correction function for historical changes in the intake rate, because these persons had only been exposed to background intake. The persons in the longitudinal study had temporarily been exposed to high levels of dioxins and furans, elevating the concentrations in their blood. Van der Molen et al. (1998) have shown that estimates of elimination rates based on such data are hardly influenced by background intake. The time span over which the concentration is modelled constitutes another factor causing a difference in sensitivity to the history of the intake rate. The concentrations for the persons in the cross -sectional study were modelled from birth until the moment of the cross section. By contrast, the concentrations for the persons in the longitudinal study are only modelled between the first and last measurement, consisting of a period of only 1 to 9 years.
Uncertainties Some uncertainty about the intake rates, and the correction functions for historical changes in the intake rates remains. Especially, the history of the intake rate before 1978 is uncertain. Between 1921 and 1978 , the shape of the correction function is based on sediment data. We assumed that the history of the intake rate follows the same pattern. Eating habits may also have changed. The farther in the past, the less influence the intake rate has on present -day concentrations in human tissues.
Alternative Model
Elimination is assumed to be proportional to the concentration in the liver and to liver weight. In this formulation, dioxins and furans may be metabolized in the liver, and /or excreted with bile into the gastrointestinal tract. One might hypothesize that metabolism in humans is so slow that it could be ignored compared to excretion by bile. If the exchange between the feces and the surrounding tissue ( and blood ) is slow, the concentrations in the feces are determined by the bile excretions from the liver into the gastrointestinal tract. If the exchange is rapid relative to the rate at which the feces pass through the gastrointestinal tract, however, dioxins and furans excreted from the liver may be reabsorbed. It might even occur that the compounds are eliminated from the surrounding tissue into the gastrointestinal tract, depending on the gradient between the concentrations in the gastrointestinal tract and the surrounding tissue. This alternative hypothesis has recently been supported by experimental observations. Geusau et al. (1999) found that intake of olestra increases the excretion of TCDD through feces. Moser and McLachlan (1999 ) showed that this also holds for other dioxins and furans. In this case, provided that metabolism is sufficiently slow, it can be assumed that the exchange of dioxins and furans between the feces and the body tissues will attain a pseudo steady state. Because we have already assumed that the concentrations in the lipid of all compartments are equal at pseudo steady state, the concentration in the lipid of the feces will become equal to the concentration in the lipid of the body.
This situation leads to an alternative model formulation describing the change of the total amount of a particular congener in the human body as:
where r (a ) denotes the rate at which lipid is excreted from the body through the feces. Obviously, both models, as given by Equations 1 and 6, are equivalent in structure. When kW f,l (a ) is equal to r (a ), elimination takes place at the same rate in both models. The difference is that the parameter r (a ) does not depend on the congener at all. According to Passmore and Robson (1968 ) the excretion rate of lipid through the feces ranges between 3 and 5 g per day in an adult male. Assuming that the lipid weight of the liver is approximately 80 g for an adult, and the excretion rate of lipid through the feces is 4 g/ day, the elimination takes place at the same rate when k is 18.25 per year. For most congeners the estimated elimination rates do not differ much from this value. Especially, considering the fact that there is still some uncertainty in the background intake rates, and the correction functions for historical changes in the intake used, the real values for these elimination rates might indeed be about 18.25 per year. For a few congeners, however, the estimated elimination rates are much higher than expected on the basis of the rapid exchange model. At least for these congeners, this model does not adequately describe the kinetic behaviour in the human body. The high elimination rates indicate that metabolism may take place in addition to rapid exchange in the gastrointestinal tract, or excretion via bile may be faster for these compounds than uptake in the body. Flesch -Janys et al. (1996 ) estimated the elimination rates from the same data as we did, assuming exponential decay of serum levels. For that reason, they had to exclude those congeners for which the measurements were not sufficiently elevated compared to background levels. Our model does not require that, and we were able to estimate elimination rates for those congeners as well. Flesch -Janys et al. (1996) found that their estimated elimination rates showed a correlation with age. Although assuming that the specific elimination rate (in the liver ) does not change with age, our model predicts that the elimination rate (as measured in serum levels ) must be a function of age. Thus, this age -dependency can be explained by the changes in body composition with age. By the same token, the model can be used to make more precise predictions for subjects with a particular age. In addition to that, the model offers a tool to compare or predict internal concentrations in individuals that differ in body composition.
Gains of the Model
