Compactness and local compactness of the hyperspace endowed with both the Vietoris topology and the Hausdor metric topology, have been characterized by Costantini, Levi and Pelant. Our aim is to characterize these two properties for the proximal topology, which is related to both of the previous topologies.
Introduction
The rst one to characterize compactness of the Vietoris topology on the hyperspace CL(X) of non-empty closed subsets of a topological space X, was Michael in [3] . He also gave a result about local compactness, but it was not correct as remarked in the paper [2] . In that paper, Costantini, Levi and Pelant studied compactness and local compactness of several hyperspace topologies. In particular they characterized compactness and local compactness of CL(X) endowed both with the Vietoris topology τV and the Hausdor metric topology τH d .
Following the same spirit and using a similar technique, we characterize compactness and local compactness of CL(X) endowed with the proximal topology τ δ(d) . We show that both properties are equivalent to compactness of X. The choice of τ δ(d) is motivated by the fact that it is deeply connected both to τV and τH d , because it can be obtained as supremum of the lower Vietoris topology and the upper Hausdor metric topology, i.e.
Preliminaries
Let X be a metrizable space. Given a metric d on X, we denote by D d the gap between two non-empty closed sets E, F ∈ CL(X), dened as:
Let x ∈ X, we denote by Bε(x) the open ball of radius ε and center x. Given A ∈ CL(X), we denote by Bε is constituted by the collection of all
through the open subsets of X. As recalled before, the proximal topology τ δ(d) is the supremum of the lower Vietoris topology and the upper Hausdor metric topology, i.e.
Recall that the a net (Ci)i∈I is convergent to C with respect to the Kuratowski convergence if, and only if, it converges with respect to τ 
Given a metrizable space X, we denote by M(X) the set of all compatible metrics on X.
The main result
In the sequel, in the denition of compactness and local compactness we require the space also to be Hausdor.
Our main result is the following theorem.
3.1. Theorem. Let X be a metrizable space, let C ∈ CL(X) and d ∈ M(X). Then CL(X) is τ δ(d) -locally compact at C if, and only if, there exists ε > 0 such that Bε[C] is compact.
As a consequence we can characterize both local compactness and compactness of X, using conditions on CL(X). Moreover we can also characterize compactness of (CL(X), τ δ(d) ), showing that it is equivalent to local compactness of (CL(X), τ δ(d) ).
3.2. Corollary. Let X be a metrizable space. X is locally compact if, and only if, CL(X) is τ δ(d) -locally compact at {x}, for every x ∈ X.
3.3. Corollary. Let X be a metrizable space. The following are equivalent:
(1) X is compact;
Proof. The implications (1) ⇒ (2) and (3) ⇒ (1) follow from Theorem 3.1, while (2) ⇒ (3) is obvious.
The following result was proved in [2, Theorem 11].
3.4. Theorem. Let X be a regular space and let C ∈ CL(X). Then CL(X) is τV -locally compact at C if, and only if, there exists an open set A ⊆ X such that C ⊆ A and A is compact.
Combining the previous result and our Theorem 3.1, we obtain as a consequence the equivalence of local compactness and compactness of proximal and Vietoris topologies. 3 .5. Corollary. Let X be a metrizable space. The following are equivalent:
is compact since τ δ(d) = τV and this proves the implication (1) ⇒ (2). The implication (2) ⇒ (4) is obvious. Finally the equivalence (1) ⇔ (4) follows from Corollary 3.3.
3.6. Remark. Note that (4) ⇒ (5) can be easily proved in a direct way, in order to explicitly use the condition that characterize local compactness of τ δ(d) and τV . Indeed,
is an open set containing C and with compact closure. Hence (CL(X), τV ) is locally compact at C by Theorem 3.4.
In [2] it has been proved that local compactness of the Vietoris hyperspace is in general a strictly stronger condition than local compactness of the Hausdor hyperspace. As a consequence of Corollary 3.5, local compactness of the proximal hyperspace has the same behaviour. Finally it has been proved in [1, Theorem 3.2.4] that compactness of the Hausdor hyperspace is equivalent to compactness of X, and by Corollary 3.5, this is equivalent to compactness of the proximal hyperspace.
Proof our main result
To prove our main theorem we need several preliminary results. The following remarks are of easy verication. 4.1. Remark. Let X be a metrizable space and
4.2. Remark. Let X be a metrizable space and
Proof. Let A, C ∈ CL(X) such that A = C. We may suppose there exists a ∈ A C.
(a). Indeed let on the contrary
The following result gives a sucient condition for compactness of a collection K ⊆ CL(X). 
Proof. Let (Cj)j∈J be a net in K. By Remark 4.2, we have to prove that it has a convergent subnet. By [1, Theorem 5.2.11], there exists a subnet (Cj i )i∈I which is Kconvergent to a set C ∈ CL(X) ∪ {∅}. Note that since {∅} = ∅ ++ , ∅ is isolated with respect to τ δ(d) and therefore C ∈ CL(X). Moreover (Cj i )i∈I is τ − V -convergent to C. We want to prove that Cj i → C with respect to τ
, and this would also imply that
On the contrary, suppose there exists W open such that 
On the other hand, Cj i / ∈ W ++ frequently, so that there exists k ≥ i0, such that for
4.4. Lemma. Let X be a metrizable space. Let K ∈ CL(X) and d ∈ M(X). If K is compact and there exists δ > 0 such that B δ (x) is compact for every
4.5. Lemma. Let X be a metrizable space. Let K ∈ CL(X) and d ∈ M(X). If K is compact and there exists δ > 0 such that B δ (x) is compact for every x ∈ K, then B δ 
[K] is compact since it is closed and it is contained in B δ
2
[K] which is compact by Lemma 4.4. There exist
4.6. Proposition. Let X be a metrizable space and d ∈ M(X). Let V, V1, . . . V k be any non-empty set.
Proof. Since V = ∅, for every i = 1, . . . , k we can x xi ∈ Vi ∩ V .
We rst prove that V is closed. Otherwise there should exist (yn) n∈N such that yn ∈ V and yn → y ∈ X V . Since V = ∅, for every i = 1, . . . , k we can nd xi ∈ Vi ∩ V . For every n ∈ N set Cn = {x1, . . . , x k , yn} and C = {x1, . . . , x k , y}. Note that C / ∈ V because y ∈ C V . Moreover Cn ∈ V for every n ∈ N. We prove that Cn →τ δ(d) C in order to have a contradiction, since V is τ δ(d) -compact and hence closed.
. . , p}; we distinguish two cases. If there exists j ∈ {1, . . . , k} such that xj ∈ Ui, then xj ∈ Cn ∩ Ui, hence Cn ∈ U − i for every n ∈ N. If xj / ∈ Ui for every j = 1, . . . , k, since C ∩ Ui = 0, then y ∈ C ∩ Ui. Take ε > 0 such that Bε(y) ∈ Ui. Then yn ∈ Bε(y) eventually and therefore
We now prove that V is compact. Otherwise, there should exist (an) n∈N in V with no cluster point. That is for every x ∈ X there exists a neighbourhood Vx of x and νx ∈ N such that for every n ≥ νx, an / ∈ Vx. For every n ∈ N set Cn = {x1, . . . , x k , an}. We will prove that (Cn) n∈N has no cluster point in order to have a contradiction since V is compact. Let C ∈ CL(X).
•
On the other hand if ν ≥ max{νx 1 , . . . , νx k }, then for every n ≥ ν, an / ∈ Vx i for every
Vx i ++ eventually.
• If there exists x0 ∈ C {x1, . . . , x k }, let W be a neighbourhood of x0 such that W ∩ {x1, . . . , x k } = ∅. Then Cn / ∈ (W ∩ Vx 0 ) − for every n ≥ νx 0 , while C ∈ (W ∩ Vx 0 ) − .
We are now able to nally prove our main result.
Proof of Theorem 3.1. 
