The classical Gauss-Lucas theorem states that the critical points of a polynomial with complex coefficients are in the convex hull of its zeros. This fundamental theorem follows from the fact that if all the zeros of a polynomial are in a half plane, then the same is true for its critical points. The main result of this work replaces the half plane with a sector as follows.
Introduction
The famous Gauss-Lucas theorem states that the critical points of a polynomial are contained in the convex hull of its zeros. The power of that theorem is in its elegance and the fact that it holds for any polynomial, regardless of what its coefficients are. Attempts to strengthen or to generalize the Gauss-Lucas theorem continue to this day. More notable such results are the Specht theorem [11] (see also [7, Theorem 2.1.4] ) and the more recent work by Dimitrov [3] . In the latter, the critical points are located in a set that is intersection of disks, obtained after a clever application of the Szegö's composite theorem. In [1] ,Ćurgus and Mascioni contract the Gauss-Lucas polygon in essence estimating the distance between the non-trivial critical points and the boundary of the Gauss-Lucas polygon. The results in [1] and [3] complement each other in the sense that none is stronger than the other. A major strenghtening of the Gauss-Lucas theorem was achieved by Malamud in [5] by showing that the vector of critical points can be obtained by left-multiplying the vector of zeros by an (n−1)×n sub-stochastic matrix. Independently, this result was obtained by Pereira in [6] , using a different technique. Perhaps the closest recent result to the theme of our work is the one by Rüdinger in [8] . Rüdinger showed that for each zero in the interior of the Gauss-Lucas polygon (not collinear with two other zeros) there is a sector defined by the inner zero and two adjacent rays through other zeros which does not contain a critical point. Rüdinger points out that (even for simple zeros and polynomials of low degree) it is not obvious if a geometric criterion can be given to decide which of the sectors is the one without critical points. It is reasonable to expect that the main result in this work may be applied in the future to shed light on that question, among others. Generalizations of the Gauss-Lucas theorem to higher dimensions is given in [2] and [4] . An asymptotic version of the Gauss-Lucas theorem was recently proved by Totik in [9] .
In this work, we present a non-convex variation of the Gauss-Lucas theorem. Namely, if the coefficients are in a sector with vertex 0 and angle φ ∈ [0, 2π] and the zeros are in a sector with vertex 0 and angle 2π − φ, then the critical points are in the same sector as the zeros. (With an affine change of variables, one may investigate applications of this result for sectors not necessarily centred at 0.) Our result may be viewed as a part of the following large but difficult program: Given a simply connected, non-convex domain in the complex plane, characterize the polynomials having zeros and critical points in it. Let P n (φ) be the set of all polynomials of degree n, i.e. a n = 0, p(z) = a n z n + a n−1 z n−1 + · · · + a 1 z + a 0 , with coefficients in the sector S(φ) and zeros not in the interior of S(φ). The main result of this work is the following. Theorem 2.1. If p(z) ∈ P n (φ), then p (z) ∈ P n−1 (φ).
The main results
Note that the theorem is trivial when φ ∈ [π, 2π] since then it is a direct consequence of the Gauss-Lucas theorem. So, it suffices to consider only the case when φ ∈ [0, π). It was shown in [10] , that if a polynomial p(z) of degree n has real, non-negative coefficients and zeros in the sector {z ∈ C : | arg(z)| ≥ ϕ}, where ϕ ∈ [0, π], then so does p (z). Theorem 2.1 is a generalization of this result. Indeed, it suffices to consider only ϕ ∈ [0, π/2). A polynomial p(z) of degree n with non-negative coefficients and zeros in the sector {z ∈ C : | arg(z)| ≥ ϕ}, is also in P n (ϕ). By Theorem 2.1, we have p (z) ∈ P n−1 (ϕ). Since p (z) has real coefficients, the zeros of p (z) are then in {z ∈ C : | arg(z)| ≥ ϕ} as well.
Multiplying the polynomial p(z) by e iθ rotates the coefficients but does not change the zeros. On the other hand for T (z) := a(z + b) the zeros and the critical points of p(T (z)) are the zeros and critical points of p(z), transformed by T −1 . Thus, one can formulate the following corollary. Let the coefficients of the polynomial p(z) in P n (φ) be a k = r k e iφk with φ k ∈ [0, φ] and r k ≥ 0 for all k = 0, . . . , n.
The proof of Theorem 2.1 reveals the following necessary condition for a polynomial to be in P n (φ).
The opposite of Theorem 2.3 is not true, as the polynomial z 3 + iz 2 + z + 1 ∈ P 3 (π/2) shows. Its zeros are approximately 0.37 + 0.85i, −0.61 − 0.17i, and 0.25 − 1.68i. It has a zero strictly in the first orthant, even though condition (2.3) holds.
Preliminaries
Let ∆ γ arg p(z) denote the net change of arg p(z) when z traverses the curve γ ⊂ C in a specified direction. For example, if
then for a polynomial p(z) of degree n and highest coefficient a n = r n e iφn , one has
as R → ∞. Define the ray θ := {te iθ : t ≥ 0}, starting at the origin with an argument θ. Equation (3.1) shows that φn+nθ is an asymptote to t → p(te iθ ) as t approaches infinity. The proof of the following standard lemma is included for completeness. Lemma 3.1. Suppose p(z) has no zeros on the ray θ . Let k be the number of the zeros of p(z) inside the sector S(θ). Then
when z traverses the ray θ from 0 to ∞.
Proof. Let R be large so that the set {te iψ : t ∈ [0, R], ψ ∈ [0, θ]} contains the k zeros of p(z) in its interior. Denote the three pieces of the boundary of that region, oriented counterclockwise, by γ 1 , γ 2 , and γ 3 , where γ 2 is given above and
Let γ := γ 1 ∪ γ 2 ∪ γ 3 . According to the argument principle, see [7, p. 4] , we have
By (3.1), ∆ γ2 arg p(z) approaches nθ as R goes to infinity. As R goes to infinity, ∆ γ3 arg p(z) approaches −∆ θ arg p(z). Finally, one can see that ∆ γ1 arg p(z) = φ n − φ 0 . The result follows.
From now on, the parameter θ is going to be a fixed number in (φ, π), possibly satisfying other requirements as well. It is used in the concluding arguments of the proofs of Theorems 2.1 and 2.3. Throughout the remainder of the paper, we let
be the integer part of (φ n + nθ)/π, meaning that
Choose θ ∈ (φ, π), so that ψ + φ n + nθ is not an integer multiple of π/2. Consider the possible sign changes in the sequences
If ψ + φ 0 ∈ [0, π/2), they are respectively a) at most m and at most m, when ψ + φ n + nθ ∈ (mπ, mπ + π/2); b) at most m + 1 and at most m, when ψ + φ n + nθ ∈ (mπ + π/2, (m + 1)π); c) at most m+1 and at most m+1, when ψ +φ n +nθ ∈ ((m+1)π, (m+1)π +π/2). If ψ + φ 0 ∈ [π/2, π), they are respectively d) at most m − 1 and at most m, when ψ + φ n + nθ ∈ (mπ, mπ + π/2); e) at most m and at most m, when ψ + φ n + nθ ∈ (mπ + π/2, (m + 1)π); f ) at most m and at most m + 1, when ψ + φ n + nθ ∈ ((m + 1)π, (m + 1)π + π/2). Finally, if ψ + φ 0 ∈ [π, 3π/2), they are respectively g) at most m − 1 and at most m − 1, when ψ + φ n + nθ ∈ (mπ, mπ + π/2); h) at most m and at most m − 1, when ψ + φ n + nθ ∈ (mπ + π/2, (m + 1)π); i) at most m and at most m, when ψ + φ n + nθ ∈ ((m + 1)π, (m + 1)π + π/2).
Proof. Note that the sequence {ψ + φ i + iθ} n i=0 is increasing:
Suppose first that ψ + φ 0 ∈ [0, π/2). If ψ + φ n + nθ ∈ (mπ, mπ + π/2), then conclusion a) holds. If ψ + φ n + nθ ∈ (mπ + π/2, (m + 1)π), then conclusion b) holds. If ψ + φ n + nθ ∈ ((m + 1)π, (m + 1)π + π/2), then conclusion c) holds.
The case when ψ + φ 0 ∈ [π/2, π) is analogous, only now the cosine sequence loses its first sign change.
The case when ψ + φ 0 ∈ [π, 3π/2) follows from the second one, because the sine sequence loses its first sign change compared to the cosine one.
Consider the following polynomials in t depending on the parameter ψ:
We keep in mind that g 1,ψ (t) and g 2,ψ (t) depend implicitly on θ, but for simplicity of notation, we omit that variable. Notice that g 1,ψ (t) = g 1,0 (t) cos ψ − g 2,0 (t) sin ψ, and g 2,ψ (t) = g 1,0 (t) sin ψ + g 2,0 (t) cos ψ, or equivalently
This shows that the curve
is obtained from G 0 (t) after a rotation around the origin at an angle ψ. So, the net change of arg(z), when z traverses the curve G ψ (t), is equal to the net change of arg(z), when z traverses the curve G 0 (t).
For a polynomial g with real coefficients, let α(g) denote the number of its positive zeros, counting multiplicities, and let γ(g) denote the number of sign changes in the sequence of its coefficients (zero coefficients are to be ignored). Descartes' Rule of Signs, see [7, p. 319 ] states that α(g) ≤ γ(g) with the difference γ(g) − α(g) always being a non-negative, even number.
Starting with the next lemma, we carefully count the zeros of g 1,ψ (t) and g 2,ψ (t) and show that they interlace. In this way we track the rotation of the curve G ψ (t) around the origin. For example, g 1,ψ (t) = 0 implies that the point G ψ (t) is on the y-axis and g 2,ψ (t) = 0 implies that the point G ψ (t) is on the x-axis. Later on, Lemma 5.1 performs similar investigations for the derivatives g 1,0 (t), g 2,0 (t), and G 0 (t).
, has no zeros in S(θ), where θ ∈ (φ, π) is chosen so that ψ + φ 1 + θ and ψ + φ n + nθ are not integer multiples of π/2. Then the following all hold (1) For i ∈ {1, 2} we have α(g i,ψ ) = γ(g i,ψ ).
(2) The argument of G 0 (t) is strictly increasing for t ∈ [0, ∞).
(3) The positive zeros of g 1,ψ (t) and g 2,ψ (t) strictly interlace. Moreover, when ψ = 0 we have α(g 2,0 ) = m, and also have the following. (3a) If φ 0 ∈ [0, π/2), then the interlacing starts with a positive zero of g 1,0 (t) and α(g 1,0 ) ∈ {m, m + 1}. (3b) If φ 0 ∈ [π/2, π), then the interlacing starts with a positive zero of g 2,0 (t) and α(g 1,0 ) ∈ {m − 1, m}. (4) We have φ i+1 − φ i + θ ≤ π for all i = 0, 1, . . . , n − 1.
Proof. (1) The proof is divided into two main cases. Case 1. Consider first the case ψ = 0. The curve G 0 (t) starts at the point a 0 in the upper-half plane, and does not go through the origin, since p(z) has no zeros on the ray θ . We obtain an upper bound on ∆ θ arg p(z) by counting the number of positive zeros of g 2,0 (t). These mark the places where G 0 (t) crosses the x-axis. The positive zeros of g 2,0 (t) divide [0, ∞) into α(g 2,0 ) + 1 intervals (a priori some of them maybe degenerate). When t goes over one of these intervals the change in the argument of G 0 (t) is at most π.
Using Lemma 3.2, one can see that γ(g 2,0 ) ≤ m. Indeed, since ψ = 0 and φ 0 ∈ [0, π), we have ψ +φ 0 ∈ [π, 3π/2), hence we are not in the situation of the cases g), h), or i). In addition, by (3.3), we have ψ+φ n +nθ ∈ [(m+1)π, (m+1)π/2+π/2), hence we are not in the situation of the cases c), f). In the remaining cases, the sign changes in the sine sequence (3.4) are at most m.
If α(g 2,0 ) < γ(g 2,0 ), then α(g 2,0 ) ≤ m − 2, since the difference γ(g 2,0 ) − α(g 2,0 ) has to be even. Hence,
By Lemma 3.1, we have ∆ θ arg p(z) = nθ + φ n − φ 0 . Substituting the latter in (3.7), recalling (3.2), and dividing by π, we obtain
a contradiction, since 1 − φ 0 /π > 0. Hence, α(g 2,0 ) = γ(g 2,0 ).
Let us see now that γ(g 2,0 ) = m. Indeed, suppose that is not the case, that is γ(g 2,0 ) ≤ m − 1. When t goes over the interval from 0 to the first positive zero of g 2,0 (t) the change of the argument is at most π − φ 0 . There are α(g 2,0 ) intervals left, over which the change is at most π. Thus,
This gives (φ n + nθ)/π ≤ [(φ n + nθ)/π], in contradiction with the requirement that φ n + nθ is not an integer multiple of π/2. Recall (3.2) and denote by t 1 , . . . , t m the positive zeros of g 2,0 (t), ordered nondecreasingly
Now we investigate the change of the argument of G 0 (t) over the intervals [t i , t i+1 ] for i = 0, . . . , m. If m = 0, then g 2,0 (t) has zero positive zeros. The change of the argument of G 0 (t) is from φ 0 to the argument of the asymptote nθ + φ n , or nθ + φ n − φ 0 ≥ 0.
Suppose that m ≥ 1. Over the interval [t 0 , t 1 ], the argument of G 0 (t) changes either by π − φ 0 or by −φ 0 . If the change of the argument over the interval [t 0 , t 1 ] is −φ 0 , then since over the next intervals [t i , t i+1 ], for i = 1, . . . , m, the change is at most π and we get
This is in contradiction with the fact that m < (φ n +nθ)/π, since the last expression is not an integer by assumption. (In fact, the actual change in the argument of G 0 (t) is smaller than −φ 0 + mπ, but we do not need that.) Thus, the change over the interval [t 0 , t 1 ] must be π − φ 0 .
The change in the argument of G 0 (t) over the last interval [t m , ∞) is at most π. Suppose now m ≥ 2. The change in the argument of G 0 (t) over [t i , t i+1 ], for some i = 1, . . . , m − 1, is either 0 or ±π. We claim that the argument of G 0 (t) has to increases by π over each [t i , t i+1 ] for i = 1, . . . , m − 1. Indeed, suppose that the argument increases by π over at most m − 2 of these m − 1 intervals, and let these be the first m − 2 intervals, corresponding to i = 1, . . . , m − 2. (Other cases being similar or easier.) Then, over the interval [t m−1 , t m ] the argument increases by at most 0 (since the curve G 0 (t) must have changed its direction of rotation around the origin). Thus,
Thus, we showed that the argument of G 0 (t) has to increase by π − φ 0 over the interval [t 0 , t 1 ] and by π over the interval [t i , t i+1 ], for i = 1, . . . , m − 1. Finally, over the interval [t m , ∞), the argument of G 0 (t) increases by (φ n + nθ) − mπ. The curve G 0 (t) winds counterclockwise around the origin.
Next, we turn our attention to g 1,0 (t). We consider three cases.
The facts that the argument of G 0 (t) increases by π − φ 0 over the interval [t 0 , t 1 ), that a 0 is in the first orthant and not on the y-axis, imply that g 1,0 (t) has an odd number of zeros, so at least one, in (t 0 , t 1 ). Similarly, since for i ∈ {1, . . . , m − 1}, the argument of G 0 (t) increases by π over (t i , t i+1 ), then g 1,0 (t) has an odd number of zeros, so at least one, in (t i , t i+1 ). Hence, g 1,0 (t) has at least m positive zeros.
By Lemma 3.2, γ(g 1,0 ) is at most m or at most m + 1, depending on whether we are in case a) or b) of the lemma. Indeed, we have ψ = 0, hence ψ + φ 0 ∈ [0, π/2) and ψ + φ n + nθ ∈ ((m + 1)π, (m + 1)π + π/2), so we are in case a) or b), but not in case c). In cases a) and b), the number of sign changes of the cosine sequence is at most m or at most m + 1.
Since the difference γ(g 1,0 ) − α(g 1,0 ) has to be even, we conclude that
, for i = 0, 1, . . . , m − 1 contains exactly one zero of g 1,0 and they strictly interlace with the positive zeros of g 2,0 , starting with a zero of g 1,0 (t).
Suppose α(g 1,0 ) = m + 1. If one of the intervals (t k , t k+1 ), for k = 0, 1, . . ., m − 1 contains exactly two zeros of g 1,0 , then over this interval the curve G 0 (t) returns to the quadrant where it started from and the change of the argument of G 0 (t) is zero. This is impossible as shown above. So, each of these intervals contains exactly one positive zero and this exhibits m of the positive zeros of g 1,0 (t). Thus, the largest positive zero of g 1,0 (t) is in (t m , ∞). We conclude that the zeros of g 1,0 (t) and g 2,0 (t) interlace strictly and they start with a zero of g 1,0 (t).
Case 1.ii. Suppose φ 0 ∈ (π/2, π). The fact that the argument of G 0 (t) increases by π − φ 0 over the interval (t 0 , t 1 ) and that a 0 is not on the imaginary axis, implies that g 1,0 (t) has zero (even number, more precisely) zeros in (t 0 , t 1 ). Since the argument of G 0 (t) increases by π over (t i , t i+1 ), then g 1,0 (t) has at least one (odd number, more precisely) zero in (t i , t i+1 ), for i = 1, . . . , m − 1. Hence, g 1,0 (t) has at least m − 1 positive zeros.
By Lemma 3.2, γ(g 1,0 ) is at most m − 1 or at most m, depending on whether we are in case d) or e) of the lemma. Indeed, we have ψ = 0, hence ψ + φ 0 ∈ (π/2, π) and ψ + φ n + nθ ∈ ((m + 1)π, (m + 1)π + π/2), so we are in case d) or e), but not in case f). In cases d) and e) the number of sign changes of the cosine sequence is at most m − 1 or at most m.
. . , m − 1 contains exactly one zero of g 1,0 ; the intervals (t 0 , t 1 ) and (t m , ∞) do not contain zeros of g 1,0 . Thus, the zeros of g 1,0 strictly interlace with the positive zeros of g 2,0 , starting with a zero of the latter.
Suppose α(g 1,0 ) = m. Each interval (t k , t k+1 ), for k = 1, . . . , m − 1 contains at least one zeros of g 1,0 . This exhibits m − 1 zeros of g 1,0 . Thus, the interval (0, t 1 ) does not contain a zero of g 1,0 , hence the last zero is in (t m , ∞). The zeros of g 1,0 strictly interlace with the positive zeros of g 2,0 , starting with a zero of the latter.
A priori, we have π/2 < φ 1 + θ < 2π, where for simplicity, we have assumed that φ 1 + θ is not an integer multiple of π/2. (The latter assumption can be achieved with a small perturbation of θ.) Let us see that φ 1 + θ ∈ (3π/2, 2π). Indeed, if on the contrary φ 1 + θ ∈ (3π/2, 2π), then cos(φ 1 + θ) > 0 and sin(φ 1 + θ) < 0, implying that G 0 ( ) is strictly in the first quadrant for small > 0. Thus, the interval (0, t 1 ) contains an odd number of zeros, so at least one zero, of g 1,0 . Since the argument of G 0 (t) increases by π over (t i , t i+1 ), then g 1,0 (t) has at least one (odd number, more precisely) zero in (t i , t i+1 ), for i = 1, . . . , m − 1. This exhibits at least m positive zeros of g 1,0 (t). Now, the first two terms in the sequence
imply that the changes of signs in the cosine sequence (3.4), with ψ = 0, are at most m − 1. With Descartes' Rule of Signs, this shows that φ 1 + θ ∈ (π/2, 3π/2). Thus, G 0 ( ) is strictly in the second quadrant for small > 0 and the argument continues just like in Case 1.ii. Case 2. We now turn to the case when ψ > 0. The curve G ψ (t) is a rotation of G 0 (t) around the origin at an angle ψ. Consider the m + 1 pieces of the curve G 0 (t):
Let k x i and k y i be the number of times G i 0 e iψ intersects the x-axis and the y-axis respectively (counting multiplicities of the intersections). For i = 1, . . . , m − 1, the change of the argument over each piece G i 0 is π, hence the rotated piece G i 0 e iψ intersects each of the coordinate axis at least once. Moreover, the numbers k x i and k y i are odd for i = 1, . . . , m − 1. Case 2.i. ψ + φ 0 ∈ [0, π/2). If ψ + φ 0 = 0, then ψ = φ 0 = 0 and that case was considered in Case 1.i. So, suppose that ψ + φ 0 ∈ (0, π/2). Over the interval [t 0 , t 1 ) the change of the argument of G 0 (t) is π − φ 0 , hence the rotated piece G 0 0 e iψ intersects the x-axis and the y-axis at least once. Moreover, the numbers k x 0 and k y 0 are odd. Using Descartes' Rule of Signs, for the number of positive zeros of g 2,ψ (t) we have:
By Lemma 3.2, we have γ(g 2,ψ ) is at most m or at most m + 1. Indeed, the condition ψ + φ 0 ∈ [0, π/2) puts us in cases a), b), or c) of the lemma. There, the number of sign changes of the sine sequence is at most m or at most m + 1.
Since the difference γ(g 2,ψ ) − α(g 2,ψ ) is an even number, we conclude that α(g 2,ψ ) = γ(g 2,ψ ). Moreover, k x i = 1 for i = 0, 1, . . . , m − 1 and k x m ∈ {0, 1}. We now count the number of positive zeros of g 1,ψ (t). First, we have:
By Lemma 3.2, we have γ(g 1,ψ ) is at most m or at most m + 1. Indeed, we are still in cases a), b), or c) of the lemma, where the number of sign changes of the cosine sequence is at most m or at most m + 1.
Since the difference γ(g 1,ψ ) − α(g 1,ψ ) is an even number, we conclude that α(g 1,ψ ) = γ(g 1,ψ ). Moreover, k y i = 1 for i = 0, 1, . . . , m − 1 and k y m ∈ {0, 1}. Case 2.ii. ψ + φ 0 ∈ (π/2, π). Over the interval [t 0 , t 1 ) the change of the argument of G 0 (t) is π − φ 0 , hence the rotated piece G 0 0 e iψ intersects the x-axis at least once and may not intersect the y-axis. Moreover, the number k x 0 is odd, while the number k y 0 is even. Using Descartes' Rule of Signs, for the number of positive zeros of g 2,ψ (t) we have:
By Lemma 3.2, we have γ(g 2,ψ ) is at most m or at most m + 1. Indeed, the condition ψ + φ 0 ∈ (π/2, π) puts us in cases d), e), or f) of the lemma. There, the number of sign changes of the sine sequence is at most m or at most m + 1.
By Lemma 3.2, we have γ(g 1,ψ ) is at most m − 1 or at most m. Indeed, we are still in cases d), e), or f) of the lemma, where the number of sign changes of the cosine sequence is at most m − 1 or at most m.
Since the difference γ(g 1,ψ ) − α(g 1,ψ ) is an even number, we conclude that α(g 1,ψ ) = γ(g 1,ψ ). Moreover, k y i = 1 for i = 1, . . . , m − 1 and k y 0 = 0 and k y m ∈ {0, 1}.
Case 2.iii. ψ + φ 0 = π/2. The possibility ψ = 0 and φ 0 = π/2 was discussed in Case 1.iii. Since ψ ∈ [0, π/2), the remaining possibility is ψ > 0 and φ 0 ∈ (0, π/2). Consider G ψ (0) = (g 1,ψ (0), g 2,ψ (0)) = (r 1 cos(ψ + φ 1 + θ), r 1 sin(ψ + φ 1 + θ)).
(3.11)
A priori, we have π/2 = ψ + φ 0 < ψ + φ 1 + θ < 5π/2, where for simplicity, we have assumed that ψ + φ 1 + θ is not an integer multiple of π/2. Let us see that ψ+φ 1 +θ ∈ (3π/2, 5π/2). If on the contrary, we have that ψ+φ 1 +θ ∈ (3π/2, 5π/2), then cos(ψ + φ 1 + θ) > 0, implying that G ψ ( ) is strictly in the first quadrant for small > 0. Thus, the interval (0, t 1 ) contains an odd number of zeros, so at least one zero, of g 1,ψ . Since the argument of G ψ (t) increases by π over (t i , t i+1 ), then g 1,ψ (t) has at least one (odd number, more precisely) zero in (t i , t i+1 ), for i = 1, . . . , m − 1. This exhibits at least m positive zeros of g 1,ψ (t). Now, the first two terms in the sequence
imply that the changes of signs in the cosine sequence (3.4) are at most m − 1. This contradicts Descartes' Rule of Signs, and we conclude that ψ +φ 1 +θ ∈ (π/2, 3π/2).
Thus, G ψ ( ) is strictly in the second quadrant for small > 0 and the argument continues just like in Case 2.ii. Case 2.iv. ψ + φ 0 ∈ (π, 3π/2). In this case, we must have φ 0 ∈ (π/2, π). Over the piece [t 0 , t 1 ) the change of the argument of G 0 (t) is π − φ 0 , hence the rotated piece G 0 0 e iψ may not intersect the x-axis and may not intersect the y-axis. In any case, the numbers k x 0 and k y 0 are even. Using Descartes' Rule of Signs, for the number of positive zeros of g 2,ψ (t) we have:
By Lemma 3.2, we have γ(g 2,ψ ) is at most m − 1 or at most m. Indeed, the condition ψ + φ 0 ∈ (π, 3π/2) places us in cases g), h), or i) of the lemma. There, the number of sign changes of the sine sequence is at most m − 1 or at most m.
Since the difference γ(g 2,ψ ) − α(g 2,ψ ) is an even number, we conclude that α(g 2,ψ ) = γ(g 2,ψ ). Moreover, k x i = 1 for i = 1, . . . , m − 1, k x 0 = 0 and k x m ∈ {0, 1}. We now count the number of positive zeros of g 1,ψ (t). First, we have:
By Lemma 3.2, we have γ(g 1,ψ ) is at most m − 1 or at most m. Indeed, we are still in cases g), h), or i) of the lemma. There, the number of sign changes of the cosine sequence is at most m − 1 or at most m.
Case 2.v. ψ + φ 0 = π. It must be the case that π/2 < φ 0 < π and ψ > 0. A priori, we have π = ψ+φ 0 < ψ+φ 1 +θ < 5π/2. Suppose that ψ+φ 1 +θ ∈ (2π, 5π/2). Then sin(ψ + φ 1 + θ) > 0 and (3.11) implies that G ψ ( ) is strictly in the second quadrant for small > 0. Thus, the interval (0, t 1 ) contains an odd number of zeros of g 2,ψ . Since the argument of G ψ (t) increases by π over (t i , t i+1 ), then g 2,ψ (t) has at least one (odd number, more precisely) zero in (t i , t i+1 ), for i = 1, . . . , m − 1. This exhibits at least m positive zeros of g 2,ψ (t). Now, the first two terms in the sequence
imply that the changes of signs in the sine sequence (3.4) are at most m − 1. This contradiction, with Descartes' Rule of Signs, shows that π < ψ +φ 1 +θ < 2π. Thus, sin(ψ + φ 1 + θ) < 0 implying that G ψ ( ) is strictly in the third quadrant for small > 0 and the argument concludes just like in Case 2.iv. This concludes the proof of the first assertion of the lemma.
(2) Suppose the argument of G 0 (t) is not strictly increasing on [0, ∞). Then, there is a ray β that intersects one of the pieces (3.8) at more than one point. Say G i 0 is such a piece. Rotate G i 0 counterclockwise, on an angle ψ ∈ [0, π/2) until β coincides for the first time with a coordinate axis. (If ψ = π/2, then β already coincides with a coordinate axis, and rotating on an angle ψ = 0 is enough. So without loss of generality ψ < π/2.) Thus, G i 0 e iψ intersects a coordinate axis more than once. But the possible values of k x i and k y i , found in the proof of part (1), are either 0 or 1, a contradiction.
(3) Follows from (2), since Re (G 0 (t)) = g 1,0 (t) and Im (G 0 (t)) = g 2,0 (t).
(4) Observe that in the Cases 2.i-2.v above, the number of sign changes γ(g 1,ψ ) and γ(g 2,ψ ) are always equal to the maximal number of sign changes allowed by Lemma 3.2. This is true for every ψ ∈ [0, π/2). Thus, the difference between two consecutive elements in the sequence ψ + φ 0 , ψ + φ 1 + θ, ψ + φ 2 + 2θ, . . . , ψ + φ n−1 + (n − 1)θ, ψ + φ n + nθ cannot be bigger than π.
Proof of Theorem 2.3
Suppose p(z) ∈ P n (φ). The theorem would be obvious consequence of Lemma 3.3 part (4), if p(z) does not have zeros on the boundary of S(φ). To resolve that case, we need a perturbation argument.
We claim that p(z + ) ∈ P n (φ) for all small enough > 0 and its zeros are not in S(φ). Indeed, a straightforward calculation shows that
The coefficients of p(z+ ) are positive linear combinations of the points a 0 , a 1 , . . . , a n in the convex cone S(φ), hence in S(φ) as well. Polynomials p(z) in P n (φ) cannot have positive real zeros since, for t > 0, p(t) is a positive linear combination of the points a 0 , a 1 , . . . , a n , not all of them zero, in S(φ), thus p(t) = 0. Hence, if z 1 , . . . , z n are the zeros of p(z), then the zeros z 1 − , . . . , z n − of p(z + ) are not in S(φ).
What this perturbation achieves is that for all θ > φ but close to φ, the polynomial p(z + ) has no zeros in S(θ). Clearly for any ψ ∈ [0, π/2), one can choose θ, so that ψ + φ 1 + θ and ψ + φ n + nθ are not integer multiples of π/2. This satisfies the conditions of Lemma 3.3. The arguments of the coefficients of p(z + ) depend continuously on . As mentioned, they are all in the interval [0, φ]. By Lemma 3.3 part (4), we have φ i+1 − φ i + θ ≤ π. Let θ approach φ and then let approach zero to conclude the proof.
5.
The positive zeros of g 1,0 (t) and g 2,0 (t) strictly interlace This section we take the last step towards the proof of Theorem 2.1, which itself is deferred to Section 6.
We do not need the parameter ψ anymore, so to keep notation simpler, let g 1 (t) := g 1,0 (t) and g 2 (t) := g 2,0 (t).
Then,
We need the polynomials related to the derivative of p(z):
and make the following simple observations
Next lemma presents more interlacing properties of the curve G 0 (t).
, has no zeros in S(θ), where θ ∈ (φ, π) is chosen so that φ 1 + θ and φ n + nθ are not integer multiples of π/2. Suppose p (z) has no zeros on the ray θ .
(1) For the number of positive zeros of g 1 (t) and g 2 (t) we have
(2) The positive zeros of g 1 (t) and g 2 (t) strictly interlace.
(3.a). If cos(φ 1 + θ) sin(φ 1 + θ) > 0, then the interlacing starts with a zero of g 1 (t). (3.b). If cos(φ 1 + θ) sin(φ 1 + θ) < 0, then the interlacing starts with a zero of g 2 (t).
Proof. Recall (3.2) and recall that m = α(g 2 ) by Lemma 3.3, part (3). So, let 0 < t 1 < t 2 < · · · < t m < ∞ be the positive zeros of g 2 (t) and let 0 < s 1 < s 2 < · · · < s m < ∞ be the positive zeros of g 1 (t), where m := α(g 1 ).
Here, m ∈ {m, m + 1} if φ 0 ∈ [0, π/2), and m ∈ {m − 1, m} if φ 0 ∈ [π/2, π), see Lemma 3.3, parts (3a) and (3b). We first prove (1). The coefficients g 2 (0) = r 0 sin(φ 0 ) and g 2 (0) = r 1 sin(φ 1 + θ) may differ in sign, hence γ(g 2 ) ≤ γ(g 2 ). By Rolle's theorem, g 2 (t) has a zero in every interval (t k , t k+1 ), for k = 1, . . . , m − 1, so α(g 2 ) ≥ α(g 2 ) − 1. Hence, by Descartes' Rule of Signs, 0 ≤ γ(g 2 ) − α(g 2 ) ≤ γ(g 2 ) − α(g 2 ) + 1 = 1. Since γ(g 2 ) − α(g 2 ) is even, we obtain γ(g 2 ) = α(g 2 ).
If sin(φ 0 ) sin(φ 1 + θ) ≥ 0, then γ(g 2 ) = γ(g 2 ) = α(g 2 ). Otherwise, γ(g 2 ) = γ(g 2 ) − 1 = α(g 2 ) − 1.
The argument for g 1 (t) is analogous, only that this time we have that g 1 (0) = r 0 cos(φ 0 ) and g 1 (0) = r 1 cos(φ 1 + θ) may differ in sign. Now we turn to (2) . Because p (z) has no zeros on the ray θ , equation (5.1) implies that g 1 (t) and g 2 (t) do not have a zero in common. Let 0 < α 1 < α 2 < · · · denote the positive zeros of g 1 (t), and let 0 < β 1 < β 2 < · · · denote the positive zeros of g 2 (t). If s 0 , t 0 , α 0 , or β 0 appear in an expression, we assume for notational convenience that they are zero.
The point G 0 (s k ) is on the y-axis, while the point G 0 (t k ) is on the x-axis. Recall from Lemma 3.3, that the curve G 0 (t) winds counterclockwise around the origin, having strictly increasing argument. At t = β i the tangent line to G 0 (t) is horizontal, while at t = α i the tangent line to G 0 (t) is vertical.
Claim: We cannot have α k < β k < β k+1 < α k+1 , for any integer k ≥ 0. Proof: Fix k ≥ 0, and suppose for a contradiction that α k < β k < β k+1 < α k+1 . By Rolle's theorem, one gets α k < β k < t k < β k+1 < α k+1 . As t goes over t k , g 2 (t) changes its sign. So, the curve G 0 (t) either goes from the second into the third quadrant or from the fourth into the first. Suppose the former is the case with the latter case being analogous. Then, we have arg G 0 (t) = π − arctan g 2 (t)
Differentiating with respect to t and simplifying gives
Since the argument of G 0 (t) is increasing monotonically, (5.3) is non-negative. Evaluating it at t = β k , using g 1 (β k ) < 0, g 2 (β k ) > 0, and g 2 (β k ) = 0, one obtains g 1 (β k ) < 0. Since g 1 (t) does not change its sign on (α k , α k+1 ), we conclude that g 1 (β k+1 ) < 0. When G 0 (t) is in the third quadrant, we have arg G 0 (t) = π + arctan −g 2 (t)
.
(5.4)
Differentiating with respect to t and simplifying gives (5.3) again. Evaluating it at t = β k+1 , using g 1 (β k+1 ) < 0, g 2 (β k+1 ) < 0, g 2 (β k+1 ) = 0, and g 1 (β k+1 ) < 0, one obtains
contradicting Lemma 3.3, part (2).
Claim: We cannot have β k−1 < α k < α k+1 < β k , for any integer k ≥ 0. Proof: The proof is analogous to the one of the previous claim.
All that is left to do now, is to clarify whether the interlacing starts with a zero of g 1 (t) or with a zero of g 2 (t). We consider several cases.
Case (1) Suppose that φ 0 ∈ [0, π/2). In this case we have cos(φ 0 ) > 0 and sin(φ 0 ) ≥ 0. Recall from Lemma 3.3 part (3a), that g 1 (t) has m positive zeros, where m ∈ {m, m + 1}. By Lemma 3.3 part (3), they strictly interlace with the positive zeros of g 2 (t), starting with s 1 . By Lemma 3.3 part (4), we have
We consider three sub-cases.
Case (1) .a Suppose that cos(φ 1 + θ) > 0 and sin(φ 1 + θ) > 0. By part (2) of this lemma, we have α(g 1 ) = α(g 1 ) and α(g 2 ) = α(g 2 ), meaning that g 1 (t) has m positive zeros and g 2 (t) has m. We now locate them.
Since g 1 (0) = r 0 cos(φ 0 ) > 0, g 1 (0) = r 1 cos(φ 1 + θ) > 0, and g 1 (s 1 ) = 0, we have that α 1 ∈ (0, s 1 ). Rolle's theorem, gives α i ∈ (s i−1 , s i ) for i = 2, . . . , m . This exhibits all the zeros of g 1 (t), hence they are all simple, and g 1 (t) changes its sign whenever t goes through one of them.
Since g 2 (0) = r 0 sin(φ 0 ) ≥ 0, g 2 (0) = r 1 sin(φ 1 + θ) > 0, and g 2 (t 1 ) = 0, we conclude that β 1 ∈ (0, t 1 ), which together with Rolle's theorem, gives β i ∈ (t i−1 , t i ) for i = 1, . . . , m. This exhibits all the zeros of g 2 (t), hence they are all simple, and g 2 (t) changes its sign when t goes through one of them.
Claim: We have 0 < α 1 < β 1 . Proof: Suppose on the contrary that 0 < β 1 < α 1 . As a consequence, we have
is strictly in the first quadrant. Since g 1 (t) has no zeros in [0, α 1 ), we have g 1 (β 1 ) > 0. The point G 0 (0) = a 0 is in the first quadrant, hence G 0 (β 1 ) is in the first quadrant since β 1 ∈ (0, s 1 ) and the curve winds counterclockwise around the origin. Thus arg G 0 (t) = arctan g 2 (t)
Differentiating with respect to t and simplifying gives d dt arg G 0 (t) = g 1 (t)(g 2 (t)g 1 (t) − g 1 (t)g 2 (t)) (g 2 1 (t) + 2g 2 2 (t)) g 2 1 (t) + g 2 2 (t)
. (5.5) Evaluating (5.5) at t = β 1 , and using g 2 (β 1 ) = 0, gives
This contradicts Lemma 3.3 part (2).
Case (1) .b Suppose that cos(φ 1 + θ) < 0 and sin(φ 1 + θ) > 0. By part (2) of this lemma, we have α(g 1 ) = α(g 1 ) − 1 and α(g 2 ) = α(g 2 ),
meaning that g 1 (t) has m − 1 positive zeros and g 2 (t) has m. We now locate them. By Rolle's theorem, every interval (s i−1 , s i ), i = 2, . . . , m , contains a zero of g 1 (t), accounting for all m − 1 of them. Hence, they are all simple and g 1 (t) changes its sign, when t goes through one of them.
Since g 2 (0) = r 0 sin(φ 0 ) ≥ 0, g 2 (0) = r 1 sin(φ 1 + θ) > 0, and g 2 (t 1 ) = 0, we conclude that β 1 ∈ (0, t 1 ), and Rolle's theorem, gives β i ∈ (t i−1 , t i ) for i = 2, . . . , m. This exhibits all the zeros of g 2 (t), hence they are all simple, and g 2 (t) changes its sign whenever t goes through one of them.
Claim: We have 0 < β 1 < α 1 .
Proof: Suppose on the contrary that 0 < α 1 < β 1 . As a consequence, we have s 1 < α 1 < β 1 < t 1 . In this case, the first coordinate of G 0 (0) is negative and second is positive. Since g 2 (t) has no zeros in (0, β 1 ], we get g 2 (α 1 ) > 0. The point G 0 (t) is strictly in the second quadrant for t ∈ (s 1 , t 1 ), hence arg G 0 (t) = π − arctan g 2 (t)
Evaluating (5.6) at t = α 1 , using g 1 (α 1 ) = 0, gives
This contradicts Lemma 3.3 part (2). Case (1) .c Suppose that cos(φ 1 +θ) < 0 and sin(φ 1 +θ) < 0. Since both coordinates of G 0 (0) are negative, in this case, we cannot have φ 0 = 0, or else the argument of G 0 (t) will be strictly decreasing for t close to 0, contradicting Lemma 3.3 part (2). Thus, φ 0 ∈ (0, π/2) and by part (2) of this lemma, we have α(g 1 ) = α(g 1 ) − 1 and α(g 2 ) = α(g 2 ) − 1, meaning that g 1 (t) has m − 1 positive zeros and g 2 (t) has m − 1. We now locate them.
By Rolle's theorem, every interval (s i−1 , s i ), i = 2, . . . , m , contains a zero of g 1 (t), accounting for all m − 1 of them. Hence, they are all simple. Similarly for the zeros of g 2 (t).
Claim: We have 0 < α 1 < β 1 .
Proof: Suppose on the contrary that 0 < β 1 < α 1 . This implies that s 1 < t 1 < β 1 < α 1 < s 2 . Both coordinates of G 0 (0) are negative. Since g 1 (t) has no zeros in (0, α 1 ), we get g 1 (β 1 ) < 0. The point G 0 (t) is strictly in the third quadrant for t ∈ (t 1 , α 1 ] and the formula for arg G 0 (t) is given by (5.4) . Differentiating with respect to t and simplifying shows that (5.3) again holds in this case. Evaluating (5.3) at t = β 1 , using g 2 (β 1 ) = 0, gives
This contradicts Lemma 3.3 part (2). Case (2) Suppose that φ 0 ∈ [π/2, π). In this case we have cos(φ 0 ) ≤ 0 and sin(φ 0 ) > 0. Recalling Lemma 3.3 part (3b), g 1 (t) has m positive zeros, where m ∈ {m − 1, m}. By Lemma 3.3 part (3), they strictly interlace with the positive zeros of g 2 (t), starting with t 1 . We have π/2 < φ 1 + θ < 2π.
Case (2) .a Suppose that cos(φ 1 + θ) < 0 and sin(φ 1 + θ) > 0. By part (2) of this lemma, we have α(g 1 ) = α(g 1 ) and α(g 2 ) = α(g 2 ), meaning that g 1 (t) has m positive zeros, while g 2 (t) has m.
Since g 1 (0) = r 0 cos(φ 0 ) ≤ 0, g 1 (0) = r 1 cos(φ 1 + θ) < 0, and g 1 (s 1 ) = 0, there must be a zero of g 1 (t) in (0, s 1 ). By Rolle's theorem, every interval (s i−1 , s i ), i = 2, . . . , m , contains a zero of g 1 (t), accounting for all m of them. Hence, they are all simple and g 1 (t) changes its sign when t goes over one of them.
Since g 2 (0) = r 0 sin(φ 0 ) ≥ 0, g 2 (0) = r 1 sin(φ 1 + θ) > 0, and g 2 (t 1 ) = 0, we conclude that β 1 ∈ (0, t 1 ), and Rolle's theorem, gives one zero in each of (t i−1 , t i ) for i = 2, . . . , m. This exhibits all the zeros of g 2 (t), hence they are all simple, and g 2 (t) changes its sign whenever t goes through one of them.
Proof: Suppose on the contrary that 0 < α 1 < β 1 . This implies 0 < α 1 < β 1 < t 1 . The first coordinate of G 0 (0) is negative and second positive. Since g 1 (t) changes its sign as t goes over α 1 , we get g 1 (β 1 ) > 0. The point G 0 (β 1 ) is strictly in the second quadrant and there the formula for arg G 0 (t) is given by (5.2) . Differentiating with respect to t and simplifying shows that (5.3) again holds in this case. Evaluating (5.3) at t = β 1 , one arrives at
This contradicts Lemma 3.3 part (2). Case (2) .b Suppose that cos(φ 1 + θ) < 0 and sin(φ 1 + θ) < 0. By part (2) of this lemma, we have α(g 1 ) = α(g 1 ) and α(g 2 ) = α(g 2 ) − 1, meaning that g 1 (t) has m positive zeros, while g 2 (t) has m − 1.
Since g 1 (0) = r 0 cos(φ 0 ) ≤ 0, g 1 (0) = r 1 cos(φ 1 + θ) < 0, and g 1 (s 1 ) = 0, there must be a zero of g 1 (t) in (0, s 1 ). The rest are in (s i−1 , s i ), i = 2, . . . , m . By Rolle's theorem the zeros of g 2 (t) are β i ∈ (t i−1 , t i ), for i = 2, . . . , m.
Proof: Suppose on the contrary that 0 < β 1 < α 1 . This implies 0 < t 1 < β 1 < α 1 < s 1 . The coordinates of G 0 (0) are both negative. Since g 2 (t) changes its sign, as t goes over its zero β 1 , we obtain that g 2 (α 1 ) > 0. The point G 0 (α 1 ) is strictly in the third quadrant. In that quadrant, the argument of G 0 (t) is given by (5.4) . Differentiating with respect to t shows that (5.3) again holds in this case. Evaluating (5.3) at t = α 1 , one arrives at
This contradicts Lemma 3.3 part (2). Case (2) .c Suppose that cos(φ 1 + θ) > 0 and sin(φ 1 + θ) < 0. In this case the first coordinate of G 0 (0) is positive and the second is negative, hence we cannot have φ 0 = π/2, or else the argument of G 0 (t) will be strictly decreasing for t close to 0, contradicting Lemma 3.3 part (2). Thus, φ 0 ∈ (π/2, π) and by part (2) of this lemma, we have α(g 1 ) = α(g 1 ) − 1 and α(g 2 ) = α(g 2 ) − 1. That is, g 1 (t) has m − 1 positive zeros and g 2 (t) has m − 1. Those of g 1 (t) are one in each interval (s i−1 , s i ), i = 2, . . . , m , while those of g 2 (t) are one in each interval (t i−1 , t i ) for i = 2, . . . , m.
Claim: We have 0 < β 1 < α 1 . Proof: Suppose on the contrary that 0 < α 1 < β 1 . This implies that 0 < t 1 < s 1 < α 1 < β 1 . The first coordinate of G 0 (0) is positive and the second is negative. Since g 1 (t) changes its sign, as t goes over its zero α 1 , we obtain that g 1 (β 1 ) < 0. The point G 0 (β 1 ) is in the fourth quadrant. The argument of G 0 (t) there is given by
Evaluating (5.7) at t = β 1 , gives
This contradicts Lemma 3.3 part (2). This concludes the proof of the lemma.
Proof of Theorem 2.1
Let p(z) ∈ P n (φ). As explained in the proof of Theorem 2.3, for all small enough > 0, we have p(z + ) ∈ P n (φ) and the zeros of p(z + ) are not in S(φ). Moreover, using (4.1), one obtains p (0 + ) = n k=1 a k k k−1 = 0, since the sum is a positive linear combination of the coefficients a 1 , . . . , a n in the convex cone S(φ), not all of them zero.
Since the zeros and the critical points of a polynomial are continuous functions of the coefficients, we can assume without loss of generality that the coefficients of p(z) are in S(φ), its zeros are not in S(φ), and p (0) = 0. Thus, we can choose θ > φ, but arbitrarily close to φ, so that (1) p(z) has no zeros in S(θ);
(2) φ 1 + θ and φ n + nθ are not integer multiples of π/2; and (3) p (z) has no zeros on the ray θ . Suppose that p (z) has k zeros in the sector S(θ). Consider the curves G 0 (t) := (g 1 (t), g 2 (t)) and H(t) := (h 1 (t), h 2 (t)) for t ≥ 0, defined above (5.1). Equation (5.1) shows that G 0 (t) is equal to H(t) rotated on an angle θ around the origin. None of these curves passes through the origin since p (z) has no zeros on the ray θ . We calculate ∆ θ arg p (z) in two different ways. First, by Lemma 3.1, we obtain
Second, ∆ θ arg p (z) is the change in the argument of t → H(t) as t ∈ [0, ∞). Equation (3.1) implies that φn+(n−1)θ is an asymptote to H(t), as t approaches infinity. (That is, φn+nθ is an asymptote to G 0 (t), as t approaches infinity.) By Lemma 5.1, part 3, the positive zeros of g 1 (t) and g 2 (t) are simple, strictly interlace, and start with a zero of g 1 (t) or g 2 (t), depending on whether the sign of cos(φ 1 + θ) sin(φ 1 + θ) is positive or negative, respectively. This implies that no matter in which quadrant the initial point
is, the curve G 0 (t) winds in a counterclockwise fashion around the origin. We consider several cases.
Case 1. Suppose that φ 0 ∈ [0, π/2). Lemma 3.3 part (4) implies
We consider three subcases depending on the location of φ 1 + θ. Case 1.a. Suppose in addition that cos(φ 1 + θ) > 0 and sin(φ 1 + θ) > 0. Then, the initial point G 0 (0) is in the interior of the first quadrant. Lemma 5.1 part (1) says that g 2 (t) has the same number of positive zeros as g 2 (t), namely m = [(φ n +nθ)/π], see (3.2) . For t ∈ [0, β 1 ) the argument of G 0 (t) changes by π−(φ 1 +θ). After that the change in the argument increases by π over every interval (β i−1 , β i ), i = 2, . . . , m. Since φn+nθ is an asymptote to G 0 (t) as t approaches infinity, over the interval (β m , ∞) the argument of G 0 (t) increases by φ n + nθ − [(φ n + nθ)/π]π. (The latter difference is the change of the argument of G 0 (t) from the last crossing of G 0 (t) with the x-axis to its asymptote φn+nθ .) Thus, we have ∆ θ arg p (z) = (π − θ − φ 1 ) + (m − 1)π + φ n + nθ − [(φ n + nθ)/π]π = (n − 1)θ + φ n − φ 1 , using the fact that m = [(φ n +nθ)/π]. Equating the two expressions for ∆ θ arg p (z), we conclude that k = 0. Case 1.b. Suppose that cos(φ 1 + θ) < 0 and sin(φ 1 + θ) > 0. Then, the initial point G 0 (0) is in the interior of the second quadrant. By Lemma 5.1, g 2 (t) has the same number of positive zeros as g 2 (t) and the argument continues just like in Case 1.a. Case 1.c. Suppose that cos(φ 1 + θ) < 0 and sin(φ 1 + θ) < 0. (In this case, it is not possible to have φ 0 = 0, or else the argument of G 0 (t) is not strictly increasing, contradicting Lemma 3.3.) The initial point G 0 (0) is in the interior of the third quadrant. By Lemma 5.1, we have α(g 1 ) = α(g 1 ) − 1 and α(g 2 ) = α(g 2 ) − 1, where the positive zeros of g 1 (t) and g 2 (t) interlace, starting with a zero of g 1 (t). By Lemma 3.3 part (3a), the number of positive zeros of g 1 (t) is m ∈ {m, m + 1}. If m = m, then the interlacing between the positive zeros of g 1 (t) and g 2 (t) ends with a zero of g 2 (t): 0 < α 1 < β 1 < · · · < α m−1 < β m−1 < ∞;
and if m = m + 1, then it ends with a zero of g 1 (t):
For t ∈ [0, β 1 ) the argument of G 0 (t) changes by 2π − (φ 1 + θ). After that the change in the argument increases by π over every interval (β i−1 , β i ), i = 2, . . . , m−1 and for t ∈ (β m−1 , ∞), the argument of G 0 (t) changes by φ n + nθ − [(φ n + nθ)/π]π. Thus, ∆ θ arg p (z) = (2π − θ − φ 1 ) + (m − 2)π + φ n + nθ − [(φ n + nθ)/π]π = (n − 1)θ + φ n − φ 1 , using the fact that m = [(φ n +nθ)/π]. Equating the two expressions for ∆ θ arg p (z), gives k = 0.
Case 2. Suppose that φ 0 ∈ [π/2, π). We have the a priori bound π/2 < φ 1 + θ < 2π.
We consider three subcases depending on the location of φ 1 + θ. Case 2.a. Suppose in addition that cos(φ 1 + θ) < 0 and sin(φ 1 + θ) > 0. Then, the initial point G 0 (0) is in the interior of the second quadrant. By Lemma 5.1 part (1), g 2 (t) has the same number of positive zeros as g 2 (t) and the argument continues just like in Cases 1.a and 1.b.
Case 2.b. Suppose that cos(φ 1 + θ) < 0 and sin(φ 1 + θ) < 0. The initial point G 0 (0) is in the interior of the third quadrant. By Lemma 5.1, we have α(g 1 ) = α(g 1 ) and α(g 2 ) = α(g 2 ) − 1, where the positive zeros of g 1 (t) and g 2 (t) interlace, starting with a zero of g 1 (t). Since φ 0 ∈ [π/2, π), Lemma 3.3 part (3b) says that the number of positive zeros of g 1 (t) is m ∈ {m − 1, m}. If m = m − 1, then the interlacing between the positive zeros of g 1 (t) and g 2 (t) ends with a zero of g 2 (t):
0 < α 1 < β 1 < · · · < α m−1 < β m−1 < ∞;
and if m = m, then it ends with a zero of g 1 (t):
The rest of the argument, follows the one in Case 1.c. Case 2.c. Suppose that cos(φ 1 + θ) > 0 and sin(φ 1 + θ) < 0. (In this case, we must have φ 0 = π/2, or else the argument of G 0 (t) is not strictly increasing.) The initial point G 0 (0) is in the interior of the fourth quadrant. By Lemma 5.1, we have α(g 1 ) = α(g 1 ) − 1 and α(g 2 ) = α(g 2 ) − 1, where the positive zeros of g 1 (t) and g 2 (t) interlace, starting with a zero of g 2 (t). Since φ 0 ∈ (π/2, π), Lemma 3.3 part (3b) says that the number of positive zeros of g 1 (t) is m ∈ {m − 1, m}. If m = m − 1, then the interlacing between the positive zeros of g 1 (t) and g 2 (t) ends with a zero of g 2 (t):
0 < β 1 < α 1 < · · · < α m−2 < β m−1 < ∞;
0 < β 1 < α 1 < · · · < α m−2 < β m−1 < α m−1 < ∞.
For t ∈ [0, β 1 ) the argument of G 0 (t) changes by 2π−(φ 1 +θ). After that the change in the argument increases by π over every interval (β i−1 , β i ), i = 2, . . . , m − 1. Finally, for t ∈ (β m−1 , ∞) the argument of G 0 (t) changes by φ n + nθ/π − [(φ n + nθ)/π]π. Thus, ∆ θ arg p (z) = (2π − θ − φ 1 ) + (m − 2)π + φ n + nθ − [(φ n + nθ)/π]π) = (n − 1)θ + φ n − φ 1 .
Equating the two expressions for ∆ θ arg p (z), gives k = 0.
