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Abstract
The study of the redundancy of non-integer base numeration systems involves several fields of
mathematics and of theoretical computer science, including number theory, ergodic theory, topology, and
combinatorics on words. When the base is smaller than a sharp value, called critical base, only trivial
expansions in a non-integer base are unique, while for greater bases there exist some non-trivial unique
expansions. By investigating an unexpected relation between balanced sequences and unique expansions,
we explicitly characterize for a large class of three-letter alphabets the minimal unique expansions, namely
those unique expansions that first appear when we choose bases larger than the critical base.
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1. Introduction
In the fifties, Re´nyi introduced a positional numeration system with a non-integer base
q > 1 and alphabet with integer digits {0, 1, . . . , ⌊q⌋} [11]. Since then the representations
in a non-integer base were intensively studied both from a measure theoretical and number
theoretical point of view. One of the most interesting features of Re´nyi’s numeration systems
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is the redundancy of the representation: e.g. Sidorov proved that if 1 < q < 2 almost every
number has a continuum of distinct expansions [12]. Several other works were dedicated to the
study of the unique expansions and of their topological properties, see [5,4,2,6,3].
Since the uniqueness of an expansion is preserved by enlarging the base [2], there exist some
boundary bases separating the possible topological structures of the set of unique expansions,
denoted Uq . For example for bases lower than the Golden Mean, the set Uq contains only
two elements, called trivial expansions [2]; while it was proved in [6] that, for bases complied
between the Golden Mean and the Komornik–Loreti constant, Uq is a denumerable set, and, for
bases larger than the Komornik–Loreti constant, Uq has a continuum of elements.
When we consider a general alphabet, i.e. a set in which the distance between consecutive
digits is not necessarily constant, many results extend. In particular, in [8] the unique expansions
were lexicographically characterized and in [7] it was shown that there exists a sharp value,
the critical base, between the non-existence and existence of unique representations. In [7] the
critical base was explicitly determined for the ternary alphabets and some unique expansions,
called admissible sequences, were constructed. The admissible sequences turned out to be strictly
related to the characteristic balanced sequences. The aim of this paper is to employ this relation
to show that the admissible sequences and all their suffixes are the minimal unique expansions,
namely those unique expansions that first appear when choosing a base larger than the critical
base. This, besides the explicit characterization of a large class of unique expansions, implies
that Uq is a denumerable, regular set for every q smaller than an explicitly determined value
depending on the alphabet.
The paper is organized as follows: in Section 2 we recall some basilar definitions and results
on the combinatorics on words and on the expansions in non-integer base. Section 3 is dedicated
to the expansions with digits in the so called normal alphabets, namely the ternary alphabets of
the form Am = {0, 1,m}, with m ⩾ 2. Here a connection between the theory of balanced words
and the main result of [7], i.e. the characterization of the critical base for ternary alphabets, is
established. In Section 4, some characterizing properties of unique expansions in small bases
are proved. In Section 5 we prove our main result on the characterization of the minimal unique
expansions.
2. Definitions and preliminaries
2.1. Alphabets and words
An alphabet is a totally ordered set whose elements are called digits. In this paper the
alphabets are always finite subsets of R+ ∪ {0} and the total order on the elements is <, i.e. the
natural ordering on R. The difference between two consecutive digits is called a gap. The
translation of the alphabet A of a factor t ∈ R is the alphabet A + t := {a + t |a ∈ A}; the
scaling of the alphabet A of a factor t ∈ R is the alphabet t A := {ta|a ∈ A}. The dual of the
alphabet A is the alphabet D(A) := {min(A)+max(A)− a|a ∈ A}.
The concatenation of a finite number of digits is called a (finite) word. The set of the finite
words with digits in A is denoted A∗; the set of the finite words with digits in A and with length
equal to n is denoted An . An infinite word, or simply sequence, is a sequence x indexed on N
with values in A, that is x = x1x2 · · · where each xi ∈ A. The set of infinite words with digits in
A is denoted Aω, namely Aω := {x | x = x1x2 · · · ; xi ∈ A; i ⩾ 1}. The set of finite or infinite
words is A∞ := A∗ ∪ Aω. The length of a finite or infinite word v is denoted |v|. The number
of occurrences of a digit a ∈ A in a finite word v ∈ A∗ is denoted |v|a . Let v be a word of A∗,
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denote vn the concatenation of v to itself n times, and by vω the infinite concatenation vvv · · ·. A
word of the form uvω is said to be eventually periodic with period |v|. A (purely) periodic word
is an eventually periodic word of the form vω. If v = min A then the eventually periodic uvω is
called eventually minimal, similarly if v = max A then uvω is called eventually maximal.
Denote by ε the empty word and define A+ := A∗ \ {ε}. The words in A+ can be ordered
by the lexicographic order <lex : if v,w ∈ A+, v <lex w if and only if either v is a prefix of
w or there exists x ∈ A∗ such that v = xav′ and w = xbw′ with a, b ∈ A and a < b. The
lexicographic order is extended to Aω as follows. Let x = x1x2 · · · , y = y1 y2 · · · ∈ Aω, let
x ≠ y and let i be the smallest index such that xi ≠ yi . Then x<lex y if and only if xi < yi . If
w, z ∈ A∞ \ {ε} satisfy w<lex z, then w (resp. z) is said to be (lexicographically) smaller than
z (resp. larger than w). When it can be evinced by the context, the subscript lex is omitted.
For every x ∈ Aω, the orbit (with respect to the shift) of x is the set
Orb(x) := {σ n(x)|n = 0, 1, . . .}.
Let z ∈ A∞ and let k be a positive integer. We denote min(z|k) := min Fk(z) (resp.
max(z|k) := max Fk(z)) the smallest (resp. greatest) factor of z of length k. When z is infinite,
we may also define:
min z := lim
k→∞min(z|k) max z := limk→∞max(z|k).
Remark that min(z|k) and max(z|k) are respectively prefixes of min(z|k + 1) and max(z|k + 1)
for every k. This “monotonicity” with respect to the prefixes implies that min z and max z are
well defined.
2.2. Balanced sequences
Let A = {a, b} be a binary alphabet.
Definition 2.1. A sequence s ∈ Aω is said to be balanced if for any factors u, v of s with
|u| = |v|, we have ||u|b − |v|b| ⩽ 1.
The balanced sequences may be characterized as follows.
Theorem 2.1. A sequence s ∈ Aω is balanced if and only if there exist α, ρ ∈ [0, 1] such that
for every n:
sn = a if ⌊ρ + (n + 1)α⌋ = ⌊ρ + nα⌋ sn = b otherwise (1)
or for every n:
sn = a if ⌈ρ + (n + 1)α⌉ = ⌈ρ + nα⌉ sn = b otherwise. (2)
If we assume ρ = 0 in Theorem 2.1 the resulting balanced sequence is called a standard (or
characteristic) balanced sequence.
Remark 2.2. The algebraic properties of the value α in Theorem 2.1 univoquely determine the
structure of a balanced sequence. In particular if α is irrational then s is aperiodic and while if α
is a rational number then s is purely periodic.
Aperiodic balanced sequences have the following property: for every integer n, the number of
factors of length n in the sequence is exactly n + 1, namely they are Sturmian sequences.
Hereafter we state a lexicographical characterization of standard balanced sequences.
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Theorem 2.3. A sequence s ∈ Aω is standard balanced if and only if
as ⩽ min s ⩽ max s ⩽ bs. (3)
In particular:
(a) if as = min s and max s = bs then s is standard and aperiodic (namely Sturmian);
(b) if as = min s and max s < bs then s is standard, periodic and of the form s = (wba)ω;
(c) if as < min s and max s = bs then s is standard, periodic and of the form s = (wab)ω;
for some w ∈ A∗.
Remark 2.4. The aperiodic case of Theorem 2.3 was rediscovered by several authors, but the
first version seems to be due to Veerman in the eighties [13,14]. We refer to [1] for a detailed
history of this result. The periodic case was proved by Pirillo, see [9,10].
The following result is a reformulation of well-known results on the theory of Sturmian and
balanced sequences, we refer to [1] for a survey.
Proposition 2.5. Let s = (wab)ω be a periodic balanced word with digits in the alphabet {a, b}.
If x ∈ {a, b}ω satisfies:
min s ⩽ σ nx ⩽ max s (4)
for every n ⩾ 0, then x ∈ Orb(s).
We conclude this section with a technical result on the structure of the maximum and of the
minimum of a periodic balanced sequences, proved in [10].
Proposition 2.6. Let s be a periodic balanced word with digits in the alphabet {a, b}. Then
max s = (bwa)ω and min s = (awb)ω for some palindrome word w ∈ {a, b}∗.
2.3. Representations in non-integer base and critical bases
Let A be an alphabet and q > 1 a real number. We denote πq the map from Aω to R defined
by
πq(x) :=
∞−
i=1
xi
q i
,
for every x ∈ Aω. The number πq(x) is called a numerical value in base q of x. An expansion of
a real number x is a sequence x = x1x2 · · · ∈ Aω whose numerical value in base q is equal to x ,
i.e.
x = πq(x) =
∞−
i=1
xi
q i
. (5)
A sequence x is called univoque if for every other y ∈ Aω, πq(x) ≠ πq(y) or, equivalently,
if and only if the expansion of πq(x) is unique. The lexicographically greatest expansion of a
real number x is called a greedy expansion of x . The lexicographically greatest not eventually
minimal expansion of x is called a quasi-greedy expansion of x and it is denoted by γq(x).
Similarly, the lexicographically smallest expansion of a real number x is called a lazy expansion
of x . The lexicographically smallest not eventually maximal expansion of x is called a quasi-lazy
expansion of x and it is denoted by λq(x).
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Remark 2.7. We remark about some direct consequences of the definition of quasi-greedy,
quasi-lazy and univoque sequences:
(a) if the greedy (resp. lazy) expansion of a real number x is infinite, then it coincides with the
quasi-greedy (resp. quasi-lazy) expansion of x .
(b) if x is a quasi-greedy (resp. quasi-lazy) expansion then max Ax (resp. min Ax) is a quasi-
greedy (resp. quasi-lazy) expansion.
(c) if x is respectively quasi-greedy, quasi-lazy or univoque then any suffix of x is respectively
quasi-greedy, quasi-lazy or univoque.
We recall this classical monotonicity result.
Proposition 2.8. Let x and y both be quasi-greedy expansions or quasi-lazy expansions in base
q > 1. Then:
x<lex y if and only if πq(x) < πq(y). (6)
The next result states the existence of the critical base and it was proved in [7].
Theorem 2.9. For every alphabet A there exists a real value G A > 1, the critical base of A,
such that if 1 < q < G A then univoque sequences do not exist in base q and if G A < q then
there exists at least one univoque sequence in base q.
Example 2.10. Daro´czy and Ka´tai proved in [2] that if A = {0, 1} then G A is equal to the Golden
Mean G.
We conclude this section with the following result stating that, if the base is large enough, all
the expansions are unique.
Proposition 2.11. Consider two different sequences (xi ), (yi ) with a digit in the alphabet A :=
{a1, . . . , aJ }. If
q >
max A −min A
min(a j+1 − ai ) + 1,
then
∞−
i=1
xi
q i
≠
∞−
i=1
yi
q i
.
Proof. Set
∆ := max A −min A and δ := min
j=1,...,J−1(a j+1 − ai )
for brevity, then (q − 1)δ > ∆ by hypothesis.
There exists a smallest index n for which xn ≠ yn . If for example xn > yn (the case xn < yn
is similar), then ∞−
i=1
xi
q i

−
 ∞−
i=1
yi
q i

=
∞−
i=n
xi − yi
q i
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⩾ δ
qn
−
∞−
i=n+1
∆
q i
= 1
qn

δ − ∆
q − 1

> 0. 
2.4. Normal alphabets
A normal ternary alphabet is of the form Am := {0, 1,m}. Hereafter we explicitly show
how an appropriate composition of a translation, a scaling and (if necessary) the dual operation
transforms any ternary alphabet into a normal alphabet.
Definition 2.2. The normal form of A, denoted N (A), is a normal ternary alphabet obtained by
A by the composition of a translation, a rescaling and (if necessary) of the dual operation.
We first construct N (A) in a particular case.
Example 2.12. Let us consider the alphabet A = {1, 4, 6}. A can be normalized as follows:
A − 1 = {0, 3, 5}
D(A − 1) = {0, 2, 5}
1
2
D(A − 1) = {0, 1, 2.5};
Proposition 2.13. Every ternary alphabet can be normalized using only translations, scalings
and dual operations.
Proof. The procedure in Example 2.12 can be generalized as follows. Starting from A =
{a1, a2, a3}, we define:
A′ := A − a1;
A′′ :=

A′ if min{a2 − a1, a3 − a2} = a2 − a1
D(A′) otherwise;
N (A) := 1
min{a2 − a1, a3 − a2} A
′′.
By construction N (A) = Am = {0, 1,m} with m satisfying:
m = a3 − a1
min{a2 − a1, a3 − a2} ⩾ 2. 
Fixing an alphabet A, the normalizing map N can be split in the one-to-one application on the
digits:
NA(a) =

0 if a = a1 and a2 − a1 ⩽ a3 − a2
or a = a3 and a2 − a1 > a3 − a2
1 if a = a2
m = a3 − a1
min{a2 − a1, a3 − a2} if a = a3 and a2 − a1 ⩽ a3 − a2
or a = a1 and a2 − a1 > a3 − a2.
(7)
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With a little abuse of notation we also denote NA the normalizing map on infinite words
NA : Aω → N (A)ω, defined by NA(x) = NA(x1)NA(x2) · · ·.
The interest on NA, and on the normal forms in general, is motivated by the following
invariance results proved in [7].
Proposition 2.14. Let A be a ternary alphabet and NA be the normalizing map defined above.
For every q > 1, x ∈ Aω is univoque in base q if and only if NA(x) is univoque in base q. In
particular, any ternary alphabet and its normal form share the same critical base.
Univoqueness conditions for normal ternary alphabets. In [8] the quasi-greedy, quasi-lazy and
unique expansions were lexicographically characterized. We now state such a result in an form
which is adapted to the normal ternary alphabets.
Theorem 2.15. Fix a base q and consider the alphabet Am , with m ⩾ 2 and such that
m−1 ⩽ mq−1 . A sequence x in base q and alphabet Am is univoque if and only if for every n ∈ N:
– whenever xn = 0:
πq(σ
nx) < 1 or σ nx<lex γq(1) (8)
– whenever xn = 1:
πq(σ
nx) < m − 1 or σ nx<lex γq(m − 1) (9)
πq(σ
nx) >
m
q − 1 − 1 or σ
nx>lex λq

m
q − 1 − 1

(10)
– whenever xn = m:
πq(σ
nx) >
m
q − 1 − (m − 1) or σ
nx>lex λq

m
q − 1 − (m − 1)

. (11)
Moreover:
(a) x is quasi-greedy if and only if:
– whenever xn = 0:
σ nx⩽lex γq(1) (12)
– whenever xn = 1:
σ nx⩽lex γq(m − 1) (13)
(b) x is quasi-lazy if and only if:
– whenever xn = 1:
σ nx⩾lex λq

m
q − 1 − 1

(14)
– whenever xn = m:
σ nx⩾lex λq

m
q − 1 − (m − 1)

. (15)
Remark 2.16. For every given alphabet A, the sequences (min A)ω and (max A)ω are univoque
in any base. For this reason they are called trivial. From now on, when referring to a univoque
sequence, we implicitly assume that such a sequence is not trivial.
In [7] the following consequence of the above theorem was proved.
Corollary 2.17. If x is a univoque sequence in base q ⩽ Pm := 1 +

m
m−1 and if x1 ≠ 0 then
x ∈ {1,m}ω.
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Using Theorem 2.15, we prove a technical result on quasi-greedy and quasi-lazy expansions
of the gaps.
Lemma 2.18. Fix a base q > 1 and let m ⩾ 2 be such that m − 1 ⩽ mq−1 . Then
(a) if (γi )i⩾1 := γq(m − 1)>lex (w1)ω for some w ∈ A∗m ,
γ1 · · · γ|w|+1 >lex w1;
(b) if (λi )i⩾1 := λq( mq−1 − 1)<lex (w1)ω for some w ∈ A∗m ,
λ1 · · · λ|w|+1 <lex w1.
Proof. Suppose γq(m − 1)>lex (w1)ω for some w ∈ A∗m . It follows by condition (13) of
Theorem 2.15 that γn = 1 implies
σ nγq(m − 1)⩽lex γq(m − 1).
In order to find a contradiction, suppose that γ1 · · · γ|w|+1 = w1. Then
(w1)ω = σ |w|+1((w1)ω)<lex σ |w|+1γq(m − 1)<lex γq(m − 1) = w1 · · ·
and, consequently, σ |w|+1γ = w1 · · ·. By induction, γ = (w1)ω and this is the required
contradiction.
The case λq( mq−1 − 1)<lex (w1)ω is similar. 
Critical bases for ternary alphabets. In [7], the critical base G Am is characterized by mean of the
so called m-admissible sequences. A sequence d = d1d2 · · · with digits in {1,m} is m-admissible
if for every n = 0, 1, . . .:
1d2d3 · · · ⩽ dn+1dn+2 · · · ⩽ d1d2 · · · . (16)
We also denote d′ := min{σ n(d) = dn+1dn+2 · · · | dn = 1; n ⩾ 1} and we recall that in
Corollary 2.17 we defined
Pm := 1+

m
m − 1 . (17)
Remark 2.19. By Theorem 2.3, if d is an m-admissible sequence, then the sequence s := σd =
d2d3 · · · is a characteristic balanced sequence.
We recall [7, Theorem 1.1, Lemmas 4.3 and 5.8].
Theorem 2.20. For every m ⩾ 2 there exists a unique m-admissible sequence dm ∈ {1,m}ω
satisfying the following conditions:
– the positive root p′m of the equation πp′m (dm) = m − 1 is lower than or equal to Pm;
– the positive root p′′m of the equation πp′′m (d
′
m) = mp′′m−1 − 1 is lower than or equal to Pm;
In particular if 2 ⩽ m ⩽ Pm then dm = (1)ω while, if Pm < m, then d1 = m. Moreover the
critical base G Am has the following properties:
(a) G Am = max{p′m, p′′m};
(b) G Am ∈ [2, Pm];
(c) G Am = Pm if and only if m belongs to a generalized Cantor set;
(d) G Am < Pm if and only if dm is purely periodic;
(e) for every q > G Am the sequence dm is univoque in base q.
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3. Critical bases and balanced sequences
As a consequence of Theorem 2.20 and of Proposition 2.6, we may restate Theorem 2.20 as
follows.
Theorem 3.1. For every m ⩾ 2 there exists a unique characteristic balanced sequence sm ∈
{1,m}ω satisfying the following conditions:
– the positive root p′m of the equation πp′m (max sm) = m − 1 is lower than or equal to Pm;
– the positive root p′′m of the equation πp′′m (min sm) = p′′m

m
p′′m−1 − 1

− 1 is lower than or
equal to Pm;
Moreover:
(a) G Am = max{p′m, p′′m};
(b) G Am ∈ [2, Pm];
(c) if 2 ⩽ m ⩽ Pm then sm = (1)ω;
(d) if G Am < Pm < m then sm = (wm1)ω, max sm = (mw1)ω and min sm = (1wm)ω for some
palindrome word w ∈ {1,m}∗;
(e) for every q > G Am the sequence sm is univoque in base q.
We call sm the balanced sequence associated to Am .
Example 3.2. Consider A3 = {0, 1, 3} and the balanced sequence s = (13)ω. By solving the
equations:
πp′((31)
ω) = 2 and
πp′′((13)
ω) = 3
p′′ − 1 − 1
which are respectively equivalent to:
3
p′
+ 1
p′2

p′2
p′2 − 1 = 2 and

1
p′′
+ 3
p′′2

p′′2
p′′2 − 1 =
3
p′′ − 1 − 1,
we get p′3 ≃ 2.18614 and p′′3 ≃ 1.73205. Since p′3, p′′3 < 1 +

3
2 , s3 = s = (13)ω. Hence it
follows by Theorem 3.1 that G A3 = p′3 ≃ 2.18614 and that (13)ω and (31)ω are univoque in
every base greater than G A3 .
Example 3.3. The balanced sequences of the alphabets {0, 1, 2}, {0, 1, 4} and {0, 1, 8} are
respectively:
s2 = (1)ω, s4 = (41)ω and s8 = (881)ω
and G A2 = G A4 = G A8 = 2.
4. Univoque sequences in a small base
For a fixed m ⩾ 2 the quantity Pm , defined in (17), plays an interesting role in the study of
univoque expansion with alphabet Am . For example it was stated in Theorem 2.20 that G Am is
bounded by this value, and if G Am < Pm then there exist some periodic univoque sequences in
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base G Am < q ⩽ Pm . Moreover Corollary 2.17 states that any non-trivial univoque sequence in
base q ⩽ Pm has no occurrences of the digit 0. In this section we investigate more closely the
properties of expansions in base smaller than Pm . In fact, as we show further, these properties
allow a complete characterization of univoque sequences in a small base, namely in a base
complied between G Am and Pm .
Lemma 4.1. Let m ⩾ 2, q ⩽ Pm and x ∈ Aωm be an univoque sequence in base q.
(a) If x = 1x′ for some x′ ∈ Aωm , then mx′>lex γq(1).
(b) If x = 1mx′′ for some x′′ ∈ Aωm , then x′′<lex λq( mq−1 − 1).
Proof. Assume q ⩽ Pm and x to be univoque in base q.
(a) x = 1x′ for some x′ ∈ Aωm . Since x is univoque, then it follows by the condition (10) of
Theorem 2.15 that: πq(x′) > mq−1 − 1. This, together with q ⩽ Pm , implies:
πq(mx′) = mq +
1
q
πq(x′) > m − 1.
As x′ is univoque, it is in particular quasi-greedy and mx′ is quasi-greedy, as well — see
Remark 2.7. Hence, by the monotonicity of the quasi-greedy expansions, the inequality above
implies
mx′>lex γq(m − 1).
(b) x = 1mx′′ for some x′′ ∈ Aωm . Since x is univoque, then it follows by the condition (9) of
Theorem 2.15 that: πq(mx′′) < m − 1. This, together with q ⩽ Pm , implies:
πq(x′′) = q

πq(mx′′)− mq

<
m
q − 1 − 1.
As x′′ is univoque, it is in particular quasi-lazy. By the monotonicity of the quasi-lazy
expansions, we may conclude
x′′<lex λq

m
q − 1 − 1

. 
We now characterize the univoque expansions in a small base by means of a lexicographic
comparison with the balanced sequence associated to the alphabet.
Proposition 4.2. Let m ⩾ 2 be such that G Am < Pm . Let sm be the balanced word associated to
the alphabet Am and let x be a sequence with x1 = 1. Then x is univoque in base q ∈ (G Am , Pm]
if and only if for every n ⩾ 0:
min sm ⩽ σ nx ⩽ max sm . (18)
Proof. First suppose m ⩽ Pm so that, by virtue of Part (b) of Theorem 3.1, the (periodic)
balanced sequence associated to Am is sm = (1)ω = max sm = min sm . Recall that sm is
univoque in any base larger than the critical base. Then if a sequence x begins with 1 and if
it satisfies (18) then x = (1)ω and it is univoque. On the other hand if we suppose that x begins
with 1 and that x is univoque we need to prove that x = (1)ω. As q ⩽ Pm , Corollary 2.17 implies
that x ∈ {1,m}ω and it suffices to prove that any occurrence of the digit 1 cannot be followed by
the digit m. Now, the univoqueness of (1)ω, together with Part (a) of Lemma 4.1, implies:
γq(m − 1) < m(1)ω.
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But m(1)ω is the lexicographically smallest sequence beginning with m and with digits in
{1,m}∞. Hence whenever xn = 1 the univoqueness condition:
xn+1xn+2 · · ·<lex γq(m − 1)<lex m(1)ω (19)
cannot be satisfied by a sequence xn+1xn+2 · · · beginning with m and, consequently, x = (1)ω.
Suppose now m > Pm so that max sm = (mw1)ω and min sm = (1wm)ω for some
(palindrome) word w ∈ {1,m}∗. We then divide the rest of the proof in three parts.
Part 1. Approximation of the boundary sequences:
γq(m − 1) = mwm0 · · · and λq

m
q − 1 − 1

= wm0 · · · .
Since q > G Am then it follows by Theorem 3.1 that max sm = (mw1)ω and min sm = (1wm)ω
are both univoque in base q . Hence, by Theorem 2.15 we have:
(mw1)ω < γq(m − 1) and λq

m
q − 1 − 1

< (wm1)ω. (20)
Since q ⩽ Pm , it follows by (20) and by Lemma 4.1 that:
(mw1)ω < γq(m − 1) < m(wm1)ω. (21)
Since γq(m − 1) ≠ wm1 · · · (Lemma 2.18), it follows by (21) that
γq(m − 1) = mwmaγ ′
for some a ∈ {0, 1} and γ ′ ∈ Aωm . We also deduce by q ⩽ Pm and by Lemma 4.1 that
wmaγ ′ < λq

m
q − 1 − 1

< (wm1)ω.
Again by Lemma 2.18 we have λq( mq−1 − 1) ≠ wm1 · · ·: thus
λq

m
q − 1 − 1

= wm0 · · · .
In particular a = 0 and we may also conclude
γq(m − 1) = mwm0 · · · .
Part 2. If part.
Suppose x univoque and fix n ⩾ 1. We distinguish the cases xn = 1 and xn = m.
– If xn = 1, it follows by Theorem 2.15 and Part 1 that for every n ⩾ 1 such that xn = 1
wm0 · · · = λq

m
q − 1 − 1

< σ nx < γq(m − 1) = mwm0 · · · .
By Theorem 2.15 we have that x ∈ {1,m}ω; thus the inequalities above imply:
wm1 ⩽ xn+1 · · · xn+|w|+2 ⩽ mw1
and, by the arbitrariety of n, we get (wm1)ω ⩽ σ nx ⩽ (mw1)ω. Hence, by the last part of
Theorem 2.3:
min sm < σ nx ⩽ max sm . (22)
12 A.C. Lai / Indagationes Mathematicae 21 (2011) 1–15
– If xn = m there exists 0 < k < n such that xn−k = 1 and σ n−kx = mkσ nx. Hence it follows
by the previous case and by the last part of Theorem 2.3 that:
min sm = 1(wm1)ω ⩽ σ nx < mkσ nx = σ n−kx ⩽ max sm . (23)
Part 3. Only if part.
Suppose now x satisfying (18). The left inequality implies xn ≠ 0 for every n ⩾ 1.
– If xn = 1, then
σ nx
(18)
⩽ max sm = (mw1)ω Part 1< γq(m − 1)
and
σ n−1x = 1σ nx (18)⩾ min sm = 1(wm1)ω Part 1> 1λq

m
q − 1 − 1

.
– The right inequality in (18) implies that if xn = m then there exists k ⩾ 1 such that xn+k = 1.
Thus
σ nx = mk−11σ n+k+1x > 1σ n+k+1x (18)⩾ (1wm)ω
Part 1
> λq

m
q − 1 − 1

m⩾2
> λq

m
q − 1 − (m − 1)

. (24)
By Theorem 2.15 the sequence x is univoque in base q . 
5. Characterization of univoque expansions in a small base
In this section we prove our main result. Fix a normal ternary alphabet Am and define
Um,q := {x ∈ Aωm | x is univoque in base q}.
Remark 5.1. For every q < G Am , the set Um,q contains the only trivial expansions (0)
ω
and (m)ω. Moreover as a unique expansion is yet unique in any larger base, if q < q ′ then
Uq,m ⊆ Uq ′,m .
Theorem 5.2. Let m ⩾ 2 be such that G Am < Pm and consider sm , the balanced word
associated to the alphabet. If q ∈ (G Am , Pm] then
Uq,m = {mt x | x ∈ Orb(sm), x = 1x′, x′ ∈ Aωm; t ⩾ 0}
∪{0t x | x ∈ Orb(sm), x = 1x′, x′ ∈ Aωm, πq(x) < 1; t ⩾ 0}. (25)
Proof. Fix m ⩾ 2 such that G Am < Pm and let q ∈ (G Am , Pm].
First of all we prove that if x ∈ Uqm then for every t ⩾ 0 we also have y := mt x ∈ Uq,m .
We need to prove that y satisfies the conditions of Theorem 2.15, hence we fix n ∈ N and we
consider σ ny. If n > t then σ ny = σ n−t x and we are done, because x is assumed to be univoque.
Suppose now t ⩽ n: then σ ny = mt−nx and we just need to prove that the condition (11) of
Theorem 2.15 holds. We distinguish the cases x1 = 1 and x1 = m. The case x1 = 0 cannot occur
because of Corollary 2.17.
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Now, if x1 = 1 then by the univoqueness condition (10) of Theorem 2.15:
πq(σ
ny) = πq(mt−nx) ⩾ πq(x) = πq(x1σx)
= 1
q
+ 1
q
πq(σx) >
1
q
+ 1
q

m
q − 1 − 1

⩾ m
q − 1 − (m − 1).
Hence if x1 = 1 then the condition (11) of Theorem 2.15 holds and consequently y is unique.
If x1 = m then by the univoqueness condition (11) of Theorem 2.15:
πq(σ
ny) = πq(mt−nx) ⩾ πq(x) = πq(x1σx)
= m
q
+ 1
q
πq(σx) >
m
q
+ 1
q

m
q − 1 − (m − 1)

>
m
q − 1 − (m − 1)
and this implies the univoqueness of y, as well.
By a similar argument we can convince ourselves that the conditions x ∈ Uq and πq(x) < 1
are necessary and sufficient for the univoqueness of 0t x for every t ⩾ 0.
Moreover if 0t x is univoque only if x1 ≠ m. In fact by supposing y1 = m and by applying the
univoqueness condition (11) of Theorem 2.15 we get:
πq(y) = πq(m σy) = mq +
1
q

m
q − 1 − (m − 1)

⩾ 1
and, consequently, a contradiction with the hypothesis πq(y) < 1.
In view of the previous reasonings we can consider without loss of generality the set
U ′q := Uq ∩ 1Aωm = {x | x is univoque in base q, x = 1x′, x′ ∈ Aωm}.
By applying Propositions 4.2 and 2.5 we get
U ′q = {x ∈ Aωm | x = 1x′, x′ ∈ Aωm, sm ⩽ σ nx ⩽ max sm}
= {x ∈ Aωm | x = 1x′, x′ ∈ Aωm, x ∈ Orb(sm)}
and hence the thesis. 
Corollary 5.3. If Pm ⩽ 1+
√
m+4
2 , namely if m ⩾ 7.26637, for every q ∈ (G Am , Pm] we have
Uq = {mt x|x ∈ Orb(sm)}.
Proof. It suffices to show that if x ∈ Uq then x ≠ 0t 1x′. Suppose on the contrary x = 0t 1x′ for
some t > 0. Then by univoqueness conditions (8) and (10) of Theorem 2.15 we deduce:
πq(1x′) < 1 and πq(x′) >
m
q − 1 − 1.
The inequalities above are compatible only if q > 1+
√
m+4
2 but it is impossible because q is
assumed to be smaller than Pm . 
Example 5.4. Consider the alphabet A3. The balanced sequence associated to A3 is s3 = (13)ω
(see Example 3.2) and for every q ∈ (G A3 , 1+

3
2 ]: Uq = {3t (13)ω | t ⩾ 0}.
Example 5.5. Consider the alphabets A2, A4 and A8 and recall that the respective balanced
sequences are (1)ω, (41)ω and (881)ω while the critical base is always equal to 2 (see
Example 3.3).
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Since m = 2 does not satisfy the condition of Corollary 5.3, for every q ∈ (2, 1+√2]:
Uq = {2t (1)ω | t ⩾ 0} ∪ {0t (1)ω | t ⩾ 0}.
Conversely m = 4, 8 satisfy the condition of Corollary 5.3, thus for every suitable q:
U4 = {4t (14)ω | t ⩾ 0} and U8 = {8t (188)ω | t ⩾ 0}.
Example 5.6. The balanced sequence associated to alphabet A5 is s5 = (51551551)ω. Thus s5
has integer digits and more than one occurrence of 1 in its period. Numerical evidence suggests
that this is a rare property, in fact considering m ∈ N and 2 ⩽ m ⩽ 216 this property is true in
only 7 cases.
Nevertheless, in order to clarify the structure of Uq , it is useful to show how Theorem 5.2 can
be applied to this alphabet. For every q ∈ (G A5 , 1+

5
4 ]:
U5 = {5t (15515515)ω, 5t (15515155)ω, 5t (15155155)ω | t ⩾ 0}.
As a consequence of Proposition 2.14, we have the following extension of Theorem 5.2 to
arbitrary alphabets.
Corollary 5.7. Let A an arbitrary alphabet such that N (A) = Am , with G Am < Pm , and let NA
be the digit-wise normalizing map. Then for every q ∈ (G Am , Pm], the set of univoque sequences
with digit in A and base q, say UA,q , satisfies:
UA,q = {NA(mt x) | x ∈ Orb(sm), x = 1x′, x′ ∈ Aωm; t ⩾ 0}
∪{NA(0t x) | x ∈ Orb(sm), x = 1x′, x′ ∈ Aωm, πq(x) < 1; t ⩾ 0}.
Example 5.8. Let A = {a1, a2, a3} be an alphabet with constant gaps, i.e. a2 − a1 = a3 − a2.
Since N (A) = {0, 1, 2}, G A = 2 and for every q ∈ (2, 1+
√
2]:
UA,q = {at3(a2)ω | t ⩾ 0} ∪ {at1(a2)ω | t ⩾ 0}.
6. Conclusions and open questions
In view of the results in the literature and of those proved in the present paper, we may
summarize some of the properties of representable numbers and of unique expansions with a
normal ternary alphabet Am = {0, 1,m} as follows:
(i) if 1 < q < G Am then every real number in (0,
m
q−1 ) can be represented with at least two
expansions in base q and alphabet Am ;
(ii) if G Am < q ⩽ mm−1 + 1 then every real number in [0, mq−1 ] can be represented in base q and
alphabet Am . There exist infinite unique expansions;
(iii) for every q < Pm = 1 +

m
m−1 the set of unique expansions Uq contains only periodic
expansions. In particular,
– if G Am < Pm then Uq = {(0)ω, (m)ω} for 1 < q ⩽ G Am and Uq is of the form (25) for
G Am < q ⩽ Pm ;
– if G Am = Pm then Uq = {(0)ω, (m)ω} for 1 < q < G Am = Pm ;
(iv) if q > m + 1, then all expansions are unique.
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In the case of mm−1 + 1 < q ⩽ m + 1 the set of representable real values is totally disconnected,
because q > mm−1 + 1, but all the expansions are not necessarily unique, because q ⩽ m + 1.
In other words, every real number in [0, mq−1 ] can possibly have none, a unique or several
representations. Then it would be interesting to investigate the structure of unique expansions
in this case.
In this paper a relation between unique expansions in ternary alphabets and balanced
sequences is established. Perhaps it is possible to extend Theorem 5.2 to alphabets with more
than three digits by employing some generalized notions of balanced sequences, like episkew
and episturmian words.
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