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In an uncoupled linear lattice system, the Kapchinskij-Vladimirskij (KV) distribution formulated on the
basis of the single-particle Courant-Snyder invariants has served as a fundamental theoretical basis for the
analyses of the equilibrium, stability, and transport properties of high-intensity beams for the past several
decades. Recent applications of high-intensity beams, however, require beam phase-space manipulations
by intentionally introducing strong coupling. In this Letter, we report the full generalization of the KV
model by including all of the linear (both external and space-charge) coupling forces, beam energy
variations, and arbitrary emittance partition, which all form essential elements for phase-space manip-
ulations. The new generalized KV model yields spatially uniform density profiles and corresponding linear
self-field forces as desired. The corresponding matrix envelope equations and beam matrix for the
generalized KV model provide important new theoretical tools for the detailed design and analysis of
high-intensity beam manipulations, for which previous theoretical models are not easily applicable.
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For the past several decades, the well-known Courant-
Snyder (CS) theory [1] has served as a fundamental
theoretical tool in designing and analyzing an uncoupled
linear lattice system. One of the recent areas of investigation
by the beam physics community, however, is to manipulate
the beam phase space by intentionally introducing strong
coupling. The round-to-flat beam transformation [2–6]
and the transverse-to-longitudinal emittance exchange
[7–10] have been investigated for electron injectors. The
generation of flat hadron beams has recently drawn signifi-
cant attention in the context of optimizing emittance budgets
in heavy ion synchrotrons [11–13] and improving space-
charge and beam-beam luminosity limitations in colliders
[14]. For muon ionization cooling, special arrangements
of solenoidal magnets are employed to achieve six-
dimensional emittance reduction [15,16].
Various attempts have been made to extend the
uncoupled CS theory to the case of general linear coupled
systems [17–20]. However, due to the lack of a proper CS
invariant for the coupled dynamics, previous analyses did
not retain the elegant mathematical structure present in the
original CS theory. Recently, Qin et al. [21,22] have
identified the generalized CS invariant for the linear
coupled systems including both solenoidal and skew-
quadrupole magnets and a variation of beam energy along
the reference orbit. For phase-space manipulations, solenoi-
dal and skew-quadrupole magnets are frequently used to
provide strong coupling, as mentioned previously.
Moreover, the relativistic mass increase may be important
when there is a rapid acceleration of low-energy beams.
For some of the beam manipulations, space-charge
effects are non-negligible as well; hence, in those cases,
we require a further generalization that incorporates space-
charge effects into linear coupling lattices. In the original
CS theory, space-charge effects were considered by means
of the Kapchinskij-Vladimirskij (KV) distribution [23]. For
an intense beam propagating through an alternating-
gradient lattice, the KV distribution is the only known
exact solution to the nonlinear Vlasov-Maxwell equa-
tions [24,25], and it generates linear space-charge forces
consistent with the CS theory. Through the concept of rms-
equivalent beams [25–27], the KV beam model remains the
most important basic design tool for high-intensity beam
transport, even in the presence of nonlinear space-charge
contributions. Several generalizations have been proposed
for the KV model in order that it can also be applied to
coupled systems [28–33]. However, none of them incor-
porates the solenoids and skew quadrupoles simultaneously
with a proper CS invariant.
In this Letter, we report the first complete generalization
of the KV model for the general linear coupled system so
that the model describes all of the important processes for
transverse phase-space manipulations of high-intensity
beams. Because of the existence of the generalized CS
invariant, the KV model developed here provides a self-
consistent solution to the nonlinear Vlasov-Maxwell equa-
tions for high-intensity beams in coupled lattices and leads
to a matrix version of the envelope equation with an elegant
Hamiltonian structure. We emphasize that space-charge
effects during emittance manipulation illustrated by a
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numerical example in this Letter is one area that previous
KV models could not address.
First, we consider a transverse Hamiltonian in general
linear focusing lattice of the form
H⊥ ¼
1
2
zTAcðsÞz; AcðsÞ ¼

κ R
RT m−1

: ð1Þ
Here, z ¼ ðx; y; px; pyÞT denotes the transverse canonical
coordinates, s is the path length that plays the role of a
timelike variable, and κ and m−1 are 2 × 2 symmetric
matrices. The arbitrary 2 × 2 matrix R is not symmetric in
general. The canonical momenta are normalized by a fixed
reference momentum p0 ¼ γ0mbβ0c. Based on the gener-
alized CS theory developed in Refs. [21,22], we obtain the
solution for the coupled dynamics governed by the
Hamiltonian (1) in the form of a linear map zðsÞ ¼
MðsÞz0, where z0 is the initial condition, and M is the
transfer matrix defined by
MðsÞ ¼ Q−1P−1P0Q0 ¼

W 0
V W−T

PT

W−1 0
−VT WT

0
;
ð2Þ
where subscript “0” denotes initial conditions at s ¼ 0,
PT ¼ P−1 and P is a symplectic rotation, and P0 is set
equal to the unit matrix I without loss of generality.
Here, the 2 × 2 matrices W and V are defined by
W ¼ wT and V ¼ m½ðdwT=dsÞ − RTwT . Furthermore,
the 2 × 2 envelope matrix w is obtained by solving the
matrix envelope equation given by [21,22]
d
ds

dw
ds
m − wRm

þ dw
ds
mRT þ wðκ − RmRTÞ
− ðwTwmwTÞ−1 ¼ 0: ð3Þ
We note that the second-order matrix differential equa-
tion (3) can be expressed in terms of two first-order
equations, i.e.,
W0 ¼ m−1V þ RTW;
V 0 ¼ −κW − RV þ ðWTmWWTÞ−1: ð4Þ
The variable V can be considered to be the matrix
associated with the envelope momentum [34]. We also
note that Eq. (4) has similar Hamiltonian structure to the
single-particle equations of motion except for the term
ðWTmWWTÞ−1 [see Eq. (12) for comparison and Ref. [35]
for a more detailed discussion].
The 4 × 4 phase advance matrix P has the following
form [21,22]:
P ¼

Co −Si
Si Co

: ð5Þ
Here, Co and Si are the 2 × 2 matrices that satisfy C0o ¼
−SiðWTmWÞ−1 and S0i ¼ þCoðWTmWÞ−1, where the term
ðWTmWÞ−1 represents the phase advance rate. From the
symplecticity of P, we note that SiCTo ¼ CoSTi and
SiSTi þ CoCTo ¼ I. The generalized CS invariant of the
Hamiltonian (1) is given by Iξ ¼ zTQTPTξPQz, where ξ is
a constant 4 × 4 matrix, which is both symmetric and
positive definite. The ξ matrix acquires a meaning asso-
ciated with emittance when the beam distribution is defined
in terms of the CS invariant Iξ [see, for example, Eq. (13)].
The two symplectic eigenvalues of ξ are directly connected
to the eigenemittances of the beam [36].
By using s as an independent coordinate and treating
jpx − qbAx=p0j, jpy − qbAy=p0j ≪ p0, and jqbϕSCj
≪ γbmbc2, we can express the transverse Hamiltonian
(normalized by p0) to second order in the transverse
momenta as [20,24]
H⊥ ¼
1
2pb=p0

px −
qbAx
p0

2
þ

py −
qbAy
p0

2

þ

1
γ2b

qbϕSC
βbcp0
−
qbAexts
p0
; ð6Þ
where we have used the fact that the longitudinal vector
potential is composed of both external (Aexts ) and space-
charge (ASCs ) contributions, and the self-field potentials ϕSC
and ASCs are related approximately by ASCs ¼ βbϕSC=c.
Also, it is assumed that the reference trajectory is a straight
line, that the longitudinal motion is independent of the
transverse motion, and that there is no external electric
focusing. Furthermore, pbðsÞ ¼ γbmbβbc, γbðsÞ and βbðsÞ
are regarded as prescribed functions of s set by the
acceleration schedule of the beam line [25]. Hence, for a
combination of the quadrupole, skew-quadrupole, and
solenoidal fields, we obtain the following matrices for
the Hamiltonian (1)
κextðsÞ ¼
2
64 κq þ

β0γ0
βbγb

Ω2L κsq
κsq −κq þ

β0γ0
βbγb

Ω2L
3
75; ð7Þ
and
RðsÞ ¼
2
64 0 −

β0γ0
βbγb

ΩL
β0γ0
βbγb

ΩL 0
3
75;
m−1ðsÞ ¼
2
64

β0γ0
βbγb

0
0

β0γ0
βbγb

3
75: ð8Þ
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Here, κq ¼ qbB0qðsÞ=p0, κsq ¼ qbB0sqðsÞ=p0, and ΩL ¼
qbBsðsÞ=2p0.
For low-energy (i.e., βb ≪ 1) beams, we note that the
longitudinal acceleration acts to damp particle oscillations
more rapidly [25]. In such cases, so-called reduced coor-
dinates are often introduced to avoid the complication due
to the acceleration [37]. Since the new generalized KV
model has been formulated in terms of the canonical
momenta with the relativistic mass increase already
included, an additional transformation to the reduced
coordinates is unnecessary.
Since the focusing matrix κ used in the generalized CS
theory is an arbitrary 2 × 2 symmetric matrix, we can
include the coupled linear space-charge force as
−κx ¼ −κextx − κSCx ¼ −κextx −

β0γ
2
0
βbγ
2
b

∇ψ ; ð9Þ
where x ¼ ðx; yÞT , and κext is constructed from the external
lattices. The normalized self-field potential is defined by
ψ ¼ qbϕSC=γ20β0cp0. In this coupled linear focusing sys-
tem, ψðx; sÞ and the beam distribution function fðx;p; sÞ
evolve according to
∂f
∂s þ x
0 ·
∂f
∂xþ

−κextx −

β0γ
2
0
βbγ
2
b

∇ψ − Rp

·
∂f
∂p ¼ 0;
ð10Þ
∇2ψ ¼ − 2πKb
Nb
Z
fdpxdpy ¼ −
2πKb
Nb
n: ð11Þ
Here, x0 ¼ ðx0; y0ÞT is the normalized transverse velocity,
and p ¼ ðpx; pyÞT is the normalized canonical momentum
defined from the Hamiltonian equations of motion
(dz=ds ¼ JAcz, where J is the unit symplectic matrix) as
x0 ¼ m−1pþ RTx; p0 ¼ −κx − Rp: ð12Þ
The self-field perveance is defined by Kb ¼
ð1=4πϵ0Þð2Nbq2b=γ20β0cp0Þ in SI units, and the line density
Nb ¼
R
fdxdydpxdpy is assumed to be constant. Based on
the analysis in Ref. [33], we consider the following
distribution function,
f ¼ Nb
ﬃﬃﬃﬃﬃjξjp
π2
δðIξ − 1Þ; ð13Þ
which is a solution of the Vlasov equation (i.e., df=ds ¼ 0
because Iξ is a constant of motion) and generates the
coupled linear space-charge force (i.e.,
R
fdpxdpy is
spatially uniform in the beam interior).
Using the Cholesky decomposition method, the momen-
tum integration in Eq. (11) can be carried out in a
straightforward manner. First, we decompose QTPTξPQ
in terms of a lower triangular matrix L according to
QTPTξPQ ¼ LTL and then introduce new coordinates
Z ¼ ðX; Y; PX; PYÞT ¼ Lz defined by X ¼ ðX; YÞT ¼
D¯T=2W−1x and P ¼ ðPX; PYÞT ¼ ðD−1=2BTW−1 −
DT=2VTÞxþDT=2WTp. We note that, similar to the origi-
nal KV model, the distribution function f in Eq. (13)
represents the trajectories of all particles lying on the
surface of the 4D hyperellipsoid, ZTZ ¼ X2 þ Y2 þ P2X þ
P2Y ¼ 1 [27]. Here, the square root of a symmetric and
positive definite matrixD is defined byD1=2DT=2 ¼ D. The
D¯ matrix is known as the Schur complement of D, and it
has the following definitions and properties,
PTξP¼

A B
BT D

¼

D¯1=2 BD−T=2
0 D1=2

D¯T=2 0
D−1=2BT DT=2

;
ð14Þ
where D¯ ¼ A − BD−1BT ¼ D¯T and jPTξPj ¼ jξj ¼
jD¯jjDj.
The Jacobians of the linear coordinate transformations
are given by dXdY ¼ jD¯T=2W−1jdxdy and dPXdPY ¼
jDT=2WT jdpxdpy. Then, it can be readily shown that the
number density nðx; y; sÞ of the beam particles is given by
nðx;y;sÞ¼
Z
fdpxdpy¼
(
Nb
jD¯T=2W−1j
π ; 0≤X
TX<1;
0; 1<XTX;
ð15Þ
where
R
nðx; y; sÞdxdy ¼ Nb is the line density. From
Eq. (15), we note that n is spatially uniform and a function
only of s. The boundary of the beam is determined from
XTX ¼ xTðW−TD¯W−1Þx ¼ 1, which is a tilted ellipse in
ðx; yÞ space with area equal to πjD¯T=2W−1j−1. The trans-
verse dimensions of the tilted ellipse a and b are deter-
mined by the two eigenvalues ð1=a2; 1=b2Þ of the matrix
W−TD¯W−1. Therefore, the coupled linear space-charge
force coefficient κSC can be expressed as
κSC ¼ −

β0γ
2
0
βbγ
2
b

2Kb
aþ bG

1=a 0
0 1=b

G−1: ð16Þ
Here, G is the matrix constructed by the two normalized
eigenvectors v1 and v2 of the matrix W−TD¯W−1 as
G ¼ ðv1; v2Þ. Note that G is a rotation matrix, i.e.,
G−1 ¼ GT . When the space-charge force term κSC is
substituted back into Eq. (9), the envelope equations (4)
become a set of closed nonlinear matrix equations for the
envelope matrix W and its associated envelope momentum
matrix V.
To demonstrate the exact connection betweenQTPTξPQ
and the beam matrix, we introduce the geometric factor g
[24] and the symmetric matrix Σ defined by QTPTξPQ ¼
gΣ−1. We will show that there exits a real number g which
makes Σ equal to the beam matrix hzzTi, in which h  i
PRL 117, 224801 (2016) P HY S I CA L R EV I EW LE T T ER S
week ending
25 NOVEMBER 2016
224801-3
denotes the statistical average over the distribution function
f. Since the matrix Σ is real and symmetric, we consider the
eigenvalue equation for Σ given by Σui ¼ λiui. We can
then make use of the orthonormality of the eigenvectors
[38] to express z ¼P4j¼1 yjuj, where yj ¼ uTj z. It then
follows that
hzzTi ¼
ﬃﬃﬃﬃﬃjξjp
π2
X4
i¼1
uiuTi
Z
δ

g
X4
k¼1
y2k
λk
− 1

y2i dy: ð17Þ
Here, we have used the fact that the above integral
vanishes by symmetry unless yi ¼ yj. After some
straightforward algebra, the above integral yields
ðλi=gÞ½
Q
4
j¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
λj=g
p ðπ2=4Þ. We then finally obtain
hzzTi ¼ ð1=4gÞP4i¼1 uiuTi λi ¼ ð1=4gÞΣ. Therefore, if
g ¼ 1=4, then Σ ¼ hzzTi ¼ 1
4
Q−1P−1εP−TQ−T , where
the emittance matrix is defined by ε ¼ ξ−1. We note that
the transverse rms emittance is ϵ2⊥ ¼
ﬃﬃﬃﬃﬃﬃjΣjp ¼ 1
16
ﬃﬃﬃﬃﬃjεjp . This
is the natural generalization of the original KV model, in
which the total (or 100%) emittance is 4 times larger than
the rms emittance for each transverse phase space.
Once the initial beam matrix Σ0 is prescribed, the beam
matrix at an arbitrary position s can be calculated in terms
of the transfer matrix M as ΣðsÞ ¼ MΣ0MT . In principle,
the transfer matrix M is independent of the choice of the
parametrization because M is solely determined by the
equations of motion. Therefore, the envelope equations (4)
can be solved for arbitrary choices of the initial conditions
ðW;VÞ0. Furthermore, for the case of negligible space
charge, the envelope equations (4) become independent of
the initial beam matrix Σ0 ¼ 14Q−10 εQ−T0 as well. On the
other hand, for the case of intense space charge, the beam
envelopes evolve under the influence of the beam matrix Σ
because the space-charge focusing coefficient κSC depends
on Σ. Hence, in this case, it is important to ensure that the
generalized CS parametrization generates the initial beam
matrix Σ0 correctly. This can be achieved by requiring
ε ¼ ξ−1 ¼ 4Q0Σ0QT0 . When Q0 is calculated for specified
initial conditions ðW;VÞ0, the ten free parameters in ε (or
ξ−1) are determined accordingly. Note that when different
initial conditions ðW;VÞ0 are used, the emittance matrix ε
itself is calculated differently; however, it generates the
same Σ0, M, and eigenemittances.
Based on Refs. [2,12], we specify the initial beam matrix
of a cylindrically symmetric beam in the following form,
Σ0 ¼
2
6664
σ2 0 0 κ0σ
2
0 σ2 −κ0σ2 0
0 −κ0σ2 σ02 þ κ20σ2 0
κ0σ
2 0 0 σ02 þ κ20σ2
3
775; ð18Þ
where σ2 ¼hx2i¼ hy2i and σ02 ¼ hx02i ¼ hy02i. It can be
shown that the two eigenemittances are given by ϵ1;2 ¼
ϵeff  L, where L ¼ κ0σ2 and ϵeff ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðσσ0Þ2 þ L2
p
.
The initial beam matrix Σ0 in the form of Eq. (18) can
be obtained either by generating an electron beam inside
a solenoid as in the round-to-flat beam (RTFB) trans-
formation experiment [3] or by stripping an ion beam inside
a solenoid as in the emittance transfer experiment
(EMTEX) [11–13]. For the RTFB transformation experi-
ment, κ0 is given by κ0 ¼ ½Bs=2ðBρÞc, where Bs and ðBρÞc
are the solenoidal magnetic field and beam rigidity at
the cathode, respectively. For the EMTEX experiment,
κ0 ¼ f½ðBρÞin=ðBρÞout − 1g½Bs=2ðBρÞin, where ðBρÞin
and ðBρÞout are the beam rigidity before and after the
stripping foil, respectively. To remove the correlation
in Σ0, a beam line constructed by three skew quadrupoles
is often used [2,12].
As a numerical example, we consider an initial beam
matrix with parameters of the EMTEX in Ref. [12]. The
focusing coefficients of the skew quadrupoles are kept
fixed at the values used to decouple the beam produced
by a solenoidal field of 1.0 T, with the conditions of zero
space charge and zero acceleration. Figures 1(a) and 1(b)
indicate that the decoupling processes are not sensitive
to the solenoidal field strength Bs, particulary when
Bs ≲ 1.5. This tendency has been investigated in detail
in Refs. [13,41]. Therefore, for a given skew-quadrupole
triplet setting, one can obtain arbitrary emittance ratios by
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FIG. 1. Plots of the eigenemittances (solid lines with circles)
and projected rms emittances (dashed lines with squares) at the
exit of the skew-quadrupole triplet. Frames (a), (c), and (e) re-
present the results of the present KV model analyzed by M
athematica [39], and frames (b), (d), and (f) represent the results of
the multiparticle tracking simulations using TRACK code [40].
Frames (a) and (b) correspond to the cases with Kb ¼ 0 and zero
acceleration, frames (c) and (d) to the cases with Bs ¼ 1 T
and zero acceleration, and frames (e) and (f) to the cases with
Bs ¼ 1 T and Kb ¼ 0, respectively.
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simply changing the single parameter Bs. Figures 1(c)
and 1(d) show the effects of the space-charge forces on the
decoupling processes. If the normalized beam intensity
KbS=4ϵ⊥ (in which S is the axial periodicity length or the
characteristic length of the beam line) is greater than about
1.0 (i.e., the space-charge force becomes comparable to or
greater than the emittance contribution), the deviations of
the rms emittances from the eigenemittances become
significant and increase continuously. Conventional multi-
particle tracking simulations including space-charge effects
show a good agreement (< 7% of relative errors in
projected rms emittances) with the present KV model.
Figures 1(e) and 1(f) show the effects of the beam energy
variation on the decoupling processes. The rms emittances
deviate from the eigenemittances when a voltage is applied
to the rf acceleration gap located between the solenoid and
the skew-quadrupole triplet.
In summary, we have fully generalized the KV model
by including all the linear coupling elements so that it
provides a new advanced theoretical tool for the design
and analysis of complex beam lines with strong coupling.
In the numerical example summarized in Fig. 1, we have
demonstrated the usefulness and effectiveness of the new
generalized KV model in understanding phase-space
manipulations of high-intensity beams, for which previous
KV models are inapplicable.
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