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INTRODUCTION
While telecommunication circuits are deemed the electronic highways of the modern economy, little is known on the flows they carry and the fundamental determinants of these flows (Staple and Mullins, 1989) . This scarcity of empirical research has often been blamed on the difficulty in obtaining proprietary data from telephone companies (Taylor, 1980 (Taylor, , 1994 , and this situation is likely to worsen with the accelerating worldwide trend towards deregulation and competition in all telecommunication markets. Abler (1991) The purpose of this paper is to increase our understanding of the spatial structure of point-to-point telecommunication flows, using a very rich telephone calls data base provided by a U.S. telephone company and comprehensively covering a whole region. The focus is set on extending earlier spatial interaction models to account for the effects of the spatial structure on the pattern of flows, and various formulations of competing destinations and intervening opportunities factors are considered and empirically tested through extensive sensitivity analyses.
The remainder of the paper is organized as follows. Section II consists in a review of the relevant literature. The conceptual framework is presented in Section III. The data sources, functional specification, and empirical results are reviewed and discussed in Section IV.
Conclusions and areas for further research are outlined in Section V.
II. LITERATURE REVIEW
This review is restricted to gravity-type models of point-to-point telecommunication flows. For extensive reviews of non-spatialized models, see Taylor (1980 Taylor ( , 1994 .
Geographical studies emphasize the effects of distance and place size/centrality. The earliest study of intercity telephone flows appears to be that of Hammer and Iklé (1957) , who regress the total number of telephone calls, in both directions, between pairs of cities with the airline distance and the respective numbers of subscribers. A similar gravity model is estimated by Leinbach (1973) , using telephone flow data for West Malaysia and regressing the number of intercity messages on distance and the modernization scores of the origin and destination cities, as obtained from a principal component analysis of various socio-economic data. In addition, he estimates similar models for 16 originating exchanges separately, and then demonstrates a significant relationship between the distance coefficient and the distance of the exchange from a modernization core located close to the capital, Kuala Lumpur. While he finds no relationship between the weight of the destination mass and the exchange size and location, Leinbach provides convincing evidence of the influence of exchange location (i.e., spatial structure) on the effect of distance upon telecommunication flows, the closer the exchange to the core the lesser the effect of distance. Hirst (1975) , using telephone call data for Tanzania, shows that combining the distance variable with a dummy variable that discriminates between dyads that do and do not include the capital city, Dar Es Salaam, leads to significant improvements in the explanatory power of the gravity model, with no need for mass variables any longer. This result suggests that the use of population size as a mass variable may be inadequate for developing countries, because it does not discriminate well in terms of socio-cultural patterns, political power, and the type of economic activities in an urban system in early stages of development. Rossera (1990) and Rietveld and Janssen (1990) , using intra-Switzerland and international Dutch-originating call data, introduce the concept of barriers into a gravity-like models via dummy variables (e.g., linguistic differences). Finally, Fisher and Gopal (1994) use artificial neural networks to estimate a model of Austrian interregional telephone flows.
Economic studies emphasize price and income effects. Larsen and McCleary (1970) regress residential and business interstate toll calls on income, price, and the volume of interstate mail. Deschamps (1974) regresses intercity calls on the numbers of subscribers in both cities, the income at the origin city, the toll rate, and dummy variables representing distance ranges. The distance coefficients are all negative and increase with distance. Pacey (1983) estimates a model similar to Deschamps' (1974) , but is not able to separate distance and price effects. Both studies obtain price elasticities around -0.24. De Fontenay and Lee (1983) analyze residential calls between British Columbia and Alberta. Second-order models are estimated for the various mileage bands by regressing call minutes on price and income, with price elasticities ranging from -1.12 to -1.65. Guldmann (1992) , using regional toll calls, estimates separate residential and business models, for both messages and minutes, with the effects of prices and distance successfully separated, and with price elasticities equal to -0.31 and -0.54 for residential and business calls, and to -1.43 and -1.79 for residential and business minutes. The distance elasticities are slightly below -1.0 for calls and around -0.6 for minutes. In addition, time-of-day flow sharing models are estimated, leading to cross-price elasticities.
Another, more recent, stream of point-to-point studies has been initiated by the seminal paper by Larson et al. (1990) , who extend the basic theory of telephone demand presented in Taylor ( 1980) , by using reverse traffic (from j to i) as a determinant of the traffic from i to j.
Their theoretical framework is briefly summarized. Two economic agents, a and b, have utility functions of the form U(X,I), where X is the usual composite good, and I the "information" good, which is produced through a production function of the form I = f(Q ,Q ). Q and Q are the ab ba ab ba directional telephone flows between a and b. Each agent is assumed to maximize its utility subject to its income constraint and its information production constraint, leading to a Nash The call back coefficients range from 0.38 to 0.72. Similar models are estimated by Appelbe and Dineen (1993) for Canada-Overseas MTS minutes, and by Guldmann (1998) , who analyzes intersectoral regional toll flows, with the economy disaggregated into four sectors (Manufacturing, Trade, Services, and Households) . In all these studies, simultaneous equation estimation procedures are used. Martins-Filho and Mayo (1993) , departing from this estimation approach, account for the reverse traffic effect by estimating the correlation of the flows of transposed exchanges. They use data for 4 major Tennessee metropolitan areas to regress pointto-point calls on (1) a price variable measuring the cost of a three-minute duration call, (2) a market size variable equal to the product of the numbers of subscribers at the two points, and (3) dummy variables representing different distance ranges. The call back effect is estimated around 0.40.
III. CONCEPTUAL FRAMEWORK
The modeling approach builds upon the point-to-point models reviewed in Section II, and extends them by accounting for the effect of the spatial structure on telecommunication flows.
Let F be a measure of the flow from location i to location j, D the distance from i to j, P the ij ij ij telephone price per unit flow from i to j, and XO and XD variables characterizing the flowi j originating market at i and the flow-receiving market at j, respectively. The Larson-type model can be summarized as follows:
The endogenous return flow F is, of course, defined by:
Combining Eqs.
(1) and (2) produces a reduced-form relationship, whereby F is a function of the ij exogenous variables only, with:
Except for Leinbach (1973) and Hirst (1975) , none of the previous studies has accounted for the effects of the spatial structure on the telecommunication interactions between locations.
The spatial interaction literature suggests, both theoretically and empirically, that improved models are to be obtained by accounting for such effects, particularly in eliminating the estimation bias of the distance parameter. One approach, proposed by Fotheringham (1983a Fotheringham ( , 1983b , is to introduce into the model a competing destination (CD) factor, that measures the accessibility of the destination j to all (or a subset of) the other destinations. If the interaction decreases with this factor, competition is deemed to exist among the destinations, and the closer a specific destination j is to other destinations, the smaller the interaction terminating at j. In the opposite case, agglomeration effects are deemed to take place. CD factors have been used, among others, by Ishikawa (1987) in modeling migration and university enrollments in Japan, Guy (1987) in modeling shopping travel, Fik and Mulligan (1990) in modeling airline traffic, and Fik et al. (1992) in modeling interstate labor migration. Both competition and agglomeration effects were uncovered in these different studies. Another approach involves the use of an intervening opportunities (IO) factor, based on the ideas developed by Stouffer (1940 Stouffer ( , 1960 , who argued that the observed attenuating effects of distance represent the absorbing effects of those opportunities located between the origin and the ex post destination. IO factors have been used, among others, by Barber and Milne (1988) in modeling internal migration in Kenya, by Fik and Mulligan (1990) and Fik et al. (1992) , together with CD factors, and by Conçalves and Ulysséa-Neto (1993) in modeling public transportation flows.
While reviewing the above studies, one can oberve a significant variability in the definition of the geographical space over which the CD/IO factors are computed. For instance, Stouffer (1940 Stouffer ( , 1960 alternatively defines that space as (1) a circle centered at the origin i with radius D , and (2) a circle passing through i and j , and with diameter D . Barber and Milne ij ij (1988) , in contrast, consider all destinations, except i and j. Likewise, the CD factor may be computed over the whole space, except j (Ishikawa, 1987) , or it may be restricted to a circle centered at j (e.g., all points k so that D # D ). The selection of the CD/IO destinations may be kj ij further restricted by hierarchical considerations (Fik and Mulligan, 1990 ). An additional factor of variability is the role of distance in computing the CD/IO factors. In general, destination masses are divided by a power of the distance between the CD/IO destination and either i (IO) or j (CD). This power is often exogenously specified, but may also be iteratively estimated (Fotheringham, 1983a) , or may be set equal to zero (Stouffer, 1940 (Stouffer, , 1960 Conçalves and Ulysséa-Neto, 1993) .
In this study, we consider separately one CD and three IO factors, as illustrated in Figures   1-4 . Let XD be the mass variable characterizing the competing or intervening destination k.
k
The CD factor, CDS , is defined over a circle centered at j, with radius DL (Figure 1) , with:
All the IO factors are defined by formulas similar to Eq. (4), using distance D instead of D .
ki kj
The first IO factor, OCL , is defined over a circle centered at i (Figure 2 ). The second IO factor, ij OCS , is defined over a circular sector centered at i, with symmetry axis i-j, angle 2 , and 
IV. EMPIRICAL ANALYSES

Data
The data pertain to a 5 percent random sample of all the toll calls that were made within a Only MTS calls have their charge included in the data base. The pricing of Out-WATS service involves (1) a fixed monthly access line charge, and (2) a monthly usage charge related to the monthly hourly usage through a declining block rate structure, irrespective of the timing of a call or the location of its destination. Given the rate structure in effect in February 1990, the total monthly usage and the resulting total monthly charge have been estimated for each Out-WATS number in the sample The resulting average charge (¢/second) has then been used to estimate an equivalent charge for each individual call, based on its duration.
The basic unit of observation is the link between location (wire center) i and location j 
Results
The system of structural equations (8)- (9) The t-statistics are in parentheses below each coefficient. The system-weighted R is equal to 2 0.642. The cross-equations restrictions (Eqs. 8 and 9 must have the same coefficients) are all accepted at the 5% level of significance. Also, a comparison of Eq. (10) with that obtained with the two-stage least squares procedure shows that both equations are very similar, because there is very little error correlation across equations. As could be expected, the effect of the telephone price is negative and highly significant, in the elastic range. The effect of distance is also negative and highly significant. The coefficients for the origin and destination market size variables are all positive, as expected, and highly significant. The call-back coefficient (i.e., the reverse flow coefficient) provides important information about the nature of the information function associated with the interlocational transactions. As discussed in Larson et al. (1990) , when this coefficient is positive, the two flows are complementary, that is, they are both necessary in contributing to the information needed by both parties. When it is negative, a substitution effect takes place: there is a given, finite amount of necessary information, which may be contributed by either party. Finally, if the coefficient is zero, the information-gathering process is initiated and completed by one party only. In the above model, the positive coefficient points to complementarity. Its value (0.135) is on the low side when compared to the call-back coefficients obtained by Larson et al. (1990) , Appelbe et al. (1988) , and Martins-Filho and Mayo The third radius, with h=0.5, implies a circle passing through the mid-point of link i-j. The estimation results are presented in Table 1 . If the system-weighted R is taken as the selection 2 criterion, the best model corresponds to the case (h=1000, =1), with R = 0.715, or a gain of 2 7.3% over the benchmark model (Eq. 10). The results suggest that the smaller the space (circle) over which the CD factor is computed, the smaller the R . The poorer results obtained with 2 (h=1000, =0) suggest that destination masses must indeed be weighted by an inverse function of distance, and the value of =1 seems to generally provide the best results, if only marginally so.
The results obtained when using the IO factor OCL , and presented in obtained when using the IO factor OCR , and presented in Table 4 , are consistent with all ij previous results, indicating that the wider the corridor, the higher the R , and the best model is 2 obtained when =2 and the corridor is a square (2*DY=D ), with R =0.661, or a gain of 1.9% ij 2 over the benchmark case.
Several conclusions emerge from the previous analysis. First, the spatial structure has clearly an effect on telecommunication flow patterns, confirming the earlier results of Leinbach (1973) and Hirst (1975) , and this effect is of a competitive type. The maximum explanatory gain of 7.5% is consistent with similar gains reported in the literature. Second, the more inclusive the space over which the CD/IO factors are computed, the higher the explanatory gain. Accounting for all destinations (except i and j) brings about the best results. In other words, all destinations compete and the spatial structure effect is regionwide. Restricting the selected destinations to directional corridors or circular sectors, while a priori logical, leads to an explanatory power loss.
Third, destination masses should be inversely weighted by a function increasing with distance.
The limited sensitivity analyses conducted over the distance exponent do not permit firm conclusions as to the optimal exponent value, although =1 seems to provide generally good results. Fotheringham (1983) argues that, in the absence of a CD factor, the effects of the spatial structure are reflected in the distance exponent, which is then necessarily biased. It may therefore be interesting to assess the changes in the coefficients of the benchmark model (Eq. 10) when CD/IO factors are included. First, notice that the coefficients of the price (P ) and mass ij (MSO , MSD ) variables display only minor variations in most cases reported in Tables 1-4. i j
When opportunities sectors and corridors are considered (Tables 3-4 Tables 1-2 . However, in the case of the overall "best" model in Table 2 ( 
V. CONCLUSIONS
Inter-city telecommunication flows have been analyzed by estimating spatial interaction models that account for the effects of the spatial structure, and various formulations of competing destinations and intervening opportunities factors have been considered through extensive sensitivity analyses. The results indicate that the spatial structure effects are of a competitive nature and regionwide. Restricting the competition space to the neighborhoods of the origin or destination cities leads to inferior model performance. The results also suggest that these competitive effects decrease with the distance from the competing destination.
Further research should involve the interfacing of the telephone flow data with socioeconomic data (e.g., population, income, employment, sales), as derived from population and economic censuses, in order to better characterize the call originating and terminating markets.
Such data would allow for the computation and testing of more diversified factors reflecting the effects of the spatial structure. Further disaggregation of the modeling approach both temporally and by the type of economic activity involved in the telecommunication interaction might also allow for a more precise assessment of the spatial structure effects. Research is underway in these areas and will be reported in the near future. 
