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Low earth orbit (LEO) satellite networks are ideal components of the future Internet. 
Along with the development to support multimedia application services in the Internet, 
there is a need to provide Quality of Service (QoS) guarantees for packet switched 
LEO satellite networks. However, proposed routing algorithms in literature have not 
taken guaranteed end-to-end QoS into consideration. 
 
This thesis applies Weighted Fair Queuing (WFQ) into LEO satellite networks and 
designs two QoS routing algorithms named Satellite Routing for End-to-end Delay 
(SRED) and High Performance Satellite Routing (HPSR) to provide guaranteed end-
to-end delay bound service for token bucket constrained connections. The proposed 
algorithms are simulated using a LEO satellite model in NS2. Simulation results show 
that both SRED and HPSR are able to provide guaranteed end-to-end delay bound 
services. The system throughput depends on the traffic characteristics and target delay 
bound. Smaller packet size, smaller burst size and larger target delay bound result in 
higher system throughput.  
 
The comparison between SRED and HPSR is made. SRED is simple and the QoS 
service provided for a connection will not be impacted by misbehavior of other 
connections. HPSR is able to achieve higher system throughput at the expense of 
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In this chapter, a brief introduction to satellite communications, especially in the field 
of Low Earth Orbit (LEO) satellite area, is presented. The research goal, challenges 
and research methodology of this thesis are also outlined. An overview of the thesis is 
given in the last section. 
 
1.1 A Brief Introduction to Satellite Communications 
Over many decades after the birth of the first man-made satellite called Sputnik, in 
1957, satellites continue to play an important role in the field of communications, e.g., 
international telephone and TV trunking, radio and television broadcasting, as well as 
mobile communications. A number of satellite systems have been and will be 
implemented to provide mobile/personal communications and broadband multimedia 
services. Compared to their conventional terrestrial counterparts, satellite 
communications have many advantages: 
• Satellites are able to provide ubiquitous service over a large area where 
implementation of terrestrial infrastructure is considered environmentally or 
commercially infeasible, e.g., mountains, ocean and polar regions.  
• Satellite systems can be rapidly deployed to start service for continental or 
global coverage in short installation time, before land-based infrastructure and 
network can be constructed and upgraded [1].  
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• Satellites are one of the most reliable communication technologies. Satellite 
failures are extremely rare after they are placed into orbits [1].  
 
Given the above advantages, satellite communications are being demanded more and 
more, as the needs for cheaper and higher speed Internet services continuously 
increase, even in places where infrastructure installation is not possible due to 
environmental or commercial reasons. This growing demand speeds up the 
technological developments of satellite system and leads to lower cost and more 
sophisticated networks. As a result, there will be a rapid increase in market demand 
for new broadband satellite services, driven by services such as voice, high speed 
Internet access, broadcast audio/video, video conferencing, audio/video/data on 
demand, etc. 
 
1.2 A Brief Introduction to LEO Satellite Networks 
A LEO satellite network is composed of tens to hundreds of LEO satellites located at 
altitudes of 700 to 1500km with polar or inclined planes [2, 3]. When On Board 
Processing (OBP) and On Board Switching (OBS) are present, a LEO constellation is 
regarded as a relatively independent network in the sky, i.e., a LEO constellation is 
able to connect two users on earth through multi-satellite hops without the help of any 
terrestrial infrastructures.  
 
Due to the low altitude, LEO satellite networks have many advantages such as lower 
propagation delay and lower power requirements for both satellite and user terminal 
[4]. These advantages make LEO satellite networks an ideal component of future 
Internet to support emerging multimedia applications.  
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 As a result of these advantages and the ever-increasing demand for high-speed 
ubiquitous Internet access, LEO satellite technology is likely to evolve. A number of 
LEO satellite constellations have been proposed over the last decade. Table 1.1 gives 
a summary of a few proposed LEO satellite networks. 
Table 1.1: Examples of proposed LEO satellite constellations  
 
 Constellation Latitude(km) satellites Capacity (kbps) Service 
Skybridge [5] 1469 80 2,000 up 2,0000 down 
broadband access, 
private networks 
Teledesic [6] 1375 288 
2,000 up 
64,000 down 
155,000  per ISL
“Internet in the sky”, 
broadband access, 
private networks 
Iridium [7, 8] 780 66 2.4 per user 25,000 per ISL 
voice, data, fax, 
paging, messaging 




1.3 Motivation and Research Goal  
Given that future LEO satellite networks are designed to support multimedia 
applications over the Internet, there is a concerted need to provide Quality of Service 
(QoS) guarantees in LEO satellite networks. QoS guarantees are essential for 
innovative applications, such as video telephony, video on demand and video 
conferencing, to be offered over satellite networks, while end-to-end packet delay is 
one of the most important QoS parameters for real time applications. Therefore, 
provisioning of end-to-end delay QoS in LEO satellite networks forms the basic 
motivation of this thesis. 
 
A number of routing algorithms have been proposed in literature [10-13, 15] for LEO 
satellite networks. Some of them take into account of some forms of QoS. For 
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example, routing strategy in [15] is able to extend the connection duration without the 
interruption of link handover. However, only some simplistic QoS aspects are 
considered in literature and end-to-end delay QoS provisioning has not been 
considered in an entirety. Therefore, the objective of this thesis is to design routing 
algorithms that are able to provide guaranteed end-to-end delay bound service in 
packet-switched LEO satellite networks.  
 
1.4 Challenges and Research Methodology 
The provisioning of guaranteed end-to-end packet delay in LEO satellite networks is a 
challenging task compared to in conventional terrestrial networks. This is because of 
the inherently dynamic topology typical to LEO satellite network. Specifically, 
satellite movement brings about frequent satellite handovers and link handovers, 
which will be described in detail in Chapter 2. Due to the dynamics of LEO satellite 
networks, providing QoS is not readily achieved using conventional routing 
algorithms. 
 
Taking the challenges outlined above into consideration, following methodologies are 
used in the proposed routing algorithms to obtain good performance in the 
provisioning of end-to-end delay bound service. 
 
Firstly, Weighted Fair Queuing (WFQ) [14, 16] is introduced into LEO satellite 
networks as the scheduling discipline. WFQ is a packet approximation algorithm of 
the ideal fluid Generalized Processor Sharing (GPS) [14] discipline, which is able to 
provide worst case end-to-end delay bound service if the resource such as bandwidth 
is carefully allocated. WFQ is described in detail in Section 2.3. 
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 Secondly, efficient bandwidth allocation scheme is designed to improve system 
throughput. Bandwidth allocation scheme determines how much bandwidth is 
allocated for a connection on each link of its route. Bandwidth allocation scheme 
presented in this thesis is designed aiming at minimizing the total bandwidth allocated 
for each connection while achieving the guaranteed end-to-end delay bound.  
 
Thirdly, based on the worst-case end-to-end delay calculation, the routing algorithms 
are designed carefully such that the connections are accommodated on routes along 
which the target end-to-end delay bound is guaranteed. The proposed routing 
algorithms are also able to find the shortest route amongst the routes that are able to 
provide end-to-end delay bound, thus the resource allocated is minimized and the 
system is able to admit more connections to improve throughput. 
 
In addition, the proposed routing algorithms take satellite handover and link handover 
into consideration such that the guaranteed end-to-end delay service is sustained for 
ongoing connections that are subject to satellite handover or link handover.  
 
Two assumptions are made in this thesis. Firstly, topology and bandwidth information 
stored in each satellite is assumed to be accurate. One possible approach is that, since 
the movement of satellite is predetermined and periodic, each satellite can know the 
exact locations of all the satellites in the system at any time. Another possible 
approach is that certain signaling protocol that is able to distribute and collect 
accurate topology information can be implemented.  Secondly, it is assumed that 
resource reservation is always successful with the implementation of an efficient 
 5
resource reservation protocol, which reserves bandwidth resource on each link of the 
QoS route computed by the proposed routing algorithm. 
 
 1.5 Thesis Outline 
In Chapter 2, an introduction to LEO satellite networks and routing algorithms in 
LEO networks is presented. WFQ is then described in detail, as it is used as the basic 
scheduling discipline for the proposed routing algorithms. The concept of token 
bucket constraint is also introduced, as connections considered in this thesis are token 
bucket constrained.  
 
Chapter 3 describes one of the proposed routing algorithms, i.e., Satellite Routing for 
End-to-end Delay (SRED). The bandwidth allocation scheme, namely, Enhanced Rate 
Proportional Processor Sharing (ERPPS), which does not take statistical multiplexing 
among connections into consideration, is first described. The approach to calculate the 
end-to-end delay bound in ERPPS bandwidth allocation scheme is then presented. 
Afterwards, the SRED routing algorithm, which is able to find suitable QoS route to 
provide end-to-end delay bound, is described in detail. Finally, the performance of 
SRED including system throughput, blocking rate for new incoming and handoff 
connections is evaluated through simulation. 
 
Chapter 4 proposes an important routing algorithm, namely, High Performance 
Satellite Routing (HPSR). HPSR improves the performance of SRED by introducing a 
more complex yet efficient bandwidth allocation scheme, i.e., Universal Relative 
Session Treatment (URST), which takes statistical multiplexing among connections 
into consideration. The approach to calculate the end-to-end delay under URST 
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bandwidth allocation scheme is then presented and HPSR is described in detail.  The 
performance of HPSR is evaluated and compared against that of SRED in the last 
section. 
 
Chapter 5 concludes this thesis and discusses possible future work. 
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Chapter 2 
Routing in LEO Satellite Networks 
 
 
 In this chapter, related routing algorithms in LEO satellite networks are presented in 
detail. Section 2.1 presents a detailed introduction to LEO satellite networks and 
satellite network system model adopted in this thesis. In Section 2.2, related research 
are reviewed and summarized with emphasis on QoS provisioning in LEO satellite 
networks. In Section 2.3, Weighted Fair Queuing (WFQ) is described as the 
scheduling discipline that underpins the proposed routing algorithms. Token bucket 
traffic model is introduced in Section 2.4. 
 
2.1 LEO Satellite Networks 
A LEO satellite network is composed of tens to hundreds of LEO satellites located at 
altitudes of 700 to 1500km with polar or inclined planes [2, 3]. LEO satellites rotate 
around the earth with an orbital period ranging from 100 to 120 minutes and at a 
speed that is much higher than mobile users on earth. Due to the high satellite 
mobility, the speeds of the terrestrial users or terminals are generally disregarded.  
 
As mentioned, due to the low altitude, LEO satellite networks have several 
advantages over other satellite networks such as Geostationary earth orbit (GEO) and 
Medium Earth Orbit (MEO) satellite networks [4]. The first and foremost important 
advantage is the relatively low propagation delay between satellite and the earth, of 
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which is critical in the provisioning of QoS for real time applications. Secondly, the 
lower power requirements enable the use of omni-directional antenna which can be 
fitted readily into a handheld device to facilitate direct communicating with the LEO 
satellite networks. In addition, LEO satellite network, e.g. the Iridium system [7], is 
able to provide truly global coverage including polar regions.   
 
There are two basic LEO satellite constellations, i.e., polar constellation and inclined 
constellation [2, 3]. In this thesis, the system model is based on a polar constellation, 
namely, Iridium [7], as it is the first commercialized LEO satellite system and one of 
the few working LEO satellite networks. Without loss of generality, the proposed 
routing algorithms can be applied into inclined LEO satellite networks after taking 
handovers of inclined constellation into consideration. 
 
2.1.1 Inclined LEO Satellite Constellation 
In an inclined LEO satellite constellation as shown in Figure 2.1, the satellite planes 
are inclined with a constant angle [2]. There is no service coverage above certain 
latitude in polar regions, of which is dependent on the amount of inclination.  
 
2.1.2 Polar LEO Satellite Constellation 
A polar LEO satellite constellation has an inclination of 90  or close to . Figure 
2.2 and Figure 2.3 show the equatorial and polar view of a polar LEO satellite 
constellation respectfully. Iridium is an example of a LEO satellite system that 
employs the polar constellation [7]. Given that the Iridium is one of the few working 
D 90D
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networks, it is chosen as the LEO satellite network model for simulation and 
verification of the proposed routing algorithms. 
 
 
Figure 2.1: Inclined LEO satellite constellation 
  
 
1 2 3 4 56
5
seam
inter-plane ISL intra-plane ISL
plane number
earth  
Figure 2.2: Equatorial view of polar LEO satellite constellation 
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 Figure 2.3: Polar view of polar LEO satellite constellation 
 
In the Iridium, there are 6 circular planes (orbits) and each plane has 11 satellites that 
are placed equally apart. Satellites in adjacent planes are co-rotating except that 
satellites in plane 1 and plane 6, of which are counter-rotating. The boundary of the 
counter-rotating planes, i.e. plane 1 and plane 6, is called seam, as shown in Figure 
2.2.  Inter-Satellite Links (ISLs) and On Board Switching (OBS) are assumed to be 
deployed on all satellites such that the constellation is able to connect two users on 
earth using multi-satellite hops without the help of any terrestrial infrastructure.  
 
2.1.2.1 Link Handover 
There are two kinds of ISLs, namely, intra-plane ISLs and inter-plane ISLs. Intra-
plane ISLs connect neighboring satellites in the same plane. This type of ISL exists 
permanently and has fixed propagation delay. On the contrary, inter-plane ISLs 
connect in adjacent co-rotating planes and may be temporarily switched off in and 
around polar regions, which is typically referred to as a link handover. Link handover 
is necessary when satellites approach polar regions, where the viewing angles of the 
 11
line-of-sight antennas which maintain the ISLs vary fast [17]. As a result, connections 
utilizing these links have to be rerouted to other ISLs. Figure 2.4 depicts an example 
of link handover, whereby the inter-plane ISL, a  and , are switched off when 
approaching polar regions. On the other hand, inter-plane ISL  and  are switched 
on after moving out of polar regions. In [17], it is shown that inter-plane ISLs have to 
be switched off at latitude of approximately 
b
'a 'b
60± D . 
 
             
Figure 2.4: Link handover 
 
2.1.2.2 Satellite Handover 
Besides the link handover, the movement of satellites results in another handover 
event, i.e. satellite handover. The basic rationale for satellite handover is that each 
satellite is visible to a user for only a limited duration due to high rotating speed of 
LEO satellites. Specifically, satellite handover is an event whereby a connection 
between a satellite and a terminal has to be transferred from the outgoing satellite to 
the incoming satellite, of which the footprint is providing coverage to the terminal. 
The event that invokes such transfer in the same orbit is referred to as intra-orbit 
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satellite handover, while the event that invokes such transfer from different orbits is 
termed inter-orbit satellite handover.  
 
Figure 2.5 illustrates both intra-plane satellite handover and inter-plane satellite 
handover. In Figure 2.5.a, satellite s1 is moving upwards and soon it is not able to 
serve the terminal. At the same time, satellite s2 is moving upwards and the terminal is 
in its service area. In this case, all the traffic of the terminal has to be handover over 
from satellite s1 to s2. Since satellite s1 and s2 are in the same plane, the handover is 
called intra-plane satellite handover. Similarly, traffic of the terminal need to be  
handover from satellite s1 to s3 as shown in Figure 2.5.b. Since satellite s1 and s3 are in 
the different plane, the handover is called inter-plane satellite handover. In either 
satellite handover event, if the incoming satellite has been fully utilized, the traffic 
handover fails and the connection is dropped.   
 
 




 2.1.2.3 Earth-Fixed Cell and Satellite-Fixed Cell 
There are two kinds of coverage concepts in LEO satellite networks, i.e. Earth-Fixed 
Cell (EFC) [18] and Satellite-Fixed Cell (SFC) [19]. In EFC coverage, the earth 
surface is divided into a number of predefined cells that have fixed area and 
boundaries, as shown in Figure 2.6.a. Each satellite serves an EFC cell for certain 
time period. At the end of the one period, the satellite shifts to serve another adjacent 
EFC cell. In this case, satellite handovers are synchronized to the end of the period. 
Skybridge [5] and Teledesic [6] deploy EFC concept.  On the contrary, in SFC 
coverage, the satellite service cell on earth moves along with the satellite, as shown in 
Figure 2.6.b. In this case, satellite handover occurs whenever a satellite’s service cell 
is about to not cover one user. SFC coverage concept is adopted by Iridium [7, 8].  
 
In this thesis, it is assumed that EFC is deployed. Without loss of generality, the 
proposed algorithms can also work in the scenarios where SFC is used.  
 
2.1.2.4 Propagation Delay in LEO Satellite Constellation 
As the end-to-end delay is the QoS parameter considered in this thesis and 
propagation delay forms a critical part of the end-to-end delay, this section gives a 
general description of the propagation delay in LEO satellite networks and shows 
propagation delay of one typical LEO system, i.e., Iridium system. The value of 
propagation delay of LEO satellite system depends on the constellation, e.g., altitude, 
distance of adjacent satellite plane, and comprises two parts.  
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The first part is the propagation delay between the ground and satellite, which further 
depends on the satellite altitude and the elevation angle of the user. In Iridium system, 
depending on the elevation angle of the user, the minimum and maximum one way 
propagation delay between the ground and satellite is 2.6 ms and 8.22 ms 
respectively.  
 
The second part is the propagation delay between adjacent satellites. For Iridium 
system, the propagation delay of intra-plane ISL is fixed at 13.5 ms. For inter-plane 
ISL case, the maximum propagation delay is 15.1 ms when both satellites are near the 
equator; while the minimum delay is 11.1 ms when inter-plane ISL is bout to be 
switched off.  
 
 
2.2 Routing in LEO Satellite Networks 
Considering the inherently dynamic nature of LEO satellite networks, conventional 
routing algorithms can not be directly deployed. A number of routing algorithms 
specially designed for LEO satellite networks have been proposed. In this section, a 
survey is presented to give an overview of these routing algorithms. This survey 
summarizes key routing algorithms that focus in providing some forms of QoS in 
LEO satellite networks. 
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 Figure 2.6: Earth-Fixed Cell and Satellite-Fixed Cell 
 
The various strategies used for the design of routing algorithms in LEO satellite 
networks are examined and compared in [20]. These strategies take into account of 
three fundamental functions of a typical routing algorithm, i.e., network state 
information usage, route computation and user message forwarding. The comparison 
among different strategies is summarized in Figure 2.7. In this figure, it is shown that 
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in order to provide QoS service in LEO satellite networks, a decentralized, on-
demand, connection oriented and non-isolated routing algorithm is preferred.  
 
In LEO satellite networks, routing algorithm must be able to reroute connections 
subject to satellite handover, in order to maintain the same QoS. An algorithm called 
Footprint Handover Rerouting Protocol (FHRP) for satellite handover rerouting is 
presented in [11] for this purpose. FHRP includes an augmentation algorithm and a 
footprint rerouting algorithm. It achieves a good trade-off between simplicity of route 
augmentation and optimality of complete rerouting. Figure 2.8 illustrates the 
augmentation algorithm that finds a new route formed by linking up part of the 
existent route and the link between the handover terminal and the incoming satellite. 
After a number of augmentations, routes tend to become suboptimal and footprint 
rerouting algorithm is executed, so as to ensure that system resources are efficiently 
utilized.  
 
Reducing the number of rerouting attempts can effectively reduce the signaling 
overheads and the blocking rate. It can also avoid large reconnection time 
significantly. On account of this, Probabilistic Routing Protocol (PRP) is proposed in 
[12], with the aim to reduce the number of rerouting attempts due to link handover. 
Specifically, when a new connection request comes, PRP does not consider inter-
plane ISLs which will probably undergo a link handover before the connection ends 
or before a satellite handover happens. Thus, the probability that any inter-plane ISLs 





Figure 2.7: Strategies for the design of routing algorithms in LEO satellite networks 
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Figure 2.8: Augmentation phase of Footprint Handover Rerouting Protocol. Traffic on 
link terminal1-Current satellite should be handover to the link terminal1-New satellite.  
 
In [13], considering the periodicity of satellite movement, a LEO satellite network is 
modeled as a Finite State Automaton (FSA) by dividing the network system period 
into equivalent intervals. The system period is referred to as the least common 
multiple of the earth period and the orbit period. In each time interval, the network is 
assumed to have fixed topology, which forms a state of the FSA. Two satellites are 
defined visible in a state if and only if they are visible to each other throughout that 
state. Thus, a visibility matrix is obtained in each state. The link assignment and 
routing table are calculated offline for all states and loaded into satellites each time a 
state is initiated. Based on the visibility matrix, which is fixed in a specific state, the 
network topology and link assignment is optimized for any given traffic and the 
number of total admitted calls is maximized. Performance of FSA is simulated in [21]  
 
A disadvantage of FSA is that a large number of connections may need to be rerouted 
during state changes, since the routing tables of two states may be quite different. 
Thus signaling overheads will increase dramatically and many existing connections 
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may be dropped. As a result, FSA is not suitable for the provisioning of QoS in LEO 
satellite networks. 
 
There are also some routing algorithms based one single metric, e.g. propagation 
delay. For example, a distributed datagram routing algorithm for LEO satellite 
networks is proposed in [10]. It finds a minimum propagation delay path between 
source and destination satellites effectively. Since at any time, any satellite knows the 
accurate locations of all satellites, it does not rely on any topology information from 
other satellites. Therefore, the distributed datagram algorithm does not produce any 
signaling overheads. The shortest routes from one specific satellite to all other 
satellites are pre-computed and stored. When a satellite receives packets, it simply 
looks up the stored routing table and forwards them. This algorithm is also able to 
avoid congested regions of the network and tolerate satellite failure with slight 
degradation in system performance. Although this algorithm is able to route packets 
in a shortest path using propagation delay as metric, it is not able to provide QoS 
guarantee because the shortest path it provides can potentially suffer from large 
queuing delay. 
 
A QoS-based Graph-Theoretical Routing (QGTR) approach in provisioning QoS in 
LEO satellite networks is proposed in [15], with the aim of minimizing the number of 
link handovers during the life time of a connection while ensuring the QoS 
constraints. To achieve this, when searching route for a new connection, QGTR 
prefers to utilize intra-plane ISLs over inter-plane ISLs. In case that inter-plane ISLs 
have to be used, it prefers inter-plane ISLs that have higher lifetime, where lifetime is 
 20
defined as the duration before an inter-plane ISL is switched off. QGTR takes into 
account the lifetime of a satellite link, but it does not solve the QoS routing problem.  
  
In short, QoS provision problem only has been considered in some simplistic forms, 
not in its entirety, although many LEO routing algorithms were proposed.  
 
2.3 Weighted Fair Queuing 
Weighted Fair Queuing (WFQ) [14, 16] is used as the fundamental scheduling 
discipline in designing routing algorithms for LEO satellite networks. In this section, 
Generalized Processor Sharing (GPS) [14], from which WFQ is derived, is introduced 
first. WFQ is then described in detail. Finally, the reason why WFQ is chosen as the 
scheduling discipline is explained. 
 
In [14], Parekh introduces a notion to describe a GPS system: A GPS server serving N 
connections is characterized by N positive real numbers, 1 2, ,..., Nφ φ φ , where the 
server operates at a fixed rate r, as shown in Figure 2.9. Let ( , )iS tτ  be the amount of 
traffic of connection i  served in the interval[ , ]tτ . Then a GPS server is defined as 
follow: 
                                             







τ φ≥                                                                (2.1) 
Equation (2.1) is valid for any connection, i , that is backlogged throughout the 












Figure 2.9: GPS server model 
 
Intuitively, GPS serves multiple connections simultaneously with the assumption that 
the packet size is infinitesimal. GPS is an ideal scheduling discipline that achieves 
max-min fair share of resource, in other words, GPS can split bandwidth fairly among 
multi connections simultaneously. An immediate result of GPS is that a connection 






= ∑ ; this 
characteristic grants GPS a desired a property, i.e, it is able to provide fair bandwidth 
allocation. Given the fair bandwidth allocation, end-to-end service guarantee can be 
derived. Based on the service guarantee, packet delay upper bound can be determined 
for a token bucket constrained flow.  
 
Although GPS has many attractive characteristics, it is not implementable due to its 
infinitesimal packet assumption. Many packetized GPS scheduling disciplines have 
been designed to emulate GPS. Among these disciplines, WFQ is considered to be an 
important one and it has been proposed to be used in future integrated services 
networks by Internet Engineering Task Force (IETF) [22].  
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WFQ [14, 16] is a packet approximation algorithm of the ideal fluid GPS discipline 
and is identical to the Packet-by-packet Generalized Processor Sharing (PGPS) [14], 
although they are put forward independently. In WFQ, when the server decides to 
transmit packet at time t, it chooses the first packet in the queue that completes service 
in the corresponding GPS system.  
 
WFQ is attractive given the fact that WFQ emulates GPS closely, that is to say, WFQ 
provide both fair sharing of bandwidth and guaranteed end-to-end delay bound. 
Furthermore, end-to-end service provided by WFQ is independent of hop number of 
route and the behavior of other connections. On account of these advantages of WFQ, 
it is widely adopted as the fundamental scheduling discipline when designing routing 
algorithms in LEO satellite network. 
 
2.4 Token Bucket Constrained Traffic Model 
To fulfill end-to-end QoS guarantee in integrated services network [23], traffic must 
be characterized in terms of deterministic or stochastic traffic model before network 
modeling is possible. Generally, such characterization provides a bounding envelope, 
e.g., Linear Bounded Arrival Processes (LBAP), on the traffic pattern. The traffic 
must conform to its specified characterization otherwise its QoS can not be 
guaranteed. This thesis considers the token bucket traffic model [24, 25], which has 
been adopted by IETF Integrated Services (IntServ) working group. 
 
Figure 2.10 shows the token bucket traffic model. Tokens are generated with fixed a 
rate, ρ , and packet can only be delivered into network with a corresponding number 
of token from the token bucket. The max number of token is σ  while the buffer size 
 23
for the traffic is infinite. The traffic rate entering the network is further constrained by 
the link capacity C. 
ρ
σ
( , ) ~ ( , , )A t Cτ σ ρ
 
Figure 2.10: Token bucket traffic model 
 
In token bucket traffic model of a fluid system, the amount of traffic that enters the 
network for each connection during time [ , tτ ] is constrained by: 
                            ( , ) min(( ) , ( )),0A t t C t tτ τ σ ρ τ τ≤ − + − ≤ ≤                                (2.2) 
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Chapter 3 




In this chapter, Satellite Routing for End-to-end Delay (SRED) routing algorithm that 
is able to provide worse case end-to-end delay bound guarantee is described in detail. 
Enhanced Rate Proportional Processor Sharing (ERPPS) bandwidth allocation scheme 
is first introduced. The approach to calculate the worst case end-to-end delay bound 
based on WFQ scheduling and ERPPS bandwidth allocation scheme is then presented. 
The SRED routing algorithm proposed is described in detail based on the worst case 
end-to-end delay bound calculation. In addition, a partial rerouting algorithm with the 
aim of reducing the computational and signaling overheads is put forward. System 
performance of SRED is evaluated through simulations.  
 
3.1 Enhanced Rate Proportional Processor Sharing (ERPPS) Bandwidth 
Allocation Scheme 
Bandwidth allocation strategy is important because it directly affects the complexity 
of route computation and performance of the routing algorithm. In a QoS provisioned 
network, a routing algorithm needs not only to find suitable QoS route for 
connections, but also to minimize the bandwidth allocation for each connection so 
that the throughput of the network can be increased by admitting more connections. In 
this section, the bandwidth allocation scheme used by SRED is introduced. 
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A. Parekh [14] shows that a network with a Consistent Relative Session Treatment 








 is satisfied on all links, 
where ρ  is the average rate of connection; r is the link capacity; mI  is the number of 
connections using the link. Here the definition of CRST is presented as in [14]: 
Definition  3.1: A Consistent Relative Session Treatment GPS assignment (CRST) is 
one for which there exists a strict ordering of the connections such that for any two 
connections ,i j , if connection i  is less than connection j in the ordering, then 
connection i does not impede connection j at any node in the network. 
Where impede is defined as: 







φ ρ< , where φ  is the allocated bandwidth and ρ  is the average rate. 
 
Rate Proportional Processor Sharing (RPPS) [14] is a special bandwidth allocation 
scheme of CRST. In RPPS scheme, a connection is allocated with bandwidth equal to 
the average rate of the connection on all links along the path. For some connections 
experiencing larger propagation delay, this amount of bandwidth may not be able to 
guarantee the target end-to-end delay. In this case, bandwidth more than the average 
rate should be allocated to reduce the queuing delay so that the end-to-end delay 




In ERPPS, all links of a path are allocated with identical bandwidth. The only 
difference between RPPS and ERPPS is that allocated bandwidth φ  in ERPPS should 
not be less than the average rate ρ ; otherwise, packets of this connection have to 
queue up to infinity on those links where allocated bandwidth is less than the average 
rate. In this case, no end-to-end delay bound can be guaranteed. 
 
In designing routing algorithms, ERPPS bandwidth allocation scheme has several 
desired properties as RPPS has: (a). the route computation is simple; (b). the traffic of 
each connection will not become much bursty after entering the network, i.e., traffic 
burst size will not increase inside the network. In this case, traffic characterizations 
within the network are not needed in order to compute the end-to-end delay bound 
[14]; (c). the guaranteed delay bound service of connections that send traffic strictly 
according to their traffic characterizations will not be affected by other connections 
even when other connections misbehave or are not leaky bucket constrained at all. 
 
3.2 Delay Bound of WFQ with ERPPS Bandwidth Allocation 
Given that ERPPS bandwidth allocation scheme is deployed, A. Parekh [14] presents 
a formulation to compute the worst case end-to-end delay bound of a leaky bucket 
constrained connection passing through a series of WFQ routers. The formulation is 
given as: 
                                            max max
1 max
( )1 1
gpK Kp pD t pk rk k k
σ
φ φ
−= + + +∑ ∑
= =
                                (3. 1) 
where σ and ρ denote the burst size in term of number of packets and average rate of 
a connection; k and denote link index and total hop numbers of a route;  and K maxp
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max
gp denote maximum packet size of a connection and global maximum packet size; 
t p  is propagation delay of a route; D denotes worst case end-to-end delay bound  of 
WFQ; ( )kφ  denotes the bandwidth link of a route allocates to a connection and thk
1min ( ( ))k K kφ φ≤ ≤= ;  is the capacity of  link. kr thk
 
Equation (3.1) is used to calculate the end-to-end delay of WFQ. The routing 
algorithm must decide how much bandwidth should be allocated to a connection 
given a certain delay bound and traffic characteristic of the connection, which is the 
inverse process of the computation of delay bound.  
 
It is assumed that in LEO satellite networks, all ISLs have identical link capacity r . 
Thus equation (3.1) can be written as follows:  









gp p KpD t pk r
σ
φ φ= + + +                                     (3. 2)         
Theorem 3.1 shows that ERPPS bandwidth allocation scheme is able to minimize the 
total bandwidth allocated to guarantee the delay bound of a connection given that 
allocated bandwidth on any link should not be less than the average rate of the 
connection. 
 
Theorem 3.1 On a certain route, the total bandwidth allocated to a connection is 
minimized when identical bandwidth is allocated on all links of the route when the 
network considered satisfies, i). each link has identical bandwidth, and ii). In each 
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link, the bandwidth allocated to a connection is at least the average rate of the 
connection. 
 
Proof: Consider a connection i passing through K ISLs. Suppose there are two 
bandwidth allocation methods. In method 1, the  ISL of the route allocates the 
connection with bandwidth of
thk
( ),   = 1,2,...,k k K,φ satisfying that all 







∑ . In method 2, all ISLs allocate identical bandwidth Φ  to this connection with 
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− ≥ . Further, 
equation *1 max






−+  shows that the tightest delay bound ( ) is *D
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produced when 1( ) min ( ( ))k KK kφ φ ≤ ≤= = φ . Here it is expected that method 2 is to 
generate the same tightest delay bound as , where  is calculated as follows: *D *D
*
max
1 1 max    D  = ( )
( )1
gp KK






For method (2): *
( 1) max max




+ −= + +  
From last two equations, we have (note that the identical parts, max
gp K
r
 and  are 
removed and the common factor is cancelled): 
pt
maxp
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The total bandwidth allocated in scheme 1 satisfies: 
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The difference of total allocated bandwidth between two methods is: 
1 12( ) /( )
1
K Kk K K K
k
σ σφ Φ ΦΦ φ
+ − −− ≥ − −∑
=
 
1 1 1 12( ( )) /(K KK K )σ σ σ σΦ Φ φ Φ φ
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As mentioned before, apart of finding routes for connections to guarantee their target 
end-to-end delay, another goal of SRED is to achieve high performance, i.e. admit as 
more connections as possible into the network. Since minimizing the total bandwidth 
allocated to each connection is a good proposition to achieving this goal, SRED 
allocates identical bandwidth to a connection on all links along its route according to 
Theorem 3.1. In this case, Equation (3.2) could be further simplified, and is shown as 
follows: 
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+ −= + +                                     (3. 3) 
Equation 3.3 is used by SRED routing algorithm to calculate the worst case end-to-
end delay bound. 
 
 
3.3 SRED Route Searching Algorithm 
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SRED is a decentralized routing algorithm and the system model of SRED is depicted 
in Figure 3.1. The source satellite that receives the connection request from terminal 
on earth computes the route based on the topology information stored in the satellite. 
If a QoS route is found then the connection is admitted. SRED will reserve the 
bandwidth along the route and set the corresponding WFQ weight at each satellite. 
After both route and WFQ weight states are kept, SRED uses source routing to 
forward user packets. Upon receiving packets of a connection at the source satellite, 
i.e. the satellite that receives the connection request and computes the route for this 
connection, it adds the route information of this connection into the packet header. All 
satellites schedule the packet according to the WFQ weight of the connection and 
satellite forwards the packet to the next hop in accordance to the route packet header. 
In this way the connections are served with their corresponding bandwidth allocation.  
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1 2 3 4s s s s s s d s− − − − −
 
Figure 3.1: SRED system model 
 
As shown in Equation (3.3), finding a QoS route is indeed a bandwidth-delay 
constrained multi-metrics QoS routing algorithm. It is due to the fact that the required 
delay bound comprises of the propagation delay of the route and the queuing delay 
that is determined by the bandwidth allocation. In the literature, a QoS routing 
algorithm with bandwidth-delay constraint has been proposed by Wang et al [26]. 
However, Wang’s algorithm is not directly applicable in the presence of WFQ. 
Specifically, Wang’s algorithm uses Dijkstra’s algorithm to obtain shortest delay path 
after setting the delays of links that do not meet the bandwidth requirement to infinity. 
The algorithm assumes that the bandwidth that is needed is made known before route 
computation. However, in the WFQ scheme, the bandwidth that is needed to 
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guarantee the end-to-end delay bound is not known a priori and it is dependent on the 
propagation delays and hop number of the route. On the other hand, the propagation 
delay and hop number can not be known before a certain route is found.      
 
To tackle this problem, SRED proposes a new heuristic approach to find a route that 
is capable of providing end-to-end delay bound in the presence of WFQ. SRED finds 
the QoS route in several iterations. In the first phase of each iteration, SRED uses 
Wang’s algorithm to find a possible candidate path based on a bandwidth threshold, 
of which is based on the searching result of last iteration. At the start of algorithm, the 
bandwidth threshold is set to be the average rate ( ρ ) of the connection because the 
smallest bandwidth needs to be allocated to a connection in SRED is ρ . In second 
phase of iteration, SRED calculates the bandwidth needed to provide end-to-end delay 
on the candidate path for this connection using Equation (3.3). Then SRED examines 
whether unallocated bandwidth of all links of the candidate route can afford this 
bandwidth. The connection is admitted on the candidate route if all the links of the 
candidate route have more bandwidth than the computed value. If not, the bandwidth 
threshold will be updated to the newly computed bandwidth that will be used to 
search a new candidate route in next iteration. The overall flow chart of SRED route 





Find the shortest path using Wang’s algorithm
with bandwidth constraint : b
Path is found?
bandwidth available on all
ISLs of the path > g?
Compute the bandwidth g needed to provide
end-to-end delay bound on this path
If g < ρ, set g = ρ
Reserve the bandwidth g
along the path and set the
corresponding WFQ weight
set bandwidth threshold b =ρ=average
rate of the connection
Y
N
Set b = g
g > ISL link capacity?
No QoS route is found,







Figure 3.2: Flow chart of route searching for SRED 
The route SRED finds has two characteristics. Firstly, the route has minimum 
propagation delay among the set of possible routes that can provide end-to-end delay 
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bound for the connection. Secondly, total bandwidth allocated on the route is 
minimized since Theorem 3.1 is applied in the bandwidth allocation scheme.  
 
If a candidate route can not be found or the bandwidth needed to provide end-to-end 
delay on this route is greater than the ISL link capacity, the connection request is 
rejected.   
 
One example of how the QoS route is found is depicted in Figure 3.3.  Assume that 
user A want to setup a connection with average rate b to user B; user A and B are 
served by satellite S1 and S5 respectively. According to the algorithm, path 1 is found 
as the shortest propagation delay path with the constraint that of bandwidth b. 
Suppose that according to Equation 3.3, the worst case end-to-end delay of path 1 
exceeds the target delay bound and path 1 can not afford the bandwidth, e.g., g, to 
guarantee the target delay bound. In this case, the algorithm will continue to search 
next shortest propagation delay path with bandwidth constraint g. Suppose that path 2 
is found and the it can afford the bandwidth to guarantee the target delay bound, the 
algorithm will stop and QoS path, i.e., path 2,  has been successfully found. 
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 Figure 3.3: one example of QoS route searching 
 
3.4 Partial Rerouting Algorithm 
When link handover occurs, all existing connections that use inter-plane links that 
need to be switched off should be rerouted. In this procedure, computation for the new 
routes and signaling overheads to release bandwidth on existing links and reserve 
bandwidth on new links are required.   
 
On account of this, in addition to the route computation using worst case end-to-end 
delay bound provided by WFQ, SRED also proposes a partial rerouting algorithm to 
reduce signaling and computational overheads invoked by link handover. Complete 
connection rerouting has been considered with the aim to solve the link handover 
problems by finding an entirely new path for the connections at the expense of 
excessive computational and signaling overheads. However, these types of handover 
algorithm are ineffective in handling link handover and, generally, lead to the 
generation of excessive signaling and computational overheads.  
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 In SRED, a partial rerouting algorithm for link handover is put forward and this is 
depicted in Figure 3.1. In each connection, e.g. 1 2 3 4ss s s s s ds− − − − − , two key 
satellites ( and ) are selected such that when a link (1s 4s 1 2s s− or ) is to be 
switched off as a result of link handover, rerouting is done only on the route between 
these two selected key satellites, i.e., partial rerouting is used. Since only part of the 
route needs to be recomputed, computation overhead is greatly decreased. If partial 
rerouting is successful, the reservations of resource on other links, e.g.,
2 3s s−
1ss s− , 
 and 3 4s s− 4s ds− , do not need to be updated. However, rerouting on the whole 
route will be considered in the event partial rerouting fails to achieve the desired 
objective, i.e., the target delay bound is guaranteed. In this way, much signaling and 
computational overheads could be reduced. If a route has experienced a partial 
rerouting, a whole route computation is executed so that the route is kept in optimal or 
near optimal status. 
 
As mentioned above, the partial reroute is performed between two key satellites. On 
account of this, the key satellite selection algorithm is critical to the successful 
implementation of the partial rerouting algorithm and is explained using a path 
example as shown in Figure 3.1. For the path considered, 1 2 3 4ss s s s s ds− − − − − , an 
inter-plane ISL that will be switched off at the earliest time is chosen, e.g. ISL 1 2s s− . 
Two satellites connecting the selected ISL, i.e. and are selected to be the initial 
key satellites. From 
1s 2s
1s to the path end satellite , the latitude of each satellite on the 
chosen path is to be examined in turn against the incumbent key satellite. If the 
satellite is at lower latitude than the current key satellite, it will be set as new key 
satellite. If the satellite is at higher latitude than the current key satellite, the searching 
ss
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in the direction from to ends. The search for another key satellite is in the 
direction from  to and is performed using the similar process outlined above. 





Not all routes can benefit from partial rerouting and no key satellite is necessary to be 
set along some routes. If the lifetime of all inter-plane ISLs of a route is larger than 
the orbit period To
1, no key satellites needs to be considered because link handover is 
not likely to occur before a satellite handover at either the source or destination 
satellite occurs. In this case, the key satellites only need to be considered after the 
latest route update when lifetime of certain inter-plane ISL of the route is shorter than 
. When partial rerouted path has a much large propagation delay, partial reroute is 
also not considered. For example, route 
To
1 2 3s s s− −  will not be considered for partial 
rerouting. The reason is that, the route with partial rerouting performed has two more 
satellite hops and a much larger propagation delay than the original route.  
 
3.5 Performance of SRED 
The proposed SRED algorithm is simulated using an Iridium-like model, as shown in 
Figure 2.1. The simulation is carried out using NS2 [27]. 60 earth terminals are 
distributed uniformly between latitude 7 , north and south. Each terminal may have 
many connections with other terminals. Each connection is leaky bucket constrained 
packet-switched telephony with exponential ON/OFF model as proposed in [28]. The 
average ON period is 0.352 second with a rate of 64 kpbs and the OFF period is 0.65 
second. The duration of connection is exponentially distributed with a mean of 3 
0°
                                                 
1 T is the minimum time satisfying that at any t and , the satellite constellation has the same location of satellites. o +Tot
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minutes. Different packet size and burst size of connections are simulated to study the 
impact of different traffic characteristics. Simulation assumes that the connections are 
of the identical traffic characteristic, i.e. average rate, packet size, burst size and delay 
bound requirement.  
 
3.5.1 System Throughput      
Different traffic characteristics may impact the performance of SRED routing 
algorithm. In this section, system throughput performance of SRED is simulated 
given different parameters, such as target delay bound, packet size and burst size. 
 
Figure 3.4 shows the comparison in throughput performance between best effort 
scheme and SRED with identical buffer size. The system throughput increases as the 
offered load increases in both best effort scheme and SRED.  
 
Figure 3.4.a shows the comparison in performance between best effort and SRED 
with different target delay bounds while maintaining the packet size and burst size at 
100 bytes and 2 packets respectively. Consistent with equation (3.3), larger target 
delay bound results in smaller allocated bandwidth to connections if the bandwidth 
needed is greater than ρ . As a result, a better system throughput performance is 
experienced. The figure shows that SRED outperforms best effort while providing 
end-to-end delay bound guarantee when the target delay bound is large, e.g. . 
It is because some of the bandwidth resources of best effort scheme are likely to be 
used in transmitting packets that are to be discarded along a route due to the finite 





















a. performance with different delay bound
Delay bound = 400ms 
Delay bound = 250ms 
Delay bound = 300ms 
Delay bound = 350ms 





















b.performance with different packet size
Best Effort 
packet size = 50 bytes 
packet size = 75 bytes 
packet size = 100 bytes 
packet size = 125 bytes 
packet size = 150 bytes 
 
 

















c.performance with different burst size
Best Effort 
delta = 1 packet 
delta = 5 packets 
delta = 2 packets 
delta = 3 packets 
 
Figure 3.4: Performance comparison between SRED and best effort 
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Figure 3.4.b shows the comparison in system throughput between best effort and 
SRED with different packet size with a target delay bound of 250 ms and a burst size 
of 2 packets. System throughput decreases as packet size increases. This is consistent 
with equation (3.3) on account that a bigger packet size requires a bigger bandwidth 
allocation to meet the delay bound, which results in a lower system performance. 
 
Figure 3.4.c shows the simulation results of system throughput for different burst size 
σ , from 1 packet to 5 packets, with the target delay bound and packet size fixed at 
250 ms and 100 bytes respectively. It can be shown in Figure 3.4.c that bigger burst 
size results in lower system performance of SRED.      
 
Simulation results in this section show that the traffic characteristic impacts the 
system performance of SRED significantly. Larger target delay bound, smaller packet 
size and smaller burst size result in higher system throughput of SRED. 
 
Figure 3.5 is the system throughput performance of SRED with regard to target delay 
bound and offered load. Packet size and burst size are set to 100 bytes and 2 packets 
respectively.  As shown in the figure, the increment of throughput due to increment of 
target delay bound is more significant when the delay bound is low, e.g., the 
throughput increment is much bigger when the target delay bound increase from 200 




























Figure 3.5: SRED system throughput performance 
 
3.5.2 End-to-end Delay Bound Guarantee 
Simulation results of this section shows that the end-to-end delay bound of admitted 
connections in SRED is guaranteed with zero packet loss rate. Figure 3.6 is a 
comparison of packet delay distributions between best effort and SRED. Both 
schemes are simulated with the same buffer size at all satellites. In Figure 3.6.a, the 
target delay bound is set to 250 ms, burst size to 2 packets and packet size to 100 
bytes.  
 
The figure shows that in SRED, all packets experience an end-to-end delay less than 
the target delay bound. The largest delay of SRED is 158 ms, which is far less than 
the target delay bound 250 ms. The reason is that the bandwidth allocation scheme, 
i.e., max( , )gφ ρ= is conservative, which leads to a relative low system utilization 
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depending on the traffic characteristics of connections. In best effort scheme (Figure 
3.6.b), neither end-to-end delay bound nor packet loss rate is guaranteed because 
substantial amount of packets suffer a large end-to-end delay and about 15% of the 
total packets are dropped. 


















a. Packet delay PDF of SRED
average delay = 67.60 ms
maximum delay =  158 ms
 
 


















b. Packet delay PDF of Best Effort
 
Figure 3.6: Packet delay distribution comparison between SRED and best effort. 
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As shown in Figure 3.6 the packet delay distribution of both best effort and SRED 
have many local maximum and minimum values, which is typical in LEO satellite 
networks. The reason is that in LEO satellite networks, ISLs have similar propagation 
delays. Thus, connections that contain hops follow a patterned of propagation delay 
distribution as shown in Figure 3.6.  
 
 
3.5.3 Blocking Rate 
Figure 3.7 is connection blocking rate of SRED with different offered loads and target 
delay bounds. The packet size and burst size of connections are set to 100 bytes and 2 
packets respectively. The blocking rate is measured for all connections (Figure 3.7.a) 
including both new incoming and handover connections. Specifically, Figure 3.7.b-d 
show the blocking rates of new incoming connections, connections subject to satellite 
handover and connections subject to link handover respectively. 
 
As shown in Figures 3.7.a-d, higher offered load and shorter target delay bound will 
increase the blocking rate. Comparison between Figure 3.7.c and 3.7.d shows that 
blocking rate due to satellite handover is much smaller than that due to link handover. 
The reason is that in a satellite handover event, each ground-satellite link that is 
switched off will be succeeded by another ground-satellite link. The total number of 
satellite links remains unchanged.  When a link handover event occurs, a number of 
inter-plane ISLs are switched off. For example, in Iridium, the rows of available inter-
plane ISL decrease from seven to six (Please refer to Figure 2.2). This greatly reduces 
the system capacity. In this case, more connections are blocked in link handover than 



























































































Figure 3.7: Blocking rate performance of SRED 
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3.5.4 Support for Multi-class Traffic 
 A LEO satellite network is likely to support multiple classes of traffic such as voice, 
data transfer, Internet access and video conferencing. Different traffic may have 
different end-to-end delay QoS requirements. Thus, it is important for a routing 
algorithm to be able to support multi-class traffic and guarantee their corresponding 
QoS parameters. 
 
Theoretically, SRED is able to support multi-class traffic routing because SRED 
searches QoS route given only the traffic characteristics and target delay bound of 
connection request. This has been verified through simulations. It is assumed that 
there are three classes of traffic that have different QoS requirements. Two QoS 
classes that are considered are telephony and video conferencing.  The telephony 
traffic requires a worst case end-to-end delay bound of 250 ms [29] and video 
conferencing traffic requires a worst case end-to-end delay bound of 400 ms [30]. The 
non-QoS best effort traffic is the IP traffic and is generated using the traffic model as 
described in [31]. The parameter settings of the three classes are tabulated in Table 
3.1.  It is assumed that the offered load of telephony and video conferencing are 
identical. 
 
Simulation results in Figure 3.8 show that SRED is able to support multi-class traffic 
including best effort. Both telephony and video conferencing are guaranteed with 
worst case end-to-end delay bound. Since telephony and video conferencing traffic 
have higher priority than best effort traffic, the system tries to admit more QoS traffic 
into the network and uses the remaining bandwidth to support best effort traffic.  
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In Figure 3.8, the throughput of QoS traffic increases and the throughput of best effort 
traffic decreases as the offered load of QoS traffic increases. Since telephony 
connection has a smaller target delay bound requirement, it is more difficult to admit 
a telephony connection than a video conferencing connection. Thus, the throughput of 
telephony is always smaller than that of video conferencing, as shown in Figure 3.8. 
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Figure 3.8: Throughput of multi-class traffic in SRED 
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3.6 Summary 
This chapter presents the SRED routing algorithm, which incorporates a QoS route 
searching algorithm and a partial rerouting algorithm. ERPPS bandwidth allocation 
scheme is introduced first. Worst case end-to-end delay calculation approach is 
presented based on the ERPPS and WFQ. Then, SRED is put forward to provide a 
novel approach to ensure guaranteed end-to-end delay bound service based on the 
end-to-end delay bound calculation.  
 
Performances of SRED are evaluated on an Iridium-like model using NS2 simulator 
with different traffic loads and different traffic characteristics being considered. 
Simulation shows that (a). SRED is able to provide worst case end-to-end delay 
bound service with a zero packet loss rate for all admitted connections. (b). System 
throughput of SRED depends on the traffic characteristics of connections. Smaller 
packet size, smaller burst size and larger target delay bound lead to higher system 
throughput. (c). SRED is shown to outperform best effort under certain traffic 
characteristics. (d). SRED is able to support multi-class traffic in LEO satellite 
networks.  




High Performance Satellite Routing (HPSR) 
  
 
Although SRED, described in chapter 3, is able to provide end-to-end delay guarantee 
for token bucket constrained connections, its performance is very much dependent on 
other parameters. For example, it deteriorates when the packet size and burst size is 
big and the target delay bound is small. The reason is that ERPPS bandwidth 
allocation scheme is conservative given that it allocates bandwidth that is at least the 
average rate of a connection. When the inter-dependency among connections is being 
considered, bandwidth that is less than the average rate of a connection could be 
allocated while maintaining the same end-to-end delay bound for the connection. 
Routing algorithm based on the more efficient bandwidth allocation scheme is, 
therefore, designed based on this concept and is able to achieve better performance. 
  
It is shown in Section 4.1 the ways with which ERPPS bandwidth allocation scheme 
could be improved. In Section 4.2, an improved bandwidth allocation scheme named 
Universal Relative Session Treatment (URST) is introduced. The delay bound 
computation, given URST and WFQ scheduling, is described in Section 4.3. High 
Performance Satellite Routing (HPSR), which uses the improved bandwidth 
allocation scheme and delay bound calculation approach, is put forward and described 
in detail in Section 4.4. HPSR routing algorithm is evaluated and performance 
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comparison between HPSR and SRED is made in Section 4.5. Simulations show that 
HPSR improves the system performance as compared to SRED. 
 
4. 1 Limitation of SRED 
SRED routing algorithm uses ERPPS bandwidth allocation scheme, in which the 
bandwidth allocated to a connection could be described as φ ρ≥ , i.e., the bandwidth 
allocated to a connection could not be less than the average rate of the connection, 
otherwise the packets of certain connections could be queuing up infinitely. This is a 
significant disadvantage of SRED, i.e., the utilization rates of some links are low 
since the allocated bandwidth of any connection is always greater than its average 
rate. For example, suppose there are I connections with average rate 1 2, ,..., Iρ ρ ρ  
using this link with allocated bandwidth 1 2, ,..., Iφ φ φ 1. Since ,i iφ ρ≥  , the 


















is always smaller than 1. When the packet size 
and burst size is big and target delay is small, the utilization rate is especially low 
since, in this case, 'i sφ could be far greater than 'i sρ . 
 
Figure 4.1 shows how ERPPS bandwidth allocation scheme could be improved.   
Suppose that on a link having two connections with average rate 1 0.3ρ =  and 
2 0.2ρ = , and are allocated with bandwidth 1 0.5φ = 2and 0.3φ = respectively. The 
worse case delay bounds of both connection are guaranteed. Now the 3rd connection 
                                                 








=∑ , which means all bandwidth are 
allocated. 
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request with average rate 3 0.4ρ =  arrives. According to ERPPS bandwidth allocation 
scheme, since the unallocated bandwidth (0.2) is less than 3ρ  (0.4), the new 

















  Figure 4.1: Example that shows ERPPS could be improved 
 
It is shown that the new connection could be admitted as follows. Suppose that 3rd 
connection is admitted with allocated bandwidth 3 0.2φ = . Consider the all-greedy 
system where at certain time instance, t0, all connections send a burst and then follow 
by their average rates. For 1st connection, since its allocated bandwidth is greater than 
its average rate, its buffer should be cleared by certain time, t1, and hereafter, it is 
supposed to consume bandwidth of its average rate: 1 0.3ρ = . Similarly, 2nd 
connection should finish clearing its buffer at time, t2, and consumes only bandwidth 
of 2 0.2ρ = . It is clear that after time, t2, 3rd connection will be served with bandwidth 
0.5 which is greater than its average rate. At time, t3, the new connection is likely to 
finish clearing its buffer and consumes its bandwidth of 3 0.4ρ = . Thus 3rd connection 
delay is guaranteed and its packets need not queue up infinitely on this link. It is 
worth noting that when a new connection is considered, other existing connections 
 52
should be considered to enhance the utilization rate. However, in doing so the 
computation of the end-to-end delay could become complex and, possibly, 
computational infeasible.  
 
The example above reveals that a connection can be allocated bandwidth less than its 
average rate while its delay bound is still guaranteed. As such, a more effective 
bandwidth allocation scheme can be proposed that takes into account of the 
dependency among connections. However, delay bound computation is far more 
complex due to the introduction of connection dependency and results in a much more 
complex routing algorithm. Despite of this increase in complexity, the routing 
algorithm is able to provide better system performance as compared to SRED. 
 
4.2 URST Bandwidth Allocation Scheme               
In Section 4.1, it is shown that the bandwidth allocation scheme used by SRED can be 
improved while guaranteeing the same end-to-end delay bound. This section presents 
such an improved bandwidth allocation scheme called Uniform Relative Session 
Treatment (URST) [14] that is adopted by HPSR. The merits of URST are also 
discussed.  
 
As shown in Figure 4.2, URST allocates identical bandwidth on all the links of a 
route, i.e. if a connection is admitted into the network, all the links of this connection 
allocate identical bandwidth to it. Compared to the bandwidth allocation scheme used 
by SRED, URST have an attractive attribute, i.e., it removes the constraint that the 
allocated bandwidth for a connection is at least the average rate. This attribute of 
URST enables HPSR to allocate less bandwidth to a connection compared to SRED. 
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This leads to higher system throughput because each connection consumes less 
bandwidth. As such, more connections are able to be admitted into the network while 
the same target end-to-end delay bound is to be maintained. To achieve the goal of 
allocating less bandwidth for each connection, the dependency among connections 
and more complex end-to-end delay bound calculation approach need to be 
considered and introduced, as described in next section. With respect to this, the 
corresponding routing algorithm is also likely to be more complex compared to 
SRED. 
    
Figure 4.2 shows the comparison among three bandwidth allocation schemes: RPPS, 
ERPPS and URST. Note that URST does not have the constraint that requires the 
allocated bandwidth to be at least the average rate of a connection. 
 
φ ρ= φ ρ≥
 
Figure 4.2: Three bandwidth allocation schemes: RPPS, ERPPS and URST 
 
4.3 Delay Bound of WFQ with URST Bandwidth Allocation 
This section describes the service curve approach used to calculate delay bound given 
URST bandwidth allocation in GPS. As shown in Figure 4.3, the arrival curve 
describes the amount of traffic that arrives and the service curve describes the service 
rate each connection receives. The delay bound of the connection experiences in this 
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node can be calculated using the arrival curve and service curve. For example, in 
Figure 4.3, D1 is the calculated delay bound according to the arrival curve and service 
curve 1. The delay bound calculation is based on all greedy session [14], where all 
connections attempt to send a maximum burst size σ , of which is followed by traffic 
with the average rate ρ . In this way, the amount of traffic sent by a connection is 
bounded by ( )tσ ρ+ .  
 
In Section 4.3.1, the delay bound analysis within a single node is presented.  Section 
4.3.2 presents the worst case end-to-end delay bound calculation, which is based on 
the delay bound calculation of individual node. 
 
4.3.1 Delay Bound in a Single Node 
This section analyzes the delay bound experienced in a single node. Suppose the GPS 
server rate r  is 1 and N token bucket constrained connections pass through the node. 
Without loss of generality, suppose that the connection has an average rate thi iρ  and 
allocated bandwidth iφ . It is assumed that  connection finishes its backlog clearing 




ir  be the service rate 
that connection receives during time slot [thj 1it − , ], when it has not finished backlog 
clearing. For example, in Figure 4.3, 2
it
nd connection finishes its backlog clearing at 
time t2; is the service rate of 332r
rd connection in time slot [ , ].  1t 2t
 
After the start of a greedy session during the time slot [0, ], the service rate of 





jr φ=  
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Since the node is stable, i.e., 
1 1
1i i
i N i N
ρ φ
≤ ≤ ≤ ≤
< =∑ ∑ , there is at least one connection 
satisfying j jφ ρ> . This means at least one connection will finish backlog clearing 
within certain time frame because its service rate is greater than its arrival rate [32]. 
Suppose connection 1 finishes backlog clearing first at . Thus the service rates in 
time slot [ , ] of the existing backlogged connections are: 
1t
1t 2t






r φ φ ρφ= + −∑ =
2,3,...,, j N=                              (4.1) 






)φ ρφ −∑ =
comes from the fact that after 1st connection finishes clearing 
its backlog, it consumes only bandwidth of 1ρ and its remaining bandwidth 1 1( )φ ρ− is 
proportionally shared among the connections that are still backlogged according to 
their allocated bandwidth .jφ  Similarly, the service rates of other backlogged 
connections in time slot [ , ] after (1kt − kt 1)
thk − connection finishes clearing its backlog 
are 
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As shown in Equation (4.2), the service rate jrk of the existing backlogged connection 
j is a increasing function of k, as shown in Figure 4.3. Figure 4.3 also shows the way 
to calculate delay bound using arrival curve and service curve. The delay bound 
calculated is using arrival curve and service curve 1 while the delay bound 1D
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calculated is  using arrival curve and service curve 2. Since the service rate is 
regarded unchanged on service curve 1 (SRED), the delay bound ( ) calculated in 





1 2φ φ= ). The comparison between service curve 1, ,  and service curve 
2, , shows that a). the delay bound calculated in HPSR is tighter than delay bound 
calculated in SRED give the same bandwidth allocation, and b). smaller bandwidth 
allocation in HPSR is able to yield the same delay bound as in SRED with bigger 














Figure 4.3: Comparison of delay bound calculation 
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4.3.2 Delay Bound in Multi-nodes (End-to-end Delay Bound)  
This section generalizes the delay bound of a single node to multi-nodes and describes 
the way to calculate end-to-end delay bound produced by a connection passing 
through multiple GPS schedulers based on service curves produced in individual 
node, which has been proven in [14, 33].  
    
The end-to-end delay bound calculation is based on the global service curve. The 
global service curve is constructed by placing end-to-end the piecewise lines of all 
individual service curves in the increasing order of service rate which is equivalent to 
the slope of individual line piece. Figure 4.4 shows an example of how to construct 
the global service curve of a connection passing through two nodes, where jir  is 
defined in Section 4.3.1 and 'jir s  satisfy 
1 1 2 1 1 2 2
1 2 1 3 4 2 3r r r r r r r r
1
5< < < < < < < . In this 
case, the first two line pieces are from service curve at node 1; third link piece is from 
service curve at node 2, and so on forth.  Figure 4.4.a shows the two service curves at 
the two nodes the connection passes. Figure 4.4.b shows the global service curve 
constructed based on the two service curves in Figure 4.4.a.  The end-to-end delay 
bound can be calculated given the arrival curve and the global service curve. In this 
example, the end-to-end delay bound is .  3D
    
In the analysis presented above, it is shown that given the bandwidth allocation 
according to URST, the end-to-end delay bound can be calculated using the service 
curve approach. Furthermore, the delay bound calculated is tighter than that 
calculated in SRED. Thus, it is possible for the routing algorithm to allocate less 
bandwidth than in SRED to guarantee the same end-to-end delay bound. In next 


































Figure 4.4: Node service curve and global service curve 
 
4.4 High Performance Satellite Routing (HPSR)  
Although an approach is provided in the last section in calculating the end-to-end 
delay bound using URST bandwidth allocation, the problem of designing routing 
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algorithm suitable for guaranteed end-to-end delay bound services has yet to be 
resolved in its entirety. The reason is that a routing algorithm is inverse process of 
end-to-end delay bound calculation while there is no approach available to calculate 
bandwidth allocation given a target delay bound. URST bandwidth allocation further 
complicates the bandwidth allocation because change of bandwidth allocation of 
single connection is likely to affect QoS service of all other connections in the 
network.  
 
On account of this, when a new connection request arrives, HPSR attempts to 
consider routes that are able to provide end-to-end delay bound iteratively. The flow 
chart of HPSR algorithm is depicted in Figure 4.5. In each iteration, HPSR searches 
the shortest route of propagation delay after removing the links whose unused 
bandwidth, i.e., (1 iρ− ∑ ) is less than a certain bandwidth threshold. The bandwidth 
threshold starts with the average rate of the connection and increases gradually if 
previous iteration fails to admit the new connection. The shortest path in each 
iteration is called the candidate route. 
 
Bandwidth reallocation for connections is in the order of route propagation delay. 
This is because the connection with larger propagation delay requires shorter queuing 
delay in each node so that the target delay bound can be met. Thus, connections with 
larger propagation delay are more likely to finish backlog clearing sooner than other 
connections with smaller propagation delay. After backlog clearing, their unconsumed 
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For each connection, HPSR allocates the minimum bandwidth to guarantee its worst 
case end-to-end delay bound. For a given bandwidth on certain route, the worst case 
end-to-end delay bound could be calculated using the method presented in Section 
4.4. The delay bound is a function of allocated bandwidth and decreases as the 
allocated bandwidth increases as shown in Figure 4.6. The allocated bandwidth is 
minimized when delay bound meets the target end-to-end delay bound. The problem 
of finding the optimal bandwidth is likened to finding the solution of a nonlinear 
equation ( ) 0f b Dt− = , where is the target delay bound and Dt ( )f b is the delay bound 
calculated based on bandwidth b . Secant method [34] is an approach of root finding 
for equation with high convergence rate and it is adopted in the design of HPSR to 
find the suboptimal bandwidth allocation for connections. As shown in Figure 4.7, 
Secant method begins with two initial bandwidth points  and , new bandwidth 
point is selected as:  
0b 1b
                                       
( )(1 1 2
1 ( ) ( )1 2
f b b bk k kb bk k f b f bk k
− )− − −= −− −− −
                                  (4.3) 
Newly selected bandwidth is more likely to generate delay bound that approaches to 
the target delay bound. For example in Figure 4.7,  is closer to the root, compared 
to  and . When the delay bound calculated falls into section [ ], as the 
shaped area shown in Figure 4.6, the bandwidth is regarded to be minimized. Here 
2b
1b 2b (1 ),Dt δ− Dt
δ is a very small positive number. For example, if δ  equals 0.01, the bandwidth used 
in calculating delay bound is thought to be minimum if the delay bound calculated 
falls into [0. . The value of 99 , ]t tD D δ determines how “optimal” the bandwidth is 
allocated; a smaller δ  value means that bandwidth closer to the minimum value can 
be calculated out. On the other hand, the value of δ can be set flexibly according the 
 62















Figure 4.7: Secant method for root finding of an nonlinear equation 
 
    
If the reallocation for all connections is successful, it means that the system could 
accommodate the new connection while maintaining the worst case end-to-end delay 
bound of all existing connections. The bandwidth allocation of connections will be 
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updated and reserved in the network. Otherwise the new connection is blocked and all 
connections are allocated with the previously allocated bandwidth. 
 
As shown in Figure 4.5, if the reallocation is not successful, i.e., if the new connection 
can not be accommodated on the candidate route, HPSR considers other routes in next 
iteration. When HPSR searches next candidate route, it increases the unused 
bandwidth threshold to the unused bandwidth of last candidate route. For example, if 
the threshold used in last iteration is 0.1 Mbps and the unused bandwidth of last 
candidate route is 0.15 Mbps, then HPSR sets the unused bandwidth threshold to 0.15 
Mbps to search new candidate route in the new iteration. If no candidate route is 
found in any iteration, the new connection is rejected and all the bandwidth for 
existing connection remain unchanged as before the new connection arrives. 
 
Similar to SRED, HPSR reserves the bandwidth along the route and sets the 
corresponding WFQ weight at each satellite according to the bandwidth allocation. 
After both route and WFQ weight states are kept, HPSR uses source routing to 
forward packets.  
 
4.5 Performance of HPSR 
The simulation setting of HPSR is similar to that of SRED as described in Section 3.5.  
Simulation results show that HPSR is also able to provide worst case end-to-end delay 
bound for admitted connections. In this part, the performance comparison between 
HPSR and SRED is highlighted to show how much HPSR is able to improve the 
performance of SRED. 
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Figure 4.9: System throughput comparison between SRED and HPSR. 
The upper surface is system throughput of HPSR and the lower one is that of SRED 
 
 
4.5.1 System Throughput  
Figure 4.8 shows the throughput performance comparison between HPSR, SRED and 
best effort scheme with identical buffer size. The system throughput increases as 
offered load increases in all these three schemes. All figures show that HPSR 
outperforms SRED with higher system throughput.  
 
In Figure 4.8.a, the packet size and burst size is fixed at 100 bytes and 2 packets 
respectively. Figure 4.8.b sets target delay bound to 250 ms and burst size to 2 
packets. In Figure 4.8.c, target delay bound and packet size are set to 250 ms and 100 
bytes respectively.  
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Figure 4.9 shows system throughput comparison between SRED and HPSR where 
packet size and burst size are set to 100 bytes and 2 packets respectively. It is clear 
that HPSR achieves higher system throughput given identical simulation setting. 
 
4.5.2 End-to-end Delay Bound Guarantee 
Simulation shows that all packets of admitted connections in HPSR routing algorithm 
experience an end-to-end delay less than the target delay bound, i.e., HPSR is able to 
provide worse case end-to-end delay service. Figure 4.10 is a comparison of packet 
delay distributions among three schemes: SRED, HPSR and best effort. The target 
delay bound is set to 250 ms, burst size to 2 packets, packet size to 100 bytes and 
offered load to 50 mbps. Without loss of generality, satellites are assumed to have 
identical buffer size in these three schemes. From Figure 4.10.a and Figure 4.10.b, it 
is shown that both SRED and HPSR achieve the guaranteed delay bound. It is shown 
in the figure that HPSR has a larger maximum end-to-end delay bound and average 
delay as compared to SRED. Two reasons can explain this phenomenon. The first one 
is that, in HPSR, the delay bound calculated is much tighter than that in SRED. Thus 
the delay bound observed is more approaching to the target delay bound in HPSR. 
The second reason is that a higher system throughput is achieved in HPSR. 
Consequently, packets in HPSR experience higher queuing delay as compared to in 
SRED.  
 
4.5.3 Blocking Rate 
HPSR has similar blocking rate performance to that of SRED, which is shown in 
Section 3.5.3, where blocking rate is defined in Section 3.5.3. Blocking rate of HPSR 
also depends on the traffic characteristics. It increases when the packet size and burst 
 67
size increases and target delay bound decreases. This section highlights the 
comparison of blocking rate between HPSR and SRED. As shown in Figure 4.11, 
HPSR has a lower blocking rate under identical system conditions, i.e., identical 
offered load and traffic characteristics. In simulation, the packet size and burst size 
are fixed at 100 bytes and 2 packets, while the target delay bounds are set to 400 ms 
(Figure 4.11.a) and 300 ms (Figure 4.11.b) respectively. 
 
Figure 4.12 shows the comparison of blocking rate of new arrival connections 
between SRED and HPSR given identical offered load and system conditions. The 
packet size and burst size are set to 100 bytes and 2 packets respectively. As shown in 
Figure 4.12, HPSR is able to significantly decrease the blocking rate. A more concrete 
numerical comparison of the blocking rate is presented in Table 4.1, where the target 
delay bound is set to 300 ms. 
 
 Table 4.1: Blocking rate comparison between SRED and HPSR 
(target delay bound is set to 300 ms) 
 
Offered load 
(mbps) 15 21 27 33 39 45 51 
Blocking rate of 
SRED 0.0065 0.0288 0.0437 0.0692 0.1060 0.1404 0.1754
Blocking rate of 
HPSR 0 0.0148 0.0280 0.0397 0.0537 0.0799 0.1142
Ratio 
(blocking rate of 
HPSR/blocking 
rate of SRED) 
- 51.4% 64.1% 57.4% 50.7% 56.9% 65.1% 
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a. Packet delay PDF of SRED
average delay = 67.60 ms
maximum delay =  158 ms
 
 



















b. Packet delay PDF of HPSR
Average delay = 71.19 ms
Maximum delay = 163 ms
 
 


















c. Packet delay PDF of Best Effort
 
 
Figure 4.10: Packet delay distribution comparison: best effort, SRED and HPSR 
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a. connection block rate: delay bound = 400ms
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Figure 4.12: Comparison of blocking rate of new arrival connections. 
The upper surface is the blocking rate of SRED and the lower one is that of HPSR  
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4.5.4 Support for Multi-class Traffic  
Given any traffic characteristics and target delay bound of a connection, HPSR 
searches a route that is able to support the required end-to-end delay bound. This 
indicates that similar to SRED, HPSR is able to support multi-class QoS traffic 
routing. Simulations with multi-class traffic input are carried out so as to verify that 
HPSR has this capacity. The simulation setting of multi-class traffic is identical to that 
of SRED, as described in Section 3.5.4. Figure 4.13 shows the throughput comparison 
of the three traffic classes between SRED and HPSR. Similar to SRED, HPSR 
attempts to admit more telephony and video conferencing traffic. As the offered load 
of telephony and video conferencing traffic increases, the throughput of both QoS 
traffic increases while the throughput of best effort traffic decreases. As shown in 
Figure 4.13, HPSR is able to support higher throughput of both telephony and video 
conferencing traffic than SRED.  
 
















Multi-class traffic throughput comparison between SRED and HPSR
Telephony in HPSR
Telephony in SRED
Video conferencing in HPSR
Video conferencing in SRED
Best effort in HPSR
Best effort in SRED
 
Figure 4.13: Throughput comparison of multi-class traffic between SRED and HPSR 
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4.6 Computation Complexity Analysis of SRED and HPSR 
In this part, the worst case route computation complexity of both SRED and HPSR is 
analyzed. The analysis is based on the route searching algorithms of SRED and HPSR 
described in Section 3.3 and Section 4.4 respectively. 
 
In SRED, the computation complexity to find a QoS route is ( )sO n , where sn is the 
number of iterations, i.e., the times SRED searches candidate routes. In the worst 
case, sn  is number of all routes where: a). each route has propagation delay less than 
the target delay bound, and b). each link of the route has amount of unallocated 
bandwidth (1 iφ−∑ , please refer to Section 3.3) of at least the average rate of the 
request connection. For each candidate route, Equation 3.3 is used to verify whether 
the request connection can be admitted.  
 
In HPSR, the worst case route computation complexity of the worst case is described 
as follows. In this case, all pn  routes that a). have unused bandwidth (1 iρ−∑ , please 
refer to Section 4.4) greater than the average rate, and b). has propagation delay less 
than the target delay bound, are examined as candidate routes. On each candidate 
route, HPSR verifies whether there is a bandwidth reallocation scheme to 
accommodate all  connections (including the request connection) in the network. 
Bandwidth reallocation of each connection requires times trial bandwidth 
allocation to find the near-optimal bandwidth as described in Section 4.4. 
Furthermore, each bandwidth allocation needs to compute delay bound for all  hops 
along the route. The delay bound calculation on one link is of complexity of  as 







complexity of admitting a new connection in HPSR is , where  and 
depend on the link and system capacity respectively, i.e., how many connections an 
ISL and the whole network can support.  depends on the concerned LEO topology, 
e.g., the average ISL hop number of a route, , of Iridium is 5.70.  is an 
configurable parameter that depends on how “optimal” the bandwidth is allocated, 
where “optimal” bandwidth means the amount of bandwidth that produces exactly the 
target delay bound.  





From the above analysis, SRED has a simple route searching algorithm while HPSR 
has a much complex one. The basic reason is that SRED does not take multiplexing 
among connections into consideration while HPSR does. In view of this, when the 
network is of light load, SRED can be used in route searching to reduce computation 
overheads. In a light load scenario, it is highly possible for SRED to find QoS route 
successfully. When the load is high, HPSR can be performed to admit more 
connections into the network to improve throughput, in despite of the increase in 
computation overheads.   
 
Simulations of both routing algorithms show that neither SRED nor HPSR leads to 
long computation time. For example, the simulation of HPSR is run on one single PC 
with 1.6GHz CPU and 512 MB RAM. It costs around 230 minutes CPU time to finish 
100 minutes 1  simulation with 51 Mbps 2  offered load. When each satellite has 
equivalent computation power as the PC used for running simulation, the average 
routing computation time for a connection request is less than 3 ms. Given that, one 
                                                 
1 The simulation is run for one period of the Iridium system, i.e., 100.13 minutes. 
2 This equals to 797 connection requests per second with 64 kbps data rate per connection. 
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satellite is able to process up to 22.2 Mbps traffic or more than 300 connection 
requests. On account that real computation time needed for both SRED and HPSR is 
not much, both routing algorithms might not lead to scalability problem. 
 
4.7 Summary 
This chapter puts forward High Performance Satellite Routing (HPSR) routing 
algorithm to improve the system throughput while providing guaranteed end-to-end 
delay bound service for LEO satellite networks. HPSR applies a more efficient 
bandwidth allocation scheme called URST that takes into account of multiplexing 
among connections. Based on URST, the service curve approach to calculate much 
tighter end-to-end delay bound is presented. Given URST for bandwidth allocation 
scheme and service curve approach for end-to-end delay bound calculation, the HPSR 
routing algorithm is put forward.  
 
Simulations show that HPSR is able to provide worst case end-to-end delay service. 
Compared to SRED, HPSR is able to improve the system throughput and lower the 
blocking rate given identical simulation setting. HPSR is shown to be able to support 







LEO satellite network has many advantages against conventional terrestrial networks 
such as lower propagation delay and lower power requirement for both satellite and 
user. Therefore, LEO satellite network is an ideal component of the future Internet. 
Along with the development to support multimedia applications in the Internet, there 
is a need to provide QoS for packet switched LEO satellite networks. In this thesis, 
the QoS parameter considered is end-to-end delay bound since it is one of the most 
important QoS parameters for multimedia applications.  
 
The provisioning of guaranteed end-to-end delay bound in LEO satellite network is a 
challenging task compared to that in conventional terrestrial networks. This is because 
of the inherently dynamic topology due to continuous movement of satellites, which 
brings about frequent satellite handovers and link handovers. On account of the 
dynamics of LEO satellite networks, providing QoS is not readily achieved using 
conventional routing algorithms. 
 
In view of that, the proposed routing algorithms are based on the introduction of WFQ 
scheduling discipline and two bandwidth allocation schemes, i.e. ERPPS and URST. 
WFQ is introduced into LEO satellite network as the underlying scheduling discipline 
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because WFQ is able to guarantee that connections are fairly served according to the 
bandwidth reserved. Given that certain amount of bandwidth is allocated on links of a 
route, the total queuing delay of the connection on this route can be bounded. If 
transmission delay and propagation delay of the route are also taken into 
consideration, the end-to-end delay can be bounded.  
 
Given that WFQ is introduced, two bandwidth allocation schemes, i.e. ERPPS and 
URST, are presented to determine the amount of bandwidth allocated for connections.  
For each bandwidth allocation scheme, the corresponding approaches to calculate the 
end-to-end delay bound are presented. When ERPPS is deployed, the end-to-end 
delay bound calculation is simple since it does not need to take into account of 
multiplexing among connections (refer to Equation 3.3). On the contrary, in URST 
scheme, the end-to-end delay bound calculation is much complex because the impact 
of other connections should be considered.  
 
Based on WFQ scheduling, bandwidth allocation scheme and end-to-end delay bound 
calculation, SRED and HPSR are put forward to provide worst case end-to-end delay 
bound service for token bucket constrained connections. Both routing algorihtms 
consider route candidates that are likely able to provide end-to-end delay bound in 
iterations. In each iteration, SRED and HPSR consider one candidate route that has 
the least propagation delay among all routes that are possible to provide the target 
delay bound. On this candidate route, SRED and HPSR examine whether the target 




The difference between SRED and HPSR is that they deploy different delay bound 
calculation approaches. When a connection is considered on a route, SRED simply 
verifies whether Equation 3.3 is satisfied. However, HPSR must guarantee that the 
end-to-end delay bounds of all existing connections, not only the new connection, are 
able to meet their target delay bound. The reason is that when multiplexing is 
considered as in HPSR, admitting a new connection can affect the delay bound 
received by existing connections. Furthermore, Bandwidth reallocation for all existing 
connections is needed upon admitting a new connection. On account of that, HPSR 
routing algorithm is more complex that SRED.    
 
SRED and HPSR are validated on an Iridium-like LEO satellite network using NS2. 
The simulation results show that: (a) Both SRED and HPSR are able to support 
guaranteed end-to-end delay service, and (b) The system throughput depends on the 
traffic characteristics and target delay bound; smaller packet size, smaller burst size 
and larger target delay bound result in higher system throughput, and (c) Both SRED 
and HPSR are able to support multi-class traffic routing, and (d) HPSR outperforms 
SRED given identical system setting. 
 
5.2 Future Work 
Although the routing algorithms proposed in this thesis are able to provide guaranteed 
end-to-end delay bound service, there are some issues need further investigation to 
improve the performance.  
 
Firstly, routing algorithm should be able to perform efficiently when the topology 
information is imprecise. It is assumed in this thesis that the topology information 
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stored in each satellite is accurate by deploying certain signaling algorithm to 
distribute and update topology information. However, the topology information 
obtained by satellites can be imprecise due to the large propagation delay of LEO 
satellite networks and high loss probability of signaling packets due to the topology 
dynamics. In this case, routing algorithm should comprise of a signaling algorithm 
that is capable of distributing topology information more efficiently and accurately. 
At the same time, the routing algorithm should be able to perform efficiently based on 
the imprecise topology information. 
 
Secondly, arbitrary bandwidth allocation scheme and corresponding delay bound 
calculation approach should be considered in designing routing algorithms. In this 
thesis, both ERPPS and URST allocate identical bandwidth on all links along a route 
to a connection. In arbitrary bandwidth allocation, a connection can be allocated with 
different amount of bandwidth on the links of its route, as long as the end-to-end 
delay bound is met. Arbitrary bandwidth allocation could significantly improve the 
system throughput, especially in scenarios where traffic distribution is unbalanced. 
Arbitrary bandwidth allocation has been studied and analyzed in tandem and ring 
networks [35, 36]. It would be very interesting if arbitrary bandwidth allocation can 
be applied into LEO satellite networks. However, it is worth noting that introducing 
of such allocation scheme could significantly complicate the end-to-end delay bound 
calculation and routing algorithm design.  
       
Thirdly, handover connections should be granted higher priority to access the network 
resource, compared to new arrival connections. The reason is that from the user’s 
point of view, dropping of a connection is much intolerable than the blocking of a 
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connection at the setup phase. In this thesis, no priority difference is made between 
new arrival connections and handover connections. One possible approach is to 
differentiate the priority by reserving certain proportion of link bandwidth for 
handover connections. This can improve user satisfaction level by reducing the 
probability of connection drop due to handover. On the other hand, bandwidth 
reservation can also degrade the system throughput performance since new arrival 
connection can not use the reserved resource. In view of this, routing algorithm 
should make a tradeoff between user satisfaction level and system throughput 
performance. 
 
In addition, switching on/off of inter-plane ISLs should be performed more flexibly 
for optimization. In this case, it is assumed that inter-plane ISLs can be switched on or 
off in an altitude range. When an inter-plane ISL is moving towards polar regions and 
its traffic can be handover to other ISLs without any connection drop, it can be 
switched off earlier for optimization. On the contrary, when an inter-plane ISL is 
moving out of polar regions, it need to be switched on only when certain amount of 
traffic needs to be handover. In more general cases, the routing algorithm should take 
into consideration of the tradeoff between connection drop level and power 
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