Abstract-This paper investigates the consensus for multiple interacting clusters of double-integrator agents under two different frameworks, viz, the framework that all agents share the same position and velocity interaction topology and the framework that the position and velocity topologies are modeled by totally independent graphs. Different cluster consensus algorithms are designed and analyzed accordingly. A consistent structural result is shown for both frameworks that cluster consensus can be reached if the interaction topologies satisfy some connectivity assumptions and further, compared to the interactions among different clusters, the interactions within each cluster are sufficiently strong. Some lower bounds for such strengths are specified as well.
I. INTRODUCTION
The (complete) consensus/synchronization problem, as one of the central and fundamental problems in multiagent coordination, has attracted great attention in different disciplines of science and engineering in the last decade, see, e.g., [2] , [7] , [9] , [10] . In the networks of agents, the aim of "consensus" is to reach an agreement regarding the state of all agents. However, a real-world complex network may be composed of multiple smaller subnetworks, e.g., communities of natural oscillators are usually composed of interacting sub-populations [12] , and such a network in general exhibits more abundant scenarios than just consensus or synchronization. Also, in multi-agent systems, several different clusters of agents may merge into a bigger one due to certain cooperation task while the agents within the same clusters are still required to achieve the state agreement. Such a problem, termed group/cluster consensus/synchronization has received increasing over the past few years [13] - [16] . A basic question which is still not fully addressed is that under what conditions each cluster of agents can keep their consensus/synchronization behavior in the presence of interaction between different clusters.
Cluster synchronization with the presence of negative couplings among different clusters for coupled oscillators is considered in [13] via a pinning control techniques. The general idea used therein to realize the desired cluster pattern is that the positively weighted interactions/couplings among the nodes functioned as a synchronizing scheme while the 1 J. Qin is with the Australian National University, Canberra, Australia jiahu.qin @anu.edu.au interactions among nodes from different clusters which are negatively weighted serve as an inhibitory mechanism to desynchronize such nodes. This idea is later applied to the classical complete consensus model of single-integrator agent [4] , [7] to consider the group consensus 1 of homogeneous multi-agent systems, see, e.g., [15] , [16] . Some necessary and/or sufficient conditions in terms of a series of linear matrix inequalities (LMIs) for guaranteeing the group consensus are proposed in [15] , [16] ; note though that the feasibility of such LMIs may be difficult to check. Very recently, this scheme was revisited in [14] for singleintegrator agents, where an algebraic condition of much simpler form is proposed to guarantee the cluster consensus. However, such an algebraic condition still cannot specify the conditions on the interaction topology and strengths of the interactions under which group consensus can be reached. Current works concerning group/cluster consensus problem is still far from complete.
As a separate issue, (complete) consensus of multiple agents with double-integrator dynamics has also received much attention recently, due to its ability to model a broader class of complicated dynamical agents in real applications. For example, unmanned aerial vehicles and underwater vehicles are adjusted for their desired motion by their accelerations instead of directly by their speeds. To date, a number of attempts have been made towards the design and analysis of consensus for double-integrator agents, see, e.g., [8] , [10] . But there are very few results reported investigating the clustering scenarios for multiple agents with doubleintegrator dynamics.
This gap is essentially the motivation of this paper, which aims to consider the cluster consensus for a group of N double-integrator agents moving in R n with each agent dynamics taking in the following form:
where x i ∈ R n is the position state, v i ∈ R n is the velocity state, and u i ∈ R n is the distributed control input (or called algorithm) of agent i, under two different frameworks, viz, the leaderless case that position and velocity interactions among agents share the same topology and the leaderfollowing case that position and velocity interaction topology are modeled by independent graphs. Two different cluster consensus algorithms are designed and analyzed accordingly. Similarly to [13] , [16] , we also employ the idea of negatively weighted interactions among different clusters to help design the cluster algorithms.
Differently from the convergence analysis in [15] , [16] , this paper presents not only the convergence analysis but also the design of appropriate weights for the interactions within each cluster to guarantee the cluster consensus and finally comes out with a structural conclusion that complete consensus for each cluster can be realized if the interaction topologies satisfy some connectivity assumptions while at the same time, compared to the interactions among different clusters, the interactions within the clusters are sufficiently strong. Some lower bounds of such strengths, in terms of the weights of the interactions, are also analyzed. Some simulations examples are also provided to illustrate the theoretical findings.
Notations: Let x denote the Euclidean norm of a finite dimensional vector x. Denote by I n the identity matrix and by 0 n×n the zero matrix in ∈ R n×n . Let 1 m (0 m ) be the column vector with all entries equal to 1 (0). When the subscripts m and n are dropped, the dimensions of these vectors and matrices are assumed to be compatible with the context. Let diag{Ξ 1 , . . . , Ξ p } denote the block diagonal matrix with the i-th main diagonal block being square matrix Ξ i , λ min (M ) and λ max (M ) denote respectively the smallest and largest eigenvalues of a symmetric matrix M , and λ 2 (M ) denotes the second smallest eigenvalue of M if M is a symmetric matrix. ⊗ denotes the Kronecker product.
II. BACKGROUND AND PRELIMINARIES
For a group of N agents in R n , the interactions among agents can be modeled by a weighted directed graph (digraph) or undirected graph. Let G = (V, ε, A) be a weighted graph consisting of a node set V = {1, 2, . . . , N } , a set of edges ε ⊂ V × V, and a weighted adjacency matrix
Note that since there may exist negative element in A, the property for the standard L associated with non-negatively weighted graph does not apply here. However, there still holds the fact that L1 N = 0. A digraph has a directed spanning tree if there exists at least one node, called the root, having a directed path to all of the other nodes. An undirected graph is connected if there is an undirected path between every pair of distinct nodes.
Let V 1 , . . . , V q denote the node sets of the q (q > 1) interacting clusters of agents (∪ q =1 V = V). For i ∈ V, let i denote the subscript of the subset to which the integer i belongs, i.e. i ∈ Vī. Let G denote the underlying topology of cluster V , = 1, . . . , q, i.e., V = V(G ). Further, without loss of generality, assume the number of agents in a cluster, say V(G ), is n , 1 ≤ ≤ q, and the n agents in V(G ) are respectively indexed as
When investigating the group consensus for singleintegrator agents, the following algorithm [14] , [16] is considered
Apparently, to guarantee the group consensus, the following group consensus manifold
should be invariant through Eq. (2), which leads to the following condition. Assumption 1:
Algorithm (2) will be extended in the paper to deal with the double-integrator case and the above condition will be imposed throughout the paper to help design and analyze the group/cluster consensus algorithm as well. Note that in terms of the Laplacian matrix, the in-degree balanced condition is equivalent to the condition that each row sum of L ij ,
is zero. From the definition of the Laplacian matrix, it follows that each L ii is the Laplacian matrix of G i , the underlying graph of cluster V i , and moreover, it is symmetric positive semi-definite if G i is undirected. For future reference, we record the following result. Lemma 1: (cf. [9] ) Assume L is a Laplacian matrix of a non-negatively weighted connected undirected graph of order
III. SAME POSITION AND VELOCITY GRAPH TOPOLOGIES WITH NO LEADERS
In this section, by cluster consensus we mean that a group of agents will finally evolve into different clusters, in which the agents within the same cluster reach both the position and velocity consensus while there is no consensus of position trajectories among different clusters.
Definition 1: For any given initial states
cluster consensus for the interacting q clusters of agents is said to be achieved by employing algorithm u i for each agent i if the states of the agents satisfy lim t→∞ x i (t) − x j (t) = 0 and lim t→∞ v i (t) − v j (t) = 0 whenī =j, while lim sup t→∞ x i (t) − x j (t) > 0 whenī =j. The velocities of agents from different clusters may or may not be consistent, depending on the initial velocities of the agents.
group consensus for the interacting q clusters of agents is said to be achieved by employing algorithm u i for each agent i if, for any initial states of the agents, there hold lim t→∞ x i (t)−x j (t) = 0 and lim t→∞ v i (t)−v j (t) = 0, ∀ī =j.
For each agent i, the following cluster consensus algorithm will be considered:
where γ > 0 is the velocity coupling gain; a ij ≥ 0 ifī =j and a ij ∈ R otherwise. Under Assumption 1, the consensus algorithm can be rewritten as
We are interesting in studying when for such a law group/cluster consensus is achieved.
Theorem 1: Assume the interaction topology G is undirected and G i , the underlying topology of cluster V i , i = 1, . . . , q, is connected and the interactions between different clusters satisfy Assumption 1. If
then group consensus for all the agents can be reached by employing algorithm (3) for any γ > 0. If Φ > 0 does not hold, scaling the weights of edges among the agents within the same cluster, say G i , with a scalar parameter c i , i = 1, . . . , q, such that
then group consensus for all the agents can be reached by employing algorithm (3) for any γ > 0. Furthermore, for both cases, Proof:
It is not difficult to observe from Assumption 1 together with the condition that G is undirected that both the row sums and column sums of each L ij , i, j = 1, . . . , q, are zeros, which yields straightforwardly thaṫ
On the other hand, it follows from the definition of Laplacian matrix and Assumption 1 that
This in turn yields the following compact system dynamics
Notice that forx(t), since i∈V(Gī)x i (t) ≡ 0, it follows from Lemma 1 that
Similarly, forv(t) we havē
since i∈V(Gī)v i (t) ≡ 0 as well.
Since Φ > 0, consider the following Lyapunov function candidate for system (5):
Differentiating V (t) along (5) giveṡ
Let S = (x(t),v(t)) :V (t) = 0 . From inequality (6), we know thatV (t) ≡ 0 implies thatv(t) ≡ 0, and thuṡ v(t) ≡ 0. It then follows (5) that (L ⊗ I n )x(t) ≡ 0, and thus 0 ≤x
, which in turn implies thatx(t) ≡ 0. As a result, invoking the Lasalle's Invariance Principle [6] yields thatx i (t) → 0 andv i (t) → 0, ∀i = 1, . . . , N as t → ∞. This completes the proof for the first statement.
As to the second statement, after scaling the weights of the edges within each cluster as that described in the first statement of the theorem, L and Φ corresponds respectively to the following forms
To guarantee that Φ > 0, it suffices to choose c i such that
which can be guaranteed if c i satisfies the condition in (4). The consensus value can be computed by noting that 1 nī k∈V(Gī)v k (t) = 0 and further,
Note that in the above proof, the condition that i∈V(Gī)x i (t) ≡ 0 is crucial in constructing the proposed Lyapunov function V (t) since, in general, V (t) is only positive semi-definite.
IV. INDEPENDENT POSITION AND VELOCITY TOPOLOGIES WITH MULTIPLE LEADERS OF CONSTANT

VELOCITY
In this section, we will consider the scenario that a group of N agents (termed follower agents in what follows) will finally evolve into different clusters, (see Definition 2 below for the details), where there is no consensus of position trajectories among different clusters, but all the agents asymptotically move with the same velocity due to the existence of leader agents with the same constant velocity v r for every cluster. Moreover, considering in real applications, some interactions among agents may be used while the others may be neglected in order to optimize the coordination behavior or reduce the computational complexity, it is assumed that the graphs modeling respectively the position and velocity interactions among agents are totally independent (see, e.g., [11] for a flocking algorithm example where different position and velocity graph neighbors are required to achieve collision avoidance and cohesion as well as the velocity alignment).
Consider the q leader agents evolving according to the following dynamicṡ
where s d is the initial position state of leader .
The following is the definition of cluster and group consensus for all the follower agents in the presence of leader agents.
Definition 2: For any given initial states
cluster consensus for the interacting q clusters of follower agents is said to be achieved by employing algorithm u i for each agent i if the position states of the follower agents satisfy lim t→∞ x i (t) − sī(t) = 0 and lim sup t→∞ x i (t) − x j (t) > 0 ifī =j; and the velocity states of the follower agents satisfy
group consensus for the interacting q clusters of follower agents is said to be achieved by employing algorithm u i for each agent i if, for any initial states of the follower agents, the position states of the follower agents satisfy lim t→∞ x i (t)− sī(t) = 0 and the velocity states of the follower agents satisfy
To realize the desired cluster pattern, it is assumed that the leaders are moving from different initial positions which will ensure that lim sup t→∞
In what follows, v , the q leader agents and the directed edges from these leader agents to the follower agents in V which have access to their velocity information v r . Suppose that the initially givenḠ v has a united directed spanning tree (i.e., for each of the N followers, there exists at least one leader agent that has a directed path inḠ v ) to the follower agent. Differently fromḠ v , letG v denote the digraph consisting of G v , the sole velocity leader v r and the directed edges from this leader to the follower agents in G v which have access to its velocity information. Since all the leader agents are with the same velocity v r , then saying thatḠ v has a united directed spanning tree is equivalent to saying thatG v has a directed spanning tree. This can be observed by contracting all the leader agents inḠ v into one node while keeping all the edges inḠ v unchanged, which will come out with graph G v . See, for example, Figure 4 in the simulation section. IfG v has a directed spanning tree and the velocity leader v r is indexed as agent 0, it is not difficult to derive that the Laplacian matrix ofG
Then, from [9] we know there must exist a diagonal positive-definite matrix Ξ such that
Let
Remark 2: Details about how to find such a matrix Ξ can be found in the proof for Theorem 1 in [9] . Now the distributed cluster consensus algorithm is designed as
where i > 0 if agent i can receive the position state information of leaderī and otherwise i = 0; η i > 0 is as that designed above.
Further, denote byḠ p , = 1, . . . , q, the graph consisting of G p , the leader agent , and the edges from this leader agent to those follower agents in cluster V which have access to its position information s (t) (see the graph topology in Figure 3 for 
scaling the weights of position state interactions among the follower agents within same cluster as well as their leader agent, say V Ḡ p = V ∪ {leader agent } (i.e., scale the weights a ij and c i for any i, j ∈ V satisfyingī =j = ), with a scalar parameter c such that
then cluster consensus can be reached for any initial states of the follower agents. Remark 3: Obviously, Theorem 2 shows also that group consensus can be reached for all the N follower agents. 
To illustrate the result in Theorem 1, consider a group of 7 agents with the underlying weighted interaction topology as shown in Figure 1 , where a and −a are the weights of the edges between agents from different clusters. Subplot 1 in Figure 2 shows the trajectories of Figure 2 shows that cluster consensus can be reached by using algorithm (3) if we choose a = 0.8; and the agents' position and velocity trajectories will be divergent if we choose a = 1.
Example 2: To illustrate the result in Theorem 2, consider also a group of 7 agents with underlying position and velocity interaction topologies as shown in Figure 3 and Figure 4 respectively. Figure 3 also shows how the agents have access to the two leaders, from which it is obvious that bothḠ From Figure 5 , which plots the trajectories of the 7 agents under algorithm (8) with a = 0.4, we know that each cluster of agents follow their leader; while one can easily check that trajectories of all the agents are divergent for a larger a, e.g., a = 0.6.
VI. CONCLUSION
In this paper, we have designed and analyzed respectively two different cluster consensus algorithms under two different frameworks: in one, the underlying position and velocity interaction topology are the same and in the other, the position and velocity topologies are modeled by totally independent graphs. For both frameworks, through rigorous analysis we have obtained a consistent structural result that cluster consensus can be reached if the interaction topologies satisfy some connectivity assumptions and further, compared to the interactions among different clusters, the interactions within each cluster are strong enough.
For future work, one direction of interest would be to consider the case that all the leader agents are moving with time-varying velocities which may be different and still there is only a subset of the follower agents which have access to the leaders' velocity information.
