ABSTRACT. This paper deals with the following nonlinear equations
INTRODUCTION
Let 0 < λ Λ be two given positive real numbers. If u ∈ C 2 (R N , R), the Pucci's extremal operators are given by More details and equivalent definitions can be found in the monograph of Caffarelli and Cabrè [3] . Clearly, in the special case λ = Λ the two operators become the same and in particular we have that
The Pucci's extremal operators have natural applications for instance in financial mathematics [1] and stochastic control with variable diffusion coefficients [2] . From a mathematical point of view, they are very important and well studied because they are prototypes of fully nonlinear uniformly elliptic operators. Indeed even though they retain positive homogeneity and some properties associated to the maximum principle, they are no longer in divergence form, thus deviating in a fundamental manner away from the Laplacian. Moreover, equations with these kinds of operators are not variational. Many authors, in the last decades, focused their attention on the study of the equation
looking for radial solutions in the whole R N or in ball with Dirichlet boundary condition. In particular, existence, non-existence and uniqueness of positive radial solutions, when g(u) = u p or g(u) = −u + u p , for suitable p > 1, have been obtained in [4, 5, 10, 11, 12, 13] . Observe that, in these cases, g ′ (0) 0. Up to our knowledge, very few is known, instead, whenever g ′ (0) > 0. This case, at least when λ = Λ, is very important since it is related to the study of the propagation of lights beams in a photorefractive crystals when a saturation effect is taken into account (see [15] for a more precise description about these phenomena). Under this condition we can find, for example, the well known nonlinear Helmholtz equation [6, 9, 7, 8] .
Aim of this paper is, therefore, the study of the case g ′ (0) > 0. Under suitable assumptions, we will prove the existence of oscillating solutions, which are periodic for N = 1 and go to zero at infinity with their derivatives for N > 1, for problem
To be more precise, throughout this paper, in the one-dimensional case, we will assume on the nonlinearity the following hypotheses: (g1) g ∈ C(R); (g2) g is odd; (g3) there exists α ∈ (0, +∞] such that g is positive on (0, α) and negative on (α, +∞); while, if N 2, we will require in addition that (g4) g is differentiable at 0 and g ′ (0) > 0.
Moreover, in the following we will denote by G(t) = t 0 g(s) ds.
In order to state our results, we first need the following This theorem will be an immediate consequence of several distinct results (see Theorems 2.1 and 2.2, for the one-dimensional case, and Theorems 3.1 and 3.2, for the multidimensional case).
In this paper we will focus our attention when λ < Λ. As already observed, if λ = Λ, we get the Laplacian and this kind of problem with the same assumptions on g has been studied in [15] (see also [14] , for a related problem, and [17] , for the prescribed mean curvature equations both in the Euclidean case and in the Lorentz-Minkowski one). We will see that, comparing our results with those of [15, 17] , the situation for an equation involving the Pucci's extremal operators is richer than in presence of the classic Laplacian or the mean curvature operator. Moreover, our arguments here have to be quite different from those developed in [14, 15] , both the in one-dimensional case and in the multi-dimensional one. For λ = Λ, namely when we have the Laplacian operator, if N = 1, up to the trivial cases, the solutions can be either diverging, positively or negatively, or oscillating. In presence of the Pucci's extremal operators, instead, since
it is easy to see that when a solution changes sign, it changes also the concavity and so it solves ordinary differential equations with different coefficients: this produces also solutions with horizontal asymptote. In the multi-dimensional case, in [14, 15] the authors look for radial solutions and, assuming for simplicity that λ = Λ = 1, for any solution u, they introduce the energy function
which is decreasing, whenever u = 0. This information is a fundamental tool in all their proofs. Instead, in the case λ = Λ, if one looks for radial solutions for (P ± ) for example in the case M + λ,Λ (the other one is similar), then for a function u of class C 2 , we have
where θ = Λ when u ′′ 0 and θ = λ when u ′′ < 0; Θ = Λ when u ′ 0 and Θ = λ when u ′ < 0.
Hence, if u is a solution of (P ± ), then one may define the energy function
However, as already noticed in [13] , we cannot deduce that E θ is a decreasing function over the whole range where u is defined and different from zero. In fact E θ can be discontinuous at points where u changes concavity. Thus E θ is only a piecewise C 1 function and decreases over each subinterval where u has the same concavity. Therefore E θ should be replaced by E λ and E Λ but only partial results on the monotonicity of E λ and E Λ are known and this requires a more precise and delicate analysis. In particular, due to specific nature of the Pucci's extremal operators, translations arguments used in [14, 15, 17] do not seem directly and easily applicable and so we have to develop different arguments. The paper is organized as follows: in Section 2, we deal the one-dimensional case, while in Section 3 we treat the multi-dimensional case Finally, c, c i are fixed independent constants which may vary from line to line.
THE CASE N = 1
In this section we treat the one-dimensional case. We start looking for even solutions of (P ± ) in the case M 
where we recall that
Our main result in this case is the following 
, then R ξ = +∞ and u ξ is oscillating and periodic with u ξ L ∞ (R + ) = −u ξ (r 2 ) < α, where r 2 is the first minimizer of u;
Proof. It is standard to see that there exists a local solution u ξ of the Cauchy problem (2.1). Now let R ξ > 0 be such that [0, R ξ ) is the maximal interval where the function u ξ is defined. We have u ξ ∈ C 2 ([0, R ξ )). In the following we simply write u, R instead of u ξ , R ξ , for brevity.
If |ξ| = α ∈ R or ξ = 0 then, by the assumptions on g we have the constant solution u(r) = ξ and so (i) follows immediately.
Let us prove (ii), when ξ > α. The case ξ < −α is analogous. If ξ > α, then u ′′ (0) > 0 and so u ′ (r) > 0 for r small. Let now definē
Ifr = R, then u is strictly convex in R + and the proof is concluded. Assume instead, by contradiction, thatr < R. In [0,r] we have that u ′′ > 0. Then u satisfies −Λu ′′ = g(u) and, since
we reach a contradiction due to the definition ofr.
Let us prove (iii). Since g(u(0)) = g(ξ) > 0 then u ′′ (0) < 0 and u ′ (r) < 0, for r small. But the assumptions on g imply that u ′′ < 0 whenever 0 < u(r) < α and so u remains decreasing as long it remains positive. The concavity of u, whenever u is positive, implies also that u cannot have a horizontal asymptote. Hence there exists r 1 ∈ (0, R) such that u(r 1 ) = 0. Since u is the solution of 
which implies that
Observe that, since u ′ (r 1 ) < 0, then u is negative in a right neighbourhood of r 1 . Using again the assumptions on g, it is also convex whenever −α < u(r) < 0, and, therein, u solves (2.4)
Moreover, for any r in such an interval, multiplying the equation in (2.4) by u ′ , integrating in [r 1 , r] and by (2.3), we infer that
We now distinguish three cases.
Case 1: ΛG(ξ) < λG(α).
Let us prove that u does not touch −α remaining decreasing (and so convex). Assume, by contradiction, that there existsr := min{r ∈ R + : u(r) = −α}. By (2.5), we deduce that
Λ and we reach a contradiction with ΛG(ξ) < λG(α). Let us prove that there exists r 2 > r 1 which is an isolated minimizer of u. Assume, by contradiction, that u remains decreasing for every r > r 1 . Then there exists
In this case, by the assumption on g, we would infer also that u is convex in [r 1 , +∞).
This implies that lim
which is in contradiction with the fact that u is decreasing. If, instead, u ∞ = −α, by (2.5), we have
reaching again a contradiction. Thus, let r 2 := min{r ∈ R + : u ′ (r) = 0}. Clearly we have that u(r 2 ) ∈ (−α, 0) and u ′′ (r 2 ) > 0.
It is standard to prove that u is periodic with period 2r 2 .
Finally we observe that, again by (2.5),
Case 2: ΛG(ξ) = λG(α).
We prove that there cannot existr := min{r ∈ R + : u(r) ∈ (−α, 0), u ′ (r) = 0}. Indeed, if it existed, by (2.5), we would get
reaching a contradiction. Therefore two different cases can occur: either there existsr := min{r ∈ R + : u(r) = −α}, or u > −α and decreasing in R + . In the first case, arguing as in (2.6), we have u ′ (r) = 0 and so, in a left neighborhood ofr, u and the constant function v ≡ −α would be two different solutions of the same Cauchy problem
reaching a contradiction with the uniqueness of the solution. Therefore, the second case holds, u must have a horizontal asymptote, and, arguing as in Case 1, we deduce that lim r→+∞ u(r) = −α.
Case 3: ΛG(ξ) > λG(α).
Repeating the arguments of Case 2, there cannot existr :
Moreover u cannot remain in (−α, 0), being also decreasing for r > r 1 . Indeed, otherwise, u should have a horizontal asymptote and, arguing as in Case 1 we would deduce that lim r→+∞ u(r) = −α. But, by (2.5), there would exist
Thus, for a suitable constant c > 0 and for r large enough, u ′ (r) < −c, that implies that u diverges to −∞, reaching a contradiction. Therefore there existsr := min{r ∈ R + : u(r) = −α}. Arguing as in (2.6) we have that u ′ (r) < 0 and so u(r) < −α in a right neighbourhood ofr. In such a neighbourhood we have that u ′′ (r) < 0 and so u solves −λu ′′ = g(u). Now we can proceed arguing as in the proof of (ii) and we can conclude.
Let us prove (iv).
Arguing as in the first part of the proof of (iii), we can prove the existence of a zero r 1 such that
and that in the right neighbourhood of r 1 where 0 < u(r) < α, u solves (2.8)
Moreover, for any r in such an interval, multiplying the equation in (2.8) by u ′ , integrating in [r 1 , r] and by (2.7), we infer that
Assume by contradiction that there existsr := min{r > r 1 : u(r) = −ξ}. Then, by (2.9) we have (u ′ (r)) 2 < 0 which is a contradiction. Moreover, arguing as in Case 1, u cannot remain increasing in (r 1 , +∞) and so there exists r 2 > r 1 such that u(r 2 ) ∈ (0, −ξ), u ′ (r 2 ) = 0 and u ′′ (r 2 ) < 0 (r 2 is an isolated maximizer). Also in this case u is periodic with period 2r 2 . Finally we observe that, in this case, arguing as in (2.9),
We conclude this section treating briefly the case M − λ,Λ . Let us consider (2.10)
Observing that, by (g2), if u is a solution of
by Theorem 2.1, we obtain immediately
THE CASE N > 1
In this section we deal with the multidimensional case. As observed, for example, in [13] , we recall, that if N > 1 and if u is a C 2 radial function of R N , with the abuse of notation u(x) = u(r), with r = |x|, we have
Therefore, since we are interested in radial solutions of (P ± ), in the case M + λ,Λ , we will study the following initial value problem of the ordinary differential equation
for a certain ξ ∈ R. Our main result for M For what concerns M − λ,Λ , instead, we have that
where ψ = λ when u ′′ 0 and ψ = Λ when u ′′ < 0; Ψ = λ when u ′ 0 and Ψ = Λ when u ′ < 0.
Thus we consider the following initial value problem of the ordinary differential equation
for a certain ξ ∈ R. In this case, observing that, if u is a solution of (3.3), then −u is a solution of
as an immediate consequence of Theorem 3.1, we have Therefore, in what follows, we will prove only Theorem 3.1.
As already observed in the Introduction, we have to deal with the following two energy
Some partial informations on the monotonicity properties of E λ and E Λ are known. Indeed we have Arguing as in [12, 16] , there exists a local solution u ξ of the Cauchy problem (3.1). Now let R ξ ∈ (0, +∞] be such that [0, R ξ ) is the maximal interval where the function u ξ is defined. We have u ξ ∈ C 2 ([0, R ξ )). In the following we simply write u, R instead of u ξ , R ξ , for brevity.
The proof of case (i) follows immediately by the assumptions on g. For what concerns the other three points, since the proof is quite long and involved, we divide it into three different sections.
3.1. Proof of (ii) of Theorem 3.1. Let us prove (ii) in the case ξ > α. The case ξ < −α is analogous. We first prove that u is strictly increasing in [0, R). We can find a sequence {s n } n ⊂ R + , such that s n ց 0 and u ′ (s n ) and u ′′ (s n ) have fixed sign and so that, θ and Θ, evaluated on s n , do not depend on n. Then, since
we have that u ′′ (0) > 0. Therefore u is convex and strictly increasing in a right neighbourhood of 0. Suppose, by contradiction that u is not always increasing, then there existsr ∈ [0, R), such that u(r) > ξ, u ′ (r) = 0, u ′′ (r) 0. Then
which is a contradiction and hence we have that u is increasing. We want to prove that u diverges positively. Assume by contradiction that there exists
where, clearly, u ∞ > ξ > α. Moreover, in such a case we have
Indeed, otherwise, since u admits a horizontal asymptote, there would exist c > 0 and two positive increasing diverging sequences {s n } n and {t n } n , such that s n ∈ (t n , t n+1 ), u ′ (s n ) c, for n sufficiently large, and u ′ (t n ) → 0, as n → +∞. Therefore we would have
for n sufficiently large, while E λ (t n ) → G(u ∞ ), as n → +∞, and so there does not exist the limit of E λ at infinity. On the other hand, since u ′ (r) > 0 for any r > 0, by Lemma 3.3, we infer that E λ is decreasing in R * + and so it admits a limit at infinity and we reach a contradiction, proving (3.7). Observe now that, by (3.6) there exists a sequence r n → +∞ such that u ′′ (r n ) < 0. Then
which gives a contradiction.
Proof of (iii) of Theorem 3.1.
Arguing as in (3.5), we infer that
and, therefore, u is decreasing and concave in a right neighbourhood of 0. We divide the proof into some intermediate lemmas. Proof. If u remains decreasing and concave, then it necessarily has to decrease to a first zero. Assume, by contradiction that u > 0 in [0, R). This implies that u ′ < 0 therein. Indeed, there cannot existr ∈ (0, R) such that u(r) ∈ (0, α), u ′ (r) = 0 and u ′′ (r) 0 because, otherwise,
which is impossible. So, since u ∈ [0, α) for any r ∈ [0, R), then R = +∞ and there exists
Therefore, u satisfies
If we set v(r) = r N−1 2 u(r), we get the following
By (g4), we infer that there exists c 0 > 0 such that σ + (r) c 0 , definitively, and so v ′′ is definitively negative. Being v ′ definitively decreasing, there exists L = lim r→+∞ v ′ (r) < +∞. Observe that L 0, because, otherwise, lim r→+∞ v(r) = −∞ contradicting the positivity of v. Hence v is definitively increasing and so there exists c 1 > 0 such that v(r) c 1 , definitively. This, together with (3.8), implies that L = −∞ which clearly is not possible. Lemma 3.5. u ′ < 0 until u attains a critical point (which is also a local minimizer) at some r 2 > r 1 with −α < u(r 2 ) < 0.
Proof. Concerning the behavior of u on [r 1 , +∞), there are three possibilities:
(a) u ′ < 0 until u attains −α at somer > r 1 ; (b) u ′ < 0 on [r 1 , +∞) and u decreases to some value u ∞ ∈ [−α, 0); (c) u ′ < 0 until u attains a critical point (which is a minimizer) at some r 2 > r 1 with −α < u(r 2 ) < 0. Let us show that the cases (a) and (b) do not occur. Suppose that (a) holds. So, there existsr > r 1 such that u(r) = −α and u ′ < 0 in [r 1 ,r] . By Lemma 3.3, E λ is decreasing in [0, r 1 ] and so E λ (0) > E λ (r 1 ), which implies that
Moreover, again by Lemma 3.3, E Λ is decreasing in [r 1 ,r] and so we have that E Λ (r 1 ) > E Λ (r), namely
Therefore, by (3.9) and (3.10), we have
but this is in contradiction with (3.4) and, hence, the case (a) is impossible. Let us now suppose that (b) holds. First of all, let us observe that, by Lemma 3.3, E Λ is decreasing in [r 1 , +∞). Therefore there exists E Λ,∞ = lim r→+∞ E Λ (r).
We show that, in this case, lim r→+∞ u ′ (r) = 0. Indeed, otherwise, since u admits a horizontal asymptote, there would exist c > 0 and two positive increasing diverging sequences {s n } n and {t n } n , such that s n ∈ (t n , t n+1 ), u ′ (s n ) −c, for n sufficiently large, and u ′ (t n ) → 0, as n → +∞. Therefore we would have
for n sufficiently large, while E Λ (t n ) → G(u ∞ ) as n → +∞, contradicting the existence of the limit of E Λ at infinity. Let us prove, now, that for all n 1, there exists s n > n such that 0 u ′′ (s n ) < 1/n. Suppose by contradiction that there exist c > 0 andr > 0 such that either u ′′ (r) < 0 or u ′′ (r) c, for any r >r. The first case is impossible, since it would contradict the fact that u ′ < 0 and u ′ goes to zero at infinity. Also the second case is impossible, because it would imply that lim r→+∞ u ′ (r) = +∞. Hence we can argue that there exists a diverging sequence {s n } n such that u ′ (s n ) < 0 and 0 u ′′ (s n ) < 1/n. Therefore we have
Since hypothesis (g3) implies that g(s) = 0 if and only if |s| ∈ {0, α}, we get a contradiction if u ∞ ∈ (−α, 0). Suppose, therefore, that u ∞ = −α. Since, by Lemma 3.3, E Λ is decreasing in [r 1 , +∞), we have that, for large n ∈ N,
Therefore, passing to the limit on n and using (3.9) we infer
but this is in contradiction with (3.4) and, hence, also the case (b) is impossible. Therefore, we can say that u ′ < 0 until u attains a critical point at some r 2 > r 1 with −ξ < u(r 2 ) < 0. Moreover, by (3.1), (g2) and (g3), we have
Hence, r 2 is a local minimizer.
Lemma 3.6. u oscillates and u L ∞ (R + ) < α.
Proof. Let us first show that there exists an increasing sequence {r n } n such that r 0 = 0, each r 4k is local maximizer, each r 2+4k is local minimizer, and each r 1+2k is zero of u, with k ∈ N. If u remains increasing and convex, then it necessarily has to increase to a second zero r 3 > r 2 . Assume, by contradiction that u < 0 in [r 2 , R). Then, arguing as in the proof of Lemma 3.4, there cannot existr ∈ [r 2 , R) such that u(r) ∈ (−α, 0), u ′ (r) = 0 and u ′′ (r) 0 and so u ′ > 0 therein. Hence R = +∞ and there exists
If we set v(r) = r
u(r), we get
Then we reach a contradiction as in the proof of Lemma 3.4, obtaining a second zero r 3 > r 2 .
Concerning the behaviour of u on [r 3 , +∞), there are again three possibilities: (a') u ′ > 0 until u attains −u(r 1 ) at somer > r 3 ; (b') u ′ > 0 on [r 3 , +∞) and u increases to some value u ∞ ∈ (0, −u(r 1 )]; (c') u ′ > 0 until u attains a critical point (which is a maximizer) at some r 4 > r 3 with 0 < u(r 4 ) < −u(r 1 ). Let us show that the case (a') does not occur. Indeed, if there existedr > r 3 such that u(r) = −u(r 1 ), then we would deduce that
which is in contradiction with the decreasing monotonicity of E Λ in the interval [r 1 ,r] (see Lemma 3.3) . Hence, the case (a') is impossible. Modifying slightly the arguments of (b) in the proof of Lemma 3.5, using again the fact that, by Lemma 3.3, E Λ is decreasing whenever u ′ > 0, we can prove that also the case (b') cannot occur. Therefore u ′ > 0 until u attains a critical point, which is actually a local maximizer, at some r 4 > r 3 with 0 < u(r 4 ) < −u(r 1 ). Using Lemma 3.3 several times, we now give a better estimate of the value u(r 4 ). We start observing that E λ is decreasing in [0, r 1 ] and so E λ (0) > E λ (r 1 ), which means that
Since E Λ is decreasing in [r 1 , r 3 ] (because u ′ < 0 and g(u) < 0 in [r 1 , r 2 ) and u ′ > 0 in (r 2 , r 3 )), we have that
Moreover E λ is decreasing in [r 3 , r 4 ] and so E λ (r 3 ) > E λ (r 4 ), namely
Therefore, putting together (3.11), (3.12) and (3.13), we have
and so 0 < u(r 4 ) < ξ.
We can now repeat the arguments used before proving the existence of a zero r 5 > r 4 , a local minimizer r 6 > r 5 and so on, such that the sequence of local maxima {u(r 4k )} k is decreasing and ξ = u(r 0 ). Again by means of Lemma 3.3, we can also say something on the minimizers. Indeed, since E Λ is decreasing in [r 2 , r 3 ], we have that E Λ (r 2 ) > E Λ (r 3 ), and so
Besides, E Λ is decreasing in [r 5 , r 6 ] and so E Λ (r 5 ) > E Λ (r 6 ), namely
Therefore, putting together (3.14), (3.15) and (3.16), we have
Hence, by (g2) and (g3), we conclude that u(r 2 ) < u(r 6 ). Repeating these arguments, we have also that the sequence of local minima {u(r 2+4k )} k is increasing. We conclude these estimates, observing that, since E Λ is decreasing whenever u ′ > 0, we deduce that −u(r 2+4k ) > u(r 4+4k ), for any k ∈ N. Notice, at last, that this reasoning also shows that there are no further zeros or critical points. Moreover we conclude that u L ∞ (R + ) = max{ξ, −u(r 2 )} < α. Proof. Fix k ∈ N. Since, by Lemma 3.3, E λ is decreasing in [r 4k , r 1+4k ], then
while, being E Λ decreasing in [r 1+4k , r 4+4k ], by (3.19), we have
This implies that |u ′ | is bounded and so we deduce the boundedness of |u ′′ |, since u is a solution of (3.1).
Finally, supposing that (3.17) holds, then, by Lemma 3.3 and since u solves (3.1), we deduce also (3.18).
Lemma 3.8. The map E Λ is decreasing in
Proof. By Lemma 3.3, we already know that E Λ is decreasing in [r 1+4k , r 2+4k ], for any fixed k ∈ N. The proof is concluded if we show that
For simplicity we prove it just for k = 0.
so that also E Λ (r 5 ) < E Λ (r 3 ) and we can conclude.
Proposition 3.9. u is localized.
Proof. By Lemma 3.7, we need only to prove (3.17).
Since we know that 0 < u(r 4+4k ) < |u(r 2+4k )|, for all k ∈ N, then, in order to prove (3.17), we need only to show that lim k u(r 2+4k ) = 0.
We argue by contradiction and suppose that there existsc > 0 such that
We will show that this implies that inf I E Λ = −∞, while we know that E Λ 0 in I.
Since the proof is quite long and articulated, we divide it into intermediate steps.
Indeed, by Lemma 3.8 and (3.20) , for any k 0 we have that We prove the claim in [r 1+4k , r 1+4k + δ 1 ] and with similar arguments we can extend the result in the whole interval. Suppose by contradiction that our claim does not hold, then there exists a diverging sequence {k n } n such that, for any n 1, there exists s n ∈ [r 1+4kn , r 1+4kn + 1 n ] with lim n u ′ (s n ) = 0. But this is in contradiction with Claim 1, due to boundedness of |u ′′ | stated in Lemma 3.7. Claim 3: there exists c > 0 such that u(r 4k ) c, for all k ∈ N. By Claim 2, for any k 0 we have
Claim 4: there exists
and we conclude by Claim 3. Being the arguments similar, we can suppose that
Since u solves (3.1), by Lemma 3.7 and Claim 6, we infer that there exists c > 0 such that, for n large enough,
Hence we have that
which is contradiction with Lemma 3.7.
We now reach a contradiction, concluding the proof, if we prove the final step. Claim 8:
then, for any r ∈ I, we have
Hence, by Claim 2,
where we have used the fact that there exists a fixed positive constant c such that for any s ∈ (0, δ/r 1 ], we have log(1 + s) cs. Analogously, by (3.21) and Lemma 3.8, we deduce that
Repeating this argument and since by Claim 7 we have that r 1+4k r 1 + kR, for any k ∈ N, we infer that
which implies that inf I E Λ = −∞, as desired.
Proof of (iv) of Theorem 3.1.
Arguing again as in (3.5) we infer that
and, therefore, u is increasing and convex near zero and, also in this case, we divide the proof into intermediate steps.
Step 1: u ′ > 0 until u attains a first zero in a certain r 1 > 0. The first zero r 1 can be obtained arguing as in the proof of Lemma 3.6.
Step 2: u ′ > 0 until u attains a critical point (which is also a local maximizer) at some r 2 > r 1 with 0 < u(r 2 ) < −ξ.
Concerning the behaviour of u on [r 1 , +∞), there are the following three possibilities:
(a) u ′ > 0 until u attains −ξ at somer > r 1 ; (b) u ′ > 0 on [r 1 , +∞) and u increases to some value u ∞ ∈ (0, −ξ]; (c) u ′ > 0 until u attains a critical point at some r 2 > r 1 with 0 < u(r 2 ) < −ξ.
Let us show that the cases (a) and (b) do not occur. Indeed, if there existedr > r 1 such that u(r) = −ξ, then we would deduce that
which is in contradiction with the decreasing monotonicity of E λ in the interval [0,r] (see Lemma 3.3) . Hence, the case (a) is impossible. Let us now suppose that (b) holds. First of all, let us observe that, by Lemma 3.3 E λ is decreasing in [r 1 , +∞). Therefore there exists E λ,∞ := lim r→+∞ E λ (r).
Arguing as in the case (iii), we can prove that lim r→+∞ u ′ (r) = 0 and that there exists a diverging sequence {s n } n such that u ′ (s n ) > 0 and −1/n < u ′′ (s n ) 0. Therefore we have and so we get a contradiction being u ∞ ∈ (0, −ξ]. Therefore, we can say that u ′ > 0 until u attains a critical point at some r 2 > r 1 with 0 < u(r 2 ) < ξ. Finally, by (3.1), (g2) and (g3), we have θu ′′ (r 2 ) = −g(u(r 2 )) < 0.
Hence, r 2 is a local maximizer.
Step 3: u oscillates and u L ∞ (R + ) = −ξ. Let us first show that there exists an increasing sequence {r n } n such that r 0 = 0, each r 4k is local minimizer, each r 2+4k is local maximizer, and each r 1+2k is zero of u, with k ∈ N. Arguing as in the proof of Lemma 3.6, we can infer that u ′ < 0 in a right neighbourhood of r 2 , until u remains positive, and we get a second zero r 3 > r 2 .
Concerning the behaviour of u on [r 3 , +∞), there are again three possibilities:
(a') u ′ < 0 until u attains ξ at somer > r 3 ; (b') u ′ < 0 on [r 3 , +∞) and u decreases to some value u ∞ ∈ [ξ, 0); (c') u ′ < 0 until u attains a critical point (which is a local minimizer) at some r 4 > r 3 with ξ < u(r 4 ) < 0.
Let us prove that the case (a') cannot occur. The arguments cannot be the same of Step 2, because the maps E λ and E Λ are not always decreasing whenever u ′ < 0.
We start observing that, by Lemma 3. 
