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１．はじめに
人工知能の－分野で,幅広く応用されているニューラルネットワーク(Ｍ"mJjVbjz(ﾉ0γﾉｾｓ：
ＮＮ)は，入力データと出力データとの写像関係を決定しているものであると定義付けられ
る。すなわち，学習データを用いて入力データに対する近似出力関数の精度を向上させる
アルゴリズムと見なすことができる。
一般に階層型ＮＮの隠れ層には，超平面により線形分離を行うシグモイド関数(S垣加肱ノ
FD‘"cがo"）が広く用いられているが，これとは異なる性質で超楕円により分離を行う放射
状基底関数（Ｒａ伽/ａｚｓｊＳＦ""c//0〃：RBF）’)を用いたネットワークも現在盛んに研究さ
れている2)-4)｡シグモイド関数は,大域的な分類をわずかな素子数で実現することが可能で，
更に微分形が簡単なためバックプロパゲーション法（BZzcﾉｾＰγひPcZgzz"o〃：ＢＰ）による学習
に適している。しかし，クラスタの形状が超球に近いほど多数の素子を必要とし，更に領
域内における素子間の位置的な相互関係を把握することは困難である。これに対しＲＢＦは，
一つの素子の決定領域が超楕円で表されることから，パターン空間内でのクラスタの中心
位置や広がりの情報を得ることができる3)｡また,ＲＢＦネットワーク(Ｒａ伽/ＢａｓｊＳＦｚ‘"ｃｊｉ０〃
叱加o戒：ＲＢＦＮ）’)を拡張した回帰ニューラルネットワーク（Ｃｅ"ｅｍｌ/産ｃｃノRag”sszo〃
ZVb"ＭＭｔｚ(ﾉo戒：ＧＲＮＮ）')は，入力データより写像の予測が直接行えるため，関数近似
には大変有効であるとされている'2)。このように，各関数は相反的な特質を持つため，明ら
かに得意な対象が異なると考えられる。本論文では,時系列の予測問題を取り上げ,ＲＢＦＮ
ＧＲＮＮ，そしてＢＰを用いたＮＮとを比較し，その動作特性，有効性の検討を行う。
２．放射状基底関数
多重パーセプトロンの派生技術として提案された放射状基底関数（ＲＢＦ）は，ガウス関
数（Gczz‘ssm〃〃"cjio"）を基本とするもので，パターン空間をうまく分割するような非線
形関数である。ここで図ｌに，２次元の入力空間におけるＲＢＦを示す。このようにＲＢＦ
は，放射状対象な形状をしていることがわかる。このＲＢＦを用いたアプローチでは，パ
262 福田典昭・成久洋之
中心位置ｕ
ＩＮＰＵＴＳ HＩＤＤＥＮ
ＬＡＹＥＲ
ｕＩｍＩ
OＵＴＰＯＴ
ＬＡＹＥＲ
０
８
５
４
２
１
●●
し
０
０
０
０
０
のＨメベーロ
ＯＵＴＰＵＴＳ
↓ ⑭ ＯＵＴ１ＯＵＴ２１Ｋ ＯＵＴ３ｒＺ OＵＴｉ
￣
図１入力空間（２次元）におけるＲＢＦ 図２ＲＢＦＮの構成
ターン空間を分類するための超楕円を使用する｡次に,一般的なＲＢＦネットワーク(ＲＢＦＮ）
の基本構造を図２に示す。ＲＢＦＮの出力は次式によって計算される。
八(鱸)一二識譜E’ (１二ノー〃） (1)
ここで，〃は出力ユニットの総数を表し，ｚｲﾉｶﾞは隠れ層と出力層間の荷重値を示す。式（１）
では，正規化操作により隠れ層の動作を，入力データに対して正規直交形に近い形で表現
していることがわかる。また，〃j(妬）はＬ個存在する隠れ層ユニットにおける入力妬に
対する出力値で，以下の式によって求められる。
伽』(躯)_｡[」蒜JE］ (2)(’二ノニＬ）
式(2)における〃jは隠れ層ユニットノの中心位置を示し，ｄﾉは有意領域の制御定数，すな
わち標準偏差を表す。ここで，苑＝〃jの場合，ノzj(兀）は最大“１，，を出力し，ｊｒが〃jよ
り離れるにつれ出力値は減少することがわかる。以下にＲＢＦＮ処理手順を示す。
〈ＲＢＦＮの処理手順＞
Ｓ/ＥｐＩ隠れ層ユニットノにおけるＲＢＦの中心位置〃j，標準偏差のを決定。
Ｓ妙２隠れ層～出力層間の荷重値zuがを決定。
Ｓｔ"３入力データxをネットワークに適用。
Ｓ妙４式(2)より，各隠れ層ユニットの出力を得る。
Ｓ”５式(1)を用いて，ネットワークの出力を求める。
ここで，ｓｊＣＰＩ～２は，ＲＢＦＮにおける前処理であＩ)，各設定値はネットワークの性質を
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大きく左右する重要な要素となる。
２．１中心位置〃jの決定法
隠れ層ユニットの中心位置zUj1)-3)は，入力空間におけるＲＢＦの位置を示すもので，シ
ステムの中で最も重要な要素である。ＲＢＦは入力空間を超楕円により分割するため，ネッ
トワークの精度を向上させるためには，入力データの分布に沿って均等に配置する必要が
ある。一般的に，入力データの分布は未知で，更に一様ではないため，隠れ層ユニットノに
ついてクラスタリングを行い，得られた入力データの中心値（Ce"加地）を〃jに割り当て
る処理が必要となる。
本実験では，中心位置を決定するためのクラスタリング手法に，変形k-means法，自己
組織化特徴マップ（Ｍ/２０/igZz"減昭ＦＣａ加花ＭＺＰ：ＳＯＦＭ）を用いた。
２．１．１変形k-means法
MacQueenによって提案されたk-means法5)6)は，特定のクラスター数に直接分割す
る最も標準的な非階層型クラスタリング手法である。k-means法の基本的な枠組みは，
クラスタールの初期分割を与え，平均ベクトル（重心）と平方和とを用いて分割の改良
を行うものである。しかしこの手法は，クラスタリング結果が初期分割に大きく依存
する点が問題点であり，その改善が求められていた。
本実験で用いた変形k-means法は，冷個のクラスターに分割する過程を繰り返し行
うものであり，従来のk-means法の欠点であった初期分割の依存度を軽減している。分
割処理は，クラスター構成内でいかなる変化も生じなくなるまで行い，その過程におい
て，暗黙的に以下に示す分割誤差Ｅを最小化するものである。
角〃ＣＰ
Ｅ==已己Ｚ(jrが－j『")２
Ｃ＝ｌｉ＝1ｊ＝１
ここで，Ｚ品,(胸一万句)２は，クラスターｃに属するデータノと中心値の平方ユークリ
ッド距離を表す。また，〃ｃはクラスターｃにおけるデータ数を示す。
２．１．２自己組織化特徴マップ
Kohonenによって提案された自己組織化特徴マップ（SOFＭ）７)8)は,ランダムな出発
点から位相地図を組織化できる２層のネットワークである｡ネットワークは入力層と競合
層の組合せで構成され,教師なし学習により訓練される。また,競合ユニット／の入力空間
における位置〃iは,直接的に荷重池iで表現される。ＳＯＦＭの基本動作は,まず入力Ｗ）
における最近隣距離の荷重”(/）を選択し,以下の更新則を適用する。
△伽‘(/)＝α(ノル(/)－加化)］がに１Ｖ`(/）
△ノル(/)＝０が/＄ｊＶＸｔ）
１
１
４
５
１
１
ここで，ｊＶＸｔ）はユニットノの半径γ(/）で定義される近傍で，γ(/）内のユニットすべ
てに対して式(4)が適用される。またα(/）は学習係数(０＜α(/）＜１),/は繰り返し回数
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を示す。なお，学習係数α(/)および近傍半径γ(/)は，ユニットの動作を抑制するため，
α(/)＝αbe-`/α1,γ(')＝，be-ﾋﾞﾉｧ’を用い，/が増加するにつれ徐々に減少させる。
２．２標準偏差ぴの決定法
有効となる入力データを考慮する有意領域の幅，すなわち標準偏差ぴは，システムの正
確さに深く影響を与える。つまりぴを最適に設定し，できるだけ均等に入力空間を有意領域
でカバーする必要があるといえる。
一般に，入力空間におけるＲＢＦの中心位置〃ｊが等間隔である場合，すべての隠れ層
ユニットに対するぴは，同一な値を設定する。しかし，〃j間の距離が一様でない場合，間
隔に対応したびをユニットノに対して設定する必要がある。。’の決定手法は，一般的に
Nnearestneighbor法')2)が有効であるとされている。これは，入力空間におけるユニッ
トノとＮ番目までの近傍との平均ユークリッド距離を割り当てる発見的な手法である。本
実験では，Ｎ＝２として計算を行った。
２．３荷重値〃"の決定法
前処理の最終手順として，隠れ層と出力層間の荷重値の設定を行う。この荷重設定には，
さまざまな手法が考えられるが，本実験では，最も典型的な教師あり学習である勾配降下
法（ＧＴＺ〃e"jDesce"Ｍ'巴娩o`）’)4)を用いた。この手法における荷重修正式を以下に示す。
Ｍが(")＝β(/Xx)'一八(jr))Ｍｒ）（０＜β＜１） (6)
ここで，／Xjr)'は，入力データjrに対する出力層ユニットノの応答期待値である。また，
βは学習係数を示す。
３．回帰ニューラルネットワーク
先に記したＲＢＦＮを拡張した方法に，回帰ニューラルネットワーク（ＧＲＮＮ）が挙げ
られる。このネットのトポロジー（形態）は，ＲＢＦＮと基本的に同一であるといえる。し
かし，ＧＲＮＮは直接に入力空間からその応答期待値を荷重に設定するため，繰り返し学習
の必要性が全くなく，処理の高速化が実現されている。
このようにＧＲＮＮは，入力と出力ベクトル間で任意の関数予測が直接的に行えるため，
近似問題に対して＋分に確立された統計的手法であるといえる。ＧＲＮＮは，以下のような
統計量に基づいている。
/巴｡.y/(妬,ｙ)Ｃｌ(ｙE[yljr]＝ (7)ﾉｰ.｡/(x,ｙ)Q【)ノ
ここで，ｊＭは各々入出力ベクトルであり，Ｅ[y,兀]は入力ベクトル妬が与えられたとき
の出力期待値である。また，／(苑，ｙ）はｊｒとｙの確率密度関数（DO6a6ﾉﾉﾉ11)ノＤＣ"sjlbノ
Fzz"ｃｔｊｏ〃：ＰＤＦ)を示している。ＰＤＦは，近似関数においての予備的な概念を何もないデ
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一夕から導くため，そのシステムは完全に一般的である。よってＧＲＮＮは，本質的に学
習集合のみが与えられたときの／(x,ｙ）という関数を予測する方式であるといえる。
４.バックプロパゲーション
教師あり学習の一つであるバックプロパゲーシヨン（ＢＰ），)-11)は，最も広く知られてい
るＮＮであり，文字認識，画像分類などのあらゆるパターン解析問題に適用されている。
ＢＰの学習は，隠れ層と出力層間のみの荷重修正を行うデルタ則を拡張させ,すべての層
間に対して修正を行う一般化デルタ則を用いる。ここで，ノI?層に属するユニットノの入力，
出力値を各々〃ﾀ,zノダとすると，以下の関係式が成り立つ。
Ⅳ(ん－１）
"ノーzzU朧-L魔)zﾉﾀｰ'＋β蝿－１，２ﾉﾀﾞ＝／("'）ｉ＝１ (8)
ここで，zU3-l'胸)は荷重結合を，１V(A?－１),β庵-1はＡＢ－１層におけるユニット数，しきい値
を表す。また，関数／はユニットの入出力関数で，通常シグモイド関数が用いられる。
Ｅ=告三(，j蝋-,汗（９）
△z(ﾉ鯵-1．魔)＝〃汀zﾉﾄﾞ-1（10）
式(9)は，応答期待値zﾉﾉαに対する出力値の評価関数Ｅを示す。荷重の修正は，このＥを
最小にするように，式(10)を用いて行う。ここで，〃は収束の速さを決定する学習係数で，γ’
は以下の式によって求められる。なお，冷層が出力層の場合には式(11)，隠れ層の場合には
式(12)を用いる。
γ‘=(必Ｍ)☆(雄）’'リ
汀一(Wγ'ｗ趣)☆("'）⑰
５．１シグモイド関数
ＢＰにおける入出力関数は，導関数を持つ関数でなければならない。その点，シグモイド
関数は増加関数で，しかも連続な非線形関数であるため最も適しているといえる。シグモ
イド関数は式(13)で定義され，更に式(14)のように自らの関数／(妬）で一次導関数を表すこと
ができる。ここでeは，シグモイド関数の傾きを制御するパラメータである。
１/は)＝ｌ＋e-傳工
＿（1が(兀))－１
(13）
Q(/(jr）＿ｅ－ｘ ＝／(兀)(１－/は)） (14）倣一（l＋e-x)２￣（1〃(x)了
従って，シグモイド関数を用いた場合，式(11)は式(15)，式(12)は式(16)のようになる。
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図３Mackey-Glass微分遅延方程式によるランダム波形（で：17,ａ：０．２，ｂ：0.1）
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５．実験
本章では，実験の定義および要領を示す。なお，アルゴリズムの実装はＣ言語にて行い，
計算機は32ＭＢのメモリーを有するＳＵＮ－４／５（CPUmicroSPARCII85MHz）を使
用した。
５．１時系列の予測問題
時系列の予測は，ＮＮの代表的な問題であり，さまざまな応用が可能である。これは，
系の将来の展望を現在および過去の測定から推測するものであり，一般的に／:Ｒ"→Ｒで
定義される実変数写像を行うものである。問題の枠組みは，連続する時系列において，現
在および過去の信号(妬[/],，r[ノー△],jr[/－２△],…,，r[ノー加△]）を入力パターンとし，未知
の信号(妬[ＨＴ])を予測の対象とするものである。本実験では，式(17)のMackey-Glass微
分遅延方程式2)9)によって生ずるランダム信号ｘ[/］を用いた。
半一Ｍt]+`戸｣壬f7二二丁､ (17）
ここで図３は，γ＝17,α＝０２，６＝０．１における波形を示している。各周期は同一ではな
いため，非周期的なランダム波形であることがわかる。
５．２実施要領
本実験は，ＲＢＦＮ，ＧＲＮＮおよびＢＰネットワーク（ＢＰＺＷ〃o戒：ＢＰＮ）を用いて
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表１各ネット（ＲＢＦＮ，ＧＲＮＮＢＰＮ）における諸設定
ユニット数（個）
入力層隠れ層出力層
パラメーター設定
ＳＯＦＭ
ａｂ：０．０３，α，：２０００
７０：０．０５，γ，：１０００
(1)3000,（２）0.0001
αｏ：０．０３，α，：２０００
γ０：０．０５，γ，：１０００
(1)3000,（２）0.0001
変形k-means法ＮＮ
－
ＲＢＦＮ
その他
（１）１０００
(2)0.0001
４１０～１００１
１４パターン
β：００５
(3)０．０００１
ＧＲＮＮ （１）1000
(2)0.0001
４１００～５０００１
１８パターン
ワ：０．５，０．８，１．０
ｓ：１．０
（３）0.0001
ＢＰＮ ４５～３０１
６パターン
(1)…最大繰り返し回数（回）
(2)…繰り返しの終了条件（中心値の最小移動距離）
(3)…荷重修正の学習終了条件（最小の平均二乗誤差）
ランダム信号の予測を行うものである。各ネットの構成，パラメータ設定の詳細を表１に
示す。ここで,ＲＢＦＮ,ＧＲＮＮにおける中心位置〃jの設定には，変形ｋmeans法,ＳＯＦＭ
を用い，各クラスタリング手法の性能評価も行った。また，ＢＰＮを用いる場合，標的は実
数の連続的な範囲をとるため，１つの出力ユニットを線形ｇ(x)＝，rにした。これにより，
通常のシグモイド非線形性で与えられる飽和に対する配慮が不必要となる。なお，隠れ層
（シグモイド層）数は１，２層とした。
各ネットにおける入力信号は(ｒ[/],jr[ノー△ljr[ノー2△],兀[ノー3△]）とし，,r[/＋Ｔ]の予
測を行う。ここで，△＝６，丁＝６８である。Mackey-Glass微分遅延方程式における設定
値はα＝0.2,6＝０１とし，γ＝１７，２４における２種類の波形を対象とした。また，入力
（訓練）パターン数は100～500個の５パターンを考慮した。なお，ＲＢＦＮおよびＢＰＮに
おける荷重修正の最大学習回数は5000回，実験の試行回数は各々20回とし，予測精度の指
標となる尺度に平均二乗誤差（〃eα〃助"α”Ｅγ、γ：MSE）を用いた。
６．実験結果および考察
本章では，時系列の予測問題における各ネットの動作比較を行う。更にＲＢＦＮ，ＧＲＮＮ
において，中心位置〃ｊを決定するクラスタリング手法の有効性についても述べる。
まず表２～４に，ＲＢＦＮ，ＧＲＮＮおよびＢＰＮによるMackey-Glass波形（γ＝１７の
場合）の予測結果を示す。これは，入力パターン数と隠れ層のユニット数における各ネッ
トの平均二乗誤差(ＭＳＥ)および平均処理時間(sec､)を表している。表２，３より，ＲＢＦＮ
ＧＲＮＮは，隠れ層ユニット数が増加するにつれ，予測精度が向上している。特に，ＧＲＮＮ
においては多大なユニット数を必要とすることがわかる。これは，一般にＲＢＦを用いた
ＮＮは，入力空間の全域をカバーするために，多数のＲＢＦを配置することが求められる
が，ＧＲＮＮは空間におけるＲＢＦの数および位置が直接にネットワークの精度に影響を
与えるため，より多くの素子を必要とすることが考えられる。表４は，ＢＰＮによる予測結
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表２ＲＢＦＮによる予測結果（Mackey-Glass波形γ：１７）
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表３ＧＲＮＮによる予測結果（MackeyClass波形γ：１７）
隠jru閏のユニット数（掴）
00３００５００７００９００１０００２０００３０００４０００５０００
),｜ⅧＭ９:!;|』ｌｌｉ;i16IliliI脇I淵llIWlMl側WlllllHIMi1I
)ＯｌＯＯｌ４４６００１２９６ J､010250.009860.008880.007120.006180.00521０．００４
J8.98）（182.68）（296.91）（357.66）（654.14）（1089.03）（1924.38）（2369
川 ’0.020810.017110.015930.014530.012440.011870.009040.006760.006140.00
4８－０４ ４８．２９）（４８０ Ｕ－８４）（］８４４ 4(］
迎時借
表４ＢＰＮによる予測結果（Mackey-G1ass波形γ：１７）
Ⅲ〔（１回隠れ層謝
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D6C ﾂ9６。
Ｔ４:〃
上段：平均二乗誤差(MSE),下段：平均処理時間(sec､),学習係数〃：0.5,シグモイド関数の傾きＥ：１．０
果であるが，隠れ層を２層とした場合において有効な動作を行っていることがわかる。一
般に階層型ＮＮは，多層化することにより処理能力が向上すると考えられる。しかし，各
ネットを比較すると，予測精度においては明らかにＲＢＦＮＧＲＮＮの方が優れている。
RBFは空間を超楕円により分割するため，実数写像においては，シグモイド関数より適し
ていると考えられる。また，処理時間に関しては，ＢＰＮは極めて非効率であり，ＧＲＮＮ
はＲＢＦＮの約３～５倍ほど速いという結果が得られている。ＧＲＮＮは荷重設定の繰り返
し処理を必要としないため，最も高速に処理が行えるといえる。
図４，５は，各々γ＝１７，２４，入力（訓練）パターン数：500個のMackey-Glass予測
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各ネットによる予測波形（で図４ １７，入力パターン数：500）
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図５各ネットによる予測波形（で：２４，入力パターン数：500）
波形を示している｡なお,各ネットにおける隠れ層のユニット数は,ＲＢＦＮ：８０個,ＧＲＮＮ：
3000個，ＢＲＮ：２５個（隠れ層：２層）であり，最も効率的に近似できた予測波形である。
図より，明らかにＲＢＦＮＧＲＮＮを用いた場合は，波形の特徴を認識しており，精度の
高い予測がされていることがわかる。
また，図６，７はＲＢＦＮＧＲＮＮにおけるクラスタリング手法（変形k-means法，
SOFＭ）の動作特性を示すもので，（a)は隠れ層ユニット数の増加に伴うＭＳＥの推移，（b）
は平均処理時間の推移を表している。図より，処理時間においては，アルゴリズムが比較
的簡単な変形k-means法を用いた場合が速いという結果が得られている。しかし，多次元
空間に分布するデータ相互の距離関係を保持しながら写像を行うＳＯＦＭは，より均等に
RBFを配置することが可能であり，変形k-means法を用いた場合より精度の高い予測を
可能にしている。ＳＯＦＭは，その動作に大きく影響を与える多数のパラメータを経験的に
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図６ＲＢＦＮにおける動作特性（入力パターン数：500）
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図７ＧＲＮＮにおける動作特性（入力パターン数：500）
設定しなければならないという欠点を持っているが，問題に適した設定を行えば正確なク
ラスタリングが可能であると考えられる。
これらの結果より，時系列の予測問題においては，近似精度，時間的効率などを考慮す
るとＢＰＮよりＲＢＦＮＧＲＮＮの方が大変有効であるといえる。
７．おわりに
本研究では,放射状基底関数ネットワーク(ＲＢＦＮ),回帰ニューラルネットワーク(ＧＲＮＮ）
およびバックプロパゲーションネットワーク（ＢＰＮ）を，時系列の予測問題に適用し，比
較による有効性を検討した。実験では，各ネットにおけるさまざまな設定値(ユニット数，
パラメータなど）を変化させ，その状態におけるMSE，処理時間の算出を行い，ＲＢＦＮ，
ＧＲＮＮがＢＰＮより優れているという結果を得た。
一般に，シグモイド関数を用いたＢＰＮは，パターン認識，領域分割などの線形分離問
題において大変有効に動作する。しかし，時系列の予測，すなわち実数値への写像におい
ては，誤差逆伝搬による荷重設定が非常に困難であったため，精度の高い結果が得られな
かった。また，莫大な処理時間を必要とするため，効率の良い手法であるとはいえない。
これに対しＲＢＦは，入力空間における特徴抽出を超楕円によって行い，空間の'情報か
ら直接に入力パターンを実数値に写像するため，容易に高精度の予測が可能となる。また，
RBFを用いたＮＮ（ＲＢＦＮ，ＧＲＮＮ）は，処理時間が非常に速いということがいえる。
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BPNと比較すると，荷重設定の繰り返し処理が少ないため，効率的に動作すると考えられ
る。よって，時系列信号の予測においては，シグモイド関数よりＲＢＦを用いたＮＮは，
大変有効であるといえる。
しかし,ＲＢＦＮＧＲＮＮの問題点として，前処理が非常に複雑であることが挙げられる。
ネットの動作，精度に大きく影響を与える多数のパラメータは，問題に応じた経験的な設
定を必要とする。特に隠れ層のユニット数，中心位置〃j，標準偏差ぴは，ネットにおけ
る重要な要素であり，用いるクラスタリング手法，ぴ決定法によって解の精度は大きく左
右される。また，これら一連の決定法には，多大な処理時間を要することもいえる。本実
験においては，処理時間のほとんどが前処理に費やされており，クラスタリングなどの設
定処理の更なる効率化が求められる。更に，ロバスト性が低いということも問題点として
挙げられる。適用する問題によって最適なネット構成が異なるため，汎用性の向上も求め
られる。
現在，ＲＢＦを用いたＮＮは，音声認識，システム設計などへの応用が可能であり，さ
まざまな研究結果が報告されている。これらの応用に対して，処理をより効率的にするた
めのアプローチとしては，処理の並列化，シグモイド層とのハイブリッドなどが挙げられ，
今後の展開が期待される。
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AStudyonPropertyofNeuralNetworks
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ThecurrentinterestinartificialNeuralNetworks(ＮＮ)islargelyaresultoftheir
abilitytomimicnaturalintelligence・
Asaresultofthisreserch，ＮＮｈａｖｅｂｅｅｎｕｓｅｄｉｎａｂｒｏａｄｒａｎｇｅｏｆａpplications
Theseincludepatternclassification，functionapproximation，optimizationandauto‐
maticcontroLInessencejtheyacceptasetofinputsandproduceacorrespondingset
ofoutputs・Therefore,theymaybecalledakindofmapping・
RadialBasisFunction(ＲＢＦ)isanon-linearfunctionbasedonthegaussfunction
andithascompletelydifferentnaturewiththesigmoidfunctionwhichisusedbroadly．
Inthispaper,werepresentabehaviorpropertyofNNusingRBFbyconsideringthe
predictionofachaotictimeseries．
