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Abstract
The idea of iterative process optimization based on collected output mea-
surements, or “real-time optimization” (RTO), has gained much prominence in
recent decades, with many RTO algorithms being proposed, researched, and
developed. While the essential goal of these schemes is to drive the process
to its true optimal conditions without violating any safety-critical, or “hard”,
constraints, no generalized, unified approach for guaranteeing this behavior ex-
ists. In this two-part paper, we propose an implementable set of conditions that
can enforce these properties for any RTO algorithm. This second part exam-
ines the practical side of the sufficient conditions for feasibility and optimality
(SCFO) proposed in the first and focuses on how they may be enforced in real
application, where much of the knowledge required for the conceptual SCFO is
unavailable. Methods for improving convergence speed are also considered.
Keywords: real-time optimization, black-box optimization, constraint satisfac-
tion, optimization under uncertainty
1. Review: Sufficient Conditions for Feasibility and Optimality
The standard RTO problem requires minimizing an unknown cost function
φp : Rnu → R subject to unknown inequality constraints over a relevant input
space:
minimize
u
φp(u)
subject to Gp(u)  0
uL  u  uU
, (1)
INonstandard abbreviations used in this article: SCFO (sufficient conditions for feasibility
and optimality).
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where Gp denotes the set of ng inequality constraint functions gp : Rnu → R,
u ∈ Rnu the set of decision variables (inputs), and uL and uU the lower and
upper limits, respectively, on these variables (i.e. the “box” constraints).
In the most general sense, an RTO algorithm is some law, denoted here by
Γ(·), that uses the previous and current input-output data with respect to the
current iteration k to calculate the optimal input target for the next iteration
k + 1:
u∗k+1 = Γ(u0, ...,uk,y0, ...,yk), (2)
with y ∈ Rny the set of measured outputs. In many cases, an input filter gain,
Kk ∈ [0, 1], may be used to dampen the step taken by the RTO adaptation
(Brdys & Tatjewski, 2005; Bunin et al., 2011):
uk+1 = uk +Kk
(
u∗k+1 − uk
)
, (3)
where we have used the subscript k to emphasize the fact that the gain itself
may be adapted at every iteration.
As discussed in the companion paper (Bunin et al., 2013d), there are a num-
ber of requirements that any good RTO algorithm may be expected to satisfy.
Primarily, the iterates generated by the algorithm should not violate any hard
constraints, as doing so may cause significant equipment damage and/or pro-
mote hazardous or undesirable conditions when applied to the actual plant1.
The iterates should also converge to a true solution of (1) and not to a subopti-
mal point. Finally, it is preferred that the algorithm yield monotonic improve-
ment with respect to the cost, so that anyone making the choice to apply RTO
may at least have the assurance that doing so will not cause their process to
become less optimal, even if only temporarily, when RTO is used.
It was shown in the previous work that such requirements could be met for
the general RTO algorithm Γ(·), under reasonable assumptions, if the following
sufficient conditions for feasibility and optimality (SCFO) could be made to hold
at every iteration k with the input filtering law (3) in place:
∇gp,j(uk)T (u∗k+1 − uk) < 0, ∀j : gp,j(uk) ≥ −j (4)
∇φp(uk)T (u∗k+1 − uk) < 0 (5)
Kk ≤ min
j=1,...,ng
 −gp,j(uk)nu∑
i=1
κji|u∗k+1,i − uk,i|
 (6)
1Unless stated otherwise (i.e. in Section 5), we will treat all of the constraints in Gp as
hard constraints.
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Kk < −2
∇φp(uk)T (u∗k+1 − uk)
(u∗k+1 − uk)TQφ(u∗k+1 − uk)
(7)
uL  u∗k+1  uU , (8)
where j > 0 and where κji and Qφ are the Lipschitz constants for the con-
straints and the quadratic upper bound for the cost, respectively, and must
ensure the following:
gp,j(uk+1)− gp,j(uk) <
nu∑
i=1
κji|uk+1,i − uk,i| (9)
φp(uk+1)− φp(uk) ≤
∇φp(uk)T (uk+1 − uk) + 1
2
(uk+1 − uk)TQφ(uk+1 − uk)
, (10)
for any uk,uk+1 ∈ I (I being the relevant input space defined by uL  u  uU ),
with uk 6= uk+1 for (9). The SCFO may be summarized qualitatively as follows:
• Conditions (4) and (5) ensure that the target optimum provided by the
RTO algorithm, and therefore the filtered input, represents a local feasible
cost descent direction. Condition (4) is only applied for constraints that
are approaching activity (they are “-active”) and ensures that these con-
straints do not become active prematurely, which, by Condition (6), would
cause the algorithm to stop with Kk = 0. Not surprisingly, these condi-
tions mimic the geometric conditions for a Karush-Kuhn-Tucker (KKT)
point, in that they must be satisfied for a small enough  unless the current
iterate has no local feasible cost descent direction (i.e. meets the KKT
stationarity condition).
• Condition (6) is the feasibility condition, which limits the step size of the
adaptation so as to remain inside the feasible space.
• Condition (7) is the condition on the monotonic cost decrease, which limits
the step size of the adaptation so as not to “lose” the local descent.
• Condition (8) simply states that the target optimum must satisfy the
box constraints, and is generally assumed to be satisfied by construction
(Assumption A4 in the companion work).
As no RTO scheme enforces all of the SCFO innately, an implementation
that would force any algorithm to do so consists of first projecting the target
given by the RTO algorithm to meet Conditions (4), (5), and (8):
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u¯∗k+1 = arg minimizeu
∥∥u− u∗k+1∥∥22
subject to ∇gp,j(uk)T (u− uk) ≤ −δg,j
∀j : gp,j(uk) ≥ −j
∇φp(uk)T (u− uk) ≤ −δφ
uL  u  uU
, (11)
where δg, δφ  0 serve to approximate the strict local descent spaces2, and then
filtering the projected target with respect to Conditions (6) and (7):
Kk := min
{
min
j=1,...,ng
 −gp,j(uk)nu∑
i=1
κji|u¯∗k+1,i − uk,i|
 ,
−1.99 ∇φp(uk)
T (u¯∗k+1 − uk)
(u¯∗k+1 − uk)TQφ(u¯∗k+1 − uk)
}
Kk > 1→ Kk := 1
uk+1 = uk +Kk
(
u¯∗k+1 − uk
)
, (12)
where the heuristic choice of taking the largest step possible is made, as this gen-
erally leads to convergence in less iterations. For a detailed theoretical treatment
of the SCFO, as well as of their basic implementation strategy, the interested
reader is referred to the companion paper (Bunin et al., 2013d) as a prerequisite
for the material discussed in this one.
While the above offer very strong conceptual guidelines as to how an RTO
algorithm may be run to achieve feasible-side convergence to a KKT point, there
remain a number of important implementation issues that must be addressed in
order for such conditions to be applicable in practice. Specifically, the conditions
as stated rely on the exact plant gradients for both φp and gp,j , as well as on
knowing the appropriate values of κji and Qφ so that (9) and (10) are satisfied
globally on I. Both Conditions (4) and (6) rely on being able to measure gp,j(uk)
exactly. Unfortunately, many or all of these requirements are unrealistic in the
practical setting.
It is the presence of these issues that motivates this second paper, whose
purpose is to provide a rigorous treatment of how the SCFO may be enforced
anyway despite this lack of perfect knowledge. We start by considering the
subject of gradient uncertainty in Section 2, and derive a robust version of
Conditions (4), (5), and (7) for the cases where bounded gradient estimates are
available. The case of noisy or estimated constraint values is then discussed in
Section 3, and robust versions of Conditions (4) and (6) are proposed. Section
2This is the “implementable” version of Conditions (4) and (5), and will be used by default
from now on.
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4 addresses the subject of upper bounds, and proposes means by which they
may be chosen or refined. Section 5 then looks at the optimistic side of things,
and focuses on the cases where one could make the innately conservative SCFO
less so by either allowing temporary constraint violations or assuming that some
parts of the RTO problem are certain and known analytically, thereby improving
convergence speed. Finally, Section 6 concludes the paper with a reflection on
what has been addressed and an outlook on future work.
We warn the reader that some of the results proposed are given without
proofs/derivations, as the essential work for these has already been carried out
in the companion article, and repeating a very similar derivation to obtain a
very similar result has been deemed as unnecessary by the authors. As such,
we urge the reader to have read the previous paper prior to starting this one.
All “truly new” results are, however, proven with the same rigor and detail as
before.
2. Gradient Uncertainty
In the majority of applications, the concept of a gradient measurement is
nonexistent, and one must usually estimate a function’s derivatives from its
0th-order measurements (via, for example, finite differences). This is a general
engineering problem with applications in multiple fields (Brekelmans et al., 2005;
Correa et al., 2011; Meyer et al., 2001; Yeow et al., 2010) including RTO (Brdys
& Tatjewski, 2005; Bunin et al., 2012; Marchetti et al., 2010; Rodger, 2010). It is
also a challenging problem, since the almost ubiquitous presence of measurement
noise, the decoupling that must be made to calculate the different directional
components of the gradient, and the innate locality of the gradient all make it
close to impossible to estimate a gradient exactly. As such, one must, in the
best case, work with inaccurate gradient estimates and not the plant gradient
itself. While rarely, if at all, treated in the RTO literature, we do note that
unconstrained optimization with uncertain gradients has been looked at to a
fair extent in the numerical optimization context (Carter, 1991, 1993; Gratton
et al., 2011), with the general conclusion that an algorithm can be subject
to moderate multiplicative gradient noise and still be able to converge to the
optimum, while the presence of additive noise cannot lead to full convergence
due to resolution limits (Kelley & Sachs, 2003).
In this section, we consider the problem of satisfying the SCFO when the
estimated plant gradients are inaccurate, and show that this may still be possi-
ble when bounds on the (additive) gradient estimation error are available and
serve to define an uncertainty set to which the plant gradient must belong. Fur-
thermore, it is demonstrated how knowledge of such bounds may be used to
generate robust versions of both Projection (11) and the filter gain limit (7).
An implementation algorithm to enforce SCFO satisfaction in the presence of
gradient uncertainty is proposed, and the results of a large numerical study are
given.
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2.1. SCFO with Bounded Gradient Estimates
As the most basic approach, which we will call the 0-robustness projection,
we could attempt to use the estimated gradients, denoted by ∇gˆp,j(uk) and
∇φˆp(uk), directly in Projection (11). However, such an approach would be risky
at best, since the estimated gradients are likely to be erroneous and what would
be satisfied would no longer be the true SCFO but some corrupted version that
may not give the desired guarantees. The issues with using gradient estimates
directly may be summed up as follows:
• Inability to stay away from -active constraints, since the local descent
space generated by the gradient estimate may not be correct, and∇gˆp,j(uk)T
(u− uk) ≤ −δg,j 6⇒ ∇gp,j(uk)T (u− uk) ≤ −δg,j .
• Inability to decrease the cost at every iteration due to errors both in (5)
and (7).
• Convergence to a false KKT point when the projection becomes infeasible
for a false set of gradients, premature convergence, or no convergence at
all.
It may, however, be possible to satisfy the true SCFO when the true plant
gradients may be identified as belonging to a compact uncertainty set:
∇g
p,j
(uk)  ∇gp,j(uk)  ∇gp,j(uk), ∀j : gp,j(uk) ≥ −j
∇φ
p
(uk)  ∇φp(uk)  ∇φp(uk) . (13)
While not necessarily easy to obtain, bounds on the gradients are usually pos-
sible when given an additional assumption on the corresponding function. In
finite-difference schemes, for example, one may bound the estimation error due
to noise and to truncation by considering the worst-case amplitude of the noise
together with the worst-case evolution (i.e. the quadratic upper bound) of the
function of interest (Brekelmans et al., 2005; Marchetti et al., 2010). One could
also estimate bounds by assuming a certain local structure for the function
(Bunin et al., 2013a) – for example, the assumption of local quasiconvexity or
quasiconcavity constrains the gradients to lie in a polyhedron (Bunin et al.,
2012). When such assumptions are either impossible or undesired, a less rig-
orous but nevertheless sensible “general-purpose” approach may be to take the
estimated gradient and to generate an uncertainty region around it,
∇gp,j(uk),∇gp,j(uk) = ∇gˆp,j(uk)±mσ∇,j , ∀j : gp,j(uk) ≥ −j
∇φp(uk),∇φp(uk) = ∇φˆp(uk)±mσ∇,φ
, (14)
by increasing the value of the positive scalar m, with σ∇ ∈ Rnu+ denoting differ-
ent scaling vectors. Finally, note that for the constraints these bounds simply
reduce, in the worst case, to the Lipschitz constants:
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−κji < ∂gp,j
∂ui
∣∣∣
u
< κji, ∀u ∈ I. (15)
In the discussion that follows, we do not question the method used to obtain
the bounds, but assume that the real gradient lies, almost surely, within them.
With the availability of this additional knowledge, the robust versions of (4) and
(5) may then be written as:
∇g˜p,j(uk)T (u∗k+1 − uk) ≤ −δg,j
∀∇g˜p,j(uk) ∈ [∇gp,j(uk),∇gp,j(uk)], ∀j : gp,j(uk) ≥ −j
∇φ˜p(uk)T (u∗k+1 − uk) ≤ −δφ
∀∇φ˜p(uk) ∈ [∇φp(uk),∇φp(uk)]
, (16)
where it is evident that satisfying the above will naturally satisfy the true SCFO,
since the true SCFO constraint inequalities are included in the set generated by
(16). This is the typical strategy in robust analysis, as we simply try to satisfy
the SCFO for all of the possible scenarios in the uncertain set.
As stated, (16) leads to a semi-infinite set of constraints and is generally
not tractable numerically if incorporated into a projection like (11). We now
propose an equivalent, tractable version for a given constraint gp,j , noting that
the exact same analysis applies to the other cost and constraint gradients.
Lemma 1. (Semi-Infinite to Finite Reformulation)
Consider the semi-infinite set of constraints:
∇g˜p,j(uk)T (u∗k+1 − uk) ≤ −δg,j , ∀∇g˜p,j(uk) ∈ [∇gp,j(uk),∇gp,j(uk)] , (17)
and the reformulation:
nu∑
i=1
sji ≤ −δg,j
∂g
p,j
∂ui
∣∣∣
uk
(u∗k+1,i − uk,i) ≤ sji
∂gp,j
∂ui
∣∣∣
uk
(u∗k+1,i − uk,i) ≤ sji
, (18)
where sji denote auxiliary slack variables. (17) and (18) are equivalent in the
following sense:
(17) feasible for u∗k+1 ⇔ (18) feasible for u∗k+1 and some sji. (19)
Proof. For convenience, we rewrite (17) in its summation form:
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nu∑
i=1
∂g˜p,j
∂ui
∣∣∣
uk
(u∗k+1,i − uk,i) ≤ −δg,j . (20)
Owing to the box nature of the gradient uncertainty set, it is easy to see that
the worst-case value of each individual component may be bounded as follows:
u∗k+1,i − uk,i ≥ 0⇒
∂g˜p,j
∂ui
∣∣∣
uk
(u∗k+1,i − uk,i) ≤
∂gp,j
∂ui
∣∣∣
uk
(u∗k+1,i − uk,i)
u∗k+1,i − uk,i ≤ 0⇒
∂g˜p,j
∂ui
∣∣∣
uk
(u∗k+1,i − uk,i) ≤
∂g
p,j
∂ui
∣∣∣
uk
(u∗k+1,i − uk,i)
. (21)
We first suppose that there exist u∗k+1, sji so that (18) is satisfied. From
(21) and the last two constraints of (18), it follows that:
∂g˜p,j
∂ui
∣∣∣
uk
(u∗k+1,i − uk,i) ≤
max
(
∂gp,j
∂ui
∣∣∣
uk
(u∗k+1,i − uk,i),
∂g
p,j
∂ui
∣∣∣
uk
(u∗k+1,i − uk,i)
)
≤ sji
, (22)
which, given the first constraint of (18), makes it clear that:
nu∑
i=1
∂g˜p,j
∂ui
∣∣∣
uk
(u∗k+1,i − uk,i) = ∇g˜p,j(uk)T (u∗k+1 − uk) ≤ −δg,j . (23)
We have thereby proven that:
(17) feasible for u∗k+1 ⇐ (18) feasible for u∗k+1 and some sji. (24)
Now, suppose the converse where there exists some u∗k+1 so that (17) is
satisfied. Clearly, this must also hold for the cases where:
nu∑
i=1
max
(
∂gp,j
∂ui
∣∣∣
uk
(u∗k+1,i − uk,i),
∂g
p,j
∂ui
∣∣∣
uk
(u∗k+1,i − uk,i)
)
≤ −δg,j , (25)
since all of the elements in the summation and in the maximum operator are in
the gradient uncertainty set.
Choosing
sji = max
(
∂gp,j
∂ui
∣∣∣
uk
(u∗k+1,i − uk,i),
∂g
p,j
∂ui
∣∣∣
uk
(u∗k+1,i − uk,i)
)
(26)
clearly satisfies (18), thereby proving that:
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(17) feasible for u∗k+1 ⇒ (18) feasible for u∗k+1 and some sji, (27)
and, consequently, (19). 
Replacing the local descent constraints in Projection (11) with the reformu-
lation of (18) results in the robust projection:
u¯∗k+1 = arg minimize
u,S,sφ
∥∥u− u∗k+1∥∥22
subject to
nu∑
i=1
sji ≤ −δg,j
∂g
p,j
∂ui
∣∣∣
uk
(ui − uk,i) ≤ sji
∂gp,j
∂ui
∣∣∣
uk
(ui − uk,i) ≤ sji
∀j : gp,j(uk) ≥ −j
nu∑
i=1
sφ,i ≤ −δφ
∂φ
p
∂ui
∣∣∣
uk
(ui − uk,i) ≤ sφ,i
∂φp
∂ui
∣∣∣
uk
(ui − uk,i) ≤ sφ,i
uL  u  uU
, (28)
with S ∈ Rng×nu the matrix of the slack variables for the constraints with
entries sji, and sφ ∈ Rnu the vector of slack variables, sφ,i, corresponding to the
cost. Though more involved than (11), this is still a quadratic program with,
at most, nu(ng + 2) variables and 2nu(ng + 2) linear constraints. We provide a
geometrical interpretation of incorporating gradient uncertainty and the effect
that it has on the feasible space of the projection (i.e. its reduction) in Figure
1.
We now analyze Condition (7), and write its robust version as:
Kk < −2
∇φ˜p(uk)T (u¯∗k+1 − uk)
(u¯∗k+1 − uk)TQφ(u¯∗k+1 − uk)
∀∇φ˜p(uk) ∈ [∇φp(uk),∇φp(uk)]
. (29)
As ∇φ˜p(uk)T (u¯∗k+1 − uk) is forced to be negative, we are only interested in
its maximum value (as this would result in the smallest upper bound for Kk).
From (22), we may define the robust version of this condition as:
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g
p (u) = 0
uk
cost decreasing
direction
∇gp(uk )T (u − uk ) = 0
∇φ p (uk )T (u − uk ) = 0
uk
g
p (u) = 0
∇gp(uk )T (u − uk ) = 0
∇gp(uk )T (u − uk ) = 0
∇φ p (uk )T (u − uk ) = 0
∇φ p (uk )T (u − uk ) = 0
Figure 1: The use of bounded gradients reduces the feasible space for the projection problem.
The nominal problem with certain gradients is given on the left, where a local descent space
for both the cost and constraint is sought and corresponds to the intersection of two descent
halfspaces. On the right, bounded gradients are used, which has the effect of compressing
the halfspaces into cones and reducing the overall feasible space of their intersection. Lined
regions denote the feasible areas in both cases, with green and red regions denoting the feasible
and infeasible spaces of the RTO problem, respectively.
Kk < −2
nu∑
i=1
max
(
∂φp
∂ui
∣∣∣
uk
(u¯∗k+1,i − uk,i),
∂φ
p
∂ui
∣∣∣
uk
(u¯∗k+1,i − uk,i)
)
(u¯∗k+1 − uk)TQφ(u¯∗k+1 − uk)
. (30)
2.2. Implementation, Infeasibility, and Partial Robustness
By Theorem 5 in the companion paper, the robust projection is conceptu-
ally “clean” in that it preserves all of the desired convergence guarantees by
satisfying the true plant SCFO despite not having accurate gradient values.
Practically, however, it is not difficult to show that there are many cases for
which enforcing the SCFO for the entire gradient uncertainty set is simply im-
possible (returning to Figure 1, one may imagine the feasible region disappearing
entirely as the uncertainty in the gradients is increased). This rather natural
shortcoming is formalized in the following theorem.
Theorem 1. (Infeasibility of the Robust Projection)
Let Mk be a matrix with a semi-infinite number of rows and nu columns
representing the entire semi-infinite set of constraints in (16), along with any
box constraints that are active, so that any u∗k+1 satisfying
Mk(u∗k+1 − uk) 
 −δg,M−δφ,M
0
 (31)
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satisfies the SCFO robustly. For a fixed set of , it follows that Projection (28)
is infeasible for all choices of δg,M, δφ,M  0 iff there exist one or more rows of
Mk whose scaled sum is equal to 0 for some choice of strictly positive scalars.
Proof. A similar analysis has already been carried out in the companion work
for the case whereMk was finite-dimensional (see Theorems 1, 4, and 5 therein).
Ready analogues to Theorem 1 (of the companion work) exist for the semi-
infinite case (Goberna et al., 1984) and state that the system (31) is infeasible
iff a negative spanning exists among some of its members (as in the finite case).
By the equivalence proven in Lemma 1, we know that an infeasibility in (31)
implies an infeasibility in the corresponding finite reformulation, and thereby in
Projection (28). 
The above has an interesting practical interpretation. First, note that, like
in the ideal case (see Theorem 5 in the companion paper), there are some cases
for which the projection is certainly infeasible:
• ∇φp(uk) = 0,
• ∃j : ∇gp,j(uk) = 0, gp,j(uk) ≥ −j ,
• ∃µ ∈ Rng+ : ∇φp(uk) +
ng∑
j=1
µj∇gp,j(uk) = 0,
where the first and third cases correspond to stationary KKT points and the
second is a pathological case that we assume to be of little practical concern
(see Assumption A3 in the companion paper). As the matrix Mk includes
the plant gradients, it follows that the robust projection is infeasible as each
of these three cases implies a negative spanning. Theorem 1 says more than
this, however, as the robust projection is guaranteed to be infeasible whenever
gradients corresponding to the above cases are present inMk, regardless or not
of whether they correspond to a plant KKT point.
There is both an optimistic and a pessimistic way to interpret this property.
For the former, we can make the argument that the infeasibility of the robust
projection implies, in some sense, that we are already in the neighborhood of a
stationary point. To see why this is true, consider being at a point that is far
from a stationary point and for which the gradient bounds are reasonable (i.e.
do not deviate too far from the true gradient). It is then unlikely that any of the
gradients in the uncertainty set satisfy a stationarity condition since the plant
gradients do not by a significant amount. As one then approaches a stationary
point and the plant gradients approach stationarity, the chance of small devia-
tions from the plant gradients (i.e. all of the gradients in the uncertainty set)
satisfying the stationarity condition increases. The pessimistic view is that the
size of such a neighborhood is unknown and can become arbitrarily large as the
quality of the bounds deteriorates (it is evident that we cannot, for example,
ensure local descent for every possible gradient in Rnu when the bounds are
arbitrarily loose, irrespective of u).
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Figure 2: The relationship between the uncertainty in the gradients and the infeasibility of
the robust projection due to “false stationarity”. The axes here may be interpreted as the
values of the derivatives in the different directions.
A geometrical illustration of these concepts is given in Figure 2. Here, a
simple example with a single constraint is used, with the true gradients of both
the cost and constraint being plotted with the filled, black circles. It is clear that
there is no negative spanning between the two as their scaled sums (denoted by
the line that connects them) does not pass through the origin, and the distance
between this line and the origin (given by the dotted line) may be viewed as a
sort of KKT metric. When the gradients are uncertain, however, and when the
true gradients are known only to lie somewhere in the uncertainty set (the two
boxes), it becomes easy to find a pair of estimates (given by the hollow points)
that satisfy the stationarity condition and whose positively scaled sum is 0. The
result is that it is impossible to satisfy the robust SCFO in this case, since the
robust SCFO must account for all possible gradient combinations but cannot
be satisfied if a certain combination meets the stationarity condition. It should
be evident that this undesired effect may only be eliminated by tightening or
shrinking the uncertainty boxes.
This leaves us with the question of what should be done when the projection
becomes infeasible, as it inevitably will. There are, in our opinion, three options:
• Stop RTO adaptation and declare convergence to a neighborhood of a
stationary point.
• Temporarily stop RTO adaptation and perform local perturbations to get
a tighter estimate of the local gradients (via, e.g., a finite-difference ap-
proach). This serves to shrink the gradient uncertainty set robustly, and
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may be done until the projection becomes feasible.
• Reduce the robustness bounds, i.e. shrink the uncertainty set artificially,
until the projection becomes feasible. This approach is not robust, but
sacrifices as little robustness as possible in order to make the projection
feasible. As such, this may be viewed as a partial-robustness (or stochastic,
if probability distributions on the uncertainty are assumed) approach.
It should be clear that the first choice has the least attractive properties for
cases where the process in question is expected to run for a very large number
of iterations, as the suboptimality accepted by simply stopping is likely to add
up to become significant over the entire operation time. By contrast, the second
approach is well-suited for such cases since it still guarantees finite-time conver-
gence (assuming that it takes a finite number of perturbation experiments to
shrink the gradient uncertainty set sufficiently), although it does not guarantee
monotonic cost improvement as these perturbations may lead to cost increases.
The third approach may be appropriate when fast cost improvement is desired
without rigorous satisfaction of the SCFO – no additional experiments to shrink
the uncertainty set are required and a certain degree of robustness is always re-
tained. Note that all three may be used in the course of the operation of a
single process, however – for a problem that is initialized with a significantly
suboptimal point, one could begin with the third strategy, then shift to the
second once significant improvements have been attained, and then adopt the
first once improvements become negligible.
We finish this discussion by proposing the following modified algorithm for
enforcing the SCFO in the case of gradient uncertainty, focusing specifically on
the third approach (extensions to using the first or second methods exclusively
may be obtained by trivial modifications of either this algorithm or the one
presented in the companion paper):
Initialization – Done Prior to RTO
1. Scale the constraints and cost with respect to their ranges (e.g. if min
u∈I
gp(u) =
−100, the scaled constraint may be re-defined as gp(u) := 0.01gp(u)).
Setting upper and lower limits on the projection parameters, let  = δg =
1, δφ = 1, and choose , δg, and δφ to be sufficiently small (e.g. 10
−6).
Search for a Feasible Direction – Before Each RTO Iteration
2. Set  := , δg := δg, and δφ := δφ. Set P := 1.
3. Check the feasibility of the 0-robustness projection – (11) with estimated
gradients ∇gˆp,j(uk) and ∇φˆp(uk) in place of the plant gradients ∇gp,j(uk)
and ∇φp(uk) – for the given choice of , δg, and δφ.
If the 0-robustness does not have a solution, set  := 0.5, δg := 0.5δg,
δφ := 0.5δφ, and attempt to re-solve the problem. If  ≺ , δg ≺ δg,
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and δφ < δφ, but the projection is still infeasible, then either (i) declare
convergence and go to Step 5 or (ii) apply a local perturbation to the
system to refine the gradient estimate and the corresponding uncertainty
set, and then return to Step 2. If the 0-robustness problem is feasible,
proceed to Step 4.
4. Check the feasibility of the P -robustness projection for the resulting choice
of , δg, and δφ, where P defines the gradient uncertainty set in the
following manner:
∇gp,j(uk) := ∇gˆp,j(uk) + P
(
∇gp,j(uk)−∇gˆp,j(uk)
)
∇g
p,j
(uk) := ∇gˆp,j(uk) + P
(
∇g
p,j
(uk)−∇gˆp,j(uk)
)
∇φp(uk) := ∇φˆp(uk) + P
(
∇φp(uk)−∇φˆp(uk)
)
∇φ
p
(uk) := ∇φˆp(uk) + P
(
∇φ
p
(uk)−∇φˆp(uk)
) , (32)
where the upper and lower bounds on the right-hand side are always the
original robust bounds. If the P -robustness projection does not have a
solution, set P := P − 0.05 and attempt to re-solve the projection. Oth-
erwise, solve the P -robust projection (28) for the bounds defined in (32)
to obtain u¯∗k+1.
Termination – Declared Convergence to KKT Point
5. If  ≺ , δg ≺ δg, δφ < δφ, terminate, with u¯∗k+1 := uk.
Implicit in the above algorithm is the notion that the uncertainty set reduces
to the gradient estimate in the 0-robustness case. This make sense from a
statistical perspective, as the estimate will usually be the best guess of the
gradient in some statistical sense. Finally, we note that the reduced bounds
(32) should be used instead of the original bounds in the filter gain bound of
(30).
2.3. Examples
We return to the RTO problem that was used as the illustrative example in
Section 4 of the companion paper:
minimize
u1,u2
φp(u) = (u1 − 0.5)2 + (u2 − 0.4)2
subject to gp,1(u) = −6u21 − 3.5u1 + u2 − 0.6 ≤ 0
gp,2(u) = 2u
2
1 + 0.5u1 + u2 − 0.75 ≤ 0
gp,3(u) = −u21 − (u2 − 0.15)2 + 0.01 ≤ 0
u1 ∈ [−0.5, 0.5], u2 ∈ [0, 0.8]
, (33)
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and has both a “difficult” and an “easy” scenario, which correspond to the
initial starting points of u0 = [−0.5, 0.05] and u0 = [0, 0.4]. We will refer to
these as Problem A and Problem B, respectively.
As in the companion work, we consider a number of algorithms, and refer
the reader to the first paper for the details regarding the basic implementation
(i.e. the choice of projection parameters, Lipschitz constants, and algorithm
definitions). In this section, we will essentially repeat the trials of the previous
work but will work with noisy gradient estimates3:
∂gˆp,j
∂ui
∣∣∣
uk
=
∂gp,j
∂ui
∣∣∣
uk
+ σκjiU [−1, 1]
∂φˆp
∂ui
∣∣∣
uk
=
∂φp
∂ui
∣∣∣
uk
+ σκφ,iU [−1, 1]
, (34)
i.e. each derivative is corrupted by additive uniform noise that is proportional,
via the adjustable scalar σ, to its Lipschitz constant. For the cost, we choose
the constants κφ = [2.2 0.35]
T .
Defining the performance measure of an algorithm as the sum of its opti-
mality losses:
L =
kf∑
i=0
[φp(ui)− φp(u∗)] , (35)
with kf the final iteration (1,000 for A and 100 for B) and u
∗ the plant optimum,
we consider the following four implementations:
I. The nominal case (0-robustness with σ = 0).
II. The 0-robustness case, where the noisy gradients are used directly in the
projection with σ > 0.
III. The robust-projection case where the magnitude of σ is assumed to be
known and the following bounds are adopted:
∇gˆp,j(uk)− σκj  ∇gp,j(uk)  ∇gˆp,j(uk) + σκj
∇φˆp(uk)− σκφ  ∇φp(uk)  ∇φˆp(uk) + σκφ . (36)
Partial robustness is accepted by reducing the bounds as in (32) when the
robust projection is infeasible.
IV. The robust-projection case where no knowledge of σ is assumed, a general
uncertainty of σ∇ = 1 is chosen, and the general-purpose bounds (14)
are used. Here, m := 0.5m, with m recalculated at each iteration as
the maximal value of m that leads to an infeasible problem for (28). This
value is easy to determine via a simple bisection algorithm and, on average,
3We use U [−1, 1] directly in the equations to denote a random number drawn from U [−1, 1].
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solving 10-20 linear programs with the constraint set (28). The choice of
setting m to half of m is heuristic, and represents a compromise between
robustness of the SCFO and convergence speed (as using m directly could
lead to very slow progress due to the numerator of (30) being equal to −δφ
consistently).
We present the entire set of results (a total of 100 simulated trials) in Tables
1 and 2. While no definitive conclusions are possible, we attempt to highlight
the major noticeable trends and to provide insight for them as follows:
• As expected, using stronger RTO algorithms results in better performance.
This may be seen by comparing the performance of the random-step al-
gorithm to the others for both Problems A and B.
• In general, adding noise to the gradients lowers performance. The sole
exception is Case 16, where the algorithm just happens to take an alternate
path and obtains relatively better performance as a result (Figure 3). A
more common effect of the noise is illustrated in Figure 4.
• Implementation III gives consistently better results than Implementation
II for Problem A when the noise is moderate (σ = 0.3) to high (σ = 0.5). A
very likely reason is that the constraints play a major role in this problem,
and not avoiding them enough may lead to either premature or slower
convergence. As the SCFO and their implementation scheme are designed
to encourage a certain back-off from the constraints until approaching
them becomes a necessity for cost improvement, it may be expected that
robustly enforcing the SCFO will keep the algorithm farther away from the
constraints. Not doing so, in turn, would lead to them being approached
quicker and thus to slower convergence, which would explain the loss in
performance.
• By contrast, Implementation III only gives consistently better perfor-
mance for Problem B when the algorithm is very poor (i.e. the random-
step algorithm). Otherwise, Implementation II consistently does better.
While this may seem puzzling, it may be explained by the simple observa-
tion that the SCFO are not crucial for this particular problem and may,
in fact, make things worse. Unlike Problem A, the presence of only a sin-
gle relevant constraint makes robust projections less vital with respect to
performance, in that it is easier for the algorithm to navigate the feasible
region without running into the constraint, even with corrupted estimates.
At the same time, the inherent drawback of the projection used to enforce
the SCFO is that it compresses the feasible space of the RTO target based
on local gradient information, which, when the initial target is very good
(as is the case with a good RTO algorithm), may divert this target into a
direction that is not as optimal. With a bad algorithm, however, such a
diversion does not hurt and may indeed lead to better performance than
if no robustness were encouraged, and this is seen with the random-step
algorithm.
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• Premature convergence becomes more difficult to avoid when the noise is
high and Implementation II is used. However, using Implementation III
in this case may help avoid it (see Figure 5). Premature convergence is
often seen for Problem A when the noise is high.
• The difficulty in avoiding premature convergence to gp,3 (as in Figure 5)
may be explained by Theorem 1, as this region of the input space contains
an (unstable) KKT point at u = [−0.09, 0.11], and it is sufficient for the
plant gradients corresponding to this point to be included in any Mk
generated at points close by to render the projection infeasible, which in
turn leads to reductions in P and thus less robustness. This suggests
that unstable KKT points may “obtain” a certain stability due to the
uncertainty in the gradients.
• Using Implementation IV leads to somewhat haphazard performance, but
this is likely due to the somewhat brute choice of gradient uncertainty,
which was, again, taken as σ∇ = 1 for all functions. In many cases,
it seems to yield optimality losses that are somewhere in between those
achieved by Implementations II and III. There are also occasions when
it outperforms both, however (see Cases 37, 47, 97, 100). This is, in
some sense, encouraging as it shows that a method with significantly fewer
assumptions and a fairly brute choice of uncertainty may nevertheless yield
acceptable results.
3. Inaccurate Measurement or Estimation of the Constraints
We recall that Conditions (4) and (6) depend on knowing the values of
gp,j(uk). In practice, however, the constraint value gp,j(uk) may not be mea-
sured directly. It could, for example, be estimated from (measured) outputs.
Additionally, even when measured directly via a sensor, there is likely to be
noise and measurement errors that prevent us from having accurate knowledge
of the real constraint value. When the values are inaccurate, it follows that
the upper bound values on the filter gains may be higher than they truly are,
which in turn jeopardizes the feasibility guarantees. There is also the chance of
premature convergence as the Boolean trigger in (4) may not be activated when
it should be.
Here, we proceed to derive the robust version of these conditions by propos-
ing different ways to bound the value of gp,j(uk) at each iteration, and demon-
strate their effectiveness with a number of simulated trials.
3.1. Bounding Constraint Values
Let a constraint value for the iteration k be bounded from above with some
satisfactory confidence as:
gp,j(uk) ≤ gp,j(uk). (37)
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Table 1: Performance of different schemes with noisy gradient estimates for Problem A. The
following abbreviations are used: IT – Ideal Target, GD – Gradient Descent, MA – Modifier
Adaptation, TS – Two Step, RS – Random Step, Algo. – Algorithm, Imp. – Implementa-
tion. Asterisks denote the cases that did not reach the neighborhood of the optimum due to
premature convergence to the third constraint.
Case Algo. σ Imp. L
1 IT 0 I 73.54
2 IT 0.1 II 75.24
3 IT 0.1 III 76.03
4 IT 0.1 IV 75.29
5 IT 0.3 II 118.04
6 IT 0.3 III 82.16
7 IT 0.3 IV 85.06
8 IT 0.5 II 437.69*
9 IT 0.5 III 300.44
10 IT 0.5 IV 442.52*
11 GD 0 I 94.05
12 GD 0.1 II 116.61
13 GD 0.1 III 125.42
14 GD 0.1 IV 108.73
15 GD 0.3 II 171.15
16 GD 0.3 III 93.29
17 GD 0.3 IV 124.99
18 GD 0.5 II 431.06*
19 GD 0.5 III 434.73*
20 GD 0.5 IV 428.58*
21 MA 0 I 67.70
22 MA 0.1 II 67.10
23 MA 0.1 III 68.74
24 MA 0.1 IV 69.08
25 MA 0.3 II 102.00
26 MA 0.3 III 77.34
27 MA 0.3 IV 84.66
28 MA 0.5 II 549.77*
29 MA 0.5 III 470.45*
30 MA 0.5 IV 433.94*
31 TS 0 I 76.40
32 TS 0.1 II 77.46
33 TS 0.1 III 78.83
34 TS 0.1 IV 75.84
35 TS 0.3 II 102.48
36 TS 0.3 III 94.76
37 TS 0.3 IV 86.42
38 TS 0.5 II 449.62*
39 TS 0.5 III 447.36*
40 TS 0.5 IV 444.23*
41 RS 0 I 82.40
42 RS 0.1 II 84.83
43 RS 0.1 III 92.52
44 RS 0.1 IV 79.32
45 RS 0.3 II 124.25
46 RS 0.3 III 102.02
47 RS 0.3 IV 97.83
48 RS 0.5 II 304.69
49 RS 0.5 III 164.62
50 RS 0.5 IV 195.73
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Table 2: Performance of different schemes with noisy gradient estimates for Problem B.
Case Algo. σ Imp. L
51 IT 0 I 1.12
52 IT 0.1 II 1.15
53 IT 0.1 III 1.18
54 IT 0.1 IV 1.18
55 IT 0.5 II 1.26
56 IT 0.5 III 1.62
57 IT 0.5 IV 1.31
58 IT 1.0 II 2.20
59 IT 1.0 III 2.54
60 IT 1.0 IV 2.39
61 GD 0 I 1.15
62 GD 0.1 II 1.16
63 GD 0.1 III 1.26
64 GD 0.1 IV 1.23
65 GD 0.5 II 1.30
66 GD 0.5 III 1.46
67 GD 0.5 IV 1.19
68 GD 1.0 II 2.00
69 GD 1.0 III 2.45
70 GD 1.0 IV 2.36
71 MA 0 I 1.14
72 MA 0.1 II 1.16
73 MA 0.1 III 1.19
74 MA 0.1 IV 1.19
75 MA 0.5 II 1.31
76 MA 0.5 III 1.60
77 MA 0.5 IV 1.39
78 MA 1.0 II 2.56
79 MA 1.0 III 2.71
80 MA 1.0 IV 2.48
81 TS 0 I 1.19
82 TS 0.1 II 1.24
83 TS 0.1 III 1.23
84 TS 0.1 IV 1.20
85 TS 0.5 II 1.39
86 TS 0.5 III 1.75
87 TS 0.5 IV 1.36
88 TS 1.0 II 2.83
89 TS 1.0 III 2.58
90 TS 1.0 IV 2.64
91 RS 0 I 1.51
92 RS 0.1 II 1.52
93 RS 0.1 III 1.44
94 RS 0.1 IV 1.23
95 RS 0.5 II 1.76
96 RS 0.5 III 1.49
97 RS 0.5 IV 1.27
98 RS 1.0 II 2.81
99 RS 1.0 III 2.03
100 RS 1.0 IV 1.65
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Case 11
σ = 0
Case 16
σ = 0.3
Figure 3: An algorithm may take a different path in the presence of noise and thereby obtain
very different performance (here, the performances are nearly identical, despite the presence
of noisy gradients in Case 16). As in the previous paper, the red points denote the iterates,
the green point denotes the plant optimum, and the thin black lines the contours of the cost
function for the left-hand figures. For the figures on the right, the blue line denotes the actual
plant cost value at each iteration, while the dotted black line denotes the cost value at the
plant optimum.
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Figure 4: Effect of increasing gradient noise on algorithm performance.
21
−0.5 0 0.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
u1
u
2
200 400 600 800 1000
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Iteration
φ p
(u 1
,
u
2)
−0.5 0 0.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
u1
u
2
200 400 600 800 1000
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Iteration
φ p
(u 1
,
u
2)
Case 8
Case 9
Figure 5: Robust projection (Case 9) may help avoid premature convergence (Case 8).
Since:
−gp,j(uk)
nu∑
i=1
κji|u∗k+1,i − uk,i|
≤ −gp,j(uk)nu∑
i=1
κji|u∗k+1,i − uk,i|
, (38)
it follows that:
Kk ≤ min
j=1,...,ng
 −gp,j(uk)nu∑
i=1
κji|u∗k+1,i − uk,i|

⇒ Kk ≤ min
j=1,...,ng
 −gp,j(uk)nu∑
i=1
κji|u∗k+1,i − uk,i|

, (39)
with the left-hand side being the robust feasibility condition.
We note that (39), while conceptually robust, may suffer considerable prac-
tical drawbacks if the upper bound on the true constraint value is very conserva-
tive. As such, we now propose several ways in which this bound may be chosen
and how, if necessary, it may be refined so as to yield the desired performance
with increasing iterations.
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Theorem 2. (Robust Upper Bounds on Constraint Values)
Any of the following choices for gp,j(uk) satisfy (37):
(i) gp,j(uk) = 0.
(ii) gp,j(uk) = gˆp,j(uk)−wj, where gˆp,j(uk) is the measured or estimated value
of the constraint at iteration k, and wk,j is an additive noise/error term,
with the lower bound wj ≤ wk,j , ∀k.
(iii) gp,j(uk) =
1
nΣ
k
i=k−n+1 gˆp,j(ui)− wj(n), where uk = uk−1 = ... = uk−n+1
and wj(n) ≤ 1nΣki=k−n+1wi,j is a lower bound on the mean of n noise/error
terms.
(iv) gp,j(uk) = gp,j(u) +
nu∑
i=1
κji|uk,i − ui|, ∀u ∈ I.
Proof. (i) Follows from the robust guarantee of feasibility due to (39).
(ii) Follows from the definition of gˆp,j(uk) and the lower bound on wk,j :
gˆp,j(uk) = gp,j(uk) + wk,j
⇒ gp,j(uk) = gˆp,j(uk)− wk,j ≤ gˆp,j(uk)− wj . (40)
(iii) Follows a similar derivation to (ii):
gˆp,j(uk−i+1) = gp,j(uk) + wk−i+1,j , i = 1, ..., n
⇒ ngp,j(uk) =
k∑
i=k−n+1
gˆp,j(ui)−
k∑
i=k−n+1
wi,j
⇒ gp,j(uk) = 1
n
k∑
i=k−n+1
gˆp,j(ui)− 1
n
k∑
i=k−n+1
wi,j
⇒ gp,j(uk) ≤ 1
n
k∑
i=k−n+1
gˆp,j(ui)− wj(n)
. (41)
(iv) Follows directly from the Lipschitz bound (9). 
As all of these four bounds are valid, we may simply take their minimum as
gp,j(uk) in implementation. We make the following remarks:
• Bound (i) is not useful as it essentially results in Kk = 0. However, it
is important since it guarantees that feasibility is kept in the worst case,
when Bounds (ii)-(iv) cannot guarantee gp,j(uk) < 0.
• The nature of Bounds (ii) and (iii) is largely stochastic if one assumes
that the noise comes from some probability distribution. In many cases, we
may expect that gp,j(uk)→ gp,j(uk) as n→∞ in Bound (iii). Bound (iii)
would naturally come into play whenever Bound (i) is used for consecutive
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iterations. For obtaining the lower bounds on the noise, we note that wj
may be obtained directly from the probability distribution of the noise,
while wj(n) may be approximated using Monte Carlo sampling.
• Bound (iv) is innately deterministic, but becomes stochastic when Bounds
(ii) and (iii) from previous measurements are used.
Also important is the Boolean nature of the projection condition:
∀j : gp,j(uk) ≥ −j , (42)
which will be corrupted if gˆp,j(uk) is used instead. Although this condition is
met “on average” in some cases (i.e. when the noise or error is zero-mean), we
propose to make it robust by implementing the following instead:
∀j : gp,j(uk) ≥ −j , (43)
as this guarantees that a local descent in the constraint is always enforced when
the true value is -active, and thereby precludes the possibility of premature
convergence due to inaccurate constraint values.
3.2. Examples
We consider the same two problems as before, but this time corrupt the
constraint measurements as in (40), with wk,j ∼ N (0, (σgj)2), which essentially
means that the noise is somehow proportional (via the constant σg, which is
varied for test purposes) to the maximum absolute value, or the range, of the
constraint on the relevant input space. The lower bound wj is chosen as −3σgj ,
which corresponds to 99.85% confidence, and the standard variance reduction
law for a normally distributed noise, wj(n) = −3σgj/
√
n, is used.
The results of the numerical trials are presented in Tables 3 and 4, and are
in line with what would be expected, as augmenting the noise in all cases leads
to consistently poorer performance. We illustrate this through the examples
in Figures 6 and 7. To show that the algorithm is able to approach the plant
optimum asymptotically, even when the noise is quite large, we re-run the prob-
lem of Case 124 for 500 iterations instead of 100, which shows that the offset
from the optimum is gradually reduced as the noise is filtered out (Figure 8).
Although hard to see in this figure, we note that the final set of iterates actually
violates the constraint, if only slightly. This is, however, due to the probabilistic
nature of Bounds (ii) and (iii) and could be remedied by choosing an even higher
confidence level.
4. Lipschitz Constants and the Quadratic Upper Bound
It is clear that both the Lipschitz constants for the constraints and the
quadratic upper bound on the cost, as defined in (9) and (10), play vital roles
in enforcing the SCFO by acting to determine an input filter gain that both
preserves feasibility and yields a step that decreases the cost at the following
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Table 3: Performance of different schemes with noisy constraint estimates for Problem A.
Case Algo. σg L
1 IT 0 73.54
101 IT 0.001 84.54
102 IT 0.002 112.48
103 IT 0.004 304.14
11 GD 0 94.05
104 GD 0.001 108.17
105 GD 0.002 154.69
106 GD 0.004 476.42
21 MA 0 67.70
107 MA 0.001 80.06
108 MA 0.002 105.81
109 MA 0.004 271.59
31 TS 0 76.40
110 TS 0.001 105.45
111 TS 0.002 121.75
112 TS 0.004 315.49
41 RS 0 82.40
113 RS 0.001 117.59
114 RS 0.002 127.77
115 RS 0.004 393.02
Table 4: Performance of different schemes with noisy constraint estimates for Problem B.
Case Algo. σg L
51 IT 0 1.12
116 IT 0.005 1.60
117 IT 0.010 1.91
118 IT 0.020 5.02
61 GD 0 1.15
119 GD 0.005 1.63
120 GD 0.010 2.23
121 GD 0.020 6.47
71 MA 0 1.14
122 MA 0.005 1.48
123 MA 0.010 2.04
124 MA 0.020 5.09
81 TS 0 1.19
125 TS 0.005 1.62
126 TS 0.010 2.20
127 TS 0.020 6.45
91 RS 0 1.51
128 RS 0.005 1.95
129 RS 0.010 2.93
130 RS 0.020 7.37
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Figure 6: RTO performance for Problem A with increasing noise levels in the constraint
measurements. The magnitude of the noise is illustrated by giving, in blue, the contours of
the constraints with back-offs equal to −wj .
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Figure 7: RTO performance for Problem B with increasing noise levels in the constraint
measurements.
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Figure 8: A longer simulation of Case 124 showing that the offset from the optimum may be
eliminated as the noise is filtered out with increasing iterations.
iteration. Additionally, the Lipschitz constants may play other roles as well, such
as serving as the ultimate lower and upper bounds on the gradient estimate, as
in (15), and helping define an upper bound on a constraint function value as
proposed in Theorem 2. However, depending on the application, the choice of
a given Lipschitz constant or, further yet, the values of the quadratic upper
bound, may not be trivial.
In this section, we treat these issues in some detail, starting with the idea of a
Lipschitz constant and demonstrating that, despite its somewhat mathematical
origin, it has a physical significance that may become apparent quite readily in
some applications. We then extend to the cases where this is not so, and propose
other means to define the constants, or to relax the resulting upper bounds by
using all of the data obtained by the RTO algorithm during operation. We finish
by carrying out a similar discussion for the quadratic upper bound, and look at
the cases where it may or may not be crucial. Examples are given throughout
the section to supplement the presented ideas where necessary.
4.1. The Physical Meaning of Lipschitz Constants
The vast majority of mathematical works present the (strict) Lipschitz con-
stant as a single constant, κj ∈ R, that meets the following criterion:
|gp,j(uk+1)− gp,j(uk)| < κj‖uk+1 − uk‖
∀uk,uk+1 ∈ I \ {uk,uk+1 : uk = uk+1}
, (44)
for some choice of norm. While useful for many conceptual reasons, such as prov-
ing that certain optimization algorithms converge in finite time (e.g. Fletcher,
1987, Section 2.5), or even concrete algorithms, such as the Lipschitz optimiza-
tion branch of global optimization (Horst et al., 1995, Ch. 5), the Lipschitz
constant as defined in (44) remains a very abstract thing – when gp,j(u) is a
real plant constraint, it is difficult to find a physical and understandable inter-
pretation to κj as defined in (44), apart from saying that it is the “worst-case
relative change in the constraint for a perturbation in the inputs with respect to
some norm”. As a result, even an experienced plant operator or engineer – one
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B
Tr
T j
ω
A + B→ C
B→ D
A,B,C,D
Figure 9: The schematic of the CSTR setup for Problem (45).
who is well familiar with the system at hand – may find it difficult to provide a
value of κj that is not overly conservative. Additionally, while some work has
been done on estimating Lipschitz constants in the numerical context (Hansen
et al., 1992; Meewella & Mayne, 1988; Wood & Zhang, 1996), these are often
limited to low-dimensional cases and would be difficult to apply in RTO.
This is a major reason for our choosing to work with univariate Lipschitz
constants as defined by (9) and (15). As stated in the latter, the practical
meaning of a given Lipschitz constant when defined this way is quite clear – it
is simply the maximal sensitivity of a single constraint to a single input, or, in
layman’s terms, it is “the largest relative increase that one can observe in the
constraint value when perturbing a single given input”. Such a definition, we
believe, has a much more concrete interpretation, as may be illustrated by the
following example.
Example – Lipschitz Constants for a CSTR with Two Reactions
Consider a continuous-stirred tank reactor (CSTR) that is fed with reactants
A and B and has an outlet stream of both reactants and products A, B, C,
and D, with the reactor temperature, Tr, controlled by manipulating the tem-
perature of the inlet stream to the surrounding jacket, Tj . An impeller mixes
the contents with the velocity ω (Figure 9). Two reactions, A + B → C and
B → D, take place in the reactor and have kinetics that vary with both the
temperature and the mixing rate.
Suppose now that the feed rates of A and B are fixed, and the goal is to
optimize the steady-state yield, γ, of C. The manipulated variables are chosen as
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the temperature of the jacket inlet and the velocity of the impeller. Additionally,
there is a maximum-temperature constraint on Tr, past which it is believed that
the reactions produce very undesirable results. Product D is also considered as
undesirable and the number of moles of D that are produced, nD, is required
to be kept below a certain threshold. Adding the fact that both the jacket
inlet temperature and the velocity of the impeller are to be kept within certain
operating bounds, this translates into the following RTO problem:
maximize
Tj ,ω
γ(Tj , ω)
subject to Tr(Tj , ω) ≤ TUr
nD(Tj , ω) ≤ nUD
TLj ≤ Tj ≤ TUj , ωL ≤ ω ≤ ωU
. (45)
This problem has two input variables, Tj and ω, and two uncertain constraint
functions, Tr(Tj , ω) and nD(Tj , ω), thereby resulting in four Lipschitz constants:
κTr,Tj , κTr,ω, κnD,Tj , and κnD,ω.
Suppose that this is a process where the enthalpies of reaction are close to 0,
i.e. the reactions contribute very little to the temperature change in the CSTR.
In this case, κTr,Tj may be set to 1 – e.g. increasing the jacket inlet temperature
by 10◦C cannot increase the reactor temperature by more than 10◦C.
For κTr,ω, we may rely on our experience and past observations that changing
impeller velocity has negligible effect on the temperature at steady state. We
could therefore set κTr,ω to 0, or to a very small value. For these two Lipschitz
constants, the choice is relatively simple.
κnD,Tj and κnD,ω require some work, however, since the exact relations be-
tween the number of moles of D produced and the jacket inlet temperature and
impeller velocity are more complicated than the heat transfer case above. Here,
we may fall back on modeling and simulations to compute an estimate of the
worst-case sensitivities, and then, for example, take a multiple of these estimates
as a further safety precaution. If no model is available, we may fall back on past
experimental data, if not for precisely this process then for a similar one, in
hopes of obtaining a reasonable estimate. If this is not possible, then an overly
conservative large value may be chosen, this latter corresponding to the least
desirable scenario.
The above example serves to show a hierarchy by which one may proceed to
choose the Lipschitz constants for a given process:
i. Use the physical laws of the process to choose the Lipschitz constants based
on natural bounds that cannot be exceeded.
ii. Numerically calculate the maximal sensitivities of a model of the process
(e.g. a first-principles model). Then, augment these values by a safety
factor that depends on the lack of confidence in the model.
iii. Study past experimental input-output data to get a sense for what the
sensitivities usually are and how large they may become. Then, augment
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these values by a safety factor that depends on how valid and global these
experimental data are.
iv. Use overly large, but safe, values for the Lipschitz constants.
In the discussion that follows, we go through some special cases of these
methods, all of which are used to choose the Lipschitz constants prior to opti-
mization, and then extend on them by showing how data obtained during the
RTO iterations may be used to further improve on the bound of (9).
4.2. Obtaining and Refining Lipschitz Bounds
4.2.1. Exploiting Direction
In all of the discussion in both this and the companion paper, we have chosen
to use the same Lipschitz constant for both the lower and upper bounds on a
given derivative, as in (15). However, there is no reason to limit ourselves to
such a definition, and it is generally advised that the distinction between the
lower and upper Lipschitz constants be made:
κji <
∂gp,j
∂ui
∣∣∣
u
< κji, ∀u ∈ I, (46)
as doing so has the advantage of less conservatism.
As an example, we may return to the CSTR problem and consider the effect
of Tj on Tr, noting now that it is very unlikely that decreasing Tj will ever
increase Tr, which implies that the sensitivity is always positive. We could
thereby set κTr,Tj = 0 and κTr,Tj = 1.
Following the same logic as in (21), we may define the refinement analyti-
cally:
nu∑
i=1
κji|u∗k+1,i − uk,i| ≥
nu∑
i=1
max
(
κji(u
∗
k+1,i − uk,i), κji(u∗k+1,i − uk,i)
)
, (47)
which, in the CSTR example, proves useful as it does not assume a growth in
the constraint value regardless of direction (as is done with the absolute value
on the left-hand side). For simplicity, we will continue to use the left-hand-side
form for the remainder of this document, but emphasize that the right-hand side
can, and should, be substituted into any expressions employing the Lipschitz
bound.
4.2.2. Exploiting Sparsity in the Jacobian
The Jacobian matrix is an ng×nu matrix of constraint-to-input sensitivities,
each of which has a corresponding Lipschitz constant. In practice, it may often
occur that this matrix is not full and that some of its elements may be 0 due
to a complete absence of a relationship between a given constraint and a given
input. When such cases can be confirmed with certainty in applications (from
natural physical laws or the setup of the problem), the corresponding Lipschitz
constants would be 0 as well.
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4.2.3. Exploiting Partial Parametric Uncertainty
In many applications, a model of the constraints may be available. While it is
generally risky to assume that all of the errors in such models may be described
fully by the uncertain model parameters, it may nevertheless occur that certain
parts of the constraints are fairly well-modeled and may be assumed to err in
the parameters only. If this is the case, then the choice of a given Lipschitz
constant may be made by solving a numerical optimization problem.
For example, consider a two-input RTO problem where one of the constraints
is described by the model:
gj(u, θ) = 2u1 + θu
2
2, (48)
and where the relevant input space is defined by u1, u2 ∈ [0, 1] and the unknown
parameter θ is assumed to vary between 1 and 5. If we know that the term θu22
is the only means by which u2 enters into this constraint and are sure that
the parameter θ captures the modeling error fully, then we may calculate the
Lipschitz constants κj2 and κj2 by simply evaluating the following:
inf
θ ∈ [1, 5]
u1, u2 ∈ [0, 1]
∂gj(u, θ)
∂u2
, sup
θ ∈ [1, 5]
u1, u2 ∈ [0, 1]
∂gj(u, θ)
∂u2
, (49)
which, in this case, gives κj2 = 0 and κj2 = 10. These values can be further
refined online if we only consider a local subspace of the relevant input space,
defined by the current iterate and the projected RTO target:
Ik = {u : min
(
uk,i, u
∗
k+1,i
) ≤ ui ≤ max (uk,i, u∗k+1,i) , i = 1, ..., nu}, (50)
i.e. the box formed by the two points. Since we cannot leave this subspace
between iterations k and k + 1, it follows that the Lipschitz constants may be
found by the same means as in (49) but with the constraint u1, u2 ∈ Ik, which
may tighten the gap between κj2 and κj2 significantly.
We do note that numerical problems like (49) may not always be easily
solved, however, and require reliable global optimization.
4.2.4. Exploiting Partial Local Concavity
A significant relaxation to the Lipschitz bound may be made if a plant
constraint is assumed to be concave in some of the variables on the local input
space Ik.
Theorem 3. (Concavity-Based Relaxation of the Linear Upper Bound)
Let gp,j be strictly concave
4 in v = {u1, ..., uc}, ∀u ∈ Ik, with the remaining
variables denoted by z = {uc+1, ..., unu}. Then, the following relaxation of (9)
is valid:
4To stay in line with the previous theory of strict upper bounds generated by the Lipschitz
constants, we will, for simplicity, assume strict concavity.
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gp,j(uk+1)− gp,j(uk) <
c∑
i=1
∂gp,j
∂ui
∣∣∣
uk
(uk+1,i − uk,i) +
nu∑
i=c+1
κji|uk+1,i − uk,i| . (51)
Proof. We start by decomposing the evolution of gp,j into the concave and
non-concave portions:
gp,j(uk+1)− gp,j(uk) =
[gp,j(vk+1, zk)− gp,j(vk, zk)] + [gp,j(vk+1, zk+1)− gp,j(vk+1, zk)]
. (52)
From strict concavity and from the partial version of (9), we have:
gp,j(vk+1, zk)− gp,j(vk, zk) ≤
c∑
i=1
∂gp,j
∂ui
∣∣∣
uk
(uk+1,i − uk,i)
gp,j(vk+1, zk+1)− gp,j(vk+1, zk) ≤
nu∑
i=c+1
κji|uk+1,i − uk,i|
, (53)
with strict inequality for the top and bottom cases provided that vk+1 6= vk and
zk+1 6= zk, respectively. Since only uk+1 6= uk is being considered (the linear
upper bound not being of interest otherwise), it follows that at least one of the
inequalities is strict, and that the two may then be added to yield (51). 
Substituting in the input filter law and following a similar derivation to that
of Theorem 2 in the companion work, it is simple to show that we may enforce
gp,j(uk+1) < 0 via the following condition on Kk:
Kk ≤ −gp,j(uk)c∑
i=1
∂gp,j
∂ui
∣∣∣
uk
(u∗k+1,i − uk,i) +
nu∑
i=c+1
κji|u∗k+1,i − uk,i|
, (54)
provided that the denominator is positive (otherwise, the feasibility-guaranteeing
Kk has no upper limit and may be set to 1). It is clear that every additional
input in which gp,j is concave will lead to an increase in the upper bound on
Kk by virtue of:
∂gp,j
∂ui
∣∣∣
uk
(u∗k+1,i − uk,i) < κji|u∗k+1,i − uk,i|, i = 1, ..., c. (55)
The robust version of (54), which takes into account the uncertainty in the
derivatives and the constraint measurements (as outlined in the previous sec-
tions) may be obtained by making the following substitutions:
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c∑
i=1
∂gp,j
∂ui
∣∣∣
uk
(u∗k+1,i − uk,i)→
c∑
i=1
max
(
∂gp,j
∂ui
∣∣∣
uk
(u∗k+1,i − uk,i),
∂g
p,j
∂ui
∣∣∣
uk
(u∗k+1,i − uk,i)
)
gp,j(uk)→ gp,j(uk)
, (56)
where the bounded derivatives are the original robust bounds corresponding
to the fully robust case, and not those obtained after reducing the bounds as
described in Section 2.
While assuming plant data to have special structures like concavity is not
new conceptually (Ubhaya, 2009), it is not a standard assumption and virtually
absent in RTO, with the recent work in Bunin et al. (2012) appearing to be the
first attempt to exploit such special structures in the RTO context. This does
not, however, preclude the existence of cases where such assumptions would
be justified. Taking again the example in (48), we see that such an assump-
tion could be made if we knew that the parameter θ were negative (since the
constraint would then be globally concave in u2). Alternatively, one could use
available plant data to test if a concave model might be an appropriate fit for
the data in a given neighborhood – such tests are tractable and can be done
online (Boyd & Vandenberghe, 2008, Section 6.5)(Bunin et al., 2013a). While
potentially more risky, the latter presents a data-driven way to help validate, or
even “discover”, such an assumption.
Example – Assumption of Concavity for Problem A
We again consider Problem A, for which we know that the first and third
constraints are globally concave, and examine the performance benefits brought
by assuming this structure formally. Namely, we compare the performance of
the ideal-target algorithm over 200 iterations when: (a) no concavity is assumed
and the standard Lipschitz constants are used throughout, (b) concavity with
respect to u1 is assumed for the two concave constraints, (c) concavity with
respect to u2 is assumed for the two concave constraints, and (d) concavity with
respect to both inputs is assumed for both constraints. The performances are
given in Table 5 and in Figure 10, which demonstrate how such an assumption
on the structure of the constraint function may lead to dramatic improvements
in performance.
4.2.5. Using Previous Measurements
As illustrated in the companion work, the Lipschitz bound around a strictly
feasible input point essentially generates a polytope that is guaranteed to contain
only strictly feasible points with regard to gp,j :
Lk,j =
{
u : gp,j(uk) +
nu∑
i=1
κji|ui − uk,i| ≤ 0
}
, (57)
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Figure 10: Improvement in RTO performance that results from assuming partial concavity in
the constraint functions.
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Table 5: Performance of the ideal-target scheme with different assumptions regarding con-
straint concavity for Problem A.
Case Assumption L
131 None 73.54
132 gp,1 and gp,3 concave w.r.t. u1 22.16
133 gp,1 and gp,3 concave w.r.t. u2 63.46
134 gp,1 and gp,3 concave w.r.t. u1, u2 8.17
which can, of course, be refined further with the ideas of Sections 4.2.1 and
4.2.4, and made robust with substitutions like those in (56).
Since every single data point available from prior operation will generate its
own L, we may relieve some of the locality of the Lipschitz bound by observing
that the union of these polytopes LU,j :
LU,j =
k⋃
i=0
Li,j , (58)
must contain only strictly feasible points as well.
This may become useful whenever the RTO algorithm revisits a certain re-
gion of the input space. While an ideal algorithm may be imagined to take a
fairly straight trajectory towards the optimum (and thereby not visit the same
region twice), there are some practical cases when such behavior could occur:
• The algorithm does not perform well due to significant uncertainty in the
gradients (which could lead to haphazard steps).
• The algorithm performs well but converges in a zig-zag manner.
• The algorithm converges, but the RTO problem changes (e.g. due to a
change in user/market demand, which may change the cost function), and
the algorithm must converge to a new optimum.
• Experimental data from the process is available prior to the launching of
the RTO algorithm.
We may then relax the requirement on Kk by finding it in the following
manner:
maximize
Kk,uk+1
Kk
subject to uk+1 = uk +Kk
(
u¯∗k+1 − uk
)
uk+1 ∈
ng⋂
j=1
LU,j
Kk ≤ 1
, (59)
that is, we allow potentially bigger steps if any values of Kk yield inputs be-
longing to feasible polytopes from past iterations. While the feasible space of
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uk
uk +1
*
g p(
u) =
0
gp (uk ) + κi ui − uk , i
i =1
nu∑ < 0
K k
K k
uk +1
uk −1
gp ( ) + κi ui − uk , i
i =1
nu∑ < 0uk −1
  1
Figure 11: Past data may be used to allow for longer input steps. Here, the optimal direction
goes through the feasible polytope around uk−1, which allows the algorithm to take a larger
step than it normally would (the latter given by the blue dot). The two-sided arrows show all
portions of the line search (all values of Kk) that are guaranteed to yield feasible iterates.
(59) may be both disjoint and/or nonconvex, this problem is easy to solve as it
only involves a line search in Kk.
A geometric illustration of this simple concept is given in Figure 11.
Example – Problem B with a Changing Cost Function
To illustrate the above ideas, we consider Problem B and run it for 100
iterations. For the first 49 iterations, the standard definition of the RTO problem
is used. From Iteration 50 onwards, we change the cost function of the problem
to:
φp(u) = (u1 + 0.25)
2 + (u2 − 0.6)2, when k ≥ 50, (60)
which then forces the RTO algorithm to go to the new optimum.
We test this for two cases – one where we do not attempt to relax the
Lipschitz bound by using past measurements and one where we do. The results
are presented in Table 6 and in Figure 12, with the first converging sequence
given by the usual red dots and the second given by blue diamonds (with the
green diamond denoting the plant optimum for the second cost function). We
see that, while the first sequence is the same for both cases (the algorithm does
not visit the same region twice), the second converges to the second optimum
significantly faster when past measurement knowledge is incorporated to relax
the bound on Kk. Clearly, this is because the algorithm is forced to cross
through regions where it has been before.
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Table 6: Performance of the ideal-target scheme when past measurements are exploited to
relax the Lipschitz bound.
Case Past Measurements Used? L
135 No 7.81
136 Yes 2.12
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Figure 12: The use of past data points to relax the Lipschitz bound can yield a significant
improvement in performance for a problem where the cost function changes during operation.
Only the contours for the second cost function are given.
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4.3. Quadratic Upper Bound on the Cost
A lot of the concepts that apply to the Lipschitz constants extend quite
naturally to the quadratic upper bound, which we note is essentially derived
by using the Lipschitz property of the second-order derivatives of a function
(see Lemma 2 in the companion work). However, as experimental second-order
derivatives are significantly more difficult to estimate, or even derive, than the
first-order ones, the idea of a “physical significance” is expected to be absent
for Qφ, and the techniques used to relax or refine Qφ are expected to be less
reliable. Because of these challenges, we start by discussing when a good choice
of Qφ is crucial, as cases where this is not so may not cause problems for the
user. We then go through the different refinement techniques, skipping the
derivations and stating only the results, as many are identical in form to what
has already been given for the first-order Lipschitz cases. We finish by suggesting
a general-purpose adaptive choice of Qφ that would guarantee convergence as
k →∞.
4.3.1. When Does the Choice of Qφ Matter?
Recall that a Qφ with values that are too small can cause the RTO algorithm
to take steps that do not guarantee a decrease in the cost at each iteration, which
in turn loses the conceptual guarantee of finite-time convergence to a KKT point.
On the other hand, defining Qφ with values that are too large can make the
algorithm move very slowly (due to Condition (7)), which causes performance
loss due to slow convergence. Here, we are mainly interested in the former as it
illustrates, at least from the theoretical point of view, a more detrimental case
where the algorithm is not able to converge to an optimum even as k →∞. As
such, we can rephrase the question above as “when does selecting a Qφ that
does not satisfy (10) have a crucial effect on performance?”.
We give a quantitative, though abstract, answer to this question by stating
that whenever
min
j=1,...,ng
 −gp,j(uk)nu∑
i=1
κji|u¯∗k+1,i − uk,i|
 ≤ −2 ∇φp(uk)
T (u¯∗k+1 − uk)
(u¯∗k+1 − uk)TQφ(u¯∗k+1 − uk)
, (61)
the choice of Qφ becomes irrelevant because it does not define the upper bound
on the input filter gain (the latter being defined by the feasibility condition).
We may also consider the robust version of the above:
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min
j=1,...,ng
 −g¯p,j(uk)nu∑
i=1
κji|u¯∗k+1,i − uk,i|
 ≤
−2
nu∑
i=1
max
(
∂φp
∂ui
∣∣∣
uk
(u¯∗k+1,i − uk,i),
∂φ
p
∂ui
∣∣∣
uk
(u¯∗k+1,i − uk,i)
)
(u¯∗k+1 − uk)TQφ(u¯∗k+1 − uk)
. (62)
From this, we may make a number of qualitative observations regarding the
cases where (62) would be satisfied:
• When there are many constraints (large ng).
• When the uncertainty in the constraint measurements/estimates is large
and/or the operating point is close to some constraints (small −gp,j(uk)).
• When the Lipschitz constants are very conservative (large) and few at-
tempts are made to relax them (using the methods of the previous sub-
section, for example).
• When there is little uncertainty in the gradients of the cost function (as
uncertainty would automatically increase the numerator of the right-hand
side, thereby lowering the value of the bound).
The overall statement, and not a surprising one, is that a false choice of
Qφ is not as debilitating when the RTO problem is highly constrained, as this
contributes to lowering the bound on the filter gain to enforce feasibility guar-
antees. This has indeed been observed by us in the numerical trials for Problem
A, where the upper bound on the filter gain given by Condition (7) was never
observed to be active, and where the Kk was always bounded by Condition
(6). By contrast, an unconstrained problem would rely entirely on the proper
choice of Qφ so as not to lose convergence guarantees (depending on the choice
of algorithm).
Our qualitative advice is therefore to take more care with the choice of Qφ
when there are few constraints in the problem and when there is a reasonable
chance of the optimum being unconstrained. That being said, we now present
several methods to make this choice easier or to refine it, many of which are
analogous to the choice and refinement of the Lipschitz bounds.
4.3.2. Choosing and Refining the Quadratic Upper Bound
Referring the reader to Lemma 2 and its derivation in the companion work,
we start by proposing the following relaxation of the second-order Lipschitz
constants M :
M ij <
∂2φp
∂ui∂uj
∣∣∣
u
< M ij , ∀u ∈ I, (63)
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i.e. the second-order analogue of (46). Without going through the derivation,
we note that all of the previously stated concepts, like those of (21), may be
reused here to yield the following relaxation:
(uk+1 − uk)TQφ(uk+1 − uk) ≥
nu∑
i=1
nu∑
j=1
max
(
M ij(uk+1,i − uk,i)(uk+1,j − uk,j),
M ij(uk+1,i − uk,i)(uk+1,j − uk,j)
) , (64)
with the right-hand side substituted for the left-hand side in (7) to relax the
filter gain bound accordingly (provided the right-hand side is positive).
We may then take advantage of this characterization by noting that the
absence of nonlinearity between certain variables and the cost allows M ii,M ii ≈
0 (i.e. negative and positive numbers that are very close to 0, so as to enforce
the strictness of (63)), and that the absence of interaction allows M ij = M ji ≈ 0
and M ij = M ji ≈ 0. This is analogous to exploiting the sparsity in the Jacobian
when defining the first-order Lipschitz constants.
We may also exploit any uncertainty that is known to be exclusively para-
metric. If, for example, we know that the cost can be properly described by:
φ(u,θ) = θ1u
2
1 + θ2u
2
2 + θ1θ2u1u2, (65)
with θ1 ∈ (θ1, θ1) and θ2 ∈ (θ2, θ2), then we can analytically calculate the second
derivatives:
∂2φ
∂u21
= 2θ1,
∂2φ
∂u1∂u2
=
∂2φ
∂u2∂u1
= θ1θ2,
∂2φ
∂u22
= 2θ2, (66)
and then define the M constants as:
M11 = 2θ1,M11 = 2θ1
M12 = M21 = min{θ1θ2 : θ1 ≤ θ1 ≤ θ1, θ2 ≤ θ2 ≤ θ2}
M12 = M21 = max{θ1θ2 : θ1 ≤ θ1 ≤ θ1, θ2 ≤ θ2 ≤ θ2}
M22 = 2θ2,M22 = 2θ2
, (67)
which would then be used in (64).
If the cost is known to be concave in a certain variable, then it follows that
M ii ≤ 0. Likewise, M ii ≥ 0 would result if the relationship were convex.
We can also exploit past measurements. Introducing Fi and defining it as:
Fi =
{
u : φp(ui) +∇φp(ui)T (u− ui)+
1
2
(u− ui)TQφ(u− ui) < φp(uk)
}
,
(68)
we may generate a union of such quadratic sets:
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FU =
k⋃
i=0
Fi, (69)
all of which are guaranteed to contain points with cost function values strictly
inferior to the value at the current iterate. We may then attempt to find a larger
value of Kk by employing a line search like that of (59).
4.3.3. A General Algorithm to Determine Qφ Online
In the interest of simplicity, we propose the following algorithm to adapt Qφ
iteratively when Qφ  0:
1. Set n := 0, Qφ := I, k := 0.
2. RTO Iteration: k := k + 1.
3. If φp(uk) ≥ min
i=n,...,k−1
φp(ui) with sufficiently high confidence, set Qφ :=
2Qφ and n := k.
4. Return to Step 2.
It is easy to show that such an algorithm preserves the guarantee of finite-
time convergence since consistent failure to decrease φp monotonically would
force Qφ → 2∞I, which is clearly a sufficiently high upper bound. A price to
pay for such a simple implementation is that of potentially augmenting the cost
in the beginning. If this is a major concern, then using something greater than
I to initialize the algorithm could also be proposed.
5. Improving Convergence Speed
In this final part, we consider two important scenarios that may improve the
convergence speed of the SCFO-supplemented RTO algorithm. We consider:
• allowing constraint violations during convergence,
• assuming that some of the constraints and/or the cost are known exactly,
and show how these scenarios may be incorporated into the SCFO. For simplic-
ity, we work with the nominal formulations, but note that all of the results that
follow may be made robust with substitutions like (56), and that the relaxed
formulations of Section 4 may also be included with ease.
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5.1. Allowing Constraint Violations
Up to now, we have considered all of the constraints in (1) as being hard, i.e.
as having to be satisfied at every RTO iteration. In practice, however, one is
often confronted with soft constraints as well, which may be violated at certain
iterations and only need to be satisfied upon convergence. We may incorporate
the idea of a soft constraint gp,j into our framework by:
1. Specifying the maximal allowable violation for this constraint and denoting
it by a strictly positive value dj .
2. Specifying a maximal violation integral, dT,j , or the total sum of violations
that we are willing to tolerate over all RTO iterations, which leads to the
constraint:
∞∑
i=0
max(0, gp,j(ui)) ≤ dT,j . (70)
As such, we would allow our RTO algorithm to violate, in the worst case,
gp,j by dj , but would prefer that it not do so indefinitely, and that it return to
the feasible region before the limit (70) is passed.
The first of these requirements may be incorporated quite readily into the
filter gain bound (we skip the derivation as it is akin to that of Theorem 2 in
Bunin et al. (2013d)):
Kk ≤ min
j=1,...,ng
 −gp,j(uk) + djnu∑
i=1
κji|u∗k+1,i − uk,i|
 , (71)
which has the performance-enhancing property of allowing larger steps and gen-
erally faster convergence.
To enforce (70), we propose to gradually decrease dj via the following slack
reduction law for every iteration k where gp,j(uk) ≥ 0:
dj := βjdj , (72)
with βj ∈ [0, 1) the slack reduction law constant.
We now provide a choice of βj that is sufficient for guaranteeing (70).
Theorem 4. (Upper Bound on Slack Reduction Law Constant)
Denote by Ij the set of iteration indices, ordered from smallest to largest,
where gp,j(uk) ≥ 0, i.e. Ij = {i : gp,j(ui) ≥ 0}. If (72) is applied for every
k ∈ Ij, and the following limit on βj is met:
βj ≤ dT,j − dj,0
dT,j
, (73)
where dj,0 is the initial dj value, then (70) is guaranteed.
43
Proof. We may rewrite the violation integral as:
∞∑
i=0
max(0, gp,j(ui)) =
‖Ij‖0−1∑
i=0
gp,j(uIj(i)), (74)
with Ij(0) denoting the first element of Ij .
From the bound (71) and the update (72), we have the guarantee that:
gp,j(uIj(i)) < β
i
jdj,0, (75)
which, in summation, yields:
‖Ij‖0−1∑
i=0
gp,j(uIj(i)) < dj,0
‖Ij‖0−1∑
i=0
βij = dj,0
1− β‖Ij‖0j
1− βj ≤
dj,0
1− βj . (76)
Forcing the right-hand side to be below the desired threshold, dT,j , and
rearranging yields (73). 
Practically, it may occur that the reduction in the slack is too fast and makes
the iterate at k infeasible with respect to the lowered slack at k+1. As a simple
illustration of this, imagine that a given constraint is allowed to be violated by
a value of 4, and that we would like for the total violation integral to remain
below 6, which leads to βj ≤ 13 if we employ (73). Now, imagine that the
first constraint violation takes us straight to a value of 3. Applying the slack
reduction here would lower the slack from 4 to 43 (or less), which would mean
that the next iteration would need to guarantee a constraint value of less than
4
3 , despite the value already being at 3 at the current iteration. As the SCFO
require always being on the feasible side of the constraint, we may handle this
case with the following conditional:
• If gp,j(uk) ≥ βjdj , then find ukˆ, where kˆ is a past iteration having the
best observed cost and satisfying gp,j(ukˆ) < βjdj . Using ukˆ as a reference
– i.e. acting as if it were the current iterate – carry out a standard RTO
iteration with the new slack to determine uk+1.
This basically ensures that: if the algorithm is suddenly in violation of the
constraint with the new slack, then the next iterate is simply obtained from the
most optimal previous iterate where this constraint was met (note that such
an iterate always exists since the initial point, u0, is by assumption feasible
for the 0-slack case). Such a scheme retains all of the original guarantees since
continued constraint violations will eventually reduce the slack to 0 and, as the
algorithm is structured to satisfy the slack constraint always, it will be forced
to be feasible upon complete slack reduction as well. Furthermore, it is easy
to show that convergence will be monotonic in the cost for all iterates that are
feasible with respect to the original 0-slack constraints.
Examples with Soft Constraints
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Table 7: Performance for different RTO problems when soft constraints are used.
Case Problem l L
131 A 0 73.54
137 A 0.005 50.78
138 A 0.020 27.93
139 A 0.050 15.46
51 B 0 1.12
140 B 0.010 0.98
141 B 0.050 0.71
142 B 0.100 0.40
We consider the same two problems as before, but this time soften the con-
straints proportionally to their ranges by specifying the maximal allowable vio-
lations and violation integrals as dj,0 = lj , dT,j = 10dj,0, where l is a parameter
that we can vary to augment or decrease the slack for testing purposes. As the
results all follow the same trend (increasing l increases performance), we only
consider the ideal-target algorithm for each problem and report the results in
Table 7 and Figures 13 and 14. The results are very encouraging as they demon-
strate that not only may a dramatic improvement be achieved by softening the
constraints, but that doing so often does not lead to serious violations – as may
be seen in Figure 13, no violations at all were incurred in the concave constraints
for Problem A even with significant slack. This is most likely due to the way in
which the SCFO are implemented, as the projection innately attempts to avoid
constraints as long as it does not need to approach them in order to lower the
cost. Violations in the active constraint are, for this reason, inevitable, but we
see that we are always able to reduce the slack to ultimately converge to the
plant optimum.
5.2. Incorporating Known Cost and Constraint Elements
In many applications, it may happen that parts of Problem (1) are suffi-
ciently well-modeled that we can allow the assumption of knowing those parts
of the problem exactly. Alternatively, there may be problems where either the
cost or the constraints are solely defined by the user, and as such are known
analytically without uncertainty present. While all of these cases can still be
solved by the general methods proposed in this work, we can gain a significant
improvement in performance by incorporating this knowledge, as doing this
not only avoids using upper bounds that are innately conservative, but may
also remove constraints from the projection problem while retaining the desired
guarantees (thereby diverting the target optimum less from that which is given
by the RTO algorithm). We will break this discussion into three parts, based
on the portions of the RTO problem that are known.
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Figure 13: Performance of the ideal-target algorithm for Problem A when the constraints are
made soft. Green lines denote the constraints with the added slack prior to slack reduction.
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Figure 14: Performance of the ideal-target algorithm for Problem B when the constraints are
made soft.
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5.2.1. Incorporating a Known Cost Function
We consider the scenario where the cost is known but the constraints are
not5:
minimize
u
φ(u)
subject to Gp(u)  0
uL  u  uU
. (77)
The initial step for solving this problem is to forego Condition (5) entirely,
and to project only with respect to the uncertain constraints:
u¯∗k+1 = arg minimizeu
∥∥u− u∗k+1∥∥22
subject to ∇gp,j(uk)T (u− uk) ≤ −δg,j
∀j : gp,j(uk) ≥ −j
uL  u  uU
. (78)
This is followed by replacing Condition (7) by the following line search in Kk:
minimize
Kk,uk+1
φ(uk+1)
subject to uk+1 = uk +Kk
(
u¯∗k+1 − uk
)
Kk ≤ min
j=1,...,ng
 −gp,j(uk)nu∑
i=1
κji|u¯∗k+1,i − uk,i|

0 ≤ Kk ≤ 1
uL  uk+1  uU
, (79)
which minimizes the cost along the projected direction while ensuring feasibility
of all the uncertain plant constraints. We note that the projected direction need
not be one of local descent for the cost, and that the values of Kk that lead
to a descent may consist of disjoint intervals due to multiple local minima. As
such, this implementation is not guaranteed to converge to the local KKT point
of the neighborhood in which it starts, but may be guaranteed to converge to
some KKT point. To enforce this, we may simply fall back on using the original
projection with the known cost:
u¯∗k+1 = arg minimizeu
∥∥u− u∗k+1∥∥22
subject to ∇gp,j(uk)T (u− uk) ≤ −δg,j
∀j : gp,j(uk) ≥ −j
∇φ(uk)T (u− uk) ≤ −δφ
uL  u  uU
, (80)
5We acknowledge knowledge of a function by removing the p subscript.
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instead of (78) whenever (79) returns a step of Kk ≈ 0 (i.e. when all steps
along the projected direction either increase the cost or are infeasible), as doing
this will ensure that we are able to find a local descent direction unless we are
already arbitrarily close to a KKT point. Since (79) cannot continue to decrease
the cost indefinitely, it follows that eventually we will be forced to return to the
standard method and converge.
5.2.2. Incorporating Some Known Constraint Functions
Consider now the case where the cost is uncertain but some of the constraints
are known:
minimize
u
φp(u)
subject to Gp(u)  0
G(u)  0
, (81)
where we have lumped the box constraints into the known constraint set.
Here, as before, we propose to remove the SCFO on the known parts from the
projection, and simply carry out Projection (11) without including the known
constraints. Kk is then chosen by the line search:
maximize
Kk,uk+1
Kk
subject to uk+1 = uk +Kk
(
u¯∗k+1 − uk
)
Kk ≤ min
j=1,...,n¯g
 −gp,j(uk)nu∑
i=1
κji|u¯∗k+1,i − uk,i|

Kk < −2
∇φp(uk)T (u¯∗k+1 − uk)
(u¯∗k+1 − uk)TQφ(u¯∗k+1 − uk)
Kk ≤ 1
G(uk+1)  0
, (82)
with n¯g used to denote the number of uncertain constraints (ng denoting the
total number of known and uncertain ones).
It may be that (82) returns Kk = 0 if the projected direction is infeasible
for all Kk ∈ (0, 1] for the combination of the known constraints (a necessary
condition for this is that at least one of them be active). In this case, once again,
we may fall back on the original methodology and incorporate these particular
constraints into the projection:
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u¯∗k+1 = arg minimizeu
∥∥u− u∗k+1∥∥22
subject to ∇gp,j(uk)T (u− uk) ≤ −δg,j
∀j ∈ [1, n¯g] : gp,j(uk) ≥ −j
∇gj(uk)T (u− uk) ≤ −δj
∀j ∈ [n¯g + 1, ng] : gj(uk) = 0
∇φp(uk)T (u− uk) ≤ −δφ
uL  u  uU
. (83)
Note that we are not compelled to use (83) by default – that is, without
trying (11) first – as there may be instances when a known constraint is active
but (11) yields a direction for which it may remain feasible. We also note,
however, that (83) is sufficient to enforce the original guarantees, as its not
having a solution may be seen as proof of KKT convergence (to a point that is
potentially defined by a combination of known and uncertain constraints).
5.2.3. Incorporating a Known Cost and Some Known Constraint Functions
Finally, we investigate the case where both the cost and some constraints
are known:
minimize
u
φ(u)
subject to Gp(u)  0
G(u)  0
, (84)
for which the following line search is proposed:
minimize
Kk,uk+1
φ(uk+1)
subject to uk+1 = uk +Kk
(
u¯∗k+1 − uk
)
Kk ≤ min
j=1,...,n¯g
 −gp,j(uk)nu∑
i=1
κji|u¯∗k+1,i − uk,i|

0 ≤ Kk ≤ 1
G(uk+1)  0
, (85)
and may be done after sequentially attempting Projections (78)→ (80)→ (86),
with the latter given as:
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u¯∗k+1 = arg minimizeu
∥∥u− u∗k+1∥∥22
subject to ∇gp,j(uk)T (u− uk) ≤ −δg,j
∀j ∈ [1, n¯g] : gp,j(uk) ≥ −j
∇gj(uk)T (u− uk) ≤ −δj
∀j ∈ [n¯g + 1, ng] : gj(uk) = 0
∇φ(uk)T (u− uk) ≤ −δφ
uL  u  uU
. (86)
As a final note to this discussion, we may remark that, if the cost is known
and strictly convex (e.g. positive-definite quadratic), then:
φ(u¯∗k+1) < φ(uk)⇒ φ(uk+1) < φ(uk), ∀Kk ∈ (0, 1], (87)
and that, likewise, if a constraint is known and convex:
g(u¯∗k+1) ≤ 0⇒ g(uk+1) ≤ 0, ∀Kk ∈ [0, 1]. (88)
Both of these statements are easily proven by Jensen’s inequality.
(88) essentially explains why we did not put the box constraints through the
same analysis as we did general known constraints – as the RTO algorithm and
the projected target both satisfy them by default and as they are convex, any
choice of the filter gain between 0 and 1 is sufficient to keep them satisfied.
Examples with Known Elements
To illustrate the benefits of incorporating known elements, we consider Prob-
lem A with the ideal target scheme over 200 iterations. To highlight the benefits
of a known cost, we also use a more conservative Qφ = 20I instead of the cost
function Hessian (2I). Multiple realizations, with knowledge assumed in differ-
ent combinations of cost/constraints, are considered and reported in Table 8
and Figure 15.
From these results, we first see that knowledge does not automatically im-
prove performance and may, in some cases, even make it worse by changing the
path of the algorithm (e.g. Case 146 as compared to Case 143). This is, how-
ever, mostly true when the known parts are not important factors in limiting
convergence speed, and it can be seen in the example that making either one or
both of the constraints gp,1 and gp,3 known leads to an immense improvement in
performance. Additionally, while adding a known cost does not make much of a
difference when all of the constraints are uncertain (compare Case 143 and Case
144) since the algorithm is anyway forced to take small steps to remain feasible,
doing so when knowledge of both gp,1 and gp,3 is assumed leads to even greater
benefits (compare Cases 148 and 149). For the latter, the algorithm is able to
virtually jump over these constraints without having to maneuver around them
(bottom of Figure 15).
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Figure 15: Performance of the ideal-target algorithm for Problem A when partial knowledge
is assumed.
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Table 8: Performance of the ideal-target scheme for Problem A when different parts of the
problem are assumed to be known.
Case Known L
143 None 76.86
144 φ 76.20
145 g1 26.99
146 g2 81.51
147 g3 65.40
148 g1, g3 9.78
149 φ, g1, g3 3.00
6. Summary, Reflections, and an Outlook on the Future
This paper has extended on the work of its predecessor (Bunin et al., 2013d),
where the sufficient conditions for feasibility and optimality for the general RTO
algorithm were presented but were ultimately deemed inapplicable as they re-
lied on knowledge that is unavailable in a practical setting. Here, we have
systematically treated these “knowledge gaps” one by one – proposing robust
implementations of the SCFO for the cases where the true plant gradients and
constraint values were replaced by bounded estimates, and then proposing some
guidelines by which the Lipschitz and quadratic upper bounds could be chosen
and then refined so as to reduce their innate conservatism. Additionally, we
have demonstrated that incorporating partial analytical knowledge into the un-
certain RTO problem, as well as allowing the violation of certain constraints,
is both straightforward and can lead to significant performance benefits with
regard to convergence speed.
It is interesting to note that the different implementation issues of the SCFO
are not issues inherent just to the SCFO but are, in fact, standard engineering
problems. As such, progress in these directions will only aid in RTO perfor-
mance. The gradient estimation problem of obtaining good derivative estimates
from discrete data, for example, is a research topic where any advances would
serve to tighten the gradient uncertainty bounds and to thereby, by Theorem
1, reduce the size of the KKT neighborhood to which an SCFO-supplemented
algorithm would converge. Likewise, improvements in sensor technology, mod-
eling, and output estimation methods are all likely to lead to better bounds
on constraint value estimates (the gp,j(uk) in Section 3) – thereby diminish-
ing the decrease in convergence speed that results when these bounds are too
conservative. Finally, modeling and enhanced process knowledge, together with
robust global optimization methods to solve problems like (49), will all con-
tribute to better oﬄine determination of the Lipschitz constants and quadratic
upper bounds. We also note that this latter is a completely new topic of its
own, as the authors are not familiar with any research that has attempted to
systematically find these (very useful) constants in any application, and as such
the contents of Section 4 only represent an initial attempt at some reasonable
approaches.
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A number of other important questions remain unanswered and should even-
tually be the subject of a future study. As hinted at in the end of the previous
paper and as corroborated to an extent by the numerical studies of Section 2
here, it is unclear when the application of the SCFO is beneficial, as a projection
of a target given by the RTO algorithm based only on local information can be
detrimental to convergence speed, especially when the RTO target is very good.
As such, while the SCFO make RTO more reliable, they may not necessarily
make it more performant (though in certain cases with difficult constraints like
in Problem A, or in any problem with a poor RTO algorithm, they can). Fur-
thermore, it is unclear as to how such performance losses may scale with an
increasing number of input variables. Both of these questions require further
study.
Three crucial implementation issues that have not been addressed here and
that immediately come to mind are the following:
• The handling of noise or errors in the inputs, which here have been assumed
to be manipulated perfectly. In some applications, the inputs themselves
may be subject to uncertainty – returning to the example of the CSTR in
Section 4, consider the case where disturbances in the piping do not allow
for perfect control, or measurement, of Tj .
• The minimal-excitation requirement that consecutive inputs, uk and uk+1,
be far enough apart so as to make tasks like gradient or parameter estima-
tion possible. Obviously, such a condition and monotonic convergence to
a KKT point (as promised by the SCFO) are in conflict since convergence
implies uk = uk+1.
• The topic of process degradation, as (almost) all of the theory proposed
in these two papers has only focused on cases where the RTO problem
remains the same for all iterations and where φp(u) and Gp(u) do not
change. In practice, equipment may degrade, environmental conditions
may change, and various disturbances may enter to gradually (or not so
gradually) change the RTO problem over the course of operation.
Proper, rigorous treatment of these problems could constitute a third publica-
tion in this series. While challenging, we are optimistic that the flexibility of the
SCFO framework, as evidenced in this paper, will allow room for these scenarios
as well.
Finally, it would be interesting to see how SCFO-supplemented RTO schemes
perform in real experimental problems! While a rudimentary application of the
SCFO to an unconstrained problem of iterative controller tuning has already
given positive results (Bunin et al., 2013c), it is of great interest to see the
results for all sorts of RTO problems, and several other applications are already
in planning, together with an open-source solver that incorporates all of the
theory discussed in this paper (Bunin et al., 2013b).
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