In this study, we present a method for the rapid evaluation of thermal performance of building envelopes without the need of using sophisticated and time-consuming computational modeling. The proposed approach is based on the prediction of monthly energy balances per unit area of a wall assembly using monthly averages of temperature and relative humidity, as well as the elevation of a building's location. Contrary to most other methods, the obtained results include how moisture content in the wall effects its thermal performance. The developed formulas for calculation of monthly energy balances are verified for nine commonly used wall assemblies in Central Europe in 10 randomly selected locations. The observed agreement of the predicated data was determined using advanced finite-element simulation tools and hourly climatic data, which makes for good prerequisites for the further application of the method in both research and building practices.
Introduction
A fundamental objective of building enclosures is to protect occupants from weather effects. Therefore, each part of a building envelope needs to meet certain thermal requirements in order to create a comfortable interior environment. A good thermal performance of building envelopes is very important in order to minimize overall energy consumption. Besides industry and transportation, residential households are one of the largest energy consumers in the European Union (EU). According to an EU report [1], 25.4% of total energy is consumed by residential houses and 70% of that amount is represented by heating energy [2] . This means that significant energy savings can be achieved by improving the effectiveness of heating systems or thermal insulating capabilities of building envelopes, which are required by national thermal standards.
Currently, when a building envelope is being designed or assessed, the U-value (thermal transmittance) is mostly used to indicate its insulating capabilities. It is a basic quantity describing the thermal insulating capability of building constructions; its required values are prescribed for each part of a building in any European country [3] [4] [5] . The U-value calculation is based on steady-state loading conditions and mostly comes from laboratory measurements [6] [7] [8] [9] . However, there are several drawbacks to its laboratory methods. First, the accuracy is not always sufficient, as the effect of moisture on thermal conductivity of building materials is often neglected [10] [11] [12] . Although the national standards define design values of thermal conductivity and assume a certain level of operational moisture content, the thermal conductivity of building materials can significantly differ in the real conditions due to weather effects and presence of liquid moisture. Second, external thermal loads on building walls in real conditions are not steady. This may be due to changing outdoor conditions, such as temperature, relative humidity, wind speed, precipitation, and/or solar radiation.
Since the climate is comprehended as a local variable, it is apparent that geographical location affects significantly the thermal performance of individual wall assemblies. For that reason, many research studies have been aimed at the investigation of differences between laboratory and on-site thermal performance of building materials, components, or whole buildings. Byrne et al. [13] pointed out that predicted values of heat loss using standardized assumed material properties of the existing structure do not reflect the actual values achieved in situ. Marchio and Rabl [14] compared the predicted and observed performance of selected houses and apartments in France. Branco et al. [15] compared predicted and performed heat consumption of low energy family house in Switzerland. Roels et al. [16] provided an extensive comparison of various assessment methods for on-site characterization of the overall heat loss coefficient. Ficco et al. [17] conducted experimental measurement of in situ U-values and compared them against the estimated ones from design data and field analyses. The traditional empirical rules or standardized methods for U-value calculation were thus found not to work effectively, which was due to the high variability of the environmental and material properties or insufficient quality of input data. For a more proper assessment of thermal performance of building enclosures, more advanced techniques were supposed to be incorporated. Therefore, some new approaches for determination of thermal performance were suggested. For example, Robinson et al. [18] outlined a new transient, straightforward, and low-cost method for estimating the thermal properties of wall structures. Byrne at al. [19] designed a facility for testing the thermal properties of wall samples under both steady and transient conditions. Perilli et al. [20] performed a numerical analysis of thermophysical behavior of cork insulation based on in situ experimental data. Some other advanced techniques were applied, for example, for the analysis of the effect of wind velocity on quantification of heat losses through building envelope thermal bridges [21] , the estimation of overall heat loss coefficient [22] , convective heat transfer coefficient of exterior surface of building walls [23] , or the prediction of residential heating demands [24] .
In this paper, a method for rapid quantification of thermal performance of exterior wall systems is designed, which is intended to provide the designers and engineers with a fast and efficient tool for thermal design of residential buildings. The approach is based on the development of formulas for the calculation of monthly energy balances that only use monthly averages of temperature and relative humidity and the elevation of building's location as input parameters, but can achieve similar accuracy as advanced computational methods utilizing robust finite-element simulation tools and hourly climatic data. At the development of the calculation formulas, climatic data for 50 locations across the Czech Republic are used as a training set. The data for other 14 Czech locations are utilized as a testing set in the first step of the verification procedure. Another set of weather data for 10 randomly selected European locations are obtained from the Meteonorm software [25] and is used in the second verification step. The application of the method is presented for nine common wall systems, but it can be extended to any other type of building wall.
Methods

Climatic Data
For the investigation of thermal performance of the analyzed wall assemblies, 64 locations across the Czech Republic were selected and the weather data from those locations were collected. To ensure the widest range of weather data possible, the selection covered both lowlands and mountains across the country. All weather data were obtained from the Czech Hydrometeorological Institute, which is the official authority for meteorology, climatology, hydrology, and air quality protection in the Czech Republic. All data were applied in the form of the Test Reference Year (TRY) [26] [27] [28] . The data included hourly values of temperature, relative humidity, precipitation, wind direction, wind velocity, diffuse and direct short-wave radiation, sky long wave emission radiation, and long wave emission radiation. The list of involved locations together with their elevations is shown in Table 1 . 
Studied Wall Assemblies
The investigation of thermal performance was carried out for various types of both historical and contemporary building enclosures commonly used in Central Europe. Load-bearing materials included concrete (C), ceramic brick (CB), advanced hollow bricks (AHB), and sandstone (S). The contemporary building envelopes were provided with different types of thermal insulation layers based on expanded polystyrene (EPS) and mineral wool (MW), while the historical masonry did not have any thermal insulation. Exterior plasters were chosen with respect to the material composition of the envelopes, such as lime-cement plaster (LC), renovation plaster for historical masonry (RPHM), or lime-pozzolan plaster that was specially developed for the advanced hollow bricks (LPC). On the interior side of all structures, 10 mm thick lime-cement plaster was assumed. The list of studied building enclosures is shown in Table 2 . 
Computational Simulation
In order to simulate heat transfer through investigated wall assemblies, a 1-D simulation of heat and moisture transport through the building walls exposed to the exterior environment was conducted. Further, to increase the accuracy of thermal performance, the study included moisture transport to the heat transfer modelling with a straight intention, as moisture can significantly influence heat transport and storage parameters of building materials. In the formulation of the mathematical model of heat and moisture transport in multicomponent porous building material systems, a modified version of the Künzel's [29] mathematical model was used [30] . The modification of the original model was motivated by the effort of increasing the numerical stability, output accuracy, and reducing the overall time of computation. The heat and moisture mass balance equations can be expressed as:
ρ w dw dp v
where H (J·m −3 ) is the enthalpy density, T (K) the absolute temperature, λ (W·m −1 ·K −1 ) the thermal conductivity, L v (J·kg −1 ) latent heat of evaporation of water, δ p (s) the water vapor diffusion permeability, p v (Pa) the partial pressure of water vapor in the porous space, ρ w (kg·m −3 ) the density of water, w (m 3 ·m −3 ) the moisture content by volume, n (-) the porosity of the porous body, and M (kg·mol −1 ) the molar mass of water vapor, and R (J·K −1 ·mol −1 ) is the universal gas constant. D g (s) is the global moisture transport function defined as:
where A and B in Equation (3) are the membership functions defining the transition between particular phases of water, which can be formulated as:
where the partial pressures of water vapor p v1 and p v2 (Pa) define the transition region. In this paper, the values of p v1 and p v2 correspond to the values of relative humidity of 90% (ϕ = 0.9) and 97.6% (ϕ = 0.976), respectively. The computational model was implemented into an HMS simulation tool (Heat, Moisture and Salt transport), which is based on the general finite element package SIFEL (Simple Finite Elements) [31] . Both tools were developed at Faculty of Civil Engineering, Czech Technical University in Prague. HMS has been successfully used and validated in the recent past [32] . Each wall assembly was discretized from 29 to 41 nodes depending on its thickness and finite element method was applied. For the solving of partial differential equation, a non-linear, non-stationary solver with adaptive time controller was employed. A short survey of basic physical, thermal, and hygric properties used in the computational simulations is presented in Tables 3 and 4 , where the following symbols are used: ρ v is the bulk density, ρ mat is the matrix density, ψ is the total open porosity, λ is the thermal conductivity, c is the specific heat capacity, µ dry-cup is the water vapor diffusion resistance factor in dry-cup arrangement, and κ app is the apparent moisture diffusivity. Those parameters were used in the computational model (1)- (5), either directly (such as thermal conductivity) or recalculated (water vapor diffusion resistance factor into water permeability, bulk density, and specific heat capacity into derivation of enthalpy density). Some parameters in Tables 3 and 4 have informative character only (matrix density and open porosity). More details on the particular parameters, such as their dependence on moisture content, can be found in the original references listed in Table 5 . The exterior environment was simulated using weather data from stations listed in Table 1 , whereas the interior conditions were kept at 21 • C and 55% of relative humidity during the whole year. The initial conditions were same as interior boundary. Each simulation was run for 10 years in order to avoid the results being affected by initial conditions. The data from the last year of the simulation were used for further analysis.
The solar radiation and precipitation are important factors affecting the heat flux at interior wall surface. Therefore, it is very important to include those effects into the computational model in order to be able to predict monthly heat fluxes affected by both precipitation and solar radiation. The orientation of the wall plays a crucial role regarding the solar radiation and precipitation loads. As the proposed methods evaluate the average values of monthly heat fluxes from north and south orientation, a detailed analysis needs to be performed in order to investigate the model accuracy, as well as to analyze the effect of precipitation and solar radiation. The results of such an analysis are shown in the Discussion section. 
Assessment of Thermal Performance
The quantification of thermal performance of the studied walls was done on the basis of calculation of time development of heat flux density q(t) on the interior surface of the construction during a year. The heat flux densities were determined as:
where λ ip (w,t) (W·m −1 ·K −1 ) is the moisture-dependent thermal conductivity of the interior plaster, ∆x e (m) is the thickness of the element adjoining to the face side of the wall in the main direction of the heat flux, and ∆T e (K) is the temperature difference between the opposite sides of the element adjoining to face side of the wall in the main direction of the heat flux. When the heat flux density as a function of time during a year is known, the monthly energy balances EB 1 -EB 12 of the wall assembly can be evaluated as a sum of heat flux densities during individual months. In the calculations of monthly balances, the positive values represent monthly heat gains (i.e., the necessity of cooling to keep interior temperature at prescribed level), while negative values represent monthly heat losses (i.e., the necessity of heating). As individual months of the year contain different number of days, the calculated values of energy balances were normalized to 30-day period allowing mutual comparison between the months. Monthly periods were chosen as a compromise between computational efficiency, model accuracy, and data availability.
Identification Procedure
The identification of the relation between thermal performance of studied walls and the weather data of certain locations was based on the optimization procedure. The objective of that procedure was to minimize the difference between predicted and simulated thermal performance (monthly energy balances) by identifying unknown correlation coefficients. From the weather data listed in Table 1 , locations 1 to 50 were used as a training set, i.e., set of data on which the identification was carried out. The remaining data from locations 51 to 64 were used as a testing set, i.e., those data were excluded from the identification procedure and once the identification was finished, they were used for the verification of identified correlation coefficients. In order to assure the highest simplicity possible, the predicting formula for monthly energy balance of each studied wall assemblies was optimized in the linear form as:
where i = 1, 2, . . . , 12 indicates the month, EB i,pred (W·h·m −2 ·month −1 ) is the predicted monthly energy balance of wall assembly in particular location, T i is the average monthly temperature in particular location, RH i the average monthly relative humidity in particular location, E is the elevation, and c 0 -c 3 are correlation coefficients unique for each building wall listed in Table 2 . The average monthly values of temperature and relative humidity for all locations are presented as supplementary data in Tables S1 and S2 . The data on elevation were provided in Table 1 .
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As the identification procedure was based on minimization of the difference d between simulated and predicted monthly energy balances over multiple locations, the objective was to find such combination of c 0 -c 3 for each of studied walls that fulfills
where n is the location number (see Table 1 ) and EB i,sim (W·h·m −2 ·month −1 ) is the simulated monthly energy balance using computational model (1)-(5).
Results
Identification Procedure
Prior to the identification procedure, computational simulations of nine building envelopes that were exposed to the effect of environment in 64 different locations were conducted. Moreover, each building envelope was investigated in two different orientations-north and south-in order to include the effect of solar radiation and wind direction in each location. In total, 1152 simulations were carried out, which the monthly heat flux densities as a function of time were calculated from. The final heat flux density for each building wall and location was calculated as an average of north and south orientation and the monthly energy balance of each wall under different location was then calculated from monthly sequences of heat flux densities. The obtained results were normalized to 30-day period and in this way 576 input values for the identification procedure were generated.
In the identification procedure, the correlation coefficients for each wall assembly listed in Table 2 were identified on the training set that consisted of locations 1-50 from Table 1 . Then, the identified correlation coefficients were verified on the testing set given by locations 51-64 from the same table. The identified correlation coefficients from the training phase together with the coefficient of determination (R-square) between simulated and predicted data are presented in Table 6 . In this table, BE# refers to the building envelope numbers as listed in Table 2 . The visual comparison between simulated and predicted data in the training phase of the identification is shown in Figure 1 , where the studied wall assemblies are grouped into four categories by the load-bearing materials. Similar grouping is used further in the manuscript. It is obvious from Figure 1 that the identified correlation coefficients allowed to predict the monthly energy balance per unit area of the wall with a very high accuracy. Best results were achieved for sandstone masonry, while the worst agreement was observed for hollow brick masonry. The average prediction error between simulated and predicted values of monthly energy balance of individual wall assemblies was between 1.69% (sandstone masonry) and 6.43% (hollow brick It is obvious from Figure 1 that the identified correlation coefficients allowed to predict the monthly energy balance per unit area of the wall with a very high accuracy. Best results were achieved for sandstone masonry, while the worst agreement was observed for hollow brick masonry. The average prediction error between simulated and predicted values of monthly energy balance of individual wall assemblies was between 1.69% (sandstone masonry) and 6.43% (hollow brick masonry). The R-square was ranging between 0.9852 and 0.9991, which justified the utilization of linear formula in the identification procedure.
With the identified coefficients from Table 6 , the testing procedure was run for each one of studied wall assemblies in order to verify the accuracy on blind data. This means, that remaining 14 localities, which were excluded from the training procedure were now tested with identified correlation coefficients c 0 -c 3 . The results of testing procedure are shown in Figure 2 . The agreement between predicted and simulated data was very good, showing excellent setup of correlation coefficients. The average prediction error between simulated and predicted values of monthly energy balance of individual wall assemblies was between 1.46% (sandstone masonry) and 6.18% (hollow brick masonry). The R-square was ranging between 0.9860 and 0.9992. localities, which were excluded from the training procedure were now tested with identified correlation coefficients c0-c3. The results of testing procedure are shown in Figure 2 . The agreement between predicted and simulated data was very good, showing excellent setup of correlation coefficients. The average prediction error between simulated and predicted values of monthly energy balance of individual wall assemblies was between 1.46% (sandstone masonry) and 6.18% (hollow brick masonry). The R-square was ranging between 0.9860 and 0.9992. 
Verification Using Meteonorm Data
In order to support the results presented in the previous section, an additional verification procedure was carried out. This procedure was based on the application of the derived formulas for independent weather data obtained from the Meteonorm database [27] and comparison of predicted results with simulated data. For that purpose, 10 random locations from across Europe were selected, 
In order to support the results presented in the previous section, an additional verification procedure was carried out. This procedure was based on the application of the derived formulas for independent weather data obtained from the Meteonorm database [27] and comparison of predicted results with simulated data. For that purpose, 10 random locations from across Europe were selected, Tables S3 and S4 , were substituted into Equation (7), recalculated, and normalized into monthly energy balances and compared with simulated energy balances.
The results of the verification are shown in Figure 3 . The agreement between predicted and simulated data was very good again, showing an excellent setup of correlation coefficients. The average prediction error between simulated and predicted values of monthly energy balance of individual wall assemblies ranged between 1.86% (concrete masonry) and 6.81% (hollow brick masonry). The R-square was ranging between 0.9834 and 0.9985. normalized into monthly energy balances and compared with simulated energy balances.
The results of the verification are shown in Figure 3 . The agreement between predicted and simulated data was very good again, showing an excellent setup of correlation coefficients. The average prediction error between simulated and predicted values of monthly energy balance of individual wall assemblies ranged between 1.86% (concrete masonry) and 6.81% (hollow brick masonry). The R-square was ranging between 0.9834 and 0.9985. 
Discussion
The results presented in Figures 1-3 show a good agreement between the data simulated using an advanced hygrothermal model and predicted by the proposed approach based on the knowledge of monthly temperature, relative humidity, and elevation. This means that in a real application the knowledge of commonly available weather statistics for a given location, together with a unique combination of c0-c3 coefficients from Equation (7) allows to produce a set of monthly energy balances capable of assessing the thermal performance of a wall assembly with a sufficient accuracy. Although for each wall assembly it takes 80 h of computational time to identify and verify obtained correlation 
The results presented in Figures 1-3 show a good agreement between the data simulated using an advanced hygrothermal model and predicted by the proposed approach based on the knowledge of monthly temperature, relative humidity, and elevation. This means that in a real application the knowledge of commonly available weather statistics for a given location, together with a unique combination of c 0 -c 3 coefficients from Equation (7) allows to produce a set of monthly energy balances capable of assessing the thermal performance of a wall assembly with a sufficient accuracy. Although for each wall assembly it takes 80 h of computational time to identify and verify obtained correlation coefficients, this method can be quite effective as the outputs can be used in simple algebra to obtain results that are comparable with those from sophisticated computational models. Moreover, the presented method can be extended to any kind of wall assembly or any other part of building envelope, such as glazing or roofs, providing the users with a tool that can produce results with research-like quality. However, it is important to say that finding those coefficients might be time-consuming and requires expert or research skills. The obtained U-values or heat fluxes can be used for fast assessment in such cases, where 1-D analysis is needed or requested. Moreover, the effective U-values (changing with time) can be used in advanced BIM models instead of standard U-values obtained from theoretical calculations (see below).
The presented analysis was done for continuous wall assemblies only as they are most typical structures in the Central Europe. However, the method can be extended to cavity/frame assemblies as well. In case that ventilated cavity or air gap need to be modelled, it will be necessary to replace the Künzel's mathematical model or to couple it with some other CFD model. Basically, this method should be comprehended as tailor-made, which is primarily dedicated to the very same wall assemblies as presented in this paper or for their very slight modifications. If an application on different kind of building envelope is needed, it is recommended rather to perform the simulation and optimization procedure from scratch than to approximate the results from available outputs. On the other hand, the presented method can be used to create input parameters for some approximation models, that will produce final and accurate outputs for various types of wall assemblies.
From the point of view of selected time-frame, the monthly averages seem to be most suitable choice for several reasons. First, the weather data are usually available for free without any additional costs, which is a good precondition for application of this method in practice. Second, considering the fact that national standards define only one value of thermal transmittance that is not changing over time, choosing monthly values gives a reasonable resolution for classifying building performance during the year. Additionally, lower time-frame would bring high fluctuations to the obtained results. Although the accuracy will be higher, it will be not suitable for practical applications.
The monthly values of energy balance may be effectively used for design of buildings' heating and cooling components or as advanced input parameters in more complex models used, e.g., for the assessment of energy efficiency of buildings or overall U-value.
Since the U-value is defined as the heat flux density through a given structure divided by the difference in environmental temperatures on either side of the structure in steady state conditions, the monthly energy balances can be simply used for calculation of equivalent or apparent U-values. When average monthly temperatures are known, each month can be considered as a steady-state period. Then, an apparent U-value can be calculated from monthly energy balance and used as a more accurate parameter describing the insulation capabilities of building elements. The apparent U-value can be calculated as:
where U app (W·m −2 ·K −1 ) is the apparent U-value, EB i (W·h·m −2 ·month −1 ) is the monthly energy balance calculated from Equation (7), T i,int (K) is the interior temperature (294.15 K), and T i,ext (K) is the average monthly exterior temperature. Since all the computational simulations in this research were conducted using an advanced hygrothermal model, the calculated outputs include the effect of moisture content on heat transport through the materials involved. This provides a higher accuracy than some common laboratory experiments or calculations done by more simplified techniques.
As an example of utilization of the proposed approach, a comparison between standardized and apparent U-value is provided below. In this example the wall assembly made of ceramic brick and polystyrene is chosen (building envelope 2, see Table 2 ), which is subjected to the effect of two environmental loads: Prague, Karlov, and Šerák (locations 24 and 29, see Table 1 ). The standardized procedure defines U-value as:
where R (m 2 ·K·W −1 ) is thermal resistance of the construction, R si and R se (m 2 ·K·W −1 ) are external surface and internal surface resistances defined by the standards (according to [6] , R si = 0.13 m 2 ·K·W −1 and R se = 0.04 m 2 ·K·W −1 ). The R-value is calculated as: where d i (m) is the thickness of individual layer in the composition of wall assembly and λ i (W·m −1 ·K −1 ) is the thermal conductivity of the material involved in that layer. The U-value for building envelope 1 calculated according to (10) is equal to 0.258 W·m −2 ·K −1 . The apparent value calculated from (9) using (7) and data from Table 6, Tables S1 and S2 is equal to 0.205 W·m −2 ·K −1 for Prague and 0.246 W·m −2 ·K −1 for Šerák. Although the standard U-value is on the safe side in this case, as it claims higher (i.e., worse) U-value than the apparent U-value approach, when individual months are analyzed in detail, it can be different in some other cases. Looking at Figure 4 showing apparent U-values during individual months, it is obvious that the construction will not meet the criteria given by standards during winter periods. The brick wall located in Prague will not stand the comparison in months December to March, while the same wall located in Šerák will not meet the criteria from November to March.
where R (m 2 ·K·W −1 ) is thermal resistance of the construction, Rsi and Rse (m 2 ·K·W −1 ) are external surface and internal surface resistances defined by the standards (according to [6] , Rsi = 0.13 m 2 ·K·W −1 and Rse = 0.04 m 2 ·K·W −1 ). The R-value is calculated as:
where di (m) is the thickness of individual layer in the composition of wall assembly and λi (W·m −1 ·K −1 ) is the thermal conductivity of the material involved in that layer. The U-value for building envelope 1 calculated according to (10) is equal to 0.258 W·m −2 ·K −1 . The apparent value calculated from (9) using (7) and data from Tables 6, S1 and S2 is equal to 0.205 W·m −2 ·K −1 for Prague and 0.246 W·m −2 ·K −1 for Šerák. Although the standard U-value is on the safe side in this case, as it claims higher (i.e., worse) U-value than the apparent U-value approach, when individual months are analyzed in detail, it can be different in some other cases. Looking at Figure 4 showing apparent U-values during individual months, it is obvious that the construction will not meet the criteria given by standards during winter periods. The brick wall located in Prague will not stand the comparison in months December to March, while the same wall located in Šerák will not meet the criteria from November to March. The analysis of solar radiation and precipitation and wall orientation was performed on wall assemblies made of ceramic brick both insulated and non-insulated (building envelopes 1 and 2). For that analysis, a location of Velké Meziříčí (location 37) was selected. The monthly heat fluxes for different wall orientations are depicted in Figure 5 . The analysis of solar radiation and precipitation and wall orientation was performed on wall assemblies made of ceramic brick both insulated and non-insulated (building envelopes 1 and 2). For that analysis, a location of Velké Meziříčí (location 37) was selected. The monthly heat fluxes for different wall orientations are depicted in Figure 5 . The highest differences in simulated energy balances can be observed during summer period especially when non-insulated walls (building envelope #2) are considered. The differences in noninsulated walls (building envelope #1) range from 0.55% in winter (December) to more than 100% in summer (July). In absolute numbers, the differences are up to 1.050 kW·h·m −2 ·month −1 (August). The differences in case of insulated brick wall are significantly less when speaking of absolute numbers. The highest difference in heat fluxes of north and south orientation can be observed in the same month of August, but the difference is only 0.269 kW·h·m −2 ·month −1 , which is given by the insulation capability of expanded polystyrene. Such inaccuracies should be considered when using this method in the practice.
The effect of solar radiation (SR) and precipitation (PP) on monthly heat fluxes is shown in Figure 6 . Similarly, to results shown in Figure 4 , the highest differences can be observed in case of a non-insulated wall. The effects of solar radiation and precipitation contribute to the overall energy balance by approximately 2% in winter periods, but more significantly in summer. In case of noninsulated wall, the sun radiation can change the overall heat balance from negative to positive, which may be a very significant factor. For that reason, the effects of solar radiation and precipitation should be included in the computational model in order to produce satisfactory results. The fact that the presented method allows for the prediction of thermal performance of wall assembly including the effects of solar radiation and precipitation only from the knowledge of average monthly values temperature and relative humidity together with the elevation makes the method very useful. Since there can be found some level of correlation between temperature and solar radiation, or relative humidity and precipitation, the knowledge of limited weather data could be sufficient to bring relatively accurate predictions. The highest differences in simulated energy balances can be observed during summer period especially when non-insulated walls (building envelope #2) are considered. The differences in non-insulated walls (building envelope #1) range from 0.55% in winter (December) to more than 100% in summer (July). In absolute numbers, the differences are up to 1.050 kW·h·m −2 ·month −1 (August). The differences in case of insulated brick wall are significantly less when speaking of absolute numbers. The highest difference in heat fluxes of north and south orientation can be observed in the same month of August, but the difference is only 0.269 kW·h·m −2 ·month −1 , which is given by the insulation capability of expanded polystyrene. Such inaccuracies should be considered when using this method in the practice.
The effect of solar radiation (SR) and precipitation (PP) on monthly heat fluxes is shown in Figure 6 . Similarly, to results shown in Figure 4 , the highest differences can be observed in case of a non-insulated wall. The effects of solar radiation and precipitation contribute to the overall energy balance by approximately 2% in winter periods, but more significantly in summer. In case of non-insulated wall, the sun radiation can change the overall heat balance from negative to positive, which may be a very significant factor. For that reason, the effects of solar radiation and precipitation should be included in the computational model in order to produce satisfactory results. The fact that the presented method allows for the prediction of thermal performance of wall assembly including the effects of solar radiation and precipitation only from the knowledge of average monthly values temperature and relative humidity together with the elevation makes the method very useful. Since there can be found some level of correlation between temperature and solar radiation, or relative humidity and precipitation, the knowledge of limited weather data could be sufficient to bring relatively accurate predictions. 
Conclusions
In this study, we introduced a method suitable for rapid evaluation of thermal performance of building walls, which needs only monthly averages of temperature and relative humidity for a given location and its elevation as input data. The proposed approach was successfully tested for nine different types of wall assemblies. The results showed a good accuracy of the method; the average prediction error for tested wall assemblies was ranging between 1.63 and 6.43%.
The proposed approach can be considered as very time-saving, as compared with the methods that involve utilization of robust models. On the other hand, since the effect of moisture content is included in the model outputs, this approach outperforms more simplified models and methods. As a result, it offers a solution, which is neither too simple nor too complex. The presented method can be used for any location across Europe and can also be easily extended to any kind of wall assembly or building envelope component. Since the utilization of the proposed method is demonstrated on nine different wall assemblies only, the method should be extended to a broader range of wall assemblies or building components. In this way, a catalogue or database for civil engineers and designers can be generated, facilitating the thermal design of building structures or fast preassessment of wall assemblies from several points of view, e.g. predispositions to frost-induced damage, biofilms growth conditions or salt attack.
Supplementary Materials: The following are available online at www.mdpi.com/xxx/s1, Table S1 : Average monthly temperature of investigated locations. Table S2 : Average monthly relative humidity of investigated locations. Table S3 : Average monthly temperatures obtained from Meteonorm database. Table S4 
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