Abstract The classification of the cancer tumors based on gene expression profiles has been extensively studied in numbers of studies. A wide variety of cancer datasets have been implemented by the various methods of gene selection and classification to identify the behavior of the genes in tumors and find the relationships between them and outcome of diseases. Interpretability of the model, which is developed by fuzzy rules and linguistic variables in this study, has been rarely considered. In addition, creating a fuzzy classifier with high performance in classification that uses a subset of significant genes which have been selected by different types of gene selection methods is another goal of this study. A new algorithm has been developed to identify the fuzzy rules and significant genes based on fuzzy association rule mining. At first, different subset of genes which have been selected by different methods, were used to generate primary fuzzy classifiers separately and then proposed algorithm was implemented to mix the genes which have been associated in the primary classifiers and generate a new classifier. The results show that fuzzy classifier can classify the tumors with high performance while presenting the relationships between the genes by linguistic variables.
Introduction
A wide variety of cancer diseases have been investigated by microarray technology which is known as a powerful technology in analyzing the behavior of genes. Data mining techniques have been usually applied in this field or other aspects of medical science [1, 2] . Because of a dramatically growth in breast cancer in recent years, many studies have been launched to use gene expression profile (GEP) for tumor classification [3] [4] [5] , ER (Estrogen Receptor) statues recognition [6] [7] [8] or predicting the relapse time of breast cancer [9] [10] [11] [12] [13] .
One of the most well-known datasets was introduced by van't Veer [13] who found a subset of 70 genes which can classify the tumors of lymph node negative young patients into the two classes (within 5 years of metastasis and after 5 years of metastasis). Correlation coefficient method was used for both gene selection and classification procedures and the results were confirmed by another independent dataset which has been introduced by van de Vijver [12] .
The van't Veer dataset has been analyzed by other researchers who have used different methods for gene selection or classification. Table 1 shows briefly the results of some other studies in breast cancer field using van't Veer dataset. It shows that different methods of feature selection or classification have introduced different subset of genes with low overlap between the subsets. This problem was considered in a study which has been done by Ein-Dor on the van't Veer dataset and statistically showed that different subsets of genes may have good performance in classification [14] .
In addition, the interpretability of the relationship between the behavior of genes and outcome has not been recognized in most of the previous studies. Interpretable models and fuzzy classifiers in previous studies have been usually generated based on clinical data in class discovery of breast cancer [15] , malign-benign tumor classification [16] or developing treatment plans for breast cancer patients [17] .
In this research the van't Veer dataset which includes 78 samples of lymph node negative breast cancer women is considered for breast cancer. The relapse time before and after 5 years is the threshold value to separate the samples into the two classes. (44 of them have metastasis after 5 years, 33 samples have metastasis less than 5 years and one sample is omitted since there are many unknown value in its attributes). The number of genes is about 25,000 which has been reduced to 5,166 genes in this research by collecting the genes with at least twofold changes in the their expressions at 5 samples with P value less than 0.01.
The goal of this study is to propose an algorithm for developing a fuzzy classifier with interpretable rules which is based on a collection of contributed genes that have been selected by different common methods of gene selection. In the proposed algorithm, the Fuzzy Support (FS) criterion has an essential role which should be selected based on the calculated errors in the initial procedures. Interpretability of the fuzzy rules, which are weighted by Fuzzy Confidence (FC) criterion and include effective genes in the relapse time of breast cancer, helps experts identify more effective treatments.
For this reason, two univariate filter methods of gene selection (signal to noise ratio and correlation coefficient), one multivariate wrapper method (SVM-RFE) and 70 significant genes proposed by van't Veer are considered to generate the rule base of fuzzy classifier.
To gathering the powerful genes in final classifier, fuzzy association rule mining (FARM) [25, 26] and a priori algorithm [27] are suitable methods to generate the rules with selected genes. In the first step of breast cancer dataset, four primary fuzzy classifiers are designed to implement the four subsets of genes and evaluate the accuracy rate in tenfold cross validation.
In the second step, the union of contributed genes in four rule bases of the classifiers is used to construct the final fuzzy classifier. It is worth noting that although the SVM-RFE method is embedded with SVM classifier however, in this case, the selected genes will be evaluated by a fuzzy classifier.
Although the proposed algorithm (depicted in Fig. 2 ) has been also validated with colon dataset (introduced in [28] ) however, the validation of the breast cancer classifier has been analyzed by 19 independent samples of van't Veer dataset [13] .
The structure of the paper is as follow: in ''Gene selection'' section, different methods of gene selection which are used in this paper are briefly stated. ''Fuzzy classifier'' section, presents the structure of fuzzy classifier and rule mining method. The proposed algorithm is explained in ''Algorithm'' section that is followed by the results on two datasets breast and colon in ''Results and discussion'' section.
Gene selection
SNR (signal to noise ratio), PCC (Pearson correlation coefficient) and SVM-RFE (support vector machinerecursive feature elimination) methods are considered to collect a pool of candidate genes. SNR and PCC are known as univariate filter methods which sort the genes based on their abilities in discriminate the tumors individually. The interactions between the genes are not considered and the gene selection procedure is completely independent of the classification procedure.
SVM-RFE on the other hand, is usually considered as a multivariate wrapper gene selection which is embedded with SVM classifier. This method filters out recursively the genes which have less power in classification. The selected genes may be poor in classification individually but the subset can classify tumors with high accuracy rate.
Signal to noise ratio (SNR)
Given a matrix of gene expression profile G nÂm where element g ij i ¼ 1; . . .; n and j ¼ 1; . . .; m ð Þ is the expression 
where l j1 and l j2 are the mean of expression values of jth gene in two different classes and s j1 and s j2 are their standard deviations. The high positive or high negative value for genes present the difference between the expression values in two classes, so, the genes with highest absolute value of SNR have more ability in classification.
Pearson correlation coefficient
Pearson Correlation Coefficient (PCC) has been normally used to show linearity dependence of two vectors X and Y with N dimension. This parameter is defined as:
The correlation is 1 in the case of an increasing linear relationship, -1 in the case of a decreasing linear relationship, and some value in between all other cases, indicating the degree of linear dependence between the variables. The closer the coefficient is to either -1 or 1, the stronger the correlation between the variables. This method was proposed by van't Veer to sort genes in breast cancer dataset [13] . If the gene expression values of gene jth in all samples are considered as elements of vector X, and the vector of class labels C nÂ1 C ¼ c i jc i 2 f ð 0; 1 f gand i ¼ 1; 2; . . .; ngÞ is considered such as vector Y, the absolute value of PCC can be used for gene ranking.
SVM-RFE
Guyon [29] has shown that in a linear discriminant function like:
which W is weighting vector and b is the bias value, the features (in this case, genes) can be ranked by amount of w j 2 or w j where w j is jth element of vector W. In
is the transpose of ith row of matrix G) and W can be measured based on the proposed method in support vector machine classification problem and it is equal to:
where, c i and a i can be calculated by the following optimization problem:
subject to P n i¼1 c i a i ¼ 0 and 0 a i e (e is a constant which shows the rate of penalize misclassification and margin errors).
In gene selection, the lowest weighted genes are filtered out recursively and the new dataset is considered to measure the new weighting values again (more details can be found in [29] ).
Fuzzy classifier
The model structure A fuzzy classifier usually includes many fuzzy rules which state the relationship between the attributes (genes in this research) in the antecedent part of a rule to the class label in the consequent part. In the antecedent part, there are many attributes which are mapped to the fuzzy sets by some continuous membership functions. And in the consequent part of rules, there is a crisp set of class labels. In this paper, the pattern of the rules is like:
where r i is the genes, V is an operator (in this research the product operator is used) and SN or LN are linguistic terms. So, making a fuzzy classifier needs to characterize membership functions, rule mining and fuzzy inference mechanism.
Membership functions
Let us consider the gene expression profile of breast cancer which has 5,166 genes and 77 samples to define the membership functions used in this paper. Due to have more resolution on the gene expression values 7 linguistic variables (LV) were selected as large negative (LN), medium negative (MN), small negative (SN), zero (ZE), small positive (SP), medium positive (MP) and large positive (LP) to state the expression values such as linguistic terms.
To make the fuzzy membership functions the base of logarithm of expression ratios are changed from 10 to 2 at first and then for each gene, the positive values and negative values were clustered in three groups by hierarchical clustering algorithm and the mean of expression values in each cluster (center) was set as the vertex of triangle shapes (MN, SN, SP and MP) or as the corner of trapezoidal shapes (LN, LP) and the zero was considered for the vertex of ZE membership function. Two other corners of triangle shapes were two centers of nearest neighbors of the clusters (Fig. 1 ).
Rule mining
A priori algorithm is a well known method for rule mining which is used in Market Basket Analysis and also can be used in Fuzzy Association Rule Mining (FARM). In this algorithm, the genes which are characterized with a common linguistic term and have a support value more than a predefined threshold are mined and make the antecedent of the rules.
Let the matrix G nÂm and vector C nÂ1 be gene expression profile and class label of the samples respectively. Membership values of jth gene in ith samples can be presented by
where A j;t ð:Þ is tth t ¼ 1; . . .; s ð Þmembership function for jth gene. The number of s (or the number of membership functions) can be different in the genes but without losing generality, we suppose that s is the same for all genes and equal 7. The fuzzified values of ith sample can be shown as vector h i :
where c is the class label. If we denote the genes with r 1 to r m , then a fuzzy item set can be presented by:
For example, when attributes are R = {Temperature, Pressure}, a fuzzy item set can be like \Temperature:
Fuzzy support (FS) is a well-known evaluation measure associated rule mining which shows the usefulness of a fuzzy item set. If FS of a fuzzy item set is larger than a predefined value (k), it is called a frequent fuzzy item set. FS for a fuzzy item set like \R : A [ is measured by: The class label is considered as an attribute with the membership value equal 1(as it is shown in Eq. 7 forh i ). The a priori algorithm is then implemented on both classes of tumors separately to find more frequent fuzzy item sets which can be considered as fuzzy rules for that class.
The following conditions have been used to prune the rules and calculate the fuzzy confidence values which are the other important parameter in FARM:
Condition1: A rule which its consequent is not a class label is filtered out.
Condition2: If antecedent of a rule is completely common with another rule with larger size in antecedent, the rule with smaller size is filtered out. 
Now, if the dth rule is extracted of samples of class 0 and comp c0 is greater than comp c1 , then the rule is considered in the rule base, otherwise it is pruned.
The confidence value of a considered rule is
This type of fuzzy confidence is defined earlier in [30] and can be developed for models with more than 2 classes. The similar way can be used for rules which are mined of class 1. We don't use the fuzzy rules with negative confidence like literature [30] .
Fuzzy inference
A new sample X 1Âm new is classified in the class which has maximum cl k in following equation.
where V k and V are the set of rules with respect to class k and the set of all mined rules respectively.
Algorithm
In this paper, it is tried to find a subset of genes which are selected based on the different methods of gene selection as well as have a good contribution in the fuzzy rules of fuzzy classifiers to increase the reliability and interpretability of the classifier. This led us to consider three mentioned methods which are explained in ''Signal to noise ratio (SNR)'', ''Pearson correlation coefficient'' and ''SVM-RFE'' sections for both datasets breast and colon cancer and the 70 significant genes which have been published by van't Veer for only breast cancer dataset. It should be noted that in spite of the van't Veer's genes were collected based on Pearson correlation coefficient method but due to some differences in the list of genes, we have analyzed both datasets (extracted by PCC and collected by van't Veer) in the algorithm separately.
To reduce the number of attributes in the rule mining procedure and to generate the rulebase with smaller size, the following algorithm is proposed. In this algorithm the fuzzy support value for final classifier is detected in the primary steps of algorithm. Before explaining the algorithm, the following simple lemma should be considered.
Lemma: Given the matrix G nÂm (n is the number of samples and m is the number of attributes), and suppose that G and/or FC4). Each subset of genes was sorted based on the gene selection method and the genes are added one by one. Let e t i be denoted as the misclassification error in cross validation procedure, the error Err t is defined as:
where t is the number of genes used in FARM and fuzzy classifier.
(5) Calculate the mean of total error (E total ) such as:
for breast cancer dataset and
for colon cancer dataset where Err ðÁÞ ¼ min t ðErr t ðÁÞ Þ, (t ¼ 1; . . .; 150 for SNR, PCC and SVM-RFE methods and t ¼ 1; . . .; 70 for van't Veer dataset).
Note: increasing the number of genes (e.g. more than 100) increase the computational cost exponentially. So, 150 genes are considered as the maximum number of candidate genes in each subset although, this can increase the false negative error in gene selection. until there was not enough mined rules for classification (Note: the number of frequent itemsets and consequently number of rules are reduced by increasing the FS). (7) Consider the FS which has minimum E FS total and making a subset of genes which have been associated in mined rules in all primary classifiers with respect to the number of t, as the final subset of genes. (8) Use FARM and making a new fuzzy classifier based on the selected subset of genes and the value of FS which is used in step 7. Stated lemma ensures that all selected genes in step 6 are associated in the final rules extracted in this step. (9) Use independent samples for validation.
Results and discussion
Breast cancer dataset Table 2 shows the percentage of E FS total with respect to the change of FS. The minimum error is concerned to Fig. 2 Flowcharts of the proposed algorithm: a for breast cancer b for colon cancer FS = 0.25 which is considered as fuzzy support value to make the model of FARM for fuzzy classifier (bold values are minimum error with respect to FS's). Table 2 shows the mean of error rate in 10 iterations of tenfold cross validation for each subset of genes separately. The numbers of associated genes in the rules of primary classifiers and the overlaps between them have been also presented in Table 3 . Table 2 shows that with FS = 0.25, the van't Veer's subset and SVM-RFE subset have the best and worst accuracy in training samples respectively. It is noticeable that the method SVM-RFE is an embedded method with the SVM classifier so, its high error rate is predictable. On the other hand, in contrast of the Apriori algorithm which searches to find the most frequent itemsets of genes, the SVM-RFE method is a multivariate gene selection which selects the genes with high ability in classification and low in redundancy. For this reason the number of associated genes is less than the others. The subset of selected genes based on PCC and SNR methods have almost similar results in error rate and the number of associated genes. In Table 3 , Columns 3 to 6 present the overlap between the genes in four subsets. Interestingly, the intersection between the associated genes in the van't Veer subset and the PCC subset is only one gene although both of them are based on correlation coefficient with the binary outcome. The overlap between the genes based on SNR and PCC is 15 which confirm the similarity in the rate of error. Column 7 shows the common genes between the different subset and 70 significant genes published by van't Veer.
The final fuzzy classifier is based on 41 genes which are union of four subsets. The a priori algorithm with FS = 0.25 (which has the minimum E FS total ) is applied to mine the fuzzy rules of 2 classes. The total number of extracted rules is 51 where the number of mined rules from samples with less than 5 years metastasis and greater than 5 years metastasis are 27 and 24 respectively (called RB1 and RB2 and shown in Tables 4 and 5 ).
Only 4 of 41 genes ('Contig32185_RC', 'NM_003748', 'Contig20217_RC', 'AF073519') are common in two rulebases RB1 and RB2. These 4 genes have noticeable differences in their expression values in the two classes which can be presented by SNR gene selection method.
Three genes 'NM_004323', 'AL080059' and 'Contig49670_RC' are appeared in the final list which selected only by SVM-RFE method and present the SN, SP and SP linguistic terms in the rule bases. Two of them are reported earlier in the 70 significant genes by van't Veer.
In RB1, the number of genes with the linguistic variable LN, MN, SN, ZE, SP, MP and LP are 1, 0, 5, 7, 15, 1 and 0 respectively and in RB2 they are 0, 1, 9, 0, 6, 0 and 0. A linguistic variable ZE means that there is no over or under expression of a gene. However 7 genes in RB1 are stated with ZE which means that expression value of these genes have changed in the samples with relapse time of more than 5 years. The relations between the genes and breast cancer outcome have been presented in Tables 4 and 5 . These rules show the genes that are frequently repeated in two groups of samples in specified domains of gene expression values which are interpreted by linguistic variables. The domains of these linguistic terms have been shown in Table 6 (bolded genes are common in two subsets of rules).
Besides, in the rules with two genes in their antecedent part, the interaction between the genes has been revealed. These rules show the pairs of genes which have been frequently repeated in high and low risk samples. It can improve the model from a univariate to a multivariate classifier. Overall, the rules explain the behavior of the genes more accurately which can be useful for physicians or oncologists.
To analyze the validity of the classifier, the three following tests have been done:
• The error rate of training samples (77 original samples of dataset) was calculated in a tenfold cross validation procedure in 10 iterations. It was equal to 25.9% which is less than the calculated errors in four primary classifiers (shown in Table 2 ) and shows that the new subset of genes increases the performance of the classifier.
• The 19 extra samples in van't Veer database, including 12 and 7 samples of metastasis free after and within 5 years respectively, were tested by the fuzzy classifier. Seventeen of them were classified correctly which shows 89.47% accuracy in classification. Although there is no advantage in the accuracy rate comparing with previous literatures, interpretability of the model and the number of associated genes (specified in Table 7 ) are the advantages of the proposed model compared with the previous studies.
ROC analysis of 19 independent samples of breast cancer has been shown in Table 8 which presents that the false negative error is less than false positive error in class prediction of independent dataset (TP, FP, FN and TN are the number of true positive, false positive, false negative and true negative errors respectively).
In addition, the fuzzy confidence values (11th column in Tables 4, 5 ) indicate the impact of the rules in classification which can be considered for associated genes in the rules. In such case, the behavior of high impact genes can be analyzed more by physician with respect to the others. To investigate the effect of fuzzy confidence value, a threshold value tr conf ð Þ has been defined and the rules with FC less than the threshold value have been filtered out. The rates of accuracy of independent samples have been shown in Table 9 with respect to the change in threshold value. Figure 3 shows the color map of gene expression values of selected genes where they are clustered hierarchically and the 77 samples which have been sorted ascending with respect to the relapse time.
Colon dataset
Similar procedure with three methods of gene selection and three primary classifiers have been implemented on the colon dataset which has been randomly divided into the two groups training and independent samples. In this dataset, there are 22 normal and 40 cancerous samples. Four of normal and 6 of cancerous samples have been randomly separated as independent samples (the model was trained with 52 samples). Table 8 shows the estimated errors with respect to different fuzzy support values for colon dataset. It presents that the minimum of mean of error occurs in FS = 0.5. Therefore, union of the genes in Table 9 which have been contributed in three classifiers FC1, FC2 and FC3 (with FS = 0.5 shown in Table 10 ) have been implemented in the final fuzzy classifier (In Tables 10 and 11 , the bold ones are minimum errors and common genes between three subsets of genes respectively).
Based on the Tables 11, 14 selected genes were used to generate the rule base of final fuzzy classifier (The rules are shown in Tables 12 and 13) . Tenfold cross validation procedure has been used again to estimate the error of the model with selected genes. The estimated error of the model with 52 samples has been compared in Table 14 with two recent studies [31] and [32] .
The accuracy rate in Table 14 shows that the proposed model has superiority in accuracy rate comparing to the results in [31] and in number of selected genes comparing to the result in [32] . In addition, the estimated error of the proposed model (11.75%) is less than estimated errors of three primary classifiers which shows that the subset of union of genes increases the performance of the final classifier comparing to primary classifiers.
Ten independent samples were classified with the model which has been trained with 52 samples. Only two tumors of normal tumors were wrongly classified in cancerous class which shows 80% accuracy rate in classification. ROC analysis of independent samples has been shown in Table 15 .
Mined rules and relationships between genes of two classes normal and cancerous samples (class 0 and 1 respectively) have been shown in Tables 12 and 13 (sign ''&'' was used instead of ''And''). Figure 4 indicates the color map of 14 selected genes which have been clustered hierarchically. 
Conclusion
In this research, an algorithm was proposed to generate an interpretable fuzzy classifier based on the FARM to implement the significant genes which have been selected by different methods of gene selection. It was shown that the performance of the classifier has been increased by implementing the new generated subset of genes. The results present that the classifier can separate the tumors as well as present rules which are more understandable by oncologists. The advantages of the proposed classifier are interpretability and presenting the weighted rules. Besides, the model is based on fuzzy logic which can reduce the effect of some uncertainty in gene expression values comparing with crisp methods. This study can be developed in three directions in the future. The first is to consider other methods of gene selection in the algorithm to reduce the false negative error in gene selection. The second is to analyze other methods of rule mining to improve the impact of fuzzy rules in fuzzy classifier. In addition, the proposed classifier can be converted to a fuzzy predictor. In such case, the relapse time of breast cancer can be predicted on a continuous scale by many fuzzy rules. TSK or Mamdani fuzzy models can be used in the prediction procedure.
