When planning target-directed reaching movements, human subjects combine visual and proprioceptive feedback to form two estimates of the arm's position: one to plan the reach direction, and another to convert that direction into a motor command. These position estimates are based on the same sensory signals but rely on different combinations of visual and proprioceptive input, suggesting that the brain weights sensory inputs differently depending on the computation being performed. Here we show that the relative weighting of vision and proprioception depends both on the sensory modality of the target and on the information content of the visual feedback, and that these factors affect the two stages of planning independently. The observed diversity of weightings demonstrates the flexibility of sensory integration and suggests a unifying principle by which the brain chooses sensory inputs so as to minimize errors arising from the transformation of sensory signals between coordinate frames.
Information about a single environmental cue or variable is often available to more than one sensory modality, raising the question of how the brain weights and combines sensory signals during perception and behavior. Previous theories of how this is accomplished have focused on the statistical properties of the individual sensory signals [1] [2] [3] [4] [5] . Here we demonstrate that input statistics alone are insufficient to explain sensory integration during motor planning. Rather, we provide evidence that sensory integration is strongly influenced by the cost of performing coordinate transformations on sensory inputs. The results suggest a model in which sensory signals are weighted to limit the errors that are introduced when these signals are transformed between coordinate frames.
We have previously developed a method for studying the integration of visual and proprioceptive feedback signals from the arm during the planning of reaching movements 6 . Subjects reached to visual targets in a virtual visual feedback environment. We quantified the relative weighting of vision and proprioception by displacing the virtual visual feedback and measuring the resulting reach errors. Such shifted feedback introduces two types of error: a 'movement vector' (MV) error that arises when the location of the visual target is compared with the position of the fingertip (Fig. 1a) and an 'inverse model' (INV) error that arises when the planned direction is converted into an intrinsic (muscle-or joint-based) motor command (Fig. 1b,c) . Although errors from both of these stages can affect a single movement, the MV error ( Fig. 1d ) and INV error (Fig. 1e) can be separately inferred from the pattern of shift-induced errors measured across multiple reaches in different directions (Fig. 1f) . Furthermore, the magnitude of each type of error is proportional to the reliance on the shifted visual feedback at each planning stage. By fitting these shift-induced error patterns with a simple model of motor planning, we determined the relative weighting of visual feedback at each planning stage. We found that the two stages of reach planning rely on very different mixtures of visual and proprioceptive input: movement vector planning relies mostly on visual signals, whereas computation of the intrinsic motor command relies more on proprioceptive signals 6 .
Here we address the question of why the same sensory signals are weighted so differently at the two stages of reach planning. We suggest that the difference previously observed 6 was due to the coordinate frame in which the two computations took place. In that study, subjects reached to visual targets, and the visual feedback reflected only the position of the fingertip. Planning the movement vector required an estimate of the current position of the fingertip relative to the visual target, a simple vector subtraction in visual coordinates. In contrast, computation of the motor command required an estimate of the intrinsic state of the arm, which was encoded by proprioceptive afferents but was not explicitly represented by the visual feedback. The sensory signals that were not already in the appropriate coordinate frame for each stage of planning would have had to undergo a transformation in order to be used in the relevant computation. We hypothesize that the weighting of vision and proprioception reflects a strategy of minimizing errors that arise during such coordinate transformations. We tested this idea in two experiments, altering either the coordinate frame of the target or the nature of the visual feedback.
We first examined whether sensory integration during movement vector planning is influenced by the sensory modality of the target (Experiment 1). During reaching to a visual target, the nervous system might rely more on vision because visual feedback from the arm is already in the target's coordinate frame. Before proprioceptive signals can be used, they must be transformed into visual coordinates. This transformation will incur errors, either because of biases in the mapping between coordinate frames or because of variance introduced by the additional computation 7, 8 , and the effect of these errors will scale with the relative weighting of the proprioceptive signal. Thus, if a proprioceptive target (here the felt location of the other hand underneath the tabletop) were used instead of a visual target, we predict that subjects would rely more on proprioceptive feedback from the reaching arm, as the target would already be in an intrinsic coordinate frame. This change would be reflected as a reduction in the MVerror observed when the visual feedback is shifted (model data illustrating this prediction are shown in Fig. 2a) .
We next asked whether the information content of the visual feedback influences sensory integration (Experiment 2). We hypothesized that the previously observed reliance on proprioception during motor command generation was due in part to the fact that the visual feedback (a single spot of light) specified only the position of the fingertip 6 , whereas an estimate of the joint angles was required to compute the appropriate motor command from the desired movement vector (Fig. 1b) . The transformation of visual fingertip feedback into joint angles is expected to incur errors, again as a result of inaccuracies in the mapping or of the introduction of variance during the computation. In addition, this transformation is particularly prone to errors, as it is generally underconstrained: a single fingertip location can be achieved by many joint angle configurations when the arm's range of motion is unrestricted. The reliance on proprioception in this context could reflect a general strategy of avoiding an underconstrained sensory transformation, even though the arm was actually restricted to two degrees of freedom in these experiments. In contrast, if the virtual visual feedback explicitly represented joint angles as well as fingertip location, this source of uncertainty would be eliminated, and the errors due to the transformation would be reduced. We therefore predicted that if the visual feedback included an image of the reaching arm (and hence explicit information about joint angles), subjects would rely more on vision during motor command generation. This in turn would lead to greater INVerror when the visual feedback was shifted (model data shown in Fig. 2b) .
We measured the changes in MV and INV error induced by the two manipulations outlined above. In both cases, we observed the predicted changes in the relative weighting of vision and proprioception. These taskdependent changes seem to affect the two planning stages independently, suggesting that sensory integration is a local process influenced by the particular computations performed at each planning stage.
RESULTS
We tested the predictions described above in two separate experiments. In both studies, subjects made planar reaching movements on a horizontal table with virtual visual feedback (Fig. 3a) . Visual feedback was provided as subjects planned reaches but was extinguished at reach onset. 
Effects of target modality
In Experiment 1, two targets were available on each trial: a visual target, consisting of a spot of light, and a proprioceptive target, provided by the felt position of the left index fingertip (Fig. 3b) . The left hand was positioned beneath the table so that the two hands never came into contact. The color of the 'go' signal instructed subjects whether to reach to the visual or proprioceptive target. This instruction was randomized across trials. Data from a typical subject are illustrated in Figure 4 . For both target types, raw reach trajectories show the effects of shifted visual feedback (Fig. 4a) . For example, reaches made with leftward feedback shifts show rightward directional errors, consistent with a leftward error in estimated hand position during movement vector planning. Additionally, the effects of the visual shifts were smaller when the subject reached to proprioceptive targets, consistent with our hypothesis that subjects would rely less on visual feedback in this trial type. Reaction times, movement times, and baseline reach trajectories were qualitatively similar for visual-target and proprioceptive-target reaches, although reaches to proprioceptive targets were more variable and tended to be hypometric (Supplementary Note online).
In quantifying the errors that were due to pre-movement exposure to shifted visual feedback, we focused on the direction of movement just after reach onset, as this variable reflects the movement plan and not online feedback corrections. We computed shift-induced errors by subtracting the initial movement direction on baseline trials from the initial movement direction on trials that included shifts of the visual feedback. The sample subject's shift-induced errors (Fig. 4c) resembled the model predictions (Fig. 2a) .
We inferred the relative weighting of vision and proprioception at each planning stage using a simple mathematical model of motor planning. For the model to make specific predictions, it must include assumptions about the particular form in which the brain encodes motor commands. In the present model, we assume that the motor command specifies the joint angle velocities (Fig. 1b) , although an alternate model is considered below. We quantified sensory integration by fitting two model parameters, a MV and a INV , that represent the relative weighting of vision when computing the movement vector and the intrinsic motor command, respectively (a ¼ 0 for proprioception only and a ¼ 1 for vision only; see Methods).
We performed this analysis separately for the visual-target and proprioceptive-target data shown in Figure 4c , and the model fits are shown as dotted lines. For this subject, the best-fit weighting parameters were a MV ¼ 0.96, a INV ¼ 0.32 for visual-target trials and a MV ¼ 0.49, a INV ¼ 0.19 for proprioceptive-target trials. This subject therefore relied almost entirely on visual feedback (a MV ¼ 0.96) when computing the movement vector to visual targets, but relied roughly equally on visual and proprioceptive information (a MV ¼ 0.49) when planning the movement vector to proprioceptive targets.
We observed this same trend when directional data were averaged across the seven subjects in Experiment 1 ( were larger during reaching to visual targets, showing a decreased reliance on vision during reaching to proprioceptive targets. We quantified this effect by the fit values of a MV and a INV (Fig. 6) . Every subject showed a significant (P o 0.05) reduction in a MV when reaching to proprioceptive targets (mean a MV ¼ 0.88, visual-target trials; mean a MV ¼ 0.42, proprioceptive-target trials). The mean decrement in a MV of 0.46 corresponds to a nearly fivefold increase in the use of proprioceptive information in the proprioceptive-target condition. There was also a small reduction in a INV (mean, 0.17), which was significant in a single subject (the completely filled circle in Fig. 6c ). The weighting of feedback signals during movement vector planning therefore depends critically on the sensory modality of the target. The analysis described above assumes that motor commands are planned in terms of joint angle velocity, a purely kinematic variable. As it is an open question whether the brain plans reaching movements in terms of kinematic or dynamic variables 9-12 , we also considered a second model in which the motor command specifies the joint torques (see Methods). This torque command model yielded results very similar to the original velocity command model (mean decrements in a MV and a INV of 0.48 and 0.18, respectively). The close agreement between these two models suggests that our ability to quantify sensory integration is independent of whether motor commands are specified kinematically or dynamically, consistent with our earlier findings 6 .
Controls for transfer effects and non-proprioceptive cues
Three issues regarding the design of Experiment 1 warranted control studies. First, although subjects received shifted visual feedback from only the reaching (right) hand, it is possible that the shifted visual feedback could have affected the felt position of the target (left) hand. Analogous intermanual transfer has been described in studies of visuomotor adaptation [13] [14] [15] [16] , although such effects are not always present [17] [18] [19] [20] . In a separate experiment, we demonstrated that the visual shift protocol used in Experiment 1 did not affect the felt position of the left hand (Supplementary Note).
Second, the direction of gaze was neither measured nor constrained in Experiment 1. This is potentially problematic, as subjects could have determined the target location for proprioceptive reaches using either a visual fixation point or the felt gaze direction, rather than the proprioceptive signals from the left arm. To address this concern, we repeated Experiment 1 with the additional constraint that subjects were required to maintain visual fixation on one of a number of points near the center of the workspace (Supplementary Note). We found that the task-dependent changes in a MV and a INV were very similar whether or not gaze was constrained. We conclude that any information provided by gaze direction had a minimal effect on sensory integration during reach planning.
A third potential confound in the proprioceptive-target condition is that subjects actively positioned the left arm and were required to support it against gravity during reach planning. Therefore, efference copy could have provided non-proprioceptive information about the position of the left arm. To ensure that this factor did not account for our results, we tested subjects on another variation of Experiment 1 in which the left arm was passively moved to the target location and was supported by a second tabletop throughout the trial. The taskdependent change in a MV when the target arm was passively supported was of comparable magnitude to that observed in the original experiment (Supplementary Note). Changes in a MV therefore do not depend on the use of non-proprioceptive cues to the location of the proprioceptive target.
Effects of visual feedback type
In Experiment 2, we tested the hypothesis that subjects would rely more on vision during inverse model evaluation if the visual feedback represented the arm, and thus the configuration of the joints, rather than just the location of the fingertip. All reaches were to visual targets, and feedback consisted of either a spot specifying fingertip location or a simple virtual image of the arm (Fig. 3c) . Figure 7a ,b shows data from a single subject. The bimodal MV error pattern was similar in the two feedback conditions. Averaging across targets for each shift direction showed the INV error pattern: reaches made with leftward shifts were biased clockwise, whereas reaches with rightward shifts were biased counterclockwise. This INV error pattern was more pronounced in the arm-feedback condition in the sample subject (compare the dashed lines in Fig. 7a,b) , as in the rest of the subject pool (Fig. 7c) . These data suggest that subjects rely more on vision when computing the intrinsic motor command when the visual feedback specifies the posture of the arm.
We quantified this effect by fitting the weighting parameters to the data from fingertip-and arm-feedback reaches. Model fits for the sample subject (Fig. 7a,b) Fig. 8a,b) . Thus, for this subject, visual feedback was weighted 25% during the second stage of reach planning when the In all plots, the gray symbols are for the sample subject shown in Figure 4 .
feedback represented fingertip position only. However, when visual feedback consisted of an image of the arm, that contribution increased to 54%. For all subjects, a INV was greater during the arm-feedback trials (mean a INV ¼ 0.24, fingertip feedback; a INV ¼ 0.42, arm feedback), although this difference was significant in only three out of ten subjects (Fig. 8c) . The mean change in a INV of 0.18 across feedback conditions corresponded to a 75% increase in the use of visual information in the arm-feedback condition. In contrast, the mean change in a MV due to the use of arm feedback was À0.01. As was the case in Experiment 1, the torque command model produced similar results as the original velocity command model, yielding average changes in a INV and a MV of 0.28 and 0.02, respectively.
DISCUSSION
We have shown that altering the details of a sensorimotor task changes the relative weighting of visual and proprioceptive feedback used to plan the motor response. These changes can occur on a trial-to-trial basis as task conditions are varied. Furthermore, the task variations used in Experiments 1 and 2 drive different changes in weighting at the two stages of reach planning, suggesting a degree of independence in sensory integration at these stages. Our results show that sensory integration is not determined solely by the statistics of the sensory input but is also significantly influenced by the computations required for task execution. The observed pattern of changes reflects a reduced reliance on signals that must be transformed between visual and proprioceptive coordinate frames. There are several potential costs that could be minimized by avoiding transformed signals: for example, the metabolic cost of performing additional neural computations. However, we propose that sensory signals are weighted in order to minimize errors resulting from inherently noisy coordinate transformations. This points to a view of sensory integration as a set of local, independently controlled processes optimized to improve sensorimotor performance.
In Experiment 1, the value of a MV depended on the sensory modality of the target, suggesting that the brain weights sensory feedback so as to minimize the adverse effects of transforming arm position signals into the coordinate frame of the target. Control studies demonstrate that these effects on a MV are not the result of intermanual transfer of the visual shift, the effects of gaze direction, or the use of an active motor command to position the proprioceptive target. One remaining question is why this effect was not symmetrical: when reaching to visual targets, visual feedback was weighted almost 90%, whereas proprioception was weighted just over 50% when reaching to the fingertip of the other hand. This asymmetry may be due to the fact that when reaching to the proprioceptive target, an additional transformation is required to convert proprioceptive signals from the left arm into the intrinsic coordinates of the right arm.
Another issue that arises from Experiment 1 is why a INV decreases during reaching to proprioceptive targets. This effect was not predicted, as the target location was used only to compute the movement vector (see the schematic of Fig. 1 ). Although this effect was smaller than the change in a MV , the trend was seen in all but one subject. One possible explanation is that these parallel changes in a MV and a INV result from attentional shifts, which have previously been shown to affect sensory integration 21, 22 . A shift of attentional focus from vision to proprioception could potentially underlie the decreases in both a MV and a INV , despite the fact that the latter change is much smaller. However, Experiment 1 was explicitly designed to reduce the likelihood of such attentional shifts: visual-target and proprioceptivetarget trials were randomly interleaved, every trial included both a visual and a proprioceptive target, and subjects were not instructed which target to reach to until shortly before the 'go' signal (see Methods). Furthermore, attentional effects alone cannot explain key components of our results: vision and proprioception each dominated at different planning stages during the same movement (Figs. 6 and 8) , and in Experiment 2, a INV increased without consistent changes in a MV (Fig. 8c) .
Another possibility is that the coordinate frame of the planned movement vector is different in the two tasks. Movement vectors might be computed in visual coordinates when reaching to visual targets, but in an intrinsic (or intermediate) coordinate frame when reaching to proprioceptive targets. The computations required at the INV stage In all plots, the gray dot represents the subject whose data is shown in Figure 7a ,b. Other plotting conventions as in Figure 6 .
could therefore differ in the two tasks, resulting in the observed changes in a INV . In any case, these potential differences do not affect the model's predictions about sensory integration during movement vector planning or our interpretation of the observed changes in a MV . Experiment 2 demonstrates that the value of a INV depends on the information content of the visual feedback. When the visual feedback represents only the fingertip position, proprioception dominates during the computation of the motor command. We propose that this reflects an error-minimization strategy, as determination of the posture of the arm from the visually perceived fingertip location is an ill-posed problem, and thus prone to errors. Indeed, when visual feedback of the whole arm is available, the two sensory modalities contribute nearly equally to the computation of the motor command. In contrast, movement vector planning seems to be insensitive to the type of visual feedback. This supports our interpretation that the key difference between the two feedback conditions is the information about the configuration of the joints, rather than the size or salience of the visual stimulus.
Our results indicate that simple minimum-variance models of sensory integration, in which the weighting of sensory signals is determined solely by their input statistics, are incomplete. The minimum-variance principle has successfully described sensory integration in a wide variety of tasks [2] [3] [4] [5] ; however, it is inconsistent with our finding that the same sensory signals can be given very different weightings at different stages of reach planning or at the same stage of planning in different tasks. As noted above, these effects suggest a strategy of minimizing the role of sensory signals that have undergone coordinate transformations. Our results are thus consistent with an extended minimum-variance model that accounts for the variability that can arise during noisy coordinate transformations.
The experiments presented here demonstrate for the first time that sensory integration during reach planning is a dynamic process driven by the computational demands of the task. These psychophysical phenomena presumably reflect differences in the neural circuits or patterns of activity that are engaged during task performance. Neurons in many of the cortical areas involved in reach planning receive both visual and proprioceptive inputs [23] [24] [25] [26] . Our results suggest that these sensory inputs are gated in a taskdependent way. By quantifying the mixture of visual and proprioceptive inputs to a neural population across the task manipulations described above, it may be possible to determine the computation in which a group of neurons is participating. Such studies will help bridge the gap between computational and physiological descriptions of motor planning.
METHODS
This study was approved by the University of California, San Francisco Committee on Human Research, and subjects gave written informed consent. All subjects were right-handed, 18-34 years of age, and healthy, with normal or corrected-to-normal vision. Subjects were naive to the purpose of the experiments and were paid for their participation. Seven subjects (five women, two men) participated in Experiment 1, and ten different subjects (five women, five men) participated in Experiment 2.
Experimental setup and data collection. Visual targets and visual feedback of the arm were presented using a virtual reality display system described previously 6 (Fig. 3a) . Arm position was monitored with an infrared position tracking device (Optotrak 3020, Northern Digital). Reaches were performed with the right arm, which rested on a table at shoulder height. A custom-built splint immobilized the wrist joint and fixed the right index finger in an extended position. An air sled under the upper arm minimized friction between the arm and the table. The torso was restrained using a vest attached to the subject's chair. This arrangement restricted the arm to two degrees of freedom such that arm position could be expressed interchangeably as x, a twodimensional vector representing the cartesian position of the fingertip on the table, or as y, a two-dimensional vector representing the elbow and shoulder angles.
General task design. In both experiments, reaches began from a start point located approximately 40 cm from the chest along the midline. At the beginning of each trial, visual feedback from the reaching arm reflected either the true location of the fingertip or a location shifted to the left or right. Rightward, leftward and null shifts were randomly interleaved to prevent sensorimotor adaptation. The visual feedback disappeared after reach onset once the fingertip moved 5 mm from the start point. Subjects received a numerical score based on their performance on each trial (Supplementary Note). After the experiment, subjects were asked about the accuracy of the visual feedback. All subjects reported being unaware of a visual shift.
Task design, Experiment 1. In Experiment 1, we varied the sensory modality of the reach target (Fig. 3b) . On half of the trials ('visual-target trials'), subjects reached to a visual target consisting of a red dot 5 mm in diameter. On the other trials ('proprioceptive-target trials'), subjects reached to the felt location of their left index finger, which had been positioned below the tabletop. Each trial included one visual target and one proprioceptive target. Targets were selected randomly on each trial from six possible locations (14 cm from the start point at 601, 901, 1201, À1201, À901 or À601 with respect to the rightward axis; Fig. 4a ). These directions were chosen to maximize the statistical power of the model when fitting a MV . The visual and proprioceptive targets were always 1801 apart, as in Figure 3b . On all trials, visual feedback of the right index fingertip consisted of a white, 5-mm-radius spot that appeared either at the fingertip or shifted leftward or rightward by 6 cm.
At the beginning of each trial, subjects positioned their right fingertip in order to place the feedback spot within an 8-mm ring. The feedback spot was visible only when the y-coordinate of the fingertip (defined as the axis pointing toward or away from the body) was within 8 mm of the y-coordinate of the start point. Once the starting position was achieved, the ring disappeared and an array of nine arrows appeared at a randomly selected location. The arrows were used to guide the left index finger to the preselected location of the proprioceptive target: the direction and magnitude of the arrows were continuously adjusted to indicate the direction and (scaled) distance from the left fingertip to the target location. When the fingertip had moved to within 5 mm of the target location, the arrows disappeared and the visual target appeared at a location distinct from the start point and the proprioceptive target (Fig. 3b) . After a delay of 500-1,500 ms, an instruction cue appeared in the form of a small colored dot on top of the feedback spot. Subjects reached to the visual target if this dot was red and to the proprioceptive target if the dot was blue. The target instruction cue remained illuminated for 1,400-1,600 ms, and its disappearance served as the 'go' signal, cueing the subject to begin the reach with the right arm. Subjects were required to hold the left index fingertip at the proprioceptive target throughout the reaching movement. All subjects did so successfully on every trial (the left index fingertip never moved more than 1 cm; mean fingertip excursion o1 mm).
Eight reaches were made to each of the six targets with each of the three visual shifts, totaling 144 reaches each in the visual-and proprioceptive-target conditions. Trial order was randomized across all factors. A set of 36 familiarization trials preceded the experiment and included all six trial types. Visual feedback was unshifted during familiarization trials, but the starting location of some trials was shifted 6 cm to the left or right of midline in order to familiarize subjects with reaches that appeared to originate from three different start points. Familiarization trials were not included in the subsequent analyses.
Task design, Experiment 2. In Experiment 2, we varied the information content of the visual feedback (Fig. 3c) . In half of the trials ('fingertip-feedback trials'), the visual feedback from the right arm consisted of a bright white spot (100% gray level), as in Experiment 1, and feedback was either veridical or shifted right or left by 7 cm. In the other half of trials ('arm-feedback trials'), the visual feedback consisted of a white polygon (60% gray level) in the shape of the subject's arm. Either the arm feedback was coextensive with the subject's arm or the virtual fingertip was shifted left or right by 7 cm. When the fingertip was shifted, the arm feedback was displayed with the posture that would have achieved the shifted fingertip location given the true position of the subject's shoulder.
At the beginning of a trial, subjects used visual feedback to position their right index fingertip at the start point, as in Experiment 1. In Experiment 2, however, visual feedback appeared only after the y-coordinate of the fingertip was within 3 cm of starting value. When the visual feedback was within the start window, a visual target consisting of a red dot of radius 5 mm appeared. Target location was selected randomly on each trial from one of six positions (18 cm from the start point at 01, 901, 1501, 1801, À901 and À601). These targets were chosen to maximize the statistical power of the model when fitting a INV . After a delay of 500-1,500 ms, a small red dot appeared on top of the visual feedback spot (fingertip-feedback trials) or the tip of the virtual finger (arm-feedback trials). After 1,400-1,600 ms the red dot disappeared, signaling the subject to 'go' . Subjects did not use their left hands in Experiment 2.
For each type of visual feedback, eight reaches were made to each of the six targets with the three visual shifts, and the order of the 144 trials was randomized. Trials for the two feedback conditions were presented in separate blocks, with block order randomized across subjects. Block order had no effect on reach kinematics or the results or the model fits. Each block began with 36 familiarization trials as in Experiment 1.
Trajectory analysis. Position data were smoothed with a low-pass Butterworth filter (cutoff frequency of 6 Hz), and fingertip velocity was then computed using first-order numerical differentiation. Initial reach direction was quantified as the angle of the instantaneous velocity when the velocity magnitude first exceeded 40% of its peak value. This landmark fell 82 7 18 ms (mean 7 average within-subject s.d.) after reach onset in Experiment 1 and 94 7 19 ms after reach onset in Experiment 2.
Modeling the initial movement direction. We have developed a method for quantifying the relative reliance on vision and proprioception during reach planning 6 , which we applied to the data from Experiments 1 and 2. Work from our and other labs has shown that subjects form two estimates of arm position when planning a reaching movement 6, [27] [28] [29] [30] . Briefly, we assume that the two arm position estimates,x MV andx INV , are weighted combinations of visual ðx vis Þ and proprioceptive ðx prop Þ inputs:
x MV ¼ a MVxvis + ð1 À a MV Þx prop ð1Þ
The estimatex MV is used to calculate the desired initial fingertip velocity . x Ã , the 'movement vector' . The direction of this vector is determined by
where z represents the angle of any vector z, x Ã represents the target location, o is an angular offset term that captures directional biases in baseline reaches, and d A [1, ..., 6] indexes x Ã and o over the six targets. Note that the error inx MV and x Ã due to shifted visual feedback (MV error) scales with a MV (Fig. 2a) . The desired fingertip velocity . x Ã is then used to compute the motor command, specified as a vector of joint angle velocities . y:
whereŷ INV ¼ K À1 ðx INV Þ is calculated from the inverse kinematics function K À1 that describes the mapping from cartesian fingertip location to joint angles, and JðyÞ ¼ dx dy is the Jacobian of the arm. This computation represents an inverse model of the arm 31 . When the motor command is executed, the fingertip moves with an initial velocity described by
Note that shifting the visual feedback will cause a discrepancy between . x and . x Ã , as the matrix JðyÞJ À1 ðŷ INV Þ will equal the identity matrix only when y ¼ŷ INV . The size of this INV error increases with increasing a INV (Fig. 2b) . Finally, as equation (3) specifies only the direction of . x Ã , the predicted direction of only the initial movement vector in equation (5) is fit to empirical data.
The velocity command model, described in equations (1)- (5), assumes that the movement vector is specified as a desired initial velocity of the fingertip ( . x Ã ) and that the motor command consists of joint angle velocities ( . y). We have previously shown that similar fit values of a MV and a INV are obtained with an alternate model in which the movement vector is specified as the desired initial acceleration of the fingertip and the motor command consists of joint torques. This torque command model 6 takes into account the inertial properties of the arm. Data from Experiments 1 and 2 were fit with both models. See ref. 6 for a fuller description of these models.
Fitting model predictions to the data. We fit the two free parameters of the model, a MV and a INV , to the data from each subject and experimental condition with a nonlinear regression algorithm (nlinfit in MATLAB, Mathworks). The values ofx vis andx prop in the model were set to the position of the visual feedback and the true position of the fingertip, respectively, on each trial. The value of x Ã was set to the target position. The baseline bias terms (o d in equation (3)) were determined from the mean angular difference between the target direction and the initial velocity direction in trials with unshifted feedback.
We used permutation tests 32 to evaluate whether the values of a MV and a INV differed between experimental conditions. Additionally, we used a bootstrapping technique 33 to place confidence limits on the fit values of these parameters. Details of these statistical procedures are described in the Supplementary Note.
Note: Supplementary information is available on the Nature Neuroscience website.
