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Thermal properties of charge noise sources
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Measurements of the temperature and bias dependence of Single Electron Transistors (SETs) in
a dilution refrigerator show that charge noise increases linearly with refrigerator temperature above
a voltage-dependent threshold temperature, and that its low temperature saturation is due to SET
self-heating. We show further that the two-level fluctuators responsible for charge noise are in strong
thermal contact with the electrons in the SET, which can be at a much higher temperature than
the substrate. We suggest that the noise is caused by electrons tunneling between the SET metal
and nearby potential wells.
PACS numbers: 73.50.Td, 85.35.Gv, 03.65.Yz, 65.80.-g
I. INTRODUCTION
Low-frequency charge noise with a power spectral den-
sity SQ(f) ∝ 1/f
α is observed in all charge sensitive
devices (f is frequency and α ≈ 1). Apart from lim-
iting the sensitivity of electrometers, such as the Single
Electron Transistor (SET)1,2, charge noise is a source
of decoherence in qubits3,4 and gives rise to errors in
metrological quantum standards5–7. The noise is usually
attributed to a superposition of Lorentzian spectra, each
generated by a Two-Level Fluctuator (TLF) consisting
of a charged particle moving stochastically between two
locations8,9. In spite of extensive studies, both experi-
mental and theoretical9–22, the sources and locations of
the TLFs remain unknown.
Because of its simplicity and unmatched charge sensi-
tivity, the SET is an ideal tool to study the fundamen-
tals of charge transport and noise7,23,24, and its structural
similarity to superconducting qubits and metrological de-
vices means that knowledge gained from the SET can be
carried over to these and other devices. The SET consists
of a small metallic island connected via tunnel junctions
to source and drain electrodes [Fig. 1(a)]. Its current-
voltage (I-V ) characteristic [Fig. 1(b)] depends strongly
on the charge induced on the island by externally ap-
plied electric fields or charges moving in its surround-
ings, and this response is periodic in the electron charge
e [Fig. 1(b), inset].
The electrons moving through the SET deposit energy
on the island in proportion to the bias voltage Vb. To
a good approximation, the power dissipated on the SET
island is PSET = VbISET /2, and in a metallic SET this
power is generally assumed to be dissipated rapidly into
the electron gas. At low temperatures, the thermal cou-
pling between the SET electrons and the phonons of the
substrate is weak, and the temperature of the electron gas
can be elevated significantly above that of the phonons25.
The effect of this on the charge noise is discussed further
below.
Several authors have found that the charge noise mea-
sured in SETs decreases as the temperature is lowered,
saturating to a constant level at low temperature16–21.
This saturation has been attributed to self-heating of the
SET but, since there is no obvious model for thermaliza-
tion between the TLFs and the SET electron gas, the
issue remains open.
The influence of SET bias parameters on charge noise
has also been studied15,18,19, and while it is clear that
the charge noise increases with SET bias, no quantitative
conclusions have been drawn. This is largely due to the
small range of useful bias voltages in SETs with modest
charging energy, and the tendency of noise data to suffer
from scattering and drift.
Here, we present three experiments on charge noise
in SETs. Using SETs with relatively high charging en-
ergy and recording an extensive amount of data, we can
clearly resolve the dependence of the noise on both refrig-
erator temperature, T0, and SET bias parameters. Our
results demonstrate that the TLFs predominantly ther-
malize with the electron gas of the SET, rather than by
a roundabout route through the substrate phonons. At
high T0, the SET electrons (and hence the TLFs) are
thermalized with the refrigerator temperature, so that
the charge noise scales proportionally with T0. For low
T0, self heating brings the SET electrons to a tempera-
ture Te > T0, which causes the charge noise to saturate
as T0 is decreased. This is expected if the TLFs are occu-
pied by electrons tunneling from the SET metal, but not
for conventional double-well TLFs located entirely out-
side the SET. Thus, our data point to a scenario where
the noise is dominated by single-well TLFs close to the
SET junctions.
II. TLF MODELS
Regardless of their microscopic origins, TLFs can af-
fect the SET only if they are located inside or in close
vicinity to the tunnel junctions [Fig. 2(c)]. Based on the
dependence of the charge noise on external electric fields,
for a sample similar to ours, Zimmerman et al. were able
to prove that the TLF ensemble must be at least partly
located outside the tunnel barriers12.
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FIG. 1. Single Electron Transistor. (a) Scanning electron mi-
croscope image showing the SET design. The area of each
junction is approximately 60 × 30 nm2 The island to the far
right is a result of the two-angle evaporation, and plays no role
in the SET operation. The gate electrode is located outside
the picture, 600 nm to the right of the island. (b) I-V char-
acteristics of device S1, taken at four different gate voltages.
Inset: Typical measured ISET vs. Qg, the charge induced
from the gate. The colored points correspond to those in the
I-V plot. The cross denotes the operating point used in Exps.
A and B. (c) Solid blue curve: Typical noise power spectrum
SQ(f) acquired at T0 = 50mK. The slope of this spectrum
is α = 1.24 ± 0.01. The pilot signal, used for gain calibra-
tion, appears as a strong peak at fp = 377Hz. The red dot
marks S˜Q, the average of SQ between 383Hz and 401Hz. The
dashed green line is the shot noise of the SET for this partic-
ular value of ISET . The solid black curve shows the amplifier
noise, measured with open input, scaled to units of charge by
the charge gain of the SET. The dashed red curve is an exam-
ple of a spectrum (at T0 = 1.5K) with a substantial contribu-
tion from a single TLF at intermediate frequencies (see text).
(d) Solid lines: Maximum and minimum SET current as a
function of bias voltage. Blue square, red cross and green tri-
angle: Bias points used for the temperature sweep of Exp. B.
At fixed Vb, the gate voltage Vg was varied to adjust ISET
to the midpoint between the maximum and minimum SET
current [1(b) inset]. Dots: Measurement points where the
charge noise was measured (at base temperature) in Exp. C.
The bias voltage was fixed, and ISET subsequently adjusted
to the desired value by varying Vg.
The most common model for a charge TLF is that of
a charged particle moving stochastically back and forth
between two potential wells located in the dielectric ma-
terial surrounding the device [Fig. 2(a)]. For each of the
two wells, a different fraction of the TLF charge couples
to the device, in the case of an SET as charge induced
on its island. In the simplest model of a symmetric, two-
well potential9, switching between states occurs with a
characteristic time τ that is identical for the two direc-
tions. The resulting power spectrum is a Lorentzian of
the form L(ω) ∝ τ/(1+ω2τ2); here ω = 2pif . If, further,
the process is thermally activated, τ = τ0 exp(E/kBT ),
where 1/τ0 is a characteristic attempt frequency and E
is the barrier height. Thus, for an ensemble of TLFs
with a distribution of energies D(E), the noise power
spectrum becomes S(ω, T ) ∝
∫
L(E,ω)D(E)dE . The
function L(E,ω) is strongly peaked with a width of the
order of kBT . Finally, provided D(E) varies slowly on
the scale of kBT , Dutta and Horn
9 show that S(ω, T ) ∝
(kBT/ω)D(E˜), where E˜ is the energy at which L(E,ω)
peaks. This result demonstrates that for an ensemble of
symmetric charge TLFs, SQ ∝ T/f .
Kenyon et al.20 extended this picture to an asymmetric
double-well potential [Fig. 2(b)] in which each TLF has
two different activation energies, one for each direction of
switching. Under the assumptions that the two switch-
ing processes are independent and the two energies are
uniformly distributed over the ensemble of TLFs, each
process contributes a factor scaling as T to the power
spectrum, leading to SQ ∝ T
2/f .
It has also been proposed that each TLF consists of
a single potential well, with electrons tunneling back
and forth between the well and the conductors of the
device13,14,26 [Fig. 2(c)]. A TLF of this type can be
tunnel-coupled either to the SET island or to one of the
leads, with the two cases influencing the SET equally. For
an electron entering a well from the island (lead), the ma-
jor part of its charge is induced back on the island (lead),
and only a small fraction of its charge is induced on the
lead (island). In both cases, the result is a small change
in the offset charge of the island.
Potential wells of this type must reside within tunnel-
ing distance of the SET, and could consist of metal grains
formed during device fabrication13,14 or surface states in
the interface between the conductors and their surround-
ing oxides26. States of the latter type, known as Metal-
Induced Gap States (MIGS)27, exist at all disordered in-
terfaces between conductors and insulators, with an areal
density of around 0.5/ nm2, and, when localized28, have
been suggested to harbor the electrons that produce mag-
netic flux noise in SQUIDs29 and flux-sensitive qubits3,4.
Assuming that the well and the conductor are in equi-
librium at a temperature T , the rates for tunneling into
(Γin) and out of (Γout) the well obey detailed balance
and are related by
Γout = Γin
P
1− P
= Γine
−ETLF /kBT ,
where P is the probability of the well being occupied and
ETLF the depth of the well with respect to the Fermi
energy EF of the metallic reservoir. Each TLF of this
type produces noise with a Lorentzian spectrum
L ∝
ω0
ω2
0
+ ω2
P (1− P ) =
ω0
ω2
0
+ ω2
[
cosh
(
ETLF
2kBT
)]−2
,
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FIG. 2. Different models for Two-Level Fluctuators. (a)
The TLFs that produce charge noise are usually modeled
as charged particles, each moving stochastically between two
potential wells in the dielectrics surrounding the SET. With
symmetrical wells, and a single activation energy ETLF which
the particle must overcome by thermal excitation, the model
predicts9 SQ ∝ T/f . (b) With two defining energy scales (E1
and E2), the model instead predicts
20 SQ ∝ T
2/f . (c) The
TLF model suggested by our experimental data consists of a
single potential well which may be occupied (unoccupied) by
an electron tunneling from (to) the SET electrodes. There
should be approximately as many wells coupled to the leads
as to the island, and both types of well contribute equally to
the charge noise, assuming uniform temperature. ETLF is the
depth of each TLF with respect to the Fermi energy EF of
the metal to which it is tunnel-coupled. This model predicts a
SQ ∝ T/f
α dependence (see text). (d) Only TLFs located in-
side the junctions or within a few barrier thicknesses of them
can change the charge induced on the SET island sufficiently
to contribute to the observed noise.
where the characteristic frequency of the Lorentzian is
given by ω0 = Γin+Γout. Assuming, as for the other TLF
models mentioned, that the activation energies ETLF are
uniformly distributed over the ensemble of TLFs, the
noise generated by the ensemble depends on tempera-
ture and frequency as SQ ∝ T/f
α. If the tunnel bar-
riers between potential wells and metal have uniformly
distributed thicknesses and heights, the model predicts
α = 1. However, distributions that deviate from uniform
produce α 6= 1 without affecting the temperature depen-
dence of the noise. As we shall see, this is consistent with
our experimental results.
III. EXPERIMENTS
We fabricated several SETs using two-angle
evaporation2 on a single-crystalline silicon substrate
covered with 400 nm of thermal oxide [Fig. 1(a)], and
included two of them, S1 and S2, in this study. The chip
was cooled in a dilution refrigerator with a base tempera-
ture of 20mK and fitted with extensive low-temperature
filtering of the measurement lines. A magnetic field
of 0.6T quenched superconductivity in the aluminum,
and the SET was voltage biased symmetrically with
two nominally identical, home-built transimpedance
amplifiers. By varying the SET gate voltage Vg for
fixed bias voltage Vb, we adjust the current ISET to
a working point appropriate to the measurement. In
some measurements, ISET is chosen to give the highest
sensitivity to charge noise, whereas in others ISET is
chosen to produce a certain power dissipation in the
SET (see below). By fitting ISET (Vb) and ISET (Vg)
curves to numerical simulations we found that the
SETs have charging energies of EC,1/kB = 10.6K and
EC,2/kB = 6.0K, and total resistances (sum of the two
junction resistances at high bias) of RΣ,1 = 354 kΩ and
RΣ,2 = 147 kΩ. Typical I-V characteristics for S1 are
shown in Fig. 1(b).
The experiment was divided into three parts, hence-
forth referred to as Exps. A, B and C. In all three cases,
we measured charge noise in a frequency range from 1Hz
to 401Hz using a Stanford Research Systems spectrum
analyzer SR785. A “pilot” tone at frequency fp = 377Hz
with an accurately known charge amplitude was used to
calibrate the noise level of the spectra. We extract a
single value S˜Q to represent the noise level of each ac-
quired spectrum by averaging SQ over frequencies be-
tween 383Hz and 401Hz (above fp). Studying the noise
at this relatively high frequency minimizes error due to
the limited measurement time of each spectrum, and pro-
duces a low spread between neighboring temperature and
bias points. In some spectra, a single TLF with abnor-
mally strong coupling to the SET and low characteristic
frequency is seen as a Lorentzian superimposed on the
1/fα background [dashed red line in Fig. 1(c)]. By ex-
tracting S˜Q at relatively high frequency, we minimize the
impact of this individual TLF. We correct for two spuri-
ous noise sources. The SET shot noise30,31, SS = eI, is
shown as a green dashed line in Fig. 1(c). A typical noise
power spectrum of the amplifier, scaled by the charge
power gain of the SET and measured with open input,
is plotted as a solid black line. The plotted spectrum is
scaled by the charge gain of the SET. The value of S˜Q ex-
ceeds both noise levels by at least an order of magnitude,
but we nonetheless subtract these two contributions from
each spectrum in the post-processing to improve the ac-
curacy of the data.
In separate time-domain measurements on nominally
identical samples we find, as expected32, that the noise
is nongaussian.
A. Temperature dependence of the noise
In the first part of the study, Exp.A, we measured S˜Q
for devices S1 and S2 (in separate runs) while increas-
ing T0 from 50mK to around 4K over a period of 18 to
19 hours. We biased each SET at the voltage Vb where
its charge modulation is at a maximum. Immediately
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FIG. 3. Charge noise S˜Q as a function of refrigerator temper-
ature T0. (a) S˜Q for two SETs at fixed bias voltage (Exp. A):
S1 (lower, blue dots) and S2 (upper, red dots). The solid
black line is a guide to the eye, illustrating linear tempera-
ture dependence. The blue and red lines are linear fits in the
logarithmic plot for temperatures above 0.5K, for S1 and S2,
respectively. (b) S˜Q for S1, with bias voltage Vb alternating
between three different values (Exp. B). The solid line is a
linear fit through zero to the noise for T0 > 1K; see text.
Symbols correspond to those in Figs. 1(d) and 4(c).
before each noise spectrum measurement, we acquired
a gate modulation trace [Fig. 1(b), inset], extracted the
minimum and maximum current, and set the current at
the midpoint between these values by adjusting the gate
voltage. For each SET, we acquired data at ∼ 200 tem-
perature points, with each spectrum averaged 250 times.
The noise data, displayed in Fig. 3(a), clearly show that
S˜Q increases linearly with temperature: The slopes in
the logarithmic plot are 1.05 ± 0.02 and 0.98 ± 0.04 for
S1 and S2, respectively. Other samples, not presented
here, showed similar linear scaling with T0. This scaling
is in contrast with the SQ ∝ T
2
0 dependence presented by
Kenyon et al.20 and Astafiev et al.21, although the latter
group has observed SQ ∝ T in other devices
33.
At temperatures below about 0.25K we observe a satu-
ration of the noise, as reported by previous authors15–21.
The noise level becomes completely independent of T0
in this regime to within our measurement precision; see
discussion below.
B. Bias and temperature dependence of the noise
In Exp.B, we repeated the temperature sweep of
Exp. A for device S1 from T0 = 50mK to T0 = 1.5K
over a period of 8 hours, while alternating the bias volt-
age Vb of the SET between the three values shown with
colored symbols in Fig. 1(d). For each data point, the
spectrum was averaged 100 times. The noise data, plot-
ted in Fig. 3(b), clearly show that the saturation levels
at low T0 depend on the bias voltage, which is consistent
with a picture of TLFs activated by hot electrons in the
SET.
As an alternative to SET self-heating, it has been
proposed that electrons tunneling through the junctions
supply energy directly to the TLFs, either by scatter-
ing inelastically with TLFs located inside the junction
barriers20, or by coupling to the electric field generated
by the SET shot noise15. In such processes, the tunneling
electrons would be able to activate TLFs with energies up
to eVb, and a much larger number of TLFs would be acti-
vated for the highest value of Vb than for the lowest one.
This difference should persist as T0 increases, until all
TLFs can be thermally activated. On the contrary, we
see that the bias dependence of TLF activation vanishes
at T0 ≈ 0.6K ≪ eVb/kB [Fig. 3(b)]. We conclude from
this result that such direct activation mechanisms cannot
explain the bias dependence of S˜Q.
In the regime T0 ≥ 1K, we see a clear linear
dependence S˜Q = βT0 with β = (8.28 ± 0.02) ×
10−9 e2Hz−1K−1. Using this relation, as we see in the
following section, we can calculate the saturation tem-
perature TTLF of the TLF ensemble for each of the three
bias points.
C. Bias dependence of the noise at base
temperature
To investigate in greater detail the connection between
charge noise and bias voltage and current found in Exp. B,
we performed Exp. C for S1, in which we measured the
low-temperature saturation level of the charge noise at
315 bias points, each with a different value of Vb and
ISET [Fig. 1(d)]. Each spectrum was averaged 100 times.
The total measurement time was 12.6 hours, and the bias
points were applied in random order to avoid any influ-
ence of measurement drift on the data.
Figure 4(a) shows the charge noise level as a function
of SET bias voltage Vb, with lines connecting points with
the same bias current ISET . It is clear from this plot that
S˜Q increases with both Vb and ISET .
Plotting the noise data of Fig. 4(a) versus PSET instead
of Vb, we see a smooth, monotonic increase in the noise
with PSET , but with a dependence much weaker than
linear [Fig. 4(b)]. This indicates that the TLFs are heated
by the power dissipated in the SET. The weak power law
is characteristic of electron-phonon thermalization, which
is generally assumed to explain the power dependence of
the electron temperature in the SET island25,34–36.
In Fig. 4(c), we have used the proportionality constant
β determined in Exp. B to calculate the equivalent tem-
perature of the TLFs, TTLF , using the same noise data
as in Figs. 4(a) and (b). The data are fitted with a line
in the logarithmic plot [Fig. 4(c), dashed green] to yield
TTLF ∝ P
0.29±0.01
SET . The three saturation temperatures
extracted from Exp.B are plotted on the same scale.
Since Exps. B and C were carried out more than one week
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FIG. 4. Noise and temperature vs. SET bias for S1, at re-
frigerator base temperature (Exp. C ). (a) Charge noise S˜Q
vs. Vb. Points grouped by color and connected with lines
were acquired with the same nominal value of ISET . Inset:
Data for the lowest four values of ISET with linear fits. For
low values of Vb (traces with the lowest S˜Q), there is a clear
increase in noise level with bias voltage. (b) The same S˜Q
data as in (a) plotted versus power dissipated in the SET,
PSET = VbISET/2. (c) Extracted TLF temperature TTLF
(points) versus PSET . The central line (dashed green) is fitted
to the data the logarithmic plot, yielding TTLF ∝ P
0.29±0.01
SET .
The square, cross and triangle are the noise saturation levels
for the three different bias points of Exp. B. The upper dashed
line (black) is the calculated electron temperature of the SET
island, and the black cross is the electron temperature ex-
tracted from the modulation curve of the SET [see text and
Fig. 5(b)]. The lower solid line (red) is the calculated phonon
temperature beneath the SET (see text).
apart, it is not unreasonable to expect the noise sources
to have reconfigured somewhat, as commonly seen in ex-
periments on low-frequency noise. Nonetheless, the two
data sets agree rather well.
IV. THERMAL MODELING
The current flowing through a SET dissipates power
in the electron gas of both the island and the leads. The
electrons on the island generally relax rapidly to a Fermi
distribution, and these hot electrons may subsequently
thermalize via preferential tunneling from the island and
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FIG. 5. Extraction of the electron temperature from the I-
V characteristics of S1. (a) Maximum SET current versus
refrigerator temperature, T0, for fixed Vb. The black curve
represents experimental data and the red curve is a fit to
the standard (Orthodox) theory of the SET, for the regime
T0 > 2K where this model is accurate. The bias voltage Vb
and the charging energy EC were used as fitting parameters.
(b) Minimum SET current versus refrigerator temperature for
the values of Vb and EC found in (a). The solid black curve
shows experimental data, and the red curve is the theoretical
(Orthodox) calculation, with no fitted parameters. The ex-
perimental curve saturates at a value Isat which is higher than
the theoretical one, as a result of SET self-heating. The blue
curve is a theoretical calculation with co-tunneling included37,
from which we can rule out that co-tunneling is the reason
for the high value of Isat. The cross-over between the exper-
imental and Orthodox curves is marked with a black cross,
and provides an experimental value for Te. This data point is
also plotted in Fig. 4(c).
by emission of energy as phonons.
Since this self-heating affects the SET current in a the-
oretically predictable way, we can extract a value for the
electron temperature of the island from the I-V charac-
teristics of the SET. Along with each noise spectrum ac-
quired in Exp.A, we measured the gate modulation curve
of SET S1 [Fig. 1(b), inset]. Both the maximum and min-
imum of each such curve (Imax and Imin) depend on the
electron temperature Te, as shown in Fig. 5.
By fitting the standard (Orthodox) model for the SET
model1 to Imax versus T0, we can accurately extract the
charging energy EC of the SET, as well as the exact value
of the bias voltage Vb. The extracted value for EC agrees
with that obtained from I-V characteristics measured at
base temperature. Using these parameters, we can com-
pare the temperature dependence of Imin with the Or-
thodox model. We find that the data and theory agree
well for high T0, but that Imin saturates at low T0, to
6a value Isat which is substantially higher than theory
predicts. We also calculate the total current using the
analytical method of König37. This treatment includes
co-tunneling, but only considers two charge states on the
SET island. Thus, this method is valid only for low val-
ues of Te and Vb, and in this regime we find that the
co-tunneling current is much too low (by a factor of ∼ 8)
to account for Isat. The cross-over temperature between
the experimental curve and the Orthodox curve provides
the experimental value Te = 0.59K at PSET = VbIsat/2,
as shown in Fig. 5(b). This data point is also shown as a
cross in Fig. 4(c).
Widely used models predict the electron-phonon ther-
malization power to follow Pe−ph = ΣnΩ(T
n
e −T
n
ph) with
n ranging approximately between 4 and 6, depending on
geometry, temperature, and material properties36,38–41.
In this equation, Σn is a material-dependent electron-
phonon coupling coefficient, Ω is the volume of the elec-
tron gas, and Te and Tph are the temperatures of the
electrons and the phonons, respectively. Using36 n = 5
and Σ5 = 0.4 × 10
9WK−5m−3 for Al, we obtain an es-
timate of Te over the whole range of applied SET power
[Fig. 4(c)]. The experimental data point [black cross in
Fig. 4(c)] is within a factor 1.6 of the theoretical model
[black dashed line in Fig. 4(c)], and we attribute the dis-
crepancy to the relative simplicity of the electron-phonon
thermalization model and the uncertainties in its input
parameters. Qualitatively, we see that TTLF and the the-
oretical Te have similar dependencies on PSET .
We observe no increase in S˜Q at fixed SET bias for
50mK < T0 <∼ 250mK [Fig. 3(a)]. At these low tem-
peratures, we expect Te on the SET island to be dom-
inated by self-heating, while the electron gases of the
leads are commonly believed to have temperatures close
to25 T0. Geometrically, about as many of the TLFs con-
tributing to SQ are located adjacent to the SET leads as
to the island [Fig. 2(d)]. On this assumption, one-half of
the TLFs (those that predominantly thermalize with the
leads) should contribute charge noise proportional to T0.
In the regime of low T0, these TLFs would produce a slope
in S˜Q vs T0 of β/2. It is clear from Fig. 3(a) that this
is not the case in our experiment. The electrons close to
the junctions appear to follow the electron temperature
on the SET island. We attribute this to local heating of
the electrons in the leads closest to the junctions. This is
plausible since the power dissipation, PSET /2, in each of
the leads takes place close to the junctions in comparison
with the distance over which the electrons thermalize.
The electron-phonon coupling is usually assumed to
be the dominant thermalization bottleneck for the is-
land electrons, so that Te > Tph ≈ T0, and we used
this approximation to calculate the electron temperature
above. Nonetheless, some experiments have shown that
the thermal power flowing from a SET with Te ≫ T0
can produce a measurable increase in temperature of
devices deposited nearby on the same substrate40,42.
Since we have no means to measure Tph in the region
around the SET, we calculate an estimate from a finite-
element model. The model is axially symmetric, with
the SET defined as a disc at the surface with the same
area as the actual SET, and with the same layer struc-
ture as the actual substrate. We assume a refrigera-
tor temperature T0 = 20mK and use established liter-
ature values for the temperature-dependent thermal con-
ductivities of ΛSi = 5.0T
3/K3WK−1m−1 for43 Si and
ΛSiO2 = 0.03T
2/K2WK−1m−1 for44 SiO2, respectively.
We assume that all the power PSET dissipated in the
SET island is emitted as phonons from the Al/SiO2, and
treat the materials as bulk media. We find that the cal-
culated Tph at the hottest point in the model is much too
low to account for the elevated temperature of the TLF
ensemble [Fig. 4(c)]. The only mechanism for the TLFs
to assume a higher temperature than the local phonons
is via direct contact with the SET electrons.
V. CONCLUSIONS
Analysis of our noise data yields new information on
the processes responsible for charge noise in mesoscopic
devices. We summarize the results of our investigation
in four conclusions:
(i) We see clearly that the charge noise increases lin-
early with refrigerator temperature for high tempera-
tures, and saturates for low temperatures to a value that
depends on the SET bias.
(ii) In the regime of low refrigerator temperature, the
dependence of the charge noise on SET bias voltage and
current is compelling evidence that the TLF ensemble
dominating the noise is activated by SET self-heating.
(iii) By our estimates, the temperature of the TLF
ensemble is approximately five times higher than the local
surface temperature of the substrate, and two to three
times lower than the electron temperature of the SET, at
refrigerator base temperature [Fig. 4(c)]. This indicates
that the TLFs are in stronger thermal contact with the
SET electrons than with the phonons in the substrate.
(iv) As Kenyon et al. have pointed out20, it is diffi-
cult to see how double-well TLFs outside the SET would
thermalize with the SET electron gas. On the contrary, a
process by which the noise is generated by electrons tun-
neling between the SET island and local defects (such as
localized MIGSs or metallic grains) would account natu-
rally for this thermal coupling, and would also produce
the SQ ∝ T/f
α dependence we observe [Fig. 2]. Since
the electron shares its time between the SET metal and
the external well, it is reasonable that the fluctuator has
an equivalent temperature lower than that of the SET
electrons, in agreement with our observations. Localized
MIGSs28 are universally present in the interfaces between
conductors and insulators, so that this model can be ap-
plied to both metallic and semiconducting devices. It
is rather intriguing to think that localized MIGSs might
well play a key role in both 1/f charge noise, where they
provide a trap for electron tunneling to and from the
Fermi gas in, say, a SET, and 1/f magnetic flux noise,
7where they provide localized sites for electrons under-
going spin reversals that couple flux into a SQUID or
flux-sensitive qubit.
Finally, we emphasize that all data acquired at low
refrigerator temperature pertain to a voltage-biased,
normal-metal SET, implying that the TLFs producing
the 1/f charge noise are necessarily out of thermal equilib-
rium. This is also the case in metrological charge pumps,
but not for nondissipative devices, such as charge qubits
and Quantum Capacitance Electrometers45 (QCEs). It
is, however, likely that the microscopic nature of the
TLFs is the same in all cases, and a detailed descrip-
tion of the noise in one type of device will surely help
the understanding of the noise observed in other devices.
Our work implies that one should focus on the nature of
the metal-insulator interface to shed light on the nature
of the potential wells responsible for the charge noise.
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