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The so-called spectral representation theorem for stable processes linearly imbeds 
each symmetric stable process of index p into Lp (0 < p < 2). We use the theory of 
Lp isometries for 0 < p < 2 to study the uniqueness of this representation for the 
non-Gaussian stable processes. We also determine the form of this representation 
for stationary processes and for substable processes. Complex stable processes are 
defined, and a complex version of the spectral representation theorem is proved. As 
a corollary to the complex theory we exhibit an imbedding of complex L’ into real 
or complex Lp for 0 < p < q < 2. 
0. INTRODUCTION 
A stochastic process X = {X,: t E a} with an arbitrary index set d is 
called a symmetric p-stable process, or more simply a stable process, if each 
element of U(X), the set of all finite real-linear combinations C k,Xl,, has a 
symmetric stable distribution of index p. Necessarily 0 < p < 2, and if p = 2, 
X is a mean-zero Gaussian process. 
We are concerned here with the so-called spectral representation of such 
processes, which we briefly describe before indicating the contents of the 
paper. Since each YE I”(X) has a symmetric stable distribution of index p, 
there is a number c 2 0 such that the characteristic function for Y is given by 
E exp(itY) = exp(-c 1 tip). Schilder [ 121 has shown that setting ]I Y]],,, = 
c’““~ defines on the linear space P(X) a quasi-norm which metrizes 
convergence in probability. (I] . IIIpCxj is a norm if p > 1.) We denote by 
9’(X) the completion of .9(X) in this metric and note that each element of 
P’(X) is stable. It is also shown in [ 121 that each finite-dimensional 
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subspace of 9’ (X) imbeds linearly and isometrically into Lp[O, 11. This 
implies, by Bretagnolle et al. [2, Theorem 4, p. 2461 for the case p > 1 and 
Schreiber [ 13, Corollary 3.3, p. 891 for the case p < 1, that there exists a 
measure space (E,,D) and a linear isometric imbedding of P’(X) into 
Lp(E,~). (See also Kanter [8] in this regard.) Consequently, we may 
represent the reduced characteristic function of the stable process {X,: t E g’) 
as 
(*I 
where {f,: t E &Y} c Lp(E, ,u). Conversely, the Kolmogorov theorem implies 
that for any choice of thefts in an LP-space, (*) defines a stable process 
{X,}. The map t + f, is called a spectral representation for the process X. 
In the case that Yt (X) is separable, we may choose (E,,a) to be [0, 1 ] 
with Lebesgue measure. Further, we may use Schilder’s results to translate 
the representation (*) of the reduced characteristic function into a stochastic 
integral representation of the process. To state this result, say that X satisfies 
condition S if there exists a countable set 6’ c d such that for each t E d 
there is a sequence of finite linear combinations C AjX,, tj E 6’, which 
converges to X, in probability. Many processes of interest will satisfy S, 
including all processes on d = Z” and all processes continuous in 
probability on d = R”. Also, it is not difficult to show that X satisfies 
condition S if and only if Y”(X) is separable. The following theorem, the 
so-called spectral representation theorem, is thus a consequence of the 
aforementioned results in [2,8, 12, 131. Also see Kuelbs [lo] for an alternate 
approach. 
THEOREM 0.1. Let X = {X,: t E a} be a symmetric p-stable process and 
let {Z(s): s E [0, I]} b e a stable L&y process with E exp(itZ(s)) = 
exp(-s (t 1”). If X satisfies condition S, there exists a set of functions 
{f,: t E K}ELP[O, l] such that the process X’ defined by X; = f: f,(s) dZ(s) 
is stochastically equivalent to X. 
The spectral representations t + f, are the subject of our work. In this 
paper, we examine the uniqueness of this representation in the non-Gaussian 
cases 0 < p < 2. We show in two simple instances how properties of the map 
t + f, correspond to statistical properties of {X,}, and we define complex 
stable processes and prove an analogous spectral representation theorem for 
them. Our development is carried out under the assumption of condition S, 
so that Theorem 0.1 is in force and we are able to work in Lp[O, 1 ] instead 
of the arbitrary (and somewhat less tractable) space Lp(E,p). All our results, 
however, have general (non-condition S) versions which are outlined in the 
last section. 
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We now describe more explicitly the contents of this paper. Section 1 deals 
with the uniqueness question. It follows from the definition of the stochastic 
integral that t--t f, is a spectral representation for X if and only if 
E exp(i 2 ,$XJ = exp(- ]]C $J;,]];) for all I, ,..., Iz, E R and t, ,..., t, E &. 
From this it is clear that if U is any isometry of the subspace 
Gvt: t E ET- lLP[OJ into Lp[O, 11, then t + U$ is another spectral represen- 
tation. Hence the representation is not unique, but in the non-Gaussian case 
p # 2, something non-trivial can still be said. We define a class of represen- 
tations termed “minimal” and show that every stable process satisfying S 
has a minimal representation (Theorem l.l), and that up to isometric 
automorphism of Lp, minimal representations are unique (Theorem 1.2). The 
rigid structure of isometries on L p for p # 2 gives Theorem 1.2 added 
meaning. The main tool used here is a result from [6] which details the 
structure of isometries on subspaces of Lp. 
In Section 2, stationary stable processes are studied. We show that 
minimal representations for these processes are given by t + P,# where {P,} 
is a group of isometries and 4 is a fixed Lp function (Theorem 2.1). Our 
uniqueness result admits a strengthened version in the stationary case 
(Theorem 2.2). 
A class of processes introduced in [2], which we term substable processes, 
are represented in Section 3 (Theorem 3.2). Theorem 3.3 shows that these 
processes exhibit some curious behavior. 
Complex stable processes are introduced in Section 4. We prove, using 
Theorem 0.1, a spectral representation theorem for these processes 
(Theorem 4.3). The results of the previous sections then have complex 
analogues. Also, using the theory of complex substable processes we exhibit 
a perhaps new imbedding theorem (Theorem 4.4) which says that complex 
L4 can be linearly imbedded into real or complex Lp for 0 < p < q < 2. 
In the last section, we give versions of the definitions and theorems of the 
previous sections in the general case; that is, when the condition S 
hypothesis is dropped. The main difference here is that we cannot choose a 
priori a fixed space Lp(E,,u) upon which we may represent all stable 
processes, as we could under the assumption of condition S. Thus, the 
definition of minimal representation and the proof of the existence of such 
representations must be changed accordingly. 
1. MINIMAL REPRESENTATIONS 
Throughout this section and the next, t + f, E Lp[O, l] will be a spectral 
representation for a stable process {X,} satisfying condition S; F will denote 
&?{f,: t E a}, the closed linear span of {f,} in Lp[O, 11; and p(F) will denote 
the “ratio” u-field of F defined by p(F) = a{f/g: f, g E F}. We let (A ] denote 
388 CLYDE D. HARDIN,JR. 
the Lebesgue measure of the Bore1 set A E [0, 11, and we denote by 3A the 
induced o-field {A n B: B is a Bore1 set in [0, I]} on A. 
A spectral representation t -+ f, is called minimal if the following 
conditions are satisfied: 
(Ml) There is no set B of positive measure such thatf, = 0 a.e. on B 
for all t. 
(M2) Corresponding to every Bore1 set B which is almost disjoint 
from the atoms of p(F), there is a set B’ E p(F) such that ] B A B’ 1 = 0. 
(M3) Whenever B is an atom of p(F), then f, is a.e. constant on B for 
all t. 
THEOREM 1.1. Every stable process satisfying S has a minimal represen- 
tation. 
Proof: Let t + g, be a spectral representation for the process in question. 
Let G = G{ g,: t E K}, and let g have full support in G (see [6, Definition 
3.1 and Lemma 3.21). We normalize g so that I] g(JP = 1. Define a new 
measure space (S, M, ,u) by setting S = supp( g), M = {E n S: E E p(G)} and 
h(s) = 1 g(s)l” ds. S’ mce p is a probability measure, (S, M,p) has at most 
countably many (equivalence classes of) atoms, which we represent with A,, 
A 2 ,.... SetA=UFEIAn. 
We define a measure algebra isomorphism T of (M, dp) into (9[0, 11, ds). 
Start by setting x0 = 0, x, = C[1= I ,u(A,), and define TA, = [x,-, , xJ. If we 
set TKJk>Ak)= Uk>l TA,k for subsets {A,k} of {A,, AZ,...}, then T is 
defined on a(A,, A*,...). If we call M’= (E\A: E EM} and let ,u’ be ,U 
restricted to A’, then (,!?\A, M’, p’) is a non-atomic separable measure space 
with total mass 1 - C ,,>r&4J= 1 -a. Hence by [$TheoremC, p. 1731 
there is a measure algebra isomorphism of this measure space onto 
([a, 1],.9[a, 11, ds), which we use to define T for sets in M’. For general 
sets E E M, define TE to be T(E 17 A) U T(E\A). It is easy to see that T 
thus defined is a measure algebra isomorphism of (M, dp) onto 
(u{[x,_I,x,),B:n~ll,BE~[a,ll},ds). 
Now define fi = T( gig), where T denotes here the canonical map on 
measurable functions induced by, our isomorphism (see [ 31). We claim that 
t--f f, is a minimal representation. It is clearly a spectral representation, since 
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the first equality following the fact that T is measure preserving. Since g E G, 
we have 1, E G{ gJgjLP(,,), and so llo,Il = Tl, E F, which shows that (Ml) 
is satisfied. (M2) is satisfied, since p(F) = a(F) = T(M) = a{ [x,,- , , xJ, 
B: n > 1, B E 9[[a, l]}. Finally, (M3) holds since if B is an atom of p(F), 
thenf = flllo,ll must be a.e. constant when restricted to B. 
THEOREM 1.2. Let t + f, and t + g, be minimal representations for a 
given non-Gaussian stable process. Then there exists an isometric 
automorphism M of Lp [ 0, 1 ] such that Mf* = g, for all t E 6. 
ProoJ: Let G = G{ g,: t E 8), and let U be the closed linear extension of 
the map f, + g,. U is then an isometry of F onto G. By [6, Theorem 4.21 
coupled with (Ml), U admits a unique isometric extension 0 to the subspace 
{ g E Lp[O, 11: g = rf, f E F, and r is p(F)-measurable). Further t? must have 
the form U(rf) = (Tr)( Uf) w  h ere T is a regular set isomorphism of p(F) onto 
p(G). (See [6] for the definition and properties of a regular set isomorphism.) 
Now let h have full support in F. To extend 0 to the desired isometric 
automorphism we need only extend T to regular set isomorphism T of 
59[0, 1 ] onto itself such that M defined by Mf = F(flh)Uh is isometric. We 
do this as follows: Let A 1, A,,... be a listing of the atoms of p(F). Since T is 
a regular set &morphism, setting Bi = TA, gives a listing of the atoms of 
p(G). Now equip Ai and B, with the a-fields SAi and 9Bi, respectively, and 
with Lebesgue measure divided by lAil and IB,l, respectively. The 
isomorphism theorem [5, Theorem C, p. 1731 guarantees the existence of a 
measure algebra isomorphism Ti of Ai onto B, (thus equipped). Note that for 
Bore1 sets E E Ai, IEJ = (IAil/\Bil) I TiEI. Let A, = [0, l]\Ui>r A,, B,, = 
[0, l]\Ui>l Bi, and note that TA&= B,and’that, by (M3), T maps A,, onto 
B_o . We are now ready to define T by TE = T(E n A,,) U [(Ji, 1 Ti(E n A i)]. 
T is easily seen to be a regular set isomorphism of 9[0, l] onto itself which 
extends T. 
The proof is completed by showing M (defined above) is isometric. It 
suffices to show that ]]Ml,I], = I/ l,]\, f or an arbitrary Bore! set E contained 
in some A,, i> 0. This identity holds for i = 0 since by (M2), 1, is in the 
domain of 0, an isometry. Now let i > 1. By (M3), h must be a.e. equal to 
some constant ci on A,, Uh must be a.e. equal to some constant di on Bi, 
and the relationship between c, and di is expressed by 
4 IAil = II l,lhIIg = II ~C(‘A,hIl”, 
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For E c A,, i > 1, it is now easy to check that 
This completes the proof. 
Remarks. Since u above is unique, the only freedom of choice we have 
in defining M is in extending 0 “off the atoms” of p(F). Hence M is essen- 
tially predetermined, and is truly unique if p(F) has no atoms. 
We also remark that the potency of this theorem comes the fact that 
isometries on Lp spaces for p # 2 have such rigid structure (see, e.g., [ 111). 
For example, if it is the case that Ml,,,,, = 1,0,,1, then necessarily 
(f,: t E a} and { g,: t E g} have identical distributions, i.e., 
IN.&,,..*9 f!“> E BII = I{ gf,Y-v gf” ) E B }I for all n, tj E 6, and Bore1 sets B of 
R”. And m general, if we define g = Ml,,,,, and p(A) = I, I g(x)Ip dx, then p 
is equivalent to Lebesgue measure and the distribution of {f,: t E a} (with 
respect to Lebesgue measure) is the same as that of { g,/g: t E g} with 
respect top. 
2. STATIONARY STABLE PROCESSES 
A stochastic process {X,: t E G} will be called stationary if (G, .) is a 
group and the random vectors (X, ,,..., XJ and (X,., ,..., X,.,“) are identically 
distributed for each choice of s, t , ,..., t, E G. For simplicity we will assume 
here that the group G is commutative and use “+” instead of “e”, but the 
theorems of this section are true (with the same proofs) if G is arbitrary. 
THEOREM 2.1. A non-Gaussian stable process satisfying S is stationary 
if and only ifit has a minimal representation of the form t + P,4 where 4 is a 
fixed function in Lp [0, I] and {P,: t E G} is a group of isometries on 
LP[O, I]. 
ProoJ: Assume the process is stationary, and let t + f, be a minimal 
representation. Stationary implies that for each fixed s E G the map t -+ f,, I 
is another minimal representation for X, and also that the closed linear 
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extension of the map f, + f, +t (call it U,) is an isometry zf F onto F. ByJ6, 
Theorem 4.21 each U, has a unique isometric extension U, to the space F = 
{ gE Lp[O, 11: g= f, f E F, and r is p(F)-measurable}, and i?,(f)= 
(T’,r)(U,f) where T, is a regular set isomorphism of p(F) onto iself. It is 
easily seen that (U,} has the group property (U, U, = Us+, for all s, t E G) on -- 
F, whence {o,} has the group property on F, since Us U, and a,,, are both 
isometric extensions of Us, t. Now let h have full support in F. For E E p(F) 
we may write 
V’s+,l,)(Us+,h) = &+,(W) 
-- 
= U,U,UEh) 
= fi,(T, 1, U,h) 
= (T,TtbWs+,h). 
Since U,h has full support in F for any g E G, we can conclude from this 
that ( Tt} is a group of regular set isomorphisms on p(F), i.e., T, Tz = T,, tE 
for each E E p(F). 
To extend the group { fl,} on F to a group {PI} of isometries on all of 
Lp [0, 11, we will extend {T,} to a group of regular set isomorphisms { ?;,} on 
A?[O, l] and define P,f = T,(f/h) U,h. Let A,, A, ,... be the atoms of p(F). 
Equip Ai with the o-field 2%‘Ai and Lebesgue measure divided by IAil. By the 
isomorphism theorem, there exists a measure algebra isomorphism Si of Ai 
onto Ai+l for each i less than the number of atoms of p(F). Now define Si: 
Ai + Aj as follows: Let Sj be the identity; for i < j set S{ = Sj- i .a. Si+ , Si; 
and for i > j let S{ = (Sj)-‘. This has the effect that S;S{ = S: for all i, j, k. 
Further for E %A,, IS’$l= (IAjI/(AiI) IEl. Since Tt must take the set of 
atoms one-to-one and onto itself, for each i there exists j such that T,A, = Aj, 
in which case we will write t(i)=j. Since { T,} is a group on p(F), (s+t)(i)= 
s(W). Setting A,, = [0, l]\ui> i Ai, we define FtE = T,(E n-A,) U 
ui, i Ti(“(E n Ai). With this definition, one can readily check that {T,} is a 
group of regular set isomorphisms on AY[O, l] exten_ding {T,}. 
If we define P, as above, then P, clearly extends U,. That P, is isometric is 
checked in the same manner as for M of. Theorem 1.2. To see {Pl} is a 
group, we check 
P2’t.f = P,(%‘h) Uth) 
- - 
= Ts(TtU’h) Uthlh) Ush 
-- 
= Ts TUP) T,WW Ush 
-- 
= T, TLW) &Whlh) . h) 
= r,+,WO Us+th 
= p,+t.f* 
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The required representation is then c -+ P,@ where d = f,, with e the identity 
element of G. 
The “if’ part of the theorem is obvious, and we are done. 
Our uniqueness result is: 
THEOREM 2.2. If t + f, and t + g, are two minimal representations for a 
stationary non-Gaussian stable process, then there are two groups of 
isometries {Pt} and {Q,}, two functions # and v, and an isometry M such 
that f, = P,), g, = Q,w, and MP, = QIM. 
Proof. Construct {Pl} and 0 as in Theorem 2.1 and M as in Theorem 1.2. 
Set Q, = MP,M- ’ and v = M+ The conclusions of the theorem are then 
satisfied. 
The fact that the isometry M must intertwine the isometries P, and Q, 
restricts further the number of representations possible. For example, if we 
choose P, and Q, to be translation by t on [0, l), then M must be f 1 times a 
fixed translation, i.e., $(.) = kw(. + t,[mod 11) (see [7]). 
3. SUBSTABLE PROCESSES 
A symmetric p-stable process X = {X,: t E K} will be called substable if 
there exist q > p and a symmetric q-stable process Y = {Y,: t E g} (called a 
governing process) such that 
-1ogEexp tCnjXb)= [-1OgEeXp (ixijYtj)]“* 
for all Jj and tj. If q = 2 here, then X is called sub-Gaussian. 
Substable processes exist in great profusion. If we let Y be any q-stable 
process, let 0 < p < q, let a = p/q, let 2 be a positive a-stable random 
variable independent of the process Y and having Laplace transform 
E exp(-AZ) = exp(- ]I I”), and set X,= Z1’sYt, then X = {X,: t E K} is a 
substable process of index p having governing process Y [4, p. 597, 
exercise 91. This can be demonstrated by picking a spectral representation 
tj-+ fj for the finite process {Y,,,..., Yt,} and checking that 
E edi C a+,>> = exd-II C;1/~ll~)~ 
We turn to the task of producing a spectral representation for a substable 
process X = {X,: t E f?} of index p with q-stable governing process Y = 
{Y,:tE&). 
LEMMA 3.1. X satisfies S if and only if Y does also. 
Proof: The linear extension of the map X,+ Y, defines a 
homeomorphism of W(x), II . IL& onto W(u), II - IIyd since 
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IIC $Xt,Il~tp(xj = IIC &Yt,ll$.cuj, where a = 1, P, or p/q according as 
1 < p < q, p < 1 < q, or p < q < 1, respectively. Hence P(X) is separable if 
and only if y(Y) is separable. 
THEOREM 3.2. If X satisfies S, then it has a representation t + c$ where 
c is a constant depending on p and q, and {f,: t E fT} is a process 
stochastically equivalent to X. 
Proof: It follows from the arguments in [9, p. 4071 that there is a 
constant c depending only on p and q such that if Z is a q-stable random 
variable with characteristic function E exp(il2Z) = exp(-k 1 A 14), then 
(E 1 Z Ig)“p = c -lk”‘q. Hence 
-1ogEexp ( J t,)]p’q i2A.Y. 
Now, since the probability space on which the q-stable Levy process is 
defined can be chosen to be separable (see [l] for such a construction), the 
fact that Y is representable (by Lemma 3.1) guarantees that we can put the 
process Y on the same probability space. This space must also be non- 
atomic since stable variables take on no constant value with positive 
probability. By the isomorphism theorem, we may find {f,: t E a} s Lp[O, 1 ] 
stochastically equivalent to Y. The calculation above shows that 
E exp(i C J,XJ = exp(-11 C $(cf,)ll;) which establishes our result. 
Remark. This representation is not minimal. Although p(F) is non- 
atomic (if it is not indiscrete), is properly contained in a(F), and we are not 
able to map p(F) isomorphically onto .5?[0, 11 without altering the 
distribution of {ft}. However, the spirit of Theorem 1.2 is not violated, since 
the representation of Theorem 3.2 is unique up to distribution. 
We now deduce an interesting curiosity of substable processes, mentioned 
(but not proved) in [2] for stationary sub-Gaussian processes of index p > 1: 
THEOREM 3.3. If X is any substable process, U’(X) contains no two 
non-trivial independent random variables. 
Proof: Let Y = ( Yt: t E &F) be a governing process for X. As in the 
comment following the definition of substable process, we may take 
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X, = Z1lqY,, where Z is a p/q positive stable random variable independent of 
Y. It is then an easy exercise to show that a sequence of finite linear 
combinations of the Xt’s converges in probability if and only if the sequence 
of the same linear combinations of the Yts converges in probability. This 
implies that if W, and W, are two non-trivial elements of P’(X) that there 
exist non-trivial elements Z, and Z, of P’(Y) such that the “two-element 
process” (W,, W,) is substable with governing process (Z, , Z,). 
Using Theorem 3.2, we may represent the process (W, , W,) by j -+ cfj, 
where (f,, fi) is distributed as (Z,, Z,). Now, sincef, and fi are stable and 
non-trivial, they vanish with probability zero. But Schilder [ 121 has shown 
that two stable variables are independent if and only if the two functions 
representing them in a spectral representation have almost disjoint support. 
Hence W, and W, are not independent. 
4. COMPLEX STABLE PROCESS 
A complex random variable Z = X + iY will be called complex p-stable if 
X and Y are jointly p-stable and Z has a radially symmetric distribution, i.e., 
eieZ is distributed as Z for all real 19. This is equivalent to the requirements 
that 
E exp[i(t,X + t, Y)] = E exp(i ItI X) = exp(-c ItIP), 
where Itl=(t:+l ) . z ‘I2 A complex process {Z,: t E K} is a complex p-stable 
process if every finite complex linear combination C ljZtj is a complex p- 
stable random variable. We observe that when p = 2 these definitions 
coincide with the usual definitions of complex Gaussian variable and 
complex Gaussian process. 
We wish to produce a complex version of the spectral representation 
theorem and duplicate in the complex case the theory of the previous 
sections. 
We start by constructing a complex p-stable L&y process, that is, a 
complex p-stable process W = { W(s): s E [0, I] } with stationary independent 
increments, W(0) E 0, and characteristic function E exp[i(t, Re W(s) + 
t, Im W(s)] = exp(--s 1 tl”). Let B, and B, be two independent Brownian 
motions on [0, co) normalized so that E exp(itB,(s)) = exp(-s 1 tl’). Let T = 
{T(s): s E [0, 11) b e a positive p/2-stable L&y process, independent of B, 
and B,, with E exp(--tr(s)) = exp(--s 11 IP”). It follows from [ 1, p. 3 171 that 
each process {Bj(ZQ)): s E [0, l]} is a p-stable L&y process. 
Now define W(s) = B,(T(s)) + iB,(i”(s)). Clearly W has stationary 
independent increments, and W(0) = 0. To see that W has the right charac- 
teristic function, compute 
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E exp[i(tr Re W(s) + t, Im W(s))] 
= Egtexp WWW + t,B,tW) I T) 
= E exp[-(t: + t:) T(s)] 
= exp(-s 1 tlP). 
To show that W is our desired process, it remains only to check that it is 
indeed a complex p-stable process. Since any complex linear combination 
J$r A, W(sj) can be written as a complex linear combination of the 
increments W(sj) - W(sj- ,) (j = l,..., n with s,, = O), the following lemma 
will show this, as well as be useful in our construction of the complex 
stochastic integral. 
LEMMA 4.1. Let O=s, < s1 < ... < sn< 1, let 1, ,..., I, be complex 
numbers, and let Z = JJj”=, Ij[ W(Sj) - W(sj- I)]. Then 
Eexpi(t,ReZ+t,ImZ)=exp -ItlP~lAj(P(~j-sj-l) 
Proof. Let lj = aj + ipj and call Aj W = W(sj) - W(sj- ,), Aj U = Re Aj W, 
and A, V = Im Aj W. Using the independence of the increments Aj W, we may 
write 
E exp(i(t, Re Z + t, Re Z)) 
= fi E exp(i[t, Re(djAj IV) + t, Im(AjAj w)]) 
j=l 
= fi E exp(i[(t,aj + tz13,)AjU + (tzaj- t, pj)Ajv]) 
j=l 
= ,(! exP(-(sj - sj- I)[ (tl aj + t* Pj)’ + (t2aj - t, Pj)‘]p”> 






PROPOWMON 4.2. The stochastic integral si f(s) d W(s) (abbreviated 
j f dW) can be defined for complex-valued f in Lp[O, l] so that f + j f dW 
683/12/3-6 
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is a linear map and If dW is a complex p-stable random variable with 
characteristic function 
Proof. First let f = Cy=, ;Ijl,sj-l.s,j be a step function, with 0 = s0 < 
s, < a-* < s, = 1. Define If dW to be 2 ,$if W(s,) - W(sj- ,)] for such f. 
With this definition, the integral is well-defined and linear on the class of 
step functions. Lemma 4.1 shows that I f dW is complex p-stable and has 
the correct characteristic function. 
For an arbitrary f E Lp[O, 11, pick step functions f, converging to f in Lp. 
The characteristic function of ( f, d W - l f, d W shows that the sequences 
Re 1 f, dW and Im J” f, dW are Cauchy sequences in the metric of 
convergence in probability, and therefore have limits U and V, respectively. 
We define If dW to be U + iv. Since [/f,/[i -+ IIf II:, Levy’s continuity 
theorem guarantees that l f dW has the right characteristic function. The 
linearity is clear, and the proposition follows. 
This shows that if we take any collection of functions {f,: t E g} c 
Lp[O, 1 J and define 2, = if, dW, that {Z,: t E a} is a complex p-stable 
process. As is the case for real stable processes, we may represent a large 
class of complex stable processes in this way. 
THEOREM 4.3 (Complex spectral representation theorem). Let Z = 
{Z,: t E d 1 be a complex p-stable process satisfying condition S. There exists 
complex-valued functions fi E Lp[O, 1 ] such that the process Z’ = {I f, dW: 
t E a} is stochastically equivalent to Z. 
The map t + f, is called a complex spectral representation for the 
process Z. 
ProoJ It suffices to produce functions f, such that for each Y = r lziZlj, 
since by Proposition 4.2 the processes Z and Z’ will then have the same 
finite-dimensional distributions. 
Define a (real) process R = {R(t, i): (t, i) E & x { 1,2}} by R(t, 1) = Re Z, 
and R(t, 2) = Im Z,. R is a p-stable process satisfying condition S since each 
element of 5!(R) is the real part of an element of lip(Z) and P(Z) is 
separable. By Theorem 0.1 we may find a map (t, i) + g(t, i) representing R. 
Call h, = g(t, 1) + lg(t, 2). 
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For Y = C &Z,,, radial symmetry gives us that for all 0, 
Eexpi(t,ReY+t,ImY)=Eexpi(JtlRee’eY) 
= exp . 
This implies that j (Re eie CJjht,(s)/P is constant in 19. Let a = a(s) be 
defined by C Aj,htj(s) = IC ~jh,,(s)( e’=. Then, 
I jl 0 Re eie 2 A&,(s) 1’ ds = (2n)-’ jznjl 0 0 Re eie ,JJ ~jih,(s) ’ ds d8 
= j’(27f j; 
2 . l-2= 
Re eie C ~jih,~s) ’ de ds 
= Jo (27~)~’ Jo (Re e i(e+a) Ip 12 Ajh,,(s) j ’ d8 ds 
= j; [(2R)I j; (cose/pde] (CA,h,(s)I’ds 
= Wt,@) ’ ds, 
where k = [(2n)-’ I:” lcos 81p de] 1’p. Setting f, = kh, completes the proof. 
With this theorem in hand, we can prove complex versions for all of the 
theorems in the previous sections. To be more specific, the definition of 
minimal representation is the same, and Theorems 1.1, 1.2, 2.1 and 2.2 are 
true for complex stable processes with the same proofs. The complex 
versions of the definitions and results of Section 3 are stated and proved 
simply by replacing the expressions C IjX,, and C lj Y, with their real parts 
throughout that section. Regarding the proof of Lemma 3.1, we note that for 
a complex stable pocess X, IIZllipcx, G (-log E exp(i Re Z))’ *‘lp defines a 
metric on 58(X) metrizing convergence in probability. Also, in Theorem 3.2 
the constant c has the value ck where k is as in Theorem 4.3, since 
computations analogous to those in Theorem 4.3 show that 
E (Re C 5 Yt,lp = E \C AjkY, Ip for any complex q-stable process Y. 
As an easy corollary to Theorem 3.2 for complex substable processes we 
obtain the (seemingly new) complex version of the main result of 19): 
THEOREM 4.4. For 0 c p < q < 2 there is an isometric linear imbedding 
of complex Lq[O, I] into complex Lp[O, I]. 
Proof: Form the complex q-stable process Y by Y, = I f dW for each 
f E Lq[O, I]. (H ere W is our complex q-stable L&y process.) By the 
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complex versions of Lemma 3.1 and Theorem 3.2, we may represent the 
complex p-substable process X governed by Y as f -+ g/, where { (ck))’ g,: 
fELq[O, 11) : q is e uivalent to Y. Set Uf = gr. Then 
(1 gfll; = -log E exp(i Re Xr) 
= [-log E exp(i Re Yf)]p’9 
= (Ilf ll:Yq 
= Ilf II”,* 
The map U is therefore isometric in the sense that ]] Uf lip = )I f )jq. (Note ]( . (IP 
is not a true metric on Lp for 0 < p < 1.) The linearity of the stochastic 
integral implies the linearity of U which is therefore the desired imbedding. 
Remark. We can imbed complex Lq into real L* with the imbedding 
being just real-linear by setting Uf = k-’ Re gf above. This is true since 
k,:f EL4P, 111 is a complex stable process, and as remarked previously 
we have E 1 Re g# = E ) kg#. 
At the risk of excessive generality, we remark there are definitions and 
theorems for quaternionic stable processes similar to those for complex 
stable processes given in this section. A quaternion-valued random variable 
Q =X + iY + jZ + k W is called quaternionic p-stable if X, Y, Z, and W are 
jointly p-stable and Q has a radially symmetric distribution, i.e., yQ is 
distributed as Q when y is a quaternion of unit modulus. A process {Q,} is 
quaternionic p-stable if each linite quaternion-linear combination of the Q,‘s 
is a quaternionic p-stable random variable. The theory develops in the same 
way, with a quaternionic Levy process constructed from four independent 
Brownian motions and a real-valued positive p/Zstable Levy process. All the 
theorems of this section and the previous section then have completely 
analogous quaternionic versions, including the imbedding Theorem 4.4. 
5. REPRESENTATIONS OF GENERAL STABLE PROCESSES 
Let X = {X,: t E &F} be a symmetric p-stable process. If we do not require 
that g+(X) be separable (condition S), then we lose the stochastic integral 
representation of X and the luxury of working exclusively in Lp[O, 11. But 
there still exist a measure space (E, z, p) and a spectral representation t -+ 
f, E Lp(E, z,p) satisfying (*) of the Introduction. We make a new definition 
of minimal representation for these general stable processes which will allow 
us to prove general versions of Theorems 1.1, 1.2, 2.1, and 2.2. 
To this end, we set F = G{f,: t E &}LPu,J and p(F) = a( f/g: f, g E F}, and 
say that t -+ f, E Lp(E, C,p) is a minimal representation if the following 
conditions are satisfied: 
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(Ml’) There is no set B E C with ,u(B) > 0 such that f, = 0 a.e. [pu] on 
B for all t. 
(M2’) p(F) = E. 
Conditions (Ml’) and (M2’) have obvious similarities to (Ml) and (M2). 
A condition similar to (M3) is obviated by our condition (M2’)-if A is an 
atom of p(F) it must also be an atom of C. We comment that this definition 
also applies to processes which do satisfy condition S, and in that case are 
requiring that the space Lp(E,,u) be isometric to either Lp[O, 11, 
(Lp [0, 1] @ 1:),, or (LPIO, 1] 0 P)p according to whether p(F) has no atoms, 
n atoms, or infinitely many atoms. 
THEOREM 5.1. Every stable process has a minimal representation. 
Proof. Let t -+ g, E Lp(E’, E’,p’) be a spectral representation for the 
process in question, and let G =G{ g,: t E &?}Lpu,,). Define 9 = 
1s E P(G) I S E wv(g) f or some g E G}. Here and in the sequel, 
containment is to be interpreted as containment modulo null sets. We claim 
that 9 is a u-ring. (There is not necessarily a maximal element.) It is clear 
that whenever B, , B, E 9 that B,\B, E 9 since p(G) is a u-field. Also, if 
Bj E 9, j = 1, 2 ,..., we may find gj E G such that Bj s supp( gj), in which 
case we may find by [6, Lemma 3.21 a function g E G such that supp( g) 2 
U supp(gj) 2 U Bj, establishing the claim. 
Now, Zorn’s Lemma can be applied to find a maximal collection of 
disjoint sets of positive ,u’-measure from 9, call it {SrrJacA. For each a, 
choose g, E G with S, s supp(g,). We define E to be UasA S,, z to be the 
u-field on E a{ 1, g/g,: g E G, a E A ), and p to be the measure defined on E 
by p(B) = CnEA q,-, 1 g,lp dp’. That ,U is in fact a measure on z follows 
from an elementary exercise in measure theory to the effect that for B E Z 
we have S,nBEZ’. 
The maximality of {S,} coupled with the fact that supp(g) E p(G) shows 
that supp( g) s E for all g E G. This implies, simply by checking definitions, 
that the operator U: G + Lp(E, X,p) defined by Ug= Cae,, lsag/gc, is a 
linear isometry. Hence the map t + f, E Ug, is a spectral representation for 
our process. We claim that it is minimal. By the definitions of 9, E, p, and 
U, it is clear that (Ml’) is satisfied, Since p(F) = p(U(G)) is a sub-u-field of 
u(U(G)), we have that p(F) is a sub-u-field of C. To see that ,?Y is a sub-u- 
field of p(F), note for g, h E G that (C ls,g/g,)/(C l,- h/h,) = g/h on E, 
and we see that p(F) is the u-field on E (B ) B = S n E, S E p(G)}. This 
shows that each S, is in p(F), that each quotient g/g, is @)-measurable, 
and hence that each function in the generating set for C, ls,g/ga, is p(F)- 
measurable. Therefore, C = p(F) and the theorem is proved. 
The uniqueness result now follows from (61 as in Theorem 1.2, except that 
we do not need to extend 0 “off the atoms” of p(F). 
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THEOREM 5.2. Let t + f, E Lp(E, , C, , ,u,) and t -+ g, e Lp(E,, Z, , ,uz) be 
minimal representations for a given non-Gaussian stable process. Then there 
exists a unique isometry of M of Lp(,ul) onto Lp(,u,) such that Mft = g, for 
all t. 
Proof. Call F = G{A}tPC,,,j, G = G{ gr}LP(L(‘2J and let U be the closed 
linear extension of the map f, + g,. U is an isometry of P onto G, and by 
remark (ii) following Theorem 4.2 of [6] we see that U has a unique 
extension to an isometry of the s_ubspace FE {rI f E Lp@,); rl is p(F)- 
measurable, f E F} onto the space G z (r, g E L”(,u,): r2 is p(G)-measurable, 
g E G}. Call this extension M. To complete the proof we only need show that 
F= Lp(,al) and G = Lp(,auz). 
We show that F= L”(p,); the proof for c is the same. It suffices to show 
that 1, is in F for any set B of z, with finite measure. Condition (Ml’) and 
[6, Lemma 3.21 can be combined to show that there exists f E F with 
suppdf) 2 B. Now since 1, and f are both zC,-measurable, so is r, = 1Jf. By 
(M2’), rl is p(F)-measurable, and so 1, = r, f E F, completing the proof. 
Theorems 2.1 and 2.2 are now true in this general setting. Their statements 
are changed only in that we replace Lp[O, I] with Lp(E,p). The proof of the 
general version of Theorem 2.1 proceeds as in 2.1, except that we need not 
worry about the atoms of p(F)-we just show that F= Lp(E,,u) as in the 
proof of Theorem 5.2. The proof of the general version of Theorem 2.2 is the 
same as for 2.2. 
Theorems 3.2 and 4.3 also have non-condition S versions. Regarding the 
general version of 3.2, the first paragraph of the proof of Theorem 3.2 shows 
that t -+ cY, is a spectral representation for the general substable process (X,} 
with governing process { Yl}. The general version of Theorem 4.3 reads, Zf 
(Z,: t E d 1 is a complex p-stable process, there exists a measure space (E, ,u) 
and complex functions f, E Lp(E,p) such that E exp i[t, Re(C AjZ,l> f 
t, Im(C AjZ,)] = exp(--( t Ip )I 2 Ajhj@ for all 1, ,..., A, E R and t, ,..., t, E K. 
The proof is the same as for 4.3 except that the process R need not satisfy 
condition S, and so we take each g(t, i) in Lp(E,p). 
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