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Text Mining merupakan proses pengolahan untuk mengetahui pola-pola yang tidak terstruktur. 
Pola yang tidak terstruktur tersebut bisa ditemukan pada objek seperti jurnal, artikel, novel, 
buku dan sejenisnya. Implementasi fitur yang sering digunakan adalah teknik pencarian file 
atau dokumen yang  memenuhi unsur efektif dan efisiensi. Pencarian file atau dokumen sangat 
ditentukan oleh ketepatan dan kesesuaian dokumen yang dipanggil dengan kata kunci yang 
digunakan. Semakin  tepat kata kunci yang diinputkan semakin relevan dengan hasil yang 
ditampilkan. Agar hasil pencarian sesuai dengan keyword yang dimasukkan maka dibutuhkan  
algoritma pencarian Vector Space Model. Vector Space Model merupakan algoritma yang 
digunakan  untuk melihat relevansi antara kata kunci dengan hasil pencarian yang ditampilkan. 
Dari hasil perhitungan recall dan precission, sistem dapat melakukan pengembalian dokumen  
sesuai dengan kata kunci yang dimasukkan pengguna. Dimana nilai recall yang diperoleh 
sebesar 100%. Pencarian menggunakan metode Vector Space Model  dapat memberikan hasil 










Penyimpanan dan pencarian dokumen dalam sebuah database 
harus mengikuti metode pencarian yang benar sehingga 
efektifitas dan efisiensi bisa terpenuhi. Permasalahan yang ada, 
seringkali tak ada ukuran yang pasti akurasi kesesuaian dan 
ketepatan kata kunci yang dimasukkan dengan hasil pencarian 
yang ditampilkan.  
Seyogyanya penggunaan kata kunci sangat berpengaruh terhadap 
hasil pencarian. Untuk mendukung proses pencarian yang lebih 
akurat maka perlu adanya sebuah algoritma. Algoritma yang 
diimplementasikan adalah Vector Space Model. Algoritma 
Vector Space Model merupakan metode pencarian yang 
menghitung kesesuaian dan ketepatan hasil dengan data input. 
Algoritma ini akan mencoocokan kata yang ada dalam database 
per kata sehingga lebih detail dan teliti. Proses perhitungan 
berdasarkan frekuensi kemunculan data sesuai dengan kata kunci 
yang ada. Kata tersebut akan dikonversi ke dalam bentuk vektor. 
Hasil dari perhitungan tersebut akan menjadi basis dalam 
penentuan kesesuian kata yang dicari 
 
METODOLOGI PENELITIAN 
A. Objek Dokumen pada Text Mining 
Pada text mining, dokumen digital yang akan diproses harus 
melalui tahapan document preprocessing. Tentunya proses ini 
bertujuan untuk mengurangi volume kosakata, menyeragamkan 
kata dan menghilangkan noise [1]. Berikut  merupakan proses 
yang terdapat pada document preprocessing: 
Tokenizing 
Proses Tokenizing yaitu memisahkan deretan kata di dalam 
kalimat, paragraf atau dokumen menjadi token atau potongan kata 
tunggal atau termed word. Tahapan ini juga menghilangkan 
karakter-karakter tertentu seperti tanda baca dan mengubah 
semua token ke bentuk huruf kecil (case folding)[2]. 
Filtering 
Pada tahapan ini melakuan proses stopword atau penghapusan 
kata yang tidak perlu seperti kata penghubung, kata ganti dan 
sebagainya 
Stemming  
Tahapan ini bertujuan untuk menghapus atau menghilangkan 
imbuhan-imbuhan yang ada. Setelah document preprocessing 
selesai maka selanjutnya adalah melakukan inverted index. 
Inverted index adalah salah satu proses untuk mengidekskan 
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sebuah koleksi teks yang digunakan untuk mempercepat proses 
pencarian[3]. Selanjutnya dilakukan proses penghitungan nilai 
bobot menggunakan TF – IDF, yang selanjutnya dilakukan 
perhitungan tingkat kemiripan kata kunci yang dimasukkan 
menggunakan vector space model.  
 
Algoritma Vector Space Model 
Vector Space Model (VSM) adalah suatu metode untuk melihat 
tingkat kedekatan atau kesamaan (similarity) term dengan cara 
melakukan pembobotan term. Dokumen dan kata kunci 
dipandang sebagai sebuah vektor yang memiliki jarak dan arah. 
Relevansi sebuah dokumen ke sebuah query didasarkan pada 
similaritas diantara vektor dokumen dan vektor query [4][5]. 
Adapun rumus relevansi yang digunakan adalah 
 cos𝜃 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑑𝑗⃗⃗  ⃗, 𝑞 ) =
(𝑑 𝑗 ⋅ 𝑞 )
|𝑑𝑗⃗⃗  ⃗| ⋅ |𝑞 |
 
=  











q  = bobot kata kunci 
d  = bobot dokumen  
|𝑑 | = panjang dokumen  
|𝑞 | = panjang kata kunci 
 














Gambar 1. Blok Diagram 
 
Objek dokumen yang akan diolah berupa novel. Dokumen – 
dokumen tersebut harus melewati tahapan document 
preprocessing sebagai bagian dari tahapan pembersihan file. 
Selanjutnya dilakukan proses Indexing dan pembobotan TF –IDF 
sebelum implementasi metode Vector Space Model untuk 
menampilkan dokumen yang sesuai dengan kata kunci[2][6-10]. 
Hal yang paling penting pada tahapan ini adalah tahapan 
document preprocessing untuk memastikan bahwa kata-kata yang 
akan diolah sudah siap untuk diolah menggunakan metode Vector 
Space Model. Terdapat beberapa langkah pada tahapan ini yaitu  
tokenizing, Filtering, Stemming, Indexing.  
 
Gambar 2. Diagram Alir Document Preprocessing 
 
Metode Vector Space Model melakukan pengolahan hasil dari 
pembobotan TF-IDF dengan menghitung panjang dari vektor 
setiap dokumen, di samping itu panjang vektor dari kata kunci 
juga haruss ditentukan,Jika sudah diperoleh hasil dot poduct 
vector maka hitung nilai kesamaan tiap dokumen, lakukan proses 
descending untuk menampilkan hasil peringat dokumen seperti 
yang ditunjukkan pada diagram alir gambar 3.  
 
Berikut merupakan diagram Alir algoritma Vector Space Model. 
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Mulai
W Hasil Pembobotan 
TF-IDF
Hitung panjang vektor dokumen 
Hitung dot product vector
Hitung nilai kesamaaan tiap dokumen
Hitung panjang vektor kata kunci 
Urutkan hasil secara descending





Gambar 3. Diagram Alir Vector Space Model 
 
 
HASIL DAN PEMBAHASAN  
Pengujian menggunakan lima dokumen dengan spesifikasi 
jumlah halaman yang berbeda. Setiap dokumen sudah melalui 
tahapan document preprocessing dengan spesifikasi jumlah kata 
yang dihasilkan dan waktu perolehan seperti yang ditunjukkan 
pada tabel 1.  
Recall atau disebut juga dengan perolehan merupakan 
kemampuan sistem untuk menampilkan hasil sesuai dengan kata 
kunci yang dimasukkan. Precission atau ketepatan merupakan 
kemampuan tidak menampilkan  dokumen yang tidak  sesuai 
dengan kebutuhan pengguna. Pengujian dilakukan dengan 







Tabel 2.  Hasil pencarian dokumen 
 
 
Tabel 2 menunjukkan hasil pencarian dokumen. Terdapat 
beberapa dokumen yang relevan dan tidak relevan. Dokumen 
yang tidak relevan memiliki bobot yang tinggi hal itu dipengaruhi 
oleh frekuensi kemunculan kata-kata sehingga menyebabkan 
bobot tiap kata lebih tinggi. Sebaliknya dokumen relevan 
memiliki bobot rendah, hal itu dipengaruhi oleh kata-kata yang 
tidak memiliki kecocokan  terhadap kata kunci. 
Dari hasil tabel 2 diperoleh nilai recall dan precission sesuai 










× 100 % = 60 % 
 
Dari hasil perhitungan recall dan precission, sistem dapat 
melakukan pengembalian dokumen  sesuai dengan kata kunci 
yang dimasukkan pengguna. Dimana nilai recall yang diperoleh 
sebesar 100% dan nilai precission sebesar 60%. Sehingga dapat 
disimpulkan bahwa pencarian menggunakan metode Vector 
Space Model  dapat memberikan hasil yang maksimal dalam 
melakukan pencarian dokumen.  
KESIMPULAN 
Terdapat beberapa dokumen yang relevan dan tidak relevan. 
Dokumen yang tidak relevan memiliki bobot yang tinggi hal itu 
dipengaruhi oleh frekuensi kemunculan kata-kata sehingga 
menyebabkan bobot tiap kata lebih tinggi. Sebaliknnya dokumen 
releven memiliki bobot rendah. Hal itu dipengaruhi oleh kata-kata 
yang tidak memiliki kecocokan terhadap kata kunci. Dari hasil 
perhitungan recall dan precission, sistem dapat melakukan 
pengembalian dokumen  sesuai dengan kata kunci yang 
dimasukkan pengguna. Dimana nilai recall yang diperoleh 
sebesar 100% dan nilai precission sebesar 60%. Sehingga dapat 
disimpulkan bahwa pencarian menggunakan metode Vector 
Space Model dapat memberikan hasil yang maksimal dalam 
melakukan pencarian dokumen.  
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