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Abstract 
Challenges with transport of dense non-aqueous phase liquids (DNAPLs) in geomedia have been observed by 
scientists and engineers.  Detection of residual amounts of dense non-aqueous phase liquids in porous earth 
materials is important to understand the extent of contamination at sites where these materials have been released.  
The objectives of this study were to develop and test x-ray computed tomography (CT) methods for detection of 
DNAPL mass in sand cores.  Two methods were used to assess the mass balance of trichloroethane (TCA) injected 
into selected samples.  These methods included the spatial distribution method (SDM) which determined the mass 
from the point of injection and the mass frequency distribution method (MFDM) which used noise correction 
algorithms.  Results showed that these methods can be used to detect the distribution of DNAPL in sand cores.  
Methods to assess the effective energy of the CT scanner are critical in obtaining accurate information.  This study 
indicates that the scanning methods generally agree with the mass of DNAPL injected. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of scientific committee of Missouri University of Science and Technology. 
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1. Introduction 
Pollutant transport in porous media is an important area of study for engineers and scientists to better protect 
water resources from contamination.  Non-aqueous phase liquids (NAPLs) are one type of pollutant and a concern 
due to their use as solvents in military and industrial sites (Goldstein et al., 2007).  When dense NAPLs (DNAPLs) 
are spilled, they often leave a trail of residual material in the vadose zone of the geomedia sometimes in pools of 
pure material.   
Traditional methods for visualizing the transport of DNAPLs have used two-dimensional imaging or photography 
of segmented samples (Conrad et al., 1992; Chomsurin and Werth, 2003).  X-ray computed tomography (CT) is a 
potential new method for non-destructively imaging and visualizing the transport of DNAPLs in porous media.  
These methods have been used to measure density and water content in geomedia and to characterize macropores in 
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soils (Rachman et al., 2005).  CT methods have also been used to measure solute breakthrough curves in undisturbed 
cores and to characterize solute transport parameters such as solute dispersivity (Clausnitzer and Hopmans, 2000; 
Peyton et al., 1994; Anderson et al., 2003).  Recent work has utilized computed tomography methods to visualize 
NAPL concentrations in porous media (Goldstein et al., 2007).  It is proposed that further work is needed to better 
develop CT methods as a tool for assessment of DNAPL concentrations in porous media. 
The objectives of this study were to develop methods and relationships for describing the small-scale 
distribution of a DNAPL in sand cores using CT methods and to test the method for estimation of mass balance by 
injecting a known amount of a selected DNAPL into sand cores.  The selected DNAPL used for the study was 1, 1, 
1-tirchloroethane (TCA) which is a common contaminant in hazardous waste sites.
2. Materials and Methods 
Experiments and Cores Samples  Four experiments were conducted for the study which included sand cores with 
injection of TCA (Table 1).  Two selected sands were used for these studies:  #8 and #30 sands.  The #8 sand was 
composed of 70% quartz, 20% feldspar, and 10% other minerals, while the #30 sand was 81% quartz, 12 % feldspar 
and 7% other minerals.  The average particle size for #8 sand was 1.50 mm and for #30 sand was 0.49 mm.  TCA 
was used as the dense NAPL for these experiments.  It is only slightly soluble in water, denser than water and highly 
chlorinated.  Reported solubility for TCA ranges from 720 to 4400 mg/L.  The injected amount of TCA in each 
sample is listed in Table 1. 
Sand cores housed in Plexiglass cylinders, 76 mm inside diameter by 76 mm long, were prepared for imaging.  
Samples were packed to bulk density values shown in Table 1.  The cores were then slowly saturated with de-aired 
water under vacuum pressure over a period of two hours to remove air.   
Table 1. Summary of experiments and physical properties of sand core samples. 
Experiment 
Sand
Size 
Bulk 
Density Porosity
Mass of
TCA
Injected
  g cm-3 m3 m-3 mg 
     
93F23 #30 1.52 0.43 1.34 
93M03 #30 1.61 0.39 1.34 
93M28 #30 1.52 0.43 1.67 
93A11 #8 1.66 0.37 0.87 
Scanning  The CT scanner used for these studies was a Siemens Somatom DRH unit.  Scans were performed using 
125 kVp with four second measuring time with 720 projections and 310 mA/s.  The reconstruction matrix was 256 
by 256 with 0.32 by 0.32 mm pixel resolution and a 2.0 mm thick scan. 
For the experiments, the cores were placed in the CT scanner such that the longitudinal axis of the core was 
horizontal and normal to the scan plane.  The core was scanned three times prior to the introduction of TCA using a 
sweep of 25 adjacent scans, each 2 mm thick.  Between each of the 25 scans, the core was moved 2 mm in the 
longitudinal direction using a rail table.   
The TCA was then injected at approximately 1.0 mL/min at the center of the core using a needle and syringe 
placed through a septum in the core wall.  The TCA was doped with 1% by mass iodoheptane to increase the x-ray 
attenuation and provide better detection with the scanner.  The amount of material injected for each experiment is 
shown in Table 1.  Since the cores were saturated, the pressure was released through a port at the end of the core 
attached to a Marriotte bottle which maintained a 1 cm hydraulic head above the center line of the core.  
Immediately after injection, a second sweep of scans was performed using the same procedure as prior to TCA 
injection. 
Image Analysis  Values from each voxel (pixel x scan thickness) are obtained by the CT scanner.  These values are 
CT numbers (CTN) which are scaled as follows: 
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where P = linear attenuation coefficient of the measured voxel, and Pw = linear attenuation coefficient of water.  
Subtracting the CTN voxel value at pre-injection (CTN1) from the CTN voxel value at post-injection (CTN2) in the 
CT image of the core sample gives the TCA concentration in the voxel (MN) with some corrections needed for 
effective energy of the scanner and noise reduction. 
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where VV = volume of the voxel, PN = the linear attenuation coefficient of the NAPL, UN = the mass density of the 
NAPL, and UW = the density of water.  We can simplify this relationship by using 'CTN = (CTN2 – CTN1) and a 
parameter D defined as   
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to obtain the following MN = 'CTN D.  The percent saturation of the NAPL (SNAPL) in the voxel can be calculated as 
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where I= the mean porosity for the core sample. 
Mass Balance  Two approaches were used to estimate mass balance for the injected TCA.  These included the 
spatial distribution and the mass frequency distribution methods.  The spatial distribution method attempted to retain 
all available spatial information to estimate the quantity of TCA in each voxel of the scans for each core.  This 
method determined the mass as a function of distance from the injection point and the effective porosity distribution 
for each scan.  The mass frequency distribution method ignored the spatial distribution to better account for noise in 
the CT data and to determine the frequency distribution of the mass of TCA in each voxel.  This second method 
attempted to provide better mass balance results through the use of better noise correction. 
3. Results and Discussion 
Spatial Distibution Method  For each sample, multiple scans were obtained to determine the mass balance of the 
TCA in the sample.  Each scan image contained a 256 by 256 matrix of CTN values.  The CTN values in the pre-
injection scans were subtracted from the CTN values in the post-injection scans to obtain MN = 'CTN D and 
summed over the entire scanned region of the core sample.  The value of D (Eqn. [3]) is dependent on the effective 
energy within the core and the chemical composition of the components which is assumed to remain constant.  The 
'CTN in each voxel is determined by the amount of TCA in the voxel and by noise.  Efforts were made to correct 
for effective energy variations in the scan images. 
A histogram showing the distribution of 'CTN was created for each experiment using the following method.  The 
range of values for 'CTN that occurred in each experiment was divided into a number of bins (intervals or 
categories).  After categorization, the number of voxels in each bin were counted.  A voxel fits into a bin if its'CTN
lies between the values of'CTN that define the upper and lower limits of the bin.  For computational reasons the 
size of each bin was set to one so that the upper limit of each bin was exactly one unit higher than the lower limit of 
the bin.  The ith bin value, E(i), is defined as the average of the 'CTN(i) and 'CTN(i+1) where the 'CTN(i) is the 
lower limit of the bin, and 'CTN(i+1) is the upper limit of the bin.  The measured 'CTN distribution when 
categorized into bins is referred to as the W distribution.  TheW distributions as a function of E(i) for two experiments 
are shown in Figure 1.  There appear bimodal distributions, one around E of zero and another around E of 100 to 
200.  The first distribution with the highest peak is for the material without TCA and the second represents TCA.  
The noise can be estimated from the first distribution.  The estimates of the mass balance of TCA for the four 
experiments are shown in Table 2.  It appears that good agreement with injected mass occurred for two of the 
experiments but not the others.  This implied that a better method to handle noise is needed which was attempted 
with the mass frequency distribution method.    
Mass Frequency Distribution Method  The mass frequency distribution method attempts to better correct for noise 
by fitting a curve, called the Odistribution, to the noise curve.  TheO curve can be subtracted from the Wcurve 
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Figure 1. The Wdistributions for a region with injected TCA for Experiment 93F23 (left) and Experiment 93A11 (right). 
Table 2. Results of calculated mass of TCA with spatial distribution method.  A total of 29 scans were assessed ranging from 0 to 56 mm. 
Experiment 
Number 
of Scans 
                   
                  First        
                  Scan        
                  Plane  
               with TCA 
                  
                   Last  
                  Scan  
                  Plane 
              with TCA 
Calculated
Mass
    % 
     
93F23 14 6 32 98.30 
93M03 20 0 38 135.07 
93M28 20 14 52 110.09 
93A11 35 8 56 .195.47 
leaving a curve called the Z distribution which is the frequency distribution of TCA per voxel (Holmes et al., 1993).  
The Z distribution can then be expressed as percent saturation by converting the values of E(i) into values of SNAPL
as follows:    
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This method assumes that the distribution of the noise is symmetrical about its center.  Due to the noise inherent in 
these methods, there is a limit to how small a TCA concentration can be detected within a voxel.  This limit is a 
function of the size and shape of the noise curve for each experiment.  To quantify this limit, the five-bin average of 
Z(i) was calculated (two below, at, and two above).  An example for Experiment 93E23 for these distributions is  
shown in Figure 2. 
Figure 2. The Z(left) and Z5 (right) distributions using the normal distribution curve fitting method for Experiment 93F23. 
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Figure 3. The W and O distributions (left) fit with a single normal distribution (not adequate fit) and the Z distribution (W – O) for Experiment 
93F23.
Figure 4. Improved fit for W and O distributions (left) with multiple normal distributions and the Z distribution (W – O) for Experiment 93F23.
Three distribution methods were used to fit the noise curve:  normal distribution, mirror image about the mean, 
and mirror image about the peak.  The normal probability distribution was first used to fitO distribution to the noise 
curve.  For some experiments, a single normal distribution was not adequate, and multiple normal distributions were 
then used.  Example for Experiment 93F23 for a single normal distribution and multiple normal distributions are 
shown in Figures 3 and 4.  The two mirror image methods assume the distribution is symmetrical around the mean 
of the distribution or the peak of the distribution.  These three distribution methods utilized six methods to calculate 
the mass of the TCA in the samples for the mass frequency distribution method. 
Six different methods were used to calculate the mass measured in the sample based on six different sets of 
assumptions about the anomalies in the Z distribution.  Each method involved integrating different portionsof the Z
distribution.  The M1 method assumes these anomalies are completely random and are balanced by different effects 
in the opposite direction.  For the M2 method, all negative values of Z are set to zero before calculations.  For the 
M3 method, all negative values of E are set to zero before calculation.  The M4 method is a combination of the M2 
and M3 methods; all negative values of Z and E are set to zero before calculation.  In the M5 method, all E values 
below the detectable limit are set to zero.  The M6 method is the same as the M5 method except the negative values 
of Z are also set to zero.  Results of these six methods are shown in Tables 3, 4 and 5 for the normal distribution, the 
mirror image around the mean, and the mirror image around the peak, respectively.  Similar to results from the 
spatial distribution method, it appears that good agreement with injected mass occurred for two of the experiments 
(93F23 and 93M28) but not the other two.  It is also apparent that the mirror image about the peak method did not 
produce consistent results compared to the other two distribution methods.  Thus, it is assumed this method need not 
be used in the future. 
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Table 3. Results of calculated mass of TCA with mass frequency distribution method for methods M1 through M6.  Normal distribution fitting 
method. 
Experiment M1                  M2                   M3 M4 M5 M6 
 % % % % % % 
93F23 93 92 96 97 96 96 
93M03 122 118 121 122 121 122 
93M28 100 97 99 101 101 101 
93A11 172 163 174 175 174 .174 
Table 4. Results of calculated mass of TCA with mass frequency distribution method for methods M1 through M6.  Mirror image about mean 
distribution fitting method. 
Experiment M! M2 M3 M4 M5 M6 
 % % % % % % 
93F23 93 94 93 94 94 94 
93M03 125 126 125 126 125 125 
93M28 100 104 100 104 102 103 
93A11 161 162 161 162 161 .161 
Table 5. Results of calculated mass of TCA with mass frequency distribution method for methods M1 through M6.  Mirror image about peak 
distribution fitting method. 
Experiment M1 M2 M3 M4 M5 M6 
 % % % % % % 
93F23 131 131 131 131 131 131 
93M03 152 152 153 153 153 153 
93M28 116 116 116 116 116 116 
93A11 429 429 434 434 434 .434 
4. Conclusions 
This study developed methods using CT scanning imaging techniques to estimate mass balance of a DNAPL 
injected into sand cores.  Two main procedures were used to estimate the mass balance of the injected material:  
spatial distribution and mass frequency distribution methods.  It appeared that better results occurred for the mass 
frequency method.  For the mass frequency distribution method, normal distribution, mirror image about the mean, 
and mirror image about the peak techniques were used.  Results indicate that good mass balance estimation occurred 
with only two of the four experiments.  Over-estimation occurred for the other two and future work is suggested to 
focus on obtaining more consistent estimates.  Future work is recommended in using higher concentrations of the 
dopant to provide better contrast with the geomedia and thus better detection.  These methods do show promise for 
imaging dense NAPL materials in porous media which is a significant environmental challenge.  
5. References 
1. Anderson, S.H., H. Wang, R.L. Peyton, and C.J. Gantzer.  2003. Estimation of porosity and hydraulic conductivity from x-ray CT-measured 
solute breakthrough. In Mees, F., R. Swennen, M. Van Geet, and P. Jacobs (eds.)  Applications of X-ray Computed Tomography in the 
Geosciences. Geological Society of London. Special Publication 215, 135-149. 
2. Clausnitzer, V., and J.W. Hopmans. 2000.  Pore-scale measurements of solute breakthrough using microfocus x-ray computed tomography. 
Water Resour. Res. 36, 2067–2079. 
3.  Chomsurin, C., and C.J. Werth. 2003. Analysis of pore-scale nonaqueous phase liquid dissolution in etched silicon pore networks. Water 
Resources Research 39:1265–1276. 
4, Conrad, S.H., J.L. Wilson, W.R. Mason, and W.J. Peplinski.  1992.  Visualization of residual organic liquid trapped in aquifers.  Water 
Resources Research 28:467-478. 
5. Goldstein, L., S.O. Prasher, and S. Ghoshal.  2007.  Three-dimensional visualization and quantification of non-aqueous phose liquid volumes 
in natural porous media using a medical X-ray computed tomography scanner.  J. of Contaminant Hydrology 93:96-110. 
6. Holmes, J.L., R.L. Peyton, and T.H. Illangasekare.  1993.  Spatial distribution nonaqueous phase liquids in sand cores using X-ray computed 
tomography.  pp. 35.-43.  Proceedings of 8th Annual Conference on Hazardous Waste Research, L.E. Erickson, D.L. Tillison, S.C. Grant,
and J.P. McDonald (Eds.), Kansas State University, Manhattan, Kansas. 
7. Peyton, R.L., S.H. Anderson, C.J. Gantzer, J.W. Wigger, D.J. Heinze, and H. Wang. 1994.  Soil-core breakthrough measured by X-ray 
computed tomography.  pp. 59-71.  In  S.H. Anderson and J.W. Hopmans (ed.)  Tomography of Soil-Water-Root Processes.  Soil Sci. Soc. 
Am. Spec. Pub. No.  36, Madison, WI.  
8. Rachman, A., S.H. Anderson, and C.J. Gantzer. 2005. Computed-tomographic measurement of soil macroporosity parameters as affected by 
stiff-stemmed grass hedges. Soil Sci. Soc. Am. J.  69, 1609-1616. 
