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Abstrat. It is shown that the Rényi and Tsallis entropies and the q-expetation
values, are ontinuous and stable if q > 1 and are not ontinuous and instable
for uniform nite distributions if q < 1.
1. Introdution
Experimental robustness is a natural riteria of physial quantities requiring that
A physially meaningful funtion of a probability distribution should
not hange drastially if the underlying distribution funtion is
slightly hanged.
Leshe in 1982 has given a mathematial formulation of the above requirement,
alled stability, and proved that the entropy of Rényi is not stable [1℄. Based on
Leshe's reasoning later on Abe has shown that the Tsallis entropy is stable [2℄.
Leshe stability beame a riteria in distinguishing and favoring one of the many
dierent entropies in non-extensive thermostatistis [3, 4, 5, 6, 7, 8, 9℄ and the proofs
of Leshe and Abe beome one of the arguments in favoring Tsallis entropy to Rényi.
Leshe stability as a proper onept of experimental robustness was questioned and
attaked by several authors [10, 11, 12℄. They have olleted physial arguments
laiming that Leshe stability do not express properly the physial ontent of ex-
perimental robustness. Leshe and Abe rejeted these arguments [13, 14℄. Reently
Abe reognized that the entral quantities of non-extensive statistial mehanis,
the q-averages [15℄, are Leshe instable [16℄. This important observation somehow
invalidates the whole mathematial framework of non-extensive thermostatistis,
therefore several authors argued again that Leshe stability is a too strit onept
for physial appliations and suggested dierent modiations [17, 18, 19℄.
The onept of experimental robustness is a lousy ontinuity requirement and en-
ables several mathematial formulations. Considering this resemblane to ontinu-
ity the instability of the Rényi entropy SR (1) and the stability of Tsallis entropy ST
(2) is somehow paradoxial, beause the Tsallis entropy ST = (1−e
(1−q)SR)/(q−1)
(where 0 < q 6= 1) is a smooth funtion of the Rényi entropy.
In the following we investigate some mathematial onepts releted to the Rényi
and Tsallis entropies and q-expetation values. We introdue a loal form of Leshe
stability, that, aording to our opinion, expresses best the physial ontent of
experimental robustness.
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2. Continuity of funtions of probability distributions
The simplest formulation of experimental robustness is ontinuity. Reall the
following notions.
The set of innite disrete probability distributions is
D :=
{
p ∈ l1| ‖p‖1 = 1, pi ≥ 0, i ∈ N
}
⊂ l1.
Here the l1 norm is used as the natural onept of distane [20℄.
Let X be a normed spae with norm ‖ ‖.
Denition 1: A funtion f : D → X is ontinuous at p if
(∀ǫ > 0)(∃δ > 0)(∀r)(‖r − p‖1 < δ ⇒ ‖f(r)− f(p)‖ < ǫ).
f is ontinuous if it is ontinuous at every p ∈ D.
Note that if there is a positive number cp so that ‖f(r) − f(p)‖ < cp‖r − p‖1
then f is ontinuous at p.
Denition 2: A funtion f : D → X is uniformly ontinuous if
(∀ǫ > 0)(∃δ > 0)(∀r, p)(‖r − p‖1 < δ ⇒ ‖f(r)− f(p)‖ < ǫ).
Note that if there is a positive number c so that ‖f(r)− f(p)‖ < c‖r− p‖1 then
f is uniformly ontinuous.
Continuity is a loal property while uniform ontinuity is a global property.
Observe that the negation of ontinuity reads as follows:
(∃p)(∃ǫ > 0)(∀δ > 0)(∃r, ‖r − p‖1 < δ)(‖f(r)− f(p)‖ ≥ ǫ)
and the negation of unformly ontinuity:
(∃ǫ > 0)(∀δ > 0)(∃r, p, ‖r − p‖1 < δ)(‖f(r) − f(p)‖ ≥ ǫ).
2.1. 1<q. The Banah spae of real sequenes for whih of the orresponding series
is onvergent at the power q, is denoted by lq, and the Banah spae of bounded
sequenes is denoted by l∞. We know that if k ∈ l1 and 1 < q, then k ∈ lq and
‖k‖q ≤ ‖k‖1. Therefore the q-norm, as the funtion ‖.‖q : l
1 → R, k 7→ ‖k‖q
funtion, is uniformly ontinuous.
Proposition 1 The funtionD → l1, p 7→ pq := (pqi )i∈N is uniformly ontinuous.
Proof: Aording to the mean value theorem of dierential alulus
‖rq − pq‖1 =
∑
i∈N
|rqi − p
q
i | ≤
∑
i∈N
q|ri − pi| = q‖r − p‖1.
Note that ‖pq‖1 = ‖p‖q.
Corollary 1.1 The Rényi entropy
(1) SR : D → R, p 7→
1
1− q
ln ‖p‖q,
is ontinuous and the Tsallis entropy
(2) ST : D → R, p 7→
1− ‖p‖q
q − 1
if 1 < q is uniformly ontinuous.
The expetation value of A = (Ai)i∈N ∈ l
∞
,
D → R, p 7→ (A|p) =
∑
i∈N
Aipi,
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is uniformly ontinuous.
In general, if Φ : D → D is a given funtion, then the Φ-expetation value of A
is
D → R, p 7→ (A|Φ(p)).
If Φ is (uniformly) ontinuous, then the Φ-expetation value is (uniformly) on-
tinuous.
Corollary 1.2 The q-expetation value, where Φ(p)i :=
p
q
i
‖pq‖1
(the quotient of
ontinuous funtions) is ontinuous.
2.2. q<1. In this ase the summability of pq for p ∈ D is not automati. Therefore
the previous funtions (entropies and q averages) are interpreted on the set:
Dq := {p ∈ D| p
q ∈ l1}.
Proposition 2 The funtion Dq → l
1, p 7→ pq is not ontinuous at nite uniform
distributions.
Proof: Let be n ∈ N a given number and
p :=
(
1
n
, ...,
1
n
, 0, 0, ...
)
∈ D,
therefore the number of nonzero elements is n. In the following we will use the
notation
(3) p =
(
1
n
∣∣∣∣
×n
, 0
)
.
For all 0 < δ < 1/2 let us dene
(4) rδ :=
(
1− δ
n
∣∣∣∣
×n
,
δ
m
∣∣∣∣
×m
, 0
)
,
where
m ≥ δ
q
q−1
(
1 + qδn1−q
) 1
1−q .
Then ‖rδ − p‖1 = 2δ, however
‖ pqδ − p
q ‖1 = ((1− δ)
q − 1)n1−q + δqm1−q ≥ 1.
Sine the logarithm and the identity are injetive ontinuous funtions, we have:
Corollary 2.1 The Rényi and Tsallis entropies, if q < 1, are not ontinuous.
Note that the proof of the previous proposition is essentially idential that of
Leshe in [13℄, regarding the instability of Rényi entropy. However, the above
argumentation is not appliable in the ase 1 < q. In partiular, it is impossible to
determine m so that m1−q ≥ δ−q(1+(1−(1−δ)q)n1−q), beause then the diretion
of the inequality is reversed by the negative powers
mq−1 ≤
δq
(1 + (1− (1 − δ)q)n1−q)
< δq.
Hene, there is no m ∈ N that satises the inequality, if δ < 1.
Let us know investigate the ontinuity of the expetation values. Here it is not
enough to show that the funtion p 7→ p
q
‖pq‖ is not ontinuous, beause the strong
onvergene (onvergene in norm) does not follow from the weak onvergene.
What we show is that p 7→ (A|pq/‖pq‖1) is not ontinuous for a large set of A ∈ l
∞
.
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Let be p and pq are hosen as previously. Then
(5) ‖pqδ‖1 = (1− δ)
qn1−q + δqm1−q.
and
pqδ
‖pqδ‖1
−
pq
‖pq‖1
=
δq
mq−1‖pqδ‖1
(
−
1
n
∣∣∣∣
×n
,
1
m
∣∣∣∣∣
×m
, 0
)
.
Therefore∣∣∣∣
(
A
∣∣∣∣, p
q
δ
‖pqδ‖1
−
pq
‖pq‖1
)∣∣∣∣ = δqmq−1‖pqδ‖1
∣∣∣∣∣− 1n
n∑
i=1
Ai +
1
m
n+m∑
i=n+1
Ai
∣∣∣∣∣
=
δq
(1− δ)q
(
n
m
)1−q
+ δq
∣∣∣∣∣− 1n
n∑
i=1
Ai +
1
m
n+m∑
i=n+1
Ai
∣∣∣∣∣ .(6)
This expression is onvergent as m goes to innity with the following limit:
L :=
∣∣∣∣∣− 1n
n∑
i=1
Ai + A¯(n)
∣∣∣∣∣ ,
where A¯(n) = limm→∞
1
m
∑n+m
i=n+1Ai. If L is not zero - and it is not zero for most
A-s - then we an hoose an m so that (6) is greater than L/2. Therefore we have
proved, that
Proposition 3. If q < 1, then the q-expetation value of A ∈ l∞, Dq → R, p 7→
(A | pq/‖pq‖) is not ontinuous if A satises is an n ∈ N so that∣∣∣∣∣− 1n
n∑
i=1
Ai + lim
m→∞
1
m
n+m∑
i=n+1
Ai
∣∣∣∣∣ 6= 0.
Note that a number of A-s satisfy this ondition.
3. Leshe stability and ontinuity
The original mathematial formulation of experimental robustness by Leshe is
not ontinuity, but a related notion. He introdued "normalized" values of the
orresponding funtions instead of the "bare" values in the above denition of
ontinuity [11, 14℄. To larify the relation of Leshe stability and ontinuity we
introdue some additional notions. Let us see then the following sets
Vn := {p ∈ D | pi = 0 if i > n} n ∈ N,
V :=
⋃
n
Vn.
It is lear that Vm ∈ Vn if m ≤ n. If p ∈ V then let us dene
np := min{n ∈ N | p ∈ Vn}.
Hene pi = 0 if i > np.
Let f : V → R, f 6= 0 be a funtion with the property
κn := sup{|f(p)| | p ∈ Vn} <∞ (n ∈ N).
It is evident, that κm ≤ κn, if m ≤ n. Moreover, there is an n0 ∈ N so that
κn0 > 0.
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Denition 2 : A funtion f with the previous properties is Leshe-stable, if
(∀ǫ > 0)(∃δ > 0)(∀n > n0)(∀r, p ∈ Vn)
(
‖r − p‖ < δ ⇒
|f(r) − f(p)|
κn
< ǫ
)
,
or equivalently
(∀ǫ > 0)(∃δ > 0)(∀r, p ∈ V )
(
‖r − p‖ < δ ⇒
|f(r)− f(p)|
κn
< ǫ
)
,
where n := max{nq, np} > n0.
This denition orresponds to Leshe's original formulation [1℄.
Comparing the denitions of ontinuity and Leshe-stability it is lear, that
(1) If f is uniformly ontinuous, then it is Leshe-stable.
(2) If f is bounded and Leshe-stable, then it is uniformly ontinuous.
Leshe stability is a global property, However, the physial meaning of experi-
mental robustness requires a renement whih is a loal property. For example let
us see the intuitive formulation of experimental robustness of Abe [16℄:
"Given a statistial mehanial system, perform a measurement
to obtain a probability distribution {pi}i=1,...,w ... . Perform a
measurement again on the same system prepared in the same state
as before. Then another probability distribution {p′i}i=1,...,w will
be obtained."
Continuing Abe requires that some related physial quantities do not be very
dierent.
This formulation indiates that we want that in the neighbourhood of an arbi-
trarily given state the related physis do not hange dramatially. The uniformity
does not seem to be important.
Therefore we introdue the following onept of stability.
Denition 3: A funtion f is stable at p ∈ V if
(∀ǫ > 0)(∃δ > 0)(∀r ∈ V and nr > n0)
(
‖r − p‖ < δ ⇒
|f(r) − f(p)|
κnr
< ǫ
)
.
A funtion f is stable if it is stable at all states of its domain. Leshe-stability is
uniform stability.
It is easy to see, that
(1) If f is ontinuous in p, then it is stable there.
(2) If f is bounded and stable in p, then it is ontinuous there.
(3) If f is Leshe-stable, then it is stable everywhere.
(4) If f is stable in a ompat set of its domain, then it is Leshe-stable there.
(5) If f is instable then it is also Leshe-instable.
4. The stability of Rényi and Tsallis entropies and q-expetation
values
4.1. 1<q. We have shown in setion 2.1, that the Rényi and Tsallis entropies are
everywhere ontinuous, therefore they are stable.
We have also seen that the q-expetation value of a physial quantity A ∈ l∞ is
ontinuous everywhere, therefore the q-expetation value is stable.
If A /∈ l∞, then the q-expetation value is not neessarily ontinuous, however,
it is stable.
6 MATOLCSI
1
T. AND VÁN
23
P.
In this ase
κn = sup
{∣∣∣∣∣
n∑
i=1
Ai
pqi
‖pq‖
∣∣∣∣∣ | p ∈ Vn
}
= max
i≤n
|Ai|,
therefore, if n := max{nr, np} > n0, then∣∣∣∑ni=1 Ai ( rqi‖rq‖ − pqi‖pq‖)∣∣∣
κnr
≤
κnp
κn0
n∑
i=1
∣∣∣∣ r
q
i
‖rq‖
−
pqi
‖pq‖
∣∣∣∣ .
The seond term at the right hand side of this inequality is the dierene of the
ontinuous funtion p→ pq/‖pq‖1 at values p and r, as we have seen in 2.1. There-
fore, the right hand side of this inequality is smaller than ǫ hoosing an r loser to
p than δ = κn0/κnpǫ.
4.2. q<1. In subsetion 2.2 we have seen the Rényi and Tsallis entropies and the
q-expetation values are not ontinuous, now we will show that they are not stable.
We an hek that by a simple modiation of the proofs in 2.2.
Considering p in (3) and r = rδ in (4) we get for the Rényi entropy, that
κRényinr = log(n+m)
and therefore the stability riteria is
(7)
|SR(r) − SR(p)|
κRényinr
=
log((1 − δ)qn1−q + δqm1−q)− logn1−q
log(n+m)
.
This expression onverges to 1 − q as m goes to innity. Therefore the Rényi
entropy is instable.
Similarly for the Tsallis entropy we get
κTsallisnr =
n1−q +m1−q − 1
1− q
,
and the stability riteria is
(8)
|ST (r) − ST (p)|
κTsallisnr
= (1 − q)
|(1− (1− δ)q)n1−q − δqm1−q|
n1−q +m1−q − 1
.
This expression is onvergent as m goes to innity and has the limit
0 < LT =
1− q
1− nq−1
(1− (1− δ)q).
Therefore hoosing m so that (8) be greater than LT /2, we see that the Tsallis
entropy is instable.
Regarding the stability of q-expetation values, it is enough to investigate only
the ase A ∈ l∞. Now
κq-av.nr ≤ ‖A‖∞,
therefore the expression (6) divided by ‖A‖∞ estimates the orresponding expres-
sion of the stability riteria. If A has the property given in Proposition 3 then the
q-averages are instable.
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5. Disussion
We have investigated some possible mathematial formulations of the experi-
mental robustness of some physial quantities. The analysis of ontinuity, uniform
ontinuity, and Leshe-stability revealed that these notions are losely related and
it is onvenient to introdue to use a loal stability onept instead of the uniform
notion of Leshe-stability. These formulations give essentially the same onditions
of experimental robustness for the investigated funtions:
The Rényi and Tsallis entropies are ontinuous and stable if 1 < q and are not
ontinuous and instable for nite uniform distributions, if q < 1.
The q-expetation values are ontinuous and stable if A ∈ l∞ and 1 < q and
are not neessarily ontinuous but stable if A /∈ l∞ and 1 < q. The q-expetation
values are not ontinuous and instable for pratially all physial quantities A ∈ l∞
(see the ondition in 2.2) in ase of nite uniform distributions.
Observe that the proof of Leshe [1℄ and Abe [16℄ for Leshe instability in the
ase in the ase 1 < q does not negate our stability beause they do not onsider
a neighbourhood of a given distribution (e.g. formula (7) in [16℄) but a sequene
of nite distributions whose length goes to innity. The proof of Abe works in the
ase q < 1 but it shows the instability only for a single distribution.
If f is stable on a ompat set of its domain, then it is also Leshe-stable. If f
is instable then it is also Leshe-instable.
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