We prove that the q-state Potts model and the random-cluster model with cluster weight q > 4 undergo a discontinuous phase transition on the square lattice. More precisely, we show 1. Existence of multiple infinite-volume measures for the critical Potts and random-cluster models, 2. Ordering for the measures with monochromatic (resp. wired) boundary conditions for the critical Potts model (resp. random-cluster model), and 3. Exponential decay of correlations for the measure with free boundary conditions for both the critical Potts and random-cluster models.
Introduction

Motivation
Lattice spin models were introduced to describe specific experiments; they were later found to be illustrative of a large variety of physical phenomena. Depending on a parameter (most commonly temperature), they exhibit different macroscopic behaviours (also called phases), and phase transitions between them. Phase transitions may be continuous or discontinuous, and determining their type is one of the first steps towards a deeper understanding of the model.
In recent years, the Potts and random-cluster models have been the object of revived interest after new rigorous results were proved. In [3] , the critical points of the models were determined for any q ≥ 1. In [12] , the models were proved to undergo a continuous phase transition for 1 ≤ q ≤ 4, thus proving half of a famous prediction by Baxter. The object of this paper is to prove the second half of his prediction -namely, that the phase transition is discontinuous when q > 4.
Results for the Potts model
The Potts model was introduced by Potts [21] following a suggestion of his adviser Domb. While the model received little attention early on, it became the object of great interest in the last 50 years. Since then, mathematicians and physicists have been studying it intensively, and much is known about its rich behaviour, especially in two dimensions. For a review of the physics results, see [24] .
In this paper, we will focus on the case of the square lattice Z 2 composed of vertices x = (x 1 , x 2 ) ∈ Z 2 , and edges between nearest neighbours. In the q-state ferromagnetic Potts model (where q is a positive integer larger than or equal to 2), each vertex of a graph receives a spin taking value in {1, . . . , q}. The energy of a configuration is then proportional to the number of neighbouring vertices of the graph having different spins. Formally, the Potts measure on a finite subgraph G = (V, E) of the square lattice, at inverse temperature β > 0 and boundary conditions i ∈ {0, 1, . . . , q}, is defined for every σ ∈ {1, . . . , q} V by the formula Above, 1[⋅] denotes the indicator function and ∂V is the set of vertices of G with at least one neighbour (in Z 2 ) outside of G. Note that when i = 0, the second sum is zero for all σ. For any boundary conditions i, the family of measures µ i G,β converges as G tends to the whole square lattice. The resulting measure µ i β defined on the square lattice is called the Gibbs measure with free boundary conditions if i = 0 (respectively, monochromatic boundary conditions equal to i if i ∈ {1, . . . , q}).
The Potts model undergoes an order/disorder phase transition, meaning that there exists a critical inverse temperature β c = β c (q) ∈ (0, ∞)) such that:
• For β < β c , the measures µ i β , i = 0, . . . , q, are all equal.
• For β > β c , the measures µ i β , i = 0, . . . , q, are all distinct. Baxter [1] conjectured that the phase transition is continuous if q ≤ 4 and discontinuous if q > 4, meaning that all the measures µ i βc with i = 0, . . . , q are equal if and only if q ≤ 4. It was shown in [3] that β c = log(1 + √ q); moreover, when q ≤ 4, it was proved in [12] that the phase transition is indeed continuous, along with more detailed properties of the unique critical measure µ βc . The goal of this article is to complete the proof of Baxter's conjecture by proving the following theorem. Below, x n denotes the site of Z 2 with both coordinates equal to ⌊n 2⌋. Furthermore, the quantity above is strictly positive.
The limit computed in the final item above is the inverse correlation length of the critical Potts model in the diagonal direction. This theorem follows directly from Theorem 1.2 below via the standard coupling between the Potts and random-cluster models (see Section 3.4 for details). βc (the spin 1 is depicted in blue) with q equal to 2, 3, 4, 5, 6 and 9 respectively. The behaviour for q ≤ 4 is clearly different from the behaviour for q > 4. In the first three pictures, each spin seems to play the same role, while in the last three, the blue spin dominates the other ones.
Results for the random-cluster model
The random-cluster model (also called Fortuin-Kasteleyn percolation) was introduced by Fortuin and Kasteleyn around 1970 (see [14] and [15] ) as a class of models satisfying specific series and parallel laws. It is related to many other models of statistical mechanics, including the Potts model. For background on the random-cluster model and the results mentioned below, we direct the reader to the monographs [18] and [7] .
Consider a finite subgraph G = (V, E) of the square lattice. A percolation configuration ω is an element of {0, 1}
E . An edge e is said to be open (in ω) if ω(e) = 1, otherwise it is closed. A configuration ω can be seen as a subgraph of G with vertex set V and edge-set {e ∈ E ∶ ω(e) = 1}. When speaking of connections in ω, we view ω as a graph. A cluster is a connected component of ω (it may just be an isolated vertex). Let o(ω) and c(ω) denote the number of open edges and closed edges in ω respectively. Let k 0 (ω) denote the number of clusters of ω, and k 1 (ω) the number of clusters of ω when all clusters intersecting ∂V are counted as a single one -as before, ∂V is the set of vertices of G adjacent to a vertex of Z 2 not contained in G. For i ∈ {0, 1}, the random-cluster measure with parameters p ∈ [0, 1], q > 0 and boundary conditions i is given by
where Z i (G, p, q) is a normalizing constant called the partition function. When i = 0 and i = 1, we speak of free and wired boundary conditions respectively.
The family of measures φ i G,p,q converges weakly as G tends to the whole square lattice. The limiting measures are denoted by φ i Z 2 ,p,q and are called infinite-volume random-cluster measures with free and wired boundary conditions (for i equal to 0 and 1 respectively).
For q ≥ 1, the random-cluster model undergoes a phase transition at the critical parameter p c = p c (q) = √ q (1 + √ q) (see [3] or [9, 10, 11] for alternative proofs), in the following sense:
• if p > p c (q), φ 0 Z 2 ,p,q = φ 1 Z 2 ,p,q and the probability of having an infinite cluster in ω is 1. • if p < p c (q), φ 0 Z 2 ,p,q = φ 1 Z 2 ,p,q and the probability of having an infinite cluster in ω is 0. As before, one may ask whether the phase transition is continuous or not; this comes down to whether there exists a single critical measure or multiple ones. In [12] , it was proved that for 1 ≤ q ≤ 4, φ 0 Z 2 ,pc,q = φ 1 Z 2 ,pc,q and the probability of having an infinite cluster under this measure is 0. In this article, we complement this result by proving the following theorem. Recall that, in this model, q is not necessarily an integer. Also recall that x n is the site with both coordinates equal to ⌊n 2⌋. As in the Potts model, the quantity on the left-hand side of (1.2) corresponds to the inverse correlation length in the diagonal direction. Note that it directly implies exponential tails for the radius of the cluster.
The proof of this theorem relies on the connection between the random-cluster model and the six-vertex model defined below. At the level of partition functions, this connection was made explicit by Temperley and Lieb in [23] . Here, we will further explore the connection to derive the inverse correlation length; see Section 3.3 for more details.
Results for the six-vertex model
The six-vertex model was initially proposed by Pauling in 1931 in order to study the thermodynamic properties of ice. While we are mainly interested in it for its connection to the previously discussed models, the six-vertex model is a major object of study on its own right. We do not attempt to give an overview of the six-vertex model here; instead, we refer to [22] and Chapter 8 of [2] (and references therein) for a bibliography on the subject and to the companion paper [8] for details specifically used below.
Fix two even numbers N and M , and consider the torus T N,M ∶= Z N Z × Z M Z as a graph with edge-set denoted E(T N,M ). An arrow configuration ⃗ ω is a map attributing to each edge e = {x, y} ∈ E(T N,M ) one of the two oriented edges (x, y) and (y, x). We say that an arrow configuration satisfies the ice rule if each vertex of T N,M is incident to two edges pointing towards it (and therefore to two edges pointing outwards from it). The ice rule leaves six possible configurations at each vertex, depicted in Fig. 2 , whence the name of the model. Each arrow configuration ⃗ ω receives a weight
if ⃗ ω satisfies the ice rule, 0 otherwise, (
where a, b, c are three positive numbers, and n i denotes the number of vertices with configuration i ∈ {1, . . . , 6} in ⃗ ω. In this article, we will focus on the case a = b = 1 and c > 2, and will therefore only consider such weights from now on. This choice of parameters is such that the six-vertex model is related to the critical random-cluster model with cluster weight q > 4 on a tilted square lattice, as explained in Section 3.3. Our choice of parameters corresponds to ∆ ∶= a 2 +b 2 −c 2 2ab
< −1, called the anti-ferroelectric phase. The regime ∆ ∈ [−1, 1), also called disordered, is also of interest and is related to the random-cluster model with q ≤ 4; see [2] . The regime ∆ > 1 (which requires a ≠ b), called the ferroelectric phase, has also been studied under the name of stochastic six-vertex model and is related to interacting particle systems and random-matrix theory; see the recent paper [5] and references therein. In the context of this paper, the utility of the six-vertex model stems from its solvability using the transfer-matrix formalism. More precisely, the partition function of a toroidal sixvertex model may be expressed as the trace of the M -th power of a matrix V (depending on N ) called the transfer matrix, which we define next. For more details, see [8] .
Set ⃗ x = (x 1 , . . . , x n ) to be a set of ordered integers (called entries)
⊗N be the 2 N -dimensional real vector space spanned by the vectors
. . , x n }, and −1 otherwise. The matrix V is defined by the formula
where ⃗ x and ⃗ y are interlaced if they have the same numbers of entries n and
It is immediate that V is a symmetric matrix; in particular, all its eigenvalues are real. Furthermore, it is made up of diagonal-blocks V [n] corresponding to its action on the vector spaces
As discussed in [8] , each block V [n] satisfies the assumption of the Perron-Frobenius theorem (1) , and thus has one dominant, positive, simple eigenvalue. For an integer 0 ≤ r ≤ N 2, let Λ r (N ) be the Perron-Frobenius eigenvalue of the block V [N 2−r] , where we emphasize the dependence of Λ r on N (recall that N is even). The main result dealing with the six-vertex model is the following asymptotic for the aforementioned eigenvalues. 
(1) More precisely, the entries of V [n] are non-negative and there exists an integer k such that V [n] k has only positive entries. We will henceforth call a matrix with these properties a Perron-Frobenius matrix.
The limit of
is sometimes interpreted as twice the surface tension of the six-vertex model, and the second equation is effectively a computation of this quantity. The limit of
does not have an immediate interpretation but will come in useful when transferring the result to the random-cluster model (see Remark 3.18) . The first identity may be reformulated in terms of the free energy, which defines the asymptotic behaviour of the partition function, as described below. Corollary 1.4. Fix c > 2 and λ > 0 such that cosh(λ) = c 2 −2 2 . Then the free-energy f (1, 1, c) of the six-vertex model satisfies
The previous corollary follows trivially from Theorem 1.3 once observed that the free energy does exist, and that the leading eigenvalue of V is the Perron-Frobenius eigenvalue of V [N 2] (see Section 3.2 for details). Theorem 1.3 above will be obtained by applying the coordinate Bethe Ansatz to the blocks V
[n] of the transfer matrix. This ansatz, aimed at finding eigenvalues of certain types of matrices, was introduced by Bethe [4] in 1931 for the Hamiltonian of the XXZ model. It has since been widely studied and developed, with applications in various circumstances, such as the one at hand. Its formulation for the six-vertex model is described in detail in [8] . For completeness, let us briefly discuss this technique again.
The idea is to try to express the eigenvalues of V
[n]
N as explicit functions (see Theorem 3.1 below) of an n-uplet p = (p 1 , . . . , p n ) ∈ (−π, π) n satisfying the n equations
where the I j are integers or half-integers (depending on whether n is odd or even) between −N 2 and N 2, and Θ ∶ R 2 → R is the unique continuous function (2) satisfying Θ(0, 0) = 0 and 8) where recall that ∆ = (2 − c 2 ) 2. This parameterization of the six-vertex model will be used throughout the paper. We refer to BE ∆ as the Bethe equations. Depending on the choice of the I j , the eigenvalue obtained may be different. It is also a priori unclear whether all eigenvalues of V
[n]
N can be obtained via this procedure. The asymptotic behaviour of Λ 0 (N ) was computed in [25] using the coordinate Bethe Ansatz. The argument of [25] assumed that Λ 0 (N ) is produced by a solution p(N ) = (p 1 , . . . , p N 2 ) to (BE ∆ ) with n = N 2 and the special choice I j = j − (n + 1) 2. An asymptotic analysis of the distribution of p 1 , . . . , p N 2 on [−π, π] was then used to derive the asymptotic behaviour of Λ 0 (N ). To our best understanding, certain gaps prevent this derivation from being completely justified in this first paper. Among them are the existence of solutions to (BE ∆ ), the fact that the associated eigenvector constructed by the Bethe Ansatz is non-zero, and the justification of the weak convergence of the point measure of p to an explicit continuous distribution.
The more refined asymptotic (1.7) requires further justification. For r = 1 (or equivalently −1), the limit was derived in [2] and [6] . Baxter's result [2] is based on computations involving a more sophisticated version of the Bethe Ansatz and the eight-vertex model, which generalizes the six-vertex model. The paper [6] relies on completeness of the six-vertex and Potts representations of the Bethe Ansatz. To our best understanding, both computations require assumptions which are difficult to rigorously justify. We are not aware of any computation (2) The fact that Θ is well-defined, real-valued and analytic can be checked easily. of (1.7) for r ≥ 2. Similar results were obtained rigorously in [20, 17] for related models (see the discussion before Theorem 2.3 and Remark 3.5 for more details).
In light of this, we chose to write a fully rigorous, self-contained derivation of both (1.6) (which matches Baxter's computation) and (1.7). Moreover, we only use elementary tools, so as to render it accessible to a more diverse audience, less accustomed to the mathematical physics literature. The computations of the two limits in Theorem 1.3 will be used in a crucial way in the proof of Theorem 1.2.
Organization of the paper
Section 2: Study of the Bethe equations. This step consists in the study of (BE ∆ ) with the choice
This section does not involve any reference to the Bethe Ansatz or the six-vertex model. It is divided in three steps:
1. We first study two functional equations that we call the continuous Bethe Equation and the continuous Offset Equation, respectively, via Fourier analysis.
2. We then construct solutions to (BE ∆ ) with prescribed properties. This approach proves the existence of solutions to the Bethe equations and, more importantly, provides good control of the increments p j+1 − p j of the solution. This will be crucial when analysing the asymptotic of Λ r (N ) Λ 0 (N ). It also provides tools for proving that the eigenvectors built via the Bethe Ansatz are non-zero and correspond to Perron-Frobenius eigenvalues.
3. Finally, we study the asymptotic behaviour of the solutions of the discrete Bethe equations using the continuous Bethe Equation. Furthermore, we compare solutions with different values of n using the continuous Offset Equation.
Section 3: From the Bethe equations to the different models. This part contains the proofs of the main theorems. It is divided in two steps.
1. We use the Bethe Ansatz to relate the Bethe equations to the eigenvalues of the transfer matrix of the six-vertex model. We then study the asymptotic behaviour of the PerronFrobenius eigenvalues of the different blocks of the transfer matrix using the asymptotic behaviour of the solutions to the continuous Bethe Equation derived in the previous section (see the proof of Theorem 1.3).
2. We relate the six-vertex model to the random-cluster and Potts models via classical couplings. These relations, together with new results on the random-cluster model, enable us to prove Theorems 1.2 and 1.1.
Section 4: Fourier computations. The study will require certain computations using Fourier decompositions. While these computations are elementary, they may be lengthy, and would break the pace of the proofs. We therefore defer all of them to Section 4.
Notation. Most functions hereafter depend on the parameter ∆ = 2−c 2 2 < −1. For ease of notation, we will generally drop the dependency in ∆, and recall it only when it is relevant. We write ∂ i for the partial derivative in the i th coordinate.
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2 Study of the Bethe Equation
The continuous Bethe and Offset Equations
This section studies the following continuous functional equations for ∆ < −1:
The first equation naturally arises as a continuous version of the Bethe equations (BE ∆ ), while the second one will be useful when studying the displacement between solutions of the Bethe equations for different values of n.
The main object of the section is the following proposition. For ∆ < −1, let k be the unique continuous function (3) from [−π, π] to itself satisfying
where λ > 0 is such that cosh(λ) = −∆.
The functions ρ and τ defined by (4) ρ
are the only solutions in L 2 ([−π, π]) of (cBE ∆ ) and (cOE ∆ ) respectively. In particular, the function ρ ∶ (∆, x) ↦ ρ(x) is strictly positive and analytic in ∆ < −1 and x ∈ [−π, π].
We prove this result by making a change of variables x = k(α) to obtain equations involving a convolution operator, and then using Fourier analysis to compute ρ and τ (and therefore deduce their uniqueness).
Proof In this proof, we fix ∆ < −1 and drop it from the notation. Set
The existence of k follows by taking the complex logarithm and fixing k(±π) = ±π. Furthermore, k is invertible. Also notice that z ↦ (e λ − z) (e λ z − 1) is a Mobiüs transformation mapping the unit circle to itself and −1 to −1. (4) In the definition of τ , the series is not absolutely summable; it stands for the limit of the partial sums.
(5) A series of algebraic manipulations is necessary for this step. The key is to observe that k
where, for µ ∈ R and α ∈ [−π, π],
The end of the proof is a simple computation which we resume next; details are given in Section 4. The residue theorem shows thatΞ µ (m) = exp(−µ m ). In addition, a simple computation implies thatΨ(m) =
2), we deduce that, for all m ∈ Z (m ≠ 0 for the second equality),
The conclusion follows by checking that functions given in (2.1) have the Fourier coefficients above; details are given in Section 4. The properties of positivity and analyticity of ρ follow directly from its explicit expression (observe that the terms of the sum in (2.1) are positive and converge exponentially fast to 0). ◻ Before turning to the discrete equations, let us provide an alternative proof of the uniqueness of the solution to (cBE ∆ ) based on a fixed-point theorem. While this proof does not give an explicit formula for ρ (a formula which will be useful later on), it highlights the importance of a particular norm which will play a central role in the next section. The goal is to prove that the map T c defined below is contractive, a fact which immediately implies that (cBE ∆ ) has a unique solution.
Fix ∆ < −1. Consider the map T c from the set H of bounded functions
We claim that this map is contractive for the norm defined by
Note that k ′ is bounded away from 0 and infinity, so that the norm above is equivalent to the supremum norm ⋅ ∞ (with constants depending on ∆ < −1).
Indeed, let f and g be two functions in
, and notice that all these functions integrate to
where we used the fact that Ξ 2λ (β) integrates to 2π (sinceΞ 2λ (0) = 1) in the final line. Observing that
, we conclude that T c is contracting. 
The discrete Bethe equations
The main object of this section is to prove the existence and regularity of solutions to the Bethe equations recalled below:
with the choice (1.9) for the I j , namely I j = j − n+1 2 for 1 ≤ j ≤ n. We will be looking for solutions p with additional symmetry (which takes into account the symmetry of the I j ). More precisely, we will be looking for solutions in
For any vector p = (p 1 , . . . , p n ), we set p 0 = p n − 2π and p n+1 = p 1 + 2π. Hereafter, N will always denote an even integer.
Maybe the most natural approach to proving the existence of solutions to (BE ∆ ) (for fixed ∆, N and n) is to apply the Brouwer Fixed-Point Theorem (7) to the map T ∶ S n → S n defined by
Indeed, p being a fixed point of T is equivalent to it satisfying (BE ∆ ). The fact that T maps S n to itself follows directly from the monotonicity and anti-symmetry of Θ, and from the fact that
The Brouwer Fixed-Point Theorem indeed applies to T, and solutions to (BE ∆ ) may thus be shown to exist for any ∆ < −1. Having said that, it will be important that the solutions vary continuously as functions of ∆, which does not follow from such arguments. Such a continuity statement was proved by Karol Kozlowksi in [20] and Pedro Goldbaum in [17] for the 1D Hubbard model. The argument used in the latter paper generalizes the earlier work of Yang and Yang [25] , using an Index theorem on a well-chosen field, and thus deducing that the solutions form families of continuous curves, proving that there exists a continuous curve of solutions to (BE ∆ ) in the set
n , extending over the whole range of ∆. However, we wish to prove a stronger statement: we would like the solutions to have some regularity, in that they should be close to ρ, the solution we explicitly computed in (2.1), in some appropriately-chosen sense. This will be important when comparing solutions for different values n to compute the limit of Λ r (N ) Λ 0 (N ).
We therefore choose another path to prove the existence of solutions, based on the Implicit Function Theorem. Our approach has the further advantage of being fairly short and elementary, and of proving that the obtained solution is close to the continuous one (which renders the asymptotic analysis of Λ 0 (N ) essentially trivial). Furthermore, we will also prove that the map ∆ ↦ p ∆ is not only continuous but analytic, a fact which will be useful in proving that the eigenvalue associated with p ∆ is the Perron-Frobenius one (see Section 3.1). The downside is that it only yields a solution on an interval [−∞, ∆ N ] with ∆ N < −1, tending to −1 as N tends to infinity (which will be sufficient for the application we have in mind). Before stating the theorem, let us explain how we will compare a solution p of (BE ∆ ) to the continuous solution ρ of (cBE ∆ ). For p ∈ S n , introduce the step function
where I n+1 and I 0 are defined by I n+1 − I 1 = I n − I 0 = N − n. We measure the distance from p to the continuous solution using ρ p − ρ , where ⋅ is the norm introduced in (2.3) . This norm appears naturally in this context since the map T c -which may be viewed as a continuous version of T -is contractive for ⋅ .
Remark 2.2. We chose to write I j+1 − I j in the numerators, since this would be the natural quantity would the I j take arbitrary values. In our case, I j+1 − I j is equal to 1 for any 1 ≤ j < n, and to 2r + 1 for j = 0 and n (recall that n = N 2 − r).
We are now in a position to state the main theorem of this section. 
should be understood as a regularity statement. It implies in particular that, for all 0 ≤ j ≤ n,
where O(⋅) depends on ∆ 0 only (9) . As an important consequence for us, the previous expression implies that, for N > N 0 large enough and 0 ≤ j ≤ n,
where m ρ > 0 is the infimum of ρ over x ∈ [−π, π] and ∆ ≤ ∆ 0 . It will be crucial to us that the bound (2.7) above does not depend on the quantity K of Theorem 2.3 (even though N 0 may depend on K). Also notice that (ii) implicitly shows that p ∆ is in the interior of S n for all ∆ ≤ ∆ 0 , provided N is large enough. The rest of this section is dedicated to proving Theorem 2.3.
As we already mentioned, our strategy is based on the Implicit Function Theorem, which will be applied to I − T (seen as a function of ∆ and p), where I denotes the identity function:
∀p ∈ S n and ∆ < −1.
There is no a priori reason that allows us to apply the Implicit Function Theorem at any zero of I − T, as the differential is not guaranteed to be invertible. Nonetheless, we will show that we may construct a family of such zeros that remains close to the continuous solution, and that this ensures that the differential of I − T is invertible. The key of this argument is the following stability lemma.
is used to indicate a quantity that is bounded by CN α for all N , where C is a constant. We say O(⋅) is uniform in certain parameters, to mean that C may be chosen independently of those parameters.
Lemma 2.4. Fix r ≥ 0 and ∆ 0 < −1. Then, for K > 0 and N 0 large enough, for any ∆ ≤ ∆ 0 and N ≥ N 0 , there exists no solution p ∈ S n of (BE ∆ ) with n = N 2 − r and
This lemma should not appear as a surprise. Indeed, as mentioned above, T is, in some sense, a discrete version of T c (which is contractive and has fixed point ρ), at least in a vicinity of ρ, and could therefore be expected to be contractive for N large enough. We did not manage to prove this fact, but the lemma above is sufficient for our use.
Let us assume this lemma for now. Write R n sym for the ⌊n 2⌋-dimensional subspace of R n of symmetric vectors:
The map I − T leaves this space stable (as can be seen by the symmetry properties of Θ). Therefore, we may apply the Implicit Function Theorem to I−T as a function from
To apply the Implicit Function Theorem at some point (∆, p) one needs to ensure that d(I − T)(∆, p) is invertible. This is done via the lemma below; its proof is deferred to the end of the section.
Lemma 2.5. Fix r ≥ 0, ∆ 0 < 1 and K > 0. Then there exists N 0 such that, for any ∆ ≤ ∆ 0 and
Proof of Theorem 2.3 Fix r ≥ 0 and ∆ 0 < −1; K ≥ 2r and N will be assumed large enough for Lemmas 2.4 and 2.5 to apply, further conditions on N will appear in the proof.
For ∆ = −∞ we have Θ(x, y) = y − x, and the Bethe equations have a unique solution p −∞ with p j = 2πI j (N − n) for 1 ≤ j ≤ n. This solution satisfies p ∈ S n and ρ p − ρ ≤ K N (ρ is the constant function 1 (4π) when ∆ = −∞ and we assumed K ≥ 2r).
Due to Lemma 2.5, the Implicit Function Theorem may be repeatedly applied to extend the solution from p −∞ to an analytic function ∆ ↦ p ∆ , as long as ρ p ∆ − ρ ≤ K N and p ∆ ∈ S n . The latter condition is implied by the former when N is large enough; we may therefore ignore it. Lemma 2.4 shows that p ∆ , being continuous in ∆, may never exit the ball of radius K (2N ) around ρ for the ⋅ -norm. Thus, the map ∆ ↦ p ∆ is defined for all ∆ ≤ ∆ 0 , analytic and such
To close the section, we prove Lemmas 2.4 and 2.5.
Proof of Lemma 2.4 Let r ≥ 0 and ∆ 0 < −1; bounds on K and N 0 will appear throughout the proof. Consider
In this proof, O(⋅) is uniform in K and j = 1, . . . , n (but may depend on r). In particular, by (2.7), we may write that p j+1 − p j = O(1 N ), provided N 0 is large enough. For further reference, note that the derivatives of the functions ρ, k, Θ, etc, are all bounded uniformly in ∆ < ∆ 0 .
Let f p ∶ R → R be the smooth function defined by
For any t ∈ [p j , p j+1 ), apply the Mean Value Theorem to construct ξ j ∈ (p j , p j+1 ) such that
In the second identity, we used that p is a fixed point for T and therefore satisfies f p (p j ) = I j N for any j ∈ {1, . . . , n − 1}. In fact, this relation also holds for j = 0 and n; to see this, we recall that Θ(x + 2π, y) − Θ(x, y) = −2π, and therefore
Thus,
The argument is identical for j = n.
Therefore, the lemma follows readily from the following inequality, which we prove below:
where
Indeed, assuming (2.10) holds, the previous computation shows that
which implies the result for K large enough (recall that the constant in O(1 N ) above does not depend on K). Hence, we only need to prove (2.10) to finish the proof of the lemma.
With this definition, the change of variable explained in the previous section implies that
where we used again that
where in the last inequality, we can apply (2.
Proof of Lemma 2.5 Let r, ∆ 0 and K be as in the statement of the lemma; N 0 will be chosen later in the proof. Fix ∆ ≤ ∆ 0 , N ≥ N 0 and p ∈ S n satisfying (BE ∆ ) with n = N 2 − r and such
Note that for ∆ = −∞, T is equal to I 2, and the result is trivial. We may therefore assume
Write A for d(I − T)(∆, p), the differential of I − T in p at the point (∆, p) fixed above. Recall that we see A as an automorphism of R n sym . We will regard it as a square matrix of size ⌊n 2⌋, when written in the basis (e j − e n+1−j ) 1≤j≤⌊n 2⌋ of R n sym , where (e j ) 1≤j≤n is the canonical basis of R n . We may write A explicitly:
For the second equality, we have used p n+1−k = −p k . Also, write B for the diagonal matrix of size ⌊n 2⌋, with entries N (p j+1 − p j ) = ρ p (p j ) −1 on the diagonal. Rather than proving that A is invertible, we will prove thatÃ = AB is invertible, by showing that it is diagonally dominated -i.e.Ã ii > ∑ j≠iÃij for every i.
Below, the notation O(⋅) is considered uniform in ∆ < ∆ 0 and j, but may depend on the fixed constants K and r. Due to the condition ρ p −ρ ≤ K N , we may write
Finally, we will use that the functions ρ and Θ and their derivatives are uniformly bounded for ∆ ≤ ∆ 0 (provided that N is large enough).
The diagonal terms ofÃ arẽ
For the second equality (10) , we used ρ p − ρ ≤ K N . We further note that the final equality follows thanks to the fact that m ρ > 0.
We now compute the off-diagonal terms ofÃ. For x, y ∈ [−π, π], write G(x, y) ∶= Θ(x, y) − Θ(−x, y). A direct computation shows that G(x, y) is increasing in y when both x and y are in
Therefore, for any fixed 1 ≤ j ≤ n 2,
A straightforward calculus exercise can show that, for any
In conclusion, (2.11) and (2.12) show that for N large enough (depending on ∆ 0 , r and K only), A is diagonal dominant and therefore invertible. ◻
The asymptotic behaviour of the solutions to the Bethe equations
This section is devoted to two results that control the asymptotic behaviour of solutions to the Bethe equations when ρ p is close to ρ. The first deals with the "first order" asymptotics of solutions to (BE ∆ ) with n = N 2 − r, for fixed r.
Theorem 2.6. Fix ∆ < −1 and r ≥ 0. Consider a family of p(N ) ∈ S N 2−r for N even large enough satisfying
(10) The equality is obtained by a simple computation similar to that of the proof of Theorem 2.6 below. We omit the details here.
Proof Fix ∆ < −1, r ≥ 0 and set n = N 2 − r. For any continuous function g on [−π, π] and
) for some 0 ≤ j ≤ n (where we extend g periodically whenever needed). Then
and we find
Then, (2.6) and (2.7) imply that each integral above converges to 0, and the result follows. ◻
The second result deals with the displacement of the solutions to the Bethe equations with N and n = N 2 − r with respect to the solution with N and n = N 2. Fix r > 0 and write
and the offset function
Remark 2.7. The difference of index in (2.13) betweenp and p is made in such a way that the indices coincide when "starting from the middle of the interval [−π, π]".
Remark 2.8. Consider p andp given by Theorem 2.3 for r and r + 1. Then, the solutions may be proved to be interlaced (11) , in the sense that p j <p j < p j+1 for any 1 ≤ j < n. We will not use this property later, but this may be useful in subsequent works.
While the asymptotic behaviour of individual solutions p is described by the continuous Bethe Equation, that of the offset displacement is governed by the Offset Equation, as shown in the next theorem. Theorem 2.9. Fix ∆ < −1 and r ≥ 0. Consider two families p(N ) ∈ S N 2 andp(N ) ∈ S N 2−r of solutions to the Bethe equations with parameters ∆ and N even sufficiently large. If
There exists
The second property is slightly technical but will be useful when integrating functions against the empirical measure of thep(N ) (see Section 3.2).
Proof We drop N and n = N 2 − r from the notation in the computations, except that we set f N = f p(N ),p(N ) . We treat the case r even and odd separately. Below, all quantities O(⋅) may depend on ∆ and r but are uniform in j = 1, . . . , n and x ∈ [−π, π]. (11) The strategy is to show that the property of being interlaced is true for ∆ = −∞ (this is a straightforward computation) and that this property does not cease to be true when increasing ∆ continuously. Namely, one can prove that for any ∆ < −1, it is not possible that pj ≤pj ≤ pj+1 for every 1 ≤ j < n andp k be equal to p k or p k+1 for some 1 ≤ k < n. This is based on the fact that Θ(x, 0) ∈ (−π, π) for any x ∈ (−π, π), and that
2 is decreasing in the first variable and increasing in the second one. The continuity of ∆ ↦ p,p is then used to conclude. We leave the details of the computation to the reader.
Case r even. First, we bound the increments of f N and show that f N is almost equal to 0 at the origin, so as to prove the second property. Equation (2.6) and the bound (2.7) on the increments of p andp (both valid due to our assumptions) imply that
Now, by symmetry, p N 4 = −p N 4+1 (recall that p N 4 and p N 4+1 are the two elements of p closest to the origin) andp n 2 = −p n 2+1 so
Finally, observe that ρp is bounded uniformly in N (since it converges to ρ in the norm ⋅ , it also does in the uniform norm), and thereforep j+1 −p j > c N for all N and j, where c > 0 is some constant independent of N and j. This implies the existence of C > 0, independent of N and j, such that
Let us now prove the first statement -that is, the convergence of ρf N . In light of (2.14), we may apply the Arzela-Ascoli theorem to the sequence (f N ) to extract a sub-sequential limit f . It suffices to show that ρf = r ⋅ τ to conclude.
For N and 1 ≤ j ≤ n, the Bethe equations applied to p j+r 2 andp j imply
In the first sum, we Taylor expand the terms Θ(p j+r 2 , p k+r 2 ) at (p j ,p k ) for any 1 ≤ k ≤ n (while leaving the remaining terms as they are). This gives
The final term is due to the second order errors in the Taylor expansion; it is indeed
and for each N (along the subsequence for which f N tends to f ) pickp j so that x ∈ [p j ,p j+1 ). Then the equation displayed above offers an expression for f N (x). Taking N to infinity, we find that (1) converges to r 2 (Θ(x, −π) + Θ(x, π)), and (2) and (3) 
, by the definition of f and the weak convergence of µ N (defined in statement of Theorem 2.6). Thus,
by the uniqueness of the solution to the Offset Equation (cOE ∆ ).
Case r odd. The reasoning is similar. Equation (2.14) may be obtained in the same way and (2.15) may be replaced by ε (n+1) 2 = 0, which results from the symmetry of p andp. One then expands around (p i ,p k ) the expression
to obtain the same result. ◻ 3 Proofs of the theorems
Perron-Frobenius eigenvalues of six-vertex model via Bethe Ansatz
The goal of this section is to show that the Perron-Frobenius eigenvalue of V [n] is given by the Bethe Ansatz from the solution p of (BE ∆ ) given by Theorem 2.3 (recall the choice I j = j − n+1 2 for 1 ≤ j ≤ n in the theorem). We start by recalling the Bethe Ansatz for the transfer matrix of the six-vertex model. A more detailed discussion (with references) and an expository proof may be found in the companion paper [8] .
Recall that ∆ = (2 − c 2 ) 2 and that the function Θ depends implicitly on ∆.
n be distinct and satisfy the equations
(for σ an element of the symmetry group S n ) satisfies the equation V ψ = Λψ, where
It is a priori unclear whether ψ is non-zero, so that the previous theorem does not trivially imply that Λ(p) is an eigenvalue of V . It is also unclear whether solutions of (BE) exist. Nonetheless, any solutions of (BE ∆ ) do also satisfy (BE). In particular, Theorem 2.3 provides us with a family of solutions to (BE ∆ ), and our goal is to prove that the corresponding value Λ given by the theorem above is the Perron-Frobenius eigenvalue of V [n] .
Below, we will view V [n] as a function of ∆, hence we write it V
∆ . We begin by computing the asymptotic of the Perron-Frobenius eigenvalue of V 1 + cos π(2j
where the empty product is set to 1.
∞ is symmetric and thus all its eigenvalues are real; its largest eigenvalue is therefore well-defined. It is not a Perron-Frobenius matrix, and thus we cannot be sure a priori that the largest eigenvalue is simple and largest in absolute value. We further note that the largest eigenvalue of V [n] ∞ is actually equal to the RHS of (3.2), as will be shown in the proof of Corollary 3.4 below. 
is non-zero only when Ψ ⃗ x and Ψ ⃗ x are interlacing, and in this case it is equal to c
n is chosen to ensure that, for any pair of configurations ⃗ x and ⃗ y as above,
If ⃗ x and ⃗ y are configurations as above with V
has no consecutive up-arrows (and by symmetry neither does Ψ ⃗ y ). Indeed, if we suppose that Ψ ⃗ x has at least two consecutive up-arrows, then interlacement requires Ψ ⃗ y to have an up-arrow above at least one of the consecutive up-arrows of ⃗ x, which induces P (Ψ ⃗ x , Ψ ⃗ y ) < 2n and therefore V
∞ , we may study its restriction to the set of configurations with no consecutive up-arrows.
In the case n = N 2, there is only one pair of such configurations: the completely staggered configurations -i.e. those with alternating up and down arrows. Hence, V For n = N 2−r, the situation is more complicated, and a direct computation of the spectrum of V
[n] ∞ is best avoided. However, we do have the tools to bound the dominant eigenvalue. The set of configurations with no consecutive up-arrows can be parameterized by the location of the 2r "defects" -i.e. coordinates i with a down arrow preceded by another down arrow. By periodicity, we say that ⃗ x has a defect at 1 if ⃗ x has a down arrow at 1 and at N . It is straightforward to show that a configuration with n up-arrows has no consecutive uparrows if and only if there are exactly 2r defects whose parities alternate. Moreover, ⃗ x and ⃗ y are such that V x, by moving each defect by precisely one unit on the left or on the right (taken toroidally). Since the parity of the defects alternates in both states, no two defects can exchange positions between ⃗ x and ⃗ y. See Fig. 3 for an example. WriteΩ n for the subspace of Ω n generated by basis vectors Ψ ⃗ x with no two consecutive up arrows. Then, V
[n] ∞ leaves this space stable, and we may consider its restriction toΩ n . A straightforward computation shows that this matrix is irreducible, in the sense that, for any (12) Recall that Ωn is the vector space generated by the Ψ⃗ x, where ⃗ x has n entries.
As any symmetric irreducible matrix, it is either aperiodic or of period 2; a more precise analysis can show that the latter occurs in the case of V
[n] ∞ . Thus, the Perron-Frobenius theorem for irreducible (but not aperiodic) matrices guarantees that the largest eigenvalue is simple and maximizes the absolute value; the smallest eigenvalue actually has the same absolute value as the largest, unlike for true Perron-Frobenius matrices.
To determine λ, the largest eigenvalue, consider the following related construction. Let M be an even integer and (a 1 , . . . a 2r ) be an ordered set of integers between 1 and N of alternating parity. Consider families of 2r paths on Z N Z denoted {X j (t) ∶ 0 ≤ t ≤ M ; j = 1, . . . , 2r} such that, for each j, X j (0) = X j (M ) = a j and X j (t + 1) − X j (t) = 1 for 1 ≤ t < M . Additionally, impose that the paths X 1 , . . . , X n are non-intersecting, in the sense that no pair of adjacent paths ever exchange position. Let Z (M ; a 1 , . . . a 2r ) be the number of such paths, and Z(M ) the sum of Z (M ; a 1 , . . . a 2r ) over all admissible (a 1 , . . . a 2r ) . The discussion above indicates that
which in turn implies that the largest eigenvalue (in absolute value) of V
∞ is given by
Families of non-intersecting paths as those appearing in the definition of Z(M ) have been studied before, in particular in the work of Fulmek [16] , which enables us to compute the asymptotic of Z(M ) directly. Fulmek enumerates the number of vertex-avoiding paths (i.e. families of paths as above, but such that no two ever hit the same vertex, rather than not intersecting). Luckily, the two are closely related: consider the transformation of a set of paths {X j (t) ∶ t, j} as above to the set of paths {X j (t) ∶ t, j} on Z (N + 2r)Z, wherẽ
One may check that this transformation induces a bijection between the set of non-intersecting paths starting and ending at (a 1 , . . . a 2r ) on Z N Z and that of vertex-avoiding paths starting and ending at (a 1 + 1, . . . a 2r + 2r) on Z (N + 2r)Z. Note that, while vertex-avoiding paths are generally allowed to intersect, the parity constraints of the starting positions prevents them from doing so in this case (more precisely, observe thatX j+1 (t) −X j (t) is even for all t and j).
Since we may get from any admissible starting position (that is, with even spacing between the starting points) to the position (2, 4, . . . , 4r) in at most N steps, the limit of interest to us may be computed as
We now state Corollary 7 of [16] , which provides an exact expression of Z(M ; 2, 4, . . . , 2r) as the determinant of a matrix of size 2r:
, where we set ξ = e i 2π N +2r . Since we are only interested in lim M →∞ Z(M ; 2, 4, . . . , 2r) 1 M , we can simply study the dominating terms (as M → ∞) in the Leibniz formula for the determinant on the right-hand side. However, the apparently maximal terms cancel out in the computation of the determinant, and some care is needed.
To start, observe that the entries of the matrix above may be rewritten by grouping the terms and + N 2 + r (which are equal) as a sum with only half the terms:
Then, we write the determinant out as
In the above, note that the term taken to the power M does not depend on σ. We conclude that
where 1 , . . . , 2r ∈ {0, . . . , n + 2r − 1} maximise the product above and are such that
Consider 1 , . . . , 2r as above with j = j ′ for some j ≠ j ′ and a permutation σ. Write τ j,j ′ for the transposition of j and j ′ . The sum of the terms corresponding to 1 , . . . , 2r with σ and σ ○ τ j,j ′ sum up to 0, and we find that the term in (3.4) is zero.
Thus, we may limit ourselves to terms with 1 , . . . , 2r all distinct. Among such sets, one maximising the product in (3. Proof Fix ∆ 0 < −1, r ≥ 0 and let N be large enough for Theorem 2.3 to apply. Write n = N 2−r. Since N is fixed, we drop it from the notation.
The dependency of the Perron-Frobenius eigenvalue of V
[n]
∆ on ∆ will be important, and we therefore denote it by Λ r (∆). Also, write ψ(p ∆ ) for the vector given by Theorem 3.1 for the solution p ∆ to (BE ∆ ). We wish to prove that Λ r (∆) = Λ(p ∆ ) for ∆ = ∆ 0 . We will prove more generally that this is true for all ∆ ≤ ∆ 0 .
First, observe that the Perron-Frobenius eigenvalue of a family of irreducible symmetric matrices varying analytically in a parameter (here ∆) varies analytically in this parameter as well (since it is a simple zero of the characteristic polynomial). Therefore, Λ r (∆) is an analytic function. Since ∆ ↦ p ∆ is analytic, we deduce that ∆ ↦ Λ(p ∆ ) also is, so that it is sufficient to show that Λ(p ∆ ) = Λ r (∆) for ∆ small enough in order to conclude that the two are equal for all ∆ ≤ ∆ 0 . To do this, we shall prove two facts, namely that
• ψ(p ∆ ) is non-zero for ∆ small enough (which implies that Λ(p ∆ ) is an eigenvalue of V ∆ is a Perron Frobenius matrix, and Λ(p ∆ ) is then its Perron Frobenius eigenvalue. The observation of the previous paragraph is then sufficient to conclude.
The rest of the proof is dedicated to the two facts listed above. Recall that, at ∆ = −∞, we have a simple formula for p, namely
For the rest of the proof, write ζ = e 2πi (N −n) .
We start with the study of ψ(p ∆ ). Set ψ ∞ ∶= lim ∆→−∞ (−2∆)
It suffices then to prove that ψ ∞ has at least one non-zero coordinate, and we shall do so for the coordinate ψ ∞ (2, 4, . . . , 2n) . First, we need to study the asymptotics of the coefficients A σ appearing in the definition of ψ. For σ ∈ S n , as ∆ → −∞,
By injecting this into the definition of ψ, we find that,
In the sum above, we recognise the determinant of the matrix ζ
. This is the Vandermonde matrix corresponding to the values ζ, ζ 2 , . . . , ζ n , which are all distinct (since 2n ≤ N ). Thus,
We now turn to the study of lim n→∞ (−2∆) −n Λ(p ∆ ) (we show below that this limit exists).
Before starting, we mention that, since ψ ∞ ≠ 0, the above limit is an eigenvalue of V
∞ . With this and Lemma 3.2 in mind, it suffices to prove that it is equal to the RHS of (3.2) to deduce that it is the largest eigenvalue of V
[n] ∞ . We do this below. The functions L and M defined in (3.1) depend on ∆ and degenerate when ∆ → −∞. However, we have
Therefore, we find that
if n is even,
if n is odd.
(3.5) (Recall that Θ −∞ (x, y) = y − x, c 2 behaves like −2∆, and ζ N −n = 1.) When n is an even number, the decomposition of the polynomial x N −n − 1 reads
Thus, if we multiply the numerator and denominator in (3.5) by the terms corresponding to j = n + 1 to N − n and apply the above to x = ζ 1 2 , we find that
where in the second equality we used that ζ (N −n) 2 = −1, in the third we changed j to N − n − j and used that N − n = n + 2r, in the fourth we grouped the j = k and j = 2r − 1 − k terms together. The last equality follows again from the fact that N − n = n + 2r and changing j to r − 1 − j. This matches the expression in (3.2), as required.
We use a similar strategy when n is odd. Noting that
we may perform a similar computation to obtain again
◻ Remark 3.5. The analyticity of ∆ ↦ p ∆ allows us to avoid using a highly non-trivial fact (which would be necessary would we have continuity only), namely that for each ∆, N and n, the vector obtained by the Bethe Ansatz from the solution p ∆ to (BE ∆ ) is non-zero. This is necessary to deduce that the associated value Λ(p ∆ ) is indeed an eigenvalue of the transfer-matrix. Let us mention that Goldbaum proves that the vector obtained by the Bethe Ansatz for the 1D Hubbard model is indeed non-zero for every ∆. The proof relies on a symmetry of the model which is not satisfied by the six-vertex model. Kozlowski claims a similar result for the XXZ chain in [20] .
From the Bethe Equation to the six-vertex model: proof of Theorem 1.3
The goal of this section is the proofs of Theorem 1.3 and Corollary 1.4.
Proof of Theorem 1.3 We divide the proof in three steps. We first treat relation (1.6). We then focus on (1.7) with r > 0, even, and finally treat the case of (1.7) with r > 0, odd. Note that (1.7) with r < 0 follows directly from r > 0 since the transfer matrix V is invariant under global arrow flip, and therefore, the spectrums of V on Ω n and Ω N −n are identical. Fix c > 2 and recall that ∆ = 2−c 2 2 < −1. Generically, in this proof p = p ∆ (N ) andp =p ∆ (N ) are given by Theorem 2.3 applied to ∆ 0 = ∆ and n = N 2 and N 2 − r respectively. We will always assume N to be a multiple of 4 (in particular N 2 is even). For clarity, we will drop N and ∆ from the notation and write n = N 2 − r.
Proof of (1.6). The Bethe Ansatz and Corollary 3.4 imply that
where we used above that p is symmetric with respect to the origin and that L(z) = M (z) for z = 1 to deduce both products in the expression in Theorem 3.1 are equal to the product of the M . By Theorem 2.6, we deduce (13) that
The explicit form of ρ enables us to compute this integral explicitly via Fourier analysis (see Section 4 for details) to obtain the result.
Proof of (1.7), case r > 0 even. In this case, both N 2 and n are even, so that the Bethe Ansatz together with Corollary 3.4 imply that
(1)
where again we used that p is symmetric with respect to the origin to group the two products into a single one. We study the two terms separately. The term (2) converges to ∆ −r , since M is continuous, M (−1) = ∆ and the first r 2 coordinates of p converge to −π as N → ∞. As for the first term, by taking the logarithm and using that µ N converges weakly (by Theorem 2.6) and f p(N ),p(N ) converges uniformly (by Theorem 2.9), we deduce that (1) converges to
where (x) ∶= log M (e ix ) . Note that ′ (x) behaves like 1 x near the origin. Nonetheless, this does not raise any issue here since by Theorem 2.9, f p(N ),p(N ) (x) ≤ C x uniformly in N ; thus, ′ (x)τ (x) is uniformly bounded, and the weak convergence applies. The explicit forms of τ and lead to the expression in the statement of Theorem 1.3, thus concluding the proof. The relevant computation is based on Fourier analysis and is deferred to Section 4.
Proof of (1.7), case r > 0 odd. In this case N 2 is even and n is odd. The Bethe Ansatz and Corollary 3.4 imply that
. (13) One should be wary of the log singularity at 0 of log M . However, since log M is in L 1 [(−π, π)], standard truncation techniques are sufficient to show the convergence of the sum to the integral above. In particular one uses that the pj's are well-separated -that is that pj+1 − pj ≥ π N for all sufficiently large values of N , which follows from (BE ∆ ) and the monotonicity of Θ -to ensure that there are not too many pj's near the origin.
(The 2 in the denominator of the first fraction comes from the fact that Λ 0 (N ) involves two products, whereas Λ r (N ) only contains one.) First, observe that the weak convergence ofp j and (cBE ∆ ) imply that
We now focus on (B) and divide it into four terms
. To obtain the terms (2) and (3), we have used that p N 2+1−j = −p j . The same arguments as in the previous case imply that (1) converges to exp(r ∫ π −π ′ (x)τ (x)dx) and (2) to ∆ −r . Furthermore, symmetry and (2.6) imply (14) that for each fixed k,
where O(⋅) is uniform in k and N . Since M (e ip ) = c 2 p + o(1) for p close to 0, we deduce that
(In approximating (4), we used (2.6) to control p N 2+k+1 − p N 2+k for k ≥ N 1 2 .) Combining the estimates above and appealing to the computation of ∫ π −π ′ (x)τ (x)dx in Section 4, we obtain the expected result.
◻
We now prove Corollary 1.4. The proof consists in two steps. We first prove that the free energy exists and that it is related to the sum of weighted configurations that are "balanced". We then relate the latter to the rate of growth of the Perron-Frobenius eigenvalue of V
The proof of the existence of the free energy is slightly tedious due to the fact that the six-vertex model does not enjoy the finite-energy property. Nevertheless, it is close in spirit to corresponding proofs for other models. The next section enables us to deduce the existence of the limit along N and M even using the connection to the random-cluster model. Nonetheless, we believe that a direct proof is of value.
The proof below is not connected to other arguments in this paper except through its result. We encourage the reader mostly interested in Theorems 1.1 and 1.2 to skip this proof. (14) We used that
Proof of Corollary 1. 4 Step 1: Existence of free energy. For N, M ∈ N, let R N,M be the subgraph of Z 2 with vertex set V (R N,M ) = {1, . . . , N } × {1, . . . , M } and edge-set E(R N,M ) formed of all edges of Z 2 with both endpoints in V (R N,M ). Define the edge-boundary of R N,M as the set ∂ e R N,M of edges of Z 2 with exactly one endpoint in V (R N,M ). A six-vertex configuration on R N,M is an assignment of directions to each edge of E(R N,M ) ∪ ∂ e R N,M . For such a configuration ⃗ ω, the weight is computed as on the torus:
where n 1 , . . . , n 6 are the numbers of vertices of R N,M of types 1, . . . , 6 respectively (as on the torus, we implicitly assign weight 0 to configurations not obeying the ice rule). As in the rest of the paper, we fix a = b = 1 and c > 0.
A boundary condition ξ for R N,M is an assignment of directions to each edge of ∂ e R N,M . Let
Here, we are effectively summing only over configurations which agree with ξ on the edgeboundary. Observe that configurations obeying the ice-rule and consistent with ξ exist only when R N,M has as many incoming as outgoing edges in ξ. Some boundary conditions ξ is called toroidal if ξ(e) = ξ(f ) for any boundary edges e and f of R N,M such that f is a translate of e by (0, M ) or (N, 0). When N is even, some toroidal boundary conditions ξ is called balanced if it contains exactly N 2 up arrows on the lower row of ∂ e R N,M . Using this notation, the partition function of the six-vertex model on T N,M may be expressed as
where the second sum is over all toroidal boundary conditions ξ on R N,M . Moreover, set
the sum now being only over balanced toroidal boundary conditions. Our goal is to prove that the following limits exist:
Above, the limits can be taken in whichever order we desire. We leave it as a simple exercise to the reader to check that (3.9) can be easily deduced from the following lemma.
Lemma 3.6. (i) The following inequality holds:
(ii) There exists C > 0 such that for all integers n > N and m > M with n and N even,
Remark 3.7. This lemma may also be used to show that the free energy of the six-vertex model with "free boundary conditions" (i.e. with partition function ∑ ξ Z ξ N,M with sum over all boundary conditions) is equal to f (1, 1, c) . Proof of Lemma 3.6 (i) Before proceeding to the proof, observe that the weight of a configuration is invariant under horizontal and vertical reflections and rotations by π of the configuration, as well as under the inversion of all arrows. It follows that if ξ is some boundary conditions on some rectangle R N,M and ξ ′ is the boundary conditions obtained from ξ via one of the operations mentioned above, then
Let N, M be integers and ξ be boundary conditions on R N,M . The construction below is described in Fig. 4 . Let ξ 1 be the boundary conditions on R N,M obtained from ξ by horizontal reflection and arrow reversal, ξ 2 be obtained from ξ by vertical reflection and arrow reversal and ξ 3 be obtained from ξ by rotation by π. Let ζ be the toroidal boundary conditions on R 2N,2M composed as follows:
• the top half of the left side agrees with ξ, • the bottom half of the left side agrees with ξ 2 , • the left half of the top side agrees with ξ and • the right half of the top side agrees with ξ 1 .
Note that ζ is balanced so that
Upon inspection of Fig. 4 , one may easily deduce that for any boundary conditions ξ on
By summing over the 2 N +M toroidal boundary conditions ξ, the result follows.
(ii) Write n = aN + r and m = bM + q with 0 ≤ r < N and 0 ≤ q < M . Fix a balanced toroidal boundary conditions ξ on R N,M . The construction that follows is described in Fig. 3 .2. Let ξ 1 be the toroidal boundary conditions on R aN,bM obtained by repeating a times each horizontal side and b times each vertical side of ξ on the corresponding sides of ξ 1 .
Let ξ 2 be the toroidal boundary conditions on R r,bM , equal to ξ 1 on the vertical sides, with r 2 down arrows amassed to the left of the bottom (and top) side, completed by r 2 up arrows at the right of the bottom (and top) side.
Finally, define ξ 3 to be the toroidal boundary conditions on R n,q with only left-pointing arrows on the vertical sides, equal to the top of ξ 1 for the left-most aN arrows of both the top and bottom sides and equal to top of ξ 2 for the remaining r right-most arrows of the top and bottom sides.
Set ζ to be the boundary conditions obtained from the gluing of ξ 1 , ξ 2 and ξ 3 , that is:
• the top and bottom sides of ζ are equal to those of ξ 3 ,
• the bottom bM arrows of the left and right sides of ζ are equal to those of ξ 1 , • the top q arrows of the left and right sides of ζ are pointing leftwards.
We thus easily deduce that
It remains to prove a lower bound on the last two terms. Observe that there exists at least one configuration ⃗ ω 3 on R aN +r,q , agreeing with the boundary conditions ξ 3 and having non-zero weight. It is obtained by setting all horizontal edges pointing left and all rows of vertical edges being identical to the top of ξ 3 . This proves that
A slightly more involved construction is necessary to exhibit a configuration ⃗ ω 2 on R r,bM , consistent with ξ 2 and with non-zero weight. We represent it in Fig. 3.2 and leave it to the meticulous reader to check the details of its construction. It follows that
We conclude that Z 
In light of (3.9), the limit defining f (1, 1, c) may be taken with M → ∞ first, then N → ∞ along multiples of 4. Thus we find,
We have shown that the free energy for the torus is the same as that for "free" boundary conditions. However, it is possible to construct boundary conditions on rectangles that lead to nonzero, but strictly smaller free energy. One prominent example of this is the Domain Wall boundary conditions, which have been studied extensively due to their relations to combinatorial objects, such as Young diagrams. Under these boundary conditions, the six-vertex model partition functions satisfy recursion relations that make it possible to exactly compute them for finite lattices (see [26] for more detail). This technique gives a formula for the free energy of this model (see [19] ), which is different from the one we showed above.
From the six-vertex to the random-cluster model: proof of Theorem 1.2
The proof is split into two main steps. First, we present a classical correspondence between the six-vertex and random-cluster models using a series of intermediate representations (this correspondence may be found in [2] ). Then, certain estimates on the random-cluster model are provided, that are used to relate its correlation length to quantities obtained via the six-vertex model.
Correspondence between the random-cluster and six-vertex models
Fix two integers M, N , both even and q > 4. Notice that the torus T N,M is then a bipartite graph. Let V ○ (T N,M ) and V • (T N,M ) be a partition of the vertices of the graph T N,M + (
2 ) (that is, T N,M translated by ( and Ω 6V be the set of six-vertex configurations on T N,M . We will exhibit a correspondence between Ω RC and Ω 6V that will allow us to relate the free energy and correlation length of the two models. The correspondence consists of several intermediate steps embodied by Lemmas 3.9 -3.12; the whole process is depicted in Fig. 7 . The ultimate goal of this part is Corollary 3.13, which will be the only result used in the proof of Theorem 1.2. In linking the random-cluster and six-vertex models, we will use another type of configurations, called loop configurations. An oriented loop on T N,M is a cycle on T N,M which is edge-disjoint and non-self-intersecting. We may view oriented loops as ordered collections of edges of E(T N,M ), quotiented by cyclic permutations of the indices. Un-oriented loops (or simply loops) are oriented loops considered up to reversal of the indices. A (oriented) loop configuration on T N,M is a partition of E(T N,M ) into (oriented) loops.
To each ω ∈ Ω RC we associate a loop configuration ω ( ) as in Fig. 2 . In order to do so, we first construct the dual configuration ω
, where e * is the edge of (T Fix q > 4. For ω ∈ Ω RC , define the weight of ω in the critical random-cluster model as
where we recall that p c = √ q 1+ √ q (see [3] ).
) and E • to be the set of edges of T N,M . Fix ω ∈ Ω RC . Observe that, due to the Euler formula,
This relation offers us an alternative way of writing the random-cluster weight of a configuration: The different steps in the correspondence between the random-cluster and six-vertex models on a torus. From left to right: A random-cluster configuration and its dual, the corresponding loop configuration, an orientation of the loop configuration, the resulting six-vertex configuration. Note that in the first picture, there exist both a primal and dual cluster winding vertically around the torus; this leads to two loops that wind vertically (see second picture); if these loops are oriented in the same direction (as in the third picture), then the number of up arrows on every row of the six-vertex configuration is equal to N 2 ± 1.
√ q , the above becomes
where we have used that
Write ω for oriented loop configurations, 0 (ω ) for the number of non-retractable loops of ω and − (ω ) and + (ω ) for the number of retractable loops of ω which are oriented clockwise and counterclockwise, respectively. We introduce λ > 0 defined by
(3.10)
For an oriented loop configuration ω , write
where the sum is over the 2 (ω) oriented loop configurations ω obtained by orienting each loop of ω ( ) in one of two possible ways.
Proof Fix ω ∈ Ω RC and consider its associated loop configuration ω ( ) . In summing the 2
oriented loop configurations ω associated with ω ( ) , each loop appears with both orientations. Thus,
◻ Notice now that an oriented loop configuration gives rise to 8 different configurations at each vertex. These are depicted in Fig. 8 . For an oriented loop configuration ω , write n i (ω ) for the number of vertices of type i in ω , with i = 1, 2, 3, 4, 5A, 5B, 6A, 6B. Lemma 3.11. For any oriented loop configuration ω ,
Proof Fix an oriented loop configuration ω . Notice that the retractable loops of ω which are oriented clockwise have total winding −2π, while those oriented counterclockwise have winding 2π. Loops which are not retractable have total winding 0. Write W ( ) for the winding of a loop
where the sum is over all loops of ω . The winding of each loop may be computed by summing the winding of every turn along the loop. The compounded winding of the two pieces of paths appearing in the different diagrams of Fig. 8 are
• vertices of type 1, . . . , 4: total winding 0;
• vertices of type 5A and 6A: total winding π;
• vertices of type 5B and 6B: total winding −π.
The total winding of all loops may therefore be expressed as
The lemma follows from the above and (3.11). ◻ For the final step of the correspondence, notice that each diagram in Fig. 8 corresponds to a six-vertex local configuration (as those depicted in Fig. 2) . Indeed, configurations 5A and 5B correspond to configuration 5 in Fig. 2 and configurations 6A and 6B correspond to configuration 6 in Fig. 2 . The first four configurations of Fig. 8 correspond to the first four in Fig. 2, respectively . Thus, to each oriented loop configuration ω is associated a six-vertex configuration ⃗ ω. Note that the map associating ⃗ ω to ω is not injective since there are 2 n 5 (⃗ ω)+n 6 (⃗ ω) oriented loop configurations corresponding to each ⃗ ω. Define the parameter c of the six-vertex model by
(The latter equality is obtained from (3.10) by straightforward computation.) As in the rest of the paper, a = b = 1 are fixed. Write w 6V (⃗ ω) instead of simply w(⃗ ω) for the weight of a six-vertex configuration ⃗ ω as defined in (1.4).
Lemma 3.12. For all six-vertex configurations ⃗ ω (that is configurations obeying the ice rule),
where the sum is over all oriented loop configurations ω corresponding to ⃗ ω.
Proof Fix a six-vertex configuration ⃗ ω. Let N 5,6 (⃗ ω) be the set of vertices of type 5 and 6 in ⃗ ω. Then, due to the choice of c,
For the last equality above, notice that each choice of ε ∈ {±1} N 5,6 (⃗ ω) corresponds to a choice of type A or B for every vertex of N 5,6 (⃗ ω), and hence to one of the 2 n 5 (⃗ ω)+n 6 (⃗ ω) oriented loop configurations corresponding to ⃗ ω. ◻ For a six-vertex configuration ⃗ ω on T N,M , write ⃗ ω for the number of up arrows on each row (recall that this number is the same on all rows). The notation obviously extends to oriented loop configurations. Moreover, for r ≥ 0, set
For ω ∈ Ω RC , let 2U (ω) be the total number of times loops of ω ( ) wind vertically around T ◇ N,M (due to periodicity, this number is necessarily even).
Corollary 3.13. Let q > 4 and set c = 2
Note that Items (ii) and (iii) imply that for r = 1, the left and right sides of (ii) are of the same order. Item (iii) may appear technical for r > 1, but will be used later to bound the correlation length of the random-cluster model from below.
Proof Let us start by proving (i). Due to Lemmas 3.10 and 3.12, we have
where the sums in the second and third terms run over all oriented loop configurations and six-vertex configurations, respectively. Let us now prove (ii). We restrict ourselves to random-cluster configurations with U (ω) = 1. For such configuration ω, ω ( ) has two loops winding vertically around T. Moreover, for any oriented loop configuration ω which is compatible with ω ( ) , we may consider the oriented loop configurationω , obtained from ω by orienting the two vertically-winding loops downwards. Then, w (ω ) = w (ω ) and there are four oriented loop configurations corresponding to anyω . Thus,
where the sum in the right-hand side is over oriented loop configurations corresponding to ω in which the two vertically-winding loops are oriented downwards. Since all other loops do not wind vertically around T, the total number of up arrows on any given row of such an oriented loop configuration is N 2 − 1. Thus
Finally we show (iii). If ω is an oriented loop configuration with ω = N 2 − r, then, by the same up-arrow counting argument as above, the corresponding random-cluster configuration ω has U (ω) ≥ r. Thus,
Random-cluster computations
In this section, we relate the correlation length of the random-cluster model to the rates of growth of the quantities Z (r) 6V (N, M ) defined in the previous section. We will need some notation. Let a, b be two vertices and C be a subset of vertices. Let {a C ← → b} be the event that there exists a path of vertices in C, starting at a and finishing at b composed of edges in ω only. In this case, we say that a is connected to b in C. We also set {A C ← → B} for the union on a ∈ A and b ∈ B of {a C ← → b}. When C is the whole graph, we omit it from the notation. Consider the sub-lattice L of Z 2 made of vertices with sum of coordinates even, and edges between two vertices if one is the translate of the other by (1, 1) or (1, −1) (15) . This is not the same as in the introduction, but we believe that since this change is restricted to this section, it should not lead to any confusion. We will view T Write ξ(q) for the correlation length of the critical random-cluster model on this rotated lattice defined by
By the definition of the lattice L on which φ 0 Z 2 ,pc,q is defined, the right-hand side corresponds to the left-hand side of (1.2). The limit may be shown to exist by sub-additivity arguments.
The two following lemmas will be used to prove Theorem 1.2. Unlike the rest of the paper, both lemmas below are based on probabilistic estimates specific to the random-cluster model. We refer the reader to [18] for a manuscript on the subject, and [7] for an account of recent progress. We will apply repeatedly classical facts about the random-cluster model, and give each time the precise reference in [18] .
Lemma 3.14. For all q ≥ 1, 
Remark 3.16. Inequality (3.15) should actually be an equality. Unfortunately, we did not manage to derive the reverse inequality using the random-cluster model only. In order to circumvent this fact, in the proof of Theorem 1.2 we will rely on (3.16) (see Remark 3.18).
In both proofs below, q ≥ 1 and p = p c (q) are fixed, and we drop them from the notation of the random-cluster measure.
Proof of Lemma 3.14 Fix q ≥ 1. Since q −s(ω) ≥ q −1 , it is sufficient to prove that 
(∃n disjoint clusters crossing R N,M horizontally), (3.17) where n = δM − N . The appearance of −N in the definition of n is due to the fact that at most N of the 0 (ω) non-retractable loops intersect the horizontal line R × {− If ω is a configuration contributing to the right-hand side of (3.17), then there exist n points x 1 , . . . , x n on ∂ L such that H(x 1 , . . . , x n ) occurs.
Write C x j for the cluster of the point x j . Then, for any j ≥ 1 and any subset C of vertices of R ◇ N,M , we have that
where in the first equality, we used the domain Markov property (16) [18, Lem. 4.13] and in the second, the comparison between boundary conditions [18, Lem. 4.14] and the invariance under translations of φ 0 L [18, Thm. 4.19] . By summing over possible values of C, we deduce that φ
After taking the union over all possible x 1 , . . . , x n on ∂ L , we deduce from (3.17) that Figure 9 : Left: Exploring one by one the disjoint, horizontally crossing clusters contributing to (3.17) . Each new cluster (for instance the one of x 3 ) is surrounded by free boundary conditions. Middle: To create ω with U (ω) = 1, it is sufficient to ensure that B occurs (dotted red line), and that, conditionally on B, C also occurs. The latter is more likely than the occurrence of a top-bottom crossing in the black rectangle with free boundary conditions on the lateral sides.
Right:
In exploring H(x 1 , . . . , x r ), every cluster crossing vertically the torus (except the first) is surrounded by free boundary conditions.
where we bound M n by 2 M , and increase M until n > δM 2. Now, it is classical [18, Thm. 6.17] that φ 0 L (0 ←→ ∂Λ N ) tends to 0 as N tends to infinity so that for N large enough,
This implies that for any δ > 0, provided that N is large enough,
which concludes the proof by letting δ tend to 0. ◻ Before starting the proof of Lemma 3.15, we wish to highlight the fact that the randomcluster model enjoys a self-duality relation for planar graphs when p = p c [18, Sec. 6.1]. On the torus, this self-duality can be restated as follows. Consider the measurẽ (ω) by (1, 0) (this claim follows directly from Lemma 3.9).
Also note that (T ◇ N,M ) * can be obtained from T ◇ N,M from reflections from either vertical or horizontal lines. We will use this observation several times in the next proof to transfer the probability of events defined in terms of ω to similar claims for ω * (and vice versa).
Proof of (3.15) of Lemma 3.15 For a rectangle R, let V R (resp. H R ) be the event that there exists a path in ω included in R from the bottom to the top of R (resp. from the left to the right). We begin by proving (17) that there exists a constant c > 0 such that for any n, N, M with 3n ≤ min{N, M },
Indeed, if this is not the case, then the probability that some rectangle [0, 3n] × [0, n] contains a path in ω * from the left to the right is larger than 1 − c. Therefore, the self-duality and the symmetry between T ◇ N,M and its dual (mentioned above) imply that
The FKG inequality [18, Thm. 3.8] implies that
Now consider the bottom-most (resp. top-most) path Γ (resp. 2 , and free on the left and right. Therefore, one may use self-duality in the square
show that the probability that there is an open path connecting γ to γ ′ is larger or equal to 1 (1 + q 2 ). This reasoning is classical, we refer for instance to [3] . In particular, this path crosses [0, 3n] × [2n, 3n] from bottom to top. Overall, summing over all possible γ and γ
Provided that c = c(q) > 0 is chosen sufficiently small, this claim contradicts the assumption that (3.19) was wrong. In conclusion, we proved (3.19) and we can proceed with the proof of (3.15).
Fix 8n ≤ min{M, N }. As a consequence of (3.19) , there exists x ∈ [0, 3n] × {0} and y ∈ [0, 3n] × {n} such that
The FKG inequality [18, Thm. 3.8] and the symmetry under reflections give that
Write M = 2nk + r with k ∈ N and 0 ≤ r < 2n. We can use the FKG inequality k times to deduce that
Let A be the event that ω contains a loop winding vertically around T Since this event can be obtained from {x 
(3.20)
We are near the end: the event B induces the existence of a path in ω * winding vertically around the torus and contained in its left half. As (3.20) indicates, this comes at a (relatively) low cost. Next we also construct a vertically winding path contained in ω, which will induce a vertically winding loop.
For each j ∈ N, define y j ∶= (3N 4, 2nj) and let C be the event that y j is connected to y j+1 (in ω) for every 0 ≤ j ≤ M (2n) (18) . Notice that the event U (ω) = 1 occurs if B and C occur together. Therefore,
We now wish to bound the term φ 
Overall, we deduce that
This in turn implies that
(0 ←→ (0, 2n)).
As N tends to infinity (while n is fixed), φ
Letting n tend to infinity yields (3.15) . ◻ (18) We define yj for every j ∈ N, but we see yj as an element of T Let V (x 1 , . . . , x r ) be the event that x j ←→ y j for j = 1, . . . , r and that the clusters of x 1 , . . . , x r are all distinct. The finite-energy property [18, Eq. (3.4) ] implies that
Write C x j for the cluster of the point x j . Then, for any j ≥ 1, an exploration argument similar to that of Lemma 3.14 (and therefore omitted (19) ) implies
where y 0 = (1, M − 1). Applying this r − 1 times yields
(In the second inequality, we used the finite-energy one last time). The conclusion follows from (3.21), the previous inequality, and the definition of ξ(q). ◻ Remark 3.17. Note that in order to obtain (3.22), we need to explore the cluster C x 1 , i.e. we need j ≥ 1. Indeed, we used that conditioned on V (x 1 , . . . , x j ), the boundary conditions in
are dominated by free boundary conditions at infinity. The fact that we do not obtain a bound on φ 0 H N,M [V (x 1 )] (in this case, the boundary conditions are cylindrical and cannot be easily compared to the free boundary conditions at infinity) is the reason why we obtain r − 1 instead of r in (3.16).
Proof of Theorem 1.2
Fix q > 4. By [12] , for points 1 and 2 it is sufficient to show that ξ(q) < ∞. We therefore focus on point 3, that is we compute ξ(q) −1 explicitly and show that it is equal to
where λ > 0 satisfies e λ + e −λ = √ q. We will show that this quantity is positive and analyse its asymptotics in Section 4. We will refer to the associated six-vertex model, with c = 2 + √ q. Write Z RC (N, M ) for the partition function of the random-cluster model with parameters p c , q on T Lower bound on the inverse correlation length Equation (3.15) may be rewritten as
Since all configurations with U (ω) = 1 have exactly two non-retractable loops and no net, Corollary 3.13 (ii) implies that the numerator above is smaller than
Furthermore, in light of Corollary 3.13 (i), Lemma 3.14 may be rewritten as
Therefore, we may write
= R(q). = rR(q).
The bound above being valid for all r ≥ 2, one may divide by r − 1 and take r to infinity. The resulting upper bound on ξ(q) −1 matches the lower bound of (3.24) , and the theorem is proved.
Remark 3.18. As mentioned before, (3.24) should, in fact, be an equality. This would allow us to compute ξ(q) −1 using nothing but the asymptotics of Λ 0 (N ) and Λ 1 (N ), and require no control of Λ r (N ) for r ≥ 2. However, since we did not manage to derive the reversed inequality of (3.15) (and hence of (3.24)) using only the random-cluster model, we used (3.16) and our control of Λ r (N ), r ≥ 2 as an indirect route to the desired bound.
In retrospect, it may be deduced from the Theorem 1.2 that (3.15) and (3.24) are actually equalities. We believe that proving the equality in (3.15) using only the random-cluster model is an interesting question.
From the random-cluster to the Potts model: proof of Theorem 1.1
Below, we consider the Potts and random-cluster models on the standard lattice Z 2 ; contrarily to previous sections, no reference to the rotated lattice is used. In particular, φ 0 Z 2 ,p,q and φ 1 Z 2 ,p,q are infinite-volume measures on Z 2 (like in the introduction, and unlike in the previous section). The results for the Potts model can be obtained from those for the random-cluster model via a classical coupling, see [13, 18] . We describe the consequences of this coupling in the theorem below; for a proof, see the references. In the next statement, the operation of attributing a spin s ∈ {1, . . . , q} to a set S of vertices means that we fix σ x = s for every x ∈ S. Theorem 3.19. Fix β > 0 and an integer q ≥ 2. Set p = 1 − e −β .
• Consider ω with law φ 0 Z 2 ,p,q . Then, the law of σ ∈ {1, . . . , q} Z 2 obtained by attributing independently and uniformly a spin in {1, . . . , q} to each cluster of ω is µ 0 β .
• Fix i ∈ {1, . . . , q} and consider ω with law φ 1 Z 2 ,p,q . Then, the law of σ ∈ {1, . . . , q} Z 2 obtained by attributing independently and uniformly a spin in {1, . . . , q} to each finite cluster of ω, and spin i to the infinite clusters (20) of ω is µ For Theorem 1.1 (1), it is well-known (see for instance results in [18] ) that a Gibbs measure is extremal if and only if it is ergodic. Furthermore, the measures φ is ergodic as well. In the same way, each measure µ i βc , i = 1, . . . , q, may be shown to be ergodic (here the existence of an infinite cluster is not problematic, since it is given the fixed spin i). By Theorem 1.1 (2), the measures µ i βc induce different distributions for the spin of any given vertex, hence they are all distinct.
Fourier computations
In this section, we gather the computations of certain Fourier-analytic identities used throughout the paper. Evaluation of the Fourier coefficients of Ψ and T . To evaluateΨ, we first note that k(α) is an odd function, and Θ is anti-symmetric, meaning Ψ is an odd function andΨ(0) = 0. As a consequence, (2.2) impliesT (0) = 0. For an integer m ≠ 0, we first replace Θ(k(α), π)+Θ(k(α), −π) with the equivalent expression 2[Θ(k(α), π)−π] (using the fact that Θ(x, π) = Θ(x, −π)+2π). Then, using integration by parts, we findΨ Computations of R and T . We start with T . Pairing the terms for ±m, we find We now turn to R. We will show that it is equal to the sum This concludes the proof sinceR(m) = 1 2 cosh(λm) by (4.1). (21) In the formula, the series is not absolutely convergent, however, ∑ N m=1 (−1) m tanh(λm) sin(mα) m converges as N → ∞, and we will consider this as the limit.
Computation of the integral on the right-hand side of (3.6). The change of variable x = k(α) and some elementary algebraic manipulations give The final equality may be checked by noticing that the two sides have equal derivatives and are both equal to 0 when λ = 0. We note that, even though P (α) is not a bounded function, its singularity at α = 0 is logarithmic, and hence it is in L 2 ([−π, π]). Thus, we can use Fubini's Theorem to deduce thatP Computation of the integral on the right-hand side of (3.7) and (3.8). We begin our analysis of the second integral by recalling (2.16), which implies the existence of C such that τ (x) < C x for all x ∈ [−π, π]. Thus, although ′ (x) grows as 1 x near the origin, the integrand is uniformly bounded. Using the Dominated Convergence Theorem (22) and the explicit computation of τ in Proposition 2.1, we find By expanding log ∆ = log cosh(λ) in powers of e −λ and manipulating the result algebraically, we find that log ∆ = λ − 
3) (22) In the formula below, the series in the right-hand side is not absolutely convergent. However, if terms are paired (each odd term with the succeeding even one) the resulting series becomes absolutely convergent. This observation is used here and below. 
