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Generalised Sphere Decoding for
Spatial Modulation
Abdelhamid Younis, Sinan Sinanovic´, Marco Di Renzo, Raed Mesleh and Harald Haas
Abstract—In this paper, Sphere Decoding (SD) algorithms for
Spatial Modulation (SM) are developed to reduce the computa-
tional complexity of Maximum–Likelihood (ML) detectors. Two
SDs specifically designed for SM are proposed and analysed in
terms of Bit Error Ratio (BER) and computational complexity.
Using Monte Carlo simulations and mathematical analysis, it is
shown that by carefully choosing the initial radius the proposed
sphere decoder algorithms offer the same BER as ML detection,
with a significant reduction in the computational complexity. A
tight closed form expression for the BER performance of SM–SD
is derived in the paper, along with an algorithm for choosing the
initial radius which provides near to optimum performance. Also,
it is shown that none of the proposed SDs are always superior to
the others, but the best SD to use depends on the target spectral
efficiency. The computational complexity trade–off offered by the
proposed solutions is studied via analysis and simulation, and is
shown to validate our findings. Finally, the performance of SM–
SDs are compared to Spatial Multiplexing (SMX) applying ML
decoder and applying SD. It is shown that for the same spectral
efficiency, SM–SD offers up to 84% reduction in complexity
compared to SMX–SD, with up to 1 dB better BER performance
than SMX–ML decoder.
Index Terms—Multiple–input–multiple–output (MIMO) sys-
tems, spatial modulation (SM), spatial multiplexing (SMX),
sphere decoding (SD), large scale MIMO.
I. INTRODUCTION
MULTIPLE–input multiple–output (MIMO) systems of-fer a significant increase in spectral efficiency in com-
parison to single antenna systems [1]. An example is Spatial
Multiplexing (SMX) [2], which transmits simultaneously over
all the transmit antennas. This method achieves a spectral
efficiency that increases linearly with the number of transmit
antennas. However, these systems cannot cope with the expo-
nential increase of wireless data traffic, and a larger number
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of transmit antennas (large scale MIMO) should be used [3].
Large scale MIMO studied in [4]–[6], offers higher data rates
and better bit error rate (BER) performance.However, this
comes at the expense of an increase in:
1) Computational complexity: A SMX maximum likeli-
hood (ML) optimum receiver searches across all possi-
ble combinations, and tries to resolve the inter–channel
interference (ICI) caused by transmitting from all an-
tennas simultaneously, on the same frequency. Sphere
decoder (SD) was proposed to reduce the complexity of
the SMX–ML algorithm while retaining a near optimum
performance [7], [8]. The SD reduces the complexity
of the ML decoder by limiting the number of possible
combinations. Only those combinations that lie within
a sphere centred at the received signal are considered.
However, even though SMX–SD offers a large reduction
in complexity compared to SMX–ML, it still has a high
complexity which increases with the increase of the
number of transmit antennas.
2) Hardware complexity: In SMX the number of radio
frequency (RF) chains is equal to the number of transmit
antennas. From [9], RF chains are circuits that do
not follow Moore’s law in progressive improvement.
Therefore, increasing the number of transmit antennas
and consequently the number of RF chains increases
significantly the cost of real system implementation [10].
3) Energy consumption: RF chains contain Power Ampli-
fiers (PAs) which are responsible for 50–80% of the total
power consumption in the transmitter [11]. Therefore,
increasing the number of RF chains results in a decrease
in the energy efficiency [10].
Thus, SMX may not always be feasible and a more energy
efficient and low complexity solution should be considered.
Spatial Modulation (SM) is a transmission technology
proposed for MIMO wireless systems. It aims to increase
the spectral efficiency, (m), of single–antenna systems while
avoiding ICI [12]. This is attained through the adoption of a
new modulation and coding scheme, which foresees: i) the
activation, at each time instance, of a single antenna that
transmits a given data symbol (constellation symbol), and
ii) the exploitation of the spatial position (index) of the active
antenna as an additional dimension for data transmission (spa-
tial symbol) [13]. Both the constellation symbol and the spatial
symbol depend on the incoming data bits. An overall increase
by the base–two logarithm of the number of transmit–antennas
of the spectral efficiency is achieved. This limits the number
of transmit antennas to be a power of two unless fractional bit
encoding SM (FBE–SM) [14], or generalised SM (GSM) [15]
0090-6778/10$25.00 c© 2013 IEEE
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are used. Activating only one antenna at a time means that
only one RF chain is needed, which significantly reduces
the hardware complexity of the system [16]. Moreover, as
only one RF chain is needed, SM offers a reduction in the
energy consumption which scales linearly with the number
of transmit antennas [10], [17]. Furthermore, the computa-
tional complexity of SM–ML is equal to the complexity of
single–input multiple–output (SIMO) systems [18], i.e. the
complexity of SM–ML depends only on the spectral efficiency
and the number of receive antennas, and does not depend
on the number of transmit antennas. Recently the potential
benefits of SM have been validated not only by simulations
but also via experiments [19], [20]. Moreover, in [21] for the
first time the performance of SM is analysed using real–world
channel measurements. Accordingly, SM appears to be a good
candidate for large scale MIMO [22]–[25].
In spite of its low–complexity implementation, there is
still potential for further reductions, by limiting the number
of possible combinations using the SD principle. However,
existing SD algorithms in literature do not consider the basic
and fundamental principle of SM, that only one antenna is
active at any given time instance. Therefore, two modified SD
algorithms based on the tree search structure that are tailored
to SM are proposed. The first SD will be called receiver–
centric SD (SM–Rx), which was first presented in [26]. The
algorithm in [26] combines the received signal from the
multiple receive antennas, as long as the Euclidean distance
from the received point is less than a given radius. This
SD–based detector is especially suitable when the number
of receive–antennas is very large. This technique reduces the
size of the search space related to the multiple antennas at
the receiver (we denote this search space as “receive search
space”). It will be shown later that there is no loss in either the
diversity order or the coding gain, i.e. the BER is very close to
that of the ML detector. However, the main limitation is that
it does not reduce the search space related to the number of
possible transmitted points (we denote this as “transmit search
space”). This limitation prevents the detector from achieving a
significant reduction in computational complexity when high
data rates are required.
The second SD, which is called Transmit–centric (SM–
Tx) was first presented in [27]. It aims at reducing the
transmit search space by limiting the number of possible
spatial and constellation points. The SM–Tx algorithm avoids
an exhaustive search by examining only those points that
lie inside a sphere with a given radius. However, SM–Tx is
limited to the overdetermined MIMO setup (Nt ≤ Nr), where
Nt and Nr are the number of transit and receiver antennas
respectively. In [28], [29], it is shown that SM–Tx in [27] can
still be used for the case of (2Nr−1) ≥ Nt > Nr, where SM–
Tx is referred to as enhanced Tx–SD (E–Tx–SD). Moreover,
in [28], [29] a detector for the case of Nt > Nr referred
to as generalised Tx–SD (G–Tx–SD) is proposed. By using
the division algorithm the G–Tx–SD technique: 1) Divides the
set of possible antennas to a number of subsets. 2) Performs
E–Tx–SD over each subset. 3) Takes the minimum solution
of all the sets. However, in this paper we propose a simple
solution, in which all that is needed is to set a constant ϕ to
0 for Nt ≤ Nr and ϕ = σ2n for Nt > Nr, where σ2n is the
noise variance. In [28], [29], the normalised expected number
of nodes visited by the SM–Tx algorithm is used to compare
its complexity with the complexity of the SM–ML algorithm.
This does not take into account pre–computations needed by
SM–Tx. In this paper, when comparing the complexity of SM–
Tx with the complexity of SM–ML and SM–Rx, we take into
account the pre–computations needed by the SM–Tx. We show
that because of those pre–computations, the SM–Tx technique
is not always the best solution, where in some cases it is even
more complex than SM–ML. The performance of both SDs
is closely tied to the choice of the initial radius. The chosen
radius should be large enough for the sphere to contain the
solution. On the one hand, the larger the radius is, the larger
the search space, which increases the complexity. On the other
hand, a small radius may cause the algorithm to fail in finding
a point inside the sphere.
In this paper, a careful study of the performance of these
two detectors is provided, along with an accurate comparison
of their computational complexity. Numerical results show that
with no loss in the BER performance, the proposed solutions
provide a substantial reduction in computational complexity
with respect to the SM–ML decoder. We also derive a closed
form expression for the BER performance of SM–SD and
show that the initial radius can be chosen such that SM–
SD gives an optimum performance. Furthermore, it is shown
that SM–Rx is less complex than SM–Tx for lower spectral
efficiencies, while SM–Tx is the best solution for higher
spectral efficiencies. Finally, using numerical results we show
that SM–SD offers a significant reduction and nearly the same
performance when compared to SMX with ML decoder or SD.
The remainder of this paper is organised as follows: In
section II, the system model along with the ML–optimum
detector is summarised. In section III, the new SM–Rx and
SM–Tx receivers are described. In section IV, an accurate
analysis of the computational complexity of both SM–Rx
and SM–Tx is performed. In section V, the analytical BER
performance for SM–SDs is derived along with the initial
radius selection method. Numerical results are presented in
section VI, and the paper is concluded in section VII.
II. SYSTEM MODEL
A. SM Modulator
In SM, the bit stream emitted by a binary source is divided
into blocks containing m = log2 (Nt) + log2 (M) bits each,
where M is the constellation size. Then the following mapping
rule is used [12]:
• The first log2 (Nt) bits are used to select the antenna
which is switched on for data transmission, while the
other transmit antennas are kept silent. In this paper, the
actual transmit antenna which is active for transmission
is denoted by ℓt with ℓt ∈ {1, 2, . . . , Nt}.
• The second log2 (M) bits are used to choose a sym-
bol in the signal–constellation diagram. Without loss of
generality, Quadrature Amplitude Modulation (QAM) is
considered. In this paper, the actual complex symbol
emitted by the transmit antenna ℓt is denoted by st, with
st ∈ {s1, s2, . . . , sM}.
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Accordingly, the Nt × 1 transmitted vector is:
xℓt,st =
[
01×(ℓt−1), st,01×(Nt−ℓt)
]T
, (1)
where [·]T denotes transpose operation, and 0p×q is a p × q
matrix with all–zero entries. Note, a power constraint on the
average energy per transmission of unity is assumed (i.e. Es =
E[xHx] = 1), where E{·} is the expectation operator.
From above, the maximum achievable spectral efficiency by
SM is,
mSM = log2(Nt) + log2(M) (2)
However, for SMX,
mSMX = Nt log2(M) (3)
From (2) and (3), we can see that the spectral efficiency
of SM does not increase linearly with the number of transmit
antennas as SMX does. Therefore, SM needs a larger number
of transmit antennas/ larger constellation size to arrive at the
same spectral efficiency as SMX. However, because in SM
only one antenna is active:
• The computational complexity of SM does not depend
on the number of transmit antennas. Unlike SMX where
the computational complexity increases linearly with the
number of transmit antennas, the computational complex-
ity of SM is the same as the computational complexity
of SIMO systems.
• The number of RF chains needed by SM is significantly
less than the number of RF chains needed by SMX. In
fact, only one RF chain is required for SM.
For these reasons we believe that SM is a strong candidate
for large scale MIMO systems, which strongly motivates this
work.
B. Channel Model
The modulated vector, xℓt,st , in (1) is transmitted through
a frequency–flat Nr×Nt MIMO fading channel with transfer
function H, where Nr is the number of receive antennas. In
this paper, a Rayleigh fading channel model is assumed. Thus,
the entries of H are modelled as complex independent and
identically distributed (i.i.d.) entries according to CN (0, 1).
Moreover, a perfect channel state information (CSI) at the
receiver is assumed, with no CSI at the transmitter.
Thus, the Nr× 1 received vector can be written as follows:
y = Hxℓt,st + n
= hℓtst + n (4)
where n is the Nr–dimensional Additive White Gaussian
Noise (AWGN) with zero–mean and variance σ2 per dimen-
sion at the receiver input, and hℓ is the ℓ–th column of H.
Note, the signal-to-noise-ratio is SNR = Es/No = 1/σ2n.
C. ML–Optimum Detector
The ML optimum receiver for MIMO systems can be
written as,
xˆ
(ML)
t = argmin
x∈Qm
{
‖y −Hx‖2F
}
(5)
where Qm is a 2m space containing all possible (Nt × 1)
transmitted vectors, ‖·‖F is the Frobenius norm, and ·ˆ denotes
the estimated spatial and constellation symbols.
Note, in SM only one transmit antenna is active at a time.
Therefore, the optimal receiver in (5) can be simplified to,[
ℓˆ
(ML)
t , sˆ
(ML)
t
]
= argmin
ℓ∈{1,2,...Nt}
s∈{s1,s2,...sM}
{
‖y − hℓs‖2F
}
= argmin
ℓ∈{1,2,...Nt}
s∈{s1,s2,...sM}
{
Nr∑
r=1
|yr − hℓ,rs|2
}
(6)
where yr and hℓ,r are the r–th entries of y and hℓ respectively.
III. SPHERE DECODERS FOR SM
In this section we introduce two SDs tailored for SM,
SM–Rx and SM–Tx. SM–Rx aims at reducing the number
of summations over Nr required by the ML receiver in (6).
SM–Tx aims at reducing the number of points (ℓ, s) the ML
receiver searches over.
First, for ease of derivation, we introduce the real–valued
equivalent of the complex–valued model in (4) following [30],
y¯ = H¯x¯ℓt,st + n¯
= h¯ℓt s¯t + n¯ (7)
where,
y¯ =
[
Re
{
yT
}
, Im
{
yT
}]T (8)
H¯ =
[
Re {H} Im {H}
−Im {H} Re {H}
]
(9)
x¯ℓ,s =
[
Re
{
xTℓ,s
}
, Im
{
xTℓ,s
}]T (10)
n¯ =
[
Re
{
nT
}
, Im
{
nT
}]T (11)
h¯ℓ =
[
H¯ℓ, H¯ℓ+Nt
] (12)
s¯ =
[
Re{s}
Im{s}
]
(13)
where Re {·} and Im {·} denote real and imaginary parts
respectively, and H¯ℓ is the ℓ–th column of H¯.
A. SM–Rx Detector
The SM–Rx is a reduced–complexity and close–to–
optimum BER–achieving decoder, which aims at reducing the
receive search space. The detector can formally be written as
follows:
[
ℓˆ
(Rx)
t , sˆ
(Rx)
t
]
= argmin
ℓ∈{1,2,...Nt}
s∈{s1,s2,...sM}


N˜r(ℓ,s)∑
r=1
∣∣y¯r − h¯ℓ,r s¯∣∣2


(14)
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R2i+1 =
∥∥z¯− D¯x¯ℓ,s∥∥2F = (R2i −R′2) +
Nt∑
ν=1
(
zν −D(ν,ℓ)Re {s} −D(ν,ℓ+Nt)Im {s}
)2 (22)
where h¯ℓ,r is the r–th row of h¯ℓ, and,
N˜r (ℓ, s) = max
n∈{1,2,...2Nr}
{
n
∣∣∣∣∣
n∑
r=1
|yr − hℓ,rs|2 ≤ R2
}
(15)
The idea behind SM–Rx is that it keeps combining the
received signals as long as the Euclidean distance in (14) is
less or equal to the radius R. Whenever a point is found to be
inside the sphere, the radius, R, is updated with the Euclidean
distance of that point. The point with the minimum Euclidean
distance and N˜r (·, ·) = 2Nr is considered to be the solution.
B. SM–Tx Detector
The conventional SD is designed for SMX, where all anten-
nas are active at each time instance [7], [31]–[33]. However,
in SM only one antenna is active at a time. Therefore, a
modified SD algorithm tailored for SM, named SM–Tx, is
presented. More specifically, similar to conventional SDs,
the SM–Tx scheme reduces the number of points (ℓ, s) for
ℓ ∈ {1, 2, . . .Nt} and s ∈ {s1, s2, . . . sM} to be searched
through in (6), i.e., the transmit search space, by computing
the Euclidean distances only for those points that lie inside
a sphere with radius R and are centred around the received
signal. However, unlike conventional SDs, in our scheme the
set of points inside the sphere are much simpler to compute,
as there is only a single active antenna in SM. In this section,
we show how to compute the set of points.
The Cholesky factorisation of the (2Nt × 2Nt) positive
definite matrix G¯ = H¯T H¯+ ϕI¯Nt is G¯ = D¯D¯T , where
ϕ =
{
σ2n Nt > Nr
0 Nt ≤ Nr (16)
Then the SM–Tx can be formally written as follow,
[
ℓˆ
(Tx−SD)
t , sˆ
(Tx−SD)
t
]
= argmin
(ℓ,s)∈ΘR
{∥∥z¯− D¯x¯ℓ,s∥∥2F
}
(17)
where ΘR is the subset of points (ℓ, s) for ℓ ∈ {1, 2, . . .Nt}
and s ∈ {s1, s2, . . . sM} in the transmit search space that lie
inside a sphere with radius R and centred around the received
signal z¯, z¯ = D¯ρ¯ and ρ¯ = G¯−1H¯T y¯.
Unlike SM–Rx, SM–Tx reduces the computational com-
plexity of the ML receiver by reducing the transmit search
space, which is done by the efficient computation of the
subset ΘR. After some algebraic manipulations as shown in
Appendix A, the subset of points ΘR lie in the intervals:
−Ri + z¯ℓ+Nt
D¯(ℓ+Nt,ℓ+Nt)
≤ Im {s} ≤ Ri + z¯ℓ+Nt
D¯(ℓ+Nt,ℓ+Nt)
(18)
−R′ + z¯ℓ|ℓ+Nt
D¯ℓ,ℓ
≤ Re {s} ≤ R
′ + z¯ℓ|ℓ+Nt
D¯ℓ,ℓ
(19)
where
z¯a|b = z¯a − D¯(a,b)Im {s} (20)
R′2 = R2 −
2Nt∑
ν=Nt+1
z¯2ν|ℓ+Nt (21)
Note, every time a point is found inside the sphere, the
radius R is updated as shown in (22), with the Euclidean
distance of that point. Moreover, (19) needs to be computed
only for those points that lie inside the interval in (18), for
the reason that (19) depends implicitly on (18).
Because of the unique properties of SM the intervals in (18)
and (19) needs to be calculated only once for each possible
transmit point, unlike conventional SDs where the intervals
have to be calculate Nt times for each transmit point. Further-
more, we note that SM–Tx works for both underdetermined
MIMO setup with Nt > Nr, and overdetermined MIMO setup
with Nt ≤ Nr.
As opposed to the SM–Rx scheme, the SM–Tx scheme
uses some pre–computations to estimate the points that lie
inside the sphere of radius R. These additional computations
are carefully taken into account in the analysis of the compu-
tational complexity of the SM–Tx scheme and its comparison
with the ML–optimum detector in section IV.
IV. COMPUTATIONAL COMPLEXITY OF SM–RX AND
SM–TX
In this section, we analyse the computational complexity of
SM–ML, SM–Rx and SM–Tx. The complexity is computed
as the number of real multiplication and division operations
needed by each algorithm [34].
A. SM–ML
The computational complexity of SM–ML receiver in (6),
yields,
CSM–ML = 8Nr2m, (23)
as the ML detector searches through the whole transmit and
receive search spaces. Note, evaluating the Euclidean distance(
|yr − hℓ,rs|2
)
requires 8 real multiplications.
The computational complexity of SMX–ML receiver in (5)
is equal to
CSMX–ML = 4 (Nt + 1)Nr2m. (24)
Note,
(
|y −Hx|2
)
in (5) requires (Nt + 1) complex multi-
plications.
From (23) and (24), the complexity of SM does not depend
on the number of transmit antennas, and it is equal to the
complexity of SIMO systems. However, the complexity of
SMX increases linearly with the number of transmit antennas.
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Thus, the reduction of SM–ML receiver complexity relative
to the complexity of the SMX–ML decoder for the same
spectral efficiency is given by,
CMLrel = 100×
(
1− 2
Nt + 1
)
. (25)
From (25), the reduction in complexity offered by SM in-
creases with the increase in the number of transmit antennas.
For example for Nt = 4 SM offers a 60% reduction in
complexity compared to SMX, and as the number of transmit
antennas increases the reduction increases.
B. SM–Rx
The complexity of the SM–Rx receiver is given by:
CRx−SD = 3
Nt∑
ℓ=1
M∑
s=1
N˜r (ℓ, s) (26)
It is easy to show that CRx−SD lies in the interval 3×2m ≤
CRx−SD ≤ 6Nr2m, where the lower bound corresponds to
the scenario where N˜r (ℓ, s) = 1, and the upper bound
corresponds to the scenario where N˜r (ℓ, s) = 2Nr for
ℓ ∈ {1, 2, . . .Nt} and s ∈ {s1, s2, . . . sM}. An interesting
observation is that SM–Rx offers a reduction in complexity
even for the case of Nr = 1, where the complexity lies in the
interval 3× 2m ≤ CRx−SD ≤ 6× 2m. We note that the SM–
Rx solution requires no pre–computations with respect to the
ML–optimum detector. In fact, N˜r (ℓ, s) for ℓ ∈ {1, 2, . . .Nt}
and s ∈ {s1, s2, . . . sM} in (15) are implicitly computed when
solving the detection problem in (14).
C. SM–Tx
The computational complexity of SM–Tx can be upper–
bounded by,
CTx−SD ≤ CΘR + 3Ntcard {ΘR} (27)
where card{·} denotes the cardinality of a set, and CΘR is the
complexity of finding the points in the subset ΘR,
CΘR = CPre-Comp + CInterval (28)
where,
1) CPre-Comp is the number of operations needed to com-
pute the Cholesky decomposition. Calculating the upper
triangular matrix D¯ using Cholesky decomposition has
the complexity [34],
CCH = 4N3t /3 (29)
It can be easily shown that the calculation of G¯, ρ¯ and
z¯ requires 2NrNt(2Nt + 1), 2Nt(2Nt + 2Nr + 1) and
Nt(2Nt + 1) real operations respectively, where back–
substitution algorithm was used for calculating ρ¯ [34].
Hence,
CPre-Comp = CCH +Nt(4NrNt + 6Nr + 6Nt + 3) (30)
2) CInterval is the number of operations needed to compute
the intervals in (18),(19),
Cinterval = 2Nt + (2Nt + 3)N(19) (31)
where,
• For (18): 2Nt real divisions are needed.
• For (19): (2Nt + 3)N(19) real multiplications are
needed, where (2Nt + 3) is the number of real
computations needed to compute (19), and N(19) is
the number of times (19) is computed, which is
calculated by simulations. Note, i) the interval in
(19) depends on the antenna index ℓ and only the
imaginary part of the symbol s, ii) some symbols
share the same imaginary part. Therefore, (19) is
only calculated for those points (ℓ, s) which lie in
the interval in (18) and does not have the same ℓ
and Im{s} as a previously calculated point.
V. ERROR PROBABILITY OF SM–SDS AND INITIAL
RADIUS SELECTION METHOD
In this section, we derive an analytical expresion for the
BER performance of SM–SD, and we show that SM–SD
offers a near optimum performance. The BER for SM–SD is
estimated using the union bound [35], which can be expressed
as follows,
BER
SM–SD
≤
∑
ℓt,st
∑
ℓ,s
N (x¯ℓt,st , x¯ℓ,s)
m
EH {Pre,SM–SD}
2m
(32)
where N (x¯ℓt,st , x¯ℓ,s) is the number of bits in error between
x¯ℓt,st and x¯ℓ,s, and,
Pr
e,SM–SD
= Pr
((
ℓ˜SM–SD, s˜SM–SD
)
6= (ℓt, st)
)
(33)
is the pairwise error probability of deciding on the point(
ℓ˜SM–SD, s˜SM–SD
)
given that the point (ℓt, st) is transmitted.
The probability of error Pre,SM–SD can be thought of as
two mutually exclusive events depending on whether the
transmitted point (ℓt, st) is inside the sphere. In other words,
the probability of error for SM–SD can be separated in two
parts, as shown in (34) [36]:
• Pr
(
(ℓ˜SM–ML, s˜SM–ML) 6= (ℓt, st)
)
: The probability of de-
ciding on the incorrect transmitted symbol and/or used
antenna combination, given that the transmitted point
(ℓt, st) is inside the sphere.
• Pr ((ℓt, st) /∈ ΘR): The probability that the transmitted
point (ℓt, st) is outside the set of points ΘR considered
by the SD algorithm.
Pr
e,SM–SD
≤
(
Pr
(
(ℓ˜SM–ML, s˜SM–ML) 6= (ℓt, st)
)
+ Pr ((ℓt, st) /∈ ΘR)
)
(34)
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EH
{
Pr
e,SM–SD
}
=
[
ζ
(
σ2s
4σ2n
)]Nr Nr−1∑
r=0
(
Nr − 1 + r
r
)[
1− ζ
(
σ2s
4σ2n
)]r
(46)
However, the probability of error for the ML decoder is,
Pr
e,SM–ML
≤ Pr
(
(ℓ˜, s˜) 6= (ℓt, st)
)
(35)
Thus, SM–SD will have a near optimum performance when,
Pr ((ℓt, st) /∈ ΘR) << Pr
(
(ℓ˜, s˜) 6= (ℓt, st)
)
(36)
The probability of not having the transmitted point (ℓt, st)
inside ΘR can be written as,
Pr ((ℓt, st) /∈ ΘR) = Pr
(
2Nr∑
r=1
∣∣y¯r − h¯ℓt,rs¯t∣∣2 > R2
)
= Pr
(
κ >
(
R
σn/
√
2
)2)
= 1−
γ
(
Nr,
(
R
σn
)2)
Γ(Nr)
(37)
where,
κ =
2Nr∑
r=1
∣∣∣∣ n¯rσn/2
∣∣∣∣
2
(38)
is a central chi-squared random variable with 2Nr degree
of freedom having a cumulative distribution function (CDF)
equal to [35],
Fκ(a, b) =
γ(b/2, a/2)
Γ(b/2)
(39)
where γ(c, d) is the lower incomplete gamma function given
by,
γ(c, d) =
∫ d
0
tc−1e−tdt (40)
and Γ(c) is the gamma function given by,
Γ(c) =
∫ ∞
0
tc−1e−tdt (41)
The initial sphere radius considered in SM–SD is a function
of the noise variance as given in [37],
R2 = 2αNrσ
2
n (42)
where α is a constant chosen to satisfy (36). This can be done
by setting Pr ((ℓt, st) /∈ ΘR) = 10−6 and back solving (37).
For Nr = 1, 2, 4, α = 13.8, 8.3, 5.3 respectively.
Finally, Pre,SM–SD can be formulated as,
Pr
e,SM–SD
= Pr
(∥∥y¯ − h¯ℓs¯∥∥2 > ∥∥y¯ − h¯ℓt s¯t∥∥2)
= Pr
(
ξ >
∥∥h¯ℓt s¯t − h¯ℓs¯∥∥) (43)
where,
ξ = 2Re
{(
h¯ℓt s¯t − h¯ℓs¯
)T
n¯
}
∼ N (0, 2σ2n (∥∥h¯ℓt s¯t − h¯ℓs¯∥∥))
(44)
Thus,
Pr
e,SM–SD
= Q


√∥∥h¯ℓt s¯t − h¯ℓs¯∥∥2
2σ2n

 (45)
where Q(x) = (1/
√
2π)
∫ +∞
x
e−t
2/2dt.
In the case of Rayleigh fading, we can derive the closed
form solution for EH {Pre,SM–SD} in (32) by employing the
solution from [38, eq. (62)]. Note that the argument of the
Q-function in (45) can be represented as the summation of
2Nr squared Gaussian random variables, with zero mean and
variance equal to 1. This means that the argument in the Q–
function can be described by a central chi–squared distribution
with 2Nr degrees of freedom.
The result for EH {Pre,SM–SD} is as given in (46), where
σ2s = ‖x¯ℓt,st − x¯ℓ,s‖2F and,
ζ(c) =
1
2
(
1−
√
c
1 + c
)
(47)
Plugging (46) into (32) gives a closed form expression for
the BER of SM–SD. In the next section, we show that (32)
gives a tight approximation of the BER of SM–SD, and that
SM–SD offers a near optimum performance.
VI. RESULTS
In the following, Monte Carlo simulation results for at least
106 Rayleigh fading channel realisations are shown to compare
the performance and computational complexity of large scale
MIMO, SM–ML, SM–SD and SMX–SD.
A. Analytical performance of SM–SD
Figs. 1-2 show the BER simulation results for SM–ML,
SM–Rx and SM–Tx compared with the analytical bound
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Fig. 1. BER against SNR. m = 6, and Nr = 4.
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Fig. 2. BER against SNR. m = 8, and Nr = 4.
derived in section V, where m = 6, 8 and Nr = 4. From
the figures we can see that both SM–Tx and SM–Rx offer
a near optimum performance, where the results overlap with
SM–ML. Furthermore, Figs. 1-2 validate our analytical bound
as for BER < 10−2 all graphs closely match the analytical
results. Note, it is will–known that the union bound is loose
for low SNR [35].
B. Comparison of the BER performance of SM and SMX
Figs. 3 and 4 show a BER comparison between all possible
combinations of SM and SMX for m = 6 and Nr = 2, 4. In
Fig. 3, we can observe that the BER performance depends on
the the number of transmit antennas used and, consequently,
the constellation size. The smaller the constellation size, the
better the performance. Another observation that can be made
is that SM and SMX offer nearly the same performance when
using the same constellation size. In Fig. 4, where the number
of receive antennas is increased, we notice that SM performs
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Fig. 3. BER against SNR. m = 6, and Nr = 2.
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Fig. 4. BER against SNR. m = 6, and Nr = 4.
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Fig. 5. BER against SNR. m = 8, and Nr = 2.
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Fig. 7. Computational complexity against SNR. m = 6, and Nr = 2.
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Fig. 8. Computational complexity against SNR. m = 6, and Nr = 4.
better than SMX. In particular, BPSK–SM provides a 1 dB
better performance than BPSK–SMX. Also 8–QAM SM offers
a slightly better performance (∼ 0.5 dB) than 8-QAM SMX.
In Figs. 5 and 6, the BER comparisons for m = 8
and Nr = 2, 4 are shown. In Fig. 5, SM and SMX offer
similar performance for the same constellation size. However,
SM offers a better performance when the number of receive
antennas increases as shown in Fig. 6.
In summary, SM offers a similar or better performance than
SMX, where the performance of both systems depends on the
size of the constellation diagram and the number of receive
antennas. We also note that the BER performance of SM can
be improved by increasing the number of receive antennas.
C. Complexity Analysis
In Figs. 7-10, the computational complexity of SM–Rx and
SM–Tx provided in (26) and (27) respectively is compared
with the computational complexity of SMX–SD, where the
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Fig. 9. Computational complexity against SNR. m = 8, and Nr = 2.
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Fig. 10. Computational complexity against SNR. m = 8, and Nr = 4.
initial radius is chosen according to (42). In particular, the
figures show the relative computational complexity of the SDs
with respect to the SM–ML detector, i.e Crel (%) = 100 ×
(CSD/CML). Note, for SM the SD with the lowest complexity
is chosen.
In Figs. 7 and 8, the relative computational complexities
for m = 6 and Nr = 2, 4 are shown. Fig. 7, shows that
for large constellation sizes the lowest relative computational
complexity is offered by SM–Tx Nt = 2. The relative
computational complexity ranges between 40% for low SNR
and 16% for high SNR. However, for lower constellation sizes
SM–Rx provides the lowest relative computational complexity,
which is between 56% for low SNR and 26% for hight SNR.
As SM–Rx reduces the receive search space, the reduction
in the computational complexity offered by SM–Rx does not
depend on the number of transmit antennas. Therefore, only
SM–Rx with Nt = 4, 32 are shown, where both scenarios offer
nearly the same relative computational complexity. Finally,
from Fig. 7 we can see that SMX–SD Nt = 2 and Nt = 3
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are less complex than SM–ML with a relative computational
complexity 48% and 79%−82% respectively. However, com-
paring SM–SD to SMX–SD Nt = 2, for 32–QAM SM–SD
is 32% less complex than SMX—SD, and for BPSK SM–SD
is 22% less complex than SMX–SD. In Fig. 8, it can be seen
that for large constellation sizes SM–Tx is still the best choice
with a relative complexity that ranges between 22% for low
SNR and 12% for hight SNR, which is 15% less than SMX–
SD Nt = 2. For smaller constellation sizes SM–Rx is the
best choice with relative complexity that ranges between 55%
for low SNR and 14% for high SNR, offering a 23% extra
reduction in complexity when compared to SMX–SD Nt = 2.
Note, i) SMX–SD Nt = 6 is not shown in the figure, because
this scenario has a complexity higher than the complexity of
SM–ML, ii) the complexity of SMX–SD Nt = 3 increased
with the increase of SNR, for the reason that, in the under-
determined case ϕ depends on the SNR (52).
The relative complexity for m = 8 and Nr = 2, 4 is shown
in Fig. 9 and 10. Since SM–Tx reduces the transmit search
space, the reduction in complexity increased by more than
10% with the increase in the wordsize and consequently the
constellation size. In Fig. 9 for high constellation sizes SM–
Tx Nt = 2 is the best choice with a relative complexity that
reaches 4% for high SNR,. In Fig. 10 for high constellation
sizes SM–Tx Nt = 2 and Nt = 4 are the best choice with
a relative complexity that reaches 3% and 10% respectively.
On the other hand, SM–Rx reduces the receive search space,
therefore, it still offers nearly the same relative complexity.
However, the complexity reduces with the increase of Nr,
where SM–Rx Nr = 4 is (∼ 10%) less complex than SM–Rx
Nr = 2. Finally, from both figures it can be seen that although
SM–ML is much less complex than SMX–ML, SMX–SD is
less complex than SM–ML. For that reason, SM–SD has to
be developed, where SM–SD is (∼ 20%) less complex than
SMX–SD for Nr = 2, and (∼ 10%) less complex than SMX–
SD for Nr = 4. Note, the complexity of both SM–Tx and
SMX–SD decreases with the increase of Nr, because for the
case of Nr < Nt, the less under-determined the system, the
fewer pre–computations are needed.
To summarize, two SDs for SM are introduced: SM–Tx
which reduces the transmit search space, and SM–Rx which
reduces the receive search space. Both detection algorithms
are shown to offer a significant reduction in computational
complexity while maintaining a near optimum BER perfor-
mance. For systems with few transmit antennas, SM–Tx is
shown to be the better choice. For systems with with a larger
number of receive antennas, SM–Rx is shown to be the better
candidate in terms of complexity reduction. The decision for
the most appropriate SD depends on the particular deployment
scenario.
VII. CONCLUSION
In this paper we have introduced and analysed the perfor-
mance/complexity trade–off of two SDs designed specifically
for SM. The proposed SDs provide a substantial reduction
in the computational complexity while retaining the same
BER as the ML–optimum detector. The closed–form analytical
performance of SM in i.i.d. Rayleigh flat–fading channels
has been derived, and analytical and simulation results were
shown to closely agree. Furthermore, numerical results have
highlighted that no SD is superior to the others, and that the
best solution to use depends on the MIMO setup, and the SNR
at the receiver. In general, SM–Rx is the best choice for lower
spectral efficiencies, and SM–Tx is the best option for higher
spectral efficiencies. Finally, simulation results showed that
SM using SD offers a significant reduction in computational
complexity and nearly the same BER performance as SMX
using ML decoder or SD.
Overall, SM–SD offers i) hardware complexity and power
consumption that does not depend on the number of transmit
antennas, ii) BER performance that increases with the increase
of the number of transmit antennas, and iii) a large reduction
in computational complexity compared to SMX. Thus, we
believe that SM–SD is an ideal candidate for large scale
MIMO systems.
APPENDIX
PROOF OF THE INTERVALS (18), (19)
Proof:
1) First (17) can be thought of as an inequality,
R2 ≥ {‖y¯ − H¯x¯ℓ,s‖2F} (48)
Then add ϕx¯Hℓ,sx¯ℓ,s to both sides of (48) to get (49),
where G¯ = H¯HH¯ + ϕI¯Nt is a (2Nt × 2Nt) positive
definite matrix, with a Cholesky factorisation defined as
G¯ = D¯HD¯, where D¯ is a (2Nt×2Nt) upper triangular
matrix.
Now by defining ρ¯ = G¯−1H¯Hy¯, and adding ρ¯ ¯DHDρ¯
to both sides of (49), it can be re–written as,
R2ϕ ≥
{‖z¯− D¯x¯ℓ,s‖2F}
≥
2Nt∑
i=1

z¯i − 2Nt∑
j=i
D¯i,jx¯ℓ,s (j)


2
(50)
where, z¯ = D¯ρ¯ and,
R2ϕ = R
2 + ϕx¯Tℓ,sx¯ℓ,s + y¯
TH¯ρ¯− y¯Ty¯ (51)
ϕ =
{
σ2n Nt > Nr
0 Nt ≤ Nr (52)
For simplicity, in this paper we assume R2ϕ = R2.
R2 + ϕx¯Hℓ,sx¯ℓ,s ≥
{‖y¯ − H¯x¯ℓ,s‖2F + ϕx¯Hℓ,sx¯ℓ,s}
≥ {y¯H y¯ − y¯HH¯x¯ℓ,s + x¯Hℓ,sH¯H y¯ + x¯Hℓ,sG¯x¯ℓ,s} (49)
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2) Second, we note a necessary condition that the points
of the transmit search space need to satisfy to belong to
the subset ΘR is (for all i = 1, 2, . . . , 2Nt):
R2 ≥

z¯i − 2Nt∑
j=i
D¯i,j x¯ℓ,s (j)


2
(53)
which is a condition similar to conventional SD algo-
rithms [31].
3) We need to take into account that in SM only a
single antenna is active at any time instance. In the
equivalent real–valued signal model in (10), this is
equivalent to having only two, out of 2Nt, non–zero
entries in the signal vectors x¯ℓt,st and x¯ℓ,s, respectively.
By taking this remark into account, it follows that:
a) if i = Nt + 1, Nt + 2, . . . , 2Nt, then only the
imaginary part of x¯ℓ,s plays a role in (53), and, thus,
only one entry x¯ℓ,s(ℓ+Nt) can be non–zero; and b)
if i = 1, 2, . . . , Nt, then both real and imaginary parts
of x¯ℓ,s play a role in (53), and, thus, only two entries
x¯ℓ,s(ℓ), x¯ℓ,s(ℓ+Nt) can be non–zero. The considera-
tions in a) and b) lead to the intervals in (18) and (19),
respectively, which are directly obtained by solving the
inequality in (53).

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