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a b s t r a c t
In a recent paper, Eichler (2008) [11] considered a class of non- and semiparametric
hypotheses in multivariate stationary processes, which are characterized by a functional
of the spectral density matrix. The corresponding statistics are obtained using kernel
estimates for the spectral distribution and are asymptotically normally distributed under
the null hypothesis and local alternatives. In this paper, we derive the asymptotic
properties of these test statistics under fixed alternatives. In particular, we also showweak
convergence but with a different rate compared to the null hypothesis. We also discuss
potential statistical applications of the asymptotic theory by means of a small simulation
study.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we investigate hypotheses about the second order properties of a multivariate d-dimensional stationary
time series {Xt}t∈Z, which can be expressed in terms of functionals of its spectral density matrix f = (fij)i,j=1,...,d. This
problem has been investigated by numerous authors replacing the unknown density in the functional by a corresponding
nonparametric estimate (see [18,19,14] or [8,7] among others). Recently, Eichler [11] proposed a test for a very large class
of hypotheses of the form
H0 :
∫ π
−π
‖Ψ (f (λ), λ)‖2dλ = 0 vs. H1 :
∫ π
−π
‖Ψ (f (λ), λ)‖2dλ ≠ 0, (1.1)
where Ψ : Cd×d × [−π, π] → Cr is a functional characterizing the null hypothesis by the property Ψ (f (λ), λ) ≡ 0 a.e. on
Π = [−π, π] and ‖ · ‖ denotes the Euclidean norm on Cr . Typical examples include
Ψ (f (λ), λ) =
 f11(λ)
1
d
m∑
i=1
fii(λ)
− 1, . . . , fdd(λ)
1
d
m∑
i=1
fii(λ)
− 1
 (1.2)
corresponding to the comparison of the diagonal elements or the null hypothesis H0 : f11 = · · · = fdd, and the problem
of testing if the components XAt and X
B
t of the series {Xt}t∈Z = {(XAt ,XBt )}t∈Z are uncorrelated, which corresponds to the
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spectral coherence
Ψ (f (λ), λ) =

fij(λ)
fii(λ)fjj(λ)

i∈{1,...,d1}
j∈{d1+1,...,d}
. (1.3)
Eichler [11] proposed to estimate the spectral density matrix f by a kernel estimate, say fˆ and showed weak convergence of
an appropriately standardized version of the statistic
ST (Ψ ) =
∫ π
−π
‖Ψ (fˆ (λ), λ)‖2dλ (1.4)
under the null hypothesis and local alternatives.
The purpose of the present paper is to provide some more insight in the asymptotic properties of the statistic ST (Ψ ).
Eichler [11] proved convergence in probability of ST (Ψ ). For a special case of ST (Ψ ) corresponding to the comparison of two
spectral densities Dette and Paparoditis [7] showed weak convergence under fixed alternatives. In the present paper we
study the asymptotic properties of the statistic ST (Ψ ) for the general class of functionals Ψ investigated by Eichler [11] in
this situation. In particular wewill showweak convergence of a standardized version of ST (Ψ ) to a normal distribution with
a different rate of convergence compared to the null hypothesis. These results can be used for the construction of confidence
intervals for the measure∫ π
−π
‖Ψ (f (λ), λ)‖2dλ
and for testing precise hypothesis regarding this quantity (see [1]). In Section 2we briefly review the approach of Eichler [11]
and state the necessary assumptions for our results, which are given in Section 3. In Section 4 we present two examples
illustrating our approach, and investigate the finite sample properties of two statistical applications. Finally, all technical
details are deferred to an Appendix.
2. Preliminaries
Let {Xt}t∈Z denote a centered d-dimensional stationary process. For amatrix A define A∗ = AT as the complex conjugated
and transposed matrix A. Let
I(λ) = (2πT )−1d(λ)d∗(λ) (2.1)
d(λ) =
T−
t=1
Xte−iλt (2.2)
denote the periodogram. Then the spectral density matrix f can be estimated by
fˆ (λ) = 2π
T
−
k
Kb(λ− λk)I(λk), (2.3)
where K denotes a kernel function, Kb(λ) = K(λ/b)/b, b is a bandwidth converging to 0 with increasing sample size and
λk = 2πk/T (k = −⌊(n − 1)/2⌋, . . . , ⌊n/2⌋) denote the Fourier frequencies. Following Eichler [11] we assume that the
bandwidth satisfies b ∼ T−ν for some 2/9 < ν < 1/2 and that the kernel K is a symmetric, bounded and Lipschitz
continuous density. Finally, we assume that the function Ψ is defined on D × [−π, π], where D ⊂ Cd×d is an open set
containing the set {f (λ) | λ ∈ [−π, π]}. Throughout this paper we use the notationΠ = [−π, π] and require the following
assumptions for our asymptotic results:
(i) Ψ (Z, λ) is holomorphic with respect to the variable Z .
(ii) Ψ (Z, λ) and its first derivative with respect z = vec(Z)
Dz(Ψ (Z, λ)) = ∂Ψ (Z, λ)
∂zT
are piecewise Lipschitz continuous with respect to λ ∈ Π = [−π, π].
(iii) There exists a constant ρ such that the closed ball
Bρ,λ = {Z ∈ Cd×d : ‖f (λ)− Z‖ ≤ ρ}
is contained in D for all λ ∈ Π , and such that
sup
λ∈Π
sup
Z∈Bρ,λ
‖Ψ (Z, λ)‖ <∞.
(iv) 0 <

Π
‖Dz(Ψ (f (λ), λ))‖dλ <∞.
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We additionally assume that the process {Xt}t∈Z satisfies for all j = 1, . . . , k− 1 and a1, . . . , ak ∈ {1, . . . , d} the condition−
u1,...,uk−1∈Z
(1+ |uj|2)|ca1,...,ak(u1, . . . , uk−1)| <∞ (2.4)
where
ca1,...,ak(t1, . . . , tk−1) = cum(Xt1a1 , . . . , Xtk−1ak−1 , X0ak) (2.5)
denotes the cumulant of the random variables Xt1a1 , . . . , Xtk−1ak−1 , X0ak and Xta is the a-th component of the vector Xt (t ∈
Z, a = 1, . . . , d). Eichler [11] showed that under the null hypothesis a centered and standardized version of the statistic
ST (Ψ ) is asymptotically normally distributed, that is
b1/2TST (Ψ )− b−1/2µ⇒ N(0, σ 2),
where the terms µ and σ 2 are given by
µ =
∫
K 2(u)du
∫
Π
tr[ΓΨ (λ)(f (λ)T ⊗ f (λ))]dλ
σ 2 = (2π)3
∫
Π
(K ∗ K)2(λ)dλ
∫
Π
tr[ΓΨ (λ)(f T (λ)⊗ f (λ)){ΓΨ (λ)+ Γ˜Ψ (−λ)
+Γ TΨ (−λ)+ Γ˜Ψ T (λ)}(f (λ)T ⊗ f (λ))]dλ,
respectively. Here ΓΨ (λ) = DZ (Ψ (f (λ), λ))∗DZ (Ψ (f (λ), λ)), K ∗ K denotes the convolution of the kernel K with itself and
the matrix Γ˜ is given by
Γ˜Ψ (λ) = KddΓΨ (λ)Kdd, (2.6)
Kdd denotes the commutation matrix, i.e.
Kdd =
d−
i,j=1
(eieTj ⊗ ejeTi ), (2.7)
and ei ∈ Cd is the ith unit vector (i = 1, . . . , d). Note that Eichler [11] considered also the case of a tapered periodogram, but
for the sake of a transparent notation we restrict ourselves to the periodogram of the form (2.1) and (2.2). From this result
a simple test for the hypothesis (1.1) can be derived by rejecting the null hypothesis whenever
ST (Ψ ) > (bT )−1µˆ+ σˆu1−α(b1/2T )−1 (2.8)
where µˆ and σˆ 2 are appropriate estimates of the asymptotic bias and variance, respectively, and u1−α is the (1−α) quantile
of the standard normal distribution (see [11] for details and examples). In the following section we investigate the weak
convergence of the statistic ST (Ψ ) under fixed alternatives.
3. Weak convergence under the alternative
Note that the statistic ST (Ψ ) converges to
M2 =
∫ π
−π
‖Ψ (f (λ), λ)‖2dλ ≥ 0 (3.1)
which is positive if and only if the null hypothesis is not satisfied. Consequently it follows that the test defined by (2.8) is
consistent. We now investigate the asymptotic distribution of ST (Ψ ) under the alternative.
Throughout this paper we define for a non-negative definite matrix F ∈ Ck×k a semi-norm on Ck by ‖x‖F = (x∗Fx)1/2,
the symbolH⇒ denotes weak convergence and ⟨x, y⟩ = xTy is the common inner product of the vectors x, y ∈ Ck.
Theorem 3.1. If the assumption of Section 2 are satisfied and M2 > 0, then
√
T (ST (Ψ )−M2 − bb)⇒ N(0, τ 2), (3.2)
where
bb = 2
∫
Π
∫
Π
Re⟨Ψ (f (λ), λ);DZΨ (f (λ), λ)(Kb(λ− x)vec(f (x))− vec(f (λ)))⟩dxdλ
τ 2 = 4π
∫
Π
Re

Ψ (f (x), x)TDZΨ (f (x), x)(Kdd · (f (x)⊗ f (x))+ (f (x)⊗ f (x)))DZ
×Ψ (f (x), x)TΨ (f (x), x)

dx+ 4π
∫
Π
Re

Ψ (f (x), x)TDZΨ (f (x), x)
× (Kdd · (f (x)⊗ f (x))+ (f (x)⊗ f (x)))DZΨ (f (x), x)TΨ (f (x), x)

dx+ A
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and
A = 2
∫
Π2

Re(Ψ (f (x), x)∗DZΨ (f (x), x) · F 1 · (DZΨ (f (y), y))TΨ (f (y), y))
+ Re(Ψ (f (x), x)∗DZΨ (f (x), x) · F 2 · DZΨ (f (y), y)∗Ψ (f (y), y))

dx dy. (3.3)
Here F 1, F 2 ∈ Cd2×d2 denote the matrices containing the fourth order spectra, where for i, j, k, l ∈ {1, . . . , d} the entries in the
matrices F 1, F 2 in the position (p, q) = ((i− 1)d+ j, (k− 1)d+ l) are given by
F 1pq = 2π fjikl(λr ,−λr ,−λs),
F 2pq = 2π fijkl(λr ,−λr ,−λs),
respectively.
Remark 3.2. The proof of Theorem 3.1 is complicated and therefore deferred to the Appendix. However the basic idea is
easily explained. We will prove in Appendix that the stochastic expansion
S˜T = ST (Ψ )−M2
= 2
∫
Π
Re⟨Ψ (f (λ), λ);DZΨ (f (λ), λ)vec(fˆ (λ)− f (λ))⟩ dλ+ OP((bT )−1) (3.4)
is valid under fixed alternativesM2 > 0 and the null hypothesisM2 = 0. In the latter case we have Ψ ≡ 0 and ST (Ψ ) is of
order OP((bT )−1). On the other hand the variance of the first term in (3.4) is of order O(1/
√
T ) and therefore dominates the
asymptotic behavior of S˜T wheneverM2 > 0.
Remark 3.3. Adetailed discussion about the use of Theorem3.1 can be found in [7] andweonly brieflymention the potential
statistical applications here. Some examples including a study of the finite sample properties can be found in the following
section.
(1) It follows from Theorem 3.1 that the power of the test (2.8) can be approximated by
P(H0 rejected | H1 is true) ≈ 1− Φ

−√T (M2 + bb)/τ + (b−1/2µ+ σu1−α)/τ
√
Tb

.
(2) From Theorem 3.1 we obtain an upper (asymptotic) (1− α) confidence bound for the parameterM2, that is
ST (Ψ )− bb + τˆu1−α√
T
(3.5)
where τˆ 2 is an appropriate (consistent) estimator of the asymptotic variance given in Theorem 3.1. Such an estimator is
obtained, for instance, if f is replaced by its kernel estimator fˆ .
(3) The results of Theorem 3.1 can be used for testing the so called precise hypotheses (see [1])
H0 : M2 > ε versus H1 : M2 ≤ ε, (3.6)
where M2 is the measure defined by (3.1) and ε > 0 is a prespecified constant for which the statistician agrees to
analyze the data under the null hypothesis. This formulation of the hypothesis reflects the fact that in applications
second order behavior of the d time series will usually never be precisely specified by the identityM2 = 0 and the more
realistic question in this context is, if the null hypothesis is approximately satisfied. An asymptotic level α test for the
hypothesis (3.6) is obtained by rejecting the null hypothesis, whenever
√
T (ST (Ψ ) − ε − bb) < τˆuα . We finally note
that an asymptotic level α test for the hypotheses
H0 : M2 ≤ ε versus H1 : M2 > ε, (3.7)
can be obtained by similar arguments.
4. Examples
In this section we illustrate Theorem 3.1 in two examples, the problem of testing for ‘‘no-correlation’’ and the problem
of comparing the spectral densities of the components of the d-dimensional time series. In particular we study the finite
sample properties of the asymptotic confidence intervals and the test for the hypothesis of the form (3.6). Throughout this
section we assume that {Xt}t∈Z has a linear representation of the form
Xt = (Xt1, Xt2, . . . , Xtd)T =
∞−
j=−∞
Ajϵt−j t ∈ Z
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Table 1
Estimated coverage probabilities of the asymptotic 95% and 90% confidence interval (3.5) for the
quantity (4.4) which measures the deviation from the null hypothesis of equal spectral curves.
T α X1 X2
α = 0.5 α = 0.6 β1 = 0.1 β1 = 0.3
β = 0.5 β = −0.4 β2 = 0.5 β2 = −0.3
512 0.05 0.972 0.961 0.959 0.936
0.1 0.932 0.920 0.929 0.886
1024 0.05 0.969 0.967 0.955 0.944
0.1 0.936 0.925 0.913 0.909
2048 0.05 0.959 0.970 0.951 0.947
0.1 0.912 0.922 0.898 0.889
and the random variables ϵt are normally distributed and real valued. Otherwise a corresponding term reflecting the
dependence on cumulants of order 4 has to be added (see Theorem 3.1).
4.1. Comparing spectral densities
The problem of comparing spectral densities has also found considerable attention in the literature. (See e.g. [5,6,16]
or [9] among others). Recently Dette and Paparoditis [7] considered the case d = 2 and proposed to base a test for the
hypothesis H0 : f11 = · · · = fdd on the statistic ST (Ψ )with the functional (1.2). This yields
DZΨ (f (λ), λ) = d
d∑
i=1
fii(λ)
2

d−
i=2
fii(λ) 0 · · · 0 −f11(λ) 0 · · · −f11(λ)
−f22(λ) 0 · · · 0
d−
i=1
i≠2
fii(λ) 0 · · · −f22(λ)
...
...
−fdd(λ) 0 · · · 0 −fdd(λ) 0 · · ·
d−1
i=1
fii(λ)

,
and by a straightforward but tedious calculation we obtain for the quantitiesM2, bb and τ 2 in Theorem 3.1
M2 =
∫
Π
d2
d∑
i=1
f 2ii (λ)− d

d∑
i=1
fii(λ)
2

d∑
i=1
fii(λ)
2 dx
bb = 2d
∫
Π2
Kb(λ− x)
d∑
i=1

dfii(λ)−
d∑
j=1
fjj(λ)

d∑
j=1
[fii(x)fjj(λ)− fii(λ)fjj(x)]


d∑
i=1
fii(λ)
3 dλdx
τ 2 = 32d4π
∫
Π
d∑
a,c,i,j=1
(faa(λ)− fii(λ))fii(λ)(fcc(λ)− fjj(λ))fjj(λ)|fac(λ)|2
d∑
i=1
fii(λ)
6 dλ. (4.1)
Note that in the case d = 2 this result does not coincide with the corresponding statement in [7] and that there is minor
error in this reference, because these authors did not use a correct expansion of Cov[eTr I(λi)er , eTs I(λj)es] (compare the
representation on page 854 in [7] with Proposition 11.7.3 in [4] or formula (A.6) in Appendix of this paper).
It is of interest to compare the quality of the approximation by the limit distribution in Theorem 3.1. For this purpose we
present a small simulation studywherewe consider exemplarily two of the statistical applicationsmentioned in Remark 3.3.
All reported simulation results presented in this and the following section are based on 1000 replications and sample
sizes T = 512, 1024, 2048. We begin with an investigation of the accuracy of the coverage probability of the asymptotic
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Table 2
Simulated rejection probabilities of the test for the precise hypotheses (3.6) in the example of comparing
spectral densities. The data were generated according to the process (4.3), β1 = 0.1, β2 ∈ [0.2, 0.5].
T α M2 = 1 M2 = 0.57 M2 = 0.5 M2 = 0.4 M2 = 0.25 M2 = 0.06
512 0.05 0.001 0.016 0.021 0.065 0.224 0.745
0.1 0.001 0.026 0.047 0.106 0.342 0.827
1024 0.05 0.000 0.012 0.030 0.114 0.449 0.980
0.1 0.000 0.021 0.052 0.175 0.580 0.991
2048 0.05 0.000 0.007 0.033 0.197 0.773 1.000
0.1 0.000 0.017 0.065 0.303 0.864 1.000
confidence interval for the distance defined by (1.2) between two spectral densities of a bivariate time series. For this purpose
we consider two examples, i.e.
X1t =

εt
αε˜t + βεt−1

(4.2)
X2t =

εt − β1εt−1
ε˜t − β2ε˜t−1

, (4.3)
where {ϵt}t∈Z and {ϵ˜t}t∈Z are two independent Gaussian white noise processes with variance 1. In Table 1 we display
the simulated coverage probability of the asymptotic confidence interval (3.5) for different values of α, β, β1 and β2. The
nonparametric estimator involved in the estimation is calculated by using the Parzen kernel, where bandwidths b are
chosen as 0.05, 0.04 and 0.035 corresponding to the sample sizes T = 512, 1024 and 2048, respectively. The variance was
estimated by
τˆ 2 = 512π
∫
Π
(fˆ11(λ)− fˆ22(λ))2(fˆ11(λ)fˆ22(λ)− |fˆ12(λ)|2)fˆ11(λ)fˆ22(λ)
(fˆ11(λ)+ fˆ22(λ))6
dλ
which is obtained as a plug-in estimate from (4.1) with the kernel estimate (2.3). Although the problem of constructing
confidence intervals for the measure
M2 = 2
∫ π
−π

f11(λ)− f22(λ)
f11(λ)+ f22(λ)
2
dλ (4.4)
of deviation from the hypothesis of equal spectral densities is difficult, we observe reasonable coverage probabilities. In
nearly all cases the coverage probability is slightly larger than the nominal level.
In the next example we investigate the performance of the test for the precise hypotheses (3.6) defined in Remark 3.3(3).
We investigated the null hypothesis H0 : M2 > 0.5 for the process X2t defined in (4.3) with β1 = 0.1 and β2 ∈ [0.2; 0.5],
such that the quantity M2 defined in (4.4) varies between 0.06 and 1. Table 2 shows the simulated rejection probabilities
of the test where the bandwidths are chosen in the same way as for the construction of confidence intervals. We observe
that the test (for the given choice of bandwidths) is conservative. On the other hand alternatives of the formM2 < 0.5 are
detected with reasonable probabilities.
4.2. Testing for no correlation
The problem of testing for no correlation between XAt = (Xt1, . . . , Xtd1) and XBt = (Xtd1+1, . . . , Xtd) of the real valued
d-dimensional stationary process {Xt}t∈Z with d = d1 + d2 has been considered in the context of ARMA processes by El
Himdi and Roy [12], Hallin and Saidi [13], Bouhaddioui and Roy [2], Saidi [15] and by Eichler [11] for general multivariate
stationary processes using the functional (1.3). In this case we have

DZΨ (f (λ), λ)T

ab =

− fij(λ)
2

fii(λ)3fjj(λ)
if a = (i− 1)d+ i and b = (i− 1)d2 + j
1
fii(λ)fjj(λ)
if a = (i− 1)d+ j and b = (i− 1)d2 + j
− fij(λ)
2

fii(λ)fjj(λ)3
if a = (j− 1)d+ j and b = (i− 1)d2 + j
0 else
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which yields for the constants in Theorem 3.1
M2 =
d1−
i=1
d−
j=d1+1
∫
Π
|fij(λ)|2
fii(λ)fjj(λ)
dλ
bb =
d1−
i=1
d−
j=d1+1
∫
Π
∫
Π
Kb(λ− x)
fii(λ)fjj(λ)

2Re(fij(λ)fij(x))− |fij(λ)|2

fii(x)
fii(λ)
+ fjj(x)
fjj(λ)

dx dλ
τ 2 = 4π
∫
Π
d−
a,b,c,e=1
Re

(gab(λ)gce(λ)+ gab(λ)gce(λ))(fae(λ)fcb(λ)+ fac(λ)feb(λ))

dλ,
where gi(λ) is defined as
gab(λ) =

−
d−
c=d1+1
|fac(λ)|2
2f 2aa(λ)fcc(λ)
if a = b ∈ {1, . . . , d1}
−
d1−
c=1
|fca(λ)|2
2f 2aa(λ)fcc(λ)
if a = b ∈ {d1 + 1, . . . , d}
fba(λ)
faa(λ)fbb(λ)
if a ∈ {d1 + 1, . . . , d} b ∈ {1, . . . , d1}
0 else.
If we are interested whether the i and jth component of Xt are uncorrelated the function Ψ is given by
Ψ (f (λ), λ) = fij(λ)
fii(λ)fjj(λ)
and the terms bb and τ 2 reduce to
bb =
∫
Π
∫
Π
Kb(λ− x)
fii(λ)fjj(λ)

2Re(fij(λ)fij(x))− |fij(λ)|2

fii(x)
fii(λ)
+ fjj(x)
fjj(λ)

dx dλ
and
τ 2 = 2π
∫
Π
|f12(λ)|2((|f12(λ)|2 − f11(λ)f22(λ))2)
(f11(λ)f22(λ))3
+ (Re(f12(λ)))
2(f11(λ)f22(λ)− |f12(λ)|2)
(f11(λ)f22(λ))2
dλ (4.5)
respectively.
As in Section 4.1 we study the accuracy of the approximations obtained from the asymptotic result in the examples of
constructing asymptotic confidence intervals and testing for precise hypotheses for the measure
M2 =
∫ π
−π

|f12(λ)|2
f11(λ)f22(λ)
2
dλ. (4.6)
We considered the time series defined in (4.2) which corresponds to no correlation and a further series given by
X3t =

εt
0.8X2t−1,2 + ε˜t

, (4.7)
where ((ϵt , ϵ˜t))t∈Z is a two dimensional Gaussian white noise process with variances 1 and correlation Cov(ϵt , ϵ˜t) = ρ. We
first investigate the coverage probability of the (1−α) asymptotic confidence interval (3.5) for the processes defined in (4.2)
and (4.7) with different values of the parameters α, β and ρ. The results are displayed in Table 3, where the bandwidths
are chosen as 0.08, 0.06, 0.05. The estimate of the variance is again obtained by plug-in from (4.5). We observe that in three
cases the coverage probability is very well approximated, where in the two other cases it is underestimated. These scenarios
correspond to a relatively high value ofM2, where a smaller bandwidth would be more appropriate. For example, if we use
the bandwidths b = 0.05, b = 0.04 and b = 0.035 we obtain for the 95% confidence interval for the process (4.2) with
α = 0.6, β = −0.4 the coverage probabilities 0.967, 0.961 and 0.954. Note that sensitivity with respect to the choice of
the bandwidth in the test (2.8) for the null hypothesis H0 : M2 = 0 was also observed by Eichler [10]. However, under the
alternative this dependence seems to be less severe.
Finally, in Table 4 we show the rejection probabilities of the test for precise hypotheses (3.6) regarding the measure
defined in (4.6) where ϵ = 1 and the parameters in the bivariate time series X1t are given by α = 1 and β ∈ [0.3; 0.5].
The remaining setting is chosen as before where the bandwidth takes the values 0.08, 0.06, 0.05. We observe reasonable
rejection probabilities under the alternativeM2 ≤ 1 and a good approximation of the nominal level at the boundary of the
hypothesesM2 = 1.
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Table 3
Estimated coverage probabilities of the asymptotic 95% and 90% confidence interval (3.5) for the quantity (4.6) which
measures the deviation from the null hypothesis of no correlation.
T α X1 X3
α = 1 α = 0.6 α = 1 ρ = 0.5 ρ = 0.3
β = −0.5 β = −0.4 β = 0.435
M2 = 1.26 M2 = 1.93 M2 = 1 M2 = 1.57 M2 = 0.57
512 0.05 0.939 0.920 0.949 0.920 0.961
0.1 0.892 0.841 0.909 0.845 0.932
1024 0.05 0.950 0.931 0.949 0.897 0.974
0.1 0.916 0.867 0.899 0.803 0.942
2048 0.05 0.942 0.932 0.957 0.919 0.958
0.1 0.895 0.856 0.906 0.830 0.917
Table 4
Simulated rejection probabilities of the test for the precise hypotheses (3.6) regarding the measure (4.6). The data were
generated according to the process (4.2), α = 1, β ∈ [0.3, 0.5].
T α M2 = 1.26 M2 = 1.06 M2 = 1 M2 = 0.87 M2 = 0.69 M2 = 0.52
512 0.05 0.001 0.026 0.051 0.181 0.508 0.867
0.1 0.004 0.047 0.091 0.304 0.659 0.935
1024 0.05 0.000 0.008 0.051 0.258 0.775 0.966
0.1 0.001 0.024 0.101 0.396 0.868 0.997
2048 0.05 0.000 0.013 0.048 0.407 0.973 1.000
0.1 0.001 0.032 0.095 0.559 0.984 1.000
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Appendix. Proof of Theorem 3.1
We will show at the end of this proof that the stochastic expansion
S˜T = ST (Ψ )−M2
= 2
∫
Π
Re⟨Ψ (f (λ), λ);DZΨ (f (λ), λ)vec(fˆ (λ)− f (λ))⟩ dλ+ OP((bT )−1) (A.1)
is valid. Next we use a decomposition of the dominating term in (A.1)
2
√
T
∫
Π
Re⟨Ψ (f (λ), λ); (DZΨ (f (λ), λ)vec(fˆ (λ)− f (λ)))⟩dλ = B1T + B2T ,
where the terms B1T and B2T are defined by
B1T = 2
√
T
∫
Π
Re

Ψ (f (λ), λ);DZΨ (f (λ), λ)vec
−
k
2π
T
Kb(λ− λk)(IT (λk)− f (λk))

dλ, (A.2)
B2T = 2
√
T
∫
Π
Re

Ψ (f (λ), λ);DZΨ (f (λ), λ)vec
−
k
2π
T
Kb(λ− λk)(f (λk)− f (λ))

dλ, (A.3)
respectively. A standard calculation shows
B2T = 4π√
T
−
k
∫
Π
Re⟨Ψ (f (λ), λ);DZΨ (f (λ), λ)(Kb(λ− λk)vec(f (λk))− vec(f (λ)))⟩dλ
= 2√T
∫
Π
∫
Π
Re⟨Ψ (f (λ), λ);DZΨ (f (λ), λ)(Kb(λ− x)vec(f (x))− vec(f (λ)))⟩dxdλ(1+ o(1))
= √Tbb(1+ o(1)).
From these estimates we have√
T (ST (Ψ )−M2 − bb) = B1T + op(1) (A.4)
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and the assertion follows if the weak convergence
B1T ⇒ N(0; τ 2) (A.5)
can be established. For this purpose we note that it follows from the product theorem and Lemma 4.3.2 of Brillinger [3]
Cov(Iij(λr), Ikl(λs)) = 1
(2πHT2 (0))2

(2π)3HT4 (0)fijkl(λr ,−λr ,−λs)+ (2π)2HT2 (λr + λs)HT2 (−(λr + λs))
× fil(λr)fkj(−λs)+ (2π)2HT2 (λr − λs)HT2 (−(λr − λs))fik(λr)flj(λr)+ O(1)

(A.6)
where fijkl(λr ,−λr ,−λs) denotes the fourth order spectra. By standard calculations we get
Cov(vec(I(λk)); vec(I(λk))) = (Kdd · f (λk)⊗ f (λk)) · (1+ o(1)) (A.7)
Cov(vec(I(λk)); vec(I(λk))) = (f (λk)⊗ f (λk)) · (1+ o(1)) (A.8)
Cov(vec(I(λk)); vec(I(λk))) = (f (λk)⊗ f (λk)) · (1+ o(1)) (A.9)
Cov(vec(I(λk)); vec(I(λk))) = (Kdd · f (λk)⊗ f (λk)) · (1+ o(1)) (A.10)
uniformly with respect to λk ≠ 0, π . Obviously, we have E[I(λk)] = f (λk)(1+ o(1)), which yields
E[B1T ] = o(1), (A.11)
and for the calculation of the second moment we use the decomposition
E(B21,T ) = R1 + R2 (A.12)
with
R1 = 16π
2
T
E
−
k=±l
∫
Π
∫
Π
Kb(λ− λk)Kb(µ− λk)Re⟨Ψ (f (λ), λ);DZΨ (f (λ), λ)vec(In(λk)− f (λk))⟩
× Re⟨Ψ (f (µ), µ);DZΨ (f (µ), µ)vec(In(λk)− f (λk))⟩dλdµ

(A.13)
R2 = 16π
2
T
E
−
k≠±l
∫
Π
∫
Π
Kb(λ− λk)Kb(µ− λl)Re⟨Ψ (f (λ), λ);DZΨ (f (λ), λ)vec(In(λk)− f (λk))⟩
× Re⟨Ψ (f (µ), µ);DZΨ (f (µ), µ)vec(In(λl)− f (λl))⟩dλdµ

. (A.14)
Observing (A.7)–(A.10) we obtain by standard calculations for the first term
R1 =

2π
∫
Π
∫
Π
∫
Π
Kb(λ− x)Kb(µ− x)Ψ (f (λ), λ)TDZΨ (f (λ), λ)
× (Kdd · (f (x)⊗ f (x))+ (f (x)⊗ f (x)))DZΨ (f (µ), µ)TΨ (f (µ), µ)dλdµdx
+ 2π
∫
Π
∫
Π
∫
Π
Kb(λ− x)Kb(µ− x)Ψ (f (λ), λ)TDZΨ (f (λ), λ)
× (Kdd · (f (x)⊗ f (x))+ (f (x)⊗ f (x)))(DZΨ (f (µ), µ))TΨ (f (µ), µ)dλdµdx
+ 2π
∫
Π
∫
Π
∫
Π
Kb(λ− x)Kb(µ− x)Ψ (f (λ), λ)TDZΨ (f (λ), λ)
× (Kdd · (f (x)⊗ f (x))+ (f (x)⊗ f (x)))DZΨ (f (µ), µ)TΨ (f (µ), µ)dλdµdx
+ 2π
∫
Π
∫
Π
∫
Π
Kb(λ− x)Kb(µ− x)Ψ (f (λ), λ)TDZΨ (f (λ), λ)
× (Kdd · (f (x)⊗ f (x))+ (f (x)⊗ f (x)))(DZΨ (f (µ), µ))TΨ (f (µ), µ)dλdµdx

· (1+ o(1))
=

4π
∫
Π
Re

Ψ (f (x), x)TDZΨ (f (x), x)(Kdd · (f (x)⊗ f (x))+ (f (x)⊗ f (x)))DZ
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×Ψ (f (x), x)TΨ (f (x), x)

dx+ 4π
∫
Π
Re

Ψ (f (x), x)TDZΨ (f (x), x)
× (Kdd · (f (x)⊗ f (x))+ (f (x)⊗ f (x)))DZΨ (f (x), x)TΨ (f (x), x)

dx

· (1+ o(1)). (A.15)
Next we investigate the term R2 in (A.12) for which we obtain with (A.6) and the estimates (k ≠ ±l)
E(vec(In(λk)− f (λk))vec(In(λl)− f (λl))T ) = F
1
T
(1+ o(1))
E(vec(In(λk)− f (λk))vec(In(λl)− f (λl))∗) = F
1
T
(1+ o(1))
E(vec(In(λk)− f (λk))vec(In(λl)− f (λl))T ) = F
2
T
(1+ o(1))
E(vec(In(λk)− f (λk))vec(In(λl)− f (λl))∗) = F
2
T
(1+ o(1))
where for i, j, k, l ∈ {1, . . . , d} the entries in the matrices F 1, F 2 ∈ Cd2×d2 in the position (p, q) = ((i−1)d+ j, (k−1)d+ l)
are given by
F 1pq = 2π fjikl(λr ,−λr ,−λs),
F 2pq = 2π fijkl(λr ,−λr ,−λs),
respectively. This yields
R2 = 4π
2
T 2
−
k≠±l
∫
Π2
Kb(λ− λk)Kb(µ− λl)Ψ (f (λ), λ)TDZΨ (f (λ), λ) · F 1 · DZΨ (f (µ), µ)∗Ψ (f (µ), µ)dλdµ
+ 4π
2
T 2
−
k≠±l
∫
Π2
Kb(λ− λk)Kb(µ− λl)Ψ (f (λ), λ)TDZΨ (f (λ), λ) · F 2 · (DZΨ (f (µ), µ))t
×Ψ (f (µ), µ)dλdµ+ 4π
2
T 2
−
k≠±l
∫
Π2
Kb(λ− λk)Kb(µ− λl)Ψ (f (λ), λ)∗DZΨ (f (λ), λ) · F 2
×DZΨ (f (µ), µ)∗Ψ (f (µ), µ)dλdµ+ 4π
2
T 2
−
k≠±l
∫
Π2
Kb(λ− λk)Kb(µ− λl)Ψ (f (λ), λ)∗DZΨ (f (λ), λ)
× F 1 · (DZΨ (f (µ), µ))TΨ (f (µ), µ)dλdµ
= 8π
2
T 2
−
k,l
∫
Π2
Kb(λ− λk)Kb(µ− λl)

Re(Ψ (f (λ), λ)∗DZΨ (f (λ), λ · F 1 · (DZΨ (f (µ), µ))T
×Ψ (f (µ), µ)))+ Re(Ψ (f (λ), λ)∗DZΨ (f (λ), λ) · F 2 · DZΨ (f (µ), µ)∗Ψ (f (µ), µ))

dλdµ · (1+ o(1))
= 2
∫
Π4
Kb(λ− x)Kb(µ− y)

Re(Ψ (f (λ), λ)∗DZΨ (f (λ), λ) · F 1 · (DZΨ (f (µ), µ))TΨ (f (µ), µ))
+ Re(Ψ (f (λ), λ)∗DZΨ (f (λ), λ) · F 2 · DZΨ (f (µ), µ)∗Ψ (f (µ), µ))

dλ dµ dx dy · (1+ o(1))
= 2
∫
Π2

Re(Ψ (f (x), x)∗DZΨ (f (x), x) · F 1 · (DZΨ (f (y), y))TΨ (f (y), y))
+ Re(Ψ (f (x), x)∗DZΨ (f (x), x) · F 2 · DZΨ (f (y), y)∗Ψ (f (y), y))

dx dy · (1+ o(1))
= A · (1+ o(1)).
Finally a combination of this result with (A.12) and (A.15) shows
E(B21,T ) =

4π
∫
Π
Re

Ψ (f (x), x)TDZΨ (f (x), x)(Kdd · (f (x)⊗ f (x))+ (f (x)⊗ f (x)))
×DZΨ (f (x), x)TΨ (f (x), x)

dx+ 4π
∫
Π
Re

Ψ (f (x), x)TDZΨ (f (x), x)
× (Kdd · (f (x)⊗ f (x))+ (f (x)⊗ f (x)))DZΨ (f (x), x)TΨ (f (x), x)

dx+ A

· (1+ o(1)).
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The results (A.11) and (A.16) show that the first two moments of B1T converge to the first two moments of the normal
distribution specified in Theorem 3.1. Next we show that all cumulants of order r ≥ 3 vanish asymptotically, that is
cumr(B1T ) = o(1) for all r ≥ 3, (A.16)
which implies the desired weak convergence. For this purpose we introduce the notation
Ωi(λ) = (Ψ (f (λ), λ)TDZΨ (f (λ), λ))i (A.17)
for the ith component of the vector (Ψ (f (λ), λ)TDZΨ (f (λ), λ)) and note that
cumr(B1T ) = cumr

2
√
T
∫
Π
∫
Π
Kb(λ− α)Re⟨Ψ (f (λ), λ);DZψ(f (λ), λ)vec(In(α)− f (α))⟩dλdα

× (1+ o(1))
= cumr
√
T
∫
Π2
Kb(λ− α)
d−
k,l=1
(Ω(l−1)·d+k(λ)+Ω(k−1)·d+l(λ))(Ikl(α)− fkl(α))dλdα

· (1+ o(1))
=

1
2π
√
T
r d−
a11a12...ar2=1
∫
Π2r
r∏
i=1
Kb(λi − αi)(Ω(ai2−1)·d+ai1(λi)+Ω(ai1−1)·d+ai2(λi))
× cum

da11(α1)da12(−α1), . . . , dar1(αr)dar2(−αr)

dλ1 . . . dλrdα1 . . . dαr

· (1+ o(1)).
Now the product theorem for cumulants (see [3]) yields
cumr(B1T ) =

1
2π
√
T
r d−
a11a12...ar2=1
∫
Π2r
r∏
i=1
Kb(λi − αi)

Ω(ai2−1)·d+ai1(λi)+Ω(ai1−1)·d+ai2(λi)

×
−
Q
p∏
k=1
cum

{daij(γi); (i, j) ∈ Qk}

dλ1 . . . dλrdα1 . . . dαr

· (1+ o(1))
where γi = (−1)j−1αi and the summation is performed with respect to all indecomposable partitions Q = {Q1, . . . ,Qp} of
the table
(1, 1) (1, 2)
...
...
(r, 1) (r, 2).
(A.18)
Using the fact
cum{da1(α1), . . . , dak(αk)} = (2π)k−1H(α1 + · · · + αk)fa1...ak(α1, . . . , αk−1)+ O(1)
uniformly with respect to α1, . . . , αk with H(λ) =∑Tt=1 e−iλt and
fa1...ak(α1, . . . , αk−1) = (2π)1−k
∞−
u1=−∞
. . .
∞−
uk−1=−∞
exp

−i

k−1
j=1
αjuj

ca1...ak(u1, . . . , uk−1)
(see Theorem 4.3.2 in [3]) we have
cumr(B1T ) = (G1 + G2 + G3)(1+ o(1)), (A.19)
where the terms G1,G2,G3 in (A.19) are defined as follows:
G1 =

1
2π
√
T
r−
Q 1
d−
a11...ar2=1
∫
Π2r
r∏
k=1
Kb(λi − αi)(Ω(ai2−1)·d+ai1(λi)+Ω(ai1−1)·d+ai2(λi))
× cum

{daij(γi); (i, j) ∈ Q 1k }

dλ1 . . . dλrdα1 . . . dαr

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denotes the sum over all indecomposable partitions Q 1 = {Q1 . . .Qp,Q 11 . . .Q 1y } with p < r and at least one set Q 1i with
only one element. Similarly, we define
G2 =

1
2π
√
T
r−
Q 2
d−
a11...ar2=1
∫
Π2r
r∏
i=1
Kb(λi − αi)(Ω(ai2−1)·d+ai1(λi)+Ω(ai1−1)·d+ai2(λi))
×
p∏
k=1
(2π)pk−1H(γk)faik1,jk1 ,...,aikpk jkpk (γik1 , . . . , γikpk )dλ1 . . . dλrdα1 . . . dαr

as the sum over all indecomposable partitions whose sets contain at least 3 elements (γ k = γik1 + · · · + γikpk ) and
G3 =

1
2π
√
T
r−
Q 3
d−
a11...ar2=1
∫
Π2r
r∏
i=1
Kb(λi − αi)(Ω(ai2−1)·d+ai1(λi)+Ω(ai1−1)·d+ai2(λi))
×
r∏
k=1
cum

daik1 jk1 (γik1), daik2 jk2 (γik2)

dλ1 . . . dλrdα1 . . . dαr

is the sum over all indecomposable partitions whose sets contain exactly 2 elements. Obviously we have G1 = 0 because
each summand contains at least one term of the form cum(daij(γi)). For the term G2 we obtain
|G2| =


1
2π
√
T
r−
Q 2
d−
a11...ar2=1
∫
Π2r
r∏
i=1
Kb(λi − αi)(Ω(lai2−1)·d+ai1(λi)+Ω(ai1−1)·d+ai2(λi))
×

p∏
k=1
(2π)pk−1H(γk)faik1,jk1 ,...,aikpk jkpk (γik1 , . . . , γikpk )

dλ1 . . . dλrdα1 . . . dαr

≤ b
rC
T r/2
−
Q 2
d−
a11...ar2=1
∫
Π2r
r∏
i=1
L1/b(λi − αi)2
p∏
k=1
LT (γk) dλ1 . . . dλrdα1 . . . dαr
≤ C
T r/2
−
Q 2
d−
a11...ar2=1
∫
Π r
p∏
k=1
LT (γk) dα1 . . . dαr
where we have used the inequality |H(λ)| ≤ c · LT (λ)where LT denotes the 2π-periodic function defined by
LT (λ) =

T if |λ| ≤ 1/T
1
|λ| if 1/T < |λ| ≤ π
and the inequality
Kb(λ) ≤ c · b(L1/b(λ))2
for some constant c ∈ R+. Because G2 contains no sets with one element and at least one set with 3 elements we have p < r
and obtain with Lemma 2 in [11] the estimate
|G2| ≤ CT r/2
−
Q 2
d−
a11...ar2=1
∫
Π2
T · log(T )r−2dαin−1dαin ≤
C · log(T )r−2
T r/2−1
. (A.20)
Finally we use again Lemma 2 in [11] and obtain for the term G3
|G3| =


1
2π
√
T
r−
Q 3
d−
a11...ar2=1
∫
Π2r
r∏
i=1
Kb(λi − αi)(Ω(lai2−1)·d+ai1(λi)+Ω(ai1−1)·d+ai2(λi))
×
r∏
k=1
cum

daik1 jk1 (γik1), daik2 jk2 (γik2)

dλ1 . . . dλrdα1 . . . dαr

=


1
2π
√
T
r−
Q 3
d−
a11...ar2=1
∫
Π2r
r∏
i=1
Kb(λi − αi)(Ω(lai2−1)·d+ai1(λi)+Ω(ai1−1)·d+ai2(λi))
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×

r∏
k=1
(2π)2−1H(γk)faik1,jk1 ,aik2 jk2 (γik1 , γik2)

dλ1 . . . dλrdα1 . . . dαr

≤ C
T r/2
−
Q 3
d−
a11...ar2=1
∫
Π r
r∏
k=1
LT (γk)dα1 . . . dαr

≤ C
T r/2
−
Q 3
d−
a11...ar2=1
∫
Π2
LT (αir−1 ± αir )2 log(T )r−2dαir−1dαir

≤ C · log(T )
r−2
T r/2
−
Q 3
d−
a11...ar2=1
∫
Π
∫
Π±αir
LT (αir−1)
2dαir−1dαir

= O

log(T )r−2
T r/2−1

.
A combination of (A.19)–(A.21) yields cumr(B1T ) = o(1), whenever r ≥ 3. This shows (A.4) and the assertion of
Theorem 3.1 follows from (A.3). The proof will now be completed by a proof of the stochastic approximation (A.1).
Proof of (A.1). By means of a Taylor expansion we have
S˜T =
∫
Π
‖vec(fˆ (λ)− f (λ))‖ΓΨ (λ)dλ+
3−
j=0
Cj, (A.21)
where the matrix ΓΨ (λ) is defined by ΓΨ (λ) = DZΨ (f (λ), λ)∗DZΨ (f (λ), λ), we have used the notation
C0 = 2
∫
Π
Re⟨Ψ (f (λ), λ);DZΨ (f (λ), λ)vec(fˆ (λ)− f (λ))⟩dλ
C1 =
∫
Π
‖R(λ)‖2dλ
C2 = 2
∫
Π
Re⟨Ψ (f (λ), λ); R⟩ dλ
C3 = 2
∫
Π
Re⟨(DZΨ (f (λ), λ) · vec(fˆ (λ)− f (λ))); R(λ)⟩ dλ,
and the remainder is given by
R(λ) = Ψ (fˆ (λ), λ)− Ψ (f (λ), λ)− DZΨ (f (λ), λ)vec(fˆ (λ)− f (λ)). (A.22)
We will show exemplarily that C2 = OP((bT )−1) a corresponding result for C1 and C3 can be obtained by similar arguments.
For this purpose note for any η > 0, δ > 0
P2 = P
∫
Π
Re⟨Ψ (f (λ), λ); R(λ)⟩ dλ > η(bT )−1

≤ P
∫
Π
|⟨Ψ (f (λ), λ); R(λ)⟩| dλ > η(bT )−1

= P
∫
Π
‖Ψ (f (λ), λ)‖ · ‖R(λ)‖dλ > η(bT )−1, Aδ

+ P
∫
Π
‖Ψ (f (λ), λ)‖ · ‖R(λ)‖dλ > η(bT )−1, Acδ

where Aδ = {ω|maxλ∈Π ‖fˆ (λ)− f (λ)‖ ≤ δ}. Observing that ‖Ψ (f (λ), λ)‖ is bounded by a constant, say K (see Assumption
(iii) on page 5) it follows
P2 ≤ P

K
∫
Π
‖R(λ)‖ dλ > η(bT )−1, Aδ

+ P(Acδ)
≤ P

K
∫
Π
Cδ‖fˆ (λ)− f (λ)‖l2 dλ > η(bT )−1, Aδ

+ P(Acδ)
where we have used the fact that for any δ > 0 there exists a constant Cδ > 0, such that ‖R(λ)‖ ≤ Cδ‖fˆ (λ) − f (λ)‖2
uniformly with respect to λ ∈ Π , whenever maxλ∈Π |fˆ (λ)− f (λ)| ≤ δ. Therefore an application of the estimate (5) in [11]
and Eq. (6.1.17) in [17] shows that for every ϵ there exists a constant ηϵ such that
P2 = P
∫
Π
Re⟨Ψ (f (λ), λ); R(λ)⟩ dλ > ηϵ(bT )−1

< ϵ
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for sufficiently large T , which yields the estimate C2 = 2

Π
Re⟨Ψ (f (λ), λ); R(λ)⟩dλ = OP((bT )−1). Similar arguments for
the first term in (A.21) and the terms C1 and C3 give
Ci = OP((bT )−1), i = 1, 2, 3 (A.23)∫
Π
‖vec(fˆ (λ)− f (λ))‖ΓΨ (λ)(λ)dλ = OP((bT )−1). (A.24)
Combining (A.21), (A.23) and (A.24) yields the assertion (A.1), which completes the proof of Theorem 3.1. 
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