Abstract. Combining the model of unguided, cotranslational folding of a nascent peptide chain with HP lattice proteins we designed a fast and straightforward folding algorithm. In choosing the search depth that is \looked ahead" at each chain growth step we tradeo conformational search and accuracy against computational demands. We test the performance by folding short sequences with known, unique ground states. We nd a success-rate, large enough to consider cotranslational foldability as a potential evolutionary tness criterion. Characterizing the sequence to structure relation we nd analogies to ground state ensembles: structure tness landscapes are very rugged and there are few frequent and many rare structures. We conclude that our simple folding model is well suited for a realistic approximation of ensemble properties that we consider as crucial to understand the evolutionary dynamics of biopolymers.
Introduction
Both, predicting the structure and understanding folding of proteins are notoriously hard problems. Many theories and concepts were proposed but there is no consensus yet. This is cumbersome, since the ability to determine the structure ab initio (i.e. knowing only the sequence and solvent properties), might help to solve a large number of pharmaceutical and biotechnological problems. Several strongly simpli ed models have therefore been derived during the last decade to investigate the most basic principles that govern protein folding.
Lattice proteins are abstractions of biopolymers: residues are represented at a uni ed size by placing each, but at most one at a time on one bead of a regular lattice. They have become a valuable tool to address basic questions of the sequence to structure relation and foldability 3 of biopolymers. This is due to the easy computational implementation, the precise structure representations and the reduced search space. A comprehensive review of current methods was given by Dill et al. 9 ] and Shakhnovich 27] . Following Dill's ideas we use the subclass of HP-models 16, 9 ] strictly as a model system to investigate speci c questions concerning the sequence to structure relationship and generic properties of biopolymers in general but not as a realistic representation of proteins.
It is commonly assumed that only the sequence determines the unique, \na-tive" structure, that it corresponds to the equilibrium minimum free energy (MFE) state and search space is too large to allow for much randomness in a folding procedure (known as Levinthal's paradox) . One of the most intriguing concepts for reasoning about folding in vivo is known as cotranslational folding. One can easily imagine that folding of a nascent peptide chain starts as soon as the N' terminus is extruded to the lumen and becomes solvent exposed while the C' end is still shielded in the ribosome 4 . Nowadays there is plenty of evidence that this process may indeed play an important role to folding in vivo. These ideas were also supported by the detection of greater structural compactness and stronger homologies of the N' region (see 1, 30, 19] and refs. therein). We think that this view might also be compatible to some concepts of folding in vitro, namely that of a nucleation process of small sub-domains 5 that rapidly propagates along the chain. It is, however, unlikely to be relevant for folding of whole proteins.
The algorithm to be presented here is modeled after this view of folding. It also estimates the need for optimization { expressed by the \look ahead " parameter { such that cotranslational folding successfully yields stable structures. These structures may then be reshaped during evolutionary optimization following other tness criteria. We will nally test the applicability to investigate ensembles large enough to characterize the sequence to structure relation.
Methods

Lattice Proteins
In the class of lattice models under consideration all residues have the same size. The peptide chain is constructed by placing residues sequentially on the beads of a regular lattice. The resulting chain has identical bond lengths and discrete bond angles. We use relative moves for storing and comparing structures: the structure is represented as a self avoiding walk on a regular lattice and the movement of the chain is represented as a sequence of moves where each is encoded relative to the prior. The method is well known (see e.g. 16]); our version has been adapted to apply to any regular lattice (a detailed description will be given 25]). The method has several advantages over representing structures by absolute moves or integer coordinates: 1) lattice independent programming of folding algorithms and structure comparison is simple 2) point mutations are pivot moves 3) concatenation of strings corresponds to elongation of the walks 4) storage requirements are kept small and 5) structures can be compared utilizing classical string comparison methods by de ning gap penalties and edit costs for the exchange of directions 2].
Consider a sequence with n residues S = (s 1 ; s 2 ; ::::; s n ) where s i 2 A, the alphabet of residues and an overall con guration X = (x 1 ; x 2 ; :::::; x n ) on a lattice L. The energy function (e.g. on a square lattice) can be written as the sum of all pairwise inter residue interactions:
E(s i ; s j ) : (1) In the HP model it is assumed that the non speci c hydrophobic force is the dominant contribution to stability and therefore to a large extent determines the 3D structure of the backbone. Heteropolymers are composed from a two letter alphabet A = f H, P g where there is only one stabilizing interaction if, and only if hydrophobic residues (H) are neighbors on the lattice but not along the chain. Polar residues (P) do not explicitly contribute to the overall energy. For contacts of type (HH, HP, PP) the potential then takes the form E = (?1; 0; 0). Several attempts have utilized Monte Carlo techniques for a chain-growth procedure to investigate thermodynamic properties such as transition temperatures 28, 22] . Some of these are based on a look-ahead procedure 13, 20] and aim to generate Boltzmann ensembles of chains with a large fraction of low energy states. Similar \build up" procedures were applied to t models to X-ray structures 23], to construct short peptides in full atom models 33] and for molecular dynamics simulation of a nascent chain 8]. 
Chain Growth Algorithms
We designed versions of a chain growth algorithm (CGA). They are very fast, there is of course a trade-o between accuracy and speed. An example is illustrated in Fig. 1 , pseudo-code notions given in the appendix.
In the following assume a given con guration at the k-th iteration step as a list of relative moves X 1;k = (r 1 ; r 2 ; : : :; r k ); r i 2 R L on a lattice L 6 . After starting with an initial move, all z =ĉ m possible con gurations that can be formed from the search depth m (the \look-ahead parameter") are generated and temporarily appended X l 1;k+m = (X 1;k ; X l k+1;k+m ) = (r 1 ; : : :; r k ; r l k+1 ; r l k+2 ; : : :r l k+m ); l ĉ m : (2) The corresponding energies E l of these overall con gurations are evaluated. The con guration X ? with the lowest energy E ? is chosen. From this appendix the rst p moves only (in general p = 1) are appended to the \frozen core" and never detached again X 1;k+1 = (X 1;k ; r ? k+1 ) = (r 1 ; : : :; r k ; r ? k+1 ) : (3) Degenerate states are lexicographically sorted with respect to a default hierarchy of the move list. Thus the algorithm is deterministic and termed greedy (gCGA) 6 Where e.g. on a square lattice the set of relative moves is: R (L=SQ) = fF;L;Rg, i.e.
forward, left and right andĉ = jRj = 3. hereafter. This con guration is then used for the next iteration. This procedure is repeated till the complete chain is scanned. Occasional traps are escaped by backtracking and searching for alternate solutions (which is very unlikely on 3D-lattices) or instances are regarded as misfolds and eliminated from the sample. In the stochastic version (sCGA) the next con guration is chosen not lexicographically but with a Boltzmann probability. Using tries 15] , it is possible to e ciently keep track of all neighboring positions of residues that have already been scanned. Evaluating energy contributions from neighbors for all newly appended residues is executed n times. The most time consuming step { scanning through all appended con gurations { of course requires an e ort that is exponential with m. The overall time requirements scale with O(n ĉ m ).
Performance
We tested the deterministic algorithm for 3189 uniquely folding sequences on a square lattice with n = 18. The success-rate in achieving the ground state scales roughly linearly with the exponent of the search depth (see Fig. 2a) . A remarkable jump can be observed at m 5 which is probably due to the importance of forming small folding units of that size. It is interesting to note that the gCGA algorithm works especially good when sequences contain more hydrophobic residues 2]. This is a notable contrast to the algorithm from Hart and Istrail that was proposed to perform better the smaller the H content is (W.
Hart, personal communication). Also the average energy is mostly better than 50% of the optimum. Especially at small m a signi cant improvement can be achieved when the MFE is low (Fig. 2b) . The performance appears reasonable if one considers the crudeness of the HP model and the low connectivity of the square lattice. Since the core is \frozen", the performance will decrease strongly with longer n but increases with higher lattice dimension.
We also tested the algorithm for 1000 random structures on a 3D (cubic) lattice with cross space interactions and at search depth m = 1; 2; 4; 6. No large data sets of ground states are available for comparison. Increasing m in general lowers energy, increases compactness and the number of contacts (see Fig. 2c ). The reason is obvious: the more the polymer \looks ahead", the deeper an energetic trap during the folding procedure can be overcome 2]. Since mainly HH contacts increase that improvement results from a tighter core PP contacts are \solvent" exposed without being explicitly penalized. For n = 125 on a cubic lattice for 62 Hs e.g. one can estimate a maximum of 176 overall contacts (HH, HP, PP). In our sample most structures exhibit ca. 140 contacts, some instances approach 155 for m = 6. There are 68 HH contacts with special instances up to 75 7 . Assuming a perfect core yields an upper limit of 77 HH interactions when 50% are Hs. This is of course also a natural limit for the MFE. It shows results are in the range of 85%-90% of the optimum energy and compactness when only looking 6 residues ahead for a chain of length 125. One should keep in mind that in general the ground state structure is not necessarily maximally compact and a perfect core often not possible 9, 14].
A major caveat for the gCGA is the default hierarchy (see Sect. 2.2). We showed that the in uence of the hierarchy is negligible after a relatively small core (i.e. ca. 25 residues for a cubic lattice) is frozen for small m (ca. 4-6) 2]. The distribution of moves is then unbiased and it can be assumed that the in uence of the move hierarchy on the structure formation is only marginal.
Applications
To understand at a molecular level how the principles of Darwinian evolution act in shaping biopolymers is crucial for the understanding of prebiotic evolution. They can be exploited for biotechnology as well since applied molecular evolution is intended to complement or even replace rational design 8 . Evolving entities must in principle accomplish two tasks: to conserve acquired features in their genotype and to adapt to new requirements on the phenotypic level as well. Since there is a tradeo between these tasks, it is crucial to understand roles, interdependencies and interrelations between genotype and phenotype. Fitness values, however, are in general not known a priory. Also it is commonly assumed that function crucially depends on structure so that we are primarily interested in the sequence to structure map. In the following we exemplify how the methods presented here can be used for that purpose at a very abstract level of represen- 
This expression can be viewed as a measure of the average structure similarity for a xed distance h of the underlying sequences and describes the hardness of the optimization problem. Since stochastic procedures may yield di erent results for the same input and thus randomize ensemble properties the choice for a deterministic procedure becomes obvious. We computed (h) by analyzing random sequences. From Fig. 3b we see that random structure landscapes are very rugged, i.e. similarities are rapidly destroyed by few mutations. Correlations are in uenced only slightly by the search depth but depend strongly on the particular alphabet chosen 24]. Energies are less sensitive to mutations which results from the structural degeneracy.
We then sorted structures by their frequencies, i.e. the number of sequences that fold into that structure divided by the overall number of structures and ranked them. The most frequent is assigned rank 1, the next rank 2 and so forth. We did the same for results from folding ensembles from Sect. 2a with m = 3; 5; 7; 11 (see Fig. 3a for a log-log plot) and for a large set (ca. 14000 ) of random structures.. Only for m = 3 results are in uenced by the determinism in the folding process. The shape of the distribution is characteristic with any amount of optimization and for unique folders as well as for random sequences: we nd few frequent and many rare structures.
Discussion
We presented simple algorithms with tunable accuracy. At a relatively small expense reasonable solutions can be found as was shown for random structures in 3D and by comparison to 2D structures with known ground states.
Compared to other methods there are some advantages and some caveats: on the credit side we have the easy implementation, the applicability to any potential, lattice and the possibilities to regard cross space interactions as well as to tune the desired accuracy. Clearly enough the speed should well be within the requirements of Levinthal's Paradox. Major drawback is certainly the restriction to a very selected view of folding and the lack of a lower bound. We expect the algorithm is more e cient for higher dimensional lattices since the frozen core represents no stringent obstacle for the choice of further steps.
A signi cant amount of structures folds to the global minimum in a straightforward way. Since these sequences yield stable, fast folding structures the performance can also be viewed as an approximation to test foldability. They may serve as starting points for further evolutionary optimization under the tness constraint of cotranslational foldability.
Furthermore the strength of our methods lies in the applicability to study the complex interplay between folding strategies, potentials and alphabets for large ensembles of 3D model of biopolymers. We have also shown that the performance tradeo s of the algorithm allow it to handle larger chains and thereby address biologically meaningful problems 24]. For that purpose the technique is { to our knowledge { the only one available at the moment. There are several remarkable ndings that are important to understand biopolymer evolution: structure landscapes of HP type lattice proteins are very rugged.
This suggests that there are many local optima and evolutionary strategies may easily get stuck. Yet energies are higher correlated i.e. less sensitive towards point mutations than structures. Larger alphabets reduce this degeneracy and energies and structures become equally sensitive towards mutations 24]. In spite of signi cant changes on single structure properties, ensemble properties are hardly in uenced by the search depth. Furthermore we nd few very frequent and many rare structures. This is signi cant since it implies that few structures dominate the ensemble and can be more easily found from many di erent starting sequence during any evolutionary optimization process. Both ensemble studies show a striking similarity to RNA secondary structures 26, 4, 3] . The structure distribution is analogous to the abundance of certain fold classes among \real world" proteins 6] and recent results from a model, similar to ours, where all instances from sequence space were exhaustively generated and mapped on the maximally compact subset of all conformations of a 3 3 cube 18].
\Realistic folding" in the sense there is an overall optimization criterion (e.g. with explicit implementation of long range interactions and respecting side chains) however is beyond both, limits and intention of the introduced method.
Formulation of the selection of the \best" con guration for the deterministic, \greedy" (gCGA) and the stochastic (sCGA) version: A walk on a lattice for a sequence of length n is completely described by its initial point, x0 = 0, and the ordered list of the n ? 1 moves. Let M 0 L (xi) M, the set of all possible moves at a point xi (e.g. on the hexagonal lattice, there are only 3 moves allowed, depending on the \class" of points under consideration: M 0 HEX (xi) = fb;f;lg or M 00 HEX (xi+1) = fr;u;dg but M 0 SQ = fb; f;l; rg for any x.) One can de ne a set of relative moves R = fr1;:::::;rĉg with a corresponding symmetry operation such that, when the coordinate frame is rotated after each move rk, the move ?rk is assigned the backwards direction B in the rotated coordinate system. Capitals denote relative moves, lower case letters absolute moves hereafter. One yields e.g. R 0 HEX (x) = fB;A;Cg8x and R 0 SQ (x) = fB;F;L;Rg8x . For self avoiding walks we only need z = m ? 1 relative directions, since the backwards B never occurs: R = R 0 n B (see Fig. 4a ). As the coordinates of the point xk obtained at the k-th step of the walk are given by xk = xk?1 + mk, the absolute direction mk of the k-th step is uniquely de ned by the relative direction rk of this step, and the absolute direction of the previous step, mk?1.
Consequently, one can de ne a mapping : M R ! M; (m; R) 7 !R ?1 m for each lattice to determine mk given rk?1 and mk?1 (see Fig. 4b ). A walk on the lattice can now be represented as a string of length n ? 1 over R.
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