In a networked information system (such as the NASA Earth Observing System-Data Information System (EOS-DIS)), there are three major obstacles facing users in a querying process: network performance, data volume and data complexity. In order to overcome these obstacles, we propose a two-phase approach to query ,formulation. The Dynamic queries involve the interactive control by a user of visual query parameters that generate a rapid (100 ms update), animated, visual display of database search results. The dynamic query approach lets users rapidly, safely, and even playfully explore a database. They can quickly discover where there are clusters, exceptions, gaps, or outliers, and what trends ordinal data reveal [6] . An experiment was conducted comparing the dynamic query interface with a forn-based interface a n d a natural l a n g u a g e interface [8] . This experiment demonstrated the strengths of dynamic queries for complex queries, trend analysis and exceptions.
Dynamic Queries
For the past several years, research at the Human-Computer Interaction Laboratory has focused on creating dynamic query user interfaces that apply the principles of direct manipulation to the database environment: two phases are the Query Preview and the Query Rejinement. In the Query Preview phase, users formulate an initial query by selecting rough attribute values. The estimated number of matching data sets is shown graphical11 on preview bars which allows users to rapidly focus on a manageable number of relevant data sets. Query previews also prevent wasted steps by eliminating zero-hit queries.
When the estimated number of data sets is low enough, the initial query is submitted to the network, which returns the -metadata of the data sets forfurther reJinement in the Q u e v Refinement phase. The two-phase approuch to query formulation overcomes slow network perjormance, and reduces the data volume and data complexity problems. This approach is especially appropriate for users who do not have extensive knowledge about the data and who prefer an exploratory method to discover data patterns and exceptions.
Using this approach, we have developed dynamic query user inteqaces to allow users to formulate their queries across a networked environment.
Network Performance: Current network technology does not support rapid extraction of data, therefore retrieving large amounts of information on the network is often considerably slow, especially when the network traffic is high.
Data Volume: The total amount of data sets, which are available from many different data servers on the network, is large. The data volume, which can reach hundred thousands or millions of data points, is too large for users to make decisions on which portions they want to extract.
Data Complexity:
The large number of attributes of a data set poses a challenge to many users as it can be difficult to remember the type and name of all data set attributes, and is even harder to understand the relationship between attributes during the querying process.
Traditionally, there are two strategies for information seekers to quickly and efficiently obtain data in large information retrieval systems [SI. Analytical strategies depend on careful planning, the recall of query terms, relevant iterative query formulation and examination of results. Browsing strategies are heuristic and opportunistic and depend on recognizing relevant information. The analytical strategies require users to have an intensive knowledge of application domains, and to be skillful in reasoning. The browsing strategies are difficult to use when the data volume is extremely large. Our information seeking strategies applies dynamic queries in a two-phase approach to query formulation to combine the advantages of the analytical and browsing strategies. For example, dynamic queries are used to reduce the cognitive loads required in the analytical strategy. A two-phase approach reduces the number of undesired data sets and focuses on a manageable number of relevant data sets, which overcomes the slow network performance, data volume and data complexity problems in the browsing strategy.
In the next section, we present a short survey of related work. Next, we demonstrate how we perform queries by a sequence of volume previews in a simple application called the Restaurant Finder. We then introduce new concepts and foundations for the two-phase approach to query formulation, and describe a dynamic query user interface to the EOSDIS (Earth Observing System -Data and Information System), which assists users in formulating their queries in a very large networked information system. Finally, conclusions and future work are presented.
RELATED WORK
At present, extracting information from the network is performed using World-Wide-Web browsers such as Netscape or Mosaic. The querying technique is primarily based on keywords. Using this traditional technique, users may specify how much data a query should return (e.g. 20) but they never can estimate how much data was ignored, and how representative all available data are. Querying is time consuming for it frequently retrieves undesired data, or gets zero-hit queries. IJsers also often fail to find the data if keywords cannot be guessed or found. This technique also suffers from slow network performance. The Butterfly system was developed for simultaneously exploring multiple DIALOG bibliographic databases across the Internet using 3D interactive animation techniques [4] .
The key technique used by Butterfly is to create a virtual environment that grows under user control as asynchronous query processes link bibliographic records to form citation graphs. Asynchronous query processes reduce the overhead associated with accessing networked databases, and automatically formulated link-generating queries reduce the number of queries that must be formulated by the user. However, the authors confirm that Butterfly i s hard to use without the support of a visual query language [4] . The Attribute Explorer is a graphical interactive tool for visualizing the relationships within multi-attribute data sets [7] . In the Attribute Explorer, each attribute is mapped to a single dimensional representation (interactive histograms). Sections of an attribute's histogram can be selected by a variety of means (e.g. buttons, sliders, etc). The effect of one attribute on the others can be explored by selecting values of interest, aind viewing the changes in the histograms The Attribute Explorer is useful for perceiving trends and outliers in the multi-attribute data sets. However, there is4 neither discussions of applying the technique for querying data in a networked environment nor on how to handle: complex data sets. The Aggregate Manipulator (AM) allows users to create and decompose aggregates, which are groupings of data, and see their derived properties. In [ 3 ] , a combination of the Aggregate Manipulator and Dynamic Queries provide a highly useful tool for in exploring large data sets such as controlling scope, selecting focus of attention, and choosing level of detail. The method has been used to implement a data exploration interface to a large real-estate application. However, the system doesn't deal with querying data in a networked environment.
THE RESTAURANT FINDER
The Restaurant Finder is designed to help users identify restaurants that match certain criteria. Users first specify criteriaof the restaurants that they want, reducing incrementally the number of the available restaurants to a manageable size. The request is then submitted to the network to retrieve further information. Users can then continue to refine their queries with additional criteria. Finder helps users to reduce the number of the selected restaurants to under 100, so that users can retrieve more detailed information from the network. The Restaurant Finder's user interface provides sliders and buttons for selecting desired cuisine, range of cost, range of hours, geographic regions, rating, and accepted charge cards (see figure   1 ). As selections are made, the preview bar on the bottom displays the number of the restaurants in the database that satisfy the users' request. The preview bar allows users to explore safely through the database, and eliminates the chance of requesting information that is not available. To allow volume preview updates within a tenth of a second, the attribute values must be kept in the high speed storage. Users can quickly see if there are any Chinese restaurants open after midnight. Users may discover that there are more Chinese restaurants than Italian restaurants, but more Italian restaurants are open after midnight.
TWO-PHASE QUERY FORMULATION PROCESS
When the size of the volume preview bar is below the recommended level, users can click the retrieve button. Detailed information is retrieved from the network. The map then becomes local, showing each restaurant as a dot, and more parameters become available, for instance, parking space, number of tables, meeting rooms, disabled access, etc. The query can then be further refined by selecting more precise values. Details on demand for each restaurant remaining after the query refinement (e.g. the full menus, reviews, photographs, etc) can be obtained from the network. 12 Our approach is based on the use of a volume preview table, which is used to update preview bars during the Query Preview Phase and the Query Refinement Phase. The goal of this approach is to reduce the volume of the data sets to a manageable size, and to prevent zero-hit queries before submitting queries over the network. The reduction process is performed incrementally by selecting rough ranges of values of a few attributes in the Query Preview Phase to selecting more precise values or exact values of more attributes in the Query Refinement Phase (figure 2 The architecture of the two-phase approach to query formulation is illustrated in figure 4 . It consists of three layers: interface layer, database layer and network layer. At the interface layer, users formulate initial queries and refine the returning datasets in the Query Preview panel and Query Refinement panel respectively. At the database layer, the tables of contents (TOCs) and the metadata of the datasets (MOD) are stored in the high-speed storages. Both the TOC and MOD storages are used for rapid retrieval of the query results at the interface layer. The network layer is where the network activities take place. database may be created and updated based on the regular supply of CDROMs or disks of the MOD by the data servers, or using Web browsers. Otherwise, initial queries can be directly submitted to relevant metadata servers on the network. The metadata of the returning datasets from the Query Preview panel to the Query Refinement panel is then stored in a high-speed storage (called the local MOD database). The Query Refinement panel supports a dynamic query approach which aids users in exploring the datasets and refining the query. There are no network activities during this phase. Therefore, the query results can be updated in the Query Refinement panel based on the locaI MOD database. The network is accessed again when users ask for more details about a single dataset, or are ready to order the data. This approach depends on the network data centers being willing to produce and publish TOCs for relevant sets of categories. Alternatively, web browsers could extract this information. The TOCs should be small enough to load into the high speed storage to support dynamic queries. The idea of using a table of contents in the Query Preview Panel is analogous to using the table of contents or index while looking for information in a new book. Using the table of contents or index helps to estimate the types and size of available data without reading the book. In a networked information system, the volume preview table is produced by intersection of multiple tables of contents. For example, a data center might have N documents (in the millions), and two tables of contents with cardinalities nl and n2, e.g. 40 years and 8 languages. The volume preview table would then have n l * n2 values (320 entries for our example) and its size is independent on N. Such a volume preview table would enable users to discover that there are no Japanese papers before 1965 without even going to the data center ( figure 3) . The volume preview table has to be updated periodically (for example, daily). This is a limitation of query previews but the advantages are substantial if frequent queries are anticipated. In the Query Preview Panel, the volume preview table is visualized using bars or a combination of bars, shaded maps, or pie charts ( figure 5) , which are all called the preview bars. A preview bar is used to display the estimated number of data set hits for an attribute value (called attribute preview bar), or for the query (called query preview bur (figure 1)). In a preview bar (either an attribute preview bar or the query preview bar), two colors, such as gray and white, may be used to indicate a selection or a non-selection. The width and . . ...
Xij: the number of the documents in language Li published in year Yj

Figure 3. The volume preview table produced by the two tables of contents with 40 years and 8 languages. This table is used to update the preview bars
length (or even the area) of the preview bars is proportional to the size of the volume it represents. All the preview bars are tightly-coupled in the Query Preview Panel [I] . When an attribute value or range is modified, all the preview bars are updated and immediately visible (see figures 6,7,8 and 9). The query preview bar also has a recommended level which can be set by users in the Query Preview Phase. When the number of the data set hits exceeds the currently selected recommended level, the preview bar displays a message to users warning them that the number of hits will result in delays and slow operations in the Query Refinement Phase. To keep the size of TOCs small and to be able to present all attributes at once in the Query Preview panel, only rough ranges are available in the Query Preview panel. For example, in the Earth Observing System, there are thousands of possible values for location but the Query Preview panel only allows selection made for continents and oceans. Users select more precise values in the Query Refinement panel once the number of data sets has been reduced. The volume preview table is a useful starting point for query formulation when wers don't have an extensive knowledge about the data. In summary, the benefits of the volume preview in the Query Preview Phase are:
Provide users useful statistical information about the metadata of the data sets without having to retrieve the data sets from the network;
Aid users to rapidly eliminate undesired data sets, and guide them to Focus on the data sets of interest and of a manageable size; 
DYNAMIC QUERY USER INTERFACES TO THE EQSDIS
The Earth Observing System (EOS) Data and Information System (EOSDIS) is a comprehensive data and information system, developed by NASA under the Mission to Planet Earth (MTPE) Program. EOSDIS will manage data from NASA's past and current Earth science research satellites and field measurement programs, providing data archive, distribution, and information management services. Currently, the VO IMS (Information Management System) is the sole user interface that provides access to EOSDIS so that EOS scientists and users can use it to search and study the EOS data [2] . The VO IMS is difficult for EOSDIS users without a specific knowledge of the science data. It is difficult to find the right data sets due to the extremely large volume of the available data. In the VO IMS, users may specify how many data sets a query should return (e.g. 20) but they never can estimate how many data sets were Ignored, and how representative all available data the returned data is. 
The Query Preview Panel
A Visual Basic prototype of the Query Preview Panel is described in this section. There are three selected attributes displayed in the interface which are the parameter, spatial and temporal coverage. The parameters of EOS data sets are classified into 9 groups in terms of the types of the data sets they represent (e.g. Atmospheric Composition, Atmospheric Dynamics, etc). The spatial coverage is defined by the continents (e.g. Africa, Asia, etc), oceans (e.g. Pacific, Atlantic, etc) or a selectable grid map. The temporal coverage is measured in terms of years (e.g. 1986, 1987, etc). When the Query Preview Panel starts, it first displays the number of data sets for each parameter group, selected region and year respectively, using attribute preview bars, as shown in figure 5 . The size of the data sets for each attribute value is proportional to either the area (e.g. the attribute preview bars of the continents), or to the length (e.g. the attribute preview bars of the years and parameters) of the corresponding rectangular bars. The query preview bar, which is on the bottom of the Query Preview Panel, displays the total number of the selected data sets in the gray part, on the left section of the bar. The red parts on the right section of the bar represent the excessive region (above the recommended level, which is 1000 in figure 7 ). When the number of the selected data sets exceeds the recommended level (which results in the overlapping of the gray part over the red parts), a warning message is displayed. The initial query in the Query Preview Panel may be formulated by selecting the parameter group of interest. The results is the display of all the available parameters in that group and their corresponding preview bars. Also, the attribute preview bars for each continent and year are updated to display the number of data sets that contain one or more of the parameters in the selected parameter group. For example, if users might be interested in the temperature of US Coastal Waters. Using the Data Dictionary facility, users discover that the parameter "Sea S u r f ace Temp" is in both the "Atmospheric Dynamics" and "Ocean Dynamic" parameter groups. The pie chart of parameter groups shows that there are more data sets in "Atmospheric Dynamics" than in "Ocean Dynamic + I . Hence, users may select the "Atmospheric Dynamics" in order to get more data. The result of the parameter group selection is illustrated in figure 6 , in which there are 13993 data sets in the query preview bar (the bottom rectangular bar in the Query Preview Panel). Users may then select the parameter ' data sets in the query preview bar is now reduced to 909 as illustrated in figure 7 . Users then further reduce the number of the data set hits by choosing a specific year. The attribute preview bars of the non-selected attribute values reveal the number the data set hits indexed for each attribute. For example, users wouldn't select the years 1 9 8 4 or 1 9 8 5 since the corresponding preview bars indicate that there are zero data sets in those years ( figure 7) . It also reveals that most data sets have the parameter "Sea S u r f a c e Temp" in the year 1 9 9 2 (hence, it was selected). The total number of selected data sets is now reduced to 276, and users can continue to reduce the volume of the relevant data sets to 91 by selecting "North America" which contains the US Coast ( figure 8 ). Finally, users submit the initial query to the DAACs (Data Acquisition Archive Centers) for the extraction of metadata of the selected data sets.
The Query Refinement Panel
The Query Refinement Panel supports dynamic queries over a local database that stores the metadata of the data sets extracted from the Query Preview Panel. The metadata contains the information on all the attributes of the data sets such as the parameter, sensor, platform, project, data archive centers, processing data level, time, and location which are also visually represented in the interface (figure 10). The main function of the Query Refinement Panel is to support further refinement of the query in the first step. Each data set is now represented as a line in the starfield display [l], which is referenced by the two axes representing the size (vertical axis) and the time period (horizontal axis) of the data sets respectively. By randomly selecting the regions in the "North America" map, users may discover that there are more data sets in the US West Coast (hence it was selected). Users further refine the query by selecting more precise values for parameter, sensor, platform, project, data archive centers, processing data level, etc. When the query is completely refined, users specify the number of returned panels. However, this system has several limitations. The attribute preview bar only gives the conjunction of currently selected data sets. Also, it is rather time consuming to go back and forth between the two panels due to slow network performance. Our solution to network transfer problems in some sense defeats the power of relevance feedback and query reformulation, but this must be tested.
CONCLUSIONS AND FUTURE WORK
The two-phase approach to query formulation by volume preview appears to be an efficient method to query or extract data from a very large and complex database. This approach also demonstrates how dynamic queries can be used in a networked environment via the development of a user interface to the EOSDIS. Future work includes: 0 Extend the Query Preview Panel with capabilities to provide users an option to select. the attributes of their choice, and to support both generic, specific and user-defined visualization schema (for the selected attributes) for presentation.
Integrate the Query Preview Panel into multiple platforms (eg. Unix, Windows) and information systems (e.g. NASA'sVOIMS).
0 Research on data structures and algorithms to support rapid multi-dimensional search in a large or very large database.
0 Conduct a comparative query performance experiment between the traditional query approach and the approach described here in the context of a networked query environment, with different categories of users, query tasks and application domains.
