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Some limit theorems are obtained for the population size of a critical Bienaym& 
Galton-Watson process allowing immigration and where the variance of the offspring 
distribution is infinite. An application is given to a limit theorem for the situation where 
the immigration does not occur but the population size is conditioned on non-extinction 
until the remote future. This complements a well-known result of Slack. 
1. Introduction 
We consider the well-known Bienayme-Galton-Watson process with 
immigration (B.G.W.I.) [ 1, p. 2961. This is a Markov chain {X,;n = 0,l. ,..} 
in which time is conveniently measured in generations and Xn represents 
the population size of the nth generation. The transition probabilities are 
given by 
Pij = coefficient Of Si in h(s) (f(s))‘, i, i = 0, 1, . . . , 
where h(s) s Zy& j h si and f(s) = cipO pi sj are probability generating func- 
tions (p.g.f.‘s). The distribution of the number of offspring born to an in- 
dividual in the population is generated by f(e), nd W) en-at= t 
tribution of the number of immigrants enterin given generation- 
sume that ho < 1, and let cy f ‘(1 -I= For our purposes no generality is 
lost in supposing that X0 = 
In studying limit theorems for {Xn) we normally distinguish 
cases~<l,~=l,l<~<~anda he subcritical, criti 
supercritical and explosiv xcluding the cri 
traduce seque ically denote 
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as follows: 
and {c,E and (p,} are certain sequences of positive constants tending 
monotonically to infinity. It is well known that in the subcritical and 
supercritical cases [ 1, p. 2641, (V,} converges, in a suitable sense, to a 
random variable with a proper non-degenerate distribution when 
c ?@ogj:1+ < = and otherwise Vn + 00 in a suitable sense. It has recently 
been shown [8] that, when cy = = and certain additional conditions ob- 
tain, a similar result holds with the logarithmic moment above replaced 
by E h&log logj)+. 
The behaviour of { V,,} when the llogarithmic moments above are in- 
finite appears to be fairly complex and comprehensive results are not 
available at present. By placing an additional hypothesis on h(a), which, 
for example when ar < =, is essentially the requirement hat 
(logs-’ ) (1 - h (1 - s)) + 0 (s J- 0), one can find a monotonic sequence 
of constants {v,}, converging to infinity, and a non-linear function g(a) 
such that z$g(V,) has a non-degenerate limit law. We call such a result 
a non-linear limit theorem. The condition above can be varied to obtain 
different limit laws. See [ 71 and [8] for the cases a < 1 and 1 < cur < =, 
respectively. 
In the present note we shall colnsider the critical case. When Q. = 1, it 
is known that the state space of {Xn} can be either transient, null or po- 
sitive t-2, ,lticurrent; see [5], and [7] for criteria and examples. Some limit 
theorems are also known. When 0 A h’( 1-) and f”( 1 -) < 00, then (n-‘&J 
has a limiting gamma law ([ 1, p. 2653, [5], [ 1 l]), and when p = 00, a 
suitably normed version of {X,> can have a limiting stable distribution; 
see [7], [ll].When~(s)-s=(l--s)l+vL(l-s),whereO’<:v~ 1 and 
L(a) is slowly varying (S.V.) at ,the origin, it is known that {XJ can have 
a limiting-stationary distribution, and in [ ‘71 a sufficient condition on 
/2(m) isgiven fcr this to c’ccur. In this note we strengthen this to a neces- 
sary and sufficient condition involving a certain algebraic moment of the 
offspring distribution and obtain some limit theorems, one of which is of 
the kind obtained when ar # 1. o obtain our results we make use of 
those of [ d 21 on the asymptotic behaviotir of the stationary measure of 
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the underlying Bienayme-Galton-Watson process ( .G.W.P.). It’ we let 
2, = 1 and 2, denote the size of the nth generation (n = 0, 1, . ..) of this 
process9 then, as is pointed out in [6], C/I* (s) = lim, _+ o. E[zh I Z, _+,, > 01 .L1C 
is a p.g.f. which we regard as that of “2, given that extinction does not 
occur until the remote future”, denoted Zl, and qjn (s)/s is the p.g.f. of 
the population size of a B.G.W.I. When f”( 1-) < 00, this leads directly to 
a limit theorem for {Zh} [6] (see also [4] for an alternative approach). 
We shall generalise this result using Theorem 2.7 below. 
2. Results and proofs 
Let fo(s) = s and fn(s) = f(f, _ 1 (s)), n = 1, 2, ..* . Our proofs rest on 
the fact that {&(s)) can be imbedded in a continuous family of func- 
tioils, The following lemma is essentially proved in [ 71. 
Lemma 1. 1 - fn (s) = #(e”P(s)), 0 < s < 1, where P(s) = exp U(s) and 
U(a) is the generating function of the stationary measure of the underky- 
ing B. G. W.P., normalised so that U(p,) = 1. Finally, #i(a) is the inverse 
function of P(1 - s) and is defined on [ 1, =) and S. V. at infinity. 
Remark. A similar result holds when ~1< 1; see [ 71 and references there- 
in. Moreover, writing Jm = f,(O) and supposing that a < 1, then, for any 
number v > 1, there is a function L&) which is S.V. at iinfinity and 
1 -f+j = (x” LJy’1). 
This resull is due to E. Seneta (private communication). 
We assume henceforth that 
f(s! -s = (1 - s)‘+“L(I - Sj, (1) 
where 0 < v < 1 and L(a) is S.V. at the origin. In this case rather more 
can be said about #(e). Slack [ 12 3 has shown that 
U(s) = [v(l - s)“M( 1 - s)]-l ) (2) 
where M(s) - L(s) as s 5- 0, and this shows that the inverse function g(x), 
x > 0, of U( I - s) can be expressed as 
g(x) = x+ ( 1 3 
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where N( l ) is S.V. at infinity and satisfies 
N”(x)L(x%V(x)) + tj as x t 00. (4) 
. It is easily cliecked that #(y) = g(logy), y 3 1. 
The B.G.W.I. has a limiting distribution iff El=1 (1 - h(f,)) < 00 [ 73 . 
Lemma 1 and integral test comp2risons now show that this is true iff 
S[l-h(l-.$(e’))]ul=~[l-h(l-g(t))ld*<m 
0 0 
Observing that U(S) is the inverse of 1 - g(t), [ 9, Lemma 1 ] and (2) yield 
the following reuslt. 
Theorem It. Suppose that (I) holds and, lin addition, if v = 1, then 
L(x) + * as x J- 0 and Jf, dx/xL(x) < = $iov some e > 0. Then Q! limiting- 
s tu tionary dis tribu tion exists iff 
Remarks. Foster and Williamson’s criterion [ 1 9 p. 2641 shows thata lim- 
iting-stationary distribution exists iff 
1 s (( 1 - h(s))/( 1 - s)“L( 1 - s)) ds < 00. 
0 
however, passing IFrom this to our criterion involves proving something 
resembling [ 9, Lemma 11. Some extra hypotheses are necessary when 
v = 1 since if alsaf”( 1 -) < 00, the theorem is false. 
Let 
exp x 
(g(x) =. __._ s u-l log h( 1 - 4(u)) du 
1 
- -.- ‘log(l -g(t))dt, x> 1 _. J 
0 
e ~~~~11 prove t 
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Tlleorean 2. Assume that (I) holds and, in addition, 
(i)J{[l -h(l-g(t))]dt==, 
(ii) t[ 1 - h( 1 - g(t))] + 8 as t + 00. 
Then Qcx,>lQ<U -fn)-l) converges in law to the uniform distribution 
on (0,l). 
Remarks. If h,, p. > 0, then the minimal state space 3 of {X,> is irredu- 
cible, aperiodic and contains (0). Condition (i) ensures that J is not posi- 
tive-recurre:nt and (ii) implies that -(logx)(log h( 1 - #(x)) + 0 as x -+ 00, 
and this is equivalent o the requirement that x0’ (x) + 0, whence, for 
x 2 x0, O(x) - 0(x0) < elog(x/xo) for some E E (0, 1 ] and x0 sufficiently 
large. It then follows from the definition of O(e) and the results in the 
following paragraph that P[X, = 01X0 = 0] 2 KrT, where 0 < K < =, 
whence 3 is null recurrent. 
Proof. het P,(s) = E(sxn). As is well known, 
n-l 




log A,, (s) = ‘E 
m=O 
bh($,(s)) - ~m’llogh(l -g(t + U(s)))dt. 
m 
Now g(e) is monotonically decreasin.g on its domain, thus Lemma 1 yields 
-lWh(fm+l(s)l) g -lWh(l -g(t + U(s))) G -logh(fm (s)), 
and it follows that h(s)/h( fn (s)) < An (s) < 1. Thus An (s) converges as 
n + = for each s E 10, 11, and if {s,) is a sequence satisfying 0 < s, < 1 
and s, + 1, then A,, (s,) + 1. Writing m(x) = exp e(x), we have 
l;(s) = A,,,(s) m(U(s))/m(n + U(s)). (5) 
Clearly, ,23 x -+ 00, 
'(x)/Q(x) = x-l ‘(1 -x-")logh(l -g(U(i -x-l))) 
+ Q by condition (ii). 
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Thus Q(e) is S.V. at infinity. 
We AQW substitute Sn for s in (511, where s, = c:xp[--Bg(K(n))] and 
K(n) = m-‘(am(n)) with 0 < o < 1. Now, as y2 --t CJO, 
m(u&)) = Q((1 - Sn)-‘) = Q(l/iIg(K~(n))(l + o( 1)) 
- QWtN’W)) 
= m[ U( 1 - ig(K(n)))] = m(n), 
where we have used the slow variation of Q(m) and the uniform-conier- 
gence thoerem [2]. We now show that m(n + UC[sn)) - m(n). To $0 this, . 
we first let 
M(x) = m(logx) = exp[--J v-l logh(1 - #(v))dv] , 
1 
so that 
m(n + U(Sn)) *= M(enP(sn)) = M(enP~~exp~-8g(m-1(om(n)))])}. 
The integral representation of M(e), given above, shows that M(e) is S.V. 
at infinity and the required result will follow from [2, Theorem 21 if we 
can show that for some X0 > 1, 
(M(hox)/M(x) - 1) log 7’(x) + 0 as x + 00, (6) 
where 7’(x) = P(exp[ -Og(m-l(~m(logx)))]).~However, 
logT(x) = U(exp[ -dg(m-l(om(logx)))]) 
- O-‘U( 1 - g(m-1(0m(20gx)))) ‘= O-%-+(~m(logx)) 
G 8-vlogx, 
if x is large enough. Thus condition (6) will be satisfied if 
x(m(Xox)/m(xj - 1) --, 0 as x + a), 
and this follows from (ii) +nce the mean-value theorem shows that 
rn(A~X)/?n(X) - 1 = 0(0’(x)). 
We have shown now tkat (exp[ -6&g(K(n))] 4 0. 
Using a now standard argument, namely, that the right-hano side of 
A. G. Pakes /New limit theorems for the critical branching process 181 
the last expression is the Laplace-Stieltjes transform of a distribution- 
concentrating mass CJ at (0) and zero mass in (0, m), we obtain 
However, the left-hand side can be expressed as 
P(U( 1 - X,-‘) G mwl (cm(n))) = P[Q(Xn) < am(n)] 
and m(n) = Q(g(n)) = Q(( 1 - fnjmr). 
The conditions of Theorem 2 can be fulfilled. We let 1 - h( 1 - s) 
= s”M(s), where 0 < S < 1. If 6 > V, the minimal state space is ergodic, 
and if 6 i; v it is transient, see the remarks following Theorem 5. Thus 
the situation at hand is a borderline one; we must consider 6 = v and we 
set v = 1. III [ 71 we constructed an offspring p.g.f. with L(s) - K(logs--ly, 
0 C p < 1, and K a positive constant. A change of variables in the integral 
representation of O(e) yields 
l--g(t) 
Q(t) = - ! (logIz(r)) U’(T) d7. L 
0 
(7) 
Assuming that /3< 00 we o 
l-s L-S 
- j (logh(7)) U’(T) dr - /3K-’ \ [( 1 -- r) (--log( 1 -- ~))p]--l d 
0 t 
= ,3( pk)-’ (-log s)l-P 
if p < 1, whence@(t) --) 00, which implies, by (5), that PU (s) + 0, that is, 
(i) is satisfied. Differentiating (7) yields 
o’(t) = g’(t) (log h( 1 - g(t))) U’( 1 - g(t)) 
= -lOgIl( 1 -g(t)) since t = U( 1 - g(S)) 
- pg(t) as t + 00. (8) 
Since L(s) -+ 00, it now follows from (3) and (4) that to’(t) -+ 0. 
It is now clear that conclitions (i) and (ii) of Theorem 2 are equivalent 
to 63(t) + 00 and t@‘(t) + 0 as t + 00, respectively. By varying (ii) we shall 
obtain some alternative resulis, namely, Theorems 3 and 4 below. Similar 
situations have been dealt with in the noncritical cases [ 7,8], but in those 
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cases nor&near limit theorems arise whereas in the present stituation Laear 
limit theorems obtain. 
Assume that 
43(t) = a log t + B + E(t)- (3) 
where e(t) + 0 as f + m and a > 9and b are fixed constants. From (5), 
For 8 I> 0, and I~ sufficiently large, let sn = exp [ -8g (n)]. We have 
u(s,) - e-yv(l -g(n)) = ne-v, 
whence 
Recaliing that g(n) = 1 -- fn, the continiuty theorem for LapIace-Stiel- 
tjes transforms now shows that the followimig is true. 
Theorenm 3. If (I) and (9) hold, Xn (1 - f,) converges in law to the distri- 
bution whose Laplace-Stieltjes transform is (I+ Ov)-a. 
Remarks. (i) Observe that P,(s) is asymptotically proportional to nWa, so 
the minimal state space can be either transient or null recurrent. 
(ii) The theorem still holds under the weaker assumption that 
@(t)=a: logt + r(t) and jP(U(Sn)) - r(n + U(s,,)) + 0 as n + 00. 
An example satisfying the requirements of the theorem is obtained by 
taking 
f(s)= I -(l -s)(l+ydl -s))-l’v, 
which gives U(s) = v- 1 [ (1 - sj- ‘-- 1 ] and g(t) = [ 1 + vt]- ‘Iv. If 
h(s) = exp[-X( 1 - #I 9 
en (7) yields 
= f) V t-f- log 4 
nother important example arises on considering the 
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> 0) =S 5 f’(fm(S) 
m =0 
and we can think of the right-hand side as the p.g.f. of 2, given that 
extinction does not OCCX- until the remote future. We shall write 
P[Z, < x IZ, > Q] for the corresponding distribution function. The 
product &(s) is the p.g.f. of the population size at time TZ of a B.G.W.I. 
having offspring p.g.f. f(+ and immigration p.g.f. f’(e). We now show 
that the condition in Remark (ii) above is satisfied. 
Observing that 1 -f’(s) - (1 + 1~) (1 - s)“L( 1 - s), it follows from (3) 
and (7) that 
O(t)-V-l(l+zQlogt as:+-. 
Set 
and the mean-value theorem shows that 
r(U(s,)) - r(n + U(s,)) = nr’(&), C&s,) < sn < n + Ul(s,). 
We have shown above that U(;F,) - ytP’, so it suffices to show that 
nr’(n) + 0 as M -+ 00. From (8) we obtain 
r’(t) = --(vt)--l (l +v) - log f ‘( 1 - g(t)). 
Equation (3) yields 
1 -f’(l-g(t))=(l+v)t-f(N(t))V(t-‘~YN(t))(l+o(l)) ast+-, 
and from (4) we finally obtain r’(t) = o(t-l). This completes the proof of: 
aeore . If (1) holds, theBz [Z, (1 - fn) < x I z’ > O] converges weak- 
ly to the distribution function whose Laptace-S&ties transform is 
(I+ ~y”~~b~ 
This result generalises that fo 
Slack’s limit theorem for 
. 
ortant consequence 0 
and complements 
= h’(l-j and 7 = 4 f’“(l-)q< 00~ then XJny has a limiting gamma dis- 
tribution whose aplace-Stieltjes transform is (1 + 0)+‘, where 0 = P/T 
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This result follows easily from Theorem 3 and remark (ii). Equations (3) 
and (4) liield g(t) - (yt)- ’ , and since 1 - /z(t) - /?( 1 - s) and U(s) - (r( 1 -- s))-I 
we find that Q(t) - ror log t and r’(t) = - o/t - log/z( 1 - g(t)). But 1 - h( 1 - g(t) 
w o/t, so r’(t) = o(t-I), and our assertbn follows. 
As an final example suppose that 
o(t)= t*r(t), Q< A< 1, (10) 
where v(e) is S.V. at infinity. There exkts a function p(m) which is S.V. at 
infinity and satisfies 
(p(t))A-‘r(tll(l-A)p(t)) 3 1. 
Choose 
sn = exp [ -Og(rz l/U - *) p(l~))] 
so that 
U(s n ) - 8- ?l Ml - *I p(n) 
and 
r(U(s,)) - (p(n))l-* as n + 00. 
We thus find 
@(U(sJ) -- @(n+ U(s,)) 
- m&J)* (p(n)) I-* [l - (1 +n/CfT(s,))*]r(n + U(s,))/r(U(s,)), 
and the mean value theorem applied to the integral representation of r(a) 
yields 
r(n + U(s,))/r (U(s,) - 1 = o(iz/U(s,)) as n + 00, 
so, finally, P* (s,J + exp[ -A8-“* 1. This proves; 
Theorem 5. If ( 1) and ( 10) tzoMs, then {g(n 1/(1-A) p(d)) X,} ccnverges ln 
law to the stable &stdbutF’ons whose Lqdace-Stieltje~ transjixm is 
expl[-A6-VA]. 
s, (i) If 0 C f& Cr, < 1, then [ 7, Theorem 41 s’hows that 
exp[ -r*r(n)], so that the minimal state space is transkiqt. 
(iij If we make an assumption in a previous example, namely, 





(lo@@)) U’(7) d7 m t-‘“-S’lcr(t)/(v -- 6) L(t) as t 4 0, 
0 
and (7) finally yields a representation of the form of (9) with A = 1 -- 6/v. 
This comment generalises Remark 2 following Theorem 8 in [ 71. These 
remarks contrdict [ 7, Theorem 61, which is in fact not correct: If 8 < v, 
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