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PATTERNS IN RANDOM PERMUTATIONS
CHAIM EVEN-ZOHAR
Abstract. Every k entries in a permutation can have one of k! different
relative orders, called patterns. How many times does each pattern occur
in a large random permutation of size n?
The distribution of this k!-dimensional vector of pattern densities was
studied by Janson, Nakamura, and Zeilberger (2015). Their analysis
showed that some component of this vector is asymptotically multi-
normal of order 1/
√
n, while the orthogonal component is smaller.
Using representations of the symmetric group, and the theory of U-
statistics, we refine the analysis of this distribution. We show that it
decomposes into k asymptotically uncorrelated components of different
orders in n, that correspond to Sk-representations.
Some combinations of pattern densities that arise in this decomposi-
tion have interpretations as practical nonparametric statistical tests.
1. Introduction
Consider a given permutation pi ∈ Sn and a fixed k ≤ n. We look at all the(n
k
)
restrictions of pi to k entries, pi(a1), . . . , pi(ak) where a1 < a2 < · · · < ak.
The relative ordering of such k values induces a pattern σ ∈ Sk as follows.
The k-pattern σ is the unique permutation in Sk such that σ(i) < σ(j) iff
pi(ai) < pi(aj) for every i and j.
Example. The restriction of pi = 41 2 5 3 to the marked entries induces the
3-pattern σ = 213.
For each σ ∈ Sk we denote by Nσ(pi) the number of times it occurs
as a k-pattern in pi. The density of σ in pi is defined as the proportion
Pσ(pi) = Nσ(pi)/
(
n
k
)
, so that Pσ(pi) ∈ [0, 1]. The k-profile of pi is the k!-
dimensional vector of all k-pattern densities,
Pk(pi) = (Pσ(pi) )σ∈Sk ∈ Rk!
Example. The 3-profile of pi = 412 5 3 is P3(pi) =
(
2
10 ,
2
10 ,
2
10 ,
1
10 ,
3
10 ,
0
10
)
.
Remark. Here and in the following, we arbitrarily order the k! coordinates
by the lexicographic order, e.g., 123, 132, 213, 231, 312, 321, and Rk! is the
vector space with these coordinates.
Pattern densities in permutations give rise to extremal questions [Pri97,
AAH+02, Has02, PS10, BH10, BHL+15, SS17], and k-profiles play a role
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in the construction of limiting objects for permutations [KP13, HKM+13,
GGKK15, KKRW15], and in the context of permutation property testing
[HKMS11, KK14], and quasirandom permutations [Coo04, Coo06, KP13].
The case where some pattern densities vanish is studied extensively [Bo´n12,
Kit11, MT04].
This paper explores the pattern densities and the profiles of a typical
permutation. Let pi ∈ Sn be uniformly distributed, so that Pr[pi = pi0] = 1n!
for every pi0 ∈ Sn. We denote its densities and k-profile by the random
variables Pσn and Pkn respectively, sometimes abbreviated to Pσ and Pk.
For every σ ∈ Sk the expected density satisfies E[Pσn] = 1k! regardless
of n. This readily follows from the linearity of the expectation when we
sum over the
(n
k
)
restrictions of the permutation to k entries. The variance
satisfies V [Pσn] = O(1/n), shown by summing over two k-wise restrictions,
and considering different cases of their intersection. This implies a law of
large numbers in Rk! for the random profile. Namely, for every k ∈ N,
Pkn
n→∞−−−−−→ uk :=
(
1
k! , . . . ,
1
k!
)
in probability.
What is the typical deviation of the pattern densities from this limit?
This question was studied in a series of works [Ful04, Bo´n07, Bo´n10, BH10,
JNZ15, Hof17]. It was shown that in fact V [Pσn] = Θ(1/n) for every σ ∈ Sk.
Furthermore, the normalized density satisfies a central limit theorem,
√
n
(
Pσn − 1k!
) n→∞−−−−−→ N (0,Σσσ)
in distribution, for some Σσσ > 0.
Burstein and Ha¨sto¨ [BH10] studied the joint distribution of two pattern
densities Pσn and Pσ′n where σ ∈ Sk and σ′ ∈ Sk′ . In general, two such
densities can have a nonzero correlation, even asymptotically as n→∞. In
their paper, they derived formulas for the limits
Σσσ′ := lim
n→∞
cov
[√
nPσn,
√
nPσ′n
]
.
In vector notation, this yields the leading, order 1/n term of the covariance
matrix of the random k-profile,∑
k
:= (Σσσ′)σ,σ′∈Sk = limn→∞
n cov [Pkn] ∈ Rk!×k! .
Janson, Nakamura and Zeilberger [JNZ15], established a multivariate cen-
tral limit theorem for the normalized k-profile,
√
n (Pkn − uk) n→∞−−−−−→ N
(
0,
∑
k
)
in distribution in Rk!. They also showed convergence of all joint moments.
More details on the distribution of the profile and the structure of this
limit are given in these two works. Most importantly, the limit distribution
of the normalized k-profile is degenerate, being supported on a (k − 1)2-
dimensional linear subspace of Rk! [JNZ15]. This means that the distance
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of the vector
√
n (Pkn − uk) from this subspace goes to zero in probability
as n→∞.
Consider all scalar projections of the profile, i.e. linear combinations of
pattern densities,
∑
σ∈Sk cσPσn. Since the limit distribution is supported on
a small subspace, the typical magnitude of many such functionals, those in
the orthogonal complement, is not determined except for being o(1/
√
n).
This paper seeks to further investigate the profile’s distribution, looking
at all directions in the k!-dimensional space. We’ll examine the different
orders of magnitude in n that appear, and mention some applications where
also the smaller-order statistics are significant.
Our main result states that the distribution of the random k-profile fits
well a certain decomposition of the linear space Rk! that comes from repre-
sentation theory:
Rk! = V0 ⊕ V1 ⊕ · · · ⊕ Vk−1
The subspace Vr is the span of all matrix elements of the linear Sk represen-
tations that correspond to partitions λ ⊢ k with λ1 = k− r. The description
of functions and distributions on Sk according to representations is some-
times called their Fourier transform. See Section 2 for a detailed definition
of Vr.
We use the standard inner product 〈u,v〉 = ∑σ∈Sk uσvσ in Rk!. It is
known that the k components V0, . . . , Vk−1 are mutually orthogonal with
respect to this inner product.
The following theorem shows that the typical order of magnitude of the
profile in different directions in Rk! varies according to these k subspaces.
As usual, the notation an ∼ bn stands for an/bn → 1 as n→∞.
Theorem 1. Let r < k and v ∈ Vr \ {0}.
E
[
〈v,Pkn〉2
]
∼ Cv
nr
for some Cv > 0.
We note that for r 6= 0 the expression on the left hand side of Theorem 1
is in fact V [〈v,Pkn〉], the variance of that linear functional of the random
k-profile. This follows from E[Pkn] = uk ∈ V0, so that E [〈v,Pkn〉] = 0
if v ∈ V1 ⊕ · · · ⊕ Vk−1, by the orthogonality of these subspaces.
Denote by Πr : R
k! → Vr the orthogonal projection induced by the direct
sum. We write the k-profile as
Pkn = Π0Pkn +Π1Pkn + · · · +Πk−1Pkn
and call ΠrPkn the order r component of the k-profile. Theorem 1 deter-
mines its order of magnitude,
E
[
‖ΠrPkn‖2
]
∼ Cr
nr
r ∈ {0, 1, . . . , k − 1}
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for some Cr > 0. These k asymptotic relations, in fact, characterize the
decomposition into k components, under the condition that every Vr is the
smallest possible given V0, . . . , Vr−1.
Another feature of this decomposition is that the normalized components
nr/2ΠrPkn are asymptotically uncorrelated. This is stated in the next the-
orem in terms of the cross-covariance matrix of two such vectors.
Theorem 2. For every r < s < k
E
[ (
nr/2ΠrPkn
)(
ns/2ΠsPkn
)T ] n→∞−−−−→ 0
in the normed space Rk!×k! .
To demonstrate the above results we briefly describe some cases of small k,
and mention their applications to nonparametric statistics. See Section 5
for more details on these special cases.
Example. In the case k = 2, the decomposition is R2! = V0 ⊕ V1, where
V0 = span{
(
1
1
)} and V1 = span{(+1−1)}.
Indeed P12+P21 = 1, a constant, while the order of P12−P21 is n−1/2. The
latter is a well known property of the statistical test Kendall’s τ [Ken38],
or equivalently the inversion number of a random permutation.
Example. For k = 3, the components of R3! = V0⊕ V1⊕ V2 have dimensions
1, 4, 1 respectively.
As usual the deterministic relation
∑
σ Pσn = 1 yields the constant com-
ponent in V0. The subspace V1 corresponds to an asymptotically 4-normal
component of order n−1/2. One of the four principal axes of this distribution
can be used to express Spearman’s ρ correlation test [Spe04]. Finally, V2
yields the sign projection
P123 − P132 − P213 + P231 + P312 − P321
whose order of magnitude is only 1/n. This lower order statistic was sug-
gested by Fisher and Lee as a circular correlation test [FL82]. See also
[Zei16] and [JNZ15, Remark 4.7].
Example. The decomposition for k = 4 is R4! = V0⊕V1⊕V2⊕V3, of dimen-
sions 1, 9, 13, 1, and orders of magnitude 1, n−0.5, n−1, n−1.5 respectively.
Some order-1/n projections coming from the subspace V2 for k ≥ 4
yield variants of Hoeffding’s independence test for paired samples [Hoe48b,
BKR61, BD14].
The main tools in the proofs of Theorems 1 and 2 are the theory of
U-statistics, and the construction of Sk-representations via Young sym-
metrizers. Section 2 contains some background on these topics. The proofs
are presented in Section 3.
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Theorems 1-2 decompose the k-profile into k orthogonal components, that
are asymptotically pairwise-uncorrelated. One may proceed by decompos-
ing every normalized component nr/2ΠrPkn according to an appropriate
orthogonal basis of Vr, so that the covariance matrix of all the resulting
one-dimensional components is asymptotically diagonal. Such a procedure
is sometimes called decorrelation or principal component analysis (PCA). In
Section 4 we describe such a diagonalization explicitly for every k ≤ 6, which
is again given by matrix elements of representations of Sk. These prelimi-
nary results lead to interesting directions for future work on the distribution
of the k-profile.
Finally, in Section 5 we discuss the relations and applications to nonpara-
metric statistical tests, and quasirandomness.
2. Background
We first review the representation theory of the symmetric group Sk, and
define the decomposition of the profile in detail. Then we review the theory
of U-statistics, to be applied in the analysis of the resulting components.
Representations of the Symmetric Group
We present here some standard facts about group representations, and refer
to Fulton and Harris [FH91, Lectures 1–4] for a full exposition. We work
over R rather than C, since all the representations of Sk over C are real.
A d-dimensional real representation of a finite group G is a map ρ from
G to the linear group of Rd, such that ρ(g)◦ρ(h) = ρ(gh) for every g, h ∈ G.
If there is no proper subspace V of Rd such that ρ(g)V = V for every g ∈ G,
then the representation ρ is called simple, also known as irreducible. Two
representations ρ, ρ′ of G are similar if there exists a linear map τ such that
ρ′(g) = τ−1 ◦ ρ(g) ◦ τ for every g ∈ G. Every finite group G has a finite
number of simple representations up to similarity.
The representation theory of the symmetric group is a classical well-
studied area. There is a one-to-one correspondence between simple repre-
sentations of Sk and integer partitions of k. A partition λ of k ∈ N, denoted
λ ⊢ k, is a nonincreasing sequence of integers λ1 ≥ λ2 ≥ · · · ≥ λℓ ≥ 1 such
that λ1 + · · · + λℓ = k. Let ρλ denote the representation that corresponds
to λ, defined up to similarity. Also, let dλ denote the dimension of ρ
λ. These
dimensions are known to satisfy
∑
λ⊢k d
2
λ = k!. See the proof of Lemma 3
in Section 3 for a brief construction of ρλ, or [FH91, §4.1].
Let λ ⊢ k, and suppose that the simple representation ρλ of Sk is given as
dλ-by-dλ matrices R
λ(σ) for all σ ∈ Sk. For fixed i, j ∈ {1, . . . , dλ} consider
the vector consisting of the (i, j)-entry of each matrix,
Rλij =
(
Rλij(σ)
)
σ∈Sk
∈ Rk!
Such a vector is called a matrix element of ρλ. The matrix elements of a
simple real representation of Sk span a d
2
λ-dimensional subspace of R
k!. This
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subspace only depends on λ since it is preserved under similarity. The matrix
elements of all simple representations together span the whole space Rk!.
The Decomposition V0 ⊕ · · · ⊕ Vk−1
We define the subspaces Vr of Theorems 1 and 2, based on the above notions,
and then describe some special cases as examples. The parameter k ∈ N is
kept fixed, and suppressed to simplify the notation.
Definition. For r ∈ {0, 1, . . . , k − 1} let
Vr := span
{
Rλij
∣∣∣ λ ⊢ k with λ1 = k − r, 1 ≤ i, j ≤ dλ}
In words, Vr is spanned by the matrix elements of all representations ρ
λ
with λ1 = k−r. Since the definition of V0, . . . , Vk−1 uses each representation
once, these spaces are orthogonal to each other, and V0 ⊕ · · · ⊕ Vk−1 = Rk!.
We demonstrate this definition through some basic examples [FH91, 1.3].
Example. There is a single partition λ ⊢ k with λ1 = k, the one-part par-
tition. It corresponds to the one-dimensional trivial representation of Sk,
Rk(σ) = [1] for every σ ∈ Sk. Thus V0 is the one-dimensional subspace
span {(1, . . . , 1)} in Rk!.
Example. The only partition of k whose largest part λ1 = 1, is (1, . . . , 1) with
k parts. It corresponds to R1···1(σ) = [signσ], the alternating representation
of Sk. This yields the last component, Vk−1 = span {(signσ)σ∈Sk}, which is
one-dimensional too.
Example. With λ1 = k − 1, there is a two-part partition (k − 1, 1), which
corresponds to the (k − 1)-dimensional standard representation of Sk. The
(k − 1)2-dimensional span of its matrix elements yields the subspace V1.
Here is an explicit description of the standard representation. Let A(σ)
be the k×k permutation matrix of σ, that is Aij(σ) = δσ(i)j , and let U be a
k × (k − 1) matrix whose columns are any orthonormal basis of (1, . . . , 1)⊥
in Rk. Then the standard representation can be given by the orthogonal
matrices R(k−1)1(σ) = UTA(σ)U .
We note that these three cases are in fact the only ones where Vr is defined
by a single simple representation. If k = 4 for example, then we have two
partitions with λ1 = 2, namely (2, 2) and (2, 1, 1), which correspond to
representations of S4 of dimensions 2 and 3 respectively. In this case, V2 is
a subspace of R4! of dimension 22 + 32 = 13.
Two-Sided Cosets
We present an equivalent description of the above decomposition, which will
come in useful in the proofs of Theorems 1 and 2.
Let 1 ≤ l ≤ k, and consider the subgroup Sl ≤ Sk, which we identify with
all permutations that fix the first k − l elements, that is,
Sl := {τ ∈ Sk | τ(i) = i for i ≤ k − l}
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A two-sided coset of Sl in Sk is a subset of the form αSlβ = {ατβ | τ ∈ Sl}
for some α, β ∈ Sk. Equivalently, a two-sided Sl-coset contains l! permuta-
tions, with k − l fixed values in k − l fixed positions, and the remaining l
positions and values are matched in all possible ways.
The following lemma essentially characterizes the subspaces V0, . . . , Vk−1
in terms of two-sided cosets.
Lemma 3. For l ∈ {1, 2, . . . , k}
span

 Rλij
∣∣∣∣∣∣
λ ⊢ k
λ1 < l
1 ≤ i, j ≤ dλ

 =

v ∈ Rk!
∣∣∣∣∣∣ ∀α, β ∈ Sk :
∑
σ∈αSlβ
vσ = 0


The subspace on the left hand side is the sum of Vr for all r > k − l. This
property thus characterizes V0, . . . , Vk−1 as the unique orthogonal decompo-
sition that is compatible with two-sided cosets in this fashion.
Example. Let k = 3. For l = 3, the condition on cosets of Sl boils down
to the 6 entries of v adding up to 0, which leaves the 5-dimensional space
V1 + V2. In the case l = 2, every S2-coset yields two entries of v that differ
by a transposition in S3, and have opposite signs. This indeed defines the
1-dimensional space V2. The condition for l = 1 trivially yields {0} on both
sides.
Lemma 3 demonstrates the relation between Young subgroups of Sk and
its linear representations, in the special form needed here. We provide a
proof of this lemma in Section 3, based on standard results from Fulton and
Harris [FH91].
U-Statistics
The k-profile’s analysis involves certain summations over the
(
n
k
)
poten-
tial occurrences of various k-patterns. Since we study the profile of a uni-
formly distributed permutation in Sn, such
(
n
k
)
summands are identically
distributed random variables. However, they aren’t necessarily indepen-
dent, and thus cannot be handled with the classical limit theorems for iid
random variables. Instead, we employ the theory of U-statistics, a broader
class of random sums that are suitable for this setting.
Here is the definition of U-statistics, coming from the foundational work
of Hoeffding [Hoe48a]. Let X1,X2, . . . be iid random variables, taking val-
ues in a measurable space X. Let the kernel function f : Xk → R be a
symmetric measurable function, namely f(x1, . . . , xk) = f(xσ(1), . . . , xσ(k))
for every σ ∈ Sk. The following sequence of random variables, for n ≥ k,
are U-statistics of order k:
Un =
1(n
k
) ∑
i1<···<ik
f (Xi1 , . . . ,Xik)
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The sum is over
(
n
k
)
terms, all the k-element subsets of {1, . . . , n}. We
present here some basic properties of this class of random variables, and
refer to [Lee90, Jan97, KB13] for more.
Given the kernel f : Xk → R as above, we define a sequence of functions
f0, f1, . . . , fk, such that fi : X
i → R.
fi(x1, . . . , xi) := E [f (x1, . . . , xi,Xi+1, . . . ,Xk)]
where the expectation is taken with respect to Xi+1, . . . ,Xk, independent
and identically distributed as above. Note that fk = f , while
f0 = E[fi] = E[Un]
for every i ≤ k and n ≥ k. Here we shorthand E[fi] = E[fi(X1, . . . ,Xi)]
whereX1, . . . ,Xi are iid as above, and similarly for the variance. We assume
throughout V [f ] <∞. By the law of total variance,
0 = V [f0] ≤ V [f1] ≤ . . . ≤ V [fk] = V [f ]
The rank of the function f , or the rank of Un, is defined to be the small-
est r for which V [fr] 6= 0. This number is sometimes named the degree of
degeneracy, and has a great impact on the properties of Un.
The variance of a U-statistic can be expressed using those of the functions
f1, . . . , fr as follows:
V [Un] =
1(n
k
) k∑
i=1
(
k
i
)(
n− k
k − i
)
V [fi]
This formula follows by splitting up a double sum over two k-element sub-
sets, according to the size of the intersection [Lee90, page 12]. It immedi-
ately follows that the rank of a U-statistic determines its typical order of
magnitude:
Corollary 4. Let Un be U-statistic with a kernel f of order k and rank r.
Then
V [Un] =
(
k
r
)2
r!V [fr]
nr
+O
(
1
nr+1
)
Finally, we remark that many other properties of the distribution of Un
depend on its rank r. For a U-statistic of rank one, for example,
√
nUn
converges in distribution to a normal random variable. If the rank is two or
more, then nr/2Un can have an asymptotic distribution of various shapes,
and the details depend on the kernel f . However, its tail behavior always
satisfies Pr
[|nr/2Un| > t] = exp (−Θ (t2/r)) as t → ∞. In this work we
focus on second moments, and do not discuss the distributions in more
detail.
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3. Proofs
We first make some observations about the random profile, which are
relevant to the subsequent proofs.
There is a standard construction relating a permutation in Sn with the or-
der statistics of n points in the plane. Let {x1, . . . , xn} be a set of n points in
R2. We use throughout the notation xi = (yi, zi) for the two coordinates, and
consider generic sets, where all the y-coordinates are distinct, as well as the
z-coordinates. The y-coordinates y1, . . . , yn are written increasingly as order
statistics: y(1) < y(2) < · · · < y(n), and similarly z1, . . . , zn are reordered as
z(1) < z(2) < · · · < z(n). There is a unique permutation pi ∈ Sn such that
the points {x1, . . . , xn} are given by {(y(i), z(σ(i))) | 1 ≤ i ≤ n}. We call pi
the permutation induced by x1, . . . , xn, and denote it by perm(x1, . . . , xn).
Note that perm is symmetric with respect to shuffling its n inputs.
Consider perm(X1, . . . ,Xn) where X1, . . . ,Xn are independent random
points, each one sampled from a continuous distribution X = (Y,Z) in R2.
With probability one, such a point set is generic and the induced permuta-
tion pi ∈ Sn is well-defined. Observe that if Y and Z are independent, then
pi is uniformly distributed. Similarly, every k variables Xi1 , . . . ,Xik induce
a k-pattern of pi, uniform in Sk.
In the subsequent analysis of the random profile Pkn we assume it orig-
inates from such a random permutation perm(X1, . . . ,Xn) where the Xi
are independent and follow the continuous uniform distribution in the unit
square [0, 1]2.
Let v ∈ Rk!. Now we show as in [JNZ15] that the scalar projection of the
k-profile 〈v,Pkn〉 is a U-statistic of order k.
〈v,Pkn〉 =
∑
σ∈Sk
vσPσ(perm(X1, . . . ,Xn))
=
∑
σ∈Sk
vσ
1(n
k
) ∑
i1<···<ik
{
1 perm (Xi1 , . . . ,Xik ) = σ
0 otherwise
=
1(n
k
) ∑
i1<···<ik
vperm(Xi1 ,...,Xik)
This is indeed an order-k U-statistic with the kernel
f(x1, . . . , xk) = vperm(x1,...,xk)
Note that although the entries of the induced perm(X1, . . . ,Xn) are depen-
dent as random variables, the underlying X1, . . . ,Xn are mutually indepen-
dent.
Proof of Theorem 1
Let v ∈ Vr \ {0} for some r < k. Recalling the definition in Section 2, this
9
means
v ∈ span
{
Rλij
∣∣∣ λ ⊢ k with λ1 = k − r, 1 ≤ i, j ≤ dλ}
In the case r = 0, the vector v is a nonzero multiple of the trivial repre-
sentation Rk11, hence v = (a, . . . , a) where a 6= 0. Then, for all n ≥ k
E
[
〈v,Pkn〉2
]
= E
[(
a
∑
σ∈Sk
Pσn
)2]
= E
[
a2
]
= a2
In particular, the order of this expectation is constant with respect to n, as
claimed in the theorem.
We hence pursue the proof assuming 0 < r < k. Since v ∈ Vr, which is
orthogonal to 1 ∈ V0,
E [〈v,Pkn〉] =
∑
σ∈Sk
vσE [Pσn] =
∑
σ∈Sk
vσ
1
k! = 〈v,1〉 1k! = 0
Therefore E[〈v,Pkn〉2] = V [〈v,Pkn〉] as noted in the introduction.
Theorem 1 thus claims that the variance of the U-statistic 〈v,Pkn〉 has
order of magnitude n−r for v ∈ Vr \ {0}. By Corollary 4 it is sufficient to
prove that the rank of this U-statistic is r.
In order to to compute the rank, we investigate the functions {fi}0<i<k,
defined in Section 2. Substituting our kernel f in that definition,
fi(x1, . . . , xi) = E
[
vperm(x1,...,xi,Xi+1,...,Xk)
]
where Xi+1, . . . ,Xk are iid in [0, 1]
2.
We will rewrite this function in a symmetrized form. Recall that we
identify Sk−i with the following subgroup of Sk:
Sk−i = {τ ∈ Sk | τ(1) = 1, τ(2) = 2, . . . , τ(i) = i}
For τ ∈ Sk−i, we define Xτj := (Yj , Zτ(j)). Note that (Xi+1, . . . ,Xk) and
(Xτi+1, . . . ,X
τ
k ) have the same joint distribution, because the Y s and Zs
in each of these two sequences are 2(k − i) independent uniform random
variables in the interval [0, 1]. Therefore, for every τ ∈ Sk−i,
fi(x1, . . . , xi) = E
[
vperm(x1,...,xi,Xτi+1,...,Xτk)
]
This expression can be averaged over all τ ∈ Sk−i,
fi(x1, . . . , xi) =
1
(k−i)!
∑
τ∈Sk−i
E
[
vperm(x1,...,xi,Xτi+1,...,Xτk )
]
or, by the linearity of the expectation,
fi(x1, . . . , xi) = E [gi (x1, . . . , xi,Xi+1, . . . ,Xk)]
where
gi (x1, . . . , xk) :=
1
(k−i)!
∑
τ∈Sk−i
vperm(x1,...,xi,xτi+1,...,xτk)
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Here are some observations about the function gi. First, we show that
for any generic input x1, . . . , xk, this function averages vσ over some two-
sided coset of Sk−i in Sk. Let α, β ∈ Sk encode the relative ordering of the
coordinates of the points xj = (yj, zj) as follows: yβ(1) < yβ(2) < · · · < yβ(k)
and zα−1(1) < zα−1(2) < · · · < zα−1(k). In this notation,
perm
(
x1, . . . , xi, x
τ
i+1, . . . , x
τ
k
)
= ατβ
As τ ∈ Sk−i varies, we obtain all the (k− i)! permutations that map β−1(j)
to α(j) for j ≤ i. In other words, gi (x1, . . . , xk) is the average of vσ over
all σ in the two-sided coset αSk−iβ, where α and β are determined by the
input x1, . . . , xk.
Moreover, it is readily verified that the average gi(x1, . . . , xk) is symmetric
under permuting yi+1, . . . , yk or permuting zi+1, . . . , zk, as well as under
permuting x1, . . . , xi.
Finally, gi is invariant under order-preserving maps of the real numbers
y1, . . . , yk and under order-preserving maps of z1, . . . , zk, since it is defined
in terms of perm(· · · ).
The proof is completed in two step. We first prove that the rank of
〈v,Pkn〉 is at least r by showing that V [fi] = 0 for i < r. Then we will show
that V [fr] > 0, so that the rank is exactly r.
(I) Consider fi for 0 < i < r. The vector v ∈ Vr is a linear combination of
matrix elements Rλij for various λ ⊢ k with λ1 = k − r. Letting l = k − i >
k− r puts v in the left hand side of Lemma 3. The lemma implies that the
sum of vσ over any two-sided coset of Sl = Sk−i vanishes.
As observed above, the function gi averages vσ over various two-sided
cosets of Sk−i. We deduce that if v ∈ Vr for r > i then gi(x1, . . . , xk) = 0
on any generic input.
In particular, gi(x1, . . . , xi,Xi+1, . . . ,Xk) = 0 almost surely for generic
x1, . . . , xi. Since fi is the expected value of gi, also fi(x1, . . . , xi) = 0 on
generic input. It follows that fi(X1, . . . ,Xi) = 0 almost surely, and V [fi]
vanishes as desired.
(II) We now consider the function fr. The vector v ∈ Vr \ {0} is not
contained in Vr+1+Vr+2+ · · ·+Vk−1, which is the left hand side of Lemma 3
with l = k − r. The lemma guarantees that the sum of vσ does not always
vanish simultaneously on all two-sided cosets of Sk−r.
Fix one such coset C = αSk−rβ, where α, β ∈ Sk, for which
∑
σ∈C vσ 6= 0.
Recall that the r entries σ(β−1(i)) = α(i) for i ∈ {1, . . . , r} are common to
all σ ∈ C. Denote the common r-pattern occurring in such σ at these r
positions by ρ ∈ Sr.
We will focus on fr(x1, . . . , xr) restricted to generic inputs that satisfy
perm (x1, . . . , xr) = ρ, where ρ is determined by the choice of C which
depends on v as above. As usual, the order statistics of the input coordinates
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xj = (yj , zj) ∈ [0, 1]2 are
0 < y(1) < y(2) < · · · < y(r) < 1
0 < z(1) < z(2) < · · · < z(r) < 1
In these terms
fr (x1, . . . , xr) = E [gr (x1, . . . , xr,Xr+1, . . . ,Xk)]
= E
[
gr
(
(y(1), z(ρ(1))), . . . , (y(r), z(ρ(r))), (Yr+1, Zr+1), . . . , (Yk, Zk)
)]
whereXj = (Yj , Zj) are independent and uniform in [0, 1]
2, and we permuted
x1, . . . , xr as observed above.
It also follows from the observed symmetries of gr that the random vari-
able gr(x1, . . . , xr,Xr+1, . . . ,Xk) only depends on the two sets {Yr+1, . . . , Yk}
and {Zr+1, . . . , Zk}, regardless of how they are matched. Moreover, by
the invariance to order-preserving maps, it only depends on how many of
{Yr+1, . . . , Yk} lie in each interval between the fixed y(1), . . . , y(r) and the
same for the z-coordinate.
This means that fr, the expected value of gr (x1, . . . , xr,Xr+1, . . . ,Xk),
can be computed by considering a finite number of options for how the k− r
random points are distributed between the r + 1 possible y-intervals, and
how between the z-intervals. Suppressing the variables x1, . . . , xr we write
fr =
∑
i0,i1,...,ir≥0∑
t it=k−r
∑
j0,j1,...,jr≥0∑
t jt=k−r
Pr [Ai0,...,ir ,j0,...,jr ] Gi0,...,ir,j0,...,jr
where Ai0,...,ir,j0,...,jr (x1, . . . , xr) is the event,
∀ t ∈ {0, . . . , r}
{ ∣∣{Yr+1, . . . , Yk} ∩ (y(t), y(t+1))∣∣ = it∣∣{Zr+1, . . . , Zk} ∩ (z(t), z(t+1))∣∣ = jt
and Gi0,...,ir,j0,...,jr (x1, . . . , xr) is the common value of the random variable
gr (x1, . . . , xr,Xr+1, . . . ,Xk) given this event. Here we set y(0) = z(0) = 0
and y(r+1) = z(r+1) = 1.
We go further and compute these probabilities. Instead of the given r
points, x1 = (y1, z1), . . . , xr = (yr, zr), we define new variables corresponding
to the differences between their reordered coordinates,
∆yt := y(t+1) − y(t) = Pr
[
y(t) < Y < y(t+1)
]
∆zt := z(t+1) − z(t) = Pr
[
z(t) < Z < z(t+1)
]
where (Y,Z) is uniform in [0, 1]2. Now the probabilities of the above events
are monomial in these differences,
Pr [Ai0,...,ir,j0,...,jr ] =
(
k−r
i0 ... ir
)
(∆y0)
i0 · · · (∆yr)ir
(
k−r
j0 ... jr
)
(∆z0)
j0 · · · (∆zr)jr
Here the multinomial coefficient
( k−r
i0 ... ir
)
counts the number of ways to assign
i0, . . . , ir of the k− r random points to the r+ 1 respective y-intervals, and
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same for j0, . . . , jr and z-intervals. Note that by definition no two of the
events Ai0,...,ir,j0,...,jr yield the same monomial in the variables ∆yt and ∆zt.
As for the other factor Gi0,...,ir,j0,...,jr , which is the corresponding value
of gr, we have seen in the first part of the proof that this is the average of
vσ over a two-sided coset of Sk−r. Namely,
Gi0,...,ir,j0,...,jr(x1, . . . , xr) =
1
(k−r)!
∑
τ∈Sk−r
vperm(x1,...,xr,Xτr+1,...,Xτk)
for any Xr+1, . . . ,Xk that satisfy the event Ai0,...,ir ,j0,...,jr . We next show
that for some i0, . . . , ir and j0, . . . , jr it doesn’t vanish.
Recall that we are interested in the domain where perm (x1, . . . , xr) = ρ.
This pattern ρ ∈ Sr was determined by the two-sided coset C = αSk−rβ, as
the one that occurs in the positions β−1(1), . . . , β−1(r) which are mapped by
all members of C to α(1), . . . , α(r) correspondingly. Let it be the number of
elements in {1, . . . , k} that are larger than t elements in {β−1(1), . . . , β−1(r)}
and smaller than the other r − t. Similarly, let jt be the number of ele-
ments in {1, . . . , k} larger than t elements in {α(1), . . . , α(r)} and smaller
than the other r − t. With this choice, any xr+1, . . . , xk that satisfy the
event Ai0,...,ir ,j0,...,jr fix β
−1(1), . . . , β−1(r) as the respective positions of
y1, . . . , yr in the sorted {y1, . . . , yk}, and similarly send z1, . . . , zr to posi-
tions α(1), . . . , α(r) respectively in the sorted {z1, . . . , zk}. Therefore, con-
ditioning on this Ai0,...,ir,j0,...,jr ,{
perm
(
x1, . . . , xr,X
τ
r+1, . . . ,X
τ
k
)}
τ∈Sk−r = C
and hence
Gi0,...,ir,j0,...,jr (x1, . . . , xr) =
1
(k−r)!
∑
σ∈C
vσ 6= 0 .
In conclusion, the above expression for fr is a polynomial of degree 2(k−r)
in the 2(r+1) variables ∆y0, . . . ,∆yr,∆z0, . . . ,∆zr. Moreover, at least one
coefficient in this polynomial is nonzero.
We claim that fr is also nonzero as a polynomial in the original variables
y1, . . . , yr, z1 . . . , zr. Indeed this linear change of variables only restricts the
domain to ∆y0+ · · ·+∆yr = ∆z0+ · · ·+∆zr = 1. But since our polynomial
is both homogeneous in ∆y0, . . . ,∆yr and homogeneous in ∆z0, . . . ,∆zr,
this kind of restriction cannot make it vanish.
This nonzero polynomial form of fr ((y1, z1), . . . , (yr, zr)) is only valid
if perm (x1, . . . , xr) = ρ as determined by C. Nevertheless, for uniform
X1, . . . ,Xr in [0, 1]
2r the event perm (X1, . . . ,Xr) = ρ is an open set that
occurs with positive probability 1/(r!). The polynomial fr is hence nonzero
almost everywhere, conditioning on this event.
We remark that, depending on v, the function fr might indeed vanish
where its input induces certain r-patterns other than ρ.
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To sum up, fr (X1, . . . ,Xr) is nonzero with positive probability, while
E[fr] = E[f ] = 0 since
∑
σ vσ = 0 for r > 0. This means that V [fr] > 0,
and the rank of 〈v,Pkn〉 is precisely r. 
Proof of Theorem 2
Theorem 1 shows that the projection of the profile Pkn to Vr has order of
magnitude of n−r/2 along every direction in this subspace. Here we consider
two normalized components nr/2ΠrPkn and n
s/2ΠsPkn where r < s. A
priory, these two random vectors in Vr and Vs are dependent, and in general
correlated. The content of Theorem 2 is that any such correlation tends to
zero as n→∞.
It is sufficient to consider separately each entry of the cross-covariance
matrix of nr/2ΠrPkn and n
s/2ΠsPkn. Since this matrix is the expected
outer product of the two orthogonal projections, all we need to show is
E
[
nr/2 〈u,Pkn〉 ns/2 〈v,Pkn〉
]
n→∞−−−−→ 0
for every u ∈ Vr and v ∈ Vs. Recall that E [〈v,Pkn〉] = 0 if v ∈ Vs for s > 0,
so that the above expectation of the product is indeed the covariance of the
two projections.
As before, we consider the profile of perm (X1, . . . ,Xn) where X1, . . . ,Xn
are independent and follow the continuous uniform distribution in [0, 1]2.
Also, we similarly expand each scalar projection according to the
(
n
k
)
occur-
rences of patterns,
〈u,Pkn〉 〈v,Pkn〉 =
∑
τ∈Sk
uτPτ
∑
σ∈Sk
vσPσ
=
1(n
k
)2 ∑
i1<···<ik
∑
j1<···<jk
uperm(Xi1 ,...,Xik)
vperm(Xj1 ,...,Xjk)
.
The following argument applies to any product of two U-statistics of dif-
ferent ranks on the same sequence of iid random variables. We divide the
terms of the double sum into two cases. Suppose that less than s positions
from i1, . . . , ik and j1, . . . , jk coincide. Then the expected value of this term
can be written, up to ordering, as
E
[
uperm(Xi1 ,...,Xik)
vperm(Xi1 ,...,Xit ,Xjt+1 ,...,Xjk)
]
= E
[
uperm(Xi1 ,...,Xik)
E
[
vperm(Xi1 ,...,Xit ,Xjt+1 ,...,Xjk)
∣∣∣ Xi1 , . . . ,Xik]] .
where i1, . . . , ik and jt+1, . . . , jk are disjoint. By the proof of Theorem 1,
the rank of the kernel vperm(·) is s. Since t < s, for every generic x1, . . . , xt
and random variables Xt+1, . . . ,Xk,
ft(x1, . . . , xt) = E
[
vperm(x1,...,xt,Xt+1,...,Xk)
]
= 0 .
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because V [ft] = 0. Therefore the above conditional expectation is 0 almost
surely, and so is the expectation of the product. Thus terms of this kind
vanish and do not contribute to the covariance.
In the remaining terms, at least s positions from i1, . . . , ik and j1, . . . , jk
coincide. We estimate the contribution of all these terms as, at most(
n
s
)(
n− s
k − s
)(
n− s
k − s
)
max
τ
|uτ | max
σ
|vσ| = O
(
n2k−s
)
.
Therefore, for u ∈ Vr and v ∈ Vs where r < s,
E [ 〈u,Pkn〉 · 〈v,Pkn〉 ] = O
(
n−s
)
= o
(
n−(r+s)/2
)
and the theorem follows. 
Proof of Lemma 3
We very briefly recall a construction of the simple representations of Sk,
which appears in Fulton and Harris [FH91, Lecture 4].
A Young tableaux T of shape λ ⊢ k is a sequence of ordered rows T1, . . . , Tℓ
where |Ti| = λi and
⋃
i Ti = {1, . . . , k}. One Young subgroup permutes the
rows, PT = {σ ∈ Sk | σ(Tij) ∈ Ti}, and another one permutes the columns,
QT = {σ ∈ Sk | σ(Tij) ∈ T ′j} where T ′j = (T1j , T2j , . . . ).
Define a multiplication on the vector space Rk! = {∑σ∈Sk vσσ | vσ ∈ R}
extending σ · τ = στ . This turns it into an algebra A = RSk.
Given a tableaux T of shape λ, we consider two elements, aT =
∑
σ∈PT σ
and bT =
∑
σ∈QT sign(σ)σ, written also as aλ and bλ when the choice of T
is not important. The Young symmetrizer is cT = cλ = aλ · bλ.
The simple representation ρλ is now given by the left action of Sk ⊂ A on
the subspace Acλ [FH91, Theorem 4.3]. We use this construction to prove
both directions of Lemma 3.
(⇒) It is sufficient to show that every matrix element Rλij , for λ ⊢ k with
λ1 < l and 1 ≤ i, j ≤ dλ, is contained in the right hand side of the lemma.
Let the partition µ ⊢ k be (l, 1, 1, . . . , 1), and let the tableaux T have
shape µ, with T1 = {k, k − 1, . . . , k − l + 1}. Note that Pµ = Sl as de-
fined before the lemma. Since λ1 < l = µ1, it follows that λ < µ in the
lexicographic order [FH91, 4.22]. For α, β ∈ Sk let
fαβ :=
∑
σ∈αSlβ
σ = α ·
∑
τ∈Pµ
τ · β = α · aµ · β ∈ A
Then for every x ∈ A
fαβ · x · cλ = α · aµ · (β · x · aλ) · bλ = α · 0 = 0
by [FH91, Lemma 4.23] since λ < µ. This means that fαβ annihilates all
of Acλ, the A-module that defines the representation ρ
λ of Sk. For any
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choice of basis of Acλ, the corresponding matrices R
λ(σ) ∈ Rdλ×dλ must
hence satisfy
∀α, β ∈ Sk
∑
σ∈αSlβ
Rλ(σ) = 0
In other words, the average of every matrix entry Rλij(σ) with λ1 < l, over σ
in any two-sided coset of Sl, vanishes as required.
(⇐) Let T be a tableaux with shape λ ⊢ k with λ1 ≥ l. The subgroup Pλ
includes a smaller subgroup, all permutations that only shuffle the first l
entries of the first row T1. This subgroup and each of its cosets are two-
sided cosets of Sl. Therefore Pλ = ·∪(α,β)∈I αSlβ for a suitable I ⊂ Sk × Sk.
Let v =
∑
σ∈Sk vσσ ∈ A and assume that
∑
vσ vanishes over every two-
sided coset of Sl, as in the right hand side of the lemma. For every γ ∈ Sk,
v · γ · cλ =
∑
σ∈Sk
vσσγ ·
∑
(α,β)∈I
∑
τ∈Sl
ατβ · bλ =
letting ρ = σγατ ,
=
∑
α,β
∑
τ∈Sl
∑
ρ∈Sk
v(ρ(γατ)−1)ρβ · bλ =
∑
α,β
∑
ρ∈Sk

 ∑
ω∈ρSl(γα)−1
vω

 ρβ · bλ = 0
using the assumption on v for these Sl-cosets. By linearity v annihilates Acλ,
so that
∑
σ∈Sk vσR
λ(σ) = 0 similarly to the above. In other words 〈v,Rλij〉 =
0 for every λ ⊢ k with λ1 ≥ l and 1 ≤ i, j ≤ dλ. By the orthogonality of the
matrix elements of different representations, v is spanned by the other Rλij ,
with λ1 < l, as desired. 
4. Diagonalization
We have seen that the random profile Pkn decomposes according to the
orthogonal subspaces V0, . . . , Vk−1, and its projection on Vr has order of
magnitude n−r/2. We therefore define the normalized k-profile:
P˜kn :=
k−1∑
r=0
nr/2ΠrPkn
In order to study the asymptotic structure of the normalized profile, we
ask how its one-dimensional projections are related to each other. This is
fairly captured by the k!-by-k! limit second-moment matrix,
Mk := lim
n→∞
E
[
P˜knP˜
T
kn
]
In terms of Mk, Theorems 1 and 2 claim that v
TMkv > 0 for every
v ∈ ⋃r Vr, and uTMkv = 0 for every u ∈ Vr and v ∈ Vs such that r 6= s. It
follows that this matrix is strictly positive definite. Also, Mk is equivalent
as a quadratic form to a block matrix with k blocks, by a change of basis
to vectors from these subspaces. In this form, Mk and the limit of cov [P˜kn]
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are the same except at the 1-by-1 block that corresponds to V0, as noted
after Theorem 1.
As usual in multivariate analysis, the distribution of P˜kn is better under-
stood by means of an orthonormal basis that fully diagonalizes Mk. This
requires a basis of directions within each Vr, along which we project the
profile. This would thus refine the profile decomposition from k to k! com-
ponents that are asymptotically uncorrelated. The eigenvalues would tell
how the variance varies between different projections, and the eigenvectors
may point at particular combinations of pattern densities that are interesting
to look at.
Since Vr is spanned by matrix elements of Sk-representations, we ask if
there exist specific representatives in their similarity classes that yield such
bases. The following proposition indicates that this is indeed the case.
Proposition 5. Let k ≤ 6. There exist an orthogonal k!-by-k! matrix Uk
and a strictly positive diagonal matrix Dk such that
UTk MkUk = Dk
and the columns of Uk are the normalized matrix elements,{√
dλ
k! R
λ
ij
}
λ⊢k, 1≤i,j≤dλ
of orthogonal simple Sk-representations {Rλ}λ⊢k.
Here the matrices Rλ(σ) for σ ∈ Sk are orthogonal with respect to the
standard inner products in Rdλ , and therefore the matrix Uk is orthogonal
with respect to the standard inner product in Rk! [FH91, 2.35].
For finite n, Proposition 5 suggests using these k! scalar projections to
express the k-profile:
UTk P˜kn =
( 〈
n(k−λ1)/2
√
dλ
k! R
λ
ij , Pkn
〉 )
λ⊢k, 1≤i,j≤dλ
Proof. The proof of Proposition 5 was found by computer-aided exploration
in Python, and verified by the computer algebra system Sage [Sag18]. See
[Eve18, verify.sage] for the implementation. The file main.sage was run
to perform the verification, and produced the output given in output.txt.
The computation is straightforward, and described below.
We start with the second-moment matrix of the unnormalized profile.
Consider the matrix
(n
k
)
E[PknP
T
kn]. Each entry of this matrix is a polyno-
mial in Q[n] of degree at most k, as one can see in the proof of Theorem 2.
We extrapolate these polynomials from the points n = k, . . . , 2k, for which
the second-moment matrices are computed directly by averaging the outer
product over Sn.
Then we construct Uk. For every partition λ ⊢ k, two matrices are given:
Rλ(τk), R
λ(ρk) ∈ Q dλ×dλ , where τk = 2134...k and ρk = 234...k1. Since
these transposition and rotation generate Sk, we can find R
λ(σ) for all
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σ ∈ Sk. Our choice of generators of every simple representation Rλ, for
λ ⊢ k ≤ 6, appears in the file generators.sage. All the entries in these
matrices have finite descriptions as field elements in quadratic extensions
of Q. The matrix elements of all simple representations of Sk yield the
orthogonal matrix Uk as described in the proposition.
Then we compute the conjugate matrix UTk E[PknP
T
kn]Uk. The leading
order in n of every entry in this matrix is bounded according to the block
structure, as follows from Theorems 1 and 2. Specifically, if u and v are
matrix elements from Vr and Vs respectively, then the entry u
TE[PknP
T
kn]v
is O(n−max(r,s)).
We thus obtain the normalized matrix UTk E[P˜knP˜
T
kn]Uk by multiplying
the different blocks by appropriate powers of
√
n. The entries of this matrix
are rational functions in Q(
√
n). Taking n→∞ yields the leading, constant
term, which is UTk MkUk. All that remains is to verify that this matrix is
diagonal. 
Proposition 5 and its proof raise new directions for further investigation,
and some of them are discussed in the following examples and remarks.
Example. We demonstrate the verification procedure for k = 2. A direct
computation yields
E[P22P
T
22] =
( 1
2 0
0
1
2
)
, E[P23P
T
23] =
( 19
54
4
27
4
27
19
54
)
, E[P24P
T
24] =
( 67
216
41
216
41
216
67
216
)
and by extrapolation,(
n
2
)
E[P2nP
T
2n] =
(
1
8n
2− 572n+
5
36
1
8n
2−1372n−
5
36
1
8n
2−1372n−
5
36
1
8n
2− 572n+
5
36
)
.
The matrix elements of the trivial and the alternating representations of S2
give U2 =
1√
2
(
1 1
1 −1
)
, and the normalization is UT2 P˜2n =
(
1 0
0
√
n
)
UT2 P2n.
It follows that
UT2 E[P˜2nP˜
T
2n]U2 =
1(n
2
)
(
1
4n
2 − 14n 0
0 19n
2 + 518n
)
n→∞−−−−→
(
1
2 0
0 29
)
which is diagonal of full rank as required. This simple case is not new because
all blocks in UT2 MkU2 are one-by-one, but in general the diagonalization is
verified also within blocks.
Example. In the case k = 3 the choice of representation matrices becomes
important. For the standard representation corresponding to λ = (2, 1) we
use:
R21(τ3) =

 −12
√
3
2√
3
2
1
2

 R21(ρ3) =

 −12 −
√
3
2√
3
2 −12


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As always, the trivial representation is given by Rk(τk) = R
k(ρk) = [1], and
the alternating by R1···1(τk) = [−1] and R1···1(ρk) = [(−1)k−1]. Repeating
the above procedure, the diagonalized normalized 3-profile is
UT3 P˜3n =


1√
6
√
n√
3
0 0
√
n√
3
n√
6
1√
6
−
√
n
2
√
3
−
√
n
2 −
√
n
2
√
n
2
√
3
− n√
6
1√
6
−
√
n
2
√
3
√
n
2
√
n
2
√
n
2
√
3
− n√
6
1√
6
−
√
n
2
√
3
−
√
n
2
√
n
2 −
√
n
2
√
3
n√
6
1√
6
−
√
n
2
√
3
√
n
2 −
√
n
2 −
√
n
2
√
3
n√
6
1√
6
√
n√
3
0 0 −
√
n√
3
− n√
6


T 

P123,n
P132,n
P213,n
P231,n
P312,n
P321,n


It is verified that its second-moment matrix is asymptotically diagonal of
full rank.
Example. Our choice of generators for λ ⊢ 4 is given below. For λ ⊢ 5 see
Table 1. For all λ ⊢ k ≤ 6 see [Eve18, generators.sage].
R31(τ4) =


1
5
2√
5
−25
2√
5
0 1√
5
−25 1√5
4
5

 R31(ρ4) =


−45 − 1√5 −
2
5
1√
5
0 − 2√
5
−25 2√5 −
1
5


R22(τ4) =
(
−1 0
0 1
)
R22(ρ4) =
(
1
2
√
3
2√
3
2 −12
)
R211(τ4) =


0 0 1
0 −1 0
1 0 0

 R211(ρ4) =


0 1 0
−1 0 0
0 0 1


Remark. Janson, Nakamura and Zeilberger note that the eigenvalues of
the first, (k − 1)2-dimensional component are rational numbers, for k ≤ 5
[JNZ15, Example 4.8]. Here we report that this property persists across the
whole k!-point spectrum of the normalized profile, and for k ≤ 6.
The eigenvectors, which are the matrix elements of the representations
that we found, are only populated by signed square roots of rational num-
bers. In fact, for every k ≤ 6 these are contained in the quadratic extension
Qk := Q ({√p | 2 ≤ p < 2(k − 1)}) .
More structural properties of these representation matrices were found,
and also used, in the process that led to their discovery. We do not discuss
them further in this paper.
Remark. The representation matrices that we use are not those of the
known constructions: Young’s semi-normal form, Young’s orthogonal form,
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λ Rλ(τ5) R
λ(ρ5)
5 1 1
4
1
1
10 − 310 32√7
9
2
√
35
− 310 910 12√7
3
2
√
35
3
2
√
7
1
2
√
7
9
14 −3
√
5
14
9
2
√
35
3
2
√
35
−3
√
5
14
5
14
−12 −12 32√7 −
√
5
2
√
7
−12 0 12√7
√
5√
7
− 3
2
√
7
− 1
2
√
7
−1114 −
√
5
14√
5
2
√
7
−
√
5√
7
−
√
5
14
2
7
3
2
−67 0 − 1√7 0 −
√
6
7
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√
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√
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3
2
√
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√
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0
√
2
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3
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√
3
2
√
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√
3
2
√
5
√
3
2
√
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3
2
√
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− 1
2
√
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− 3
√
3
2
√
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√
3
2
√
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1
4
1
2
√
2
−14
−
√
3
2
√
5
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15
1
2
√
2
−23 16√2
−
√
3
2
√
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1
2
√
30
−14 16√2
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2
1
1
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−16
√
5
2
√
3
√
5
6
√
5
2
√
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5
2
√
3
−12 12√3
1
2√
5
6
1
2
√
3
−56 12√3√
5
2
√
3
1
2
1
2
√
3
−12
−23 0
√
5
6
√
5
2
√
3
0 0
√
3
2 −12√
5
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√
3
2
1
6
1
2
√
3
−
√
5
2
√
3
−12 − 12√3 −
1
2
15 −1 1
Table 1. Generators for representations of S5 that verify Proposition 5.
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or Young’s natural form. It would be interesting to understand how they
are related to any of them.
Remark. Moreover, the choice of these representations is not unique. Some
of the freedom degrees that appear are not trivial ones such as reordering
or negating coordinates. These are an effect of repeating eigenvalues, which
account for most of the complications in the process of finding these matrices.
The main challenge that arises from the preliminary results in this section,
and is conjectured to be achievable, is as follows.
Question 6. For every k ∈ N, give a natural and explicit construction of
representation matrices Rλ(σ) ∈ Qdλ×dλk for all σ ∈ Sk and λ ⊢ k, such that
the matrix elements {Rλij} fully diagonalize the asymptotic second-moment
matrix of the normalized k-profile, as in Proposition 5.
We mention a recent work that may be relevant to this direction. It
is the spectral analysis of another problem on random permutations, the
random-to-random shuffling, by Dieker and Saliola [DS18].
Remark. Another direction left for future research is studying the asymptotic
behavior of the normalized profile beyond the second moment. This includes
describing the non-normal limit distributions of the U-statistics that show
up, and the joint distributions of several or all of them.
Remark. We include some technical information about the computer-assisted
verification of Proposition 5. The verification takes 36 hours with SageMath
version 8.1 on an AMD 2Ghz machine. Only the second moments of P6,11
and P6,12 were pre-prepared in another 36 hours, while distributed on up to
132 Intel 2.3Ghz processors running SageMath version 7.4.
5. Applications
Our viewpoint of the structure of the profile’s distribution provides a uni-
fied framework for the null distribution of several nonparametric statistics,
and throws light on other questions on random permutations. We describe
some of these connections in this section.
Rank Correlation Tests
Consider a sequence of n independent paired samples Xi = (Yi, Zi), drawn
from a common continuous distribution Xi ∼ X on R2. Various real mea-
sures were suggested to detect, describe, and estimate the correlation be-
tween Y and Z based on these samples. Some of them are nonparametric,
using only the ranks of {Yi} and of {Zi}. Since such a statistic is invariant
under order-preserving maps for each coordinate, and under reordering the
sequence of paired samples, it only depends on the induced permutation
pi = perm(X1, . . . ,Xn), as defined in Section 2.
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Kendall’s tau coefficient [Ken38] is one such approach to quantify the
correlation. In terms of permutations and patterns, let τ : Sn → [−1, 1],
τ(pi) =
〈
R111,1 , P2(pi)
〉
= P12(pi)− P21(pi)
Thus τ is a projection of the 2-profile along a matrix element, the one from
the representation corresponding to λ = (1, 1).
Spearman’s rho coefficient [Spe04] is another nonparametric measure of
correlation. Its standard definition uses the Pearson correlation between the
ranks of the two coordinates of the samples. However, Spearman’s rho is
equivalently described using two matrix elements of the 3-profile:
ρ(pi) =
〈
4n
3n+3R
21
2,2 − n−33n+3R1111,1 , P3(pi)
〉
= P123 + P132 + P213 − P231 − P312 − P321 +O
(
1
n
)
Here and below, our choice of matrix representations Rλ is as in the pre-
vious section. The matrix element R212,2 corresponds to the first principal
component of the limit distribution of
√
n (P3n − u3).
The two coefficients τ and ρ are often used in statistical hypothesis tests,
to establish whether there is a significant correlation between Y and Z. It is
hence important to understand their distributions under the null hypothesis
that Y and Z are independent, so that pi is uniform in Sn. The null distri-
butions of these tests are hence contained, as special cases, in our general
discussion of the distribution of the profile of a random permutation.
The profile’s decomposition provides tools to compare such nonparametric
correlation tests. In terms of the 3-profile, we can express Kendall’s τ using
8
9R
21
2,2+
1
9R
111
1,1 while for Spearman’s ρ we use
4
3R
21
2,2− 13R1111,1 asymptotically as
n→∞. Assuming independence, both measures are asymptotically normal
of order 1/
√
n, being governed by the same termR212,2. The termR
111
1,1 makes
a smaller, order-1/n contribution.
Instead of choosing between two tests, perhaps it makes sense to consider
the whole family, αR212,2 + (1−α)R1111,1 for some range of real α. The choice
of test may then depend on its power against various alternative models, of
correlated data with typical noise and outliers.
Circular Rank Correlation
Suppose that Xi = (Yi, Zi) are independently sampled from a common con-
tinuous distribution on the torus S1 × S1. In this circular setting, it is
natural to ask how much Y and Z tend to be related, approximately, by a
homeomorphism between the two copies of S1. Such a relation can either
preserve or reverse the orientation of the circle.
Fisher and Lee [FL82] suggested a nonparametric measure of correlation
that depends on the circular ranks of the coordinates of the samples. The
ordering of three points in S1 can be either clockwise or counterclockwise.
Let ∆ : Sn → [−1, 1] be the proportion of triplets {i, j, k} where Yi, Yj , Yk
and Zi, Zj , Zk have the same ordering type, minus the proportion of triplets
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where they differ. This measure can be expressed in terms of permutations
and patterns as
∆(pi) =
〈
R1111,1 , P3(pi)
〉
= P123 − P132 − P213 + P231 + P312 − P321
Here pi = perm(X1, . . . ,Xn) is defined by first removing one arbitrary point
from each circle so that it maps to the real line. Note that the matrix
element R1111,1 belongs to the component V2 of R
3!.
If one uses ∆ as a test statistic, then under the null hypothesis that
Y and Z are independent, pi ∈ Sn is uniform, and ∆ scales as 1/n by
Theorem 1. See [FL82, JNZ15, Zei16] for more details on the non-normal
limiting distribution of n∆.
Remark. A crucial property of this projection of P3 is being symmetric
under rotation of both the input or the output of the permutation. In
general, restrictions to various invariant subspaces are useful in the study of
the profile. Such symmetries include combinations of input rotation, output
rotation, input reflection, output reflection, and inverting the permutation.
Rank Independence Tests
Let X1, . . . ,Xn be independent paired samples from a common continuous
distribution Xi = (Yi, Zi) ∼ X = (Y,Z) in R2 as above. Several statistics
were suggested to detect any kind of dependence between Y and Z.
Hoeffding’s independence test uses a nonparametric approach [Hoe48b].
Given the joint and marginal distribution functions FX , FY , and FZ , let
H =
∫∫
(FX(y, z)− FY (y)FZ(z))2 dFX(y, z)
For continuous distributions, H = 0 if and only if Y and Z are independent.
Blum, Kiefer and Rosenblatt [BKR61] showed that replacing dFX(y, z) by
dFY (y)dFZ(z) extends this condition to non-continuous distributions.
Hoeffding’s test is based on a consistent estimator of H as a function of
the n samples. The functions FX , FY , and FZ are replaced by the empirical
distributions, which are cumulative counts of samples. Since H contains
products of up to five functions, this leads to a U-statistic with summation
over five-sample subsets. In terms of the 5-profile, it has the following short
description:
D(pi) = 130
〈
1
2R
32
4,4 +
1
2R
221
3,3 , P5(pi)
〉
A similar estimator for the BKR functional yields a U-statistic of order six,
which also turns out to be expressible using the 5-profile:
B(pi) =
〈
5
2R
32
4,4 − 32R2213,3 , P5(pi)
〉
Another variant of this test by Bergsma and Dassios [Ber10, BD14] uses,
up to constants and negligible O( 1n) terms, the following sum of 4-pattern
densities:
P1234 + P1243 + P2134 + P2143 + P3412 + P3421 + P4312 + P4321
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This test is simply described in terms of the 4-profile or the 5-profile:
BD(pi) =
〈
R222,2 , P4(pi)
〉
=
〈
9
10R
32
4,4 +
1
10R
221
3,3 , P5(pi)
〉
Our analysis of the profile sheds new light on these independence tests.
Their known 1/n scaling under the hypothesis of independence is a special
case of Theorem 1. The relative differences between them go to zero in
probability, because the contribution of R2213,3 has order n
−3/2. Similar to
the correlation tests above, it would be interesting to better understand
the role of such lower-order terms in the tests’ performance against various
alternatives. The general form αR324,4 + (1− α)R2213,3 contains B, D, and
BD as special cases.
Quasirandom Permutations
Given a deterministic sequence pin ∈ Sn for every n ∈ N, several equiva-
lent notions of quasi-randomness have been considered [Coo04]. These are
defined as certain asymptotic properties of pin, that hold for a random per-
mutation with probability going to one.
As noted in [Hoe48b, App. A], the uniformity of perm (X1,X2,X3,X4,X5)
in S5 already implies independence, hence X produces uniformly random
permutations of any size. The same holds for perm (X1,X2,X3,X4) by the
consistency of the Bergsma–Dassios test. It follows by the arguments in
[HKMS11, cf. [KP13]], that {pin} is quasirandom if and only if〈
R222,2 , P4(pin)
〉 → 0 ,
which hasn’t been noted in those works. It would be interesting to charac-
terize what other combinations of k-densities imply quasirandomness, and
the profile’s decomposition may play a role in that effort.
Statistical Analysis of Rankings
Our treatment of the k-profile parallels the framework of spectral analysis
of statistical data defined on non-abelian groups, as introduced by Diaconis
[Dia88, Section 8B]. An important practical issue that arises there is the
arbitrary choice of Fourier bases, which might depend on matters of inter-
pretation and convenience.
The bases described here propose an answer for the case that the data
takes values in Sk. The matrix elements as in Section 4 may give useful
Fourier descriptions, especially in a setting where the samples may relate to
occurrences of ordering types, or are possibly induced from a larger sequence,
perhaps one with random-like features.
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