Cellular manufacturing is a useful way to improve overall manufacturing performance. Group technology is used to increase the productivity for manufacturing high quality products and improving the flexibility of manufacturing systems. Cell formation is an important step in group technology. It is used in designing good cellular manufacturing systems. The key step in designing any cellular manufacturing system is the identification of part families and machine groups for the creation of cells that uses the similarities between parts in relation to the machines in their manufacture. There are two basic procedures for cell formation in group technology. One is part-family formation and the other is machine-cell formation. In this paper, we apply a fuzzy relational data clustering algorithm to form part families and machine groups. A real data study shows that the proposed approach performs well based on the grouping efficiency proposed by Chandrasekharan and Rajagopalan.
Introduction
The production process requires a variety of machines and often some complex procedures. Frequently, parts have to be moved from one place to another. This results not only in machine idle time but also wastes the manpower required for the physical movement of the parts. Group technology (GT) has proven to be a useful way of addressing these problems by creating a more flexible manufacturing process. In flexible manufacturing systems, GT actually plays an important role in improving product quality. It can be used to exploit similarities between components to achieve lower costs and increase productivity without losing product quality. First, GT identifies parts, manufacturing processes, and machines by their attributes, analyzes attributes for similarities and finally, partitions items into families according to their similarities. Since parts in a given family have similar manufacturing characteristics, grouping increases manufacturing efficiency. Cell formation (CF) is used to design a good cellular manufacturing system that uses the similarities of parts related to machines so that CF can identify part families and machine groups. Therefore, CF is a key step in GT. It is well-known that the similarity coefficients play an important role in solving the CF problems. Yin and Yasuda [1] reviewed and discussed various similarity coefficients to the CF problems. They also suggested future directions for similarity coefficients.
Many methods are proposed to solve CF problems, such as classification of coding, clustering and fuzzy classification and so forth. For example, Mosier [2] , Wei and Kern [3] , Gupta and Seifoddini [4] , Shafer and Rogers [5] and Liao et al. [6] used a similarity-based hierarchical clustering method including single linkage clustering, complete linkage clustering, average linkage clustering, and linear cell clustering. Since these methods assumed well-defined boundaries between part-machine cells, these crisp boundary assumptions may fail to fully describe the case where the part-machine cell boundaries are fuzzy. This is why fuzzy clustering algorithms were applied for CF. Xu and Wang [7] first applied the fuzzy clustering to CF. Chu and Hayya [8] then improved its usage. Gindy et al. [9] considered optimal numbers of part families and machine groups using some validity indexes. Venugopal [10] gave a state-of-the-art review on the use of soft computing including fuzzy clustering. Moreover, Güngör and Arikan [11] applied fuzzy decision making in CF. However, these fuzzy clustering methods all considered numeric data. On the other hand, part or machine data is often symbolic or fuzzy, and these fuzzy clustering algorithms cannot be used for these mixed-variable data. Recently, Liao [12] proposed classification and coding approaches to a part family under a fuzzy environment with the construction of a coding structure for fuzzy data by considering a fuzzy feature as a linguistic variable. Yang et al. [13] applied the mixed-variable fuzzy c-means (MVFCM) proposed by Yang et al. [14] to CF.
In this paper, we describe two problems with Yang et al.'s [14] distance measure for fuzzy data. To solve these problems, we propose a new distance measure and construct dissimilarity matrices for parts and machines. Then the fuzzy relational data clustering (FRC) algorithm, proposed by Davé and Sen [15] , is applied to these two matrices. Based on the partition entropy (PE) [16] , we obtain the optimal partition for part families and machine groups in CF. Furthermore, the proposed approach performs well from the grouping efficiency proposed by Chandrasekharan and Rajagopalan [17, 18] . In Section 2, we review Yang et al.'s distance [14] for symbolic and fuzzy data and then propose a modified distance measure for fuzzy data. The FRC algorithm is introduced in Section 3. Section 4 applies the FRC algorithm to CF with our new defined distance measures, and conclusions are stated in Section 5.
Distance measure between mixed-variable feature vectors
Let F be a feature vector with components F 1 , . . . , 
where D(A k , B k ) is the distance between the kth feature components based on its feature type. Since there are symbolic and fuzzy feature components in a d-tuple feature vector, the distance D(A, B) will be the sum of the distances for the individual components.
Symbolic feature components
Symbolic features consist of quantitative (ratio, absolute and interval) and qualitative (nominal, ordinal and combinational) values. Gowda and Diday's [19, 20] distance measure between symbolic features is defined on the basis of position, span and content. However, the Gowda and Disday's distance measure has some drawbacks. To overcome these drawbacks, Yang et al. [14] gave a modified distance measure as follows.
Quantitative interval type
The distance measure between the kth feature quantitative interval type A k and B k is defined by the following three 
The three distance components are then defined as follows: 
(1)
Qualitative type
For qualitative types of A k and B k , the distance component due to position is absent. The term U is absent too. Thus, the two remaining components that contribute to distance are due to span and due to content. Let The two distance components are then defined as follows:
Thus, the distance measure between qualitative type of A k and
Fuzzy feature components
Fuzzy data is a data type with imprecision or with a source of uncertainty not caused by randomness, but due to ambiguity. Examples of fuzzy data types can easily be found in natural language. It is generally more convenient and useful in describing fuzzy data to use LR-type fuzzy numbers [21] . Yang et al. [14] defined the distance for an LR-type trapezoidal fuzzy number (TFN) based on Yang and Ko's distance [22] as follows.
Let L (and R) be decreasing, shape functions from ℜ
where α > 0 and β > 0 are called the left and right spreads, respectively. Symbolically, X is denoted by (m 1 , m 2 , α, β) LR .
The LR-type TFN is very general and allows one to represent the different types of information. For example, the LR-type TFN X = (m, m, 0, 0) LR with m ∈ ℜ = (−∞, ∞) is used to denote a real number X and the LR-type TFN X = (a, b, 0, 0) LR with a, b ∈ ℜ and a < b is used to denote an interval X . Then a distance measure between two LR-type
LR is defined as follows [14] :
In LR-type TFNs, the TFNs are most commonly used.
The proposed distance measure
We find that Yang et al.'s [14] distance measure D LR as described in Section 2.2 has two drawbacks. The first one is that the distance measure D LR depends on the presentation of data. The second one is that the distance measure D qt or D ql is dominated by D LR . We use the following examples to illustrate these two drawbacks. 
Then, by Eqs. (1) and (2), we have
Since the values of D LR are much larger than those of D qt from the above results, it indicates that D qt is dominated by D LR .
To address these concerns, we propose a new distance measure based on Gowda and Diday's [19, 20] 
= the length of the intersection of the right parts of A k and B k .
Then the distance between A k and B k is defined as follows:
where
It is natural to ask ''Is the defined distance measure D MLR 
Proof. It is easy to see that D MLR (A k , B k ) satisfies the (P1). We therefore only prove the (P2). By Eq. (3), we have
Thus, the (P2) is proven. 
Fuzzy relational data clustering algorithm
In 2002, Davé and Sen [15] proposed a clustering algorithm, called the fuzzy relational data clustering (FRC) algorithm which is a generalization of FANNY [23] . The advantages of the FRC algorithm are: faster convergence, robustness with respect to outliers, and easy for handling all kinds of relational data, including that based on non-Euclidean distance measures. Note that the proposed distance D MLR is a non-Euclidean distance measure. As reported by Selim et al. [24] , the GT is a manufacturing philosophy identifying similar parts and grouping then together to take advantage of the similarities in manufacturing and design. It is well-known that distance measures and similarity measures are dual concepts. On the other hand, the proposed distance measure D MLR is more complicated than D LR so that the mixed-variable fuzzy c-means (MVFCM) proposed by Yang et al. [14] is not suitable for the proposed distance measure D MLR . For these reasons, the FRC algorithm is suitably chosen to apply the proposed distance measure D MLR for cell formation to form part families and machine groups. The FRC algorithms are described as follows [15] .
For n objects, the relational data is usually described by an n × n dissimilarity matrix (R ij ) n×n , where
The functional for FRC is 
ik ‖ < ϵ, THEN stop ELSE ℓ = ℓ + 1 and return to S2.
A real data study
The first real data set from [13] is used to test the approach. The data set is from the production of cast aluminum alloys and forging steels based on eight machine processes where the machine/part matrix has mixed-variable data types. There are seven parts: ZL207, 50SiMn, 35SiMn, ZL205A, ZL402, 42SiMn, ZL202. There are eight machines for: fusion, air impermeability, tensile test, casting, impact test, crack-arresting fracture, heat treatment, and cooling. Table 1 shows the machine/part matrix for the production of cast aluminum alloys and forging steels. Our objective is to group parts and machines in a cell based on the FRC algorithm. To obtain the dissimilarity matrix for parts, we use the proposed distance measure to compute the distances among seven parts. This is because each part of these seven cast aluminum alloys and forging steel has eight (machine) mixed-type attribute components. For example, consider the distance between the two parts: ZL207 and ZL205A. From Table 1 Since the six remaining components between ZL207 and ZL205A are the same, the distances between these components are 0. Thus, the distance between ZL207 and ZL205A is given by D(ZL207, ZL205A) = 0.21109 + 0.214286 = 0.425376 . = 0.425. Table 2 shows the dissimilarity matrix for all seven parts. Using this table, we run the FRC algorithm with m = 2 and ϵ = 0.0001 from c = 2 to c = 4. The clustering results and the validity index values of the partition entropy (PE) [16] are shown in Tables 3-5 . Based on the validity index PE values, the optimal cluster number c = 3 with the maximum value of Table 1 Machine/part matrix for the production of cast aluminum alloys and forging steels. In CF, a binary machine/part matrix of m × p dimension is usually provided (see Table 6 ), where the m rows indicate m machines and the p columns represent p parts. Each binary element in the m × p matrix indicates a relationship between parts and machines where ''1'' (''0'') represents that the pth part should be (not) worked on the mth machine. Table 6 shows the corresponding binary machine/part matrix of Table 1 . From Table 6 , the two parts ZL207 and ZL205A are worked on machine 1. Therefore, we use the set {ZL207, ZL205A} to represent the attributes of machine 1. For the same reason, the set {ZL207, ZL205A, ZL402, ZL202} is used to represent the attributes of machine 4. Then the distance between qualitative data Table 6 Binary machine/part matrix of Table 1.   Machines  Parts   ZL207  50SiMn  35SiMn  ZL205A  ZL402  42SiMn  ZL202   1  1  0  0  1  0  0  0  2  0  0  0  0  1  0 is used to calculate the distance between machines 1 and 4. That is, Table 7 shows the dissimilarity matrix for machines. Using this table, we run the FRC algorithm with m = 2 and ϵ = 0.0001 from c = 2 to c = 4. The clustering results with the validity index PE values are shown in Tables 8-10 . Based on the PE values, the optimal cluster number c = 3 with the maximum value of PE = 0.396 is chosen and the corresponding In the same way, they also get four machine groups:
{5, 7, 8}, {2, 6}, {1, 4}, and {3}.
By the above argument, Table 12 shows the corresponding binary machine/part matrix for CF, say CF yang , including four cells as follows: We mention that if we have a mixed-feature data set X = {X 1 , . . . , X n }, then the objective function of the MVFCM algorithm for X defined by Yang et al.'s [14] is as follows:
The parameters µ 1 , . . . , µ c define a fuzzy c-partition and {A 1 , . . . , A c } is a set of cluster centers, {e k ′ 1|i , . . . , e k ′ p|i }. Note that there is a typing error in Eq. (7) of [13, 14] . The correct expression should be
The clustering results in [13, 14] based on the MVFCM algorithm will be exactly the same as the clustering results here when the corrected Eq. (8) is used. Now, we have two CFs: CF hy and CF yang . To measure the grouping efficiency between these two part-machine CFs, a performance measure is needed. Due to its simplicity of calculation, the grouping efficiency measure proposed by Table 12 Binary machine/part matrix for for CF yang . 
Machines

Table 13
The best part-machine CF with three cells based on the FRC algorithm and the grouping efficiency. Chandrasekharan and Rajagopalan [17, 18] is the most widely used method. They defined the grouping efficiency η with a weighted mean of η 1 and η 2 as follows: An optimal result should have two features with a higher proportion of 1s inside the diagonal block as well as a a higher proportion of 0s outside the diagonal block. The values η 1 and η 2 are used to measure these two features, respectively. Of course, q allows the designer to modify the emphasis of the two features. Since q is a weight between η 1 and η 2 , q = 0.5 is generally suggested and will be used in this paper. The value of η is between 0 and 1 and a larger η indicates higher quality.
After the calculation, the grouping efficiencies of CF hy and CF yang are 0.944 and 0.9, respectively. This result clearly indicates that CF hy obtained by the proposed approach is better than CF yang from the grouping efficiency viewpoint. Table 13 shows the part-machine CF with three cells based on the proposed approach. From the previous real data set, we had demonstrated that the proposed approach is well used for the CF construction where the machine/part matrix has mixed-variable data with symbolic and fuzzy types. We would like to see if the proposed approach is still doing well for the CF where the machine/part matrix has only general numeric data. Next, we consider a data set from [26] with a binary machine/part matrix as shown in Table 14 . From this table, the two parts 3 and 7 are worked on machine 1. That is, the feature vector (0, 0, 1, 0, 0, 0, 1, 0, 0, 0,) represents the attributes of machine 1. Similarly, the feature vector (1, 0, 0, 1, 0, 1, 0, 1, 0, 1) represents the attributes of machine 2. The distance between machines 1 and 2 is as follows: Table 15 shows the dissimilarity matrix for all eight machines. Using this table, we run the FRC algorithm with m = 2 and ϵ = 0.0001 from c = 2 to c = 4. Based on the validity index PE values, the optimal cluster number c = 3 with PE = 0.344 is chosen and the corresponding clustering results are {1, 6}, {2, 5, 7} and {3, 4, 8}. In the same way, we also obtain Table 14 Binary machine/part matrix from Islam & Sarker [26] . 
Table 15
Dissimilarity matrix for eight machines from Table 14 .
Table 17
The best part-machine CF with three cells based on the FRC algorithm and the grouping efficiency. the dissimilarity matrix for all ten parts as shown in Table 16 . Based on the validity index PE values, the optimal cluster number c = 3 with PE = 0.372 is chosen and the corresponding clustering results are {1, 4, 6, 8}, {2, 5, 9, 10} and {3, 7}. Table 17 shows the corresponding binary machine/part matrix for CF from the proposed approach. We find that the obtained part-machine cells are the same as those of Islam et al. [26] with a high grouping efficiency value of 0.96. From the above analysis and comparisons based on these two data sets, the proposed approach is therefore strongly recommended as a CF technique, especially for the CF where the machine/part matrix has mixed-variable data with symbolic and fuzzy types.
Conclusions
This paper presents a novel approach for CF based on a FRC algorithm. The approaches modified Yang et al.'s [14] distance measure for fuzzy data to obtain a dissimilarity matrix. The FRC algorithm with the modified distance measure is used to form part families and machine groups by the dissimilarity matrix. Based on the validity index PE values, we can obtain an optimal part-machine cell number for the production of cast aluminum alloys and forging steels. To compare with Yang et al.'s [13] approach, we find that the proposed approach is better than Yang et al. [13] according to the grouping efficiency proposed by Chandrasekharan and Rajagopalan [17, 18] . Furthermore, we also consider a binary machine/part matrix from [26] . The results indicate that the proposed approach is still good for the CF construction where the machine/part matrix has only general numeric data. In total, the proposed approach provides a realistic solution methodology for CF in GT applications, especially for the machine/part matrix with a mixed-variable type with symbolic and fuzzy data. In future, we will analyze the proposed approach in the time-based model which develops clusters of machines and parts into cells according to processing time [27] and cell formation involving multiple criteria or multiple attributes [28] .
