In recent years many so-called matheuristics have been proposed for solving Mixed Integer Programming (MIP) problems. Though most of them are very efficient, they do not all theoretically converge to an optimal solution. In this paper we suggest two matheuristics, based on the variable neighbourhood decomposition search (VNDS), and we prove their convergence. Our approach is computationally competitive with the current state-of-the-art heuristics, and on a standard benchmark of 59 0-1 MIP instances, our best heuristic achieves similar solution quality to that of a recently published VNDS heuristic for 0-1 MIPs within a shorter execution time.
INTRODUCTION
The 0-1 Mixed Integer Programming (0-1 MIP) problems can be expressed as follows:
where X = {x ∈ R n | Ax ≤ b, x j ≥ 0 for j = 1, . . . , n, x j ∈ {0, 1} for j = 1, . . . , p ≤ n} is the feasible set, c T x is the objective function, and x ∈ X are the feasible solutions. The set of indices of variables N = B ∪ C is partitioned into two subsets B = {1, 2, . . . , p} and C = {p + 1, p + 2, . . . , n}, corresponding to binary and continuous variables, respectively. To simplify the notation we will use notation P to refer to the 0-1 MIP.
Wide range of practical problems in science, engineering and business can be modeled as 0-1 MIP problems (0-1 MIPs). However, a number of special cases of 0-1 MIPs is proven to be NP-hard [6] , and for some of them the computational resources required to obtain an optimal solution can grow exponentially with the size of the problem instance. That is why a lot of effort has been made to improve the exact methods for 0-1 MIPs, such as branch-and-bound, branch-andcut, branch-and-price, dynamic programming, Lagrangian relaxation, and linear programming. This, on the other hand, led to appearance of a number of welldeveloped and successful designed general-purpose MIP solvers, such as IBM ILOG CPLEX [17] , Gurobi [12] , XPRESS [2] , LINGO [21] or FortMP [5] .
Mathematical programming formulation of 0-1 MIP is particularly convenient for some general-purpose solver application. However, many MIP problems still cannot be solved within acceptable time and/or space limits by the best current exact methods. As a consequence, metaheuristics (general frameworks for building problem specific heuristics) have attracted attention as possible alternatives or supplements to the more classical approaches. Matheuristics combine metaheuristics and approaches relying on mathematical programming problem formulations. Often, an exact optimisation method is used as the subroutine of a metaheuristic for solving a smaller subproblem [22] , though more generally, any optimisation method available through a call to a general-purpose MIP solver can be used as the subproblem subroutine within a given metaheuristic. At present, many existing general-purpose MIP solvers contain a variety of heuristic solution methods in addition to exact optimisation techniques.
Although the term matheuristic (short from math-heuristic, also known as model-based heuristic) is only recently in use, over the last decades, a number of methods for solving optimisation problems has emerged that can be considered as matheuristics. In [25] , a convergent algorithm for pure 0-1 integer programming, solving a series of small subproblems generated by exploiting information obtained through a series of linear programming relaxations, was proposed. Several enhanced versions of this algorithm have also been proposed, see [14, 26] . Neighbourhood search type metaheuristics, such as Variable Neighbourhood Search (VNS), proposed in [23] , Large Neighbourhood Search (LNS) introduced in [24] , or large-scale neighbourhood search [1] , are proved to be very efficient when combined with optimisation techniques based on the mathematical programming problem formulations. Recently, Glover and Hanafi [9, 10] developped a more advanced approach for generating the target objective based on exploiting the mutually reinforcing notions of proximity, reaction, and resistance. In [7] , an Adaptive Memory Projection (AMP) method for pure and mixed integer programming was proposed, which combines the principle of projection techniques with the adaptive memory processes of tabu search to set some explicit or implicit variables to some particular values. This idea can be used for unifying and extending a number of other procedures: LNS, Local Branching (LB) [4] , the Relaxation Induced Neighbourhood Search (RINS) [3] , VNS branching [16] , or the global tabu search intensification using dynamic programming [27] , among others. Following the ideas of LB and RINS, another method for solving 0-1 MIP problems was proposed in [20] , based on the principles of Variable Neighbourhood Decomposition Search (VNDS) [15] . This method uses the solution of the linear relaxation of the initial problem to define sub-problems to be solved within the VNDS framework.
In this paper we propose two new heuristics for solving 0-1 MIP, which dynamically improve lower and upper bounds on the optimal value within VNDS. By choosing a particular strategy for updating lower and upper bounds, we define different schemes for generating a series of sub-problems. The proposed heuristics are tested and validated on instances used in [20] and extracted from the standard 0-1 MIP benchmark from MIPLIB 2003 library. The results show that:
• the proposed methods converge to an optimal solution if no limitations regarding the execution time or the number of iterations are imposed;
• our proposed algorithms are comparable with the state-of-the-art heuristics.
This paper is organized as follows. In Section 2, we provide necessary notation and definitions. In Section 3, we present the new general scheme and describe in detail the new heuristics based on the mixed integer and linear programming relaxations of the problem and the VNDS principle. Next, in Section 4, computational results are presented and discussed. In Section ??, some final outlines and conclusions are provided.
NOTATION
In order to mathematically formulate the process of variable fixation, we introduce the notion of reduced problem. Given an arbitrary solution x 0 (not necessarily a feasible solution) and an arbitrary subset of indices corresponding to binary variables J ⊆ B, the problem reduced from the original problem P and associated with x 0 and J can be defined as: ∈ {0, 1}}. We also use the short
The LP-relaxation of problem P is denoted as LP(P), i.e. :
Hanafi and Wilbaut [13] , and Glover [8] separately proposed the use of the Mixed Integer Relaxation (MIR). It is defined for a given problem P and a subset of indices J ⊆ B by forcing variables with indices in J to be binary in an optimal solution, i.e. :
If C is a set of constraints, we will denote with (P | C) the problem obtained by adding all constraints in C to the problem P. Let x and y be two arbitrary solutions of the problem P, the distance between x and y is then defined as y) ). More generally, letx be an optimal solution of the LP relaxation LP(P) (not necessarily MIP feasible), and J ⊆ B(x) an arbitrary subset of indices corresponding to binary variables (by definition of B(x) all the variables in J have a binary value), the partial distance δ(J, x, x) can be linearised as follows:
.
Let X be the feasible set of the problem P. The neighbourhood structures
between any two solutions x, y ∈ X is known. The set of all solutions in the k th neighbourhood of x ∈ X is denoted as N k (x), where
If we completely explore neighbourhood N k+1 (x), it is not necessary to explore the neighbourhood N k (x).
NEW ADVANCED VNDS BASED HEURISTICS
It is well known that heuristics and relaxations are useful for providing upper and lower bounds on the optimal value for large and difficult optimisation problems, respectively. In [20] , a hybrid approach is proposed for solving 0-1 MIP problems that combines Variable Neighbourhood Decomposition Search (VNDS) heuristic [15] and a generic MIP solver. VNDS is used to define a variable fixation scheme for generating a sequence of smaller subproblems that are normally easier to be solved than the original problem. We here consider this approach, denoted as VNDS-MIP, and provide its pseudo-code for maximization problems in Figure  1 . This algorithm can easily be adjusted for minimization problems.
Input parameters for the algorithm are an instance P of the 0-1 MIP problem, a parameter d that defines the number of variables to be released in each iteration and an initial feasible solution x * of P. The algorithm returns the best solution found within the stopping criteria, defined by the variable proceed1. Variable proceed2 is used to define the stopping condition of the second loop while in the algorithm.
Variables are ordered according to their distances from the LP relaxation solution values (see lines 5, 6 in Figure 1 ). More precisely, we compute distances
is a variable value of the current incumbent (feasible) solution, and x j a variable value of the LP-relaxation. We then index variables x j , j ∈ B, so that δ 1 ≤ δ 2 ≤ . . . ≤ δ p , p =| B |. Parameters k min , k step and k max (see line 8 in Figure 1 ) are determined in the following way. Let q be the number of binary variables which have different values in the LP relaxation solution and in the incumbent solution (q =| { j ∈ B | δ j 0} |), and let d be a given parameter
VNDS-MIP(P, d, x
* ) 1 Choose stopping criteria (set proceed1 = proceed2 = true); 2 Find an optimal solution x of LP(P);
while (proceed2 and k ≥ 0) do 10 (its value is experimentally found) that controls the neighbourhood size. Then,
is the largest integer not greater than α) and k max = p − k step . We also allow the value of k to be less then k min (see lines 14 and 15 in Figure 1 ). In other words, we allow the variables having the same integer value as in the LP relaxation solution to be released anyway. In case that k < k min , k step is set to (approximately) the half of the number of the remaining fixed variables. Note that the maximum value of parameter k (which is k max ) indicates the maximum possible number of fixed variables. This value implies the minimum number of released variables, and therefore the minimum possible neighbourhood size in the VNDS scheme. Also note that in all pseudo-codes, the statement y = MIPSOLVE(P, x) denotes a call to a generic MIP solver for a given 0-1 MIP problem P, starting from a given solution x and returning a new solution y (if P is infeasible, then the value of y remains the same as before the call to the MIP solver). In this paper, two heuristics are derived by choosing different strategies for updating lower and upper bounds, thus defining different schemes for generating a series of subproblems.
VNDS for 0-1 MIPs with Pseudo-Cuts (VNDS-PC1)
We here propose an algorithm that exactly solves a sequence of reduced problems, obtained from a sequence of linear programming relaxations. The set of reduced problems for each LP relaxation is generated by fixing a certain number of variables according to the rules of VNDS (mentioned in Figure 1 ). That way, two sequences of upper and lower bounds continue to be generated until the completion of an optimal solution of the problem is justified. Also, when a reduced problem is solved, a pseudo-cut is added into the problem to guarantee that this subproblem is not revisited. Furthermore, whenever an improvement in the objective function value occurs, a local search procedure is applied in the whole solution space to attempt the further improvement (so-called boundary effect within VNDS). We will refer to this method as VNDS-PC1, since it employs VNDS to solve 0-1 MIPs while incorporating pseudo-cuts to reduce the search space. The corresponding pseudo-code is provided in Figure 2 (here again, we consider the maximization case).
VNDS-PC1(P, d, x
* ) 1 Choose stopping criteria (set proceed1 = proceed2 = true); 2 Add objective cut:
Find an optimal solution x of LP(P); set UB = c
while (proceed2 and k ≥ 0) do 11
Update objective cut: The main differences between the pseudo-code of VNDS-MIP and VNDS-PC1 are the following. The LP relaxations of the current problem P is solved in the first loop in VNDS-PC1 (line 4 in Figure 2 ). Indeed, the problem is enriched at each iteration by a pseudo-cut (line 12). Then, variables are reordered (lines 5-6) according to the new corresponding LP solution. These relaxations generate a sequence of upper bounds, whereas the objective cut is updated each time the lower bound is improved (line 15). If an improvement occurs after solving the subproblem P(x * , J k ), where x * is the current incumbent solution (see line 11 in Figure 2 ), we perform a local search on the complete solution space, starting from x ′ (see line 14 in Figure 2 ). The local search applied at this stage is the variable neighbourhood descent for 0-1 MIPs, as described in [16] . In the VNDS-PC1 algorithm, lines 20 and 22 mean that the stopping conditions of the loops are checked and updated. In particular, according to the following Proposition 1, procced1 can be stated as UB − LB > 0 (for the maximization case).
Proposition 1. The VNDS-PC1 algorithm finishes in a finite number of steps and either returns an optimal solution x
* of the original problem, or proves the infeasibility of the original problem.
Proof. Recall that p = |B| denotes the number of binary variables in the input problem (see (1)). The number of outer loop iterations of VNDS-PC1 is at most the number of all possible incumbent integer solutions, which is not greater than 2 p (because the cut δ(J k , x ′ , x) ≥ 1 enforces the change of incumbent integer solution in each iteration, except when J k = ∅).
When J k = ∅, all possible integer solution vectors have been examined. The number of inner loop iterations is bounded by d + log 2 p, so the total number of iterations is at most 2
′ , x) ≥ 1 does not necessarily change the optimal value of the LP relaxation of P at each iteration. However, we have that
)} (where ν(P) denotes the optimal value of P). So, if the optimal solution of the reduced problem P(x ′ , J k ) is not optimal for P, then the cut δ(J k , x * , x) ≥ 1 does not discard the optimal value of the original problem P. We have already proved that this algorithm finishes in a finite number of steps, so it follows that either it returns an optimal solution x * of the original problem (if LB = UB), or proves the infeasibility of the original problem (if LB > UB).
In practice, when used as a heuristic with the time limit as a stopping criterion, VNDS-PC1 has a good performance (see Section 4). One can observe that if pseudocuts (line 12 in Figure 2 ) and objective cuts (lines 2 and 15) are not added, the algorithm from Figure 1 is obtained as a special case of VNDS-PC1 with a fixed LP relaxation reference solution.
In this paragraph we analyze similarities and dissimilarities between our pseudo-cut strategy and the recent ones from the literature. In particular, Lasdon et al. [18] proposed two methods to solve efficiently constrained global optimization problems. They are based on the framework of adaptive memory programming. One of those methods uses pseudo-cuts within local search procedure to prevent the search from being trapped in local optima. Hyperplanes that are orthogonal to selected rays (originating at a given original point and passing through another point) are constructed. The process is repeated to guide and to diversify the search. This work was extended recently in [11] , where the authors propose some strategies to generate and to manage a pool of pseudo-cuts to guide the search, but without providing the computational results. However, their pseudo-cuts provide temporary and possibly invalid restrictions on the space of feasible solutions. On the contrary, in our approaches, the pseudo-cuts are added into the problem guaranteeing that an optimal solution of the original problem will be kept at the end of the process. We need that property to prove convergence of our matheuristics.
VNDS with pseudo-cuts and another ordering (VNDS-PC2)
In the VNDS variant discussed previously, variables in the incumbent integer solution were ordered according to the distances of their values to the values of the current LP solution. However, it is possible to employ different ordering strategies. For example, consider the following two problems:
where x * is the best known integer feasible solution and LB is the best lower bound found so far (i.e., LB = c t x * ). One can observe that ϵ can be set to a small value (e.g., 0.0001) to impose an improvement of the best lower bound in problems LP − and x + are real-valued (i.e., from R n ), this ordering technique is expected to be more sensitive than the standard one, i.e., the number of pairs ( j, j ′ ), j, j ′ ∈ N, j j ′ for which |x . In practice, if
, which justifies the ordering of components of x * in described way. However, if we want to keep the number of iterations in one pass of VNDS approximately the same as in the standard ordering (i.e., if we want to use the same value for the parameter d), then the subproblems examined will be larger than if the standard ordering is used, since the value of q will be smaller (see line 8 in Figure 3) . The pseudo-code of this variant of VNDS-PC, denoted as VNDS-PC2, is provided in Figure 3 .
VNDS-PC2(P, d, x
* ) 1 Choose stopping criteria (set proceed1=proceed2=true); 2 Add objective cut: LB = c t x
Find an optimal solution x of LP(P); set UB = c t x ; 5 if (B(x) = B) break; 6
Find optimal solutions x − of LP
while (proceed2 and k ≥ 0) do 10
Update objective cut:
Add pseudo-cut to P :
Add pseudo-cut to P : 
Proposition 2. The VNDS-PC2 algorithm finishes in a finite number of steps and either returns an optimal solution x * of the original problem (if LB = UB), or proves the infeasibility of the original problem (if LB > UB).
Proof. It is easy to prove that the convergence of the VNDS-PC2 algorithm is guaranteed by pseudo-cuts added in lines 21, 23, and 25 of Figure 3 if no limitations regarding the execution time or the number of iterations are imposed. The proof is similar to the one in the case of linear programming based algorithm [26] .
COMPUTATIONAL RESULTS

Platform for experiments
Hardware and Software: All values presented are obtained by using a Pentium 4 computer with 3.4GHz processor and 4GB RAM and general purpose MIP solver CPLEX 11.2 [17] . We use C++ programming language to code our algorithms and compile them with g++ and the option -O2.
Methods compared:
We compare the two convergent variants of the VNDS, namely VNDS-PC1 and VNDS-PC2 with the VNDS proposed in [20] , denoted as VNDS-MIP. The three algorithms are executed for all the instances in the considered test bed. The results reported in [20] showed that the VNDS-MIP algorithm was able to obtain better results than CPLEX in average. Thus, we do not consider CPLEX in our comparison. Some other recent approaches as Local Branching (LB) [4] , or LB embedded within VNS [16] can be also considered for a comparison. However, VNDS-MIP was already compared with those approaches in [20] and the authors showed that VNDS-MIP obtained in average better results.
Test bed:
We consider 59 0-1 MIP problems extracted from [20] and the MIPLIB 2003 Library. These minimization problems were considered in recent papers for general 0-1 MIP approaches (in [4, 20] for instance). We only consider instances with binary and continuous variables, according to the definition of problem P at the beginning of the paper. The characteristics of this test bed are given in Table  1 : the number of constraints is given in column "num. constr.", the total number of variables is given in column "num. var.". Column "num. bin." indicates the number of binary variables, whereas column "Obj." provides the optimal or the best known published objective value, according to the site of the MIPLIB 2003 and some recent papers [19, 20, 4] when no objective values are reported on the website of the MIPLIB 2003.
CPLEX parameters:
As mentioned earlier, the CPLEX MIP solver is used in each method compared. We follow the choices made in [20] : We set the CPX PARAM MIP EMPHASIS to FEASIBILITY for the first feasible solution, and then change to the default BALANCED option after the first feasible solution is found. After the first feasible solution is found, we set the local heuristics frequency (parameter CPX PARAM HEUR FREQ) to 100.
VNDS Parameters:
As a local search procedure in our algorithms, we use the variable neighbourhood descent for 0-1 MIPs (VND-MIP) from [16] . We decide to use the same values for parameters of VNDS for all our algorithms. We set the value of parameter d to 10. We set the maximum neighbourhood size within VND-MIP to 5, and the execution time limit for VND-MIP to 900s. The time limit for calls to CPLEX MIP solver for subproblems within the four algorithms is set to t sub = 1200s.
Termination: All methods were run for 5h (t max = 18, 000s). We chose this stopping condition to favor the comparison with the results obtained by VNDS-MIP in [20] .
Comparison on the MIPLIB instances
We provide a synthesis of the results for the VNDS-MIP method proposed in [20] and the two convergent algorithms proposed in this paper for the 0-1 MIP instances in Tables 2-3 . In this table, we report in column "obj " the objective value returned by a given algorithm, and in column "cpu* ", we report the running time needed to reach this value (in seconds). The last three rows in Table 3 give additional information: the number of times the given algorithm provides the best solution among the three algorithms (row "number of wins"); the number of times the given algorithm obtains a strictly better solution than the other two algorithms (row "number of strict wins"); and the average running time needed to converge to the best solution visited by an algorithm. A bold value in Tables  2-3 means that the corresponding algorithm visits the best solution among the three algorithms. Tables 2 and 3 suggest that VNDS-MIP and VNDS-PC1 clearly dominate VNDS-PC2. If we compare directly the new convergent algorithms with VNDS-MIP, we can observe the following:
• VNDS-PC1 obtains a (strictly) better objective value than VNDS-MIP for 12
instances. This method is also able to reach the same value as VNDS-MIP for 32 other instances. So, VNDS-PC1 can provide solutions at least as good as VNDS-MIP in 74.6% of the studied cases. In addition, VNDS-PC1 provides 30 solutions with better objective value than the solutions provided by VNDS-PC2.
• Even if it is globally dominated, VNDS-PC2 is also able to obtain better objective value than VNDS-MIP for 5 instances (cap6000, harp2, protfold, rail2586c, rail4284c). VNDS-PC2 reaches the same value as VNDS-MIP for 23 other instances, leading to 47.5% of the instances with a solution value at least as good as VNDS-MIP.
These results show that, if we consider only the objective value of the final feasible solution provided by a given algorithm, the convergent VNDS-PC1 algorithm is able to rival the original VNDS-MIP. In general, the other new algorithm (VNDS-PC2) has difficulties to escape from local optima during the search, and it has more difficulties to rival with VNDS-MIP. The values reported in the row "avg. cpu* " cannot be interpreted directly since they were obtained over all the instances. This row simply shows that, in average, the VNDS-PC1 and the VNDS-PC2 algorithms converge faster to their best solution than the VNDS-MIP algorithm. However, this solution is not necessarily the best one among the 3 algorithms (in particular for VNDS-PC2). Then, we provide in Table 4 additional information to compare the behaviour of the three algorithms. In this table, we report in column "cpu* " the average running time (in seconds) needed to obtain the final solution by a given algorithm, and in column "# wins" the number of times that a given algorithm obtains this solution faster (or in the same second) than the others.
As we wish to provide more accurate information about the performance of the algorithms, we only consider subsets of instances where the algorithms obtains the same solution. Then, in row "VNDS-MIP vs VNDS-PC1 vs VNDS-PC2", we only consider the 23 instances for which the three algorithms reach the same solution.
We do the same comparison with the 3 possible combinations of two algorithms in the next rows (VNDS-MIP vs VNDS-PC1, VNDS-MIP vs VNDS-PC2 and VNDS-PC1 vs VNDS-PC2).
The results reported in Table 4 are clearly encouraging. Indeed, the values reported in rows "VNDS-MIP vs VNDS-PC1 vs VNDS-PC2" and in row "VNDS-MIP vs VNDS-PC1" suggest that, in average, the VNDS-PC1 algorithm is able to converge faster to its best solution than VNDS-MIP. The average difference in terms of time is not very important. However, the number of times that VNDS-PC1 converges to its final solution faster than VNDS-MIP for this subset of instances is more important (13 -7 in the first row, 22 -15 in the second one). Table 4 also confirms that VNDS-PC2 is, in average, dominated by VNDS-MIP and VNDS-PC1. According to the previous observations and to the results presented in this section, we can say that the average performance of VNDS-PC1 suggest that the use of pseudo-cuts can improve the VNDS scheme initially proposed in [20] Table 4 : Comparison between VNDS-MIP, VNDS-PC1 and VNDS-PC2.
CONCLUSION
Most of the discrete and continuous optimisation problems are hard to solve. The idea of combining exact solution methods by using mathematical programming formulation and metaheuristics has attracted a lot of attention recently. As a consequence, a new class of methods, called matheuristics (or model-based heuristics) has been introduced. In this paper we propose two matheuristic methods for solving 0-1 Mixed Integer Programs (MIP). We combine solutions of exact MIP solver and a Variable Neighborhood Decomposition Search (VNDS) metaheuristic. VNDS consists of systematic fixing of certain number of solution attributes and solving the remaining smaller size problems by using the basic variable neighborhood search. We also propose new variants of VNDS that integrate relaxations, pseudo-cuts, and objective cuts. The proposed VNDS's variants update both lower and upper bounds on the optimal value during the search. Our basic result is, in fact, our proof of their convergence. Based on computational analysis performed on benchmark instances from the literature, we may conclude that theoretical convergence analysis could help in designing efficient matheuristics. Moreover, the VNDS based matheuristic has great potential for solving MIP. Future work may contain more extensive computational analysis with our VNDS-PC1 heuristic, which should include not only 0-1 MIPs. In addition, the theoretical challenge could be the design of new convergent matheuristics for mixed integer programming.
