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Let (H, B) be an abstract Wiener pair and p, the Wiener measure with variance t. 
Let ifa be the class of exponential type analytic functions defined on the complex- 
itication [B] of B. For each pair of nonzero complex numbers a, /3 and f E gO, we 
define 
.Y,,,f(y)=~Bf(ox+Py)p,(d4 (YE PI). 
We show that the inverse Xi,‘, exists and there exist two nonzero complex 
numbers a’, /_?’ such that X’,,\ =~F=,,s,. Clearly, the Fourier-Wiener transform, 
the Fourier-Feynman transform, and the Gauss transform are special cases of 
,K.o. Finally, we apply the transform to investigate the existence of solutions for 
the differential equations associated with the operator .<, where c is a nonzero 
complex number and .ki is defined by .4;:(x) = -Au(x) + c(x, Du(x)) where d is 
the Laplacian and (., .) is the B-B* pairing. We show that the solutions can be 
represented as integrals with respect o the Wiener measure. 
1. INTR~OUCTI~N 
Cameron and Martin [ 1, 21 initiated the study of integral transform of 
analytic functionals on the classical Wiener space g. There the Fourier- 
Wiener transform was defined and studied on the class E, of mean 
exponential type analytic functionals on %Z and extended to L2(@) as a 
unitary operator. Later, the Fourier-Wiener transform was extended to act in 
various classes of functions on various spaces (see [6, 9, 131). In (9, lo], it 
was shown that the Fourier-Wiener transform is a useful tool for solving 
differential equations on infinite dimensional spaces. Some other transforms, 
such as the Fourier-Feynman transform (see (31 and references cited) and 
the Gauss transform [6], were also defined and studied and each of them 
played an important role in studying stochastic processes and functional 
integrals. 
In this paper, we intend to make a study on integral transforms of more 
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general form on the abstract Wiener space (H, B) [4]. H is a given real 
separable Hilbert space with inner product ( , ); B is the completion of H 
with respect o a measurable norm ]] ]I in H. The integration over B is then 
performed with respect o the Wiener measure p1 which is generated by the 
Gauss cylinder set measure J.+ with variance t > 0. The integral transform 
which we concerned with is defined as follows: Let & be the class of 
functions f defined on the complexification [B] of B with the following 
properties: (1) If(z)] < c exp(c’ (I z I]) f or some constants c, c’ depending only 
on f (where 11-x + iyll (Ilxll’ + I( ~11~)“~); (2) for x, y E [B], f(x + Ay) is an 
entire function of A E C. Then for each pair of nonzero complex numbers 
a, /I we detine 
s’,,Df(Y) = I, f(ax + PY) PdW (if it exists), (1) 
where y is a vector in [B]. By Fernique’s theorem (see [S]), there exists some 
constant a such that I, exp(a I]xl]‘) p,(dx) < co and, consequently, the 
function g(x) = f(ax + j?y) is integrable for every f in .$a and for each pair of 
a,p in C. Hence Ya,o is well-defined on ~5~. Particularly, when a = & 
(c > 0), /I = i, s’,,,f is called the Fourier-Winer c-transform off [9] and is 
denoted by Kf; when a = i, p = 1, it is called the Gauss transform off and 
is denoted by of [6]; when a = (-iq)-“2 (q > 0), p= 1, it is called the 
Fourier-Feynman transform of f with parameter q and is denoted by 
T,f [31* 
In Section 2, we shall investigate the elementary properties of sT,,D and 
define its inverse transform. We see that & and T, can also be defined in g0 
for complex c and q. In the final section, we apply the results of Section 2 to 
investigate the solutions of differential equations associated with th operator 
. K, where 
*<u(x) = - trace, D’u(x) + c(x, Du(x)) (c E C\{Ol). 
(In the case c > 0, the operator 4 was studied in (9, lo].) As a result, we 
represent he solutions by integrals with respect o the Wiener measure and 
we find that the integral representations are helpful for obtaining the 
“fundamental solutions” of differential operators (see Example 3.4). 
We end this section by mentioning some lemmas which will be used in this 
paper. 
1.1. LEMMA [9]. Assume f is a function in go. Then 
(i) f is analytic in [B]. Thus we call k$ the class of exponential type 
analytic functions. 
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(ii) The Taylor’s series f(x + y) = CzZO (l/n!) D”f(x) y” converges 
absolutely and uniformly for x, y in any bounded subset of [B], where D”f (x) 
denotes the nth Frechet derivative off at x. 
(iii) Given any constant C, there exist constants K, M such that 
llw(xll Iw,I <KM” for ]]x]l< C, where W,,=R, W,,=L(B, W,-,) and 
[W,,] is the complextjkation of W,, with Euclidean norm I] IIIw,, induced by 
the norm of W,,. 
1.2. LEMMA [9]. Let g0 denote the space of analytic functions which are 
bounded on each bounded set. Then 
(i) ~??~acJ?~. 
(ii) Define ]] f I],,, = {sup If(z)l: ]lzl] <N} for f in ga. Then, with the 
topology induced by {I] . I],,,: N = 0, 1, 2,...}, g0 forms a (sequentially) 
complete metrizable locally convex space. Moreover, k?Q is dense in gQ. 
2. SOME PROPERTIES OFST,,~ 
In view of the proof of 19, 3.31, we immediately have the following 
2.1. PROPOSITION. Xa,s(8Jc gO. 
We shall see later that, in fact, Xa,o(8’J = &. To prove this, it is 
suffkient to show that the inverse transform Xi,\ of Fa,o exists and 
Y;,b(&) c &. We need some lemmas to start with. 
2.2. LEMMA [lo]. For n = 0, 1, 2 ,..., we have 
(a> jB TX 2n+ ‘p,(dx) = 0 zf TE [Wzn+~l; 
Tx’“p,(dx) = t”((2n)!/2%!) x Tef,efZ . -. eZ 
i,,...,i,=l 
zf T is a symmetric member in [ W2”], where {e,} is an orthonormal (O.N.) 
basis of H. (Note that the value of the integral (b) is dependent of the choice 
of the O.N. basis in H.) 
2.3. LEMMA. For any f in kY0 and A,p E G, we have 
,t j f(nx+~y)pl(dx)p,(dy)=j f(&%%p,(dz>. 
B B B 
(2) 
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2.4. Remark. When & ,u are positive numbers, identity (2) is nothing but 
the semigroup property of pt. When A, p are complex numbers, 
dm= fa for some a E 6. Since pI is even, the integral on the right- 
hand side of (2) remains of single value no matter which value (+a or --a) 
we choose for dm I 
Proof of 2.3. According to Lemma 1.1, we only have to prove (2) for 
f(z) = Tz”, where T E [IV,], n = 0, 1, 2 ,..., and T is symmetric. 
When IZ is odd, there is nothing to prove since both sides of (2) are zero. 
Let n = 2m, m = 0, 1, 2 ,... . Then we have 
Wx + PY)“” I, I, 
= j, jB z. (;;) TW2m-2k Oly)2k~,(dx) I, 
= (2m - 2k)! WY 12m-2kp2k 
2m-k(m - k)! 2kk! 
(by Lemma 2.2) 
Tef, . . . efm 
= (A’ + ,u*)” 1, Tromp, (by Lemma 2.2) 
= jB T(~~~)‘“‘p~(dz). 1 
2.5. COROLLARY. Let f E & and II, y E C. Then we have 
= jBf(z + &%-hQp,W) (z E [BI). 
2.6. THEOREM. Let a, /I, a’, p’ be nonzero complex numbers. Then in 
order that Fa,,D,(Fa,Bf)(z) = f(z) f or all f in Ka it is necessary and 
suJ’?cient that 
p/3’ = 1 and (/3a’)* + a2 = 0. (3) 
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Proof By Corollary 2.5, we see that, for any f E &‘,, 
= BfGCP’z + v-c-@vY>P,(dY). I (4) 
Now, it becomes ovious that the theorem follows immediately 
from (4). I 
2.7. COROLLARY. (i) For each pair of nonzero complex numbers a,j3, 
the inverse of Ya,o exists and 5;,\ =Fa,,n,, where a’, /I’ is a solution 
of (3). 
(ii) L9-;,i(&) c gQ and so ;T,,o(80) = go. 
Proof: Take /3’ = p-’ and a’ = iap-‘. Then (x,/I, a’,/?’ satisfy (3) and 
;“,,,o,(LF,,of)(~) =Xa,o(LYe,,4,f)(~) =f(z) for each f in &. Thus 
F a’,D’ =F;,f. 
Then (i) and (ii) follows immediately. (We note that (3) have two 
solutions /3’ =/I-’ and a’ = +iCrp- ‘. Since p1 is even, both of them define the 
same transform and so the inverse transform of LFa,o is unique.) 1 
2.8. COROLLARY. (a) The inverse F; ’ of the Fourier-Wiener c- 
transform is given bt F;‘f (x) = 1, f (fiy - ix)p,(dy), x E [II]. 
(b) Th e inverse o- ’ of the Gauss transform CJ is given by 
a-If(x)= 
J if(x + Y)P*(dY) GE PI). 
(c) The inverse T; ’ of the Fourier-Feynman transform T4 is given by 
T,-‘f(x) = I’ f(x + (&P2y)p,(dy) (x E PI). B 
2.9. Remark. In view of Theorem 2.6 and Corollary 2.8, we see that the 
Fourier-Wiener c-transform can also be defined for nonzero complex 
number c. We shall also call this transform the Fourier-Wiener c-transform 
and denote it also by ST;:. The Fourier-Feynman transform with complex 
parameter q can likewise be defined. 1 
In what follows, we shall regard B* as a subspace of H* z H, under the 
sense that for x E H, y E B *, (x, v) = (x, y), where (. , a) is the B-B * pairing. 
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2.10. DEFINITION [ 121. Let h, = (-1)” (n!))I’* eXZd”e-“‘/dx” be the l- 
dimensional normalized Hermite polynomial of degree n. Let {ei} be an O.N. 
basis of H which lies in B*. Then for any multiple indices Z = (i, ,..., i,), we 
define 
h,(x) = fi hikt(x, ek)). 
k=l 
(It is well known that {h,} forms an O.N. basis in L*(p,).) 
2.11. EXAMPLES. 
(1) (1) '%,4(l) = 1. 
Let {ei) be an O.N. basis of H which lies in B*. 
,f Yr('Tek)) b> 
k=O 
where yk’s are complex numbers. 
c3) <J (fi (', ek)i*) (Y> 
k=O 
= fi (z ((2.)!/2’j!) a*j . p’k-“( y, ekjik-*j), 
k=O j=O 
where mk = [fik]. 
(4) Let Z=(i ,,..., i,). Employing the computations of [6, p. 981, we 
obtain 
a (co t', ek)ik)ty)= tz!)"' hI(yh 
where I! = (i, !)(i2 !) e. - (i, !). 
(5) Let T be a symmetric member in [IV,] and f(x) = TX”. 
where m = [fn]. 
INTEGRALTRANSFORMS OF ANALYTIC FUNCTIONS 159 
3. SOME APPLICATIONS 
Let f be a function defined on B. We may regard f as a function g defined 
in a neighborhood of the origin of H by restricting f to the coset x + H and 
defining g(h) =f(x + h). If g is k-times Frechet-differentiable at 0, then we 
say that f is k-times H-differentiable at x and we denote the kth H-derivative 
off at x by f (k)(x). After Gross [5], if f is a twice H-differentiable function 
on B such that f “(x) is of trace class on H, then we define the Laplacian 
Af (x) at x by trace, f “(x). If f is twice Frechet-differentiable in B, then the 
second Frechet-derivative D'f (x) E L(B, B *) and f is automatically twice H- 
differentiable. Restricting to H, D*f(x)lH = f “(x), which is a symmetric 
member of L(H, H) and therefore of trace class on H by Goodman’s 
theorem (see [8]). When f E 6YQ’,, f is twice Frechet differentiable in [B] and 
D”f (x) E [IV,] which is the complexification of W, = L(B, B*). Thus, for 
each x E [B], D'f( x is of the form r,(x) + iT’,(x) with Ti(x) E L(B, B*) ) 
(i = 1,2) and hence we define trace, D2f(x) = trace, T,(x) + i trace, T,(x). 
Applying LFa,o to A we obtain the following: 
3.1. PROPOSITION. Assume f E kfa. Then we have 
a2K,dAf NY> =E,&, of>> - (~1 W%.,jf KY>), 
where (a, e) is the B-B* pairing (cf: [7]). 
Proof: Using [9, 3.71 and imitating the proof of [9, 4.l(ii)], the 
proposition follows immediately. 1 
In particular, taking a = l/G (c E C\(O)) and /I = i in Proposition 3.1 
and letting 
.4 u(x) = -Au(x) + c(x, Du(x)), 
%2-U(X) = (x, Du(x)), 
(5) 
we obtain 
3.2. COROLLARY. .&,,(J$u)(y) = c~?(&,,u)(y) provided that u E cY~ 
and c E G\{O}. 
When c > 0, Corollary 3.2 is exactly Lemma 4.l(ii) of [9]. It should not 
be unnoticed that Lemma 4.l(ii) of [9] is a key to solving the equations 
associated with the operator 4 when c is positive (see [9, lo]). Similarly, 
one can likewise take advantage of Proposition 3.1 to investigate the solution 
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of differential equations associated with J$ when c is complex. For instance, 
we may consider the following Cauchy problem: 
u,(x, t> = Y(J$) u(x, t> (x E B, t > 0); 
4% 0) = f(x), 
(6) 
where ~P(~~)=u,+u,~+...+u,~~, f E gQ and c is a fixed nonzero 
complex number. 
By the help of Corollary 3.2 and the results of Section 2, we shall see that 
the technique of [9] can be carried over here to solve (6). We only sketch the 
process and refer the details to [9]. 
Applying the Fourier-Wiener (l/c)-transform to (6) and letting v(y, t) = 
,Klc u( y, t), (6) becomes 
Let g(y) =&J(Y). If we further assume that Re(?a,) < 0, then for 
every t > 0, the series 
converges to a function, say v(y, t), absolutely and uniformly on bounded 
subsets of B; the convergence is also uniform for t in a compact subset of 
[O, co). It is easy to see that v(y, .) E C”(t > 0), v(., t) E ga and v(y, t) 
solves the Cauchy problem (7). Moreover, lim,,, v(y, t) = g(y) uniformly 
on bounded sets. 
Next, applying the inverse Fourier-Wiener (l/c)-transform to (7), one can 
verify that 
solves the Cauchy problem (6) and, moreover, lim,\, u(x, t) =f(x) 
uniformly on bounded sets. 
In order to get integral representation of (8), we rewrite U(JJ, t) as 
(9) 
where r > 1. 
Replacing g(,Q) by j,f(c-“’ z + iAyr> p,(dy) and taking the inverse 
transform, we obtain 
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1 
=!iii ,*,=r B B I [jj 
f(c-“3 + iAc-“*y + Ax)p,(dz)p,(dy) 1 
where m&I, t) = Cz=o (e’ p(cn)‘/L”+‘). (The last equality follows from 
Corollary 2.5.) 
If we define, for every f E ga, 
4*,cf(z) = ~qqrmJfG9 
and let qnf(z) = q,,,f(z), then we may rewrite (10) as 
(11) 
Summarizing the above arguments, we obtain 
3.3. THEOREM. Let .P(q) = a, + a,~ + ... + a,,,qm (ai E C) and c a 
fixed complex number such that Re(Pa,) < 0. Assume r > 1 and assume 
f E ga. Let u(x, t) be the function defined by (11). Then we have 
(a) For each t > 0, u(., t) E Z’Q ;fir each x E B, u(x, .) E P(t > 0). 
(b) u,(x, t) = <P(J’J u(x, t), x E B, t > 0. 
bounLi ,,“t’“’ 0) = f(x) and 1’ im,\, u(x, t) =f(x) unzf%rmZy for x in a 
3.4. EXAMPLE. Let cP(q) = -q and c= 1 in Theorem 3.3. Then 
m(& t) = m,(& t) = (A - e-‘)-‘. Since q,f(x) = I, f@x + dmy)p,(dy) 
is an entire function of A (by 2.5), it follows from the Cauchy formula that 
( 11) becomes 
u(x, t) = j f(dpy + e-‘x)p,(dy> 
B 
(12) 
(since je-‘l< 1 < r). 
Define OJX, dy) = pI-e-2,(e-‘x, dy). Then (12) can in turn be written as 
the well-known formula 
u(x, Y> = j, f (y) ol(x, dy). 
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This shows that the family of measures {oI(x, u’y)} serves as the 
“fundamental solution” of the operator a/at + Jy;. We also note that the 
measure {oI(x, &)} are the transition measures of the infinite dimensional 
Ornstein-Uhlenbeck process. I 
Now, we may likewise consider the following two types of equations: 
(i) u,,(x, t) = Y”(4) u(x, t) (Cauchy problem); 
(ii) y(4) u(x)= f(x), 
where ,P is a polynomial defined as in Theorem 3.3. 
Reviewing the arguments of [9, 9 51 and the proof of Theorem 3.3, the 
following results are straightforward. 
3.5. THEOREM. Assume akck (k = 0, 1,2 ,...) are real and a,cm < 0. Let 
r > 1 be a fixed number and define 
m,(& t) = 2 [(em'+ e-ml)/2An+l] ]t>O, IAl=r). 
n=o 
Assume f, g are in &a and put 
1 
+27Ii I I ,*, =, ; qn,cf(x) mc@, s) ds dA (13) 
(x E B, t > 0). Then we have 
(a) u(~,~)EC~(t>O)andu(~,t)~~~‘,rt>O. 
(b) u,,(x, t) = Y’(x) u(x, t), x E 23, I > 0. 
(c) lim,L, u(x, t) = g(x) and lim t\. u,(x, t) =f(x) uniformly on 
bounded sets. 
3.6. THEOREM. Let Z’ denote the nonnegative integers. Let 9 be a 
polynomial of degree m and A = {n: n E Z+ and .Y(cn) = 0). Assume that 
there exists 6 > 0 such that IS( > 6 for all n E Z + \p. Then we have 
(a) A has at most m elements and the series Cnez+\a (9(cn)I”+‘)-’ 
converges absolutely for IA I> r > 1. Denote the sum by Q(1). 
(b) Let f E &?a such that I, D”f(c-“‘x) h, -es h,p,(dx) =0 for all 
n E A and h, E B. DeJne 
u(x)=Lj 
2% I~l=r qn,cf 6) Q@> dk 
(x E B). (14) 
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Then u(x) E ~7~ and 9(&J u(x) = f(x). 
(c) If the equation 9(&) u = f has a solution in go”,, it is necessary 
that i, D”f (c-‘/*x) h, h, a.* h,p,(dx) = Ofir all hi E B and n EA. 
3.7. EXAMPLES. (1) Let Y’(n) = --)I’ and c = 1 in Theorem 3.5. Then 
m,(A, t) = f (et”’ + e-inf)/2A”+’ 
n=O 
= f((A -et’)-’ + (A - eeif)-l) 
and (13) becomes 
where 
h*(x, y; t) = +[h(dpy + ei’x) + h(dpy + eCi’x)]. 
It is not hard to verify that uI1(x, t) = -,Yf u(x, t) (using [9, 3.31). 
Moreover, lim,\, u(x, t) = g(x) and lim,L, u,(x, t) = f(x) uniformly on 
bounded sets. i 
(2) Consider the differential equation 
.M*u -c/V-u - 224 = TX* (J- = 41, 
where T is a symmetric member in L(B, B*) and T # 0. 
Then A = {-1,2). Let h,, h, be vectors in B such that Th, h, # 0. Then 
s, D2(Tx2) h, h2pl(dx) = 2Th, h, # 0, and so the equation has no solution 
in f!YQ. I 
(3) Let f be a function in go. In order that the equation .Hku = f (in 
this case, A = {0}) has a solution in &‘,, it is necessary and sufficient that 
(, f(x)p,(dx) = 0. (See [9, 5.11.) I 
3.8. Remark. Analogous to [9, 8 41, for each f in &, we define 
Tff(y) = &i,l,;r ( nzo (e,P(cn)f/ln+ ‘)) f (A.y) & (t > 0). 
{Tf} forms an equicontinuous semigroup of class (Co) on g0 with 
infinitesimal generator .-P(c?) (see [ 14, Chap. 91). Then the uniqueness of 
solutions for the Cauchy problem (7) follows from the semigroup theory. 
Next, applying the Fourier-Wiener (l/c)-transform, one obtain the 
uniqueness theorem for the Cauchy problem (6). 
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Similarly, one can also employ the semigroup theory associated with the 
equation u,, = Y(d) u to investigate the uniqueness of solutions for the 
Cauchy problem of the equation u,, = Y(4) u (see [9, $ 51). 1 
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