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Georgia Institute of Technology and Purdue University 
Communicated by A. Cohen 
Let (X(t): t E [a, b]) be a Gaussian process with mean p E L, [a, b] and 
continuous covariance K(s, t). When estimating p under the loss (I: (ri(t) -p(t))’ dt 
the natural estimator X is admissible if K is unknown. If  K is known, X is minimax 
with risk 1: K(t, t) dt and admissible if and only if the three by three matrix whose 
entries are K(t,, t,) has a determinant which vanishes identically in ti E [a, b], 
i=l,2,3. 
1. INTRODUCTION 
Let I, denote the Hilbert space of square summable infinite sequences of 
real numbers. That is I, = {x: x = (x~)~>~, xi,, xf < co}. For the random 
variable X = (X,)i, 1, write X - J-0, o) whenever P E lZ , u E I,, and Xi are 
independent normal random variables, the ith having a one-dimensional 
normal distribution with mean pi and variance of, for i > 1. Since 
mm = Cw:) = llPl12 + 11~112 < co, we may assume that X is l,-valued. 
Consider the problem of estimating the mean P based upon one obser- 
vation of X. The loss is [Ia - pll* under action a E I,. For p and c finite 
dimensional, properties of the natural estimator X have been studied in 
detail. Our objectives are twofold; to present a more complete picture encom- 
passing p and u in l,, and to apply these to the problem of estimating the 
mean of a continuous time Gaussian process. The summary of these 
properties of X as an estimator of ,c in I, is as follows. For u E 1, fixed and 
known, X is minimax with risk ~~cr~~*. It is admissible if and only if u has all 
components zero save one or two. If u is unknown, then X is admissible. If 
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Y = (Xl,..., X”) is a vector of n > 1 independent realizations of the I, random 
variable X, then the statements above continue to hold when u is known by 
using x= n-’ xi”=, xi. It follows by appropriate adjustments of the 
estimator given in Berger, Bock, Brown, Casella, and Gleser [2] applied to a 
finite number p > 3 of coordinates of 2 that it is inadmissible if u is an 
unknown member of I,. If cr is unknown and restricted to have at most two 
non-zero coordinates, then X is admissible (see James and Stein [6] or 
Spruill (81). 
2. THEOREM AND PROOF 
If o has all but finitely many components equal to zero and is known, then 
X is minimax (see Ferguson [5]). If c has exactly one non-zero component, 
then X is admissible (see Blyth [3] or Ferguson [5]). If u has exactly two 
non-zero components, say 0, and 02, then Stein [9] showed that X is 
admissible if o1 = u,. If u, # u2, the admissibility is a consequence of the 
work of Brown and Fox [4] or James and Stein [6]. An elementary direct 
proof of this fact may be found in Spruill [S]. 
If u has more than two non-zero components, the inadmissibility of X 
follows by replacing any finite number n, n >, 3, of coordinates of X having 
non-zero variances, say X,, X,, X, ,..., X,, with 
m(n - 2) 
siVl =xi - (c; x;/u;)u; xiv i = I,..., n, 
where m = min iGicn(uf). The remaining coordinates are unchanged. That is, 
S,(X) = Xi, i > n + 1, and satisfies (1) for 1 < i Q n. It can be shown that if 
z I ,..., Z, are independent &&/a,, l), then 
R(6, p> < R(X cl) - m(n - WE [ ($*“i)-‘1. 
In the case that u E I, is known our only remaining task is to prove that X 
is minimax when u has infinitely many non-zero components. This is done in 
the theorem below. 
If u E Z, is unknown then X is admissible under the loss Y(a, ,u) = 
]] a -,u]]‘. To see this we first observe that the non-randomized rules form a 
complete class. If 6 is any Bore1 probability measure on I, and Z is 
distributed according to 6, then either E IlZ -p II* s + co or 
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E IIZ-,BU(I* < co for allpE I,. In the latter case E 112/l* < co, a =E(Z)e 1,. 
and one has 
with strict inequality unless Z = a w.p.1. 
LEMMA 1. Let X-M@, 6). If 0 contains the set { (,u, a): ,u E I, and 
aE4, Iloll= 1) and Z(a, 19) = Ila -pl12, then whenever d: 1, -+ I, is 
measurable and R (d, 19) & R (x, 8) f or all 6’E 0 we have d(X) =X with 
probability one for all 8 E 0. 
Proof: Fix an arbitrary point 8, = (,u, a) in 0, p = (u, , ,u, ,...). We shall 
show that under the measure on 1, determined by X -J’-(,u, a), d(X) = X 
with probability one. 
Now let i be an arbitrary index which we take to be i = 1 without any loss 
of generality. Define a function &: R1 -+ R’ by #i(x) = d,(x, p*,,u(,,...). If 8 = 
((v,,u,,,+ ,... ), (LO, 0 ,... )) = (,U, e,), then by hypothesis 
1 = E, 1) X - &II* 2 E, c (di(X) - &)2 > E,(d,(X) - v)’ 
i>l 
and since the latter expectation is just E@,(Z) - v)‘, where Z - M(v, l), the 
admissibility result in one dimension and the fact that 1 > E@,(Z) - v)’ 
holds for all v implies that 4,(x) =x a.e. with respect to one-dimensional 
Lebesgue measure. Since ,u was arbitrary, we conclude that for every index i 
the real valued function of one variable defined by varying the argument in 
the ith coordinate of di while holding all others at a fixed but arbitrary value 
is the identity almost everywhere with respect to Lebesgue measure. 
We have 
Eoo II d(X) - Xl1 * = 1 E,o(di(X> - Xi>’ 
i>l 
= C E,,, [EoO(di(X) - Xi)* 1 Xi, j # i] 
i>l 
and w.p.1 
E,,, [ (di(X) - Xi)’ 1 Xj, j z il = E((i(Zi) - Zi)*, 
where Zi -- K(&, uf) and #i is defined in a manner analogous to 4,. The 
latter expectations have been shown to be zero so that EeO II d(X) -X11* = 0. 
The lemma has been proven. 
Denote by Z the integral operator defined by Z’(f)(t) = jt K(t, s)/(s) ds 
for f E L,[a, b]. 
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THEOREM. Zf {X(t): t E [a, b]} is Q measurable Gaussian process with 
unknown mean function p(t) = E[X(t)] in L,([a, b]) and covariance kernel 
K(s, 0 continuous on [a, b] x [a, b], then under the loss 
J-t: @(t) - ,W)* dt, P E L, : 
(i) when K is unknown, X is an admissible estimator of p; 
(ii) when K is known, X is minimax with risk (i K(t, t) dt; 
(iii) when K is known, X is admissible if and only if the dimension of 
the space spanned by the eigenfunctions of X is less than three. 
Proof: Since 1: K(t, t) dt < co and the function ,u is in L, [a, b] we can 
assume that X is L, valued. An argument similar to the one above shows 
that the non-randomized decision rules D’ (functions from L, [a, b] to 
L, [a, b] measurable with respect to the Bore1 o-field generated by the norm 
open sets) form a complete class. 
Since X-p is continuous in quadratic mean, there is a Karhunen-Loeve 
expansion (see Loeve [7]) 
where c&, are i.i.d. x(0, l), the ~“3 are continuous on [a, b], orthonormal 
with respect to Lebesgue measure on [a, b], XV/~ = Aj vj, and M is an at 
most countable subset of the natural numbers N. 
Extend {wAM to an orthonormal basis {~~}~,r for L, [a, b], nj = vj for 
j E M. We observe that any measurable mapping d: L, [a, b] + L, [a, b] is 
representable by a measurable mapping c?: 1, + 1, defined by d(C fjqj) = 
cja, t&(#(C jjvj)) ‘IJ where ((C 6~~) = dfi ,...) E 1,. For any such d E D’ 
J 
eb GWW -N>)* dt = II ~20 $(X) - 9cU))II*~ 
a 
the latter norm being the norm in 1,. The random variable d(X) is J’QQ), u) 
where c E 1, satisfies 
tJj=s, jEM 
= 0, jEN-44. 
Since for every measurable d” from 1, into 1, there is a corresponding d E D’, 
the facts established for the estimation of the mean of an l,-valued Gaussian 
random variable pertain to the present case. Thus (i) follows from the lemma 
and (iii) from (2). Observing that jz K(t, t) dt = Cns,,, Ai, the theorem will 
be proved if we show that X N Jlr@, a) is minimax with risk ]I cr ]I*. 
We establish this as in Ferguson [5]. Let ~1 E 1, be fixed and satisfy ui > 0 
for all i 2 1. For each m let v, = &v and r,,, be normal measure on 1, 
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corresponding to X(0, 0,). Viewing r, as the prior for p, the conditional 
distribution of ,U given X is J(y,(X), 0,) where 
Ymi = 
xi vi:, 
vi’, + ui’ 
and pi = atI 
u; + vi:, ’ 
i> 1. 
Since r(d, r,,J = Ci> 1 E{E[(di(X) -pi)’ 1 X] ) the usual argument shows that 
d,(X) = y,(X) is Bayes for t, and that 
An application of the dominated convergence theorem to (3) shows that 
and concludes the proof of the theorem (see Corollary 6.5.1 of Zacks [ lo]). 
Remark 1. If information concerning the process is available beyond that 
hypothesized in the theorem the estimator X may be inadmissible. For 
example if X(t), t E [0, 11, is a stationary process with mean ,U (a constant) 
and continuous covariance R(t) and if X,is deemed a permissible estimator 
of p(t), then even though ,u and R are not known explicitly X is inadmissible. 
The estimator g = j: X(t) dt has risk 2 ji R(t)( 1 - t) dt which is less than the 
risk R(0) of X unless R is constant on [0, 11. The word unknown in the 
theorem is used to mean that no other information is available beyond that 
given. 
Remark 2. For C, , t,, and t, in [a, b] let C(t, , t,, f3) = C(P) have i, jth 
entry K(ri, tj), 1 < i, j < 3. For x E R 3 
x’C(t’)x = c 1; 
n>o (ii, w&,))*~ 
where the &‘s and y,,‘s are, as above, from the Karhunen-Loeve expansion. 
We observe that if only one or two w,,‘s are non-zero, then for any choice of 
t E [a, b13 there exists a non-zero x making x’C(t’)x = 0. If there are more 
than two, then wo, w, , and w2 are linearly independent. In this case, letting 
D(t, , t,, f3) be the three by three matrix with i, jth entry w,(f,), there exists a 
point r’ = (t,, t,, f3) such that D(r’) is non-singular. It follows that if 
x’C(r’)x = 0, then necessarily x must be zero. We have the useful fact that 
the dimension of the space spanned by the eigenfunctions of K is less than 
three if and only if for all t E [a, b] 3 det[C(t’)] = 0. 
We close with an observation concerning an alternative formulation of 
the estimation problems above. Suppose X-J’@, u), o E I,, and ~1 is in the 
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reproducing kernel Hilbert space H(K) generated by K(i, j) = u,u~~~~. 
Suppose also that the loss is given by Y’(a, P) = [Ia -PII:, where 11 . IIK is the 
norm in H(K). Then if the risk function is R,(d, P) = E II d(X) - (~11: there 
are no estimators of p with bounded risk functions. 
LEMMA 2. If d: I, --) H(K) is measurable, then supLEHtKJ R,(d,p) = +03. 
Proof: Let &, denote the collection of all elements of I, of the form 
(x L ,..., x,, 0,O ,... ). Clearly A, c H(K) for all n and since 
R,(d, p) = c “‘“I(:;- ‘j)’ , 
i>l 
we have 
Writing r&Y, ,..., Xn) = E[dj(X) 1 Xl v**, Xn], 
If Z - NP@, X), then the minimax risk under the loss function 
/1Z’-“*(a -,~)ll’ is p. Therefore sup J,R,(d,p) > n for all n and the lemma 
has been proven. 
The interested reader is referred to some work by Berger and Wolpert [ l] 
which came to my attention during the final stages of this paper’s revision. 
In that more extensive work the authors investigate the incorporation of prior 
information in the choice of a good estimator. 
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