Abstract. An algebraic analogue of the family of Fredholm operators is introduced for the family of row and column finite matrices, dubbed "Fredholm matrices." In addition, a measure is introduced which indicates how far a Fredholm matrix is from an invertible matrix. It is further shown that this measure respects multiplication, is invariant under perturbation by a matrix from M∞(K), and is invariant under conjugation by an invertible row and column finite matrix.
Introduction
In the study of rings and algebras, the family of invertible elements is of keen interest, mainly because the presence (or lack) of units is the primary dividing line between rings and fields. As such, many articles have been written studying this family of elements and various generalizations of invertibility. In many cases these articles have opened up new lines of inquiry in ring theory. For example, in [5] , Jacobson studied elements which were one-sided invertible, that is, there exists elements x and y such that xy = 1 but yx = 1. From this work grew the study of directly finite algebras (where every element is left and right invertible) and one of the most well-known open problems in non-commutative ring theory, the Kaplansky Direct Finiteness Conjecture: Every group algebra KG is directly finite, [6] .
Another example of the primacy of invertibility and its generalizations can be found in the theory of von Neumann regular rings. These are rings where every element x satisfies the following weak invertiblity property: there is an element y such that xyx = x. This is broader set of objects than the one-sided invertible elements. In fact, one can see that any one-sided invertible element is von Neumann regular. However, the converse is not true; any idempotent is von Neumann regular but not necessarily one-sided invertible, for example. See [4] for a wide survey on this topic. Notions of invertibility related to von Neumann regularity include strong regularity (also called local invertibility by the author in [3] ), π-regularilty, Drazin
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inverses, and Moore-Penrose inverses. See [2] for a treatment of the latter two topics and many other invertibility-adjacent topics. This note introduces a family of nearly invertible infinite matrices which is very closely tied to the one-sided invertibility of Jacobson. These "algebraically Fredholm" matrices are inspired by their Fredholm operator counterparts in the theory of C * -algebras. These are the bounded linear operators T such that T + K is invertible for some compact operator K. For an introduction and explanation of the importance of Fredholm operators functional analysis see [8] , many of the results of the present note are inspired by Schechter's treatment of this topic. In the purely algebraic case, i.e. removing the notion of convergence, the analogue of the set of compact linear operators on a Hilbert space H, K(H), is the set of infinite matrices indexed by Z + × Z + over the field C with only finitely many nonzero entries, which will be denoted by M ∞ (C). It can be shown that K(H) is the completion, in the appropriate norm of M ∞ (C). In a similar way, the algebraic analogue of the bounded operators are the row and column finite matrices, B(C). These are the infinite matrices over C where each row and column has only finitely many nonzero entries. It is straightforward to see that M ∞ (C) is an ideal of B(C). Furthermore, as shown in [1] , B(C) is the largest unital C-algebra which contains M ∞ (C) as an essential ideal, that is, for any nonzero ideal J has non-trivial intersection with M ∞ (C). We define the quotient algebra
The results of this note do not require the fact that C is algebraically closed. Due to this, we assume that the entries of our matrices come from some field K of characteristic zero.
Algebraic Fredholm Theory
In many articles concerning the classification of extensions of C * -algebras, for instance [7] , the Fredholm index of an operator is used to parameterize the various extensions of an algebra A by B. The goal of this note is to introduce an algebraic version of this index by examining matrices A ∈ B(K) whose image under the
First, let us establish the following, easily verified facts about M ∞ (K). Suppose that A ∈ B(K); we adopt the notation that L A and R A denote the linear transformations (on a countably infinite dimensional, K-vector space V ), L A (x) = Ax and R A (y) = yA for a column vector x and row vector y.
Lemma 2.1. Let A be any infinite matrix. Proof. The first is established through straightforward calculation. This calculation immediately gives that M ∞ (K) is an ideal of B(K). To show minimality of M ∞ (K), suppose there were an ideal {0} = I M ∞ (K). Then there must be some nonzero element a ∈ I such that B(K)aB(K) = {0} for otherwise, L a (x) = 0 and R a (x) = 0 for all x ∈ B(K), which implies that a = 0 since I ∞ (K) ∈ B(K). Write a in terms of the matrix units of M ∞ (K):
k mn e mn such that m = i or n = j. Then any matrix unit e kl may be written as e kl = e ki ie jl .
Thus the two-sided ideal generated by a must equal M ∞ (K). Now suppose that there were another minimal ideal J of B(K). Let a ∈ J. By construction, there is at least one e ii ∈ M ∞ (K) such that e ii a = 0, thus e ii a ∈ M ∞ (K) ∩ J, which is an ideal of B(K) contained in M ∞ (K). This is a contradiction of the minimality of
In the remainder of this note, we will refer to such matrices simply as "Fredholm matrices."
In other words, A is Fredholm if and only if there exists A 1 , A 2 ∈ B(K) and S 1 , S 2 ∈ M ∞ such that AA 1 = I ∞ − S 1 and A 2 A = I ∞ − S 2 . A consequence of this characterization: since A 1 and A 2 differ only by some element R ∈ M ∞ (K), we can select some A 0 as which functions as both a left and a right Fredholm inverse.
That is, there exists A 0 , S 1 and S 2 such that AA 0 = I ∞ + S 1 and A 0 A = I ∞ + S 2 . Note that this also implies that Fredholm inverses are unique up to perturbation by some element of M ∞ (K); when we say "the" Fredholm inverse of a matrix, it is understood within this context. We claim that Dim(coker(I ∞ − S)) is finite-dimensional. Note that
Since the dimension of im(S) is finite, the dimension of the cokernel must be finite also, which proves the claim.
Remark 2.5. In the study of Fredholm operators in functional analysis, the corresponding result to the previous is a bijection. However, it is an open question as to whether this result can be extended similarly. The key problem is the existence of row and column finite matrices which are not invertible in B(K) but are invertible in CFM(K). An example of one such pair of matrices is the following:
In the theory of Banach spaces, one may appeal to the Bounded Inverse Theorem which guarantees that a bounded operator T : X → Y which has im(T ) = Y and ker(T ) = {0} has an inverse T −1 which is also bounded. The proof of the analytic analogue involves restricting the Fredholm operator T to a operator which is guaranteed to have a bounded inverse.
Example 2.6. Many of the intuitions developed in a linear algebra course break down in the face of infinite matrices. The dimensions of the kernel and cokernel of a linear transformation is precisely one of those cases. Recall the ranknullity theorem; given an endomorphism f of an n-dimensional K-vector space V , Dim(im(f )) + Dim(ker(f )) = n. The dimension of the cokernel V /f (V ) equals the dimension of the kernel since
To see how this intuition fails in the case of infinite matrices, consider the matrix K}, which has dimension 1. However the cokernel V / im(S 1 ) = {0}, which has dimension 0. We'll return to this matrix and other similar matrices in Example 2.8.
Since we can think of Fredholm matrices as those which are "almost invertible," we propose the following as a measurement of how close a given Fredholm matrix is to being invertible Definition 2.7. Let A be a Fredholm matrix, we define the index of A to be Ind(A) = Dim(ker(A)) − Dim(coker(A)).
Example 2.8. Define the following set of matrices. For an integer i, S i will denote the matrix
e i+j,j for all j such that j > −i.
These are the matrices which have 1's along the i th sub-diagonal and zeroes elsewhere; in the case where i < 0, then the matrices have 1's along the −i th superdiagonal. Because these matrices amount to shift operators on the infinite-dimensional vector space V , it is straightforward to calculate kernels and cokernels of the matrices and see that Ind(S i ) = −i
We now establish the following facts about the index.
Proposition 2.9. Let A and B be Fredholm matrices and let T ∈ M ∞ (K), and let A 0 , R, and S be as in the proof of Lemma 2.4.
(1) Ind(AB) = Ind(A) + Ind(B).
(2) Ind(A 0 ) = − Ind(A).
(3) A + T is Fredholm, and Ind(A + T ) = Ind(A).
Proof. To prove (1), we divide V up into four subspaces V 1 , V 2 , V 3 , and V 4 . 
