We show that if G is a planar graph with no two 3-faces sharing an edge and with ∆(G) = 5, then G is (∆(G) + 1)-edge-choosable. This improves results of Wang and Lih and of Zhang and Wu. We also show that if G is a planar graph with ∆(G) = 5 and G has no 4-cycles, then G is 6-edge-choosable. In addition, we prove that if G is a planar graph with ∆(G) = 5 and the distance between any two 3-faces in G is at least 2, then G is 6-edge-choosable. Finally, we prove that if G is a planar graph with no two 3-faces sharing an edge and with ∆(G) ≥ 7, then G has an edge uv with d(u) + d(v) ≤ ∆(G) + 2. All of our results use the discharging method.
Introduction
All our graphs are finite and without loops or multiple edges. Let G be a plane graph. We use E(G), V (G), F (G), ∆(G), and δ(G) to denote the edge set, vertex set, face set, maximum degree, and minimum degree of G, respectively. We write "j-face" and "j-vertex" to refer to faces and vertices of degree of j. The degree of a face f is the number of edges along the boundary of f , with each cut-edge being counted twice. The degree of a face f and the degree of a vertex v are denoted by d(f ) and d(v). We say a face f is large when d(f ) ≥ 5. We use triangle to mean 3-face. We use kite to mean a subgraph of G formed by two 3-faces that share an edge.
A proper edge-coloring of G is an assignment of a label to each edge so that no two adjacent edges receive the same label. We refer to these labels as colors. A proper k-edge-coloring is a proper edge-coloring that uses no more than k colors. An edge assignment L is a function on E(G) that assigns each edge e a list L(e) of colors available for use on that edge. An L-edge-coloring is a proper edge-coloring with the additional constraint that each edge receives a color appearing in its assigned list. We say that graph G is k-edgechoosable if G has a proper L-edge-coloring whenever |L(e)| ≥ k for every e ∈ E(G). The chromatic index of G, denoted χ ′ (G), is the least integer k such that G is k-edge-colorable. The list chromatic index of G, denoted χ ′ l (G), is the least integer k such that G is k-edge-choosable. In particular, note that χ ′ (G) ≤ χ ′ l (G). Probably the most fundamental and important result known about chromatic index of graphs (without loops or multiple edges) is: Theorem 1. (Vizing's Theorem; Vizing [7, 8] and Gupta [2] )
Vizing conjectured that Theorem 1 could be strengthened by proving the same bound for list chromatic number:
Conjecture 2. see [6] χ ′ l (G) ≤ ∆(G) + 1.
Structure of planar graphs with no triangles sharing an edge
We begin by introducing the idea of discharging as we use it in this paper. There are other common initial charge functions, but we only describe the one we use in this paper. Let G be a plane graph. Rewrite Euler's Formula |F (G) We want to prove that each graph in a specific family contains a certain type of subgraph. By assuming this subgraph does not appear, we reach a contradiction in the following manner. We assign to each vertex or face x an initial charge µ(x) defined by µ(x) = d(x) − 4. Our goal is to redistribute these charges in a way that preserves the sum of all the charges, and yet makes the new charge nonnegative at every vertex and face. This produces the obvious contradiction
This method for proving the existence of the desired subgraph is called the Discharging Method.
Our rules for redistributing charge are designed to take advantage of the absence of the forbidden subgraph(s). In the following theorem we forbid an edge uv with d(u) + d(v) ≤ ∆(G) + 2, and we also forbid kites. Since each edge uv satisfies d(u) + d(v) ≥ ∆(G) + 3, it follows that each neighbor of a 3-vertex is a ∆-vertex. Similarly, since G contains no kites, a vertex v is incident to at most d(v)/2 triangles. Theorem 3. If graph G is planar, G contains no kites, and G has ∆(G) ≥ 7, then G has an edge uv with
Proof. Assume G is a counterexample. Then for every edge uv, G must have
Thus, δ(G) ≥ 3. We use a discharging argument. We assign to each vertex or face x an initial charge µ(x) = d(x) − 4. We use the following two discharging rules, applied simultaneously at all vertices and faces in a single discharging phase:
(R1) For each vertex v of degree at least 5, transfer a charge of 1/2 from v to each incident triangle.
(R2) For each vertex v of degree ∆(G), transfer a charge of 1/3 to each adjacent 3-vertex. Now we show that for every vertex and face the new charge µ * is nonnegative. Consider an arbitrary face f .
• If d(f ) = 3, then since d(u) + d(v) ≥ 10 for every edge uv, at least two of the vertices incident to f have degree at least 5. Thus µ * (f ) ≥ −1 + 2(1/2) = 0.
•
Consider an arbitrary vertex v.
• If d(v) = 5, then v is incident to at most 2 triangles, so µ
• If d(v) = ∆(G), then let t be the number of triangles incident to v. If v is incident to one or more triangles, then at most one of the vertices of each triangle has degree 3. Thus, if v is incident to t triangles, then µ
We will use Theorem 3 to show that any planar graph G with ∆(G) ≥ 7 that contains no kites is (∆(G) + 1)-edge-choosable. We would also like to prove an analogous result for the case ∆(G) = 6. We next obtain a structural lemma for the case ∆(G) = 6 that will enable us to prove such a result. We say that a triangle is type (a, b, c) if its vertices have degrees a, b, and c. Recall that a face f is large if d(f ) ≥ 5.
Lemma 4.
If graph G is planar, G contains no kites, and ∆(G) = 6, then at least one of the three following conditions holds:
(iii) G has a 6-vertex incident to three triangles; Two of these are of type (6, 6, 3) and the third is of type (6, 6, 3) , (6, 5, 4) , or (6, 6, 4).
Proof. If the conclusion fails, then we may assume for every edge uv that
We use a discharging argument. We assign to each vertex or face x an initial charge µ(x) = d(x) − 4. We use the following three discharging rules:
(R1) For each face f of degree at least 5, transfer a charge of 1/2 from f to each incident 3-vertex.
(R2) For each vertex v of degree 5, transfer a charge of 1/2 from v to each incident triangle.
(R3) For each vertex v of degree 6,
• transfer a charge of 1/3 from v to each adjacent 3-vertex that is not incident to any large face.
• transfer a charge of 1/6 from v to each adjacent 3-vertex that is incident to a large face.
• transfer a charge of 1/2 from v to each incident triangle that is incident to a 3-vertex or a 4-vertex.
• transfer a charge of 1/3 from v to each incident triangle that is not incident to a 3-vertex or a 4-vertex.
Now we show that for every vertex and face µ * is nonnegative. Consider an arbitrary face f .
• If d(f ) = 3, then we consider two cases. If f is incident to a 3-vertex or a 4-vertex, then µ * (f ) = −1 + 2(1/2) = 0. If f is not incident to a 3-vertex or a 4-vertex, then µ * (f ) ≥ −1 + 3(1/3) = 0.
• If d(v) = 3, then we consider two cases. If v is incident to a large face, then µ
• If d(v) = 6, then we consider separately the four cases where v is incident to zero, one, two, or three triangles. Note that if v is incident to t triangles, then the number of 3-vertices adjacent to v is at most (6 − t).
• If v is incident to no triangles, then µ * (v) ≥ 2 − 6(1/3) = 0.
• If v is incident to one triangle, then we consider two cases. If v is adjacent to at most four 3-vertices, then µ
If v is adjacent to five 3-vertices, then two of these adjacent 3-vertices lie on a common face, together with v. Since condition (ii) of the present lemma does not hold, this face must be a large face. So µ
• If v is incident to two triangles, then we consider two cases. If v is adjacent to at most three 3-vertices, then µ
If v is adjacent to four 3-vertices, then two of these adjacent 3-vertices lie on a common face, together with v. Since condition (ii) of the present lemma does not hold, this face must be a large face. So µ
• If v is incident to three triangles, then we consider two cases. If at most one of the triangles is type (6, 6, 3) , then µ
Furthermore, if two of the triangles incident to v are type (6, 6, 3) but the third triangle is not incident to any vertex of degree at most 4, then
If two of the triangles are type (6, 6, 3) and the third triangle is incident to a vertex of degree at most 4, then condition (iii) of the lemma holds.
We will apply Theorem 3 and Lemma 4 to get our first result about edge-choosability. To prove the (∆(G) + 1)-edge-choosability of a planar graph G that has ∆(G) ≥ 6 and that contains no kites, we remove one or more edges of G, inductively color the resulting subgraph, then extend the coloring to G. Intuitively, Theorem 3 and Lemma 4 do the "hard work." However, it is still convenient to prove the following lemma, which we will apply to subgraphs of G that arise by repeatedly removing one or more edges from G.
Lemma 5. Let G be a planar graph that contains no kites. If ∆(G) ≤ 5, then G has an edge uv with
Proof. The lemma holds trivially if ∆(G) ≤ 4. In that case, every edge uv
So we must prove the lemma for the cases ∆(G) = 5 and ∆(G) = 6. We handle both cases simultaneously with a discharging argument. If the conclusion fails then we may assume for every edge uv ∈ E(G) that d(u)+d(v) ≥ ∆(G)+4. Thus, δ(G) ≥ 4. We assign to each vertex or face x the initial charge µ(x) = d(x)−4. We have a single discharging rule:
(R1) For every vertex v with degree 5 or 6, transfer a charge of 1/2 from v to each incident triangle. Now we show that for every vertex and face µ * is nonnegative. Consider a face f .
• If d(f ) = 3, then f is incident to at least two vertices of degree at least 5, so µ * (f ) ≥ −1 + 2(1/2) = 0.
Consider a vertex v.
Application to Edge-Choosability
We now have the necessary tools to prove our main result.
Theorem 6. If G is a planar graph that contains no kites, then G is t-edge-choosable, where t = 7 if ∆(G) = 5 and otherwise t = ∆(G) + 1.
Proof. Let G be a connected graph. Harris [4] and Juvan et al. [5] showed that G is (∆(G)+1)-edge-choosable when ∆(G) = 3 and ∆(G) = 4, respectively (even for nonplanar graphs). Thus, we only need to prove the theorem when ∆(G) ≥ 5. To make the induction step simpler, we prove the folowing (technically stronger) statement: If G is a planar graph that contains no kites, then G is t-edge-choosable if either ∆(G) ≤ 5 and t = 7 or if ∆(G) ≥ 6 and t ≥ ∆(G) + 1. We consider separately the three cases ∆(G) = 5, ∆(G) = 6, and ∆(G) ≥ 7. In each case we proceed by induction on the number of edges. The theorem holds trivially if
Consider the case ∆(G) = 5. Since every subgraph H of G satisfies ∆(H) ≤ 5, Lemma 5 implies that every subgraph H has an edge uv with
If L is an edge list assignment such that |L(e)| = 7 for every edge e, then the inductive hypothesis implies that G − e has an L-edge-coloring. Since edge e is adjacent to at most six edges in G and |L(e)| = 7, we can also color e.
Consider the case ∆(G) ≥ 7. Since every subgraph H of G satisfies ∆(H) ≤ ∆(G), Theorem 3 and Lemma 5 together imply that every subgraph H has an edge uv with
If L is an edge list assignment such that |L(e)| = ∆(G) + 2 for every edge e, then the inductive hypothesis implies that G − e has an L-edge-coloring. Since edge e is adjacent to at most ∆(G) edges in G and |L(e)| = ∆(G) + 1, we can also color e.
Consider the case ∆(G) = 6. By Lemmas 4 and 5, we know that for every subgraph H of G, one of the three conditions from Lemma 4 holds. We show that in each case we can remove some set of edgesÊ, inductively color the graph G −Ê, then extend the coloring toÊ. The number on each edge is the number of colors available to use on that edge after we have chosen colors for all edges not pictured.
we inductively color G − uv. Now we can extend the coloring to uv, since at most 6 colors are prohibited from use on uv.
(ii) If G has a 4-face uvwx with d(u) = d(w) = 3, then we inductively color G − {uv, vw, wx, xu}. Now each of the four uncolored edges has at most 5 colors prohibited, so there are at least two colors available to use on each edge. It is well known that even cycles are 2-choosable (for completeness, note that we prove this in case (d) of Lemma 7). Hence, we can extend the coloring to edges uv, vw, wx, and xu.
(iii) If G has a 6-vertex incident to 3 triangles, two of type (6, 6, 3) and the third of type (6, 6, 3), (6, 5, 4), or (6, 6, 4), then we show how to proceed when the third triangle is type (6, 6, 4) ; this is the most restrictive case. LetÊ be the set of edges of all three triangles, plus one additional edge incident to a vertex of degree 3 in one of the triangles. Inductively, we color G −Ê. Now ten edges remain uncolored. These uncolored edges are shown in Figure 1 , along with the number of colors available to use on each edge. We useL(e) to denote the list of colors available for use on edge e after we have chosen colors for all the edges not shown in Figure 1 . Since |L(g)| + |L(j)| > |L(h)|, either there exists some color α ∈L(g) ∩L(j) or there exists some color α ∈ (L(g) ∪L(j)) \L(h). If α ∈L(g) ∩L(j), we use color α on edges g and j. Otherwise there exists α ∈ (L(g) ∪L(j)) \L(h). In this case, use color α on g or j, then use some other available color on whichever of g and j is uncolored. Now we can color the rest of the edges in the order: e, d, a, b, f, c, i, h.
This completes the proof for the case ∆(G) = 6.
Planar graphs with ∆(G) = 5
Proving that planar graphs are (∆(G) + 1)-edge-choosable seems to be most difficult when ∆(G) = 5. This difficulty is reflected both in the results prior to this paper and in our results. We are unable to show that a planar graph G with no kites is 6-edge-choosable when ∆(G) = 5. There are two types of weaker conjectures that naturally come to mind. Either we can forbid additional subgraphs (such as a 4-face), or we can require that any two 3-faces of G be further apart. Theorems 8 and 9 provide results of both types. Before proving these results, in Lemma 7 we show that the six configurations in Figure 2 are reducible; that is, if ∆(G) = 5 and G contains one of these configurations as a subgraph, then G cannot be a minimal planar graph that is not 6-edge-choosable.
In each of the six cases, we show how to choose colors for the edges of G if one of the reducible configurations is a subgraph of G. Our plan is to choose colors for all edges ofĜ, the graph formed by deleting the edges of the reducible configuration, which can be done if G is a minimal counterexample, then show how to choose colors for the edges of the reducible configuration. (Usually this final step involves short case analysis.) Our general technique is to show that for some edge e in the reducible configuration, either we can use the same color on two edges that are adjacent to e or we can use a color on some edge adjacent to e that is not in L(e). In the reducible configurations, the number at each vertex is the degree of that vertex in G; the number on each edge is the number of colors available to use on that edge after we have chosen colors for all edges not in the reducible configuration.
Lemma 7. None of the six configurations in Figure 2 appear as subgraphs of any minimal planar graph G that has ∆(G) = 5 and is not 6-edge-choosable.
. Consider the first case. Use α on edges a and d, then color edges e, c, and b, in that order. Consider the second case. If α ∈ L(a) \ L(b), use α on a, then color edges e, c, d, and b, in that order. (c) The reducibility of configuration (a) implies the reducibility of configuration (c), since (c) is a subgraph of (a) and each of the edges in (c) has the same number of colors available as the corresponding edge in (a).
(d) If the lists of colors available on all four edges are identical, then we can alternate colors on the cycle (i.e. use color α on edges a and c and use color β on edges b and d). If two lists differ, we may assume (without loss of generality) that there exists α ∈ L(a) \ L(d). Use color α on edge a, then color edges b, c, and d, in that order. In fact, we have proved the stronger statement that every even cycle is 2-choosable.
( L(g), use α on c, then color b, a, d , e, f , and g, in that order.
In our proofs of Theorem 8 and Theorem 9, we would like to assume that any possible counterexamples to the theorems do not contain as subgraphs any of the configuration in Figure 2 . To allow this assumption, in these proofs we argue about a minimal counterexample. Proof. Let G be a minimal counterexample to the theorem. If there exists uv ∈ E(G) with d(u)+d(v) ≤ 7, we can choose colors for the edges of G − {uv} (since G is a minimal counterexample), then choose a color for uv since at most 5 colors are prohibited by adjacent edges. Thus for each edge uv, G must have
In particular, δ(G) ≥ 3. We use a discharging argument. We assign to each vertex or face x the initial charge µ(x) = d(x) − 4. We use the following discharging rules:
(R1) For each large face f ,
• transfer a charge of 1/2 from f to each incident 3-vertex.
• transfer a charge of 1/4 from f to each incident 4-vertex that is incident to a triangle adjacent to f .
(R2) For each vertex v of degree 4,
• transfer a charge of 1/4 from v to each incident (5, 4, 4) triangle.
• transfer a charge of 1/2 from v to each incident (4, 4, 4) triangle.
(R3) For each vertex v of degree 5, transfer a charge of 1/2 from v to each incident triangle. Now we show that for every vertex and face µ * is nonnegative. Throughout the proof we implicitly use the facts that G has no 4-faces and that G does not have two adjacent 3-faces (which imply a 4-cycle). Consider an arbitrary vertex v.
• If d(v) = 3, then v is adjacent to at least two large faces, so µ * (v) ≥ −1 + 2(1/2) = 0.
• If d(v) = 4, then we consider three cases, depending on the triangles incident to v. Note that v is incident to at most two triangles. Furthermore, if v is incident to at least one triangle f , then v is also incident to two large faces that are adjacent to f ; each of these large faces gives v a charge of 1/4.
• If v is incident to no triangles, then µ
• If v is incident to at least one triangle, but v is not incident to a type (4,4,4), then µ
• If v is incident to a type (4, 4, 4) and also incident to another triangle that receives charge from v (type (4,4,4) or (5,4,4) ), then G contains the reducible configuration in Figure 2 (c). So if v gives charge to a type (4,4,4), then v does not give charge to any other triangle. Thus µ * (v) = 0 + 2(1/4) − 1(1/2) = 0.
• If d(v) = 5, then v is adjacent to at most two triangles (otherwise G contains a 4-cycle). Hence
Consider an arbitrary face f .
• • If f is type (5,5,x) (for some value of x), then µ * (f ) ≥ −1 + 2(1/2) = 0.
• If f is type (5,4,4) , then µ * (f ) = −1 + 1(1/2) + 2(1/4) = 0.
• If f is type (4,4,4) , then µ * (f ) = −1 + 3(1/2) > 0.
• If d(f ) = 4, then we contradict the present theorem's hypothesis that G contains no 4-cycles.
• If d(f ) = 5, then we consider three cases. Note that face f is incident to at most two 3-vertices.
• If f is incident to no 3-vertices, then since G does not contain the reducible configuration in Figure 2 (f), we may assume that f gives charge to at most four 4-vertices. Thus µ * (f ) ≥ 1 − 4(1/4) = 0.
• If f is incident to one 3-vertex, then f is incident to at most two 4-vertices. Thus
• If f is incident to two 3-vertices, then f is incident to no 4-vertices. Thus µ * (f ) = 1 − 2(1/2) = 0.
• If d(f ) ≥ 6, then let t be the number of 3-vertices incident to f . If a 3-vertex is incident to f , the clockwise neighbor of that 3-vertex along face f must be a 5-vertex. Hence, if f is incident to t 3-vertices, then the maximum number of 4-
Before we prove our final result, we introduce one more definition. We say that vertices u and w are successive neighbors of v if w is the next neighbor of v that we encounter when we start at u and proceed in a clockwise (or counterclockwise) manner around v. In particular, each neighbor of a vertex v has two successive neighbors (with respect to v).
Theorem 9. Let G be a planar graph with ∆(G) = 5. If the distance between any two triangles in G is at least 2, then G is 6-edge-choosable.
Proof. Let G be a minimal counterexample to the theorem. If there exists an edge uv with d(u)+d(v) ≤ 7, we can choose colors for the edges of G − {uv} (since G is a minimal counterexample), then choose a color for uv since at most 5 colors are prohibited by adjacent edges. Thus for eachedge uv, G must have
(R1) For each large face f , transfer a charge of 1/2 from f to each incident 3-vertex.
(R2) For each vertex v of degree 5,
(R3) For each vertex v of degree 5 that is not incident to any triangle,
• transfer a charge of 1/6 from v to each adjacent 4-vertex thatis incident to a triangle.
• transfer a charge of 1/6 from v to each adjacent 5-vertex w that is incident to a triangle unless both successive neighbors of w (with respect to v) are 3-vertices.
(R4) For every vertex v of degree 4 or 5, after all other applicable rules have been applied, transfer any positive charge remaining at v to its incident triangle (if v is incident to a triangle). Now we show that for every vertex and face µ * is nonnegative. We frequently make use of the following fact. If vertex v is incident to triangle T , no neighbor of v is incident to any triangle other than T . We refer to the neighbors of v that are not incident to T as off-triangle neighbors. Consider an arbitrary face f .
• If d(f ) = 3, we do a case analysis based on the degrees of the vertices incident to f .
• If f is a type (4, 4, 4) , let v be a 4-vertex on f . Each off-triangle neighbor of v must be a 5-vertex (since G does not contain the reducible configuration in Figure 2(c) ). Thus, v receives a charge of 1/6 from each of its off-triangle neighbors and µ * (f ) = −1 + 6(1/6) = 0.
• If f is incident to a 5-vertex, we consider the case later, when we consider all 5-vertices.
• If d(f ) = 5, then f is incident to at most two 3-vertices. Thus µ * (f ) ≥ 1 − 2(1/2) = 0.
• If d(v) = 3, then we consider two cases.
• If v is not incident to any large face, then µ * (v) = −1 + 3(1/3) = 0.
• If v is incident to a large face, then µ * (v) ≥ −1 + (1/2) + 3(1/6) = 0.
• If d(v) = 5, then we do a case analyis depending on the type of triangle incident to v, with a separate case if no triangle is incident to v. At the same time that we show that µ * (v) ≥ 0, we will also show that µ * (f ) ≥ 0 for the triangle f incident to v.
• If v is not on any triangle, then we consider four cases depending on how many 3-vertices are adjacent to v. * If v is adjacent to at most one 3-vertex, then µ * (v) ≥ 1 − 4(1/6) − 1(1/3) = 0. * If v is adjacent to two 3-vertices, we consider two cases. If the two 3-vertices are succesive, then they both lie on a large face (since G does not contain the reducible configuration in Figure 2 • If v is incident to a triangle, we consider four cases depending on whether v is incident to a type (5,5,5), (5, 5, 4) , (5, 5, 3) , or (5, 4, 4) .
In each of the cases below, let v be a 5-vertex, incident to a triangle f . We show that in each case µ * (v) ≥ 0 and µ * (f ) ≥ 0. Our calculations of µ * (v) are before v transfers any charge to f (but after all other applicable rules) and thus represent the charge that v transfers to f . Case (5, 5, 5) : If f is a type (5, 5, 5), we show that v transfers a charge of at least 1/3 to f ; and thus µ * (f ) ≥ −1 + 3(1/3) = 0. If v is adjacent to at most two 3-vertices, then µ
is adjacent to three 3-vertices, then each adjacent 3-vertex has a 3-vertex as a successive neighbor. Since G does not contain the reducible configuration in Figure 2 (d), each 3-vertex adjacent to v is incident to a large face (and thus receives only a charge of 1/6 from v). So µ
Case (5, 5, 4) : If f is a type (5, 5, 4) , then let w be the 4-vertex incident to f and let x be the off-triangle neighbor of w that is incident to a face (call itf ) that is incident to v. We show that the charge received by f from v and x totals at least 1/2. Since f is incident to two 5-vertices, µ * (f ) ≥ −1 + 2(1/2) = 0. We consider three cases. If v is adjacent to at most one 3-vertex, then µ * (v) ≥ 1 − 1(1/3) > 1/2. If v is adjacent to three 3-vertices, then each adjacent 3-vertex must be incident to a large face, so µ * (v) ≥ 1 − 3(1/6) = 1/2. If v is adjacent to two 3-vertices, then we consider two sub-cases. If either adjacent 3-vertex is incident to a large face, then µ * (v) ≥ 1 − 1(1/3) − 1(1/6) = 1/2. If each adjacent 3-vertex is not incident to a large face, then let y be the 3-vertex that is adjacent to v and that is incident tof . Sincef is not a large face or a triangle,f must be a 4-face. Since y is a 3-vertex (and is adjacent to x), x must be a 5-vertex. Hence, w receives a charge of 1/6 from x. Since µ * (v) ≥ 1 − 2(1/3) = 1/3, the total charge f receives from v and x (via w) is at least 1/3 + 1/6 = 1/2.
Case (5, 5, 3) : If f is a type (5, 5, 3 ), then we show that v transfers a charge of at least 1/2 to f and thus µ * (f ) ≥ −1 + 2(1/2) = 0. Let w be the 3-vertex on the triangle; we consider two cases. If v is not adjacent to any 3-vertices besides w, then µ * (v) ≥ 1 − 1(1/3) > 1/2. If v is adjacent to a 3-vertex besides w, then v is adjacent to exactly one 3-vertex, and v is not adjacent to any 4-vertices (since G does not contain the reducible configuration in Figure 2 (b)); we consider two sub-cases. If w is incident to a large face, then µ * (v) ≥ 1 − 1(1/3) − 1(1/6) = 1/2. If w is not incident to a large face, then letf be the 4-face that is incident to both v and w. Let x be the other neighbor of w onf and let y be the other neighbor of v on f . Both x and y are 5-vertices. To see this, note that y cannot be a 3-vertex, since G does not contain the reducible configuration in Figure 2 If v is adjacent to at least one 3-vertex, then we show that v always gives a charge of at least 1/3 to f ; we consider two sub-cases. If v is adjacent to at most two 3-vertices, then µ * (v) ≥ 1 − 2(1/3) = 1/3. If v is adjacent to three 3-vertices, then each 3-vertex must be incident to a large face, so µ * (v) ≥ 1 − 3(1/6) > 1/3. Since G does not contain the reducible configuration in Figure 2 (a), all off-triangle neighbors of the two 4-vertices incident to f must be 5-vertices. Each of these four 5-vertices gives a charge of 1/6 to one of the 4-vertices, so µ * (f ) ≥ −1 + 4(1/6) + 1(1/3) = 0.
