In this work, we present a portable 3D vision coordinate measuring machine (PCMM) for short range-real time photogrammetry. The PCMM performs 3D measurements of points using a single camera in combination with a hand tool and a computer. The hand tool has infrared LEDs serving as photogrammetric targets. The positions of these targets were pre-calibrated with an optical coordinate-measuring machine defining a local coordinate system on the hand tool. The camera has an infrared filter to exclude all ambient light but infrared targets. Positions of the imaged infrared targets are converted to 3D coordinates using pixel positions and precalibrated positions of the targets. Also, we present a set of criteria for selecting the infrared LEDs and the camera filter, a camera calibration method, a tracking and POSE algorithms, and a 3D coordinate error correction for the PCMM. The correction is performed using the PCMM as a range meter, which implies comparing the 3D coordinate points of the PCMM with a coordinate measuring machine, and then generating a look up table (LUT) for correction. The global error of the PCMM was evaluated under ASME B89. 4.22-2004. Sphere and single point errors were around 1 mm, volumetric error were under 3 mm.
Introduction
Opto-mechanical devices for dimensional and geometrical measurements have been present since close range photogrammetry in industry became technically and economically successful in the mid-1980s (see [1] ). The portable 3D vision coordinate measuring machine (PCMM) is a perfect mechanical contact complement to a touchless optical measuring device, since it can measure objects that a touchless device cannot reach, such as inner holes. Also, because of its important applications, especially in the automotive and aircraft industries, the PCMM must be as accurate as possible. In fact, the PCMM is broadly employed for measuring large constructions, hidden points and crash vehicles, among others. To measure PCMM accuracy, the performance evaluation must be conducted based on specific standards, which is part of the goal of this paper.
Luhmann [1] and Hocken et al. [2] proposed examples of opto-mechanical devices, such articulated arms coordinated measuring machines (AACMM), laser trackers, photogrammetric systems and PCMM. In this work, we designed a PCMM using a camera, a hand tool with a spherical probe tip and optical targets on it, and a laptop computer (see Figure 1 ). PCMM devices record trough the camera, the computer and the optical targets, the 3D position of the spherical probe tip touching the object surface at points of interest. References [2] [3] [4] [5] [6] [7] report some designed PCMM. Commercial examples include SOLO system, by Metronor company, ATOS (including a hand tool accessory), by GOM, MI probe, developed by Creaform, and T-Point CS, by Steinbichler among others (see [1] ). The way these commercial PCMMs work is similar to how our own PCMM functions; however, their software and hardware components are not of public domain.
Our idea of designing and building a PCMM arose after consulting Hocken et al. [2] , Liu et al. [3] and Amdal [4] . As for the building process, we noticed that Hocken's mathematical model to get 3D coordinates was not accurate enough (results from using this model are discussed in Section 6 and Figure 7 ). Also, we noticed that Liu et al. [3] presented the same mathematical model. They reported average errors in Z direction under 0.26 mm with 450 mm depth travel when using the PCMM as a range meter, and after 50 samples in average with almost 4 mm of dispersion. On the other hand, Amdal [4] described a general mathematical model for perspective transformations and demonstrated the repeatability of his PCMM measuring only one point at different distances. Amdal's results showed single point measurement errors below 0.2 mm, yet the calibration method is not described.
Liu et al. [5] discussed the mathematical model for calibrating the spherical probe tip center position of a CONTACT Octavio Icasio-Hern andez oicasio@cenam.mx PCMM. Our work is very similar to Liu et al.'s [5] as regards the number of targets; however, the probe tip of our PCMM is calibrated together with its targets, which impedes its change, unless a new calibration is performed. Moreover, Li et al. [6] proposed a PCMM using two cameras, since measurement errors reported in their work and in Xiao et al. [7] suggested that two or more cameras increased accuracy of a PCMM. Our work demonstrates that with a simple Look up Table  ( LUT), measurement errors decrease using only one camera.
To develop our PCMM, we took as basis suggestions from [2] [3] [4] [5] [6] [7] to design the hand tool, whereas we consulted Lepetit et al. [8] 's mathematical model to get the position and orientation (POSE) of the hand tool with respect to the camera coordinate system. Other computer vision methods for getting the POSE are proposed in [9] [10] [11] [12] [13] [14] [15] [16] , yet these methods were excluded because the iteration process of their algorithms was time consuming. As regards the camera calibration, we relied on Zhang's technique [17] , implemented by Bouguet's toolbox [18] , yet additional and equally useful calibration methods are reported in [19] [20] [21] [22] [23] .
The aim of this work is to propose a methodology to get a PCMM prototype for measuring 3D coordinates. Additionally, we describe a method for correcting these 3D coordinates using a coordinate measuring machine (CMM) and a LUT. The correction allows for measurement errors below 1.2 mm when the hand tool is used as a range meter, which implies moving it without rotations toward or away from the camera (Z direction), and below 0.5 mm when the hand tool is maintained at a certain distance away from the camera, thus avoiding rotations. We evaluated the global measurement errors of the PCMM using ASME B89. 4.22-2004 standard (see [24] ), considering the PCMM as an AACMM.
The remainder of this paper is organized as follows. Section 2 introduces our proposed PCMM, Section 3 discusses the camera calibration method and Section 4 describes the tracking and POSE algorithm, which are the core of the PCMM. Then, Section 5 reports results from using the PCMM as a range meter and its performance evaluation, using ASME B89.4.22-2004 standard. Finally, Section 6 presents our conclusions. Figure 1 depicts the proposed PCMM. It consists of a specially designed hand tool, made of carbon fiber and aluminium, with a spherical probe tip and infrared LEDs on it, one CMOS camera and a laptop computer. The carbon fiber has a coefficient of thermal expansion close to zero, which avoids expansion and contraction of the hand tool, thus reducing dimensional errors caused by temperature. Similarly, there are 10 infrared LEDs on the hand tool, a touch trigger spherical probe tip and a button. The button activates a Bluetooth module sending a wireless signal to the computer to record the point where the probe tip is making contact. The 10 infrared light sources and the probe tip must be referenced to a local hand tool coordinate system.
Proposed PCMM
During measurements, the spherical probe tip touches the object's surface to be measured, and an image from the infrared light sources on the hand tool is captured with the camera and processed by a POSE algorithm in the computer (see Figure 5 (c)). As a result, a 3D coordinate of the contact point on the object's surface is calculated. Section 4 explains in detail how to obtain the 3D coordinate point. Geometrical features of objects, such as dimensions, form, and position errors among others can be evaluated with software handling 3D point coordinates provided by the PCMM, such as CMM measuring software. In this sense, the proposed PCMM is only a tool to collect 3D coordinate points.
Infrared filter and LEDs selection
The camera is characterized by a monochromatic CMOS sensor, 1280 (H) by 1024 (V) resolution, pixel pitch of 5.2 mm by 5.2 mm, and a focal lens length equal to 3.6 mm. The infrared-passing band pass filter, which is set in front of the camera, has a center wavelength (CWL) of 950 nm and a bandwidth or full width at half maximum (FWHM) of 8 nm (see Figure 2(a,b) ). We selected the CWL after all infrared LEDs were measured with a spectrometer, and every LED was determined to emit around that CWL value. Figure 6 shows the CWL and FWHM of one of the LEDs. The filter's CWL and FWHM avoid light noise from other sources.
The infrared LEDs were cut by a cross-section to obtain a better definition of circles on the CMOS image plane. The original shape of LEDs produced a geometry that is unlike a circle, yet it is important to project circles on the image plane because its position is calibrated using the circle centroid. Although some commercial LEDs already emit circle-shaped light (round LED light), they were not available for us at the time of the tests. Figure 2 (c) show these LEDs.
As in Liu et al. [5] , we selected 10 LEDS. Taking into account our results (see Section 5.3) and those obtained by Liu et al. [3] , with errors over 1 mm, we concluded that the LEDs positions on our hand tool were not collinear, but in a plane orientation. This phenomenon could have been caused by the way the LEDs were arranged, and it avoided hand tool orientation errors (see Liu et al. [3] ).
Also, in this work we used infrared LEDs that required a source of energy to power them. Instead of these LEDs, it is possible to use retroreflector targets on the hand tool. The targets would help remove the filter set in front of the camera and take off the source of energy, yet with them the tracking algorithm would be affected by ambient light and background noise.
Camera calibration
The camera calibration of our PCMM was based on Bouguet's toolbox (see [18] ). Figure 3 shows the images used for the calibration. We employed a checkerboard calibration pattern made of soda-lime glass with chrome coating. The squares' width and height was 4 mm, with an uncertainty of 3.7 mm. Also, we recommend that the calibration pattern images cover the space where the measurements of interest will be made with the PCMM. Similarly, the checkerboard must have different POSEs preferably, close and away from the camera.
Our camera calibration method was also based on the pinhole model, often called collinear model (see [19] ). Figure 4 shows the pinhole model taking into account the PCMM. The calibration consisted in finding the camera's intrinsic (K matrix) and extrinsic parameters R p ; T p À Á . Intrinsic parameters allowed us to change from the camera coordinate system to the image plane or vice versa (The K matrix has information on focal length fc ð Þ, scalar factor s ð Þ, a radial and tangential coefficient to represent lens distortions kc ð Þ and a 2D pixel image center cc ð Þ). Extrinsic parameters represent the object's POSE in the real world referred to the camera coordinate system. The camera coordinate system has its origin at the point where the optical rays coming from the lens cross the optical axis, the X c ; Y c camera axis are parallel to the u; v axis of the image plane (see Figure 4 ).
Intrinsic parameters do not change unless the camera's focal length changes. In a PCMM, the camera POSE and focal length should be fixed. In the results section, we present the intrinsic parameters to convert pixels to units of length. On the other hand, extrinsic parameters or POSE of each checkerboard image from Figure 3 , calculated using Bouguet's toolbox, could be used as a reference coordinate system, yet in our case, the hand tool's POSE R p ; T p À Á is referenced to the camera coordinate system X c ; Y c ; Z c , as shown in Figure 4 . Because the hand tool can adopt any POSE during the objects' measurement, the tracking algorithm and each LED order will both define how the hand tool's POSE and the 3D coordinate point of the spherical probe tip are obtained. The Algorithm 1 is a Matlab script and uses the regionprops function to track the subpixel centroid of each infrared LED. Note that with the infrared filter set in front of the camera, only the light emitted by the infrared LEDs passes, so the image contains 10 or less "speckles" produced by the LEDs (see Figure 5 (c)).
Tracking and pose algorithm
As mentioned in Section 1, we calculated the hand tool's POSE with respect to the camera coordinate system using Lepetit et al.'s [8] algorithm. This algorithm needs three parameters as input: at least four 3D calibrated world points and its corresponding four 2D pixel positions, and the intrinsic camera parameters. The algorithm then calculates the rotation and translation of the camera coordinate system on world reference and the infrared LEDs' position in the camera coordinate system. As mentioned before, each 3D calibrate world point from the hand tool must have its corresponding 2D pixel point. To achieve this, Algorithm 1 calculates 10 2D ordered pixel positions of each infrared LED on the hand tool. Figure 5(a) shows the optical coordinate measuring machine (OCMM) used to get the 10 calibrated 3D points of each infrared LED with respect to the spherical probe tip. On the other hand, Figure 5 (b) shows the local coordinate system used during the calibration. The Z primary axis is defined with the least square fitted plane using e-j centroid LEDs, the X secondary axis is defined with a least square fitted line passing through the centroid of the spherical probe tip and centroid of b LED, Y-axis is perpendicular to X-, Z-axis and the origin is on the centroid of the spherical probe tip. Once the local coordinate system was defined, the infrared LEDs and the spherical probe tip were measured by computing centroids. Our PCMM can use only probe tips of the same length, because it is part of the calibration; however, if a dynamic probe tip change is desired, Liu et al.'s calibration method can be employed [5] . Figure 6 shows the CWL of one of the most popular and cheap infrared LEDs. The wavelength of the light emitted by the infrared LED was measured using a Thorlab's spectrometer. The peak value is approximately on 948 nm, which is enclosed by the 8-nm bandwidth of the 950-nm infrared band pass filter set in front of the camera. The selection of the filter depends on the LEDs' wavelength. Figure 6 allowed us to select the infrared band pass filter. Table 1 shows the intrinsic parameters using images from Figure 3 as input parameters for Bouguet's toolbox [18] . The quality of the calibration depends on the uncertainty of the parameters. The lower the uncertainty reported by the toolbox, the better the calibration. According to Zhu et al. [23] , who performed an uncertainty and sensitivity analysis in camera calibration, the principal point of intrinsic parameters (see cc on Table 1 ) is one from the parameters which highly influences the conversion between pixel and units of length. This would be the case if the lens's distortion was significant, since the lens's distortion correction depends not just on distortion coefficients (see kc on Table 1 ), but on the principal point. In our case, we considered that the focal length (see fc on Table 1 ) has more influence on dimensional measurements with the PCMM, since this parameter represents a dimensional scale factor. Finally, according to Amdal [4] , the main measurement errors come with the incorrect PCMM's POSE on the camera coordinate system. This is something to be explored to improve measurement accuracy.
Experimental results

Center wavelength of an infrared commercial LED
Camera calibration
Algorithm 1: LEDs tracking and ordering f unction Cn ½ ¼ track_order I ð Þ %binary image L ¼ logical » I < 255 ð Þ ð Þ ; %Start LEDs tracking s ¼ regionprops L; 0 PixelIdxList 0 ; 0 PixelList 0 À Á ; %Compute subpixel intensity-weighted centroids f or k ¼ 1 : numel s ð Þ idx ¼ s k ð Þ:PixelIdxList; pv ¼ double I idx ð Þ ð Þ ; sumpv ¼ sum pv ð Þ; x ¼ s k ð Þ:PixelList :; 1 ð Þ; y ¼ s k ð Þ:PixelList :; 2 ð Þ; xb ¼ sum x:Ã pv ð Þ= sumpv; yb ¼ sum y: Ãpv ð Þ= sumpv; C ¼ C; xb yb ½ ; end %Start ordering centroids by computing a general centroid, cen cen ¼ mean C 1; : ð Þ ð Þ ; mean C 2; : ð Þ ð Þ ½ ; %calculate distance of each centroid to cen and order centroids %in descending order using indexes calculated with distances dr ¼ sqrt cen 1 ð Þ À C 1; 1 : length C ð Þ ð Þ ð Þ : 2 þ cen 2 ð Þ À C 2; 1 : length C ð Þ ð Þ ð Þ : 2 ð Þ ; dr_a; ia ½ ¼ sort dr; 0 descend 0 ð Þ ; Ca ¼ C :; ia ð Þ; %Accumulated distances between a point and the rest of the points da ¼ sqrt Ca 1; 1 : length C ð Þ ð Þ À Ca 1; 1 ð Þ ð Þ : 2 þ Ca 2; 1 : length C ð Þ ð Þ À Ca 2; 1 ð Þ ð Þ : 2 ð Þ ; %the next code ensures that a LED is the first point of vector Ca » ; ipb ½ ¼ max da ð Þ; if ipb » ¼ 2 aux ¼ Ca :; 2 ð Þ; Ca :; 2 ð Þ ¼ Ca :; ipb ð Þ; Ca :; ipb ð Þ ¼ aux; end %Evaluate a
Performance evaluation and correction of PCMM used as range meter
We started with a PCMM based on Hocken et al. [2] and Liu et al. [3] , considering only three quasi collinear infrared LEDs (see Figure 7 (a)). Figure 7(b) shows the results using the PCMM as range meter and using the average of three measurements. Range meter means to measure using only one axis of the PCMM, avoiding rotations and translations in the other axis. From Figure 7 (b) to Figure 9 , we can see range meter errors in Z direction, which is the axis with less accuracy, since it measures the distance between the camera and the hand tool. The results obtained after correcting the PCMM with a LUT are shown in Figure 7 (b). The LUT was evaluated following the next steps:
(1) Setup the PCMM as shown in Figure 8(a) , where the PCMM is on the moving table of a CMM and its movement allows for the PCMM's Z-coordinate to increase or decrease. (2) Align the PCMM's coordinate system X pcmm ; Y pcmm ; Z pcmm À Á against the CMM's coordinate system X cmm ; Y cmm ; Z cmm ð Þ . This means that one axis of the CMM must be collinear with another axis of the PCMM. In our case, the PCMM's Z-axis was collinear with the CMM's X-axis (see Figure 8(a) ). Follow the next steps to perform the alignment: (a) Move the CMM until the PCMM is in its initial position as close to the camera as possible Note: The camera must be set on a interpolation is applied. If the current position of the PCMM is outside the LUT column positions, the first or last LUT error must be used for correction. In our case, we did not perform extrapolation; instead, we fixed the errors on the LUT's extremes.
Because of results presented in Figure 7 (b), we referred to Liu et al. [5] to propose a different prototype using more infrared LEDs in different planes. Figure 8(a) shows the setup of this PCMM prototype set in a CMM machine. Figure 8(b) shows the results using the PCMM as range meter in Z direction and using the average of three measurements. The Z Z-axis of Figure 8(b) shows the distance measurement reported by the CMM scales, minus PCMM; the Z Z-axis shows how far away the hand tool was from the camera, covering from 750 to 1250 mm, approximately.
We added more LEDs on 3D positions to reduce PCMM orientation errors. In this sense, Figure 8 Figure 7 (b), we concluded that our prototype with non-collinear LEDs reduced measurement errors using the PCMM as range meter. In Table 1 from Section 4.2.1, Liu et al. [3] report poor PCMM accuracy with collinear LEDs measuring one point and moving the hand tool in a different orientation to the camera. Based on this table, and supported by results from Figure 7 (b), we concluded that collinear LEDs were not enough to get accuracies under millimeters. The decision to add more LEDs was consistent with Liu's, who changed from a collinear model in Liu et al. [3] to a non-collinear model in Liu et al. [5] . Finally, Figure 9 introduces the Z-axis errors of the PCMM Figure 9 . Results of PCMM as range meter in Z-axis direction close and far away from camera before LUT correction.
from Figure 8(a) before the LUT correction. Errors showed in Figure 8(b) confirmed that a simple LUT correction reduced the measurement error considerably.
Performance evaluation of PCMM under ASME B89.4.22-2004
A PCMM is similar to an AACMM, since both are manual and portable instruments and the measurement range is similar. Moreover, both instruments get coordinate system points in space referred to their own body; in the case of the AACMM, it is with respect to its base, whereas for the PCMM, it is referred to the camera. To assess the performance of our PCMM, we thus referred to ASME B89. 4.22-2004 [24] , who described a methodology for the performance evaluation of AACMM. The methodology includes three tests: the sphere test, the single point test and the volume test. ASME B89. 4.22-2004 [24] states that, to perform the sphere test, the sphere's diameter must be between 10 and 50 mm, and the sphere must be measured three times at the same location, and in approximately the middle of the PCMM range in our case. Also, the sphere diameter must be measured with nine points, fitting these points to a least square sphere. The distribution of points is as follows: four points equally distributed approximately on the equator, four points equally distributed at an approximate latitude of 45 and rotated at approximately 45 to those on the equator, and one point at the pole. Figure 10 shows the points location. Table 2 shows the performance evaluation of our PCMM when it measures a sphere with nine points, fitted with a least square algorithm. The sphere's certificate reported a calibrated diameter of 19.98 mm. The error of Table 2 is equal to the average value minus the sphere's calibrated value. Figure 11 shows the positions used to deal with the single point performance test (SPAT). As can be observed, we employed fewer positions than those specified by ASME B89. 4.2.-2004 [24] . Table 3 shows the performance evaluation of the PCMM when it measures one point only:
where Figure 11 . PCMM orientation to deal with single point performance test.
2sSPAT = Single point articulation test.
In the volumetric performance test, ASME B89 . 4.22-2004 [24] specifies at least 20 positions of a ball bar with a known distance between balls. However, because of the range of our PCMM, we conducted this test partially. In other words, we measured different distances between faces of a step gauge in X and Z directions, whereas Y direction was excluded due to the short PCMM's range in this direction. Based on the PCMM's coordinate system, depicted in past figures, the X X-axis had to be excluded, but an axis change transformation happened when we passed from the world to the camera system, thus causing the PCMM's X X-axis to be transformed into the Y Y-axis on the camera system. Figure 12 shows the PCMM errors after measuring distances between faces of a step gauge of 400 mm long. The error reported in X X-axis of Figure 12 corresponds to the difference between the calibrated faceto-face distance values of the step gauge and the faceto-face distance measured with the PCMM. The errors represent the average of three measurements. shows a minimum influence of Z position on the reported errors in the X X-axis direction. Figures 12 and 13 present errors after LUT correction. Figure 13 shows the PCMM errors in Z direction. This is the most critical direction of the PCMM, since it represented the distance between the camera and the hand tool. A hypothesis is that this direction and PCMM's POSE (especially hand tool's pitch and yaw movements) are the main source of errors.
Conclusions
In this paper, we proposed a PCMM. Note that to achieve proper geometrical shapes of circles, it is important to select appropriate LEDs. As regards the LED's position calibration with the OCMM and LED's tracking, we used centroids as references, but an ellipse contour may be preferred to avoid center location error (see [25] ). Also, we selected a camera filter based on the wavelength emitted by the infrared LEDs. We believe that the circle's shape was influenced by the filter placed in front of the camera, which is why we selected an infrared band pass filter with a CWL and band width covering the LEDs' wavelength. The results obtained showed the emitted wavelength of a commercial infrared LED, which could be used as a reference value.
Any vision system used for dimensional measurements must perform camera calibration as the first step. In this sense, we thought that a printed pattern could be enough for the camera calibration, as long as a subsequent correction is performed. Moreover, according to Tang et al. [21] , lens distortion is not well evaluated by Bouguet [18] . We will explore Tang's solution to see the influence of lens distortion on our PCMM measurements.
Also, in this work we propose an algorithm to track the LEDs attached to the hand tool. This algorithm can track and order the LEDs to identify them, no matter the hand tool's POSE. LEDs' order is an input parameter for the hand tool's POSE. POSE consumes little processing time not being iterative, but an accuracy test must be performed to know and correct the sources of error.
Our first prototype for the PCMM with collinear LEDs did not achieve the accuracy we were looking for (under millimeters). We believed this accuracy loss was due to orientation errors not evaluated correctly with collinear LEDs (see Table 1 of Liu et al. [3] ). Therefore, we decided to modify the PCMM design, leading us to our initial goal. Also, according to Figures 8(b) and Figure 9 , if the PCMM was used as a range meter, we could calculate a LUT correction and increase PCMM accuracy. We suggest using a CMM as a reference, but a step gauge or any other calibrated lengths could be used, although repeatability must be considered.
We evaluated the PCMM's performance under ASME B89.4.22-2004 standard, instead of developing a new, specific standard (see [1] ). From the single point test, we concluded that a correct hand tool's POSE is crucial for small measurement errors (see [26] [27] ). As regards the PCMM design, it can be strengthened by replacing the aluminium part from the hand tool's body with a carbon-fiber-based one. Also, to reduce the hand tool's weight and dimensions, the Bluetooth module may be placed with another device. As a final remark for future work, we will test Lepetit's algorithm under controlled circumstances with dynamic but known POSES. Lepetit's algorithm is a key to preventing the use of iterative sequences, thereby reducing computational cost.
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