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Abstract 
If (A, B, C) is an (entrywise) nonnegative realization of a rational matrix function 
W (i.e. W(I) = C(1 - A))‘B for 1.6 o(A)) vanishing at infinity, then 
Y(W) := inf{r 2 0: W has no poles i, with r < [Ai} is a pole of Wand r(A) := spec- 
tral radius of A is an eigenvalue of A. We prove that, if the realization is minimal-non- 
negative, then 
1. ?-(W) = r(A), 
2. order of the pole I-(W) of W = order of the pole r(A) of (. - A)-‘. 
We characterize the order of these poles in the spirit of Rothblum’s index theorem, 
namely as the length of the longest chains of singular vertices in the reduced graph of 
A with a suitable new access relation, which incorporates B and C into the familiar ac- 
cess relation of A. 0 1998 Elsevier Science Inc. All rights reserved. 
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Let W be an 1 x k rational matrix function, not identically zero and vanish- 
ing at infinity. The basic reference for the realization problem of such functions 
will be the monograph [I]. whereas for the basic problems of entrywise nonneg- 
ative realizations we refer the reader to [2]. A characterization of rational ma- 
trix functions having an (entrywise) nonnegative realization, i.e. a 
representation W(>,) = C(/l - A))‘B with the property that all three matrices 
A, B, C are nonnegative, was obtained in [2] together with some applications 
to nonnegative inputtoutput systems. We shall study in this note the spectral 
theory of such rational matrix functions, and shall often consider among their 
nonnegative realizations those with the minimal size, i.e. for which the dimen- 
sion of the space w” of the operator A is minimal within the class of nonneg- 
ative realizations. It is known (see, e.g., [2]) that such a realization need not 
be a minima1 realization in the classical sense, i.e. its McMillan degree can 
be strictly smaller than II above. In order to avoid any possibility of misunder- 
standing, we shall call such a realization milzirnal-nonnrgatill~. 
In Section 2 we shall review the spectral properties of any minimal realiza- 
tion of a rational matrix function having nonnegative realizations, and shall 
emphasize the difference between the properties of minimal-nonnegative real- 
izations that are or are not, respectively, intertwined with a minimal realiza- 
tion. In Section 3 we shall consider an arbitrary nonnegative realization 
(A, B. C) of a rational matrix function and, modifying some fundamental ideas 
from the standard theory of minimal realizations, we shall define the largest A- 
invariant idea1 D6 = K(C,A) contained in the kernel of C, and the smallest A- 
invariant ideal J = J(A, B) containing the range of B. The realization (A. B. C) 
is then cogredient to a realization containing block matrices as in the classical 
case, and the middle matrices constitute a triple (AhI. Bh4. CF,d), which is a non- 
negative realization of the rational matrix function W. If the realization 
(A. B, C) is minimal-nonnegative, then the ideals J, K above are trivial, but 
the converse does not hold. With the help of the Frobenius normal form of 
A and of the ideals above we define an access relation on the reduced graph 
R(A) of A corresponding to the Frobenius-type block representation above. 
The definition will include also the matrices B, C in the corresponding block 
forms and the familiar access relation on R(A) (see, e.g., [3], Section 21, and 
we shall establish those properties of the (A. B, C)-access relation, which will 
be applied in the study of the spectra in Section 4. 
The main result of this note is Theorem 4.1. describing the spectral properties 
of an arbitrary nonnegative realization (A, B. C) of a rational matrix function W. 
In particular, with the notation above, the spectral radius of W is equal to the 
spectral radius of Abj, the orders of this pole for both objects are identical, and 
can be characterized with help of the new (and also of the familiar) access rela- 
tion. Corollary 4.2 will yield the expected spectral property of any minimal-non- 
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negative realization (A, B, C) of a rational matrix function W the spectral radii 
of Wand A are the same, and the orders of this pole of both Wand A are identical 
positive numbers. This is the most we can expect along the lines of the classical 
Perron-Frobenius theory, since an arbitrary (not minimal-) nonnegative realiza- 
tion may have a greater spectral radius for its middle operator, and Examples 4.1 
and 4.2 will show that other educated conjectures concerning further spectral 
properties of minimal-nonnegative realizations will prove to be false. 
For the basic properties of Banach lattices and positive operators and, in 
particular, of nonnegative matrices we refer the reader to [4] and [.5]. Note that 
> will denote everywhere the order relation with respect to a given proper 
cone that will be clear from the context, whereas x > 0 will denote that x is 
a nonzero point of the cone, and x > 0 will denote that s is an inner point 
of the cone (in the classical case: all components are positive). 
2. Spectral properties of the minimal realization of rational matrix functions 
having nonnegative realizations 
It is well-known that each 1 x k real rational matrix function W, not identi- 
cally 0 and vanishing at infinity, has many different finite dimensional realiza- 
tions, hence the minimum of the orders of the middle (main) matrices A is well 
defined. It is called the McMillan degree no of W, and any corresponding real- 
ization is called a minimal realization. If (A, B, C) is any realization of W, the 
order of A is n, and (P,K,L) are cones in the corresponding finite dimensional 
spaces R”, R’, IR’ such that BK c P, AP C P, CF’ c L, then we call (A, B. C) a 
(P, K, L)-positive (-nonnegative) triple (realization). If the triple of cones 
(P; K.L) is (iwl, RI, R:), then we call (A, B, C) a nonnegative (positive) triple. 
The following is the result ([2], Theorem 2.4). Let W be a real rational matrix 
function as above. The following are equivalent. 
(I) W has a nonnegative realization, 
(II) For each minimal real realization of W there is a polyhedral cone P for 
which this realization is (P, RI, $)-positive. 
It is well known that any two minimal realizations of a rational matrix func- 
tion are similar in the sense of ([l], Theorem 7.1.4). Further, if (Ao, Bo, Co) is a re- 
alization of W, and (A, B, C) is a triple satisfying for some matrix S the equalities 
SA = AoS. SB = Bo_ c = cos, 
then (A, B, C) is also a realization of W, and is said to be intertwined with the 
realization (Ao, Bo, Co). Note that, by ([2], Theorem 2.4) and the proof of ([2], 
Proposition 2.2), if the function W has a nonnegative realization, then for each 
minimal realization of W there is a nonnegative realization that is intertwined 
with the minimal realization. Further ([2], Proposition 4.1) characterizes those 
realizations of a rational matrix function which are intertwined with one (and 
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then with all) of its minimal realizations. Note that one can apply results of ([6], 
Section 7) to a nonnegative realization (A+, B+, C,) that is intertwined with a 
minimal realization. In particular, ([6], Corollary 7.4) and ([l]), Theorem 
7.2.3) yield for the spectral radii that Y(A+) = r(W), and every distinguished ei- 
genvalue of A+ is a pole of W. 
If the rational matrix function W has a nonnegative realization, then the 
minimal order n+ of the middle matrices A+ in all of the nonnegative realiza- 
tions is well-defined, and is clearly 3 no, where no denotes the McMillan degree 
of W. ([2], Example 2.6) shows that the difference n, - HO may be arbitrarily 
large. Further, a minimal-nonnegative realization need not be intertwined with 
a minimal realization. In fact, ([2], Example 2.7 and Theorem 2.8) show that a 
rational matrix function having nonnegative realizations need not have a single 
one which is intertwined with a minimal realization. 
In this paper one of the main results of the spectral theory of rational matrix 
functions will be applied several times. As a basic reference we cite ([l], Theo- 
rem 7.2.3) and note that the proof of the equality of the partial pole-multiplic- 
ities of W and of the resolvent of any middle matrix A0 in any minimal 
realization W is valid also in the case of a nonsquare (I x k) matrix function 
(cf. also [7], pp. 853-854). 
If the rational I x k matrix function W has a nonnegative realization, and 
(A,,, BO, Co) is a minimal realization W with McMillan degree no, then there ex- 
ists a proper polyhedral AO-invariant cone PO in R”” ([2], Theorem 2.4). Since 
the spectrum of A0 (= the set of the eigenvalues of Ao) coincides with the set 
of poles of W (see [l], Theorem 7.2.3), we obtain from ([6], Theorem 7.6, [8], 
Theorem 7.9). 
Theorem 2.1. Let W be a rational matrix jimction with a nonnegative realization 
and let r(W) > 0. Then each pole of W with modulus r(W) is r(W) times a root of 
unity of order at most r,, where rcF is (the minimum of) the number of the 
extreme rays of any polyhedral cone PO for which there is a minimal realization 
(Ao,Bo, Co) of W which is (PO, RI, $)-positive. 
At the end of the paper we will give examples which show that the results of 
([6], Section 7) cannot always be extended to the more general situation of min- 
imal-nonnegative realizations. 
3. The reduced graph for nonnegative realizations of rational matrix functions 
Let (A, B, C) be a nonnegative realization of degree n (i.e. where the order of 
the matrix A is n) of a rational matrix function. In the following we use the 
standard concepts for nonnegative matrices in R”; see ([4], Section 2). 
Let K = K(C,A) denote the largest A-invariant ideal in R” contained in the 
kernel of C, i.e. 
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K={xER”: CAjlxl=O forj=O,l...., n-l}, 
where 1x1 denotes the absolute value of the vector x = COl[xj]~=l, i.e. 
1x1 = col[\xjl]~,i. Let J = J(A,B) denote the smallest A-invariant ideal in R” 
containing the range of B, i.e. 
J = {yE R”: ly(<A”-‘Bx,~i +...+BxO for somex, E R:,j 
=O,...,n- 1); 
see ([l], Section 7.1) for the corresponding considerations for subspaces instead 
of ideals. Denoting the subspaces by the corresponding Latin letters, note that 
K c K and 9 1 J. 
There exist unique ideals M and [i in R” such that 
K n M = {O}, K+M=K+J, 
(W + M) n [L = {O}, K + 6.4 + [L = R”. 
It is straightforward to see that W is identically 0 if and only if 
J(A, B) C K(C, A), which is equivalent to M = (0). By our standing assump- 
tion about the nontriviality of W, we shall hence have M # (0). 
Since H and K + J are A-invariant ideals, (A, B, C) is cogredient to 
i.e. there exists an n x n permutation matrix P such that the matrix triple above 
is (PAP-‘, PB, CP-‘). 
(AM, BM, CM) is a reduction of (A, B, C) in the sense of ([l], p. 215) and it is a 
nonnegative realization of W. Therefore, if (A, B, C) is a minimal-nonnegative 
realization of W, then W(C, A) = (0) and J (A, B) = R”. Unfortunately, the 
converse is not true: IV(n) = (2 - 3)-’ h as a minimal (nonnegative) realization 
031, 111, UIL and 
is a nonnegative realization with 06 = (0) and J = R’. 
We want to show now that the matrix triple (A, B, C) is cogredient to a cer- 
tain canonical form, which will be convenient to our purposes. By one permu- 
tation similarity in each case, all three matrices AL, Awl AM can be brought to 
their Frobenius forms, say 
Here N denotes permutation similarity, and we set (in the corresponding order) 
u= 1, u = tn. 
if the corresponding condition below holds: 
E = {O}, K = (0). 
This is clearly the case exactly when the corresponding matrices AR1 Acs do not 
appear. Note that we have excluded the case Ml = (0). The permutation sim- 
ilarities above can trivially be completed to permutation similarities of A (by 
leaving the remaining columns and rows unchanged), and the application of 
the three completed similarities after one another will yield (with a permutation 
matrix Q) 
A,, 0 0 
Here the diagonal blocks Ajj are exactly as above, hence they are irreducible in 
the respective matrices (cogredient to) AL. A M, AK. The position of the zeros in 
the matrix QAQ-’ shows that the diagonal blocks are also irreducible blocks 
there. Hence the right-hand side block matrix above is a Frobenius normal 
form of A partitioned at the same time according to the (AL, AM, Ac4)-partition 
above. Further, the matrix QB can be written as block column matrix 
col[O, . .O, B,,, . ,B,,,] and CQ-’ can be written as block row matrix 
[Cr.. . C,.. 0.. .O] with ~n blocks. Here, naturally, the two partitions corres- 
pond to the given partition of A in the sense that each B,(C,) has the same num- 
ber of rows (columns) as A,,(A,,), respectively. From now on we shall assume 
that A, B and C themselves are already in this form. 
Next we define an access relation on the reduced graph R(A) of A, whose 
vertexsetweidentifywiththeset{l....,t~}.Letr,s~{l,...,m}.Wesaythat 
s has (A, B, C)-access to I’ if there exist 9% t E { 1. . , m} such that 
C, #O. B, # 0 and t >= s >= Y >= q. 
where >= denotes the familiar access relation on R(A), see ([3], Section 2). 
Note that from the lower diagonal block form of A and the block structures 
of B and C mentioned above the inequalities u 6 q < r < s < t < 2‘ follow. We 
write s(A. B, C >== Y ifs has (A. B, C)-access to r. 
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The following proposition and its corollaries will show that there is a strong 
connection between the (A. B, C)-access relation on R(A) and the ideals K(A. C) 
and J(A, B) (or, equivalently, the natural numbers u and c). However, for the 
definition of the (A, B, C)-access relation we need not know these ideals; rather 
this access relation gives us the possibility to construct (the supports of) these 
ideals. 
Proposition 3.1. Let s E { 1, . ~ m}. The jbllowing are equivalent: 
(I) u <s < a; 
(II) there exist q. t E { 1~. , m} such that C, # 0. B, # 0 and t >= .F >= q: 
(III) s(A, B, C >= s. 
Proof. (Ill) ++ (II) =+ (I) are obvious, since s >= S. (I) =S (I/): Let u <s < c. 
Take y = co1 [~J~JQ]J!!, with yc > 0. Then .VEbQCC, therefore 
O<y~A”~‘Bx,,~~+...+Bx” for somex,7_t,...!xoER:. In thelast sum all 
vectors are nonnegative. Therefore we have that the sth block component in 
APB > 0 for some p E (0, . . , n - 1 }. This block is given by 
(AP),,B, + . + (Ap),V,B,. Thus (AP),Y,B, > 0 for some p and q. Therefore 
B, # 0 and (Ai’),s, # 0, and the last inequality is equivalent to s >= q. We know 
that _v E M c M + 11 = K'. Therefore CAJ’y > 0 for some p with 0 < p < n. 
Now CApy = (C,V(Ap)ss + . . + C,.(A~),,s)ys. Therefore C,(AP),, # 0 for some t 
and p, which implies C, # 0 and t >= s. 0 
The next two corollaries follow immediately from Proposition 3.1. Note that 
Corollary 3.1 describes the connection between the new and the familiar access 
relations. 
Corollary 3.1. Let r, s E { l( . , m}. The following are equivalent: 
(I) s(A, B, C >= Y, 
(ZZ) u<r,s<vands>=r. 
Corollary 3.2. The following ure equivalent: 
(I) K = (0) and J = R”, 
(II) >= is equivalent to (A-B, C >= 
4. Spectral properties of nonnegative realizations of a rational matrix function 
If a matrix A has an m x m lower triangular block form (see Section 3), then 
o(A) = U;:,o(Alj)? and for 3, $J o(A) the matrix (i -A)-’ has also lower trian- 
gular block form with the following entry in the zth block row and sth block 
column: 
0 if z < s: 
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(2 - A.V.V)-’ if z = s, 
and 
5 
Xx(1 - Azz)~'A:~,()L - Aj,,,)-'Aj,,,-' . .14,~~(i - A,s.,)-' if Z > S, 
/=I (h) 
where in the second sum of the last expression we sum over all (I - I)-tuples 
ciz,...,j,) ofp osi t ive integers with s < j, < . < jt < z. Note that for I = 1 
the second sum above is (3, - A,)-‘A,,(2 -A,,,))‘. 
If A is nonnegative and /z > r(A), then (3. -A))‘, [(J -A)-‘],, and 
@A,)-‘AZi, .A& - A,,y)- are nonnegative. Therefore, if (A.B, C) is a non- 
negative realization of a rational matrix function W, A is in its Frobenius nor- 
mal form, and B and C are in the corresponding block form (see Section 3), 
thenforL>r(A)andl<s<z<mwehave 
W(n) 3 Cs(jb - A,,)-‘B,, 
and 
W(%) 3 C(;I - A,)-‘A&. - Ai,i,)-‘Ai,i,m, . (I. - AbS))‘A,,(/Z - AJ’B, 
where s < j, < . . <jr <z,2<l<z-s. 
For j = u, . . . ! v we have r(Ai,) < r(AM), and we define 
R 
/I 
= (I -A,,)-’ 
i 
if r(A,,) < I, 
spectral projection on N(r(Aba) - Aji) if r(Ajj) = r(Aw). 
Note that Aji is irreducible, therefore the eigenspace and the generalized 
eigenspace corresponding to its spectral radius coincide. Since Aj/ is irreducible, 
R,, is a strictly positive matrix, i.e. all of its entries are positive. 
The proof of the next lemma is straightforward, we will use it in the proof of 
our main result (Theorem 4.1 below). 
Lemma 4.1. Let R’, Rz:. . . Rt he strictly positive (not necessurily square) 
matrices. 
(I) Let P' . . . . , Pi_, be nonnegative (not necessarily squure) matrices such that 
the product RtPt-' Rt- I . P’R’ is defined. This product is strictly positive ifun 
only if‘ull matrices Pj ure nonzero. 
(II) Let PO, P’, . . , Pi be nonnegative (not necessarily square) matrices such 
that the product PtRt . . R’ PO is dejined. This product is nonzero if and only 
full matrices Pj are nonzero. 
We use the notations of Section 3 in the following. 
Theorem 4.1. Let (A, B, C) be u nonnegative realization of u rational matrix 
function W. Then 
K.-H. Fdrster, B. Nugy I Linear Algebra and its Applicutions 275-276 (1998) 189-200 191 
(I) rf W) = ~$4~) is a pole of W, 
(II) the order of the pole r(W) of W is equal to the order of the pole 
r(Ak,Q)of(. -A&, and this number is equal to the length of the longest 
chains of r(AM)-vertices in R(Au) with the familiar access relation >=, and 
it is also equal to the length of the longest chains of r(Au)-vertices in R(A) 
with respect to the access relation (A,B, C >= . Here a vertex 
jE {I,... ,m} of R(A) is called an r(AM)-vertex ifr(Aii) = Y(AM). 
Proof. We have assumed that W is not identically 0 or, equivalently, Ml # (0). 
(I) Since (AM, BM, CM) is a realization of W, we have 
(3. E C: 3, is a pole of W} c o(AM) = the set of the eigenvalues of AM. There- 
fore r(W) < r(AM). Assume Y = r(Au) > r(W). There exists an s with u <s 6 v 
and r(A,,s) = r(AM). By Proposition 3.1, there exists q, t E { 1,. . . , m} such that 
C, # O,B, # 0 and t >= s >= q. If t = q, then t = s = q. Since W is holo- 
morphic at Y= r(AM) by assumption, we obtain 
0 = lim;.l,(A - r)W(L) 2 C,R,,B, 2 0. This contradicts Lemma 4.1(11). Let 
t > q. This implies that for some 1 E No we can findpo,pl, . . . ,p, E N such that 
q =po <PI < .‘. < pl = t,p, = s for some i E (0, . , l} and A,,_, # 0 for all 
iE{l,..., [}.LetpbethenumberofjE{O ,..., I}withr(A,,,)=r(AM)=r, 
then p > 1. Since W is holomorphic at r by assumption, we obtain 
0 = l$(A - r)“w(n) 2 C,RI,A,.p,-,RP,~,P,~, . ~A,,.,R&$ 3 0. 
This contradicts Lemma 4.1(11). We have proved assertion (I). 
(II) We define the following quantities: Let p be the order of the pole r(AM) 
of W,pM the order of the pole r(AM) of (. - AM)-‘, hM the length of the longest 
chains of r(AM)-vertices in R(AM) with respect to >= and h the length of the 
longest chains of r(AM)-vertices in R(A) with respect to (A, B, C >= . Since 
(AM, BM, CM) is a realization of W,p <PM holds. Since K(Cm, AM) = 
(0) and J(AM, B,) = M, we have by Corollary 3.2 and Rothblum’s index 
theorem ([9], Theorem 3.1(2)) that pu = hu. 
The equality h = hM follows from Corollary 3.2. We will now prove that 
h = p. This will follow if we have proved that, with the notation Y = r(AM), 
there exists 
lii(J* - r)” W(1) # 0. 
We have 
W(i) = CM(2 - AM)-‘BM = &,[(A - A)-‘],B, (2 @ c(A)). 
;.s=u 
It follows from the maximality of h and the representation of 
[(i - A))‘lSB(i $ a(A), n 6 z,s < v) at the beginning of this section that 
lim;.,,.(3. - r)“[(L - A)-‘], exists and is nonnegative. Therefore 
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lim;._,.(i. - Y)” W(A) exists, and is a sum of nonnegative matrices. We shall show 
that at least one of the terms is nonzero. There exist I-vertices SI, . . .s/, 
and t, q in R(A) with t >= sh > -s/,+1 > - > -SI >= q, C, # 0 and B, # 0. 
Since u ,< q 6 t < u (see Section 3), the limit lim,._,.(> - v)“C[(;. - A))‘],$~, is 
nonzero, by Lemma 4.1. 0 
Corollary 4.1. !f’ K = (0) and J = R”, then Y(W) = r(A). und the ovder of the 
pole r(W) qf Wund the order of the pole r(A) o,f (. - A)-’ ure equul andpositiw. 
Corollary 4.2. [f’ (A, B. C) is a tzininlLEl_nonnegutil~e reakution of’ W. then 
r(W) = r(A), und the order qj’the pole r(W) of Wand the order of’the polr r(A) 
of (. - A)-’ are equal and positiur. 
Corollary 4.3. Let (A, B, C) h e a nonnegutice sealiration qf’ u rational n1utri.v 
function W Then r(W) < r(A), lfl,j E {u, . , tl} implies r(A,,) < r(A), # no 
r(A)-vertex of’R(A) I zas access to any vertex in R(A) Ivith respect to (A. B, C >= 
Hereavertrxj~{l~....m}qfR(A) ‘, IF culled an r(d)-vertex iJ’r(Ai,) = r(A). 
Next we will given an example of a rational matrix function, which has two 
minimal nonnegative realizations such that the sets of the distinguished eigen- 
values of the main matrices do not coincide. We recall: an eigenvalue 1. of a 
nonnegative matrix A is called a distinguished eigenvalue if there exists a non- 
negative eigenvector of A corresponding to i. 
Example 4.1. The rational function W(2) = (j_ - l)-‘(2 - 2))‘(2 - 3)-’ has 
the realizations 
(A,B,C)= ([a ; ;]>[;],,O 0 1,) 
and 
(A,&& ([a p ;].[i].,o 0 ,,). 
Both are minimal and nonnegative realizations of W and are therefore minimal- 
nonnegative realizations. From ([3], Theorem 3.7) it follows that A has the dis- 
tinguished eigenvalues 1 and 3, but 2 has only 3 as distinguished eigenvalue. 
Finally, we give an example of a minimal-nonnegative realization (A, B, C) 
of a rational matrix function W, where A has a distinguished eigenvalue which 
is not a pole of W. 
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Example 4.2. The triple 
is a nonnegative realization of the rational function 
W(i) = 
13i’ + 42i. + 26 
(iL - 2)(i. + l)(J. + 2). 
The poles of W are simple, and the general spectral theory of realizations yields 
that for each minimal realization of W the partial pole-multiplicities of W and 
of the resolvent of the middle (main) matrix A. coincide (cf. e.g. the proof of 
([I], Theorem 7.2.3) or ([7], pp. 853-854) and note that the proofs do not make 
use of the fact that the matrices of W are square). Therefore the order of the 
middle matrix A0 in any minimal realization must be 3. i.e. the McMillan de- 
gree of W is 3. So (A. B, C) is not a minimal, but is a minimal-nonnegative re- 
alization of W for the following reason. Assume there exists a nonnegative 
realization (A,~. B_ . C, ) with degree n, less than 4. Then 17, = 3. which implies 
that (A, (B+, C,) is a minimal realization of W. It follows that the poles of W 
are simple eigenvalues of A.. Since the sum of the eigenvalues is - 1, the matrix 
A+ has negative trace, which is a contradiction for a nonnegative matrix. Hence 
(A, B, C) is a minimal-nonnegative realization of W. 1 is a distinguished eigen- 
value of A with eigenvector col[OOll], but 1 is not a pole of IV. 
Note that for a minimal-nonnegative realization (A, B. C) of a rational ma- 
trix function W a distinguished eigenvalue or a peripheral eigenvalue of A that 
is different from Y(A) = r(W) need not be a pole of W. This is shown by the last 
examples and ([2], Example 2.5). 
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