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Abstract 
The paper presents explicit formulas for calculating normals to surfaces generated by the butterfly interpolatory sub- 
division scheme from a general initial triangulation of control points. Two applications of these formulas are presented: 
building offsets to surfaces generated by the butterfly scheme and Gouraud shading of surfaces generated by this scheme 
as well as shading of their offsets. © 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 
Subdivision schemes are efficient ools for the fast generation of  curves and surfaces from initial 
control nets. The basic approach to the design of curves and surfaces in computer-aided geometric 
design consists of  using control points {p°},-el c R s for I C Z m, m = 1,2, s = 2, 3 defining a control 
polygon or a 3D control net together with a smoothing scheme. A subdivision scheme defines 
recursively a new set of  control points {p/k} at level k from the set at level k - 1 for k = 1,2 . . . . .  
Each set of  control points at level k defines a parametric piecewise linear curve pk(t) when t E f2 c 
or a parametric piecewise low-degree polynomial surface pk(s,t) ,(s,t)E I 2c  ~2. The subdivision 
curve or surface is defined as the limit of  this sequence when k ~ oo. A subdivision scheme is 
interpolatory if each set of  control points at any level includes all the control points of the previous 
level. 
The butterfly interpolatory subdivision scheme [5] is a generalization of  the 4-point scheme 
for curve design to surfaces produced from a general triangulation of  control points. The 4-point 
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Fig. 1. Configuration f points for the rule for inserting new points in the butterfly scheme. 
interpolatory subdivision scheme was introduced in [4] and is defined as follows: 
{ pzki +1 =p~, -1  <<,i<~2kn + 1, __k+l 1 w(pki__l k P2i+I =(2  "Jr w) (P  k k "}-Pi+I) -- -~'-Pi+2)' --1 <~i<~2kn, ( I )  
where {p0}n+2 2 is a set of initial control points. The parameter w serves as a tension parameter 
in the sense that decreasing its value to zero is equivalent to tightening the limit curve toward the 
piecewise linear curve between the initial control points [4]. 
At each subdivision stage the butterfly subdivision scheme transforms each triangular face of the 
triangulation into four triangular faces which consist of the vertices of the old triangle and three 
new vertices corresponding to the edges of the old triangle, connected each to the other two and to 
the vertices of the old edge it corresponds to. The rule for inserting new points is an 8-point rule 
based on the butterfly-like configuration shown in Fig. 1: 
qk+l = l(p~ + pk) + 2w(p~ + pk4) - w(p~ + p~ + pk + pk). (2) 
The parameter w serves as a tension parameter in the same sense as the tension parameter in the 
4-point scheme. 
If we take control points that describe function values over a regular symmetrical three direction 
mesh, that are constant along one of the directions, then all the new values added at all the stages 
of the butterfly subdivision will be constant along this direction and the scheme reduces to the 
4-point scheme along the other two directions [5]. This shows that the butterfly scheme is indeed a 
generalization of the 4-point scheme. 
A local analysis is used in [4] to calculate tangent vectors to the limit curves generated by the 
4-point subdivision scheme at control points of each stage. The control point of interest and its 4 
neighbors at each stage of the subdivision process are involved. The vector of such 5 control points 
at each stage is a result of a matrix transformation of the same vector from the previous stage. 
The leading eigenvalues and corresponding eigenvectors of this matrix play an important role in the 
calculation of tangent vectors. It was proved in [4] with the use of this method that if a 2D or 3D 
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curve defined by the 4-point subdivision process (1) is differentiable, then at any fixed stage m > 0 
the tangent vector at the control point pm E R s (S = 2, 3), corresponding to the parameter value 2-mi, 
can be evaluated as follows: 
2m+k 
r 1 [ _m+k Pt(2-mi) - -  1 - 4w k2k / / i+ l  - -  pm-+lk ) -- w(p~+2k -- ffm--+2k ) ]  (3) 
or with k = 0 
m r l - "  m m m 
P ' (2 -mi ) -  1 ---4w II[pi+l -- P i - l )  -- w(Pi+2 - -  pm-2) ] "  
This paper presents imilar formulas for the partial derivatives of surfaces generated by the butterfly 
scheme. The formulas were obtained by an analogous local analysis for surfaces. A similar technique 
for other subdivision schemes was used in [11, 14]. Normals are calculated as vector products of 
two partial derivatives. These normals are then used in two applications: building offsets to surfaces 
generated by the butterfly scheme and Gouraud shading of surfaces generated by this scheme as well 
as shading of their offsets. Formulas for the normals of surfaces generated by a modified version of 
the butterfly scheme are given (without derivation) in [22]. 
2. Computing normals 
The differential properties of the surface produced by the butterfly scheme depend on the degrees 
of the vertices in the triangulation (the degree of a vertex is the number of edges meeting at the 
vertex). A vertex of degree 6 is called regular, a vertex of degree other than 6 is called irregular. 
If all the vertices are regular, the triangulation is termed regular and is topologically equivalent to 
a three direction grid. A triangulation is irregular if it contains irregular vertices. Since all the new 
points inserted at each subdivision stage are regular, a regular triangulation remains regular after any 
number of subdivision stages and an irregular triangulation becomes regular almost everywhere but 
for neighborhoods of the initial irregular vertices. 
2.1. The regular triangulation case 
Consider the butterfly scheme on a regular triangulation containing only regular control points 
(of degree 6). This triangulation is topologically equivalent to a regular symmetrical three direction 
grid with directions (1,0),(1, v/-3),(1,-v~) (see Fig. 2). It was shown in [10] that for such a 
triangulation the butterfly scheme generates parametric surfaces with C 1 components for 0 <w< ~2" 
Let us choose a parameterization in the parameters plane (s,t) such that the parametric points 
corresponding to the control points together with the connecting edges form a regular 3-direction 
mesh with edges of length 1 (see Fig. 2). At each stage of the subdivision process new parametric 
points are inserted at midpoints of old edges in the parameters plane (s, t) forming a new mesh with 
the same topology but with distances caled by i 
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Fig. 2. A symmetric three direction grid. 
Let us investigate the scheme acting on scalar control points representing one component of the 
vector control points, i.e. the scheme that operates on function values f (s ,  t) over a regular 3-direction 
mesh in the parameters plane. 
Denote by F k the vector of values (F0k,... ,F~8) r E R 19 attributed by the butterfly scheme to points 
in the (s, t) plane with parameters values 
(So + 2-(re+k)/1, to + 2-("+k)lz), k~>0. 
Here (So, to) is a fixed point on the regular grid generated at fixed level m, and !1,12 are the vectors of 
the s-component and t-component, respectively, of the parametric points corresponding to F~ . . . . .  F(8, 
as depicted in Fig. 2: 
11=(0,2, 1 , -1 , -2 ,  -1 ,  1, 3, 0, 3 3 2' --2' 
12=(0,0, v/3, V~, O , -v~, -v /3  , "/3 x/'3, ,/3 -T '  2 ' 
0 ,  3,  1, 1 t 1 1 T 
2 '  2 '  1, - -  2' 2)' 
'~ ,  __ V/3 " v~ v/3 v'~ O, v/~ V~'~T 
, - - -~- ,0 ,  2 ' 2 ' 2 ' ~ " " 
The point o_  k F~- -F~ is inserted at stage m and -rFk~8 t i Ji=l are 18 points in its neighborhood at stage 
m + k: .rml~2 t- i Ji=~ are located on the outer ring around F0 ° while .rm~.~8 t- ~ Ji=~3 are located on the inner ring 
(see Fig. 2). The point (So, to) corresponds to the origin in Fig. 2. 
Theorem 1. Let w be such that any limit function of  the butterfly subdivision process (operating 
on function values over a regular 3-direction grid) is differentiable at (So, to) and let Fk= (Fok,..., 
F~ 8)T, So and to be as above. Then the partial derivatives of  the limit function f (s ,  t) at (So, to) are 
f,(so, to)= c{12w212(F• - Fk4 ) + (F~ - F~) + (F~ - F~)] 
- 6w[(F7 k - F~) + (F~2 - Fro)] 
+(1 - 4w)[Z(F~3 - V~6 ) + (F~4 - Flks) + (F~8 - F~7)]}, (4) 
with 
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ft(so, to) = cv/-3{12w2[(F~ - Fk6) + (F~ - F~)] 
- 2w[Z(F8 k - F~)  + (F7 k - F~2 ) + (F9 k - F~o)] 
+(1 - 4w)[(F~4 - F~8 ) + (Ftk5 -- Flk7)]}, 
¢= 
2m+k 
6(1 - 6w)(1 - 4w)" 
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Proof. The subdivision process in the neighborhood of  (So, to) can be expressed by the following 
matrix transformation: 
F k+l = TF  k, (5) 
where 
T = 
0 
2w 
2w 
0 
Al l  
A21 
A3I 
0 0 
A12 
A22 
A32 
0 0 . . .  0 
A13 
A23 
A33 
Here 3 {Aij}i,j=l are 6 × 6 matrices, Al~ =A~2 =A31 =0, Al3 = l  (a unit matrix), A22 =2wL A32 =A2Tt. 
The matrices A21,A23,A33 are 
A21 = 
-w  -w 0 0 0 0 
0 -w  -w 0 0 0 
0 0 -w  -w 0 0 
0 0 0 -w  -w 0 
0 0 0 0 -w  -w 
-w 0 0 0 0 -w  
, A23 = 
1 1 ~ -w 0 0 -w  ~ 
l 1 -w  ~ ~ -w 0 0 
1 l 
0 -w 5 5 -w  0 
0 0 -w  ± ! -w  2 2 
-w  0 0 -w  L L 
2 2 
1 ! -w  0 0 -w  
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A33 
1 2w -w 0 -w  2w 
2w 1 2w -w 0 -w  2 
-w  2w ! 2w -w 0 2 
0 -w  2w ± 2w -w 2 
-w  0 -w  2w 1 2w 2 
1 2w -w 0 -w  2w 5 
Since the butterfly scheme reproduces linear functions (a necessary condition to generate C 1 
surfaces [3]), the vector e E ~19 with all components equal to 1, and the vectors 
! = o~11 + ill2, + Ifll >o, 
where Ii and 12 are defined in p. 4, satisfy 
Te=e,  T I= ½1. (6) 
Thus e is an eigenvector of T, corresponding to the eigenvalue 1 and 11 and /2 are eigenvectors, 
' Let us denote by v 3, .., v '8 the remaining eigenvectors, corresponding to the multiple eigenvalue 5" 
corresponding to the eigenvalues 23,..., 2,8. 
If the limit function f (s ,  t) is differentiable at (So, to), then necessarily 
lim 2m+k(F k - F~e) = fs(so, to)ll + ft(so, t0)12. (7) 
k----~oo 
Note that the first row of T is a left eigenvector f T, corresponding to the eigenvalue 1. Denoting 
this row of T by r, we get 
Voi = rv i = O, i=3 , . . . ,18 .  
Then there exist ¢1,..., ¢18 such that 
18 
F °= FOe + ¢11, + ¢212 + ~ ¢i I~i. 
i=3 
This, in view of (5) and (6), yields 
18 
F k = T*F o =FOe + ¢l(1)k/1 ~_ ¢2(1)k/2 .qt_ Z ¢irkvi" (8) 
i=3 
Then 
For general data (9) implies that (7) can hold only if 
l im(22i)% i = O for i=3 , . . . ,18 .  
k---+oo 
(9) 
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In this case 
lim 2m+k(F k -- Fie ) = 2"(¢111 + ~212). (10) 
k--*oo 
Comparing (10) and (7) we conclude that 
fs(So, to)=2m~l, f t ( s0 ,  t0) = 2"~2.  (11) 
Let the left eigenvectors of T, Ul and Uz, corresponding to the multiple eigenvalue ½, be normalized 
such that ul ./1 =1,  ul . /2=0 and u2.12 = 1, u2.11 =0.  Then by (8) and (11) 
fs(So, to) = 2m~l = 2m+kUl"  F k, 
f t ( s0 ,  to) = 2m~2 = 2m+ku2" F k. (12)  
The claim of the theorem follows from (12) and the following explicit form of ul and u2: 
ul = co( O l ql l q2 l q3 ), u2 = co( O l qn l qs l q6 ). 
Here ql, . . . ,q6 are the following vectors: 
ql = 12w2( 2, 1 , -1 , -2 , -1 ,  1), 
q2 = 6w( -  1,0, 1, 1,0, -1) ,  
q3 : (1  - -  4w)(2, 1 , -1 , -2 , -1 ,  1), 
q4 = 12w2(0, 1, 1 ,0 , -1 , -1 ) ,  
q5 = 2w( -1 , -2 , -1 ,  1,2, 1), 
q6 = (1 - -  4w)(O, 1, 1,0, -1 , -1 ) ,  
1 
Co = 6(1 - 6w)(1 - 4w)" [] 
Remark 1. The fact that the butterfly scheme is a generalization of the 4-point scheme can help 
us to verify the previous result. Suppose that the values {F/k} are constant along one of the mesh 
directions. Then it can be easily seen that formulas (4) for the directional derivatives of the functions 
generated by the butterfly scheme along the other two directions reduce to the derivative of the 
4-point scheme (3). It is in agreement with the fact that in this case the butterfly scheme reduces 
to the 4-point scheme along these two directions. 
Corollary 1. The vectors of  partial derivatives of the parametric surface 9enerated by the butterfly 
scheme on a regular triangulation, at the control point p'~ correspondin9 to the parameters values 
(So, to), can be evaluated as follows: 
p,(So, to) = c{ 12w212(p~ ' - p~') + (p~' - p~') + (p~' - p~')] 
-6w[(p~' - p~') + (P72 - P~'o)] 
+(1 - 4w)[2(pT3 - P~'6) + (P74 -P75) "q- (P78 - -  PT7) ]} ,  
164 P. Shenkman et al./Journal of Computational nd Applied Mathematics 102 (1999) 157-180 
Pt (So, to ) = c v/3{ 12w 2 [(p~' - p~ ) + (p~' - p~' )1 
-2w[2(p~' -p~, )  + (p~' - P~'2) + (P~' - P~o)] 
+(1 - 4w) [ (p~n4 - p~n8) q-  (p ,m 5 - -  p ,m7)]} ,
where the points {pm}]_81 are 18 neohbors of p'~ at stage m, corresponding to the parameters 
values (So + 2-mll,to + 2-m12) (see their corresponding points in the parameters plane in Fig. 2 
where p'~ .... ,P'~8 are replaced by 0,. . . ,  18), So, to, ll,12 are defined as above and 
2 m 
C~-- 
6(1 - 6w)(1 - 4w)" 
The normal vector to the surface at the point p~ is 
ps(So, to) x pt(so, to) 
n:  
lies(so, to) × p,(so, to)l[ 
Proof .  This is a direct consequence of Theorem 1 applied to each component of the parametric 
surface with k = 0. [] 
2.2. The irregular triangulation case 
Consider the butterfly scheme on an irregular triangulation containing both regular control points 
(of degree 6) and irregular ones (of degrees other than 6). Since all the new points inserted by 
the scheme are regular ones, the analysis of the previous subsection applies to most of the surface, 
excluding neighborhoods of the initial irregular points, where a local analysis is needed. 
The technique for calculating the derivatives of a surface produced by the butterfly scheme on a 
regular triangulation can be generalized to the case of an irregular triangulation. The main difference 
is that the local parameterization near an irregular point depends on the eigenvectors corresponding 
to the leading eigenvalue smaller than 1 (in absolute value) of the matrix T corresponding to the 
1 irregular point. This eigenvalue is not necessarily ~ as it is near a regular point. Its value depends 
on the tension parameter w and on the degree of the point (the number of edges meeting at the 
point). 
Let us investigate the butterfly scheme at stage m near a point P'~, regular or not, of degree n. 
All the results are valid for regular points, too, as a regular point of degree 6 is a special case 
of a point of degree n. Assume that the n neighbors of a point pm are regular (of degree 6). If 
they are not, then after one subdivision stage (performed locally at the neighborhood of pm) the 
new neighbors of pm+~ =pro will be regular. Following Doo-Sabin construction [2], let us consider 
3n points in the neighborhood of pro: n points located on the inner ring around pm and 2n their 
neighbors located on the outer ring. This topology around pro= pm+k for k >~ 0 is preserved at each 
stage of the subdivision process. 
These points at each stage can be classified into three different ypes (see Fig. 3): 
1. {Qm}7=l are the points of the outer ring that belong to the inner ring of stage m - 1; 
2. {Rm}i~l are the points of the outer ring that are generated at stage m; 
3. {sm}7=l are the points of the inner ring that are generated at stage m. 
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Q7 R~' Q~ _R m 
st \  I S r~ \ R~ 
p ~  Q~ 
S~: 
Fig. 3. Points for calculating first partial derivatives of the limit functions generated by the butterfly scheme in the 
neighborhood of an irregular point. 
Table 1 
Ranges of w sufficient for the matrix T to have a correct spectral structure 
n 4 5 6 7 8 9 10 
w (0, 0.08] (0, 0.10] (0, 0.12] (0, 0.14] [0.07, 0.15] [0.10, 0.16] [0.11, 0.18] 
According to this notation, the butterfly scheme in the neighborhood of pm is given by 
pm+l _____pro, Qm+l =Sire, 
Rm+l 1 m . . . .  = 5(81 ÷ 31+1 ) + 2w( Pm ÷ Rm) - w(Q m + Qi+l + SI-~ + ~+2), (13) 
s m+~ = ½(e m + sT) + 2w(S, m, + s;+,) - w(RT_, +R7 + sL2 + s,m+2), 
where all the indices run from 1 to n and have to be understood modulo n (indices - 1,0, n + 1, n + 2 
stand for n -  1,n, 1,2, respectively). Eqs. (13) determine the matrix T. 
The analysis of the irregular case is deferred for the Appendix, since it is rather technical. Given 
here are the main results. 
Proposition 1. Suppose that w is within the range given in Table 1. Let 2 be the root of  maximal 
absolute value of  the cubic equation 
23 - [½ +4w(1 +0~ - 0~)]22 + [w(2 + 0~) + 6w2(1 +~ - 202~)]2 - 2we(1 + ~)=0,  (14) 
where cl =cos(2~/n). Then 2 is the leading eigenvalue smaller than 1 (in absolute value) with 
multiplicity 2 of  the matrix T, and 2 is a real number. 2 cannot be the leading eigenvalue for 
n~3.  
Remark 2. Similar ranges were found for n > 10, too. 
Consider the surface produced by the butterfly scheme near the point P"  at stage m as a parametric 
surface. Let us choose a local parameterization such that the points pm, Q,~ .... , Q",',R"~ .... ,R,m,s'~ 
..., S m at stage m correspond to the parameters values 
(/~m-lll,~m-ll2), (15) 
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Fig. 4. Parametrization for the butterfly scheme in the neighborhood of an irregular point. 
where 11,12 E ~3n+l are linearly independent right eigenvectors of T corresponding to the eigenvalue 
2. Fig. 4 depicts the points in the parameters plane corresponding to these control points. This choice 
of parameterization conforms with the regular case when n = 6. At each stage of the subdivision 
process new points are inserted according to this parameterization forming a new mesh with the 
same topology but with distances caled by 2. 
Let us now investigate the scheme operating on real numbers representing one of the components 
of the control points, i.e. the scheme generating function values f(s,t)  over the mesh defined by 
the chosen parameterization (15). 
Let us denote by Fk= (Fok,... ,F3k,) T the vector of the values corresponding to the points pro+k= 
pro, Q,~+k,..., Qm+k, R,~+k,... ,Rm+k, S,~+k,... ,Sin+k, i.e. to the parameters values (2m+~-1/1,2re+k--l/z). 
Note that F0 k = F0 ° for k/> 0. 
Theorem 2. Suppose that w & within the ranges given in Table 1 and f(s,t) is a real-valued 
function, generated by the butterfly subdivision process operating on function values over the mesh 
defined by the parameterization (15). I f  f l s,t ) is differentiable at (0,0), then 
2(2-  2w) Ek '~ cos2rC(j- 1) 
fs(O,O)=e~-~ [(FJ k+ 4w2cos2rc/n J+2,J 
j=l 
f t (0 ,0 )=cy~ Fjk+ 4w2cos2n/n6+2,)sin2~Z(J-n--- 
j=l 
2 F/+k cos zff2j.'_ - 1)], 
2w cos 7z/n J n 
2 ,sin rc(2j. 1)] 
2w cos n/n Fjk+ 
(16) 
where 2 is defined in Proposition 1 and 
C-- 
2)~l-(m+k)n (1 + 22(42 - 1 + 8w(cos.______~2~- cos2~))~ -1 
8w 2 cos 2 ~ ,] 
The proof of this result is given in the Appendix. 
Remark  3. It is easy to see that the partial derivatives formulas (16) together with the parameteri- 
zation (15)  for n = 6 reduce to those for the regular triangulation (4) (in this case 2-  ~) .  
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Corollary 2. Assume that the surface produced by the butterfly scheme as a parametric surface 
with the local parameterization (15) at a control point pm of degree n corresponding to the 
parameters values (0, O) is C ~. Then the partial derivatives vectors of the surface at pm can be 
evaluated as follows (see Fig. 3): 
j=l 
+ 
j=l 
2(2 -2w)  om~ ' - -1 )  £ n/n RTc°sTr(2jn- 1)]] 
4w 2 cos2rc/n O) ) c°sZ~(J n 2w cos 
2 (2 -  2w) ,~m'~ - -  1) 2 rc/nR~.smrC(2Jn 1)]] 4w 2 cos 2 n/n ~) ) sin2rC(J n 2w cos 
where 2 is defined in Proposition 1 and 
CO-- - -  
2j~l-mn (1 + 22(42 - 1 + 8w~(cos2__ ~ - 2COS2~))~ -1 
8w 2 cos 2 } 
The unit normal vector to the surface at this point is 
j,s(0, 0) ×p,(0,o)  
n(0,0) = Itps(O,O) xp,(o,0)ll" 
Proof. This is a direct consequence of Theorem 2 applied to each coordinate of the parametric 
surface when k = 0. [] 
Remark 4. The above formulas are applicable for a regular or irregular control point pm with regular 
neighbors. As previously mentioned, if some of the neighbors are irregular, then one subdivision 
stage should be performed locally at the neighborhood of pm producing the new regular neighbors 
of  pm+l ___pro that are used only for the normal calculation at pro. 
3. Appfications 
Corollaries 1 and 2 give us explicit formulas for the normals to the limit surface at regular or 
irregular control points respectively (the formulas are applicable for regular points of degree 6 and 
for irregular points of degrees 4,5,7,8,9,10, when the tension parameter is within the ranges given 
in Table 1). 
If the tension parameter used is outside the permissible range for some irregular control point, 
nearest tension parameter value that is within the range can be used for calculating its normal. In 
this case the so-calculated normal would be the normal to the limit surface at that point if the 
later subdivision stages in a neighborhood f that point (diminishing at each stage) were performed 
with the local tension parameter that is within the range and different from the global one. If some 
irregular control point is of degree 3 or greater than 10, the average of normals of its neighboring 
control points can be taken as its 'normal' (if some, of the neighbors are themselves points of this 
kind, then after one local subdivision stage all the neighbors will be regular). 
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So, at each subdivision level we have a control polyhedron of this level (a piecewise linear 
interpolant at the control points to the limit surface) with exact normals to the limit surface at the 
control points. These normals can be used in some applications. 
3.1. Gouraud shading 
A surface generated by the butterfly subdivision scheme can be displayed by shading its control 
polyhedron at some stage of the subdivision process. The greater is the number of iterations, the 
closer is the control polyhedron to the limit surface. In constant shading (also known as faceted 
shading) each triangular face of the polyhedron is shaded with one color intensity depending on 
the face's normal. In this case each face is easily distinguished from its neighbors with different 
normals producing a faceted appearance, and many iterations are required to obtain a satisfactory 
results. Fortunately, with exact surface normals at the polyhedron's vertices, we can use the intensity 
interpolation shadin9 also called Gouraud shadin9 [9], when the color intensities of the vertices of 
each triangle (computed from exact surface normals) are linearly interpolated across the triangle, 
producing color intensities of its pixels. With this shading model the polyhedron appears like a 
smooth surface and closer to the limit surface. Note that when shading with a z-buffer algorithm, 
intensities of pixels can be calculated together with their z coordinates which are interpolated in the 
same way. 
Figs. 5 and 6 show the difference between constant shading and Gouraud shading. Fig. 5 presents 
a constant-shaded head-like control polyhedron (a), the same polyhedron after 2 iterations in constant 
shading (b) and Gouraud shading (c), and after 3 iterations in constant shading (d) and Gouraud 
shading (e). Fig. 6 presents the same for a cup-like control polyhedron. Note that quadrangular faces 
seen in the shaded control polyhedrons actually consist of triangles. We can easily see a faceted 
appearance of the constant-shaded surfaces even after 3 iterations, whereas Gouraud shading after 
either 2 or 3 iterations looks just like a smooth surface, faces are not distinguished from each other. 
There is no significant difference between 2 and 3 iterations in Gouraud shading. 
3.2. Buildino offsets 
Offset surfaces are loci of points that lie at a prescribed signed distance from the original surfaces 
(called generators). I f  r(s, t) is a parametric surface with a unit normal vector n(s, t), then the offset 
surface at a distance d E • is r(s,t)+dn(s,t). Here d>0 means an offset in that side of the generator 
that is defined by the normal, d < 0 means an offset in the opposite side. 
In general, an offset surface does not have the same representation as the original surface. Because 
of this, the generation of an exact offset was investigated only in few special cases, e.g., simple solids 
(convex planar polyhedra, solids of revolution and solids generated by the translation of simple planar 
profiles), their offsets was constructed in [6], Dupin's cyclides - surfaces whose lines of curvature are 
circles [15], rational surfaces that have rational offsets [16]. For more complex curves and surfaces, it 
is usually not easy or impossible to generate xact offsets. Most existing algorithms generate approx- 
imate offsets that often have the same representations a the generators, e.g. polynomial parametric 
surfaces [7]. These algorithms construct control points or some other points defining the offset surface 
by offsetting those of the generator. The accuracy of the offset surface is improved by the follow- 
ing iterative process. Each surface patch of the generator is recursively subdivided into subpatches 
P. Shenkman et al./Journal of Computational nd Applied Mathematics 102 (1999) 157-180 169 
(a) 
(b) (c) 
(d) (e) 
Fig. 5. Head-like surface in constant (left) and Gouraud shading (fight): (b), (c) - after 2 iterations, (d), (e) - after 3 
iterations. 
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(a) 
(b) (c) 
(d) (e) 
Fig. 6. Cup-like surface in constant (left) and Gouraud shading (right): (b), (c) - after 2 iterations, (d), (e) - after 3 
iterations. 
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and their offsets are recomputed until the distance between the generated offset patch and the gen- 
erator's patch at some test points does not differ significantly from the offset distance. However, a 
similar algorithm for surfaces generated by the butterfly subdivision scheme, that builds approximate 
offsets as surfaces of the same representation, appeared to be inapplicable for several reasons: 
• The number of points required to obtain a satisfactory accuracy is too large. 
• The accuracy at test points does not guarantee the same accuracy at other points of the segment 
between two control points (this is true for the above-mentioned algorithms, too). 
• The above algorithm generally leads to a control polyhedron for the offset surface with edges 
that differ significantly from each other in their length. The butterfly subdivision scheme in this 
situation may produce loops even where the control polyhedron does not form loops. 
Thus, another approach is taken. Since offset points of the generator's control points at each 
stage of the subdivision process can be quickly calculated in terms of the exact normals, and these 
offset points are points lying on the exact offset surface, we suggest he following solution. The 
offset surface can be represented by the generator's control polyhedron just as the generator itself is. 
A piecewise linear approximation to the offset surface of any desired accuracy can be obtained 
from this polyhedron by the following process. First, the butterfly subdivision process is carried 
out up to the appropriate stage producing the new refined set of the generator's control points. If 
more accuracy is required in some areas, additional subdivision stages can be performed locally in 
these areas. Second, the polyhedron that is a piecewise linear approximation to the offset surface 
is obtained by offsetting these control points with the use of the explicit formulas for the normals 
(Corollaries 1 and 2). 
Since vertices of the offset polyhedron are offsets of the generator's control points, normals to the 
offset surface at these vertices are equal to the normals of the original surface at the corresponding 
control points. Thus, the approximate offsets to surfaces generated by the butterfly scheme can be 
rendered using Gouraud shading in the same way as the original surfaces. 
Both exact and approximate offset surfaces may contain singularities such as loops, "islands', and 
more complex self-intersections. Loops occurs at points corresponding to those of the generator with 
the radius of curvature smaller than the offset distance. 'Islands' may occur when the space between 
parts of the generator surface is too small, more exactly when the distance between the offset of one 
part of the generator and the other part of it is less than or equal to the offset distance. Detecting 
and removing such singularities produces the trimmed offset (the locus with the property that each 
point of it is at a prescribed signed distance d from some point and at a distance d at least from 
every point of the generator). This can be done as follows. First, self-intersection curves of the 
offset surface are found. They divide the offset surface into parts, those parts which are at distances 
smaller than d from the generator are singular and should be rejected. Building trimmed offset was 
investigated for offsets of some types of curves, e.g., polynomial or rational parametric urves [8], 
uniform and nonuniform rational B-splines [20], differentiable parametric urves [12]. A recursive 
algorithm for trimming offsets of curves generated by the 4-point subdivision scheme was developed 
by the first author of the present work [18]. This algorithm is based on a similar algorithm [13] for 
finding intersections between two different 4-point subdivision scheme curves that in turn is based 
on the estimation of bounding rectangles of segments of the limit curve between control points. 
An analogous estimation of bounding boxes of segments of the limit surface and an algorithm for 
finding intersections between two different butterfly subdivision scheme surfaces are also presented 
in [13]. By this means an algorithm for building trimmed offsets of butterfly subdivision scheme 
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Ca) (b) 
Fig. 7. Head-like surface (a) and its offset (b) after three iterations. 
Iv 
(a) (b) 
Fig. 8. Cup-like surface (a) and its offset (b) after three iterations. 
surfaces can be developed. However, such an algorithm would be much more complicated. Trimming 
offsets of surfaces was investigated by several authors for special cases such as exact offsets of twice 
differentiable parametric surfaces [1] and approximate offsets to general parametric surfaces [21]. 
The following figures show offsets generated by our method to the closed surfaces build by the 
butterfly subdivision scheme from the control polyhedrons presented in Figs. 5(a) and 6(a) after 3 
iterations. The surfaces are rendered using Gouraud shading. A head-like surface (a) and its offset 
(b) are shown in Fig. 7. The offset surface has loops, but they are invisible because they are hidden 
by the visible part. Fig. 8 presents a cup-like surface (a) and its offset (b) which contains loops that 
are hidden by the visible part. 
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Appendix A 
The butterfly scheme in the neighborhood of pm given by (13) can be expressed as the following 
matrix transformation: 
pm+l  
Q~+I 
S?  +1 / 
0 
0 
2w 
2w 
All 
A21 
A31 
0 0 
A12 
A22 
A32 
0 0 
A13 
A23 
A33 
! pm 
Q7 
Q'2 
R7 
R7 
s? 
I 
(A.1) 
i 3 where { ij}i,j=l are n × n circulant matrices. 
Let us denote the transformation matrix in (A. 1) by T. We investigate first the spectral properties 
of T. 
A circulant matrix 
bl b2 
b. bl 
b._l b. 
B= 
b3 b4 
b2 b3 
b3 ... b,-i bn 
b2 ... bn-2 bn-I 
b, . . .  bn-3 bn-2 
• . . .  • . 
b5 ... b, b2 
b4 . . .  b. bl 
has complex right eigenvectors 
wk = (1, pk, ]A2k . . . , ~./(n-- 1 )k )T  k = 0, 1,..., n - 1 
and eigenvalues b(#k), where b(x) is the polynomial 
b(x) = ~ bix i-1 
i=1 
(A.2) 
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determining B, and where 
/2 = e ~°i = e (2~i/n). 
A 3 For the circulant matrices { ~j}~,j=~ let us denote the determining polynomials by {aij(x)}~j=~. 
Lemma 1. The matrix T has an eigenvalue 20 = 1 with a corresponding right eiyenvector Vo = e = 
(1, 1,. . . ,  1 )v. The other 3n eigenvalues can be calculated as follows: for each k = O, 1,... ,  n - 1 the 
eigenvalues )~3k+l, 23k+2, )~3k+3 are 3 complex roots of  the following cubic equation: 
23 - [½ + 4w(1 + 0k - ~)]22 + [w(2 + 0k) + 6w2(1 + 0k - 2~)]2  - 2w2(1 + 0k) = 0, 
1 where 0k = coskq~ = cos(2nk/n). The corresponding 3 right eigenvectors for k # ~n are 
T T T T 
= I ~3k+pWk ) ' p = 1,2, 3, 1~3k+p (01wk 1fl3k+pWk (m.3)  
where wk are defined by (18) and 
-- /~3k+p e ik~o fl3k+p - [½ + 2w(1 + 2Ok - 2C~)]23k+p 2 
-- 2 ~ ])3k+p = ~3k+p. 
2WCk/2 
Proof. It follows from (13) that the sum of elements of  each row of the matrix T is equal to 1. 
Therefore T has an eigenvalue 1 with an eigenvector e = (1, 1,. . . ,  1)T. The structure of  T implies 
that all the remaining eigenvalues are the eigenvalues of  the reduced matrix 
T ! 
Al l  
A21 
Azl 
A12 A13 
A22 A2a 
Aa2 A33 
which consists of circulant blocks with the same eigenvectors wk. Thus the right eigenvectors of  T' 
can be found as vectors of the form 
(~w~ Iflw~ [~w~) T 
and the right eigenvectors of  T other than e are vectors of  the form 
T T T T ~m = (01 ~mWk I tmWk I ~mWk) , 
where k = 0, 1,. . . ,  n - 1, m = 3k + 1, 3k + 2, 3k + 3, and ~m, tim, 7m are complex numbers to be found. 
Hence Tvk = 2vk for each k = 0, 1,. . . ,  n - 1, i.e., (0)( 0 
= [ ~mall(/2k) q- flmal2(/2 k) -~- ~mal3(/2k)]wk 
T 1~--~;I [[~ma2'(/2k) + tma22(/2k) + ~ma23(/2~)lWk 
\ ])mWk / \ [0Gna31(/2 k ) -{- flma32(/2 k ) + 7ma33(/2k)]wk \ 7m W~ 
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This implies that 
Mk(O~m, flrn, Tm)T-'-'--2m(O~",fl",]),.) T, m:3k+ 1,3k + 2, 3k + 3, (A.4) 
where 
fa l i (#  h) a12(# h) al3(//h)~ 
Mh= /a2,(/xh) a22( j ' )  a23(~/k) / , 
\a31(p h) a32(/?) a33(#k)/ 
i.e., 2,. is an eigenvalue and (ct,., tim, 7m) -r is an eigenvector of Mk. We see that all the eigenvalues 
and the eizenvectors of T can be found from (A.4). 
Using tile explicit form of {aij(x)}~j= l and after some derivations based on (A.4) we arrive at 
the following cubic equation for 2m (cos k~o is denoted by 0h) 
[½ + 4W(1 + -- ^2 2 - -  Ch) ]2  m + [w(2 + 0h) + 6w2(1 q- ch - 20~ )]'~'m - -  2w2(1 + ~h) = 0 (A.5) 
1 the following equations for finding ~", tim and 7m: and in the case k # ~n 
/ ~m ~ 1, ~" [1 ..~ 2W(1 + 2~__ ! -- 2~2)12m -- 2 2 ih~ = --  2WOh/2 e-i-, (A.6) 
7,.  ~--- 2, . ,  
The detailed proofs of this lemma and Lemma 2 can be found in [19]. [] 
Using a similar technique we arrive at 
Lemma 2. The left eigenveetor o f  the matrix T eorrespondin9 to the eigenvalue 20 = 1 is the first 
row o f  T. The left eigenveetors o f  the matr ix T eorrespondin9 to the eigenvalues 23h+1, 23k+2, 23h+3, 
where k=O,  1 , . . . ,n  - 1, k# 1 ~n, are 
T t T t T v' =(0]  wh [ I P= fl3h+pWh 1,2, 3, (A.7) ~3k+pWk ), 3k+p 
where wh are defined by (A.2), and where 
t 23k+ p ik~p t 23k+p(23k+p -- 2W) 2rck 
fl3k+p -- 2WCh/2 e~-' 73k+p = 4W2~/2 , Ck = COS - -n  
Note that the right and left eigenvectors for k # ½n are not expressed by the formulas in Lemmas 1 
and 2, but these eigenvectors are not relevant for our work. 
For every k = O, 1,... ,n -1  let the eigenvalues 23k+1, 23k+2, 23k+3 be arranged in descending order 
of their absolute values ([23k+1 [/> [23k+2 ] ~> [23k+3 I)" 
For every k=0,  1, . . . ,n - 1 
2rck ( 2~k) 2rc(n - k) 
Ok = cos -  = cos 2~r -- = cos -bn- , .  
n n 
Thus, for every p = 1,2, 3 and k # ½n, ),3h+p = 23(.-h)+p is an eigenvalue of multiplicity 2. 
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(a) (b) 
Fig. 9. The case n=4:  (a) graph of absolute values of three roots of the cubic equation (14); (b) graph of 
x(w) = IAI - max',~0,4,3n-21Am[ • 
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x(w) 
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(b) 
Fig. 10. The case n=7:  (a) graph of absolute values of three roots of the cubic equation (14); (b) graph of 
x(w)--I'll - maxm /0, 4, 3. 21,~ml. 
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Fig. 11. The case n=8:  (a) graph of absolute values of three roots of the cubic equation (14); (b) graph of 
x(w) = 12[ - max,,¢0,4,3~_21Lml. 
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Sufficient conditions for C t continuity and regularity of the limit surface of a subdivision process 
near irregular points are given in [17]. The conditions involve the leading eigenvalue of T' and 
the characteristic map ~2 ~ ~2 (defined in [17]) of the subdivision process. The characteristic map 
depends only on the eigenvectors corresponding to the leading eigenvalue and the basis-functions 
of the limit surface. If the leading eigenvalue is a real eigenvalue with multiplicity 2 and if the 
characteristic map is regular and injective, then the limit surface of the subdivision process is C t at 
each irregular point of degree n, and a regular smooth parametrization exists near such points for 
almost every initial set of control points. 
It was analytically shown in [18] that the above conditions can hold only if the leading eigenvalue 
is 24 =23{,-~)+t and it is real. It was numerically checked for some values of w that are within the 
ranges from Table 1 (sufficient for 2 to be both a real number and the leading eigenvalue of T, as 
we will see below) that the characteristic map is regular and injective. Let us denote }-4 by 2. 
Lemma 3. The ranges of the tension parameter w presented in Table 1 are sufficient for 2 to be 
both a real number and the leading eigenvalue of T for n =4,  5,. . . ,  10. 
Proof. As 2 is the root of maximal absolute value of the cubic equation (14), 2 is real if and only 
if the root of maximal absolute value of this equation is real. The lemma is proved by checking the 
graphs of absolute values of three roots of the cubic equation (14) and the graphs of x(w) = [2[ - 
maXm40,a,3n-2[2m[ for n----3,4,...,10. Some of these graphs (for n=4,7 ,8 )  are presented in Figs. 
9-1 1 (generated with the use of 'Mathematica' software). All graphs and the details of the proof 
can be found in [19]. [] 
Suppose that w is within the above-mentioned ranges. As 2 is a real eigenvalue of multiplicity 2 
of a real-valued matrix T, we can take It =Re(v4) and 12-=Im(v4) as linearly independent right 
eigenvectors and 1~ = Re(v]) and If = Im(v~) as linearly independent left eigenvectors of the matrix T, 
corresponding to the eigenvalue 2. According to (A.3), (A.7) and (A.2) 
!~ = (0, 00, 0t .... , Cn-l, [f14101/2, [f14103/2,-.., ]f14 [0(2n-1 )/2, ~400, ~/401, • • . ,  740n--1 )T 
/2 = (0,go,~t .... ,~,-t, lfl41gl/2, 1f14193/2 .. . .  ,1fl41g~2,_t)/z ' ~4~0 ' ~4~t . . . .  , ]24~n_ t )T 
1[ and If are defined like It and 12 but with fl] and 7~ instead of f14 and 74. Here Ok----cosktp = 
cos( 2rck/n ), sk = sin kcp = sin( 2rck/n ). 
Proof of Theorem 2. The matrix transformation (A. 1 ) implies that 
F k+l = TF k. (A.8) 
Now, e is the eigenvector of T, corresponding to the eigenvalue 1, It and 12 are those, corre- 
sponding to the eigenvalue 2 of multiplicity 2, i.e., 
Te = e, Tll = 3t11, T i2  : 212. (A.9) 
If the limit function f (s ,  t) is differentiable at (0,0), then necessarily (using the parameterization 
(15)) 
lim 2t-~m+k)(F k - F~e) = f(so, to)ll + f(so, to)lz. (A.10) 
k ---* cx~ 
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Denote by ~3 . . . .  ,13 3n the rest of the eigenvectors of T, except for the three in (A.9). It follows 
from (A.3) that 
Vo _^i_0, i---1,...,3n. 
Then there exist {1,...,~3, such that 
3n 
r ° = F~°,e + {,It + ~2t2 + Z ~i~'. 
i=3 
This, in view of (A.8) and (A.9), yields 
3n 
Fk = TkF° =F3°, e + ~t2k/t + ~2"~'k!2 -1-Z ~iTk~i" (A.11) 
i=3 
Then 
~,t-(m+k)(Fk __F3Oe) = )t-m ~Jlt + ~2/2 + Z ~i(ii)'-t )kl)i " 
i=3 
As ILI<I,~I, I~,,~-'1<1 and l imk~ I(~i,~-')k~il =o, i=3  . . . . .  3n. Thus 
lim 21-~m+k)(F k -- F3~e ) = 2t-m(~tlt + ~2 12), 
k--*o~ 
and by (A.10) 
f (o,o) = ,?-m~,, (A.12) 
f (0 ,0 )  = /~l--m~2. (A .13)  
Let us denote by ut and u2 the left eigenvectors of T, corresponding to the eigenvalue 2 of mul- 
tiplicity 2 (linear combinations of !( and !~) such that Ul .it = 1, ut ./2 =0 and u2.12 = 1, u2 .it =0.  
Then by (A.1 1) and (A.12) 
fs(0,  0 )  = ,~l--m~l = ~,l--(m+k)/gl "F k 
while by (A. 11 ) and (A. 13) 
f t (0 ,  0 ) = /],l--m~2 = /] l-(m+k)/'/2" Fk. 
To find the vectors ul and Uz, denote 
C(q~o) = Re(wle i~°°) -----(cos q~o, cos(~oo + ~o),..., cos(~oo + (n - 1 )qQ), 
S(~oo) ---- Im(wle TM) = (sin q~o, sin(~oo + ~o) .. . .  , sin(q~o + (n - 1 )q~)), 
and note that for arbitrary q~o 
C(q~o). S(tpo)= ½(sin 2¢po + sin(2q~o + 2~o) +. - .  + sin(2q~o + 2(n - 1)q~) 
= ½Im(e 2i~°o + e i(2'p°+2~°) +. . .  + e i(2~°°+2(n-1)~°)) 
=½Im(e2e'~l--e2ine)'~~_-e2: ~ ] =0, 
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(C ( (o0) )  2 ~--- cos2 (o0 ~- cos2((oo -~- (o) +""  -~ cos2((oo 21- (n - 1)(o) 
= ½(n + cos 2(o0 + cos(2(o0 + 2(o) + . . .  + cos(2(oo + 2(n - 1)(o)) 
- -  1 ½Re(e 2i~°° + e '(2q'°+2q') + -. 2n, - -  ~n + " . _~_ ei(2~00+Z(n-l)~o))= 1 
(S((O0)) 2 = sin 2 (o0 + sin2((o0 + (O) +""  + sin2((o0 + (n - 1)(O) 
= l(n - (cos 2(o0 + cos(2(o0 + 2(o) + . - .  + cos(2(o0 + 2(n - 1)(o))) 
_-- inl __ ½Re(e2i,o _{_ ei(2~po+2,) + . . . + ei(2~o+2(n-1)~o)) ~_- in  . t
Thus 
l(. 12 = Re(v4). Im(va) = (~,~t4 + 7~y4)C(0)S(0) + [fl411fla[C(e 2 )S(Z2) = O, 
6" I1 = Im(r 4). Re(r4) = (oe~ oe4 + ~,~74)S(0)C(0) + I fl~tl f14 Is( 2 z )c (  ~ ) = 0, 
1(. 1, = Re(v4). Re(l~4) = (~4~4 21- ~4])4)C(0)C(0) -q- I~1 l f l4 lC(~)C(~) 
n t 
= 2((X40~4 "~-I/~4II/LI + ]24~4) 
=n2 ( 22(42-1+8w(82-20~/2 , , )1+ 8w282/  , 
/ / t l 1 16"/2 = Im(v4)" Im(v4) = (o~4(x 4 -~- ~4~4)S(0)8(0) -~- I/~4l I/~4ls(5(o)s(5(o) 
n t 
: 2(0~40~4 "q-I /~II /LI  + ~)4~ )4) 
=n2 (1+ 22(42-1 +8w2c~/z8w(o~ - 2 2/2 , ) )  . 
Denoting the last expression by z we get ul =z -1 1~ and u2 =z -1 l~. Therefore 
f (0 ,  0) = )]1-(m+k)7-1l( "F k, 
f(O,O)=21-(m+k)Z-l12.F k  [] 
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