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x : vecteur colonne
X : matrice
I : matrice identite´
Ensembles
∅ : ensemble vide
N : ensemble des nombres entiers naturels
Z : ensemble des nombres entiers
R : ensemble des nombres re´els
X : espace d’e´tat
Xfree : sous-ensemble de l’espace d’e´tat ou` l’e´tat du syste`me peut se trouver
Xobs = X \ Xfree : sous-ensemble de l’espace d’e´tat ou` l’e´tat du syste`me ne peut pas se trouver
Intervalles
[x] = [x, x] : intervalle






lb([x]) : borne infe´rieure x de [x]
ub([x]) : borne supe´rieure x de [x]
mid([x]) : centre de l’intervalle [x]
w([x]) : longueur de l’intervalle [x]
Structures de donne´es
G : graphe
S : ensemble des sommets d’un graphe
A : ensemble des areˆtes d’un graphe
V : ensemble des nœuds de´ja` visite´s d’un graphe
Vor(.) : re´gion de Vorono¨ı
V(.) : diagramme de Vorono¨ı
Algorithmes
Les algorithmes sont e´crits en pseudo-code. Les arguments des fonctions sont pre´ce´de´s de in : si
ce sont des parame`tres ne´cessaires a` l’exe´cution de l’algorithme. Ils sont pre´ce´de´s de inout : si ce
sont des arguments dont la valeur sera modifie´e par l’algorithme. Ils sont pre´ce´de´s de out : si ce sont
des arguments dont la valeur est retourne´e par l’algorithme.
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Introduction
Un syste`me physique peut eˆtre de´crit de fac¸on univoque par un ensemble de variables minimal.
Ces variables sont associe´es a` des grandeurs physiques qui caracte´risent l’e´tat de ce syste`me a` un
moment donne´. Elles peuvent eˆtre regroupe´es dans un vecteur d’e´tat dont la dimension correspond
au nombre de degre´s de liberte´ du syste`me.
Pour se rendre d’un e´tat initial a` un autre e´tat, le syste`me doit en ge´ne´ral passer par des e´tats
interme´diaires. La recherche de ces e´tats interme´diaires permettant de faire passer un syste`me d’un
e´tat initial a` l’e´tat voulu s’appelle la planification de trajectoires. La trajectoire est ici comprise
comme la succession d’e´tats du syste`me permettant de rejoindre l’e´tat cible. Le passage d’un e´tat a`
un autre le long de cette trajectoire est possible en utilisant la suite ordonne´e d’actions a` effectuer
contenue dans le plan.
Le plan renvoye´ par le planificateur doit prendre en compte diffe´rentes contraintes. Certaines sont
lie´es au mode`le re´gissant les changements d’e´tat du syste`me. Le passage d’un e´tat a` un autre peut
s’ave´rer impossible pour un syste`me du fait de sa construction (bras articule´ ne pouvant de´passer un
certain angle). D’autres contraintes sont lie´es a` l’environnement dans lequel le syste`me e´volue, qui peut
rendre impossible certains mouvements en principe autorise´s (objet encombrant l’environnement) ou
a` des contraintes de se´curite´ (tempe´rature de fonctionnement trop e´leve´e, vitesse de rotation trop
importante).
Ces contraintes permettent un partitionnement de l’espace d’e´tat contenant l’ensemble des e´tats
que pourraient prendre le syste`me s’il n’e´tait soumis a` aucune contrainte. L’espace d’e´tat est ainsi di-
vise´ en deux sous-ensembles : les e´tats autorise´s par les contraintes, et les e´tats interdits. La trajectoire
doit donc eˆtre ge´ne´re´e de telle fac¸on qu’elle ne contienne aucun e´tat interdit.
De nombreux outils existent pour re´soudre ces proble`mes de planification sous contraintes. On
peut les regrouper en deux classes principales. Les plus anciens planificateurs utilisent une discre´tisa-
tion pre´alable de l’espace d’e´tat. Les plus re´cents, les planificateurs a` e´chantillonnage, permettent une
exploration plus efficace. Ces planificateurs sont utilise´s dans de nombreux domaines d’application,
comme la chimie, la biologie, la robotique, l’automatique ou encore l’intelligence artificielle.
Notons que l’e´tat du syste`me a` modifier n’est pas force´ment parfaitement connu. Outre le fait
que le mode`le du syste`me puisse eˆtre de´fini de fac¸on imparfaite, on doit parfois utiliser des ob-
servations pour estimer l’e´tat probable du syste`me. Ces informations obtenues a` l’aide de capteurs
(thermome`tre, centrale inertielle, photodiode...) engendrent une connaissance imparfaite de l’e´tat
du syste`me. L’accumulation de ces impre´cisions peut, meˆme si le syste`me suit a` la lettre un plan
pre´de´fini, entraˆıner le syste`me dans des e´tats inattendus qui peuvent lui eˆtre interdits avec des conse´-
quences e´ventuellement de´sastreuses. Le planificateur doit donc prendre en compte ces imperfections
lors de la ge´ne´ration de la trajectoire afin que ces situations soient anticipe´es. On parle alors de pla-
nification sous incertitudes. Des planificateurs sous incertitude existent mais utilisent fre´quemment
des techniques supposant une discre´tisation de l’environnement ou des repre´sentations irre´alistes de
l’incertitude sur l’e´tat du syste`me.
La contribution majeure de nos travaux sera d’apporter une re´ponse au proble`me de planifica-
tion de trajectoires en pre´sence d’incertitudes en associant une technique de planification moderne,
permettant une exploration rapide de l’espace d’e´tat a` des me´thodes de localisation permettant de
caracte´riser l’incertitude sur l’e´tat du syste`me a` un instant donne´.
Les exemples d’application que nous traiterons sont inspire´es de la robotique mobile et plus
particulie`rement de la planification de trajectoires pour un ve´hicule de type voiture, mais nous avons
tenu a` commencer par une pre´sentation aussi ge´ne´rale que possible car les techniques dont nous
parlerons ne sont pas limite´es a` ce seul contexte.
On peut distinguer trois e´tapes lorsque l’on souhaite de´placer un syste`me d’un e´tat a` un autre.
Tout d’abord, le syste`me doit connaˆıtre, au moins partiellement, son environnement. Cette phase de
cartographie est ne´cessaire afin de pouvoir situer les zones interdites. Dans le cas de la robotique,
ces zones sont lie´es a` la pre´sence d’obstacles, de murs, de pie´tons ou bien d’autres ve´hicules a` e´viter
par exemple. Une fois l’environnement imme´diat connu, la phase de planification de trajectoire va
de´finir les changements d’e´tats successifs a` ope´rer afin que le syste`me puisse se rendre dans l’e´tat
souhaite´. Cette phase doit prendre en compte les contraintes lie´es a` la dynamique du syste`me ainsi
que les informations sur les obstacles identifiable sur la carte de l’environnement. La troisie`me partie
consiste a` suivre la trajectoire en appliquant les commandes successives du plan au syste`me muni des
asservissements approprie´s.
Ces trois parties ne sont pas ne´cessairement inde´pendantes les unes des autres. Il est en effet
courant que la cartographie se fasse au fur et a` mesure des de´placements. Il est aussi possible dans
un environnement inconnu que la cartographie ne´cessite de faire bouger le syste`me : les trois e´tapes
sont alors concurrentes.
Nous nous sommes efforce´s de de´crire, dans une premie`re partie allant du chapitre 1 a` 4, le
proble`me de planification sous incertitudes ainsi que les solutions que nous proposons dans un cadre
le plus ge´ne´ral possible. La seconde partie, du chapitre 5 au chapitre 7, est quant a` elle de´die´e aux
applications de cette me´thodologie en robotique.
Le chapitre 1 exposera le proble`me ge´ne´rique de la planification de trajectoires. Nous verrons
diffe´rents proble`mes qui peuvent se poser en fonction du contexte conside´re´, et pre´senterons divers
planificateurs permettant de re´soudre ces proble`mes.
Le chapitre 2 sera consacre´ a` la pre´sentation et a` la formalisation du proble`me de planification
de trajectoires en pre´sence d’incertitudes. Nous y dresserons un bref e´tat de l’art.
Une premie`re technique de planification tenant compte de l’incertitude pour un syste`me quel-
conque sera pre´sente´e dans le chapitre 3. Ce planificateur, nomme´ Kalman-RRT utilise l’algorithme
de planification RRT pour explorer l’espace d’e´tat e´tendu. Cet espace d’e´tat e´tendu repre´sente de
fac¸on probabiliste, a` l’aide de fonctions gaussiennes, la probabilite´ que le syste`me a de se trouver
dans un e´tat donne´. L’e´volution des incertitudes se calcule en utilisant la phase de pre´diction d’un
filtre de Kalman e´tendu. La phase de correction de ce filtre est e´galement utilise´e afin de re´duire
l’incertitude sur l’e´tat du syste`me lorsque cela est possible.
Le chapitre 4 proposera une nouvelle approche radicalement diffe´rente de la re´solution de ce
proble`me. Les proble`mes induits par l’utilisation d’un mode`le probabiliste pour repre´senter les e´tats
seront en partie re´solus graˆce a` l’utilisation d’ensembles pour repre´senter tous les e´tats que peut
prendre le syste`me a` un instant donne´. L’algorithme re´sultant, toujours fonde´ sur le RRT, sera de´cline´
en deux versions : la premie`re nomme´e Set-RRT se veut la plus ge´ne´rale possible dans le choix de
l’ensemble de re´fe´rence. La seconde version, nomme´e Box-RRT, est une mise en œuvre pratique du
Set-RRT pour les vecteurs d’intervalles.
Le chapitre 5 est une introduction au proble`me de planification de trajectoires dans le contexte
de la robotique. Nous y verrons les contraintes spe´cifiques aux ve´hicules et notamment la contrainte
de non-holonomie.
Les chapitres 6 et 7 proposeront une mise en œuvre des algorithmes de planification Kalman-RRT
et Box-RRT pre´sente´s respectivement dans les chapitres 3 et 4 dans le cadre de la robotique. Nous
montrerons ainsi les capacite´s de nos planificateurs a` re´soudre des proble`mes concrets de recherche
de trajectoires permettant d’e´viter les collisions en pre´sence d’incertitudes.
Ces travaux ont donne´ lieu a` :
– Cinq articles dans des confe´rences avec comite´ de lecture :
– R. Pepy et A. Lambert. Safe path planning in an uncertain-configuration space using RRT.
In Proc. IEEE/RSJ International Conference on Intelligent Robots and Systems, pages 5376–
5381, Beijing, China, 2006,
– R. Pepy, A. Lambert, et H. Mounier. Path planning using dynamic vehicle model. In Proc.
IEEE International Conference on Information and Communication Technologies : from
Theory to Applications, pages 781–786, Damascus, Syria, 2006,
– R. Pepy, A. Lambert, et H. Mounier. Reducing navigation errors by planning with realistic
vehicle model. In Proc. IEEE Intelligent Vehicle Symposium, pages 300–307, Tokyo, Japan,
2006,
– R. Pepy. Collision test in a Gaussian-configuration space : a geometrical point of view. In
Proc. IEEE International Conference on Advanced Robotics, pages 1063–1068, Jeju, Korea,
2007,
– R. Pepy, M. Kieffer et E. Walter. Reliable Robust Path Planner. In Proc. IEEE/RSJ In-
ternational Conference on Intelligent Robots and Systems, pages 1655–1660, Nice, France,
2008.
– Un article de revue :
– R. Pepy, M. Kieffer, et E. Walter. Reliable Robust Path Planning. International Journal of
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Cette partie introduit tout d’abord le concept de planification de trajectoires. Elle pre´sente diffe´-
rentes fac¸ons de re´soudre ces proble`mes de recherche de trajectoires en fonction de leurs caracte´ris-
tiques et dresse ainsi un e´tat de l’art des planificateurs existants.
1.1 Planification de trajectoires : domaines d’application
Planifier, c’est dans notre contexte trouver une suite de commandes a` appliquer a` un syste`me
pour qu’il arrive a` l’e´tat final de´sire´. Ainsi, partant d’un e´tat initial fixe´, on cherche a` le faire e´voluer
jusqu’a` l’e´tat de´sire´ en respectant les contraintes qui rendent la solution acceptable. Bien que les
types de proble`mes soient les meˆmes, le vocabulaire de´pend des domaines d’application conside´re´s
et les me´thodes de re´solution utilise´es diffe`rent elles aussi suivant le contexte. Il sera inte´resssant de
voir dans quelle mesure les me´thodes classiques dans un domaine sont transposables a` d’autres.
Les paragraphes qui suivent n’e´puisent bien suˆr pas la liste des domaines dans lesquels la planifi-
cation de trajectoire joue un roˆle important.
1.1.1 Robotique
Dans le cadre de la robotique, et plus particulie`rement des syste`mes autonomes, on a affaire a` un
syste`me me´canique pourvu de capteurs que l’on souhaite faire changer d’e´tat. On dispose pour ce faire
d’un certain nombre d’entre´es, les commandes, qui permettent d’agir sur sa configuration actuelle.
Le planification doit, dans ce contexte, trouver une suite de commandes re´alisables a` appliquer afin
que le robot arrive a` l’e´tat final de´sire´.
Rappelons que l’e´tat est un vecteur dont chaque composante est associe´e a` un degre´ de liberte´ du
syste`me. Il renferme toutes les informations permettant de calculer l’e´volution du syste`me en fonction
des entre´es qui lui seront applique´es.
La planification de trajectoires pour un ve´hicule rele`ve de ce domaine d’application. On cherche
alors a` de´placer le ve´hicule partant d’une position et d’une orientation initiales connues vers un autre
e´tat se situant dans une place de parking par exemple. Le vecteur d’e´tat permettra d’identifier par
exemple la position du ve´hicule dans un plan carte´sien ainsi que son orientation. Le proble`me est
alors de trouver les commandes a` appliquer au ve´hicule (acce´le´ration, freinage, orientation du volant)
afin de rejoindre la place de parking sans heurt.
Les proble`mes en robotique peuvent reveˆtir un caracte`re beaucoup plus industriel. C’est le cas,
par exemple, des bras articule´s dans les chaˆınes de montage. Ces bras, qui peuvent s’articuler dans
de nombreuses directions, doivent enchaˆıner des mouvements complique´s sans heurter leur environ-
nement qui peut eˆtre e´galement fort complexe.
1.1.2 Intelligence artificielle
En intelligence artificielle, planifier peut s’apparenter a` la re´solution de puzzles. On essaie par
exemple, dans un jeu vide´o, de de´placer un personnage d’un endroit A de la carte vers un endroit
B, choisi par l’utilisateur. Cette fonctionnalite´, appel´ee PathFinding, est souvent critique´e par les
utilisateurs de jeux de strate´gie : les personnages ayant souvent tendance a` faire des tours et des
de´tours pour traverser la carte. Les valeurs stocke´es dans le vecteur d’e´tat ne sont plus continues
comme pouvait l’eˆtre l’angle du volant dans un ve´hicule ; ce sont ici des valeurs discre`tes identifiant
la case ou` se trouve le personnage. Sur la figure 1.1, un chemin est planifie´ afin qu’un personnage
situe´ sur la case D1 puisse se de´placer sans heurter l’environnement (cases noires) en A2.
Les puzzles tels le cube de Rubik ou des casses-teˆtes chinois en trois dimensions pourraient eˆtre
appre´hende´s dans un espace d’e´tat continu, mais c’est tout naturellement que l’on arrive a` discre´tiser
les diffe´rents e´tats du syste`me conside´re´. Ainsi, l’angle de rotation de chacune des faces du cube de
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Fig. 1.1 – Recherche d’un chemin entre les cases D1 et A2
Rubik pourrait faire office de variable d’e´tat. Mais les seules positions qui font sens sont celles ou`
l’objet prend la forme d’un cube, l’ensemble des angles que peut prendre une face ne contient donc
que quatre e´le´ments. Il en est de meˆme pour les jeux vide´os. Les positions de chacun des personnages
sont discre`tes meˆme si les nouveaux jeux tendent a` avoir des pas de discre´tisation tre`s faibles afin de
laisser une plus grande liberte´ aux joueurs. Dans ce cadre, le terme robot est souvent remplace´ par
le terme agent. Les plans sont donc dans ces cas pre´cis une suite de cases contigue¨s sur lesquelles le
personnage peut se de´placer, ou une suite de configurations accessibles par des rotations du cube de
Rubik.
1.1.2.1 Exemple
La re´solution d’un cube de Rubik se fait en ge´ne´ral couche apre`s couche. Une fois la premie`re
couche re´alise´e ainsi qu’une partie de la seconde, supposons la configuration du cube illustre´e par la
figure 1.2(a). Afin de finir la deuxie`me couche et d’arriver dans la configuration de la figure 1.2(b), il
suffit d’exe´cuter le plan suivant :
D′R′DRDFD′F ′,
ou` chaque lettre correspond a` une face du cube (Down, Right, Front) a` faire tourner d’un quart de
tour dans le sens des aiguilles d’une montre (ou dans le sens inverse si cette lettre est suivie d’une
apostrophe).
1.1.3 Biologie et chimie
Les algorithmes de planification sont e´galement utilise´s dans de multiples domaines de l’inge´nierie
et notamment en biologie et en chimie pour la synthe`se de me´dicaments [1–3]. Les mole´cules telles que
la cafe´ine et l’ibuprofe`ne sont petites et flexibles et se logent dans les cavite´s de prote´ines nettement
plus grosses. L’ancrage des me´dicaments dans leurs prote´ines cibles est important puisque cette
capacite´ a` se loger dans la prote´ine influencera sur leurs performances. Des tests doivent donc eˆtre
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(a) Etat initial du cube (b) Etat final du cube
Fig. 1.2 – Trouver une suite de rotations e´le´mentaires pour passer le cube de Rubik de l’e´tat de´crit
par la figure de gauche a` celui de´crit par la figure de droite, c’est planifier une trajectoire.
re´alise´s afin de savoir si un me´dicament nouvellement synthe´tise´ va pouvoir pe´ne´trer facilement la
prote´ine qu’il doit cibler.
Une fois que des mode`les ge´ome´triques sont applique´s aux mole´cules, la re´solution se rapproche
de proble`mes d’assemblage tels que l’insertion d’une pie`ce me´canique dans un moteur sur une chaˆıne
de montage.
1.2 L’espace d’e´tat
Nous avons vu dans les exemples pre´ce´dents que le vecteur x identifiant l’e´tat d’un syste`me
varie en fonction du proble`me a` re´soudre. Sa taille est e´gale au nombre de degre´s de liberte´ du sys-
te`me conside´re´. Les composantes du vecteur peuvent diffe´rer par leur caracte`re de´nombrable ou non.
L’espace des e´tats (aussi appele´ espace des configurations) est un ensemble X contenant l’ensemble
des x respectant les contraintes de´finies par ou pour le syste`me.
Reprenons l’exemple du jeu vide´o ou` le personnage se de´place sur une grille de dimension 100×100.
L’espace d’e´tat sera l’ensemble discret
X = {{1, 2, . . . , 100} × {1, 2, . . . , 100}} . (1.1)
Outre l’aspect discret ou continu que reveˆt l’espace d’e´tat, il peut contenir des e´tats interdits
(existence d’obstacles par exemple). L’espace X doit donc prendre en compte les contraintes dues a`
l’environnement du syste`me. On parle alors d’e´tats atteignables par le syste`me, compte-tenu de son
environnement.
L’ensemble X est ainsi partitionne´ en deux sous-ensembles :
– Xfree contient l’ensemble des e´tats atteignables par le syste`me compte-tenu des contraintes
exte´rieures.
– Xobs contient l’ensemble des e´tats qui ne sont pas atteignables a` cause des contraintes exte´rieurs.
Les relations X = Xfree ∪ Xobs et Xfree = X \Xobs sont ainsi toujours ve´rifie´es.
L’existence de Xobs complique nettement la recherche de solutions puisque prendre en compte le
mode`le du syste`me ne suffit plus. Il devient ne´cessaire de se soucier aussi de l’environnement dans





Fig. 1.3 – Exemple d’arbre de changement d’e´tat
lequel le syste`me e´volue. Deux approches sont classiquement utilise´es pour chercher des solutions dans
Xfree et non plus dans X. La premie`re consiste a` calculer a priori, avant la phase de re´solution du
proble`me, l’ensemble des configurations atteignables Xfree. Une fois cet ensemble de´fini, l’algorithme
de planification restreindra ses recherches aux e´tats lui appartenant. La seconde approche utilise un
test de collision en ligne durant la phase de re´solution du proble`me. Ce test permet de dire si un e´tat
x de X appartient au sous-ensemble atteignable Xfree ou au contraire a` Xobs. L’utilisation de l’une
ou l’autre de ces approches de´pendra du proble`me a` re´soudre et du type de planificateur utilise´.
1.3 Exemples de planificateurs
On distingue deux grandes familles de planificateurs, suivant que l’espace d’e´tat est discret ou
continu.
1.3.1 Cas discret
La re´solution d’un proble`me de planification discret comporte deux e´tapes.
Dans la premie`re, on construit un graphe repre´sentant les diffe´rents e´tats possibles de l’objet.
Chaque e´tat correspond a` un nœud du graphe. Si un e´tat B peut eˆtre atteint a` partir d’un autre e´tat
A a` la suite d’un de´placement e´le´mentaire, alors ces deux e´tats sont relie´s par une areˆte oriente´e de
A a` B. Ainsi, si le mouvement e´le´mentaire f permet de passer de l’e´tat A a` l’e´tat B et si g permet
de passer de B a` C, on aura l’arbre de changement d’e´tat repre´sente´ sur la figure 1.3.
Dans la seconde e´tape, on parcourt ce graphe afin de trouver une me´thode de passage de l’e´tat
initial vers l’e´tat a` rejoindre qui soit optimale en un sens a` de´finir.
Si la liste des commandes pour passer de A a` C est e´vidente dans l’exemple trivial de la figure 1.3,
la planification peut bien suˆr devenir beaucoup plus difficile si le graphe se complexifie. Il est donc
ne´cessaire d’utiliser des algorithmes de parcours de graphe efficaces.
Ainsi, la planification dans un espace discret se re´sume a` la construction d’un graphe puis a` la
recherche d’un chemin optimal dans celui-ci. Le crite`re d’optimalite´ peut eˆtre la longueur du chemin
par exemple. Les algorithmes trouvant ce genre de chemin ne manquent pas et sont utilise´s dans de
nombreux domaines comme les re´seaux de te´le´communications lorsqu’il faut par exemple acheminer
des donne´es entre deux nœuds.
Voyons maintenant quelques exemples d’algorithmes de recherche dans un graphe.
1.3.1.1 Algorithme de Dijkstra
Cet algorithme [4,5] permet de trouver un chemin optimal en couˆt dans un arbre connexe (c’est-
a`-dire un graphe ou` il existe un chemin entre chaque paire de nœuds), et ou` le poids associe´ a`
chacune des areˆtes est positif ou nul. Il est utilise´ dans de nombreux domaines tels que les re´seaux
informatiques ou` il est connu dans l’algorithme de routage OSPF (Open Shortest Path First).
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Algorithme 1 DijkstraInit(in : G, xinit)





Le principe de cet algorithme est de parcourir l’ensemble des nœuds de l’arbre en partant du
nœud de de´part ninit et en associant initialement une distance infinie entre chacun des autres nœuds
du graphe et ninit. Au cours du parcours, qui se fait en explorant successivement tous les nœuds
voisins du nœud e´tudie´, si le couˆt re´el a` partir de ninit est infe´rieur au couˆt actuellement enregistre´,
ce couˆt est modifie´ et ninit devient le pe`re de ce nœud voisin.
Notations La recherche de chemins s’effectue dans le graphe G = (S,A), ou` S repre´sente l’ensemble
des sommets du graphe et A l’ensemble des areˆtes de ce graphe. Si l’on adapte cet algorithme au
proble`me de planification :
– S repre´sente l’ensemble des e´tats possibles de l’objet, un sommet est donc e´quivalent a` une
valeur de l’e´tat.
– Chaque areˆte ai ∈ A contient a` la fois le couˆt du lien (a` de´finir en fonction du crite`re a` optimiser)
ainsi que le de´placement (ou la commande) qui permet de passer de l’e´tat situe´ a` l’origine de
l’areˆte vers l’e´tat situe´ a` sa destination.
L’e´tat initial est note´ xinit, l’e´tat que l’on veut rejoindre est xgoal. On de´finit un ensemble Q qui va
contenir les sommets du graphe qui restent a` visiter. La fonction Cou^t(xi1,xi2) renvoie le couˆt pour
suivre l’areˆte de xi1 a` xi2. La fonction d(xi) renvoie le couˆt pour aller de xinit a` xi.
Initialisation Avant meˆme de pouvoir rechercher un chemin dans le graphe G, il faut initialiser
chacun des couˆts associe´s aux areˆtes de G. C’est le roˆle de l’algorithme 1. A` chacun des sommets du
graphe, il associe un couˆt infini et un pre´de´cesseur inde´fini car on ne connaˆıt pour le moment aucun
chemin entre un sommet quelconque x et le sommet initial xinit. On affecte un couˆt nul pour rester
en xinit.
Fonction principale Une fois accomplie l’initialisation de l’ensemble des couˆts, la recherche du
chemin de moindre couˆt peut commencer (algorithme 2). L’ensemble des sommets restant a` visiter
Q est initialise´ a` S \ {xinit}, puisqu’il faut visiter tous les nœuds sauf le nœud de de´part.
Tous les sommets contenus dans Q sont a` parcourir (ligne 3 de l’algorithme 2). L’algorithme ne se
terminera que lorsque tous les sommets ont e´te´ visite´s. On choisit alors a` la ligne 4 de l’algorithme 2,
graˆce a` la fonction DijkstraMin (algorithme 3), le nœud de Q le plus proche de xinit, note´ x1. Une
fois ce nœud choisi, on l’enle`ve de Q puisqu’il va eˆtre visite´. On teste alors, pour chaque voisin x2
(ligne 6) de x1 si le couˆt de xinit a` x1 auquel on ajoute celui de l’areˆte (x1, x2) est plus faible que le
couˆt d(x2) de´ja` enregistre´ de xinit a` x2. Si c’est le cas, on en conclut qu’il est avantageux de passer
par x1 pour rejoindre x2 et l’on met a` jour les enregistrements de couˆt (ligne 8) et d’ante´ce´dent
(ligne 9) pour x2.
La fonction principale Dijkstra renvoie le tableau des ante´ce´dents pour chacun des nœuds de S. Il
ne reste plus qu’a` les parcourir graˆce a` la fonction DijkstraReturnPath (algorithme 4) en partant du
nœud de destination (ligne 1 de l’algorithme 4) et en remontant d’ante´ce´dent en ante´ce´dent jusqu’a`
arriver au nœud de de´part, le seul n’ayant pas d’ante´ce´dent de´fini (lignes 2 a` 5 de l’algorithme 4).
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Algorithme 2 Dijkstra(in : G, xinit, xgoal, out : chemin[])
1: DijkstraInit(G, xinit)
2: Q = S \ {xinit}
3: TantQue Q 6= ∅ faire
4: x1 ← DijkstraMin(Q)
5: Q ← Q \ {x1}
6: PourTout Voisin x2 de x1 faire
7: Si d(x1)+Couˆt(x1, x2)<d(x2) alors





13: Retourner DijkstraReturnPath(xgoal, ante´ce´dent[])
Algorithme 3 DijkstraMin(in : Q, out : x)
1: dmin ←∞
2: x← 0
3: PourTout xi ∈ Q faire
4: Si d(xi)< dmin alors
5: x← xi




Algorithme 4 DijkstraReturnPath(in : xgoal, ante´ce´dent[],out : chemin[]
1: chemin[].vider()
2: cible ← xgoal
3: TantQue ante´ce´dent[cible] est de´fini faire
4: Inse´rer cible au de´but de chemin[]
5: cible ← ante´ce´dent[cible]
6: FinTantQue
7: Retourner chemin[]
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1.3.1.2 Algorithme A*
La principale diffe´rence entre l’algorithme A* et l’algorithme de Dijkstra est l’utilisation d’une
heuristique visant une obtention rapide d’un re´sultat acceptable. Cet algorithme est donc a` privile´gier
dans les applications privile´giant un temps de calcul faible par rapport a` la garantie de l’optimalite´.
Ces caracte´ristiques en font l’algorithme privile´gie´ en recherche de chemin dans le domaine de
l’intelligence artificielle, et notamment celui majoritairement utilise´ dans les jeux vide´o.
L’algorithme A* utilise une heuristique a` de´finir pour estimer le couˆt a` payer pour rejoindre l’e´tat
final de´sire´ a` partir d’un nœud quelconque du graphe. Cette estimation permet d’explorer le graphe
en commenc¸ant par les nœuds les plus prometteurs.
Notations Nous utilisons la notation suivante :
– V est l’ensemble des nœuds de´ja` visite´s.
– La fonction g(xi) renvoie le couˆt re´el du nœud de de´part xinit a` un nœud quelconque xi du
graphe.
– La fonction h(xi) renvoie une estime´e du couˆt d’un nœud quelconque xi du graphe au nœud
d’arrive´e xgoal.
– La fonction f(xi) = g(xi) + h(xi) estime donc le couˆt de xinit a` xgoal lorsque l’on passe par xi.
Initialisation L’initialisation de l’algorithme A* (algorithme 5) s’effectue aux lignes 1 et 2. L’en-
semble des nœuds de´ja` visite´s est vide et l’ensemble des nœuds a` visiter contient uniquement le nœud
initial xinit.
Fonction principale L’algorithme 5 s’exe´cute tant que la liste Q des nœuds a` visiter n’est pas
vide (ligne 3) ou bien lorsqu’un chemin est trouve´ (ligne 7).
Le parcours des nœuds a` visiter se fait dans l’ordre inverse des couˆts estime´s du chemin. Cette
fonction A*ShortestPath est appele´e a` la ligne 4 de l’algorithme 5 et est de´crite par l’algorithme 6.
Elle parcourt l’ensemble des nœuds contenus dans Q et renvoie celui qui ge´ne`re le couˆt estime´ par la
fonction f le plus faible.
Aux lignes 5 et 6 de l’algorithme 5, le nœud choisi est inse´re´ dans V puisqu’il va eˆtre visite´ et
retire´ de l’ensemble a` visiter Q.
Si ce nœud est le nœud d’arrive´e xgoal, on peut arreˆter l’exe´cution de l’algorithme puisqu’un
chemin a e´te´ trouve´. Il suffit alors de parcourir les nœuds d’ante´ce´dent en ante´ce´dent en partant de
xgoal pour obtenir le chemin.
Si au contraire ce nœud n’est pas xgoal, on met a` jour les couˆts pour chacun de ses successeurs au
sein du graphe. Ces successeurs sont contenus dans l’ensemble T (ligne 15). Si la distance permettant
de rejoindre un des successeurs t ∈ T en passant x est plus faible que la distance de´ja` stocke´e (ligne
17), alors ces distances sont mises a` jour (lignes 18 et 19) et l’ante´ce´dent de t devient x (ligne 20).
De plus, si le nœud t ne fait pas encore partie de l’ensemble des nœuds a` visiter Q (ligne 21), il y est
ajoute´ (ligne 22).
L’algorithme continue ainsi jusqu’a` ce qu’un chemin soit trouve´ ou que Q ne contienne plus de
nœud a` visiter. Dans ce cas l’algorithme indique qu’aucune solution n’a e´te´ trouve´e (ligne 27).
1.3.2 Cas continu
Nous avons pre´sente´ dans la partie pre´ce´dente des planificateurs permettant de re´soudre des pro-
ble`mes de planification discrets. Une fois l’arbre repre´sentant les e´tats construit, il suffit de parcourir
cet arbre pour obtenir des chemins.
1.3 Exemples de planificateurs 33
Algorithme 5 A*(in : G, xinit, xinit, out : chemin[])
1: V ← ∅
2: Q ← xinit
3: TantQue Q 6= ∅ faire
4: x← A*ShortestPath(Q)
5: V ← Q ∪ {x}
6: Q ← V \ {x}
7: Si x = xgoal alors
8: cible ← xgoal
9: TantQue Ante´ce´dent(cible) est de´fini faire
10: Inse´rer cible au de´but de chemin[]




15: T ← (Successeurs(x) /∈ R)
16: PourTout t ∈ T faire
17: Si t /∈ Q ou g(t) > g(x)+Couˆt(x,t) alors
18: g(t) ← g(x)+Couˆt(x,t)
19: f(t) ← g(t)+h(t)
20: Ante´ce´dent(t) ← x
21: Si t /∈ Q alors






Algorithme 6 A*ShortestPath(in : Q, out : x)
1: dmin ←∞
2: x← 0
3: PourTout xi ∈ Q faire
4: Si f(xi)< dmin alors
5: x← xi
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Ce type de planificateur ne peut re´soudre les proble`mes lie´s a` un espace d’e´tat continu, pour
lesquels la difficulte´ vient autant de la construction de l’arbre des e´tats que de son parcours.
1.3.2.1 Extension des algorithmes de recherche discre`te
La premie`re ide´e qui vient a` l’esprit est de proce´der par extension des algorithmes de recherche
de chemins que nous venons de pre´senter pour le cas discret. La phase de parcours de l’arbre ne varie
pas, c’est la phase de construction du graphe qui e´volue.
Utilisation d’une grille re´gulie`re La premie`re fac¸on de discre´tiser l’espace est d’utiliser une
grille re´gulie`re que l’on pose en quelque sorte sur l’environnement de de´part. Le principe de ce genre
de planificateur est simple. Il se de´compose en quatre phases :
– Dans une premie`re e´tape, illustre´e par la figure 1.4(a), l’espace des e´tats est discre´tise´ en
utilisant une grille. Chaque point de croisement de la grille repre´sente une valeur prise par
l’e´tat.
– Dans une deuxie`me e´tape, illustre´e par la figure 1.4(b), les e´tats xinit et xgoal sont chacun relie´s
par une areˆte a` l’un des nœuds de l’arbre les plus proches.
– Dans une troisie`me e´tape, illustre´e par la figure 1.4(c), les nœuds et areˆtes du graphe interdits
par les contraintes, c’est-a`-dire ceux appartenant a` Xobs sont supprime´s.
– Dans une quatrie`me et dernie`re e´tape, illustre´e par la figure 1.4(d), un algorithme de recherche
de chemins discret, comme ceux que nous avons pre´sente´s pre´ce´demment, est utilise´ afin de
trouver un chemin entre xinit et xgoal dans ce graphe.
Dans ce genre de planificateur, le nombre de voisins est au maximum de quatre pour une planifi-
cation dans le plan. Le nombre des chemins possibles est alors tre`s re´duit et de´pend fortement de la
re´solution de la grille. Le choix de cette re´solution peut d’ailleurs s’ave´rer de´licat. Si la re´solution est
trop faible (grille trop grossie`re), des chemins qui existent dans l’espace des configurations continu
ne seront pas trouve´s. Ainsi, le passage d’une porte par un robot peut s’ave´rer impossible comme
illustre´ sur la figure 1.5.
Sur la figure 1.5(d), on arrive a` une configuration ou` le graphe n’est plus connecte´, et la recherche
du chemin entre xinit et xgoal devient impossible.
Pour re´soudre ce proble`me de fac¸on partielle, on peut diminuer le pas de la grille chaque fois
que la taille de grille actuelle ne permet pas de trouver un chemin. L’algorithme bouclera infiniment
si aucun chemin n’existe. Il faut donc spe´cifier un pas minimum au dessous duquel on conside`re
qu’aucun chemin ne peut eˆtre trouve´.
1.3.2.2 Probabilistic Roadmap Planner
Le Probabilistic Roadmap Planner [6–10], ou PRM, est une extension naturelle du planificateur
a` grille re´gulie`re qui permet de de´passer les proble`mes duˆs a` la rigidite´ de la grille et a` sa re´solution.
Le principe et les e´tapes sont identiques a` ceux du planificateur utilisant une grille re´gulie`re. La
diffe´rence fondamentale vient de la forme de la grille qui perd son coˆte´ rigide et est construite de
fac¸on incre´mentale :
– Un point est choisi ale´atoirement dans l’environnement.
– On utilise un planificateur local afin de joindre ce point avec l’un des nœuds du graphe existant.
– Une fois que xinit et xgoal appartiennent au graphe, la phase de recherche de chemin peut
commencer.


































































































































































































































































































































































































Fig. 1.4 – Les e´tapes d’un planificateur de type grille
1.3.3 Champs de potentiels
Les me´thodes utilisant les champs de potentiels [11,12] sont historiquement les premie`res a` avoir
cherche´ a` re´soudre les proble`mes de planification en s’e´loignant des techniques de re´solution discre`tes.
Cette me´thode utilise cependant une grille a` haute re´solution qui servira a` placer les nœuds du chemin.
Le principe s’inspire du mouvement d’une particule charge´e attire´e par le point d’arrive´e et
repousse´e par les obstacles. Il faut donc de´finir une fonction de potentiel p qui de´pend du proble`me a`
re´soudre. Cette fonction peut eˆtre conside´re´e comme une pseudo-me´trique qui caracte´rise la distance
entre un e´tat quelconque et l’e´tat d’arrive´e. La plupart du temps, cette fonction se de´compose en
deux termes :
– un terme d’attractivite´ qui caracte´rise la distance entre un e´tat et l’arrive´e,
– un terme de re´pulsivite´ qui caracte´rise la distance entre cet e´tat et les obstacles de l’environ-
nement.
La construction d’une telle fonction de potentiel est difficile et largement heuristique [13].
La construction du chemin comporte deux phases a` chaque ite´ration.
– On choisit comme origine de la nouvelle areˆte le dernier nœud ajoute´ au chemin.





























































































































































































































































































































Fig. 1.5 – Une re´solution trop faible peut empeˆcher la de´couverte d’un chemin, qui pourtant existe,
par un planificateur de type grille
– On choisit ensuite la destination de cette areˆte afin que celle-ci minimise la fonction de potentiel
p. La destination de cette areˆte doit se situer sur la grille de discre´tisation a` proximite´ de son
nœud d’origine (la valeur du pas de discre´tisation est ajoute´e ou enleve´e de chacune de ses
coordonne´es).
Ainsi, a` chaque e´tape, le chemin s’allonge en tentant de minimiser la fonction de potentiel. La distance
entre le point courant et l’arrive´e se re´duit a` chaque e´tape tout en assurant que ce point reste e´loigne´
des obstacles de l’environnement.
Il arrive parfois que la fonction p ne puisse plus eˆtre re´duite a` cause de l’existence d’un minimum
local. Dans ce cas, une direction de de´placement est choisie au hasard pendant un nombre d’ite´rations
spe´cifie´ (cette pe´riode de choix de la direction au hasard est appele´e une marche ale´atoire) ou jusqu’a`
ce que g soit re´duite. Il n’y a bien suˆr aucune garantie que cette de´marche permette de trouver un
chemin globalement optimal au sens de la fonction de potentiel choisie.
La me´thode des champs de potentiel s’ave`re inge´nieuse et permet de re´soudre des proble`mes
dans des espaces d’e´tat de grande dimension. Cependant, l’utilisation d’une marche ale´atoire peut
rendre la recherche longue et ge´ne´rer des chemins inutilement longs et biscornus pas toujours adapte´s
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aux proble`mes a` re´soudre. De plus, de´finir la fonction de potentiel implique de re´gler de nombreux
parame`tres afin de rendre les heuristiques efficaces. L’algorithme s’ave`re donc tre`s difficile a` mettre
en œuvre.
1.3.4 Fil d’Ariane
L’algorithme du fil d’Ariane [14, 15] cherche a` e´tendre un arbre G dans X pour explorer le plus
de territoire possible a` chaque ite´ration. Il enchaˆıne des phases d’exploration et de recherche :
– En phase d’exploration, l’algorithme n’a pas pour ambition de rejoindre l’arrive´e : un nouveau
nœud xnew est choisi ale´atoirement pour e´tendre l’arbre a` partir d’un nœud x. Ce nouveau
nœud est choisi de fac¸on a` ce qu’il puisse eˆtre facilement connecte´ a` x et qu’il soit le plus loin
possible de tous les autres nœuds de G.
– En phase de recherche, l’algorithme cherche ensuite a` rejoindre l’arrive´e en e´tendant l’arbre
depuis xnew.
Contrairement a` la me´thode utilisant les champs de potentiel qui s’efforc¸ait uniquement de s’ap-
procher de l’arrive´e a` chaque ite´ration, on cherche ici e´galement a` explorer l’espace d’e´tat. Ainsi, le
proble`me des minima locaux ne se pose plus (ou en tout cas pas avec la meˆme acuite´).
Chaque phase d’exploration implique la re´solution d’un proble`me d’optimisation. On cherche en
effet a` trouver un nœud qui puisse a` la fois se connecter rapidement et eˆtre le plus e´loigne´ possible
des autres nœuds de l’arbre. Un algorithme ge´ne´tique est utilise´ pour re´soudre ce proble`me dans [15]
mais s’ave`re difficile a` mettre en œuvre a` cause des nombreux parame`tres a` de´finir. Rien ne garanti,
la` aussi, que la solution trouve´e sera optimale.
1.3.5 Planificateur a` expansion
Ce planificateur [16, 17] adopte la meˆme philosophie que le fil d’Ariane, en essayant de ge´ne´rer
des nœuds qui explorent l’espace d’e´tat. Le planificateur choisit un nœud x comme origine d’une
extension avec une probabilite´ inversement proportionnelle au nombre de nœuds de G se situant
dans son voisinage. Ainsi, les nœuds les plus isole´s sont privile´gie´s. Dans une deuxie`me phase, un
nœud xnew est cre´e´ au hasard dans le voisinage de x. L’algorithme choisit alors d’inse´rer xnew dans
le graphe G avec une probabilite´ inversement proportionnelle au nombre de nœuds situe´s dans son
voisinage.
Ce planificateur permet de re´soudre de nombreux proble`mes pour peu que la fac¸on de qualifier
le voisinage d’un nœud soit adapte´e au proble`me. Les performances se de´gradent dans des environ-
nements sinueux ou en forme de labyrinthe.
1.3.6 Marche ale´atoire
Il est e´galement possible de trouver un chemin en utilisant uniquement une marche ale´atoire [18].
A chaque ite´ration, le nœud choisi comme origine de l’expansion de l’arbre est le dernier ajoute´. La
commande, en terme de direction et d’amplitude est choisie suivant une loi normale multidimension-
nelle parame´tre´e par le nombre de succe`s conse´cutifs des dernie`res tentatives : plus le nombre de
succe`s est important et plus l’amplitude du mouvement le sera. Dans [19], la marche ale´atoire est
utilise´e conjointement a` la me´thode des potentiels.
Cette me´thode s’ave`re traverser difficilement les longs couloirs e´troits.
1.3.7 Rapidly-exploring Random Trees
Le Rapidly-exploring Random Trees [20–25], ou RRT, est une me´thode incre´mentale de construc-
tion d’arbre qui a pour but d’explorer rapidement et uniforme´ment l’espace d’e´tat. Cet arbre peut
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Algorithme 7 RRT(in : K ∈ N, xinit ∈ Xfree, Xgoal ⊂ Xfree, ∆t ∈ R+, out : G)
1: G.init(xinit)
2: i = 0
3: Re´pe´ter
4: xrand ← RandomState(Xfree)
5: xnew ← RRTExtend(G, xrand)
6: Jusqu’a` i++> K ou (xnew 6=null et xnew ∈ Xgoal)
7: Retourner G
Algorithme 8 RRTExtend(in : G, xrand, out : xnew )
1: xnear ← NearestNeighbor(G, xrand)
2: u← SelectInput(xrand, xnear)
3: xnew ← NewState(xnear, u, ∆t)
4: Si CollisionFreePath(xnear, xnew, u, ∆t) alors
5: G.AddNode(xnew)




eˆtre utilise´ comme planificateur lorsque le nœud racine est associe´ a` l’e´tat de de´part xinit. L’e´tat d’ar-
rive´e xgoal est alors atteint si un des nœuds de l’arbre lui correspond. Ce planificateur est a` classer
dans les planificateurs dits incre´mentaux ou a` diffusion.
La ge´ne´ration d’un arbre de type RRT suit un principe de ge´ne´ration de points ale´atoires et de
tentatives successives de rapprochement des feuilles de l’arbre de ce point. Le but n’est pas d’aller
en ce point mais de s’en rapprocher. On e´vite ainsi l’utilisation d’un planificateur local au sein
meˆme du planificateur global pour trouver une trajectoire entre deux e´tats successifs. Le point tire´
ale´atoirement est donc la` uniquement pour fournir une orientation a` l’agrandissement du graphe et
ne sera pas inclus directement dans l’arbre.
Comme nous l’avons vu pre´ce´demment, planifier une trajectoire peut eˆtre vu comme la recherche
dans un espace X d’une trajectoire continue entre xinit et xgoal. Cette trajectoire devra eˆtre conte-
nue dans Xfree, l’ensemble des configurations admissibles compte-tenu des contraintes impose´es par
l’environnement. On doit donc ne´cessairement avoir xinit ∈ Xfree et xgoal ∈ Xfree de`s l’initialisation
de l’algorithme.
Une e´quation d’e´tat de la forme x˙ = f(x,u) est e´galement utilise´e afin de relier les e´volutions de
l’e´tat aux choix faits pour la commande du syste`me u. Le vecteur u est se´lectionne´ parmi un ensemble
U d’entre´es possibles. Ainsi, en inte´grant f sur un intervalle de temps ∆t donne´ a` u constant, le nouvel
e´tat xnew peut eˆtre obtenu.
Par exemple, pour un mobile holonome pouvant se diriger dans toutes les directions du plan sans
contrainte on prendra :
f(x,u) = u, (1.2)
avec x ∈ R2 et u ∈ R2.
1.3.7.1 Algorithme
Observons maintenant plus en de´tail l’algorithme RRT [20] de construction de cet arbre (algo-
rithmes 7 et 8) afin de mieux en comprendre le fonctionnement et ainsi d’identifier quelques proprie´te´s
inte´ressantes.
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L’algorithme de ge´ne´ration de l’arbre RRT (algorithme 7) prend cinq parame`tres en entre´e :
– K repre´sente le nombre de nœuds a` ajouter au graphe G apre`s la cre´ation du point initial xinit.
– xinit est le point de de´part de l’expansion de l’arbre G. Il sera utilise´ comme racine de cet arbre
et doit appartenir a` Xfree.
– Xgoal l’ensemble d’arrive´e, qui doit eˆtre un sous-ensemble de Xfree. Xgoal est de´fini comme un
ensemble englobant xgoal puisque la probabilite´ de rejoindre xgoal exactement est nulle.
– ∆t est l’intervalle de temps sur lequel sera inte´gre´e la fonction de changement d’e´tat f (avec
une entre´e u fixe´e).
L’algorithme 7 doit e´galement connaˆıtre l’environnement afin de savoir graˆce a` un test de collision si
un e´tat appartient a` Xfree ou a` Xobs. Il commence par l’ajout de l’e´tat initial xinit a` l’arbre G. Il sera
donc la racine de cet arbre. A la ligne 3, de´marre la boucle d’ajout des nœuds dans l’arbre. Cette
boucle ne s’arreˆtera a` la ligne 6 que si le nombre de nœuds ge´ne´re´s atteint K ou bien si l’un des
nœuds ge´ne´re´s a atteint la zone d’arrive´e Xgoal. Dans cette boucle, un e´tat ale´atoire est tout d’abord
choisi dans l’ensemble Xfree a` la ligne 4. C’est le roˆle de la fonction RandomState. Ensuite, la fonction
RRTExtend est exe´cute´e, c’est elle qui va ge´ne´rer de nouveaux nœuds et e´ventuellement les ajouter a`
l’arbre G.
La fonction RRTExtend (Algorithme 8) prend deux parame`tres en entre´e : le graphe G et le nœud
xrand tire´ ale´atoirement. Elle renvoie le nœud nouvellement ge´ne´re´.
– A` la ligne 1, l’e´tat xnear appartenant a` G et e´tant le plus proche de xrand est renvoye´ par la
fonction NearestNeighbor. Cette fonction est a` de´finir en fonction du proble`me a` re´soudre.
– A` la ligne 2, la fonction SelectInput renvoie la commande u qui sera applique´e a` xnear. Le
choix de cette commande peut eˆtre ale´atoire ou bien correspondre au minimum d’un crite`re
donne´. Par exemple, on pourrait choisir la commande u qui, une fois applique´e a` l’objet situe´
en xnear pendant ∆t lui permettrait de s’approcher au plus pre`s de xrand.
– A` la ligne 3, la fonction NewState utilise l’e´tat choisi xnear ainsi que la commande choisie u
afin d’inte´grer l’e´quation d’e´tat sur l’intervalle de temps ∆t.
– On regarde a` la ligne 4 si la trajectoire e´le´mentaire entre les deux e´tats xnear et xnew est entie`re-
ment contenue dans l’ensemble Xfree. C’est ce qui est fait dans la fonction CollisionFreePath.
– Si cette trajectoire est suˆre, le nœud xnew ainsi que l’areˆte contenant la commande u sont
ajoute´s au graphe G.
– Finalement, a` la ligne 8, le nouveau nœud ge´ne´re´ est renvoye´.
La figure 1.6 illustre le fonctionnement du RRT dans un environnement en 2D. L’arbre explore
de fac¸on uniforme l’espace d’e´tat jusqu’a` ce qu’il rejoigne un e´tat contenu dans Xgoal.
Examinons maintenant les principales proprie´te´s du RRT.
L’arbre s’e´tend vers les zones inexplore´es de Xfree Conside´rons le cas ou` Xfree est borne´
et convexe et re´alisons plusieurs ite´rations de l’algorithme dans le cas d’un objet se de´plac¸ant sur un
plan.
La figure 1.7 montre que l’arbre se developpe suivant quatre branches principales, chacune se
dirigeant vers l’un des coins. Au bout de 100 ge´ne´rations de nœuds, les quatre branches commencent
a` s’e´tendre. On les voit nettement mieux sur le deuxie`me sche´ma ou` elles se sont bien diffe´rencie´es
et explorent chacune un coin de Xfree. Finalement, avec 6000 nœuds ge´ne´re´s, il est tre`s difficile de
distinguer les branches tant l’arbre devient dense. L’exploration de l’espace des configurations en est
alors a` un stade tre`s avance´.
Comme il a e´te´ dit pre´ce´demment, la fac¸on dont xrand est ge´ne´re´ va influencer les directions
d’expansion des branches de l’arbre. On peut e´galement conside´rer cette expansion en regardant les
diagrammes de Vorono¨ı [21] associe´s a` chaque nœud du graphe.
De´finition Diagramme de Vorono¨ı.
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xinit
Xgoal
Fig. 1.6 – Trajectoire planifie´e par un RRT
Soit S un ensemble de n points (ou sites) de l’espace euclidien en dimension d. Pour chaque
point s de S, la re´gion de Vorono¨ı Vor(s) de s est l’ensemble des points de l’espace qui sont
plus proches de s que de tous les autres points de S. Le diagramme de Vorono¨ı V (S) est la
de´composition de l’espace forme´e par les re´gions de Vorono¨ı des points de S (figure 1.8).
Si S est l’ensemble des nœuds de l’arbre ge´ne´re´s par RRT, on s’aperc¸oit que les re´gions de Vorono¨ı
de taille importante se situent a` la pe´riphe´rie de l’arbre. Or, le tirage des points fait que les nœuds
a` la pe´riphe´rie de l’arbre sont plus souvent choisis en tant que xnear pour l’expansion. Ces nœuds
correspondant a` ceux ayant une grande re´gion de Vorono¨ı, on en conclut qu’un RRT est construit en
cassant les grandes re´gions de Vorono¨ı a` chaque e´tape. Cette remarque n’implique bien suˆr pas que
la re´gion la plus grande soit casse´e a` chaque ite´ration. C’est en effet un constat fait en moyenne lors
de la construction de l’arbre.
Il est e´clairant de voir comment re´agit un RRT lorsqu’il se de´ploie sur un disque (figure 1.9).
Les re´sultats sont conformes aux attentes. On voit ainsi les branches de l’arbre se de´velopper sans
direction pre´fe´rentielle vers les bords du disque.
Le graphe ge´ne´re´ par RRT est toujours connecte´ puisque chaque nouveau nœud est
connecte´ au graphe pre´-existant. Le fait que les coordonne´es du nouveau nœud soient calcule´es en
prenant en compte l’e´tat xnear et une entre´e u ∈ U implique que xnew sera connecte´ a` xnear (lui-meˆme
faisant partie de l’arbre) par l’interme´diaire de u, et donc a` l’ensemble du graphe.
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(a) 100 noeuds (b) 1000 noeuds (c) 6000 noeuds
Fig. 1.7 – Ge´ne´ration d’un arbre ale´atoire
Fig. 1.8 – Exemple de re´gions de Vorono¨ı
L’algorithme est complet probabilistiquement Kuffner a prouve´ [23] que la probabilite´
de trouver une trajectoire tend vers 1 quand le nombre de nœuds tend vers l’infini si l’ensemble des
trajectoires re´solvant le proble`me est de mesure non nulle.
Depuis sa cre´ation en 1998, le RRT a connu de nombreuses e´volutions qui permettent dans
certains cas d’ame´liorer ses performances dans la recherche de trajectoires. Nous pre´sentons ici une
liste non-exhaustive d’ame´liorations.
Dual-RRT Le Dual-RRT utilise deux arbres ale´atoires pour acce´le´rer l’exploration. Un des
arbres a comme racine le point de de´part, l’autre le point d’arrive´e. On conside`re qu’une trajectoire
est trouve´e lorsque les deux arbres se rejoignent ou, de fac¸on plus re´aliste, quand ils atteignent des
e´tats tre`s proches.
RRT-Goalbias Comme RRT parcourt ale´atoirement tout X il va se retrouver a` un moment ou
a` un autre (si les contraintes au niveau de l’environnement le permettent) pre`s de Xgoal. Toutefois,
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(a) 100 noeuds (b) 1000 noeuds (c) 6000 noeuds
Fig. 1.9 – De´ploiement d’un RRT sur un disque
le temps mis pour trouver une trajectoire peut s’ave´rer relativement long si l’on n’influence pas le
planificateur afin qu’il se dirige vers l’arrive´e.
Ceci sugge`re que les performances pourraient eˆtre ame´liore´es si l’on arrivait a` diriger les branches
de l’arbre vers la destination. Pour cela, LaValle et Kuffner proposent une variante du RRT nomme´e
RRT-Goalbias [21]. La modification se situe au niveau de la fonction de tirage du point ale´atoire xrand.
Au lieu de tirer des points sur tout l’espace, la fonction va renvoyer Xgoal avec une probabilite´ p et
tirer des points ailleurs avec une probabilite´ de (1− p). Meˆme avec p faible (≈ 0.05), RRT-Goalbias
converge fre´quemment vers la destination plus rapidement que le RRT classique. Cependant, si p est
trop grand, le planificateur aura tendance a` se diriger, quelqu’en soit le couˆt, vers Xgoal et ainsi rester
bloque´. Mentionnons ici encore que rien ne peut eˆtre prouve´ quant au comportement en temps fini
sur un proble`me donne´.
Les figures 1.10 et 1.11 illustrent le fonctionnement de RRT-Goalbias pour deux probabilite´s p
diffe´rentes. Sur la figure 1.10, p = 0.1. Le gain en temps de calcul et en nombre de nœuds ge´ne´re´s
est important par rapport au RRT classique. Lorsque p = 0.5, le planificateur tend a` aller en ligne
droite malgre´ la pre´sence du mur. Il n’a donc d’autre choix que de le longer. Durant cette phase,
le planificateur tente toujours de rejoindre Xgoal en ligne droite malgre´ le mur. Ainsi de nombreux
nœuds ge´ne´re´s sont supprime´s puisqu’ils ne peuvent passer le test de collision. Les performances en
terme de nombres de nœuds ge´ne´re´s pour trouver la trajectoire sont donc moins bonnes que lorsque
p = 0.1.
RRT-Goalzoom RRT-Goalzoom [21] est une variante de RRT-Goalbias permettant de rajouter
de la souplesse dans la se´lection de la commande. Au lieu de choisir xrand ∈ Xgoal avec une probabilite´
p, RRT-Goalzoom va tirer les points dans un disque circulaire contenant Xgoal et inclus dans X avec
une probabilite´ p et dans le reste de X avec une probabilite´ (1 − p). Le disque est construit de la
fac¸on suivante :
– son centre est celui de Xgoal, note´ xgoal,
– son rayon est mini d(xi,xgoal) (c’est-a`-dire la distance qui se´pare xgoal du nœud du graphe qui
lui est le plus proche).
Au fur et a` mesure de l’avancement de l’algorithme, le rayon du cercle dans lequel sont tire´s les points
va donc diminuer, le disque tendant finalement vers xgoal.
Les figures 1.12 et 1.13 illustrent le fonctionnement de RRT-Goalzoom pour p = 0.1 pour la figure
1.12 et p = 0.5 pour la figure 1.13.
La trajectoire ge´ne´re´e par RRT-Goalzoom se re´ve`le moins directe que celle ge´ne´re´e par RRT-
Goalbias mais ceci peut faciliter la rechercher d’une solution, notamment dans des environnements
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xinit
Xgoal
Fig. 1.10 – Trajectoire planifie´e par un RRT-Goalbias avec p = 0.1
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xinit
Xgoal
Fig. 1.11 – Trajectoire planifie´e par un RRT-Goalbias avec p = 0.5
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xinit
Xgoal
Fig. 1.12 – Trajectoire planifie´e par un RRT-Goalzoom avec p = 0.1
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xinit
Xgoal
Fig. 1.13 – Trajectoire planifie´e par un RRT-Goalzoom avec p = 0.5
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contenants de nombreux obstacles, la` encore sans aucune garantie.
Connect La primitive Connect peut remplacer la primitive Extend utilise´e dans le RRT. Rap-
pelons que lorsque Extend est utilise´e, on calcule un nouvel e´tat xnew avec NewState et si la trajectoire
e´le´mentaire entre xnear et xnew appartient a` Xfree, xnew est ajoute´ a` l’arbre. Une fois ce nœud ajoute´,
l’algorithme reprend depuis le de´but.
La primitive Connect ite`re au contraire la primitive Extend jusqu’a` ce que le nœud cre´e´ ne fasse
plus partie de Xfree ou que le temps imparti a` cette commande soit de´passe´ (on peut par exemple
imposer de ne pas appliquer la commande pendant plus de 10 ∆t). Ainsi, la commande choisie par
la fonction SelectInput est applique´e au syste`me jusqu’a` ce qu’il rencontre un obstacle ou l’arrive´e.
Un exemple du fonctionnement du RRT utilisant la primitive Connect est visible sur la figure 1.14.
Sur cet exemple, nous voyons que les segments de droite sont plus longs, et l’arrive´e dans Xgoal plus
rapide.
Cette primitive permet une re´solution plus rapide des proble`mes de planification puisque les
e´tapes les plus couˆteuses de l’algorithme, qui sont les e´tapes de recherche du plus proche voisin ainsi
que la recherche de la commande, ne sont plus exe´cute´es a` la cre´ation de chaque nouveau nœud.
Cette ame´lioration est tout de meˆme a` relativiser. Le gain est certes important pour les syste`mes
holonomes, dans ce cas, le mouvement se fait en ligne droite. Ainsi, en utilisant Connect, on va tenter
de se rapprocher du point d’arrive´e en ligne droite jusqu’a` ce qu’un obstacle empeˆche le passage. Ainsi,
si aucun obstacle ne geˆne le passage et qu’il existe une ligne droite entre xnear et xgoal, la trajectoire
est trouve´e en une seule ite´ration de Connect.
Au contraire, pour les syste`mes non-holonomes, le gain peut eˆtre nul. Par exemple, si nous nous
plac¸ons dans le cadre de la robotique et que la commande unique est l’angle de courbure, il n’est pas
rare de voir le planificateur faire parcourir au ve´hicule un cercle. Ce cercle est bien suˆr utile puisqu’il
permet d’explorer l’espace d’e´tat, cependant, l’efficacite´ en terme de temps de calcul est nettement
plus discutable. Ainsi, on ajoute un grand nombre de points sans avoir a` calculer le plus proche voisin
ni la commande a` appliquer. Les nœuds correspondants seront ajoute´s a` l’arbre ce qui fait que le
calcul du prochain plus proche voisin deviendra nettement plus couˆteux. De plus, le de´placement en
arc de cercles ne favorise pas force´ment l’exploration de grandes zones.
La primitive Connect peut eˆtre couple´e aux modifications du tirage d’e´tat ale´atoire comme Goal-
bias. Sur les figures 1.15 et 1.16 sont ge´ne´re´es des trajectoires utilisant la primitive Connect avec
p = 0.1 et p = 0.5 respectivement dans Goalbias. Ces trajectoires ont l’avantage d’eˆtre rapides a`
ge´ne´rer (peu de nœuds ge´ne´re´s) et courtes graˆce au changement de la primitive de tirage ale´atoire.
1.4 Conclusion
Ce chapitre a pre´sente´ de fac¸on ge´ne´rique le proble`me de planification ainsi que quelques me´thodes
de re´solution de ce proble`me. Toutes ces me´thodes conside`rent un mode`le de´terministe du syste`me et
de son environnement. Les diffe´rentes incertitudes de mode`le ainsi que celles lie´es a` l’environnement
ne sont pas prises en compte.
Nous pre´senterons dans les chapitres suivants la proble´matique de la planification de trajectoires
en pre´sence d’incertitudes ainsi que nos contributions dans ce contexte.
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Fig. 1.15 – Trajectoire planifie´e par un RRT-Goalbias de probabilite´ p = 0.1 utilisant la primitive
Connect
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Le chapitre pre´ce´dent a pre´sente´ le proble`me de planification de trajectoires dans un contexte
ou` les incertitudes n’avaient pas leurs places. Les proble`mes pre´sente´s et les me´thodes de re´solution
propose´es conside´raient en effet un ensemble de mode`les de´terministes, que ce soit pour le syste`me
lui-meˆme, pour la fac¸on de le controˆler ou bien pour l’environnement dans lequel il e´volue.
Cette approche permet de re´soudre bon nombre de proble`mes mais ne garantit pas que la solution
retourne´e soit adapte´e au syste`me a` de´placer. Ce syste`me a en effet toujours des de´fauts intrinse`ques,
par exemple du jeu dans des engrenages ou des glissements au niveau d’une courroie. Le syste`me n’est
d’ailleurs pas seul en cause : un e´cart de tempe´rature, une le´ge`re brise ou un plan le´ge`rement incline´
peut modifier les valeurs retourne´es par les capteurs du syste`me. La description de l’environnement
est ne´cessairement approximative.
Les commandes retourne´es par le planificateur peuvent, une fois applique´es au syste`me, ne pas
re´soudre du tout le proble`me a` cause de ces imperfections. Les conse´quences peuvent eˆtre diverses ;
le syste`me peut sortir de Xfree et se de´te´riorer suite au heurt d’un obstacle. Il se peut e´galement
que dans le cadre d’un syste`me totalement autonome, par exemple un drone d’exploration spatial, le
syste`me se perde et devienne ainsi inutilisable.
Pour pallier ce proble`me, il faut donc estimer l’influence de ces imperfections sur la re´action
du syste`me et prendre en compte ces imperfections durant la phase de planification. Le but est de
s’assurer que, malgre´ ces erreurs, la solution retourne´e est fiable et permet des changements d’e´tats
suˆrs.
Nous pre´sentons dans ce chapitre plusieurs me´thodes permettant la planification de trajectoires en
tenant compte des incertitudes. Une premie`re me´thode basique est pre´sente´e dans le paragraphe 2.1.
Dans le paragraphe 2.2, une me´thode de planification en robotique et utilisant les capteurs du robot
est pre´sente´e. Dans le paragraphe 2.3, certains e´tats sont privile´gie´s, ceux situe´s dans des zones
permettant une relocalisation. Finalement, le paragraphe 2.4 pre´sente des techniques ou` les me´thodes
de planification traditionnelles sont utilise´es dans un espace d’e´tat e´tendu.
2.1 Chaˆınage inverse
Une premie`re me´thode tre`s rustre pour tenir compte des incertitudes proce`de par chaˆınage inverse.
Le principe est de partir de l’e´tat d’arrive´e et de de´terminer quels sont les e´tats a` partir desquels
on peut rejoindre cet e´tat en propageant l’e´volution de l’incertitude a` l’envers. On doit donc trouver
une suite d’actions en boucle ouverte f1, f2, . . . , fn qui permet de rejoindre l’e´tat d’arrive´e de´sire´ et
qui ve´rifie
fn (. . . f2 (f1 (xinit)) . . . ) ∈ Xgoal. (2.1)
Cette me´thode a e´te´ utilise´e en robotique dans [26] et [27]. On conside`re que la zone d’arrive´e est
suˆre et circulaire. Une zone suˆre est une zone dans laquelle l’incertitude est conside´re´e par la me´thode
comme annule´e.
La me´thode fait l’hypothe`se que l’incertitude peut eˆtre caracte´rise´e par des disques dont le rayon
croit line´airement avec la distance au point d’arrive´e. Comme les zones suˆres sont des disques, ceci
se traduit par des coˆnes (figure 2.1). On conside`re que n’importe quel point du coˆne peut rejoindre
la zone suˆre qui lui a donne´ naissance.
Le principe est donc de partir de la zone d’arrive´e qui est suˆre et de passer de zone suˆre en zone
suˆre jusqu’a` rejoindre le point de de´part. Ainsi, le passage d’une zone suˆre A a` une autre zone suˆre
B est possible si le coˆne ge´ne´re´ a` partir de A a un point d’intersection avec B. Le coˆne sert donc
uniquement a` estimer la distance que peut faire le robot entre deux zones suˆres. Le processus est
ite´re´ jusqu’a` ce que l’on puisse rejoindre la zone de de´part. Un exemple de trajectoire planifie´e est
visible sur la figure 2.2. Sur cette figure, le point de de´part du syste`me est I. L’arrive´e est note´e go,
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Fig. 2.1 – Exemple issu de [26] illustrant la projection inverse en pre´sence d’obstacles (en noir)
Fig. 2.2 – Figure issue de [26] illustrant les trajectoires ge´ne´re´es en utilisant le chaˆınage inverse en
pre´sence d’obstacles (en noir)
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il se trouve dans la zone N . Les zones suˆres sont illustre´es par des cercles blancs, les obstacles par
des noirs.
Un proble`me majeure de cet algorithme re´side bien e´videmment dans la de´finition des zones
de suˆrete´. Il est en effet impossible de concevoir dans le monde re´el des zones dans lesquelles la
localisation serait parfaite. De plus, ces amers doivent eˆtre place´s avant le de´placement du syste`me,
ce qui implique qu’il n’est pas autonome. Enfin l’hypothe`se sur l’e´volution line´aire des incertitudes
est difficile a` justifier et suppose des re´glages de parame`tres de´licats.
2.2 Planification avec capteurs de contact
La planification avec capteurs de contact [28,29] est e´galement une technique utilise´e en robotique.
Elle comporte deux phases. Dans la premie`re, une trajectoire est cherche´e dans un espace discre´tise´
en prenant en compte les incertitudes. Le planificateur parcourt l’ensemble des nœuds de la grille en
utilisant un front d’onde et attribue une incertitude pour chacun de ces nœuds.
L’incertitude est repre´sente´e par le rayon du cercle (plus ge´ne´ralement de la boule) situe´ autour
d’un e´tat. Ce rayon est suppose´ augmenter line´airement lorsque le syste`me se de´place dans un espace
libre (loin d’un objet graˆce auquel il pourrait se relocaliser) et s’annule lorsque le syste`me passe dans
une zone de relocalisation (figure 2.3). Le rayon repre´sentant la quantite´ d’incertitude ne diminue
pas mais la boule se de´forme au contact des obstacles (figure 2.4).
Afin de trouver une trajectoire, l’espace est discre´tise´ et une fonction de potentiel y est propage´e.
Une fois la trajectoire trouve´e, on associe a` chacun de ses nœuds une e´tiquette qui sera utilise´e pour
ge´ne´rer le plan en terme de mouvements e´le´mentaires utilisant les capteurs (figure 2.5). Par exemple,
si la trajectoire passe par un e´tat proche d’un mur, le mouvement e´le´mentaire sera  continuer tout
droit jusqu’a` arriver a` un obstacle . Si ensuite cette trajectoire continue le long du mur, le mouvement
sera  longer le mur . Les mouvements e´le´mentaires pre´sente´s sur la figure 2.5 sont  suivre un mur ,
 suivre un mur jusqu’a` atteindre un coin  et  passer de l’autre coˆte´ du mur .
Un exemple de trajectoire comple`te est disponible sur la figure 2.6. Les cercles repre´sentent
l’incertitude qui grossie de fac¸on line´aire dans les zones libres. Au contraire, de`s que le syste`me
atteint un mur ou un objet permettant d’utiliser ses capteurs de contact, l’incertitude sur sa position
s’annule jusqu’a` ce qu’il ne soit plus en contact avec cet objet. Sur la figure 2.7 n’apparaˆıt que la
trajectoire issue de cette planification.
Tout comme pour le chaˆınage inverse, l’utilisation de zones de relocalisation rend cette me´thode
difficilement utilisable dans un environnement re´el et l’hypothe`se sur la propagation des incertitudes
reste difficile a` justifier.
2.3 Sensory uncertainty fields
Cette me´thode, de´veloppe´e elle aussi dans le contexte de la robotique dans [30–32], ne conside`re
pas la propagation de l’erreur le long de la trajectoire. Le principe est, une fois l’espace discre´tise´ par
une grille standard, de calculer une localisabilite´ en chacun des points de cette grille.
La localisabilite´ est calcule´e en amont de la phase de planification. Ce processus hors-ligne permet
donc de de´finir si le syste`me, situe´ en un e´tat donne´, arrivera a` s’y localiser aise´ment ou pas. La carte
qui permet de connaˆıtre la localisabilite´ du syste`me est appele´e Sensory Uncertainty Field (SUF).
La construction de cette carte est complexe : elle s’appuie sur des mesures capteurs simule´es ou
bien sur des mesures re´elles faites en toutes configurations du syste`me. Des de´tails de construction de
SUF, et notamment lors de la simulation de capteurs a` ultrasons sont donne´s dans [31,33]. D’autres
de´tails de construction lors de l’utilisation de came´ras sont donne´s dans [34].













Fig. 2.4 – De´formation de la boule d’incertitude au contact d’un obstacle [29]
Follow Follow to Corner Switch Wall
Fig. 2.5 – Mouvements e´le´mentaires possibles [29]
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Fig. 2.6 – Trajectoire ge´ne´re´e a` l’aide du planificateur avec capteurs de contact, l’incertitude est
repre´sente´e le long de cette trajectoire [29]
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Fig. 2.7 – Trajectoire ge´ne´re´e a` l’aide du planificateur avec capteurs de contact [29]
(a) (b)
Fig. 2.8 – Trajectoires ge´ne´re´es a` l’aide d’un planificateur classique cherchant la trajectoire la plus
courte [32]
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(a) (b)
Fig. 2.9 – Zones en gris dans lesquelles une relocalisation est possible [32]
(a) (b)
Fig. 2.10 – Trajectoires ge´ne´re´es a` l’aide d’un planificateur cherchant a` maximiser la localisabilite´
tout en gardant une trajectoire courte [32]
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La localisabilite´ n’est pas forcement caracte´rise´e par une valeur nume´rique. Elle peut aussi eˆtre
un boole´en indiquant si une relocalisation est possible pour un e´tat donne´.
Le but de l’algorithme est de minimiser la longueur de la trajectoire tout en passant par les e´tats
permettant la meilleure localisation. Il n’y a donc ici aucune propagation de l’erreur. La trajectoire
ge´ne´re´e est la meilleure en terme de localisabilite´ mais ne garantie pas que le syste`me reste dans
Xfree. La trajectoire ge´ne´re´e est donc celle permettant uniquement d’utiliser au mieux les capteurs
exte´roceptifs.
Sur la figure 2.8, les trajectoires sont planifie´es afin de minimiser leurs longueurs et sans se soucier
d’une quelconque capacite´ a` se localiser. La figure 2.9 repre´sente la carte de l’environnement ou` la
relocalisation est possible. Elle a e´te´ construite expe´rimentalement a` l’aide d’un robot parcourant
l’environnement. Les zones ou` la relocalisation est possible sont indique´es en gris fonce´. Finalement,
la figure 2.10 prend en compte ces zones et renvoie une trajectoire qui tente de passer par ces zones
tout en minimisant sa longueur totale.
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2.4 Recherche dans un espace d’e´tat e´tendu
Ces me´thodes utilisent des algorithmes de planification traditionnels tels que A* apre`s discre´ti-
sation de l’espace d’e´tat ou bien des algorithmes a` e´chantillonnage comme le RRT.
Le but est de faire fonctionner ces algorithmes dans un espace d’e´tat e´tendu. Cet espace d’e´tat est
souvent compose´ de l’e´tat et de la matrice de covariance correspondante qui caracte´rise l’incertitude
sur cet e´tat.
Dans [35,36], un filtre de Kalman est utilise´ afin d’estimer l’e´tat du syste`me. Les deux e´tapes de
pre´diction et d’estimation utilisent un simulateur de capteur. La planification est effectue´e en utilisant
un algorithme de type A* sur un graphe issu de la discre´tisation de l’espace d’e´tat. La figure 2.11
montre le type de trajectoire planifie´e avec cette me´thode. En chaque point de discre´tisation de
l’environnement par lequel passe la trajectoire, une ellipse (plus ge´ne´ralement un ellipso¨ıde) de´duite
de la matrice de covariance calcule´e par le filtre de Kalman repre´sente l’incertitude sur la position.
En chacun de ces points, un test de collision est utilise´ afin de ve´rifier que la position est suˆre.
L’ide´e d’associer a` chaque e´tat une mesure de son incertitude est reprise dans [37] ou` un filtre
particulaire est utilise´ en comple´ment d’un planificateur de type RRT de´nomme´ Particle RRT. L’e´tat
du syste`me est ainsi repre´sente´ par un ensemble discret d’e´tats. La pre´cision de l’estimation est
fonction du nombre de particules utilise´es dans le filtre. La figure 2.12 illustre une trajectoire renvoye´e
par le planificateur. On voit autour de chaque nœud de l’arbre un nuage de point repre´sentant les
diffe´rents e´tats que peut prendre le syste`me lorsqu’il est situe´ en ce nœud. Le nœud est sur cette
figure positionne´ a` la moyenne des e´tats composant le nuage associe´.
Dans [38,39], le processus de planification est mis en œuvre sur un robot re´el. En conside´rant que
l’erreur sur l’orientation est borne´e, les auteurs montrent par la pratique que l’utilisation d’un cercle
d’incertitude autour du ve´hicule qui grossit de fac¸on line´aire avec la distance parcourue permet au
ve´hicule de se de´placer de fac¸on suˆre. Ils utilisent un algorithme A* afin de planifier la trajectoire et
font le choix d’utiliser des zones de relocalisation dans leur environnement. L’exemple de la figure 2.13
montre une trajectoire ge´ne´re´e en utilisant cette me´thode. Les diffe´rents obstacles sont repre´sente´s
par des lignes de niveaux. Aucune zone de relocalisation n’est utilise´e sur cette figure.
2.5 Conclusion
Nous avons dans ce chapitre pre´sente´ divers planificateurs permettant de planifier des trajectoires
en conside´rant les incertitudes lie´es au de´placement du syste`me.
Les deux nouveaux planificateurs que nous pre´sentons dans les chapitres suivants appartiennent
a` cette cate´gorie de planificateurs sous incertitude et plus particulie`rement a` la cate´gorie des planifi-
cateurs recherchant une trajectoire dans un espace d’e´tat e´tendu a` cause de l’incertitude. Le premier,
base´ sur l’algorithme RRT, recherche des trajectoires dans l’espace d’e´tat e´tendu (e´tat, matrice de
covariance de cet e´tat). La repre´sentation de l’incertitude utilise´e par le second n’est plus probabiliste,
l’e´tat e´tendu e´tant repre´sente´ plus ge´ne´ralement par un ensemble comprenant tous les e´tats possibles
du syste`me.
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Fig. 2.11 – Exemple de trajectoire planifie´e en utilisant les me´thodes de [35]
Fig. 2.12 – Exemple issu de [37] illustrant la trajectoire ge´ne´re´e par le Particle RRT
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Fig. 2.13 – Exemple issu de [38] illustrant la trajectoire ge´ne´re´e par le planificateur
Chapitre 3
Planificateur avec estimation par
filtrage de Kalman
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Nous proposons dans ce chapitre une nouvelle me´thode de planification dans la famille des plani-
ficateurs travaillant dans un espace d’e´tat e´tendu (paragraphe 2.4).
Nous utilisons ici un mode`le probabiliste pour repre´senter les diffe´rents e´tats possibles du syste`me.
L’e´tat du syste`me est repre´sente´ par un vecteur ale´atoire gaussien, dont la moyenne et la matrice de
covariance sont e´value´es au cours du temps et pre´cisent la probabilite´ que le syste`me soit dans cet
e´tat.
Nous ferons l’hypothe`se que les changements d’e´tat du syste`me sont de´crits par la dynamique
line´aire
xk+1 = Akxk +Bkuk + vk. (3.1)
Par ailleurs, des mesures bruite´es de l’e´tat sont suppose´es disponibles
zk = Hkxk +wk. (3.2)
On note
– xk le vecteur d’e´tat du syste`me a` l’instant k, de dimension n,
– Ak la matrice d’e´volution du syste`me, de dimension n× n,
– uk le vecteur commande, de dimension o,
– Bk la matrice de commande, permettant le passage de l’espace des commandes a` l’espace d’e´tat,
de dimension n× o,
– vk le vecteur de bruit d’e´tat de dimension n, gaussien, inde´pendant de xk, de moyenne nulle et
de matrice de covariance connue note´e Vk,
– zk le vecteur d’observation a` l’instant k, de dimension m,
– Hk la matrice d’observation, permettant le passage de l’espace d’e´tat vers l’espace des obser-
vations, de dimension m× n,
– wk le vecteur de bruit de mesure de dimension m suppose´ gaussien, inde´pendant des vecteurs
d’observation passe´s z0:k, de moyenne nulle et de matrice de covariance connue note´e Wk.
Les bruits d’e´tat vk et de mesure wk sont suppose´s inde´pendants de sorte que
E(vkwk
T) = 0. (3.3)
Le vecteur ale´atoire gaussien repre´sentant l’e´tat a` l’instant initial est centre´ en xˆinit et a pour
matrice de covariance Pinit. On cherche a` atteindre un ensemble Xgoal. On conside´rera que le proble`me
est re´solu lorsque l’e´tat final appartient a` Xgoal avec une certaine probabilite´, cette probabilite´ e´tant
a` de´finir en fonction du proble`me a` re´soudre.
Pour re´soudre ce proble`me, nous pre´senterons au paragraphe 3.4 un planificateur fonde´ sur l’algo-
rithme RRT qui permettra d’explorer l’espace d’e´tat en prenant en compte l’incertitude du syste`me.
Il utilisera pour cela un filtre de Kalman que nous commencerons donc par pre´senter.
3.1 Rappels sur le filtre de Kalman
Le filtre de Kalman [40] est utilise´ dans de nombreux domaines tels que les te´le´communications,
la de´tection radar ou la vision. Nous nous bornerons a` pre´senter ici sa version a` temps discret.
Le but du filtre est d’estimer au mieux l’e´tat x d’un syste`me a` un instant k+1 donne´ a` partir de
la connaissance de l’e´quation d’e´tat et de l’ensemble des entre´es et sorties observe´es z0:k+1 jusqu’a`
l’instant k + 1 tels qu’ils sont de´finis par (3.1) et (3.2).
Le filtre calcule la loi conditionnelle du vecteur xk+1 sachant z0:k+1. Puisque, dans le cas d’une
e´quation d’e´tat line´aire et d’une distribution initiale gaussienne, cette loi est une gaussienne, il suffit
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de trouver la moyenne et la matrice de covariance de cette loi
xˆk+1|k+1 =E (xk+1|z0:k+1) , (3.4)
Pk+1|k+1 =E
(
(xk+1 − xˆk+1|k+1)(xk+1 − xˆk+1|k+1)T|z0:k+1
)
. (3.5)
En utilisant les meˆme notations, on a
xˆk+1|k =E (xk+1|z0:k) , (3.6)
Pk+1|k =E
(
(xk − xˆk+1|k)(xk − xˆk+1|k)T|z0:k
)
, (3.7)
qui sont les estime´es de la moyenne de la variance de x a` l’instant k+1 lorsque seules les observations
jusqu’a` l’instant k sont disponibles.
Le filtre de Kalman fonctionne de fac¸on re´cursive alternant pre´diction et correction. En supposant
connus xˆk|k et Pk|k, il effectue d’abord une e´tape de pre´diction afin de de´terminer xˆk+1|k et Pk+1|k.
Il effectue ensuite une e´tape de correction en tenant compte de la nouvelle mesure zk+1 qui permet
de calculer xˆk+1|k+1 et Pk+1|k+1.
3.1.1 Pre´diction
L’e´tape de pre´diction permet donc de calculer la loi de xk+1 sachant z0:k. Les valeurs de xˆk+1|k






= E (Akxk +Bkuk + vk|z0:k) , (3.9)
= Akxˆk|k +Bkuk, (3.10)
puisque la moyenne de vt est nulle.
Ainsi, la pre´diction correspond a` l’e´volution naturelle du syste`me en l’absence de bruit. L’erreur
sur cette pre´diction est




+ vk = Akx˜k|k + vk. (3.11)
La matrice de covariance de xk+1|k qui correspond donc a` la covariance de l’erreur sur la pre´diction































le passage de (3.13) a` (3.14) est possible puisque xk et vk sont inde´pendants.
3.1.2 Correction
L’e´tape de correction utilise l’observation zk+1 afin de corriger l’estime´e pre´ce´dente. On passe
ainsi de xˆk+1|k et Pk+1|k a` xˆk+1|k+1 et Pk+1|k+1. Ce sont les valeurs dites a posteriori.
La pre´diction du vecteur des sorties a` l’instant k+1 a` partir des informations disponibles jusqu’a`
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l’instant k est donne´e par
zˆk+1 = E (zk+1|z0:k) , (3.16)
= E (Hk+1xk+1 +wk+1|z0:k) , (3.17)
= Hk+1xˆk+1|k. (3.18)
En effet E (wk+1|z0:k) = 0 puisque le bruit pre´sent est inde´pendant des sorties passe´es.
L’e´cart entre la vraie valeur du vecteur des sorties a` l’instant k + 1 et sa pre´diction
z˜k+1 = zk+1 −Hk+1xˆk+1|k (3.19)











et utilise´ pour calculer la nouvelle estime´e xˆk+1|k+1 :
xˆk+1|k+1 = xˆk+1|k +Kk+1z˜k+1. (3.22)
La matrice de covariance modifie´e par la nouvelle information devient
Pk+1|k+1 = (I−Kk+1Hk+1)Pk+1|k. (3.23)
On peut montrer que [41]
Pk+1|k+1 6 Pk+1|k, (3.24)
ce qui implique que le processus de correction ne peut que diminuer l’incertitude sur l’e´tat.
3.1.3 Re´sume´
Les deux e´tapes de pre´diction et de correction peuvent eˆtre re´sume´es par les e´quations suivantes :
Pre´diction : (3.25)





xˆk+1|k+1 = xˆk+1|k +Kk+1z˜k+1, (3.29)










z˜k+1 = zk+1 −Hk+1xˆk+1|k, (3.33)
qui de´finissent le filtre de Kalman.













(a) La probabilite´ que l’e´tat appartienne a` Xobs est













(b) x /∈ Xobs avec un niveau de confiance d’au moins
90%
Fig. 3.1 – Repre´sentation de l’incertitude sur l’e´tat de dimension 2 du syste`me
3.1.4 Filtre de Kalman e´tendu
Le filtre de Kalman e´tendu (EKF) permet d’utiliser le filtre de Kalman dans le cas d’une dyna-
mique et d’une e´quation d’observation non-line´aires.
Conside´rons le syste`me non-line´aire a` temps discret suivant :
xk+1 = fk(xk,uk) + vk, (3.34)
zk = hk(xk) +wk. (3.35)
Le filtre de Kalman e´tendu line´arise les fonctions f et h en utilisant leurs jacobiennes e´value´es
avec les e´tats estime´s courants. Ainsi, fk est line´arise´ autour de xˆk|k et hk+1 autour de xˆk+1|k.
Le filtre de Kalman e´tendu est de´fini par les e´quations suivantes :




xˆk+1|k+1 = xˆk+1|k +Kk+1z˜k+1, (3.38)


















z˜k+1 = zk+1 − hk+1(xˆk+1|k). (3.44)
3.2 Repre´sentation de l’incertitude
L’incertitude sur l’e´tat est caracte´rise´e dans le filtre de Kalman par la matrice de covariance P.















La gaussienne est ainsi centre´e en l’estime´e xˆ.
Cette repre´sentation probabiliste n’est pas toujours pratique. Elle permet de calculer la probabilite´
















Fig. 3.2 – Trajectoire suˆre pour un niveau de confiance donne´
que l’e´tat appartienne a` Xobs qui s’ave`re tre`s de´licate a` e´valuer (figure 3.1(a)). C’est pourquoi nous
lui pre´fe´rons l’utilisation de l’ellipso¨ıde contenant le syste`me pour un niveau de confiance donne´ [42]
(figure 3.1(b)). Voir l’annexe A pour le de´tail des calculs. On peut parler alors d’ellipso¨ıde d’e´tat
puisque cet ellipso¨ıde contient, avec une probabilite´ donne´e, l’ensemble des e´tats du syste`me a` un
instant donne´. L’ensemble des approximations ayant conduit au calcul de xˆ et P oblige bien suˆr a`
prendre cette affirmation avec une certaine me´fiance.
3.3 Test de collision
Le test de collision doit s’assurer de deux choses. Tout d’abord, avant d’exe´cuter l’algorithme, il
faut s’assurer que l’e´tat initial (xˆ,P)init du ve´hicule appartient a` Xfree pour un niveau de confiance
donne´. Il faut donc ve´rifier que l’ellipso¨ıde d’e´tat obtenu appartient entie`rement a` Xfree.
Dans une seconde e´tape, il faut ve´rifier que la trajectoire entre les deux e´tat incertains successifs
(xˆ,P)near a` l’instant t et (xˆ,P)new a` l’instant t+∆t est garantie pour le meˆme niveau de confiance a
chaque insertion d’un nouveau nœud dans l’arbre. Pour faire cela, nous allons utiliser un ellipso¨ıde,
note´e Enear,new, qui englobe les deux ellipso¨ıdes d’e´tat Enear et Enew. Nous prenons comme hypothe`se
que tous les ellipso¨ıdes obtenues a` l’instant τ, (t 6 τ 6 t + ∆t) sont contenus a` l’inte´rieur de cet
ellipso¨ıde englobant.
Afin de ne pas ajouter trop de pessimisme, nous cherchons le plus petite ellipso¨ıde au sens
du volume qui contient Enear et Enew. C’est un proble`me de maximisation d’un de´terminant sous
contraintes d’ine´galite´s de matrices line´aires (LMI). L’ellipso¨ıde re´sultant est appele´e ellipso¨ıde de
Lowner-John [43–45]. Pour re´soudre un tel proble`me, on utilise la solution propose´e par [46] et plus
pre´cise´ment le logiciel Maxdet1 qui permet de maximiser le de´terminant d’une matrice sujette a` des
contraintes LMI. En utilisant Maxdet, on de´termine l’ellipso¨ıde englobant. Sur la figure 3.2, on peut
voir un exemple en dimension deux repre´sentant la plus petite ellipse contenant deux autres ellipses.
Une fois Enear,new obtenu, il faut ve´rifier que cet ellipso¨ıde englobant est contenu dans Xfree.
3.4 Pre´sentation du planificateur
Nous pre´sentons dans cette section le planificateur Kalman-RRT [47] et notamment l’exploitation
qu’il fait des informations fournies par les capteurs.
1http://www.stanford.edu/~boyd/old_software/MAXDET.html
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3.4.1 Inte´gration des mesures capteurs et de leurs erreurs
Le filtre de Kalman, e´ventuellement e´tendu, a besoin d’informations retourne´es par des capteurs
pour en de´duire l’ellipso¨ıde contenant l’e´tat avec une probabilite´ donne´e. Ces capteurs sont de deux
types :
– les capteurs proprioceptifs qui prennent des informations sur le syste`me lui-meˆme et permettent
une localisation relative a` l’estime´e de l’e´tat pre´ce´dente,
– Les capteurs exte´roceptifs qui prennent les informations sur l’environnement entourant le sys-
te`me et permettent une localisation absolue.
Les capteurs proprioceptifs sont utilise´s pendant l’e´tape de pre´diction de l’algorithme de locali-
sation. Ainsi, graˆce a` l’e´tat estime´ a` l’instant k et a` l’e´quation de changement d’e´tat, on va pouvoir
estimer l’e´tat a` l’instant k + 1. Les erreurs lie´es au syste`me, a` son controˆle, aux glissements, aux
jeux, sont de´finis dans le vecteur de bruit vk. Les caracte´ristiques statistiques de ce bruit doivent eˆtre
obtenues expe´rimentalement.
Les capteurs exte´roceptifs sont quant a` eux utilise´s pendant l’e´tape de correction du filtre. Ils
apportent une information sur l’e´tat du syste`me par rapport a` son environnement. L’incertitude
lie´e a` l’environnement doit donc eˆtre spe´cifie´e dans le vecteur de bruit de mesure wk, dont les
caracte´ristiques statistiques doivent e´galement eˆtre obtenues expe´rimentalement.
La simulation des capteurs exte´roceptifs peut poser proble`me : afin de pouvoir simuler les mesures
capteurs, il faut savoir ou` se situe le syste`me. Deux solutions sont alors possibles : il est possible de
simuler les mesures capteurs en conside´rant que le syste`me se trouve dans l’e´tat qui posse`de la plus
forte densite´ de probabilite´, c’est-a`-dire la moyenne du vecteur Gaussien. Cette solution simplifie
le proble`me d’estimation mais ajoute de l’optimisme. Si l’on devait simuler les mesures capteurs
pour tous les e´tats probables du syste`me, le processus d’estimation ne permettrait pas de re´duire
l’incertitude. L’autre possibilite´ est donc de n’utiliser qu’une phase de pre´diction dans le processus
de planification.
Le planificateur doit e´galement tenir compte de la fre´quence d’e´chantillonnage de ces capteurs.
Dans le contexte de la robotique, pour des capteurs proprioceptifs, les donne´es sont ge´ne´ralement
disponibles a` tout instant. Chaque fois que l’on a besoin d’une mesure, il suffit de lire la valeur
des diffe´rents compteurs afin de l’obtenir. Au contraire, les capteurs exte´roceptifs peuvent avoir une
fre´quence d’e´chantillonnage assez faible. Si l’on prend l’exemple d’un GPS, il n’est pas rare que les
donne´es soient disponibles avec une pe´riode de deux a` trois secondes, ce qui est souvent bien supe´rieur
a` l’intervalle de temps ∆t ne´cessaire pour parcourir la trajectoire reliant deux nœuds de l’arbre.
Ainsi, au contraire de l’e´tape de pre´diction qui est re´alise´e a` chaque ge´ne´ration de nœud dans
l’arbre, l’e´tape de correction ne peut eˆtre utilise´e que de temps en temps. Le planificateur doit donc
prendre en compte la fre´quence de rafraˆıchissement des donne´es provenant des capteurs exte´roceptifs
et ne lancer la phase de correction que lorsque de nouvelles donne´es sont disponibles.
Pour simuler ceci, il faut connaˆıtre la pe´riode de rafraˆıchissement Tc des capteurs exte´roceptifs
ainsi que le temps que va mettre le mobile a` parcourir la trajectoire ge´ne´re´e pour arriver au nœud
courant. Cette valeur peut eˆtre obtenue si chaque nœud connaˆıt sa profondeur p au sein de l’arbre.
Le temps mis par le ve´hicule pour parcourir l’arbre depuis xinit jusqu’a` un nœud a` la profondeur p
est alors
tp = p ·∆t. (3.46)
En utilisant le meˆme principe, il est e´galement possible d’obtenir la longueur des trajectoires ge´ne´re´es.
En notant la vitesse sur le i-e`me segment de la trajectoire vi, on obtient comme distance entre le

















Fig. 3.3 – Kalman-RRT




Ainsi, lorsque tp atteint une valeur multiple de Tc, on proce`de a` une e´tape de correction du filtre de
Kalman. Si cette valeur est atteinte au cours d’un intervalle de temps ∆t, cet intervalle sera de´coupe´
en trois parties :
– une pre´diction est utilise´e sur l’intervalle de temps avant que tp ne soit un multiple de Tc,
– la correction est exe´cute´e lorsque les mesures seront disponibles,
– une pre´diction est de nouveau utilise´e pour finir l’intervalle de temps ∆t.
3.4.2 Sche´ma fonctionnel
Notre planificateur permettant la recherche de solutions dans un espace d’e´tat incertain associe
trois composantes :
– le planificateur a` e´chantillonnage RRT,
– un algorithme de localisation (le filtre de Kalman e´tendu),
– un test de collision qui fait le lien entre l’algorithme de localisation et le planificateur.
Le test de collision de´pend fortement du proble`me a` re´soudre mais est indispensable afin de
de´terminer si un e´tat incertain appartient a` Xfree. C’est ce test qui de´cide si malgre´ l’incertitude, cet
e´tat peut eˆtre conside´re´ comme admissible.
Nous montrons un exemple de test de collision dans la partie plus particulie`rement consacre´e a`
la robotique de ce me´moire (paragraphe 6.3 page 123).
Le sche´ma fonctionnel du planificateur que nous avons de´nomme´ Kalman-RRT [47] est pre´sente´
a` la figure 3.3.
Ce sche´ma montre bien l’importance de chacun des composants pre´ce´dents. Le composant central
dans un planificateur a` e´chantillonnage n’est plus l’algorithme de planification mais le test de collision
ne´cessaire a` chacune des tentatives d’ajout de nœud dans l’arbre.
Trois composants interde´pendants peuvent donc eˆtre conside´re´s :
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Algorithme 9 KalmanRRT(in : K ∈ N, xinit ∈ Xfree, ∆t ∈ R, out : G)
1: G.Init(xˆ,P)init)
2: Pour i = 0 a` K faire




Algorithme 10 KalmanRRTExtend(in : xrand, inout : G)
1: (xˆ,P)near ← NearestNeighbor(G, xrand )
2: u← SelectInput(xrand, xˆnear)
3: (xˆ,P)new ← Prediction((xˆ,P)near, u, ∆t)
4: Si CollisionFreePath((xˆ,P)near,(xˆ,P)new) alors
5: Si mesures sont disponibles alors
6: (xˆ,P)new ← Estimation((xˆ,P)new)
7: FinSi
8: G.AddNode((xˆ,P)new)
9: G.AddEdge(xˆnew, xˆnew, u)
10: FinSi
– L’algorithme de localisation utilise le planificateur puisqu’il lui faut l’ancienne incertitude ainsi
que la commande a` appliquer. En retour, il renvoie une incertitude qui sera analyse´e par le test
de collision.
– Le planificateur utilise le re´sultat du test de collision ainsi que la valeur de l’incertitude pour
de´cider s’il convient d’ajouter un e´tat incertain dans l’arbre.
– Le test de collision utilise l’incertitude retourne´e par l’algorithme de localisation et, en fonction
du type d’algorithme utilise´, renvoie une valeur indiquant qu’il y a ou non collision avec une
probabilite´ donne´e.
3.4.3 Algorithme
L’algorithme Kalman-RRT (algorithme 9) est tre`s proche de celui du RRT traditionnel. La dif-
fe´rence principale re´side dans l’utilisation permanente du couple compose´ de l’e´tat estime´ xˆ et de la
matrice de covariance associe´e P afin de de´finir les nœuds de l’arbre.
Insistons sur le fait que xrand n’est pas incertain. Le but de notre planificateur est en effet de se
rendre en un e´tat donne´ malgre´ les incertitudes, il n’est nullement question de se rendre en un e´tat
incertain donne´. On ne souhaite pas que l’incertitude sur l’e´tat du syste`me ait une valeur particulie`re,
nous voulons seulement que cette incertitude soit infe´rieure a` une valeur qui pourrait entraˆıner une
collision.
La sous-fonction KalmanRRTExtend (algorithme 10) diffe`re de la fonction RRTExtend (algorithme 8)
puisqu’un algorithme de localisation est utilise´ a` la place de la fonction NewState. L’algorithme choisi
tout d’abord (algorithme 10 ligne 1) le nœud de l’arbre (nœud qui contient l’e´tat e´tendu (xˆ,P)near)
le plus proche de celui du nœud choisi ale´atoirement (xˆ,P)rand.
Comme pour le RRT classique, une commande est alors choisie (ligne 2). Cet e´tat e´tendu ainsi
que la commande sont alors envoye´es a` la fonction Prediction qui va retourner le nouvel e´tat
e´tendu (xˆ,P)new (ligne 3). Cette fonction est responsable de la partie pre´diction de l’algorithme de
localisation.
La ligne suivante utilise un test de collision (fonction CollisionFreePath a` la ligne 4) afin
de tester si la trajectoire e´le´mentaire entre les deux e´tats e´tendus successifs (xˆ,P)near et (xˆ,P)new
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appartient a` Xfree pour un niveau de confiance donne´ (paragraphe 3.3).
A la ligne 5, si des donne´es issues du simulateur de capteurs exte´roceptifs sont disponibles, alors
l’algorithme exe´cute la phase de correction du filtre de Kalman (fonction Estimation a` la ligne
6). Tout comme la fonction Prediction, la fonction Estimation renvoie la valeur mise a` jour de
(xˆ,P)new.
Une fois ces diffe´rentes phases du filtre re´alise´es, l’arbre est modifie´ (lignes 8 et 9) afin de
faire apparaˆıtre le nouveau nœud relie´ a` l’arbre par la nouvelle branche. L’exe´cution de la fonction
KalmanRRTExtend est ite´re´e autant de fois que spe´cifie´ par le parame`tre K de la fonction KalmanRRT.
Des exemples de trajectoires planifie´es en utilisant Kalman-RRT dans le contexte de la robotique
sont disponibles au chapitre 6.
3.4.4 Proprie´te´s
Comme nous venons de le voir, les algorithmes du RRT et Kalman-RRT, sa version avec incerti-
tudes sont tre`s proches.
La complexite´ de l’algorithme suite a` l’ajout des incertitudes ne change pas par rapport au RRT
traditionnel. La complexite´ maximale correspond toujours a` la recherche du plus proche voisin suite
au tirage d’une configuration ale´atoire. L’utilisation d’un algorithme de localisation modifie ainsi la
constante multiplicative mais pas l’ordre de la complexite´ globale de l’algorithme. Les performances
en terme de temps de calcul s’ave`rent donc tre`s proches de celles du RRT.
3.5 Conclusion
L’algorithme que nous venons de pre´senter permet la planification de trajectoires en conside´rant
les incertitudes. Cet algorithme repose sur le RRT pour la planification et sur le filtre de Kalman
pour l’estimation de l’e´tat dans lequel se trouve le syste`me.
Cet algorithme vise a` re´soudre des proble`mes de planification en re´duisant les risques de collision
dus a` l’incertitude sur l’e´tat du syste`me. La suˆrete´ de la trajectoire n’est cependant pas garantie.
En effet, outre le fait que les calculs effectue´s sont approximatifs et reposent sur une line´arisation de
l’e´quation d’e´tat, l’utilisation d’une repre´sentation probabiliste de l’e´tat incertain ne permet pas de
garantir a` 100% que l’e´tat du syste`me se trouve dans une zone donne´e. Il est ne´cessaire de conside´rer
un certain niveau de confiance, notamment dans le test de collision. De plus comme nous l’expliquions
dans le paragraphe 3.4, l’utilisation de la phase de correction, et notamment la simulation des capteurs
exte´roceptifs, induit de nouvelles impre´cisions. Nous verrons au chapitre suivant une approche qui
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Fig. 4.1 – Pre´diction ensembliste
Dans le chapitre pre´ce´dent, nous avons pre´sente´ un planificateur inte´grant une estimation par
filtrage de Kalman. Comme nous l’avons vu en conclusion, l’utilisation de cette me´thode, et notam-
ment sa phase de correction induit un nombre important d’approximations, dues a` la simulation des
capteurs exte´roceptifs, qui ne garantissent pas que les trajectoires ge´ne´re´es n’intersectent pas Xobs.
Nous pre´sentons ici une modification du RRT afin de travailler avec des e´tats incertains, les
incertitudes e´tant repre´sente´es par des ensembles. Ainsi, un ensemble Xi contient toutes les valeurs
possibles d’un e´tat a` un instant i donne´, compte tenu de toutes les incertitudes du mode`le.
Travailler et surtout repre´senter des ensembles de formes quelconques s’ave`re tre`s de´licat voire
impossible. Nous les enveloppons dans des ensembles aux formes plus simples (par exemple des
ellipso¨ıdes [48], des zonotopes [49], des vecteurs d’intervalles [50] ou encore des unions de vecteurs
d’intervalles [51, 52]). L’utilisation de tels ensembles plus simples a` manipuler que des ensembles
quelconques engendrera un pessimisme qui ne fera pas perdre a` nos re´sultats leur caracte`re garanti
mais qui pourra rendre la recherche de plans suˆrs plus de´licate.
Nous conside´rons que les e´quations re´gissant l’e´volution du syste`me sont incertaines. L’e´quation
d’e´tat non-line´aire s’e´crit
x˙(t) = f(x(t),u(t),v(t)) (4.1)
ou` x(t) ⊂ X, u(t) ∈ U est la commande applique´e au syste`me et ou` v(t) repre´sente les perturbations
agissant sur le syste`me a` l’instant t. Nous conside´rons que ces perturbations sont borne´es, v(t) ∈ V
pour tout t.
Nous supposerons que le syste`me (4.1) admet une solution partant de xi ∈ Xi. On connaˆıt Xi a`
l’instant t, on suppose que sur [t, t+∆t] ui est constant et pour tout v : [t, t+∆t]→ V. La solution
de (4.1) de´finit alors la trajectoire sur l’intervalle de temps [t, t+∆t] entre xi et xi+1
xi+1 = φ(xi,ui,vi). (4.2)
Ainsi, le nouvel ensemble Xi+1 obtenu a` partir de Xi en utilisant une commande ui donne´e s’e´crit
Xi+1 = φ(Xi,ui,V). (4.3)
Cet ensemble contient bien suˆr l’ensemble φ(Xi,ui,vi) obtenu lorsque la re´alisation du vecteur de
perturbations v prend une valeur particulie`re (figure 4.1).
Le proble`me que l’on cherche dans un premier temps a` re´soudre est un proble`me de planification
classique. L’e´tat initial du syste`me est incertain et l’incertitude sur cet e´tat est borne´e. On note xinit ∈
Xinit l’e´tat initial du syste`me. L’e´tat du syste`me xgoal que l’on cherche a` atteindre appartient lui-meˆme
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4: Xrand ← RandomSet(Xfree)
5: Xnew ← SetRRTExtend(G, Xrand)
6: Jusqu’a` i++> K or (Xnew 6= ∅ et Xnew ⊆ Xgoal)
7: Retourner G
Algorithme 12 SrtRRTExtend(in : G, Xrand, out : Xnew)
1: Xnear ← NearestNeighbor(G, Xrand)
2: u← SelectInput(Xrand, Xnear)
3: Xnew ← Prediction(Xnear, u, ∆t)
4: Si CollisionFreePath(Xnear,Xnew,u,∆t) alors
5: G.AddGuaranteedNode(Xnew)




a` un ensemble Xgoal. On ne cherchera pas a` rejoindre un e´tat pre´cis xgoal mais plus modestement un
ensemble d’e´tats Xgoal. La condition d’arrive´e est donc ve´rifie´e lorsqu’il existe un ensemble d’e´tats
Xi entie`rement inclus dans Xgoal.
Partant de n’importe quel e´tat xinit appartenant a` l’ensemble initial Xinit, on recherche une suite
de commandes unique ui, i = 1 . . . m telle que l’on rejoigne l’arrive´e quelle que soit la re´alisation du
bruit v ∈ V :
φ(φ(. . . φ(Xinit,um,V) . . . ),u2,V),u1,V) ⊂ Xgoal. (4.4)
4.1 Set-RRT
Afin de re´soudre ce proble`me, nous pre´sentons le planificateur Set-RRT [53] inspire´ du RRT et
qui permet de travailler avec des ensembles contenant les diffe´rents e´tats possibles du syste`me en
pre´sence d’incertitude.
L’algorithme Set-RRT (algorithme 11) de´crit le fonctionnement de ce planificateur. Les arguments
d’entre´e en sont :
– l’ensemble initial Xinit qui doit eˆtre inclus dans Xfree,
– l’ensemble d’arrive´e Xgoal qui doit eˆtre inclus dans Xfree,
– le nombre de nouveaux nœuds a` ge´ne´rer dans l’arbre K,
– l’intervalle de temps ∆t sur lequel le syste`me va eˆtre inte´gre´ a` chaque e´tape.
L’arbre G est cre´e´ a` la ligne 1 avec comme racine l’ensemble initial Xinit. On rentre ensuite dans la
boucle de cre´ation des nœuds, qui sont maintenant associe´s a` des ensembles et non plus a` des vecteurs
ponctuels (ligne 3).
La cre´ation d’un nœud se fait en deux e´tapes. On choisit tout d’abord un ensemble ale´atoire. Il
faut noter que cet ensemble peut parfaitement eˆtre ponctuel. Cependant, utiliser un ensemble non
ponctuel permet de remplacer Xrand par Xgoal ce qui peut eˆtre inte´ressant pour les variantes ensem-
blistes de RRT-Goalbias et RRT-Goalzoom. Une fois cet ensemble cre´e´, la fonction SetRRTExtend
(algorithme 12) est appele´e. Son fonctionnement est identique a` celui de la fonction RRTExtend du
RRT mais dans une version ensembliste. A la ligne 1, la fonction NearestNeighbor renvoie Xnear,
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le nœud de G le plus proche de Xrand. Il faut donc de´finir une me´trique permettant de mesurer la
distance entre deux ensembles. Cette me´trique de´pend bien suˆr du type d’ensemble utilise´. Une com-
mande est ensuite choisie a` la ligne 2. A la ligne 3, la fonction prediction est utilise´e. Cette fonction,
tout comme la fonction NewState du RRT calcule le nouvel e´tat ensembliste Xnew en fonction de l’e´tat
actuel et de la commande. Finalement, un test de collision est effectue´, qui doit garantir qu’aucun
e´tat ensembliste entre Xnear et Xnew ne soit situe´ dans Xobs. Si aucune collision n’est de´tecte´e, l’e´tat
ensembliste est ajoute´ a` l’arbre.
Cette fonction est ite´re´e jusqu’a` ce que K nœuds soient ge´ne´re´s ou bien qu’un des nouveaux e´tats
Xnew soit un sous-ensemble de Xgoal
Cet algorithme ressemble donc au RRT traditionnel, cependant plusieurs parties diffe`rent et
doivent eˆtre de´finies en fonction du type d’ensemble utilise´ : la (pseudo-)me´trique utilise´e dans les
fonctions NearestNeighbor et SelectInput, la fonction de pre´diction ainsi que le test de collision.
Nous spe´cialisons maintenant ces conside´rations au cas ou` Xi est enveloppe´ dans un vecteur d’inter-
valles ou pave´ qui sont plus simples a` manipuler que des ensembles quelconques.
4.2 Box-RRT
Afin d’illustrer l’algorithme Set-RRT pre´sente´ pre´ce´demment, nous prenons comme exemple d’en-
semble les vecteurs d’intervalles. Nous avons appele´ Box-RRT [53] cette mise en œuvre du Set-RRT
avec des vecteurs d’intervalles. L’e´tat du syste`me est donc repre´sente´ par un vecteur d’intervalles
aussi appele´ pave´ [x] ∈ IRn, ou` n est la dimension de l’e´tat du syste`me.
Comme nous l’avons vu dans l’algorithme Set-RRT, les trois parties a` de´finir sont la me´trique,
l’e´tape de pre´diction ainsi que le test de collision.
4.2.1 Me´trique
De nombreuses (pseudo-)me´triques peuvent eˆtre utilise´es afin de calculer la distance entre deux
pave´s. Par exemple, il est possible d’utiliser la borne supe´rieure de la distance euclidienne entre des
e´le´ments de deux pave´s :







La figure 4.2 illustre cette pseudo distance entre deux boites de dimensions 2. Il s’agit bien d’une
pseudo distance puisque la fonction ne renvoie pas une valeur nulle lorsque les deux boites sont
identiques.
Il est e´galement possible d’utiliser la distance de Hausdorff [54] qui quantifie la dilatation qu’il
faut faire subir a` un pave´ pour qu’il contienne l’autre.
La distance de Haussdorf entre deux vecteurs d’intervalles [a] et [b] est donne´e par
h∞([a] , [b]) = max{h0∞([a] , [b]), h0∞([b] , [a])}, (4.6)
avec
h0∞([a] , [b]) = inf{r ∈ R+| [A] ⊂ [B] + r [U]} (4.7)
et
[U] = [−1, 1]×n. (4.8)







Fig. 4.2 – Borne supe´rieure de la distance euclidienne entre des e´le´ments de deux pave´s de dimension
2
trique puisque les trois proprie´te´s suivants sont satisfaites :
h∞([a] , [b]) = 0→ [a] = [b] (se´paration) (4.9)
h∞([a] , [b]) = h∞([b] , [a]) (syme´trie) (4.10)
h∞([a] , [c]) 6 h∞([a] , [b]) + h∞([b] , [c]) (ine´galite´ triangulaire) (4.11)
Un exemple pour des vecteurs d’intervalles de dimension 2 est donne´ sur la figure 4.3.
4.2.2 E´tape de pre´diction
L’e´tape de pre´diction doit eˆtre re´alise´e en utilisant une me´thode d’inte´gration nume´rique garantie
[55, 56] a` l’instant t + ∆t de (4.1) pour calculer [xnew]. Ainsi, partant de [xnear] a` l’instant t et
appliquant la commande u ∈ U (conside´re´e comme constante sur l’intervalle de temps ∆t), on
obtient un pave´ [xnew] contenant le nouvel e´tat de fac¸on garantie a` nos hypothe`ses de mode´lisation
des incertitudes sont satisfaites.
L’inte´gration nume´rique garantie [55,56] permet e´galement de ve´rifier qu’aucune collision n’inter-
vient durant l’intervalle de temps [t, t+∆t]. Pour cela, nous essayons de trouver une approximation
exte´rieure [x˜1] ⊂ IRn telle que
[x0] + [0,∆t]f([x˜1],u,V) ⊂ [x˜1]. (4.12)
Ceci permet de garantir [55] que :
∀x ∈ [x0] , ∀v ∈ V, ∀t ∈ [t0, t0 +∆t] x(t) ∈ [x˜1]. (4.13)
Pour trouver [x˜1], nous commenc¸ons par [x˜1] = [xnear] ⊔ [xnew] le pave´ qui enveloppe [xnear] et
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Fig. 4.3 – Distance de Hausdorff entre deux pave´s de dimension 2
Algorithme 13 ApproximationExterne(in : [xnear], [xnew], u, ∆t, out : [x˜1]])
1: [x˜1] = [xnear] ⊔ [xnew]
2: TantQue [xnear] + [0,∆t]f([x˜1],u,V) 6⊂ [x˜1] faire
3: [x˜1]← [x˜1] + ǫ [−1, 1]×n
4: FinTantQue
rithme 13 de´crit l’obtention de cette approximation externe [x˜1].
Il serait possible une fois cette approximation trouve´e de l’affiner pour diminuer le pessimisme,
notamment lorsque cette forme est utilise´e dans le test de collision.
Une fois que l’on a une approximation externe de l’ensemble des e´tats contenant la trajectoire du
syste`me, il reste a` ve´rifier que cette approximation appartient a` Xfree.
4.2.3 Test de collision
Avant d’ajouter un nœud au graphe G, nous devons de´terminer si ce nœud est suˆr, c’est-a`-dire
s’assurer que les e´tats contenus dans un pave´ d’e´tats sont tous contenus dans Xfree. C’est le roˆle du
test de collision. Il faut dans un premier temps garantir que les pave´s d’e´tats de de´part [xinit] et
d’arrive´e [xgoal] sont suˆrs.
Il faut aussi ve´rifier que la trajectoire entre deux pave´s conse´cutifs est suˆre. Si c’est le cas, le nœud
peut eˆtre ajoute´. Ce test est utilise´ dans la fonction CollisionFreePath. Si nous utilisons une simple
enveloppe convexe dans ce cas, il est tout a` fait possible que l’un des e´tats du syste`me appartienne
a` Xobs sans qu’on puisse le de´tecter. On voit ainsi sur la figure 4.4 que l’enveloppe convexe de [x]i et
[x]i+1 est entie`rement contenue dans Xfree alors que si l’on regarde la trajectoire re´elle du syste`me,
certains e´tats appartiennent a` Xobs. Cette trajectoire ne peut donc eˆtre ajoute´e a` notre arbre. Pour
pouvoir ajouter cette trajectoire, une fois l’approximation exte´rieure [x˜1] trouve´e, il faut ve´rifier
qu’aucun des e´tats de [x˜1] n’appartienne a` Xobs. L’utilisation d’une me´thode d’inte´gration garantie
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enveloppe convexe de [xi] et [xi+1]
ensemble des trajectoires
Xobs
Fig. 4.4 – Diffe´rence entre l’ensemble des trajectoires entre [xi] et [xi+1] et l’enveloppe convexe de
[xi] et [xi+1]





5: [xnew]← BoxRRTExtend(G, [xrand])
6: Jusqu’a` i++> K ou ([xnew] 6= ∅ et [xnew] ⊆ [xgoal])
7: Retourner G
ajoutera du pessimisme mais permettra de garantir qu’aucun e´tat n’appartienne a` Xobs.
4.2.4 Algorithme
L’algorithme Box-RRT (algorithme 14) ainsi que la fonction BoxRRTExtend utilise´e (algorithme
15) sont directement adapte´s de la version ensembliste Set-RRT.
4.2.5 Exemples de trajectoires planifie´es
Nous pre´sentons dans cette section des exemples de trajectoires obtenues pour un objet ponctuel
a` deux degre´s de liberte´ et ayant un vecteur commande de dimension 2. La figure 4.5 repre´sente une
trajectoire planifie´e pour ce syste`me dans un environnement comportant peu d’obstacles. L’erreur
maximale sur le de´placement est de 2% sur x et y et de 1% sur θ. Le syste`me re´gissant les mouvements








Fig. 4.5 – Exemple de trajectoire planifie´e avec Box-RRT
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Algorithme 15 BoxRRTExtend(in : G, Xrand, out : [xnew])
1: [xnear]← NearestNeighbor(G, [xrand])
2: u← SelectInput([xrand], [xnear])
3: [xnew]← Prediction([xnear], u, ∆t)
4: Si CollisionFreePath([xnear],[xnew], u, ∆t) alors
5: G.AddGuaranteedNode([xnew])




Algorithme 16 Re´ductionBoite(in : [xnear], [xnew])
1: [xreduit]← [xnew]
2: [xnear]j ← De´coupage([xnear] , j)
3: Re´pe´ter
4: PourTout [xnear]j ∈ [xnear] faire
5: estreduit ← RechercheCommande([xnear]j, [xreduit])






La figure 4.6 illustre le fait que l’extension Goalbias du RRT peut s’appliquer aise´ment au Set-
RRT. La probabilite´ utilise´e pour le tirage des points de Goalbias est ici p = 0.1. Nous utilisons ici
un [xrand] ponctuel.
Le planificateur que nous venons de pre´senter permet de ge´ne´rer des trajectoires garantissant
qu’a` aucun moment l’e´tat ne rentre dans Xobs a` condition que les hypothe`ses sur le bruit d’e´tat
soient satisfaites. Ainsi, contrairement a` la repre´sentation probabiliste utilise´e dans le planificateur
Kalman-RRT, l’incertitude de´termine ici l’ensemble des e´tats que peut prendre le syste`me. Tous les
e´tats possibles du syste`me sont connus et pris en compte a` chaque instant de la planification. De
plus, seule une phase de pre´diction est ici utilise´e. Il n’existe donc aucune approximation due a` la
simulation des mesures capteurs lors de la planification.
L’algorithme de planification propose´ permet donc de garantir la suˆrete´ de la trajectoire propose´e.
Cependant, la seule utilisation d’une phase de pre´diction ne permet pas de re´soudre certains pro-
ble`mes puisque l’incertitude augmente a` cause des perturbations d’e´tat a` chaque pas d’inte´gration
du syste`me.
4.3 Planification a` commandes diffe´rencie´es
L’algorithme recherche une suite de commandes unique qui permet au syste`me partant d’un e´tat
quelconque contenu dans [xinit] de rejoindre [xgoal] et cela quelque soit les re´alisations des pertur-
bations d’e´tat. Nous allons relaxer cette exigence et essayer maintenant non plus de trouver une
commande unique quel que soit l’e´tat initial incertain mais de trouver pour chaque e´tat initial, une
suite de commandes permettant d’atteindre Xgoal quelles que soient les re´alisations des perturbations
d’e´tat.




Fig. 4.6 – Exemple de trajectoire planifie´e avec la modification Goalbias de Box-RRT
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Algorithme 17 RechercheCommande(in : [xnear], [xreduit])
1: A ← [u]









7: Si w([c])< ǫ alors
8: Retourner ECHEC
9: Sinon
10: {[cleft] , [cright]} ← Bissection([c])
11: A+ = [cleft]




au pave´ [xnew] (figure 4.7) en utilisant (4.1).
Nous allons maintenant, pour un e´tat incertain contenu dans un pave´ [xnear], chercher un ensemble
de commandes γj permettant a` chacun des e´tats contenu dans [xnear] de rejoindre un pave´ entie`rement
contenu [xnew].
Utiliser une commande diffe´rencie´e permettra ainsi d’obtenir des vecteurs d’intervalles plus petits
et ainsi de trouver des trajectoires qui n’appartenaient pas a` Xfree pre´ce´demment.
Nous allons proce´der en deux e´tapes. Tout d’abord, nous e´tendrons l’arbre comme nous le faisions
avec une commande unique u. Apre`s avoir obtenu l’e´tat [xnew], nous tenterons de le re´duire dans une
seconde phase.
Pour cela, nous choisissons tout d’abord un pave´ [xreduit] ⊂ [xnew], une re´duction de [xnew] qui
caracte´risera l’ensemble des e´tats a` tenter de rejoindre (figure 4.8). Nous partitionnerons ensuite le
pave´ de de´part [xnear] en sous-pave´s, que nous appellerons [xnear]j ou` j repre´sente le j-e`me sous-pave´
ainsi produit. Pour chacun de ces sous-pave´s [xnear]j , nous cherchons une commande γi qui permette
de rejoindre [xreduit] (figure 4.9).
Pour cela, nous prenons l’intervalle [u] comme point de de´part de notre recherche de la commande
[c]j . Nous allons tester si la commande situe´e au milieu de cet intervalle [c]j que nous notons mid([c]j)






⊂ [xreduit] . (4.15)
Si (4.15) est ve´rifie´e, nous avons prouve´ que pour chaque e´tat contenu dans [xnear]j , la commande
γj = mid([c]j) permet de rejoindre un pave´ entie`rement contenu dans [xreduit], c’est-a`-dire que




⊂ [xreduit] . (4.16)
Si ce n’est pas le cas, nous bissectons [c]j en sous-pave´s afin de tester si d’autres commandes le
permettent (figure 4.10). La bissection s’arreˆtera lorsqu’une commande est trouve´e, c’est a` dire que


















Fig. 4.8 – Le but est de trouver une commande qui permette a` [xnear] de rejoindre [xreduit] ⊂ [xnew]
Nous devons maintenant trouver une telle commande pour tous les sous-pave´s [xnear]j contenus
dans [xnear]. Nous prouverons ainsi qu’il existe une commande pour chacun de ses sous-pave´s qui
permet de rejoindre des vecteurs d’intervalles entie`rement contenus dans [xreduit] :




⊂ [xreduit] . (4.18)
Lorsqu’une commande est trouve´e pour chaque [xnear]j , nous pouvons re´duire [xreduit] plus signifi-
cativement et re´ite´rer le processus afin de voir si l’on peut toujours rejoindre [xreduit]. Cette re´duction
de [xreduit] continuera tant qu’une commande existera pour chaque [xnear]j .
Dans le plan retourne´ par le planificateur, il se sera plus question d’une suite de commandes
a` appliquer afin de passer de l’e´tat [xinit] a` l’e´tat [xgoal]. En effet, le planificateur retourne ici un
ensemble de commandes, chacune permettant de faire passer le syste`me d’un e´tat appartenant a`
[xnear]i a` un e´tat appartenant a` [xreduit]. Dans la pratique, il sera possible de de´duire dans quelle
partie de [xnear] se situe le syste`me en utilisant par exemple des amers ou des zones de relocalisation.
On pourra ainsi de´cider de la commande a` utiliser.
Cette re´duction de la taille de [xnew] permet de trouver un nombre plus important de trajectoires
appartenant a` Xfree et ainsi de trouver des trajectoires pour des proble`mes qui e´taient insolubles
pre´ce´demment.









Fig. 4.9 – On bissecte [xnear] et pour chaque sous-intervalle [xnear]j on cherche une commande γj




φ ([xnear]4,mid ([c]4) , [v])
[xnew]
[xreduit]
Fig. 4.10 – On bissecte le vecteur d’intervalle [c]4 jusqu’a` trouver [c]4 tel que
φ ([xnear]4,mid ([c]4) , [v]) ⊂ [xreduit]
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4.4 Conclusion
L’algorithme pre´sente´ permet de planifier des trajectoires qui garantissent qu’il n’y aura pas colli-
sion durant la phase de navigation. Cette garantie est due a` l’utilisation d’ensembles pour repre´senter
tous les e´tats que peut prendre le syste`me a` un instant donne´ et a` l’utilisation d’outils d’inte´gration
nume´rique garantie qui permettent d’enfermer toutes les solutions d’un syste`me d’e´quations diffe´ren-
tielles incertaines. De plus, afin d’e´viter les proble`mes duˆs a` la simulation des capteurs exte´roceptifs,
seule une e´tape de pre´diction est utilise´e.
Dans un deuxie`me temps, nous avons relaxe´ la contrainte sur la commande afin de trouver plu-
sieurs commandes pour un meˆme ensemble d’e´tats. L’utilisation d’une telle me´thode permet de
re´duire la taille de l’incertitude pour un e´tat donne´. Il en suit que de nombreuses trajectoires qu’on
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Ce chapitre pre´sente ce que sont les contraintes diffe´rentielles et comment les inte´grer a` un pla-
nificateur de trajectoires. Nous nous focaliserons sur les proble`me de planification en robotique, et
plus particulie`rement sur la planification pour un ve´hicule de type voiture.
Les mode`les diffe´rentiels s’expriment sous la forme d’un syste`me diffe´rentiel d’e´tat
x˙ = f(x,u). (5.1)
Cette e´quation diffe´rentielle, de´ja` utilise´e notamment dans la pre´sentation du planificateur RRT,
de´crit comment l’e´tat va e´voluer en fonction de sa valeur actuelle et des commandes a` appliquer.
Dans le paragraphe 5.1, nous pre´senterons les diffe´rentes contraintes rencontre´es en robotique et
un mode`le simple de ve´hicule. Puis, nous inte´grerons ce mode`le dans un planificateur a` e´chantillonnage
de type RRT dans le paragraphe 5.3. Nous ne de´taillerons pas l’inte´gration de mode`les dans d’autres
types de planificateurs. Dans le paragraphe 5.4, nous pre´senterons des mode`les de ve´hicules plus
e´volue´s et nous re´soudrons des proble`mes de planification les inte´grant.
5.1 Contraintes en robotique
Dans la premie`re partie, nous avons conside´re´ des proble`mes de planification ge´ne´riques. Dans
cette seconde partie, le domaine d’application est la robotique et les techniques pre´sente´es pre´ce´dem-
ment doivent eˆtre mises en œuvre pour un ve´hicule ce qui impose la prise en compte de contraintes
spe´cifiques.
5.1.1 Non-holonomie
Les syste`me robotiques (ou robots) doivent en ge´ne´ral faire face a` une contrainte forte appele´e
non-holonomie. Cette contrainte s’explique par un nombre de commandes infe´rieur au nombre de
degre´s de liberte´ du syste`me et implique que certaines directions ne sont pas autorise´es pour les
changements d’e´tat.
Prenons l’exemple d’une voiture. Nous savons bien qu’il est impossible de re´aliser un mouvement
de translation late´rale et que cela ne´cessite un cre´neau. Ceci est duˆ aux roues arrie`res qui devraient
glisser au lieu de rouler pour re´aliser un tel mouvement. Si les roues arrie`res e´taient elles aussi
orientables, la manœuvre pour garer une voiture serait plus simple. On dit que la voiture est un
syste`me non-holonome. Le cas d’une voiture est assez explicite, le nombre de variables de configuration
e´tant de trois (les coordonne´es du point de re´fe´rence de la voiture (x, y) et son orientation θ) alors
que le conducteur ne peut activer que deux commandes : les pe´dales d’acce´le´rateur/frein et le volant.
5.1.2 Robot et voiture
En environnement inte´rieur, les robots ne se de´placent en ge´ne´ral pas comme des voitures. le type
de robot utilise´ est souvent un mode`le a` deux roues e´quipe´ d’un diffe´rentiel permettant a` chacune des
roues d’e´voluer inde´pendamment de l’autre (figure 5.1). Le vecteur de commande u est alors compose´
des vitesses angulaires de chacune des roues : ur pour la roue droite, ul pour la gauche. Si les deux
vitesses angulaires sont e´gales et non nulles, alors le ve´hicule se de´place en ligne droite. De meˆme, si
ul = −ur alors le robot tournera sur lui-meˆme.
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Fig. 5.1 – Mode`le de robot a` un essieu













avec r le rayon des roues et L la distance entre les deux roues.
Ce mode`le rentre dans la cate´gorie des syste`me non-holonomes puisque le nombre de commandes,
ici 2, est infe´rieur a` la dimension du vecteur d’e´tat, 3. Cependant, en utilisant un tel mode`le, il est
possible de planifier comme nous le faisions dans les chapitres pre´ce´dents en utilisant une suite de
segments de droite. Bien qu’un robot de ce type ne soit pas capable d’effectuer un mouvement de
translation late´ral, il peut tre`s bien compenser ceci graˆce a` sa capacite´ a` tourner sur lui-meˆme. En
effet, le passage entre deux e´tats quelconque x1 = (x1, y1, θ1) et x2 = (x2, y2, θ2), en imaginant que
Xobs = ∅, peut se faire en trois e´tapes :
– Le robot, dont l’e´tat est x1 va tourner sur lui meˆme afin de pourvoir se diriger vers (x2, y2).














– Il tourne finalement sur lui-meˆme pour atteindre x2.
Ainsi, dans le cadre d’un proble`me de planification, la contrainte de non-holonomie s’appliquant
au syste`me pour ce mode`le pre´cis de robot ne pose pas de difficulte´. Il suffit de rechercher une suite
de segments de droites permettant d’atteindre l’e´tat de´sire´.
Pour une voiture, cette solution n’existe pas puisqu’elle ne peut tourner sur elle-meˆme.
Dans la suite de ce manuscrit, nous ne nous inte´resserons qu’au cas des ve´hicules de type voiture,
et le terme de ve´hicule ne sera d’ailleurs utilise´ que pour de´signer les syste`mes non-holonomes de
type voiture.









Fig. 5.2 – Voiture simple
5.1.3 Voiture simple
Le mode`le de type voiture pre´sente´ sur la figure 5.2 appele´ voiture simple [57] est un mode`le
cine´matique de ve´hicule inte´grant la contrainte de non-holonomie.
A la diffe´rence du robot pre´sente´ dans le paragraphe 5.1.2, la voiture simple ne peut pas tourner
sur elle-meˆme et enchaˆıner des segments de droites en guise de trajectoires.
Sur la figure 5.2, v repre´sente la vitesse du ve´hicule, θ son orientation par rapport au repe`re de
re´fe´rence, (x, y) les coordonne´es de son point de re´fe´rence dans le repe`re de re´fe´rence, δ est l’angle de
braquage, c’est a` dire l’angle entre l’orientation des roues et l’orientation du ve´hicule. ρ est le rayon
de braquage.
Dans un petit intervalle de temps ∆t, le mouvement de la voiture peut eˆtre approxime´ dans la
direction des roues avant. Si l’intervalle de temps ∆t tend vers 0, cela implique que [25]
dy
dx
= tan θ. (5.7)
L’e´quation (5.7) peut eˆtre re´crite comme
− x˙ sin θ + y˙ cos θ = 0. (5.8)
Cette contrainte est ve´rifie´e si x˙ = cos θ et y˙ = sin θ. Ces valeurs peuvent eˆtre multiplie´es par
n’importe quel scalaire et toujours ve´rifier la contrainte. Ce scalaire correspond directement a` la
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vitesse du ve´hicule v. Ainsi, les deux premie`res composantes du syste`me diffe´rentiel sont
x˙ = v cos θ, (5.9)
y˙ = v sin θ. (5.10)
Afin de trouver la dernie`re composante qui spe´cifie θ˙, nous devons conside´rer la distance parcourue





En divisant les deux cote´s de l’e´quation par dt et en utilisant le fait que w˙ = v, on obtient la troisie`me





La voiture simple est dont re´gie par l’e´quation d’e´tat suivante :
x˙ = v cos θ,





Ce mode`le n’est bien suˆr pas complet si l’on ne spe´cifie pas l’ensemble des commandes u = (v, θ)
utilisables. On part du principe que la voiture simple se de´place lentement afin de pouvoir ne´gliger
sa dynamique. Il faut noter que si l’on prend une vitesse positive ou nulle dans ce type de mode`le, le
ve´hicule ne pourra se de´placer qu’en marche avant. Ainsi, une configuration dans laquelle un ve´hicule
fait face au mur ne pourra plus eˆtre utilise´e si la marche arrie`re est impossible. La commande au
niveau de l’angle de braquage doit e´galement eˆtre borne´e afin de refle´ter la situation d’une voiture.
En plus d’eˆtre proble´matique pour l’inte´gration de notre syste`me diffe´rentiel, un angle de braquage
de π/2 ou de −π/2 n’est pas admissible par une voiture. Ainsi, l’angle de braquage maximal δmax
devra respecter la contrainte |δmax| < π2 .
Il existe plusieurs versions de ce mode`le [25] en fonction des contraintes applique´es sur les com-
mandes :
– la voiture simple que nous venons de pre´senter lorsque v ∈ [−1; 1] et θ ∈ [−δmax; δmax] avec
|δmax| < π2 ,
– la voiture de Reeds-Sheep [58] limite la vitesse a` v = {−1, 0, 1},
– la voiture de Dubins [59] est identique a` la voiture de Reeds-Sheep mais n’autorise pas la marche
arrie`re. C’est ce mode`le qui sera utilise´ dans la suite du manuscrit.
Ge´ome´triquement, les trajectoires ge´ne´re´es sont des clotho¨ıdes, c’est a` dire qu’elles sont compose´es
de segments de droites et d’arcs de cercles donc le rayon minimal de´pend de l’angle de braquage
maximum δmax.
5.2 Proble`me de planification pour ve´hicule
Le proble`me de planification a` re´soudre consiste toujours en la recherche d’une trajectoire entre
l’e´tat initial xinit et un sous ensemble Xgoal de l’espace d’e´tat X.
La principale diffe´rence entre les proble`mes ge´ne´riques de planification, que nous pre´sentions dans
la premie`re partie, et les proble`mes de planification en robotique se situe au niveau du syste`me a`
de´placer. Comme nous l’avons vu pour le mode`le de la voiture simple, ce syste`me inte`gre la non-
holonomie dans le syste`me diffe´rentiel re´gissant son changement d’e´tat. Cet e´tat est au minimum de
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dimension 3 pour un ve´hicule non-holonome puisqu’en plus de la position du robot sur le plan {x, y},
il faut conside´rer son orientation par rapport a` ce plan. Ainsi, si l’on note V le repe`re du ve´hicule
et W le repe`re lie´ a` l’environnement, les trois composantes obligatoires de l’espace d’e´tat seront la
position de V dans W et l’orientation de V par rapport a` W.
Le sous-ensemble Xobs ⊂ X est, dans le cadre de la robotique, directement lie´ aux obstacles que
contient l’environnement. Ce sous-ensemble est donc compose´ de l’ensemble des e´tats pour lesquels
le ve´hicule rentre en collision avec un obstacle.
Un obstacle peut eˆtre de´fini comme une partie du monde occupe´e en permanence. Ce peut eˆtre,
par exemple, une maison ou un mur sur les cartes de l’environnement empeˆchant le passage du
ve´hicule. Les obstacles peuvent eˆtre repre´sente´s de nombreuses fac¸ons. La manie`re la plus commune
est l’utilisation de polygones qui peuvent eˆtre convexes ou non. Un polygone convexe est de´fini par
l’intersection de demi-plans. La repre´sentation informatique d’une telle forme ge´ome´trique peut se
faire par la de´finition des coordonne´es de ses sommets ou bien par les areˆtes entre deux sommets
conse´cutifs. Un polygone non convexe est en ge´ne´ral de´fini par la combinaison de plusieurs polygones
convexes. Ainsi, un polygone non convexe P peut eˆtre de´fini par
P = P1 ∪ P2 . . . (5.14)
ou` les Pi sont des polygones convexes.
D’autres repre´sentations sont possibles telles que les polygoˆnes a` trou, les pyramides a` base
triangulaire qui sont fre´quemment utilise´es en informatique ou bien les bitmaps. Dans le cas d’un
bitmap, chaque pixel correspond a` un carre´ de cote´ donne´. Dans le cas d’une image en niveau de gris,
l’intensite´ du pixel correspond a` une probabilite´ que l’obstacle soit situe´ a` l’emplacement indique´ par
le pixel. Ce qui revient a` parler de difficulte´ a` traverser certaines zones de l’environnement.
De´finir l’ensemble Xobs pour un ve´hicule et un environnement donne´ est difficile. Dans le cas d’un
syste`me ponctuel, l’ensemble contenant les obstacles est confondu avec l’ensemble Xobs. Ainsi, si la
configuration du syste`me ponctuel est sur un obstacle, alors le syste`me est en collision avec l’obstacle
et son e´tat appartient donc a` Xobs.
En robotique, un ve´hicule n’est pas un syste`me ponctuel. La solution la plus simple re´side donc
souvent dans l’utilisation d’un test de collision qui indique si un ve´hicule, situe´ en une position donne´e,
rentre en collision avec un obstacle.
5.3 Inte´gration au planificateur de type RRT
Dans cette partie, nous allons inte´grer le mode`le de voiture simple au planificateur de type RRT
en ne conside´rant pas, pour le moment, les incertitudes lie´es au syste`me.
L’inte´gration d’un mode`le quel qu’il soit dans le RRT ne pose pas de proble`me puisque c’est la
fonction NewState qui se charge de calculer le nouvel e´tat du ve´hicule en fonction de son e´tat actuel
et de la commande a` lui appliquer. Ainsi, tout syste`me re´git par une e´quation de la forme
x˙ = f(x,u) (5.15)
peut eˆtre pris en charge par le planificateur.
L’inte´gration de (5.15) peut parfois se faire analytiquement, par exemple lorsque la commande
est conside´re´e comme constante pendant l’intervalle de temps sur lequel on inte`gre le syste`me. Elle
peut e´galement se faire par des me´thodes nume´riques telles que la me´thode d’Euler ou la me´thode
de Runge Kutta a` l’ordre 4, par exemple.
L’ensemble des ame´liorations (RRT-Goalbias, RRT-Goalzoom, RRT-Connect) pre´sente´es dans le
premier chapitre restent ici d’actualite´. Il faut cependant noter que le Dual-RRT (paragraphe 1.3.7.1
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page 41) n’est ici plus possible. Il est en effet tre`s peu probable, pour ne pas dire impossible, que les
deux arbres se rejoignent et que le point de jonction respecte les contraintes diffe´rentielles. Il faudrait
en effet que les deux arbres aient en commun un nœud. La possibilite´ que cela arrive est d’autant
plus faible que la dimension de l’espace d’e´tat est grand. On utilisera donc dans la suite un seul arbre
afin de planifier la trajectoire.
5.3.1 Mise en œuvre et optimisation du RRT
La mise en œuvre du RRT respecte strictement l’algorithme pre´sente´ dans le chapitre 1. Cepen-
dant, afin d’optimiser la vitesse de planification et de profiter pleinement des capacite´s des processeurs
modernes, le RRT a e´te´ paralle´lise´.
La fac¸on la plus simple de proce´der a` cette paralle´lisation est d’utiliser plusieurs arbres comme
explique´ pre´ce´demment avec les Dual-RRT. Les processus le´gers ont ainsi chacun leur propre arbre
dans lequel ils ajoutent leurs nœuds, il n’y a donc pas, a priori, besoin de partager une zone me´moire.
Cependant, si l’on veut trouver une trajectoire qui utilise plusieurs de ces arbres, il est ne´cessaire
d’avoir au moins un processus contenant l’ensemble de ces arbres afin de voir si le nœud ajoute´ est
tre`s proche voire confondu avec un nœud d’un des autres arbres. Si ce nœud existe, on a trouve´ la
trajectoire entre les racines des deux arbres.
Cette solution est loin d’eˆtre ide´ale. Le processus qui scrute les diffe´rents arbres a une utilisation
importante du processeur puisque les calculs qu’il doit re´aliser sont lourds. De plus, comme nous
venons de le voir, le Dual-RRT s’applique tre`s mal aux syste`mes dont le nombre de degre´s de liberte´
est important.
L’ide´al est donc de paralle´liser le RRT simple. On garde ainsi une des proprie´te´ principale du
RRT, qui faisait de´faut avec les deux arbres : l’arbre est toujours connecte´. La mise en place d’un
paralle´lisme sur le RRT reste relativement simple. Chaque processus va travailler sur le meˆme arbre.
Pendant la lecture de l’arbre afin de trouver le plus proche voisin, tous les processus vont lire le meˆme
espace me´moire. Lorsqu’un d’entre eux a fini et veut ajouter un nouveau nœud a` l’arbre, il prend
le se´maphore, ajoute son nœud et le rend aussitoˆt. La proce´dure d’ajout d’un nœud dans l’arbre se
re´sumant a` la cre´ation d’un objet par son constructeur, le temps pendant lequel les autres processus
sont en attente est faible.
Il se peut cependant qu’un des processus soit en train de lire l’arbre pendant qu’un autre ajoute un
nœud. Dans ce cas, suivant la structure de donne´es utilise´e et le sens de parcours de cette structure
(par exemple, si l’on prend une structure de type arbre, elle peut eˆtre parcourue en largeur, en
profondeur ou bien encore de fac¸on chaotique), il se peut que le nouveau nœud ne soit pas pris en
compte dans la recherche du plus proche voisin. Ce proble`me n’en est pas vraiment un puisque l’arbre
s’e´tend tout de meˆme. Cependant, si l’on veut avoir strictement le meˆme fonctionnement que pour
un RRT classique, il suffit d’utiliser une structure de donne´es particulie`re. En effet, si les nœuds de
l’arbre sont stocke´s dans une file (FIFO), le processus examinant les nœuds devra passer par le dernier
nœud, celui qui vient d’eˆtre ajoute´. Cette structure permet d’augmenter les chances que les nœuds
nouvellement cre´e´s soient pris en compte mais ne le garantit tout de meˆme pas (puisque lorsque le
constructeur est exe´cute´, le processus continu de parcourir l’arbre et peut tre`s bien finir ce parcours
avant la fin du constructeur), surtout lorsque l’arbre ne contient que peu de nœuds.
Les exclusions mutuelles doivent eˆtre place´es juste avant l’acce`s en e´criture dans la structure
arbre. Autrement dit, lorsqu’un nœud est ajoute´ dans l’arbre par un processus, il faut qu’aucun
autre processus ne soit de´ja` en train d’e´crire dedans. Il en re´sulterait qu’un des nœuds ne serait
finalement pas dans l’arbre a` la fin. Les mutex sont place´s juste avant l’ajout d’un nouveau nœud
comme indique´ sur l’algorithme 18. Les primitives de prise (P pour prendre) et de libe´ration (V pour
vendre) de la variable d’exclusion mutuelle sont fide`les a` celles de´finies par Dijkstra.
Les tests portent sur la ge´ne´ration de 40 000 nœuds dans un environnement clos contenant deux
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Algorithme 18 Parallelisation du Rrt
1: Mutex ← 0
2: ...
3: Pour i = 0 a` K faire
4: xrand ← RandomState() ;
5: xnear ← NearestNeighbor(G, xrand )
6: u← SelectInput(xrand, xnear )
7: xnew ← NewState(xnear, u, ∆t )
8: P(Mutex)
9: G.AddNode(xnew)




temps de calcul nombre de processus temps de calcul/nombre de processus rendement
207.4 1 207
211.5 2 105.8 0.98
217.9 4 54.5 0.95
Tab. 5.1 – Temps de calcul de 40 000 nœuds en fonction du nombre de processeurs
obstacles place´s en T au milieu de la carte. Ces re´sultats sont des moyennes sur 100 calculs et ont
e´te´ obtenus sur une lame JS21 comportant quatre processeurs Power PC. Les re´sultats obtenus dans
la table 5.1 sont tre`s bons puisqu’ils montrent que le temps perdu a` cause des exclusions mutuelles
est tre`s faible, le rendement e´tant tre`s proche de l’unite´.
5.3.2 Test de collision
Lors de la pre´sentation du RRT pour un syste`me quelconque, il a e´te´ dit qu’un e´tat e´tait ajoute´
a` l’arbre G s’il appartenait a` l’ensemble Xfree. La` ou` ce test e´tait e´vident pour un syste`me ponctuel
puisque, dans ce cas, l’ensemble des obstacles de l’environnement est confondu avec l’ensemble Xobs,
il doit eˆtre rede´fini dans le cas de notre ve´hicule.
Comme celui-ci n’est pas ponctuel, le fait de tester si son e´tat actuel x ne prend pas des valeurs
qui le placent sur un obstacle ne suffit pas a` garantir qu’il n’y ait pas de collision entre le ve´hicule et
un mur de l’environnement.
La composante en x et en y du vecteur d’e´tat x repre´sente en effet la position ge´ome´trique du
point de re´fe´rence du ve´hicule dans le repe`re de re´fe´rence W de l’environnement.
Si le ve´hicule est repre´sente´ par un polygone Pv, il faut, apre`s avoir calcule´ les coordonne´es de ce
polygone dans W tester qu’aucun des segments de ce polygone n’ait de point d’intersection avec un
des segments des polygones repre´sentant les obstacles de l’environnement. Il faut e´galement tester
qu’aucun des segments de l’environnement ne soit entie`rement contenu dans Pv. En effet, le saut duˆ
a` l’inte´gration du syste`me diffe´rentiel sur un intervalle de temps ∆t peut faire qu’un obstacle soit
entie`rement contenu dans le polygone repre´sentant le ve´hicule sans qu’il n’ait de point d’intersection.
5.3.3 Pseudo-me´trique
Une pseudo-me´trique est ne´cessaire afin calculer quel nœud est associe´ a` un e´tat qui est le plus
proche de xrand. De nombreuses options sont possibles.
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Si l’on utilise une distance euclidienne dans R3, le principal proble`me vient du fait que l’angle est
alors conside´re´ au meˆme titre que la position sur le plan {x, y}.
Nous pre´fe´rerons retenir la pseudo-me´trique forme´e par la somme de la distance euclidienne entre
les composantes x et y des vecteurs d’e´tat afin de repre´senter la distance entre les deux points
de re´fe´rence des deux ve´hicules et de la longueur de l’arc de cercle permettant de passer d’une
orientation a` l’autre qui n’est autre que la longueur L du ve´hicule multiplie´e par la valeur absolue de
la diffe´rence entre les orientations. Ainsi, l’une des pseudo-me´triques utilisables pour notre mode`le
de Voiture simple afin de calculer la distance entre x1 = (x1, y1, θ1)




(x1 − x2)2 + (y1 − y2)2 + L|θ1 − θ2| (5.16)
5.3.4 Choix de la commande
Comme pour tout syste`me a` de´placer, la commande dans la fonction SelectInput de l’algo-
rithme 8 page 38 doit eˆtre de´finie afin que les branches de l’arbre s’e´tendent correctement et rapide-
ment au sein de l’environnement. Comme pour le cas holonome, il est tout a` fait possible d’utiliser
une des commandes disponibles au hasard (figure 5.3). Dans ce cas, les branches de l’arbre s’e´tendent
rapidement dans des directions mais ne sont pas tre`s e´toffe´es.
Dans la suite de ce manuscrit, sauf indication contraire, nous pre´fe´rerons ici minimiser la distance
(5.16) entre xnear et xrand afin de nous rapprocher le plus possible de l’e´tat ale´atoire choisi. Comme
nous pouvons le voir sur la figure 5.4, l’arbre s’e´toffe rapidement ce qui permet de couvrir plus
uniforme´ment l’environnement, Xgoal tendra donc a` eˆtre atteint plus rapidement.
5.3.5 Exemple de trajectoires planifie´es
Nous pre´sentons dans cette section des re´sultats issus de la planification de trajectoire en utilisant
le RRT et le mode`le de voiture simple.
5.3.5.1 Environnement avec peu d’obstacles
Regardons tout d’abord le cas d’un ve´hicule dans un environnement avec peu d’obstacles afin de
bien voir la progression des diffe´rentes branches de l’arbre.
Les figures 5.5 a` 5.8 montrent la progression d’un arbre partant du point indique´ par le ve´hicule
et s’e´tendant sur tout le plan. La figure 5.5 repre´sente l’arbre apre`s l’ajout de 150 nœuds, la figure 5.6
apre`s l’ajout de 1000 nœuds, la figure 5.7 apre`s l’ajout de 2000 nœuds et finalement une fois que
4000 nœuds ont e´te´ ajoute´s, on obtient la figure 5.8.
Comme le RRT mis en œuvre est ici la version de base, aucune aide n’est donne´e au graphe afin
qu’il rejoigne l’arrive´e. L’algorithme finit lorsque le hasard fait qu’un des nœuds est cre´e´ dans Xgoal.
Il faut aussi noter que l’entre´e u de ce mobile l’empeˆche d’aller en marche arrie`re et que son rayon de
braquage est relativement faible par rapport a` sa taille. On peut d’ailleurs voir a` plusieurs endroits
du graphe apparaˆıtre le rayon de courbure maximal (celui correspondant au δmax de´fini par U).
Lors des tests re´alise´s en utilisant cette me´thode, on remarque que la vitesse a` laquelle le graphe
se rapproche de Xgoal de´pend tre`s fortement de l’environnement, des contraintes que l’on donne au
mobile au niveau de U ainsi que de la position de xinit et Xgoal. Le temps pour rejoindre l’arrive´e
(exprime´ en nombre de nœuds du graphe) n’est pas du tout constant, meˆme pour deux situations
identiques, du fait de l’influence du germe initial de la fonction de ge´ne´ration de nombres ale´atoires.
Toutes les branches de l’arbre, meˆme celles qui ne sont pas utilise´es dans la trajectoire finale, ont
e´te´ laisse´es pour permettre une meilleur compre´hension du fonctionnement de l’algorithme.
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xinit
Xgoal
Fig. 5.3 – Ge´ne´ration de l’arbre pour une voiture simple non ponctuelle apre`s ajout de 1000 nœuds
et choix de la commande ale´atoire
xinit
Xgoal
Fig. 5.4 – Ge´ne´ration de l’arbre pour une voiture simple non ponctuelle apre`s ajout de 1000 nœuds
et choix de la commande minimisant la distance entre xnear et xrand
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xinit
Xgoal
Fig. 5.5 – Ge´ne´ration de l’arbre pour une voiture simple non ponctuelle apre`s ajout de 150 nœuds
xinit
Xgoal
Fig. 5.6 – Ge´ne´ration de l’arbre pour une voiture simple non ponctuelle apre`s ajout de 1000 nœuds
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xinit
Xgoal
Fig. 5.7 – Ge´ne´ration de l’arbre pour une voiture simple non ponctuelle apre`s ajout de 2000 nœuds
xinit
Xgoal
Fig. 5.8 – Ge´ne´ration de l’arbre pour une voiture simple non ponctuelle apre`s ajout de 4000 nœuds
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xinit
Xgoal
Fig. 5.9 – Rrt de base connecte´ pour une voiture simple non ponctuelle
102 Planification sous contraintes en robotique
Sur la figure 5.9, la construction de cette trajectoire a ne´cessite´ la cre´ation de plus de 3000 nœuds.
Le temps de calcul est de l’ordre de la seconde. Bien que le temps ne soit pas la priorite´ principale
lors d’une e´tape de planification (la phase de planification pre´ce´dant le de´marrage du ve´hicule), il
arrive que le temps ne´cessaire a` la recherche d’une trajectoire pour un proble`me donne´ varie d’un
facteur trois entre deux exe´cutions du planificateur. L’utilisation des primitives Goalbias et Goalzoom
peut donc s’ave´rer utile pour diminuer le nombre de nœuds ne´cessaires et donc le temps de calcul
(table 5.2). La figure 5.10 montre le type de re´sultat obtenu lors de l’utilisation du Goalbias avec une
probabilite´ de 0.1 de choisir xgoal comme xrand.
5.3.5.2 Environnement avec de nombreux obstacles
Afin d’illustrer le cas ou` l’environnement comporte de nombreux obstacles, prenons une carte
ressemblant a` un labyrinthe (figure 5.11).
La pertinence des re´sultats et surtout leur vitesse de ge´ne´ration ne penche plus dans le sens du
RRT-Goalbias dans ce cas. L’explication vient du fait que lorsque xinit et Xgoal sont se´pare´s par un
mur, l’algorithme RRT-Goalbias a tendance a` trouver la distance minimale en un point qui se trouve
de l’autre cote´ du mur. La cre´ation du point est alors annul´ee puisque celui-ci ne respecte pas les
contraintes de l’environnement : le ve´hicule heurterait le mur. On voit alors un amas de points sur
chacun des murs, du cote´ oppose´ a` celui ou` se trouve Xgoal. Plus la probabilite´ p sera e´leve´e et plus
le graphe aura tendance a` stagner derrie`re le mur. Meˆme avec p = 0.1, soit une valeur relativement
faible, les re´sultats ne sont pas probant (figure 5.12), le graphe ayant e´norme´ment de mal a` rejoindre
sa destination. Le nombre de nœuds qu’il a fallu ge´ne´rer pour atteindre Xgoal est en moyenne d’environ
10 610.
Au contraire, dans ce type d’environnement, le caracte`re totalement ale´atoire du RRT fait que
la fac¸on qu’il a de se de´ployer sans prendre en compte l’arrive´e le rend insensible au fait qu’un mur
se´pare deux e´tats. La trajectoire souhaite´e est alors plus rapide a` obtenir qu’avec Goalbias. On peut
ainsi voir sur la figure 5.13 le re´sultat obtenu pour le meˆme environnement que pre´ce´demment. En
comparant les figures 5.12 et 5.13, on remarque que le deuxie`me sche´ma est nettement moins charge´
en points que le premier, surtout au niveau des murs se´parant le de´part de l’arrive´e. Il ne faut en
effet en moyenne qu’environ 6720 nœuds pour ge´ne´rer une trajectoire avec l’algorithme RRT dans
un tel environnement.
La mise en œuvre du RRT-Goalzoom a ne´cessite´ plusieurs modifications afin de donner les re´sultats
escompte´s. En effet, la me´thode de´crite par J. Kuffner ne permettait pas, telle quelle, d’ame´liorer
de fac¸on significative les performances du RRT. On se rend vite compte que, meˆme en dirigeant les
branches de l’arbre, la dure´e du calcul peut eˆtre tre`s longue a` cause de l’orientation du mobile. Le
graphe se rend en effet rapidement sur le lieu d’arrive´e mais pas forcement avec l’orientation de´sire´e.
Le temps gagne´ sur la vitesse de de´placement vers Xgoal pourrait eˆtre perdu si le mobile n’a pas un
θ qui appartient a` Xgoal.
Pour re´duire l’impact de ce phe´nome`ne, le point tire´ ale´atoirement dans le cercle de centre xgoal
et de rayon mini d(xi,xgoal) prendra pour θ une valeur proche de l’orientation de xgoal. On peut ainsi
tirer le θ ale´atoirement dans l’intervalle [θ − ǫ, θ + ǫ], ou` ǫ peut eˆtre choisi en fonction de la largeur
de l’intervalle [θ] de Xgoal par exemple.
Une autre solution aurait e´te´ de tirer les points ale´atoirement dans un coˆne de rayon mini d(xi,xgoal)
et d’ouverture ǫ, en orientant le coˆne avec le θ de xgoal. Cette solution aurait permis de diriger cor-
rectement les branches de l’arbre, mais les performances auraient e´te´ similaires a` celles obtenues avec
le RRT-Goalbias, ce qui n’est nullement notre but.
Le RRT-Goalzoom nous permet d’obtenir des re´sultats qui sont proches de ceux du RRT-Goalbias
avec une certaine souplesse qui manque au RRT-Goalbias lorsque l’environnement contient de nom-
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xinit
Xgoal
Fig. 5.10 – Rrt-Goalbias
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xinit
Xgoal
Fig. 5.11 – Environnement en forme de labyrinthe pour une voiture simple non ponctuelle
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xinit
Xgoal
Fig. 5.12 – Rrt-Goalbias en environnement contenant de nombreux obstacles pour une voiture simple
non ponctuelle
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xinit
Xgoal
Fig. 5.13 – Rrt en environnement contenant de nombreux obstacles pour une voiture simple non
ponctuelle
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breux obstacles (voir la figure 5.14). La ge´ne´ration de trajectoires dans ce type d’environnement
prend un peu moins de temps qu’avec Goalbias puisqu’il ne faut en moyenne plus que 6150 nœuds
pour trouver une trajectoire.
Nous pouvons ainsi re´capituler le nombre de nœuds ne´cessaires a` la construction d’une trajectoire
dans divers environnements (tableau 5.2). Les tests ont e´te´ effectue´s sur un ensemble de 100 tentatives.




Rrt 3480 (687) 6720 (1067)
Rrt-Goalbias (p = 0.1) 1170 (198) 10610 (1817)
Rrt-Goalzoom (p = 0.1) 1910 (207) 6150 (612)
Tab. 5.2 – Nombres moyen (entre parenthe`se l’e´cart type) de nœuds a` ge´ne´rer lors de l’utilisation
des diffe´rents RRT dans deux environnements diffe´rents
5.4 Mode`les plus complexes
Nous allons maintenant pre´senter ici des mode`les cine´matiques un peu plus complexes que voiture
simple et qui respectent mieux les contraintes sur le de´placement d’un ve´hicule engendre´es par sa
me´canique. Nous pre´senterons e´galement un mode`le dynamique que nous avons inte´gre´ au planifica-
teur.
5.4.1 Mode`le a` angle de braquage continu
Dans voiture simple, l’orientation du ve´hicule θ varie de manie`re continue mais ce n’est nullement
le cas de l’angle de braquage. Ainsi, dans ce genre de mode`le, on conside`re que l’angle de braquage
peut varier instantane´ment, ce qui n’est pas le cas dans la re´alite´.
Voiture simple peut eˆtre facilement ame´liore´ en faisant varier non plus l’angle de braquage θ mais
la de´rive´e de l’angle de braquage θ˙, c’est-a`-dire la vitesse de braquage. On obtient alors un mode`le [60]
dans un espace d’e´tat a` quatre dimensions
x˙ = cos θ (5.17)





δ˙ = ω (5.20)
La commande n’est de`s lors plus l’angle de braquage θ mais la vitesse angulaire de braquage ω. Un
ensemble de trajectoires ge´ne´re´es en utilisant ce mode`le est repre´sente´ sur la figure 5.15.
5.4.2 Mode`le a` vitesse de braquage continue
Un mode`le encore plus re´aliste consiste a` conside´rer une fonction de´crivant l’e´volution de l’angle
de braquage de classe C1 en fonction du temps. La commande ne sera donc plus la vitesse angulaire
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xinit
Xgoal
Fig. 5.14 – Rrt-Goalzoom en environnement contenant de nombreux obstacles
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xinit
Xgoal
Fig. 5.15 – Mode`le a` angle de braquage continu
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xinit
Xgoal
Fig. 5.16 – Mode`le a` vitesse de braquage continue
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Fig. 5.17 – Picar
de braquage ω mais l’acce´le´ration angulaire de braquage α. Le mode`le est de`s lors le suivant :
x˙ = cos θ







l’espace d’e´tat e´tant maintenant de dimension 5. On obtient un ensemble de trajectoires repre´sente´es
sur la figure 5.16 encore plus lisses que celles de la figure 5.15.
5.4.3 Mode`le avec deux trains orientables
Pour ge´ne´rer des trajectoires un peu plus pre´cises qui pourraient eˆtre utilise´es sur la plate-forme
expe´rimentale de l’Institut d’E´lectronique Fondamentale, nous allons pre´senter le mode`le cine´matique
de la plate-forme Picar. Le mode`le que nous utilisons est celui de´crit dans le rapport technique sur
la plate-forme expe´rimentale Cycab de L’INRIA [61]. La diffe´rence majeure entre ce type de mode`le
et le mode`le de type voiture est la pre´sence de deux paires de roues directrices.
Picar [62] est une plate-forme expe´rimentale pour les applications routie`res. Ce ve´hicule est e´quipe´
de capteurs proprioceptifs et exte´roceptifs. Ses roues arrie`res sont, tout comme ses roues avants,
directrices. L’angle de braquage arrie`re est lie´ a` l’angle de braquage avant par l’interme´diaire d’un
coefficient k. Ainsi, si l’angle de braquage des roues avant est δav, celui des roues arrie`res sera δar =
kδav.
La valeur de k, qui peut eˆtre conside´re´e comme constante, est de´termine´e expe´rimentalement.












Fig. 5.18 – Picar kinematic model
Nous reprenons ici la meˆme valeur que dans [61]
k = 0.69 (5.22)
lorsque l’on conside`re que δav appartient a` l’intervalle [−0.4; 0.4] radian.
Le mode`le voiture simple peut eˆtre adapte´ au cas ou` les deux trains de roues sont directeurs
(figure 5.18). Pour le simplifier, nous allons projeter les roues avant et arrie`re sur une roue virtuelles
situe´e au milieu de chacun des essieux. On note G l’intersection des deux droites perpendiculaires
a` la direction des roues et passant par leurs centres. On note H la projection orthogonale de G sur
l’axe longitudinal de la voiture.











L = RH +HF, (5.25)











= L cos(kδav) sin(δav)sin(δav+kδav) .
(5.26)








= L cos(kδav)|sin(δav+kδav)| .
(5.27)
















Ainsi, les e´quations du mouvement de R, obtenues ge´ome´triquement, sont

x˙ar = var. cos(θ + kδav)





et celles du mouvement de F sont 

x˙av = vav. cos(θ + δav)





Ce mode`le de´crit le mouvement du ve´hicule lorsque nous conside´rons uniquement un aspect ge´o-
me´trique. Bien qu’il soit plus adapte´ a` Picar que le pre´ce´dent, il n’est pas encore vraiment satisfaisant
puisqu’il prend comme principe le mouvement sans glissement du ve´hicule. Ainsi, ce type de mode`le
ne peut eˆtre utilise´ que lorsque l’on peut s’assurer que le ve´hicule se de´place a` une vitesse faible. En
effet, lorsque les vitesses deviennent plus e´leve´es, il faut prendre en compte la dynamique du ve´hicule.
Ainsi, utiliser ce type de mode`le au sein du planificateur va ge´ne´rer un nombre important d’ap-
proximations. Le ve´hicule ne pourra pas suivre la trajectoire planifie´e et meˆme s’il y arrivait par
l’utilisation d’une loi de commande adapte´e, il n’est pas garanti que les zones qu’il visite afin de
rejoindre la trajectoire planifie´e soient sans obstacle. L’utilisation d’un tel mode`le de ve´hicule peut
donc ge´ne´rer un nombre important de collisions durant la navigation.
Afin de re´duire le risque de collision et e´galement de diminuer la correction ne´cessaire durant la
navigation, nous devons utiliser un mode`le qui tient compte de la dynamique du ve´hicule.
5.4.4 Mode`le dynamique
Nous pre´sentons maintenant un mode`le dynamique de Picar a` cinq degre´s de liberte´. Comme pour
le mode`le cine´matique pre´sente´ auparavant, nous utilisons un mode`le de type bicyclette (figure 5.19).
Ce mode`le a` cinq degre´s de liberte´ est inspire´ de [63]. L’e´tat du ve´hicule est de´fini par le vecteur
x = (xg, yg, θ, vy, r)
T ; xg et yg repre´sentent les coordonne´es du centre de gravite´ du robot, θ est
toujours l’orientation du ve´hicule, vy est sa vitesse late´rale et r est le taux de lacet.















Fig. 5.19 – Simplified dynamic model
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En utilisant la seconde loi de Newton et le principe fondamental de la dynamique, nous obtenons :
m(v˙x − vyr) = −Fx,av cos δav + Fy,av sin δav − Fx,ar cos δar − Fy,ar sin δar
m(v˙y + vxr) = Fy,av cos δav + Fx,av sin δav + Fy,ar cos δar + Fx,ar sin δar (5.32)
Iz r˙ = Lav (Fy,av cos δav − Fx,av sin δav)− Lar (Fy,ar cos δar − Fx,ar sin δar)
ou` vx et vy sont respectivement les vitesses longitudinales et late´rales. m est la masse du ve´hicule, r
est la vitesse de lacet, Iz le moment d’inertie, Fx,av et Fx,ar sont les forces late´rales et Fy,av et Fy,ar
sont les forces longitudinales qui s’appliquent sur les roues avant et arrie`re. δar et δav sont les deux
angles de braquage.
Nous conside´rons une vitesse vx longitudinale constante. De plus, comme la re´sistance ae´rodyna-











Fy,av cos δav − Lar
Iz
Fy,ar cos δar. (5.34)
En conside´rant que que l’on se trouve dans la partie line´aire de la courbe donnant la force late´rale
en fonction de l’angle de de´rive [64], on peut e´crire
Fy,av = Cavαav, (5.35)
Fy,ar = Carαar, (5.36)
ou` Cav et Car sont les raideurs d’envirage des pneus avant et arrie`re. Les variables αav et αar sont
respectivement les angles de de´rive (slip angle en anglais) des roues avant et arrie`re. Les valeurs de
ces angles sont [65]












ou` Lav et Lar sont la distance entre le centre de gravite´ du ve´hicule et les roues avant et arrie`re.
Les coordonne´es du centre de gravite´ ainsi que l’orientation du ve´hicule sont
x˙g = vx cos(θ)− vy sin(θ),
y˙g = vx sin(θ) + vy cos(θ), (5.39)
θ˙ = r.
Nous avons maintenant un mode`le non-line´aire a` cinq degre´s de liberte´ re´gi par les e´quations
(5.33), (5.34) et (5.39). Cette e´quation de changement d’e´tat peut eˆtre utilise´e dans notre RRT afin
de calculer x(t+∆t) en connaissant x(t) et la commande u.
Nous avons utilise´ ce mode`le dans [66, 67] et des exemples de re´sultats obtenus avec ce type de
mode`le sont pre´sente´s sur les figures 5.20 et 5.21. Sur ces figures, le ve´hicule non ponctuel se de´place
a` une vitesse constante de 80km.h−1.
Sur la figure 5.20, dans un environnement contenant peu d’obstacles, une moyenne de 12 000
nœuds est ne´cessaire pour construire la trajectoire. Sur la figure 5.21, dans un environnement conte-
nant plus d’obstacles, le nombre moyen de nœuds ne´cessaires pour trouver une trajectoire est d’en-
viron 15 000.
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xinit
Xgoal
Fig. 5.20 – Trajectoire planifie´e par RRT avec le mode`le dynamique pre´sente´ dans le paragraphe 5.4.4
pour un ve´hicule non ponctuel dans un environnement contenant peu d’obstacles
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Fig. 5.21 – Trajectoire planifie´e avec le mode`le dynamique pre´sente´ dans le paragraphe 5.4.4 pour
un ve´hicule non ponctuel dans un environnement en forme de labyrinthe
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5.5 Conclusion
Nous avons pre´sente´ dans ce chapitre les contraintes lie´es a` la planification de trajectoires dans
le contexte de la robotique, diffe´rents mode`les de ve´hicules cine´matiques ainsi qu’un mode`le simplifie´
tenant compte de la dynamique.
L’utilisation d’un mode`le dynamique permet une meilleur mode´lisation des mouvements du ve´-
hicule et re´duit ainsi la correction ne´cessaire lors de la phase de navigation. Il ne va pas pour autant
assurer une suˆrete´ quelconque puisque ce mode`le dynamique ne tient pas compte des incertitudes de
certains parame`tres. Nous avons ici pre´sente´ un mode`le dynamique simple de type bicyclette avec
cinq degre´s de liberte´. Ce mode`le simplifie´ n’est bien e´videmment pas assez complet pour pouvoir
mode´liser l’ensemble du ve´hicule. L’e´tat du ve´hicule devrait en effet eˆtre repre´sente´ par un plus grand
nombre de degre´s de liberte´ pour que les trajectoires simule´es se rapprochent mieux des trajectoires
re´elles du ve´hicule.
Une approche par utilisation de mode`les dynamiques excessivement re´alistes n’est pourtant pas
une solution pour s’assurer que les trajectoires ge´ne´re´es par le planificateur soient suˆres. Il semble
irre´aliste, par exemple, de mode´liser le jeu dans les commandes duˆ a` l’usure naturelle des pie`ces ou
l’influence du reveˆtement du sol. . .
Que le mode`le soit cine´matique ou dynamique, excepte´ pour des manœuvres de courtes dure´es
avec des conditions optimales, les trajectoires ge´ne´re´es par un planificateur de´terministe ne peuvent
eˆtre utilise´es pour espe´rer naviguer en toute se´curite´.
Afin de pouvoir planifier des trajectoires suˆres, c’est-a`-dire des trajectoires qui pourront eˆtre
suivies avec un tre`s faible risque de collision, il est ne´cessaire de prendre en compte les incertitudes
lie´es au mode`le de`s la phase de planification. Les algorithmes pre´sente´s aux chapitres 3 et 4 montrent
que cela est possible. Ces algorithmes sont de´taille´s dans le cadre d’une utilisation en robotique dans
les deux chapitres qui suivent.
Chapitre 6
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Nous pre´sentons dans ce chapitre un cas concret de mise en œuvre du planificateur Kalman-RRT
de´crit dans le chapitre 3. Le proble`me a` re´soudre est le meˆme que dans l’introduction du chapitre 3. Le
syste`me a` de´placer est un ve´hicule dont le mode`le est la voiture simple pre´sente´e au paragraphe 5.1.3
page 92.
Ce ve´hicule est suppose´ e´quipe´ d’odome`tres place´s sur ses roues arrie`res et de capteurs a` ultrasons.
L’odome`tres est un capteur proprioceptif qui permet de connaˆıtre la distance parcourue par la roue
sur laquelle il est place´ entre deux instants. Le fait d’avoir dispose´ un odome`tre sur chacune des
roues arrie`res permet ainsi d’estimer le mouvement longitudinal ainsi que le mouvement de rotation
du ve´hicule.
Afin de pouvoir se localiser plus pre´cise´ment, et notamment de re´duire les erreurs qui peuvent
s’eˆtre accumule´es par l’utilisation exclusive des odome`tres, nous avons de´cide´ d’utiliser aussi des
capteurs te´le´me´triques a` ultrasons (capteurs exte´roceptifs). Les mode`les de fonctionnement des odo-
me`tres et d’obtention de mesures te´le´me´triques adapte´es a` notre proble`me seront de´taille´s au para-
graphe 6.1.1. Dans le chapitre 3, nous discutions de la difficulte´ d’inte´grer les mesures de capteurs
exte´roceptifs a` cause de l’optimisme que cela peut engendrer dans la recherche de trajectoires. Nous
conside´rons ici que le ve´hicule se trouve sur la position la plus probable, la moyenne du vecteur gaus-
sien, lors de la simulation des capteurs exte´roceptifs. Nous utiliserons dans ce chapitre une ceinture
de capteurs a` ultrasons dispose´s autour du ve´hicule. Cette partie sera de´taille´e au paragraphe 6.1.2.
Apre`s cette pre´sentation des capteurs et de leurs interactions avec notre algorithme de planifi-
cation Kalman-RRT, nous pre´senterons un test de collision simplifie´ (paragraphe 6.3) qui nous per-
mettra de re´soudre des proble`mes de planification. Les trajectoires ainsi planifie´es seront pre´sente´es
et discute´es au paragraphe 6.4.
6.1 Inte´grations des capteurs
Dans cette partie, nous pre´sentons les capteurs utilise´s et une approche premettant d’inte´grer les
mesures qu’ils fournissent a` notre planificateur.
6.1.1 Capteurs proprioceptifs et pre´diction
Nous utilisons ici comme capteurs proprioceptifs des codeurs incre´mentaux sur les roues. Ces
capteurs, appele´s odome`tres, retournent le nombre de quantie`mes de tours fait par la roue a` laquelle
ils sont lie´s. Ces donne´es seront utilise´es dans la phase de pre´diction du filtre de Kalman (para-
graphe 3.1.1 page 65). Installe´s sur chacune des roues motrices, ils permettent de savoir quels sont
les de´placements effectue´s par le ve´hicule.
Ainsi, a` un instant k, nous sommes en mesure de calculer la distance parcourue pendant l’intervalle
de temps [0; k], d’ou` se de´duit simplement la distance parcourue entre les instants k et k + 1. Nous
noterons par la suite ∆odog et ∆odod les mesures de distances renvoye´es par les odome`tres pour les
roues gauche et droite.
Connaissant ces deux distances ainsi que la distance entre les deux roues, note´e e, nous pouvons









Ces deux mesures composent ce que nous conside`rerons comme le vecteur de commande applique´ au
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Soit le mode`le d’e´tat
xk+1 = fk(xk,uk) + vk, (6.4)
ou` x = [x y θ]T est l’e´tat du syste`me, uk est sa commande et vk rassemble les effets de l’ensemble
des sources d’erreur sur la mesure du de´placement.
Comme le vecteur de commande du mode`le de ve´hicule pris par le planificateur (5.13) diffe`re de
celui utilise´ ici, il nous faut transformer la commande compose´e de la vitesse et de l’angle de braquage
en un vecteur exprimant un de´placement longitudinal ∆s et une rotation ∆θ. Pour le mode`le de type
voiture simple, on pourra utiliser




tan δ ·∆t. (6.6)
Pour calculer la pre´diction xk+1|k de l’e´tat a` un pas, on utilise la partie de´terministe du mode`le
(6.4)
xk+1|k = fk(xk|k,uk). (6.7)





























et ou` Vk, la matrice de covariance de vk est obtenue en utilisant le meˆme mode`le que dans [68].
Selon le mode`le expe´rimentale utilise´ dans [68], les incertitudes engendre´es par vk sont propor-
tionnelles au de´placement. Les variances sur x, y et θ sont ainsi majore´es proportionnellement au
de´placement du syste`me en introduisant deux coefficients : kss, facteur de de´rive en translation, lors
d’un de´placement en translation (en %) et kθθ, facteur de de´rive en rotation, lors d’un de´placement
en rotation (en %). L’expression utilise´e dans [68] est
σ2x(majore´) = (σx + kss|∆s cos θk|)2 ,
σ2y(majore´) = (σy + kss|∆s sin θk|)2 , (6.10)
σ2θ(majore´) = (σθ + kθθ|∆θ|)2 .
La matrice de covariance Vk de vk s’e´crit donc
Vk =

2σxkss|∆s cos θk|+ k2ss∆s2 cos2 θk 0 00 2σykss|∆s sin θk|+ k2ss∆s2 sin2 θk 0




et dans la suite, nous prendrons comme [68] kss = 2% et kθθ = 3%.
Nous sommes ainsi en mesure d’utiliser les odome`tres situe´s sur les roues du ve´hicule pour pre´dire
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son e´tat. L’utilisation de cette seule e´tape de pre´diction augmenterait sans cesse l’incertitude sur l’e´tat
du syste`me. Il est donc ne´cessaire de lui adjoindre une e´tape de correction pour tenter de la re´duire.
6.1.2 Capteurs exte´roceptifs et correction
La phase de correction du filtre de Kalman (paragraphe 3.1.2 page 65) exploite des observations
zk+1 pour affiner le positionnement du robot. Ces observations sont obtenues a` partir de donne´es
issues de capteurs exteroceptifs. Deux types de capteurs peuvent eˆtre utilise´s : ceux fournissant une
mesure de positionnement globale comme le GPS ou Galileo, qui peuvent eˆtre utilise´s a` l’exte´rieur,
et ceux fournissant une mesure locale, c’est-a`-dire faisant re´fe´rence aux obstacles de l’environnement.
C’est le cas d’une ceinture de capteurs a` ultrasons ou d’un te´le´me`tre laser pour les robots d’inte´rieur
ou d’exte´rieur.
Lors de l’utilisation d’un syste`me de positionnement global, la simulation est aise´e. Il n’y a aucun
me´canisme de mise en relation de donne´es capteurs avec les donne´es sur l’environnement a` simuler.
Une des difficulte´s lie´es a` l’utilisation d’un tel capteur est l’obtention de l’orientation. Elle peut eˆtre
de´duite de la trajectoire ou en couplant ce syste`me de positionnement a` une boussole. La mise en
œuvre d’un tel couple de capteurs avec un filtre de Kalman est aise´e puisque les erreurs sur les
capteurs portent directement sur la position et l’orientation du robot. L’information nouvelle zˆk+1
issue des capteurs est donc la diffe´rence entre les coordonne´es renvoye´es par le couple GPS/boussole
et les coordonne´es calcule´es par la pre´diction. Le bruit de mesure wk+1 est alors directement lie´ a` la
pre´cision des capteurs en terme de distance et d’orientation.
L’utilisation de capteurs a` ultrasons s’applique particulie`rement a` la robotique mobile en environ-
nement d’inte´rieur. Le fonctionnement du simulateur utilise´ est de´crit dans [69]. Chacun des capteurs
va renvoyer une mesure de distance, par rapport a` l’obstacle le plus proche. Cette mesure sera utilise´e
dans un premier temps dans un processus de mise en correspondance afin de trouver quel obstacle de
l’environnement a renvoye´ l’onde e´mise par le capteur, et plus pre´cise´ment les coordonne´es du point
de l’obstacle ayant renvoye´ l’onde. Ces coordonne´es sont alors utilise´es dans l’e´tape de correction du
filtre afin de corriger l’incertitude sur l’e´tat du ve´hicule.
Lors de la simulation de ces capteurs, il faut e´galement prendre en compte le temps ne´cessaire
a` l’obtention d’une nouvelle mesure. Ainsi, la phase de relocalisation ne pourra eˆtre utilise´e que de
temps en temps afin d’affiner la position.
Nous avons de´cide´ dans la suite de simuler les mesures issues d’une ceinture de capteurs a` ultrasons
fournissant des informations toutes les secondes. La simulation est faite en conside´rant que le ve´hicule
se trouve dans l’e´tat qui posse`de la plus forte densite´ de probabilite´ (paragraphe 3.4.1). Le mode`le
des capteurs ainsi que le code utilise´ pour les simuler sont issus de [69].
6.2 Repre´sentation de l’incertitude
Nous avons vu pre´ce´demment dans la section 3.2 page 67 que l’incertitude sur l’e´tat du syste`me
est repre´sente´e par une densite´ de probabilite´ gaussienne multidimensionnelle. Dans le cas du mode`le
de voiture simple, la gaussienne a trois dimensions qui correspondent a` chacune des composantes de
l’e´tat, x, y et θ.
En utilisant les calculs fournis dans l’annexe A, nous sommes capable d’afficher l’incertitude sous
la forme d’une ellipse Ex,y qui repre´sente l’incertitude sur la position du point de re´fe´rence du ve´hicule
pour un niveau de confiance donne´.
Cette ellipse Ex,y est utilise´e dans le test de collision.
6.3 Test de collision 123







Fig. 6.1 – Surface balaye´e par l’approximation circulaire du robot lorsqu’il se situe dans une ellipse
















Fig. 6.2 – Ve´rification de la suˆrete´ de l’e´tat du ve´hicule pour un niveau de confiance donne´
6.3 Test de collision
Le test de collision est identique a` celui pre´sente´ dans le paragraphe 3.3 page 68. Les ellipses
utilise´es sont celles obtenues par la suppression de la composante en θ de l’ellipsoˆıde d’incertitude
sur l’e´tat (Annexe A) et qui sont note´es Ex,y.
Il n’est pas suffisant de tester si l’ellipse Ex,y rentre en collision avec l’environnement puisqu’il
faut e´galement tenir compte du caracte`re non ponctuel du ve´hicule.
Pour simplifier ce proble`me, nous englobons le ve´hicule dans un cercle de rayon rv. La forme
obtenue lorsque le cercle englobant le ve´hicule parcourt l’ellipse (figure 6.1) est la somme de Minkowski
de l’ellipse et du cercle. Nous l’approximons par une ellipse EVx,y dont les valeurs des demis axes sont
e´gales a` celles de Ex,y auxquelles ont e´te´ ajoute´es rv. L’orientation et le centre de EVx,y restent les
meˆmes que ceux de Ex,y.
Pour ve´rifier que le robot ne rentre pas en collision pour un niveau de confiance donne´, il faut
ve´rifier que l’ellipse Evx,y, qui repre´sente la surface balaye´e par le robot malgre´ l’incertitude sur son e´tat
pour un niveau de confiance donne´, ne rentre pas en collision avec un des obstacles de l’environnement
(figure 6.2). Nous utilisons pour cela l’algorithme pre´sente´ dans l’annexe B.
De la meˆme fac¸on, une fois calcule´e l’ellipse Enear,newx,y englobant Enearx,y et Enewx,y en utilisant
Maxdet (paragraphe 3.3 page 68), nous augmentons les demi-axes de Enear,newx,y avec le rayon de
l’approximation circulaire du robot rv afin d’obtenir la surface balaye´e par le robot entre les e´tats














Fig. 6.3 – Ve´rification de la suˆrete´ de la trajectoire du ve´hicule pour un niveau de confiance donne´
(x,P)near et (x,P)new (figure 6.3). Pour cette nouvelle ellipse, note´e EVnear,newx,y , nous utilisons e´gale-
ment l’algorithme de l’annexe B pour ve´rifier qu’elle ne rentre en collision avec aucun des segments
qui composent l’environnement.
6.4 Re´sultats obtenus
Nous pre´sentons ici les re´sultats de planification obtenus avec l’algorithme Kalman-RRT en uti-
lisant le mode`le voiture simple. Ces re´sultats sont issus de [47]. Sur l’ensemble des figures de cette
section, nous ne dessinons que les ellipses qui font suite a` une e´tape de correction (nous dessinons
donc une ellipse toutes les secondes compte tenu de la fre´quence de rafraˆıchissement des mesures
issues des capteurs que nous conside´rons) pour un niveau de confiance donne´.
L’incertitude initiale est d’un me`tre pour x et y et de 3° pour θ. Quand aucune valeur n’est
spe´cifie´e, les coefficients kss et kθθ ont respectivement pour valeurs 2% et 3%. Les obstacles dessine´s
avec une ligne pleine sont de´tectables par les capteurs a` ultrasons. Ceux dessine´s avec une ligne en
pointille´s ne le sont pas.
Il est inte´ressant tout d’abord de reprendre les exemples d’environnements utilise´s par LaValle et
d’ajouter les incertitudes au mouvement du ve´hicule. La figure 6.4 repre´sente une trajectoire ge´ne´re´e
dans cet environnement pour un ve´hicule de type voiture simple. Sur la figure 6.5, le ve´hicule ne peut
tourner que dans un sens.
Sur les figures 6.6 et 6.7, nous montrons la ne´cessite´ d’utiliser Kalman-RRT plutoˆt que le RRT
traditionnel afin de pouvoir rentrer dans une place de parking sans risquer d’heurter un obstacle.
Sur la figure 6.6, nous avons dessine´ la trajectoire trouve´e par un planificateur RRT traditionnel.
Nous avons ensuite ajoute´ les incertitudes sur chacun des e´tats composant la trajectoire trouve´e. Le
RRT trouve une trajectoire qui permet de rentrer dans la place. Cependant, lorsque nous regardons
la taille de l’ellipse a` l’arrive´e pre`s de la place de parking, nous voyons qu’il est impossible que le
ve´hicule rentre dans cette place sans risquer une collision.
Sur la figure 6.7, nous utilisons le planificateur Kalman-RRT pour re´soudre le meˆme proble`me.
Afin de pouvoir rejoindre la place de parking sans risque de collision a` son arrive´e, le ve´hicule doit
longer le mur situe´ a` sa droite. Il pourra ainsi se localiser et donc re´duire l’incertitude sur son
positionnement. A son arrive´e a` proximite´ de la place de parking, l’incertitude sur sa position est
faible, il peut donc rejoindre cette place sans risque.
La figure 6.8 illustre une trajectoire ge´ne´re´e dans un environnement en forme de labyrinthe. Sur
cette figure, les coefficients kss et kθθ ont pour valeur respective 3% et 5%. Avec de telles valeurs, le
ve´hicule doit passer au milieu des couloirs afin de pouvoir rejoindre l’arrive´e sans risque de collision.
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Fig. 6.4 – Trajectoire planifie´e pour un ve´hicule de type voiture simple
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Fig. 6.5 – Trajectoire planifie´e pour un ve´hicule ne pouvant tourner que dans un sens
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Fig. 6.6 – Le ve´hicule ne peut rejoindre la place de parking
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Fig. 6.7 – Le ve´hicule peut rejoindre la place de parking s’il longe le mur
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Fig. 6.8 – Planification avec le Kalman-RRT dans un environnement en forme de labyrinthe
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6.5 Conclusion
Dans ce chapitre, nous avons mis en œuvre le planificateur Kalman-RRT avec un mode`le de
ve´hicule de type voiture simple. L’algorithme prend en compte les incertitudes sur le positionnement
du ve´hicule et cela permet de planifier des trajectoires en diminuant les risques de collision lors de son
suivi pendant la phase de navigation. Cependant, l’utilisation d’une repre´sentation probabiliste de
l’incertitude, le fait de simuler les mesures capteurs en conside´rant que le ve´hicule se trouve dans l’e´tat
qui posse`de la plus forte densite´ de probabilite´ pendant les phases de correction du filtre de Kalman
et l’approximation faite durant le test de collision ne peuvent garantir la suˆrete´ de la trajectoire.
Cet algorithme est donc une premie`re e´tape dans la prise en compte des incertitudes. Il permet de
minimiser les risques mais ne garantit pas que le ve´hicule ne rentrera pas en collision avec un des
obstacles de l’environnement.
Malgre´ ces imperfections, cet algorithme permet de ge´ne´rer des trajectoires qui donnent une ide´e
pertinente des zones de l’espace a` explorer afin de profiter de mesures qui favoriseront la relocalisation
lors de la phase de navigation. La figure 6.7 illustre parfaitement cette capacite´ puisque le planificateur
pre´conise de faire passer le ve´hicule pre`s du mur afin de s’en servir comme point de repe`re pour sa
localisation.
Dans le chapitre suivant, nous utiliserons le Set-RRT que nous avons pre´sente´ au chapitre 4 afin
de de´passer ces proble`mes et de ge´ne´rer des trajectoires ou` le risque de collision est nul, a` condition
que des hypothe`ses explicites de bornes sur les quantite´s incertaines soient ve´rifie´es.
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Dans ce chapitre, nous pre´sentons une mise en œuvre de l’algorithme Set-RRT pre´sente´ au cha-
pitre 4 et plus particulie`rement de sa spe´cialisation aux vecteurs d’intervalles, le Box-RRT dans
le cadre d’une planification de trajectoires en robotique. Nous utiliserons le mode`le voiture simple
pre´sente´ au paragraphe 5.1.3 page 92 et de´finirons dans ce cas un planificateur permettant une
planification suˆre dans un environnement a` deux dimensions.
Le ve´hicule dont nous planifions la trajectoire est e´quipe´ de deux odome`tres qui le renseignent sur
le de´placement des roues arrie`res. Contrairement au chapitre 6, ou` nous planifiions des trajectoires
avec l’algorithme Kalman-RRT, aucun capteur exte´roceptif ne sera conside´re´ afin d’e´viter le proble`me
lie´ a` la simulation de ces capteurs (paragraphe 3.4 page 68).
Comme dans le chapitre pre´ce´dent, il nous faut de´finir la me´trique ainsi que le test de collision
utilise´. L’e´tape de pre´diction est, quant a` elle, identique a` celle pre´sente´e dans au paragraphe 4.2.2
page 77.
7.1 Metrique
Nous utilisons la (pseudo) me´trique pre´sente´e dans le paragraphe 5.3.3 page 96 pour calculer la
distance entre deux vecteurs d’intervalles. Elle est de´finie ici comme suit :
d([x1] , [x2]) = d1([x1] , [x2]) + d2([x1] , [x2]), (7.1)
ou` les fonctions d1 et d2 sont de´finies par :
d1([x1] , [x2]) = ub
(√
([x1]− [x2])2 + ([y1]− [y2])2
)
,
d2([x1] , [x2]) = L · ub (|[θ1]− [θ2]|) .
Ge´ome´triquement, d1([x1] , [x2]) peut eˆtre interpre´te´ comme la distance maximale entre les som-
mets des pave´s associe´s aux deux premie`re composantes des vecteurs d’intervalles repre´sentant l’e´tat
[x1] et [x2] (figure 7.1(a)). Quant a` d2([x1] , [x2]), il correspond a` la longueur maximale de l’arc de
cercle que suivrait le ve´hicule s’il pouvait effectuer une rotation de [θ1] a` [θ2] en tournant sur lui-meˆme
autour de l’origine de son repe`re V (Figure 7.1(b)).
Comme pour le RRT, le choix de cette pseudo me´trique n’est pas primordial. Elle n’est la` que
pour donner une ide´e de la distance entre deux e´tats. Il n’est ainsi absolument pas ne´cessaire d’utiliser
une ve´ritable distance pour voir l’arbre s’e´tendre rapidement dans les parties inexplore´es du plan.
C’est pourquoi nous n’utilisons donc pas une distance d’Haussdorf (section 4.2.1 page 76), car celle-ci
est plus difficile a` e´valuer.
7.2 Prise en compte des mesures issues des capteurs
Les odome`tres renvoient la distance parcourue par chacune des roues. Ces mesures sont utilise´es
pour calculer le mouvement longitudinal ∆s et le mouvement de rotation ∆θ.
Les erreurs de mesures re´sultent en partie de l’erreur de quantification due a` la re´solution r des
odome`tres. Ainsi, quand un odome`tre renvoie une valeur entie`re p, nous devons conside´rer le re´sultat
sous forme d’intervalle [p] = [p, p+ 1].
Les mouvements longitudinaux et de rotation doivent donc appartenir respectivement aux inter-















(b) Longueur de l’arc de cercle
Fig. 7.1 – Les deux composants de la pseudo me´trique
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valles :
[∆s] = [R].







ou [R] est l’intervalle contenant le rayon de la roue, r est la re´solution de l’odome`tre, [π] est un
intervalle dont les bornes sont des nombres repre´sentables en machine et qui contient π, [e] est un
intervalle contenant la distance entre les roues avants et arrie`res et [pr] et [pl] sont les intervalles
associe´s aux positions retourne´es respectivement par les odome`tres droit et gauche.
Les erreurs dues aux glissements doivent e´galement eˆtre prises en compte et ajoute´es a` [∆s]
et [∆θ]. Ces erreurs doivent eˆtre ajoute´es aux valeurs renvoye´es par le simulateur de capteurs en
fonction des conditions dans lesquelles e´volue le ve´hicule. Elles correspondent au bruit v de´fini lors
de la pre´sentation de l’algorithme de re´solution Box-RRT. L’intervalle [v] auquel appartient la mesure
v du bruit doit donc eˆtre ajoute´ aux valeurs de [∆s] et [∆θ].
7.3 Test de collision
Avant d’exe´cuter l’algorithme Box-RRT, nous devons ve´rifier que les e´tats contenus dans les
intervalles de de´part [xinit] et d’arrive´e [xgoal] appartiennent a` Xfree. De plus, avant d’ajouter un
nœud au graphe G, nous devons de´terminer si ce nœud est suˆr et si la trajectoire entre deux boites
conse´cutives l’est e´galement. Ce n’est que dans ce cas que ce nœud peut eˆtre ajoute´. Ce test est
contenu dans la fonction CollisionFreePath de´crite dans ce qui suit.
7.3.1 E´tat suˆr
La forme du ve´hicule est approxime´e dans ce test de collision par un polygone convexe. On consi-
de`re deux re´fe´rentiels, le re´fe´rentiel de l’environnementW et celui lie´ au syste`me V. Chaque sommet




i ) dans le re´fe´rentiel V. Nous devons
calculer ces coordonne´es dans le re´fe´rentiel de l’environnement en conside´rant que les coordonne´es
du syste`me dans W sont impre´cises et spe´cifie´es par le vecteur d’intervalles [x] = ([x], [y], [θ])T. Les
coordonne´es du sommet ([xWi ], [y
W


























), i = 1 . . . nv. Il ne suffit pas de tester si ces pave´s entrent
en collision avec l’environnement. Nous devons les re´unir comme ils le sont dans V pour repre´senter
l’approximation exte´rieure polygonale du ve´hicule. Ainsi, nous calculons l’enveloppe convexe de ces
nv pave´s en utilisant la me´thode Graham scan [70]. Cet algorithme (algorithme 19) trouve l’enveloppe
convexe d’un ensemble fini de points avec une complexite´ en temps de O(n log n).








), i = 1 . . . nv, l’algorithme Graham scan
va d’abord chercher (ligne 1) le sommet appele´ pivot Q1, qui est le sommet avec la plus petite
coordonne´e y (si deux sommets ont la meˆme coordonne´e en y, il prendra celui avec la plus petite
coordonne´e en x). A` la ligne 2, les sommets sont trie´s en fonction de l’angle que la droite passant
par eux et Q1 fait avec l’axe des x. A la ligne 6, l’algorithme teste si un sommet Qi fait partie de
l’enveloppe en calculant le produit vectoriel des deux vecteurs (Pile.second, Pile.top) et (Pile.top,
Qi). Finalement, l’algorithme retourne la pile qui contient les sommets de l’enveloppe convexe.
Cette enveloppe convexe est une approximation exte´rieure de la surface balaye´e par le ve´hicule
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Algorithme 19 CalculeEnveloppeConvexe(in : Points P1 . . .PN ,out : Pile)
1: Trouver le pivot Q1 in {P1 . . .PN} ;
2: Trier les points dans {P1 . . .PN} \ {Q1} par angle croissant pour avoir {Q2 . . .QN}
3: Pile.push(Q1) ;
4: Pile.push(Q2) ;
5: Pour i = 3 a` N faire






dont la configuration appartient a` un vecteur d’intervalles donne´. Nous pouvons donc tester si le
ve´hicule est situe´ en un e´tat suˆr. Il y a en effet collision entre le ve´hicule et l’environnement s’il existe
un segment de la frontie`re de l’enveloppe convexe qui intersecte un segment de l’environnement ou
bien si l’un des segments de l’environnement en contenu dans cette enveloppe.
Il est important de ve´rifier, avant d’exe´cuter l’algorithme de planification, que [xinit] et [xgoal]
sont suˆrs. Ce test n’est par contre pas suffisant pour ajouter un nouveau nœud dans l’arbre. En effet,
lorsque l’on calcule [xnew], l’e´quation d’e´tat doit eˆtre inte´gre´e sur un intervalle de temps ∆t. Ainsi, il
est tout a fait possible qu’une collision intervienne durant cet intervalle de temps bien que [xnear] et
[xnew] soient suˆrs.
7.3.2 Test de collision pour une trajectoire entre deux nœuds conse´cutifs
Apre`s avoir calcule´ [xnew], nous devons ve´rifier qu’aucune collision n’intervient sur la trajectoire
entre [xnear] et [xnew] afin d’assurer qu’il peut eˆtre ajoute´ au graphe. C’est le but de la fonction
CollisionFreePath.
Au paragraphe 4.2.2 page 77, nous pre´sentions une e´tape de pre´diction qui garantissait que tous
les e´tats qui composent la trajectoire e´taient contenus dans un ensemble [x˜1]. Nous allons utiliser ici
la meˆme technique d’inte´gration garantie afin d’obtenir cette approximation externe [x˜1].
Pour trouver [x˜1], nous utilisons la meˆme me´thode que dans l’algorithme 13 page 78. Une fois
[x˜1] calcule´, nous testons s’il est suˆr avec la meˆme me´thode que pour [xinit] et [xgoal] (de´crite dans la
section 7.3.1) : il faut prendre en compte la forme du ve´hicule et effectuer les changements de repe`re
ne´cessaires afin de s’assurer que le ve´hicule n’entre pas en collision avec l’environnement quel que soit
son e´tat dans la trajectoire entre [xnear] et [xnew]. Si ce test s’ave`re concluant, nous pourrons garantir
qu’aucune collision n’intervient durant le de´placement entre les pave´s d’e´tats [xnear] et [xnew].
L’algorithme 20 de´crit le fonctionnement complet de ce test de collision. La fonction CollisionFreeState
correspond a` la me´thode de´crite dans le paragraphe 7.3.1.
Maintenant que nous pouvons prouver qu’aucune collision n’intervient entre deux nœuds conse´-
cutifs du graphe, nous pouvons en de´duire par re´currence que la trajectoire entre [xinit] et [xgoal] est,
si elle existe, suˆre.
7.4 Re´sultats obtenus avec Box-RRT en robotique
Ce paragraphe pre´sente des trajectoires planifie´es en utilisant l’algorithme Box-RRT couple´ au
mode`le de voiture simple. Ces re´sultats ont e´te´ obtenus pour ∆t = 100 ms et une re´solution des
odome`tres r = 1024. Sur toutes ces figures, bien que l’espace d’e´tat soit de dimension trois, nous ne
dessinons que les pave´s [x]× [y] afin de faciliter la visualisation des re´sultats.
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Algorithme 20 CollisionFreePath(in : [xnear], [xnew], u, ∆t)
1: [x˜1] = [xnear] ⊔ [xnew]
2: TantQue [xnear] + [0,∆t]f([x˜1],u) 6⊂ [x˜1] faire
3: [x˜1]← [x˜1] + ǫ [−1, 1]×3
4: FinTantQue






Dans cette section, nous montrons tout d’abord des re´sultats obtenus a` une faible vitesse (1 m.s−1),
nous conside´rons les glissements comme nuls.
La figure 7.2 illustre la re´solution d’un proble`me de planification simple. L’erreur initiale sur la
localisation est ±10 cm sur x et y. Elle est de ±3 degre´s sur l’orientation θ de la voiture. La zone
d’arrive´e [xgoal] est un carre´ de 10 m×10 m. L’orientation d’arrive´e n’a pas d’importance. La distance
euclidienne entre [xinit] and [xgoal] est d’environ 100 me`tres. Ce proble`me a e´te´ re´solu apre`s ge´ne´ration
en moyenne de 30 000 nœuds.
Sur la figure 7.3, nous conside´rons le meˆme proble`me mais avec une zone d’arrive´e [xgoal] re´duite
a` un carre´ de 5 m×5 m, l’orientation n’ayant toujours pas d’importance. Le proble`me s’ave`re plus
difficile a` re´soudre pour le planificateur du fait de la re´duction de la zone d’arrive´e. Afin de trouver
une trajectoire permettant de rejoindre [xgoal], le planificateur doit ge´ne´rer en moyenne 100 000
nœuds (figure 7.2).
Ces proble`mes utilisent le mode`le de voiture simple, d’autres types de mode`les auraient pu eˆtre
utilise´s. Dans la figure 7.4, la trajectoire a e´te´ planifie´e en utilisant un mode`le de voiture ne pouvant
tourner que du cote´ droit comme cela avait e´te´ fait avec le Kalman-RRT [47].On pourrait envi-
sager d’utiliser d’autres mode`les cine´matiques, des mode`les dynamiques [67] ou meˆme des chaˆınes
cine´matiques [71] comme un bras articule´ ou un camion avec plusieurs remorques.
Le planificateur Box-RRT peut re´soudre des proble`mes plus difficiles, dans des environnements
contenant plus d’obstacles que ceux des figures 7.2 a` 7.4. Dans la figure 7.5, nous utilisons un envi-
ronnement en forme de labyrinthe. Dans cet exemple, le Box-RRT trouve une trajectoire suˆre malgre´
un nombre important d’obstacles.
7.4.2 Difficulte´s rencontre´es
Au paragraphe pre´ce´dent, et notamment lors du passage de la figure 7.2 a` la figure 7.3, la taille de
[xgoal] a e´te´ re´duite. Le proble`me de planification est devenu plus difficile a` re´soudre comme l’illustre
le nombre de nœuds ne´cessaires qui passe de 30 000 a` 100 000. Si on continue a` re´duire cette zone
d’arrive´e, aucune trajectoire ne pourra eˆtre trouve´e. Ainsi, sur la figure 7.6, le planificateur ne peut
trouver de trajectoire bien qu’il en existe peut-eˆtre toujours une. Comme nous n’utilisons qu’une
phase de pre´diction, la taille du pave´ contenant les e´tats possibles du syste`me ne cesse de grandir
avec le temps.
Le meˆme proble`me apparaˆıt lorsque la distance entre les pave´s d’e´tats de de´part [xinit] et d’ar-
rive´e [xgoal] devient trop importante ou lorsque la borne sur l’erreur due aux glissements devient
trop grande. La figure 7.7 illustre ce proble`me. Sur cette figure, l’erreur due aux glissements est au
maximum de 5% sur pl et pr. L’incertitude devient dans ce cas trop importante et nous ne pouvons
plus garantir que le ve´hicule passe dans les couloirs du labyrinthe. Ce proble`me ne peut donc eˆtre
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[xinit]
[xgoal]
Fig. 7.2 – Trajectoire suˆre dans un environnement avec peu d’obstacles et une grande zone d’arrive´e
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[xinit]
[xgoal]
Fig. 7.3 – Trajectoire suˆre dans un environnement avec peu d’obstacles et une petite zone d’arrive´e
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[xinit]
[xgoal]
Fig. 7.4 – Trajectoire suˆre pour une voiture qui ne peut tourner qu’a` droite
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[xinit]
[xgoal]
Fig. 7.5 – Trajectoire suˆre un environnement en forme de labyrinthe
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[xinit]
[xgoal]
Fig. 7.6 – Aucune trajectoire suˆre ne peut eˆtre trouve´e car la zone d’arrive´e est trop petite
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[xinit]
[xgoal]
Fig. 7.7 – Aucune trajectoire suˆre ne peut eˆtre trouve´e avec une commande indiffe´rencie´e car l’erreur
de glissement sur les odome`tres est trop importante
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re´solu en utilisant la version de notre algorithme que nous venons de de´crire.
Afin de re´soudre ce type de proble`me, nous allons utiliser la me´thode de planification a commandes
diffe´rencie´es pre´sente´e dans le paragraphe 4.3 page 81 et ainsi relaxer la contrainte nous imposant
une commande unique pour tous les e´tats x ∈ [x] entre t et t+∆t.
7.5 Planification a` commandes diffe´rencie´es
Le but est de re´duire le pave´ d’arrive´e [xnew] et de de´couvrir des trajectoires inaccessibles avec
une commande indiffe´rencie´e. On de´coupe pour cela le pave´ d’e´tat [xnear], afin de pouvoir attribuer
une commande diffe´rente pour chacun de ces sous-pave´s.
7.5.1 Mise en œuvre
La mise en œuvre de la planification a` commandes diffe´rencie´es, pour un proble`me de robotique
utilisant un mode`le de ve´hicule, peut se faire en utilisant directement les algorithmes 16 et 17.
Cependant, il est possible d’ame´liorer le proce´de´ de re´duction du pave´ (algorithme 16 page 81) et
notamment de l’acce´le´rer. Pour un mode`le de voiture simple, avant d’exe´cuter la fonction de recherche
de commandes (algorithme 17 page 83) qui de´coupe l’ensemble des commandes admissibles, il est
possible de supprimer certaines commandes sans inte´reˆt, comme nous allons le voir.
Une fois inte´gre´ sur un intervalle de temps ∆t, la composante θ du mode`le voiture simple de´crit
dans la section 5.1.3 page 92 peut s’e´crire :







avec [θk+1] l’intervalle contenant l’orientation du ve´hicule une fois le syste`me inte´gre´. On peut donc
en de´duire les deux e´quations suivantes :
[vk] =
([θk+1]− [θk])L
tan [δk] ·∆t , (7.6)
[δk] = arctan
([θk+1]− [θk])L
[vk] ·∆t . (7.7)
De meˆme, les composantes x et y du mode`le voiture simple permettent de de´duire
[vk] =
√
([xk+1]− [xk])2 + ([yk+1]− [yk])2. (7.8)
Soit [v] et [δ] les intervalles contenant les ensembles des vitesses et angles de braquage admissibles
pour le ve´hicule. L’algorithme 21 permet de re´duire ces intervalles et donc de de´buter le de´coupage
de l’algorithme 17 avec des intervalles plus petits.
Les deux premie`res lignes de l’algorithme 21 servent a` initialiser les intervalles [vre´duit] et [δre´duit]
qui prendront comme valeurs respectivement [v] et [δ]. Une fois cette initialisation effectue´e, nous
utiliserons (7.6), (7.7) et (7.8) successivement afin de re´duire [vre´duit] et [δre´duit]. Cette phase est ite´re´e
jusqu’a` ce qu’aucun des deux intervalles ne puisse plus eˆtre re´duit. Les deux intervalles [vre´duit] et
[δre´duit] sont alors retourne´s. Le nouveau pave´ [ure´duit] = [vre´duit]× [δre´duit] est utilise´ comme point de
de´part de l’algorithme de recherche de commandes (algorithme 17).
7.5.2 Re´sultats
L’utilisation de commandes diffe´rencie´es dans le cas de la robotique et d’un mode`le de voiture
simple permet de re´duire significativement la taille du pave´ [xnew] a` chaque exe´cution. La re´duction
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4: estRe´duit ← FAUX
5: [vtemp]← ([θk+1]−[θk])Ltan[δre´duit].∆t
6: Si [vre´duit] ∩ [vtemp] 6= ∅ alors
7: Si [vre´duit] 6= [vre´duit] ∩ [vtemp] alors
8: [vre´duit]← [vre´duit] ∩ [vtemp]





([xk+1]− [xk])2 + ([yk+1]− [yk])2
13: Si [vre´duit] ∩ [vtemp] 6= ∅ alors
14: Si [vre´duit] 6= [vre´duit] ∩ [vtemp] alors
15: [vre´duit]← [vre´duit] ∩ [vtemp]
16: estRe´duit ← VRAI
17: FinSi
18: FinSi
19: [δtemp]← arctan ([θk+1]−[θk])L[vre´duit].∆t
20: Si [δre´duit] ∩ [δtemp] 6= ∅ alors
21: Si [δre´duit] 6= [δre´duit] ∩ [δtemp] alors
22: [δre´duit]← [δre´duit] ∩ [δtemp]
23: estRe´duit ← VRAI
24: FinSi
25: FinSi
26: Jusqu’a` estRe´duit = FAUX
27: Retourner [vre´duit], [δre´duit]
du pave´ est en moyenne de 17% sur chacun des intervalles qui le compose.
Pour arriver a` de tels taux de re´duction, il faut de´couper [xnear] en au moins 64 sous-pave´s. Pour
chaque nouveau test de re´duction du pave´ [xnew], il faut en moyenne 20 secondes afin de trouver un
ensemble de commandes permettant de le rejoindre. Ce test ralentit donc le processus de planification
et ne peut eˆtre utilise´ pour chaque ajout de nœuds dans l’arbre. On peut par exemple imaginer re´duire
la taille de l’intervalle toutes les secondes sur une trajectoire.
Les re´sultats illustre´s sur les figures 7.8 et 7.9 montrent comment l’utilisation des commandes
diffe´rencie´es permet de re´duire les pave´s et ainsi prouver que des solutions suˆres existent pour le
proble`me illustre´ sur la figure 7.7. Sur les deux figures 7.8 et 7.9, le tirage ale´atoire est celui du
RRTGoalbias avec p = 0.1. Sur la figure 7.8, des commandes diffe´rencie´es sont utilise´es toutes les
secondes. Le planificateur arrive a` trouver une trajectoire en ge´ne´rant environ 10 000 nœuds. De la
meˆme fac¸on, une trajectoire est trouve´e sur la figure 7.9 avec l’utilisation de commandes diffe´rencie´es
toutes les 2 secondes. Le nombre de nœuds ge´ne´re´s est alors plus important (18 000).
Bien que cette me´thode permette de prouver l’existence d’une trajectoire suˆre, les trajectoires
ge´ne´re´es ne peuvent eˆtre utilise´es durant la navigation du ve´hicule. En effet, afin de pouvoir choisir
la commande re´elle a` appliquer au ve´hicule, il faut connaˆıtre pre´cise´ment son e´tat ou au moins dans
quel sous-ensemble de [xnear] se situe cet e´tat.
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[xinit]
[xgoal]
Fig. 7.8 – Trajectoire suˆre trouve´e pour le proble`me de la figure 7.7 en utilisant des commandes
diffe´rencie´es toutes les secondes
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[xinit]
[xgoal]
Fig. 7.9 – Trajectoire suˆre trouve´e pour le proble`me de la figure 7.7 en utilisant des commandes
diffe´rencie´es toutes les 2 secondes
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7.6 Conclusion
Nous avons pre´sente´ dans ce chapitre une application a` la robotique de l’algorithme de plani-
fication ensembliste Box-RRT introduit au chapitre 4. Cet algorithme permet dans ce contexte de
trouver des trajectoires qui garantissent la suˆrete´ du ve´hicule. Ceci est possible notamment graˆce
a` l’utilisation d’une phase de pre´diction (sans phase de correction) et d’une me´thode d’inte´gration
garantie.
Le fait d’utiliser uniquement une phase de pre´diction induit une constante augmentation de
l’incertitude. Certains proble`mes ne peuvent donc pas eˆtre re´solus : par exemple ceux ou` la distance
entre [xinit] et [xgoal] est importante, ceux ou` la zone d’arrive´e est de taille trop faible ou ceux pour
lesquels les erreurs induites par les capteurs proprioceptifs sont trop importantes.
Une solution a` ce proble`me a e´te´ trouve´e en relaxant l’exigence d’une suite de commandes iden-
tique pour chacun des e´tats contenus dans le pave´ d’e´tats initial. L’utilisation de plusieurs commandes
pour des valeurs de l’e´tat appartenant a` un meˆme pave´ permet de re´duire conside´rablement l’incer-
titude sur la phase de pre´diction. Ceci rend soluble de nombreux proble`mes qui ne l’e´taient pas.

Conclusions et perspectives
Nous avons traite´ dans ce me´moire du proble`me de planification de trajectoires, en concentrant
notre attention sur le cas ou` l’e´tat du syste`me a` de´placer n’est connu que de fac¸on impre´cise. La
gestion de cette impre´cision durant la phase de planification permet ainsi d’anticiper les proble`mes
e´ventuels qui pourraient survenir lorsque le syste`me suit le plan.
Dans les deux nouveaux planificateurs que nous proposons, nous avons fait le choix d’utiliser un
algorithme de planification moderne, le RRT, qui permet une exploration rapide et efficace de l’espace
d’e´tat sans recourir a` une discre´tisation pre´alable.
Deux approches ont e´te´ suivies. Dans la premie`re, la planificateur utilise une repre´sentation pro-
babiliste de l’e´tat du syste`me a` un instant donne´, par une densite´ de probabilite´ gaussienne. La
propagation des erreurs est effectue´e en utilisant un filtre de Kalman e´tendu. Le planificateur re´sul-
tant, que nous avons appele´ Kalman-RRT, utilise e´galement une phase de correction afin de diminuer
l’incertitude sur l’e´tat du syste`me en utilisant d’e´ventuelles mesures issues de capteurs exte´roceptifs.
Nous avons de´cide´ de simuler les capteurs depuis l’espe´rance de l’e´tat pour nous permettre de re´duire
les incertitudes lors de cette e´tape de correction. La diminution des incertitudes graˆce a` l’utilisation
de mesures permet de rejoindre des e´tats qui n’e´taient pas atteignables en enchaˆınant uniquement
des e´tapes de pre´diction.
L’utilisation d’un mode`le probabiliste gaussien afin de repre´senter l’incertitude ne permet pas de
garantir la suˆrete´ du syste`me le long de la trajectoire puiqu’aucune position n’est impossible. Le test
de collision utilise en effet un niveau de confiance que l’on doit choisir au pre´alable et qui est calcule´
a` l’aide d’approximations discutables.
Les trajectoires ge´ne´re´es en utilisant Kalman-RRT ne peuvent donc pas eˆtre conside´re´es comme
totalement suˆres mais elles sugge`rent cependant des zones de l’environnement a` explorer et d’autres
a` e´viter.
La deuxie`me approche que nous privile´gions avec les algorithmes Set-RRT et Box-RRT est tre`s
diffe´rente. Dans le cas du Set-RRT, nous englobons les e´tats que peut prendre le syste`me a` un instant
donne´ compte tenu de bornes sur les erreurs commises dans un ensemble calculable. Contrairement
a` l’approche probabiliste pre´ce´dente, cette approche permet de fournir une garantie sur la suˆrete´ du
syste`me a` condition bien suˆr que les hypothe`ses sur les bruits d’e´tats qui la fondent soient satisfaites.
L’algorithme Box-RRT est une mise en œuvre de cet algorithme utilisant l’analyse par intervalles et
approximant les ensembles d’e´tats par des pave´s (ou vecteurs d’intervalles).
La suˆrete´ de la trajectoire est assure´e par l’utilisation d’une me´thode garantie pour inte´grer
l’e´quation d’e´tat incertaine et pre´dire ainsi les e´tats futurs. Conjointement a` cette inte´gration garantie,
un pave´ englobant est utilise´ pour assurer que la trajectoire entre deux e´tats conse´cutifs ne comporte
aucun risque.
Pour ne pas commettre d’approximations lors de la simulation des capteurs exte´roceptifs, seules
une phase de pre´diction est utilise´e par le planificateur. Il en re´sulte une augmentation continuelle
de la taille des pave´s contenant l’e´tat du syste`me, a` cause des accumulations d’erreurs successives.
Ainsi, certains proble`mes ne peuvent pas eˆtre re´solus, notamment lorsque l’erreur sur les capteurs
proprioceptifs est importante ou` lorsque le syste`me doit effectuer un grand nombre de changements
d’e´tat.
Afin de de´passer partiellement cette limitation, une des contraintes du proble`me a e´te´ relaxe´e. Au
lieu de chercher une suite unique de commandes permettant a` tous les e´tats contenus dans l’ensemble
de de´part de rejoindre l’arrive´e, nous avons de´cide´ d’autoriser des suites de commandes diffe´rentes
pour chacun de ces e´tats. Cela a permis de re´duire la taille des ensembles contenant les e´tats et ainsi
de trouver des solutions admissibles a` certains proble`mes de planification autrement insolubles.
Ces deux techniques de planification ont e´te´ mises en œuvres dans le contexte de la robotique
mobile et plus pre´cise´ment pour re´soudre des proble`mes de planification de trajectoire pour un
ve´hicule de type voiture circulant dans un environnement contenant des obstacles a` e´viter.
Lors de leur utilisation en robotique, ces algorithmes doivent eˆtre adapte´s afin de pouvoir ge´rer
un syste`me non ponctuel. Ainsi, la zone de l’espace ou` l’e´tat ne peut eˆtre situe´ est de´finie en fonction
du positionnement des obstacles qui composent l’environnement mais e´galement en fonction de la
forme du ve´hicule. La de´finition d’un tel ensemble s’ave`re de´ja` ardue lorsque les incertitudes ne sont
pas prises en compte. L’ajout des incertitudes rend cette phase extreˆmement de´licate. Pour re´soudre
ce proble`me, nous avons de´fini un test de collision pour le ve´hicule, que ce soit lors de l’utilisation
du Kalman-RRT ou du Box-RRT.
Les re´sultats obtenus illustrent la capacite´ des deux algorithmes a` trouver des trajectoires dans
des environnements varie´s malgre´ la contrainte de non-holonomie et l’incertitude sur la position du
ve´hicule.
Perspectives
Plusieurs extensions des planificateurs pre´sente´s sont envisageables a` court ou moyen termes.
Le principal proble`me se situe dans le de´couplage actuel entre les techniques de planification et de
localisation, notamment dans le choix de la commande a` utiliser. Que ce soit dans Kalman-RRT
ou dans Box-RRT, les informations sur l’e´tat actuel du syste`me ne sont pas utilise´es dans le choix
de la commande. Ces informations pourraient cependant s’ave´rer utiles afin de privile´gier certaines
trajectoires par rapport a` d’autres en fonction de la valeur de l’incertitude.
Dans l’algorithme Box-RRT, lorsque nous re´solvons le proble`me de planification classique, l’uti-
lisation d’une phase de pre´diction seule implique que l’ensemble contenant les e´tats du syste`me ne
cesse de grandir. Il serait donc possible de comparer la taille de cet ensemble a` la taille de l’ensemble
d’arrive´e afin d’e´laguer les branches de l’arbre du RRT. Ainsi, si un ensemble d’e´tats est de taille
supe´rieure a` la taille de l’ensemble d’arrive´e, le nœud ne sera d’aucune utilite´ pour re´soudre le pro-
ble`me. Il serait alors possible de supprimer la branche de l’arbre contenant ce nœud pour qu’il ne
soit plus pris en compte dans la recherche du plus proche voisin. Cela aurait pour conse´quence de
re´duire le temps de calcul ne´cessaire a` la re´solution du proble`me ainsi que l’empreinte me´moire du
planificateur.
Dans la modification du proble`me de planification que nous proposons afin de re´duire l’incerti-
tude avec Box-RRT les fonctions de se´lection de la commande et de re´duction des ensembles sont
comple`tement inde´pendantes. Une troisie`me perspective serait de les utiliser conjointement afin de
choisir une commande qui permettrait d’augmenter le facteur de re´duction.
A plus long terme, il serait inte´ressant de coupler ces me´thodes a` des techniques de planification
dans des environnements dynamiques. Les travaux actuels simulent des de´placements dans des en-
vironnements ou` certaines parties sont en mouvements sans prendre en compte les incertitudes a` la
fois sur le ve´hicule a` de´placer ni sur les trajectoires des obstacles mouvants.
Remarquons enfin que les nombreuses imple´mentations d’algorithmes de planification au sein de
ve´hicules re´els (par exemple ceux utilise´s lors de l’Urban Challenge organise´ par le DARPA) utilisent
tre`s souvent les valeurs retourne´es par les capteurs sans conside´rer le bruit sur ces mesures. Les
algorithmes utilise´s e´tant tre`s souvent a` base de RRT, il serait possible d’y adjoindre notre gestion
de l’incertitude afin de ge´ne´rer des trajectoires et ainsi ve´rifier expe´rimentalement la suˆrete´ des
trajectoires retourne´es par nos planificateurs.
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Obtention de l’ellipso¨ıde repre´sentant
l’incertitude sur l’e´tat du syste`me












ou` xˆ est la moyenne et P la matrice de covariance.
Dans certains cas, notamment pour pouvoir prendre des de´cisions sur la suˆrete´ de l’e´tat, il est
ne´cessaire d’utiliser des lignes de niveau de cette densite´ (qui sont des ellipso¨ıdes). A` chaque ellipso¨ıde
est associe´ une probabilite´ que x soit contenu dedans. Chaque ellipso¨ıde a pour e´quation
(x− xˆ)TP−1(x− xˆ) = k2, (A.2)
ou` k est une constante de´finie par le niveau de confiance choisi. La relation entre k et la probabilite´
p que l’e´tat soit contenu dans l’ellipso¨ıde est [42]
n = 1; p = − 1√
2π
+ 2erf(k) (A.3)
n = 2; p = 1− e− k
2
2 (A.4)









ou` n est la dimension du vecteur d’e´tat et erf est la fonction d’erreur de Gauss.
Cas particulier du mode`le de voiture simple
Afin d’e´valuer l’incertitude sur les coordonne´es du point de re´fe´rence du ve´hicule dans le plan {x,
y}, on utilise la proce´dure de´crite dans [42]. On extrait de la matrice de covariance en trois dimensions









ou` ρ est le coefficient de corre´lation de x et y.
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Cela correspond a une ellipse dont l’e´quation, donne´e par (A.2), peut encore s’e´crire

















−2 ln(1− p). (A.11)
Par exemple, pour un niveau de confiance de 90%, on prend k = 2.146.
Afin de pouvoir afficher et utiliser cette ellipse, on utilise ses parame`tres de demi grand axe a, de





















Test de collision entre une ellipse et
l’environnement
Une collision entre un segment
p = p0 + tv, 0 6 t 6 1
et une ellipse
(x− xˆ)TM(x− xˆ) = 1,
existe lorsqu’il y a un ou plusieurs points d’intersection entre eux ou bien lorsque le segment est
inclus dans l’ellipse.
Pour de´terminer s’il y a des points d’intersection, il suffit de re´soudre en t
((p0 + tv)− xˆ)TM ((p0 + tv)− xˆ) = 1, (B.1)
qu’on peut e´crire sous la forme
at2 + ct+ c = 1 (B.2)
Il y a un point d’intersection entre l’ellipse et l’environnement si et seulement si il existe une solution
re´elle de (B.1) telle que t ∈ R et 0 6 t 6 1.
Nous devons e´galement regarder si les deux extre´mite´s du segment sont dans l’ellipse, c’est a` dire
(p0 − xˆ)TM(p0 − xˆ) 6 1 (B.3)
et
((p0 + v)− xˆ)TM ((p0 + v)− xˆ) 6 1 (B.4)
Ce test de collision peut eˆtre re´sume´ par les algorithmes 22 et 23. L’algorithme 22 a pour but
de tester s’il y a collision entre une ellipse et un segment. Il utilise (B.1) pour tester si le segment
et l’ellipse ont un point d’intersection, et fait re´fe´rence a` (B.3) et (B.4) pour tester si un segment
est contenu dans l’ellipse. L’algorithme 23 utilise une boucle afin de tester si une ellipse ne rentre en
collision avec aucun des segments qui composent l’environnement.
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Algorithme 22 CollisionEllipseSegment(in : Ellipse Ev = {x : (x− xˆ)TM(x− xˆ) = k2v , Segment S)
1: Re´soudre
(
((p0 + tv)− xˆ)TM((p0 + tv)− xˆ) = k2v , t
)
2: Si t ∈ [0, 1] alors
3: Retourner VRAI {Il y a un point d’intersection}
4: FinSi
5: Si (p0 − xˆ)TPv(p0 − xˆ) 6 k2v and ((p0 + v)− xˆ)TPv ((p0 + v)− xˆ) 6 k2v alors
6: Retourner VRAI {Le segment est dans l’ellipse}
7: FinSi
8: Retourner FAUX {Il n’y a pas de collision}
Algorithme 23 CollisionEllipseEnvironnement(in : Ellipse E , Environment E)
1: PourTout Segment Si ∈ E faire
2: Si CollisionEllipseSegment(E , Si) = VRAI alors
3: Retourner VRAI
4: FinSi
5: FinPour
6: Retourner FAUX
