Abstract. We present new fast algorithms for solving the Toeplitz and the Toeplitz-plusHankel least squares problems. These algorithms are based on a new fast algorithm for solving the Cauchy-like least squares problem. We perform an error analysis and provide conditions under which these algorithms are numerically stable. We also develop implementation techniques that signi cantly reduce the execution time. While no previous fast algorithm is known to be numerically stable for very ill-conditioned problems, our numerical results indicate that these new algorithms are e cient and numerically stable for problems ranging from well-conditioned to very ill-conditioned to numerically singular.
For r = rank( ) m, we usually factorize as = A J A for matrices A 2 C m r and J 2 C r r with J being Hermitian and both A and J being wellconditioned. The concept of displacement structure was introduced in Kailath, Kung, and Morf 34]; the symmetric variant of which, the displacement equation of the form (1.2), appeared in Chun, Kailath, and Lev- Ari 14] . Displacement equations of the form (1.1) appeared in Heinig and Rost 31] . The most general form of displacement structure, which includes equations (1.1) and (1.2) as special cases, was introduced in Kailath where ! k , j are scalars; and a k and b j are r-dimensional vectors. C is called a Cauchy-like matrix. Usually we assume that ! k 6 = j for all 1 k m and 1 j n.
In this case the (k; j) entry of C is a k b j ! k ? j . In particular, C is a Cauchy matrix if m = n, r = 1, and a k = b j = 1 for all k and j. In the case where ! k = j for some pairs of (k; j), (1. 3) requires that a k b j = 0 and allows the corresponding entries in C to be arbitrary. A Cauchy-like matrix C has the interesting property that any submatrix of C is again a Cauchy-like matrix. In addition, if C is a non-singular square Cauchylike matrix, then C ?1 is a Cauchy-like matrix as well. Some symmetric/Hermitian Cauchy-like matrices satisfy 1 . For ! k ! j = 1, Equation (1.4) requires that a k J a j = 0, and allows the corresponding entries in M to be arbitrary.
Other classes of structured matrices include the Toeplitz matrices and the Hankel matrices. A Toeplitz matrix T is a matrix whose entries are constant along every diagonal (T = (t k?j ) 1 k m;1 j n ); and a Hankel matrix H is a matrix whose entries are constant along every anti-diagonal (H = (h k+j?2 ) 1 k m;1 j n ). Toeplitz and Hankel matrices are included in the larger class of Toeplitz-plus-Hankel matrices, which are sums of Toeplitz and Hankel matrices. These matrices often arise from signal processing and control theory applications (see, for example, Bunch 9] and Nagy 41] ). We will discuss the displacement equations the Toeplitz matrix and the Toeplitz-plus-Hankel matrix satisfy in x3.
1.2. Fast Algorithms for Structured Matrices. Our main goal is to develop new fast algorithms for solving the linear least squares problem min x kM x ? hk 2 ;
(1.5) 1 Assume that ! k 6 = 0 for all k, then M is Cauchy-like since (1.4) can be rewritten in the form of (1. where M 2 R m n is the Toeplitz or the Toeplitz-plus-Hankel matrix; and h 2 R m is a vector. We will also consider the case where M is a real or complex Cauchy-like matrix. Throughout this paper, we assume that rank(M) = n and that m n + r, where r is the displacement rank of M. The problem (1.5) has a unique solution x M = (M M) ?1 M h : (1.6) Fast algorithms for solving the least squares problem (1.5) when M is a Toeplitz matrix have been developed by Bojanczyk, Brent, and de Hoog 5], Chun, Kailath, and Lev-Ari 14], Cybenko 16 , 17], Nagy 40] , Park and Eld en 44], Qiao 45] , and Sweet 46] that require O(mn) oating point operations, as opposed to O(mn 2 ) oating point operations normally required for solving general dense linear least squares problems. Fast parallel algorithms have also been developed by Bojanczyk and Brent 4, 7] . However, some of these algorithms have unknown stability properties (see Brent 7] ) and others are known to be unstable (see Luk and Qiao 39] ); most of these methods su er from loss of accuracy for very ill-conditioned problems.
A special case of the Toeplitz least squares problem is the Toeplitz linear system of equations. For discussions on some of the earlier fast and superfast methods (performing O(n 2 ) and O(n log 2 2 n) oating point operations, respectively) for solving such equations, see Bojanczyk, Brent and Sweet 6], Bunch 9 Heinig 30 ]. An error analysis performed by Gu 27] shows that this algorithm is backward stable if the L matrix in the LU factorization of M with fast partial/complete pivoting is well-conditioned.
We also present a new fast algorithm for solving the least squares problem (1.5) when M is a Toeplitz or Toeplitz-plus-Hankel matrix. It transforms M into a Cauchylike matrix via the fast Fourier or trigonometric transforms and solves the resulting Cauchy-like least squares problem using the fast algorithm above. Since the choices of transformations are not unique, we compare di erent choices in terms of e ciency and numerical accuracy in solving the Toeplitz and the Toeplitz-plus-Hankel least squares problems. An error analysis performed by Gu 27] shows that this algorithm is as backward stable as the algorithm for solving the resulting Cauchy-like least squares problem. Since the Hankel and Toeplitz matrices are simply related, this new fast algorithm is also a new fast algorithm for solving the Hankel least squares problem.
We develop implementation techniques that signi cantly reduce the execution time. We perform a large number of numerical experiments on the new fast Toeplitz and Toeplitz-plus-Hankel least squares problem solver and compare it with the straightforward QR type least squares problem solver that ignores the Toeplitz and Toeplitzplus-Hankel structures. Our numerical results indicate that this fast algorithm is indeed much faster than the straightforward solver and yet is essentially as accurate on problems ranging from well-conditioned to very ill-conditioned to numerically singular. To the best of our knowledge, no other fast Toeplitz or Toeplitz-plus-Hankel least squares problem solver is numerically stable for very ill-conditioned least squares problems.
In x2 we present the new fast algorithm for solving the Cauchy-like least squares problem. In x3 we show how to transform Toeplitz and Toeplitz-plus-Hankel matrices into Cauchy-like matrices and compare di erent choices of transformations in terms of e ciency and numerical accuracy. In x4 we develop implementation techniques that reduce the execution time and present numerical results. And in x5 we draw conclusions and discuss extensions.
1.4. Notation and Conventions. i is the unit imaginary number (i 2 = ?1).
For a matrix M, M denotes its complex conjugate; in case M is real, both M and M T denote its transpose. jMj is the matrix of moduli. We use the max norm, the 1-norm, and the 2-norm: kMk max = max k;j jM k;j j; kMk 1 = max k X j jM k;j j and kMk 2 = max kuk2=1 kM uk 2 :
I k is the k-by-k identity matrix. We use matlab-like notation to denote submatrices. M p:q;s:k is a submatrix of M that selects rows p to q of columns s to k; M :;s:k and M s:k;: select s th through k th rows and columns, respectively; and when s = k, we replace s : k by s. When matrices and are diagonal, s:k and s:k select both rows and columns s to k of and , respectively.
A op is a real oating-point operation , where and are real oating-point numbers and is one of +, ?, , and . Taking the absolute value or comparing two oating-point numbers is also counted as a op. We count a complex addition or subtraction as 2 ops; a complex multiplication 6 ops; and a complex division 11 ops.
2. The Cauchy-like Least Squares Problem. 2.1. Reducing One Least Squares Problem into Two Linear Systems. Let C 2 C m n be a Cauchy-like matrix satisfying (1.3). We assume that rank(C) = n and that the diagonal entries of are distinct. So C is the unique solution to (1.3).
In x2.1 we consider the least squares problem (1.5) for M = C.
The expression in the solution (1.6) is not suitable for direct numerical computation for ill-conditioned C. QR-factorize C to get C = Q R, where Q 2 C m n is column unitary and R 2 C n n is upper-triangular. The least squares solution is x C = (C C) ?1 (C h) = (R Q Q R) ?1 (R Q h) = R ?1 (Q h) : (2.1) Although this scheme is backward stable, it is slow for large m and n. The QR factorization requires O(mn 2 ) ops to compute in general; and no known algorithm can stably compute a QR factorization of a Cauchy-like matrix in O(mn) ops. where C 1 = C 1:n;1:n and C 2 = C n+1:m;1:n . We assume that C 1 is non-singular and de ne Z = C 2 C ?1 1 2 C (m?n) n and K = I n + Z Z 2 C n n : (2. 3) The least squares solution x C can now be rewritten as cost is about (16r + 11)(m ? n)n ops. In xx2.2 and 2.3, we will discuss fast algorithms for factorizing C 1 and computing the generator of Z; and in x 2.4, we will discuss fast algorithms for factorizing K.
2.2. Gaussian Elimination for Cauchy-like Matrices. Let C be a Cauchylike matrix satisfying (1.3) and let the LU-factorization of C be C = L U ; (2.10) where L 2 C m n is unit lower triangular and U 2 C n n is upper triangular. Given (2.10), the factorization for C 1 in (2.2) is simply L 1 U for L 1 = L 1:n;1:n .
While the generator of Z can be computed directly from formula (2.6) using factorization (2.10), numerical accuracy could be compromised for ill-conditioned C 1 Hence the k-th column of L and k-th row of U can be determined from the rst column and row of C (k) , which is recursively de ned through (2.12), (2.13), and (2.14).
To compute the generator of Z, we de ne Z (k) = C k+1:m;1:k C ?1 1:k;1:k for k = 1; 2; ; n (2.15) so that Z (n) = Z (see (2. 3)). Theorem 2.1 implies that every Z (k) is a Cauchylike matrix of displacement rank at most r. In the following we introduce a simple recursion for computing fZ (k) g via fA (k+1) g and fB (k+1) g. 2.3. Pivoting and Generator Re-decomposition. Factorization (2.10) does not always exit. One celebrated property of the Cauchy-like matrix C is that performing partial and complete pivoting on C does not change the Cauchy-like structure (see, for example, Gohberg and Olshevsky 22] and Heinig 30] ). Let P m (j; k) and Q n (j; k) denote the permutations that interchange the j th and k th rows and columns of an mby-n matrix, respectively. To perform pivoting on C, one nds a large magnitude entry (k max ; j max ) in C, permutes it to the (1; 1) entry to get b C P m (1; k max ) C Q n (1; j max ), and then applies the elimination step to b
C. Let C be a Cauchy-like matrix satisfying equation (1.3). Then for every 1 k m and 1 j n,
It follows that b
C is still a Cauchy-like matrix. To perform partial pivoting, one chooses j max = 1; nds the largest magnitude entry (k max ; 1) in the rst column of C; and permutes the k th max and the rst rows of C. Performing partial pivoting ensures that an LU factorization can always be computed. There is, however, a potential problem of element growth. Let g PP max 1 k n kC (k) k max =kCk max be the element growth factor. It is well-known that g PP 2 n?1 for GEPP, and although very rare, this bound is attainable for certain dense matrices (see Golub and van Loan 25, pages 115-116]). It is not clear whether this bound is attainable for Cauchy-like matrices with low displacement rank. When large element growth does occur, the computed LU factorizations can have a large backward error. One way to reduce this element growth is to perform complete pivoting, whereby one chooses the largest magnitude entry in the entire matrix C and permutes it to the (1; 1) entry. This is an overall O(mn 2 ) procedure. To reduce the cost, we adopt the fast variation of complete pivoting proposed in Gu 28] to nd an entry that is su ciently large in magnitude. Since this method involves re-decomposing the generators of both C (k) and Z (k? 1) , in the following we show how it works on C (k) instead of on C.
In equation (2.12), we QR factorize A (k) to get A (k) = A R, where A is column unitary, and R is upper-triangular. We then compute B = R B (k) Since A is column unitary, the j th columns of A (k) B (k) and B have the same 2-norm. Hence we choose j max by looking for the largest 2-norm column of B. We then choose the (k max ; j max ) entry to be the largest magnitude entry in the j th max column of C (k) . The following lemma shows that jC (k) kmax;jmax j is su ciently large; it is a straightforward generalization of Lemma 2. 
for some k. And if this happens, the backward error in the LU factorization could be large. The same arguments show that if
then the backward error in the computed Z matrix could be large. However, such element growth goes away when re-decomposition is performed; in fact it will not occur as long as A (k) is well-conditioned (see Gu 27, 28] ).
Algorithm 2.1 below computes an LU-factorization of the form
where L 2 C m n is unit lower triangular and U 2 C n n is upper triangular; and P m 2 R m m and Q n 2 R n n are permutation matrices. It also computes a generator of the matrix Z = e C 2 e C ?1 1 , where
! with e C 1 = e C 1:n;1:n ; e C 2 = e C n+1:m;1:n :
Rows of U and columns of L are computed according to Theorem 2.4, and the generator of Z is computed according to Theorem 2.5. Algorithm 2.1 also performs the variation of complete pivoting proposed in x2.3 at every steps and partial pivoting at every step. Algorithm 2.1 assumes that the matrix A is initially column unitary. In practice we set r. where L 2 C n n is unit lower triangular and D 2 R n n is positive diagonal. We will assume that K satis es either equation (2.8) or (2.9). In both cases, the displacement equation speci es all the o -diagonal entries of K; the diagonal entries of K have to be provided separately.
The rst step of Cholesky factorization is to zero-out the rst column and row of K below and above the diagonal entry: Hence the rst step of Cholesky factorization on K involves computing the rst column of K from (2.8); computing l and A (2) ; and computing diagonal entries of K (2) . Cholesky factorization then proceeds by recursively applying this step to K (2) , with the displacement equation in Theorem 2.8 replacing (2.8). Since K is symmetric positive de nite, all the diagonal entries are positive and hence this procedure never breaks. At the end of this procedure, K is factored into (2.20) with L 2 R n n .
While Cholesky factorization on a general dense symmetric positive de nite matrix is always backward stable, the above procedure may not be, due to potential element growth in the generators similar to that in Algorithm 2.1 without generator re-decomposition. To avoid it, we perform diagonal pivoting on K and re-decompose the generators as well. Since K is symmetric positive de nite, becomes the largest magnitude entry in K after diagonal pivoting. Based on Theorem 2.8, Algorithm 2.2 below computes a Cholesky factorization with diagonal pivoting:
where L 2 R n n is unit lower triangular and D 2 R n n is positive diagonal. Algorithm 2.2 performs generator redecomposition every steps; and it assumes that on input, the diagonal entries of D are those of K and that A is well-conditioned. 
Complex Cholesky Factorization. Now assume that K satis es (2.9).
Then K is a complex Hermitian positive de nite matrix. Again K (2) (2) ? 2:n K (2) 2:n = A (2) J A (2) with A (2) = A 2:n;: ? (l ? t=2) A 1;: ; where t = A 2:n;: J A 1;: = :
The diagonal entries of K (2) satisfy K (2) k?1;k?1 = K k;k ? jv k j 2 ; for k = 2; ; n : Similar to Algorithm 2.2, Algorithm 2.3 below is based on Theorem 2.9 and computes a Cholesky factorization with diagonal pivoting:
where L 2 C n n is unit lower triangular and D 2 R n n is positive diagonal. Algorithm 2.3 performs generator redecomposition every steps; and it assumes that on input, the diagonal entries of D are those of K and that A is well-conditioned. Algorithm 2.3. Complex Cholesky Factorization L := 0 2 R n n ; Q n := I n ;
for k := 1 to n do if (mod(k; ) = 0) then A k:n;: := A k:n;: R (QR factorizes A k:n;: ); J := RJ R ; endif k max := argmax k j n D j;j ; if k max > k then Q n := Q n Q n (k; k max ); 1:n := Q n (k; k max ) 1:n Q n (k; k max ); D := Q n (k; k max ) D Q n (k; k max ); A := Q n (k; k max ) A; L :;1:k := Q n (k; k max ) L :;1:k ; endif t := A k+1:n;: J A k;: =D k;k ; L k+1:n;k := ? I n?k ? ! k k+1:n ?1 t; A k+1:n;: := A k+1:n;: ? (L k+1:n;k ? t=2) A k;: ; for j := k + 1 to n do D j;j := D j;j ? jL j;k j 2 D k;k . endfor endfor Remark 2.7: Algorithm 2.3 costs about (16r + 14)n 2 ops, where 2r is the displacement rank of K (see (2.9)), plus an extra cost of about 8n 2 r 2 = ops for redecomposing the generators; there is also potentially about n 2 swaps of memory locations. For a matrix transformed into a Cauchy-like matrix from a Toeplitz matrix (see x1 and x3), the displacement rank of K is 2r 4. In this case, Algorithm 2.3 costs about 46n 2 ops for 2.
3. Toeplitz and Toeplitz-plus-Hankel Least Squares Problems. Let = T (1) m and = T ( ) n . As is noted in Gohberg, Kailath, and Olshevsky 21] and Heinig 30] , it is easy to verify that every m-by-n Toeplitz matrix satis es the displacement equation (1.1) with having non-zero entries only in its rst row and last column, and hence the displacement rank is rank( ) 2. To ensure that equation (1.1) always has a unique solution, we choose > 1. Lemma 3.1 below is a generalization of Heinig 30] . The idea of transforming a Toeplitz linear system of equations into a Cauchy-like system of linear equations via the FFT was proposed by Heinig 30] . Related transformations were proposed by Fiedler 20 ], Gohberg and Olshevsky 22], and Pan 43] . We summarize the above into Algorithm 3.1 that follows, assuming that M satis es equation (3.1) with A column orthogonal. . As is noted in Gohberg, Kailath, and Olshevsky 21], it is easy to verify that every Toeplitz-plus-Hankel matrix satis es the displacement equation (1.1) with having non-zero entries only in its rst and last rows and columns, thus the displacement rank of a Toeplitz-plus-Hankel matrix is rank( ) 4. In particular, This result is true for every Toeplitz or Hankel matrix. Let gcd(m; n) be the greatest common divider of m and n. Plugging this relation into (1.6) and simplifying, we get x M = Q (? 1) n x C , where
Similar to Algorithm 3.1, Algorithm 3.2 that follows solves the least squares problem with M satisfying (3.3). We assume that both M and h are real. Step 5 is about 2(m + n)n ops. Hence the total cost of Algorithm 3.2 is about (8r + 7)mn + (2r + 2:5)n 2 ops, plus the cost for generator redecompositions. In particular, let M be a Toeplitz-plusHankel matrix, then r 4. We choose 1 4 and 3 4. Thus the total cost of Algorithm 3.2 is about (39m + 10:5n)n ops.
E ciency and Accuracy Considerations. Every Toeplitz matrix is a
Toeplitz-plus-Hankel matrix, hence Algorithm 3.2 is an algorithm for solving real Toeplitz least squares problem as well. For such a problem, Algorithm 3.1 performs 2:7 times as many ops as Algorithm 3.2 and hence is much slower (see Remarks 3.1 and 3.2).
Gu 27] has performed an error analysis on both Algorithms 3.1 and 3.2. The methodology in this error analysis is similar to that of Chandrasekaran and Sayed 11, 12], Gu 28], and Sweet and Brent 48] for analyzing fast algorithms for solving various structured linear systems of equations. We summarize related results in Gu 27] in Theorem 3.3 below. As commented in Gu 27] , upper bounds similar to that in Theorem 3.3 hold for the case 1 > 1, 2 > 1, and 3 > 1 as well, provided that there is little element growth within the generators for Algorithms 2.1 through 2.3 (see x2).
The upper bounds on g CP (Theorem 2.7) and backward error (Theorem 3.3) suggest that the smaller and are, the smaller the potential element growth and backward error will be. In our numerical experiments, we took = n in Algorithm 3.1. which is O ( m nkMk 2 ) (see Demmel 19] ). Hence Algorithms 3.1 and 3.2 appear to be less accurate than QR.
Our numerical experiments indicate that Algorithm 3.2 is indeed in general less accurate than Algorithm 3.1, which in turn is in general less accurate than QR; but the lost accuracy can be recovered by one step of Bj orck iterative re nement 2], which costs about 21n 2 ops for Algorithm 3.1 and 6n 2 ops for Algorithm 3.2, respectively.
A number of fast algorithms have been developed over the years to solve the Toeplitz and Toeplitz-plus-Hankel least squares problem (see x1.2). Among them, the algorithm proposed recently by Park and Eld en 44] appears to be more stable than others, but is less e cient, requiring about (9m + 18:5n)n ops. Algorithm 3.2 with Bj orck iterative re nement is about 4 times as expensive as the Park and Eld en algorithm. However, to the best of our knowledge, no previous fast algorithm is known to be numerically stable for very ill-conditioned problems, whereas our new algorithms can solve problems ranging from well-conditioned to very ill-conditioned to numerically singular. See x4 for more details. 4 . Numerical Experiments. We have implemented Algorithms 2.1 through 3.2 in Fortran and have performed a large number of numerical experiments with them to investigate their behavior in nite arithmetic and to compare Algorithms 3.1 and 3.2 with other available algorithms. In this section we discuss some issues related to measuring backward errors and implementation, and report some of the numerical results. We chose 1 = 10; 2 = 3 = m, and = n in Algorithms 3.1 and 3.2. In other words, very few steps of complete pivoting and generator re-decomposition were performed in our numerical experiments. As was also observed by Gohberg, Kailath, and Olshevsky 21], partial pivoting is usually su cient to guarantee stability in factorizing Cauchy matrices; and generator re-decomposition is usually needed only at the beginning (see Brent and Sweet 6] We further reduce the memory movement by delaying permuting rows of L in Algorithms 2.1 through 2.3 until the factorization is completed. To be more speci c, assume that at k th step of elimination, we need to swap two rows of L in order to bring the pivot to the (k; k) position. We achieve this by only swapping the corresponding rows in the generator matrix. After the factorization is completed, we restore rows of L to their proper positions. This technique is also used to swap columns of U in Algorithm 2.1. NEW-IV: Algorithm 3.1 with iterative re nement; about (109m + 46n)n ops.
QR: LAPACK 1] subroutine DGELS for solving a general dense linear least squares problem using the QR method; about (2m ? 2=3n)n 2 ops.
We solved the Toeplitz-(plus-Hankel) linear least squares problem min x k (T + H) x ? hk 2 for the following types of Toeplitz matrices T = (t k?j ) 1 k m;1 j n and Hankel matrices H = (h k+j?2 ) 1 k m;1 j n :
Type 1: ft k g and fh j g were randomly generated from uniform distribution on (0; 1). A Type 1 matrix is usually well-conditioned. components of h were randomly generated from uniform distribution on (0; 1). The linear least squares problem has a large residual. components of x M were randomly generated from uniform distribution on (0; 1) and h = (T + H) x M . The problem has a small residual.
One way to measure the accuracy in a solution b
x M computed by either one of our new algorithms or QR is to compute the norm-wise smallest backward error M such To do so, we use the following theorem of Gu 26] Tables 1 through 4 . These results con rm that both Algorithms 3.1 and 3.2 are capable of solving problems ranging from wellconditioned to ill-conditioned to numerically singular, both for large residuals and small residuals; and they are signi cantly faster than QR.
Algorithm 3.2 is the fastest algorithm, whereas QR is the slowest. Flop counts indicate that NEW-I and NEW-II break even with QR at n 40. From our numerical experiments, for m = 2560 and n = 2400, Algorithm 3.2 is up to 30 times faster than QR in Fortran BLAS and up to 10 times faster in optimized BLAS; and Algorithm 3.1 is up to 15 times faster than QR in Fortran BLAS and up to 5 times faster in optimized BLAS. One reason Algorithms 3.1 and 3.2 appear less e cient than op counts indicate is that most of the computations in Algorithms 3.1 and 3.2 are in level-1 and level-2 BLAS, whereas most of the computations in QR are in level-3 BLAS. If these algorithms are implemented in systolic arrays, one might expect the speedups of Algorithms 3.1 and 3.2 to be more in line with what op counts indicate.
Algorithm 3.2 is the least accurate, whereas QR is the most accurate. For m = 2560 and n = 2400, the backward error in Algorithm 3.2 is upto 10 5 times larger than that in QR. With iterative re nement, the backward error in Algorithm 3.2 is at most 200 times as large. While Algorithm 3.1 costs at least twice as much as Algorithm 3.2, it is signi cantly more accurate. With or without iterative re nement, the backward error in Algorithm 3.1 is at most 200 times larger than that in QR.
5. Conclusions and Extensions. We have presented fast algorithms for solving the Toeplitz and Toeplitz-plus-Hankel linear least squares problems and shown them to be numerically stable under certain conditions. We have discussed implementation techniques that further improve their e ciency. Numerical experiments indicate that they are both numerically stable and e cient in practice. While the element growth factor for GECP is much smaller than that for GEPP, these factors remain largely theoretical. It would be interesting to know if there are cases where complete pivoting is signi cantly more accurate than partial pivoting. Another related issue is to study the impact of the di erence choices of j 's on the accuracy of the numerical solution.
One way to reduce the upper bound on ( b L) is to perform a rank-revealing LU (RRLU) factorization on C instead of using GEPP/GECP (see, for example, improved the presentation of this paper.
