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Abstract
A general impulsive nonautonomous Lotka–Volterra system of integro-differential equations with infinite
delay is considered. The impulses are realized at fixed moments of time. Sufficient conditions for uniform
stability and asymptotic stability of solutions are investigated. The main results are obtained by using the
comparison principle and the Lyapunov method.
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1. Introduction
It is now recognized that real world phenomena that are subject to short-term perturbations
whose duration is negligible in comparison with the duration of the process are more accurately
described using impulsive differential equations. See, for example, [5,8,10–12] and the refer-
ences cited therein. Also in certain circumstances, the future state of a physical system depends
not only on the present state but also on its past history. Thus incorporating delay in the differen-
tial equations ensures a better model of the process involved.
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extensively [1–4,6,7,9,13,14]. The model can be expressed as follows
x˙i (t) = xi(t)
[
bi(t) −
N∑
j=1
aij (t)xj (t)
]
, i = 1,2, . . . ,N. (1.1)
Many results concerned with the permanence, global asymptotic stability and the existence of
positive periodic solutions of (1.1) are obtained.
It is well know that the time delay is quite a common for a natural population. Gopalsamy [6]
studied the existence of periodic solutions of the equation
x˙i (t) = xi(t)
[
bi(t) − aii(t)xi(t) −
N∑
j=1
j =i
t∫
−∞
ki(t, s)aij (t)xj (s) ds
]
, (1.2)
i = 1,2, . . . ,N , when the delay kernel ki(t, s) = ki(t − s) is of convolution type.
Ahmad and Rao [3] investigated the existence of asymptotically periodic solutions of an
nonautonomous competitive Lotka–Volterra system of integro-differential equations with infi-
nite delay
x˙i (t) = xi(t)
[
bi(t) − fi
(
t, xi(t)
)− N∑
j=1
j =i
t∫
−∞
ki(t, s)hij
(
t, xj (s)
)
ds
]
, (1.3)
i = 1,2, . . . ,N. The paper [3] improves the results of Gopalsamy [6] and some of the earlier
results on this topic of interest.
If at certain moments of time biotic and antropogeneous factors act on the population “mo-
mentarily,” then the population number varies by jumps. Therefore, it is important to study the
behavior of the solutions of Lotka–Volterra systems with impulsive perturbations.
In this paper we consider Eq. (1.3) with impulsive perturbations of the population density at
fixed moments of time. Impulses can be considered as a control. Sufficient conditions for uniform
stability and asymptotic stability of solutions are investigated. The main results are obtained by
means of the comparison principle coupled with the Lyapunov method.
2. Preliminaries and basic results
Let N denote the N -dimensional Euclidean space, and let ‖x‖ =∑Ni=1 |xi | define the norm
of x ∈ N . Let + = [0,∞), t0 ∈  and t0 < t1 < t2 < · · · , limk→∞ tk = ∞. Consider the
impulsive nonautonomous competitive Lotka–Volterra system of integro-differential equations
with infinite delay⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x˙i (t) = xi(t)
[
bi(t) − fi
(
t, xi(t)
)− N∑
j=1
j =i
t∫
−∞
ki(t, s)hij
(
t, xj (s)
)
ds
]
, t = tk,
xi
(
t+k
)= xi(tk) + gikxi(tk) + ci, k = 1,2, . . . ,
(2.1)
where i = 1, . . . ,N , N  2, and t ∈ .
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are nonnegative constants.
Let ϕ : (−∞, t0] → N , ϕ = col(ϕ1, ϕ2, . . . , ϕN) is a continuous function. We denote by
x(t) = x(t; t0, ϕ) = col(x1(t; t0, ϕ), x2(t; t0, ϕ), . . . , xN(t; t0, ϕ)) the solution of system (2.1)
satisfying the initial conditions{
xi(s; t0, ϕ) = ϕi(s), s ∈ (−∞, t0],
xi
(
t+0 ; t0, ϕ
)= ϕi(t0) (2.2)
and by J+ = J+(t0, ϕ), the maximal interval of type [t0, β) in which the solution x(t; t0, ϕ) is
defined.
Note that the solution x(t) = x(t; t0, ϕ) of problem (2.1), (2.2) is a piecewise continuous
function in the interval J+(t0, ϕ) with points of discontinuity of the first kind at tk (k = 1,2, . . .)
at which it is left continuous, i.e. the following relations are satisfied:
xi
(
t−k
)= xi(tk), k = 1,2, . . . ,
xi
(
t+k
)= xi(tk) + gikxi(tk) + ci, tk ∈ J+(t0, ϕ),
i = 1, . . . ,N .
Introduce the following notations:
Gk = (tk−1, tk) × N, k = 1,2, . . . , G =
∞⋃
k=1
Gk.
Given a continuous function d(t) which is defined on , we set
dM = sup
t∈
d(t), dL = inf
t∈d(t).
In our subsequent analysis, we will consider only initial functions that belong to a class of
bounded continuous functions.
Let BC = BC[(−∞, t0],N ] be the set of all bounded continuous functions from (−∞, t0]
into N . Let xt0(.) ∈ BC[(−∞, t0],N ]. If x(t) is N -valued function on (−∞, β), β ∞,
we define for each t ∈ (−∞, β), xt (.) to be the restriction of x(s) given by xt (s) = x(t + s),
−∞ < s  t , and the norm is defined by∥∥xt (.)∥∥= sup
−∞<st
∥∥x(s)∥∥.
It is clear that ‖x(t)‖ ‖xt (.)‖.
Introduce the following conditions:
(H1) The delay kernel ki : 2 → + is continuous, and there exist positive numbers μi such
that
t∫
−∞
ki(t, s) ds  μi < ∞
for all t in , and i = 1,2, . . . ,N .
(H2) fi(t, xi) > 0 for xi > 0, fi(t,0) = 0, and there exist positive continuous functions aii(t)
such that
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for all (t, xi), (t, yi) ∈ 2, and (xi − yi)[fi(t, xi) − fi(t, yi)] > 0 for xi = yi , i =
1,2, . . . ,N .
(H3) hij (t, xi) > 0 for xi > 0, hij (t,0) = 0, and there exist positive continuous functions aij (t)
such that∣∣hij (t, xi) − hij (t, yi)∣∣ aij (t)|xi − yi |
for all (t, xi), (t, yi) ∈ 2, and aij (t) is nonincreasing for t ∈ , and i, j = 1,2, . . . ,N ,
i = j .
(H4) cM < ∞, cL > 0, where cM = max{ci} and cL = min{ci} for 1 i N .
(H5) t0 < t1 < t2 < · · · and limk→∞ tk = ∞.
Let J ⊂ R. Define the following classes of functions:
PC
[
J,N ]
= {σ :J → N : σ(t) is a piecewise continuous function with points of discontinuity tk
at which σ
(
t−k
)
and σ
(
t+k
)
exist and σ
(
t−k
)= σ(tk), k = 1,2, . . .};
PC1
[
J,N ]
= {σ ∈ PC[J,N ]: σ(t) is continuously differentiable everywhere except some
points tk at which σ˙
(
t−k
)
and σ˙
(
t+k
)
exist and σ˙
(
t−k
)= σ˙ (tk), k = 1,2, . . .};
V0 =
{
V : [t0,∞) × N → +: V ∈ C
[
G,+], t ∈ [t0,∞),
V is locally Lipschitzian in x ∈ N on each of the sets Gk, V
(
t−k , x
)= V (tk, x) and
V
(
t+k , x
)= lim
t→tk
t>tk
V (t, x) exists
}
.
Let V ∈ V0, for any (t, x) ∈ [tk−1, tk)×N , the right-hand derivative D+V (t, x(t)) along the
solutions of (2.1) is defined by
D+V
(
t, x(t)
)= lim
h→0+
inf
1
h
[
V
(
t + h,x(t + h))− V (t, x(t))].
In our paper we will use the following definitions for uniform stability and asymptotic stability
of the solutions of (2.1).
Let ϕ,φ : (−∞, t0] → N , t0 ∈ , be continuous. For ϕ = col(ϕ1, ϕ2, . . . , ϕN), φ = col(φ1,
φ2, . . . , φN), let x(t) = x(t; t0, ϕ) = col(x1(t; t0, ϕ), x2(t; t0, ϕ), . . . , xN(t; t0, ϕ)) and y(t) =
y(t; t0, φ) = col(y1(t; t0, φ), y2(t; t0, φ), . . . , yN(t; t0, φ)) be any two solutions of (2.1) for all
t  t0 with initial conditions
xi(s; t0, ϕ) = ϕi(s), s ∈ (−∞, t0],
yi(s; t0, φ) = φi(s), s ∈ (−∞, t0], t0 ∈ ,
for i = 1,2, . . . ,N .
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(a) uniformly stable if for all ε > 0, there exists δ = δ(ε) > 0 such that t0 ∈  and ‖yt0(.) −
xt0(.)‖ < δ imply ‖y(t) − x(t)‖ < ε for all t  t0;
(b) weakly uniformly asymptotically stable if it is uniformly stable and
lim
t→∞
∥∥y(t) − x(t)∥∥= 0.
Definition 2.2. The solution x : [t0,∞) → N of the system (2.1) is said to be a maximal solution
if for any other solution x : [t0,∞) → N of the system (2.1) the inequality x(t)  x(t) holds
for t ∈ [t0,∞).
The minimal solution x(t) of the system (2.1) can be defined analogously by reversing the
above inequality.
We will note that [3] if ∫ t−∞ ki(t, s)hij (t, xj (s)) ds is continuous for all t  t0, then under the
hypotheses (H1)–(H3), system (1.3) has a unique solution x(t) = x(t; t0, ϕ) = col(x1(t; t0, ϕ),
x2(t; t0, ϕ), . . . , xN(t; t0, ϕ)) with ϕ = col(ϕ1, ϕ2, . . . , ϕN) on the interval [t0,∞). It means that
the solution x(t) = x(t; t0, ϕ) of the problem (2.1), (2.2) is defined on each of the intervals
(tk−1, tk], k = 1,2, . . . . From the hypothesis (H5) we conclude that it is continuable for t  t0.
In the proofs of the main theorems we will use the following comparison results.
Lemma 2.1. Suppose the hypotheses (H1), (H3) and (H5) hold. If there exist functions Pi,Qi ∈
PC1[[t0,∞),] such that Pi(t+0 ) ϕi(s)Qi(t+0 ), s  t0, t0 ∈ , then we have
Pi(t) xi(t)Qi(t) (2.3)
for all t  t0 and i = 1,2, . . . ,N .
Proof. First we will prove that
xi(t)Qi(t) (2.4)
for all t  t0 and i = 1,2, . . . ,N , where Qi(t) is the maximal solution of the logistic system⎧⎪⎨
⎪⎩
q˙i (t) = qi(t)
[
bi(t) − fi
(
t, qi(t)
)]
, t = tk,
qi
(
t+0
)= qi0 > 0,
qi
(
t+k
)= qi(tk) + gMqi(tk) + cM, k = 1,2, . . . ,
(2.5)
where gM = max{gik} for 1 i N and k = 1,2, . . . .
The maximal solution Qi(t) = Qi(t; t0, q0), q0 = col(q10, q20, . . . , qN0) of (2.5) is defined by
the equality
Qi(t; t0, q0) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Q0i (t; t0,Q0i + 0), t0 < t  t1,
Q1i (t; t1,Q1i + 0), t1 < t  t2,· · ·
Qki (t; tk,Qki + 0), tk < t  tk+1,· · · ,
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fi(t, qi(t))], in the interval (tk, tk+1], k = 0,1,2, . . . , for which Qki + 0 = (1 + gM)Qki (tk; tk−1,
Qk−1i + 0) + cM , k = 1,2, . . . , 1 i N , and Q0i + 0 = qi0.
We note that the solutions xi(t) of (2.1) are functions which for t = tk , k = 1,2, . . . , satisfy
Eq. (1.3) and for t = tk , k = 1,2, . . . , satisfy the conditions xi(t+k ) = xi(tk) + gikxi(tk) + ci .
By hypotheses (H1), (H3), it follows from (2.1) that
x˙i (t) xi(t)
[
bi(t) − fi
(
t, xi(t)
)]
, t = tk. (2.6)
Let t ∈ (t0, t1]. If 0 < ϕi(s)Qi(t+0 ), s  t0, then elementary differential inequality [3] yields
that
xi(t)Qi(t)
for all t ∈ (t0, t1], i.e. the inequality (2.4) is valid for t ∈ (t0, t1].
Suppose that (2.4) is satisfied for t ∈ (tk−1, tk], k > 1.
Then using hypothesis (H5) and the fact that (2.4) is satisfied for t = tk we obtain
xi
(
t+k
)= xi(tk) + gikxi(tk) + ci  xi(tk) + gMxi(tk) + cM
Qi(tk) + gMQi(tk) + cM = Qi
(
t+k
)
.
We apply again the comparison result (2.6) in the interval (tk, tk+1] and obtain
xi(t; t0, ϕ)Qki
(
t; tk,Qki + 0
)= Qi(t; t0, q0),
i.e. the inequality (2.4) is valid for (tk, tk+1].
The proof of (2.4) is completed by induction.
Further, by analogous arguments, using (H1), (H3) and (H5), we obtain from (2.1) and (2.6)
that ⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x˙i (t) xi(t)
[
bi(t) − fi
(
t, xi(t)
)− N∑
j=1
j =i
aij (t)μi sup
−∞<st
Qi(s)
]
, t = tk,
xi
(
t+k
)
 xi(tk) + gLxi(tk) + cL, k = 1,2, . . . ,
i = 1, . . . ,N , N  2, and hence ϕi(s) Pi(t+0 ) for s  t0 implies that
xi(t) Pi(t) (2.7)
for all t  t0 and i = 1,2, . . . ,N , where Pi(t) is the minimal solution of the logistic system⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
p˙i(t) = pi(t)
[
bi(t) − fi
(
t, pi(t)
)− N∑
j=1
j =i
aij (t)μi sup
−∞<st
Qi(s)
]
, t = tk,
pi
(
t+0
)= pi0 > 0,
pi
(
t+k
)= pi(tk) + gLpi(tk) + cL, k = 1,2, . . . ,
(2.8)
i = 1, . . . ,N and gL = min{gik} for 1  i  N and k = 1,2, . . . . Thus, the proof follows from
(2.4) and (2.7). 
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Lemma 3.1. Let the following conditions hold:
(1) The hypotheses (H1)–(H5) hold.
(2) xi(t) = xi(t; t0, ϕ) is a solution of (2.1), (2.2) such that
xi(s) = ϕi(s) 0, supϕi(s) < ∞, ϕi(t0) > 0, 1 i N. (3.1)
(3) For each 1 i N and k = 1,2, . . .
1 + gik > 0.
Then:
1. xi(t) > 0, 1 i N , t ∈ J+.
2. There exist positive constants αi and βi such that
αi  xi(t) βi,
for all t ∈ (tk−1, tk], k = 1,2 . . . and 1 i N and if in addition
0 < 1 + gik  1 and −gikαi < ci < −gikβi
then
αi  xi(t) βi,
for all t ∈ J+ and 1 i N.
Proof. Proof of Assertion 1. By integrating of (2.1) in the interval (t0, t1] we have
xi(t) = xi
(
t+0
)
exp
( t∫
t0
Fi(s) ds
)
, t ∈ (t0, t1],
where
Fi(t) = bi(t) − fi
(
t, xi(t)
)− N∑
j=1
j =i
t∫
−∞
ki(t, s)hij
(
t, xj (s)
)
ds, 1 i N.
Since in the interval (t0, t1] we have not point of discontinuity of xi(t) from (3.1) it is obvious
that xi(t) > 0 for t ∈ (t0, t1]. Then x(t1) > 0.
We have from (2.1) that
xi
(
t+1
)= xi(t1) + gi1xi(t1) + ci, 1 i N.
From condition (3) of Lemma 3.1 it follows that
xi
(
t+1
)= (1 + gi1)xi(t1) + ci > 0, 1 i N.
We now integrate (2.1) in the interval (t1, t2] and we have
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(
t+1
)
exp
( t∫
t1
Fi(s) ds
)
, t ∈ (t1, t2].
From the above relation it follows that xi(t) > 0 for t ∈ (t1, t2].
By similar arguments we can obtain that
xi(t) = xi
(
t+k
)
exp
( t∫
t1
Fi(s) ds
)
, t ∈ (tk, tk+1],
for 1 i N , k = 1,2, . . . so xi(t) > 0 for t ∈ J+.
Proof of Assertion 2. From Lemma 2.1 we have
Pi(t) xi(t)Qi(t)
for all t  t0 and i = 1,2, . . . ,N , where Pi(t) is the minimal solution of the logistic system (2.8)
and Qi(t) is the maximal solution of the logistic system (2.5).
Since [3] under the conditions of Lemma 3.1 for the solutions of (2.5) and (2.8) with initial
functions of the form (3.1) it is valid that
αi  Pi(t), Qi(t) βi,
αi > 0, 0 < βi < ∞, for all t  t0, t ∈ (tk−1, tk], k = 1,2 . . . and i = 1,2, . . . ,N then
αi  xi(t) βi,
1 i N , for all t  t0, t ∈ (tk−1, tk], k = 1,2 . . . .
If in addition 0 < 1+gik  1 and −gikαi < ci < −gikβi , then from the left continuity of xi(t)
at the points tk we have
αi = (1 + gik)αi − gikαi  xi
(
t+k
)
 (1 + gik)βi − gikβi = βi,
hence
αi  xi(t) βi,
1 i N , for all t  t0. 
In this section, we give sufficient conditions for uniform stability and weakly asymptotic
stability of the solutions of (2.1).
Let xi(t; t0, ϕ) and yi(t; t0, φ) , i = 1,2, . . . ,N , (t0, ϕ), (t0, φ) ∈ ×BC be any two solutions
of (2.1) such that
xi(s) = ϕi(s) 0, supϕi(s) < ∞, ϕi(t0) > 0,
yi(s) = φi(s) 0, supφi(s) < ∞, φi(t0) > 0.
Define a Lyapunov function
V
(
x(t), y(t)
)= N∑Vi(t) = N∑
∣∣∣∣ln xi(t)yi(t)
∣∣∣∣. (3.2)
i=1 i=1
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in t ∈ (tk−1, tk], k = 1,2, . . . , there exist positive numbers r and R such that for 1  i  N ,
r  xi(t), yi(t)R and
1
R
∣∣xi(t) − yi(t)∣∣ ∣∣lnxi(t) − lnyi(t)∣∣ 1
r
∣∣xi(t) − yi(t)∣∣. (3.3)
Theorem 3.1. Let the following conditions hold:
1. The hypotheses (H1)–(H5) hold.
2. The following inequalities are satisfied
raii(t) > R
N∑
j=1
j =i
μiaij (t)
for all t ∈ , and i = 1,2, . . . ,N .
3. For each 1 i N and k = 1,2, . . .
0 < 1 + gik  1 and −gikr < ci < −gikR.
Then the solution x(t) of (2.1) is uniformly stable.
Proof. Given 0 < ε < R, choose δ = εr2NR . Let α = ε2R . For all i = 1,2, . . . ,N we introduce the
notations:
vαi =
{
(xi, yi) ∈  × :
∣∣∣∣ln xi(t)yi(t)
∣∣∣∣< αN
}
,
∂vαi =
{
(xi, yi) ∈  × :
∣∣∣∣ln xi(t)yi(t)
∣∣∣∣= αN
}
.
If ‖xt0(.) − yt0(.)‖ δ for all i = 1,2, . . . ,N we obtain
∣∣lnxi(t+0 )− lnyi(t+0 )∣∣ 1r
∥∥x(t+0 )− y(t+0 )∥∥ 1r
∥∥xt0(.) − yt0(.)∥∥< α
N
. (3.4)
Then (xi(t+0 ), yi(t
+
0 )) ∈ vαi for all i = 1,2, . . . ,N .
We shall prove that (xi(t), yi(t)) ∈ vαi for all t > t0 and all i = 1,2, . . . ,N . Suppose this is
not true.
Note that from (xi(tk), yi(tk)) ∈ vαi , tk  t0, k = 1,2, . . . , i = 1,2, . . . ,N it follows from the
condition 3 of Theorem 3.1 that∣∣∣∣ln xi(t
+
k )
yi(t
+
k )
∣∣∣∣=
∣∣∣∣ln (1 + gik)xi(tk) + ci(1 + gik)yi(tk) + ci
∣∣∣∣
∣∣∣∣ln (1 + gik)R − gikR(1 + gik)r − gikr
∣∣∣∣=
∣∣∣∣ln Rr
∣∣∣∣
=
∣∣∣∣− ln Rr
∣∣∣∣=
∣∣∣∣ln rR
∣∣∣∣
∣∣∣∣ln xi(tk)yi(tk)
∣∣∣∣, (3.5)
i.e. (xi(t), yi(t)) cannot leave vαi by jump.
Now the assumption that (xi(t), yi(t)) ∈ vαi for all t > t0 and i = 1,2, . . . ,N is not
true implies the existence of T > t0, T = tk , k = 1,2, . . . , and l = 1,2, . . . ,N such that
(xl(t), yl(t)) ∈ vα for all −∞ < t < T and (xl(T ), yl(T )) ∈ ∂vα .l l
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t = tk , k = 1,2, . . . , we derive the estimate
D+Vl
(
x(t), y(t)
)
=
(
x˙l(t)
xl(t)
− y˙l(t)
yl(t)
)
sgn
(
xl(t) − yl(t)
)

[
−∣∣fl(t, xl(t))− fl(t, yl(t))∣∣+ N∑
j=1
j =l
t∫
−∞
kl(t, s)
∣∣hlj (t, xj (s))− hlj (t, yj (s))∣∣ds
]
.
From hypotheses (H1)–(H3), we obtain
D+Vl
(
x(t), y(t)
)

[
−all(t)
∣∣xl(t) − yl(t)∣∣+ N∑
j=1
j =l
t∫
−∞
kl(t, s)alj (t)
∣∣xj (s) − yj (s)∣∣ds
]

[
−all(t)
∣∣xl(t) − yl(t)∣∣+ N∑
j=1
j =l
μlalj (t) sup
−∞<st
∣∣xj (s) − yj (s)∣∣ds
]
.
From (3.3) for t = T we deduce the inequality
D+Vl
(
x(T ), y(T )
)

[
−all(T )r
∣∣lnxl(T ) − lnyl(T )∣∣+ R∣∣lnxl(T ) − lnyl(T )∣∣ N∑
j=1
j =l
μlalj (T )
]
. (3.6)
Since by the condition 2 of Theorem 3.1 the inequalities
rall(t) > R
N∑
j=1
j =l
μlalj (t)
are satisfied for all t ∈ , and l = 1,2, . . . ,N we have D+Vl(x(T ), y(T )) < 0. Hence the as-
sumption that (xi(t), yi(t)) ∈ vαi for all −∞ < t < T and (xi(T ), yi(T )) ∈ ∂vαi will not be true,
i.e. (xi(t), yi(t)) ∈ vαi for all t > t0 and i = 1,2, . . . ,N .
Then from (3.3) and (3.4) it follows that∥∥x(t) − y(t)∥∥RV (x(t), y(t))< R(α) < ε,
for all t  t0, whenever ‖xt0(.) − yt0(.)‖  δ and t0 ∈ . Since t0 ∈  is arbitrary, by Defini-
tion 2.1(a), the solution x(t) of (2.1) is uniformly stable. This proves the theorem. 
Theorem 3.2. In addition to the assumptions of Theorem 3.1, suppose that:
1. There exist nonnegative continuous functions σi(t) such that
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N∑
j=1
j =i
μiaij (t) > σi(t), t = tk, k = 1,2, . . . ,
for all t ∈  and 1 i N .
2. The function σ(t) = min(σ1(t), . . . , σN(t)) is such that
∞∫
t0
σ(s) ds = ∞.
Then the solution x(t) of (2.1) is weakly asymptotically stable.
Proof. Since all conditions of Theorem 3.1 are satisfied all solutions of (2.1) are uniformly
stable.
We have to prove that
lim
t→∞
∥∥y(t) − x(t)∥∥= 0.
Let 0 < ε < R. Choose δ = δ(ε) = εr2NR .
We shall prove that there exist τ = τ(ε) > 0 and t∗ ∈ [t0, t0 +τ ] such that for any two solutions
xi(t; t0, ϕ) and yi(t; t0, φ), i = 1,2, . . . ,N , (t0, ϕ), (t0, φ) ∈ × BC of (2.1) for which ‖yt0(.)−
xt0(.)‖ < δ the following inequality is valid∣∣xi(t∗ + 0)− yi(t∗ + 0)∣∣< δ(ε). (3.7)
Suppose that this is not true. Then for any τ > 0 there exist solutions xi(t; t0, ϕ) and yi(t; t0, φ),
i = 1,2, . . . ,N , (t0, ϕ), (t0, φ) ∈  × BC of (2.1) for which ‖yt0(.) − xt0(.)‖ < δ and∣∣xi(t + 0) − yi(t + 0)∣∣ δ(ε), (3.8)
for any t ∈ [t0, t0 + τ ].
Consider again the upper right derivative D+V (t) along the solution of system (2.1). For
t  t0 and t = tk , k = 1,2, . . . , from hypotheses (H1)–(H3), we have
D+V
(
x(t), y(t)
)

N∑
i=1
[
−aii(t)
∣∣xi(t) − yi(t)∣∣+ N∑
j=1
j =i
μiaij (t) sup
−∞<st
∣∣xj (s) − yj (s)∣∣
]
.
From the above estimate and from (3.5) we can obtain that for t > t0 and t = tk , k = 1,2, . . . ,
V
(
x(t), y(t)
)− V (x(t+0 ), y(t+0 ))

t∫
t0
D+V
(
x(u), y(u)
)
du

∞∫
t0
N∑
i=1
[
−aii(u)
∣∣xi(u) − yi(u)∣∣+ N∑
j=1
j =i
μiaij (u) sup
−∞<su
∣∣xj (s) − yj (s)∣∣
]
du. (3.9)
From the properties of the function V (x(t), y(t)) in the interval (t0,∞) it follows that there
exists the finite limit
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t→∞V
(
x(t), y(t)
)= v0  0. (3.10)
Then from (3.3), (3.8)–(3.10) it follows that
∞∫
t0
N∑
i=1
[
aii(t)
∣∣xi(t) − yi(t)∣∣− N∑
j=1
j =i
μiaij (t) sup
−∞<st
∣∣xj (s) − yj (s)∣∣
]
dt
 V
(
x
(
t+0
)
, y
(
t+0
))− v0  1
r
∥∥xt0(.) − yt0(.)∥∥− v0  δ
r
− v0.
From condition 2 of Theorem 3.2 it follows that the number τ can be chosen so that
t0+τ∫
t0
σ(t) dt >
r( δ
r
− v0 + 1)
δ
.
Then
δ
r
− v0 
∞∫
t0
N∑
i=1
[
aii(t)
∣∣xi(t) − yi(t)∣∣− N∑
j=1
j =i
μiaij (t) sup
−∞<st
∣∣xj (s) − yj (s)∣∣
]
dt

t0+τ∫
t0
N∑
i=1
[
aii(t)δ
−
N∑
j=1
j =i
μiaij (t)max
{
sup
−∞<st0
∣∣xj (s) − yj (s)∣∣; sup
t0<st
∣∣xj (s) − yj (s)∣∣}
]
dt

t0+τ∫
t0
N∑
i=1
[
aii(t)δ −
N∑
j=1
j =i
μiaij (t)max
{
δ;R sup
t0<st
∣∣lnxj (s) − lnyj (s)∣∣}
]
dt.
(3.11)
Since all conditions of Theorem 3.1 are satisfied we have that (3.4) is true and
∣∣lnxi(t) − lnyi(t)∣∣< α
N
= δ
r
(3.12)
for all t > t0 and i = 1,2, . . . ,N .
From (3.11), (3.12) and from the condition 1 of Theorem 3.2 it follows that
δ
r
− v0  δ(ε)
t0+τ∫
t0
σ(t) dt >
δ
r
− v0 + 1.
The contradiction obtained shows that there exists a positive constant τ = τ(ε) such that for
any two solutions xi(t; t0, ϕ) and yi(t; t0, φ), i = 1,2, . . . ,N , (t0, ϕ), (t0, φ) ∈  × BC of (2.1)
for which ‖yt0(.) − xt0(.)‖ < δ, and for any t∗ ∈ [t0, t0 + τ ] such that inequality (3.7) holds.
Then for t  t∗ (hence for any t  t0 + τ as well) the following inequalities are valid
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R
∥∥x(t) − y(t)∥∥ V (x(t), y(t)) V (x(t∗ + 0), y(t∗ + 0))
 1
r
∥∥x(t∗ + 0)− y(t∗ + 0)∥∥< N
r
(δ) = ε
2R
,
from which we have
lim
t→∞
∥∥y(t) − x(t)∥∥= 0.
This shows that the solution x(t) of (2.1) is weakly uniformly asymptotically stable. This
proves the theorem. 
4. An example
S. Ahmad and R.M. Rao [3] investigated nonautonomous competitive Lotka–Volterra system
(1.3) and asserted that the condition
aii(t) −
N∑
j=1
j =i
μiaji(t) σi(t) (4.1)
is sufficient for the weakly asymptotic stability of the solutions.
For the nonautonomous competitive Lotka–Volterra system without impulsive perturbations⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
x˙1(t) = x1(t)
[
4 − 7 lnx1(t) −
t∫
−∞
k1(t, s) lnx2(s) ds
]
,
x˙2(t) = x2(t)
[
1
2
− 1
3
t∫
−∞
k2(t, s) lnx1(s) ds − 43 lnx2(t)
]
,
(4.2)
where x :  → + and ∫ t−∞ k1(t, s) ds = 2, ∫ t−∞ k2(t, s) ds = 1 one can show that the point
(x∗1 , x∗2 ) = (
√
e, 4
√
e ) is an equilibrium. Also, we have that r∗ = 1, R∗ = e, i.e. 1 < x∗1 , x∗2 < e;
and a11 = 7, a12 = 1, a21 = 1/3, a22 = 4/3. Since condition (4.1) is satisfied then the equilibrium
(x∗1 , x∗2 ) = (
√
e, 4
√
e ) is a weak asymptotically stable solution of (4.2).
Now we consider the impulsive nonautonomous competitive Lotka–Volterra system⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x˙1(t) = x1(t)
[
4 − 7 lnx1(t) −
t∫
−∞
k1(t, s) lnx2(s) ds
]
, t = tk,
x˙2(t) = x2(t)
[
1
2
− 1
3
t∫
−∞
k2(t, s) lnx1(s) ds − 43 lnx2(t)
]
, t = tk,
x1
(
t+k
)= 2√e + x1(tk)
3
, k = 1,2, . . . ,
x2
(
t+k
)= 3 4√e + x2(tk)
4
, k = 1,2, . . . ,
(4.3)
where tk < tk+1 < · · · , k = 1,2, . . . , limk→∞ tk = ∞.
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√
e, 4
√
e ) is an equilibrium and all conditions of
Theorem 3.2 are satisfied. In fact, for μ1 = 2 and μ2 = 1 we have⎧⎨
⎩
r∗a11(t) − μ1R∗a12(t) = 1.7 − 2.e.1 > 1,
r∗a22(t) − μ2R∗a21(t) = 1.43 − 1.e.
1
3
>
1
3
.
(4.4)
For σ(t) = 1/3 conditions 1 and 2 of Theorem 3.2 will be satisfied. Also we have that
0 < 1 + g1k = 13 < 1, 0 < 1 + g2k =
1
4
< 1
and
2
3
r∗ = 2
3
.1 < c1 = 23
√
e <
2
3
e = 2
3
R∗,
3
4
r∗ = 3
4
.1 < c2 = 34
4√e < 3
4
e = 3
4
R∗.
Thus, all conditions of Theorem 3.2 are satisfied and the equilibrium (x∗1 , x∗1 ) = (
√
e, 4
√
e ) is
a weakly asymptotically stable solution of (4.3).
If in the system (4.3) we change the impulsive perturbation as follows⎧⎨
⎩
x1
(
t+k
)= 3√e − 2x1(tk), k = 1,2, . . . ,
x2
(
t+k
)= 3 4√e + x2(tk)
4
, k = 1,2, . . . ,
then the point (x∗1 , x∗2 ) = (
√
e, 4
√
e ) is again an equilibrium, but it is not stable, because 1+g1k =
−2 < 0.
The example shows that by means of appropriate impulsive perturbations we can control the
system’s population dynamics.
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