Recent advances in DNA sequencing technology uncovered a tremendous diversity in the human genetic code. Indeed, several million nucleotides were found to differ between individuals, even in the healthy population [1, 2] . What might be the impact of such variability on human health? Might sequence variations impart disease susceptibility or differential drug response? As human health is related to information stored in our genetic code, this enormous variability will have a significant impact by affecting the expression of genes. Sequence variation may target genes and regulatory DNA elements directly, or alter gene expression by affecting spatial genome organization. Although still poorly understood, spatial chromatin organization is emerging as an important mechanism to regulate the expression of genes. Therefore, understanding genome organization will be crucial to the development of optimal molecular targeted personalized therapies. In this article, we report on the relationship between gene expression and chromatin structure, beginning with a summary of human genome organization below.
Spatial genome organization in vivo
The ability to store, retrieve and translate instructions from the genetic code is essential to maintain life in all cells. This process is not trivial by any means in human cells given the size of our genome. In fact, understanding this process is not trivial even for much smaller genomes. The human genetic code is composed of over 3 billion nucleotides, which when pieced together, would measure almost a meter in length. Therefore, our genome must be tightly packaged and organized in order to fit within each micron-sized nuclei. Packaging of the human genome is functional rather than random, and there are three defined hierarchical levels of organization (FIGURE 1) [3] [4] [5] . The first level of genome organization is characterized by the linear arrangement of genes and regulatory sequences (or 'DNA elements') along chromosomes. This first dimension includes clusters of genes and their regulatory DNA elements. Gene clusters composed of evolutionarily duplicated genes tend to encode proteins with similar functions and with tissue-specific expression patterns defined by their regulatory elements. Examples of this level of organization include the Hox gene clusters and / -globin loci, both of which will be further described in sections later.
The second level of genome organization is defined by the interaction between DNA and proteins. This second dimension is dominated by the relationship between genomic DNA and histones, where DNA is wrapped around nucleosomes to form the 10 nm chromatin fiber. At this level, chromatin appears as beads on a string, with beads corresponding to nucleosomes composed of two copies each of histone H2A, H2B, H3 and H4. Histones can be extensively modified post-translationally by acetylation, methylation, phosphorylation, sumoylation, Human health is related to information stored in our genetic code, which is highly variable even amongst healthy individuals. Gene expression is orchestrated by numerous control elements that may be located anywhere in the genome, and can regulate distal genes by physically interacting with them. These DNA contacts can be mapped with the chromosome conformation capture and related technologies. Several studies now demonstrate that gene expression patterns are associated with specific chromatin structures, and may therefore correlate with chromatin conformation signatures. Here, we present an overview of genome organization and its relationship with gene expression. We also summarize how chromatin conformation signatures can be identified and discuss why they might represent ideal biomarkers of human disease in such genetically diverse populations.
KEYWORDS: 3C-carbon copy biomarker chromatin conformation signature chromatin structure chromosome conformation capture long-range regulation transcription ADP-ribosylation and ubiquitinylation [6, 7] . These epigenetic marks are mostly added to histone amino-terminal tails, and regulate their affinity to DNA and the recruitment of regulatory chromatin binding proteins. Histone modifications can also affect formation of the 30 nm chromatin fiber, which consists of a folded basic 10 nm fiber with nucleosomes stacked on top of each other. Very little is known about genome organization beyond the 30 nm fiber, of which the in vivo structure remains to be established [8] .
Even at this level of packaging, a stretched out 30 nm chromatin fiber with the DNA content of an average chromosome would not fit into a nucleus. Therefore, additional folding and organization is essential for genome function. The third level of genome organization is defined by the packaging and spatial arrangement of chromatin in the nuclear space. This 3D organization is controlled by specialized proteins that bind and fold the 30-nm fiber into higher levels of organization such as loops. In addition to facilitating the accurate retrieval and translation of instructions from our genetic code, the spatial chromatin architecture of our genome is also used as a mechanism to regulate gene expression [9] [10] [11] . Indeed, it was shown that DNA elements can regulate the expression of distal target genes by physically interacting with them [10] . This relatively recent discovery explains why the functional organization of the genome is not strictly linear along chromosomes and how DNA elements can regulate genes located very far away on the same or even on different chromosomes. Thus, long-range chromatin contacts in cis (intrachromosomal) or in trans (interchromosomal) can regulate gene expression by bringing regulatory elements in close physical proximity to target genes. Here, we refer to 'long-range' chromatin contacts from an empirical standpoint as interactions stronger than those originating from random collisions surrounding regions of interest. Longrange chromatin contacts were found to regulate genes from diverse cellular pathways, indicating that this form of control is a general regulation mechanism [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . However, at least for some genomic regions, regulation through long-range DNA contacts has remained unclear [25] [26] [27] [28] . Nonetheless, coregulated genes located far from each other or on different chromosomes also can co-localize and form foci in the nuclear space [29, 30] . This type of organization likely participates in coordinating the proper timing and/or relative expression levels of various genes. 3D genome organization also includes positioning chromosomes into distinct territories within the nucleus, with gene-rich chromosomes at the center and gene-poor chromosomes near the periphery [3, 31, 32] .
Measuring spatial genome organization
It had long been suspected that genes could be controlled over large genomic distances through physical contacts with DNA elements. However, this type of regulation mechanism has only been firmly demonstrated recently as a result of the development of various powerful technologies. Today, genome architecture can be studied with several approaches, which are usually combined for discovery (FIGURE 2 & TABLE 1 ). These techniques vary in resolution, throughput and cost, and together offer an unprecedented highresolution view of our genome in vivo. Important information about spatial genome architecture has already come to light from these methodologies and includes the identification of intraand interchromosomal contacts with roles in transcription or imprinting, the establishment of physical networks of coregulated genes, and an overall assessment of our genome architecture, including the existence of chromosome territories. Implementation of these technologies will help compile a complete list of functional chromatin contacts, which may be impaired in human disease. Importantly, these techniques will identify unique and conserved structural features amongst the highly variable genomes of healthy individuals, which may impart differential disease susceptibility and response to drug treatment.
DNA-FISH Until recently, DNA fluorescence in situ hybridization (DNA-FISH) was the main tool to measure chromatin contacts and other genomic features such as structural variations [33] . This technique is based on homologous sequence hybridization between an artificial DNA probe and the genomic DNA of cells chemically fixed on glass slides. The artificial DNA probe contains an epitope that can be specifically recognized by fluorescently labeled antibodies. Thus, hybridization sites can be visualized by epifluorescence microscopy and the position of multiple genomic regions can be measured simultaneously when using different combinations of probes and fluorescence tags.
As with any other approach, DNA-FISH offers both advantages and disadvantages to study genome organization. An important advantage of DNA-FISH is that it measures chromatin contacts in single cells. However, the resolution it provides is relatively low compared with newer sequencing-based methods, partly owing to the microscope's detection limits (see later). Although not the focus of this article, it is also important to note that advancements in fluorescence microscopy can now partly overcome these limitations by allowing resolutions beyond the Abbe limit [34] [35, 36] . This approach captures the local DNA environment of an actively transcribed gene by combining aspects of FISH and chromatin immunoprecipitation (ChIP). Like DNA-FISH, RNA-TRAP uses homologous sequence hybridization of an artificial probe. However, instead of hybridizing on complementary genomic DNA, the probe binds to nascent unprocessed RNA at actively transcribed genes. During RNA-TRAP, the DNA probe is labeled with an epitope recognized by an antibody coupled to the horseradish peroxidase enzyme, which attaches biotin tags onto chromatin proteins in the immediate vicinity of nascent RNA transcripts. Thus, active transcription sites can be visualized with fluorescently labeled streptavidin. Additionally, active chromatin and associated proteins can be specifically purified by affinity chromatography and analyzed by quantitative PCR.
Unlike DNA-FISH, which provides a low resolution 'bird's eye' view of targeted chromatin components, RNA-TRAP can uncover in-depth information about the genomic environment of transcribed genes. However, the enzymatic step that tags proteins surrounding transcribed genes can trap proteins within a very large radius of activity. As such, RNA-TRAP captures the entire local environment of a given gene of interest rather than detecting direct physical interactions.
3C
Chromosome conformation capture was initially developed to study the complete conformation of a chromosome in yeast [37] . 3C is now used as a standard research tool to analyze the organization of complex genomic domains and investigate the relationship between genome architecture and gene expression [38, 39] . 3C can be divided into five experimental steps. The first step in conventional 3C is to chemically fix cells. This step captures interactions between DNA regions by crosslinking chromatin-bound histones and other associated proteins such as transcription factors. Thus, chemical fixation produces a snapshot of the 3D chromatin architecture in vivo. Chemical fixation is a common step in all techniques currently used to study genome organization. Although unavoidable, it is important to note that this step may still introduce artifacts that will be carried over in between approaches.
The second step of 3C consists of digesting the genomic DNA with enzymes. Enzymatic digestion of chemically fixed chromatin releases DNA fragments that were crosslinked as a result of their physical proximity in the nuclear space. The third 3C step involves ligation of crosslinked DNA fragments. The DNA is ligated under conditions favoring intramolecular ligation of crosslinked fragments and minimizes random ligation. During the fourth step of 3C, the DNA is purified to remove all proteins and other contaminants. The resulting 3C library features pair-wise ligation products between DNA segments that were close to each other in the nuclear space regardless of their linear distance along the genome. The relative abundance of these ligation products is inversely proportional to the original 3D distance separating DNA segments and can therefore be used to reconstruct the spatial organization of the genome in vivo. The final 3C step consists of measuring the relative abundance of individual ligation products in the library. 3C library products are usually quantified by PCR amplification of ligation junctions and agarose gel detection. Alternatively, ligation junctions can be measured by TaqMan quantitative PCR 
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3C-Loop
An immediate extension of 3C is the 3C-Loop technique, also known as the ChIP-loop method [42, 43] . Like 3C, this technique also involves fixing cells to capture a 'snapshot' of in vivo genome architecture. However, 3C-Loop includes an immunoprecipitation step for a specific protein prior to ligation of crosslinked DNA fragments. 3C-Loop libraries are therefore enriched in ligation products previously bound by a protein of interest. Although removing unbound DNA fragments can substantially decrease background signals, this method requires prior knowledge of the regions bound by the specific proteins since contacts are measured by PCR with specific primers. Nonetheless, an important strength of 3C-Loop is that it allows identification of target proteins contributing to local chromatin looping. However, this method is most currently used to validate possible cis/trans long-range interactions.
4C
The 4C techniques (circular chromosome conformation capture, chromosome conformation capture on chip, open-ended chromosome conformation capture) were developed to identify physical interactions genome-wide from any given genomic location [43] [44] [45] [46] . Similar to 3C, 4C involves chemical fixation of cells, digestion of crosslinked DNA and ligation of crosslinked fragments to generate a library of DNA contacts. However, during 4C, genomic DNA is digested into very short fragments, which are then ligated under conditions promoting circularization of crosslinked DNA. 4C libraries consisting of short circularized ligation products are then purified as usual and amplified by reverse-PCR with primers nested at a specific genomic location. Reverse-PCR of 4C libraries thereby specifically amplifies all genomic regions physically interacting with the region of interest. Amplified DNA contacts are then identified on microarrays or by high-throughput DNA sequencing. Although DNA contacts from a fixed genomic location can be identified ab initio genome-wide at high resolution with 4C, this method is not as quantitative as conventional 3C or 5C and should therefore be used mainly to identify interactions rather than quantify them.
5C
The chromosome conformation capture carbon copy (5C) technology is also derived from 3C but allows quantitative simultaneous genome-wide detection of thousands of DNA contacts [47] [48] [49] [50] [51] . During 5C, a 3C library is first generated using the standard 3C protocol. However, instead of quantifying DNA contacts individually by PCR amplification and agarose gel detection, 3C libraries are first converted into 5C libraries and then analyzed on custom microarrays or by high-throughput DNA sequencing. 3C to 5C library conversion is achieved by a ligation-mediated amplification step involving annealing and ligation of primers corresponding to 3C ligation junctions. This ligation-mediated amplification step quantitatively detects 3C products specifically thereby creating a 'carbon copy' of DNA contacts, which is amplified by PCR and analyzed on microarrays or high-throughput DNA sequencing. Although 5C is very quantitative and somewhat high throughput, this approach does not identify DNA contacts without prior knowledge of regions involved since it relies on the ligation of primers at predicted 3C junctions.
6C
The combined chromosome conformation capture ChIP cloning (6C) technique is also derived from 3C and is an immediate extension of the 3C-Loop approach [52, 53] . 6C was developed to identify cis or trans long-range DNA interactions mediated by specific proteins without prior knowledge of the regions involved. As such, the 6C protocol is identical to 3C-Loop until the library purification step, but then uses a different approach to analyze libraries. During 6C, ligation products are first cloned into vectors rather than analyzed individually by PCR. Individual clones are then amplified and characterized by restriction digest ana lysis to identify those containing more than one DNA fragment. Clones with two or more fragments are then sequenced from both ends of the cloning vector to identify interacting sequences. Although 6C does not quantify DNA contacts like 3C-Loop, the combined cloning/ sequencing shotgun approach qualitatively identifies long-range DNA interactions mediated by specific proteins.
The development of 3C technology by Dekker et al. in 2002 prompted the aggressive expansion of alternative 3C-derived approaches to study high-resolution genome organization in vivo. These methods share similar protocols each with advantages and limitations but none are altogether genome-wide, quantitative, high throughput and applicable for ab initio contact identification. However, two state-of-the-art technologies developed over the past year fulfill these criteria. These techniques are called chromatin interaction analysis with paired-end tags (ChIA-PET) and Hi-C. These techniques are described later [54] [55] [56] [57] .
ChIA-PET ChIA-PET was developed by the Ruan laboratory at the Genome Institute in Singapore [54, 55] . This high-throughput technology represents a significant improvement upon the 3C-Loop and 6C technologies, as it quantitatively identifies chromatin contacts mediated by specific proteins across entire genomes simultaneously. ChIA-PET was first used to map the chromatin interaction network of estrogen receptor (ER-) in a breast cancer cell line. ChIA-PET combines two techniques: chromatin interaction analysis and high-throughput paired-end tag sequencing [56, 58] . As with 3C, cells are first chemically fixed to capture in vivo chromatin contacts (FIGURE 2). However, instead of digesting genomic DNA with a restriction enzyme, the chromatin is sheared into small fragments by sonication. The fragmented chromatin is then immunoprecipitated with an antibody against any protein of interest. The DNA fragment ends are then repaired and ligated to epitope-labeled DNA linkers containing restriction sites. These products are further ligated under conditions favoring intermolecular ligation of crosslinked DNA, isolated by affinity with the epitope tag of linkers, and digested a second time into very short ChIA-PET fragments. These fragments are finally ligated to sequencing linkers, and the resulting ChIA-PET libraries are sequenced to map all intra-and interchromosomal contacts mediated by a given protein in the genome.
Hi-C Whereas ChIA-PET was designed to identify the complete interactome of given proteins, Hi-C was developed jointly by the Dekker and Lander laboratories to measure all long-range genomewide DNA contacts simultaneously [57] . As with any other 3C-derived approach, the first steps of Hi-C involve fixing cells and digesting the crosslinked chromatin with a restriction enzyme. However, instead of immediately ligating the DNA, the overhangs produced by the enzyme are first filled with nucleotides including one that is labeled with an epitope tag. These products are then ligated under conditions favoring intermolecular ligation of crosslinked DNA fragments and sonicated to reduce the size of Hi-C products. These Hi-C products are next isolated by affinity chromatography through the epitope tags marking the junctions, and ligated to sequencing linkers. The Hi-C library is finally analyzed by high-throughput DNA sequencing, and all intra-and interchromosomal contacts mapped to the reference genome.
Chromatin conformation signatures
The development of high-resolution techniques to study spatial chromatin organization offers an unprecedented view of our genome in vivo. Implementation of the more recently developed genome-wide technologies such as ChIA-PET and Hi-C will eventually yield complete reconstructions of highly variable human genome architectures in vivo. Regardless, the earlier 3C-related techniques have already uncovered new structure-based mechanisms of gene regulation. These control mechanisms involve different types of physical contacts such as promoterenhancer or insulator-enhancer interactions. Irrespective of the kind of contacts involved, the expression state of genes regulated by this type of control mechanism can be identified by its spatial chromatin organization. Furthermore, general gene expression patterns may also be associated with specific chromatin structures. We term the collection of DNA contacts associated with specific gene expression profiles chromatin conformation signatures (CCSs). We classify CCSs into four distinct categories to simplify discussion (FIGURE 3).
Local chromatin organization
Local chromatin organization refers to the chromatin compaction state of specific genomic locations at distances below looping detection range. This type of signature may significantly vary around promoter and enhancer sequences depending on their activity, and is a measure of the levels of random collisions surrounding elements. For example, active elements can be more open and yield less DNA contacts while silent ones can appear more compact and produce stronger interactions. This 'opening' of the chromatin was previously observed at the locus control region (LCR) in the -globin locus [47] . There are instances, however, where local chromatin organization may remain constant regardless of cell type or cellular conditions. Such is the case of gene deserts devoid of transcription www.futuremedicine.com activity, which are actually used as reference CCSs for sample comparison in conformation studies [59] .
Intrachromosomal contacts
The functional organization of genes and DNA elements is not strictly linear along chromosomes. While transcription factor binding sites tend to localize at promoters, a given element may regulate distant genes without affecting the ones adjacent to it. Also, the relationship between genes and regulatory DNA elements is complex in that each gene may be controlled by multiple elements and each element may control more than one gene. Furthermore, multiple DNA elements might function simultaneously or independently, dependent upon cellular conditions. Studies using 3C or 3C-related technologies have now shown that DNA elements can control distal genes by forming long-range intrachromosomal physical contacts with them. This type of signature was first identified in the -globin locus between the LCR and actively transcribed globin genes [13] . Intrachromosomal contacts were found to be essential and mediated by hematopoietic transcription factors. Although the -globin locus was the first region shown to be regulated by this type of mechanism, functional intrachromosomal contacts have since been found to play important roles in the regulation of numerous other genes [12, 13, [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] 55, 60] .
Interchromosomal contacts
In addition to intrachromosomal contacts, there are instances when genomic loci on separate chromosomes interact with each other in the nuclear space to control gene expression. The functional significance of these interchromosomal contacts is somewhat debated. Whereas functionally significant long-range contacts may occur between regulatory elements and target genes, other long-range interactions may simply be a consequence of genome compaction and bear no immediately apparent functional significance. Nonetheless, the first functional example of this type of CCS was identified between the promoter region of the IFN-gene on chromosome 10 and the regulatory regions of the Th2 cytokine locus on chromosome 11 [61] . This contact was confirmed by DNA-FISH and is thought to maintain both loci in an active state and allow for a rapid response upon T-cell activation to differentiate into Th1 and Th2 cell lineages by expression of either gene loci. Interchromosomal contacts have since been found between other genomic regions [14, 27, 55, 62] .
Genomic environment
Genomic environment refers to the concentration and composition of DNA sequences in the nuclear space surrounding a given genomic position. It was shown that coregulated genes often cluster together to share similar transcription factories irrespective of their linear genomic positions [30, 55, 63, 64] . Altogether, these studies indicate that genomes are likely organized into dynamic networks of physical contacts bringing genes and regulatory elements in to close proximity to orchestrate gene expression. This model is further supported by a recent Hi-C study confirming the spatial proximity of small, gene-rich chromosomes [57] . Hi-C ana lysis has also generated unbiased long-range interaction maps of the human genome. These maps confirmed the existence of distinct chromosome territories and revealed that the genome is further divided into two types of spatial compartments, or genomic environments. The first environment contains active chromatin, which is typically gene rich and structurally open. The second environment contains inactive gene-poor segments of chromatin that are structurally closed. Thus, the human genome appears to be generally organized into knot-free 'fractal globule' conformations (or environments) maximizing dense packaging and the ability to remain structurally dynamic.
CCSs as markers of gene expression states
Over the last few years it has become apparent that patterns of gene expression can be associated with distinct chromatin structures. These CCSs can be summarized by collections of DNA contacts, which may be complex and tissue specific. The study of gene clusters has been instrumental in deciphering this information. Gene clusters are ideal models for genome organization studies since they tend to encode highly regulated tissue-specific genes, which are sometimes controlled during development. Thus, these genomic regions can facilitate the identification of both transcription-dependent and tissue-specific CCSs.
The -globin locus
The first, and by far best characterized gene cluster remains the -globin locus. In humans, this locus contains a set of five developmentally regulated genes (HBE, HBG2, HBG1, HBD and HBB) that encode variants of the hemoglobin chain (FIGURE 4A). These genes are almost exclusively expressed in erythrocytes and follow a very specific developmental pattern with HBE expressed during embryogenesis, HBG1 and HBG2 in the fetal phase, and HBD and HBB in adults [65] . The -globin genes are controlled by an element, the LCR, which is situated approximately 25 kb upstream of the most proximal gene (HBE), and over 80 kb away from the farthest one (HBB). Although it was known for some time that the LCR is required to specifically activate each -globin gene sequentially during development, the mechanism of this long-distance regulation remained unknown until 3C was applied to examine the cluster [13, [66] [67] [68] . 3C ana lysis revealed that the LCR physically interacts specifically with actively transcribed genes and not with silent ones [69, 70] . It was found that chromatin looping was mediated by erythroidspecific transcription factors, presumably by bridging enhancer sequences of the LCR to the promoters of transcribed genes. Indeed, looping between the LCR and adult -globin genes was observed in definitive erythroid cells where the genes are expressed, but not in progenitor erythroid cells where they remain transcriptionally www.futuremedicine.com silent. Interestingly, the LCR was also found to bind and form a loop with sequences downstream of the cluster in both progenitor and definitive erythroid cells, but not in the brain where the cluster is always inactive and where no looping is ever detected. These results led to the active chromatin hub (ACH) model, whereby the -globin cluster is suggested to adopt a basic conformation, which primes the cluster for activation specifically in erythroid cells. Thus, analysis of the -globin cluster revealed the existence of both transcription-dependent and tissue-specific CCSs, both of which can be important for transcription regulation.
The HoxA cluster
In the -globin locus, the presence of contacts between the LCR and genes correlates with transcription activation. Similarly, clustering of the -and -globin genes in the nuclear space occurs when the genes are transcribed [30] . However, transcriptional activity does not necessarily associate with the establishment of contacts. In fact, loss of contacts is sometimes correlated with transcription activation. A good example of this type of CCS was found in the HoxA cluster, which is also regulated in a tissue-specific manner during development (FIGURE 4B) [50] .
The Hox genes are members of the evolutionary conserved homeobox superfamily that encode developmentally regulated transcription factors [71] . In humans, there are 39 Hox genes, which are organized into four clusters of 13 paralogue groups located on separate chromosomes. The HoxA cluster is located on chromosome 7 and encodes 11 transcription factors. During development, the spatial and temporal expression of these genes follows the order of their position along the chromosome. For example, HoxA genes located at the 3´ end of the cluster are expressed more anteriorly in the embryo and earlier during development [72, 73] . This colinearity and previous in situ hybridization studies strongly suggests that chromatin structure plays a central role in Hox regulation [74, 75] . Perhaps even more interesting is the observation that transcriptional silencing is key to proper Hox function, since ectopic expression can lead to human disease. We have recently found that the HoxA cluster is organized into multiple discrete chromatin loops when transcriptionally silent and that DNA looping is absent when genes are actively transcribed [50, 76] . Thus, gene clustering through chromatin looping appears to be a CCS of the transcriptionally silent HoxA gene cluster. Importantly, specific and sequential unfolding of these chromatin loops allowing access to the transcription machinery may hold the key to the developmental colinearity of Hox gene clusters.
Regulation of CCSs
While it is clear that DNA contacts are essential to regulate the expression of some genes, the factors forming and maintaining these contacts, and the pathways regulating them are very poorly understood. The recent identification of factors capable of forming chromatin loops genome-wide suggests that general CCS regulation pathways may also exist in addition to genespecific control mechanisms. The CTCF and SATB1 proteins described below are two DNA looping factors known to integrate higher-order chromatin architecture with gene regulation.
CTCF
Strong evidence supports a role for the CCCTCbinding factor (CTCF) as a genome-wide CCS mediator and central regulator of spatial genome organization [77, 78] . First, CTCF is an insulatorbinding protein shown to form loops at boundaries separating active and inactive chromatin domains, thereby maintaining different transcription activities in distinct nuclear compartments [79] . Second, CTCF was found to mediate functional chromatin loops within specific gene loci. For example, CTCF was shown to bind and bridge multiple regulatory elements in the mouse -globin locus and mediate formation of the so-called ACH [68] . Indeed, conditional deletion of CTCF or disruption of regulatory elements with CTCF binding sites destabilized the ACH.
Probably the most characterized intrachromosomal CTCF contacts are the ones that regulate imprinting at the Igf2/H19 locus [80] [81] [82] . The H19 and Igf2 genes are located approximately 100 kb away from each other on human chromosome 11. Between the genes and proximal to H19, a DNA sequence called imprinting control region (ICR) is a well-known CTCFbinding site. On the maternal allele, CTCF can bind to the ICR and forms multiple loops with regions along the locus that prevents Igf2 from physically interacting with its enhancer sequence. By contrast, on the paternal allele, CTCF binding to the ICR is abolished by DNA methylation and the Igf2 gene is able to form a long-range DNA contact with its enhancer. Thus, CTCF binding and loop formation is essential to regulate the entire locus and ensure that the Igf2 gene is expressed only from the paternal allele.
In addition to mediating intrachromosomal contacts, CTCF can also form functional interchromosomal interactions between coregulated genomic regions. For example, the Igf2/ H19 and Wsb1/Nf1 gene loci were shown to interact in a CTCF-dependent manner [14] . Indeed, CTCF depletion or deletion of the regulatory element required for CTCF binding abolished the interaction and altered gene expression at the Wsb1/Nf1 locus. CTCF might therefore direct distant genomic segments to common transcription factories by mediating interchromosomal contacts.
SATB1
Special AT-rich sequence binding protein-1 (SATB1) is another relatively well-characterized master organizer of in vivo chromatin structure [83] [84] [85] . This protein binds to specific DNA sequences termed matrix attachment regions, and anchors the genome to the nuclear matrix through series of distinct loops. The www.futuremedicine.com 621 future science group chromatin loops formed by SATB1 participate in establishing the overall genome architecture and are known to function in gene regulation. SATB1 regulates gene expression by at least two types of mechanisms. First, it is known to form distinct chromatin structures that selectively tether DNA elements to specific nuclear compartments. For example, SATB1 was shown to promote enhancer activity over long distances by forming cage-like DNA networks that move distal elements and target genes in close proximity. The SATB1 networks also appear to activate transcription by segregating heterochromatin to other nuclear compartments. Second, SATB1 can inhibit transcription by recruiting chromatin modifiers, such as histone deacetylases, and remodelers, such as ATP-dependent chromatin-assembly factor and imitation switch [86] .
Special AT-rich sequence binding protein-1 is cell-type specific, and its role in regulating the Th2 cytokine locus is well documented in thymocytes. The mouse Th2 cytokine locus located on chromosome 11 measures approximately 200 kb, and encodes the IL-5, IL-4 and IL-13 genes. Expression of these genes is coordinated upon Th2 cell activation and it was shown that following activation, the locus folds into numerous small DNA loops anchored at the base by SATB1. RNAi knockdown experiments demonstrated that SATB1 does not simply organize the locus into distinct loops. Instead, SATB1 was also found to be required for the expression of the interleukin genes themselves and of the c-Maf transcription factor regulating the locus [87] .
Genome variability, CCSs & human health
Variations in the human genetic code are very abundant. Although some variations may already be linked to human disease, the full impact of this diversity on human health is currently unknown. Human genome sequence variations can take many forms, ranging in size from single nucleotides to large chromosomal segments. Variants are classified into several distinct groups according to their size, and include single nucleotide polymorphisms (SNPs), insertion/deletions (indels), copy number variations (CNVs) and structural variations (SVs; insertions, deletion and inversions) (TABLE 2). Any type of sequence variation may change gene expression patterns and result in altered CCSs (FIGURE 5). Thus, variations of the human genome may bear distinct CCSs and identify specific gene expression profiles.
Single nucleotide polymorphisms are single nucleotide variations that may be substituted, deleted or inserted in the genome. Although SNPs are generally not pathogenic, a number have been associated with disease. They may be present within coding or noncoding gene sequences, or in intergenic regions. SNPs in gene coding regions may be synonymous and have no effect on protein function. Alternatively, SNPs can be nonsynonymous (nsSNPs) and produce protein variants. The effect of nsSNPs on protein function can range from none to the production of nonfunctional proteins. Likewise, intergenic SNPs may also bear multiple consequences, ranging from none to disrupting genome function. For example, SNPs at enhancer elements may have a serious impact on genome regulation (FIGURE 5B). SNPs may disrupt the binding sites of transcription factors or of structural proteins, alter transcription patterns and the formation of proper CCSs. Such is the case for the inherited rs6983267 SNP variant associated with colorectal cancer pathogenesis. This variant was shown to modify an enhancer sequence found to physically interact with the MYC proto-oncogene [88] . This intergenic SNP increased binding of the transcription factor 7-like 2 (TCF7L2) and enhanced MYC expression in colorectal cancer cells.
Structural variations (deletions, insertion and deletions) of large DNA segments could be particularly detrimental to proper genome function (FIGURE 5C, D & E). Like SNPs, structural variants can be found anywhere in the genome of healthy individuals. They can affect genes directly or alter regulatory DNA elements. For example, intergenic deletions may eliminate enhancer sequences and affect the expression pattern of one or multiple constitutive and/or regulated genes. Such SVs may induce local chromatin changes at gene promoters, alter intra-or interchromosomal contacts, and even modify the genomic environment of genes. Likewise, large intergenic insertions may change gene expression by disrupting regulatory elements or chromatin structures essential for transcription. Chromosomal inversions, either balanced or unbalanced, may also affect gene expression, particularly by altering genomic environments of genes. For example, a large balanced inversion might displace enhancer elements from shared transcription factories and affect regulation of multiple genes under specific cellular conditions. Thus, CCSs associated with even single SV may be very complex.
Copy number variations are of particular interest to disease pathogenesis because of their large size and effect on the overall genomic environment. CNVs are classified as segments of DNA spanning 1 kb to several megabases in size, for which copy-number differences were observed between two or more genomes of the same species. These segments can be copynumber gains or losses of gene coding or intergenic genomic DNA. Intergenic CNV gain of DNA elements may directly modify gene expression and manifest complex CCSs of altered local chromatin structure and chromosomal contacts (FIGURE 5F). Alternatively, a CNV may contribute to the pathogenesis of a disease by altering the location of genes with respect to regulatory elements. For example, a CNV loss in close proximity to an enhancer might displace elements from their target genes and prevent formation of the correct CCS required for gene activation or silencing. An interesting example of this type of chromatin structure-induced altered transcription was found at the 4q35 locus in patients suffering from fascioscapulohumeral muscular dystrophy [22, 89] . This dominant neuromuscular disorder is linked to the partial deletion of a polymorphic repeat region known as D4Z4 located in the subtelomeric region of chromosome 4q. Whereas the 3.3 kb D4Z4 repeat is present at up to 200 copies in healthy individuals, less than 10 are usually found in fascioscapulohumeral muscular dystrophy patients. Partial D4Z4 deletion was shown to prevent anchoring of a nearby matrix attachment region sequence to the nuclear matrix, which usually form distinct looped domains restricting 3D contacts between genes and enhancer sequences. Thus, neighboring genes are aberrantly overexpressed as a consequence of sequence variation-induced altered spatial chromatin organization. Chromatin architecture-induced aberrant transcription is not likely linked to just a few human disorders. With the recent influx of evidence indicating that multiple rare de novo, and inherited CNVs contribute to the genetic component of vulnerability to neuropsychiatric disorders such as autism spectrum disorder and schizophrenia [90] [91] [92] [93] [94] [95] [96] , it will be interesting the see whether chromatin organization plays a role in these complex disorders.
In addition to changes in genome sequence, deregulation of factors regulating chromatin architecture may also play a significant role in disease pathogenesis. For example, the genome organizer SATB1 was found to be involved in breast cancer. Han and colleagues showed that reducing SATB1 protein levels by RNAi altered the expression of over 1000 genes and reversed the process of tumorigenesis [97] . Indeed, SATB1 knockdown was found to restore breast-like acinar polarity, and to inhibit tumor growth and metastasis. Furthermore, SATB1 was found to delineate specific chromatin modifications at target gene loci, which directly upregulated metastasis-associating genes and downregulated tumor-suppressor genes. SATB1 might therefore play a role in tumorigenesis by reprogramming chromatin organization and transcription profiles of cancer cells to promote growth and metastasis. Thus, regulation of chromatin structure and organization might contribute to disease pathogenesis and represent valuable biomarkers. The continual application of 3C-related technologies will likely uncover the mechanisms regulating CCS formation and reveal their impact on genome function.
CCSs as 'ideal' biomarkers?
The recent developments in gene sequencing, targeted therapies and molecular diagnostics are leading to a more personalized approach for the treatment of human disease. The identification of biomarkers with these technologies will continually improve personalized therapy as it will identify the threat of disease, if a disease is present, its severity and its response to drug treatment. For instance, biomarkers can provide the confirmation of a disease status necessary for correct treatment. In the case of chronic disease where individuals may require treatment for a long period of time, biomarkers may be critical for the timely identification and classification of a disease. Also, in the event of an early symptom-free phase, such as in Alzheimer's disease, biomarkers may allow preventive treatment.
The current need for more accurate disease diagnosis and prognosis increases the priority to identify new biomarkers. Markers that can predict response or resistance to drug therapies are desirable and will help single out patients susceptible to severe adverse drug reactions and reduce the risk of treatment failure. The Single nucleotide polymorphism Single base pair [103] [104] [105] [106] Insertion/deletions (indels) Up to 1 kb [107, 108] Copy number variation 1 kb or larger Mapped from 443 bp and larger copy number variations [90] 
Conclusion & future perspective
Linear genome structures vary significantly between individuals, even in the healthy population [92, 93] . Since genomes appear organized into dynamic 3D networks of physical contacts, spatial chromatin organization is likely to be shaped by the linear arrangement of genes and regulatory DNA elements. Consequently, the nuclear environment of individual genes may be affected by linear sequence variations and lead to improper gene expression. For this reason, understanding how the human genome is
Executive summary
Overview Recent advances in genomics revealed tremendous human genome sequence diversity in the healthy population. Genome variability may impart disease complexity and differential drug response, or disease susceptibility. Sequence variation can alter gene expression either by targeting genes and regulatory DNA elements directly or by affecting genome organization. Understanding genome organization is crucial for optimal personalized therapies.
Summary of genome organization
There are three hierarchical levels of genome organization:
The linear arrangement of genes and DNA elements along chromosomes The association of genomic DNA with proteins and formation of chromatin The packaging and organization of chromatin in the nuclear space Genome organization in the nuclear space is not random -it is functional. Spatial genome organization is an important mechanism to regulate gene expression.
Measuring spatial genome organization
Genome architecture can be studied with several approaches. Available techniques vary in resolution, throughput, genomic coverage and cost. Current methodologies complement each other and should be combined for discovery. Chromosome conformation capture (3C)-related techniques offer an unprecedented high-resolution view of our genome. Specific DNA contacts can be measured with 3C-derived approaches.
Chromatin conformation signatures
Chromatin conformation signatures (CCSs) are collections of DNA contacts associated with specific gene expression states. The recent development of the ChIA-PET and Hi-C technologies has promoted chromosome conformation research to an entirely higher level. Constructions of long-range interaction maps of human genomes have already begun to emerge from these technologies. For the first time, a more 'top-down' approach to studying the role of genome architecture in the regulation of genes appears feasible. Currently, the main issue with the Hi-C and ChIA-PET technology is the high cost of high-throughput sequencing. As such, high-throughput spatial reconstruction of human genome libraries is not immediately possible. However, as with any technology, the cost will decrease and sequencing will eventually be affordable enough for CCS screening in large cohorts. Nonetheless, mapping physical networks will unquestionably continue to uncover the relationship between CCSs and genome function, and provide a better understanding of human disease pathogenesis. 
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