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Abstract
We give a detailed and unified survey of equivariant KK-theory over locally
compact, second countable, locally Hausdorff groupoids. We indicate precisely how
the “classical” proofs relating to the Kasparov product can be used almost word-
for-word in this setting, and give proofs for several results which do not currently
appear in the literature.
This article is intended as a detailed survey of the theory of groupoid-equivariant KK-
theory, in the setting of locally compact, second countable, locally Hausdorff groupoids.
Following a substantial period of innovation and development [18, 12, 35, 14, 19] in
the non-equivariant and group-equivariant cases, groupoid-equivariant KK-theory was
first treated, for Hausdorff groupoids, by Le Gall in his PhD thesis [24]. Since many
examples of groupoids are only locally Hausdorff (for instance, the holonomy groupoids
of foliated manifolds [10]), it is desirable to have a groupoid-equivariant KK-theory for
non-Hausdorff groupoids as well.
Despite the demand arising from applications to foliation theory, the literature on
equivariant KK-theory over non-Hausdorff groupoids has, up until this point, been rather
sparse. The non-Hausdorff theory makes its first appearance in [36], in which, for details
on the inner workings of the theory, the reader is referred to the expositions given for
Hausdorff groupoids in [25, 37]. Since then the theory has been very rapidly expounded
upon, in an extremely general context that covers not only groupoids but Hopf algebras,
in [1] for applications to singular foliations. Finally, the theory has found use in [27] in
the study of the Godbillon-Vey invariant of regular foliated manifolds.
The common denominator in all of the treatments [36, 1, 27] of equivariantKK-theory
over non-Hausdorff groupoids is that each has been focussed on a particular application
of equivariant KK-theory, rather than on a detailed development of the theory itself.
As a consequence, most details (some of which are somewhat nontrivial) are skipped
over, and it is difficult to glean a precise understanding of how the non-Hausdorffness of
the underlying groupoid affects the “classical” definitions, statements of results, and their
proofs. The goal of the present paper is to rectify this state of the literature, by providing
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a unified and detailed description of the theory. In particular, we include all the necessary
definitions (of which there are many), and include detailed proofs for several results which
do not yet appear in the literature. We will see, as remarked in [1], that much of the
theory can be proved in exactly the manner of the “classical” theory, provided one makes
some conceptual substitutions.
Let us briefly describe the content of the paper. The first three sections consist
of the relevant definitions for groupoids, upper-semicontinuous bundles and actions of
groupoids on algebras and Hilbert modules. Note that we do not go to the generality of
Fell bundles, and we refer the reader to [37] and [36] for an indication of how the theory
works at this level of generality. The bundle-theoretic approach we take to equivariant
KK-theory is heavily influenced by [13, 38, 31], which are referenced throughout the
paper. The following two sections consist of definitions and results regarding equivariant
KK-theory, its functoriality, and the Kasparov product. We have made a conscious choice
not to derive our proofs from those given by Le Gall [24, 25], whose thesis and paper
on the topic can be relatively difficult to find. Instead we closely follow the “classical”
theory as detailed in [18, 35, 14, 19], inspired by the very modern approach of [1]. The
final two sections are concerned with crossed products, both full and reduced, and the
associated descent map on equivariant KK-theory, for which we draw greatly on [21, 31].
Throughout the exposition, we include a description of the unbounded picture [2] for
future applications where a need to compute explicit representatives of Kasparov products
[22, 26, 29, 17, 3, 30] and index formulae [11, 15, 6, 7, 8, 9, 4, 5] may arise. The results
regarding the unbounded picture have already appeared, in the context of Lie groupoids,
in [27], which itself draws on the theory outlined in [33] in the Hausdorff setting.
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1 Groupoids
We begin with the basic definitions that we require regarding groupoids and their actions.
Definition 1.1. A groupoid (G(0),G, r, s,m, i) consists of a set G, the total space, with
a distinguished subset G(0), the unit space, maps r, s : G → G(0) called the range and
source respectively, a multiplication map m : G ×s,r G → G and an inversion map
i : G → G such that
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1. i satisfies i2 = id,
2. m is associative,
3. r ◦ i = s.
4. m(u, x) = u = m(y, u) for all u ∈ G with r(u) = y and s(u) = x.
We say that G is locally compact, second-countable, and locally Hausdorff if its
total space admits a locally compact, second-countable and locally Hausdorff topology for
which all of the maps r, s,m, i are continuous, and for which r and s are open. We will
always assume in addition that the unit space G(0) is Hausdorff. A homomorphism ϕ :
H → G of locally compact, second-countable, locally Hausdorff groupoids is a continuous
map of their total spaces which is compatible with the multiplication and inversion maps
on each.
We will usually denote a groupoid (G(0),G, r, s,m, i) by simply G, m(u, v) by simply
uv, and i(u) by u−1.
Definition 1.2. Let X be a topological space. A left action of G on X consists of a
continuous map p : X → G(0) called the anchor map, together with a continuous map
α : G ×s,pX → X, denoted α(u, x) 7→ αu(x), such that
1. p(αu(x)) = r(u) for all (u, x) ∈ G ×s,pX,
2. αuv(x) = αu(αv(x)) for all (v, x) ∈ G ×s,pX and (u, v) ∈ G(2),
3. αp(x)(x) = x for all x ∈ X.
2 Upper-semicontinuous bundles
We give a brief study of upper-semicontinuous bundles of spaces, algebras and modules.
We refer primarily to the delightful books [13] and [38]. Concerning notation, for any
map f : Y → X of sets, we will for each x ∈ X denote by Yx the fibre f−1{x} over x. We
will moreover let K denote either C or R. Note that, just as in [19], all of what follows
in this article is valid for both complex and real C∗-algebras and Hilbert modules. The
notation C0(X), defined for locally compact spaces X , is used to mean the continuous
K-valued functions vanishing at infinity on X .
Definition 2.1. Suppose that X is a topological space. By an upper-semicontinuous
Banach-bundle over X, we mean a topological space A together with an open surjective
map pA : A→ X and a K-Banach space structure on each fibre Ax such that
1. the map a 7→ ‖a‖ is upper semicontinuous from A to R (that is, for all ǫ > 0,
{a ∈ A : ‖a‖ ≥ ǫ} is closed),
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2. the map + : A×pA,pA A→ A given by (a, b) 7→ a+ b is continuous,
3. the map K× A→ A given by (λ, a) 7→ λa is continuous,
4. if {ai} is a net in A such that pA(ai)→ x and ‖ai‖ → 0, then ai → 0x, where 0x is
the zero element in Ax.
A section of pA is a function β : X → A such that pA◦β = idX . The space of continuous
sections of pA is denoted Γ(X ;A), the space of continuous sections that are bounded in
the norm topology denoted Γb(X ;A), and the space of continuous sections vanishing at
infinity in the norm topology on the fibres is denoted Γ0(X ;A).
If Y is a topological space and φ : Y → X is a continuous map, we denote by φ∗A the
pullback of A by φ to an upper-semicontinuous bundle over Y , whose fibre over y ∈ Y
is Aφ(y), and for any continuous section a ∈ Γ(X ;A) we denote by φ∗a its pullback to a
section of φ∗A defined for y ∈ Y by the formula (φ∗a)(y) := a(φ(y)).
Some important special cases of upper-semicontinuous Banach bundes occur when
the fibres are C∗-algebras, or Hilbert modules thereover. While upper-semicontinuous
bundles of C∗-algebras are by now quite well-studied, their Hilbert module analogues
have not yet made an appearance in the literature.
Definition 2.2. An upper-semicontinuous Banach bundle pA : A → X is said to be an
upper-semicontinuous C∗-bundle if each Ax is a C
∗-algebra, for which the multi-
plication · : A×pA,pA A → A is continuous. We say that A is Z2-graded if it admits a
direct sum decomposition A = A(0)⊕A(1) such that for each x ∈ X, Ax = A(0)x ⊕A(1)x is a
Z2-graded C
∗-algebra (cf. [18, Section 2.1]).
If pA : A → X is an upper-semicontinuous C∗-bundle, an upper-semicontinuous
Hilbert A-module bundle is an upper semicontinuous Banach bundle pE : E→ X such
that each Ex is a Hilbert Ax-module, with Ax-valued inner product 〈·, ·〉x, and for which the
maps 〈·, ·〉 : E×pE,pE E → A and E×pE,pA A → E induced by the inner product and right
action respectively are continuous. We say that such a bundle is Z2-graded if it admits
a direct sum decomposition E = E(0)⊕E(1) such that for each x ∈ X, Ex = E(0)x ⊕E(1)x is
a Z2-graded Hilbert Ax-module (cf. [18, Section 2.2]).
Remark 2.3. For the remainder of this paper, we will always assume our algebra and
Hilbert module bundles to be Z2-graded. In particular, all C
∗-algebras and Hilbert mod-
ules are assumed to be Z2-graded, and all tensor products and commutators are assumed
to be Z2-graded also (cf. [18, Section 2]).
Remark 2.4. For an upper-semicontinuous Banach bundle pB : B→ X over an arbitrary
topological space X , there is no guarantee of a wealth of continuous sections of pB. When
X is locally compact and Hausdorff, however, by results of Hofmann [16] (see also the
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discussion in [31, p. 16]), for any x ∈ X and b ∈ Bx, one is guaranteed a section σ for
which σ(x) = b. For the rest of this section we will always let X denote a locally compact,
Hausdorff space.
Observe that if pA : A→ X is an upper-semicontinuous C∗-bundle, then the continu-
ous sections vanishing at infinity Γ0(X ;A) themselves form a C
∗-algebra under pointwise
operations and the supremum norm, and inherit a natural Z2-grading from the fibres.
Letting M(A) denote the associated upper-semicontinuous C∗-bundle whose fibre over
x ∈ X is equal to M(Ax), we can naturally identify M(Γ0(X ;A)) with the section
algebra Γb(X ;M(A)). Note moreover that the C∗-algebra Γ0(X ;A) associated to any
upper-semicontinuous C∗-bundle pA : A → X admits a nondegenerate homomorphism
C0(X)→ ZM(Γ0(X ;A)) into the center of M(A), defined by pointwise scalar multipli-
cation. That is, Γ0(X ;A) is a C0(X)-algebra in the following sense.
Definition 2.5. A C∗-algebra A is called a C0(X)-algebra if it admits a nondegenerate
homomorphism C0(X)→ ZM(A). A C∗-homomorphism of C0(X)-algebras is said to be
a C0(X)-homomorphism if it is in addition a homomorphism of C0(X)-modules.
Given any C0(X)-algebra A, for each x ∈ X one defines a C∗-algebra (and left A-
module) Ax := A/(Ix · A), where Ix is the kernel of the evaluation functional f 7→ f(x)
on C0(X). The resulting space A :=
⊔
x∈X Ax is topologised by [13, Theorem II.13.18]
and, with the obvious projection pA : A → X , becomes an upper-semicontinuous C∗-
bundle [38, Theorem C.25]. The C0(X)-algebra A is then C0(X)-isomorphic to Γ0(X ;A)
[38, Theorem C.27]. Thus C0(X)-algebras are the same thing as sections of upper-
semicontinuous C∗-bundles, and we will without further comment assume A to be iden-
tified with its associated section algebra Γ0(X ;A) for the remainder of the document.
Notice that any C0(X)-homomorphism φ : A → B of C0(X)-algebras descends for each
x ∈ X to a C∗-homomorphism φx : Ax → Bx of the fibres.
In a similar fashion, if A = Γ0(X ;A) is a C0(X)-algebra and E is a Hilbert A-module,
then for each x ∈ X one defines the Hilbert Ax-module Ex to be the balanced tensor
product E ⊗ˆAAx. The space E :=
⊔
x∈X Ex may also be topologised by means of [13,
Theorem II.13.18] to obtain an upper-semicontinuous Hilbert A-module bundle pE : E→
X , where one proves the continuity of the A-valued inner products and of the right action
of A on E using the same estimates as in the verification of Axiom A3 in [38, Theorem
C.25]. The continuous sections vanishing at infinity Γ0(X ;E) of this bundle are equipped
with pointwise operations to furnish a Hilbert Γ0(X ;A)-module, to which E is canonically
isomorphic as a Hilbert A-module. We will without further comment assume that E is
identified with its associated section space Γ0(X ;E).
Given such a Hilbert module E = Γ0(X ;E), we have associated upper-semicontinuous
bundles of C∗-algebras K(E) and L(E), whose fibres over x ∈ X are K(Ex) and L(Ex)
respectively. By the identification E = Γ0(X ;E) we then have K(E) = Γ0(X ;K(E))
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and L(E) = Γb(X ;L(E)). The natural C0(X)-module structures on these spaces defined
by pointwise multiplication then agree with [19, Definition 1.5], and K(E) in particular
becomes a C0(X)-algebra when equipped with this structure.
Let us now give some standard definitions, phrased in terms of upper-semicontinuous
bundles.
Definition 2.6. Let A = Γ0(X ;A) be a C0(X)-algebra, and let E = Γ0(X ;E) and E ′ =
Γ0(X ;E
′) be Hilbert A-modules. The direct sum E ⊕E ′ of E and E ′ is the Hilbert A-
module Γ0(X ;E⊕E′), where E⊕E′ is the upper-semicontinuous Hilbert A-module bundle
whose fibre over x ∈ X is the direct sum Ex⊕E′x in the sense of [18, p. 518].
If B = Γ0(X ;B) is another C0(X)-algebra and F = Γ0(X ;F) is a Hilbert B-module,
we say that a C∗-homomorphism π : A → L(F) is a C0(X)-representation if it is
additionally a homomorphism of C0(X)-modules. Given such a representation, the bal-
anced tensor product E ⊗ˆAF is the Hilbert B-module Γ0(X ;E ⊗ˆA F), where E ⊗ˆA F is
the upper-semicontinuous Hilbert B-module bundle whose fibre over x ∈ X is the balanced
tensor product Ex ⊗ˆAx Fx in the sense of [18, Section 2.8].
Let Y be a locally compact Hausdorff space and let φ : Y → X be a continuous
map. The pullback of a C0(X)-algebra A = Γ0(X ;A) by φ is the C0(Y )-algebra φ
∗A :=
Γ0(Y ;φ
∗A). If E = Γ0(X ;E) is a Hilbert A-module, then its pullback by φ is the Hilbert
φ∗A-module φ∗ E := Γ0(Y ;φ∗E).
Remark 2.7. The balanced tensor product and direct sum of Hilbert modules given in
Definition 2.6 are easily seen to coincide with the corresponding analytic notions. For
instance, any element ξ ⊗ˆ η of the balanced tensor product (E ⊗ˆAF)an in the sense of [18,
Section 2.8] canonically determines an element ξ ⊗ˆ η : x 7→ ξ(x) ⊗ˆ η(x) of Γ0(X ;E ⊗ˆA F),
and the resulting map (E ⊗ˆAF)an → Γ0(X ;E ⊗ˆA F) an isomorphism by [38, Proposition
C.24].
Regarding pullbacks, note that if φ : Y → X is a continuous map of locally compact
Hausdorff spaces, then C0(Y ) carries a C0(X)-module structure defined for f ∈ C0(X)
and g ∈ C0(Y ) by
(f · g)(y) := f(φ(y))g(y), y ∈ Y.
As remarked in [21, Section 2.7 (d)], if A = Γ0(X ;A) is a C0(X)-algebra, then the
balanced tensor product A ⊗ˆC0(X) C0(Y ) (where C0(Y ) is of course assumed to be trivially
graded) identifies naturally with φ∗A via the map a ⊗ˆ g 7→ g · φ∗a, where the · denotes
pointwise scalar multiplication. Thus Definition 2.6 agrees (up to isomorphism) with the
definitions used in [24, 1]. In the same way, if E is a Hilbert A-module, then regarding
φ∗A as a left A-module via multiplication, the balanced tensor product E ⊗ˆA φ∗A is
isomorphic as a Hilbert φ∗A-module to φ∗ E via the map sending ξ ⊗ˆ(g ·φ∗a) ∈ E ⊗ˆA φ∗A
to g · φ∗(ξ · a) ∈ φ∗ E (where now the · inside the brackets denotes the right action of A
on E).
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The final notion we will need is the pullback of an operator on a Hilbert module, which
is outlined in the generality of unbounded operators in [27, Section 2]. Let A = Γ0(X ;A)
be a C0(X)-algebra, and let E = Γ0(X ;E) be a Hilbert A-module. Let T : dom(T )→ E be
an A-linear operator on E . For each x ∈ X , define dom(T )x := {ξ(x) : ξ ∈ dom(T )} ⊂ Ex
and let T (x) : dom(T )x → Ex be the Ax-linear operator defined by
T (x)ξ(x) := (Tξ)(x), ξ ∈ dom(T ).
Defining dom(T ) :=
⋃
x∈X dom(T )x ⊂ E, we see that dom(T ) identifies with the subspace
Γ0(X ; dom(T )) of Γ0(X ;E) consisting of sections whose value at each x ∈ X is in dom(T )x.
The pullback of T by a continuous map of locally compact Hausdorff spaces is then defined
in the obvious way.
Definition 2.8. Let φ : Y → X be a continuous map of locally compact Hausdorff
spaces, let A = Γ0(X ;A) be a C0(X)-algebra, and let E = Γ0(X ;E) be a Hilbert A-
module. If T : dom(T ) → E is an A-linear operator, then the pullback of T by φ is
the operator φ∗T : dom(φ∗T ) → φ∗ E = Γ0(Y ;φ∗ E) defined on the domain dom(φ∗T ) :=
Γ0(Y ;φ
∗dom(T )) ⊂ φ∗ E by the formula
(
φ∗T η
)
(y) := T (φ(y))η(y) ∈ Eφ(y), η ∈ dom(φ∗T ).
In particular, if T ∈ L(E), then φ∗T ∈ L(φ∗ E).
Finally, let us point out if T ∈ L(E) as in Definition 2.8, then φ∗T ∈ L(φ∗ E) identifies
via the map considered in Remark 2.7 with the operator T ⊗ˆ 1 on E ⊗ˆA φ∗A that is used
in [24].
3 Groupoid actions on algebras and modules
We will assume for the rest of the paper that G is a locally compact, second countable,
locally Hausdorff groupoid with locally compact, Hausdorff unit space G(0). The theory
of G-algebras was originally developed by Le Gall in [24] for Hausdorff G. In the locally
Hausdorff setting it has been expounded upon in [21, 36, 31, 1]. We primarily follow the
bundle-theoretic picture adopted in [31].
Definition 3.1. Let A = Γ0(G(0);A) be a C0(G(0))-algebra. An action α of G on A
consists of a family {αu}u∈G such that
1. for each u ∈ G, αu : As(u) → Ar(u) is a degree 0 isomorphism of C∗-algebras,
2. the map G ×s,pA A→ A defined by (u, a) 7→ αu(a) defines a continuous action of G
on A.
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The triple (A,G, α) is called a groupoid dynamical system, and we say that A is a
G-algebra and that it admits a G-structure.
Remark 3.2. By [31, Lemma 4.3], Definition 3.1 agrees with the definition given in
[21, Section 3.2] using pullbacks over Hausdorff open subsets of G, and agrees with [24,
Definition 3.1.1] when G is Hausdorff.
The action of G on a Hilbert module over a G-algebra is defined in a similar way.
Definition 3.3. Let (A,G, α) be a groupoid dynamical system, and let E = Γ0(G(0);E) be
a Hilbert A-module. An action W of G on E consists of a family {Wu}u∈G such that
1. for each u ∈ G, Wu : Es(u) → Er(u) is a degree 0, isometric isomorphism of Banach
spaces such that
〈Wue,Wuf〉r(u) = αu
(〈e, f〉s(u))
for all e, f ∈ Es(u), and
2. the map G ×s,pE E → E defined by (u, e) 7→ Wue defines a continuous action of G
on E.
The tuple (E,A,G,W, α) is called a Hilbert module representation. We then say that
E is a G-Hilbert module and that E admits a G-structure. Conjugation by W gives
rise to a continuous action ε : G ×s,pL(E) L(E)→ L(E) of G on the upper semicontinuous
bundle L(E), which in particular makes (K(E),G, ε) a G-algebra.
Remark 3.4. The arguments of [31, Lemma 4.3] also show that Definition 3.3 agrees
with the notion given in [1, Section 4.2.4].
Definition 3.5. Let A and B be G-algebras, with G-actions α and β respectively. We
say that a homomorphism φ : A→ B is a G-homomorphism if
φr(u) ◦ αu = βu ◦ φs(u)
for all u ∈ G. Let E be a G-Hilbert B-module, with action ε of G on L(E). We say that
a C0(G(0))-representation is a G-representation if for all u ∈ G we have
εu ◦ πs(u) = πr(u) ◦ αu.
Such a representation makes E into a G-equivariant A-B-correspondence.
Let us end this section by noting that if A is a G-algebra, and E and E ′ are two
G-Hilbert A-modules with G-structures W and W ′ respectively, then the formula
(W ⊕W ′)u := Wu ⊕W ′u : Es(u)⊕E′s(u) → Er(u)⊕E′r(u), u ∈ G
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defines a G-structure W ⊕ W ′ on their direct sum E ⊕E ′. Similarly, if B is another
G-algebra and F is an equivariant A-B-correspondence with G-structure V , then the
formula
(W ⊗ˆV )u := Wu ⊗ˆ Vu : Es(u) ⊗ˆA
s(u)
Fs(u) → Er(u) ⊗ˆA
r(u)
Fr(u), u ∈ G
defines a G-structure W ⊗ˆV on the balanced tensor product E ⊗ˆAF . When considering
direct sums and balanced tensor products of Hilbert modules in what follows, we will
always consider them to be equipped with these G-structures without further comment.
4 KKG-theory
We assume from here on that all G-algebras and G-Hilbert modules are Z2-graded, and
carry G-actions that are of degree 0 with respect to the Z2-grading. We will moreover
assume all Hilbert modules to be countably generated. Given G-algebras A, B, the
corresponding G-actions will be denoted by the corresponding lower-case Greek letters α,
β. Given any G-Hilbert module E , the corresponding action on L(E) given by conjugation
will be denoted by ε.
Let us for the rest of this paper fix a countable base {Ui} for the topology of G
consisting of locally compact, Hausdorff open subsets, and define
G⊔ :=
⊔
i
Ui.
For each i let ιi : Ui →֒ G⊔ denote the canonical (continuous) inclusion. Then G⊔ is a
locally compact Hausdorff space. We equip G⊔ with the continuous maps r⊔ : G⊔ → G(0)
and s⊔ : G⊔ → G(0) defined by
r⊔(u, i) := r(u), s⊔(u, i) := s(u), (u, i) ∈ G⊔ .
We will use pullbacks over G⊔ to treat pullbacks over all Hausdorff open subsets of G
simultaneously. Note that the action α of G on any G-algebra A induces an isomorphism
α⊔ : s
∗
⊔A→ r∗⊔A of C∗-algebras defined by the formula
α⊔(a
′(u, i)) := αu
(
(ι∗i a
′)(u)
) ∈ Ar(u), a′ ∈ s∗⊔A.
Similarly, if E is a G-Hilbert module, then the action ε of G by conjugation on L(E) induces
an isomorphism ε⊔ : L(s∗⊔ E)→ L(r∗⊔ E) of C∗-algebras defined by a similar formula.
Definition 4.1. Let A and B be G-algebras. A G-equivariant Kasparov A-B-module
is a tuple (E , F ), where E is a G-equivariant A-B correspondence, and where F ∈ L(E)
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is homogeneous of degree 1 such that for all a ∈ A one has
1. a(F − F ∗) ∈ K(E),
2. a(F 2 − 1) ∈ K(E),
3. [F, a] ∈ K(E), and
4. a′
(
ε⊔(s
∗
⊔F )− r∗⊔F
) ∈ r∗⊔K(E) for all a′ ∈ r∗⊔A.
We will sometimes refer to item 4. by saying that F is almost-equivariant. We say
that two G-equivariant Kasparov A-B-modules (E , F ) and (E ′, F ′) are unitarily equiv-
alent if there exists a degree 0 unitary isomorphism V : E → E ′ of G-equivaraint A-
B-correspondences for which V F = F ′V . We denote by EG(A,B) the set of all unitary
equivalence classes of G-equivariant Kasparov A-B-modules.
Remark 4.2. Notice of course that in the case where G is simply a point, EG(A,B)
coincides with the set E(A,B) of non-equivariant KK-theory [18, Definition 1].
Remark 4.3. Definition 4.1 finds its origin in [1, Section 4.3.4], although the idea of
using a disjoint union to treat locally Hausdorff groupoids dates back at least as early
as [20]. It differs from that usually seen in the literature (for instance, [36, Definition
10.10], [1, Definition 4.6], or [27, Definition 2.7]) in which one replaces item 4. with the
requirement that for each Hausdorff open subset U of G, one has
a′
(
εU(s|∗UF )− r|∗UF
) ∈ r|∗U K(E) (1)
for all a′ ∈ r|∗UA. It is clear that the usual requirement (1) implies item 4. in Definition
4.1. On the other hand, by pulling back via the inclusions ιi : Ui →֒ G⊔, it is easily checked
that any G-equivariant Kasparov module in the sense of Definition 4.1 is an equivariant
Kasparov module in the sense of (1). The advantage of Definition 4.1 is that it allows us
to treat all Hausdorff open subsets of G at once, resulting in much cleaner notation and
easy extension of the “classical” proofs to the equivariant context.
Notice that if B is a G-algebra, then the tensor product B ⊗ˆC([0, 1]) (with C([0, 1])
trivially graded) is canonically a G-algebra - as a C0(G(0)) algebra, it has fibreBx ⊗ˆC([0, 1])
over each x ∈ G(0), and the action β of G on B extends trivially to the C([0, 1])-factor
to give an action on B ⊗ˆC([0, 1]). For t ∈ [0, 1], let evt : C([0, 1]) → C denote the
evaluation functional evt(f) := f(t). Then to each t ∈ [0, 1] and each G-equivariant Kas-
parov A-B ⊗ˆC([0, 1])-module (E , F ) is associated the G-equivariant Kasparov A-B mod-
ule (evt)∗(E , F ) := (E ⊗ˆB ⊗ˆC([0,1])B,F ⊗ˆ 1), where B is regarded as a left B ⊗ˆC([0, 1])-
module via the left action (b ⊗ˆ f) · b′ := evt(f)bb′.
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Definition 4.4. Two G-equivariant Kasparov A-B-modules (E0, F0) and (E1, F1) are said
to be G-homotopic, written (E0, F0) ∼h (E1, F1), if there exists a G-equivariant Kasparov
A-B ⊗ˆC([0, 1]) module (E , F ) such that (evi)∗(E , F ) = (E i, Fi) for i = 0, 1. The relation
∼h is an equivalence relation, and we denote by KKG(A,B) the set of ∼h-equivalence
classes of elements in EG(A,B).
The following analogue of [35, Lemma 11] is essential for the uniqueness and associa-
tivity of the Kasparov product at the level of theKKG groups. Its proof in the equivariant
setting does not currently appear in the literature.
Lemma 4.5. Let A and B be G-algebras, and let (E , F ), (E , F ′) ∈ EG(A,B). If for all
a ∈ A one has a[F, F ′]a∗ ≥ 0 modulo K(E), then (E , F ) and (E , F ′) are G-homotopic.
Proof. By the arguments of [35, Lemma 11], we obtain a positive operator P ≥ 0 for
which [P, a] ∈ K(E) for all a ∈ A, and an operator K for which Ka ∈ K(E) for all a ∈ A,
such that
[F, F ′] = P +K.
As in [35, Lemma 11], for each t ∈ [0, π/2] we define the operator
Ft := (1 + cos(t) sin(t)P )
− 1
2 (cos(t)F + sin(t)F ′),
and the pair (E , Ft) satisfies items 1., 2., and 3. of Definition 4.1. All that remains to
check to complete the proof of the lemma is that each Ft is almost-equivariant.
For t ∈ [0, π/2], write Ft1 := (1 + cos(t) sin(t)P )− 12 , and Ft2 = (cos(t)F + sin(t)F ′).
Note then that for a ∈ r∗⊔A, we can write
aε⊔(s
∗
⊔Ft)− r∗⊔Ft = a
(
ε⊔(s
∗
⊔Ft1)− r∗⊔Ft1
)
ε⊔(s
∗
⊔Ft2) + ar
∗
⊔(Ft1)
(
ε⊔(s
∗
⊔Ft2)− r∗⊔Ft2
)
. (2)
The second of these terms is contained in K(E) by the almost-equivariance of F1 and F2,
together with the fact that P commutes with A up to K(E).
To show that the first term is contained in K(E), observe first that, modulo K(E), we
have
a(ε⊔(s
∗
⊔P )− r∗⊔P ) =a(ε⊔(s∗⊔[F, F ′])− r∗⊔[F, F ′])
=a
(
(ε⊔(s
∗
⊔F )− r∗⊔F )ε⊔(s∗⊔F ′) + r∗⊔F (ε⊔(s∗⊔F ′)− r∗⊔F ′)
+ (ε⊔(s
∗
⊔F
′)− r∗⊔F ′)ε⊔(s∗⊔F ) + r∗⊔F ′ (ε⊔(s∗⊔F )− r∗⊔F )
)
which is contained in K(E) by the equivariance properties of F and F ′ together with the
fact that both F and F ′ commute up to K(E) with A. That this implies that the first
term in Equation (2) is contained in K(E) now follows from an elegant integral argument,
which was brought to our attention by A. Rennie.
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Denote cos(t) sin(t) by c(t). Using the Laplace transform, we have the norm-convergent
integral formula
ε⊔(s
∗
⊔Ft1)−r∗⊔Ft1 =
1√
π
∫ ∞
0
λ−
1
2
(
exp
(−λ(1+c(t)ε⊔(s∗⊔P )))−exp (−λ(1+c(t)r∗⊔P ))dλ.
By the fundamental theorem of calculus, this becomes
1√
π
∫ ∞
0
λ−
1
2
∫ 1
0
d
ds
exp
(− λ(1 + c(t)(sε⊔(s∗⊔P ) + (1− s)r∗⊔P )))ds dλ,
which we easily compute to be
−c(t)√
π
(ε⊔(s
∗
⊔P )− r∗⊔P )
∫ ∞
0
λ
1
2
∫ 1
0
exp
(− λ(1 + c(t)(sε⊔(s∗⊔P ) + (1− s)r∗⊔P )) ds dλ.
Since a(ε⊔(s
∗
⊔P )−r∗⊔P ) ∈ K(E), it follows that the first term in Equation (2) is contained
in K(E), hence that (E , Ft) ∈ EG(A,B) as required.
As we would expect, KKG(A,B) is indeed an abelian group for all G-algebras A and
B. In order to prove this, we must define the appropriate notion of degeneracy for our
setting.
Definition 4.6. An element (E , F ) of EG(A,B) is said to be degenerate if for all a ∈ A
one has
1. a(F 2 − 1) = 0,
2. [F, a] = 0, and
3. ε⊔(s
∗
⊔F )− r∗⊔F = 0.
For G-algebras A and B, we define the sum (E ⊕E ′, F ⊕ F ′) of two elements (E , F )
and (E ′, F ′) in EG(A,B) in the same way as in [18, Definition 3]. The natural operator
F ⊕ F ′ :=
(
F 0
0 F ′
)
∈ L(E ⊕E ′)
satisfies item 4. of Definition 4.1 by the corresponding properties of F and F ′, so that
(E ⊕E ′, F ⊕ F ′) ∈ EG(A,B).
Proposition 4.7. Under the sum of equivariant Kasparov modules, KKG(A,B) is an
abelian group.
Proof. For (E , F ) ∈ EG(A,B), the explicit homotopy given in [18, Theorem 1] from
(E ⊕(−E), F ⊕ (−F )) to a degenerate module is (up to a reparameterisation of [0, π/2]
onto [0, 1]) easily seen to be a G-homotopy by the almost-equivariance of F .
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Functoriality of the equivariant Kasparov groups goes through just as in the classical
case.
Proposition 4.8. Let A, B, and C be G-algebras.
1. any G-homomorphism φ : A→ C determines a homomorphism
φ∗ : KKG(C,B)→ KKG(A,B),
of abelian groups,
2. any G-homomorphism ψ : B → C determines a homomorphism
ψ∗ : KK
G(A,B)→ KKG(A,C)
of abelian groups, and
3. any homomorphism ϕ : H → G of locally compact, second-countable, locally Haus-
dorff groupoids determines a homomorphism
ϕ∗ : KKG(A,B)→ KKH(ϕ∗A,ϕ∗B)
of abelian groups, where ϕ∗A = Γ0(H(0);ϕ∗A) and ϕ∗B = Γ0(H(0);ϕ∗B) are re-
garded as H-algebras using ϕ in the obvious way.
Proof. The maps φ∗ and ψ∗ are defined at the level of Kasparov modules just as in [18,
Definition 4]. That they send equivariant Kasparov modules to equivariant Kasparov
modules follows in a routine manner from the equivariance of the maps φ and ψ. For the
third item, given (E , F ) ∈ EG(A,B) we note that ϕ∗(E , F ) := (Γ0(H(0);ϕ∗E), ϕ∗F ) defines
an element of EH(ϕ∗A,ϕ∗B) because ϕ is a homomorphism, and (E , F ) 7→ ϕ∗(E , F )
determines the stated map ϕ∗ on KK-groups.
We end the section with a final definition and result on unbounded representatives,
which are slight modifications of those found in [33]. For a G-algebra A, we say that a
(not necessarily norm-closed) subalgebra A ⊂ A is a ∗-G-subalgebra if there exists some
subspace A ⊂ A which is preserved by the action of G, for which A x is a subalgebra
of Ax, and for which A can be written as a subalgebra of Γ0(G(0);A) whose elements
take values in A . For instance, when G is a Lie groupoid and P → G(0) is a smooth
submersion carrying a smooth G-action, one sees that A = C0(P ) is a G-algebra, whose
fibre over x ∈ G(0) is C0(Px). In this case, A := C∞0 (P ) is a ∗-G-subalgebra of A, with
corresponding fibre A x := C
∞
0 (Px) ⊂ C0(Px) for each x ∈ X .
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Definition 4.9. Let A and B be G-algebras. An unbounded G-equivariant Kasparov
A-B-module is a triple (A, E , D), where A is a dense ∗-G-subalgebra of A, E is a G-
equivariant A-B-correspondence, and where D is a densely defined, B-linear, self-adjoint
and regular operator on E of degree 1 such that
1. a(1 +D2)−
1
2 ∈ K(E) for all a ∈ A,
2. for all a ∈ A, the operator [D, a] extends to an element of L(E), and for f ∈ Cc(G⊔)
one has
f r∗⊔a
(
ε⊔(s
∗
⊔D)− r∗⊔D
) ∈ L(r∗⊔ E),
and
3. for all f ∈ Cc(G⊔), one has dom(r∗⊔D f) = W⊔ dom(s∗⊔D f), where W⊔ : s∗⊔ E →
r∗⊔ E is the isometric isomorphism of Banach spaces induced by the action of G on
E.
Proposition 4.10. Let A and B be G-algebras. Every unbounded equivariant Kas-
parov A-B-module (A, E , D) determines a G-equivariant Kasparov A-B-module (E , D(1+
D2)−
1
2 ), defining a class [D] ∈ KKG(A,B).
Proof. By the same arguments as in the non-equivariant case [2], the pair (E , D(1+D2)− 12 )
satisfies items 1., 2. and 3. of Definition 4.1. The final item 4. in Definition 4.1 follows
from [33, The´ore`me 6], with Pierrot’s G replaced with our G⊔.
5 The Kasparov product
The characteristic feature of KK-theory is the Kasparov product. In [24], it is proved
that when G is Hausdorff, for all G-algebras A, D, B there is an associative and non-trivial
product
KKG(A,D)⊗KKG(D,B)→ KKG(A,B).
The same is true when G is locally Hausdorff. In fact, using the ideas of [1, Section 4.3.4],
this can be seen by direct substitution of concepts into the proofs used in [19]. We first
give the groupoid-equivariant version of the the lemma [19, Lemma 1.4] on the existence
of quasi-invariant, quasi-central approximate units.
Lemma 5.1 (Existence of quasi-central approximate units). Let B be a G-algebra, A a σ-
unital G-subalgebra of B, Y a σ-compact, locally compact Hausdorff space, and ϕ : Y → B
a function satisfying:
1. [ϕ(y), a] ∈ A for all a ∈ A and y ∈ Y , and
2. for all a ∈ A, the functions y 7→ [ϕ(y), a] are norm-continuous on Y .
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Then there is a countable approximate unit {ei} for A with the following properties:
1. limi→∞ ‖[ei, ϕ(y)]‖ = 0 for all y ∈ Y , and
2. limi→∞ ‖α⊔(s∗⊔ei)− r∗⊔ei‖ = 0 in r∗⊔A.
Proof. The proof given in [19, Lemma 1.4] applies immediately. One need only replace
Kasparov’s G with our G⊔, and Kasparov’s g(ui) − ui, defined for g ∈ G, with our
αu(ei(s(u)))− ei(r(u)), defined for u ∈ G.
Kasparov’s Technical Theorem below now follows essentially “classically”.
Theorem 5.2 (Kasparov’s Technical Theorem). Let J be a σ-unital G-algebra, A1 and A2
σ-unital subalgebras of M(J), with A1 a G-algebra. Let ∆ be a subset of M(J) which is
separable in the norm topology and whose commutators with A1 act as derivations of A1,
and let ϕ ∈M(r∗⊔J). Assume that A1 ·A2 ⊂ J , r∗⊔A1 ·ϕ ⊂ r∗⊔J , and that ϕ · r∗⊔A1 ⊂ r∗⊔J .
Then there are M1, M2 ∈M(J) of degree 0 such that M1 +M2 = 1, and for which
1. Miai ∈ J for all ai ∈ Ai and i = 1, 2,
2. [Mi, d] ∈ J for all d ∈ ∆, and
3. r∗⊔(M2) · ϕ, ϕ · r∗⊔(M2) and α⊔(s∗⊔(Mi)) − r∗⊔(Mi) are all contained in r∗⊔(J), for
i = 1, 2.
Proof. After making the same replacements as in the proof of Lemma 5.1, the proof of
[19, Theorem 1.4] (which in this form is due to Higson [14]) applies without change.
Remark 5.3. Note that by hypothesis, our ϕ ∈ M(r∗⊔(J)) in Theorem 5.2 already
gives, for each Hausdorff open subset U of G, a section ϕU ∈ M(r|∗UJ) which is norm-
continuous over U . This is to be contrasted with Kasparov’s weaker hypotheses on his
ϕ : G → M(J) in [19, Theorem 1.4], where he requires only that ϕ be bounded and
induce norm-continuous functions g 7→ aϕ(g) and g 7→ ϕ(g)a for all a ∈ A1 + J . As
we will see, our stronger hypothesis does not impact the proof of the existence of the
Kasparov product in our setting.
We recall here the notion of a connection given by Connes and Skandalis [12]. Let
A and B be C∗-algebras, and suppose that E1 is a Hilbert A-module, E2 is a Hilbert
B-module, and that π : A→ L(E2) is a representation. Let E12 = E1 ⊗ˆA E2, and for each
ξ ∈ E1 we denote by Tξ ∈ L(E2, E12) defined by
Tξη := ξ ⊗ˆ η, η ∈ E2 .
The adjoint of Tξ is given on η ⊗ˆ ζ ∈ E12 by
T ∗ξ (η ⊗ˆ ζ) = π(〈ξ, η〉)ζ.
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If F2 ∈ L(E2), we say that an operator F ∈ L(E12) is an F2-connection for E1 if for all
ξ ∈ E1, one has
TξF2 − (−1)deg(ξ) deg(F2)FTξ ∈ K(E2, E12),
and
F2T
∗
ξ − (−1)deg(ξ) deg(F2)T ∗ξ F ∈ K(E12, E2).
If E1 is countably generated and [F2, π(A)] ⊂ K(E2), then the algebra L(E12) contains an
F2-connection for E1 [12, Proposition A.2].
We can now define the Kasparov product of two equivariant Kasparov modules in an
analogous fashion to the non-equivariant case.
Definition 5.4. Let A, B and D be G-algebras, with A separable, (E1, F1) ∈ EG(A,D),
and (E2, F2) ∈ EG(D,B). Denote by E12 the bimodule E1 ⊗ˆD E2. A pair (E12, F ), where
F ∈ L(E12), is called a Kasparov product of (E1, F1) and (E2, F2), written F ∈ F1♯DF2,
if and only if
1. (E12, F ) ∈ EG(A,B),
2. F is an F2-connection, and
3. for all a ∈ A, a[F1 ⊗ˆ 1, F ]a∗ ≥ 0 modulo K(E12).
Theorem 5.5. Let A, B and D be G-algebras, with A separable, and suppose (E1, F1) ∈
E
G(A,D) and (E2, F2) ∈ EG(D,B). Let E12 := E1 ⊗ˆD E2. Then F1♯DF2 is nonempty,
and path connected. Moreover the class in KKG(A,B) determined by any F ∈ F1♯DF2
depends only on the G-homotopy classes of (E1, F1) and (E2, F2) in KKG(A,D) and
KKG(D,B) respectively, and the Kasparov product descends to an associative, bilinear
product KKG(A,D)⊗KKG(D,B)→ KKG(A,B).
Proof. Choose an F2-connection F˜2 for E1. Let J denote the algebra K(E12), A1 the
G-algebra J + K(E1) ⊗ˆ 1, A2 the algebra generated by F˜2 − F˜ ∗2 , F˜ 22 − 1, [F˜2, F1 ⊗ˆ 1] and
[F˜2, A], and let ∆ denote the subspace of L(E12) generated by F1 ⊗ˆ 1, F˜2 and A. Finally
denote by ϕ the element α⊔(s
∗
⊔F˜2)− r∗⊔F˜2 of L(r∗⊔ E12). Apply Theorem 5.2 to obtain M1
and M2 with the stated properties, and define
F := M
1
2
1 (F1 ⊗ˆ 1) +M
1
2
2 F˜2.
Exactly as in the non-equivariant case, the pair (E12, F ) satisfies properties 1., 2., and 3.,
in Definition 4.1, and all that remains to verify that (E12, F ) ∈ EG(A,B) is to show that
F is almost-equivariant. For any a ∈ r∗⊔A, however, we can write a · (α⊔(s∗⊔F )− r∗⊔F ) ∈
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L(r∗⊔ E12) as the sum
a · (α⊔(s∗⊔(M
1
2
1 ))− r∗⊔(M
1
2
1 ))α⊔(s
∗
⊔(F1 ⊗ˆ 1)) + a · r∗⊔(M
1
2
1 )(α⊔(s
∗
⊔(F1 ⊗ˆ 1)− r∗⊔(F1 ⊗ˆ 1))
+a · (α⊔(s∗⊔(M
1
2
2 ))− r∗⊔(M
1
2
2 ))α⊔(s
∗
⊔(F˜2)) + a · r∗⊔(M
1
2
2 )(α⊔(s
∗
⊔(F˜2))− r∗⊔(F˜2)) (3)
The first, third and final terms in Equation (3) are contained in K(E12) by item 3.
of Theorem 5.2, while the second term in Equation (3) is contained in K(E12) by the
equivariance of the Kasparov module (E1, F1) together with items 1. and 2. of Theorem
5.2. Thus (E12, F ) ∈ EG(A,B).
Items b. and c. of Definition 5.4 hold by the same arguments as in the non-equivariant
case [35, Theorem 12] (cf. [12, Theorem A.5]). This gives existence. Path connectedness
of F1♯DF2 follows from the same argument given in [35, Theorem 12], using Lemma 4.5
in the place of Skandalis’ [35, Lemma 11], giving uniqueness up to G-homotopy. That the
Kasparov product descends to a well-defined bilinear product on the KKG groups also
follows from the arguments of [35, Theorem 12]. Associativity of this product follows
from [35, Lemma 22], again using Lemma 4.5 in the place of [35, Lemma 11].
Remark 5.6. With Theorem 5.5 in hand, one can now define the external product
KKG(A1, B1 ⊗ˆD) ⊗KKG(D ⊗ˆA2, B2) → KKG(A1 ⊗ˆA2, B1 ⊗ˆB2) in the same manner
as [19, Definition 2.12].
6 Crossed products
We now discuss crossed products of G-algebras as well as their relationship to KKG-
theory. We will assume for this that G is equipped with a Haar system, whose definition
we recall for the reader’s convenience.
Definition 6.1. A Haar system on G is a family {λx}x∈G(0) of measures on G such
that each λx is supported on Gx, and is a regular Borel measure thereon, and such that
1. for all v ∈ G and f ∈ Cc(G) one has∫
G
f(vu) dλs(v)(u) =
∫
G
f(u) dλr(v)(u)
and,
2. for each f ∈ Cc(G), the map
x 7→
∫
G
f(u) dλx(u)
is continuous with compact support on G(0).
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That G admits a Haar system is a nontrivial requirement in general. Indeed, if G
admits a Haar system then its range and source maps must be open [32, Proposition 2.2.1],
and it is not difficult to find examples of locally compact (even Hausdorff) groupoids for
which this is not the case [34, Section 3]. In the context of a foliated manifold, any choice
of leafwise half-density (see [10, Section 5]) determines a Haar system on the associated
holonomy groupoid.
If pA : A → G(0) is an upper-semicontinuous Banach bundle, then for any Hausdorff
open subset U of G, we denote by Γc(U ; r∗A) the space of compactly supported continuous
sections of the bundle r∗A over U , extended by zero outside of U to a (not necessarily
continuous) function on G. We define Γc(G; r∗A) to be the subspace of sections of r∗A
over G that are spanned by elements of Γc(U ; r∗A) as U varies over all Hausdorff open
subsets of G.
Remark 6.2. If G is a Lie groupoid (such as the holonomy groupoid of a foliation), then
one will usually take smooth sections, denoted Γ∞c , instead of continuous sections.
Proposition 6.3. [31, Proposition 4.4] If (A,G, α) is a groupoid dynamical system, the
space Γc(G; r∗A) is a ∗-algebra with respect to the convolution product and adjoint given
respectively by
f ∗ g(u) :=
∫
G
f(v)αv
(
g(v−1u)
)
dλr(u)(v) f ∗(u) := αu(f(u
−1)∗)
for all f, g ∈ Γc(G; r∗A) and u ∈ G.
Remark 6.4. Note that one could also define a ∗-algebra structure on the space Γc(G; s∗A)
obtained by pulling back A via the source map. In this case, the multiplication and in-
volution are given by
f ∗ g(u) :=
∫
G
αw
(
f(uw)
)
g(w−1) dλs(u)(w), f ∗(u) := αu−1
(
f(u−1)∗
)
.
Moreover, the map f 7→ α ◦ f defines an isomorphism Γc(G; s∗A) → Γc(G; r∗A) of ∗-
algebras. While Γc(G; s∗A) is in a certain sense the more natural object to consider for
left actions of groupoids, we choose to work with pullbacks over the range in accordance
with [27].
We now obtain the full crossed product of a G-algebra as follows (cf. [21, Section 3.5],
[31, p. 23]).
Definition 6.5. If (A,G, α) is a groupoid dynamical system, one defines the I-norm of
an element f ∈ Γc(G; r∗A) by
‖f‖I := max
{
sup
x∈G(0)
∫
G
‖f(u)‖xdλx(u), sup
x∈G(0)
∫
G
‖f(u)‖r(u)dλx(u)
}
.
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The I-norm makes Γc(G; r∗A) into a normed ∗-algebra, and the full crossed product
A⋊G is the associated enveloping C∗-algebra. More specifically, A⋊G is the completion
of Γc(G; r∗A) in the norm
‖f‖A⋊G := sup{‖π(f)‖ : π is a ‖ · ‖I-decreasing ∗-representation of Γc(G; r∗A)}.
The reduced C∗-algebra of G is obtained from the algebra Cc(G) by completing it
with respect to the norm obtained from the canonical family of ∗-representations πx :
Cc(G)→ L(L2(Gx)), x ∈ G(0), called the regular representation. For a groupoid dynamical
system (A,G, α) the situation is slightly more complicated - namely, we must complete
the convolution algebra Γc(G; r∗A) with respect to the norm obtained from a particular
family Hilbert modules constructed from A.
Proposition 6.6. Let (A,G, α) be a groupoid dynamical system. Then for each x ∈ G(0),
the completion L2(Gx; r∗A) of Γc(Gx; r∗A) in the Ax-valued inner product
〈ξ, η〉x := (ξ∗ ∗ η)(x) =
∫
G
αu
(
ξ(u−1)∗η(u−1)
)
dλx(u),
defined for ξ, η ∈ Γc(Gx; r∗A), is a Hilbert Ax-module, with right Ax-action given by
(ξ · a)(u) := ξ(u)αu(a), u ∈ Gx
for all ξ ∈ Γc(Gx; r∗A) and a ∈ Ax.
Moreover, for each x ∈ G(0), a representation πx : Γc(G; r∗A) → L
(
L2(Gx; r∗A)
)
is
defined by the formula
πx(f)ξ(u) := f ∗ ξ(u) =
∫
G
f(v)αv
(
ξ(v−1u)
)
dλr(u)(v), u ∈ Gx
for f ∈ Γc(G; r∗A) and ξ ∈ Γc(Gx; r∗A). The family {πx}x∈G(0) is called the regular
representation associated to (A,G, α).
Proof. It is clear from inspection that for x ∈ G(0), ξ, η ∈ Γc(Gx; r∗A) and a ∈ Ax, the
formulae defining 〈ξ, η〉x and (ξ · a) make sense. Moreover, we have
〈ξ, η〉∗x = (ξ∗ ∗ η)∗(x) = (η∗ ∗ ξ)(x) = 〈η, ξ〉x
since ∗ is an involution, and
〈ξ, η · a〉x =
∫
G
αu
(
ξ(u−1)∗(η · a)(u−1)) dλx(u)
=
∫
G
αu
(
ξ(u−1)∗η(u−1)αu−1(a)
)
dλx(u) = 〈ξ, η〉xa
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since αu−1 = α
−1
u as C
∗-isomorphisms. Consequently [23, p. 4], the completion L2(Gx; r∗A)
is indeed a Hilbert Ax-module.
The extension of πx to a representation πx : Γc(G; r∗A) → L
(
L2(Gx; r∗A)
)
follows
from the argument of Khoshkam and Skandalis [21, 3.6]. Specifically, Khoshkam and
Skandalis show that for f˜ ∈ Γc(G; s∗A) (see Remark 6.4) and ξ˜ ∈ Γc(Gx;Ax), the formula
π˜x(f˜)ξ(u) :=
∫
G
αw
(
f˜(uw)
)
ξ˜(w−1) dλs(u)(w), u ∈ Gx
extends to a representation π˜x : Γc(G; s∗A) → L
(
L2(Gx;Ax)
)
, where L2(Gx;Ax) is the
Hilbert Ax-module that is the completion of Γc(Gx;Ax) in the Ax-valued inner product
〈ξ˜, η˜〉x :=
∫
G
ξ˜(u−1)∗η˜(u−1) dλx(u). Observe that the map Ux : Γc(Gx;Ax)→ Γc(Gx; r∗A)
defined by (
Uxξ˜
)
(u) := αu
(
ξ˜(u)
)
satisfies
(
Ux(ξ˜ · a)
)
(u) = αu(ξ˜(u))αu(a) =
(
Uxξ˜
) · a(u) for all a ∈ Ax, ξ˜ ∈ Γc(Gx;Ax) and
u ∈ Gx, and satisfies
〈Uxξ˜, η〉x =
∫
G
αu
(
(Uxξ˜)(u
−1)∗η(u−1)
)
dλx(u) =
∫
G
ξ˜(u−1)∗αu
(
η(u−1)
)
dλx(u)
=
∫
G
ξ˜(u−1)∗
(
U−1x η
)
(u−1) dλx(u) = 〈ξ˜, U−1x η〉x
for all ξ˜ ∈ Γc(Gx;Ax) and η ∈ Γc(Gx; r∗A). Thus it extends to a unitary isomorphism
Ux : L
2(Gx;Ax)→ L2(Gx; r∗A) of Hilbert Ax-modules. Now we observe that
(
Ux ◦ π˜x(f˜) ◦ U∗x
)
ξ(u) =αu
((
π˜x(f˜) ◦ U∗x
)
ξ(u)
)
=αu
(∫
G
αw
(
f˜(uw)
)(
U∗xξ
)
(w−1) dλx(w)
)
=αu
(∫
G
αw
(
f˜(uw)
)
αw
(
ξ(w−1)
)
dλx(w)
)
=
∫
G
αuw
(
f˜(uw)
)
αuw
(
ξ(w−1)
)
dλx(w)
=
∫
G
αv
(
f˜(v)
)
αv
(
ξ(v−1u)
)
dλr(u)(v) = πx
(
α ◦ f˜)ξ(u)
for any ξ ∈ Γc(Gx; r∗A), so that πx is unitarily equivalent to the representation π˜x and is
consequently itself a representation by [21, Section 3.6].
Completing in the norm obtained from the Hilbert module representations of Propo-
sition 6.6 we obtain the reduced crossed product algebra.
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Definition 6.7. The completion A⋊r G of Γc(G; r∗A) in the norm
‖f‖A⋊rG := sup
x∈G(0)
‖πx(f)‖L2(Gx;r∗ A)
is a C∗-algebra called the reduced crossed product algebra associated to the dynamical
system (A,G, α).
Remark 6.8. The proof of Proposition 6.6 together with [21, Section 3.7] implies that
the C∗-algebra defined in Definition 6.7 coincides with that given in [21].
Remark 6.9. It is important to note that, for any G-algebra A, the calculations of [21,
Section 3.6] show that ‖ · ‖A⋊rG ≤ ‖ · ‖I . Consequently, we have that ‖ · ‖A⋊rG ≤ ‖ · ‖A⋊G
(cf. Definition 6.5).
Remark 6.10. In doing calculations with crossed product C∗-algebras, one usually must
work with the algebra Γc(G; r∗A) associated to the upper-semicontinuous C∗-bundle A.
In working with this algebra, it is frequently necessary to utilise a finer topology than the
(reduced or full) norm topology. If pB : B → G(0) is an upper-semicontinuous Banach
bundle, one says that a net zλ in Γc(G; r∗B) converges in the inductive limit topology to
z ∈ Γc(G; r∗B) if zλ → z uniformly, and if there is a compact set C in G such that z
and all of the zλ vanish off C [31, Remark 3.9]. It is then clear that if zλ converges to
z in the inductive limit topology, then zλ also converges to z in the I-norm topology.
Consequently zλ → z in both the full and reduced C∗-norm topologies.
7 The descent map
We now prove that Kasparov’s descent map [19] exists and continues to function as
expected in the equivariant setting for locally Hausdorff groupoids. While the relevant
definitions in the Hausdorff case [24] are relatively simple using balanced tensor products,
in the locally Hausdorff case one must use the bundle picture, which requires slightly more
work.
Suppose that we are given a G-algebra (B = Γ0(G; r∗B), β) and a G-Hilbert B-
module (E = Γ0(G(0); r∗ E),W ). Observe that Γc(G; r∗E) admits the Γc(G; r∗B)-valued
inner product 〈·, ·〉G defined for ξ, ξ′ ∈ Γc(G; r∗ E)
〈ξ, ξ′〉G(u) :=
∫
G
βv
(〈ξ(v−1), ξ′(v−1u)〉s(v)) dλr(u)(v), u ∈ G,
which is positive by [31, Proposition 6.8] and the argument given in [38, p. 116]. The
space Γc(G; r∗ E) also admits a right action of Γc(G; r∗B) given by
(ξ · f)(u) :=
∫
G
ξ(v) · βv
(
f(v−1u)
)
dλr(u)(v), u ∈ G
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for ξ ∈ Γc(G; r∗E) and f ∈ Γc(G; r∗B), with · denoting the (fibrewise) right action of B
on E. By completing in the norm attained from either the reduced or full crossed product
we obtain [23, p. 4] a Hilbert module.
Definition 7.1. Given a G-algebra (B = Γ0(G(0);B), β) and a G-Hilbert B-module (E =
Γ0(G(0); r∗E),W ), we define E ⋊G and E ⋊r G to be the completions of Γc(G; r∗E) in the
norms
‖ξ‖E ⋊G := ‖〈ξ, ξ〉G‖
1
2
B⋊G , ‖ξ‖E ⋊r G := ‖〈ξ, ξ〉G‖
1
2
B⋊rG
respectively. The space E ⋊G is a Hilbert B ⋊ G-module, while the space E ⋊r G is a
Hilbert B ⋊r G-module, which we will refer to respectively as the full and reduced
crossed products of E by G.
Remark 7.2. If B is a G-algebra and E a Hilbert B-module, then since the reduced
C∗-norm on Γc(G; r∗B) is bounded by the full norm, we see that the reduced norm on
Γc(G; r∗E) is bounded by the full norm also.
We pull back operators on equivariant modules to their crossed products as follows.
Proposition 7.3. Let (B = Γ0(G(0);B), β) be a G-algebra and let (E = Γ0(G(0);E),W )
be a G-Hilbert B-module. Given T ∈ L(E) = Γb(X ;L(E)), the operator r∗(T ) defined on
Γc(G; r∗E) defined by (
r∗(T ) ξ
)
(u) := T (r(u))ξ(u)
extends to an operator r∗(T ) ∈ L(E ⋊r G), and consequently to an operator r∗(T ) ∈
L(E ⋊G) also.
Proof. That r∗(T ) is Γc(G; r∗B)-linear is clear by the B-linearity of T . Moreover, for any
ξ ∈ Γc(G; r∗E) we have
〈r∗(T ) ξ, r∗(T ) ξ〉G(u) =
∫
G
βv
(〈T (s(v))ξ(v−1), T (s(v))ξ(v−1u)〉s(v)) dλr(u)(v)
≤
∫
G
‖T (s(v))‖2E
s(v)
βv
(〈ξ(v−1), ξ(v−1u)〉s(v)) dλr(u)(v)
≤ sup
x∈G(0)
‖T (x)‖2Ex
∫
G
βv
(〈ξ(v−1), ξ(v−1u)) dλr(u)(v),
from which we deduce that ‖r∗(T ) ξ‖E ⋊r G ≤ ‖T‖L(E)‖ξ‖E ⋊r G. Consequently, r∗(T ) ex-
tends to a bounded, B ⋊r G-linear operator on all of E ⋊r G. Remark 7.2 then tells us
that r∗(T ) also extends to a bounded B ⋊ G-linear operator on E ⋊G. It is then easily
checked in both cases that r∗(T ) is adjointable, with adjoint r∗(T ∗).
Remark 7.4. The identifications of Remark 2.7 show that when G is Hausdorff, our r∗(T )
defined on E ⋊r G and E ⋊G agrees with T ⊗ˆ 1 defined on E ⊗ˆB(B⋊r G) and E ⊗ˆB(B⋊G)
respectively.
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Remark 7.5. If, in the notation of Proposition 7.3, one has an unbounded B-linear
operator T : dom(T ) → E , one defines dom(r∗(T )) := Γc(G; r∗dom(T )), where dom(T )
is exactly as in Definition 2.8, and obtains r∗(T ) : dom(r∗(T )) → E ⋊r G and r∗(T ) :
dom(r∗(T ))→ E ⋊G using the same formula as in Proposition 7.3.
That the crossed product of an equivariant A-B-correspondence is an A⋊r G-B⋊r G-
correspondence turns out to require some mildly nontrivial argumentation, which does
not currently appear in the literature. We give a full proof below.
Proposition 7.6. Let (A = Γ0(G(0);A), α) and (B = Γ0(G(0);B), β) be G-algebras and
let (E = Γ0(G(0);E),W ) be a G-Hilbert module. Then if π : A → L(E) is an equivariant
representation, the formula
(f · ξ)(u) :=
∫
G
πr(v)(f(v))Wv
(
ξ(v−1u)
)
dλr(u)(v), u ∈ G
defined for f ∈ Γc(G; r∗A) and ξ ∈ Γc(G; r∗E) determines representations π ⋊r G :
A⋊r G → L(E ⋊r G) and π ⋊ G : A⋊ G → L(E ⋊G).
Proof. First observe that π⋊r G is ∗-preserving in the sense that for any f ∈ Γc(G; r∗A),
and ξ, ξ′ ∈ Γc(G; r∗E), the element 〈f · ξ, ξ′〉G(u) of Br(u) is equal to∫
G
∫
G
βv
(〈πs(v)(f(w))Ww(ξ(w−1v−1)), ξ′(v−1u)〉s(v)) dλs(v)(w) dλr(u)(v)
=
∫
G
∫
G
βv
(〈Ww(ξ(w−1v−1)), πs(v)(f(w)∗)ξ′(v−1u)〉s(v)) dλs(v)(w) dλr(u)(v)
=
∫
G
∫
G
βvw
(〈ξ(w−1v−1), εw−1(πs(v)(f(w)∗))Ww−1(ξ′(v−1u))〉s(w)) dλs(v)(w) dλr(u)(v)
=
∫
G
∫
G
βv
(〈ξ(v−1), πs(v)(f ∗(w))Ww(ξ′(w−1v−1u))〉s(v)) dλs(v)(w) dλr(u)(v)
=〈ξ, (f ∗ · ξ′)〉G(u)
for all u ∈ G. Here we have used the equivariance of the representation π and the
substitutions v := vw and w := w−1 in going from the third line to the fourth.
To prove that f 7→ f · extends to a homomorphism A⋊r G → L(E ⋊r G) we must show
that ‖f · ξ‖ ≤ ‖f‖A⋊rG‖ξ‖E ⋊r G for all f ∈ Γc(G; r∗A) and ξ ∈ Γc(G; r∗E). Because E,
A and B are in general different bundles, we cannot use the techniques of [28, Theorem
1.4] or its analogue in the non Hausdorff case [36]; nor can we use the techniques of
[31, Section 8] since we are working with reduced crossed products and not full crossed
products. Observe, however, that if p : E→ π(A)E denotes the family of projections
px : Ex → πx(Ax)Ex, x ∈ G(0),
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then πx(a)e = πx(a)(pxe) for all x ∈ G(0), a ∈ Ax and e ∈ Ex. Then for any f ∈ Γc(G; r∗A)
and ξ ∈ Γc(G; r∗E) we compute
(f · ξ)(u) =
∫
G
πr(v)(f(v))Wv
(
ξ(v−1u)
)
dλr(u)(v)
=
∫
G
Wv
(
εv−1
(
πr(v)(f(v))
)(
ξ(v−1u)
))
dλr(u)(v).
Using the equivariance of π, we then see that
(f · ξ)(u) =
∫
G
Wv
(
πs(v)(αv−1(f(v)))ξ(v
−1u)
)
dλr(u)(v)
=
∫
G
Wv
(
πs(v)(αv−1(f(v)))ps(v)ξ(v
−1u)
)
dλr(u)(v)
=
∫
G
πr(v)(f(v))Wv
(
ps(v)ξ(v
−1u)
)
dλr(u)(v)
=(f · (r∗(p)ξ))(u),
so we can assume without loss of generality that ξ ∈ Γc(G; r∗(pE)). Since the rep-
resentation π of A on pE is (fibrewise) nondegenerate, by [31, Proposition 6.8] there
exists a sequence (ei)i∈N in Γc(G; r∗A) such that for any ξ ∈ Γc(G; r∗(pE)), the sequence
(π(ei)ξ)i∈N converges to ξ in the inductive limit topology on Γc(G; r∗ E). Thus we can
assume without loss of generality that ξ is of the form g · ξ′ for g ∈ Γc(G; r∗A) and
ξ′ ∈ Γc(G; r∗(pE)). For such ξ we estimate
〈f · ξ, f · ξ〉G =〈ξ′, (g∗ ∗ f ∗ ∗ f ∗ g) · ξ′〉G
≤‖f‖2A⋊rG〈ξ′, (g∗ ∗ g) · ξ′〉G
=‖f‖2A⋊rG〈ξ, ξ〉G.
Hence
‖f · ξ‖E ⋊r G ≤ ‖f‖A⋊rG‖ξ‖E ⋊r G ,
so f 7→ f · does indeed define a homomorphism π⋊r G : A⋊r G → L(E ⋊r G). By Remark
7.2, f 7→ f · also extends to a homomorphism π ⋊ G : A⋊ G → L(E ⋊G).
Observe now that if (E , F ) is a G-equivariant Kasparov A-B-module, then we can
form the pairs (E ⋊G, r∗(F )) and (E ⋊r G, r∗(F )). It is in this way that we obtain the
following theorem.
Theorem 7.7. Let A and B be G-algebras. For any G-equivariant Kasparov A-B-module
(E , F ), we have (E ⋊G, r∗(F )) ∈ E(A⋊G, B⋊G) and (E ⋊r G, r∗(F )) ∈ E(A⋊rG, B⋊rG)
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(see Remark 4.2). The induced maps
jG : KKG(A,B)→ KK(A⋊ G, B ⋊ G), jGr : KG(A,B)→ KK(A⋊r G, B ⋊r G)
are homomorphisms of abelian groups, and are compatible with the Kasparov product in
the sense that if x ∈ KKG(A,C) and y ∈ KKG(C,B), then we have
jG(x⊗C y) = jG(x)⊗C⋊G jG(y), jGr (x⊗ y) = jGr (x)⊗C⋊rG jGr (y).
Proof. That E ⋊G and E ⋊r G are countably generated can be seen by taking a countable
approximate identity {fi}i∈N for Cc(G) in the inductive limit topology and a countable
generating set {ej}j∈N for Γ0(X ;E). Then, letting · denote pointwise multiplication, the
countable collection {fi · r∗ej}i,j∈N is a generating set for both E ⋊G and E ⋊r G (note
that since each fi is a finite sum of functions that are continuous and supported in
Hausdorff open subsets, so too is each fi · r∗ej). We have already proved in Proposition
7.3 that the operator r∗(F ) makes sense in both L(E ⋊G) and L(E ⋊r G). The result
is otherwise proved in the same manner as in [19, Theorem 3.11], once one replaces
Kasparov’s Cc(G,A), Cc(G, E ) and Cc(G,K (E )) with our Γc(G; r∗A), Γc(G; r∗E) and
Γc(G; r∗K(E)) respectively.
We end the paper by noting that the descent map can also be applied to an unbounded
equivariant Kasparov module, to yield an unbounded Kasparov module for the associated
crossed product algebras.
Proposition 7.8. Let A and B be G-algebras, and let (A, E , D) be a G-equivariant un-
bounded Kasparov A-B-module. Let A ⊂ A be as in Definition 4.9. Then
(Γc(G; r∗ A ), E ⋊G, r∗(D)), (Γc(G; r∗A ), E ⋊r G, r∗(D))
are, respectively, an unbounded Kasparov A⋊G-B⋊G-module and an unbounded Kasparov
A⋊r G-B ⋊r G-module.
Proof. Here r∗(D) means the closure of the operator r∗(D) defined in Remark 7.5. The
same arguments used in [27, Proposition 2.11] now apply, provided one switches out the
half-densities therein for a choice of Haar system on G.
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