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Derivations and skew derivations of the Grassmann
algebras
V. V. Bavula
Abstract
Surprisingly, skew derivations rather than ordinary derivations are more basic
(important) object in study of the Grassmann algebras. Let Λn = K⌊x1, . . . , xn⌋
be the Grassmann algebra over a commutative ring K with 12 ∈ K, and δ be a
skew K-derivation of Λn. It is proved that δ is a unique sum δ = δ
ev + δod of an
even and odd skew derivation. Explicit formulae are given for δev and δod via the
elements δ(x1), . . . , δ(xn). It is proved that the set of all even skew derivations of Λn
coincides with the set of all the inner skew derivations. Similar results are proved for
derivations of Λn. In particular, DerK(Λn) is a faithful but not simple AutK(Λn)-
module (where K is reduced and n ≥ 2). All differential and skew differential ideals
of Λn are found. It is proved that the set of generic normal elements of Λn that are
not units forms a single AutK(Λn)-orbit (namely, AutK(Λn)x1) if n is even and two
orbits (namely, AutK(Λn)x1 and AutK(Λn)(x1 + x2 · · · xn)) if n is odd.
Key Words: The Grassmann algebra, derivation, skew derivation, group of auto-
morphisms, normal element, orbit.
Mathematics subject classification 2000: 15A75, 16W25, 16W22, 16E45.
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1 Introduction
Throughout, ring means an associative ring with 1. Let K be an arbitrary ring (not
necessarily commutative). The Grassmann algebra (the exterior algebra) Λn = Λn(K) =
K⌊x1, . . . , xn⌋ is generated freely over K by elements x1, . . . , xn that satisfy the defining
relations:
x21 = · · · = x
2
n = 0 and xixj = −xjxi for all i 6= j.
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The Grassmann algebra Λn = ⊕i∈NΛn,i is an N-graded algebra (Λn,iΛn,j ⊆ Λn,i+j for all
i, j ≥ 0) where Λn,i := ⊕|α|=iKx
α, xα := xα11 · · ·x
αn
n , and |α| := α1 + · · ·+ αn.
Derivations of the Grassmann algebras. Let DerK(Λn), DerK(Λn)
ev, DerK(Λn)
od
and IDerK(Λn) be the set of all, even, odd and inner derivations of Λn(K) respectively.
Note that IDerK(Λn) = {ad(a) | a ∈ Λn} where ad(a)(x) := ax − xa. Let Λevn and Λ
od
n be
the set of even and odd elements of Λn. Let ∂1 :=
∂
∂x1
, . . . , ∂n :=
∂
∂xn
be partial skew K-
derivations of Λn (∂i(xj) = δij , the Kronecker delta, and ∂i(ajak) = ∂i(aj)ak+(−1)jaj∂i(ak)
for all ai ∈ Λn,i and aj ∈ Λn,j).
• (Theorem 2.1) Suppose that K is a commutative ring with 1
2
∈ K. Then
1. DerK(Λn) = DerK(Λn)
ev ⊕DerK(Λn)od.
2. DerK(Λn)
ev = ⊕ni=1Λ
od
n ∂i.
3. DerK(Λn)
od = IDerK(Λn).
4. DerK(Λn)/IDerK(Λn) ≃ DerK(Λn)ev.
So, each derivation δ ∈ DerK(Λn) is a unique sum δ = δev + δod of an even and odd
derivation. When K is a field of characteristic 6= 2 this fact was proved by Djokovic, [4].
For an even n, let Λ′odn := Λ
od
n . For an odd n, let Λ
′od
n be the K-submodule of Λ
od
n generated
by all ‘monomials’ xα but θ := x1 · · ·xn, i.e. Λodn = Λ
′od
n ⊕ Kθ. The next result gives
explicitly derivations δev and δod via the elements δ(x1), . . . , δ(xn).
• (Corollary 2.5) Let K be a commutative ring with 1
2
∈ K, δ be a K-derivation of
Λn(K), and, for each i = 1, . . . , n, δ(xi) = u
ev
i + u
od
i for unique elements u
ev ∈ Λevn
and uod ∈ Λodn . Then
1. δev =
∑n
i=1 u
od
i ∂i, and
2. δod = −1
2
ad(a) where the unique element a ∈ Λ′odn is given by the formula
a =
n−1∑
i=1
x1 · · ·xi∂i · · ·∂1∂i+1(u
ev
i+1) + ∂1(u
ev
1 ).
The next results describes differential ideals of Λn (i.e. which are stable under all deriva-
tions).
• (Proposition 2.6) Let K be a commutative ring with 1
2
∈ K, Fn(K) := {I : I0 ⊆ I1 ⊆
· · · ⊆ In | Ii are ideals of K} be the set of n-flags of ideals of K, DI(Λn) be the set of
all differentiable ideals of Λn(K). Then the map
Fn(K)→ DI(Λn), I 7→ Î := ⊕
n
i=0 ⊕|α|=i Iix
α,
is a bijection. In particular, mi, 0 ≤ i ≤ n+1, are differential ideals of Λn; these are
the only differential ideals of Λn if K is a field of characteristic 6= 2.
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• (Theorem 2.10) Let K be a reduced commutative ring with 1
2
∈ K, n ≥ 1. Then
1. DerK(Λn) is a faithful AutK(Λn)-module iff n ≥ 2.
2. The AutK(Λn)-module DerK(Λn) is not simple.
Skew derivations of the Grassmann algebras. Let SDerK(Λn), SDerK(Λn)
ev,
SDerK(Λn)
od and ISDerK(Λn) be the set of all, even, odd and inner skew derivations of
Λn(K) respectively. ISDerK(Λn) = {sad(a) | a ∈ Λn} and sad(a)(ai) := aai − (−1)iaia
(ai ∈ Λn,i) is the inner skew derivation determined by the element a. For an odd n, let
Λ′evn := Λ
ev
n . For an even n, let Λ
′ev
n be theK-submodule of Λ
ev
n generated by all ‘monomials’
xα but θ := x1 · · ·xn, i.e. Λevn = Λ
′ev
n ⊕Kθ.
• (Theorem 3.1) Suppose that K is a commutative ring with 1
2
∈ K. Then
1. SDerK(Λn) = SDerK(Λn)
ev ⊕ SDerK(Λn)od.
2. SDerK(Λn)
od = ⊕ni=1Λ
ev
n ∂i.
3. SDerK(Λn)
ev = ISDerK(Λn).
4. SDerK(Λn)/ISDerK(Λn) ≃ SDerK(Λn)od.
So, any skew K-derivation δ of Λn is a unique sum δ = δ
ev + δod of an even and odd
skew derivation, and δev := 1
2
sad(a) for a unique element a ∈ Λ′evn . The next corollary
describes explicitly the skew derivations δev and δod.
• (Corollary 3.2) Let K be a commutative ring with 1
2
∈ K, δ be a skew K-derivation
of Λn(K), and, for each i = 1, . . . , n, δ(xi) = u
ev
i +u
od
i for unique elements u
ev
i ∈ Λ
ev
n
and uodi ∈ Λ
od
n . Then
1. δod =
∑n
i=1 u
ev
i ∂i, and
2. δev = 1
2
sad(a) where the unique element a ∈ Λ′evn is given by the formula
a =
n−1∑
i=1
x1 · · ·xi∂i · · ·∂1∂i+1(u
od
i+1) + ∂1(u
od
1 ).
The action of AutK(Λn) on the set of generic normal non-units of Λn.
Let N be the set of all the normal elements of the Grassmann algebra Λn = Λn(K), U
be the set of all units of Λn, and G := AutK(Λn) be the group of K-automorphisms of Λn.
Then U ⊆ N . The set N is a disjoint union of its G-invariant subsets,
N = ∪ni=0Ni, Ni := {a ∈ N | a = ai + · · · , 0 6= ai ∈ Λn,i}.
Clearly, N0 = U . The next result shows that ‘generic’ normal non-unit elements of Λn (i.e.
the set N1) form a single G-orbit if n is even, and two G-orbits if n is odd.
• (Theorem 4.3) Let K be a field of characteristic 6= 2 and Λn = Λn(K). Then
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1. N1 = Gx1 if n is even.
2. N1 = Gx1 ∪G(x1 + x2 · · ·xn) is the disjoint union of two orbits if n is odd.
The stabilizers of the elements x1 and x1 + x2 · · ·xn are found (Lemma 4.4 and Lemma
4.6).
2 Derivations of the Grassmann rings
In this section, the results on derivations from the Introduction are proved. First, we recall
some facts on Grassmann algebra (more details the reader can find in [3]).
The Grassmann algebra and its gradings. Let K be an arbitrary ring (not nec-
essarily commutative). The Grassmann algebra (the exterior algebra) Λn = Λn(K) =
K⌊x1, . . . , xn⌋ is generated freely over K by elements x1, . . . , xn that satisfy the defining
relations:
x21 = · · · = x
2
n = 0 and xixj = −xjxi for all i 6= j.
Let Bn be the set of all subsets of the set of indices {1, . . . , n}. We may identify the set
Bn with the direct product {0, 1}n of n copies of the two-element set {0, 1} by the rule
{i1, . . . , ik} 7→ (0, . . . , 1, . . . , 1, . . . , 0) where 1’s are on i1, . . . , ik places and 0’s elsewhere.
So, the set {0, 1}n is the set of all the characteristic functions on the set {1, . . . , n}.
Λn =
⊕
α∈Bn
Kxα =
⊕
α∈Bn
xαK, xα := xα11 · · ·x
αn
n ,
where α = (α1, . . . , αn) ∈ {0, 1}n = Bn. Note that the order in the product xα is fixed.
So, Λn is a free left and right K-module of rank 2
n. Note that (xi) := xiΛn = Λnxi is an
ideal of Λn. Each element a ∈ Λn is a unique sum a =
∑
aαx
α, aα ∈ K. One can view
each element a of Λn as a ‘function’ a = a(x1, . . . , xn) in the non-commutative variables
xi. The K-algebra epimorphism
Λn → Λn/(xi1 , . . . , xik) ≃ K⌊x1, . . . , x̂i1, . . . , x̂ik , . . . , xn⌋,
a 7→ a|xi1=0,...,xik=0 := a + (xi1 , . . . , xik),
may be seen as the operation of taking value of the function a(x1, . . . , xn) at the point
xi1 = · · · = xik = 0 where here and later the hat over a symbol means that it is missed.
For each α ∈ Bn, let |α| := α1 + · · · + αn. The ring Λn = ⊕ni=0Λn,i is a Z-graded ring
(Λn,iΛn,j ⊆ Λn,i+j for all i, j) where Λn,i := ⊕|α|=iKx
α. The ideal m := ⊕i≥1Λn,i of Λn is
called the augmentation ideal. Clearly, K ≃ Λn/m, mn = Kx1 · · ·xn and mn+1 = 0. We
say that an element α of Bn is even (resp. odd) if the set α contains even (resp. odd)
number of elements. By definition, the empty set is even. Let Z2 := Z/2Z = {0, 1}. The
ring Λn = Λn,0 ⊕ Λn,1 is a Z2-graded ring where Λn,0 := Λ
ev
n := ⊕α is evenKx
α is the subring
of even elements of Λn and Λn,1 := Λ
od
n := ⊕α is oddKx
α is the Λevn -module of odd elements
of Λn. The ring Λn has the m-adic filtration {mi}i≥0. The even subring Λevn has the induced
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m-adic filtration {Λevn,≥i := Λ
ev
n ∩m
i}. The Λevn -module Λ
od
n has the induced m-adic filtration
{Λodn,≥i := Λ
od
n ∩m
i}.
The K-linear map a 7→ a from Λn to itself which is given by the rule
a :=
{
a, if a ∈ Λn,0,
−a, if a ∈ Λn,1,
is a ring automorphism such that a = a for all a ∈ Λn. For all a ∈ Λn and i = 1, . . . , n,
xia = axi and axi = xia. (1)
So, each element xi of Λn is a normal element, i.e. the two-sided ideal (xi) generated by the
element xi coincides with both left and right ideals generated by xi: (xi) = Λnxi = xiΛn.
For an arbitrary Z-graded ring A = ⊕i∈ZAi, an additive map δ : A→ A is called a left
skew derivation if
δ(aiaj) = δ(ai)aj + (−1)
iaiδ(aj) for all ai ∈ Ai, aj ∈ Aj . (2)
In this paper, a skew derivation means a left skew derivation. Clearly, 1 ∈ ker(δ) (δ(1) =
δ(1 · 1) = 2δ(1) and so δ(1) = 0). The restriction of the left skew derivation δ to the even
subring Aev := ⊕i∈2ZAi of A is an ordinary derivation. Recall that an additive subgroup
B of A is called a homogeneous subgroup if B = ⊕i∈ZB ∩ Ai.
Definition. For the ring Λn(K), consider the set of left skew K-derivations:
∂1 :=
∂
∂x1
, . . . , ∂n :=
∂
∂xn
given by the rule ∂i(xj) = δij , the Kronecker delta. Informally, these skew K-derivations
will be called (left) partial skew derivatives.
Example. ∂i(x1 · · ·xi · · ·xk) = (−1)i−1x1 · · ·xi−1xi+1 · · ·xk.
If the ring K is commutative, 2 ∈ K is regular (i.e. 2λ = 0 in K implies λ = 0), and
n ≥ 2, then the centre of Λn(K) is equal to
Z(Λn) =
{
Λn,0, if n is even,
Λn,0 ⊕Kx1 · · ·xn, if n is odd .
Let K be a commutative ring. For an even n, let Λ′odn := Λ
od
n . For an odd n, let
Λ′odn be the K-submodule of Λ
od
n generated by all ‘monomials’ x
α but θ := x1 · · ·xn, i.e.
Λodn = Λ
′od
n ⊕Kθ. Similarly, for an odd n, let Λ
′ev
n := Λ
ev
n . For an even n, let Λ
′ev
n be the K-
submodule of Λevn generated by all ‘monomials’ x
α but θ := x1 · · ·xn, i.e. Λevn = Λ
′ev
n ⊕Kθ.
For any n,
Λodn = Λ
′od
n ⊕ Λ
od
n ∩ Z(Λn). (3)
So, one can naturally identify Λodn /Λ
od
n ∩ Z(Λn) with Λ
′od
n .
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Consider the sets of even and odd K-derivations of Λn(K):
DerK(Λn)
ev := {δ ∈ DerK(Λn) | δ(Λn,i) ⊆ Λn,i, i ∈ Z2},
DerK(Λn)
od := {δ ∈ DerK(Λn) | δ(Λn,i) ⊆ Λn,i+1, i ∈ Z2}.
So, even derivations are precisely the derivations that respect Z2-grading of Λn, and the odd
derivations are precisely the derivations that reverse it. The set of odd and even derivations
are left Λn,0-modules. For each element a ∈ Λn, one can attach the K-derivation of Λn
ad(a) : b 7→ [a, b] := ab − ba, so-called, the inner derivation determined by a. The set of
all inner derivations is denoted by IDerK(Λn), and the map
Λn/Z(Λn)→ IDerK(Λn), a+ Z(Λn) 7→ ad(a),
is an isomorphism of left Z(Λn)-modules. The next theorem describes explicitly the sets
of all/inner/even and odd derivations.
Theorem 2.1 Suppose that K is a commutative ring with 1
2
∈ K. Then
1. DerK(Λn) = DerK(Λn)
ev ⊕ DerK(Λn)od.
2. DerK(Λn)
ev = ⊕ni=1Λ
od
n ∂i.
3. DerK(Λn)
od = IDerK(Λn) and the map
ad : Λ′odn = Λ
od
n /Λ
od
n ∩ Z(Λn)→ IDerK(Λn), a 7→ ad(a),
is the Z(Λn)-module isomorphism.
4. DerK(Λn)/IDerK(Λn) ≃ DerK(Λn)ev.
Proof. Since DerK(Λn)
ev ∩DerK(Λn)od = 0, one has the inclusion
DerK(Λn) ⊇ DerK(Λn)
ev ⊕DerK(Λn)
od. (4)
Clearly,
DerK(Λn)
ev ⊇
n∑
i=1
Λodn ∂i =
n⊕
i=1
Λodn ∂i, (5)
IDerK(Λn) ≃ Λn/Z(Λn) = (Λevn ⊕Λ
od
n )/Z(Λn) ≃ Λ
od
n /Λ
od
n ∩Z(Λn) ≃ Λ
′od
n since Λ
ev
n ⊆ Z(Λn).
For each a ∈ Λodn , ad(a) ∈ DerK(Λn)
od, hence
DerK(Λn)
od ⊇ IDerK(Λn). (6)
Note that statement 4 follows from statements 1 and 3. Now, it is obvious that in order
to finish the proof of the theorem it suffices to show that
Claim. DerK(Λn) ⊆
∑n
i=1Λ
od
n ∂i + IDerK(Λn).
6
Indeed, suppose that the inclusion of the claim holds then, by (5) and (6),
DerK(Λn) ⊆
n∑
i=1
Λodn ∂i + IDerK(Λn) ⊆ DerK(Λn)
ev ⊕ DerK(Λn)
od,
hence statement 1 is true by (4). Statement 1 together with inclusions (5) and (6) implies
statements 2 and 3.
Proof of the Claim. Let δ be a K-derivation of Λn. We have to represent the derivation
δ as a sum
δ =
n∑
i=1
ai∂i + ad(a), ai ∈ Λ
od
n , a ∈ Λn.
The proof of the claim is constructive. According to the decomposition Λn = Λ
ev
n ⊕ Λ
od
n
each element u of Λn is a unique sum
u = uev + uod (7)
of its even and odd components (uev ∈ Λevn and u
od ∈ Λodn ). For each i, let ui := δ(xi) =
uevi + u
od
i ,
∂ :=
n∑
i=1
uodi ∂i and δ
′ := δ − ∂.
Note that ∂ ∈
∑n
i=1 Λ
od
n ∂i, hence changing δ for δ
′, if necessary, one may assume that all
the elements ui are even. So, it suffices to show that δ = ad(a) for some a. We produce
such an a in several steps.
Step 1. Let us prove that, for each i = 1, . . . , n, ui = vixi for some element vi ∈
K⌊x1, . . . , x̂i, . . . , xn⌋od. Note that 0 = δ(0) = δ(x2i ) = uixi + xiui = 2uixi, and so uixi = 0
(since 1
2
∈ K). This means that ui = vixi for some element vi ∈ K⌊x1, . . . , x̂i, . . . , xn⌋od
since ui is even. For n = 1, it gives u1 = 0 since K
od = 0, and we are done. So, let n ≥ 2.
Step 2. We claim that, for each pair i 6= j,
vi|xj=0 = vj |xi=0. (8)
Evaluating the derivation δ at the element 0 = xixj + xjxi and taking into account that
all the elements ui are even (hence central) we obtain
0 = 2(uixj + ujxi) = 2(vixixj + vjxjxi) = 2(vi − vj)xixj .
This means that vi − vj ∈ (xi, xj) since
1
2
∈ K, or, equivalently, vi|xi=0,xj=0 = vj |xi=0,xj=0.
By Step 1, this equality can be written as (8).
Step 3. Note that δ(x1) = v1x1 = ad(
1
2
v1)(x1) since v1 is odd, i.e. (δ−ad(
1
2
v1))(x1) = 0.
So, changing δ for δ − ad(1
2
v1) one can assume that δ(x1) = 0, i.e. v1 = 0. Then, by (8),
vi|x1=0 = 0 for all i = 2, . . . , n, and so vi ∈ (x1xi) for all i = 2, . . . , n. Summarizing, we
can say that by adding to δ a well chosen inner derivation one can assume that δ(x1) = 0
and δ(xi) ∈ (x1xi) for all i ≥ 2. This statement serves as the base of the induction in the
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proof of the next statement. For each k such that 1 ≤ k ≤ n, by adding to δ a certain
inner derivation we can assume that
δ(x1) = · · · = δ(xk) = 0, δ(xi) ∈ (x1 · · ·xkxi), k < i ≤ n. (9)
So, assuming that (9) holds for k we must prove the same statement but for k+1. Note that
vk+1xk+1 = δ(xk+1) ∈ (x1 · · ·xk), hence vk+1 = x1 · · ·xkv for some v ∈ K⌊xk+2, . . . , xn⌋.
Consider the derivation δ′ := δ − ad(1
2
vk+1). For each i = 1, . . . , k, δ
′(xi) = δ(xi) = 0
as vk+1 ∈ (x1 · · ·xk); and δ′(xk+1) = vk+1xk+1 − [
1
2
vk+1, xk+1] = vk+1xk+1 − vk+1xk+1 = 0.
These prove the first part of (9) for k + 1, namely, that
δ′(x1) = · · · = δ
′(xk+1) = 0.
So, changing δ for δ′ one can assume that
δ(x1) = · · · = δ(xk+1) = 0.
These conditions imply that v1 = · · · = vk+1 = 0. If n = k + 1, we are done. So,
let k + 1 < n. Then, by (8), for each i > k + 1, vi ∈ ∩
k+1
j=1(xj) = (x1 · · ·xk+1), hence
δ(xi) = vixi ∈ (x1 · · ·xk+1xi). By induction, (9) is true for all k. In particular, for k = n
one has δ = 0. This means that δ is an inner derivation, as required. 
The ring K[x]/(x2) of dual numbers is the Grassmann ring Λ1.
Corollary 2.2 Suppose thatK is a commutative ring with 1
2
∈ K. Then DerK(K[x]/(x2)) =
DerK(K[x]/(x
2))ev = Kx d
dx
and DerK(K[x]/(x
2))od = 0 where d
dx
is the skew K-derivation
of K[x]/(x2).
A Lie algebra (G, [·, ·]) over K is positively graded if G = ⊕i≥0Gi is a direct sum of
K-submodules such that [Gi,Gj ] ⊆ Gi+j for all i, j ≥ 0.
(DerK(Λn), [·, ·]) is a Lie algebra over K where [δ, ∂] := δ∂ − ∂δ. By Theorem 2.1, the
Lie algebra DerK(Λn) = ⊕i≥0Di is a positively graded Lie algebra where
Di := {δ ∈ DerK(Λn) | δ(Λn,j) ⊆ Λn,j+i, j ≥ 0}.
Clearly, Di = 0, i ≥ n. For each even natural number i such that 0 ≤ i ≤ n− 1,
Di = ⊕
n
j=1Λn,i+1∂j . (10)
For each odd natural number i such that 1 ≤ i ≤ n− 1,
Di = {ad(a) | a ∈ Λn,i} ≃ Λn,i, ad(a) 7→ a. (11)
The zero component D0 = ⊕ni,j=0Kxi∂j of DerK(Λn) is a Lie subalgebra of DerK(Λn)
which is canonically isomorphic to the Lie algebra gln(K) := ⊕
n
i,j=1KEij via D0 → gln(K),
xi∂j 7→ Eij, where Eij are the matrix units. By the very definition, D+ := ⊕i≥1Di is a
nilpotent ideal of the Lie algebra Derk(Λn) such that DerK(Λn) = D0⊕D+ ≃ gln(K)⊕D+
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and DerK(Λn)/D+ ≃ gln(K). So, if K is a field of characteristic zero then D+ is the radical
of the Lie algebra DerK(Λn).
The Lie algebra DerK(Λn) = DerK(Λn)
ev ⊕DerK(Λn)
od is a Z2-graded Lie algebra.
By Theorem 2.1, any K-derivation δ of Λn is a unique sum δ = δ
ev + δod of even and
odd derivations, and δod := −1
2
ad(a) for a unique element a ∈ Λ′odn . In order to find the
element a (Corollary 2.5), we need two theorems which are interesting on their own right.
Theorem 2.3 gives a unique (sort of ‘triangular’) canonical presentation of any element of
Λn. This presentation is important in dealing with derivations and skew derivations. The
element a in δod = −1
2
ad(a) is given in this form (Corollary 2.5). In order to find the
element a we need to find solutions to the system of equations (Theorem 2.4). This system
is a kind of Poincare´ Lemma for the (noncommutative) Grassmann algebra Λn.
Theorem 2.3 [1] Let K be an arbitrary (not necessarily commutative) ring. Then
1. the Grassmann ring Λn(K) is a direct sum of right K-modules
Λn(K) = x1 · · ·xnK ⊕ x1 · · ·xn−1K ⊕ x1 · · ·xn−2K⌊xn⌋ ⊕ · · ·
· · · ⊕x1 · · ·xiK⌊xi+2 . . . , xn⌋ ⊕ · · · ⊕ x1K⌊x3 . . . , xn⌋ ⊕K⌊x2 . . . , xn⌋.
2. So, each element a ∈ Λn(K) is a unique sum
a = x1 · · ·xnan + x1 · · ·xn−1bn +
n−2∑
i=1
x1 · · ·xibi+1 + b1
where an, bn ∈ K, bi ∈ K⌊xi+1 . . . , xn⌋, 1 ≤ i ≤ n− 1. Moreover,
an = ∂n∂n−1 · · ·∂1(a),
bi+1 = ∂i∂i−1 · · ·∂1(1− xi+1∂i+1)(a), 1 ≤ i ≤ n− 1,
b1 = (1− x1∂1)(a).
So,
a = x1 · · ·xn∂n∂n−1 · · ·∂1(a) +
n−1∑
i=1
x1 · · ·xi∂i · · ·∂1(1− xi+1∂i+1)(a) + (1− x1∂1)(a).
By Theorem 2.3, the identity map idΛn : Λn → Λn is equal to
idΛn = x1 · · ·xn∂n∂n−1 · · ·∂1 +
n−1∑
i=1
x1 · · ·xi∂i · · ·∂1(1− xi+1∂i+1) + (1− x1∂1). (12)
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Theorem 2.4 [1] Let K be an arbitrary ring, u1, . . . , un ∈ Λn(K), and a ∈ Λn(K) be an
unknown. Then the system of equations
x1a = u1
x2a = u2
...
xna = un
has a solution in Λn iff the following two conditions hold
1. u1 ∈ (x1), . . . , un ∈ (xn), and
2. xiuj = −xjui for all i 6= j.
In this case,
a = x1 · · ·xnan +
n−1∑
i=1
x1 · · ·xi∂i · · ·∂1∂i+1(ui+1) + ∂1(u1), an ∈ K, (13)
are all the solutions.
The next corollary describes explicitly δev and δod in δ = δev + δod.
Corollary 2.5 Let K be a commutative ring with 1
2
∈ K, δ be a K-derivation of Λn(K),
and, for each i = 1, . . . , n, δ(xi) = u
ev
i + u
od
i for unique elements u
ev ∈ Λevn and u
od ∈ Λodn .
Then
1. δev =
∑n
i=1 u
od
i ∂i, and
2. δod = −1
2
ad(a) where the unique element a ∈ Λ′odn is given by the formula
a =
n−1∑
i=1
x1 · · ·xi∂i · · ·∂1∂i+1(u
ev
i+1) + ∂1(u
ev
1 ).
Proof. 1. This statement has been proved already in the proof of Theorem 2.1.
2. For each i = 1, . . . , n, on the one hand δod(xi) = (δ − δev)(xi) = uevi ; on the other,
δev(xi) = −
1
2
(axi − xia) =
1
2
2xia = xia. So, the element a is a solution to the system of
equations 
x1a = u
ev
1
x2a = u
ev
2
...
xna = u
ev
n .
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By Theorem 2.4 and the fact that a ∈ Λ′odn (i.e. an = 0), we have
a =
n−1∑
i=1
x1 · · ·xi∂i · · ·∂1∂i+1(u
ev
i+1) + ∂1(u
ev
1 ). 
Let K be a field. Let V be a finite dimensional vector space over K and a ∈ EndK(V ),
a K-linear map on V . The vector space V is the K[t]-module where t · v := av; V is
the K[a]-module for short. The linear map a is called semi-simple (resp. nilpotent) if the
K[a]-module V is semi-simple (resp. ak = 0 for some k ≥ 1). It is well-known that a
is a unique sum a = as + an where as is a semi-simple map, an is a nilpotent map, and
as, an ∈ K[a] :=
∑
i≥0Ka
i (in particular, the maps a, as, and an commute). If V is a finite
dimensional K-algebra and a is a K-derivation of the algebra V then the maps as and an
are also K-derivations.
The subsets of DerK(V ) of all semi-simple derivations DerK(V )s and all nilpotent
derivations DerK(V )n do not meet, i.e. DerK(V )s ∩ DerK(V )n = 0. In general, the sets of
semi-simple and nilpotent derivations are not vector spaces, though they are closed under
scalar multiplication.
Let K be a commutative ring with 1
2
∈ K. The following K-derivations of Λn = Λn(K)
h1 := x1∂1, . . . , hn := xn∂n,
commute, h21 = h1, . . . , h
2
n = hn, and hi(x
α) = αix
α for all i and α. Since hi(xj) = δijxj ,
the maps h1, . . . , hn are linearly independent. So, h1, . . . , hn are commuting, semi-simple,
K-linearly independent, idempotent K-derivations of the algebra Λn. For each i = 1, . . . , n,
Λn = Ki ⊕ xiKi where Ki := ker(∂i) = K⌊x1, . . . , x̂i, . . . , xn⌋, and hi : Λn → Λn is the
projection onto xiKi.
Let H be the subalgebra of the endomorphism algebra EndK(Λn) generated by the el-
ements h1, . . . , hn. As an abstract algebra H ≃ K[H1, . . . , Hn]/(H21 , . . . , H
2
n). The algebra
Λn = ⊕α∈BnKx
α is a semi-simple H-module where each isotypic component is simple: Kxα
is the simple H-module, and Kxα ≃ Kxβ as H-modules iff α = β. Let
DerK(Λn)
ev
s := DerK(Λn)
ev ∩ Der(Λn)s DerK(Λn)evn := DerK(Λn)
ev ∩ Der(Λn)n,
DerK(Λn)
od
s := DerK(Λn)
od ∩ Der(Λn)s, DerK(Λn)odn := DerK(Λn)
od ∩ Der(Λn)n.
Definition. An ideal a of Λn is called a differential ideal (or a DerK(Λn)-invariant ideal)
if δ(a) ⊆ a for all δ ∈ DerK(Λn).
The next proposition describes all the differential ideals of Λn(K).
Proposition 2.6 Let K be a commutative ring with 1
2
∈ K, Fn(K) := {I : I0 ⊆ I1 ⊆
· · · ⊆ In | Ii are ideals of K} be the set of n-flags of ideals of K, DI(Λn) be the set of all
differentiable ideals of Λn(K). Then the map
Fn(K)→ DI(Λn), I 7→ Î := ⊕
n
i=0 ⊕|α|=i Iix
α,
is a bijection. In particular, mi, 0 ≤ i ≤ n + 1, are differential ideals of Λn; these are the
only differential ideals of Λn if K is a field of characteristic 6= 2.
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Proof. Recall that DerK(Λn) = ⊕i≥0Di. By (10) and (11), the map I 7→ Î is well-
defined and injective, by the very definition. It remains to show that each differential idea,
say a, of Λn(K) is equal to Î for some I ∈ Fn(K). Since
∑n
i=1Khi ⊆ DerK(Λn) and
Λn = ⊕α∈BnKx
α is the direct sum of non-isomorphic simple H-modules, we have
a = ⊕α∈Bn(a ∩Kx
α) = ⊕α∈Bnaαx
α
where aα is an ideal of K such that aαx
α = a ∩ Kxα. For each i such that 0 ≤ i ≤ n,
⊕|α|=iaαx
α is a D0-module where D0 = ⊕ni,j=1Kxi∂j , hence all the ideals aα coincide where
|α| = i. Let Ii be their common value. Since a is an ideal of Λn, {I : I0 ⊆ · · · ⊆ In} ∈
Fn(K), and so a = Î, as required. 
Definition. A ring R is called a differentiably simple ring if it is a simple left Der(R)-
module.
So, the algebra Λn is not differentiably simple if n ≥ 1 where K is a commutative ring
with 1
2
∈ K.
Let K be a reduced commutative ring with 1
2
∈ K. Let S be the set of all n-tuples
(s1, . . . , sn) where s1, . . . , sn are commuting, idempotent K-derivations (i.e. s
2
i = si) of
Λn such that the following conditions hold: ∩ni=1ker(si) = K; all the K-modules Ki :=
m∩ker(si−1)∩∩j 6=iker(sj) are free of rank 1 over K, i.e. Ki = Kx′i ≃ K for some element
x′i ∈ m K; Λn = ker(s1) +K1ker(s1); and, for each i = 1, . . . , n− 1,
K1,...,i = K1,...,i+1 +Ki+1K1,...,i+1 (14)
where K1,...,i := ∩
i
j=1ker(sj).
Clearly, (h1, . . . , hn) ∈ S (see (17) below). For each (s1, . . . , sn) ∈ S, the maps s1, . . . , sn
are K-linearly independent (
∑
µisi = 0 ⇒ 0 = (
∑
µisi)(Ki) = µiKx′i ⇒ µi = 0).
Let G := AutK(Λn) be the group of K-algebra automorphisms of the Grassmann
algebra Λn. For σ ∈ G, let x′i := σ(xi). Then x
′2
i = σ(x
2
i ) = σ(0) = 0. If λi ≡ x
′
i mod m
for some λi ∈ K then λ2i = 0, hence λi = 0 since K is reduced. Therefore, σ(m) = m, and
so
σ(mi) = mi for all i ≥ 1. (15)
By (15), the group G acts on the set S by conjugation (i.e. by changing generators):
σ · (s1, . . . , sn) := (σs1σ−1, . . . , σsnσ−1) We prove shortly that the group G act transitively
on the set S (Corollary 2.9.(2)) and the stabilizer St(h1, . . . , hn) of the element (h1, . . . , hn)
is equal to the ‘n-dimensional algebraic torus’ (where K∗ is the group of units of K)
T
n := {σλ | λ ∈ K
∗n, σλ(xi) = λixi, 1 ≤ i ≤ n} ≃ K
∗n (Lemma 2.7).
Therefore,
S = G · (h1, . . . , hn) ≃ G/T
n. (16)
Note that St(h1, . . . , hn) = {σ ∈ G | σhi = hiσ, 1 ≤ i ≤ n}.
Lemma 2.7 Let K be a reduced commutative ring with 1
2
∈ K. Then St(h1, . . . , hn) = Tn.
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Proof. Clearly, the torus is a subgroup of the stabilizer. We have to show that each
element σ of the stabilizer belongs to the torus. Since the automorphism σ commutes with
all the hi, the automorphism σ respects eigenspaces of hi (i.e. ker(hi) and ker(hi− 1)) and
their intersections. In particular, for each i = 1, . . . , n, the vector space
ker(h1) ∩ · · · ∩ ker(hi−1) ∩ ker(hi − 1) ∩ ker(hi+1) ∩ · · · ∩ ker(hn) = Kxi (17)
is σ-invariant, i.e. σ(xi) = λixi for some λi ∈ K∗, and so σ ∈ Tn. 
Let A be the set of all the n-tuples (x′1, . . . , x
′
n) of canonical generators for the K-
algebra Λn(K) (x
′2
i = 0 and x
′
ix
′
j = −x
′
jx
′
i). Clearly, all x
′
i ∈ m since K is reduced. The
group G acts on the set A in the obvious way: σ(x′1, . . . , x
′
n) = (σ(x
′
1), . . . , σ(x
′
n)). The
action is transitive and the stabilizer of each point is trivial (by the very definition of the
group G).
Lemma 2.8 Let K be a reduced commutative ring with 1
2
∈ K, (s1, . . . , sn) ∈ S, and
Ki = Kx′i, 1 ≤ i ≤ n. Then the element (x
′
1, . . . , x
′
n) belongs to the set A, and s1 =
x′1
∂
∂x′1
, . . . , sn = x
′
1
∂
∂x′n
.
Proof. By Proposition 2.6, δ(m) ⊆ m for any K-derivation δ of Λn. In particular,
s1(m) ⊆ m, . . . , sn(m) ⊆ m. Using n− 1 times (14), we have
Λn = K1 + x
′
1K1 = (K1,2 + x
′
2K1,2) + x
′
1(K1,2 + x
′
2K1,2)
= K1,2 + x
′
2K1,2 + x
′
1K1,2 + x
′
1x
′
2K1,2 = · · ·
=
∑
α∈Bn
x′αK1,...,n =
∑
α∈Bn
x′αK =
∑
α∈Bn
Kx′α
since K1,...,n = K. Since Λn(K) is a free module of rank 2
n over the commutative ring
K with identity, x′α 6= 0 for all α, and the sums above are the direct sums, i.e. Λn =
⊕α∈BnKx
′α.
For each i and α, si(x
′α) = αix
′α and si(yα,ν) = αiyα,ν where yα,ν := x
′αν(1)
ν(1) · · ·x
′αν(n)
ν(n) and
ν ∈ Sn (Sn is the symmetric group). Therefore, Kx
′α := Kx′α11 · · ·x
′αn
n = Kx
′αν(1)
ν(1) · · ·x
′αν(n)
ν(n)
for any permutation ν ∈ Sn (since the sums above are direct). In particular, for each i 6= j,
x′ix
′
j = λx
′
jx
′
i for some λ = λij ∈ K. We claim that λ = −1. For, note that m = (x
′
1, . . . , x
′
n)
and so the set x′1 := x
′
1 + m
2, . . . , x′n := x
′
n + m
2 is a basis for the vector space m/m2 over
K. In m2/m3, on the one hand, x′ix
′
j = −x
′
jx
′
i 6= 0; on the other, by taking the equation
x′ix
′
j = λx
′
jx
′
i modulo m
3, we have x′ix
′
j = λx
′
jx
′
i; hence λ = −1, as required.
For each i, x′2i ∈ ker(si) (since si(x
′2
i ) = 2x
′2
i and 2 is not an eigenvalue for the idempo-
tent derivation si as
1
2
∈ K), hence x′2i ∈ m ∩ ∩
n
i=1ker(si) = m ∩K = 0, i.e. x
′2
i = 0. This
proves that the elements x′1, . . . x
′
n are canonical generators for the algebra Λn. Now, it is
obvious that s1 = x
′
1
∂
∂x′1
, . . . , sn = x
′
n
∂
∂x′n
. 
If a group G acts on a set X we say that X is a G-set. Let Y be a G-set. A map
f : X → Y is called a G-map if f(gx) = gf(x) for all x ∈ X and g ∈ G. A G-isomorphism
is a G-map which is a bijection. The torus Tn acts on the setA by the rule (λi)(x′i) := (λix
′
i).
Let A/Tn be the set of all Tn-orbits.
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Corollary 2.9 Let K be a reduced commutative ring with 1
2
∈ K. Then
1. The map S → A/Tn, (s1, . . . , sn) 7→ Tn(x′1, . . . , x
′
n), is a G-isomorphism with the
inverse Tn(x′1, . . . , x
′
n) 7→ (x
′
1
∂
∂x′1
, . . . , x′n
∂
∂x′n
).
2. In particular, G acts transitively on the set S.
Proof. 1. This follows directly from Lemma 2.8.
2. The group G acts transitively on the set A, hence it does on the set S, by statement
1. 
For n = 1, Corollary 2.9 gives S = {x1∂1} since G = T.
Let G be a group and M be a G-module. We say that M is a faithful G-module (or the
group G acts faithfully on M) if the map G → End(M) is injective.
Theorem 2.10 Let K be a reduced commutative ring with 1
2
∈ K, n ≥ 1. Then
1. DerK(Λn) is a faithful G-module iff n ≥ 2.
2. The G-module DerK(Λn) is not simple.
Proof. 1. For n = 1, DerK(Λ1) = Kx1∂1 (Corollary 2.2) and G = T = St(x1∂1).
Therefore, DerK(Λ1) is not a faithful G-module. So, let n ≥ 2. Suppose that an element
σ ∈ G acts trivially on DerK(Λn), i.e. σδσ−1 = δ for all δ ∈ DerK(Λn). We have to show
that σ = e, the identity element of G. By Lemma 2.7, σ = σλ ∈ Tn for some λ ∈ K∗n.
For each i = 1, . . . , n, ad(xi) = σad(xi)σ
−1 = ad(σ(xi)) = λiad(xi), hence λi = 1 (choose j
such that j 6= i; then 0 = (λi− 1)ad(xi)(xj) = 2(λi− 1)xixj , and so λi− 1 = 0), i.e. σ = e.
2. If n ≥ 1, then the G-module DerK(Λn) = D0 ⊕D+ contains the proper submodule
D+, and so DerK(Λn) is not a simple G-module. 
3 Skew derivations of the Grassmann rings
Let K be a commutative ring. Recall that the Grassmann K-algebra Λn = Λn,0 ⊕ Λn,1 is
a Z2-graded algebra, Λn,0 = Λ
ev
n and Λn,1 = Λ
od
n . Each element a of Λn is a unique sum
a = a0+a1 with a0 ∈ Λn,0 and a1 ∈ Λn,1. We also use the alternative notation: a = a
ev+aod
where aev := a0 and a
od := a1.
Recall that a K-linear map δ : Λn → Λn is called a (left) skew K-derivation, if for any
bs ∈ Λn,s and bt ∈ Λn,t (where s, t ∈ Z2),
δ(bsbt) = δ(bs)bt + (−1)
sbsδ(bt).
The set of all skew derivations SDerK(Λn) is a left Z(Λn)-module and a left Λ
ev
n -module
since Λevn ⊆ Z(Λn).
Consider the sets of even and odd skew K-derivations of Λn(K):
SDerK(Λn)
ev := {δ ∈ SDerK(Λn) | δ(Λn,i) ⊆ Λn,i, i ∈ Z2},
SDerK(Λn)
od := {δ ∈ SDerK(Λn) | δ(Λn,i) ⊆ Λn,i+1, i ∈ Z2}.
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So, even skew derivations are precisely the skew derivations that respect Z2-grading of Λn,
and the odd skew derivations are precisely the skew derivations that reverse it. The set of
odd and even skew derivations are left Λn,0-modules. For each element a ∈ Λn, one can
attach, so-called, the inner skew K-derivation of Λn: sad(a) : bs 7→ abs − (−1)sbsa, where
bs ∈ Λn,s, s ∈ Z2. The set of all inner skew derivations is denoted by ISDerK(Λn). The
kernel of the K-linear map sad : Λm → ISDerK(Λn), a 7→ sad(a), is equal to ker(sad) =
Λodn +Kx1 · · ·xn, and
Λn/ker(sad) = Λ
ev
n ⊕ Λ
od
n /(Λ
od
n +Kx1 · · ·xn) ≃ Λ
ev
n /Λ
ev
n ∩Kx1 · · ·xn ≃ Λ
′ev
n .
By the Homomorphism Theorem, the map
Λ′evn → ISDerK(Λn), a 7→ sad(a), (18)
is a bijection and ISDerK(Λn) = {sad(a) | a ∈ Λ′evn }.
The next theorem describes explicitly the sets of all/inner/even and odd skew deriva-
tions.
Theorem 3.1 Suppose that K is a commutative ring with 1
2
∈ K. Then
1. SDerK(Λn) = SDerK(Λn)
ev ⊕ SDerK(Λn)od.
2. SDerK(Λn)
od = ⊕ni=1Λ
ev
n ∂i.
3. SDerK(Λn)
ev = ISDerK(Λn) = {sad(a) | ∈ Λ
′ev
n }, and the map sad : Λ
′ev
n → ISDerK(Λn),
a 7→ sad(a), is a bijection.
4. SDerK(Λn)/ISDerK(Λn) ≃ SDerK(Λn)od.
Proof. By (18), the map in statement 3 is a bijection and ISDerK(Λn) = {sad(a) | a ∈
Λ′evn }. Since SDerK(Λn)
ev ∩ SDerK(Λn)od = 0, one has the inclusion
SDerK(Λn) ⊇ SDerK(Λn)
ev ⊕ SDerK(Λn)
od. (19)
Clearly,
SDerK(Λn)
od ⊇
n∑
i=1
Λevn ∂i =
n⊕
i=1
Λevn ∂i. (20)
For each a ∈ Λ′evn , sad(a) ∈ SDerK(Λn)
ev, hence
SDerK(Λn)
ev ⊇ ISDerK(Λn). (21)
Note that statement 4 follows from statements 1 and 3. Now, it is obvious that in order
to finish the proof of the theorem it suffices to prove the next claim.
Claim. SDerK(Λn) ⊆
∑n
i=1 Λ
ev
n ∂i + ISDerK(Λn).
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Indeed, suppose that the inclusion of the claim holds then
SDerK(Λn) ⊆
n∑
i=1
Λevn ∂i + ISDerK(Λn) ⊆ SDerK(Λn)
ev ⊕ SDerK(Λn)
od,
hence statement 1 is true by (19). Statement 1 together with inclusions (20) and (21)
implies statements 2 and 3.
Proof of the Claim. Let δ be a skew K-derivation of Λn. We have to represent the
derivation δ as a sum
δ =
n∑
i=1
ai∂i + sad(a), ai ∈ Λ
ev
n , a ∈ Λ
′od
n .
The proof of the claim is constructive. By (7), for each i = 1, . . . , n, let
ui := δ(xi) = u
ev
i + u
od
i , where u
ev
i ∈ Λ
ev
n , u
od
i ∈ Λ
od
n . (22)
Let ∂ :=
∑n
i=1 u
ev
i ∂i and δ
′ := δ − ∂. Then δ′(xi) = uodi . Note that ∂ ∈
∑n
i=1 Λ
ev
n ∂i. Then
changing δ for δ′, if necessary, one may assume that all ui belong to Λ
od
n . Now, it suffices
to show that δ = sad(a) for some a ∈ Λevn . We construct such an a in several steps.
Step 1. Let us prove that, for each i = 1, . . . , n, ui = vixi for some element vi ∈
K⌊x1, . . . , x̂i, . . . , xn⌋
ev. Note that 0 = δ(0) = δ(x2i ) = uixi − xiui = 2uixi since ui is
odd, and so uixi = 0 since
1
2
∈ K. It follows that ui = vixi for some element vi ∈
K⌊x1, . . . , x̂i, . . . , xn⌋ev. If n = 1 then vi ∈ K, and so δ = sad(
1
2
vi), and we are done. So,
let n ≥ 2.
Step 2. We claim that, for each pair i 6= j,
vi|xj=0 = vj |xi=0. (23)
Evaluating the skew derivation δ at the element 0 = xixj + xjxi and taking into account
that all the elements ui are odd we get
0 = uixj − xiuj + ujxi − xjui = 2(uixj + ujxi)
= 2(vixixj + vjxjxi) = 2(vi − vj)xixj .
This means that vi − vj ∈ (xi, xj) since
1
2
∈ K, or, equivalently, vi|xi=0,xj=0 = vj |xi=0,xj=0.
By Step 1, this equality can be written as (23).
Step 3. Note that δ(x1) = v1x1 = sad(
1
2
v1)(x1) since v1 is even, and so (δ−sad(
1
2
v1))(x1) =
0. Changing δ for δ − sad(1
2
v1) one can assume that δ(x1) = 0, i.e. v1 = 0. Then, by
(23), vi|x1=0 = 0 for all i = 2, . . . , n, and so vi ∈ (x1) for all i = 2, . . . , n. The idea of the
proof is to continue in this way killing the elements vi. Namely, we are going to prove by
induction on k that, for each k such that 1 ≤ k ≤ n, by adding to δ a well chosen inner
skew derivation we have
δ(x1) = · · · = δ(xk) = 0, δ(xi) ∈ (x1 · · ·xkxi), k < i ≤ n. (24)
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The case k = 1 has just been established. Suppose that (24) holds for k, we have to prove
the same statement for k + 1. Note that vk+1xk+1 = δ(xk+1) ∈ (x1 · · ·xkxk+1) (see Steps
1 and 2), hence vk+1 = x1 · · ·xkv for some v ∈ K⌊xk+2, . . . , xn⌋. Consider the derivation
δ′ := δ − sad(1
2
vk+1). For each i = 1, . . . , k, δ
′(xi) = δ(xi) = 0 as vk+1 ∈ (x1 · · ·xk); and
δ′(xk+1) = vk+1xk+1 −
1
2
(vk+1xk+1 − (−1)xk+1vk+1)
= vk+1xk+1 −
1
2
(vk+1xk+1 + vk+1xk+1) = 0.
So, we have proved the first part of (24) for k + 1, namely, that
δ′(x1) = · · · = δ
′(xk+1) = 0.
So, changing δ for δ′ one can assume that
δ(x1) = · · · = δ(xk+1) = 0.
These conditions imply that v1 = · · · = vk+1 = 0 (by Step 1). If n = k + 1, we are done.
So, let k + 1 < n. Then, by (23), for each i > k + 1, vi ∈ ∩
k+1
j=1(xj) = (x1 · · ·xk+1), hence
δ(xi) = vixi ∈ (x1 · · ·xk+1xi), and we are done. By induction, (24) is true for all k. In
particular, for k = n one has δ = 0. This means that δ is an inner skew derivation, as
required. 
By Theorem 3.1, any skew K-derivation δ of Λn is a unique sum δ = δ
ev + δod of even
and odd skew derivations, and δev := 1
2
sad(a) for a unique element a ∈ Λ′evn . The next
corollary describes explicitly the skew derivations δev and δod.
Corollary 3.2 Let K be a commutative ring with 1
2
∈ K, δ be a skew K-derivation of
Λn(K), and, for each i = 1, . . . , n, δ(xi) = u
ev
i + u
od
i for unique elements u
ev
i ∈ Λ
ev
n and
uodi ∈ Λ
od
n . Then
1. δod =
∑n
i=1 u
ev
i ∂i, and
2. δev = 1
2
sad(a) where the unique element a ∈ Λ′evn is given by the formula
a =
n−1∑
i=1
x1 · · ·xi∂i · · ·∂1∂i+1(u
od
i+1) + ∂1(u
od
1 ).
Proof. 1. This statement has been proved already in the proof of Theorem 3.1.
2. For each i = 1, . . . , n, on the one hand δev(xi) = (δ − δ
od)(xi) = u
od
i ; on the other,
δev(xi) =
1
2
sad(a)(xi) =
1
2
2xia = xia. So, the element a is a solution to the system of
equations 
x1a = u
od
1
x2a = u
od
2
...
xna = u
od
n .
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By Theorem 2.4 and the fact that a ∈ Λ′evn (i.e. an = 0), we have
a =
n−1∑
i=1
x1 · · ·xi∂i · · ·∂1∂i+1(u
od
i+1) + ∂1(u
od
1 ). 
Definition. An ideal a of Λn is called a skew differential ideal if δ(a) ⊆ a for all
δ ∈ SDerK(Λn).
Lemma 3.3 Let K be a commutative ring with 1
2
∈ K, I(K) be the set of ideals of the
ring K, SDI(Λn) be the set of all skew differential ideals of Λn. Then the map
I(K)→ SDI(Λn), I 7→ IΛn,
is a bijection. In particular, if K is a field of characteristic 6= 2, then Λn is a skew
differentiably simple algebra, i.e. 0 and Λn are the only skew differential ideals of Λn.
Proof. The map I 7→ IΛn is well-defined an injective. It remains to prove that it is
surjective. Let a be a skew differential ideal of Λn. First, let us show that
a = ⊕α∈Bn(a ∩Kx
α),
i.e. if a =
∑
α∈Bn
λαx
α ∈ a, λα ∈ K, then all λαxα ∈ a. The case a = 0 is trivial.
So, let a 6= 0 and i := max{|α| | λα 6= 0}. We use induction on i. The case i = 0 is
obvious. So, let i > 0. Then, λα = ∂
α(a) ∈ a for each α such that |α| = i where
∂α := ∂αnn ∂
αn−1
n−1 · · ·∂
α1
1 . Applying induction to the element a −
∑
|α|=i λαx
α ∈ a, we get
the result. So, a = ⊕α∈Bnaαx
α for some ideals aα of K. Let I := a0. On the one hand,
IΛn ⊆ a, and so I ⊆ aα for all α ∈ Bn. On the other, aα = ∂α(aαxα) ⊆ I, hence a = IΛn.
So, the map I 7→ IΛn is a surjection. 
4 Normal elements of the Grassmann algebras
In this section, it is proved that the set of ‘generic’ normal non-units forms no more that
two orbits under the action of the group G := AutK(Λn) (Theorem 4.3). The stabilizers of
elements from each orbit are found (Lemma 4.4 and Lemma 4.6).
In this section, K is a reduced commutative ring with 1
2
∈ K and n ≥ 2. Recall than
an element r of a ring R is called a normal element if rR = Rr. Each unit is a normal
element.
Recall that G := AutK(Λn) is the group of K-automorphisms of Λn. Consider some of
its subgroups:
• Ω := {ω1+a | a ∈ Λ′odn }, where ωu : Λn → Λn, x 7→ uxu
−1, is an inner automorphism.
• Γ := {γb | γb(xi) = xi + bi, bi ∈ Λ
od
n ∩m
3, i = 1, . . . , n}, b = (b1, . . . , bn),
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• GLn(K)op := {σA | σA(xi) =
∑n
j=1 aijxj , A = (aij) ∈ GLn(K)}.
For each a ∈ Λodn and x ∈ Λn, ω1+a(x) = x + [a, x] (Lemma 2.8.(3), [1]). Note that
G = (Ω ⋊ Γ) ⋊ GLn(K)
op (Theorem 2.14, [1]). So, each element σ ∈ G has the unique
presentation as the product σ = ω1+aγbσA where ω1+a ∈ Ω (a ∈ Λ′odn ), γb ∈ Γ, σA ∈
GLn(K)
op where Λ′odn := ⊕iΛn,i and i runs through all odd natural numbers such that
1 ≤ i ≤ n− 1. For more information on the group G, the reader is refereed to [2] and [4]
where K is a field, and to [1] where K is a commutative ring.
Theorem 4.1 [1] Let K be a reduced commutative ring with 1
2
∈ K. Then each element
σ ∈ G is a unique product σ = ω1+aγbσA where a ∈ Λ′odn and
1. σ(x) = Ax+ · · · (i.e. σ(x) ≡ Ax mod m) for some A ∈ GLn(K),
2. b = A−1σ(x)od − x, and
3. a = −1
2
γb(
∑n−1
i=1 x1 · · ·xi∂i · · ·∂1∂i+1(a
′
i+1) + ∂1(a
′
1)) where a
′
i := (A
−1γ−1b (σ(x)
ev))i,
the i’th component of the column-vector A−1γ−1b (σ(x)
ev).
Remark. In the above theorem the following abbreviations are used
x =
x1...
xn
, b =
b1...
bn
, σ(x) =
σ(x1)...
σ(xn)
, σ(x)ev =
σ(x1)
ev
...
σ(xn)
ev
, σ(x)od =
σ(x1)
od
...
σ(xn)
od
,
any element u ∈ Λn is a unique sum u = uev + uod of its even and odd components. Note
that the inversion formula for γ−1b is given in [1].
Let N be the set of all normal elements of the Grassmann algebra Λn = Λn(K) and let
U be the set of all units of Λn. Then U ⊆ N . By (15), the set N is a disjoint union of its
G-invariant subsets,
N = ∪ni=0Ni, Ni := {a ∈ N | a = ai + · · · , 0 6= ai ∈ Λn,i}.
Clearly, N0 = U . Similarly, by (15), the set U is a disjoint union of its G-invariant subsets
Ui,
U = ∪ni=0Ui, Ui := {a ∈ U | a = a0 + ai + · · · , a0 ∈ K
∗, 0 6= ai ∈ Λn,i}.
Lemma 4.2 Λevn ∪ Λ
od
n ⊆ N .
Proof. It is obvious. 
The next result shows that ‘generic’ normal non-unit elements of Λn (i.e. the set N1)
form a single G-orbit if n is even, and two G-orbits if n is odd.
Theorem 4.3 Let K be a field of characteristic 6= 2 and Λn = Λn(K). Then
1. N1 = Gx1 if n is even.
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2. N1 = Gx1 ∪G(x1 + x2 · · ·xn) is the disjoint union of two orbits if n is odd.
Proof. The elements x1 and y := x1 + x2 · · ·xn are normal. First, let us prove that if n
is odd then the orbits Gx1 and Gy are distinct. Suppose that they coincide, i.e. y = σ(x1)
for some automorphism σ ∈ G, we seek a contradiction. By Theorem 4.1, σ = ω1+aγbσA.
By taking the equality σ(x1) = y modulo the ideal m
2, we have σA(x1) = x1, hence
x1 + x2 · · ·xn = y = σ(x1) = ω1+aγb(x1) = ω1+a(x1 + b1) = x1 + b1 + [a, x1 + b1].
Equating the odd parts of both ends of the equalities above gives x1 = x1 + b1, hence
b1 = 0 and x2 · · ·xn = [a, x1] ∈ (x1), a contradiction. Therefore, the orbits Gx1 and Gy
are distinct.
It remains to prove that N1 ⊆ Gx1 and N1 ⊆ Gx1 ∪Gy in the first and the second case
respectively.
Let a = a1 + a2 + · · · ∈ N1 where all ai ∈ Λn,i and 0 6= a1 ∈ Λn,1. Up to the action
of the group GLn(K)
op, one can assume that a1 = x1. The automorphism γ : x1 7→
x1 + a3 + a5 + · · · , xi 7→ xi, i ≥ 2, is an element of the group Γ. Now, a = γ(x1) + aev
where aev := a2+a4+ · · · is the even part of the element a, and so γ−1(a) = x1+ γ−1(aev).
Note that γ−1(aev) is an even element of the set Λevn ∩ m
2. Therefore, up to the action of
the group Γ, one can assume that a = x1 + a
ev where aev is an even element of m2. Since
1
2
∈ K, the element aev is the unique sum aev = 2αx1 + β where α and β are respectively
odd and even elements of the Grassmann algebra K⌊x2, . . . , xn⌋ and α, β ∈ m. Applying
the inner automorphism ω1−α = (ω1+α)
−1 to the equality
a = x1 + 2αx1 + β = x1 + [α, x1] + β = ω1+α(x1) + β = ω1+α(x1 + β)
we have the equality ω1−α(a) = x1+β. So, up to the action of the group Ω, one can assume
that aev = β ∈ K⌊x2, . . . , xn⌋ev≥2. If β = 0 then we are done. So, let β 6= 0.
Case 1. βxi = 0 for all i = 2, . . . , n, i.e. β = λx2, . . . xn, λ ∈ K, hence n must be odd
since β is even. In this case, a = σA(y) where σA(x2) := λ
−1x2 and σA(xi) = xi for all
i 6= 2, and we are done.
Case 2. βxi 6= 0 for some i ≥ 2. We aim to show that this case is impossible, we seek a
contradiction. Let β = a2m + · · · where a2m ∈ K⌊x2, . . . , xn⌋2m, a2mxi 6= 0, and the three
dots mean higher terms with respect to the Z-grading of the Grassmann algebra Λn. The
element a = x1+a2m+· · · is normal, and so axi = ba for some element b = b0+b1+· · · ∈ Λn
where bi ∈ Λn,i. In more detail,
(x1 + a2m + · · · )xi = (b0 + b1 + · · · )(x1 + a2m + · · · ).
Clearly, b0 = 0. Equating the homogeneous components of degrees 1, . . . , 2m + 1 of both
sides of the equality we have the system of equations:
b1x1 = x1xi,
b2x1 = 0,
...
b2m−1x1 = 0,
b1a2m + b2mx1 = a2mxi.
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The first equation gives b1 = −xi + λx1 for some λ ∈ K. By taking the last equation
modulo the ideal (x1) of Λn we have the following equality in the Grassmann algebra
K⌊x2, . . . , xn⌋: −xia2m = a2mxi, hence 2a2mxi = 0. Dividing by 2, we have the equality
a2mxi = 0, which contradicts to the assumption that a2mxi 6= 0. 
Let Stab(x1) := {σ ∈ G | σ(x1) = x1} be the stabilizer of the element x1 in G and N1
be the set of normal elements as in Theorem 4.3. By Theorem 4.3.(1), the map
G/Stab(x1)→ N1, σStab(x1) 7→ σ(x1), (25)
is a bijection where K is a field of characteristic 6= 2.
The next lemma describes the stabilizer Stab(x1).
Lemma 4.4 Let K be a reduced commutative ring with 1
2
∈ K, Ωx1 := Ω ∩ Stab(x1) =
{ω1+a | a ∈ (x1) ∩ Λodn }, Γx1 := Γ ∩ Stab(x1) = {γb | b = (0, b2, . . . , bn) ∈ Λ
od
n,≥3}, and
GLn(K)
op
x1
:= GLn(K)
op ∩ Stab(x1) = {σA | σA(x1) = x1, A ∈ GLn(K)}. Then
Stab(x1) = Ωx1Γx1GLn(K)
op
x1
= (Ωx1 ⋊ Γx1)⋊GLn(K)
op
x1
.
Proof. The last equality follows from the equality G = (Ω ⋊ Γ) ⋊ GLn(K)
op (Theo-
rem 2.14, [1]) provided the equality before is true. Let M := Ωx1Γx1GLn(K)
op
x1
. Then
Stab(x1) ⊇ M. It remains to prove the reverse inclusion. Let σ ∈ Stab(x1). By The-
orem 4.1, σ = ω1+aγbσA. Since σ(x1) ≡ σA(x1) mod m2 and σ(x1) = x1 we must have
σA ∈ GLn(K)opx1. Now,
x1 = σ(x1) = ω1+a(x1 + b1) = x1 + b1 + [a, x1 + b1] = x1 + b1 + 2a(x1 + b1),
and equating the odd parts of the elements at both ends of the equalities we see that
x1 = x1 + b1, hence b1 = 0, and so γb ∈ Γx1. Putting b1 = 0 in the equalities above gives
x1 = x1 + 2ax1, hence 0 = x
ev
1 = (x1 + 2ax1)
ev = 2ax1, and so a ∈ (x1). This means that
σ ∈ Ωx1 , as required. 
Corollary 4.5 Let K be a reduced commutative ring with 1
2
∈ K, and I be a non-empty
subset of {1, . . . , n}. Then
∩i∈IStab(xi) = (∩i∈IΩxi)·(∩i∈IΓxi)·(∩i∈IGLn(K)
op
xi
) = (∩i∈IΩxi)⋊(∩i∈IΓxi)⋊(∩i∈IGLn(K)
op
xi
).
Proof. This follows from Lemma 4.4 (and uniqueness of the decomposition σ =
ω1+aγbσA). 
If K is a field of characteristic 6= 2 and n is an odd number then, by Theorem 4.3.(2),
the map (where y := x1 + x2 · · ·xn)
G/Stab(x1) ∪G/Stab(y)→ N , σStab(x1) 7→ σ(x1), τStab(y) 7→ τ(y), (26)
is a bijection. The next lemma describes the stabilizer Stab(x1 + x2 · · ·xn).
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Lemma 4.6 Let K be a reduced commutative ring with 1
2
∈ K, and n ≥ 3 be an odd num-
ber. Then Stab(x1 + x2 · · ·xn) = {ω1+ 1
2
∂1γbσA(x2···xn)+x1c
γbσA | γb ∈ Γx1, σA ∈ GLn(K)
op
x1
,
(1− x1∂1)γbσA(x2 · · ·xn) = x2 · · ·xn, c ∈ K⌊x2, . . . , xn⌋ev}.
Proof. Let y := x1 + x2 · · ·xn and σ ∈ Stab(y). Note that σ = ω1+aγbσA. Since
x1 ≡ y ≡ σ(y) ≡ σ(x1) mod m2, we must have σA ∈ GLn(K)opx1 . Then
x1 + x2 · · ·xn = y = σ(y) = ω1+aγb(x1 + σA(x2 · · ·xn)) = ω1+a(x1 + b1 + γbσA(x2 · · ·xn))
= x1 + b1 + γbσA(x2 · · ·xn) + [a, x1 + b1].
Equating the odd parts of the beginning and the end of the series of equalities above we
obtain x1 = x1 + b1, hence b1 = 0, i.e. γb ∈ Γx1 , and then
γbσA(x2 · · ·xn)− x2 · · ·xn = 2x1a. (27)
Each element u ∈ Λn is a unique sum u = x1α+β for unique elements α, β ∈ K⌊x2, . . . , xn⌋.
Clearly, α = ∂1(u) and β = (1− x1∂1)(u). The odd element a is a unique sum a = x1c+ d
for some elements c ∈ K⌊x2, . . . , xn⌋ev and d ∈ K⌊x2, . . . , xn⌋od≥1. The equation (27) can
be written as follows γbσA(x2 · · ·xn) − x2 · · ·xn = 2x1d. This equality is equivalent to
two equalities d = 1
2
∂1(γbσA(x2 · · ·xn) − x2 · · ·xn) =
1
2
∂1γbσA(x2 · · ·xn) and 0 = (1 −
x1∂1)(γbσA(x2 · · ·xn)− x2 · · ·xn) = (1− x1∂1)γbσA(x2 · · ·xn)− x2 · · ·xn. This finishes the
proof of the lemma. 
Let U ′1 be the image of the injection K
∗ × N1 → U1, (λ, u) 7→ λ(1 + u). The next
corollary follows from Theorem 4.3.
Corollary 4.7 Let K be a field of characteristic 6= 2, and Λn = Λn(K). Then
1. U ′1 = ∪λ∈K∗G · λ(1 + x1) is the disjoint union of orbits if n is even.
2. U ′1 = ∪λ∈K∗(G · λ(1 + x1) ∪G · λ(1 + x1 + x2 · · ·xn)) is the disjoint union of orbits if
n is odd.
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