This paper presents a nonlinear active suspension controller, which achieves high performance by compensating for the hydraulic actuator dynamics. The control design problem is decomposed into two loops. At the top is the main loop, which calculates the desired force signal by using a standard LQ design process. An Adaptive Robust Control technique is used to design a force controller such that it is robust against actuator uncertainties. Both State feedback and output feedback algorithms are presented. Simulation results show that the proposed controller works well compared with conventional controllers.
Introduction
Automotive suspension systems have been developed over the last 100 years to a very high level of sophistication. Complex kinematic configurations were designed to strike a balance between the complicated fictions to be carried out by the suspensions. Most passive suspension systems mainly employ some type of springs in combination with hydraulic or pneumatic shock absorbers. It is commonly accepted that passive suspensions have limited performance because their components can only store or dissipate energy. The idea of adding active components was introduced to improved vehicle handling and ride.
Optimal control techniques have been used intensively in designing active suspension control algorithms ever since the very early days of active suspensions. The Linear Quadratic Gaussian technique, in particular, is popular because trade-offs between multiple objectives (ride quality, handling, packaging, etc.) can be taken care of naturally. Despite a long list of research papers published in this area (see Hrovat 1997 ), a closer examination shows that many of these algorithms assume that the suspension force can be controlled accurately. Actuators that can push/pull those 2500-pound vehicles at fiequencies up to several Hz, however, are extremely expensive. When a less-capable actuator is used, a sub-loop (force control loop) control design needs to be carried out.
In actual implementations, an electronically controlled hydraulic actuator is commonly chosen due to its high power to weight ratio. Hydraulic actuators, however, interact with the vehicle dynamics and thus good force tracking is difficult to achieve, especially at high frequencies. As a result, despite of the abundance of simulation results published in the literature, a few experimental verifications have been reported and they are all confined to low disturbance and low frequency regions. Engelman and Rizzoni (1993) reported that their LQG controller fails to achieve the desired performance since the actuator force had to be kept small to prevent instability. In a recent study conducted at the University of Michigan (Stratheam 1996) , LQG controllers were implemented on a quarter-car test rig and they were found to be stable in experiments only at low control gains which give minor performance improvement. It should be noted that in both of these studies, linearized actuator dynamics were used and the LQG controllers were designed based on the augmented plant. It seems fair to say that the control of active suspensions with hydraulic actuators is not trivial, especially for frequencies higher than a few hertz. We believe the difficulty mainly arises from two sources: small stability margins of LQG designs and the interaction between actuator and vehicle dynamics.
The stability of LQG controllers for quarter car models with ideal actuators was studied by Ulsoy et al. (1994) . This study shows that LQG controllers have small stability margins, especially when suspension stroke is the sole measured signal. The loop transfer recovery technique was suggested to improve the margin. However, performance will be sacrificed (Birdwell 1990 ). An alternative solution is to confiont the actuator dynamics directly by focusing on the force control loop design. The later approach is taken in our study.
In this paper, we will report the design and simulation results of a nonlinear active suspension controller which achieves high performance by compensating for the hydraulic actuator dynamics. The control design problem is decomposed into two loops. In the main loop, the desired force signal is calculated from a standard LQ design process. In the sub-loop, we will apply the Adaptive Robust Control (ARC) technique to design a force control law. Since LQ designs for active suspensions have been amply reported in the literature, this paper will focus on the design of the sub-loop. In general, a force sensor is necessary for implementing the force control sub-loop. However, due to the fact that good force sensors are usually expensive, another goal of this paper is to design a sub-loop without using force sensors. An asymptotic force observer similar to that proposed by Hedrick (1994) is used where a force sensor is replaced by two accelerometers.
Finally, the ARC technique suggested by Yao and Tomizuka (1997) was modified to guarantee force tracking performance when a force observer is used.
The remainder of this paper is organized as follows: The modeling of the quarter-car suspension system studied in this paper is presented in Section 2 . The Graduate Student * Assistant Professor control designs are shown in Section 3. The proposed ARC control algorithm is compared against several standard active suspension design techniques in a simulation study in Section 4. Finally, Conclusions rn drawn in Section 5.
Modeling
A quarter-car suspension system (Fig. 2.1 ) is studied in this paper. In Fig. 2 .1, m, denotes the vehicle sprung mass, mu, is the unsprung mass, k, is the suspension stiffhess, k, is the tire stiffhess, c, is the suspension damping, and cus is the tire damping. xc, xw and x,. are the displacement of the vehicle, wheel and road, respectively. An actuator is assumed to present which can exert a force Fa in between m, and mu,. As the spool valve moves upward (positive x,,), the cylinder upper chamber is connected to the supply line and its pressure increases. In the meantime, the lower chamber is connected to the return line and its pressure reduces. Due to this pressure difference, the hydraulic cylinder will extend (McCloy 1973) .
The spool valve displacement ( x S p ) is assumed to relate to the servo-valve current (is,,) through the following linear transfer function:
Xsi(s) Ksv -Zsv(s) zs+l' However, this dynamics are assumed to be sufficiently fist and will not be used in controller design process. By assuming that (i) the valve opening area is linearly related to the spool valve displacement, (ii) the upstream area is much larger than the orifice area. (iii) the fluid is Hydraulic Cylinder Fig. 2.2 The Electro-Hydraulic Actuator In summary, Eq~(2.3) and (2.5) will be used for the controller designs. In simulations, however, a more complicated model will be used. In the simulation model, a more complex version of Eq.(2.5) will be used, which includes cylinder pressures as states. Furthermore, the spool valve dynamics (Eq.(2.4)) will also be included.
Controller Design
The objective of the force control loop is to manipulate the spool-valve motion so that the actual fbrce closely tracks the desired force requested by the main loop. The input/output ( is,, and Fa) relationship of this control problem is shown in Fig.3 .1. incompressible, (iv) the piston inertia is negligible, and 1703
this is not true for our suspension system. Parameters such as the hydraulic fluid's bulk modulus can change significantly as the system age. Furthermore, nonlinearity in the hydraulic actuator makes it even more difficult to design good force tracking controllers. This fact was recognized and nonlinear actuator models were included in several recent designs (Alleyne et al. (1993 (Alleyne et al. ( , 1995 , Hedrick et al. (1994) , Lin et al. (1997) ).
Recently, an Adaptive Robust Control (ARC) method was introduced (Yao and Tomizuka 1997) 
(3.1) where kl = 2AP2, k2 = K , and k3 = fiApKxd are known parameters, 6, =-is an unknown parameter, d denotes general uncertainties arise from unmodeled dynamics and disturbances, and is the redefined control signal. 6, and d are assumed to be bounded and their bounds are known: 0 < el, < 6 < el,+, and I d1 < dM. It should be note that an extra term (k2 ) was added to make the model more general, as this term is used by several other researchers.
Let Fd to denote the desired force and el = Fa -Fd be the tracking error, a Lyapunov function is chosen to be:
By following a procedure outline in a paper by Yao (Yao 1997) , we obtained an ARC control law that consists of two parts: an adaptive part (#la) and a robust part (uls). In particular,
The adaptive part is chosen to be U = Ula + UlS . -xc)-k2Fa +k3ulU) ). Eq43.7) shows that the system is stable and the force tracking error (el) is bounded. The transient and fmal tracking accuracy are adjustable by changing p1 , and e12 and the Lyapunov function is bounded by
(E11 +E121 In addition, Eq. (3.8) implies that the force tracking error converges to zero if the disturbance (d) vanishes. The original control signal xsp can then be found fkom the Eq. (3.2), i.e.
Oubut Feedback ARC
Since force sensors are usually costly and difficult to install, a force observer is implemented. This observer uses three sensors to measure vehicle body acceleration, wheel acceleration and suspension displacement. The main advantage of this observer is that its estimation converges to the true value asymptotically when there is no sensor noise. From Eq. Af , Bf and Cf are constant matrices, they can be used in the observer without uncertainties. Neglecting sensor noises and denoting Z as the estimation error (i.e., Z = z -i), we obtain
With this observer, we can proceed to design a controller to drive the estimated force (Fa) to converge to the desire force ( Fd) asymptotically. The asymptotic observer then guarantees that F,, the actual actuator force, also converges to Fd asymptotically.
(3.12) estimated force equation can be written as: ..
Note that Eq. (3.13) has extra terms in comparison to Eq. (3.1). The output feedback ARC controller can be designed in a fashion similar to that of the state feedback ARC except that a nonlinear damping term is added to counteract the destabilizing effect of the observer (Krstic 1995) . The Lyapunov function is chosen to be 1 2
(3.14)
where P is the positive definite solution of a Lyapunov
The , whereal1,al2 are PI1 +'TI1 matrix Q = arbitrary positive numbers and pll,p12 are control parameters that can be freely selected. The ARC control law for u(t) consists of three parts: an adaptive part, a robust part, and a damping part. In particular,
The adaptive part is chosen as qa =-(k2Fa 1 --k1& + r F d
I31n
where O,, is a bounded projected estimate of 131 and p1 is used for tuning the controller. The adaptation law is
where y1 > 0 is a tunable gain. The robust control part is chosen as:
where ~1 1 and e12 are small positive numbers. Finally, the damping part is chosen as where pll,p12 > 0, K is the bound of the projected estimation error, and is a bound of the absolute value of the term multiplying 52 in Eq.(3.13).
With the above defined control law, it can be shown that i) V<-ple12 +q1 + q 2 -ollZ12 -0 1 2 2 2~ (3.19) and ii) Since Fa is not measured, xsp cannot be calculated from Eq. (3.9). We choose to use an alternative approach which allows discontinuity in the control law. For example, xsp can be calculated from:
whereyM 2 Cs/Z21,tlt. When Eq. (3.21) is used to calculate xsp, the inequality in Eq (3.19) and (3.20) will be preserved.
Simulation Results
Two sets of simulations were carried out to verify the performance of the proposed Active Suspension (AS) controller. In the first set of simulations, we assumed that all the states are available and the actuator force is also measured. In the second set of simulations, only three signals are assumed to be measured: sprung and unsprung mass accelerations, and suspension stroke.
We simulated the following systems: a passive suspension (the worst case), an AS with PID sub-loop, an AS with ARC sub-loop and an LQ AS without sub-loop dynamics (the best case). The main loop controllers fcp. all of the AS cases are designed using standard LQ techniques. The cost function was chosen to be:
Four sets of weights were used: [rl,r2,r3] = [500,10,3e-lo], [400,10,3e-101, [300,10,3e-10] and [200,10,3e-10] . Measurement noise and uncertainty in actuator dynamics were also created. In particular, the fluid bulk modulus was assumed to be 75% lower than its nominal value. In the second (output-feedback) case, only three measurements were used: xw -xc, j C , and i,,,. Hence, the main loop controller was replaced with an LQG controller. The force observer described in section 3 was used to provide force estimates for all the AS designs. The ARC controller was replaced by the output feedback ARC controller. Furthermore, a single-loop design (Engelman et al. 1993 ) which included a linearized actuator dynamic was also designed using LQG techniaues. For the state feedback art of this controller. the above cost function was modified to include a verysmall weighting on the new control signal (xsp ). For the observer part, designing a Kalman filter is straightforward since data on measurement noises and road excitations are known. for the cost (J), other entries in this table are the root mean square value of the corresponding signal. It could be seen that the performance gain by the ARC controller partially results fiom its higher controller signal. The LQG have higher control signal than that of the LQG-PID controller but performs much worst. It can also be seen that the LQG-ARC controller performs better than the LQ-ARC controller. This is due to the higher control signal used by the LQG-ARC controller resulted fiom the extra damping term. 
Conclusions and Future Works
In this paper, we designed a controller for f m control loop. One of the main benefits of this approach is that, if a good force control loop is obtained, it is likely that many of the existing AS controllers can be implemented with improved performance. A modified ARC technique was proposed to maintain stability when force sensor is removed form the system. Simulation results show that the proposed ARC controllers work very well compare to a PID controller. These comparisons are between controllers with the same twoloop approach. A linear LQG controller that is a singleloop design was also introduced for comparison. However, this controller performs poorly.
Future works include experimental verifications and extra simulations. Simulations using other weights are necessary to provide a better overview of the perflormance improvement.
