Abstract. We consider the modulational instability in crossing seas as a potential mechanism for the formation of freak waves. The problem is discussed in terms of a system of two coupled Nonlinear Schröedinger equations. The asymptotic validity of such system is discussed. For some specific angles between the two wave trains, the equations reduce to an integrable system. A stability analysis of these equations is discussed. Furthermore, we present an analytical study of the maximum amplification factor for an unstable plane wave solution. Results indicate that angles between 10
Introduction
The occurrence of freak or rogue waves on the ocean surface represents a serious threat for marine structures and operations due to the large forces that can be released [1] . The research on extreme waves in the ocean has been rapidly developing in the last 10 years and has attracted the attention of many other fields in physics. Recently, rogue waves have been discussed in optical systems, see for example [2, 3] , in acoustic turbulence in superfluid helium [4] , in matter waves (Bose-Einstein condensate) [5] and in nonlinear lattices [6] .
In the present paper we will consider only ocean waves in deep water (for a review on oceanic freak waves see [7] [8] [9] ). In such a context we recall that if a standard spectral analysis of any time series of a wind wave record is performed, it will be found that the square of the Fourier amplitudes as a function of frequencies are well described by the JONSWAP parametrization and the Fourier phases are distributed uniformly in the interval [0, 2π). Even though the phases appear as random, some phase locking in between modes cannot be excluded due to the nonlinearity of the governing equations (phase correlation in broad band spectra are difficult to be detected and at the moment there is not a unique satisfactory way of extrecting such information from a time series).
Deep water ocean waves do not consist of a single wave packet; indeed, it has been shown that long crested waves are unstable to transverse perturbation in deep water; therefore any hypothetical infinitely long crested wave is destinated to become a short crested wave after some wave periods, and, as a consequence, the spectrum will become directional. Having this in mind, the relevant question concerning freak waves is the following: how, and how frequent, can a freak wave appear in an ocean whose surface elevation is described by a directional JONSWAP spectrum with random phases? Before trying to answer such a question, it is desirable to discuss the definition of a freak wave. Many authors define a freak wave as a wave whose a e-mail: miguel.onorato@unito.it
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The European Physical Journal Special Topics height is larger than 2 times the significant wave height. With such a definition many different mechanisms can be responsible for its formation. Clearly, the classical linear superpostion of waves is the first candidate; as just previously mentioned, for random phases and narrow spectra, it is straightforward to calculate the probability of occurence of such large waves. It turns out that 1 wave out of 2980 is larger than 2 times the significant wave height or 8 times the standard deviation of the distribution of the wave amplitudes. Note that such distribution is still described by a Normal shaped due to the Central Limit Theorem. Therefore, the fourth order moment of the surface elevation, the kurtosis, is equal to 3.
In the absence of an ambient current, waves larger than 2 times the significant wave height can be the result of the Benjamin-Feir or modulational instability [10, 11] (see also [12] ). Such instability is described, at the leading order, by the nonlinear Schrödinger equation [11] assuming potential flow, weakly nonlinearity and quasi-monochromatic waves. In a random wave field, theoretical [13] , numerical [14] and experimental [15] studies demonstrated that the modulational instability is responsible for a substantial increase of the probability of occurrence of freak waves, provided the wave field is sufficiently steep and narrow banded, i.e., the spectral energy is concentrated over a restricted range of frequencies and directions. Experimental data recorded in a 270-metre long wave flume (wave tank facility at Marintek, Norway) showed that for some spectral condition the probabily of finding a freak wave is 1/630 [15] (5 times larger that the linear prediction). Note that, in contrast to the linear superposition, the surface amplitudes are not described any more by a Normal distribution; the maximum value of the kurtosis estimated from Marintek data is 4.1. However, one should keep in mind that such experimental and theorethical results have been achieved for long crested waves. Numerical simulations [16, 17] and laboratory experiments in a directional wave tank [18] [19] [20] have shown that the percentage of freak waves decreases as the directional distribution of the spectrum increases. This result open some questions on the relevance of the modulational instability for the formation of extreme waves. However, the directional properties of the ocean are still far from been completly understood and it is not clear yet how narrow can an ocean wave spectrum be.
Most of the investigations in the past have been conducted for the case of unimodal spectral conditions, i.e. the wave energy is confined around one spectral peak. Very often, however, the wave field in the ocean can be more complicated by the coexistence of two (and sometimes more) wave systems with different directions of propagation. This condition, which is commonly known as a crossing or combined sea, implies that the energy is concentrated over two distinctive spectral peaks. Interestingly enough, the analysis of a number of ship accidents reported as being due to bad weather conditions [21] indicated that a large percentage of accidents might have occurred in the presence of two non-collinear systems, namely a wind sea (wind generated waves) and a swell (waves no longer under the influence of the wind). Synthetic aperture radar (SAR) imagettes suggest that the famous New Year wave, a 26 m-height wave recorded at the Draupner oil field on January 1st 1995 [22] , occurred in crossing sea conditions [23] . In combined sea states, it was suggested in [24] that a coexisting swell may grow at the expense of the wind sea. From a theoretical point of view, the modulational instability in crossing seas has been studied using a system of coupled Nonlinear Schröedinger equations (see for example [25] [26] [27] ). A linear stability analysis of the plane wave solution of the system indicated that the introduction of a second non-collinear wave system can result in an increase of the growth rates of the perturbation and enlargement of the instability region. It was found that the growth rates depend not only on the length of the perturbation and on the steepness of the initial waves, but also on the angle between the two wave systems.
In the present paper, besides presenting a detailed derivation of the coupled NLS equations and a discussion of the coefficients in front of the dispersive and nonlinear terms, we discuss the amplification factor of the plane wave solution of the system in the limit of small perturbations for the case of two equal envelopes traveling at an angle. In the last section we also show, using a higher order spectral method for solving the potential Euler equations, some numerical simulations in crossing seas characterized by an initial condition of two Jonswap spectra and traveling along two different directions of propagation.
Derivation of the CNLS equations
Even though the system of CNLS for water waves has been discussed recently in a number of papers [25] [26] [27] [28] , here we present a detailed derivation which allows us to establish properly the physical limitation of the model. Our starting point is the Zakharov equation in 2D + 1:
Here a i = a(k i , t) is the complex variable defined for example in [29] , δ
where κ is the modulus of the vector k. We work under the hypothesis that the energy is concentrated mainly around two carriers waves, therefore it is natural to consider the following decomposition:
Inserting (2) into (1), after some algebra, it is straightforward to obtain the following equations:
where now
). We recall that the nonlinear time scale in the Zakharov equation is τ NL ∼ 1/( 2 ω), where is the wave steepness. The last term in both equations oscillate with an angular frequency ΔΩ = ω
the terms oscillate with a frequency corresponding to the nonlinear time scale τ NL and their contribution cannot be neglected in both equations. However, if the ω (b) and ω (a) are different, then these terms result in fast oscillations that, on average, do not give any contribution to the wave evolution and can be safely neglected in the equations.
We consider the particular case of k (a) = (k, l) and k (b) = (k, −l) with l = 0 (so that the oscillating terms can be neglected) and consider each wave system as quasi-monochromatic. A Taylor expansion of the dispersion relation around k (a) leads to:
Similarly the expansion can be done around k (b) = (k, −l). In order to balance nonlinearity and dispersion, we consider only the expansion to the leading order of the coupling coefficient. We obtain the following two coefficients:
where κ = √ k 2 + l 2 . Equations (3) and (4) becomes:
where χ x = k x − k, χ ya = k y − l and χ yb = k y + l. The coefficients are defined as follows:
Using the Fourier Transform, we obtain:
Note that usually the NLS equation is written in variables that have the dimensions of a surface elevation. Hence, it is custom to consider the following new complex amplitudes A and B :
The equations then become:
where the primes in A and B have been omitted for brevity. The surface elevation η(x, y, t) is related to such wave envelope to the leading order in the following way:
where c.c. stands for complex conjugate. The new coefficients are given by: It is easy to show that if A = B and l = 0 the equation for the variable A + B is not the correct NLS equation for a single wave train; this is due to the fact that, as mentioned before, the coupled system is not asymptotically valid for l = 0. In order to re-derive the single NLS equation the oscillating terms previously neglected should be included.
Asymptotic validity of the system of equations
The single NLS equation is derived by assuming that the time scale of the dispersion is of the same order as the time scale of the nonlinearity. Formally, it is derived by introducing a slow variables τ = 2 t, x = x and a coordinate system moving with the group velocity. For the system (14)-(15), the situation is more complicated because the group velocities along the y coordinate are different unless l = 0 (such a case should, however, be excluded because of the assumptions previously made). The system (14) - (15) is not asymptotically valid because the dispersive and nonlinear terms are not in balance with time. In other words, the time scale of the nonlinearity is not the same as the time scale of dispersion.
Strictly speaking the system is valid only along the direction at which the group velocities are the same. This corresponds to the following set of NLS equations:
Analysis of the coefficients in the CNLS equations
In [14] a simple parameter (nowadays known as the Benjamin-Feir index) based on the ratio between nonlinearity and dispersion has been found to be useful for establishing the sea states in which freak waves develop more frequently. Therefore, one simple way of getting some indications on the most favorable angle for the formation of freak waves in the coupled NLS system consists in analyzing the coefficients in front of the dispersive, self-interaction and crossinteraction term, respectively α, ξ and 2ζ . In Fig. 1 we show the coefficients −α, ξ and 2ζ as a function of the angle θ = arctan(l/k) (without loss of generality we have fixed κ = 1 m −1 ). As it was previously noted in [25] −α changes sign at θ = θ c 35.264
• from positive to negative. This, as will be seen in the next section, has some consequences on the stability properties of the solutions of the system. The coefficient ξ is independent of the angle θ, while ζ change sign at θ 46.017
• . In order to estimate the relative relevance of the nonlinear terms for different angles, we present the ratios ξ /α and 2ζ /α as a function of θ in Fig. 2 : both curves have a vertical asymptote for θ = θ c . For values around such angle the nonlinear terms are much bigger than the linear ones, therefore it would be expected that freak waves can develop in such conditions. Strictly speaking, the system is not valid anymore around θ = θ c ; this is because the spirit under which the system has been derived is that the time scale of the nonlinearity and dispersion are the same. For θ = θ c , it is necessary to include a higher order dispersive term in the equations. By expanding the dispersion relation to third order, we obtain the following equations:
where μ = 3ω(κ) 8
The stability properties of such a system will be investigated elsewhere.
In Fig. 3 we show the absolute value of the ratio between the coefficients of the nonlinear term: the nonlinearity due to the cross-interaction term dominates for angles less than θ = θ int = 26.732
• . For such an angle the coefficients in front of the nonlinear terms are identical. Therefore, the CNLS equations (18) and (19) reduce to the Manakov system which is known to be integrable in terms of the Inverse Scattering Transform. This is an interesting remark because for such specific angle all solutions of (18) and (19) can in principle be obtained. For angle larger than θ int the self-interaction nonlinearity dominates. For θ = 46.017 0 , as previously noted, the cross-interaction term vanishes and the system becomes uncoupled; again this corresponds to an integrable condition.
To summarize we can state the followings:
1. for θ < 35.3
• , dispersive and nonlinear terms have the same sign. This means that the system is focusing; 2. the ratio between nonlinearity and dispersion becomes larger as θ approaches 35.3 • (this is valid for both self-interaction and cross-interaction nonlinearity); 3. the cross-interaction nonlinearity is stronger than the self interaction one for angles between 0 and 26.732
• ; 4. for some specific angles, θ = 46.017
• and 26.732
• the system is integrable.
A simpler model
In order to investigate analytically the system, we make the hypothesis that at time t = 0 the envelope A and B are equal. Even though the envelopes are the same, still the two carrier waves travel in different directions. A trivial remark is that in such condition, due to the symmetry of the equations (18) and (19), A will be equal to B for all times. This basically means that the equation relevant for the dynamics is:
where ν = ξ + 2ζ is the standard NLS, i.e. an integrable equation. In figure 4 we show the coefficient of the self interaction term ξ and ν as a function of θ. Up to θ = 46.017 • , ν is larger than ξ . For larger angles the nonlinearity is larger for an uncoupled system.
It is well known that equation (23) has analytical unstable solutions [30] . For a plane wave solution with a small perturbation at time t = −∞, it is possible to show that the maximum amplification factor for the Akhmediev breather solution has the following form:
where = A 0 κ and N is the number of waves under the perturbation. In Fig. 5 we plot A max /A 0 as a function of N and θ. The steepness considered for the plot is = 0.1. The colors in the figure indicate different amplification factors. For small amplitude perturbations of a plane wave solution, the maximum amplification is equal to 3. This value is reached for angles approaching θ c and for large number of waves under the perturbation (large N ). Note that there exists also a region of amplification for angles larger than θ > 68.028
• . In [25] the linear stability analysis of a plane wave solution of system (18) and (19) has been derived. Here, in light of the analysis performed on the coefficients and on the amplification factor, we discuss the growth rate of small perturbations on plane wave solutions with equal amplitudes. In Fig. 6 , we show the normalized growth rate Ω = Ω/ω as a function of N and θ for waves of steepness 0.1 each. As previously noted for the amplification factor, there exists a region of instability for large angles and large number of waves. While the boundaries of the region in the N − θ plane of the amplification factor greater than one and the growth rate greater than zero are the same, the region for maximum amplification factor (θ = θ c and large N ) does not correspond to the region of maximum growth rate. As θ → θ c the growth rate tends to zero; this is also true for large N . The growth rate has a maximum for N 3 and for an angle θ = 0. These values do not correspond necessarely to a large amplification factor. A freak wave is the result of a large amplification factor and, at the same time, a large growth rate. Therefore, we expect to face a freak sea state for angles between about 10
• and 30
• , which can be considered as a compromise between large growth rates and large amplification factors.
Numerical results
The purpose of the following numerical tests is to verify if, in more realistic conditions, the predictions just obtained are somehow reasonable. In this framework, we will present some numerical simulations of two long crested wave systems characterized each by a JONSWAP spectrum with random phases. Numerical simulations have been performed with a higher order approximation of the potential Euler equations for water waves. Assuming an irrotational, inviscid and incompressible fluid flow, the velocity potential φ(x, y, z, t) satisfies the Laplace's equation everywhere in the fluid. At the bottom (z = −∞) the boundary condition is such that the vertical velocity is zero. At the free surface, z = η(x, y, t), the kinematic and dynamic boundary conditions are satisfied for the free surface elevation and the velocity potential at the free surface ψ(x, y, t) = φ(x, y, η(x, y, t), t). Using the free surface variables these boundary conditions have the following form [11] :
where W (x, y, t) = φ z | η represents the vertical velocity evaluated at the free surface. Numerical simulations of equations (25) and (26) were performed with the Higher Order Spectral Method (HOSM) proposed in [31, 32] . This is a pseudo-spectral method that uses a series expansion in the wave slope of the vertical velocity W (x, y, t) about the free surface, in order to estimate the surface elevation and the velocity potential at each time step. The HOSM is not affected by any bandwidth constraints. The initial surface elevation was calculated from two identical JONSWAP spectra (peak period T p = 1s, i.e. wavelength λ p = 1.56 m, significant wave height H s = 0.06 and peak enhancement factor γ = 6) with mean directions forming angles of ±θ with the x direction of propagation, by first switching from (ω, ϑ) to (k x , k y ) coordinates and then using an inverse Fourier transform with the random amplitude and phase approximation. The velocity potential ψ(x, y, t = 0) was obtained from the input surface with linear theory. The wave field was contained in a square domain of about 20 m with spatial mesh of 256 × 256 nodes (Δx = Δy = 0.078 m). Periodic boundary conditions are considered. A fourth-order Runge-Kutta method was used for the time integration. A time step of Δt = T p /100 was employed in the simulations (details on numerical simulations of the random sea surface with HOSM can be found in e.g. [33] [34] [35] [36] ). The simulation was performed for angle θ between 0
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• with a interval of 5
• . The simulations have been carried out for a time up to 60 T p . About 100 repetitions with the same input spectrum and different random amplitudes and phases have been performed to achieve statistically significant results. The kurtosis has been calculated at each time step for all simulations and its maximum for each simulation is shown in 7. It is interesting to note that for angle larger than 10
• the kurtosis starts to increase reaching a value of 3.4. for an angle of about 20
• . Then it remains constant up to 30
• and after which it decreases. The picture coming out of the simulation is consistent with the predictions described in the previous section. Note that in our theoretical analysis we have considered plane wave solutions traveling at an angle perturbed only along the x direction of propagation. In the present simulations we have two random spectra traveling at an angle without any perturbation imposed. The system simulated is fully two dimensional and it does not preclude any limitation on natural perturbation on the y direction.
Conclusions
Freak waves are a rare event on the ocean surface and one of the main problem in establishing their nature is the lack of experimental measurements in the ocean. A conclusive statement on the most probable mechanism that can lead to a formation of a freak waves in the ocean is in our opinion not possible at the moment. There are a number of candidates, each with its own rights.
Here we have discussed a possible mechanism that results from the interaction of two noncollinear wave fields. With respect to the real ocean, our model is surely an oversimplification. Besides the weakly nonlinearity and the narrow band assumptions (which in the past have always lead to reasonable results), we have made the hypothesis that the two wave trains have exactly the same frequency. This is not surely a typical condition that takes place in the ocean where swell and wind seas are characterized by different frequencies. However, our model is a first step towards the understanding of the nonlinear dynamics that takes place when two wave systems overlap. One thing that should be kept in mind is that a large growth rate does not necessarily mean extreme waves (a freak wave may be the result of a modulational instability but not every modulational instability processes result in a freak wave). On the other side large amplification factors may have a small growth rate. Therefore, the appearance of freak waves can be thought as a compromise between large growth rates and large amplification factors.
In the present paper we have investigated the modulational instability for two equal, noncollinear wave systems traveling at an angle θ; we have investigated the dependence of the growth rate and amplification factor from the angle θ. We have found that for some angles the equations reduces to the Manakov system. In general we have found that large amplification factors of small amplitude perturbations of plane wave solutions are observed for angles approaching θ = 35.264 o . For such an angle the dispersive terms turns identically to zero. While the nonlinearity is strong and the amplification factor reaches the maximum value 3, the growth rate is small, therefore the freak wave unlikely will appear. For very large growth rates the amplification factor is small and again freak waves will not appear. Such simple analysis indicates that freak waves may appear with a higher probability for angles between 10
• . This result is consistent with numerical simulations of the Euler equations for random spectra.
