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The hypercomplex equations for fermion interaction description
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Equations are proposed for the description of the fermion interaction via massive and massless
bosons. These equations lead to the propagators which maintain theory renormalization. These
equations are also invariant with respect to the limited calibration transformations. Such an approach
leads to the possibility of describing fermion interaction via massive bosons and not referring to the
spontaneous symmetry violation.
PACS numbers: 12., 13.66.-a
According to the modern point of view the main
structural units of matter are quarks and leptons (fermi-
ons with spin ~/2), which interact by boson interchange.
Space-time properties of these fermions are described
by Dirac’s bispinors. These bispinors can be combined
into bilinear combinations: scalar ψ¯ψ, pseudo-scalar ψ¯ιˆψ,
vector ψ¯γαψ, pseudo-vector ψ¯παψ, and antisymmetric
second-rank tensor ψ¯σαβψ. Here γα are the Dirac’s
matrices:
γαγβ + γβγα = 2ηαβ , (1)
Here ηαβ = diag(1,−1,−1,−1), ιˆ = γ0γ1γ2γ3, πα = γαιˆ,
σαβ = (γαγβ − γβγα)/2. Some of these bilinear combi-
nations are used as currents which produce the boson fi-
elds. For example, ψ¯γαψ give rise to the electromagnetic
field; ψ¯γαψ and ψ¯iιˆγαψ give rise to the W - and Z boson
fields, which is responsible for the weak interaction. Other
combinations do not have similar use today.
It is interesting to obtain the general system of fi-
elds which can be produced by these bilinear combi-
nations. It is convenient to use hypercomplex numbers,
based on the Dirac’s matrices, in order to obtain this
system. The system of these hypercomplex numbers
contains 16 basic units, represented by matrices. The
system contains the unit matrix I and the matrix ιˆ,
four matrices γα, four matrices πα, and six matrices σαβ .
Hypercomplex numbers of this system are transformed as
scalars, pseudo-scalars, vectors, pseudo-vectors and anti-
symmetric second-rank tensor via Lorentz transformati-
ons. In other words, the space of the hypercomplex
numbers realizes the reducible representation of the
Lorentz group. It is the product of the bispinors
representations of χ and ϕ¯.
χ⊗ ϕ¯ =
1
4
[
(ϕ¯Iχ)I − (ϕ¯ιˆχ)ιˆ+ (ϕ¯γαχ)γ
α + (ϕ¯παχ)π
α
−
−
1
2
(ϕ¯σαβχ)σ
αβ
]
. (2)
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Thus, all bilinear forms ψ¯ψ, ψ¯ιˆψ, ψ¯γαψ, ψ¯παψ and
ψ¯σαβψ can be represented by hypercomplex numbers. In
the same way hypercomplex numbers can represent fields
and potentials produced by these combinations.
The requirement of the relativistic invariance and the
wish to have wave propagators like:
D ∼
1
k2 − κ2
(3)
dictate the choice of the equation, which connects
currents and potentials:
(− κ2)Φ = − (iγν∂ν − κ) (iγ
ν∂ν + κ)Φ = ζJ. (4)
Here  = c−2∂2/∂t2 − △, κ = mc/~, Φ and J are
hypercomplex numbers
Φ = SI + iAαγ
α + iΠβπ
β +
1
2
Φαβσ
αβ + Ψιˆ, (5)
J = sI + ijeαγ
α + ijmβπ
β +
1
2
jαβσ
αβ + pιˆ. (6)
Also Φαβ = −Φβα, jαβ = −jβα, and the coefficient ζ is
introduced in (4) for agreement between unit of currents
J and unit of potentials Φ. Dirac factorization of the
operator ( − κ2) [1] is used in order to write equation
(4). Let us use two multipliers of this factorization in
equation (4) in two ways.
At first let us make use the second multiplier in order
to connect fields and potentials:
F = − (iγν∂ν + κ)Φ. (7)
Here F is also a hypercomplex number
F = ǫI + iVαγ
α + iUβπ
β +
1
2
Fαβσ
αβ + βιˆ, (8)
Fαβ = −Fβα. In three dimensional representation equati-
2on (7) looks like
ǫ =
1
c
∂A0
∂t
+∇ · cA− κS, (9)
E = −
1
c
∂cA
∂t
−∇A0 +∇×Π − κθ, (10)
cB =
1
c
∂Π
∂t
+∇Π0 +∇× cA− κϑ, (11)
β =
1
c
∂Π0
∂t
+∇ ·Π − κΨ, (12)
V0 = −
1
c
∂S
∂t
−∇ · θ − κA0, (13)
V =
1
c
∂θ
∂t
−∇× ϑ+∇S − κcA, (14)
U0 = −
1
c
∂Ψ
∂t
+∇ · ϑ− κΠ0, (15)
U = −
1
c
∂ϑ
∂t
−∇× θ +∇Ψ − κΠ . (16)
The usual rules of identification between three-
dimensional and four-dimensional coordinates of vectors
and tensors leads to:
E = (F01, F02, F03), cB = (−F23,−F31,−F12), V =
(V 1, V 2, V 3), U = (U1, U2, U3), θ = (Φ01, Φ02, Φ03),
ϑ = (−Φ23,−Φ31,−Φ12), cA = (A
1, A2, A3), Π =
(Π1, Π2, Π3). The coefficients c are included in the defi-
nition of fields cB and cA in order for the system (9)-(16)
to agree with the SI system of units.
Now let us use the first multiplier in (4) in order to
determine field equations and connect them with sources:
(iγν∂ν − κ)F = ζJ. (17)
In a three dimensional representation:
1
c
∂ǫ
∂t
+∇ ·E − κV0 = ζje0, (18)
1
c
∂E
∂t
−∇× cB +∇ǫ + κV = −ζje, (19)
−
1
c
∂β
∂t
+∇ · cB + κU0 = −ζjm0, (20)
1
c
∂cB
∂t
+∇×E −∇β − κU = ζjm, (21)
1
c
∂V0
∂t
+∇ · V + κǫ = −ζs, (22)
1
c
∂V
∂t
+∇V0 −∇×U − κE = ζk, (23)
1
c
∂U0
∂t
+∇ ·U + κβ = −ζp, (24)
1
c
∂U
∂t
+∇U0 +∇× V + κcB = −ζl. (25)
Here k = (j01, j02, j03), l = (−j23,−j31,−j12).
Evidently that substitution (9)-(16) into (18)-(25)
leads to the equations for potentials (4). In three dimensi-
onal representation:
A0 + κ
2A0 = ζje0, cA+ κ
2cA = ζje, (26)
Π0 + κ
2Π0 = ζjm0, Π + κ
2Π = ζjm, (27)
θ + κ2θ = ζk, ϑ+ κ2ϑ = ζl, (28)
S + κ2S = ζs, Ψ + κ2Ψ = ζp. (29)
We can see that propagators of all fields are in a form (3).
This circumstance is important for the quantum theory
construction because such propagators don’t destroy the
renormalizability of the theory.
Equations (18)-(25) can also be obtained in a usual
way as Euler-Lagrange equations. For this we must use
the Lagrange density
L =
1
2ζ
(
−
1
2
FαβFαβ − ǫ
2 + β2 + V αVα − U
αUα
)
+
+
(
sS − p Ψ − jαe Aα + j
α
mΠα +
1
2
jαβΦαβ
)
, (30)
connect fields and potentials with (9)-(16), and treat
potentials as independent variables.
Equations (18)-(25) describe the field system, which
can be produced by bilinear combination of the fermion
bispinors. In the general case it contains a scalar field,
a pseudo-scalar field, a vector field, a pseudo-vector field
and an antisymmetric second-rank tensor. One particular
case of this system is the massless electromagnetic field
described by Maxwell equations. Another particular case
is the massive vector field described by the Proca equati-
on.
In order to obtain Maxwell’s equations from (18)-(25)
we must discuss the massless case (κ = 0), zero all
currents except the jeα, and zero all potentials except
the Aα. The only remaining fields are E, cB, and ǫ and
equations for them:
1
c
∂ǫ
∂t
+∇ ·E = ζje0, (31)
1
c
∂E
∂t
−∇× cB +∇ǫ = −ζje, (32)
∇ · cB = 0, (33)
1
c
∂cB
∂t
+∇×E = 0. (34)
from (31)-(34) it follows that anomalous field ǫ can be
produced by non-conserved current only:
 ǫ = ζ
(1
c
∂je0
∂t
+ divje
)
. (35)
If the right-hand side of the equation (35) is zero (charge
is conserved), we can set up ǫ = 0. For zero field ǫ, equati-
ons (31)-(34) become the Maxwell equations. In the case
ζ =
√
µ0/ε0 these equations are written in SI system
of units. Thus, Maxwell’s equations describe massless
bosons born by conserved current only. On this subject
Feynman wrote [2]: “The laws of physics have no answer
3to the question: “What happens if a charge is suddenly
created at this point — what electromagnetic effects are
produced”? No answer can be given because our equati-
ons say it doesn’t happen. If it were to happen, we would
need new laws, but we cannot say what they would be.”
Equations (31)-(34) predict what these laws must be.
From (9) we can see that for the massless case, zeroing
the field ǫ requires the satisfaction of the Lorentz condi-
tion:
1
c
∂A0
∂t
+∇ · cA = 0. (36)
In this context we can treat the Lorentz condition
as zeroing of the non-conserved currents. As far as it
constrains possible currents it also constrains possible
potentials. Thus, it reduces the number of the degrees
of freedom of the vector potential from four to three.
For the massive vector field we must zero all currents
except the jeα and also all potentials except the Aα. So,
the only remaining fields are E, cB, ǫ, V0, V :
ǫ =
1
c
∂A0
∂t
+∇ · cA, (37)
E = −
1
c
∂cA
∂t
−∇A0, (38)
cB = ∇× cA, (39)
V0 = −κA0, (40)
V = −κcA. (41)
Equations for these fields become:
1
c
∂ǫ
∂t
+∇ ·E − κV0 = ζje0, (42)
1
c
∂E
∂t
−∇× cB +∇ǫ+ κV = −ζje, (43)
∇ · cB = 0, (44)
1
c
∂cB
∂t
+∇×E = 0, (45)
1
c
∂V0
∂t
+∇ · V + κǫ = 0, (46)
1
c
∂V
∂t
+∇V0 − κE = 0, (47)
∇× V + κcB = 0. (48)
Similar to the massless case, the field ǫ can be produced
by non-conserved currents only:
 ǫ+ κ2ǫ = ζ
(1
c
∂je0
∂t
+ divje
)
. (49)
If charge is conserved, the field ǫ can be excluded and we
obtain field equations in a form:
∇ ·E − κV0 = ζje0, (50)
1
c
∂E
∂t
−∇× cB + κV = −ζje, (51)
∇ · cB = 0, (52)
1
c
∂cB
∂t
+∇×E = 0, (53)
1
c
∂V0
∂t
+∇ · V = 0, (54)
1
c
∂V
∂t
+∇V0 − κE = 0, (55)
∇× V + κcB = 0. (56)
Evidently these equations are equivalent to the Proca
equations. Thus, the Proca equations govern only those
vector bosons which are the product of the conserved
currents only. As it is known, unsuccessful attempt to use
Proca equation for the non-conserved currents, leads to
a propagator different from (3) and destroys renormali-
zability of the theory [3],[4]. From the above discussion
it is clear that for non-conserved current, equations (42)-
(48) must be used instead of the Proca equations. Their
use guarantees the propagator in a form (3).
In both cases, Maxwell’s equations and the Proca
equations, fields are connected with only one potential
(the vector potential). But in the general case the same
fields (9)-(16) are coupled with several potentials. For
example, as we can see from (10) the “electric” field E
is connected with the vector potential, the pseudo-vector
potential and the tensor potential. This means that
the same fields can be produced by different currents.
In other words, fields produced by different currents
interfere with each other. Note that electromagnetic fi-
eld definition via two potentials (vector potential and
pseudo-vector potential) was used before for the descri-
ption of the hypothetical magnetic monopole fields [5].
The fields and the potentials introduced above
admit constrained calibration transformations. Should
we substitute the potential Φ by Φ′ :
Φ′ = Φ+ (iγα∂α − κ)Λ, (57)
Where Λ is the hypercomplex solution of the equation:
( + κ2)Λ = 0, (58)
There is no change of the fields F :
F = − (iγα∂α + κ)Φ
′ =
− (iγα∂α + κ)
[
Φ+ (iγα∂α − κ)Λ
]
=
= − (iγα∂α + κ)Φ. (59)
This transformation is constrained because the calibrati-
on function Λ must satisfy equation (58). Let us check
how this calibration is working for the two well-know
cases, Maxwell’s equations and the Proca equations, for
the simples case of the calibration function Λ which
contains the scalar part only Λ = λI.
4In the massless case (κ = 0), the previously discussed
photon potential Φ = iAαγ
α receives according to (57)
an increment i∂αλγ
α. Thus,
A′α = Aα + ∂αλ, (60)
Where
λ = 0. (61)
This is a well-known constrained (special) calibration
transformation from electrodynamics. We can use it for
potentials even if the Lorentz conditions are already sati-
sfied. Such a transformation together with the Lorentz
transformation allows us to reduce the number of degrees
of freedom from four to two. Such a reduction is necessary
for the description of the transverse photons.
In the massive boson case, the previously discussed
potential Φ = iAαγ
α is transformed into Φ′ = −κλI +
i(Aαγ
α + ∂αλ)γ
α according to (57). Here
λ+ κ2λ = 0. (62)
It is essential in this case that transformation (57) change
not only the the initial vector potential
A′α = Aα + ∂αλ, (63)
but also the scalar potential which is initially zero:
S′ = −κλ. (64)
Precisely due to this, fields which are connected with
potentials by equalities (9)-(16) are not changed under
this transformation. Correspondingly, equations (42)-
(48) and the Proca equations (50)-(56) are invariant wi-
th respect to this calibration transformation. Although
they are not invariant with respect to the calibrati-
on transformations in traditional sense (if only Aα is
changed).
From the above discussion it follows that the
hypercomplex field system (18)-(25) can be used for
the description of the interactions produced by any
fermion currents. Thus for description of massive and
massless bosons which mediate interaction between these
currents. Fermion currents can be either conserved (for
example, electric current ψ¯γαψ), or non-conserved (for
example, weak interaction current ψ¯γαγ5ψ). In either
case propagators of the proposed fields are in a form (3).
This circumstance guarantees the renormalizability of the
naive theory which uses the massive bosons.
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