
























zur Zukunft der Arbeit
Institute for the Study 
of Labor 
How to Control for Many Covariates?
Reliable Estimators Based on the Propensity Score





How to Control for Many Covariates? 





SEW, University of St. Gallen  
 
Michael Lechner 
SEW, University of St. Gallen, 
ZEW, CEPR, PSI, CESifo, IAB and IZA 
 
Conny Wunsch 
SEW, University of St. Gallen, 











P.O. Box 7240   
53072 Bonn   
Germany   
 
Phone: +49-228-3894-0  






Any opinions expressed here are those of the author(s) and not those of IZA. Research published in 
this series may include views on policy, but the institute itself takes no institutional policy positions. 
 
The Institute for the Study of Labor (IZA) in Bonn is a local and virtual international research center 
and a place of communication between science, politics and business. IZA is an independent nonprofit 
organization supported by Deutsche Post Foundation. The center is associated with the University of 
Bonn and offers a stimulating research environment through its international network, workshops and 
conferences, data service, project support, research visits and doctoral program. IZA engages in (i) 
original and internationally competitive research in all fields of labor economics, (ii) development of 
policy concepts, and (iii) dissemination of research results and concepts to the interested public.  
 
IZA Discussion Papers often represent preliminary work and are circulated to encourage discussion. 
Citation of such a paper should account for its provisional character. A revised version may be 











How to Control for Many Covariates? 
Reliable Estimators Based on the Propensity Score
* 
 
We investigate the finite sample properties of a large number of estimators for the average 
treatment effect on the treated that are suitable when adjustment for observable covariates is 
required, like inverse probability weighting, kernel and other variants of matching, as well as 
different parametric models. The simulation design used is based on real data usually 
employed for the evaluation of labour market programmes in Germany. We vary several 
dimensions of the design that are of practical importance, like sample size, the type of the 
outcome variable, and aspects of the selection process. We find that trimming individual 
observations with too much weight as well as the choice of tuning parameters is important for 
all estimators. The key conclusion from our simulations is that a particular radius matching 
estimator combined with regression performs best overall, in particular when robustness to 
misspecifications of the propensity score is considered an important property. 
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1  Introduction 
Semiparametric estimators using the propensity score to adjust in one way or another 
for covariate differences are now well-established for either estimating causal effects in a 
selection-on-observables framework with discrete treatments or for simply purging the means 
of an outcome variable in two or more subsamples from differences due to observables.
1 
Compared to (non-saturated) parametric regressions, they have the advantage to allow for 
effect heterogeneity and to include the covariates in a more flexible way without incurring a 
course-of-dimensionality problem. The latter problem, which is highly relevant due to the 
usually large number of covariates that should be adjusted for, is avoided by collapsing the 
covariate information into a single parametric function, the so-called propensity score, which 
is defined as the probability of being observed in one of two subsamples conditional on the 
covariates. These methods originate from the pioneering work of Rosenbaum and Rubin 
(1983) who show that balancing two samples on the propensity score is sufficient to equalize 
their covariate distributions.  
Although many of these propensity-score-based methods are not asymptotically effi-
cient (see for example Heckman, Ichimura, and Todd, 1998, and Hahn, 1998),
2 they are the 
work-horses in the literature on microeconometric programme evaluations and are now rap-
idly spreading to other fields. They are usually implemented as semiparametric estimators: the 
propensity score is based on a parametric model, but the relationship between the outcome 
variables and the propensity score is nonparametric. However, despite the popularity of 
 
1   See for example the recent surveys by Blundell and Costa-Dias (2009), Imbens (2004), and Imbens and Wooldridge 
(2009) for a discussion of the properties of such estimators as well as a list of recent applications. 
2   See the paper by Angrist and Hahn (2004) for an alternative justification of conditioning on the propensity score by using 
non-standard (panel) asymptotic theory. 2 
                                                     
propensity-score-based methods, the issue of which version of the many different estimators 
suggested in the literature should be used in a particular type of application is still unresolved, 
despite recent advances in important Monte Carlo studies by Frölich (2004) and Busso, Di-
Nardo, and McCrary (2009a,b). In this paper we shall address this question and add further 
insights to it. 
Broadly speaking, the popular estimators can be subdivided into five classes: Paramet-
ric estimators (like OLS or Probit or their so-called double-robust relatives, see Robins, Mark, 
and Newey, 1992), inverse (selection) probability weighting estimators (similar to Horvitz 
and Thompson, 1952), direct matching estimators (Rubin, 1974, Rosenbaum and Rubin, 
1983), and kernel matching estimators (Heckman, Ichimura, and Todd, 1998).
3 However, 
many variants of the estimators exist within each class and several methods are combining the 
principles underlying these main classes. 
There are two strands of the literature that are relevant for our research question: First, 
the literature on the asymptotic properties of a subset of estimators provides some approxi-
mate guidance on their small sample properties. Therefore, the next section reviews this litera-
ture while discussing the various estimators. Unfortunately, such properties have not (yet?) 
been derived for all estimators that are used in practice, nor is it obvious how well these 
asymptotic properties approximate small sample behaviour. Furthermore, these results are 
usually not informative for the important choice of tuning parameters (e.g., number of 
matched neighbours, bandwidth selection in kernel matching), on which almost all of these 
estimators critically depend.  
 
3   There exists also the approach of stratifying the data along the values of the propensity score ('blocking'), but this 
approach did not receive much attention in the empirical economic literature and does not have very attractive theoretical 
properties. It is thus omitted (see for example Imbens, 2004, for a discussion of this approach). 3 
                                                     
The second strand of the literature provides Monte Carlo evidence. As one of the first 
papers investigating estimators from several classes simultaneously, Frölich (2004) found that 
a particular version of kernel-matching based on local regressions with finite sample adjust-
ments (local ridge regression) performs best. In contrast, Busso, DiNardo and McCrary 
(2009a,b) conclude that inverse probability weighting (IPW) has the best properties (when 
using normalized weights for estimation).
4 They explain the differences to the Frölich (2004) 
study by claiming i) that he considers unrealistic data generating processes and ii) that he does 
not use an IPW estimator with normalized weights. In other words, they point to the design 
dependence of the Monte Carlo results as well as to the requirement of having to use opti-
mized variants of the estimators. Below, we argue that their work is subject to the same criti-
cism. Indeed, it is this criticism that provides a major motivation for our study. 
We contribute to the literature on the properties of estimator based on adjusting 
covariate differences in the following way: First of all, we suggest a different approach of 
conducting simulations. This new approach is based on 'real' data. Therefore, we call our ap-
proach an 'Empirical Monte Carlo Study'. The basic idea is using the real data to simulate 
realistic 'placebo treatments' among the non-treated. Selection into treatment, which is poten-
tially of key importance for the performance of the various estimators, is based on a selection 
process directly obtained from the data. The various estimators then use the remaining non-
treated in different ways to estimate the (known) non-treatment outcome of the 'placebo-
treated' exploiting the actual dependence of the outcome of interest on the covariates selection 
is based on in the data. Thus, this approach is much less prone to the standard critique of 
simulation studies that the chosen data generating processes are irrelevant for real applica-
tions. Since our model for the propensity score is mirroring specifications used in past applied 
 
4   Further findings from more specific Monte Carlo studies will be discussed below.  4 
                                                     
work, it depends on many more covariates compared to the studies mentioned above. Al-
though this makes the simulation results particularly plausible in our context, which is the 
context of labour market programme evaluation in Europe, this may also be seen as a limita-
tion concerning its applications to other fields. Therefore, to help generalize the results out-
side our specific data situation, we further modify many features of the data generating proc-
ess, like the type of the outcome variable and as well as various aspects of the selection proc-
ess.
5  
Secondly, we consider standard estimators as well as their modified (optimised?) ver-
sions based on different tuning parameters such as bandwidth or radius choice. This leads to a 
great number of estimators to evaluate, but it also provides us with more information on 
particular important choices regarding the tuning parameters on which the various estimators 
depend. Such estimators may also consist of combinations of estimators, like combining 
matching with weighted regression, which have not been considered in any simulation so far.  
Finally, we reemphasise the relevance of trimming. This issue has also been raised by 
Busso, DiNardo, and McCrary (2009a) to account for common support problems. However, 
they find that none of the remedies for poor support considered in their paper seems to work 
in a robust way, particularly in small samples. Therefore, we propose a different, data driven 
trimming rule that is (i) easy to implement, (ii) identical for all estimators, and (iii) avoids any 
asymptotic bias. We show that for all estimators considered, including the parametric ones, 
trimming based on this rule very effectively improves their performance (even when there is 
no common support problem).  
 
5   Our results are also robust to arbitrary effect heterogeneity. 5 
                                                     
Overall, we find that (i) trimming individual observations that have a 'too large'   
weight is important for all estimators (even without any common support problem); (ii) the 
choices of the various tuning parameters is important; (iii) simple matching estimators are 
inefficient and have considerable small sample bias; (iv) no estimator is superior in all de-
signs; (v) particular bias-adjusted radius matching estimators perform best on average, but 
may have fat tails if the number of controls is not large enough; and finally, (vi) flexible, but 
simple parametric approaches do almost as well in the smaller samples, because their gain in 
precision frequently overcompensates for their larger bias which, however, dominates when 
samples become larger. One conclusion from these findings is that the choice of the broad 
class of estimators may be less important than using an optimised version.  
The plan of the paper is as follows: In the next section we discuss the principles of 
relevant estimators and their properties as well as the issue of trimming, while relegating the 
technical details of the estimators to Appendix A. Section 3 describes our Monte Carlo de-
sign, again relegating many details as well as descriptive statistics to Appendix B. The main 
results are presented in Section 4, while the full set of results is given in Appendix C. Section 
5 concludes. The website of this paper (www.sew.unisg.ch/lechner/matching) will contain 
additional material that has been removed from the paper for the sake of brevity as well as the 
Gauss and Stata code for the preferred estimators.
6 
 
6   Until user friendly versions of the estimators are made available on the website, readers are invited to send us an email 
indicating their interest in either the Gauss or Stata versions. We will inform them when the respective versions become 
available. 2  Estimators 
2.1  Notation and targets for the estimation  
The outcome variable, Y, denotes earnings or employment. The group of treated units 
(treatment indicator D=1) are the participants in training in our empirical example. We are 
interested in comparing the mean value of Y in the group of treated (D=1) with the mean 
value of Y in the group of non-treated (D=0), the non-participants, free of any mean differ-
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where   denotes the conditional density of   and  |1 XD f = X χ  its support. The propensity score is 
defined by  . The second equality is shown in the seminal paper by 
Rosenbaum and Rubin (1983). 
(1 | ) : ( PD X x px == = )
If there are no other (perhaps unobservable) covariates that influence the choice of the 
different values of D as well as the outcomes that would be realised for a particular value of D 
(the so-called potential outcomes), this comparison of means yields a causal effect, namely 
the average treatment effect on the treated (ATET). This is the mean effect of D on individu-
als observed with D=1.
8 The assumption required to interpret θ  as a causal parameter is 
                                                      
7   As a convention, capital letters denote random variables, while small letters denote particular realisations of the random 
variables. If the small letters are indexed by another small letter, typically i or j, it means that this is the value realised for 
the sample unit i or j. 
8   For reasons of computational costs which are a severe restriction in our analysis due to the complexity of the design and 
the numbers of estimators, we focus entirely on reweighting the controls towards the distribution of X among the treated. 
Common alternatives are reweighting the treated towards the covariate distribution of the controls, or weighting the 
outcomes of both groups towards the covariate distribution of the population at large. The resulting parameters are called 
the average treatment effect on the non-treated (ATENT) and the average treatment effect (ATE). Estimating the ATENT 
6 called either unconfoundedness, conditional independence assumption (CIA) or selection on 
observables (e.g., Imbens, 2004). The plausibility of CIA depends on the particular empirical 
problem considered and on the richness of the data at hand. That is, labour market applica-
tions estimating the effects of training programmes on employment   should include vari-
ables reflecting education, individual labour market history, age, family status, and local la-
bour market conditions, among others, in order to plausibly justify the CIA (e.g. Gerfin and 
Lechner, 2002). Therefore, in applications exploiting the CIA, X is typically of high dimen-
sion, as in most cases many covariates are necessary to make this assumption plausible. How-
ever, whether 
X
θ  has a causal interpretation or not, does not matter for this paper. It is impor-
tant to note that other semiparametric estimators also rely on propensity score based covariate 
adjustments, like, for example, the instrumental variable estimator proposed by Frölich (2007) 
and semi-parametric versions of the difference-in-difference estimator (e.g., Abadie, 2005, 
Blundell, Meghir, Costas Dias, and van Reenen, 2004, Lechner, 2010a). 
2.2  General structure of the estimators considered 
As discussed by Smith and Todd (2005), Busso, DiNardo, and McCrary (2009a) and 
Angrist and Pischke (2009) among many others, all estimators adjusting for covariates can be 
understood as different methods that weight the observed outcomes using weights, .  ˆi w
10
11 1 10
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dw −  (1) 
N  denotes the sample size of an i.i.d. sample and   is the size of the treated subsample. 
Reweighting is required to make the non-treated comparable to the treated in terms of the 
1 N
 
is symmetric to the problem we consider (just recode D as 1-D) and thus not interesting in its own right. The ATE is 
obtained as a weighted average of the ATET and the ATENT, where the weight for the ATET is the share of treated and 
the weight of ATENT is one minus this share. We conjecture that having a good estimate of the components of the ATE 
will lead to a good estimate of the ATE.  
7 propensity score. See for example the afore-mentioned references for formulas of the weight-
ing functions implied by various estimators. In almost all cases we will set   for the 
treated, i.e. we estimate the mean outcome under treatment for the treated by the sample mean 
of the outcomes in the treated subsample. Therefore, the different estimators discussed below 
represent different ways to estimate 
ˆ 1 i w =
[(| , 0 ) | 1 ] EEY XD D = = . Following Busso, DiNardo, 
and McCrary (2009a), we normalize the weights of all semi-parametric estimators such that 
1 0
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Next, we will briefly introduce the estimators considered in this study, namely inverse 
probability weighting, direct matching, kernel matching, linear and non-linear regressions as 
well as combinations of direct matching and inverse probability weighting with regression. 
All of these estimators, or at least similar versions of them, have been applied in empirical 
studies,
9 which is the motivation to analyse them in this paper. 
2.3  Inverse probability weighting 
As already mentioned, the idea of inverse-probability-of-selection weighting (hence-
forth abbreviated as IPW) goes back to Horvitz and Thompson (1952). IPW attains the semi-
parametric efficiency bound derived by Hahn (1998) when using the estimated propensity 
score based on the correct parametric model.
10  
                                                      
9   For inverse probability weighting see DiNardo, Fortin, and Lemieux (1996), for one-to-one matching Rosenbaum and 
Rubin (1983), for kernel matching see Heckman, Ichimura, and Todd (1998), for caliper matching see Dehejia and Wahba 
(1999), and for double-robust estimation see Robins, Mark, and Newey (1992). Of course, many more studies than those 
mentioned as (early) examples use these estimators in various applications. 
10  Hirano, Imbens, and Ridder (2003) also prove that the efficiency bound is reached when the propensity score is estimated 
non-parametrically by a particular series estimator. The results by Newey (1984) on two-step GMM estimators imply that 
IPW estimators based on a parametric propensity score are consistent and asymptotically normally distributed (under 
standard regularity conditions). 
8 Several IPW estimators for the ATET have recently been analysed by Busso, DiNardo 
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− ∑  ensures that the weights add up to one. This estimator 
directly reweights the non-treated outcomes to control for differences in the propensity scores 
between treated and non-treated observations. It is the estimator recommended by Busso, 
DiNardo, and McCrary (2009a). 
Although this estimator is attractive from a computational as well as from an asymp-
totic efficiency point of view, there is also evidence that this or related IPW estimators may be 
sensitive to large values of  ˆ() p x  that might lead to fat tails in its distribution (see, for exam-
ple, Frölich, 2004, as well as the discussion in Busso, DiNardo, and McCrary, 2009b). 
Furthermore, as this estimator exploits the propensity score directly, there is a potential con-
cern that it might be more sensitive to small misspecifications of the propensity score than 
other estimators that do not exploit the actual value of the propensity score, but compare 
treated and controls with same value of the score, whatever that value is (e.g., Huber, 2010). 
2.4  Direct matching 
Pair or one-to-one matching is considered to be the prototype of a matching estimator 
(with replacement)
11. The pair matching estimator (PM) is defined as:  
                                                      
11   'With replacement' means that a control variable can be used many times as match, whereas in estimators 'without 
replacement' it is used once. Since the latter principle works only when there are many more controls than treated, it is 
rarely used in econometrics and will be omitted from this study in which we consider treatment shares of up to 90%. For 
9 ()
1: 0 1
1 ˆ ˆˆ (1 ) 1 min ( ) ( )
j
N
PM i i i j i j
ij d
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1( ) ⋅  denotes the indicator function, which is one if its argument is true and zero otherwise. 
This estimator is not efficient, as only one non-treated observation is matched to each treated 
observation, independent of the sample size. All other control observations obtain a weight of 
zero even if they are very similar to the observations with positive weight.  
Despite its inefficiency, PM also has its merits. Firstly, using only the closest 
neighbour should reduce bias (at the expense of additional variance). Secondly, PM is likely 
to be more robust to propensity score misspecification than IPW as it remains consistent even 
if the misspecified propensity score model is a monotone transformation of the true model 
(see the simulation results in Drake, 1993, Zhao, 2008, Millimet and Tchernis, 2009, and 
Huber, 2010, suggesting some robustness of matching to over- and under-fitting of the 
propensity score).  
A direct extension of PM is the 1:M propensity score matching estimator which, in-
stead of using just one control, uses several controls. Thus, increasing M increases the preci-
sion but also the bias of the estimator. This class of estimators has been analysed by Abadie 
and Imbens (2009) for the ATE and has been found to be consistent and asymptotically nor-
mal for a given value of M. Yet, it appears that there do not exist any results on how to opti-
mally choose M in a data dependent way. Thus, we focus on 1:1 matching, which is the most 
frequently used variant in this class of estimators. 
                                                                                                                                                                      
matching without replacement, many more matching algorithms appeared in the literature that differ on how to use the 
scarce pool of good controls optimally (as they can only be used once). See, for example, Augurzky and Kluve (2007) for 
some discussion of these issues. 
10 The third class of direct matching estimators considered is the one-to-many calliper 
matching algorithm as, for example, discussed by Rosenbaum and Rubin (1985) and used by 
Dehejia and Wahba (1999, 2002). Calliper or radius matching uses all comparison observa-
tions within a predefined distance around the propensity score of the respective treated. This 
allows for higher precision than fixed nearest neighbour matching in regions of the χ -space 
in which many similar comparison observations are available. Also, it may lead to a smaller 
bias in regions where similar controls are sparse. In other words, instead of fixing M globally, 
M is determined in the local neighbourhood of each treated observation. 
There are further matching estimators evaluated in the literature. For example, Rubin 
(1979) suggested combining PM with (parametric) regression adjustment to take into account 
the fact that treated and controls with exactly the same propensity score are usually very rare 
or non-existent.
12 This idea has been taken up again by Abadie and Imbens (2006) who show 
that for a 1:M matching estimator (directly on X) nonparametric regression can be used to 
remove the bias from the asymptotic distribution that may occur when X is more than one-
dimensional.  
An additional suggestion to improve naïve propensity score matching estimators is to 
use a distance metric that not only includes the propensity score, but in addition those covari-
ates that are particularly good predictors of the outcome (in addition to the treatment). Since 
this distance metric has many components, usually a Mahalanobis distance is used to compute 
the distance between the treated and the controls (again, see the discussion in Rosenbaum and 
Rubin, 1985). The simulation results obtained by Zhao (2004) suggest that this idea works.  
                                                      
12  This idea has been applied by Lechner (1999, 2000) in a programme evaluation study. 
11 The estimator proposed by Lechner, Miquel, and Wunsch (2010) and used in several 
applications by these authors,
13 combines the features of calliper matching with additional 
predictors and linear or nonlinear regression adjustment. After the first step of distance-
weighted calliper matching with predictors, this estimator uses the weights obtained from 
matching in a weighted linear or non-linear regression in order to remove any bias due to 
mismatches. The matching protocol of this estimator is shown in Appendix A.  
2.5  Kernel matching 
Propensity score kernel matching is based on the idea of consistently estimating the 
regression function  ˆ [| 0 ,() ]:() EY D pX m ρ ρ == =   with the control observations and then 
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where    denotes the nonparametrically estimated conditional expectation function. 
Heckman, Ichimura, and Todd (1998) are early examples for an analysis of the type of kernel 
regression estimators that could achieve Hahn's (1998) semiparametric efficiency bound if the 
covariates were used directly instead of the propensity score (see also Imbens, Newey, and 
Ridder, 2006). Due to the curse-of-dimensionality problem, the latter is of course not feasible 
in a typical application. 
ˆ () m ⋅
Considering a continuous outcome, Frölich (2004) investigated several kernel match-
ing estimators and found the estimator that is based on ridge regressions to have the best finite 
                                                      
13   See Wunsch and Lechner (2008), Lechner (2009), Lechner and Wunsch (2009a, b), Behncke, Frölich, and Lechner 
(2010a,b), and Huber, Lechner, and Wunsch (2010). 
12 sample properties. Ridge regression may be considered as an extension to local linear kernel 
regression. The latter is superior to the local constant kernel estimator in terms of boundary 
bias (which is the same as in the interior, see Fan, 1992), but is prone to variance problems 
entailing rugged regression curves when data are sparse or clustered (see Seifert and Gasser, 
1996). Therefore, a ridge term is added to the estimator's denominator to avoid division by 
values close to zero. The details of the estimator used in the simulation (including the choice 
of the bandwidth) can be found in Appendix A.2. As we also consider a binary outcome vari-
able (see Section 3.2.3), we apply (in addition to ridge regression) kernel matching based on 
local logit regression as used in Frölich (2007). Note that the latter does not include a ridge 
term, which is not necessary because of the finite support of the expectation of the outcome 
variable (even under very large coefficients) due to the logit link function. 
2.6  Parametric models  
The parametric estimators used here are similar to kernel matching estimators with 
two exceptions. The first difference is that we use a parametric specification for the condi-
tional expectation function  , as a probit or linear model. The second difference is that 
instead of using the propensity score as regressor, we use the covariates that enter the propen-
sity score directly in a linear index specification, as it is done in typical applications.
( ) m ⋅
14 This 
approach may be regarded as unusually flexible (given how regressions are used in many 
applications) in that estimation only takes place in the non-treated subsample.
15 However, 
specifying a joint model for the treated and controls that just includes a treatment dummy is 
13 
                                                      
14  Using the propensity score as regressor is less attractive in a parametric setting compared to kernel matching, because in 
parametric regressions functional forms play a crucial role, and the propensity score is obviously not an attractive choice. 
Furthermore, the curse of dimensionality problem is less relevant in parametric regressions. 
15  We also consider a specification that uses a regression model for the treated, too. However, as the results are almost 
identical, we do not consider this case explicitly. unnecessarily restrictive. I.e., it can lead to large biases and, thus, is not competitive with the 
more flexible semiparametric models consider in this paper. 
We also combine IPW with parametric linear and non-linear regression, an approach 
that has been termed as double-robust regression (DR) in the (epidemiologic) literature. DR 
estimation follows in two steps. First, we run weighted regressions of Y on  in the pool of 
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This estimator possesses the double robustness property as it remains consistent if ei-
ther the model for the propensity score or the regression model, or both, are correctly speci-
fied. However, the estimator is not necessarily efficient if misspecification appears in one of 
the models.
16  
                                                      
16  Robins, Rotnitzky and Zhao (1994) and Robins and Rotnitzky (1995) show that DR is semi-parametrically efficient if 
both model components are correctly specified (see also the discussions in Robins, Mark, and Newey, 1992, Scharfstein, 
Rotnitzky, and Robins, 1999, Hirano and Imbens, 2001, Lunceford and Davidian, 2004, Bang and Robins, 2005, and 
Wooldridge, 2007, as well as the introduction into these methods by Glynn and Quinn, 2010). 
14 15 
                                                     
3  The simulation design 
3.1  Basic idea 
A typical Monte Carlo study specifies the data generation process of all relevant ran-
dom variables and then conducts estimation and inference from samples that are generated by 
independent draws from those random variables based on pseudo-random number generators. 
The advantage of such a design is that all dimensions of the true data generating process 
(DGP) are known and can be used for a thorough comparison with the estimates obtained 
from the simulations. However, the disadvantage is that all DGPs are usually not closely 
linked to real applications in terms of the number and types of variables used for covariates 
and outcomes. Furthermore, the outcome and selection processes are also quite arbitrary 
(irrespective of the fact that the respective papers usually claim that their design reflects the 
key features of the applications they have in mind).
17 In that it is reported in the literature that 
the small sample behaviour of some of the estimators appears to be design dependent, we pro-
pose an alternative method that we call Empirical Monte Carlo Study (EMCS) from now on.  
The idea of the EMCS is to base the DGP not entirely on relations specified by the re-
searcher, but to exploit real data instead as much as possible, e.g. to use observed outcomes 
and covariates instead of simulated ones as well as an observed selection process. Of course, 
this approach has its limits as the researcher still requires the ability to control some key 
parameters, such as, for example, the share of the treated or the sample size, to allow for some 
generalizations. Furthermore, the data must be very large to be able to treat the sample as 
coming from an infinite population and it has to be relevant for the estimators under investiga-
 
17  All Monte Carlo studies mentioned here suffer from this problem. They are also more restrictive on many other, usually 
computationally expensive dimensions, like the types of estimators, the sample sizes, and the number of the covariates 
considered. 16 
tion. That is, it should be a typical data set in a field where the methods under investigation 
are commonly applied.  
Since the estimators we consider are heavily used for the evaluation of active labour 
market programmes for unemployment based on (typically European) administrative data, we 
choose a large German administrative data set as our population. Our EMCS basically con-
sists of three steps: First, we estimate the propensity score in the 'population' and use it as the 
true propensity score for the simulations. Second, we draw a sample of control observations, 
simulate a (placebo-) treatment for this draw, and estimate the effects with the different 
estimators for this sample. By definition, the true effect of this treatment is zero. Third, we 
repeat step 2 many times to evaluate the performance of the estimators. 
In other contexts related ideas appeared in the literature. For example Bertrand, Duflo, 
and Mullainathan (2004) use so-called placebo-laws (i.e. artificial law changes that never hap-
pened in the real world) to investigate inference procedures for difference-in-difference 
estimators. Diamond and Sekhon (2008) use a data generating process that tries to closely 
mimic the LaLonde (1986) National Supported Work (NSW) data to investigate the feature of 
a new class of matching estimators. Lee and Whang (2009) draw samples from the NSW data 
to study the performance of tests for zero treatment effects. Finally, Khwaja, Salm, and Trog-
don (2010) use simulated data coming from a structural model to evaluate the performance of 
treatment effect estimators. 
Our EMCS approach is also closely related to the literature with regard to 'checking' 
the properties of estimators based on how capable they are of reproducing the results of an 
experimental control group (although in this case the true effect is not known but only esti-
mated and contains sampling error), see for example LaLonde (1986), Heckman, Ichimura, 
Smith, Todd (1998), Dehejia and Wahba (1999, 2002), Smith and Todd (2005), Dehejia 
(2005), Zhao (2006), Flores and Mitnik (2009), and Jacob, Ludwig, and Smith (2009). There 17 
                                                     
are at least two important advantages of the EMCS compared to this approach if used for 
comparing estimators based on the same identifying assumptions. Firstly, in that EMCS 
repeatedly draws subsamples from the population, it allows the distribution of the estimators 
to be recovered. In contrast, a comparison of one (noisy) experimental estimate with one 
(noisy) alternative estimate will at best give some (noisy) idea of the bias and cannot reveal 
anything about other aspects of the distribution of the estimators. Secondly, using EMCS it is 
possible to vary a couple of parameters of the DGP, in particular the selection process, and 
check how the performance of the estimators changes accordingly. 
3.2  The population 
In the next subsections we present the details of how EMCS is implemented. We begin 
by describing the properties of the 'population' on which all our simulations are based. 
3.2.1  Data 
The data comprise a 2% random sample drawn of all German employees subject to so-
cial insurance.
18 They cover the period 1990-2006 and combine information from different 
administrative sources: (1) records provided by employers to the social insurance agency for 
each employee (1990-2006), (2) unemployment insurance records (1990-2006), (3) the pro-
gramme participation register of the Public Employment Service (PES, 2000-2006) as well as 
(4) the jobseeker register of the PES (2000-2006). Finally, a variety of regional information 
has been matched to the data using the official codes of the 439 German districts. It contains 
migration and commuting streams, average earnings, unemployment rate, long-term 
unemployment, welfare dependency rates, urbanisation codes, industry structure and public 
transport facilities. 
 
18  This covers 85% of the German workforce. It excludes the self-employed as well as civil servants.  18 
                                                     
For each individual the data comprise all aspects of their employment, earnings and UI 
history since 1990 including the beginning and end date of each spell, type of employment 
(full/part-time, high/low-skilled), occupation, earnings, type and amount of UI benefit, 
remaining UI claim. Moreover, they cover all spells of participation in the major German la-
bour market programmes from 2000 onward with exact beginning, end and type of pro-
gramme as well as the planned end date for the training programmes. The jobseeker register 
contains a wealth of individual characteristics, including date of birth, gender, educational 
attainment, and marital status, number of children, age of youngest child, nationality, profes-
sion, the presence of health impairments and disability status. With respect to job search the 
data contain the type of job looked for (full/part-time, high/low-skilled, occupation), whether 
the jobseeker is fully mobile within Germany and whether she has health impairments that 
affect employability.  
This data was the basis of several evaluation studies thus far
19 and is fairly typical for 
the administrative data bases that are available in several European countries to evaluate the 
effects of active labour market policies. 
3.2.2  Sample selection and treatment definition 
In that we are interested in evaluating typical labour market programmes in a 
representative industrialized economy we exclude East Germany and Berlin from the analysis 
since they are still affected by the aftermath of Reunification. We start from a sample that 
covers all entries into unemployment in the period 2000-2003. Then, we exclude unemploy-
ment entries in January-March 2000 because with programme information starting only in 
January 2000 we want to make sure that we do not accidentally classify entries from employ-
 
19  See Hujer, Caliendo, and Thomsen (2004), Hujer, Thomsen, and Zeiss (2006), Caliendo, Hujer, and Thomsen (2006, 
2008a,b), Wunsch and Lechner (2008), Lechner and Wunsch (2009a), and Hujer and Thomsen (2010). 19 
ment programmes (which we would consider as unemployed) as entries from unsubsidized 
employment because the accompanying programme spell is missing. Entries after 2003 are 
not considered in order to ensure that we have at least three years after starting unemployment 
to observe the outcomes.  
We further restrict the analysis to the prime-age population aged 20-59 in order to 
avoid having to model educational choices or (early) retirement decisions. To make our sam-
ple homogeneous we also require that individuals were not unemployed or in any type of la-
bour market programme (including subsidized employment) in the last 12 months before 
becoming unemployed. Finally, we exclude the very few cases whose last employment was 
any non-standard form of employment such as internships.  
As in Lechner, Miquel and Wunsch (2010) and Lechner and Wunsch (2009b) we de-
fine participants (treated) as all of those individuals in our sample who start training courses 
that provide job-related vocational classroom training within the first 12 months of unemploy-
ment. The non-treated are those who did not participate in any programme of the active labour 
market policy whatsoever in the same period. There are 3'266 treated and 114'349 controls. 
3.2.3  Descriptive statistics 
The upper part of Table 3.1 presents descriptive statistics for the two outcome vari-
ables we considered:  average monthly earnings over the 3 years after entering unemploy-
ment, and an indicator whether there has been some employment in that period. This choice 
has been made to evaluate the estimators' performance with both a variable with only two 
support points and a semi-continuous variable (50% zeros). Furthermore, the table contains 
the descriptive statistics for the 38 confounders that are taken into consideration in the selec-
tion equation. Among those are also eight interaction terms, which will be used later on to 
judge the robustness of the estimators with respect to functional misspecification of the 
propensity score. Table 3.1: Descriptive statistics of the 'population' 





  mean std. mean std.  in  % coef.  std.  error 
Employed  .63 0.56 .48 0.50  9  -  - 
Earnings in EUR  1193  1041  1115  1152  9  -  - 
Constant  term  - - - -  -  -4.90  .22 
Age / 10  3.6  3.5  .84  1.1  8  1.60  .11 
… squared / 1000  1.4  1.4  .63  .85  3  2.01  -.13 
    20 - 25 years old  .21  binary  .41    22  .19  .04 
Women  .57 .46 .50 .50  15  -1.16  .24 
Not  German  .11 binary .31    16  -.13 .03 
Secondary  degree  .32 binary .47    15  .21  .02 
University entrance qualification  .29  binary  .45    15  .19  .02 
No vocational degree  .18  binary  .39    26  -.07  .03 
At least one child in household  .42  binary  .49    22  -.04  .03 
Last occupation: Non-skilled worker  .14  binary  .35    13  .07  .03 
Last occupation: Salaried worker  .40  binary  .49    29  .33  .03 
Last occupation: Part time  .22  binary  .42    12  .36  .05 
UI benefits: 0  .33  binary  .47    16  -.14  .02 
                   > 650 EUR per month  .26  binary  .44    7  .13  .03 
Last 10 years before UE:   















              share unemployed  .06  .05  .11  .11  1  -.55  .10 
              share in programme  .01  .01  .04  .03  9  1.12  .25 
Last year before UE: share minor empl.  .07  .03  .23  .14  15  -.21  .17 
       share part time  .16  .11  .33  .29  10  -.22  .05 
       share out-of-the labour force (OLF)  .28  .37  .40  .44  14  -.30  .04 
Entering UE in 2000  .26  binary  .44    13  .29  .02 
                        2001  .29  binary  .46    5  .18  .02 
                        2003  .20  binary  .40    12  .004  .03 
Share of population close to big city  .76  .73  .35  .37  6  .09  .02 
Health  restrictions  .09 binary .29    13  -.15 .03 
Never out of labour force  .14  binary  .34    6  .12  .03 
Part time in last 10 years  .35  binary  .48    9  -.12  .03 
Never  employed  .11 binary .31    17  -.27 .05 
Duration of last employment > 1 year  .41  binary  .49    4  -.13  .02 
Average earnings last 10 years when 















Women x age / 10  2.1  1.7  1.9  1.9  17  .57  .13 
    x squared / 1000  .83  .64  .85  .90  15  -.57  .17 
    x no vocational degree  .09  binary  .28    15  -.23  .04 
    x at least one child in household  .32  binary  .47    25  .17  .04 
    x share minor employment last year  .06  .02  .22  .13  16  .71  .18 
    x share OLF last year  .19  .18  .36  .35  3  .22  .05 
    x average earnings last 10 y. if empl.  .26  .19  .34  .30  16  -.23  .06 
    x entering UE in 2003  .10  binary  .30    6  -.14  .04 
ˆ
i x β   -1.7 .42 -2.1 .42  68  -  - 
ˆ () i x β Φ   .06 .03 .05 .03  59  -  - 
Number of obs., Pseudo-R2 in %  3266    114349      3.6   
Note:   'binary': indicates a binary variable (where the standard deviation can be directly deduced from the mean).  ˆ β  
denotes the estimated probit coefficients and  () a Φ  is the cumulative distribution function of the standard normal 
distribution evaluate at a. Pseudo-R2 is the so-called Efron's R2 ( [] () 11 1 ˆ 1( )
NN N
ii i /
ii i dp x d N
== =
⎡⎤ −− − ⎣⎦ ∑∑i d ∑ ). 
The Standardized Difference is defined as the difference of means normalized by the square root of the sum of 
estimated variances of the particular variables in both subsamples (see e.g. Imbens and Wooldridge, 2009, p. 24). 
20 21 
                                                     
Table 3.1 also contains the normalized differences between treated and controls as 
well as the coefficients for the respective covariates in the estimation of the true propensity 
score to describe selectivity. Both results suggest that there is a substantial amount of selectiv-
ity that is, however, not captured by a single variable, but by several variables. This view is 
also confirmed by considering the last two lines of this table which display the normalized 
differences for the estimated propensity score as well as its linear index. Not surprisingly, 
those summary measures show much higher selectivity than the single variables, despite the 
low pseudo-R
2 of about 4%, which is, however, in the range common to such studies.
 20 
3.3  The simulations in detail 
After having estimated the propensity in the full population (see Table 3.1), the treated 
are discarded and no longer play a role in the following simulations. The next step is to draw 
the individual random sample of size N  from the population of non-treated (independent 
draws with replacement). For the sample sizes we choose 300, 1'200, and 4'800. The motiva-
tion for the smallest sample size is that semiparametric methods are not expected to perform 
well (and rarely used in applications) for much smaller samples.
21 The choice of the largest 
sample size on the other hand is heavily influenced by the computational burden it creates, 
because several of the estimators used are computationally expensive.
22 Furthermore, the larg-
est sample should be small compared to our population of 114'349 controls. If an estimator 
does not perform well with this comparatively large sample (much larger than in other Monte 
 
20  Table B.1 in Appendix B.1 shows the results of a probit and tobit regression using, respectively, employment and earnings 
as dependent variables and the covariates as independent variables to confirm that the latter do not only determine 
selection but also significantly explain the outcomes such that confounding takes place. 
21  Note that the simulations in Busso, DiNardo, and McCrary (2009a,b) are based on sample sizes of 100 and 500, which is 
of course much more convenient with respect to computational burden. However, with the number of covariates usually 
found in applications using matching estimators, it is very difficult if not impossible to estimate the propensity score with 
100 observations with some precision. 
22  Computation for one specification with the large sample size can take up to 3 weeks on a standard PC of 2010 vintage. Carlo studies), a researcher planning to use this estimator might be worried anyway even if a 
larger sample would be available (as is the case in several recent labour market evaluations). 
One the other hand, if an estimator performs well for this sample size, i.e. is close to its 
asymptotic distribution, we expect it to perform similarly or even better for larger sample 
sizes. As all estimators are  N −convergent, increasing sample sizes by a factor of four 
should reduce the standard error by 50% (in large samples). Thus, this choice facilitates the 
check whether the estimators attain this asymptotic convergence rate already in the finite sam-
ples. 
Having drawn the sample, the next step consists of simulating treated observations in 
this sample. We base this simulation step on the propensity score that has been estimated in 
the population and can be computed for each individual as  ˆ ˆ () ( ) ii i p xx β =Φ , where   de-
notes the cumulative distribution function of the standard normal distribution, 
() Φ⋅
i x  is the ob-
served covariate value of observation i (including the constant), and  ˆ β   are the estimated 
parameters. Our baseline specification is (almost) based on using   for the simulation of 
the treatment.
ˆ () ii px
23  
However, there are at least two dimensions we want to influence because of their 
important heterogeneity in applications. First of all, the shares of treated observations are 
10%, 50%, and 90%. The smallest share is much smaller than those usually found in Monte 
Carlo studies, but is chosen because small shares of treated frequently occur in applications.
24 
The largest share, on the other hand, mimics the situation when the role of treated and con-
                                                      
23  The pseudo random number generator used in all simulations is the one implemented in Gauss 9.0. 
24  Even our smallest share used in the simulations is larger than the share of treated observed in our population, which is just 
3%. However, using 3% instead of 10% would have required a further increase in sample sizes and would have put too 
much additional demand on computation time. 
22 trols is reversed as in the estimation of the average treatment effect on the non-treated. The 
second dimension that varies considerably among applications and may also have a great im-
pact on the relative performance of the estimators is the magnitude of the selection, for exam-
ple measured in terms of the pseudo-R
2 of the propensity score or its normalized difference 
(see Table 3.2). We consider (i) the benchmark case of random assignment, (ii) selection that 
corresponds roughly to the one in our 'population' and (iii) a case of very strong selection.  
The resulting scenarios are implemented based on the following equation: 
{ } ˆ 1( 0), (0,1), 0,1, 2.5 , ii i i dx u u N λβα λ =+ + > ∈ ∼  
where   denotes a standard normally distributed i.i.d. random number,  i u λ is a parameter with 
three different values that determine the magnitude of selection, and the parameter α  is cho-
sen such that the expected number of treated equals 10%, 50%, or 90%, respectively.
25 Table 
3.2 summarizes the 21 scenarios that are used in the EMCS and also gives summary statistics 
about the amount of selection implied by each scenario.
26  
Note that this simulation routine always ensures common support, at least in expecta-
tion, because the treatment probability given the covariates never exceeds 90%. In addition, 
note that it is not possible to combine the small sample with the extreme shares of partici-
pants. This would frequently include the case that the number of covariates exceeded the 
treated or non-treated observations thus, posing numerical problems on the estimation of the 
                                                      
25  Note that the simulations are not conditional on D, and thus the share of treated is a random number.  
26  The standardized differences as well as the pseudo-R
2s are based on a re-estimated propensity score in the population with 
simulated treated (114'349 obs.). However, when reassigning controls to act as simulated treated this changes the control 
population. Therefore, this effect, and the fact that the share of treated differ from the original share leads to different 
values of those statistics even in the case that mimics selection in the original population. 
23 24 
propensity score. Thus, in the small sample the unconditional treatment probability is 50%, 
which also makes small sample issues concerning the common support unproblematic. 









probit in % 
Sample size consi-
dered 
Random  10  0  0          1200, 4800 
 50  0 0  300,  1200,  4800 
  90  0  0          1200, 4800 
Observed  10  0.5  6         1200, 4800 
  50 0.4 10  300,  1200,  4800 
  90  0.5  6          1200, 4800 
Strong  10  1.1  27         1200, 4800 
  50 0.8 36  300,  1200,  4800 
  90  0.8  27          1200, 4800 
Note: See note on Table 3.1.  
Since the true effect is always zero, one might worry that our results are specific to the 
case of effect homogeneity which would be of less practical relevance. This is, however, not 
the case as we estimate the average treatment on the treated (ATET). The ATET has two 
components: the expected outcome of the treated under treatment and under no treatment. The 
former is always estimated in the same way, namely as a simple average outcome of the 
treated. We only vary the estimator of the counterfactual non-treatment outcome of the 
treated. Due to using only true non-treated individuals, by construction the true effect in the 
EMCS is zero and homogeneous. Therefore, any kind of effect heterogeneity has to be simu-
lated by changing the outcome of some simulated treated but not that of the non-treated be-
cause otherwise the stable unit treatment value assumption, which is implicit in our frame-
work, would be violated. Consequently, the relative performance of the estimators remains 
unchanged as they only differ in how they estimate the counterfactual no treatment outcome, 
which is by construction unaffected by any kind of simulated effect heterogeneity.  
Another parameter of the EMCS, as in any Monte Carlo study, is the number of 
replications. Ideally, one would choose a number as large as possible to minimize simulation 
noise. Simulation noise depends negatively on the number of replications and positively on 25 
the variance of the estimators. Since the latter is doubled when the sample size is reduced by 
half, and since simulation noise is doubled when the number of replications is reduced by half 
(at least for averages over the i.i.d. simulations), we chose to make the number of replications 
proportional to the sample size. For the smallest sample, we use 16'000 replications, for the 
medium sample 4'000, and for the largest sample 1'000, as the latter is computationally most 
expensive and has the least variability of the results across different simulation samples. 
4  Trimming 
From equation (1) we see that all estimators can be written as the mean outcome of the 
treated minus the weighted outcome of the non-treated observations. By the nature of this 
estimation principle, the weights of the non-treated are not uniform (except in the case of ran-
dom assignment in which they should be very similar even in the smallest sample). They de-
pend on the covariates via the propensity score. If particular values of p(x) are rare among the 
controls and common among the treated, such observations receive a very large weight in all 
estimators. Consider the extreme case that all treated observations have a value of p(x) = 0.99. 
However, there is only one non-treated observation with such a value (and no other 'similar' 
non-treated observations). For most of the estimators this observation will receive a weight of 
one and the remaining non-treated observations a weight of zero. Thus, such estimators have 
an infinite variance because they are based on the mean of only one observation. As the sam-
ple grows, by the definition of the propensity score, there will be more non-treated observa-
tions with p(x) = 0.99 (on average, for every 99 additional treated with p(x) = 0.99, there will 
be one additional control with p(x) = 0.99) and the problem becomes less severe. 
This suggests that the properties of the estimators deteriorate when single observations 
obtain 'too' large weights and start to dominate the estimator (and its variance). Indeed, the 
Monte Carlo simulations strongly suggest that this intuition is correct. However, removing such observations with a (non-normalized) weight larger than a given value (for example de-
fined in terms of p(x)) comes at the cost of incurring potential asymptotic bias, if it does not 
disappear fast enough with increasing sample size.
27 Therefore, we suggest setting all weights 
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. After this step, the remaining weights are normalized 
again. This correction disappears when the sample increases as each sample unit has 
asymptotically no influence on the estimator (at least with discrete covariates). Indeed, such a 
suggestion was already made by Imbens (2004, p. 23) to account for common support prob-
lems. However, note that our trimming rule is not concerned with common support and af-
fects only the non-treated while the treated are left untouched. 
As suggested by the discussion above and in Imbens (2004), trimming is also relevant 
to the common support problem and the 'thin-support' problem recently looked at by Khan 
and Tamer (2009). The key conceptional difference is that support issues are asymptotic prob-
lems. The common support problem has been discussed by many authors (see the surveys by 
Heckman, LaLonde, and Smith, 1999, Imbens, 2004, and Imbens and Wooldridge, 2009). 
Recently, Crump, Hotz, Imbens, and Mitnik (2009) propose to remove treated observations 
with 'extreme' values of the propensity score to improve the precision of the estimator (they 
recommend using only values of p(x) below 0.9). Of course, at the same time this procedure 
increases the bias (or changes the estimated parameter by implicitly changing the reference 
population, which is the same) and that bias will remain asymptotically. There have been 
different proposals in the literature on how to tackle the common support problem, but they 
 
27  When treated observations are removed, the population underlying the definition of the ATET changes. When control 
observations are removed, we may not be able reweight the controls successfully towards the distribution of the covariates 
observed for the treated. 
26 27 
                                                     
all share the feature that they will lead to asymptotic bias,
28 or give up point identification 
(Lechner, 2010b). In contrast, trimming based on our suggestion vanishes as the sample size 
increases such that the estimation is asymptotically unbiased.   
Khan and Tamer (2009) analyse the problems that may appear for estimators adjusting 
for covariate differences if identification requires estimation in regions of the covariate space 
which they call thin-support regions. Such regions could occur, for example, when one of the 
covariates has infinite support. This might result in very large (infinite) weights leading to a 
reduction of the convergence rates together with numerical instability in small samples. Khan 
and Tamer (2009) develop a new inference routine to account for this abnormal behaviour. 
Again, this is essentially an asymptotic problem. In contrast, trimming in our simulation 
merely tackles 'too' large weights in finite samples as there is no asymptotic support problem 
by the definition of the propensity score. 
5  Results 
In this section, we first discuss several issues concerning the implementation of the 
various estimators as well as the trimming rules. After that, the results are discussed, begin-
ning with issues that concern all estimators simultaneously, like the impact of different fea-
tures of the data generating process, the specification of the propensity score and the trim-
ming. Then, we analyse implementational issues that are specific to the particular classes of 
 
28  See the excellent discussion of this issue by Busso, DiNardo, and McCrary (2009a). They use four different trimming 
rules to improve common support in their Monte Carlo study: the method proposed by Dehejia and Wahba (1999), which 
is based on comparing the maximum values of p(x) among the treated and controls; the method proposed by Heckman, 
Ichimura, Smith, and Todd (1998), which is based on requiring a minimum density of p(x); the method brought forward 
by Ho, Imai, King, and Stuart (2007) which defines the common support as the convex hull of p(x) used by pair matching; 
and the proposal by Crump, Hotz, Imbens, and Mitnik (2009) already mentioned. They conclude that none of the 
proposals works in the case of heterogeneous treatment effects. Some of them seem to work for some estimators in the 
case of homogeneous effects. As our trimming rule - in contrast to those rules - concerns only non-treated observations, its 
performance is of course independent of whether there is effect heterogeneity or not. 28 
estimators considered. Finally, we compare the best estimators across the different classes to 
come to an overall conclusion. 
Before discussing the results, two general remarks are in order. Firstly, most of our 
conclusions come from analysing the root mean squared error (RMSE) of the estimators. 
Appendix C contains additional information with respect to the absolute bias and the standard 
deviation of the estimators, which will sometimes be useful to better understand the effect on 
the RMSE. Since there might be a concern that in particular for small samples some of the 
estimators have no moments, we also verified our main results based on the mean absolute 
error. There were no substantial differences.  
The second remark concerns the wealth of information produced by the Monte Carlo 
study. For the employment outcome we have about 5700 data points and for the earnings out-
come about 3700 data points for each measure of estimator quality we consider. Thus, we 
have to summarise this information. In the first parts of this section, we do so by using linear 
regression analysis in which the features of the DGPs, the propensity score specifications, and 
the outcome variables used are coded as covariates (partially interacted). Due to the large ex-
pected heterogeneity and non-linearity, this analysis is conducted within strata defined by the 
sample size and class of estimator.  
5.1  Implementation of estimators 
While Section 2 contains the general principles underlying the different classes of 
estimators, we present the details for the particular versions of the estimators as implemented 
in the simulations in this section as well as in Appendix A. 
5.1.1  All estimators 
All estimators are based (i) on a correctly specified model for the propensity score and 
(ii) on a functionally misspecified model where all eight interaction terms and the two terms 29 
                                                     
capturing non-linearities in age are omitted from the estimation. This is most likely a 
misspecification that frequently occurs in applications and some robustness in that direction is 
desirable. This specification problem is relevant as the variables are jointly highly significant 
in the propensity score as well as in the outcome equations based on Wald-statistics (see Ta-
ble B.2 in Appendix B.2).  
The same trimming rule is used for all estimators by setting t to 4%, 5%, and 6% (and 
100% for the untrimmed case). This trimming rule is directly based on the propensity score, 
i.e. the weight that is used in the IPW estimator.
29 The main reason is computational speed, as 
estimator-specific rules would require additional computational steps in a simulation study 
that is already computationally extremely expensive. A further motivation is that this rule is 
very easy to implement in applications and that the weights used by the other (consistent) 
estimators should be at least asymptotically similar to the IPW weights. 
5.1.2  Inverse probability weighting 
The estimator described in Section 2 is directly implemented. It is the version that also 
performed well in Busso, DiNardo, and McCrary (2009a,b). 
5.1.3  Direct matching 
We consider the following types of propensity score matching estimators: Pair-match-
ing, radius matching and radius matching with linear and non-linear post- matching regres-
sions. Before looking at these estimators in turn, let us discuss other features that have been 
varied but are common to all estimators: (i) To measure the distance between observations we 
consider the propensity score as well as its linear index (this monotone transformation may 
matter at the boundary of the propensity score where the c.d.f. is highly non-linear); (ii) We 
 
29  The rule is only applied once and not iteratively. 30 
also use matching estimators that use a Mahalanobis matching framework in which the 
propensity score or its linear index is supplemented by two covariates, namely the indicator 
variable for being female, and average earnings in the 10 years before becoming unemployed. 
Both are good predictors of post-training earnings and employment as well as programme 
participation (they are jointly significant in the participation and both outcome equations 
based on Wald tests; see Table B.2 in Appendix B.2). 
Radius matching requires defining a radius, or calliper size, in terms of the distance 
between treated and non-treated. Since no well established algorithm exists, we follow 
Lechner, Miquel and Wunsch (2010) who suggest defining the calliper size in terms of the 
largest distance calculated from pair-matching. Here, we use half that distance, as well as 1.5 
and three times that distance. If a calliper is empty, which may happen only in the first case, 
the nearest neighbour is chosen. When computing the local mean of the outcome variables in 
a calliper, the observations within the calliper are weighted proportionally to the inverse of 
their distance to the respective treated they are matched to. 
Finally, radius matching is combined with linear regression (both outcomes) or logit 
regression (employment only) to remove bias due to mismatch as explained above. See 
Appendix A.1 for all details. In total we consider 48 matching estimators for employment and 
32 matching estimators for earnings. 
The final remark concerns the use of matching estimators: to foster computational effi-
ciency in a very demanding simulation exercise (in particular under the large sample size), we 
remove some variants that are clearly dominated by similar ones. To be specific, we discard 
all radius matching estimators matching only on the propensity score or its linear index, 
respectively, as they are always dominated by the Mahalanobis distance-based versions which 
additionally include the two covariates. 31 
5.1.4  Kernel matching 
The details on ridge regression matching are presented in Appendix A.2. The main 
feature we vary is the bandwidth. Starting with the value suggested by least squares cross-
validation, we also take one third of and three times that value. Furthermore, we use a 
Silverman (1986) type rule of thumb for the Epanechnikov kernel. The reason for considering 
different values of the bandwidth is that, intuitively, as the cross-validation bandwidth is 
optimal for the regression curve but not for the average of it that enters the ATET, one would 
expect that some undersmoothing is optimal (although this turns out rarely to be the case in 
the simulation). In addition, it is interesting to see the sensitivity of the estimator with respect 
to the important bandwidth choice decision. Furthermore, for the binary outcome an estimator 
based on a local logit instead of a local linear specification is also used. In total we have eight 
estimators for the binary outcome and four estimators for the semi-continuous outcome. 
5.1.5  Parametric models 
The parametric models generally consist of two versions: one that is applied just to the 
non-treated (whereas for the treated, simply their sample average outcome is computed), and 
another one that also includes a separate parametric model for the treated. As expected, both 
versions lead to almost identical results.  
We consider several model choices. Firstly, a linear regression model is used for both 
the binary and the semi-continuous outcome variable even though this constitutes a 
misspecification in both cases (due to bounded theoretical support and truncation at zero, 
respectively). Therefore, we also use a Tobit model in its control function form (i.e., the 
heckit model, see Heckman, 1976) for earnings, as well as a probit model for the binary 
employment outcome. In total we use 6 estimators for employment and 7 estimators for earn-ings (two versions of OLS, probit or heckit, respectively, and DR estimation based on probit 
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5.2  Results for features that concern all estimators 
Table 5.1 (employment) and Table 5.2 (earnings) contain the regression results for the 
root mean squared error, whereas the results for the bias and the standard deviation are rele-
gated to Appendix C.2 (Tables C.2 and C.3 for employment and Tables C.4 and C.5 for earn-
ings). 
31 
5.2.1  Strength of selection and share of treated 
The upper panels of those tables contain indicator variables for the magnitude of the 
selection and the share of the treated (the medium cases being the references).
32 We find that 
the RMSE increases in the strength of selection and the sources appear to be both the bias and 
the precision of the estimators. When looking at the 10% and 50% shares of treated, this result 
is mainly driven by precision, while the impact of the strength of selection on the bias in-
creases when the number of control observations is reduced.  
Considering the influence of the share of the treated, the results are again clear-cut: a 
balanced sample leads to the lowest RMSE. In particular for the sample with very few control 
observations, there is a significant small sample bias for all types of estimators. 
                                                      
30  Since heckit turned out to be very unstable for the smaller samples, DR with OLS was included for earnings as well, 
although it is a misspecification for the semi-continuous outcome. For the latter reason DR based on OLS was not used for 
the binary outcome, for which DR with probit works fine. 
31  Furthermore, Tables C.6 and C.7 in Appendix C.3 contain similar results for the subset of estimators that are analysed in 
detail in Tables 5.3 to 5.5 below. This subset excludes estimators that can be seen as extreme and therefore might be 
expected to give more reliable results. However, these results seem generally in accordance with the results obtained from 
the tables in the main part of the text. 
32  Some of estimators based on the parametric models are highly unstable for the earnings outcome under the small and 
intermediate sample sizes. We do not report the regressions in this case. 
32 33 
5.2.2  Functional misspecification of the propensity score 
A misspecification of the propensity score leads to an increase of the bias (at least for 
the larger samples) and to a reduction of the variance (probably because the misspecified 
propensity score depends on fewer variables and may thus be more precisely estimated) of the 
estimators. Considering the joint impact on the RMSE, we find that in the smallest sample the 
gain in precision due to the misspecification dominates, while in the largest sample the bias 
dominates. In the final section, we discuss this issue again to see whether the different estima-
tors are affected differently by this kind of misspecification. 
Table 5.1: Features of the estimators by OLS regression for employment outcome 
Variables (all indicators)  IPW  Kernel  Matching  Parametric 
Sample Size  300 1200  4800  300  1200  4800  300  1200  4800 300 1200  4800 
Constant  7.4 3.6 1.5 7.1 3.2 1.3 7.1 3.7 2.0 7.1 4.0 1.3 
  Features of the data generating process 
Selection: Random  (-1.0) -1.0 (-0.9) -0.8 -0.8 -0.9 -1.0 -0.9 -0.8 -1.0 -1.0 -0.7 
  Observed  0 0 0 0 0 0 0 0 0 0 0 0 
  Strong 3.0 3.3 3.1 2.8 2.9 2.5 2.5 2.7 2.4 2.3 3.1 1.9 
Share treated:   10%  -  (0.9)  (0.2)  - 1.2  0.6 - 1.5  0.6 - 1.8  0.5 
  5 0 %   0 0 0 0 0 0 0 0 0 0 0 0 
  9 0 %   - 3.5  3.5 - 3.2  2.1 - 4.4  2.1 - 4.4  1.7 
  Features of the estimators 
Misspecified p-score  (-0.1) (0.4)  1.3  -0.8  (0.1)  1.1  -0.8 -0.3 0.8 -0.3  (-0.5)  0.9 
No trimming   0 0 0 0 0 0 0 0 0 0 0 0 
Trimming max 6%  -1.3 -0.9  (-0.4)  -0.5 -0.3  (-0.0)  -0.8 -0.9 -0.1 -0.7 -1.3  (-0.1) 
Trimming max 4%  -1.5 (-0.9)  (-0.5) -0.7 -0.3  (-0.1)  -1.0 -0.9 -0.2 -0.9 -1.2  (-0.2) 
Bandwidth: Low      (0.2)  (0.2)  (0.0)        
     Cross validation      0  0  0        
     High      -0.6  (-0.2)  (-0.0)        
     Rule of thumb      (0.3)  (0.1)  (0.0)        
     Local logit      0.9  0.3  (-0.1)        
Nearest neighbour         2.7  1.6  0.2     
Radius matching:   Radius low         0.8  (0.3)  (-0.1)     
         medium         0  0  0     
         large         (-0.0)  (0.1)  (0.1)     
No adjustment         0  0  0     
Regression adjustment         0.7  0.5  -0.9     
Logit adjustment         -0.8  -1.0  (0.1)     
PScore instead of linear index         (0.1)  (0.1)  (0.1)     
Regression for treated             (-0.0)  (0.4)  (0.1) 
Robust            0.4  (-0.5)  (0.1) 
Probit            (-0.0)  (-0.8)  (-0.2) 
 Statistics 
R2 (in %)  85 76 73 74 81 74 73 59 69 88 34  74 
Number of observations  18  54  54  144 432 432 540  1620  1620  108 324  324 
Note:   Dependent variable: RMSE. The two larger samples also contain additional data generating processes. The largest 
sample is based on a reduced number of estimators. All coefficients are in %. Coefficients that are not significant at 
the 5% level (conventional OLS standard errors), appear in brackets. 34 
5.2.3  Trimming 
Before presenting the results of the different estimators for different levels of trim-
ming, it seems worth investigating how many observations are trimmed depending on the fea-
tures of the DGPs and the levels of trimming. The details are provided in Table C.1 in Appen-
dix C. 
Table 5.2: Analysis of features of matching estimators by OLS regression: Earnings (sample 
sizes) 
Variables (all indicators)  IPW  Kernel  Matching  Parametric*) 
Sample Size  300  1200  4800  300  1200  4800  300  1200  4800 300 1200  4800 
Constant  191 96  40 171 82  34 180  103 62 171  113 33 
  Features of the data generating process 
Selection: Random  -36 -34 -27 -32 -29 -27 -36 -39 -30 -34  (-30)  -25 
  Observed  0 0 0 0 0 0 0 0 0 0 0 0 
  Strong 83 81 76 65 73 72 63 69 69 82  144 63 
Share treated:   10%  -  (20)  (2) - 31  13 - 39  12 -  (31)  (8) 
  5 0 %   0 0 0 0 0 0 0 0 0 0 0 0 
  9 0 %   - 84  59 - 73  55 -  103  50 -  174  42 
  Features of the estimators 
Misspecified p-score  (-1)  (11)  29  (-3) 9 23 -9 (3) 32  (-13)  (-40)  33 
No trimming   0 0 0 0 0 0 0 0 0 0 0 0 
Trimming max 6%  -42 -27  (-12)  (-8)  -9  (-2) -24 -26 (-4) -29 -89 (-4) 
Trimming max 4%  -48 -27  (-14)  -15  -9  (-3) -32 -28  -6  -36 -85 (-5) 
Bandwidth: Low      (-7)  (-0)  (3)        
 Cross  validation      0  0  0        
 High      -13  (-4)  (0)        
  Rule of thumb      (2)  (0)  (1)        
Nearest neighbour         56  29  -12     
Radius matching:   Radius low         16  (5)  (-3)     
         medium         0  0  0     
         large         (-1)  (4)  7     
No adjustment         0  0  0     
Regression adjustment         (0)  (-6)  -36     
PScore instead of linear index         (3)  (2)  (-1)     
Regression for treated             (-0)  (1)  (0) 
Robust            37  (29)  (2) 
 Statistics 
R2 (in %)  82 79 71 88 85 73 70 61 72 70 23  76 
Number of observations  18  54  54  72  216 216 360  1080  1080 72  216  216 
Note:   Dependent variable: RMSE. The two larger samples also contain additional data generating processes. The largest 
sample is based on a reduced number of estimators. Coefficients that are not significant at the 5% level (conven-
tional OLS standard errors), appear in brackets. 
*): Heckit estimates are very unstable and therefore excluded from the regressions presented in this table.  
By construction, the number of trimmed observations decreases with an increasing 
level of trimming. However, even for a level of 4%, in the worst case no more than 4.3 
observations are trimmed on average. In all other cases, this number is considerably lower. 35 
Thus, very few observations are trimmed by this trimming rule, but of course these are those 
observations with the largest influence on the final estimate. Although only few observations 
are trimmed, the regressions suggest that moving from no trimming to discarding all observa-
tions with weights larger than 6% leads to a considerable reduction in the RMSE. A trimming 
rule with a lower admissible weight (4%) still decreases the RMSE, but only by a small 
amount. The RMSE reduction is driven by a reduction in the small sample bias and in the 
variance. 
The effects of trimming are very much DGP dependent. Under those features of the 
DGP that entail the largest deletion of observations (strong selection and small share of con-
trols), the effects of trimming seem to be unambiguously positive and large in that both bias 
and variance are reduced. In the other cases (in which trimming really does not change much 
as extreme weights rarely occur), these findings hold only for the smallest sample (if at all). 
We conclude that trimming in the proposed way seems to be very effective in cases where it is 
most needed, while it does not hurt much in the other scenarios. This issue of trimming will 
be taken up again when considering selected single estimators in detail in section 5.4. 
5.3  Estimator-specific issues  
5.3.1  Direct matching 
When comparing nearest neighbour matching to the other direct matching estimators 
we replicate the result frequently found in the literature: although being the least biased for all 
sample sizes nearest neighbour matching is not competitive in terms of RMSE, because of its 
substantially larger variability. Yet, for the largest sample, which has a sample size that was 
not considered in other relevant studies, we obtain a surprising result: as the precision loss 
declines due to the general decrease of the variance with increasing sample size, the bias 
reduction increases in relative terms, such that both effects almost cancel out. Despite this 36 
                                                     
feature, the results later on will show that nearest neighbour matching is still dominated by 
other matching methods. 
Considering the calliper size for radius matching, the findings are again in line with 
our expectations: The smaller the calliper, the larger the variance and the smaller the bias. 
With respect to the post-matching regression adjustment, we observe a similar phenomenon: 
the bias is reduced but the variance increases and the regression adjustments become more 
attractive as the sample gets larger. For the binary outcome the logit adjustment is superior to 
the linear regression adjustment, at least for the smaller samples. 
The results concerning the inclusion of additional covariates in Mahalanobis matching 
are similar in the sense that the variance is reduced and the bias (somewhat) increased. In our 
simulations the gains in precision dominate.
33 Finally, using the linear index instead of the 
propensity score does not have much of an effect at all. 
5.3.2  Kernel matching 
Although the results for the different bandwidths are not really clear-cut, on average 
choosing the largest bandwidth (here, three times of what is suggested by least squares cross-
validation) seems to be the dominant strategy. We will take up that issue again in the next 
section. Concerning the issue whether to use the local logit or local linear regression for the 
binary outcome, the results suggest that local logit performs only slightly better in the larger 
sample, whereas local linear regression dominates over all. In conclusion, this estimator does 
not appear to be sensitive to reasonably chosen smoothing parameters. 
 
33  To save computation time the matching estimators without including additional covariates in a Mahalanobis metric have 
only be computed for the small and medium sized samples. In those simulations they have always been dominated by the 
versions that include the covariates. Therefore, the former are not considered in the tables of this section that are based 
only on estimators computed for all sample sizes. 37 
                                                     
5.3.3  Parametric models 
Among the parametric models, probit and OLS are the preferred choices for the 
employment and earnings outcome, respectively, in terms of the RMSE. It may seem surpris-
ing that OLS is superior to the heckit estimator in the earnings regressions despite censoring 
at zero and that both OLS and probit generally outperform DR procedures. A closer inspec-
tion of the results shows that the disappointing performance of the DR and heckit estimators is 
rooted in their comparably large variances in the small and medium samples. In particular the 
heckit-based DR estimators seem to suffer from numerical instabilities when the number of 
observations is too small as also their 'non-normal' distribution suggests. Therefore, the heckit 
estimator is not considered in the regressions presented in Table 5.2.
34 Even without heckit, 
DR does not appear attractive because of its larger variability compared to standard regression 
(or IPW, see below). Finally, estimating an additional model for the treated as well does not 
change the results in any relevant way. 
5.4  Comparisons across different classes of estimators 
Having compared the different features of the estimators and the DGPs within classes 
of estimators, we now move to comparisons across classes. The aim is to come to a final 
conclusion about which estimator appears to be most suitable for particular applications. 
Therefore, Tables 5.3 and 5.4 present for a selected group of estimators the difference in %-
points of RMSE relative to the best estimator (which is marked 'B' if it is part of the group of 
estimators considered in the table), as well as the bias, the standard deviation, the skewness 
 
34  See also Kang and Schafer (2007) who examine the finite sample behaviour of DR estimators in a missing data context 
using up to 1000 observations. None of the investigated DR methods outperform the simple regression-based prediction of 
the missing values. Therefore, the authors conclude that using two incorrect models in DR estimation is not necessarily 
better than a regression based on just one wrong specification.   38 
                                                     
and the kurtosis. The latter two are included to see whether there is any important deviation 
from normality which may cause problems for inference. 
To be able to present the results in a concise way, we selected estimators that domi-
nated their respective class of estimators. Dominance is judged on the basis of the RMSE and 
is defined in a two-step procedure within the class of estimators (direct matching / IPW / ker-
nel / parametric). First, a minimum requirement is imposed: For each scenario the best estima-
tor is determined and estimators are grouped according to the distance to that estimator (0-
25%, 25%-100%, > 100%). To be considered further, estimators have to be in the best group 
in at least half of the cases and never be in the worst group. Among that group, we choose the 
best estimators in terms of average RMSE.
35 
Among the matching estimators, regression-adjusted radius matching (using linear 
regression for earnings and logit for employment) with additional predictors based on the 
linear index with a large radius is dominant. Even though it is not competitive, we also con-
sider simple pair-matching based on the propensity score, in that it represents a benchmark 
frequently used in practice. Concerning the class of kernel matching estimators, there was no 
clear-cut winner with respect to the bandwidth selection rules. Therefore, we present the 
results for the estimators with the largest and the smallest bandwidth to take a look at the 
sensitivity in greater detail. As local linear regression is (slightly) superior to local logit for 
the employment outcome, all results in the tables refer to the former method. Among the 
parametric methods, the non-weighted OLS and probit estimators are the best, closely fol-
lowed by the probit and OLS DR-versions that are presented as well.  
 
35  Obviously, these criteria are arbitrary, but they insure that estimators perform reasonably in a large group of DGP's and 
specification. The final conclusions are not very sensitive to how the respective groups are formed and which shares are 
exactly imposed. 39 
The comparison across classes starts by taking up the issue of trimming again. Table 
5.3 shows the results without trimming as well as for two different levels of trimming, aver-
aged over all DGPs separately for the correctly and incorrectly specified propensity score. 
The relative RMSEs refer to the best estimator under any trimming rule. 
Table 5.3: Comparison of the properties of the selected estimators: trimming 
 Employment  Earnings 
 IPW  Kernel  Matching  Probit  IPW  Kernel  Matching  OLS 
   high  low  logit  pair  DR  high  low  OLS  pair  DR 
  Propensity score correctly specified 
 Without  trimming 
RelRMSE  39 16 26 16 93 10 28 46 16 35 36  201  62  144 
Bias  0.5 1.0 1.5 0.9 0.3 0.9 0.9 10  29  39  23  5  29  9 
Std.  dev. 5.1 4.1 4.2 4.1 7.1 3.9 4.6 129 93 109  117  178  137  216 
Skew.  0.1  0.0  0.0  0.1  0.2  0.0  0.0 -0.4 0.0 -0.2 -0.4 -0.2 -2.8 -2.8 
Kurtosis  3.4 3.0 3.7 3.0 3.2 3.0 3.2 4.7 3.1 3.6 7.0 3.4 172  174 
  Trimming level 6% 
RelRMSE  11 9 16 9 70 2 10  12 7 22  12  73 3 21 
Bias  0.3 0.7 1.2 0.8 0.2 0.6 0.5  7  21  30  10  4  23  6 
Std.  dev. 4.1 3.9 4.0 3.9 6.2 3.7 4.0 99  90 100 98 153 86 108 
Skew.  0.0 0.0 0.0 0.1 0.2 0.0 0.0 -0.1 0.0 -0.1  -0.3  -0.2 0.0 -0.1 
Kurtosis  3.0 3.0 3.4 3.0 3.3 3.0 3.0 3.1 3.1 3.5 7.5 3.6 5.2 7.4 
  Trimming level 4% 
RelRMSE  7  7 14 7 61 B 7  7  4 18 4 63 B 15 
Bias  0.2 0.7 1.0 0.7 0.1 0.5 0.5  6  19  27  8  3  22  5 
Std.  dev. 3.9 3.9 3.9 3.9 5.9 3.6 3.9 94  88  96  92 145 84 101 
Skew.  0.0 0.0 0.0 0.0 0.2 0.0 0.0 -0.1 0.0 -0.1  -0.2  -0.2 0.0 -0.1 
Kurtosis  3.0 3.0 3.4 3.0 3.4 3.0 3.1 3.1 3.1 3.4 8.2 3.7 4.5 7.0 
  Propensity score misspecified 
 Without  trimming 
RelRMSE  35 20 13  2  62 10 19 26 16 10  9  51 16 22 
Bias  3.0  2.8  2.4  1.4  2.9  2.3  2.4 71 76 65 52 68 75 66 
Std.  dev. 4.3 3.5 3.6 3.8 5.7 3.6 4.0 109 84  88  98 141 88 107 
Skew.  0.1  0.0  0.0  0.1  0.1  0.1  0.1 -0.4 0.0 -0.1 -0.6 -0.2 -0.2 -0.1 
Kurtosis  3.3 3.0 3.1 3.0 2.9 3.0 3.1 5.4 3.1 3.2  14.7  3.1 7.2 5.9 
  Trimming level 6% 
RelRMSE  22  24  17 1 55 6 10  13  15 9  3 43  10  13 
Bias  2.8  3.0  2.5  1.4  2.7  2.2  2.2 68 75 64 53 65 71 63 
Std.  dev. 3.7 3.6 3.7 3.7 5.4 3.5 3.7 92  86  89  90 134 83  97 
Skew.  0.0  0.0  0.0  0.1  0.1  0.0  0.1 -0.1 0.0 -0.1 -0.5 -0.2 -0.1 -0.1 
Kurtosis  3.0 3.0 3.1 3.0 2.9 3.0 3.0 3.1 3.1 3.2  13.9  3.2 4.7 6.2 
  Trimming level 4% 
RelRMSE  18  22  14 B 51 5  7  9 13 7 B 39 8  9 
Bias  2.7  2.9  2.4  1.5  2.6  2.1  2.1 66 73 62 53 63 70 62 
Std.  dev. 3.6 3.6 3.6 3.7 5.3 3.5 3.6 88  85  87  87 129 81  93 
Skew.  0.0  0.0  0.0  0.0  0.1  0.0  0.0 -0.1 0.0 -0.1 -0.5 -0.2 -0.1 -0.1 
Kurtosis  3.0 3.0 3.0 3.0 2.9 3.0 3.0 3.1 3.1 3.2  13.5  3.2 4.6 5.5 
Note:   RelRMSE: Difference in relative root mean squared error in % compared to best estimator, marked as 'B'. Bias and 
standard deviation for employment is given in %-points. DR: Double robust (weighted) version of estimator. 40 
Trimming is indeed important for the correctly specified as well as the misspecified 
model. On average, all estimators benefit from trimming in terms of bias, precision, skewness 
and kurtosis. When moving from no trimming to 6% the gains appear fairly large, while trim-
ming further observations using the 4% cut-off value leads to only small additional gains. All 
estimators, including the parametric ones, benefit from trimming, particularly in the case of 
the semi-continuous outcome. As already discussed, most of the gains originate in the DGPs 
with heavy selection and few controls. The gains are probably larger for the correctly speci-
fied model because the propensity score of this model contains additional interaction terms 
that lead to a better prediction and, thus, an increased likelihood of weights above the thresh-
old. The upper part of Table 5.3 that relates to the correctly specified model sheds light on the 
potential threat that trimming might lead to a bias of the estimators. If anything, the (small 
sample) bias is reduced, but certainly not increased. It is also worth noting that the trimming 
level does not appear to have any relevant impact on the ordering of the respective estimators. 
Comparing the estimators to each other shows that they all appear to lie within a 
reasonable distance to the respective best estimator - with the exception of pair matching, 
which is never competitive in terms of the RMSE due to its large variance. For the case of a 
correctly specified model, probit and OLS appear to be the best estimators in terms of RMSE, 
while for the functionally misspecified propensity score, logit regression adjusted radius 
matching (for employment) and the OLS regression adjusted radius matching (for earnings) 
are the best. 
Furthermore, note that the distributional properties of the estimators are dependent on 
the outcome considered. For the binary employment outcome, the best performing logit ad-
justed radius matching and the probit estimators also have 'good' higher order moments. All 
the other estimators appear to have reasonable properties as well. For the semi-continuous 
earnings outcome, the results look somewhat different. Although the same classes of estima-41 
tors (OLS adjusted radius matching and OLS) are preferred on RMSE grounds, they have fat 
tails despite the trimming. Since all other estimators show reasonable tail behaviour, they may 
be preferred (with the exception of pair matching) despite their slightly higher RMSE. 
It is likely that this ranking based on averaging across DGP features and propensity 
score specifications is subject to some heterogeneity. To investigate this issue, Tables 5.4 and 
5.5 present different subsets of the results. As trimming improves any method to some extent 
all results in these tables refer to the 4%-trimmed versions of the estimators only. 
Table 5.4 is concerned with variations in the sample size. Looking at the upper three 
blocks of the table the average results for the employment outcome shown in Table 5.3 are 
confirmed. For the earnings outcome, fat tails are present for radius matching and OLS while 
the other estimators do not have this problem and are (apart from pair matching) very close in 
terms of the RMSE. For the largest sample these tail problems disappear and OLS adjusted 
radius matching dominates all other estimators. 
Note that changing the sample sizes in our comparisons goes along with changing 
other DGP features: for the smallest sample we only consider the case of 50% treated, while 
the larger samples also contain the more problematic DGP's with 10% and 90% treated. 
Furthermore, since also specifications with incorrectly specified propensity scores are in-
cluded, they are not expected to be unbiased. Therefore, to study the pure effect of the sample 
size in settings where the estimator are consistent, the lower three blocks of Table 5.4 only 
consider cases with 50% treated and a correct specification of the propensity score. Before 
comparing the relative performance of the estimators, a few general observations concerning 
all estimators are in order. Firstly, the bias goes to zero for most of the estimators. There are 
however important exceptions: the bias of OLS for earnings seems to be independent of the 
sample size, while the bias of the probit for employment disappears. A similar phenomenon 42 
occurs for the kernel matching estimators, in particular when using the large bandwidth, but 
the level of the bias is small in this case.  
Table 5.4: Comparison of the properties of the selected estimators: sample size 
 Employment  Earnings 
 IPW  Kernel  Matching  Probit  IPW  Kernel  Matching  OLS 
   high  low  logit  pair  DR  high  low  OLS  pair  DR 
  N = 300* 
RelRMSE  2 3 4 1  51  3 7 4 3 6  0.4  53  0.1  15 
Bias  1.3 1.3 1.4 0.9 1.1 2.0 2.0 36  33  34  27  30  42  31 
Std.  dev. 6.2 6.4 6.4 6.4 9.5 6.2 6.5 148  148  152  148  226  140  167 
Skew.  0.1 0.1 0.1 0.1 0.1 0.0 0.0 -0.1 0.0 -0.1  -0.3  -0.4  -0.1  -0.1 
Kurtosis  3.0 3.1 3.1 3.0 4.3 3.0 2.9 3.1 3.1 3.2 7.5 4.6 3.7  15.9 
  N = 1200 
RelRMSE  9  10  9 2  52  B 4 3 3 5 1  45  B 7 
Bias  1.5 1.7 1.7 1.1 1.3 1.3 1.3 36  44  45  30  32  46  33 
Std.  dev. 4.4 4.4 4.4 4.5 6.5 4.2 4.3 106  102  105  108  160 98 112 
Skew.  0.0 0.0 0.1 0.1 0.1 0.0 0.0 -0.1 0.0 -0.1  -0.6  -0.2  -0.1  -0.2 
Kurtosis  3.0 3.0 3.2 3.0 2.9 3.0 3.0 3.1 3.1 3.5  19.6  3.3 6.3 5.9 
  N = 4800 
RelRMSE  22 27 24  1  56 B  6  15 19 23 B 49 10 12 
Bias  1.5 2.0 1.8 1.2 1.5 1.1 1.1 36  51  48  32  35  47  35 
Std.  dev. 2.3 2.2 2.2 2.2 3.4 2.0 2.3 58  51  58  51  85  47  59 
Skew.  0.0 0.0 -0.1 0.0 0.1 0.0 0.0 -0.1 0.0 -0.1 0.0 -0.2 0.0 -0.1 
Kurtosis  3.0 3.0 3.3 3.0 3.0 3.0 3.1 3.1 3.1 3.2 3.2 3.2 3.1 3.4 
  N = 300 (correctly specified score; 50% treated)** 
RelRMSE  1 2 2 5  62  7  10  2 1 3 6  60  0.1  12 
Bias  0.3 0.2 0.2 0.6 0.1 1.4 1.4  6  3  2  10  3  9  1 
Std.  dev. 5.8 5.8 5.9 5.9 9.3 6.0 6.1 136  135  139  142  214  134  150 
Skew.  0.1 0.0 0.1 0.1 0.0 0.0 0.0 -0.1 0.0 -0.1  -0.5  -0.5  -0.1 0.2 
Kurtosis  3.0 3.1 3.1 3.0 6.6 2.9 2.9 3.0 3.1 3.2  11.9  6.2 4.3  10.9 
  N = 1200 (correctly specified score; 50% treated) 
RelRMSE  14 14 25 11 67 B 13 15  9  23  1  77 B 11 
Bias  0.2 0.3 0.8 0.7 0.2 0.2 0.1  5  7  15  5  1  18  5 
Std.  dev. 3.3 3.3 3.5 3.1 4.8 2.9 3.3 81  76  85  71 125 66  78 
Skew.  0.1 0.0 0.3 0.1 0.2 0.1 0.1 -0.1 0.0 0.1 0.0 -0.2 0.0 0.0 
Kurtosis  3.0 3.0 3.5 2.9 3.0 3.0 3.0 3.0 3.0 3.5 2.9 3.3 3.0 3.1 
  N = 4800 (correctly specified score; 50% treated) 
RelRMSE  22 25 40 15 74 B 19 29 15 48 B 87 17 28 
Bias  0.1 0.5 0.2 0.5 0.1 0.1 0.1  1  10  11  3  3  21  8 
Std.  dev. 1.7 1.7 2.0 1.5 2.5 1.4 1.7 46  40  52  36  67  33  45 
Skew.  0.0 0.0 0.1 0.0 0.2 0.0 0.0 -0.1 0.0 0.1 0.0 -0.1 0.0 0.0 
Kurtosis  3.0 2.9 2.9 3.0 3.0 2.9 2.9 3.1 3.1 3.0 3.2 3.0 3.1 3.4 
Note:   RelRMSE: Difference in relative root mean squared error in % compared to best estimator. Bias and standard 
deviation for employment is given in %. All results based on relative trimming level of 4%. *The best estimator for 
employment is radius matching (r=150) with the index and additional X as matching variables. The best estimator 
for earnings is radius matching (r=300) with the p-score and additional X as matching variables and regression 
adjustment. **The best estimator for employment is radius matching (r=150) with the index and additional X as 
matching variables. The best estimator for earnings is radius matching (r=150) with the p-score and additional X as 
matching variables. 
Secondly, the standard deviation is approximately reduced by half when quadrupling 
the sample size. It is also interesting to note that while the relative differences in the RMSE of 43 
                                                     
the estimators are moderate in the smallest sample, they become more pronounced when the 
sample size increases. Under the larger sample sizes the probit dominates for the employment 
outcome while regression-adjusted radius matching is in second place with a RMSE that is 
15% higher than the one of the probit. For the earnings outcome, this order is reversed for the 
largest sample size because the bias of OLS, which does not decrease in the sample size, is 
starting to dominate the RMSE, while in the medium sample they perform similarly well (be-
cause OLS always has a larger bias but a smaller variance). In the smallest sample both 
estimators are, as before, fat-tailed. Note that the double robust version of OLS (and probit) 
does not have the bias problem, but is not precise enough to dominate the other estimators. 
It is worth mentioning that these results are contrary to the findings by Busso, Di-
Nardo, and McCrary (2009a,b) and Frölich (2004) which favour IPW and kernel matching, 
respectively. Although those estimators do not perform badly, they are nowhere near the top, 
with the exception of the smallest sample. 
The upper two blocks of Table 5.5 report the results using a correctly and an incor-
rectly specified propensity score. While for the correctly specified propensity score all estima-
tors appear to be close, except for pair matching, the parametric ones are the best.
36 Under 
misspecification, the regression-adjusted radius matching estimators dominate as they have 
the smallest bias which points to a desirable robustness property.  
Next, different magnitudes of selection are evaluated. In the case of random selection 
all estimators are almost unbiased and perform well apart from pair matching. Surprisingly, 
the fat-tail problem observed before is particularly acute for this most innocuous case, where 
the propensity score should play no role in the adjustment. A similar result, but now with 
 
36  As the parametric models mirror the specification of the propensity score, the model with the correctly specified score 
implies that the parametric models contain these interaction term as well and are, thus, more flexibly specified than those 
with an incorrectly specified score. 44 
some bias, is present for the 'normal' selection process. For cases with strong selection, it is 
again the radius matching estimators as well as the probit and OLS which dominate, with ra-
dius matching being least biased, and the parametric estimators being the most precise. 
Finally, consider a variation in the percentage of treated. First of all, we observe that 
independent of the share of the treated, the parametric estimate is either the best or close to 
being the best. The same holds true (maybe with some reservations for the case of 10% selec-
tion for the employment outcome) for regression-adjusted radius matching. When the number 
of controls is reduced, the differences between the estimators become somewhat more pro-
nounced. The results suggest that the fat-tail problems observed for OLS and OLS adjusted 
radius matching are related to the lack of control observations, as they are confined to the 
smaller samples in the scenario with 90% treated. 
As mentioned before, our results are somewhat at odds with Frölich (2004) and Busso, 
DiNardo, and McCrary (2009a,b), as regression-adjusted radius matching (and parametric 
regression) on average outperform any other method including kernel-ridge matching and 
IPW. The different findings may be due to the fact that the previous studies did not consider 
all classes and implementations of estimators considered in this paper, in particular not those 
with the best properties in terms of the RMSE. However, the previous studies also differ in 
other respects that may drive the results, e.g. the nature of their (non-empirical) DGPs and the 
application of trimming rules. It is particularly worth noting that both Frölich (2004) and 
Busso, DiNardo, and McCrary (2009a,b) consider much smaller sample sizes and less rich 
specifications than we do. It may well be that the relative performance of the estimators is 
reversed in very small samples. However, as samples with, for example, 100 observations 
appear to be inappropriate for a sound application of semi-parametric propensity score meth-
ods, and, therefore, are rarely found in empirical applications, we do not examine this case.  45 
Table 5.5: Comparison of the properties of the selected estimators: other features 
 Employment  Earnings 
 IPW  Kernel  Matching  Probit  IPW  Kernel  Matching  OLS 
    high low logit pair    DR    high low OLS pair    DR 
  Correctly specified propensity score  
RelRMSE  7  7 14 7 61 B 7  7  4 18 4 63 B 15 
Bias  0.2 0.7 1.0 0.7 0.1 0.5 0.5  6  19  27  8  3  22  5 
Std.  dev. 3.9 3.9 3.9 3.9 5.9 3.6 3.9 94  88  96  92 145 84 101 
Skew.  0.0 0.0 0.0 0.0 0.2 0.0 0.0 -0.1 0.0 -0.1  -0.2  -0.2 0.0 -0.1 
Kurtosis  3.0 3.0 3.4 3.0 3.4 3.0 3.1 3.1 3.1 3.4 8.2 3.7 4.5 7.0 
  Misspecified propensity score  
RelRMSE  18  22  14 B 51 5  7  9 13 7 B 39 8  9 
Bias  2.7 2.9 2.4 1.5 2.6 2.1 2.1 66  73  62  53  63  70  62 
Std.  dev. 3.6 3.6 3.6 3.7 5.3 3.5 3.6 88  85  87  87 129 81  93 
Skew.  0.0 0.0 0.0 0.0 0.1 0.0 0.0 -0.1 0.0 -0.1  -0.5  -0.2  -0.1  -0.1 
Kurtosis  3.0 3.0 3.0 3.0 2.9 3.0 3.0 3.1 3.1 3.2  13.5  3.2 4.6 5.5 
 Selection:  Random 
RelRMSE  0.5 4  0.1*  7 48 2  2 0.5 3  0.1*  11  49 3  5 
Bias  0.0 0.1 0.1 0.4 0.1 0.3 0.2  1  2  2  4  2  1  1 
Std.  dev. 3.1 3.2 3.1 3.2 4.5 3.1 3.1 70  72  70  78 104 72  74 
Skew.  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.3  -0.1  -0.2  -0.1 
Kurtosis  3.0 3.0 3.0 3.0 3.3 3.0 3.0 3.1 3.1 3.1  17.1  3.4 5.7 6.3 
 Selection:  Normal 
RelRMSE  6 5 5 B  46  1 3 4 3 5 B  45  1 6 
Bias  1.3 1.6 1.4 0.9 1.2 1.2 1.2 31  43  37  26  28  39  31 
Std.  dev. 3.5 3.4 3.5 3.6 5.1 3.5 3.5 88  82  87  87 129 82  90 
Skew.  0.0 0.0 0.0 0.0 0.1 0.0 0.0 -0.1 0.0 -0.1  -0.6  -0.2 0.0 0.0 
Kurtosis  3.0 3.0 3.1 3.0 3.2 3.1 3.0 3.0 3.0 3.3  12.3  3.3 3.3 4.0 
 Selection:  Strong 
RelRMSE  22 25 24 B 62 0.2 9  17 19 25 B 57 10 21 
Bias  3.1 3.6 3.7 2.0 2.8 2.5 2.4 76  92  95  62  69  98  69 
Std.  dev. 4.7 4.5 4.7 4.5 7.1 4.1 4.6 116  106  119  103  178 93 128 
Skew.  0.1 0.0 0.0 0.1 0.2 0.1 0.1 -0.2 0.0 -0.2  -0.1  -0.4 0.0 -0.2 
Kurtosis  3.0 3.0 3.6 3.0 3.0 3.0 3.1 3.2 3.1 3.6 3.2 3.8 4.6 8.5 
  Share of treated: 10% 
RelRMSE  10 20 10 10 53  0.1* 5 0.1 10  6  4  45  0.2* 4 
Bias  1.1 1.7 1.3 1.0 1.1 0.8 0.8 24  39  36  27  24  38  27 
Std.  dev. 3.4 3.5 3.4 3.5 4.9 3.2 3.3 83  87  84  85 126 77  85 
Skew.  0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 -0.1 0.0 0.0 
Kurtosis  3.0 3.0 3.0 2.9 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.1 3.1 
  Share of treated: 50% 
RelRMSE  12  12  15 B 53 2  7 11 8 13 B 53 7 13 
Bias  1.4 1.4 1.4 0.9 1.3 1.3 1.2 34  34  35  27  32  43  33 
Std.  dev. 3.4 3.5 3.6 3.4 5.0 3.2 3.4 84  82  86  79 125 75  87 
Skew.  0.0 0.1 0.1 0.1 0.1 0.0 0.1 -0.1 0.0 0.0 -0.1  -0.2 0.0 0.0 
Kurtosis  3.0 3.0 3.1 3.0 3.4 3.0 3.0 3.1 3.1 3.2 4.6 3.5 3.3 5.0 
  Share of treated: 90% 
RelRMSE  18  16  18  B  56  6 9 8 8  12  B  41  3 7 
Bias  2.2 2.6 2.7 1.4 2.0 2.0 1.9 55  74  69  41  50  59  46 
Std.  dev. 4.1 3.6 3.8 3.9 6.0 3.8 4.1 97  80  95  98 143 87 103 
Skew.  0.0 0.0 -0.2 0.0 0.2 0.0 0.0 -0.1 0.0 -0.4 -1.1 -0.3 -0.2 -0.3 
Kurtosis  3.1 3.0 3.6 3.1 2.9 3.2 3.2 3.1 3.1 3.5  30.4  3.6 6.6 6.9 
Note:   RelRMSE: Difference in relative root mean squared error in % compared to best estimator. Bias and standard 
deviation for employment is given in %. All results based on relative trimming level of 4%. *The best estimator is 
this estimator without trimming.  46 
6  Conclusion 
This paper investigates the finite sample properties of all major classes of propensity-
score-based estimators of the average treatment effect on the treated (ATET) that are used in 
applications. Moreover, within each class of estimators we investigate the performance of the 
estimators as a function of a variety of tuning parameters. Both features make this study the 
most comprehensive one in the field. 
We propose a way to overcome one of the main criticisms of Monte Carlo simulations, 
namely that of unrealistic, artificially and arbitrarily chosen DGPs. The key feature of our 
approach is that we base the simulation on real data, and hence real selection problems and 
dependencies between treatment and outcomes, but still know the true value of the parameter 
of interest. Moreover, our design allows varying several DGP features such as the sample size 
the magnitude of selection into the treatment, the share of treated observations, and the out-
come. As a further contribution, we consider a simple trimming rule not investigated before 
that is based on discarding control observations whose relative weight are larger than a 
particular threshold rather than a fixed threshold value of the propensity score. In contrast to 
many other trimming rules considered in the matching literature, it does not entail asymptotic 
bias.  
Our results suggest that when averaging over all DGPs, trimming reduces the root-
mean-squared-error (RMSE) of all estimators substantially. Among the best trimmed estima-
tors of each class, we find that overall bias-adjusted radius matching and parametric regres-
sion (probit for the binary and OLS for the semi-continuous outcome) perform with respect to 
the RMSE. However, the latter may be subject to substantial bias that dominates the RMSE in 
larger samples, while the former may be subject to fat-tail behaviour when the control 
observations are too few. 47 
Bias-adjusted radius matching also appears to be the most robust method when the 
propensity score is functionally misspecified. Yet, all other estimators (which are among the 
best within their class of estimators) are within a reasonable distance in terms of the RMSE. 
Thus, our results do not confirm some of the results of Frölich (2004) and Busso, DiNardo, 
and McCrary (2009a,b) who conclude that kernel ridge matching and inverse probability 
weighting perform best, respectively. Although those estimators do not perform badly, they 
are nowhere near the top in most cases.  
The differences in the conclusions may be due to the fact that the previous studies did 
not consider all classes and implementations of estimators considered in this paper, in particu-
lar bias-adjusted radius matching methods, which performed well. However, the previous 
studies also differ in other respects that may drive the results, e.g., the features of the DGPs, 
the implementation of the trimming rules, and the sample sizes considered, the smallest of 
which (100 observations) appears to be inappropriate for the evaluation of propensity score 
methods. 
Having understood the performance of the available estimators for covariate adjust-
ment in an (almost) real application situation, future research targeted at identifying appropri-
ate estimators in practice might also address the question of finding reliable inference proce-
dures for these estimators. 
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   Appendix A: More details on the estimators 
Appendix A.1:  Matching 
Table A.1 describes the baseline matching protocol of all direct matching estimators. 
Table A.1: Matching protocol for the estimation of a counterfactual outcome and the effects 
Step A-1  Choose one observation in the subsample defined by d=1 and delete it from that pool. 
Step B-1  Find an observation in the subsample defined by d=0 that is as close as possible to the one chosen in step A-
1) in terms of  . 'Closeness' is based on the Mahalanobis distance.   () , px x  
Step C-1  Repeat A-1) and B-1) until no observation with d=1 is left. 
Step D-1  Compute the maximum distance (dist) obtained for any comparison between a member of the reference 
distribution and matched comparison observations. 
Step A-2  Repeat A-1). 
Step B-2  Repeat B-1). If possible, find other observations in the subsample of d=0 that are at least as close as R * dist 
to the one chosen in step A-2). Do not remove these observations, so that they can be used again. Compute 
weights for all chosen comparisons observations that are proportional to their distance. Normalise the 
weights such that they add to one. 
Step C-2  Repeat A-2) and B-2) until no participant in d=1 is left. 
Step D-2  D-2) For any potential comparison observation, add the weights obtained in A-2) and B-2). 
Step E  Using the weights  btained in D-2), run a weighted linear regression of the outcome variable on the 
variables used to define the distance (and an intercept). 
 o
Step F-1  Predict the potential outcome   of every observation using the coefficients of this regression:  .  0() i yx
0 ˆ () i yx
Step F-2  Estimate the bias of the matching estimator for  0 (| 1 EY D
() i wx
) =  as: 
00
1 01
ˆˆ (1 ) ( ) ( )
N
ii i i i
i
dw yx d yx
NN =
−
− ∑ . 
Step G  Using the weights obtained by weighted matching in D-2), compute a weighted mean of the outcome vari-
ables in d=0. Add the bias from this estimate to get  .    0 (| 1 EY D= )
Note: In the Monte Carlo study R is set to 50%, 150%, and 300%. 
Appendix A.2: Kernel-ridge regression matching 
Let  () m ρ  denote  [| 0 ,() ] EY D pX ρ == , the mean outcome in the control population 
conditional on the propensity score. The kernel matching estimator of the ATET is defined as 
[] ker
1 1
1 ˆ ˆˆ (() )
N






=⋅ − ∑ , 
where   is the estimated conditional mean outcome among controls given the esti-
mated propensity score  . The Seifert and Gasser (1996, 2000) ridge kernel regression 
estimator for the counterfactual outcome evaluated at 
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() K ⋅ denotes the kernel function and h the bandwidth operator that goes to zero as the sample 
size increases. r   is the ridge term ensuring non-zero denominators that should be set to 
0.3125 for the Epanechnikov kernel, which we use in the simulations, according to the rule of 
thumb of Seifert and Gasser (2000). That is, the ridge term is proportional to the bandwidth in 
finite samples given that the bandwidth is not too large (which is a case not considered by 
Seifert and Gasser, 2000). It should be zero if either the sample size or the bandwidth ap-
proaches infinity.
37  
Concerning the choice of h, we use both the rule of thumb, see Silverman (1986), as 
well as least squares cross validation, see for instance Hall, Racine, and Li (2004). For the 
 
37  We thank Markus Frölich for a fruitful discussion on this topic. If the bandwidth goes to zero with an increasing sample 
size as it is the case in Seifert and Gasser (2000), the ridge term vanishes naturally. However, it should also go to zero for 
a bandwidth going to infinity, otherwise one would incorrectly estimate a global constant instead of a global linear model. 
Therefore, the ridge term should only be proportional to the bandwidth if the latter is not 'very large' and should be set to 
zero otherwise. Furthermore, we thank Markus Frölich for providing us with the GAUSS code of the estimator as well as 
the cross validation procedure. 
54 Epanechnikov kernel, the rule of thumb suggests to set the bandwidth to 
15
0 2.34 N σ
− ⋅⋅ , 
where   is the sample size among non-treated and  n σ  is the minimum of the standard devia-
tion and the interquartile range divided by 1.349. The cross-validation bandwidth is chosen by  
2
:0










where  () i ρ −  is the estimate of the conditional mean at propensity score ρ  with observation 
 removed from the sample. This procedure chooses the bandwidth such that the expected 
value of the squared difference between the estimated and true regression function is mini-
mized, where the expectation is taken with respect to the propensity score distribution among 
the controls. The bandwidth is (asymptotically) optimal for the estimation of the regression 
function  , but not necessarily for the kernel matching estimator of the ATET, see also the 
discussion in Imbens and Wooldridge (2009). Therefore, we consider  3  and 
i
ˆ() m ⋅




additional bandwidths. Against the theoretical intuition which suggests that undersmoothing 
should dominate, it is the largest bandwidth 3
CV h ⋅  that works best on average in our simula-
tions. As a final remark, note that we only consider global bandwidth choices as this is stan-
dard in empirical applications. Future work might investigate the usefulness of local band-
width selection and/or weighted cross validation (where the weights refer to the mass of 
treated observations given a particular propensity score), see for instance Galdo, Smith, and 
Black (2007), which, however, increases computational burden.  
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Appendix B: Additional details on the Monte Carlo design 
Appendix B.1 Probit and Tobit results for the outcome equations 
Table B.1: Probit and Tobit results for the outcome equations 
Dependent variable:  Employment (Probit)  Earnings (Tobit) 
Participants Nonparticipants  Participants  Nonparticipants 
Independent  variables    Coeff.  SE Coeff. SE  Coeff.  SE Coeff. SE 
Constant term  .610 .772  -.356  .107  1171  540  345  102 
Age / 10  .099 .407  1.02  .053  130  310  453  55 
… squared / 1000  -.442 .510  -1.72  .064  -217  378  -741  79 
    20 - 25 years old  .135 .118  .119  .021  -9  86  129  14 
Woman  -1.59 .818  -.624  .105  -282  699  -213  82 
Not German  -.074 .080  -.025  .013  78  61  -19  9 
Secondary degree  -.044 .061  .013  .012  16  41  68  8 
University entrance qualification  -.227 .066  -.078  .013  331  72  389  10 
No vocational degree  -.125 .090  -.116  .014  -170  69  -262  10 
At least one child in household  .183 .086  .151  .015  -15  89  25  11 
Last occupation: Non-skilled worker  -.085  .094  -.128  .014  -217  64  -151  9 
Last occupation: Salaried worker  -.022 .083  -.124  .015  94  59  37  10 
Last occupation: Part time  .003 .137  -.036  .025  -87  101  -82  16 
UI benefits: 0  .075 .064  .082  .012  70  48  50  8 
                   > 650 EUR per month  .112  .072  .021  .014  89  58  53  9 
Last 10 years before UE: share empl.  .146  .120  .062  .022  -152  102  50  15 
              share unemployed  -1.45 .345  -.541  .053  -285  309  -335  37 
              share in programme  1.84 .801  .761  .162  -18  593  213  105 
Last y. before UE: share in minor empl  .939 .591  .682  .090  -235  365  -264  45 
       share part-time employed  -.174 .150  -.242  .028  122  131  -44  20 
       share out-of-the labour force  -.160  .120  -.460  .019  90  111  57  22 
Entering UE in 2000  .269 .072  .175  .013  316  61  210  10 
2001  .159 .068  .131  .012  139  53  158  9 
2003  -.355 .091  -.181  .015  10  110  -143  11 
Share of population close to big city  .042  .067  -.107  .012  -12  49  3  9 
Health impairments  -.123 .083  -.510  .013  78  84  -149  20 
Never out of labour force  -.074 .085  -.024  .015  198  73  -17  11 
Part time in last 10 years  .022 .075  .062  .014  38  53  37  9 
Never employed  -.846 .137  -1.78  .024  778  283  879  92 
Duration of last employment > 1 year  .035  .052  .074  .010  -12  36  39  7 
Average earnings last 10 years when 
employed / 1000  -.090 .126  -.098  .024  1057  99  1466  18 
Women x age / 10  1.09 .465  .347  .061  48  427  -36  49 
    x squared / 1000  -1.34 .617  -.371  .079  -145  540  138  65 
    x no vocational degree  -.095 .122  -.010  .019  101  100  145  14 
    x at least one child in household  -.149  .118  -.292  .022  -275  106  -304  17 
    x share minor employ. last year  -.677 .600  -.393  .096  21  344  -60  45 
    x share OLF last year  -.202 .151  -.152  .025  -200  115  -100  20 
    x av. earn in last 10 y. if employed  -.382 .160  -.219  .031  -38  149  -232  24 
    x entering UE in 2003  -.243 .117  -.029  .020  -4  94  49  14 
Selection term in tobit specification  -714 486  -349  71 
Number of observations  3266  114349    3266   114349  
(Pseudo) R2  0.13   0.36    0.36    0.41   
 Appendix B.2: Wald tests 
Table B.2 Wald tests 
Additional matching variables  Nonlinear and interaction terms 
Test statistic (df)  p-value in %  Test statistic (df)  p-value in % 
Participation equation(Probit) 
Full sample  27 (2)  0  671 (10)  0 
Outcome equation employment (Probit) 
Participants  4 (2)  11  23 (10)  1 
Nonparticipants  53 (2)  0  1944 (10)  0 
Outcome equation earnings (Tobit) 
Participants  114  (2) 0 22  (10) 2 
Nonparticipants  6834  (2) 0 755  (10) 0 
Note: Test statistic is distributed as   with df degrees of freedom. 
2() df χ
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Appendix C: Further results from the simulations 
Appendix C.1: Trimming 
Table C.1: Number of deleted non-treated observations for different levels of trimming and 
different DGP's 




treated in % 
Sample 
size 
4% 5% 6% 7% 8% 9%  10% 
Correct specification of the propensity score 
Random  10  1200  - - - - - - - 
   4800  - - - - - - - 
  50  300 0.48 0.21 0.10 0.06 0.03 0.02 0.01 
   1200  - - - - - - - 
   4800  - - - - - - - 
  90  1200 0.40 0.17 0.09 0.05 0.03 0.02 0.01 
   4800  - - - - - - - 
Observed  10  1200  0.00  - - - - - - 
   4800  - - - - - - - 
  50  300 1.66 0.94 0.58 0.37 0.26 0.19 0.13 
    1200 0.01 0.00 0.00 0.00 0.00  -  - 
   4800  - - - - - - - 
  90  1200 2.39 1.49 1.00 0.72 0.53 0.40 0.30 
    4800 0.14 0.06 0.03 0.02 0.01 0.01 0.00 
Strong  10  1200 0.73 0.41 0.25 0.17 0.11 0.08 0.06 
    4800 0.02 0.01 0.01 0.00 0.00 0.00  - 
  50  300 3.99 2.86 2.17 1.71 1.40 1.16 0.98 
    1200 1.45 0.97 0.68 0.51 0.39 0.30 0.24 
    4800 0.34 0.21 0.14 0.10 0.08 0.06 0.05 
  90  1200 4.30 3.26 2.57 2.08 1.74 1.48 1.27 
    4800 2.34 1.69 1.31 1.04 0.86 0.74 0.62 
Functional misspecification of the propensity score 
Random  10  1200  - - - - - - - 
   4800  - - - - - - - 
  50  300 0.21 0.09 0.04 0.02 0.01 0.01 0.01 
   1200  - - - - - - - 
   4800  - - - - - - - 
  90  1200 0.20 0.08 0.04 0.02 0.01 0.01 0.00 
   4800  - - - - - - - 
Observed  10  1200  - - - - - - - 
   4800  - - - - - - - 
  50  300 0.92 0.47 0.26 0.16 0.10 0.06 0.04 
   1200  0.00  - - - - - - 
   4800  - - - - - - - 
  90  1200 1.57 0.90 0.57 0.38 0.26 1.57 0.90 
    4800 0.03 0.01 0.01 0.00 0.00 0.00 0.00 
Strong  10  1200 0.15 0.06 0.03 0.02 0.01 0.15 0.06 
   4800  - - - - - - - 
  50  300 2.93 1.96 1.38 1.03 0.78 0.61 0.48 
    1200 0.49 0.29 0.19 0.13 0.09 0.07 0.05 
    4800 0.06 0.03 0.02 0.01 0.00 0.00 0.00 
  90  1200 3.44 2.44 1.82 1.42 1.15 0.95 0.79 
    4800 1.26 0.85 0.62 0.48 0.39 0.31 0.27 
Note: See also note on Table 3.1. '-': no observations are removed. '0.00': average number of observations removed < 0.005. 59 
Appendix C.2: Absolute bias and standard deviation of estimators 
Table C.2: Features of the matching estimators by OLS regression for the employment 
outcome - absolute bias 
Variables (all indicators)  IPW  Kernel  Matching  Parametric 
Sample Size  300 1200  4800  300  1200  4800  300  1200  4800 300 1200  4800 
Constant  5.8 2.8 1.1 5.6 2.5 1.0 5.6 3.0 1.8 5.5 2.4 1.1 
  Features of the data generating process 
Selection: Random  (-0.8) -0.8 (-0.8) -0.6 -0.6 -0.8 -0.7 -0.7 -0.7 -0.8 -0.7 -0.6 
  Observed  0 0 0 0 0 0 0 0 0 0 0 0 
  Strong 2.4 2.7 2.8 2.2 2.5 2.4 2.1 2.3 2.1 1.8 1.9 1.7 
Share treated:   10%  -  (0.7)  (0.1)  - 0.9  0.4 - 1.2  0.4 - 1.4  0.3 
  5 0 %   0 0 0 0 0 0 0 0 0 0 0 0 
  9 0 %   - 2.8  1.8 - 2.7  1.8 - 3.2  1.6 - 2.8  1.3 
  Features of the estimators 
Misspecified p-score  (-0.1) (0.4)  1.4  -0.6  (0.2)  1.1  -0.5 -0.2 0.8 (-0.2)  (0.1) 1.0 
No trimming   0 0 0 0 0 0 0 0 0 0 0 0 
Trimming max 6%  -1.0 (-0.7)  (-0.3) -0.4 -0.3  (-0.0)  -0.6 -0.7 -0.1 -0.5 -0.5  (-0.1) 
Trimming max 4%  -1.1 (-0.7)  (-0.4) -0.6 -0.2  (-0.1)  -0.7 -0.6 -0.2 -0.6 -0.4  (-0.1) 
Bandwidth: Low        (0.2) (0.1) (-0.0)        
     Cross validation        0 0 0       
     High        -0.5 (-0.1) (0.0)        
     Rule of thumb        (0.2) (0.1) (0.0)        
     Local logit        0.7 0.2  (-0.1)       
Nearest  neighbour         0.6 (0.2)  (-0.1)     
Radius matching:   Radius low              0.4 (-0.1) -0.9     
         medium              0 0 0    
         large              -0.4 -0.4 (0.1)     
No  adjustment         0 0 0    
Regression  adjustment         0.4 (-0.1) -0.9     
Logit  adjustment         -0.4 -0.4 (0.1)     
PScore instead of linear index              (0.1) (0.1) (0.1)     
Regression for treated                     (-0.1) 0.3 (0.0) 
Robust            0.4 (0.2)  (-0.0) 
Probit            (0.1) (-0.0) -0.2 
 Statistics 
R2 (in %)  77 70 67 76 67 65 62 57 63 75 60  65 
Number of observations  12  36  36  96  288 288 576  1728  1152 96  288  288 
Note:   Dependent variable: Bias. The two larger samples also contain additional data generating processes. The largest 
sample is based on a reduced number of estimators. All coefficients are in %. Coefficients that are not significant at 
the 5% level (conventional OLS standard errors), appear in brackets. 
  60 
Table C.3: Features of the matching estimators by OLS regression for the employment 
outcome - standard deviation 
Variables (all indicators)  IPW  Kernel  Matching  Parametric 
Sample Size  300 1200  4800  300  1200  4800  300  1200  4800 300 1200  4800 
Constant  7.5 3.9 1.8 7.1 3.3 1.6 6.6 2.9 1.2 7.1 4.2 1.3 
  Features of the data generating process 
Selection: Random  (-0.8) (-0.7) (-0.4)  -0.6 -0.5 -0.3 -0.8 -0.6 -0.3 -0.8 (-0.7) -0.3 
  Observed  0 0 0 0 0 0 0 0 0 0 0 0 
  Strong 2.4 2.2 1.6 2.4 1.9 1.0 2.2 2.0 1.2 1.7 2.2 0.9 
Share treated:   10%  - 1.1  (0.5)  - 1.2  0.6 - 1.7  0.9 - 1.8  0.8 
  5 0 %   0 0 0 0 0 0 0 0 0 0 0 0 
  9 0 %   - 3.2  2.0 - 2.6  1.3 - 4.2  1.8 - 4.0  1.5 
  Features of the estimators 
Misspecified p-score  (-0.8) (-0.6) (-0.3)  -1.2 -0.8 -0.4 -1.0 -0.9 -0.3 -0.8 -1.1 -0.2 
No trimming   0 0 0 0 0 0 0 0 0 0 0 0 
Trimming max 6%  -1.3 -0.9  (-0.5)  -0.5 (-0.2)  (-0.0) -0.7 -0.8 -0.1 -0.7 -1.2  (-0.1) 
Trimming max 4%  -1.4 -0.9  (-0.6)  -0.7 (-0.1)  (-0.1) -0.9 -0.8 -0.2 -0.8 -1.1 -0.2 
Bandwidth: Low        (0.2) (0.2) (0.1)        
     Cross validation        0 0 0       
     High        -0.6 -0.3 -0.1        
     Rule of thumb        (0.3) (0.1) (0.1)        
     Local logit        0.9 0.4  (0.1)        
Nearest  neighbour         3.1 2.3 1.1     
Radius matching:   Radius low              0.9 0.5 0.2     
         medium              0 0 0    
         large              (-0.2) (-0.1) (-0.0)     
No  adjustment         0 0 0    
Regression  adjustment         1.2 1.3 0.2     
Logit  adjustment         -0.9 -1.1 -0.1     
PScore instead of linear index              (0.1) (0.1) (-0.0)     
Regression for treated                     (0.1) (0.3) (0.1) 
Robust            0.3 (-0.6) 0.4 
Probit            (-0.1) (-0.8) (0.1) 
 Statistics 
R2 (in %)  79 71 63 68 72 72 71 56 62 82 27  70 
Number of observations  18  54  54  144 432 432 540  1620  1620  108 324  324 
Note:   Dependent variable: Standard deviation. The two larger samples also contain additional data generating proc-
esses. The largest sample is based on a reduced number of estimators. All coefficients are in %. Coefficients that 
are not significant at the 5% level (conventional OLS standard errors), appear in brackets. 61 
Table C.4: Features of the matching estimators by OLS regression for the earnings outcome - 
absolute bias 
Variables (all indicators)  IPW  Kernel  Matching  Parametric*) 
Sample Size  300  1200  4800  300  1200  4800  300  1200  4800 300 1200  4800 
Constant  147 73  29 134 63  24 141 86  57 129 63  27 
  Features of the data generating process 
Selection: Random  -28 -27 -23 -25 -24 -24 -28 -30 -27 -25 -25 -22 
  Observed  0 0 0 0 0 0 0 0 0 0 0 0 
  Strong 65 67 66 51 65 68 54 64 64 63 62 57 
Share treated:   10%  - (15)  (-0) -  24  (10) -  29  7  -  20 (4) 
  5 0 %   0 0 0 0 0 0 0 0 0 0 0 0 
  9 0 %   - 68  48 - 63  50 - 70  42 - 74  35 
  Features of the estimators 
Misspecified p-score  (3) (13) 31 (-1) 11 25 (-1)  8  33 (-3) 10 33 
No trimming   0 0 0 0 0 0 0 0 0 0 0 0 
Trimming max 6%  -29 -19 (-8) (-6)  -9  (-2) -17 -18 (-4) -19 -18 (-3) 
Trimming max 4%  -34 -20  (-10)  -11  -9  (-3) -23 -19  -6  -24 -17 (-4) 
Bandwidth: Low      (-6)  (-1)  (4)        
 Cross  validation      0  0  0        
 High      -9  (-3)  (2)        
  Rule of thumb      (0)  (0)  (1)        
Nearest neighbour         36  12  -18     
Radius matching:   Radius low         11  (2)  (-4)     
         medium         0  0  0     
         large         (1)  (4)  8     
No adjustment         0  0  0     
Regression adjustment         -7  -18  -37     
PScore instead of linear index         (2)  (0)  (-1)     
Regression for treated             (-0)  (0)  (0) 
Robust            23  10  (-1) 
 Statistics 
R2 (in %)  76 68 65 78 67 66 68 65 68 30 16  67 
Number of observations  12 36 36 48  144  144  384  1152  768  96  288 288 
Dependent variable: Bias. The two larger samples also contain additional data generating processes. The largest sample is 
based on a reduced number of estimators. Coefficients that are not significant at the 5% level (conventional OLS 
standard errors), appear in brackets. 
*): Heckit estimates are very unstable and therefore excluded from the regressions presented in this table. 62 
Table C.5: Features of the matching estimators by OLS regression for the earnings outcome - 
standard deviation 
Variables (all indicators)  IPW  Kernel  Matching  Parametric*) 
Sample Size  300  1200  4800  300  1200  4800  300  1200  4800 300 1200  4800 
Constant  196  102 49 174 88  44 154 69  29 172  113 30 
  Features of the data generating process 
Selection: Random  (-31) -26 (-15) -28 -19 -11 -26 -25 -10 -29  (-22) -9 
  Observed  0 0 0 0 0 0 0 0 0 0 0 0 
  Strong 66 55 42 51 38 26 48 40 28 63  117 28 
Share treated:   10%  - 26  (10)  - 33  14 - 46  22 -  (37)  15 
  5 0 %   0 0 0 0 0 0 0 0 0 0 0 0 
  9 0 %   - 73  49 - 48  29 - 96  38 -  171  32 
  Features of the estimators 
Misspecified p-score  (-18) (-14)  (-8)  -17  -13  -9 -23  -19 -6 -29  -64  (-3) 
No trimming   0 0 0 0 0 0 0 0 0 0 0 0 
Trimming max 6%  -44 -28  (-14)  (-9) (-4) (-0) -19 -21 (-2) -29 -89 (-3) 
Trimming max 4%  -50 -28  (-16)  -15 (-4) (-1) -26 -23  -4  -36 -85 (-4) 
Bandwidth: Low      (-7)  (-2)  (1)        
 Cross  validation      0  0  0        
 High      -13  -8  -8        
  Rule of thumb      (2)  (-0)  (-0)        
Nearest neighbour         81  63  28     
Radius matching:   Radius low         21  12  5     
         medium         0  0  0     
         large         (-7)  (-4)  (-2)     
No adjustment         0  0  0     
Regression adjustment         27  29  5     
PScore instead of linear index         (5)  (3)  (0)     
Regression for treated             (-0)  (1)  (0) 
Robust            42  (35)  14 
 Statistics 
R2 (in %)  75 73 62 82 83 75 66 56 61 65 24  69 
Number of observations  18  54  54  72  216 216 360  1080  1080 72  216  216 
Dependent variable: Standard deviation. The two larger samples also contain additional data generating processes. The 
largest sample is based on a reduced number of estimators. Coefficients that are not significant at the 5% level 
(conventional OLS standard errors), appear in brackets. 
*): Heckit estimates are very unstable and therefore excluded from the regressions presented in this table. 