In the (1 + ε, r)-approximate-near-neighbor problem for curves (ANNC) under some distance measure δ, the goal is to construct a data structure for a given set C of curves that supports approximate near-neighbor queries: Given a query curve Q, if there exists a curve C ∈ C such that δ(Q, C) ≤ r, then return a curve C ′ ∈ C with δ(Q, C ′ ) ≤ (1 + ε)r. There exists an efficient reduction from the (1 + ε)-approximate-nearest-neighbor problem to ANNC, where in the former problem the answer to a query is a curve C ∈ C with δ(Q, C) ≤ (1 + ε) · δ(Q, C * ), where C * is the curve of C closest to Q. Given a set C of n curves, each consisting of m points in d dimensions, we construct a data structure for ANNC that uses n · O(
Introduction
Nearest neighbor search is a fundamental and well-studied problem that has various applications in machine learning, data analysis, and classification. This important task also arises in applications where the recorded instances are trajectories or polygonal curves, for example, modeling epigenetic and surgical processes, prediction of stock market values, of population growth, and of the number of the hourly requests received at some web-page, and even of the response of a football player in a given situation.
Let C be a set of n curves, each consisting of m points in d dimensions, and let δ be some distance measure for curves. In the nearest-neighbor problem for curves, the goal is to construct a data structure for C that supports nearest-neighbor queries, that is, given a query curve Q of length m, return the curve C * ∈ C closest to Q (according to δ). The approximation version of this problem is the (1 + ε)-approximate nearest-neighbor problem, where the answer to a query Q is a curve C ∈ C with δ(Q, C) ≤ (1 + ε)δ(Q, C * ). We study a decision version of this approximation problem, which is called the (1 + ε, r)-approximate near-neighbor problem for curves. Here, if there exists a curve in C that lies within distance r of the query curve Q, one has to return a curve in C that lies within distance (1 + ε)r of Q.
Note that there exists a reduction from the (1 + ε)-approximate nearest-neighbor problem to the (1 + ε, r)-approximate near-neighbor problem [Ind00, SDI06, HIM12] , at the cost of an additional logarithmic factor in the query time and an O(log 2 n) factor in the storage space. There are many methods that are used in real world applications for comparing curves, and one of the most prevalent is the (discrete) Fréchet distance (DFD for short), which is often described by the following analogy. Two frogs are hopping from vertex to vertex along two polygonal curves. At each step, one of the frogs or both frogs may advance to the next vertex on its curve. The discrete Fréchet distance is defined as the smallest maximum distance between the frogs that can be achieved in such a joint sequence of hops. Another useful distance measure for curves or time series is the dynamic time warping distance (DTW) for short), in which instead of taking the smallest maximum distance we take the smallest sum of distances.
Indyk [Ind02] gave a deterministic near-neighbor data structure for curves under DFD. The data structure achieves an approximation factor of O((log m + log log n) t−1 ) given some trade-off parameter t > 1. Its space consumption is very high, O(m 2 |X|) tm 1/t · n 2t , where |X| is the size of the domain on which the curves are defined, and the query time is (m log n) O(t) . In Table 1 we set t = 1 + o(1) to obtain a constant approximation factor.
Later, Driemel and Silvestri [DS17] presented a locality-sensitive-hashing scheme for curves under DFD, improving the result of Indyk for short curves. Their data structure uses O(2 4md mn log n + mn) space and answers queries in O(2 4md m log n) time with an approximation factor of O(d 3/2 ). They also provide a trade-off between approximation quality and computational performance: for a parameter k ∈ [m], a data structure that uses O(2 2k m k−1 n log n + mn) space is constructed that answers queries in O(2 2k m k log n) time with an approximation factor of O(d 3/2 m/k). They also show that this result can be applied to DTW, but only for one extreme of the trade-off which gives O(m) approximation.
Recently, Emiris and Psarros [EP18] presented near-neighbor data structures for curves under both DFD and DTW distance. Their algorithm provides approximation factor of (1 + ε), at the expense of increasing space usage and preprocessing time. The idea is that for a fixed alignment between two curves (i.e. a given sequence of hops of the two frogs), the problem can be reduced to near-neighbor problem on points in ℓ ∞ (in a higher dimension). Their basic idea is to construct a data structure for all possible alignments. Once a query is given, they query all these data structures and return the closest curve found. This approach is responsible for the 2 m factor in their query time. Furthermore, they generalize this approach using randomized projections of l p -products of Euclidean metrics (for any p ≥ 1), and define the ℓ p,2 -distance for curves (for p ≥ 1), which is exactly DFD when p = ∞, and DTW distance when p = 1 (see Section 2). The space used by their data structure is
md for DTW, while the query time in both cases is O(d · 2 2m log n).
De Berg, Gudmundsson, and Mehrabi [dBGM17] described a dynamic data structure for approximate nearest neighbor for curves (which can also be used for other types of queries such as range reporting), under the (continuous) Fréchet distance. Their data structure uses n · O 1 ε 2m space and has O(m) query time, but with an additive error of ε · reach(Q), where reach(Q) is the maximum distance between the start vertex of the query curve Q and any other vertex of Q. Furthermore, their query procedure might fail when the distance to the nearest neighbor is relatively large.
Afshani and Driemel [AD18] studied (exact) range searching under both the discrete and continuous Fréchet distance. In this problem, the goal is to preprocess C such that given a query curve Q of length m q and a radius r, all the curves in C that are within distance r from Q can be found efficiently. For DFD, their data structure uses O(n(log log n) m−1 ) space and has O(n
) query time, where m q is limited to log O(1) n. Additionally, they provide a lower bound in the pointer model, stating that every data structure with Q(n) + O(k) query time, where k is the output size, has to use roughly Ω (n/Q(n)) 2 space in the worst case (even for m q = 1). Afshani and Driemel conclude their paper by asking whether more efficient data structures might be constructed if one allows approximation.
De Berg, Cook, and Gudmundsson [dBIG13] , considered range counting queries for curves under the continuous Fréchet distance. Given a polygonal curve C with m vertices, they show how to preprocess it into a data structure in O(k · polylog(m)) time and space, so that, given a query segment s, one can return a constant approximation of the number of subcurves of C that lie within distance r of s in O(
where k is a parameter between m and m 2 .
Our results. We present a data structure for the (1 + ε, r)-approximate near-neighbor problem using a bucketing method. We construct a relatively small set of curves I such that given a query curve Q, if there exists some curve in C within distance r of Q, then one of the curves in I must be very close to Q. The points of the curves in I are chosen from a simple discretization of space, thus, while it is not surprising that we get the best query time, it is surprising that we achieve a better space bound. See Table 1 for a summary of our results. In the table, we do not state our result for the general ℓ p,2 -distance. Instead, we state our results for the two most important cases, i.e. DFD and DTW, and compare them with previous work. Note that our results substantially improve the current state of the art for any p ≥ 1. In particular, we remove the exponential dependence on m in the query bounds and significantly improve the space bounds.
We also apply our methods to an approximation version of range counting for curves (for the general ℓ p,2 distance) and achieve bounds similar to those of our ANNC data structure. Moreover, at the cost of an additional O(n)-factor in the space bound, we can also answer approximate range searching queries, thus answering the question of Afshani and Driemel [AD18] (see above), with respect to the discrete Fréchet distance.
Finally, note that our approach with obvious modifications works also in a dynamic setting, that is, we can construct a dynamic data structure for ANNC as well as for other related problems such as range counting and range reporting for curves.
Organization. We begin by presenting our data structure for the special case where the distance measure is DFD (Section 3), since this case is more intuitive. Then, we apply the same approach to the case where the distance measure is ℓ p,2 -distance, for any p ≥ 1 (Section 4). Surprisingly, we achieve the exact same time and space bounds, without any dependence on p. Finally, we show that a similar data structure can be used in order to solve a version of approximate range counting for curves (Section 5).
Space Query
Approx. Comments 
Preliminaries
In order to simplify the presentation, we assume throughout the paper that all the input and query curves have exactly the same size, but this assumption can be easily removed. Let C be a set of n curves, each consists of m points in d dimensions, and let δ be some distance measure for curves.
Problem 1 ((1 + ε)-approximate nearest-neighbor for curves). Given a parameter 0 < ε ≤ 1, preprocess C into a data structure that given a query curve Q, returns a curve
Problem 2 ((1 + ε, r)-approximate near-neighbor for curves). Given a parameter r and 0 < ε ≤ 1, preprocess C into a data structure that given a query curve Q, if there exists a curve
Curve alignment. Given an integer m, let τ := (i 1 , j 1 ), . . . , (i t , j t ) be a sequence of pairs where i 1 = j 1 = 1, i t = j t = m, and for each 1 < k ≤ t, one of the following properties holds:
We call such a sequence τ an alignment of two curves.
Let P = (p 1 , . . . , p m ) and Q = (q 1 , . . . , q m ) be two curves of length m in d dimensions.
Discrete Fréchet distance (DFD). The Fréchet cost of an alignment τ w.r.t. P and Q is σ dF (τ ) := max (i,j)∈τ p i − q j 2 . The discrete Fréchet distance is defined over the set T of all alignments as
Dynamic time wrapping (DTW). The time warping cost of an alignment τ w.r.t. P and Q is σ DT W (τ ) := (i,j)∈τ p i − q j 2 . The DTW distance is defined over the set T of all alignments as
ℓ p,2 -distance for curves. The ℓ p,2 -cost of an alignment τ w.r.t. P and Q is σ p,2 (τ ) :
. The ℓ p,2 -distance between P and Q is defined over the set T of all alignments as
Notice that ℓ p,2 -distance is a generalization of DFD and DTW, in the sense that
Also note that DFD satisfies the triangle inequality, but DTW and ℓ p,2 -distance (for p = ∞) do not.
Emiris and Psarros [EP18] showed that the total number of all possible alignments between two curves is in O(m · 2 2m ). We reduce this bound by counting only alignments that can determine the ℓ p,2 -distance between two curves. More formally, let τ be a curve alignment. If there exists a curve alignment τ ′ such that τ ′ ⊂ τ , then clearly σ p (τ ′ ) ≤ σ p (τ ), for any 1 ≤ p ≤ ∞ and w.r.t. any two curves. In this case, we say that τ cannot determine the ℓ p,2 -distance between two curves.
Lemma 3. The number of different alignments that can determine the ℓ p,2 -distance between two curves (for any 1 ≤ p ≤ ∞) is at most O(
Proof. Let τ = (i 1 , j 1 ), . . . , (i t , j t ) be a curve alignment. Notice that m ≤ t ≤ 2m − 1. By definition, τ has 3 types of (consecutive) subsequences of length two:
Denote by T 1 the set of all alignments that do not contain any subsequence of type (iii). Then, any τ 1 ∈ T 1 is of length exactly 2m − 1. Moreover, τ 1 contains exactly 2m − 2 subsequences of length two, of which m−1 are of type (i) and m−1 are of type (ii). Therefore,
Assume that a curve alignment τ contains a subsequence of the form
is also a redundant pair. Therefore we only care about alignments that do not contain any redundant pairs. Denote by T 2 the set of all alignments that do not contain any redundant pairs, then any τ 2 ∈ T 2 contains at least one subsequence of type (iii).
We claim that for any alignment τ 2 ∈ T 2 , there exists a unique alignment τ 1 ∈ T 1 . Indeed, if we add the redundant pair (i l
where Γ(·) is Euler's Gamma function (an extension of the factorial function). For p = 2 and p = 1, we get
Our approach consists of a discretization of the space using lattice points, i.e., points from
Lemma 4. The number of lattice points in the d-dimensional ball of radius R under the ℓ p norm (i.e., in
Notice that z ∈ C(z), and the ℓ pdiameter of a lattice cube is d 1/p . Therefore, the number of lattice points in the ℓ d p -ball of radius R is bounded by the number of lattice cubes that are contained in a ℓ d p -ball with radius Remark 5. In general, when the dimension d is large, i.e. d ≫ log n, one can use dimension reduction (using the celebrated Johnson-Lindenstrauss lemma [JL84] ) in order to achieve a better running time, at the cost of inserting randomness to the prepossessing and query. However, such an approach can work only against oblivious adversary, as it will necessarily fail for some curves. Recently Narayanan and Nelson [NN18] (improving [EFN17, MMMR18]) proved a terminal version of the JL-lemma. Given a set K of k points in R d and ε ∈ (0, 1),
This version of dimension reduction can be used such that the query remains deterministic and always succeeds. The idea is to take all the nm points from all the input curves to be the terminals, and let f be the terminal dimension reduction. We transform each input curve P = (p 1 , . . . , p m ) into f (P ) = (f (p 1 ), . . . , f (p m )), a curve in R O( log nm ε 2 ) . Given a query Q = (q 1 , . . . , q m ) we transform it to f (Q) = (f (q 1 ), . . . , f (q m )). Since the pairwise distances between every query point to all input points are preserved, so is the distance between the curves. Specifically, the ℓ p,2 -cost of any alignment τ is preserved up to a 1 + ε factor, and therefore we can reliably use the answer received using the transformed curves.
Discrete Fréchet distance (DFD)
Consider the infinite d-dimensional grid with edge length
.Given a point x in R d , by rounding one can find in O(d) time the grid point closest to x. Let G(x, R) denote the set of grid points that are contained in B d
2 (x, R).
Proof. We scale our grid so that the edge length is 1, hence we are looking for the number of lattice points in B d 2 (x,
. By Lemma 4 we get that this number is bounded by the volume of the d-dimensional ball of radius
ε . Using Stirling's formula we conclude,
where α is a constant (approximately 12.4).
Denote by p i j the j'th point of C i , and let G i = 1≤j≤m G(p i j , (1+ε)r) and G = 1≤i≤n G i , then by the above corollary we have |G i | = m · O( Proof. Let Q ∈ I i and let τ be an alignment with σ dF (τ ) ≤ (1 + ε 2 )r w.r.t. C i and Q. For each 1 ≤ k ≤ m let j k be the smallest index such that (j k , k) ∈ τ . In other words, j k is the smallest index that is matched to k by the alignment τ . Since
2 )r), for k = 1, . . . , m. This means that for any curve Q ∈ I i such that σ dF (τ ) ≤ (1 + ε 2 )r w.r.t. C i and Q, we have x k ∈ G(p i j k , (1 + ε 2 )r), for k = 1, . . . , m. By Corollary 6, the number of ways to choose a grid point
We conclude that given an alignment τ , the number of curves Q with m points from G i such that σ dF (τ ) ≤ (1 + ε 2 )r w.r.t. C i and Q is bounded by O( 1 ε ) md . Finally, by Lemma 3, the total number of curves in I i is bounded by 2 2m · O(
The data structure. Denote I = 1≤i≤n I i , so |I| = n · O( 1 ε ) md . We construct a prefix tree T for the curves in I, as follows. For each 1 ≤ i ≤ n and curve Q ∈ I i , if Q / ∈ T , insert Q to T , and set C(Q) ← C i .
Each node v ∈ T corresponds to a grid point from G. Denote the set of v's children by N (v). We store with v a multilevel search tree on N (v), with a level for each coordinate. The points in G are the grid points contained in nm balls of radius (1 + ε)r. Thus when projecting these points to a single dimension, the number of 1-dimensional points is at most nm · 
The query algorithm. Let Q = (q 1 , . . . , q m ) be the query curve. The query algorithm is as follows: For each 1 ≤ k ≤ n find the grid point q ′ k (not necessarily from G) closest to q k . This can be done in O(md) time by rounding. Then, search for the curve Q ′ = (q ′ 1 , . . . , q ′ m ) in the prefix tree T . If Q ′ is in T , return C(Q ′ ), otherwise, return NO. The total query time is then O(md log( nmd ε )).
Correctness. Consider a query curve Q = (q 1 , . . . , q m ). Assume that there exists a curve
We show that the query algorithm returns a curve C * with
Consider a point q k ∈ Q. Denote by q ′ k ∈ G the grid point closest to q k , and let
. By the triangle inequality,
2 )r, and the query algorithm returns C(Q ′ ). Now, again by the triangle inequality,
We obtain the following theorem.
Theorem 8. There exists a data structure for the (1+ε, r)-ANNC under DFD, with n·O( log n Table 2 : Comparing our near-neighbor data structure to previous results, for a fixed ε (say ε = 1/2).
ℓ p,2 -distance of polygonal curves
For the near-neighbor problem under the ℓ p,2 -distance, we use the same basic approach as in the previous section, but with two small modifications. The first is that we set the grid's edge length to
, and redefine G(x, R), G i , and G, as in the previous section but with respect to the new edge length of our grid. The second modification is that we redefine I i to be the set of all curves Q = (x 1 , x 2 , . . . , x m ) with points from G, such that
We assume without loss of generality from now and to the end of this section that r = 1 (we can simply scale the entire space by 1/r), so the grid's edge length is
. The following corollary is respective to Corollary 6.
Proof. We scale our grid so that the edge length is 1, hence we are looking for the number of lattice points in B d
2 (x,
. By Lemma 4 we get that this number is bounded by the volume of the d-dimensional ball of radius (1 +
where α is a constant (approximately 4.13).
In the following claim we bound the size of I i , which, surprisingly, is independent of p. Proof. Let Q = (x 1 , x 2 , . . . , x m ) ∈ I i , and let τ be an alignment with σ p (τ ) ≤ (1 + ε 2 )r w.r.t. C i and Q. For each 1 ≤ k ≤ m let j k be the smallest index such that (j k , k) ∈ τ . In other words, j k is the smallest index that is matched to k by the alignment τ .
ε R k + 1, and by triangle inequality,
Clearly,
. We conclude that for each curve Q = (x 1 , x 2 , . . . , x m ) ∈ I i there exists an alignment τ such that σ p (τ ) ≤ 1 + ε 2 w.r.t. C i and Q, and a sequence of integers (α 1 , . . . , α m ) such that
Therefore, the number of curves in I i is bounded by the multiplication of three numbers:
1. The number of alignments that can determine the distance, which is at most 2 2m by Lemma 3. 
where the last equality follows as
3. The number of ways to choose a curve (x 1 , x 2 , . . . , x m ), such that
, α k ε m 1/p ), for k = 1, . . . , m. By Corollary 9, the number of grid points in
By the inequality of arithmetic and geometric means we have
The data structure and query algorithm are exactly the same as we described for DFD, but the analysis of space complexity and query time are different.
Space complexity and query time. The size of I i and I are the same as in Section 3, so the total number of curves stored in the tree T is the same in our case. We only need to show that the upper bound on the size and query time of the search tree associated with a given node v of the tree T remains as in Section 3.
The grid points corresponding to the nodes in N (v) are from n sets of m balls with radius (1 + ε). When projecting the grid points in one of the ball to a single dimension, the number of 1-dimensional points is at most
, so the total number of projected points is at most
Thus in each level of the search tree of v we have O( We conclude that the total space complexity is O( Correctness. Consider a query curve Q = (q 1 , . . . , q m ). Assume that there exists a curve C i ∈ C such that d p (C i , Q) ≤ 1. We will show that the query algorithm returns a curve C * with d p (C * , Q) ≤ 1 + ε.
Let τ be an alignment such that the ℓ p,2 -cost of τ w.r.t. C i and Q is at most 1. Unlike the Fréchet distance, ℓ p,2 -distance for curves does not satisfy the triangle inequality. However, by the triangle inequality under ℓ 2 and ℓ p , we get that the ℓ p,2 -cost of τ w.r.t. C i and Q ′ is
, and thus Q ′ is in I i ⊆ I. This means that T contains Q ′ with a curve C(Q ′ ) ∈ C such that d p (C(Q ′ ), Q ′ ) ≤ 1 + ε 2 , and the query algorithm returns C(Q ′ ). Now, again by the same argument (using an alignment with ℓ p,2 -cost at most 1 + ε 2 w.r.t. C(Q ′ ) and Q ′ ), we get that
Theorem 11. There exists a data structure for the (1+ ε, r)-ANNC under ℓ p,2 -distance, with As mentioned in the preliminaries section, the DTW distance between two curves equals to their ℓ 1,2 -distance, and therefore we obtain the following theorem.
Theorem 12. There exists a data structure for the (1 + ε, r)-ANNC under DTW, with 
Approximate range counting
In the range counting problem for curves, we are given a set C of n curves, each consisting of m points in d dimensions, and a distance measure for curves δ. The goal is to preprocess C into a data structure that given a query curve Q and a threshold value r, returns the number of curves that are within distance r from Q.
In this section we consider the following approximation version of range counting for curves, in which r is part of the input (see Remark 15). Note that by storing pointers to curves instead of just counters, we can obtain a data structure for the approximate range searching problem (at the cost of an additional O(n)-factor to the storage space).
Problem 13 ((1 + ε, r)-approximate range-counting for curves). Given a parameter r and 0 < ε ≤ 1, preprocess C into a data structure that given a query curve Q, returns the number of all the input curves whose distance to Q is at most r plus possibly additional input curves whose distance to Q is greater than r but at most (1 + ε)r.
We construct the prefix tree T for the curves in I as in Section 4, as follows. For each 1 ≤ i ≤ n and curve Q ∈ I i , if Q is not in T , insert it into T and initialize C(Q) ← 1. Otherwise, if Q is in T , update C(Q) ← C(Q) + 1. Notice that C(Q) holds the number of curves from C that are within distance (1 + ε 2 )r to Q. Given a query curve Q, we compute Q ′ as in Section 4. If Q ′ is in T , we return C(Q ′ ), otherwise, we return 0.
Clearly, the storage space, preprocessing time, and query time are similar to those in Section 4. We claim that the query algorithm returns the number of curves from C that are within distance r to Q plus possibly additional input curves whose distance to Q is greater than r but at most (1 + ε)r. Indeed, let C i be a curve such that d dF (C i , Q) ≤ r. As shown in Section 4 we get d p (C i , Q ′ ) ≤ (1 + ε 2 )r, so Q ′ is in I i and C i is counted in C(Q ′ ). Now let C i be a curve such that d p (C i , Q) > (1 + ε)r. If d p (C i , Q ′ ) ≤ (1 + ε 2 )r, then by a similar argument (switching the rolls of Q and Q ′ ) we get that d p (C i , Q ′ ) ≤ (1 + ε)r, a contradiction. So d p (C i , Q ′ ) > (1 + ε 2 )r, and thus C i is not counted in C(Q ′ ). We obtain the following theorem. Theorem 14. There exists a data structure for the (1 + ε, r)-approximate range-counting for curves under ℓ p,2 -distance, with n · O( 1 ε ) dm space, n log( Remark 15. When the threshold parameter r is part of the query, we call the problem the (1+ε)-approximate range-counting problem. Note that the reduction from (1+ε)-approximate nearest-neighbor to (1 + ε, r)-approximate near-neighbor can be easily adapted to a reduction from (1+ε)-approximate range-counting to (1+ε, r)-approximate range-counting, more details will be given in a full version of this paper.
