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Abstract
In this work, we show existence of invariant ergodic measure for switched linear
dynamical systems (SLDSs) under a norm-stability assumption of system dynam-
ics in some unbounded subset of Rn. Consequently, given a stationary Markov
control policy, we derive non-asymptotic bounds for learning expected reward
(w.r.t the invariant ergodic measure our closed-loop system mixes to) from time-
averages using Birkhoff’s Ergodic Theorem. The presented results provide a foun-
dation for deriving non-asymptotic analysis for average reward-based optimal con-
trol of SLDSs. Finally, we illustrate the presented theoretical results in two case-
studies.
1 Introduction
Last decade has seen tremendous advancements in non-asymptotic analysis of system identification
and optimal control for linear time-invariant dynamical systems (e.g., Tu und Recht (2018); Hao u. a.
(2020); Oymak (2019); Fazel u. a. (2018); Simchowitz u. a. (2018); Sarkar u. a. (2019)). When eval-
uating a value function corresponding to a policy for the infinite-horizon case, existing literature in
non-asymptotic analysis, such as Lazaric u. a. (2012); Tu und Recht (2018), uses a discount factor
on instantaneous rewards;1 this results in a policy iteration algorithm that computes a new policy
that minimize immediate rewards rather than minimizing the cumulative reward over infinite hori-
zon. While this approach might be valid for some application domains (e.g., finance), it may not be
suitable in general setting; in the general case, it is preferable to minimize the expected reward with
respect to the stationary distribution induced by the choice of the control policy Bertsekas (1995).
The main challenge in using this approach is that, when system dynamics is not known, we do not
have access to the stationary distribution. However, let us assume that we do have access to instanta-
neous rewards and are able to show that the underlying dynamical system mixes geometrically to an
invariant ergodic measure. Then, the expected reward w.r.t the stationary distribution induced by our
choice of control policy can be approximated from time-averages of instantaneous rewards, under
mild assumptions on the reward function. On the other hand, when system dynamics is unknown,
average reward-based optimal control requires bounds on the mixing time; i.e, these methods re-
quire a bound on the length of time-averages of the reward that, with high probability, approximate
1In this work, by the reward function we actually refer to the cost function in the control sense.
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the expected reward w.r.t the stationary distribution induced by the choice of the control policy.
Zahavy u. a. (2019) recently provided non-asymptotic analysis for this problem when the underly-
ing state-space is discrete. In this work, we focus on the case when the controlled dynamical systems
is an unknown switched linear dynamical system in continuous state-space Rn. We first show suffi-
cient conditions for existence of an ergodic invariant distribution. After establishing existence, we
provide analysis for non-asymptotic sample complexity of learning the expected reward from its
time-averages.
1.1 Preliminaries and Background
Notation. N and R denote the sets of natural and real numbers, respectively. In P Rnˆn denotes
the n dimensional identity matrix, whereas }ν ´ µ}tv is the total variation distance between proba-
bility measures µ and ν. For random variables x and y, Epxq and Covpx, yq denote the expectation
and covariance. λnpq is the n-dimensional Lebesgue measure, and BRn is Borel σ-algebra on Rn.
Bnα :“ tx P Rn : }x}2 ď αu is the α-ball in Rn. Also, yn a.sÝÝÑ y denotes that yn converges almost
surely to y, whereas to simplify our presentation a^ b denotesminpa, bq. χtupq is the indicator func-
tion,Q ą 0 (Q ľ 0) denotes that matrixQ is positive (semi)definite, and ρpAq is the spectral radius
of matrix A P Rnˆn. Finally, for a set K Ď t1, ...,Mu, its complement is KA :“ t1, ...,MuzK.
Background. We consider a discrete-time switched linear dynamical system (SLDS) of the form
xt`1 “
Mÿ
j“1
pAjxt `BJut ` wjt qχMj pxtq. (1)
Here, xt P Rn, ut P Rp denote the system’s state and input, respectively, and Aj P Rnˆn and
Bj P Rnˆp, j “ 1, ...,M , capture system dynamics in each of the M regions that decompose the
state-space – the regions, defined as Mj “ tx P Rn : Ljx ď Cju, j “ 1, ...,M , are pairwise
disjoint satisfying
ŤM
j“1Mj “ Rn.2 In addition, for a fixed region j, noise vectorswjt are i.i.d, and
satisfy w
j
t ∼ N p0, Inq and Covpwjt , wks q “ 0, for all t, s ě 0 and j ‰ k P t1, 2, ...,Mu.
We assume that the applied control law ut is a linear function of state xt weighted by policy
π – i.e., ut “ πxt, with π P Rpˆn. We use a common (control) reward function rpx, uq “a
xTQx` uTRu, whereQ ě 0, R ą 0, andQ,R P Rnˆn Bertsekas (1995). Hence, under the con-
trol law u “ πx, which we also denote as u “ πpxq, we have that rpx, πxq “
a
xT pQ` πTRπqx;
furthermore, the closed-loop dynamics of (1) can be captured as
xt`1 “
Mÿ
j“1
` pAj `BJπqloooooomoooooon
Aˆpij
xt ` wjt
˘
χMj pxtq “
Mÿ
j“1
´
Aˆπj xt ` wjt
¯
χMj pxtq. (2)
Finally, if xt from (2) under policy π mixes to a stationary distribution νπ, we define the steady-state
reward ρpπq associated with the policy π as ρpπq “ Ex∼νpirpx, πpxqq.
The contributions of this paper are twofold. First, we derive sufficient conditions under which
samples of the closed-loop system trajectories from (2), under policy π, mix geometrically to a
unique ergodic invariant measure νπ (in Section 2). Second, when the closed-loop system in (2)
satisfies the derived conditions, leveraging Birkhoff’s pointwise ergodic theorem, which implies
lim
NÑ8
1
N
ÿN´1
t“0 rpxt, πpxtqq
a.sÝÝÑ
ż
rpy, πpyqqνπpdyq “: ρpπq, (3)
we provide finite sample analysis for learning ρpπq, defined in (3), with high probability from time
averages 1
N
řN´1
t“0 rpxt, πpxtqq (in Section 3).3 We show that the complexity of the sample analysis
linearly depends on the size of the state space as opposed to quadratic dependencewhen a discounted
LQR is used on commonly considered linear Gaussian dynamical systems (e.g., as in Tu und Recht
(2018)). Finally, we validate the presented results on case studies (in Section 4).
2To simplify our notation, we employ a polyhedra-based region representation. On the other hand, any
pairwise-disjoint region decomposition of the state space would suffice.
3Since rpx, pixq “
a
xT pQ` piTRpiqx is effectively a function of x, to simplify our notation, from now
on we will use rpxtq instead of rpxt, pipxtqq; the role of policy pi will also always be clear from νpi .
2
2 Mixing of SLDSs to Invariant Distributions
We start by considering a linear time-invariant dynamical system with a state-space representation
xt`1 “ Axt ` wt, (4)
where pwtqtPN is i.i.d with distribution N p0, Inq and spectral radius ρpAq satisfies that ρpAq ă 1.
ForA P BRn and any s P N, one step transition kernel is defined as P px,Aq “ Ppxs`1 P A|xs “ xq
and kth step transition kernel is denoted by P kpx,Aq “ Ppxs`k P A|xs “ xq. Proving existence
of an ergodic invariant measure using a total variation approach, would require showing that for all
x, y P Rn it holds that limtÑ8 }P tpx, ¨q ´ P tpy, ¨q}tv “ 0.
For SLDS (4), P px, ¨q “ N pAx, Inq, and it is a common knowledge that the sequence from (4)
mixes geometrically to a unique ergodic invariant Gaussian distribution Tu und Recht (2018); at
the same time suppx,yqPRnˆRn }P px, ¨q ´ P py, ¨q}tv “ 2, making total variation approach infea-
sible for Gaussian kernel on unbounded state space. Adding to the difficulty of SLDS analysis,
the transition kernel for the state sequence of the closed-loop system (2) is more complex than
for linear time-invariant systems (4), which is a standard benchmark in non-asymptotic analy-
sis(e.g., Abbasi-Yadkori u. a. (2019); Tu und Recht (2018)).
This brings us to the theory of Wasserstein metric and optimal transport Villani (2008), which is
used to construct a metric on PpRnq ˆ PpRnq under which (2) mixes to an invariant measure; here,
PpRnq is the space of probability measures on Rn. For a lower semi-continuous metric dpx, yq on
R
n ˆ Rn, Wasserstein metric on PpRnq is defined as
W1dpν, µq “ infpX,Y qPΓpν,µqE dpX,Y q; (5)
here, pν, µq P PpRnq ˆ PpRnq, and pX,Y q P Γpν, µq implies that random variables pX,Y q follow
probability distributions onRnˆRn with marginals ν and µ. For example, if dpx, yq :“ χx‰ypx, yq,
it follows that
W1pν, µq “ inf
pX,Y qPΓpν,µq
PpX ‰ Y q “ 1
2
}ν ´ µ}tv. (6)
For any function V : Rn Ñ r0,8q, we define PV pxq :“ ş
Rn
V pyqP px, dyq.4 Intuitively speaking,
to prove existence of an invariant measure, our goal is to show that for all x, y P Rn their exists
some metric dP on PpRnqˆPpRnq such that dP acts as a contraction on the transition kernel of (2)
– i.e.,
dP
`
P tpx, ¨q, P tpy, ¨q˘ ď η ¨ dP `P t´1px, ¨q, P t´1py, ¨q˘ , (7)
for some η ă 1 and all t P N. If the space PpRnq is complete under the metric dP , (7) implies
existence of a unique invariant measure that the SLDS from (2) mixes to. Hairer (2010) introduces
corresponding easy-to-verify conditions; if there exist function V pxq, γ P p0, 1q,K P R, and α ą
0 s.t.
piq PV pxq ď γV pxq `K, for all x P Rn (8)
piiq }P px, ¨q ´ P py, ¨q}tv ď 2p1´ αq, for all px, yq P Rn ˆ Rn s.t. V pxq ` V pyq ď rˆ, (9)
with rˆ ą 2K
1´γ , then system (2) mixes geometrically to a unique ergodic invariant measure.
5
In the above condition, (8) ensures that the dynamical system is being ‘pushed’ to a neighborhood of
the origin in Rn. (9) implies existence of a sufficiently large level set such that any two trajectories,
with distinct initial conditions inside the level set, can be ‘coupled’ together with positive probability;
i.e., if X ∼ P px, ¨q and Y ∼ P py, ¨q for x, y in the aforementioned sufficiently large level set,
then PpX ‰ Y q ď p1 ´ αq (see Kulik (2015) for more details) and PpXn ‰ Ynq ď p1 ´ αqn.
This implies that distinct trajectories overlap with positive probability and it becomes more and
more unlikely as n increases that they diverge away from each other. As shown in Hairer (2010);
Eberle (2015) , (8) and (9) ensure existence of a probability metric which acts as a contraction
4Notice that although we abuse the notation and use P to represent both the transition operator and the
space of probability measures, its purpose and specific meaning will always be unambiguous from the context.
5V can be thought of as a Lyapunov function of the dynamical system; Lyapunov functions are widely
used in control theory to capture energy of the system in a way that facilitates reasoning about system stabil-
ity Van Handel (2007).
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on the transition kernel, i.e., (7) holds for dP :“ W1dβ˚ , as defined in (5), where dβ˚px, yq :“
p2 ` β˚V pxq ` β˚V pyqq ¨ χx‰ypx, yq for some β˚ ą 0 and η ă 1; note here that η depends on
α and β˚. Furthermore, completeness of PpRnq equipped with metric W1dβ˚ directly follows from
lower semi-continuity of dβ˚px, yq.
Theorem 1. Consider a control law ut “ πpxtq, and assume that there exists ̺ ă 8 such that for
all kunbdd P Kunbdd :“
 
k | p1 ď k ďMq and `pMk X pBn̺ qAq ‰ H˘(, it holds that }Aˆπkunbdd}2 ă 1.
Then, the system (2) mixes geometrically to a unique ergodic invariant distribution νπ.
Before proving Theorem 1, note that the theorem assumption is that, given a control law ut “ πpxtq
there exists a bounded ball around the origin where the closed-loop dynamics might be unstable, but
is stable outside the ball. The bounded set is essentially same as the aforementioned ‘sufficiently
large level set’, and to show that (8) and (9) hold, we proceed as follows.
Proof. Consider function V pxq “ }x}2
2
. From (2), we have P px,Aq “ řMj“1 Pjpx,AqχMj pxq,
where Pjpx, ¨q ∼ N pAˆπj x, Inq. We define c :“ maxkPKAunbdd }Aˆπk}22 and γ :“ maxjPKunbdd }Aˆπj }22;
then, from the theorem assumption it holds that γ ă 1.
If we assume that the initial state x0 :“ x satisfies }x}2 ď ̺, then there exists a k P KAunbdd such
that
PV pxq “ Ey∼N pAˆpi
k
x,Inq}y}22 “ Ez∼N p0,Inq}z}22 ` }Aˆπkx}22 ď pn` c̺2q. (10)
However, if the initial state is x0 :“ x such that }x}2 ą ̺, then there exists j P Kunbdd such that
PV pxq “ E
y∼N pAˆpij x,Inq}y}
2
2
“ Ez∼N p0,Inq}z}22 ` }Aˆπj x}22 ď n` γ}x}22 “ pn` γV pxqq. (11)
Therefore, starting from any initial condition in Rn, from (10) and (11) it holds that
PV pxq ď γV pxq ` pn` c̺2qloooomoooon
K
, (12)
and thus (8) holds for the closed-loop dynamical system from (2) under the theorem assumptions.
To show (9), we define
rˆ :“ 2pn` c̺
2q
γp1´ γq ñ rˆ ą
2pn` c̺2q
p1´ γq , (13)
where the right side holds since γ ă 1. For any x, y P Rn, P px, ¨q and P py, ¨q follow N pAˆπj x, Inq
and N pAˆπky, Inq respectively, for some j, k P t1, 2, ..,Mu. Gaussians are absolutely continuous
w.r.t. Lebesgue measure, implying that }P px, ¨q ´ P py, ¨q}tv “ 2 ´ 2
ş
Rn
pfxpzq ^ gypzqqdz (see
e.g., van Handel (2014)), with fxpzq and gypzq being the density functions of P px, ¨q and P py, ¨q,
respectively. Now, let us define
αpx,yq :“
ż
Rn
pfxpzq ^ gypzqqdz
We have that αpx,yq “ 0 ðñ fxpzq ^ gypzq “ 0 almost everywhere (a.e.) w.r.t. Lebesgue
measure on Rn Folland (2013). Thus, the existence of αpx,yq ą 0, for any specific px, yq, directly
follows if we can show that fxpzq ^ gypzq ą 0 a.e. w.r.t. Lebesgue measure on Rn. We show in
Appendix under the heading of Claim 1, that for each pxˆ, yˆq P D, where D :“ tpx, yq P Rn ˆ Rn :
V pxq ` V pyq ď rˆu and rˆ is defined in (13), it holds that αpxˆ,yˆq ą 0. Now, let pX , τxq and pY, τyq
be topological vector spaces. Consider the space X ˆ Y equipped with product topology τpx,yq :“
τ
`
π´1
1
pAq X π´1
2
pBq,@A P τx,@B P τy
˘
, where π1px, yq :“ x and π2px, yq :“ y; i.e., the smallest
topology under which projection maps are continuous. Then on pX ˆ Y, τpx,yqq, V pxq ` V pyq ď rˆ
implies that V ˝ π1px, yq ` V ˝ π2px, yq ď rˆ. As for (2), X , Y “ Rn and τx, τy coincides with
usual metric topology on Rn. τpx,yq coincides with usual metric topology on R2n. Since, V is
continuous by construction, composition of two continuous functions is continuous and addition
of continuous functions is again continuous. Therefore, px, yq ÞÝÑ V pxq ` V pyq is a continuous
mapping from pX ˆ Y, τpx,yqq to pR, τRq, where τR is the topology that coincides with the usual
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metric topology on R. Now, r0, rˆs is compact in τR and preimage of a compact subset of pR, τRq
under a continuous function is compact (see e.g., Folland (2013)). Hence, D is compact subset of
pX ˆ Y, τpx,yqq. Since infimum and supremum are always attained on a compact subset, we have
that α :“ infpx,yqPD αpx,yq ą 0 and }P px, ¨q ´ P py, ¨q}tv ď 2p1 ´ αq for all px, yq P D; meaning
that (9) also holds.
3 Non-Asymptotic Analysis of Learning the Expected Reward w.r.t ν
pi
Geometric ergodicity of (2) under the assumptions from Theorem 1 allows us to use Birkhoff’s
pointwise ergodic theorem, from which it holds that
1
N
N´1ÿ
i“0
hpxiq a.sÝÝÑ
ż
Rn
hpyqνπpdyq, (14)
for any function h P L1pRn,BRn , νπq, (see e.g., Hairer (2006)). Furthermore, note that (12) im-
plies that
ş
Rn
V pyqνπpdyq :“
ş
Rn
}y}22νπpdyq ď n`c̺
2
1´γ , Hairer (2006). Hence, for any reward
function rpxq that can be written as pxT Pˆxqq , for some Pˆ ą 0 and q ď 1, it follows that
limNÑ8 1N
řN´1
i“0 rpxiq a.s“
ş
Rn
rpyqνπpdyq ă 8 for the SLDS (2) under the assumptions from
Theorem 1.
Almost sure (a.s) convergence in (14) allows for learning Ey∼νpirpyq non-asymptotically from the
observable time averages 1
N
řN´1
i“0 rpxiq. Our objective is to bound N such that given ǫ ą 0 and
δ P p0, 1q their exists Npǫ, δq such that for all N ě Npǫ, δq, with probability at least 1 ´ δ, it
holds that ˇˇˇ
ˇˇ 1
N
N´1ÿ
i“0
rpxiq ´
ż
Rn
rpyqνπpdyq
ˇˇˇ
ˇˇ ď ǫ (15)
If pxiqiPN are i.i.d random variables, non-asymptotic bounds for (15) follows trivially from Hoeffd-
ing’s inequality Boucheron u. a. (2013); Bertail und Ciołek (2018). This is certainly not the case
for samples generated from the SLDS (2), which brings us to the theory of regenerative Markov
chains Athreya und Roy (2014). Intuitively, the idea is to append original Markov chain pxiqiPN into
an artificial stochastic process yi :“ pxˆi, ϑiqiPN, such that the conditional distribution of xˆi given
xˆi´1 is the same as that xi given xi´1 for each i P N and ϑi is a Bernoulli random variable.
Specifically, let us assume that for Markov chain pxiqiPN there exist a β P p0, 1q, a subset
S Ă Rn, and a probability measure νˆ, such that infxPS P px, ¨q ě βνˆp¨q. Then we can define
a valid residual kernel Rpx, ¨q “ P px,¨q´β¨χSpxqνˆp¨q
1´β¨χSpxq . Now, conditioned on xˆi´1 “ x, we define
P pϑi´1 “ 1|xˆi´1 “ xq “ β ¨χSpxq; it directly follows that P pϑi´1 “ 0|xˆi´1 “ xq “ 1´β ¨χSpxq.
In addition, we define the one-step transition probability from pxˆi´1q to pxˆiq as
Ppxˆi P A|xˆi´1 “ xq “ β ¨ χSpxqνˆpAq ` p1´ β ¨ χSpxqqRpx,Aq. (16)
It is a straightforward check that Ppxˆi P A|xˆi´1 “ xq “ P px,Aq. Now, let us define the first
regeneration time T “ T1 “ τ :“ τ1 “ infpt ě 1 : ϑt´1 “ 1q, and for each m P N, mth
regeneration time τm :“ infpt ą τm´1 : ϑt´1 “ 1q, mth excursion length of the Markov chain as
Tm :“ τm ´ τm´1, as well as Bm :“ pτm, . . . , τm`1 ´ 1q and xBm “ pxτm , . . . , xτm`1´1q. If
xˆ0 “ x0 ∼ νˆp¨q, then strong Markov property implies that we can break pxiqiPN into i.i.d blocks
process pxBi qiPN. Notice that EνˆT “ EψTm for any m ě 2 and any distribution ψ such that
x0 ∼ ψ (see Bertail und Ciołek (2018) for more details). Using the Law of Large Numbers on the
i.i.d blocks, it can be easily verified (see e.g., Athreya und Lahiri (2006)) that the invariant measure
νπ satisfies that for any A P BRn , it holds that
νπpAq “ Eνˆ
řT´1
i“0 χApxiq
EνˆT
. (17)
If we also define rpxiq :“ rpxiq ´ Ey∼νpirpyq, RpNq :“ minpk ě 1 : τk ą Nq and ∆pNq :“
τRpNq ´N , then for each N P N, it holds that
1
N
N´1ÿ
i“0
rpxiq “ 1
N
τ´1ÿ
i“0
rpxiqlooomooon
O1
` 1
N
τRpNq´1ÿ
i“τ
rpxiqloooooomoooooon
Z
´ 1
N
τRpNq´1ÿ
i“N
rpxiqloooooomoooooon
O2
“: 1
N
pO1 ` Z ´O2q; (18)
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note that here,Z is essentially the sum ofRpNq´1 i.i.d blocks . Finally, any non-asymptotic bounds
on (14) with x0 ∼ ψ would require bounding
1
N
`a
EψZ2 `
a
EψpO1 ´O2q2
˘
Łatuszyn´ski u. a.
(2013).
To use the aforementioned concept for the SLDS (2), for γ P p0, 1q, we define Vˆ : Rn Ñ r1,8q as
Vˆ pxq :“ p1` 1´ γ
2
}x}2
2
n
q. (19)
Now start with the following result.
Theorem 2. An SLDS (2) under assumptions in Theorem 1, with S :“ Bn?
2pn`c̺2`1q “ tx P R
n :
}x}2
2
ď 2pn` c̺2 ` 1qu and some probability measure νˆ on Rn, satisfies that
pP Vˆ qpxq ď λVˆ pxq `K2χSpxq, λ P pγ, 1q,K2 P R, (20)
inf
xPS
P px, ¨q ě βνˆp¨q. (21)
Note that the conditions (20) and (21) are stronger than the respective conditions (8) and (9). Since,
(21) implies (9), but the other direction does not always hold.
Proof. For }x}2 ą ̺, we are looking for a λ P pγ, 1q and a region C such that P Vˆ pxq ď λVˆ pxq for
all x P Sc :“ C X pBn̺ qA. Since (*) below holds from Theorem 1 proof, P Vˆ pxq ď λVˆ pxq holds if
P Vˆ pxq
p˚q
ď 1` 1´ γ
2n
pγ}x}2
2
` nq ď λ
ˆ
1` 1´ γ
2n
}x}2
2
˙
ùñ p1´ λq ` 1´ γ
2
ď pλ´ γqp1´ γq
2n
}x}2
2
ùñ
ˆ
3´ γ
2
˙
´ λ ď pλ´ γqp1´ γq
2n
}x}2
2
ùñ }x}2
2
ě
`
3´γ
2
˘´ λ
pλ´ γqp1´ γq2n ą
p1 ´ λq
pλ´ γqp1´ γq2n.
Thus, any λ P pγ, 1q, C :“ tx P Rn : }x}22 ą 2nu, Sc :“ tx P Rn : }x}22 ą 2pn` c̺2 ` 1qu and
K2 “ 32 ` 2c` c2̺2 would ensure that (20) holds; this follows from (12) and the fact that n ě 1.
To show that (21) holds, we extend on the idea of Douc u. a. (2014) for the system (2). For the
compact set S (from the theorem statement), if x PMj X S, we have that forA P BRn it holds that
P px,Aq “ 1p2πqn2
ż
A
exp
˜
´}y ´ Aˆπj x}22
2
¸
dy ě 1p2πqn2
ż
AXS
exp
˜
´}y ´ Aˆπj x}22
2
¸
dy ě
ě 1p2πqn2 infpx,yqPMjXSˆS exp
˜
´}y ´ Aˆπj x}22
2
¸
λnpAX Sq ě
ě 1p2πqn2 infpx,yqPMjXSˆS exp
˜
´}y ´ Aˆπj x}22
2
¸
λnpAX Sq
λnpSq ě (22)
ě 1p2πqn2 infpx,yqPSˆS exp
˜
´}y ´ Aˆπj x}22
2
¸
λnpAX Sq
λnpSq (23)
Here, (22) follows from the fact that λnpSq ě nn π
n
2
Γp1`n
2
q ě 1 (see e.g., Folland (2013)), where
Γp1` n
2
q “ ş8
0
x
n
2 e´xdx. Therefore, for any x P S, we have
P px,Aq ě 1p2πqn2
˜
inf
px,yqPSˆS
exp
˜
´}y ´ Aˆπ
1
x}2
2
2
¸
^ inf
px,yqPSˆS
exp
˜
´}y ´ Aˆπ
2
x}2
2
2
¸
^ . . .^ inf
px,yqPSˆS
exp
˜
´}y ´ AˆπMx}22
2
¸¸
λnpAX Sq
λnpSq . (24)
Therefore, (21) holds with
β “ 1p2πqn2
˜
inf
px,yqPSˆS
exp
˜
´}y ´ Aˆπ
1
x}2
2
2
¸
^ . . .^ inf
px,yqPSˆS
exp
˜
´}y ´ AˆπMx}22
2
¸¸
, (25)
where compactness of S ˆ S in the product topology and finitely many ‘^’ operations ensures that
β P p0, 1q, and νˆp¨q “ λnp¨XSq
λnpSq .
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Theorem 3. Consider a (fixed) δ P p0, 1q and any reward function of the form rpxq “
a
xT Pˆ x,
where Pˆ ą 0. If N satisfiesN ě Ωp n
βǫ2δp1´γqq, then (15) holds with probability at least 1´ δ.
Before moving to the proof, which is based on the approach from Łatuszyn´ski u. a. (2013),6 we de-
fine as well as upper bound πpVˆ q :“ ş Vˆ pyqνπpdyq “ 1` 1´γ2n ş V pyqνπpdyq ď 1` p1´γq2n pn`c̺2qp1´γq “
3
2
` c̺2
2n
, ExpVˆ q :“ supNPN PN Vˆ pxq “ 1 ` p1´γ2n q supNPN PNV pxq ď πpVˆ q ` p1´γq2n γ}x}22.
W.l.o.g assume }Pˆ }2 ď 1, then }r}2
Vˆ
1
2
:“ supxPRn
ˆ
|rpxq|
Vˆ
1
2 pxq
˙2
ď supxPRn x
T Pˆ x`πpVˆ q
1` p1´γq
2n
}x}2
2
ď 2np1´γq .
With these upper bounds and values β,K2, λ we can also compute upper bounds on the following
variables (which allows us to capture major bound terms) σ2aspP, rq :“
EνˆpřT´1i“0 rpxiqq2
EνˆT
, C0pP q :“
EνpiT´ 12 , C1pP, rq :“
c
Ex
´řT´1
i“0 |r|pxiq
¯2
andC2pP, rq :“
c
Ex
´
χpTănq
řτRpnq´1
i“n |r|pxiq
¯2
– this directly follows from Theorem 4.2 and Proposition 4.5 from Łatuszyn´ski u. a. (2013), which
are satisfied if the Markov chain satisfies (20) and (21). Details of the proof is given in Appendix.
3.1 Discussion: I.I.D Block Sequences and Their Link to Sample Complexity.
Although Theorem 3, gives explicit bounds on sample complexity by computing upper bounds on
specific coefficients related to SLDS governed by (2), using Theorem 4.2 and Proposition 4.5 from
Łatuszyn´ski u. a. (2013) and then sample complexity follows from Theorem 3.1 of Łatuszyn´ski u. a.
(2013). However, to give a clear explanation to the reader of the how does the existence of i.i.d
blocks for Markov chain from SLDS in (2) leads to the sample complexity shown in Theorem 3,
recall:
Pψp| 1
N
N´1ÿ
i“0
rpxiq ´
ż
Rn
rpyqνπpdyq| ą ǫq ď EψpZ
2 ` pO1 ´O2q2 ` 2ZpO1 ´O2q
N2ǫ2
(26)
As we already have a lower bound on the sample complexity in Theorem 3, it is sufficient to con-
sider bounding 1
N2ǫ2
EψZ
2 from (26), with x0 ∼ ψ for any arbitrary distribution ψ. Recall that Z
corresponds to i.i.d block sequences. To proceed, we first bound the term Eνˆ
´řτRpNq´1
i“0 rpxiq
¯2
as
Eνˆ
¨
˝τRpNq´1ÿ
i“0
rpxiq
˛
‚
2
pblocksq“ Eνˆ
¨
˝RpNqÿ
m“1
rpxBmq
˛
‚
2
p˚˚q“ Eνˆ
˜
T´1ÿ
i“0
rpxiq
¸2
EνˆRpNq “ (27)
“
Eνˆ
´řT´1
i“0 rpxiq
¯2
EνˆTlooooooooooomooooooooooon
σ2aspP,rq
EνˆTEνˆRpNq “ σ2aspP, rqEνˆτRpNq “ σ2aspP, rq ¨ pN ` Eνˆ∆pNqqloooooooomoooooooon
p˚˚˚q
ď N`C1pλqπpVˆ q` 1
β
C2pλ,K2q
,
where (blocks) converts summation over trajectory into summation over the RpNq i.i.d blocks, and
p˚˚q follows by applyingWald’s Lemma on the i.i.d blocks. In addition, p˚˚˚q holds for sufficiently
large β from Theorem 4.2 in Łatuszyn´ski u. a. (2013), and C1p¨q and C2p¨q are constant functions
of their respective arguments.
Now, for σ2aspP, rq defined as in (27), it holds that
σ2aspP, rq : “
Eνˆ
´řT´1
i“0 rpxiq
¯2
EνˆT
“
Eνˆ
´řT´1
i“0 r
2pxiq
¯
EνˆT
`
Eνˆ
´řT´1
i“0 rpxiqp
řT´1
j‰i rpxjqq
¯
EνˆT
“
piq“ Eνpir2 ` 2Eνpi
˜
T´1ÿ
i“1
rP ir
¸
piiq
ď 2n
1´ γ
˜
Eνpi Vˆ ` 2Eνpi
˜
T´1ÿ
i“1
Vˆ
1
2P iVˆ
1
2
¸¸
loooooooooooooooooooooomoooooooooooooooooooooon
piiiq
ď 1
β
C3pK2,λqπpVˆ q
.
6As we rely on the approach and proof from Łatuszyn´ski u. a. (2013), and apply it to the SLDS from (2),
we employ the same notation as Łatuszyn´ski u. a. (2013).
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Here, piq follows from the structure of the invariant measure (17) and stationarity, whereas piiq
holds because }r}2
Vˆ
1
2
ď 2n
1´γ . In addition, piiiq holds from Theorem 4.2 in Łatuszyn´ski u. a. (2013),
and C3p¨q is a constant function of its argument. From Theorem 3, we have that πpVˆ q ď 3
2
p1 `
c̺2
n
q ď 3
2
p1 ` c̺2q, as n ě 1. Therefore, Eνˆ
´řτRpNq´1
i“0 rpxiq
¯2
ď nNp1´γqβC4pK2, λ, c, ̺2q,
where C4pK2, λ, c, ̺2q is a constant function depending on K2, λ, c and ̺2. With this inequality at
hand, if x0 ∼ ψ then as captured in Łatuszyn´ski u. a. (2013) (discussion between (3.10) and (3.11)
in Łatuszyn´ski u. a. (2013)) it holds that
1
N2
EψZ
2 “ 1
N2
Eψ
¨
˝τRpNq´1ÿ
i“τ
rpxiq
˛
‚
2
“ 1
N2
Nÿ
j“1
Eψ
ˆ¨˝τRpNq´1ÿ
i“τ
rpxiq
˛
‚
2
|T “ j
˙
PψpT “ jq
“ 1
N2
Nÿ
j“1
Eνˆ
¨
˝τRpN´jq´1ÿ
i“0
rpxiq
˛
‚
2
PψpT “ jq ď n
Np1´ γqβC
4pK2, λ, c, ̺2q. (28)
Now, it directly follows that the sample complexity is Ωp n
βǫ2δp1´γq q.
4 Case Studies
One of our main results is proving linear dependence of the sample complexity on the state space
dimensions (with all other variables fixed). To validate this phenomenon empirically, we generate a
sequence of closed-loop matrices pAˆπ
1
pnq, Aˆπ
2
pnqqnPN such that Aˆπ1 pnq “ γIn, and Aˆπ2 pnq “ cIn,
where we assign γ “ 0.9 and c “ 2, as well as ̺ :“ 10 (as defined in Theorem 1). Specifically, we
consider the SLDSs (2), with size of the state space n varying from n “ 1 : 2000, with increments
of 50, andM “ 2 state regions, resulting in
xt`1pnq “ Aˆπ1 pnqxtpnq ` w1t pnq, if }xtpnq} ą ̺
xt`1pnq “ Aˆπ2 pnqxtpnq ` w2t pnq, if }xtpnq} ď ̺,
where w1t pnq and w2t pnq are appropriate n dimensional Gaussians as discussed in Section 2. With
an accuracy parameter ǫ :“ 1e ´ 10 (from (15)) we define our pseudo sample complexity for state
space of size n as the smallest Npnq P N such thatˇˇˇ
ˇˇˇ 1
Npnq
Npnqÿ
t“0
rpxtpnqq ´ 1
Npnq ` 1
Npnq`1ÿ
t“0
rpxtpnqq
ˇˇˇ
ˇˇˇ ă ǫ. (29)
We simulated 100000 independent trials for every considered size of the state space varying from
n “ 1 : 2000 and averaged the pseudo sample complexity for a more accurate description i.e,
Napnq :“
ř
100000
i“1 Nipnq
100000
, where ‘i’ represents each independent trial. As shown in Figure 1, in
higher dimensions sample complexity depends linearly on dimensions of the state space. Another
important factor is the dependence on ‘γ’. We repeated the aforementioned procedure with 10000
independent trials and same system dynamics, but with ‘γ’ varied from 0.5 to 0.9with increments of
0.05; the obtained results are shown in Figure 2. Our results from Figure 2 validate that the sample
complexity degrades with an increase in γ as captured in Theorem 3.
5 Conclusion
We showed existence of invariant ergodic measure for closed-loop switched linear dynamical sys-
tems, which are stable in an unbounded subset of the state-space. In addition, we derived non-
asymptotic bounds for learning the expected reward from time-averages. With all other parameters
fixed, we showed that the sample complexity of learning the expected reward (w.r.t the ergodic
invariant measure the closed-loop switched linear dynamical systems mixes to) is linear to the state-
space size and inverse quadratic in the approximation error ǫ (i.e., Ωp n
ǫ2
q); hence, extending existing
non-asymptotic results to a class of nonlinear dynamical systems. By learning the expected reward
instead of a value function parameterized by a discount factor, we provided a non-asymptotic analy-
sis that is valid for applications that require minimizing asymptotic rewards.
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Appendix
Claim 1. For every px, yq P D, where D :“ tpx, yq P Rn ˆ Rn : V pxq ` V pyq ď rˆu and rˆ is
defined in (13), it holds that an αpx,yq :“
şpfxpzq ^ gypzqqdz ą 0.
Proof. As discussed in Section 2 ,it suffices to prove that fxpzq ^ gypzq ą 0 a.e. w.r.t Lebesgue
measure on Rn.
We identify the following three cases and prove the claim for each case.
Case 1. }x}2 ď ̺, }y}2 ą ̺ and without loss of generality (w.l.o.g.) assume that P px, ¨q ∼
N pAˆπj x, Inq and P py, ¨q ∼ N pAˆπkx, Inq where }Aˆπj }22 ď c and }Aˆπk}22 ď γ ă 1. Then it holds that
fxpzq ^ gypzq “
“ 1p2πqn2 expp´
}z}22
2
q
˜
expp´}Aˆ
π
j x}22
2
q expp´zT Aˆπj xq ^ exp p´
}Aˆπky}22
2
q expp´zT Aˆπkyq
¸
ą 1p2πqn2 expp´
}z}22
2
q
˜
expp´}Aˆ
π
j x}22
2
q expp´zT Aˆπj xq ^ expp´
}y}22
2
q expp´zT Aˆπkyq
¸
ě 1p2πqn2 expp´
}z}2
2
2
q
˜
expp´}Aˆ
π
j }22}x}22
2
q expp´zT Aˆπj xq ^ expp´
}y}2
2
2
q expp´zT Aˆπkyq
¸
“ 1p2πqn2 expp´
}z}2
2
2
q expp´}Aˆ
π
j }22}x}22
2
q
˜
expp´zT Aˆπj xq^
expp}Aˆ
π
j }22}x}22
2
q expp´}y}
2
2
2
q expp´zT Aˆπkyq
¸
ě 1p2πqn2 expp´
}z}2
2
2
q expp´}Aˆ
π
j }22}x}22
2
q
˜
expp´zT Aˆπj xq^
expp}Aˆ
π
j }22}x}22
2
q expp´pn` c̺
2q
γp1´ γq q expp´z
T Aˆπkyq
¸
, (30)
where the last inequality follows from the fact that
2pn`c̺2q
γp1´γq ě }y}22 ą ̺2. Since p1 ´ γq ą 0, we
get that the right side of (30) is ą 0 a.e w.r.t Lebesgue measure on Rn.
Case 2. }x}2 ą ̺, }y}2 ą ̺ and w.l.o.g let us assume that P px, ¨q ∼ N pAˆπl x, Iq and P py, ¨q ∼
N pAˆπmx, Iq, where }Aˆπl }22 ď γ and }Aˆπm}22 ď γ. Then, the following holds:
fxpzq ^ gypzq “
“ 1p2πqn2 expp´
}z}22
2
q
˜
expp´}Aˆ
π
l x}22
2
q expp´zT Aˆπl xq ^ expp´
}Aˆπmy}22
2
q expp´zT Aˆπmyq
¸
ě 1p2πqn2 expp´
}z}2
2
2
q
˜
expp´γ }x}
2
2
2
q expp´zT Aˆπl xq ^ expp´γ
}y}2
2
2
q expp´zT Aˆπmyq
¸
ě 1p2πqn2 expp´
}z}2
2
2
q expp´n` c̺
2
p1´ γq q
˜
expp´zT Aˆπl xq ^ expp´zT Aˆπmxq
¸
. (31)
Here, the last inequality follows from the fact that
2pn`c̺2q
γp1´γq ě }y}22 ą ̺2 and 2pn`c̺
2q
γp1´γq ě }x}22 ą ̺2.
Since, p1´ γq ą 0, it holds that the right side of (31) is ą 0 a.e w.r.t Lebesgue measure on Rn.
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Case 3. }x}2 ď ̺, }y}2 ď ̺ and w.l.o.g we assume that P px, ¨q ∼ N pAˆπux, Iq and P py, ¨q ∼
N pAˆπox, Iq, where }Aˆπu}22 ď C and }Aˆπo }22 ď C. Then, it holds that
fxpzq ^ gypzq “
“ 1p2πqn2 expp´
}z}2
2
2
q
˜
expp´}Aˆ
π
ux}22
2
q expp´zT Aˆπuxq ^ expp´
}Aˆπox}22
2
q expp´zT Aˆπoxq
¸
ě 1p2πqn2 expp´
}z}2
2
2
q
˜
expp´C}x}
2
2
2
q expp´zT Aˆπuxq ^ expp´
C}y}2
2
2
q expp´zT Aˆπo q
¸
ě 1p2πqn2 expp´
}z}2
2
2
q expp´C̺
2
2
q
˜
expp´zT Aˆπuxq ^ expp´zT Aˆπo yq
¸
. (32)
Hence, the right side of (32) is ą 0 a.e w.r.t Lebesgue measure on Rn, which concludes the proof.
Proof of Theorem 3
Proof. Using Theorem 3.1 in Łatuszyn´ski u. a. (2013) we get that
Exp 1
N
N´1ÿ
i“0
prpxiq ´
ż
rpyqνπpdyqqq2
ď σ
2
aspP, rq
N
p1` C
2
0
pP q
N2
` 2C0pP q
N
q ` 4C1pP, rq
N
σaspP, rq?
N
p1` C0pP q
N
q ` 4C
2
1
pP, rq
N2
. (33)
Now, from Theorem 4.2 and Proposition 4.5 in Łatuszyn´ski u. a. (2013), it follows that
4
C1pP, rq
N
σaspP, rq?
N
p1`C0pP q
N
q ď 4 c10as
N
?
N
p2πpVˆ q`1´ γ
2n
γ}x}22q
2n
1´ γ ď 4p
c10as
N
qp6n` 2c̺
2 ` γ}x}2
2
1´ γ q,
(34)
4
C2
1
pP, rq
N2
ď 4p c
2
1
N2
qp3n` c̺
2 ` γp1´ γq}x}2
2
1´ γ q, (35)
2σ2aspP, rq
C0pP q
N2
ď c2as0
18
4
n` c2̺4 ` 3c̺2
N2p1´ γq , (36)
σ2aspP, rq
N
C2
0
pP q
N2
ď c2as20
27
4
n` 3c2̺2
4
` 27c̺2
4
` c3̺4
4
` 3c2̺4
2
p1´ γqN3 , (37)
σ2aspP, rq
N
ď p1 `
?
λ
1 ´?λ `
2p?K2 ´
?
λ´ βq
βp1´?λq q
2n
Np1 ´ γqπpVˆ q ď
4p1`?γ?1´ γ
a
2` c̺2q
Nβp1´ γq2 p3n` c̺
2q
(38)
Therefore, it holds that
Pp| 1
N
N´1ÿ
i“0
rpxiq ´
ż
Rn
rpyqνπpdyq| ą ǫq ď δ ùñ Ex
p| 1
N
řN´1
i“0 prpxiq ´ νπprqq|2q
ǫ2
ď δ
ùñ
σ2aspP,rq
N
p1` C20pP q
N2
` 2C0P
N
q ` 4C1pP,rq
N
σaspP,rq?
N
p1 ` C0pP q
N
q ` 4C21pP,rq
N2
ǫ2
ď δ
ùñ N ě o1po2n` o3 ` γ}x}
2
2
q
p1´ γqδβǫ2 , (39)
where (39) follows from (34)-(38). c10as, c
2
1
, c2as0 and c2as20 are constants that contain λ factor,
but since we left λ as any arbitrary value between pγ, 1q, we ignore writing down the tedious exact
form the aforementioned constants. However, o1, o2 and o3 are fixed constants independent of n, γ
and λ.
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