This paper is concerned with a characterization of the observability for a continuous-time hidden Markov model where the state evolves as a general continuous-time Markov process and the observation process is modeled as nonlinear function of the state corrupted by the Gaussian measurement noise. The main technical tool is based on the recently discovered duality relationship between minimum variance estimation and stochastic optimal control: The observability is defined as a dual of the controllability for a certain backward stochastic differential equation (BSDE). For certain cases, a test for observability is described and comparisons provided with results reported in literature. The proposed duality-based framework allows one to easily relate and compare the linear and the nonlinear cases. A side-by-side summary of this relationship is described in a tabular form.
I. INTRODUCTION
This paper is concerned with the definition of observability for a partially observed pair of continuous-time stochastic processes (X,Z) where the state X is a Markov process and the observation Z is a nonlinear function of the state corrupted by the Gaussian measurement noise. The precise mathematical model appears in the main body of the paper. In deterministic linear settings, observability (more generally detectability) and its dual relationship to the controllability are foundational concepts in linear systems theory; cf., [1] . It is an important property that a model must satisfy to construct asymptotically stable observers [2] . For a partially observed stochastic linear time-invariant (LTI) system, the detectability property of its deterministic counterpart is necessary to deduce results on asymptotic stability of the optimal (Kalman) filter; cf., [3] .
Generalization of these concepts to nonlinear deterministic and stochastic systems has been an area of intense research [4] , [5] , [6] , [7] . In settings more general than this paper, the fundamental definition of observability is due to R. van Handel [8] , [9] . The definition is useful to establish results on asymptotic stability of the nonlinear filter [10] , [11] . Weaker notions of van Handel's observability definition appear in recent papers [12] , [13] .
In this paper, we utilize the recently discovered duality relationship between minimum variance estimation and stochastic optimal control (see [14] ) to define observability as a dual to the controllability. The latter property is somewhat 'natural' because it bears close resemblance to the definition of controllability in linear deterministic settings.
Financial support from the NSF grant 1761622 and the ARO grant W911NF1810334 is gratefully acknowledged. J. W. Kim The definition of observability is obtained here through the use of duality. In finite state-space settings, certain Kalmantype rank conditions are derived to test for observability. These conditions are shown to be identical to the ones reported in literature [8] but derived here using alternate means. Given the close similarity of the finite state-space hidden Markov model and the deterministic LTI model, these conditions allow one to compare and contrast the differences between the two. This is important given many attempts and successes over the years to apply methods and tools from linear systems theory to study finite-dimensional Markov and hidden Markov models; cf., [15] , [16] , [17] , [18] .
The remainder of this paper is organized as follows: The background on the classical deterministic LTI model appears in Sec. II. The nonlinear model is introduced in Sec. III and its stochastic observability defined and discussed in Sec. IV. The proofs appear in the Appendix.
II. BACKGROUND
In linear algebra, it is an elementary fact that the range space of a matrix is orthogonal to the null space of its transpose. In functional analysis, the closed range theorem provides the necessary generalization of this elementary fact in infinite-dimensional settings. The theorem [19, Theorem 6.5.10] states that
where R(L) is closure of the range space of a bounded linear operator L and N(L † ) is the null space of its adjoint operator L † . This dual relationship is of fundamental importance to understand the duality between controllability and observability. The overall procedure is as follows: 1) Define the appropriate function spaces and the associated linear operators; and 2) Express controllability and observability properties in terms of range space and null space of these operators. We illustrate the procedure first in the classical settings. 
A. Background: Deterministic LTI settings
Denote Y ∶= R d to be the Euclidean space equipped with the standard inner product ⟨y 0 ,x 0 ⟩ Y ∶= y ⊺ 0 x 0 for y 0 ,x 0 ∈ Y. Operators: For given matrices A ∈ R d×d and H ∈ R m×d define a linear operator L ∶ U → Y as follows: 
Linear-deterministic case (Sec. II-A)
Nonlinear-stochastic case (Sec. IV)
π 0 ↦ (πt (h),π 0 (1)) by Zakai Eq. (10) Observability
The definition of the adjoint operator L † ∶ Y → U follows from the following calculation:
Therefore,
Controllability and observability: The operator L defines the map from a given input signal u = {u t ∶ 0 ≤ t ≤ T } to the initial condition y 0 for the linear system 1 :
The range space R(L) is referred to as the controllable subspace. The system (2) is said to be controllable if R(L) = Y.
The adjoint operator L † defines the map from a given initial condition x 0 to the observation signal z = {z t ∶ 0 ≤ t ≤ T } for the linear systeṁ
The system (3) (henceforth referred to as the linear model
By the closed-range theorem (or more directly by simply using (1)), R(L) = N(L † ) ⊥ . Therefore, the system (3) is observable if and only if the system (2) is controllable. This is useful in the following ways: 1) Definition of observability: as the property of the dual system being controllable. 2) Geometric interpretation of non-observability: If the controllable subspace R(L) ⊊ R d then there exists a non-zero vectorx 0 ∈ N(L † ) such that y ⊺ 0x 0 = 0 for all 1 The system (2) is an example of a backward ordinary differential equation (ODE) because the terminal condition at time t = T is set (to zero in this case). y 0 ∈ R(L). The vectorx 0 has an interpretation of being the "un-observable" direction in the following sense: For any given 
3) Tests for observability: By the use of the Cayley-Hamilton theorem,
This provides a straightforward test to verify observability: The model (A,H) is observable if the span on the right-hand side of (5) is R d . The aim of this paper is to repeat the above program -viz., (i) the definition of the function spaces U and Y; (ii) the definition of the linear operator L and its adjoint L † ; (iii) the mathematical characterization of the controllable subspace R(L); and (iv) its use in definition and geometric interpretation of the observability -for a partially observed nonlinear stochastic system.
In the more general settings of this paper, the state evolves as a general continuous-time Markov process. The main restriction is on the observation model which is assumed here to be a nonlinear function of the state corrupted by Gaussian noise. The precise mathematical model is introduced in the following section. However, a summary of the main conclusions and specifically the analogy between the linear-deterministic and the nonlinear-stochastic systems is described as part of the Table I. 
III. PROBLEM FORMULATION

A. Model & notation
The nonlinear model is defined for a pair of continuoustime stochastic processes denoted as (X,Z). The details of the model are as follows:
1) The state X = {X t ∶ 0 ≤ t ≤ T } is a Markov process that evolves in the state-space S. The generator of the Markov process X is denoted as A.
2) The observation process
according to the following model:
where h ∶ S → R m is a given observation function and
It is assumed that W is independent of X. 3) We refer to the above model as the nonlinear model (A,h).
Notation: We denote Z t ∶= σ ({Z s ∶ s ≤ t}) to be the σ -algebra generated by the observations up to time t and Z ∶= {Z t ∶ 0 ≤ t ≤ T } is the entire filtration. The law of (X,Z) is denoted as P with the associated expectation operator E. To emphasize the model for initial condition X 0 , we use P µ to denote the law of (X,Z) with initial probability measure X 0 ∼ µ.
For the state-space S, we let B(S) denote the Borel σalgebra on S; M(S) is the vector space of (signed) Radon (bounded and regular) measures on B(S); and P(S) ⊂ M(S) is the set of probability measures. C b (S) is used to denote the vector space of continuous and bounded function on S. Throughout this paper, we will use the notation µ( f ) ∶= ∫ S f (x)µ(dx) to denote the integral of a measurable function f with respect to the measure µ.
B. Example: Finite state-space
The guiding example in this paper is when the state space S is finite. Once the results are understood in this basic setting, the generalization to the more general setting is mainly technical. The following notation is adopted in the finite state-space setting:
1) Without loss of generality, it is convenient to consider the state-space S = {e 1 ,... ,e d } defined by the canonical basis in R d . 2) The measure space M(S) and the function space C b (S) are both identified with R d : any functionf ∶ S → R is determined by its values at the basis vectors {e i }. We denote these values as a column vector f ∈ R d and expressf (x) = f ⊺ x, x ∈ S. In the remainder of this paper, with a slight abuse of notation, we will drop the tilde to simply write f ( 
C. Problem Statement
The main concern of this paper is to define and understand observability for the nonlinear model (A,h). The fundamental definition of observability for stochastic processes (X,Z) is due to R. van Handel:
Definition 1: (R. van Handel [8, Sec. 3]) Suppose X is a Markov process and Z is defined according to model (6) . Suppose P µ and P ν are two laws of the process (X,Z) with initial measure X 0 ∼ µ and X 0 ∼ ν, respectively. The model is said to be observable if
where P µ Z T denotes the restriction of the probability measure P µ to the σ -algebra Z T .
Before presenting the main result, it is useful to review some concepts from the theory of nonlinear filtering [20, Ch. 5 
]:
Change of measure: Given P, define a new measureP according to the Radon-Nikodyn derivative dP dP
(
By the Girsanov theorem, Z is aP Wiener process. For a given function f , the un-normalized filter is defined by
whereÊ(⋅) denotes the expectation operator with respect to the new measureP and
The un-normalized filter σ t ( f ) solves the Zakai equation of nonlinear filtering. The nonlinear filter is given by
where 1(x) ≡ 1 ∀ x ∈ S is the constant function.
IV. STOCHASTIC OBSERVABILITY
A. Function spaces
In nonlinear settings, the signal space U = L 2 Z ([0,T ];R m ) is the Hilbert space of R m -valued stochastic processes on [0,T ]. The subscript Z denotes the fact that the signals are (forward) adapted to the filtration Z. The space is equipped with the inner product
It is noted that the expectationÊ is with respect to the measureP. For the proof that U is a Hilbert space with respect to this inner product, cf., [21, p. 99 ].
The space Y = C b (S) and its dual Y † = M(S). For a function y ∈ C b (S) and a measure µ ∈ M(S), the dual pairing [22, Ch. 21] is as follows:
In the finite state-space case, Y = Y † = R d and ⟨µ,y⟩ Y = µ ⊺ y is the standard dot product.
B. Controllability
The goal is to define the controllable subspace as the range space of a certain bounded linear operator. For this purpose, we introduce the backward stochastic differential equation (BSDE):
where c ∈ R and the input signal U ∈ U. The solution
adapted to the filtration Z. For the purposes of this paper, well-posedness (existence, uniqueness and regularity) of the [23] . The justification for considering the BSDE appears in Appendix A where our prior work [14] on the topic of duality is briefly reviewed.
The linear operator L ∶ U × R → Y is defined through the solution of the BSDE as follows:
and its range space
It is noted that in finite state-space settings R(L) is a subspace of R d . Therefore, in this setting, the system is controllable if R(L) = R d . Duality is used to propose an indirect definition of observability:
A more direct definition is obtained by considering the dual operator.
C. Observability
In the Prop. 1 (stated below), it is shown that the adjoint to the BSDE (8) is the Zakai equation:
where the initial conditionπ 0 ∈ M(S) is given 2 . For a given function f ∈ Y, the solution of the Zakai equation (10) is
It is noted that in finite state-space settings, the Zakai equation is simply a linear SDE on R d with initial measureπ 0 ∈ R d .
The following proposition is proved in Appendix B:
Proposition 1: Consider the linear operator (9) . Its adjoint L † ∶ Y † → U × R is given by For the purposes of defining observability, the adjoint's null space N(L † ) = {π 0 ∈ Y † ∶π(h) = 0,π 0 (1) = 0} is of interest. It is noted that in the finite state-space settings N(L † ) is a subspace of R d . This suggests a following direct definition of observability:
The two definitions (O2) and (O3) are equivalent: By the closed range theorem 3 R(L) = N(L † ) ⊥ . If the controllable subspace R(L) ⊊ Y then there exists a non-zero measureπ 0 ∈ N(L † ) such thatπ 0 (Y 0 ) = 0 for all Y 0 ∈ R(L). The measureπ 0 has an interpretation of being the "un-observable" measure in the following sense: For any given ν ∈ P(S), suppose ε ∈ R is chosen such that
. This leads to the third equivalent definition of observability:
It is noted that (O4) is the stochastic analog of (4). The proof of the equivalence of the Definitions 2, 3 and 4 appears in Appendix C.
D. Test for observability
The following theorem provides an explicit characterization of R(L). Its proof appears in the Appendix D.
Theorem 1: Consider the linear operator (9) . Its range space R(L) is the smallest such subspace C ⊂ Y that satisfies the following two properties:
1) The constant function 1 ∈ C; 2) If g ∈ C then Ag ∈ C and g ⋅ h ∈ C. (g ⋅ h is the Hadamard (element-wise) product of functions g and h) 4 .
As an example, consider the finite state-space model introduced in Sec. III-B with the generator A given by the (row-stochastic) rate matrix A and the function h(x) = H ⊺ x. The BSDE (8) is expressed as follows:
where 1 is a vector of ones in R d and diag † (HV ⊺ t ) is the vector of the diagonal elements of the matrix HV ⊺ . The solution pair is
Consider now the simple case with scalar-valued observation so m = 1 and H ∈ R d×1 is a column vector. In this case (using the dot to denote the element-wise product), (5)) then the nonlinear model is also observable. However, the latter property is in general much weaker than the linear observability. This is shown in the following proposition whose proof appears in Appendix E. Remark 1: The test (11) for observability appears in the work of van Handel [8, Lemma 9] . The test is obtained by explicitly calculating the probability of the event [h(X t 1 ) = n 1 ,h(X t 2 ) = n 2 ,...,h(X t k ) = n k ] and applying (O1) [8, Lemma 8] . For a general class of linear BSDE-s, the controllable subspace is identically defined in [24, Lemma 3.2]. However, its use in the study of observability appears to be new.
E. Relationship to van Handel's (Definition 1 of) observability
R. van Handel's definition of observability applies to a more general class of stochastic processes (X,Z) whereby the independent increment of the measurement noise may not be Gaussian (as is assumed here). For the finite state space example, the two definitions of observability yield the same test for observability (see Remark 1) . This suggests that the two definitions are possibly equivalent for the class of models considered in this paper. A partial result in this direction appears in the following proposition whose proof appears in Appendix F. 
