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GENERAL INTRODUCTION 
"Two measurements of any soil property taken side by side in the field are never identical" 
- A fact encountered and quoted by many scientists. 
Soil being an ultimate product of a variety of physical, chemical, and biological 
processes occurring over millions of years, its properties and characteristics vary for a 
wide range of relative scales, i.e., from point to point, block to block, plot to plot, field 
to field, horizon to horizon, etc. This variability challenges researchers on how to 
quantify soil properties for more effective design of water resource structures, and 
developing better management practices for agricultural production, sustainability and 
environmental quality enhancement. Spatial variability in physical, chemical, and 
biological properties of soils needs to be studied before we could develop any universal 
model (at different scales), to be applicable for the purpose of estimation of any 
phenomenon occurring in the soil, e.g., transport of water and chemical in an agricultural 
field. Most of the time the spatial variability in soil property(ies) is neglected during 
simulation modeling or is assumed homogenous, which introduces artifacts and confounds 
the interpretation of observations. Independence in a data set is a very convenient 
assumption that makes much of mathematical-statistical theory tractable, however, models 
that involve statistical dependence are often more realistic. 
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In recent years, water quality has become a public concern because of the presence of 
the significant amount of nitrate and herbicides in surface and ground water sources. 
Ground water being the source of drinking water for 40% population of Iowa [Des 
Moines Registrar], its contamination poses a serious threat to the public and the 
environment of Iowa. Recent studies in the north-central America indicate the presence of 
nitrate and pesticides in ground water as a result of agricultural activities [Hallberg, 
1986]. Although transport mechanisms of these surface applied agrochemicals to the 
ground water sources is not fully understood as yet, other research findings indicate that 
infiltration recharge (leaching) may be the primary delivery mechanism of agricultural 
related contaminants to groundwater. 
Considering the facts that soil is a heterogenous media, and that the dynamic transport, 
and transformation mechanisms of water and nitrate in this media are not yet fully 
known, one of the alternatives to quantify the ground water contamination problem could 
be achieved by using the concepts of geostatistics and spatial modeling in quantifying the 
hydraulic and chemical properties of soil. The idea behind this approach is that data close 
together, in time and/or space, are likely to be correlated (i.e. can not be modeled as 
statistically independent). Besides obtaining various statistical parameters, the estimation 
of spatial correlation length (i.e. range of spatial structure), determination of directional 
trends, observation of depositional pattern, and mapping by unbiased interpolation 
techniques are added advantages of spatial modeling. Data collected by field 
measurements on soil physical properties or soil chemical levels at different sampling 
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locations, are the basis of geostatistical analyses resulting in useful spatial models as 
semivariograms, and cross semivariograms [Joumel and Huijbregts, 1978]. Moreover, 
based on these developed semivariogram and cross semivariogram models, estimation of 
the soil property under study could be made at unsampled locations. This will bridge the 
missing link between sampled points, using moving weighted average interpolation 
techniques, such as kriging and cokriging [Joumel and Huijbregts, 1978]. When these 
estimates denote the quantitative nature of the geostatistical procedure, estimation errors 
(calculated) signify the qualitative aspect of the geostatistical modeling, indicating an 
appropriate tool for the field scale phenomena. 
Use of geostatistical tools, initially developed for mining industiies, has become popular 
in soil science studies in recent years. However, as this field of application of 
geostatistics is relatively new, and not very many studies have been conducted on spatial 
variability of soil properties and related transport phenomena, the potential for future 
research looks bright in this area. Different researchers studied different aspects of spatial 
variability for different soil properties, such as physical, chemical, hydrological, and 
biological. Recentiy, in addition to classical geostatistical techniques [Joumel and 
Huijbregts, 1978] for estimating the spatial structure of different soil properties, new site-
specific, economical, more robust (mathematically stable), resistant (to outiier), and 
exploratory techniques [Tukey, 1977] are gaining more interest in the field of spatial 
modeling. Field observations are usually made in purposeful directions with different 
spatial sampling pattems, such as one dimensional (1-D) transect, two dimensional (2-D) 
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grid, 2-D cross, three dimensional (3-D) grid, or completely randomized, depending on 
the nature and objectives of the project. Any generalized approach to handle variety of 
pattern-data for exploratory analysis, and geostatistical techniques are not currently 
available. Therefore, it is important to develop new geostatistical approaches to handle 
different types of pattern-data for improving the modeling capabilities as well as (data) 
trend interpretation. 
When the complexity in the transport and transformation processes of water and 
chemicals is combined with the complexity of spatial trends and depositional patterns of 
soil formation, the job of developing a computer simulation model for groundwater 
contamination becomes challenging. It is necessary, therefore, to conduct more research 
to understand the intricacy of each modeling and data component part before we 
successfully develop a final model that could handle the water and chemical transport on 
a field scale basis. 
Objectives 
This study was conducted for a Wisconsin age loam-till soil in the Des Moines lobe 
with the aim of developing a better simulation model to handle the water and nitrate 
transport through the soil profile to shallow ground water, on a field scale. The specific 
objectives of this study are: 
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1. To develop site- and grid-specific resistant and exploratory approaches to handle the 
spatial data on soil properties arranged on 1-D, 2-D, or 3-D sampling patterns. 
2. To model the spatial variability of saturated hydraulic conductivity of the glacial till 
soil. 
3. To model the spatial variability of nitrate-nitrogen (NO3-N) concentration in the soil 
profile as a 3-D phenomenon, under two different tillage practices. 
4. To model the spatial variability of NO3-N concentration, soil moisture, and profile 
NO3-N content using coregionalization techniques between soil depths and different soil 
variables. 
5. To develop deterministic and stochastic simulation models using the spatial variability 
information in hydraulic characteristics of the glacial till soil to simulate the major water 
and nitrogen-transport processes occurring in the shallow ground water system under tile-
drained condition, on a field scale. 
Dissertation Organization 
This dissertation contains the candidates original work on modeling spatial variability 
and transport processes in a central lowan glacial till soil. The dissertation contains four 
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papers. Each paper was written by the author in a format suitable for possible publication 
in refereed journals. 
The first paper has already been published in the Journal of "Water Resources 
Research" under the title "A Robust-Resistant Approach to Interpret Spatial Behavior of 
Saturated Hydraulic Conductivity of a Glacial Till Soil Under No-Tillage System" : by 
Mohanty, B.P., R.S. Kanwar, and R. Horton, Vol. 27(11), 2979-2992, 1991 (reproduced 
with permission in appendix). The second and third papers of this dissertation submitted 
for publication to the journal of "Water Resources Research. " The fourth part is being 
written and will also be sent for publication in the "TRANSACTIONS of the ASAE. " 
In general, each paper contains an abstract, introduction, previous application, 
experimental design, theoretical background, methodology, results and discussion, 
summary and conclusions, and reference. All four papers are preceded by a general 
introduction and are followed by an overall conclusions, and general reference. 
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PAPER I 
A ROBUST-RESISTANT APPROACH TO INTERPRET 
SPATIAL BEHAVIOR OF SATURATED HYDRAULIC CONDUCTIVITY 
OF A GLACIAL-TILL SOIL UNDER NO-TILLAGE SYSTEM 
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ABSTRACT 
A central Iowa glacial-till soil under no-tillage condition was studied for its spatial 
behavior of saturated hydraulic conductivity (K) at the surface soil layers. Hydraulic 
conductivity measurements both insitu and in the laboratory were made at two depths of 
15 and 30 cm at regular intervals of 4.6 m on two perpendicular transects crossing each 
other at the center of the field. Simplified split-window median polishing in conjunction 
with a robust semivariogram estimator were used to examine the spatial structure of the 
glacial till material. Results of this study indicated a nested structure of K at 30 cm 
depth. Soil clustering at the experimental site at intervals of 20 m, in addition to the soil 
micro-heterogeneity contributed to variation in K with an overall range of spatial 
dependence of K up to 60 m. Medians of split windows of 23 m width were found to be 
the 'solo representatives' or 'summary points' of the soil clusters contributing to spatial 
structure. Insitu and laboratory measurements for K showed consistency in their trends 
even though some parametric variations were observed. K values observed near the soil 
surface at a depth of 15 cm were dominated by white noise and directional trends. 
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INTRODUCTION 
Glacial deposits have often been regarded as one of the most variable and complex 
geological materials [Terzaghi and Peck, 1967]. Dreimanis [1976] and Lutenegger et al. 
[1983] concluded that the influence of genesis on various properties of till and diamiction 
materials occurs primarily as a result of gross differences in depositional environment and 
that, supraglacial deposits are highly variable compared with basal till. These researchers 
determined that the post-depositional changes in glacial deposits can produce a complex 
set of effects on the behavior of the till soil. Moreover, recent studies indicate that 
preferential flow paths and spatial variability in hydraulic conductivity (K) of the soil 
have significant influence on chemical transport from agricultural fields to shallow 
groundwater [Kanwar et al., 1988, 1990a, 1990b]. Sharma et al. [1987] demonstrated 
that subsurface flow can be increased with increased spatial dependence in the hydraulic 
properties of the soil. Therefore, more accurate characterization and quantification of K 
variability are needed to make reasonable estimates of water and chemical recharge rates 
to groundwater systems from glacial-till agricultural watersheds. 
Field experiments were conducted to study the spatial structure of K in a glacial-till 
material in central Iowa employing exploratory techniques and (robust) geostatistics. 
After appropriate scale of transformations of measured K data using constant head and 
Guelph permeameters [Klute, 1965; Reynolds and Elrick, 1986], robust semivariograms 
were computed for two soil depths. A resistant approach of 'split-window median polish' 
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across transects was used to examine the appropriateness of the semivariograms. The 
main objective of this study was to examine the variability and the dependence of K on 
sampling distance, i.e., minimum (optimum) number of representative samples to be 
analyzed to characterize K on a field scale. The second objective was to estimate and 
interpret semivariograms as a measure of continuity or autocorrelation of K for the 
glacial-till material. The third objective was to observe the effect of soil depth on K 
variability. In addition to these objectives, consistency in semivariograms using two 
measuring techniques was also compared. 
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PREVIOUS APPLICATION 
The geostatistical approach of using semivariograms [David, 1977; Joumel and 
Huijbregts, 1978; and Clark, 1979] to evaluate the spatial structure of soil properties has 
become increasingly popular. Several scientists in the last decade have devoted their 
attention to the spatial distribution of physical, chemical, and hydrogeological properties 
of soils. Gajem et al. [1981], Russo and Bresler [1982], Vauclin et al. [1982], Yost et al. 
[1982], Russo [1984], Oliver and Webster [1986] and others used geostatistical estimators 
to determine the spatial structure of different soil properties. Webster [1985] summarized 
the various geostatistical tools available in the area of soil science. Onofiok [1988] 
studied spatial and temporal variability of some tillage-induced soil physical properties of 
a Nigerian paleustult and found significant differences in soil macroporosity and K values 
due to tillage and date of sampling. Although most of these researchers used the basic 
assumptions needed for geostatistical analysis, they usually failed to examine whether the 
data measured in the field satisfied these assumptions [Horowitz and Hillel, 1983; 
Hamlett et al., 1986; Cressie and Horton, 1987]. Various studies by Cressie [1984, 
1986], Cressie and Hawkins [1980], Cressie and Glonek [1984], Hamlett et al. [1986], 
and Cressie and Horton [1987] have introduced resistant and exploratory data analysis 
techniques such as effects of drift, robust variogram estimation, and robust kriging to 
geostatistical analysis. 
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Techniques reported by Tukey [1977] for performing exploratory analyses could be 
adopted to characterize the spatial structure of soil properties. This paper demonstrates 
how the soil hydraulic conductivity data taken at spatial locations and arranged on a 
regular "CROSS" (i.e., two transects intersecting each other at the center of the field at 
an angle of 90°) can be analyzed with exploratory data analysis techniques when 
nonstationarity is the inherent property of most of the soils [Hamlett et al., 1986]. 
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THEORETICAL BACKGROUND FOR SPATIAL ANALYSIS 
Matheron [1963] proposed the technique of "Geostatistics" for spatial analysis of ore 
reserves from sampled data whose relative spatial locations were known. David [1977], 
Joumel and Huijbregts [1978], and Clark [1979] have addressed this problem and 
presented case studies in the field of mining. 
Experimental variograms are the main tools used to explore the spatial structure of soil 
properties in the field. Because these semivariograms can provide the basis for further 
geostatistical assessment of soil properties, accurate analysis of data is needed before 
developing semivariogram or kriging maps [Hamlett et al., 1986]. A brief theory of 
geostatistics is reviewed, with attention paid to crucial stationarity assumptions. 
Assuming that Z(x), a regionalized variable, where (x) denotes a location in the space 
domain (F), is the random measurement of the case specific soil property taken at 
location (x), two types of stationarities are typically assumed that Z(x) may satisfy. Z(x) 
is said to be stationary of order 2 (i.e., second order stationarity) if : (1) E{Z(x)} = m, 
for any x, which states that the expected value of the random function in space exists and 
does not depend on location x, and (2) E{[Z(x+h).Z(x)]-m^} = C(h) for any x and h, 
which states that for each pair of variables {Z(x+h), Z(x)}, the covariance function C(h) 
exists and does not depend on location but only on the separating vector h [Joumel and 
Huijbregts, 1978, pp. 32]. The less demanding intrinsic hypothesis by Matheron [1963] 
makes the following stationarity assumptions, which are expressed entirely in terms of 
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differences {Z(x4-h)-Z(x)} of the regionalized variable: (1) E{Z(x+h)-Z(x)} = 0, for 
any x and h. In other words, one expects Z(x) to be constant for any x and h in T; (2) 
27(h) = E{[Z(x+h)-Z(x)]^}, for any x and h, where 7(h) is a semivariogram estimator, 
which states that variance of the difference in soil property depends only on the 
separating vector h. Thus, second order stationarity implies the intrinsic hypothesis but 
the reverse is not true. Following Matheron [1963], Joumel and Huijbregts [1978] and 
Burgess and Webster [1980] studied spatial variability using semivariograms and defined 
an average semivariogram 7(h) in a specific direction as 
7(|h|,a) = [1 / 2N(|h|,a)]{E;_r [Z(x,+,h,) - Z(xJ]:}, (1) 
where 7(1 hj,a) is a semivariogram estimator; a implies direction; |h| is modulus of 
interval; N is the number of pairs having specified separating vector; and Z(X;),..., Z(xJ 
are soil property data taken at field locations X;,..., x„. Joumel and 
Huijbregts [1978, pp. 175 and 262] reported that semivariograms may be directionally 
dependent and that data can be checked for anisotropy by computing 7(|h|,(%) for 
different a. Note that for field data, the separation vector (|h|,a) would represent a 
range of values rather than a particular value. 
Unfortunately, the field data of many soil properties generally contain some outliers that 
can obscure the whole 7(h) estimation by increasing the variance. Among many others, 
Cressie and Hawkins [1980] proposed a modified estimator, known as a robust estimator, 
suitable to curtail the effect of these outliers by downweighting, and defined as 
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y(\h\,a) = {[1 / 2N(|h|,a)]E;.r[Z(x,+ ,„) - Z(xJ]'/Z}4 
/[0.457 + 0.494 / N(h) + 0.045 / N(h)^]. (2) 
Joumel and Huijbregts [1978] have reported that the observed variability of a 
phenomenon is most often due to the presence of microstructures within macrostructures, 
sampling variation and so forth. When all structures of variability come into play simul­
taneously and for all distances h, they are called nested structures. The overall variogram 
7(h) for the nested structure can be written as [David, 1977, p. 123; Joumel and 
Huijbregts, 1978, p. 150] 
7(h) = 7i(h) + 72(h) + ... + 7„(h), (3) 
where 71(h) 7„(h) are the variograms of the components contributing to the spatial 
structure. 
For the sake of completeness, we may describe a few of the theoretical models 
encountered most commonly in practice, including that of this study. The spherical model 
[Clark, 1979] in isotropic form can be written as 
Co + C, [(3h / 2A) - (h^ / 2A')] 0 < h < A 
7(h) =1 , (4) 
Co + C, = C; h > A 
where CQ is nugget component; C, is spherical component; C is sill; and A is the range of 
the semivariogram. The spherical model is one of the most common transitive models to 
fit soil properties data. Another model that has also been used is the exponential model: 
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7(h) = Co + C. [1 - exp (-h / A)] 0 < h < d, (5) 
where C, is the exponential component and d (e.g. d > 3A) is the maximum distance over 
which the semivariogram is defined. Unlike the spherical model, the exponential model 
reaches the sill asymptotically. Both spherical and exponential models show linear 
behavior at the origin. 
Model Fitting and Cross-Validation 
The parameters of the theoretical variograms matching the experimental variograms can 
be identified using kriging by the jack-knifing approach [Vauclin et al., 1983]. The 
parameters can then be validated with the criteria proposed by Gambolati and Volpi 
[1979]. Springer and Cundy [1987] referred these criteria as kriged average error (KAE), 
kriged reduced mean square error (KRMSE), and kriged mean square error (KMSE), 
Furthermore, the kriged value should be positively correlated with the observed value of 
the regionalized variable. Finally, the theoretical variogram model (of raw data or drift 
residuals) should closely approximate the observed variogram of the raw data or of the 
residuals [Joumel and Huijbregts, 1978, p. 167 and p.246]. Ordinary and universal 
kriging computations were performed with a computer routine adopted from United States 
Geological Survey [Grundy and Miesch, 1987]. 
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EXPERIMENTAL METHODS 
A 115 m X 183 m experimental plot was used for this study at the Agronomy and 
Agricultural Engineering Farm near Boone in central Iowa. Soil types in this plot were 
Nicollet loam and Clarion loam derived from glacial till. The plot had gentle slopes of 
less than 2% on the north and was on a slightly convex rise on the south with low relief 
[USDA, 1984]. It has also been under no-tillage management for the last 6 years. A 
Guelph permeameter [Reynolds and Elrick, 1986] was used to measure the in-situ values 
of K at sites located on two perpendicular transects crossing at the center of the field. 
The transects were oriented in NW-SE and NE-SW directions along the major and minor 
axes of the field and are shown in Figure 1. This type of sampling pattern is not 
commonly used to study the spatial dependence of soil hydraulic properties. The design 
was intended to limit the number of K measurements and to generate sufficient number of 
pairs at intermediate lag-distances. The sampling pattern also provided an adequate 
number of pairs for directional geostatistical analysis and for exploratory data analysis in 
NW-SE and NE-SW directions. 
K measurements with the Guelph permeameter were made at 4.6-m intervals on both 
transects, at 15-cm and 30-cm depths. This resulted in 66 in-situ measurements of K for 
each depth (as shown in Figure 1). All K measurements were made in the crop rows to 
avoid compaction due to wheel traffic, which would lower K values significantly by 
reducing total porosity and macroporosity [Onofiok, 1988]. The Guelph permeameter 
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method described by Reynolds and Elrick [1986] was adopted for measuring the steady 
rates of recharge at 5-cm and 10-cm heads, and K values were calculated using the 
relationship based on Richard's analysis for steady state discharge from a cylindrical well 
in an unsaturated soil. 
In addition to the Guelph permeameter technique, six undisturbed soil cores were taken 
from each of the 66 sites, with three replicates from each depth. Undisturbed soil cores 
(76 mm in diameter and 76 mm long) were collected with an Uhland core sampler for K 
measurements in the laboratory using the constant head permeameter method [Klute, 
1965]. For the lab method, a total of 198 (3 x 66) cores were collected from 66 sites for 
each depth. After discarding few bad samples, 185 samples for the 15-cm depth and 188 
samples for the 30-cm depth were analyzed. Details on the method of collecting undis­
turbed soil cores for K determination in the lab are given by Kanwar et al. [1989]. 
20 
EXPERIMENTAL RESULTS 
Table 1 and Figure 2 give the summary of the experimental K values obtained using the 
in-situ Guelph permeameter and the laboratory constant head permeameter methods. The 
K values shown in Figure 2 for the laboratory method are the arithmetic averages of three 
replicates collected from each site. On the average, the constant-head-laboratory-method 
provided higher K values than the Guelph permeameter method. Moreover, the standard 
deviations and coefficient of variations for K were generally higher for the laboratory 
method in comparison with the Guelph permeameter method. These differences between 
lab and field data could have been caused by macroporosity effects, experimental method 
effects, and/or sample volume effects. A study by Lauren et al. [1988] showed a large 
variation in K values due to sample volume used when the soil contained macropores. 
They found more accurate K estimates with larger soil samples. Our study site contained 
a large number of macropores (wormholes and root channels) oriented nearly vertically 
within the top 30 cm of the soil. The wormholes and root channels were different in size 
and density at 15-cm and 30-cm depths, because of differential growth and density of 
plant roots at different depths [Singh et al., 1991]. 
In addition to the sample volume or macropore effects, the variation between the lab 
and Guelph permeameter methods might be compounded because of the inherent 
differences. Guelph permeameter measures the composite of horizontal and vertical value 
for K under anisotropic conditions, whereas the lab method determines the vertical K 
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values. Moreover, the K values measured by the Guelph permeameter are also affected 
because of smearing of the well wall, compaction, and air entrapment, which could also 
reduce the conductivity in comparison with the measured K values in the lab. For some 
soil cores we observed extremely high K values due to short-circuiting of water through 
the unexpectedly large number of continuous macropores (channels). Similar phenomena 
have been reported by Lauren et al. [1988] and Kanwar et al. [1989]. 
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SPATIAL ANALYSIS AND DISCUSSION 
Robust-Resistant Approach for Semivariogram Development 
Exploratory techniques [Tukey, 1977, Velleman and Hoaglin, 1981] are suitable for 
spatial analyses of soil properties using resistant (i.e., arithmetically stable) and robust 
(i.e., model stable) methods [Hamlett et al., 1986, Cressie and Horton, 1987]. 
Incorporating resistant measures and robust ideas, the basic objective of exploratory data-
analysis techniques is to overcome the nonstationarity within the experimental data, which 
is a common occurrence under field conditions. Downweighting by a robust estimator 
[Cressie and Hawkins, 1980] or removal by resistant measures [Tukey, 1977] of any 
outliers present in a data set helps to achieve the stationarity conditions for the 
semivariogram development. 
For the K data collected in this study, a resistant technique (little affected by data 
outliers) was used to examine the spatial structure of K values in conjunction with 
geostatistics. Normal probability plots and plots of median against interquartile range 
squared were also developed to examine the data distribution and variance stationarity. 
The running median smoother approach [Velleman and Hoaglin, 1981, pp. 163] is 
simplified to a split-window median polish technique for our spatial analysis and is 
discussed in the following sections. A major finding is that while serving as an efficient 
smoothing tool, the median behaves more as a 'solo representative' or 'summary point' 
for the data set of a particular window. 
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Figure 2 shows normal probability plots of raw K data for two soil depths using two 
methods (i.e., in-situ Guelph permeameter and laboratory-constant-head-permeameter). 
These plots show highly skewed distribution of K data. For the resistant analysis, 
stationarity of the variances against medians was checked. Because we matched our 
sampling grid design and expected soil clustering in the glacial till material (due to 
differential and incremental deposition of soil material during the process of formation 
and afterwards), both transects were divided into a number of regular windows each 
having an equal number of sampling sites. Figure 3 shows the median of the windows 
and their interquartile range squared to inspect the stationarity of variance. This figure 
shows that the variance (interquartile range squared) is correlated with the median value, 
indicating the presence of nonstationarity in the variance. To remove the nonstationarity 
and non-normality in the data sets, different transformations and resistant-based 
remediation techniques were tried. 
K data were transformed to produce a nearly normal distribution (i.e., approximately 
symmetric, bell-shaped stem-and-leaf plot), and homogeneous variances [Cressie, 1985] 
using the "Universal transformation principle." Different transformations were invoked to 
squeeze or spread the data set to obtain a more bell-shaped or Gaussian curve. Square 
root, cube root, and other power transformations [Tukey, 1977; Cressie and Horton, 
1987] and scaled transformations [e.g. Bresler et al., 1982] yielded good results in trans­
forming the non-normal data sets to nearly-normal data sets. But the question arises about 
the stationarity of variance, which could not be assured by these transformations. Log, 
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transformation yielded fairly homogeneous variance (i.e., interquartile range squared) 
with respect to the median of windows across the transects (Figure 3) for K values at 15-
cm depth (lab method) but, did not show much improvement for K values at 30-cm 
depth. A comparison of Figure 2 illustrating raw K data with Figure 4 illustrating log,-
transformed K data and test (Table 2) clearly indicate that K values tend to be log-
normally distributed. Although log^-transformation has nearly normalized the data set, the 
presence of local trends or regional clustering in the soil might be causing the 
nonstationarity. Therefore, normalized data is assumed to follow the relation 
Z(x) = nix) + e(x), (6) 
where Z(x) denotes the log^-transformed regionalized variable at location (x); ^(x) is a 
measure of central tendency, i.e., deterministic drift of the variable at location (x); and 
e(x) is the random component at location (x) normally distributed with zero mean, which 
satisfies the second-order stationarity required for spatial analysis. All experimental K 
data were, therefore, log,-transformed and Log^K values were used for further analysis. 
But at the same time, it is known that additivity principles are valid only on the same 
scale [Cressie, 1985]. Therefore, it was decided to carry out the entire analysis with the 
data on log, scale and to transfer the results to the original scale whenever required. 
Semivariograms at 30-cm Depth 
Experimental semivariograms based on Log,K values were developed and are presented 
in Figure 5. These 2-D mean isotropic semivariograms were based on all 66 log,-
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transformed data (with wild outliers present). A robust estimator [Cressie and Hawkins, 
1980], however, was used to curtail the effects of these outliers by downweighting. 
Strong positive spatial dependence was found for both in-situ and lab methods at a depth 
of 30 cm under no-till conditions. Figures 5c and 5d show plots of 7(h) vs. h. The dip in 
the lag range of 15 to 30 m may be an indication of some kind of short-scale variation in 
K. It may be cyclic or clustered. Short-scale variation should not be confused with 
microheterogeneity of soil. Moreover, these semivariograms show an overall range much 
higher than these short scale variational range. The lower 'nugget effect' in comparison 
with the sill value in Figures 5c and 5d indicates that spatial structure dominates 
microheterogeneity in the soil. At the same time, moderately steeper slopes of these 
variograms signify the changes in K values, indicating moderately irregular, erratic, or 
discontinuous surfaces. 
Directional semivariograms (-yj as shown in Figures 5c and 5d at 30-cm depth were 
developed along the transects (NW-SE and NE-SW) and along the diagonal directions (N-
S and E-W) with tolerance of ±22.5°. The average semivariogram (7*) using the 
weighted average [(l/ZnJE;n;7j was developed. All-directional mean isotropic variograms 
(7) compared well with average variograms (7'). But, the directional semivariograms 
show new interesting behaviors. In both instances (laboratory and insitu), the main 
feature of directional variation is easily observed. Sill is maximum for 7; in the NW-SE 
direction and minimal in the E-W direction although the range remains approximately the 
same for all directions. Looking at Figures 5c and 5d it is difficult to differentiate 
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whether the difference between these directional variograms are due to the proportional 
effect or to anisotropicity indicating the underlying depositional process of glacial till. 
Looking at the semivariograms toward higher lag distances, one might assume that the 
phenomenon is proportional. By focusing the comparison near the origin, one might 
conclude that the phenomenon is indeed zonal anisotropy [Joumel and Huijbregts, 1978, 
p. 181; David, 1977, p. 135], which may not be true because all measurements were made 
at the same depth (30 cm). Moreover, because the sampling scheme adopted was regular 
and on bisecting transects, the chances of clustered-sampling locations were eliminated, 
and such locations are the usual causes of "quasi-stationarity" producing a "proportional 
effect" in semivariogram estimates. Therefore, it is difficult to determine the cause of the 
underlying process contributing to the spatial structure of K. The proportional effect, 
however, seems to be effecting more than the anisotropy effects considering the 
nonstationarity of the log,-transformed data due to soil clustering described earlier. 
Therefore, all-directional mean isotropic semivariograms estimated using the entire K 
data set for both transects represent the spatial structure of the till soil at 30-cm. The 
"short-scale variation", representing the clustering phenomenon, and the "large-scale 
variation", indicating soils of similar hydraulic properties seem to have greater spatial 
correlation (i.e., smaller 7 values) along NE-SW transect than along the NW-SE transect. 
The orientation of maximum and minimum continuity along these directions suggest 
incremental deposition causing layered and overlapping soils. 
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Semivariograms at 15-cm Depth 
Semivariograms for 15-cm depth (Figures 5a and 5b) were of dissimilar characteristics 
and dominated by white noise and trends. Even though semivariograms 7(h) for the 
Guelph permeameter and lab methods did not match very well, both revealed a typical 
concave trend and the one for lab measurements was more prominent. In these 
variograms, the higher nugget effect vs sill is caused by random variability of 
"microheterogeneity" in comparison with structural variation, indicating a weak spatial 
dependence. Possible reasons for this variation are farm traffic and freezing and thawing 
phenomena which break the soil structure unevenly at the surface of no-till soil. Hamlett 
et al. [1986] observed a similar phenomenon for their soil-water tension study in no-till 
plots, which was due to variability in soil-surface residue cover and soil-pore continuity. 
From this evidence, it can be concluded that the no-till plots lack good spatial structure at 
the surface-soil layer of 0-15 cm. 
Theoretical Model Fitting 
Usually, the forecasting of variogram models facilitates follow-up spatial studies. 
Therefore, an effort was made to generalize the structural trends by fitting experimental 
semivariograms with standard theoretical models. The fitted theoretical models were 
found useful in analyzing and interpreting our results of the split-window-based resistant 
approach. 
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Theoretical models were fitted for the experimental variograms at 30-cm depth by the 
trial and error approach and were validated using a simple point-kriging approach (see 
Figures 6a and 6b). The developed theoretical models for the observed K data had a 
nested structure with three distinct components. A small "nugget effect" (CJ indicates 
inherent "microheterogeneity" of soil samples. Spherical model with a sill (C,), fabricate 
the structure of the soil within a lag distance of about 20 m, could be termed a "short-
scale variation". The third component modeled with another spherical model with sill 
(C2), indicating "large-scale variation", made the overall range of spatial dependence for 
K up to 60 m (in-situ method). An exponential model with the same sill and range, 
however, showed equally good fit as the spherical one but showed the typical asymptotic 
behavior. Thus, the spherical one was preferred over the exponential one. The overall 
nested structure of the models and their characteristic parameters are presented in Tables 
3 and 4. Comparison of these models for two different K-measuring techniques showed 
excellent consistency in their trends even though some variations in their parametric 
values were observed. The three major cross-validation criteria (KAE, KRMSE, and 
KMSE) estimated are shown in Table 5. Values of KAE, KRMSE and KRMSE were 
close enough to their recommended optimum. Correlation coefficient (R^) between 
regionalized variable and kriged estimate were reasonably good at 0.64 and 0.58 for lab 
and in-situ methods, respectively, ensuring the nested model as a good fit (Figure 7). 
Summararily, the semivariograms of log^-transformed data [Z(x)] for 30-cm depth show 
cyclic or clustering behavior at about 20-m lag-distance, thereby indicating a nonrandom 
29 
shift for both measuring techniques. At 15-cm depth, for K values measured with the 
Guelph permeameter, the normal probability plot and the semivariogram estimators 
confirm the effect of random variability contributing towards the "nugget effect." The 
semivariogram estimators at 15-cm depth for lab measurements (Figure 5b) showed, 
however, a typical linear drift in the NW-SE direction. Handling this kind of cyclic or 
clustering pattern and/or directional trend to come up with model parameters is not a 
trivial task [David, 1977, p. 266; Joumel and Huijbregts, 1978, p. 313]. Webster and 
Burgess [1980], Yost et al. [1982], and other researchers have discussed methods of 
handling drift (or detrending the data) by modeling it and using up to second-degree 
polynomials. On the other hand Hamlett et al. [1986] adopted the nonparametric median-
polish approach [Tukey, 1977] to remove the drift along all grid directions and found it a 
better and more economical approach than the former because the nature of data or 
residuals can be visualized after every operation. This approach could support the spatial 
analysis by judging the normality of data, stationarity of variance and of median, and by 
revealing the presence or removal of drift or clusters, resulting in interprétable semi­
variogram estimators 7(h). 
Split-Window Median Polish 
Following semivariogram development an exploratory approach of 'split-window 
median polish' was used to analyze and interpret the behavior of the Log^K data sets. 
This approach was found suitable for analyzing the cyclic or clustering behavior of the 
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data sets. Both the NE-SW and NW-SE transects were split into a number of spans or 
windows of equal lengths (and equal numbers of sampling sites because of the regular 
sampling pattern). Medians of these windows were estimated. Window lengths having 
odd three (13.8 m), five (23 m), and seven (32.2 m) numbers of sampling points were 
chosen to calculate the medians of the windows of K data. Windows of up to a maximum 
of seven sites (i.e., 32.2 m) were considered, because the previous estimated 
semivariograms for the log^-transformed K-values at 30-cm depth showed a clustering 
behavior in the spatial structure at a lag distance of about 18 m to 23 m. The first 
iteration of median-polish approach [Tukey, 1977] for each window was performed to 
account for the clustering effect of K property. Residuals were calculated by subtracting 
the median of respective windows from the regionalized variable at each site as 
R(x) = Zi(x) -Zi ; i = 1, 2, ...., N, (7) 
where R(x) denotes the residual value at location (x); Zi(x) is the log,-transformed K data 
and belongs to window (i); and Z; indicates the median of window i. The odd number of 
data values left at the end of the transect (which could not be accommodated in the 
windows of specified lengths) were averaged out or taken as such if they were left alone. 
Stem-and-leaf plots and normal probability plots of these residuals R(x) were developed 
and examined visually. The best sets of residuals were obtained with a window width of 
23 m (of five sites) with nearly normal distribution. Stem-and-leaf plots, normal 
probability plots are shown in Figure 8 for 23 m windows. Moreover, the medians of 
these residuals for all the windows across the transects were zero irrespective of 
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interquartile range squared and which satisfies the variance and median statlonarity rule 
for semivariogram development. 
Median-polished residual values were used for semivariogram estimation and are plotted 
in Figure 9. Instead of achieving better variograms with better structure, all appeared to 
exhibit the pure "nugget effect." However, when plots were examined of the window-
median across the transects (as shown in Figure 10 for NE-SW and NW-SE transects), 
some interesting features were discovered. The plots for 30-cm and for 15-cm depth 
(Figures 10a, 10b, 10c, and lOd), show that the spatial structure lies in the median of the 
windows, indicating structural variation (i.e., regular variation) of the median from 
window to window and clustering of soil of similar hydraulic properties inside the 
window, with few exceptions. Comparing the plots of medians (Figure 10) with the 
semivariograms drawn for log^-transformed K-values before median-polishing (Figure 5) 
could reconfirm our results in terms of range of "short-scale" and "large-scale" 
variations. Examining these figures, it can also be judged that the overall range (large-
scale variation) of soils of predictable K at 30 cm depth is of about three window lengths 
of 69 m (measured in-situ) and about two window lengths of 46 m (measured in lab). 
That reconfirms the overall spatial range found from the semivariogram analysis. 
Moreover, each window of 23 m length would represent soil of similar K-value, 
indicating short-scale variation. Therefore, when medians were subtracted from the raw 
data, the structural components were removed from the data set, leaving behind the 
"nugget effect" in the residuals, which resulted in the structureless semivariograms as 
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shown in Figure 9. Therefore, "is stationarity of regionalized variable a critical criteria 
for semivariogram estimation in this type of clustered soil ?" may be put as an open-
ended question at this moment. Interestingly, at 30 cm depth, both in-situ and lab semi­
variogram estimators as well as the medians across the transects showed consistency in 
their trends even though some differences were observed in their sills and overall range 
of influence, which may have been caused by the basic difference between the two techni­
ques. 
In the plots for 15 cm depth, medians (Figures 10c and lOd) are dominated by white 
noise and a NW-SE drift matching the structureless semivariograms of the residuals 
(Figures 9a and 9b), indicating no apparent large-scale structure in the original data sets 
of K-values for the surface layer (0-15 cm). Moreover, comparison of semivariograms at 
15 cm depth (lab method), for log^-transformed K data Figure 5b with Figure 9b for 
median-polished residuals reconfirms the presence of a drift in the medians of the 
windows. Thus, it attributes the median a 'solo representative' or 'summary point' of the 
window, when the structure can be best described as "single-window structure." 
Split-Window Median Polish vs. Universal Kriging 
Universal kriging [Matheron, 1971; Joumel and Huijbregts, 1978; Webster and 
Burgess, 1980] was performed on lab-15-cm data to give a qualitative comparison with 
split-window median polish to remove the local drift. Least square fits (simple regression) 
of the loge-transformed K values versus X-Y coordinates of the field indicated a 
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reasonable correlation between the X-axis (NW-SE) and the K values. As reported by 
previous researchers, drift of an order higher than quadratic is almost never needed in 
universal kriging. Linear and quadratic drifts were tested by trial and error in conjunction 
with different linear and nugget variograms to represent the residuals. From the cross-
validation criteria in this instance, we did not achieve anything significant for quadratic 
trend over the linear trend. Therefore, in order to avoid needed detail, linear trend was 
considered to be the best approximation. The experimental variograms (up to eight lags) 
were almost falling on the best fit linear model for all directions. Universal kriging was, 
therefore, performed with a moving neighborhood (search radius) of eight lag distances. 
Semivariograms of the residuals after removing the linear drift showed a limited or absent 
spatial relation for the laboratory K data set (Figure 11). Such a behavior is often 
referred to as 'nugget effect'. These changes indicate that a higher rate of variability and 
smaller zone of influence resulted from detrending. As expected, however, detrending 
followed by residual semivariogram development decreased the estimate of bias (sum of 
residuals; original data - kriged estimate) but not significantly. Furthermore, comparison 
of Figures 11 and 9b shows the close match of results obtained by both the methods. It 
assures that the split-window median polish is an equally suitable and lot easier approach 
for the spatial analysis of clustered soils. 
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SUMMARY AND CONCLUSIONS 
Spatial structure for saturated hydraulic conductivity (K) of a glacial till material under 
no-tillage condition was examined for two depths with two K measuring techniques. 
Evidence of non-stationarity in K data pose problems on the reliability of semivariogram 
estimators. Analysis of data before developing semivariogram was discussed. Log, 
transformation followed by an economical resistant data analysis using split-window 
median polishing technique was used to remove the median and variance nonstationarity 
from data set generating valuable semivariogram estimators for the interpretation of the 
structural variability. A robust estimator [Cressie and Hawkins, 1980] was used to 
accommodate the contaminating outliers. Semivariograms estimated for both methods of 
K measurements were found to have close similarity for 30 cm depth. Good spatial 
structure was observed (short-scale variability) within a lag distance of 20 m for 
determining K values of the glacial till soil. Beyond this range a more clustering effect in 
K was observed with an overall range (large-scale variability) of 60 m (in-situ method). 
Spatial structure of K was modeled using nested structure of three different components 
viz; random variability due to soil "micro-heterogeneity", "short-scale variability", which 
may be due to clustering of till material by differential deposition, and "large-scale 
variability" due to the soil of the same type or origin. Nugget, and two spherical models 
were used in the above order to fabricate the overall structure of the till material. Further 
exploratory data analysis exposed an interesting fact, indicating that spatial structure of 
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the clustered soil lies in their medians, which may be called 'solo representatives' or 
'summary points' of clusters. This clustering phenomenon is due to differential deposition 
of soil layers by glacial drifts during its formation or subsequent incremental deposition 
due to wind drifts. 
Semivariogram estimators for in-situ K values at 15 cm depth under no-till condition did 
not exhibit any large-scale structure besides weak small-scale structure. Variability is 
dominated by the heterogeneity in the soil. Reasons for this behavior may be due to 
uneven breaking of soil structure due to freezing and thawing at this shallow layer. 
Moreover, a typical directional trend was found for both in-situ and lab measurements of 
K. This trend became more prominent in the medians of the windows across NW-SE 
transect. Split-window median polish was found to be an useful tool, for clustered soils, 
in performing a reliable spatial analysis resulting in more realistic structural estimators 
for better interpretation of K data. 
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Fig. 3 Median-Interquartile range squared plots for K data sets 
(1) Raw data (2) Log^-transformed data. 
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Fig. 5 Experimental robust semivariograms (directional, average, and 2-D mean isotropic). 
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LnK at 30 cm depth; Nested structure of nugget and two spherical models with 
different sills and ranges. 
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Fig. 9 Robust semivariograms of the residuals following split-window median polish. 
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Fig. 11 Semivariograms of LnK at 15 cm depth (Lab method) before and after a linear drift 
was removed by universal kriging. 
TABLE 1 Summary of K Data Sets Based on 66 Sampling Sites Arranged on 
Two Transects Across the Field Perpendicular to Each Other 
Method Adopted LAB" FIELD 
Depth AT 15 cm AT 30 cm AT 15 cm AT 30 cm 
No of Observations 185 188 66 66 
Average (cm/sec) 6.293*10"' 8 .737*10"* 5 .426*10"* 3.923*10"* 
Maximum (cm/sec) 2.662*10-' 2 .163*10' 2 .064*10' 1.813*10' 
Minimum (cm/sec) 5.240*10^ 3 .037*10^ 2 .034*10"® 1.822*10^ 
Standard Deviation 5.664*10"* 6 .296*10"* 4 .414*10"* 3.432*10"* 
Variance 3.208*10' 3 .965*10" 1 .948*10"' 1.178*10"" 
Coeff. of Variation (%) 90.00 72.07 81.35 87.46 
'These statistical parameters are based on average K (i.e., of three replicates) . 
TABLE 2 Test of Normality for K and LnK 
Variable K LnK 
Method Depth 
(cm) 
df P.L.* X^ df P.L." 
LAB 15 33.36 4 «.005 3.17 3 0.366 
LAB 30 13.45 4 0.0093 11.3 3 0.011 
FIELD 15 40.55 4 «.005 7.19 4 0.124 
FIELD 30 19.67 3 «.005 6.94 3 0.072 
'P.L.: level of significance. 
TABLE 3 Theoretical Models Fitted to 2-D Mean Isotropic Semivariograms for LnK Data Sets 
Depth Method Models Applicable Range 
(cm) (m) 
30 Lab 7(h) = 0.265 + 0.583(1.5h/18 - 0.5hVl8') + 0.715(1.5h/46 - 0.5hW) h < 18 
7(h) = 0.265 + 0.583 + 0.715(1.5h/46 - 0.5hV46') 18 < h < 46 
7(h) = 0.265 + 0.583 + 0.715 h > 46 
7(h) = 0 
30 Field 7(h) = 0.663 + 0.742(1.5h/23 - 0.5hV23') + 0.954(1.5h/60 - 0.5hV60') h < 23 
7(h) = 0.663 + 0.742 + 0.954(1.5h/60 - 0.5hW) 23 < h < 60 
7(h) = 0.663 + 0.742 + 0.954 h > 60 
7(h) = 0 
TABLE 4 Summary of Spatial Dependent Parameters of LnK at 30 cm for the Glacial Till Soil 
Nugget Effect Structural Component Sill CJC Range Range Variance 
Method Depth 
Adopted (cm) Model #1 Model #2 C (%) Model #1 Model#2 
Co C,  Cz (Co+C.+C^)  (m) (m) 
spherical spherical 
LAB 30 0.265 0.583 0.715 1.563 17 18 46 1.431 
spherical spherical 
FIELD 30 0.663 0.742 0.954 2.359 28 23 60 1.871 
8 
TABLE 5 Values of Cross Validation Criteria for the Nested Models of LnK at 30 cm Depth 
Method Depth KAE KRMSE KMSE Search Radius 
(cm) /SD /Neighborhood 
Size (m/#) 
LAB 
FIELD 
30 -0.0033 1.0556 
30 -0.0173 1.0041 
0.8963 
/I.196 
1.1127 
/I.368 
46 0.64 
/lO 
60 0.58 
/13 
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ABSTRACT 
Soil nitrate-nitrogen (NO3-N) data arranged on a three dimensional grid were analyzed to 
compare the tillage effect on spatial distribution of NO3-N in the soil profile. A three-
dimensional (3-D) resistant approach was developed to polish the spatially located data on 
soil NO3-N affected by directional trends (nonstationarity in the mean) in three major 
directions (row, column, and depth) and along the horizontal diagonal directions of the 
grid. Preferential or nonpreferential movement of NO3-N in vertical direction defined as 
sample hole effect was also removed to make the data stationary across holes. Composite 
3-D semivariogram models (along horizontal and vertical directions) were developed to 
describe the spatial structure of soil nitrate distribution. Two plots in the same field, one 
under each tillage system (conventional tillage and no tillage), were selected for this 
study. Soil samples were collected at five depths (30, 60, 90, 120, and 150 cm) from 35 
sites (holes) arranged on a 7 X 5 regular grid of 7.6 m by 7.6 m in each of these plots. 
In the conventional tillage plot, the NOj-N concentrations decreased gradually to a depth 
of 90 cm and increased beyond this depth. The coefficient of variation, however, became 
gradually smaller, showing more uniform distribution for greater depths. In the no-tillage 
plot, trends were similar to, but spatially more stable across the profile, than those in the 
conventional tillage system. Structural analyses indicated that under conventional tillage, 
the semivariogram of soil nitrate distribution is transitional with finite range and great 
variance, in both horizontal and vertical directions. In contrast, semivariograms in 
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horizontal and vertical directions for no tillage show linear and nugget type behavior, 
respectively, with small variance and without definite range. 
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INTRODUCTION 
In recent years, increased public concern about water quality has heightened interest in 
the efficient use of nitrogen for agricultural production systems. Recent studies have 
indicated that nitrogen application rates in agricultural fields are often much higher than 
those plants can use. Therefore, the unused nitrogen either leaves the system through 
leaching, washoff, and volatilization or remains in the soil profile for possible leaching to 
groundwater. Knowledge of spatial structures and other inducing factors for nitrate 
distribution in the soil profile under different tillage practices is useful to researchers 
developing new nitrogen-management practices designed to enhance environmental 
quality. 
Transport, transformation, and distribution of nitrate-nitrogen (NO3-N) under different 
field conditions depend upon physical, biological, and chemical processes occurring in the 
soil profile. Several other factors responsible for the spatial distribution of NO3-N are 
water and solute displacement under nonsteady flow conditions along preferential and 
nonpreferential flow paths, variable water-table depth causing nitrification and denitrifica-
tion, nitrogen transformations by enzymatic and bacterial pathways, plant uptake of water 
and nitrogen, and soil texture [Wagenet and Rao, 1983]. Studies conducted by Burrough 
[1983], Wagenet and Rao [1983], and Tabor et al. [1985] pointed out that each of these 
factors may operate independently or in conjunction with others to cause abrupt or 
gradual changes in the soil behavior with respect to nitrogen transport and retention. 
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These factors must be considered when studying the spatial behavior of NO3-N in the soil 
profile. Several studies [Walker and Brown, 1983; Rao et al., 1983, Rao et al., 1985; 
Rao and Wagenet, 1985] have examined the spatial variability and its intrinsic factors 
influencing herbicide degradation rates in the soil profile. Many researchers [Cast et al., 
1978; Baker et al., 1975; Baker et al., 1989, Kanwar et al., 1988; Kanwar and Baker, 
1991; Kanwar, 1991] have studied the accumulation of NO3-N in soil profiles and NO3-N 
loss with tile drainage water under continuous com as a function of different tillage 
practices, but spatial structure and variability of NO3-N in these fields have not been 
studied. The objective of this study was to compare the spatial distribution of NOj-N in 
the soil profîle under conventional tillage and no tillage systems, using a three 
dimensional (3-D) median-based resistant (little affected by data outlier(s)) approach 
coupled with geostatistics for the data collected on a 3-D spatial grid. This paper also 
demonstrates how 3-D gridded data give a geostatistically sound and better estimate of 
spatial structure (3-D composite semivariograms) of NO3-N distribution in the soil profile 
under different tillage practices than do two-dimensional (2-D) gridded data producing 2-
D semivariograms. Moreover, this article shows how 3-D median polish of gridded 
spatial data provides a relatively simple, cost-effective, resistant, and relatively bias-free 
procedure in the presence of drift and zonal anisotropy compared with more general 
polynomial modeling and generalized least-squares fitting of drift. 
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PREVIOUS APPLICATIONS 
Field scale transport and retention capacities for water and chemicals in an agricultural 
field can be viewed as spatiotemporal processes. Spatial variability, as used here, includes 
areal variations at a given depth and also variations with depth at a given location in the 
field. Both types of variability need to be considered in assessments of NO3-N fate under 
different field conditions. Exploratory data analysis techniques, relying on resistant 
measures, graphical tools, and robustness concepts in geostatistics offer a variety of ways 
to fabricate the model of such processes as realizations of space-time random functions. 
Because of recent developments by Dagan [1986], Ginn and Cushman [1990], Rouhani 
and Wackemagel [1990], Shafer and Varljen [1990], Rubin and Joumel [1991], and 
others, who have successfully applied covariance-related stochastic methods in groundwa­
ter modeling, further efforts in developing better spatial characterization methods of water 
and chemical transport seem encouraging not only in saturated zone but also to extend 
these methods to transport modeling in the vadose zone. But few studies [Russo, 1984; 
Unlu, 1990] of the spatial variability of unsaturated flow parameters have concentrated on 
quantifying heterogeneity in the horizontal plane of fields. A recent study by Russo and 
Bouton [1992] focused on the spatial variability of these parameters in the depth 
direction. Cressie and Horton [1987], and Onofiok [1988] studied the tillage effect on 
soil-water infiltration and other soil properties and observed some interesting differences. 
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As defined by Tukey [1977] and by Velleman and Hoaglin [1981], sweeping the 
localized effects by exploratory approaches such as row- and column-median polish 
[Hamlett et al, 1986; Cressie and Horton, 1987], winsorization [Gotway and Cressie, 
1990] and split-window median polish [Mohanty et al., 1991] coupled with classical 
geostatistics [Matheron, 1963] or robust geostatistics [Cressie and Hawkins, 1980] is 
becoming popular in soil science. Among others, one important advantage of these 
approaches is that they allow visual examination of data for normal distribution, statio-
narity, and trend freeness and can thus qualify for the ordinary kriging and geostatistical 
analysis rather than for the expensive and operationally difficult universal kriging 
procedure [Joumel and Huijbregts, 1978]. These criteria are often unverified by 
geologists and soil scientists, who confuse inherent spatial structure with the effects of 
extrinsic factors and drift [Horowitz and Hillel, 1983; Hamlett et al., 1986]. In this 
study, data arranged on a 3-D grid, and resistant (to outlier(s)) schemes were investigated 
with the "three-way-main-effects-only" median polish approach [Cook, 1985], an 
extension of "two-way" median polish [Tukey, 1977; Velleman and Hoaglin, 1981; 
Emerson and Hoaglin, 1983], to take out the common value, crop-row effects and/or 
other effects (parallel to grid rows), drainage tile induced water table effects at deeper 
depths and/or other effects at shallow depths (parallel to grid columns), and surface / 
subsurface soil characteristics effects and/or soil moisture effects (parallel to grid depth) 
from the data set before spatial analysis of NO3-N levels in the soil profile were made to 
compare distribution patterns under conventional tillage with those under no tillage. 
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EXPERIMENTAL DESIGN 
Two 0.4-ha (l-acre) plots each under a different tillage system (conventional tillage and 
no-tillage) were selected for this study at the Agronomy and Agricultural Engineering 
Research Center near Ames, Iowa. These plots had been under the same tillage system 
for the last 5 years (1984-1988) and had received an application of 175 kg/ha liquid 
nitrogen fertilizer every year after planting for continuous com production since 1984. 
Soils of these plots were Nicollett and Clarion loams in the Nicollett-Clarion-Webster 
Association and had a maximum slope of 2%. The experimental plots are shown in 
Figure 1. Each of these plots was drained by a single subsurface tile drain at 120 cm 
depth to eliminate periodic buildup of excessive wetness. 
Samples were collected from both plots by using a 5 X 7 grid network of 35 sites with 
a regular grid spacing of 7.6 m. Soil samples were taken to a depth of 150 cm at 30-cm 
intervals with a 3.2-cm probe for NO3-N analysis. There were 175 data points in total. If 
the practical geostatistical rule of minimum number of sample pairs for semivariogram 
estimation (>30) [Joumel and Huijbregts, 1978; Cressie, 1992] is considered, our 
number of samples is adequate when labor and budget involved in conducting a study on 
NO3-N transport to groundwater is also considered. Furthermore, early studies have 
indicated that the number of pairs at each lag distance during semivariogram estimation is 
more critical than the number of samples collected in the field, indicating the advantage 
of gridded patterns over the random pattern of data collection. Joumel and Huijbregts 
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[1978, p. 194] established a practical rule for number of pairs at each lag distance which 
should be within the range of 30 to 50 to result in reasonable estimation of the 
semivariogram. Figure 2 shows the location of 175 sampling points within the plot 
arranged on a 3-D grid. Each soil sample represents average NO3-N over a range of 
depth, of 10 cm, at a particular spatial location (x,y,z). A sample of 10 cm length, 
however, was considered a point sample for the 2-D and 1-D type variogram estimation. 
All samples, moreover, were collected within 13 days in June to minimize temporal 
variability among samples. No appreciable rainfall occurred during this sampling period; 
thus the chance of any preferential leaching of nitrogen in the soil profile during the 
sampling was eliminated. These samples were analyzed for soil moisture content and for 
soil-water NO3-N concentration. 
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METHODOLOGY 
The objective of this study was to present relatively simple, physically interpretable 
resistant schemes for spatial analyses. The basic purpose of these resistant schemes is to 
clean or to polish field data to qualify the basic assumptions for the development of 
semivariograms, that is, for second-order stationarity or weaker intrinsic hypothesis. 
Second-order stationarity indicates that mathematical expectation E[Z(x)] = n exists and 
does not depend upon the position x and that for each pair of regionalized variables 
[Z(x), and Z(x+h)], the covariance exists and depends upon the separation distance h. 
The weaker intrinsic hypothesis complies with the first criterion of second- order 
stationarity but is limited to the first differences of the series [Joumel and Huijbregts, 
1978, p. 32]. Another assumption is made that residuals from fitted models, e, are 
normally distributed Gaussian 'noise'. When e is acknowledged to be a local structural 
component of variation, its normality is still an implicit assumption in most case studies. 
These basic assumptions of regional variable studies, however, are often overlooked or 
rarely verified by researchers, who might introduce artifacts and confound the 
interpretation of results, as described in Cressie and Horton [1987]. Therefore, as in this 
paper, it is important to run a thorough data analysis before making inferences from the 
sophisticated geostatistical tools as semivariograms. This study was conducted to identify 
the physically recognizable extrinsic factors existing on the site and to isolate their effects 
in the distribution of NO3-N in the soil profile. These effects are usually identified as 
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nonstationarity in the mean and the variance scales in the data sets along the major axes 
of experimental design. Besides these main effects, the intrinsic trends along the diagonal 
directions in a grid-type sampling pattern could also be identified and filtered out. Once 
spatial stationarity of the data is attained, the measurements are combined into a 
composite data set, and semivariogram analyses conducted. This study shows how easily 
exploratory data-analysis techniques could assure crucial stationarity assumptions in 
spatial data and make the data set trend-free before further geostatistical analyses. 
Exploratory Analysis 
In general, statisticians treat the data arranged on a square grid as a two-way table 
[Velleman and Hoaglin, 1981, and Hoaglin et al., 1983] in which observations are 
written as Zy where i = and j = 1,...,J. Zij is best explained by an additive 
model: 
Zjj = /i + Q:; -f- + ey; (1) 
where pi is a common value for the whole data set, a; is an incremental contribution of 
the row factor i, jSj is the incremental contribution of the column factor j, and ey 
represents the departure of Zy from the purely additive model /t + aj + jSj as a random 
fluctuation. Variability in geo related properties such as transport, transformation, and 
retention of NO3-N is neither simple nor limited to two types of effect (i.e., row factor 
and column factor) and is more likely to be three dimensional in 3-D space of soil 
profile. In our study, we identified the effects of crop-row parallel to the grid-row, of 
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tile-induced water-table elevations parallel to the grid-column at deeper depths, and of 
surface/subsurface soil and soil moisture content parallel to the grid-depth in NO3-N 
distribution in the soil profile. Therefore, to handle this 3-D gridded data, a modified 3-D 
additive model based on Cook's [1985] "three-way-main-effect-only" model was 
developed: 
Zjjk = n + a, + + Ejjk, (2) 
i = 1, ..., I; j = 1, J; k = 1, ..., K, 
where 
Zyic = regionalized variable (NO3-N) of the cell (i,j,k) 
corresponding to row i, column j, and layer (depth) k; 
H = common value; 
«i = row effect (i.e., crop row effect and/or other effect); 
/3j = column effect (i.e., elliptical water table effect and/or other effect); 
Ik = layer effect (i.e., surface/subsurface soil effect and/or soil moisture effect); 
and % = a random component that may or may not inherit the spatial structure of the 
property (NO3-N under the tillage practice) in study in cell (i,j,k). 
Although in most instances, as here, spatial field experiments are designed with their 
grids in meaningful directions, residuals should still be checked for cross-product trends 
or interactions, e.g., between row and column factors, along the diagonals. Unlike a 
mining problem extending over great depths in which drift might occur in any direction 
in 3-D space, depending on the rich or poor ore grades and irregular geological 
deposition patterns, this study has been kept simple, and diagonal drifts have been 
assumed only in horizontal directions because of the shallow depth (1.5 m), the limited 
scale (plot size, 46 m X 31 m), and the type (vertical transport of NO3-N in the soil 
profile) of the problem. Scheffe [1959, p. 130] and Cressie [1991, p. 190] modeled this 
diagonal trend through an extra parameter g, which accounts for a quadratic term in the 
fit (equation 2). Therefore, the modified 3-D additive model needs one further refinement 
to improve accuracy for NO3-N distribution under field conditions: 
Zijk = + «i + /3j + Çk -h g * (Xi-x)(yj-y) + (3) 
where 
g = diagonal drift parameter, 
X = ave{Xi, i = 1...I}, and 
y = ave{yj, j = 1...J}. 
Median Polish 
Representing the raw (for more-normally distributed) or log^-transformed (for more-
exponentially distributed) data as the modified additive models will lead to an 
interpretation of a combined output of some stochastic random fluctuation and deter­
ministic physical realities, existing at a particular site. The next logical step would be to 
remove effects of these physical factors (i, j, k, and i*j) one by one to leave behind the 
residual (CijO, which would be analyzed for the inherent spatial structure of the variable at 
that location. A less formal approach of resistant methods by Cressie [1984, 1986] was 
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adopted. It is, however, always a concern, that the removal of the mean or the median 
might introduce bias into the data set. But Cressie and Glonek [1984] mathematically 
proved that known bias problems in estimation of the semivariograms are greatly 
ameliorated if medians instead of means are used to define the residuals. Moreover, early 
studies have reported that median polish has an advantage over the mean because it is 
little affected by wild outliers, a common problem in field data [Hoaglin et al., 1983; 
Cressie and Glonek, 1984; Mohanty et al., 1991]. Therefore, the median-polishing 
techniques were used to polish the data for different additive directional components. 
Detailed median-polish algorithm for a two-way table is defined in Emerson and Hoaglin 
[1983, p. 166] and Cressie [1991, p. 186]. As in Cook [1985], median-polish algorithm 
for a 3-D grid was established in this study. This polishing could be achieved either (1) 
with the algorithm that successively removes the row and column medians until 
convergence for each horizontal layer at different depths and then removes the layer 
median or (2) with the algorithm that successively removes the row, column, and layer 
medians until convergence. Whatever route we took, however, the residuals remain the 
same at convergence. A schematic flow chart (Figure 3) is presented to illustrate the 
approach adopted for exploratory data analyses and semivariogram estimation. In 
summary, a ladder of median-polishing algorithms has been developed to iterate the 
procedure until stationarity in the mean and the variance along rows, columns, diagonals, 
and layers as well as normality in the data sets was achieved. These residuals (from the 
additive fit) often reveal patterns that not readily evident in the original data. 
79 
Data Check 
Exploratory data analyses which rely heavily on graphical techniques, are especially 
suitable for spatial data. Identifying the contaminating outliers, directional trends (drift), 
normality, and stationarity of the mean and the variance in the data set through suitable 
plots and graphs yields valuable insights into the problem and aids analysis and 
interpretation. Frequency plots and mean vs. variance (or for more resistant analysis, as 
in this study, median vs. interquartile range squared) plots are used to assess mean and 
variance stationarity and data distributions. Plots of means (median, for a more resistant 
approach, as in this study) across rows and columns can identify directional trends (drift) 
along both horizontal grid directions. Plots of means (medians, for more resistant 
analysis, as in this study) of horizontal layers along the depth are used to identify drift in 
the vertical direction. Presence of diagonal intrinsic trends or the cross-product trends of 
row effect and column effects along the diagonals of the grid is examined by plotting the 
residuals of row-and-column median polish versus the quadratic term [(Xi-X)(yj-y)]. 
Spatial Variability 
After using log^-transformation and resistant schemes of median-polish to remove 
nonstationarity (of the mean and of the variance) and the non-normality of the data sets 
due to extrinsic factors and intrinsic trends, a geostatistical analysis was made to study 
the spatial variability of soil-nitrate concentration based on this 3-D homogenized residual 
set. Figure 3 shows the steps involved in estimating the composite 3-D variogram. The 
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Composite three dimensional 3-D variogram is primarily the combination of the average 
2-D horizontal variogram (7.(h,,hy)) and the average 1-D vertical variogram (-yXW) in 
their respective lag scales, estimated according to the 3-D homoskedastic data (residuals) 
[Joumel and Huijbregts, 1978, p. 182], This phenomenon can also be interpreted as zonal 
anisotropy (nonstationarity in correlation scale) in two directions (i.e. horizontal and 
vertical). The horizontal and the vertical variograms are valid only in their respective lag 
scales. Define; 
3-D composite variogram with isotropic horizontal variogram: 
7(hx.hy,hJ = 7,(|hi) + 7.(hJ. (4a) 
3-D composite variogram with anisotropic horizontal variogram: 
7(hx,hy,hJ = 7.(h,0,^) + 7.(h^, (4b) 
where ^ is the angle of maximum variation, and 6 is the angle between pairs. 
Classical variogram estimator as developed by Matheron [1963] 
N(h) 
7(h) = {l/2N(h) Z [Z(x)-Z(x4-h)]^}, (5) 
i=l 
where 7(h) = semivariance for lag distance class h, 
Z(x) = measured sample value at point x, 
Z(x + h) = measured sample value at point x + h, and 
N(h) = total number of sample pairs for the lag class h, 
was used to develop 2-D and 1-D semivariograms after Hawkins statistics were used to 
remove any outlier(s) present in the residual data sets. Average 2-D horizontal 
81 
semivariogram 7.(hi) was calculated as the weighted average of the individual 2-D 
horizontal semivariograms 7k(hi) at different soil horizons, based on the number of pairs 
Nk(hi) at each lag class (hj [Joumel and Huijbregts, 1978, p. 213; Cressie, 1985]. 
Define: 
Semivariance No. of pairs Lag class 
Layer 1 : 7k=,(hi) Nk=,(hi) i = l...n; 
Layer 2 : 7^=2(^1) i = l...n; 
Layer K : 7k=K(hi) Nk.xW i = L..n; 
Average horizontal variogram: 
i = l...n. (6) 
Similarly, 1-D vertical variograms can be estimated for each vertical cross-sectional face 
parallel to rows (or columns), executing the 2-D variogram estimators but limiting the 
estimation to one direction (only in the vertical direction). Before estimating the 1-D 
vertical variogram, however, the preferential or nonpreferential movement of NO3-N, 
i.e., sample hole effect, should be polished by means (medians, for more resistant 
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approach as in this study), if present, by examining the medians of each sample hole 
across the vertical cross sectional face. Like the average horizontal variogram, the 
average 1-D depth variogram was calculated as a weighted average of individual 1-D 
variograms over the number of vertical faces. This average semivariogram estimation (of 
the residuals of 3-D median polish approach) is, however, based on the assumption that 
the individual horizontal layers or vertical cross sections are intrinsic random fields. By 
this composite 3-D semivariogram approach not only did we increase the dimensions of 
prediction but also we achieved a greater numbers of pairs for each lag class, making the 
estimation of semivariograms more accurate. Different theoretical models with or without 
sill and definite range, such as nugget, linear, and spherical models, were developed to 
describe spatial structure fitting the experimental 2-D horizontal and 1-D vertical 
variograms. 
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RESULTS AND DISCUSSION 
Various statistical parameters for NO3-N levels at various depths and tillage systems 
were estimated and compared (Table 1). Some important observations were made from 
these statistical parameters. Consistent decreases in nitrate levels with depths up to 90 cm 
and reaccumulation and more stable distribution of NO3-N between 90-cm and 150-cm 
depths for conventional tillage system are two noticeable features. Under the no-tillage 
system, similar phenomena, but more stable with depth, were observed. 
As mentioned earlier, our experimental grid design was made in purposeful directions 
as grid rows parallel to crop rows in the plot. Hamlett et al. [1986] and Cressie and 
Horton [1987] have reported that crop row contributes to differing soil hydrologie 
properties. Similar effects are also possible on the distribution of NO3-N in the soil 
profile because of plant extraction and biological processes. Therefore, medians of 
parallel rows were used to polish the data to remove the possible crop-row effect. Figure 
2 shows the location of existing subsurface-tile lines in the tillage plots. Because of the 
presence of tile lines in the center of plots and parallel to row crops, an elliptical shape of 
water table develops in the plots and causes preferential movement of NO3-N towards the 
tile line in the soil profile [Mohanty and Kanwar, 1992]. This movement may cause 
uneven distribution of NO3-N in the soil profile. Therefore, polishing the columns 
perpendicular to the tile line would remove any possible tile-induced effect or any other 
drift in that direction. 
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Initially, soil NOj-N concentration data were examined for additivity of small effects 
(normality) at each horizontal layer at different depths under both conventional tillage and 
no-tillage practices. In most instances, these conditions could not be satisfied. Therefore, 
loge-transformations were made to achieve normality if the data were exponentially 
distributed. Because the chi-square (x^ test (Table 2) determined most soil NO3-N 
concentration data log-normally distributed, all further analyses of resistant techniques 
were made using the log^-transformed data. Besides additivity in small effects 
(normality), additivity of small effects to large effects (homogenous variances) are usually 
achieved by log^-transformation of the data [Cressie, 1985; Hamlett et al., 1986]. Cressie 
[1985] clearly showed the advantage of (combined) weighted average semivariograms 
based on the transformed grades over scaled (relative) semivariograms across regions. 
Our study also revealed that logj-transformation can be used as a variance- controlling 
transformation. 
Detrending 
Loge-transformed soil-nitrate concentration data were examined for stationarity or 
possible trend along the two major directions of the grid (i.e., along the row and the 
column). Medians of five rows and seven columns were plotted across the respective 
rows and columns to investigate any nonstationarity (or trend) along directions parallel to 
grid columns and rows, respectively. In both tillage practices (no-tillage and conventional 
tillage) and all five horizontal layers (at 30-, 60-, 90-, 120-, and 150-cm depths). 
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nonstationarity was found more as the rule than the exception. We picked up two 
examples, arbitrarily, one under each tillage practice, to show the nonstationarity in the 
median along rows and columns. Figure 4 shows that medians along rows and columns 
for the horizontal layer at 90-cm depth under conventional tillage are nonstationary and 
have definite trends in both row and column directions with occasional bounce. For the 
30-cm depth under the no-tillage plot, similar trends along row- and-column directions 
were found. The directions of increasing or decreasing trend, however, were found 
inconsistent for different horizontal layers along the depth, under both tillage practices. 
Medians of soil nitrate concentration of horizontal layers at different depths were plotted 
against the depth (e.g., no tillage. Figure 5) to illustrate any drift in the vertical direction. 
As expected, nonstationarity in the median, and drift (in the vertical direction) prevailed 
in the data sets. 
To check the homogeneity of variance, plots of median vs. interquartile range squared 
were prepared, and are presented for no-tillage and conventional tillage practices in 
Figure 6. Each point on these plots results from every row and every column of every 
horizontal layer and makes a total of 60 [= (5 + 7) X 5] points. Nonstationarity in 
variance for the measured NO3-N data is evident from these figures. The degree of 
nonstationarity, however, is more prominent in the conventional tillage practice than in 
no-tillage practice. It is also evident from these plots that the relation between median and 
interquartile range squared is proportional for conventional tillage, whereas the relation is 
relatively more stable for no tillage. Our objective is to remove these mean and variance 
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nonstationarities and drifts along these three major axes (row, column, and depth) by 
resistant approach. Once these stationarities are attained, diagonal trends (drifts along the 
diagonal directions of the horizontal grid) need to be investigated and removed, if 
present, from the data set. This whole procedure will generate a trend-free stationary 
(composite) data set suitable for semivariance analysis. 
Interquartile range squared vs. median was plotted in Figure 6 to compare the 
nonstationarity in variances before and after the loge-transformation. It is evident from 
these plots that log^-transformed data attain stationarity in the variance. Median polish 
was conducted for rows and columns at each depth for both plots under no-tillage and 
conventional tillage practices. Medians are plotted across rows and columns after one full 
sweep (polished for rows followed by columns) as well as for two full sweeps (polished 
for rows > columns > rows ~> columns) when convergence was attained in these 
particular instances (90 cm depth, conventional till; and 30 cm depth in no till). In most 
layers, convergence occurred after two full sweeps. In a few layers, convergence was 
attained after one full or one and one- half sweeps. In most instances, however, the 
directional trends are removed in the first sweep, and (any) residual effects are removed 
in the following sweeps. Based on comparison of Figures 4a, 4b, and 4c, the gradual-
clean-up of the measured data for the trends along crop row and its perpendicular 
direction can be apprehended. Moreover, Figure 7 was developed to provide a 3-D view 
of the measured data and the residuals achieved along the route of resistant analysis. This 
figure shows that the log^-transformation [Log,(Z;jk)] tends to squeeze the high values and 
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spread out the small values of raw (measured) data, making the values more evenly 
spread (stationary in the variance). Furthermore, median polish by row-and-column 
sweeps removes directional trends (nonstationarity in the mean) and makes the data 
[Loge(eijk)] smoother and more homoskedastic, except for a few spatial outliers. But 
Gotway and Cressie [1990] pointed out that these spatial outliers need careful examination 
before removing them from further analyses, which might provide some important 
information. These bumps and holes in soil NO3-N data might be showing any macropore 
or channel (causing preferential flow of soluble nitrate) effect, and impervious layer or 
incomplete mixing water and nitrate in a given layer due to macropore flow (causing 
restricted flow of nitrate) effect, respectively. Corresponding frequency plots are also 
presented to show the gradual improvement of normality, and nonstationarity (i.e., the 
secondary peaks in the histogram) is removed, thereby partly fulfilling our stationarity 
assumption. 
After removing the trends along the row and column directions, presence of any 
diagonal drift was examined by regressing these residuals vs. [(x-x)(y-y)]. In Figure 8, 
diagnostic plots are made for individual depths under both tillage systems. No trend was 
evident along any diagonal direction by visual inspection. A maximum fit of = .15 
with a g (eq.3) = 0.0068 was evaluated by linear regression for 90-cm depth under the 
no-tillage system. This result reconfirms our visual judgement of no trend along the 
diagonal directions (i.e. g = 0). After stationarity was achieved in the mean and the 
variance in individual layers, in all horizontal directions, the next step was to remove the 
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layer effect from these five horizontal data sets, thus making a composite homogenized 
data set. Individual horizontal layers at different depths were polished by their respective 
layer medians. Interestingly, we did not find any layer effect remaining in the residuals 
after one or two rounds of row-and-column median polish in each individual soil layer. 
Residuals must become so small and clustery around the median(O) that an evident layer 
effect no longer exists. 
Before the semivariograms for residuals were estimated, composite residual sets for 
both tillage practices in 3-D were reexamined to investigate whether the pooled residuals 
were normal with mean zero and variance (f. Residuals had homogenous variance due to 
loge-transformation (Figure 6), and a mean near zero after row, column, and layer 
medians were polished (Figure 9). These residuals were used to diagnose the spatial 
structure of soil nitrate distribution in horizontal directions (2-D) under both no tillage 
and conventional tillage. For the semivariogram in the vertical direction, however, we 
need one further refinement in the data residuals. Although the residuals have no more 
directional effects (in x, y, and z directions), they may have some sample hole effects 
(nonstationarity in the median across sample holes). Hole medians were plotted to 
investigate the sample hole effect across the vertical faces (i = 1 5), and 
nonstationarity was evident in the hole medians shown in Figure 10. This effect was 
removed by sweeping the holes once by their respective medians. Now these new 
residuals were used to infer the spatial structure of soil nitrate distribution in the vertical 
direction (1-D) under both tillage practices. 
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Semivariogram Analysis 
After examining and removing non-normality and non-stationarity in the mean and the 
variance of data sets, experimental semivariograms were estimated by classical 
semivariogram estimator (equation 5). Two dimensional isotropic as well as directional 
semivariograms (at 0°, 45°, 90°, and 135°) were estimated for individual horizontal layers. 
Average 2-D isotropic and average directional variograms were calculated as the 
weighted average (equation 6) of these five sets of variograms. Two dimensional isotropic 
horizontal semivariograms at different depths and "average 2-D isotropic horizontal" 
semivariograms are presented in Figures 11 and 12, respectively, for both no-tillage and 
conventional tillage practices. The number of pairs used for the calculation of these 
average isotropic semivariograms at each lag class is also shown in Figure 12. As shown 
in Figure 12, the number of pairs is quite high and is about five times greater than the 
number of pairs used for individual isotropic semivariograms, making the average 
isotropic variograms more accurate. Examination of these isotropic and average isotropic 
horizontal semivariograms revealed some interesting facts. In conventional tillage, the sill 
of the semivariogram is relatively much higher at 30-cm depth than at deeper depths 
though the range and the trend (shape) are similar for all these semivariograms. Higher 
stiructural variation at 30 cm depth indicates the tillage-induced variability, which reduced 
gradually with the depth. For no tillage, semivariograms are more uniform for all depths. 
Furthermore, comparing the average 2-D isotropic horizontal semivariograms under no 
tillage vs. conventional tillage (Figure 12), we can infer that soil-nitrate distribution under 
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conventional tillage has a transitive spatial structure and that under no tillage it tends to 
be more linearly distributed. Directional horizontal semivariograms were estimated, and 
"average directional horizontal semivariograms" were calculated as their weighted 
average (Figure 13). Visual examination of these figures, however, evidence of some 
amount of anisotropy (nonstationarity in the correlation scale) in these semivariograms. 
Semivariograms of nitrate distribution are more transitive for conventional tillage, and 
linear for no-tillage practice, facts reassuring our earlier findings from the isotropic 
horizontal semivariograms. But because fewer pairs used for the estimation of these 
directional semivariograms, we decided to concentrate on the isotropic 2-D 
semivariograms making an assumption of isotropic variation. 
One-dimensional vertical semivariograms were also developed for each vertical cross-
section (face). An average 1-D vertical semivariogram was calculated as the weighted 
average over five vertical faces (Figure 14). Figure 14 shows that the spatial structure of 
soil-nitrate distribution is also transitive on vertical lag scale for conventional tillage and 
nugget for no- tillage practice. This type of structural pattern might be because 
conventional tillage distributes soil NO3-N in a more structural fashion than no tillage 
practice, because of ploughing at surface layers. Because of ploughing, macropores and 
cracks are destroyed at surface soil layers and become discontinuous at the deeper layers, 
whose presence or absence is reason for preferential or nonpreferential transport of water 
and chemicals causing random distribution in space. On the other hand under no- tillage 
practice, the existence of all these factors contributes to nugget- and linear-type behavior 
in the semivariograms. Similar phenomena were observed in the tillage-induced 
infiltration studies by Cressie and Horton [1987]. Moreover, under conventional tillage, 
better spatial structure with relatively low nugget effect in the vertical direction was 
found in comparison to the horizontal directions. 
Two composite 3-D semivariograms are plotted in Figure 15 for no tillage and for 
conventional tillage. The 2-D isotropic horizontal semivariogram and the 1-D vertical 
semivariogram were superimposed on the same plot. Horizontal scale indicates both lag 
depth and lag distance. Lag depth and distances, however, must not be mixed when 
horizontal or vertical variograms are used. Standard theoretical models were developed to 
fit the horizontal and vertical semivariograms to describe their structural patterns. 
Spherical models had suitable fit for horizontal and vertical variograms in conventional 
tillage, whereas linear and nugget-type models had good fit for no tillage, with values 
equal to 0.68 (for conventional tillage, 2-D horizontal semivariogram), 0.75 (for 
conventional tillage, 1-D vertical semivariogram), 0.79 (for no tillage, 2-D horizontal 
semivariogram), and 0.14 (for no tillage, 1-D vertical semivariogram). The fitted 
horizontal and vertical semivariogram models for conventional and no tillage are given 
below: 
conventional tillage, 2-D isotropic horizontal semivariogram 
spherical model 
7.(h) = .085 + .03 * [1.5(h/26) - .5(h/26)'], h < 26m, and 
7.(h) = .085 + .03; h > 26m (7) 
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conventional tillage, 1-D vertical semivariogram 
spherical model 
7.(h) = .03 + .095 * [1.5(h/1.16) - .5(h/1.16)^], h < 1.16m, and 
7.(h) = .03 + .095; h > 1.16m (8) 
no tillage, 2-D isotropic horizontal semivariogram 
linear model 
7.(h) = .00065*h + 0.0772 (9) 
no tillage, 1-D vertical semivariogram 
nugget model 
7.(h) = .083 (10) 
Composite 3-D semivariogram models (equation 4) in conjunction with the additive 
model (equation 3) could be used to estimate the nitrate content at any other location 
within the horizontal and the vertical range if the nitrate content at a certain location in 
the soil profile is measured. Besides the net advantage of three over two dimensionality, 
this approach helps unmasking the directional trends and reduce bias in the data due to 
more resistant type polish by medians rather than by means. 
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CONCLUSIONS 
Experimental data on NO3-N distribution, arranged on a 3-D grid, were used to study 
the spatial structure of NO3-N distribution in the soil profile under conventional tillage 
versus no-tillage practice. A 3-D additive model with quadratic drifts (equation 3) was 
used to describe the spatial data set. Log^-transformation with several median polish-
resistant schemes was adopted to clean up the data, make the data sets free from any 
directional trends, nonstationarity in the mean, and nonstationarity in the variance, and 
make the data set more homoskedastic and suitable for geostatistical analyses. The trend-
free stationary residuals were used to develop the experimental semivariograms for 
horizontal layers and vertical faces and average semivariograms in horizontal and vertical 
directions were calculated as weighted averages of the individual variograms. Two 
composite 3-D variograms, for conventional tillage and no tillage, were developed by 
using average horizontal variogram in conjunction with average vertical variogram with 
theoretical spatial fitted models. Four conclusions were arrived at as a result of this study 
were: 
1. At the experimental site, NO3-N concentrations in soil decreased to a depth of 90 cm. 
Beyond this depth, NO3-N concentrations increased. The distribution was gradually 
uniform for conventional tillage system, however, stable for no-tillage system across 
the soil profile. 
2. Spatial distribution of soil nitrate under conventional tillage tends to have transitive 
structures with definite structural ranges (horizontal range = 26 m; vertical range 
= 1.16 m) both in horizontal and vertical directions. 
3. Compared with conventional tillage practice, the spatial distribution of soil nitrate in 
no tillage practice is more random with small variance in the vertical direction and has 
a linear structure in horizontal directions, 
4. Composite 3-D variogram models could be used as a tool in the study of spatial 
structures of chemical transport properties and 3-D phenomena in the soil profile, 
which is a 3-D space. These results provide useful information and methodology to 
understand the NO3-N distribution behavior under conventional tillage and no-tillage 
practices and thus decide the parameters for developing best management practice 
(BMP) in reducing the leaching of NO3-N to groundwater. 
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Contour Interval 0.3m 
Fig. 1 Experimental plots under conventional tillage and no tillage practices in the 
Agronomy and Agricultural Engineering Experimental Station near Boone, Iowa. 
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Fig. 2 Arrangement of nitrate sampling locations in the experimental plots; 35 sites on a 
7-X-5 grid to 5 different depths. 
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Fig. 3 Schematic flow chart for the resistant median-polishing scheme and semivariogram 
analyses adopted for the data when arranged on a 3-D grid. 
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Fig. 4 (a) Nonstationarity in the median of logj-transformed data, indicating trend in row-
and column-directions; (b) medians along row- and column-directions after one 
full step sweep; (c) medians along row- and column-directions after two full step 
sweeps, indicating complete stationarity in the median. 
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Fig. 5 Layer medians in the depth direction before and after loge-transformation and two full step sweeps. It shows 
nonstationarity in the median is completely removed by the median polish. 
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. 6 Check for nonstationarity in the variance. Inter quartile range squared vs. median (spread vs. level) plots demonstrate 
loge-transformation as a variance stabilizing transformation. 
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Fig. 7 Three-dimensional surface plots and frequency histograms show the gradual 
improvement of data (normality and stationarity in the mean and the variance) 
by loge-transformation and two full step row- and column-sweeps. This particular 
case is for no-tillage practice at 120-cm depth. Any bump or hole on the surface 
(c) indicates the location of preferential or nonpreferential NO3-N transport path, 
respectively. 
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Fig. 8 Diagnostic plots to examine the presence of any diagonal trends in the horizontal layers. 
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Fig. 9 Frequency histogram of the 175 pooled residuals over the 3-D grid after executing 
3-D median-polishing scheme. 
114 
CONVENTIONAL TILLAGE (FACE 1) 
i 
3 
ACTUAL HOLE # ON SAMPLING GRID -> 
CM 
60 CM 
CM 
120 CM 
150 CM 
0.2 
0.1 
-0.1 
-0.2 
-0.4 1 3 5 
HOLE # ON FACE 1 (S-W DIRECTION) ~> 
Fig. 10 An example of sample hole effect on the vertical face after two full steps of 
row-and-column median polish. 
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Fig. 11 Two dimensional (2-D) isotropic horizontal semivariograms at different depths 
under conventional tillage and no-tillage systems. These semivariograms are 
estimated based on 3-D median-polished residuals of the log,-transfbrmed NO3-N 
(mg/1) data. 
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lag distance (m) 
12 Average 2-D isotropic horizontal semivariograms under conventional tillage and 
no-tillage systems. Number(s) in bracket(s) indicate(s) the number of pairs 
used to estimate the semivariance at different lag distance(s). 
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Fig. 13 Average directional horizontal semivariograms under conventional tillage and no 
tillage systems. 
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14 Average 1-D vertical semivariograms under conventional tillage and no-tillage 
systems. Number(s) in bracket(s) indicate(s) the number(s) of pairs used to estimate 
the semivariance at different lag depth(s). 
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30 
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Statistical Parameters of NO3-N Concentration Under Conventional-Tillage and 
No-Tillage Systems 
Mean Median Standard Coef. Min. Max. 
deviation variation 
(%) 
Conventional Tillage, NO3-N Concentration (mg/1) 
19.34 17.30 13.69 70.79 5.50 83.30 
14.39 13.40 6.75 46.93 7.20 38.80 
8.16 7.70 2.81 34.45 3.50 14.20 
10.19 9.30 3.87 37.97 4.90 22.30 
11.85 11.30 2.43 20.48 6.60 17.70 
No-Tillage, NO3-N Concentration (mg/1) 
18.40 18.20 
11.74 10.70 
10.11 10.30 
9.21 9.00 
9.14 8.80 
5.58 30.32 
4.89 41.67 
3.30 32.58 
3.04 32.98 
2.86 31.31 
8.40 33.30 
3.70 24.40 
1.90 16.50 
3.30 16.30 
4.00 17.70 
TABLE 2 Chi-Square Test of Normality for Soil Nitrate Concentrations (mg/1) 
in the Soil Profile at Various Depths Under Conventional Tillage 
and No-Tillage Systems. 
Conventional Tillage No-Tillage 
Skew. Kurt. df PL Skew. Kurt. df PL 
Depth : 30 cm 
Raw 
Log 
Data 
Data : 
2.53 
.463 
11.8 
4.02 
9.98 
1.29 
1 
2 
.002 
.529 
-.265 
-.218 
2.67 
2.90 
1.78 
1.70 
2 
2 
.412 
.428 
Depth : 60 cm 
Raw 
Log 
Data 
Data : 
.879 
.406 
4.59 
2.66 
2.15 
8.05 
2 
2 
.340 
.017 
.455 
-.315 
2.75 
2.73 
.233 
.286 
1 
2 
.630 
.863 
Depth : 90 cm 
Raw 
Log 
Data 
Data : 
.082 
-.286 
2.61 
2.43 
4.13 
.746 
2 
2 
.124 
.694 
-.623 
-1.89 
2.83 
7.02 
5.99 
10.8 
2 
2 
.048 
.0046 
Depth ; 120 cm 
Raw 
Log 
Data 
Data 
: .492 
.086 
3.85 
2.40 
.238 
2.86 
1 
2 
.630 
.237 
-.181 
-.481 
2.73 
3.14 
.804 
.612 
2 
2 
.674 
.740 
• 
Depth ; 150 cm 
Raw Data :-.772 3.00 9.44 2 .009 -.296 4.35 3.36 2 .184 
Log Data :-.164 3.53 .743 1 .393 -.428 3.22 1.79 2 .409 
Log : Log^-transformed; Skew. : Skewness; Kurt. : Kurtosis; 
df : degree of freedom; PL ; Probability Level. 
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ABSTRACT 
Data on soil moisture content, soil nitrate-nitrogen (NO3-N) concentration (mg/1), and 
NO3-N content (kg/ha) in the soil profile were collected at five different soil horizons 
(30, 60, 90, 120, and 150 cm) within a tile-drained conventional tillage plot. The data 
were analyzed for coregionalization between different depths and different soil variables. 
Auto semivariograms and cross semivariograms were developed for individual soil layers 
and between soil layers, respectively. Well-structured "depth-cross-semivariograms" were 
found at depths between 60 cm and 120 cm (i.e., at 60, 90, and 120 cm) for NO3-N 
concentration and soil moisture in general and tile-induced transitional structure at 90 cm 
in particular. At 30 and 150 cm depths, poor auto semivariogram structures resulted in 
poor cross semivariogram structures. At shallow depths, soil NO3-N contents had a good 
spatial correlation with NO3-N concentration in soil water, but weaker spatial correlation 
with soil moisture. Negative spatial correlation between soil moisture content and NO3-N 
concentration produced negative cross semivariograms at 90 and 120 cm depths. 
Moreover, cokriging was a better estimator for NO3-N and soil moisture data than 
ordinary kriging in this study. 
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INTRODUCTION 
Water quality research has intensified in recent years because of the environmental 
effects of transport of agrochemicals in the groundwater. Effective and inexpensive ways 
of determining nitrate contents in the soil profile and in groundwater are needed to 
develop methods for controlling water pollution problems. Transport, transformation, and 
distribution of nitrate-nitrogen (NO3-N) depend on the physical, biological, and chemical 
processes occurring in the three dimensional (3-D) soil profile of variably deep 
unsaturated and saturated zones. Several other factors responsible for the spatial 
distribution of NO3-N are water and solute displacement under non steady flow conditions 
along preferential and non preferential flow paths, variable water table depth causing 
nitrification and denitriflcation, nitrogen transformations by enzymatic and bacterial 
pathways^ plant uptake of water and nitrogen, and soil texture [Wagenet and Rao, 1983]. 
As described by Seek and Frissel [1973] and Kanwar et al. [1983], a major portion of 
nitrogen transport in the soil is caused by mass transport of water and the processes of 
diffusion and dispersion. Diffusion is a function of the concentration gradient, but 
dispersion and mass transport are proportional to the mass flow rate of water through the 
soil profile and nitrate concentration gradient. Because water is the major carrier for 
nitrate transport through the soil profile, variability of nitrate could be expected to have 
some spatial correlation with that of the soil moisture content. But several studies 
[Kanwar et al, 1983; Everts et al., 1989] have shown that, in some instances, water 
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flowing through macropores may mix incompletely with the nitrate, resulting in a weak 
correlation between the two. Moreover, other studies by Singh et al. [1991, 1992] in the 
same field indicated the variability in the existence of macropores across the soil profile. 
In recent years, the geostatistical techniques of kriging and cokriging [Matheron, 1971; 
Joumel and Huijbregts, 1978] have been extensively used by researchers, to study the 
spatial behavior of various soil properties in the shallow surface layers as well as deeper 
aquifers. Yost et al. [1982a, b], Vauclin et al. [1983], Webster and Burgess [1983], 
McBratney and Webster [1983], Trangmar et al. [1986a, b]. Tabor et al. [1985], Yates 
and Warrick [1987], Davidoff and Selim [1988], Samra et al. [1988 a, b], Lauren et al. 
[1988], and Mohanty et al. [1991] studied spatial variability of different physical and 
chemical properties of soil, as regionalized or coregionalized variables. Delhomme 
[1979], Myers et al. [1982], Aboufirassi and Marino [1983, 1984], Ahmed and De 
Marsily [1987], and Woodbury and Sudicky [1991] have used these sophisticated 
geostatistical techniques in groundwater related studies. Cokriging, which has been 
introduced more recently, uses two correlated random variables simultaneously so that the 
spatial information from each parameter aids in the estimation process. Usually this 
technique has been applied when the primary random function is undersampled relative to 
the auxiliary correlated function, because of the high cost or difficulty in collecting these 
samples of primary random function. Another motivation as of Vauclin et al. [1983], but 
is to use this technique to improve the quality of the estimate based on a comparison 
between the kriging and cokriging variance and error. Vauclin et al. [1983] used the sand 
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content to coregionalize the available moisture content and thus improve the quality of the 
estimates over ordinary kriging. Yates and Warrick [1987] used bare soil surface 
temperature and sand content as auxiliary random functions to determine the spatial 
variation of soil water content. Lauren et al. [1988] demonstrated the cross-correlation 
between K„t and macrovoids. Trangmar et al. [1986b] used cokriging to interpolate 
values of 0.5 M NaHCOs-extractable P in the top soil by exploiting its spatial covariance 
with a more densely sampled property. McBratney and Webster [1983] and Samra et al. 
[1988a] are among the few to identify this technique as a tool to improve the mapping 
precision of a random function in the deeper layers (difficult to sample) by 
coregionalization with the same function in shallow layers (easy to sample). 
Many researchers [Cast et al., 1978; Baker et al., 1975; Baker et al., 1989; Kanwar et 
al., 1988; Kanwar and Baker, 1991; Kanwar, 1991] have studied the accumulation of 
NO3-N in soil profiles and NO3-N loss with tile drainage water under continuous com as 
a function of different tillage practices. Also, the tillage-induced spatial structure and 
variability of NO3-N in these fields was studied by Mohanty and Kanwar [1992]. This 
paper describes the coregionalized spatial structure and variability of soil moisture content 
(cm), NO3-N concentration (mg/1), and NO3-N content (kg/ha) (a function of the earlier 
two) in the soil profile to a depth of 150 cm in a central lowan glacial till soil under 
conventional tillage. 
Specific objectives of this study are: (i) Study the spatial structure and distribution of 
soil moisture content, soil NO3-N concentration, and soil NO3-N content (load) at 
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different horizons (from 30 cm to 150 cm at 30 cm increments) and to investigate the 
possibility of coregionalization between individual horizons (with adjacent horizons), 
developing auto semivariograms and cross semivariograms, assuming the horizons as 
simultaneous intrinsic random fields, for each of the three random variables, (ii) Examine 
the presence of spatial correlation and possibilities of coregionalization among the three 
randomized functions, soil moisture, soil NO3-N concentration and soil NO3-N content at 
different depths, (iii) Determine the improvement in the quality of the estimates by 
cokriging [using cross-semivariograms developed in (i) and (ii)] over that by ordinary 
kriging [using auto semivariograms developed in (i) and (ii)] for soil moisture content and 
soil NO3-N data. 
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EXPERIMENTAL DESIGN 
A 0.4 ha plot under conventional tillage was selected for this study at the Agronomy 
and Agricultural Engineering Research Center near Ames, Iowa. This plot had been 
under the same tillage system for the last 5 years (1984-1988) and had received an annual 
application of 175 kg/ha of liquid nitrogen fertilizer immediately after planting for 
continuous com production since 1984. Soils were Nicollett and Clarion loams in the 
Nicollett-Clarion-Webster Association with a maximum slope of 2%. The experimental 
plot is shown in Figure 1. Each plot in this field was drained by a single subsurface tile 
drain laid at about 120 cm depth to eliminate periodic buildup of excessive wetness. 
Soil samples were collected according to a 5 X 7 grid network of 35 sites with a regular 
grid spacing of 7.6 m. Soil samples were taken to a depth of 150 cm at 30 cm intervals 
by using a 3.2 cm probe for NOj-N concentration and soil moisture analysis, resulting in 
175 data points in total. Considering the geostatistics practical rule of minimum number 
of samples (>30) [Joumel and Huijbregts, 1978; Cressie, 1992], the number of samples 
chosen for this study exceeded the minimum number required but kept within the study 
limitations for labor and budget. Furthermore, earlier studies have indicated that the 
number of pairs at each lag distance during auto semivariogram and cross semivariogram 
estimation is more critical than the number of samples collected in the field which 
indicates the advantage of gridded pattern over the random pattern of data collection. 
Joumel and Huijbregts [1978, p. 194] established a practical mle for number of pairs at 
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each lag distance, which should be more than 30, resulting in a reasonably good 
estimation of the semivariogram. Figure 2 shows the location of 175 sampling points 
within the plot arranged on a three-dimensional grid. Each soil sample represents the 
average level of NO3-N over a range of depth (z„-z„+i) at a particular spatial location 
(x,y,z). A sample of 30 cm length, however, was considered a point sample for the 2-D 
type of variogram estimation. The sample length (30 cm) might seem relatively large to 
the total depth of the soil profile considered (150 cm), but is quite reasonable if we 
assume that water and NO3-N move in the vertical direction only. Thus it will be more 
appropriate and advantageous to develop cross-semivariograms of the regionalized 
variables across horizons, by keeping the samples continuous (5 * 30 cm = 150 cm) 
along the depth direction. Moreover, nugget effect (stochastic variability) among replicate 
samples tends to decrease as sample volume increases, and vice versa [Lauren et al., 
1988]. Therefore, rather than expressing the depth dimension (Z^-Zn+J as a range, further 
description with reference to depth will be made as a point location (z^+i). All samples, 
moreover, were collected within a few days in June to minimize temporal variability 
among samples. No appreciable rainfall occurred during this sampling period, which 
eliminated the chance of any preferential or nonpreferential leaching of nitrogen in the 
soil profile during the sampling period. The samples were analyzed for soil water content 
and NO3-N concentration in the soil water. NO3-N contents (kg/ha) were calculated for 
each depth at each of these locations as [soil NO3-N concentration (mg/1) * soil moisture 
content (cm) / 10]. Note that, because same soil samples were used for determining all 
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three random functions, all could be termed as jointly located samples and were used for 
cross-semivariogram estimation. 
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GEOSTATISTICAL PROCEDURES 
Auto semivariogram (used for ordinary kriging) [Joumel and Huijbregts, 1978; Burgess 
and Webster, 1980] and cross semivariogram (used for cokriging) [Joumel and Huijbregts 
1978; McBratney and Webster 1983; and Vauclin et al. 1983] are geostatistical tools 
which have been used in this study and are briefly descried in this section. 
Auto Semivariogram and Cross Semivariogram Functions 
Assuming the intrinsic hypothesis, the spatial correlation information is contained in the 
auto semivariogram function (7). This function gives a measure of how well a random 
variable (ZJ is correlated in space as a function of the separation distance (h). By 
definition, 
where N(h) is the number of pairs of values [Zn(xJ, Z„(Xi+h)], separated by a vector h. 
As with any vectorial function, 7(h) depends on both the magnitude and the direction of h 
between the sample pairs. Dependency of the semivariogram on the direction is known as 
the condition of anisotropy or nonstationarity in the correlation scale. However, when not 
enough sample pairs are obtained in the major or diagonal directions to obtain well-
structured directional semivariograms, isotropicity is assumed and an isotropic 
semivariogram is estimated based on all the samples. This phenomenon has been 
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encountered in earlier studies [Vauclin et al., 1983; Trangmar et al,, 1986b; Mohanty 
and Kanwar, 1992] and also in this study. Moreover, the assumption is well supported 
inasmuch as the well-structured auto semivariograms are the foundation for well-
structured cross semivariograms. 
Just as values of a property (random variable) can depend in the statistical sense on 
those of the same property at other nearby locations, so can they be related spatially to 
values of other property(s) (random variable(s)). If so the variables are said to be 
coregionalized: they are spatially dependent on one another. By analogy, the 
coregionalization of the primary variable (ZJ and a covariable (Z2) can be expressed by a 
cross semivariogram 7,2 or 721 defined as 
where N(h) is the number of pairs of values [Z](Xi), Z|(X;4-h)] [Z2(xJ, Z2(Xj+h)] 
separated by vector h. As auto semivariograms, cross semivariograms could be checked 
for anisotropy. Cross semivariograms are anisotropic, particularly when the auto 
semivariograms are so [McBratney and Webster, 1983]. Joumel and Huijbregts [1978], 
and other researchers have pointed out the use of cross semivariograms is only worth the 
effort when two regionalized variables are significantly correlated and have well-
structured auto semivariograms. Failure to achieve one of these conditions will result a 
poor cross semivariogram. Moreover, unlike auto semivariogram, cross semivariograms 
could be negative if both the variables are negatively correlated. Note that, the cross 
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semivariograms are calculated by using only the locations at which both the variables are 
jointly sampled. Clearly, if we compare equation 2 with equation 1, the cross 
semivariogram is equal to the auto semivariogram when Zj = Z2. 
For objective (i), cross semivariograms between different depths (30 and 60 cm, 60 and 
90 cm, 90 and 120 cm, etc.) were computed by assuming the distributions of soil 
properties between the depths to be simultaneously intrinsic random fields. Therefore, the 
prime variable and covariable (e.g., the soil moisture content at two different depths) are 
considered as two separate random functions coregionalized in space. For our second 
objective, however, we considered two different soil properties, (e.g., NO3-N 
concentration and soil moisture at a particular depth) as prime variable and covariable. 
For a second-order stationary domain, the semivariogram increases from zero to a 
constant called "sill" (C), and is approximately equal to the sample variance. In most 
studies, the semivariogram presents a discontinuity close to the origin called "nugget 
effect" (Co) and expresses the variability at a smaller scale than the sampling interval. 
This occurs for different possible reasons such as experimental error, microheterogeneity 
in the soil, etc. The value of the lag distance (h) at which the semivariogram reaches the 
sill is called the "range" (a) and expresses the distance beyond which the samples are not 
correlated. 
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Kriging and Cokriging 
Besides providing the spatial information such as correlation distances, sill, nugget 
effect, and anisotropics, semivariograms can be used as a tool in the interpolation method 
called "kriging," popularly known as BLUE (best least-squares unbiased estimator). 
Kriging takes into account the correlation between adjacent samples producing the 
interpolated value with no bias and minimum variance. It is a weighted moving average 
interpolator with an estimator 
Z'W'ZZ. vw 
where N is the number of measured values in the neighborhood of the unrecorded 
location (xo), involved in the estimation of kriged value Z*(xo). Xj is the optimal weight 
estimated from kriging such that the estimator Z(Xo) is unbiased. 
Thus, 
(4) 
2%. 
and minimum variance expressed in terms of semivariograms 
w«) -E, Ej wv; 
where (X;,Xj) represents a vector with origin on X; and extremity on Xj. 7(Xi,Xj) is the 
semivariogram of properties measured at X; and x^; "y(x;,Xo) is the average semivariogram 
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of properties measured between X; and all points within neighborhood Xq. 
Consider now the case of two second-order stationary variables correlated spatially and 
having cross semivariogram expressed by 7,2 (equation 2). For some reason, the 
estimation of variable Z2 is more difficult (or more expensive) to measure than Z,, and so 
Z2 is undersampled to Z,. Cokriging is the technique to improve the estimation of the 
undersampled variable, Zg, by using the information on the better sampled variable Z, 
with the estimator 
where X,i and Xzj are the weights associated with Z, and Zj, respectively, and N, and N; 
are the number of neighbors of Z, and Z2 involved in the estimation Zg at each location 
Xo, respectively. The cokriging estimator is required to be unbiased and have minimum 
variance of errors, similar to ordinary kriging. The unbiased conditions are thus given as 
and the condition of optimality, that is, minimizing the variance of the estimation error 
plus the constraints on the weights, requires the introduction of a Lagrange multiplier into 
the minimization process for both random variables considered [Joumel and Huijbregts, 
(6) 
(7) 
and 
(8) 
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1978; Vauclin et al., 1983]. The variance of the estimation error is given by 
,2 (9) a 
The variograms and cross variogram are already defined in (1) and (2), and is 
Lagrange multiplier. 
Cokriging is certainly the method having the best theoretical foundation, i.e., no 
assumptions are made on the nature of the correlation between the two variables. The 
degree of this correlation, as well as its spatial structure, is taken into account by the 
cross variogram. It is imperative that the variance of a linear combination of random 
variables be positive. This requires certain conditions be placed on the semivariogram 
function [Dunn, 1983]. The cross semivariograms and the variograms must be such that 
the cokriging matrix formed with them is positive definite. This means that the 
parameters of the cross semivariogram must clearly satisfy the following Cauchy-
Schwartz inequality condition 
IY12WI ^ 
(10) 
For example, with a spherical variogram model, this implies: 
(11) 
C,jS(C,Cj)'» 
(12) 
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where "Co", "C", and "a" are the values of the nugget effect, the sill, and the range of 
the three spherical variograms, respectively. Note, however, that when cokriging is 
written in terms of variograms, an assumption of symmetry in the correlation is implicitly 
made; it would preclude, for instance the possibility that zones of high 2% values be 
symmetrically associated with zones of high (or low) Z, values with a constant and 
systematic vectorial shift between the two. 
Semivariograms / cross semivariograms development and kriging / cokriging 
estimations were made by using an United States Environmental Protection Agency 
[1990] prepared geostatistical software package, GEOPACK. 
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EXPERIMENTAL RESULTS AND DISCUSSION 
Measured data for NO3-N concentrations (in mg/1) and soil moisture contents (in cm) 
for different depths are presented in Figure 3, This figure shows the coexistence of the 
two variables (i.e., NO3-N and soil water) at a particular time. The three-dimensional bar 
graphs also give a good preconception of the spatial nature of the geochemical data on 
NO3-N as well as their trend pattern and correlation with soil moisture contents. 
Statistical moments of these data include mean standard deviation, coefficient of 
variation, and range are presented in Table 1 for comparison purposes. This table shows 
a consistent decrease in nitrate levels to a depth of 90 cm and then re-accumulation and 
more stable distribution of NO3-N between 90 and 150 cm. For the soil moisture data, 
although no specific trend was found in mean moisture content values with the change of 
depth, the coefficient of variation showed a small incremental trend at shallow depths. 
But the spatial variation of soil moisture became very much stable for depths below 90 
cm. Besides, NO3-N content (in kg/ha), a function of these two primary (measured) 
random functions showed a similar trend in its mean and variance values as those of NO3-
N concentration, indicating very low correlation with the soil moisture level at all depths. 
As discussed in previous sections, cross semivariograms and cokriging are better and 
more feasible options if a good spatial correlation exists between the two random 
functions. Coefficients of correlation (r) were calculated by using log,o-transformed data 
(discussed in the following sections) and are presented in Table 2. Correlation coefficient 
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for NO3-N concentrations between depths (30-60 cm, 60-90 cm, 30-90 cm, etc.) ranged 
from .103 to .526. |r| values were higher between adjacent layers (i.e., 30-60 cm, 60-90 
cm, etc.) than the |r| values for layers at greater separation distance (i.e., 30-90 cm). A 
general trend with few variations was observed in these }r| values; with the greater 
separation distance, a weaker correlation was observed. For soil moisture content, a 
similar trend was observed but with a higher range of variation (.071 to .778). 
Furthermore, correlation coefficients between NO3-N concentration and soil moisture 
content were estimated for each depth. Results indicate that these two variables are 
negatively but better correlated at deeper depths than at surface layers. This could be due 
to an occasional buildup of shallow water tables that results in a larger percentage of 
soluble NO3-N moving from the soil to the tile water which leaves very little NO3-N at 
the deeper soil depths. If we consider the elliptical shape of the water-table around the 
tile line (located at 120 cm depth) and examine the mean values of NO3-N concentration 
for the 90 and 120 cm depths, the correlation coefficients between soil moisture and NO3-
N concenti*ation at these depths should show a stronger relationship. The relationship 
between moisture content and NO3-N contents for various depths was similar to that with 
NO3-N concentration, but the correlation coefficients usually were very low. The NO3-N 
contents, however, were highly correlated with the NO3-N concentrations, with |r| 
values ranging from .674 to .982, and poorly correlated with soil moisture contents, with 
|r| values between .084 and .390. The critical finding of this study was that soil 
moisture became a deciding factor of nitrate contents, spatially, at deeper horizons. By 
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comparing the |r{ value for different depths, it was found that a strong correlation 
between NO3-N concentrations and NO3-N content gradually weakens at deeper depths. 
Figure 4 shows the correlation plots for each combination of variables using the pooled 
sets of logio-transformed data over all depths. 
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SPATIAL VARIABILITY AND INTERPRETATION 
Stationarity in the mean and the variance of the data set are the basic criteria that need 
to be satisfied (to keep the geostatistical approach simple) before any semivariograms or 
cross semivariograms are developed [Joumel and Huijbregts, 1978]. Also, Cressie [1985] 
indicated that for any set of data, there exists a transformation (scale) where additivity 
occurs at all levels. Moisture content and NO3-N concentration observations at different 
depths were found to be positively skewed at different degrees. Cressie [1985], Cressie 
and Horton [1987], and others have reported that both logio-transformation and square 
root transformation do a good job by stabilizing the variance but the former is stronger 
than the latter. Both log,o-transformation and square-root transformation were attempted 
to linearize the data sets. To verify the performance of these transformations, 
interquartile range squared (IQ^) versus the median (for more resistant approach 
[Mohanty et al., 1991]) was plotted in Figure 5. Sixty data points were gathered by 
taking median and IQ^ for 7 rows and 5 columns for 5 different layers (i.e. , (7 + 5) * 5 
= 60). Although logio-transformation did not achieve much over the square root 
transformation in the case of soil moisture content, it was, however, a more appropriate 
transformation for the NO3-N data. To maintain consistency in the spatial analyses, both 
the variables were log-transformed, as was the NO3-N content, which is a function of 
both the variables. Table 1 shows some statistical parameters of the log,o-transformed 
data and how they compare with those of the raw data. All further analyses and 
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discussion will be based on the logio-transformed values in this paper. 
Auto and Cross Semivariograms Across Horizons 
Directional semivariograms of all the three random functions (NO3-N concentration, 
NO3-N content, and soil moisture content) were estimated individually at five different 
depths. At each depth these directional semivariograms lacked structure, largely because 
of the small number of (directional) sample pairs (N(h)) used in determining the 
semivariogram and cross semivariogram. This lack of structure required the assumption 
that NO3-N and soil moisture content varied isotropically to enable further spatial 
analyses. Isotropic auto semivariograms for each depth (viz., 30, 60, 90, 120, and 150 
cm), for NO3-N concentration, soil moisture, and NO3-N contents, are presented in 
Figures 6a, 7a and 8a, respectively. Good spatial structures in NO3-N concentration were 
found in soil layers between 60 and 120 cm. Transitive structures with spatial ranges 
between 25 and 40 m coupled with nugget effects were found for the 60, 90, and 120 cm 
dqpths. Nugget variance, however, is a quite significant factor of total vari^ce at 60 and 
120 cm depths but is very low at the 90 cm depth. This indicates that, at 90 cm, a small 
component of the spatial variance was caused by variability at distances less than the 
shortest lag, 7.6 m, and by experimental error. On the other hand, at 60 and 120 cm 
depths, higher nugget variance implies that a closer sampling interval could have 
enhanced the spatial structure at shorter lag distances (< 7.6 m). At 30 and 150 cm 
depths, the semivariograms seem to be more random (nugget) without any distinct 
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correlation lengths (ranges). These semivariograms gradually decrease with depth except 
at the 90 cm depth, when lag distance is less than 26 m. The semivariogram at 90 cm 
crosses the semivariogram at 120 cm midway, indicating differential correlation between 
the NO3-N concentrations at these two depths, when lag distance is less than 26 m or 
more than 26 m. The exact reason for this behavior is unknown. Our expectations, 
however, are due to the presence of a tile line at 120 cm. Water tables build up in an 
elliptical fashion with sharp gradients near the tile line. Therefore, NO3-N at the 90 cm 
depth, just above and close to the tile line, has the best opportunity to move preferentially 
toward tile discharge during an occasional buildup of high water tables, creating a steep 
transitive semivariogram. This results in smaller semivariance at shorter lags at the 90 cm 
depth in comparison with that of the 120 cm depth where water and nitrate may move 
slowly toward the tile line. 
Isotropic semivariograms for NO3-N contents (kg/ha) were quite similar to the one for 
NO3-N concentration (Figure 7a). Semivariograms for soil moisture content showed a 
trend almost opposite to that of the other two random functions, signifying in general, the 
negative correlation between soil moisture and NO3-N concentration. The semivariogram 
for soil moisture content showed the smallest sill at 30 cm, and maximum sill at 150 cm. 
Moreover, the spatial structure of soil moisture seems to improve with depth. Transitive 
(spherical) structure with nugget variance and small range, however, is apparent in these 
semivariograms, for 90- and 120-cm depths and a gaussian stiructure is found at 150-cm 
depth. 
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Cross semivariograms were developed for a few selected data sets. Well-structured auto 
semivariograms of two correlated variables do not necessarily result in well-structured 
cross semivariogram. Also, lack of structure in the auto semivariograms of either of the 
covariant properties precludes a well-structured cross semivariogram. Yates and Warrick 
[1987] showed that cokriging improves the estimates over ordinary kriging when the 
absolute correlation coefficient ( | r j ) between the primary and auxiliary random variables 
is greater than about 0.3. On the other hand, if the absolute correlation (|r{) is smaller 
than 0.3, using an auxiliary variable would deteriorate the estimates in terms of sum of 
squares error with respect to kriging. Considering these earlier research findings, we 
limited our cross semivariogram estimation to those data sets where the absolute 
correlation (|rj) is higher than about 0.4 and both the primary variable and covariable 
have well-structured auto semivariograms. To compare findings with those of other 
researchers a few other data sets also were used where these criteria were not met. 
Figures 6b, 7b, and 8b show the "depth cross semivariograms" when NO3-N or water 
contents at different depths were coregionalized. Visual comparison of these "depth cross 
semivariograms" with the "auto semivariograms" of constituting layers discloses the 
following facts. In case of NO3-N, cross semivariograms did not improve the range over 
the auto semivariograms; however, low relative nugget variance with respect to the sill 
(Cq/C), low sill (C), and gradual slope was gained. On the other hand, for soil moisture 
content, cross semivariograms reduced the nugget (Co) as well as sill (C) variances 
satisfying the basic conditions of cross semivariogram as defined earlier. As expected 
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from the structures of auto semivariograms for NO3-N concentration, cross 
semivariograms were well-structured between 60 cm and 90 cm and poorly structured 
between 30 cm and 60 cm. For the soil moisture content data, the best well-structured 
cross semivariogram was found between the depths of 90 and 120 cm. These auto 
semivariograms and cross semivariograms were fitted with theoretical models, and the 
model parameters are presented in Table 3. Fitted models were ascertained for positive-
definite condition by cross-validation using jackknifing approach. 
Cross Semivariograms Between Random Variables 
Cross semivariograms were developed for NO3-N concentration and NO3-N contents at 
all five depths (Figure 9). Inasmuch as the correlation coefficients between these two 
functions are excellent at all depths, the cross-semivariogram structures depend only on 
the spatial structures of the component variables. Therefore, the cross semivariograms at 
60, 90, and 120 cm depths were found to have good spatial structure with smaller nugget 
and smaller sill, and had almost equal range compared with the corresponding parameters 
of auto semivariograms. At the 30 cm depth, a well-structured cross semivariogram could 
not be achieved because of the lack of good structures in the auto semivariograms of both 
the component variables, NO3-N concentration and NO3-N content. Similarly, a good 
cross semivariogram could not be achieved at the 150 cm depth for the same reasons. 
Cross semivariograms between NO3-N concentration and soil moisture content were 
developed by coregionalizing the two parameters. Only 90 and 120 cm depths could 
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qualify for this purpose. Cross semivariograms between NO3-N and soil moisture contents 
were developed and are presented in Figure 10. Negative correlation between the two 
random functions produced negative cross semivariograms. The trend of these cross 
variograms, however, needs explanation. For both the depths, 90 cm and 120 cm, cross 
semivariograms look more like the mirror image of the auto semivariogram of soil 
moisture content. The reason for this behavior of the cross semivariogram is its intrinsic 
square-root relationship with the constituting auto semivariograms; thus, cross 
semivariogram always makes a closer estimate on the variable with lower variance than 
on the other variable. Linear models with nugget could describe these cross 
semivariograms very well. Parameters of the fitted models are given in Table 3. The 
reduced mean and variance R„2, [Vauclin et al. 1983] values for each semivariogram 
and cross semivariogram models are reported in Table 3 and should be approximately 0 
and 1, respectively. No defined range, however, is developed to justify its validity. 
Kriging vs. Cokriging Estimation 
The superiority of cokriging relative to ordinary kriging was evaluated numerically by 
using mean sum of squares (SSQ) as was claimed to be a better method than the 
isarithmic mapping or average kriging variance calculation [Yates and Warrick, 1987]. 
To determine the SSQ for different kriging estimators, estimate was generated at every 
sample location while excluding the known data point in the estimation procedure, known 
as jackknifing. These estimates were used to calculate the SSQ by using 
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(14) 
where Z(xJ, and Z'(X|) are the measured and kriged (estimated) value at X;, respectively. 
N is total number of samples used for the semivariogram or cross semivariogram 
estimation. 
Table 4 presents SSQ values for cokriging and kriging estimates as well as the 
percentage reduction in SSQ relative to the kriging estimation. From these results, it is 
evident that cokriging generally produces better results than ordinary kriging, especially 
when there exists a high sample correlation between the two random variables. Besides 
improving the accuracy of prediction, these cross semivariograms would save lot of time 
and money when more expensive random components (NO3-N concentration) could be 
predicted by a cheap surrogate such as soil moisture content at locations where NO3-N 
concentration is not measured. Cokriging, however, requires a single observation of both 
primary variable and covariable within the estimation neighborhood. 
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SUMMARY AND CONCLUSIONS 
Spatial variability of NO3-N concentrations (mg/1) in soil water, soil moisture content 
(cm), and soil NO3-N content (kg/ha) at different soil horizons was studied for a tile-
drained glacial till soil in central Iowa. Soil samples collected from five depths below the 
ground surface (30, 60, 90, 120, and 150 cm), from 35 sites arranged on a regular grid 
of 7.6 m X 7.6 m, were used for the spatial analysis. Auto semivariograms were 
developed for NO3-N concentrations, soil moisture, and NO3-N contents for each depth. 
Also, cross semivariograms were developed between the depths for individual random 
variables, assuming the soil horizons as intrinsic random fields. Good spatial correlation 
was found between horizons, especially between the depths of 60 and 120 cm, resulting 
in well-structured transitional cross semivariograms. Moreover, tile-induced transitional 
spatial structure was discovered at a depth of 90 cm. These cross semivariograms could 
be utilized to estimate the random variables at deeper depths (usually difficult to sample) 
by cokriging when the values at shallow depths are known at some point. 
Cross semivariograms were also developed for NO3-N concentration in soil water and 
soil moisture content, and NO3-N concentration and soil NO3-N contents for the study 
site. Strong but negative correlation between NO3-N concentrations and soil moisture 
content at 90- and 120-cm depths resulted in negative cross semivariograms. Strong 
positive spatial correlation, and well-structured NO3-N concentration and NO3-N content, 
produced well- structured cross semivariograms for the soil horizons between 60- and 
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120-cm depths. These well-structured auto semivariograms and cross semivariograms 
were evaluated for their performance for different depths and random variables by using 
ordinary kriging and cokriging procedures. In most instances, results show the superiority 
of the cokriging estimate over the kriging estimate, indicating that cross semivariogram is 
a better tool than auto semivariogram. Besides being more accurate predictors, these 
cross semivariograms would be more economical when more expensive and labor-
intensive data sets on NO3-N concentrations could be predicted with a cheap surrogate 
predictor such as soil moisture content at unsampled locations. 
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Contour Interval 0.3n 
Fig. 1 Experimental plot under conventional tillage practice in the Agronomy and 
Agricultural Engineering Research Center near Boone, Iowa. 
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Fig. 2 Arrangement of nitrate sampling locations in the experimental plot. 35 sites arranged 
on a 7 X 5 grid to five different depths. A tile line is located at 120 cm depth in the 
center of the plot to drain periodic excessive wetness. 
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TABLE 1 Statistical Moments of Soil Nitrate Concentration, Soil Moisture, and Soil Nitrate Load* 
Sampled in the Conventional Till Plot. Sampled Raw Data and Logio-Transformed Data 
RAW DATA LOG TRANSFORMED DATA 
N-CONC. M.C. N-LOAD N-CONC. M.C. N-LOAD 
(mg/1) (cm) (kg/ha) (mg/l) (cm) (kg/ha) 
DEPTH = 30 CM 
MEAN 19. 340 8. 907 16. 961 1. 218 0. 948 1. 166 
MINIMUM 5. 500 6. 600 4. 934 0. 740 0. 820 0. 693 
MAXIMUM 83. 300 10. 830 68. 972 1. 921 1. 035 1. 839 
STD. DEV 13. 495 0. 859 11. 273 0. 231 0. 043 0. 224 
VARIANCE 182. 111 0. 738 127. 088 0. 054 0. 002 0. 050 
COEF. VAR 69. 777 9. 646 66. 465 19. 004 4. 586 19. 196 
NO SAMPLE 35 35 35 35 35 35 
DEPTH = 60 CM 
MEAN 14 .386 9 .530 13. 589 1. 119 0. 976 1. 094 
MINIMUM 7 .200 7 .410 6. 630 0. 857 0. 870 0. 822 
MAXIMUM 38 .800 12 .750 33. 407 1. 589 1. 106 1. 524 
STD. DEV 6 .655 1 .219 6. 276 0. 180 0. 055 0. 179 
VARIANCE 44 .292 1 .485 39. 390 0. 033 0. 003 0. 032 
COEF. VAR 46 .262 12 .789 46. 184 16. 116 5. 669 16. 347 
NO SAMPLE 35 35 35 35 35 35 
• soil nitrate load (kg/ha) = soil nitrate concentration (mg/1) • soil moisture (cm) / 10.0. 
TABLE 1 cont. 
RAW DATA LOG TRANSFORMED DATA 
N-CONC. M.C. N-LOAD N-CONC. M.C. N-LOAD 
(mg/1) (cm) (kg/ha) (mg/1) (cm) (kg/ha) 
DEPTH =90 CM 
MEAN 8.157 8.206 6.515 0.885 
MINIMUM 3.500 6.690 3.381 0.544 
MAXIMUM 14.200 12.120 10.437 1.152 
STD. DEV 2.770 1.271 1.917 0.154 
VARIANCE 7.673 1.616 3.673 0.024 
COEF. VAR 33.958 15.490 29.415 17.412 
NO SAMPLE 35 35 35 35 
DEPTH = 120 CM 
MEAN 10.191 9. 068 8. 954 0. 979 0. 953 0. 932 
MINIMUM 4.900 7. 170 4. 452 0. 690 0. 856 0. 649 
MAXIMUM 22.300 12. 840 19. 133 1. 348 1. 109 1. 282 
STD. DEV 3.815 1. 412 2. 859 0. 158 0. 065 0. 131 
VARIANCE 14 ..551 1. 994 8. 172 0. 025 0. 004 0. 017 
COEF. VAR 37.429 15. 574 31. 926 16. 123 6. 788 14. 032 
NO SAMPLE 35 35 35 35 35 35 
0. 909 0. 795 
0. 825 0. 529 
1. 084 1. 019 
0. 063 0. 131 
0. 004 0. 017 
6. 925 16. 469 
35 35 
TABLE 1 cont. 
DEPTH = 150 CM 
MEAN 11. 846 10. 478 12 .242 1. 065 1. 015 1. 079 
MINIMUM 6. 600 7. 140 7 .940 0. 820 0. 854 0. 900 
MAXIMUM 17. 700 15. 390 17 .906 1. 248 1. 187 1. 253 
STD. DEV 2. 392 1. 740 2 .427 0. 088 0. 070 0. 087 
VARIANCE 5. 720 3. 029 5 .891 0. 008 0. 005 0. 008 
COEF. VAR 20. 189 16. 611 19 .827 8. 254 6. 948 8. 038 
NO SAMPLE 35 35 35 35 35 35 
TABLE 2 (Symmetric) Correlation Matrix of Three Variables at Five Depths (Between Depths and Between Variables) 
DEPTH 
N 
30 CM 
103-N ( 
60 CM 
:ONC. 
90 CM 
(MG/L 
120 CM 150 CM 
S( 
30 CM 
)IL MC 
60 CM 
IISTUF 
90 CM 
IE (CM 
120 CM 
) 
150 CM 
N03-
30 CM 
NCOh 
60 CM 
JTENT 
90 CM 
(KG/H 
120 CM 
a 
A) 
150 CM 
30 CM 1 
60 CM .435 1 
N03-N CONC. 
(MG/L) 
90 CM .125 .524 1 
120 CM -.103 .191 .389 1 
150 CM .134 .206 .310 .526 1 
30 CM -.268 1 
60 CM -.179 .442 1 
SOIL MOISTURE 
(CM) 
90 CM -.545 .324 .778 1 
120 CM -.588 .425 .462 .519 1 
150 CM 
-.417 .071 .230 .369 .471 1 
30 CM .982 -.084 1 
60 CM .952 .129 .490 1 
N03-N CONTENT 
(KG/HA) a 
90 CM .915 -.162 .183 .548 1 
120 CM 
• 
.916 -.216 -.228 .054 126 1 
150 CM .674 .390 .002 -.039 -.047 .321 1 
a N03-N CONTENT (KG/HA) = N03-N CONC. (MG/L) * SOIL MOISTURE (CM) /10. 
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TABLE 3 Summary of Auto and Cross Semivariograms Models for Spatial Structures of 
NO3-N Concentration (mg/1), NO3-N Load (kg/ha), and Soil Moisture Content 
(cm) in the Soil Profile at Various Depths. Models were Cross-Validated 
by Jackknifing Approach 
Depth Model Type Cq 
(cm) 
C-Cn R. 
•a2 
Auto Semivariograms, NO3-N Concentration 
30 nugget .0560 
60 spherical .0248 .0110 34. 8 .03099 
90 spherical .0006 .0345 41. 0 .01611 1. 
120 spherical .0180 .0090 25. 0 -.01450 1. 
150 nugget .0076 
Depth Cross Semivariograms, NO3-N Concentration 
60/90 spherical .0001 .0197 39. 0 .04724 1. 
Auto Semivariograms, NO3-N Load 
30 nugget .0510 
60 spherical .0222 .0133 35. 2 .02520 1. 
90 spherical .0013 .0250 40. 0 .00742 . ' 
120 spherical .0130 .0049 18. 4 -.02110 1.1 
150 nugget .0067 
Depth Cross Semivariograms, NO3-N Load 
60/90 spherical .0001 .0171 39.0 .02653 1.126 
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TABLE 3 cont. 
Depth Model Type* Cq C-Cq A R„2 
(cm) 
Auto Semivariograms, Soil Moisture Content 
30 nugget .0015 
60 spherical . 0008 .0017 14.4 .01360 .939 
90 linear .0013 .0160 - .03714 1.007 
120 linear .0032 .0051 - -.00898 1.113 
150 gaussian .0028 .0741 14.1 -.00196 1.061 
Depth Cross Semivariograms, Soil Moisture Content 
60/90 spherical 0007 .0024 22.2 -.06170 1. 189 
90/120 linear 0003 .0098 - .03240 1. 017 
Cross Semivariograms between random variables 
C60/L60 spherical 0221 .0182 35.0 .03178 1. 183 
C90/L90 spherical 0000 .0275 40.5 .00197 1. 204 
C120 spherical . 0153 .0097 22.0 .05414 1. 072 
/L120 
C90/M90 linear -. 0025 -.0129 — .00311 0. 863 
C120 spherical -. 0042 -.1610 2850.0 -.02469 1. 053 
/M120 
'spherical, linear, and gaussian models are defined in Journel 
and Huijbregts [1978]; C = Sill; Cq = nugget; C-Cq (structural 
component) in linear model indicates the slope (%), 
i.e., Linear: 7(h) = Cq + (C-Cq) * (h/100. ). 
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TABLE 4 Sum of Squares Error Between Actual Values and Estimates of 
log (NO3-N) Concentration (Using Jackknifing) for Kriging and Cokriging 
Cokriging Auxilliary Random Function 
Kriging Soil Moisture 
90 cm .000066 
120 cm .000140 
.000007 
.000020 
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ABSTRACT 
A numerical simulation model incorporating the concept of effective saturated hydraulic 
conductivity for spatially varied soil was modified to simulate the water and nitrogen 
transport processes in a tile-drained agricultural field. Data on subsurface drainage 
volumes and nitrate concentrations (in tile flow) were used to evaluate the performance of 
this model. Deviations between the predicted and the measured values of drainage-flow 
volume decreased when a three-dimensional effective hydraulic conductivity value was 
used for the profile compared with a one-dimensional effective hydraulic conductivity 
value for the entire soil profile. Because the nitrate concentration in the tile flow was not 
improved field-scale spatial variability may need to be incorporated into nitrate 
transformation, transport, and retention parameters for refinement of the prediction 
model. 
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INTRODUCTION 
Agricultural fields are mostly heterogenous, and hydraulic properties of soil vary 
spatially and thus affect the transport of water and chemicals to the shallow groundwater 
system. Jensen and Butts (1986), and Destouni and Cvetkovic (1989) have shown that 
field heterogeneity can be described in terms of statistical distributions of the hydraulic 
parameters. Several physical parameters controlling flow and solute transport in the 
unsaturated zone are regarded as random fields, and thus statistical methods are most 
appropriate in describing the field-scale heterogeneity and can be quantified by 
probability-density functions and correlation structures (Bresler and Dagan, 1981). 
Specifically, the influence of spatial variability in hydraulic properties (retention and 
hydraulic conductivity functions) on water flux into the shallow groundwater were 
investigated by Jensen and Mantoglou (1992), and by Mantoglou (1992). Dagan and 
Bresler (1979), van der Zee and van Riemsdijk (1986, 1987), and Destouni and 
Cvetkovic (1991) studied the effect of spatial variability in dispersion and sorption 
parameters for field scale solute transport in the unsaturated zone. Moreover, studies by 
Destouni and Cvetkovic (1991), Destouni (1992), and Russo (1991) indicate that the 
vertical soil heterogeneity, i.e. variability across soil profile, may play an important role 
in field-scale solute spreading. But with the use of advanced geostatistical techniques such 
as semivariograms to represent the spatial structure of soil properties, kriging (the 
unbiased interpolation technique based on semivariogram) to predict its values at 
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unsampled locations, and high speed computation facilities, it is possible to alleviate field-
scale problems by using additional local details in three-dimensional (3-D) space instead 
of ordinary statistical averages in one-dimension (1-D), as used in earlier studies. 
Stochastic Modeling and Background 
The local system outputs (e.g., local flow components) are related to local soil 
properties in a complex and nonlinear manner, and using a simple arithmetic or 
geometric average to describe the effective field scale parameters produces, in general, 
incorrect predictions of the output. In fact because of this parametric nonlinearity, the 
effective large-scale parameters (or the block parameters in a numerical simulation 
model) depend in a quite complex manner upon the statistics of the local hydraulic soil 
properties (means, variances, correlation lengths, etc.). 
A possible framework in which to approach certain problems related to field variability 
is offered by stochastic modeling (Yeh et al., 1985a, b, c; Mantoglou and Gelhar, 1987a, 
b, c). Each profile in the actual field is regarded as a realization of an ensemble of all 
possible profiles that are statistically equivalent on the regional scale but different locally. 
Thus, the solute flux or water flux becomes a function of the physical parameters 
regarded as random and depends deterministically on time t. The variables are 
consequently defined in terms of statistical moments such as mean, variance, covariance, 
etc.; the expectation of a variable represents the average over the field, and similarly the 
standard deviation represents the variability over the field. Yeh et al. (1985 a, b, c), 
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followed by Mantoglou and Gelhar (1987a, b, c), were the first to develop expressions 
for effective parameters in the case of steady unsaturated flow using the stochastic 
approach. Both studies, however, assumed spatial stationarity of the local hydraulic 
properties and the local flow characteristics. Because these assumptions are generally not 
true in the field, different measures were taken to minimize bias due to these 
assumptions. 
Various techniques have been used for stochastic analysis of the heterogeneity problem, 
ranging from spectral (Yeh et al., 1985a) and numerical methods (Smith and Schwartz, 
1980) to a simpler statistical averaging procedure (Dagan and Bresler, 1983; Bresler and 
Dagan, 1983). 
Several numerical simulation models have been developed to simulate drainage effluent 
from a typical agricultural watershed during the crop-growth period (Campbell and 
Johnson, 1975; Duffy et al., 1975; Dutt et al., 1972; Knisel, 1980; Kanwar et al., 1983; 
Skaggs, 1978). Although these models predict fairly well the water and chemical-
transport in the tile effluent, accuracy of these predictions is still a concern (Kanwar et 
al., 1983; Sanoja et al., 1990). "DRAINAGE" (Kanwar et al., 1983) is a hydrologie 
nitrogen-transport simulation model to simulate the major water and nitrogen transport 
processes occurring in an artificially drained area. This model, like others, uses average 
soil hydraulic and retention parameters to predict tile flow. Therefore, the objective of 
this paper is to present a conceptual deterministic model using effective parameters of 
saturated hydraulic conductivity (K„,) instead of average values of K„, to compute 
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subsurface drainage discharge (tile flow) based on lateral flow through layered soils when 
K„t varies spatially (Mohanty et al., 1991). This study will lead to a follow-up stochastic 
approach. Moreover, the predicted values of tile-flow volumes and nitrate-nitrogen (NO3-
N) concentrations in the tile effluent with average or 1-D effective K„, and 3-D effective 
Kjat were compared with the measured data, which were collected over a period of seven 
years (1984-90) on a central Iowa glacial till soil. 
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CONCEPTS OF EFFECTIVE HYDRAULIC CONDUCTIVITY 
In general, the basic variables needed for developing field-scale models are the 
"effective" large-scale (field-scale) parameters entering the governing equation and their 
relation to local hydraulic soil properties. In other words, the parameters describing soil 
hydraulic properties of the numerical discretization blocks and their relation to the local 
soil hydraulic properties are needed. Moreover, the quality of the estimates produced by 
the large-scale model is important. Because the large-scale system equation describes the 
average large-scale system behavior rather than small-scale local details, an error is 
introduced, and its magnitude must be quantified (e.g., by the variance of the model 
prediction error). The issue of effective parameters, in particular, effective hydraulic 
conductivity, has been studied by many of the authors cited and by others. For steady 
flow, Dagan (1979) and Gutjahr et al. (1978) used two different analytical methods and 
found that the geometric mean of the hydraulic conductivity distribution is the best 
approximation for effective hydraulic conductivity in two-dimensional flow. Both authors 
assumed that flow occurs in an infinite domain, that there is a constant gradient, and that 
there are no external stresses. For one-dimensional flow, the effective parameter must be 
below the geometric mean (in fact, equal to the harmonic mean), and, for three-
dimensional flow it must be above the geometric mean, Gomez-Hemandez and Gorelick 
(1988) has an extended discussion on this issue related to aquifer and recharge properties. 
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For the tile-drainage problem, when flow to the tile drain is mostly lateral and the soil 
profile is considered a group of heterogenous blocks lying one upon another, the effective 
composite K„t parameter for a layered soil is developed using Darcy's law. Assuming 
that soil horizons are of uniform depths (D,, a conceptual diagram is plotted in 
Fig.l. The effective hydraulic conductivity of this composed soil domain is estimated for 
the lateral flow condition under saturated conditions for the tile-drainage system. 
Considering lateral flow through a heterogenous-horizontal-layer i (e.g., Fig.l) and 
applying Darcy's law we obtain, 
^11 
(2) 
*12 ^12 
and 
where ly, hy, and Kjj are lateral lengths, lateral head loss, and horizontal saturated 
hydraulic conductivity of individual blocks, respectively; and v is the lateral flux through 
the soil layer i. thus 
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A-^ii +^12+". +^1„=V(-^ +Tr- "•"TT")' 
A j j  A j 2  A . J ^  
(4) 
and 
where K ; is the horizontal 1-D effective hydraulic conductivity for layer i. 
Therefore, 
^(.o=(y^-r—y-)" (6) 
^12 ^in 
Now, considering the composite soil domain of m number of layers (i = 1,..., m) and 
applying-Darcy's law, we obtain 
and 
(?=<?.+(?2+.+<?. (8) 
Using the 2-D effective composite K( j) over m horizontal layers for the cross section j, 
we obtain 
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Q=K^j^(D^+D2+...+D^. (9) 
Therefore, 
Considering the 3-D space composed of N cross sectional faces (one cross sectional face 
i s  s h o w n  i n  F i g .  1 ) ,  t h e  3 - D  e f f e c t i v e  c o m p o s i t e  K ( w i l l  b e  
As the tile drainage system withdraws water from a three dimensional soil profile of 
agricultural plots of large dimensions, K( j would be a more appropriate parameter for 
this kind of field scale problem than would mean value of K or 1-D effective K. The 
anticipated difficulty of estimating Kjj for each individual block was overcome by using 
the geostatistical interpolation tool known as kriging (Joumel and Huijbregts, 1978), With 
the help of block kriging (Joumel and Huijbregts, 1978; Burgess and Webster, 1980), 
optimal interpolation could be made at every node if the domain of the soil profile is 
represented as a grid. Using these kriged (interpolated) values of Kjjk (in three 
dimensional profile) for each block arranged on a regular grid, the effective K( ^ can be 
computed. A schematic diagram of the steps involved are shown in Fig.2. And the value 
of K( ) is used in the Hooghoudt drainage equation for tile-flow estimation in a 
deterministic context. 
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Moreover, in the real-life situation, the local soil properties are members of three-
dimensional stochastic processes composed of a "mean part" and a "fluctuation part." The 
influence of the kriging variance of K( j on the estimation of tile flow was estimated, thus 
making the model stochastic and suitable for the nature and scale of this study. Results 
will be presented in a follow up paper. 
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"DRAINAGE" SIMULATION MODEL 
DRAINAGE (Kanwar et al., 1983) is a computer model simulating the soil-plant-water-
nitrogen system (Fig.3) in a typical tile-drained agricultural field. Because the detailed 
procedure of this model is presented in Kanwar et al. (1983), this discussion is a 
summary of its major components. 
Hydrology Component 
The hydrology component of the DRAINAGE model simulates the major water-
transport and flow-processes occurring in the soil profile. The vertical soil profile is 
divided into 11 horizontal layers the first 10 layers start from the soil surface and are 
each 15 cm thick, with the final soil layer extending from 150 cm to the depth of a nearly 
impermeable layer. The various processes and variables considered in the hydrology 
component of the model are shown in Fig.3. The general water balance equation used in 
DRAINAGE may be written as 
(12) 
where D; is the thickness of layer i (cm), 0; , is the water content of soil (cm^/cm^) in 
layer i on day t, P, is the precipitation (cm) on day t, Ri is the surface runoff (cm) on day 
t, ET; , is the évapotranspiration (cm) from layer i on day t, Q, is the subsurface drain 
flow (cm) on day t, and DP, is the deep percolation (cm) on day t. 
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In this model, the water content, 6, varies between a wilting point (moisture content of 
soil at 15 bar tension) and a saturation point (maximum moisture held by soil). The 
saturation point calculated in the model is equal to the field capacity plus the drainable 
porosity. Surface runoff, R, is calculated by the SCS curve number technique. The 
subsurface drain flow, Q, is calculated from Hooghoudt's steady state equation, as 
modified by Bouwer and van Schilfgaarde (1963): 
where K, is the lateral effective saturated hydraulic conductivity, d, is "equivalent layer" 
to take into account the flow convergence near the drains, m the maximum water table 
height above the tile line, and L tile spacing. Deep percolation, DP, is considered to 
occur in the model through the nearly impermeable layer in the vertical direction only 
although it can be lateral as well and is calculated by applying Darcy's law. 
The unsaturated soil-water flow is assumed to move only in the vertical direction and 
following equation is used (Beek and Frissel, 1973): 
where qj is flow rate of water, DFi(0) the diffusivity of soil layer i, K^d) the unsaturated 
conductivity of soil layer i, (0); water content of soil layer in layer i, and x soil depth. 
Relation between DF;(0 and Kj(0) are functions of moisture content and, indirectly, of 
depth. 
4Kfn(2d^+m) (13) 
(14) 
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After the calculations of flow rates for both unsaturated and saturated zones within the 
soil profile, as explained by Kanwar (1981) and by Kanwar et al. (1983), the changes in 
soil moisture in each layer are calculated according to equation 12. Water table height is 
adjusted so that the water content of the layer containing the water table is between field 
capacity and saturation point and so that the water content of the layers below are at 
saturation point. If the water content of the layer becomes greater than the saturation 
point, the water content in excess of the saturation point is subtracted from this layer and 
added to the layer above it, and the water table is raised by 15 cm. 
Nitrate Component (Transformation. Transport, and Uptake) 
In reality, the processes of water flow and solute displacement under nonsteady flow 
conditions, nitrogen transformations by enzymatic or bacterial pathways, plant uptake of 
water and nitrogen, and ion adsorption during transport are needed to determine the 
distribution of nitrogen within the soil profile. The microbiological nitrogen 
transformations considered in this model are on nitrification (NH4-N to NO3-N), 
mineralization (organic-N to NH4-N), immobilization (NH4-N and NO3-N to organic-N), 
and denitrification (NO3-N to gaseous N) and are shown in Fig.4. 
In this model, the movement of nitrogen in the soil is considered only when in the 
nitrate form because nitrate is soluble and negatively charged. Other forms of nitrogen 
are not considered although soluble organic nitrogen movement is possible (Bottcher et 
al., 1981). This model assumes that nitrate flow in the soil is caused by three major 
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mechanisms of mass transport, diffusion, and dispersion as pointed out by Seek and 
Frissel (1973). Diffusion is a function of the concentration gradient of nitrate between 
layers. The flow rate due to dispersion is proportional to the absolute rate of water and 
concentration gradient. Water flows from layer to layer and carries nitrate with it, and 
the mechanism is known as mass transport. Water flowing through the macropores, 
however, may mix incompletely; therefore, a weighting factor is used to dilute the effect. 
It is assumed that nitrate is taken up by the crop with water that is eventually 
transpired. Thus, the nitrogen uptake by plants is calculated proportional to ET. Part of 
the nitrogen uptake in legumes such as soybeans comes from nitrogen fixation is to be 
proportional to the rate of root growth. 
Details of the simplified finite difference scheme with discrete soil layers used in this 
numerical model are presented in Kanwar et al. (1983) for the simulation of water and 
nitrate transport in a tile-drained agricultural field. In the original paper, Kanwar et al. 
(1983) indicated that tile flow is extremely sensitive to hydraulic parameters such as K,,, 
and drainable porosity. The saturated hydraulic conductivity parameter was considered to 
be 1-D effective K„„ and the soil was assumed to be spatially homogenous for each 
layer. Therefore, in this study, an attempt was made to incorporate the estimated spatial 
variability of saturated hydraulic conductivity into the DRAINAGE simulation model, in 
a three dimensional scale, using the effective hydraulic conductivity concept. 
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FIELD EXPERIMENT 
The performance of DRAINAGE with a new subroutine computing the effective 
saturated hydraulic conductivity on a spatial scale was tested by using data from field 
experiments conducted at the Iowa State University Agronomy and Agricultural 
Engineering Research center near Ames, Iowa. The experimental site shown in Fig.5 is 
on a Nicollett loam soil with a maximum slope of 2%. Selected physical properties of the 
experimental site are given in Table 1. The subsurface drainage system consisted of 10.2-
cm diameter clay tiles spaced 36.6 m apart. The subsurface drain lines were installed at a 
depth of 1.22 m in 1960. Experimental plots, each drained with a single subsurface drain, 
were established in 1984. Observations made from experimental plot, which had an area 
of 0.42 ha and which was under continuous no-till com, were used. 
The subsurface drain flow was measured by intercepting the tile line. A stage recorder 
was installed in conjunction with an H-flume to provide a continuous record of subsurface 
drain flow rates. Observation wells (1.8 m long, 38-mm diameter plastic pipe with open 
bottom and perforated sides) were installed 30 m apart, in the plot midway between 
subsurface drains to measure water table fluctuations. Observation wells were read three 
times a week. The data on flow rates and nitrate concentration in the tile effluent for 
1984-1990 were used. Because of frozen conditions, little tile flow occurred during 
December, January, February, and most of March. Therefore, model evaluations were 
conducted from April 1 to November 30. 
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SIMULATION OF WATER AND NITRATE TRANSPORT IN TILE EFFLUENT 
A schematic diagram of the simulation model is presented in Fig.6. Various inputs to 
the model include climatological data, soil properties, crop parameters, and drainage-
system parameters. 
Climatological data 
Daily values of precipitation, open pan evaporation, soil temperature, and maximum 
and minimum air temperature are needed as inputs. These data were collected at the Iowa 
State University Research Center. 
Soil Properties Data 
Data on initial soil-water content, field capacity, wilting point, diffusivity, saturated and 
unsaturated hydraulic conductivities, drainable porosity, and initial water-table depth are 
needed as inputs to the model. Soil-water diffusivity and unsaturated conductivity data 
were taken from Shaw et al. (1972). Lateral saturated conductivity were measured at 
spatial locations at five depths (120, 150, 180, 200, and 250 cm) in-situ. Other soil 
properties data were collected either at the experimental site or in the laboratory. Table 2 
gives some of the soil properties data used in the model. 
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Crop Data 
The planting and harvesting dates for com, distribution of root system, crop 
development ratios, crop stress factors, and growth functions are required as inputs to the 
model. Table 2 gives the planting and harvesting dates. Other crop data were taken from 
Kanwar et al. (1983). 
Drainage System Data 
Data on depth of tile drains, drain spacing, depth to impermeable layer, thickness of the 
nearly impermeable layer, and the hydraulic conductivity of the nearly impermeable layer 
are needed in model simulations. Most of data were available for the study area (Table 
2) except for the nearly impermeable layer. Data on the nearly impermeable layer were 
developed through model calibration (Kanwar et al., 1983) and are given in Table 2. 
Nitrogen Inputs 
Fertilizer application time and rate data are needed as input to the model. April 1 of 
each year is set as the starting date for model simulation, therefore, the initial soil nitrate 
concentrations for all soil layers considered in the model are needed as inputs on this 
date. 
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Effective Hydraulic Conductivity Subroutine 
This new subroutine involves three basic steps to obtain an estimate of the 3-D effective 
composite saturated hydraulic conductivity for the field scale study. The initial step in 
calculating the effective hydraulic conductivity is to develop semivariogram models for 
saturated hydraulic conductivity (lateral or isotropic) measured at different spatial 
locations for each soil horizon as described in Mohanty et al. (1991). The second step is 
to interpolate values at each node, dividing each soil horizon into grid blocks with size 
smaller than the range of the respective semivariogram using block kriging procedure 
(Burgess and Webster, 1980). Finally, after estimating the K value for each block in the 
entire soil profile, we calculate the 3-D effective hydraulic conductivity, using equation 
11. 
Model Evaluation 
To test the ability of the model to predict system response, the model was tested with 
data from 1984 to 1990. The daily observed and predicted data from April 1 to 
November 30 for the normal and wet years 1984, 1986, 1987, and 1990 (excluding the 
dry years of 1985, 1988, and 1989 because tiles did not flow in these years) are plotted 
in Figs. 7, 8, 9, and 10, respectively. These figures show that predicted values of tile 
flows and their nitrate concentrations compare reasonable well to daily measured values 
although some discrepancies exist. Discrepancies between the measured and predicted 
values may be due in part to incorrect estimation of évapotranspiration in that period. 
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errors in the assumed values for soil properties, and lack of information about initial 
conditions, to all of which model is quite sensitive (Kanwar et al., 1983). Data show that 
the model simulated fairly well the daily subsurface drain flows and nitrate concentrations 
for 1984. But there are major discrepancies between observed and predicted values of 
drainage volume and nitrate concentration for 1986. Predicted values were underestimated 
for both variables. Another feature of this model evident from these results is that it does 
a poor job once the water table reaches below 150 cm. This behavior could be due to 
change in DRAINAGE model water table depths in increments of 15 cm (Kanwar et al., 
1983). These changes may have resulted in some discrepancies between predicted and 
measured values. Finer depth increments might avoid this problem. Moreover, once the 
water table falls below 150 cm, the system needs great quantities of water to increase the 
water table and give tile discharge. This shortfall caused the missing peaks in the 
predicted tile flow during the months of July. For 1987, a similar phenomenon was 
observed between late May and early June although tile volume and nitrate concentrations 
were predicted fairly well for other months. Tile flow for 1990 unlike that for the other 
years, was by overpredicted to a small extent for most flow periods. Nitrate 
concentration, however, was again underpredicted, as in 1986. Most representations of 
processes used in the nitrogen simulations were empirical; errors in these representations 
could be responsible for some discrepancies in the predicted values. 
There were discrepancies each year at the beginning of the simulation process resulting 
from lack of field data for soil-profile initialization. It is also recognized that true steady-
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state conditions seldom exist under field situations. Despite the assumed steady-state 
conditions within each time increment (one day) and the complexity of the drainage 
problem, the model can reasonably estimate long-term nitrogen loss with tile drainage 
water. Furthermore, comparison of the simulated results using 1-D effective (average) 
hydraulic conductivity with 3-D effective hydraulic conductivity indicates that the latter 
predicts the tile flow volume better than does the former, because of the lack of extensive 
spatial data points of lateral saturated hydraulic conductivity at deep soil layers, we could 
not obtain ideal results. The ideas of spatial variability of K,,, and effective hydraulic 
conductivity, however, are more realistic than local-average K„, near the tile line from 
the soil physics standpoint of field-scale transport phenomena. Moreover, the nitrate 
concentration results did not improve with this modified model; thus indicating nitrate 
transformation, transport, and uptake mechanism need improvement incorporating spatial 
variability of the related soil properties for better representations on field scale. 
Observation of measured versus simulated nitrate concentrations in 1984 and 1987 
compared with those in 1986 and 1990 explains the system behavior of nitrate retention, 
transformation and transportation for these wet years followed by a dry year(s) or wet 
year(s). Data indicate that when a wet year (i.e., 1986, 1990) is followed by (a) dry 
year(s), the observed nitrate level is much higher than the simulated levels. We believe 
that the reason for these differences in behavior is that nitrogen transformation and 
retention in the soil profile in preceding dry years are flushed in the following wet years. 
The greater the number of dry years before a wet year, the greater the discrepancy 
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between simulated and observed value. Thus, better prediction of initial nitrate 
concentration at the beginning of the simulation year and better representation of 
processes involved in the retention, transformation, and transportation for dry years and 
winter months (for every year) are required for better simulation predictions. 
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SUMMARY AND CONCLUSIONS 
Concepts of spatial variability and 3-D effective saturated hydraulic conductivity were 
adopted to estimate tile flow and nitrate load in a subsurface drainage system using the 
DRAINAGE model (Kanwar et al., 1983). Data of simulation from 1984 to 1990 indicate 
some improvement in the prediction of tile flow with the 3-D effective saturated hydraulic 
conductivity based on field-scale spatial variability over the prediction with 1-D effective 
(average) lateral saturated hydraulic conductivity although some discrepancies between 
observed and predicted values remain during certain periods. The difference between 
measured and predicted values indicates that the hydrology of the area is incompletely 
understood in the present form of the model and that some soil-moisture properties 
estimated may not reflect actual field conditions. But overall the model provides long-
term satisfactory simulation results and is suitable for heterogenous fields. Nitrate-
nitrogen concentration in tile flow shows a close match between observed and predicted 
values for the wet years preceded by one or more wet years. Discrepancies between 
measured and predicted nitrate concentration values for the years preceded by dry year(s) 
indicate improper representations for the nitrate-retention, -transformation and 
-transportation processes in such year(s). 
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Fig. 1 Conceptual diagram of lateral flow to a tile line in layered and spatially heterogenous soil in a two-dimensional 
projection. 
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Fig. 2 Schematic diagram to calculate the three-dimensional composite 
effective saturated hydraulic conductivity for lateral flow to tile line. 
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Fig. 5 Layout of the experimental plots and sample sites at Agronomy and Agricultural 
Engineering Experimental Research Center near Boone, Iowa. 
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Fig. 7 Precipitation, measured and simulated tile flow and NO3-N concentration of the tile 
water for 1984. P-K3Deff: Predicted with 3-Dimensional effective K; P-KlDeff: 
Predicted with 1-Dimensional effective K. 
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Fig. 8 Precipitation, measured and simulated tile flow and NOj-N concentration of the tile 
water for 1986. P-K3Deff: Predicted with 3-Dimensional effective K; P-KlDeff: 
Predicted with 1-Dimensional effective K. 
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Fig. 9 Precipitation, measured and simulated tile flow and NO3-N concentration of the tile 
water for 1987. P-K3Deff: Predicted with 3-Dimensional effective K; P-KlDeff: 
Predicted with 1-Dimensional effective K. 
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Fig. 10 Precipitation, measured and simulated tile flow and NO3-N concentration of the tile 
water for 1990. P-K3Deff: Predicted with 3-Dimensional effective K; P-KlDeff: 
Predicted with 1-Dimensional effective K. 
TABLE 1 Physical Properties of the Nicollett Loam Soil at the Experimental Site 
Particle Size, mm 
Depth 
Sand Silt Clay Organic Porosity Bulk 
2-0.05 0.05-0.001 0.002 Matter Density 
(%) r%) (%) (%) (%) 9 /cm' 
0-15 42.0 35.2 22.8 4.3 0.44 1.49 
15-30 35.7 38.2 26.1 4.0 0.49 1.36 
30-45 34.1 38.4 27.5 3.2 0.51 1.30 
45-90 38.0 36.0 26.0 2.6 0.49 1.37 
90-120 53.1 25.2 21.7 0.5 0.46 1.44 
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TABLE 2 Summary of the Input Parameters for the "DRAINAGE" Model 
Parameter Calibrated* or 
Measured Value 
Drain depth 120 cm 
Drain diameter 10.2 cm 
Drain spacing 3658 cm 
Depth from drain to impermeable layer 270 cm 
Thickness of nearly impermeable layer 2000 cm 
Vertical hydraulic conductivity of 
impermeable layer O.lO cm/day 
Curve Number II 81 
Hydraulic head in ground water aquifer 1950 cm 
Drainable porosity 0.05 
1-D effective lateral 15 cm/day 
Percentage of depressional area near the tile 0.03 
Maximum root depth 60 cm 
Latitude 42.2 
Labyrinth factor used to compute nitrate 
flow by diffusion 0.80 
Diffusion coefficient of nitrate in water 1.0 cm^/day 
Dispersion coefficient of nitrate in water 
for Nicollet loam soil 1.0 cm 
'calibrated for 1984. 
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TABLE 2 cont. 
Parameter Calibrated* or 
Measured Value 
Rate of nitrification of fertilizer 80% within 20 days 
20% after 20 days 
Rate of denitrification 0.004 mg N/cm^/day 
Rate of mineralization 4/15 to 6/3 0.003 mg N/cm^/day 
4/1 to 4/14 and 6/4 to 10/31 0.00115 mg N/cm^/day 
Weighting factor for nitrate flow 0-75 cm depth 0.4 
75-150 cm depth 0.6 
Weighting factor for nitrogen uptake 0-30 cm depth 0.5 
30-150 cm depth 0.6 
Maximum depth of surface ponding 1.25 cm 
Crop Input data: 
Year Day of planting Day of harvesting 
1984 May 14 October 2 
1986 May 7 October 21 
1987 May 1 October 6 
1990 May 5 October 2 
Fertilizer application rate 75 kg/acre 
Fertilizer application day April 1 
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OVERALL CONCLUSIONS 
This study resulted in the following conclusions for the glacial till soil at the study-site: 
1. Spatial variability of saturated hydraulic conductivity (K,J; K,„, data arranged on 
two bisecting transects perpendicular to each other were analyzed for possible spatial 
structure at two depths, 15 cm and 30 cm below the surface. Results of this study 
indicated a nested structure of K„t at 30 cm depth. Soil clustering at the experimental site 
at intervals of 20 m, in addition to the soil "microheterogeneity" contributed to variation 
in K„„ with an overall range of spatial dependence of up to 60 m. values 
observed near the soil surface at a depth of 15 cm were dominated by white noise and 
directional trends. Moreover, "split-window median polish" was found to be a useful 
tool, for clustered soils, in performing a reliable spatial analysis, resulting in more 
realistic structural estimators for better interpretation of data. 
2. Spatial variability of nitrate nitrogen (NO3-N) concentration in the soil water as 
affected by tillage system; NO3-N data arranged on a 3-D regular grid were analyzed to 
determine horizontal and vertical spatial structures of NO3-N distribution under two 
tillage practices, conventional tillage and no-tillage. Under conventional tillage plot, NOj-
N concentration in the soil water decreased to a depth of 90 cm and increased beyond this 
depth. The coefficient of variation, however, became gradually smaller showing more 
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uniform distribution for deeper depths. In no-tillage plot, trends were similar to, but 
spatially more stable across the profile, than those in the conventional tillage system. 
Structural analyses indicated transitional distribution of NO3-N both in horizontal and 
vertical directions in conventional tillage plot, whereas linear and nugget type distribution 
for no-tillage system. Furthermore, this study found 3-D resistant and exploratory 
approach as a suitable technique to analyze data collected on a three dimensional grid. 
3. Spatial variability of soil NO3-N and moisture contents - Coregionalization and 
cokriging: Soil moisture content, NO3-N concentration, and profile NO3-N contents 
measured on a three dimensional grid in the soil profile were analyzed for 
coregionalization between different depths and between different soil variables. Well-
structured "depth-cross-semivariograms" were found at depths between 60 to 120 cm, for 
soil moisture content and NO3-N concentration. At shallow depths, profile NO3-N 
contents were found to have a good spatial correlation with NO3-N concentration in soil 
water, but weaker spatial correlation with soil moisture. Moreover, strong but negative 
spatial correlation between soil moisture content and NO3-N concentration produced 
negative cross semivariograms at 90 cm and 120 cm depths. 
4. Simulation of water and NO3-N transport on a field scale: A numerical simulation 
model was developed to simulate the major water and nitrogen-transport processes based 
on the concepts of 3-D effective hydraulic conductivity depending and its spatial 
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correlation length. Comparison between predicted values and measured tile flows for the 
period between 1984 and 1990 shows that model does a better job when the 3-D effective 
hydraulic conductivity value based on spatial variability studies was used than with 1-D 
effective hydraulic conductivity. Unlike the tile flow, no improvement for NO3-N 
concentration prediction in the tile effluent suggests more research and incorporation of 
spatial variability of the nitrate-retention, -transformation, and -transportation processes in 
the simulation model. 
The overall conclusion drawn from this study indicate that spatial variability of soil 
properties play an important role in the transport processes of water and chemical in the 
glacial till soil. Therefore, numerical modeling of the stochastic processes for any 
heterogenous soil, should always be supported with a good spatial study, for more 
realistic predictions and interpretation of results. 
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SUGGESTIONS FOR FURTHER STUDY 
Modeling spatial data of soil hydraulic and chemical properties were carried out in this 
study in an intensive fashion. Deterministic simulation model with the concepts of spatial 
variability of K,,, was developed to simulate the major water and nitrogen-transport 
processes in a tile-drained tillage plot. Although the deterministic model does a fairly 
good job predicting tile flow and nitrate concentration in the tile effluent, however, 
stochastic model could be more realistic in the real world situation predicting a range of 
values at certain confidence level than a single value as in the present deterministic 
model. A follow up paper of stochastic model, not included in this dissertation, will be 
presented elsewhere in near future. Spatial variability of other related properties of 
nitrate-retention, -transformation, -transportation, and unsaturated hydraulic conductivity 
in the vadose zone need to be studied and incorporated into the field-scale simulation 
model "DRAINAGE" for better representation of the system and more realistic 
predictions. 
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A Robust-Resistant Approach to Interpret Spatial Behavior of Saturated 
Hydraulic Conductivity of a Glacial Till Soil Under No-Tillage System 
B. p. Mohanty and R. S. Kanwar 
Department of Agricultural and Biosystems Engineering, Iowa Stale University, Ames 
R. Horton 
Department of Agronomy, Iowa State University, Ames 
A central Iowa glacial till soil under no-tillage condition was studied for its spatial behavior of 
saturated hydraulic conductivity (AT) at the surface soil layers. Hydraulic conductivity measurements 
both in situ and in the laboratory were made at two depths of IS and 30 cm at regular intervals of 4.6 
m on two perpendicular transects crossing each other at the center of the field. Simplifled split-window 
median polishing in coiuunction with a robust semivariogram estimator were used to examine the 
spatial structure of the glacial till material. Results of this study indicated a nested structure of K at 30 
cm depth. Soil clustering at the experimental site at intervals of 20 m, in addition to the soil 
microheterogeneity, contributed to variation in K, with an overall range of spatial dependence of K up 
to 60 m. Medians of split windows of 23 m width were found to be the 'solo representatives" or 
"summary points" of the soil clusters contributing to spatial structure. In situ and laboratory 
measurements for K showed consistency in their trends even though some parametric variations were 
observed. K values observed near the soil surface at a depth of 15 cm were dominated by white noise 
and directional trends. 
Introduction 
Glacial deposits have often been regarded as one of the 
most variable and complex geological materials [Terzog/w 
and Peck, 1967]. Dreimanis [1976] and Lutenegger et al, 
[1983] concluded that the influence of genesis on various 
properties of till and diamiction materials occurs primarily as 
a result of gross differences in depositional environment and 
that supragiacial deposits are highly variable compared with 
basal till. These researchers determined that the postdepo-
sitional changes in glacial deposits can produce a complex 
set of effects on the behavior of the till soil. Moreover, 
recent studies indicate that preferential flow paths and 
spatial variability in hydraulic conductivity (K) of the soil 
have signiflcant influence on chemical transport from agri­
cultural fields to shallow groundwater [Kanwar et al., 1988, 
1990a, 6]. Sharma et al. [1987] demonstrated that subsurface 
flow can be increased with increased spatial dependence in 
the hydraulic properties of the soil. Therefore more accurate 
characterization and quantification of K variability are 
needed to make reasonable estimates of water and chemical 
recharge rates to groundwater systems from glacial till 
agricultural watersheds. 
Field experiments were conducted to study the spatial 
structure of Kin a glacial till material in central Iowa, 
employing exploratory techniques and (robust) geostatistics. 
After appropriate scale transformations of measured K data 
were calculated using constant head and Guelph permeame-
ters [Klute, 1965, Reynolcb and Elrick, 1986], robust semi-
variograms were computed for two soil depths. A resistant 
approach of "split-window median polish" across transects 
was used to examine the appropriateness of the semivario-
grams. The main objective of this study was to examine the 
Copyright 1991 by the American Geophysical Union. 
Paper number 9IWR01720. 
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variability and the dependence of K on sampling distance, 
that is, minimum (optimum) number of representative sam­
ples to be analyzed to characterize Kona field scale. The 
second objective was to estimate and interpret semivario-
grams as a measure of continuity or autocorrelation of K for 
the glacial till material. The third objective was to observe 
the effect of soil depth on K variability. In addition to these 
objectives, consistency in semivariograms using two mea­
suring techniques was also compared. 
Previous Application 
The geostatistical approach of using semivariograms [Dav­
id, 1977; Journel and Hu{jbregts, 1978; Clark, 1979] to 
evaluate the spatial structure of soil properties has become 
increasingly popular. Several scientists in the last decade 
have devoted their attention to the spatial distribution of 
physical, chemical, and hydrogeological properties of soils. 
Gajam et al. [1981], Russo andBresler [1982], Vauclin et al. 
[1982], Yost et ai. [1982], Russo [1984], Oliver and Webster 
[1986] and others used geostatistical estimators to determine 
the spatial structure of different soil properties. Webster 
[1985] summarized the various geostatistical tools available 
in the area of soil science. Onofiok [1988] studied spatial and 
temporal variability of some tillage-induced soil physical 
properties of a Nigerian paleustult and found significant 
differences in soil macroporosity and K values due to tillage 
and date of sampling. Although most of these researchers 
used the basic assumptions needed for geostatistical analy­
sis, they usually failed to examine whether the data mea­
sured in the field satisfied these assumptions [Horowitz and 
Hillel, 1983: Hamlett et at.. 1986; Cressie and Horton, 1987]. 
Various studies by Cressie [1984, 1986], Cressie and Hawk­
ins [1980], Cressie and Gionek [1984], Hamlett et al. [1986], 
and Cressie and Horton [1987] have introduced resistant and 
exploratory data analysis techniques such as effects of drift. 
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robust variogram estimation, and robust kriging to guostatis-
tical analysis. 
Techniques reported by Tukey [1977] for performing ex­
ploratory analyses could be adopted to characterize the 
spatial structure of soil properties. This paper demonstrates 
how the soil hydraulic conductivity data taken at spatial 
locations and arranged on a regular "cross" (i.e., two 
transects intersecting each other at the center of the field at 
an angle of 90°) can be analyzed with exploratory data 
analysis techniques when nonstationarity is the inherent 
property of most of the soils [Hamlett et al., 1986]. 
Theoretical Background for Spatial Analysis 
Matheron [1963] proposed the technique of "Geostatis-
tics" for spatial analysis of ore reserves from sampled data 
whose relative spatial locations were known. David [1977], 
Journel and Huijbregts [1978], and Clark [1979] have ad­
dressed this problem and presented case studies in the field 
of mining. 
Experimental variograms are the main tools used to ex­
plore the spatial structure of soil properties in the field. 
Because these semivariograms can provide the basis for 
further geostatistical assessment of soil properties, accurate 
analysis of data is needed before developing semivariogram 
or kriging maps [Hamlett et al., 1986]. A brief theory of 
geostatistics is reviewed, with attention paid to crucial 
stationarity assumptions. 
Assuming that Z(x), a regionalized variable where (x) 
denotes a location in the space domain (D. is the random 
measurement of the case-specific soil property taken at 
location (x), two types of stationarities are typically as­
sumed that Z(x) may satisfy. Z(x) is said to be stationary of 
o r d e r  2  ( i . e . ,  s e c o n d - o r d e r  s t a t i o n a r i t y )  i f  ( 1 )  E { H x ) }  =  m ,  
for any x, which states that the expected value of the random 
function in space exists and does not depend on location jc, 
a n d  ( 2 )  E { Z ( x  +  f t )  •  Z ( x ) ]  -  m ^ }  =  C { h )  f o r  a n y  x  a n d  h ,  
w h i c h  s t a t e s  t h a t  f o r  e a c h  p a i r  o f  v a r i a b l e s  { Z ( x  +  h ) ,  Z i x ) }  
the CO variance function C(h) exists and does not depend on 
location but only on the separating vector h [Journel and 
Huijbregts, 1978, p. 32]. The less demanding intrinsic hy­
pothesis by Matheron [1963] makes the following stationar­
ity assumptions, which are expressed entirely in terms of 
differences [Z{x + h) - Z(x)} of the regionalized variable: 
(I) E{Z(x + A) - Z(x)} = 0, for any x and h-, in other 
words, one expects Z(x) to be constant for any x and h in F, 
a n d  ( 2 )  2 y ( h )  =  E [ [ Z { x  +  A )  -  Z  ( x ) ] ^ } ,  f o r  a n y  x  a n d  h ,  
where -)<A) is a semivariogram estimator which states that 
variance of the difference in soil property depends only on 
the separating vector h. Thus second-order stationarity 
implies the intrinsic hypothesis, but the reverse is not true. 
Following Matheron [1963], Journel and Huijbregts [1978] 
and Burgess and Webster [1980] studied spatial variability 
using semivariograms and defined an average semivariogram 
in a specific direction as 
Y( W .  a) = [l/2N(N, a)]j 2 [Z(x,^ |h|) - Z(x,)]^ -, 
( 1 )  
where a) is a semivariogram estimator, a implies 
direction, |/t{ is modulus of interval. N is the number of pairs 
having a specified separating vector, and • • • , Z ( x J  
a r e  s o i l  p r o p e r t y  d a t a  t a k e n  a t  f i e l d  l o c a t i o n s  X j ,  •  • •  ,  x „ .  
Journel and Huijbregts [1978, pp. 175 and 262] reported that 
semivariograms may be directionally dependent and that 
data can be checked for anisotropy by computing ^|A|, a) for 
different a. Note that for field data the separation vector (|/t|, 
a) would present a range of values rather than a particular 
value. 
Unfortunately, the field data of many soil properties 
generally contain some outliers that can obscure the whole 
^h) estimation by increasing the variance. Among many 
others, Cressie and Hawkins [1980] proposed a modified 
estimator, known as a robust estimator, suitable to curtail 
the effect of these outliers by downweighting and defined as 
f N 1' 
Ul/2yV(|A|. aj] Z . A,; -Z(.r,j]"- • 
- ,1, r > I ' - I 
' 0.457 + 0.494/N(A) + Q . Q 4 5 I N { h ) -  '  
(2) 
Journel and Huijbregts [1978] have reported that the 
observed variability of a phenomenon is most often due to 
the presence of microstructures within macrostructures, 
sampling variation, and so forth. When all structures of 
variability come into play simultaneously and for all dis­
tances h, they are called nested structures. The overall 
variogram y{h) for the nested structure can be written as 
[David, 1977, p. 123; Journel and Huijbregts, 1978, p. 150] 
y i h )  '  y i W  +  y i W  +  -  •  • + y „ ( h ) ,  (3) 
where y \ ( h ) ,  •  •  • ,  y „ ( h )  are the variograms of the compo­
nents contributing to the spatial structure. 
For the sake of completeness we may describe a few of the 
theoretical models encountered most commonly in practice, 
including that of this study. The spherical model [Clark. 
1979] in isotropic form can be written as 
y i h )  =  C o  +  C , i O h / 2 A )  -  ( h V l A ^ ) ]  0 < h s A  (4) 
y { h )  =  C o  +  C s =  C  h > A ,  
where Q is the nugget component. C, is the spherical 
component. C is the sill, and A is the range of the semivari­
ogram. The spherical model is one of the most common 
transitive models to fit soil properties data. Another model 
that has also been used is the exponential model: 
y(A) = Co + C,[l - exp (-A/A)] 0 < A s af. (5) 
where C, is the exponential component and d  (e.g.. d  > 3 A )  
is the maximum distance over which the semivariogram is 
defined. Unlike the spherical model, the exponential model 
reaches the sill asymptotically. Both spherical and exponen­
tial models show linear behavior at the origin. 
The parameters of the theoretical variograms matching the 
experimental variograms can be identified using kriging by 
the jack-knifing approach [Vauclin et at., 1983]. The param­
eters can then be validated with the criteria proposed by 
Gambolati and Voipi [1979]. Springer and Cundy [1987] 
referred to these criteria as kriged average error (KAE), 
kriged reduced mean square error (KRMSE), and kriged 
mean square error (KMSE). Furthermore, the kriged value 
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Fig. I. Experimental plot for spatial study of K in Boone 
county, Iowa: 66 sampling sites arranged on two transects (NE-SW 
and NW-SE) across the field (soil type map included). Triangles 
Indicate sampling sites. 
should be positively correlated with the observed value of 
the regionalized variable. Finally, the theoretical variogram 
model (of raw data or drift residuals) should closely approx­
imate the observed variogram of the raw data or of the 
residuals [Journel and Huijbregts, 1978, p. 167 and 246]. 
Ordinary and universal kriging computations were per­
formed with a computer routine adopted from the United 
States Geological Survey [Grundy and Miesch, 1987]. 
Experimental Methods 
A 115 m X 183 m experimental plot was used for this study 
at the Agronomy and Agricultural Engineering Farm near 
Boone in central Iowa. Soil types in this plot were Nicollet 
loam and Clarion loam derived from glacial till. The plot had 
gentle slopes of less than 2% on the north and was on a 
s l i g h t l y  c o n v e x  r i s e  o n  t h e  s o u t h  w i t h  l o w  r e l i e f  [ U . S .  
Department of Agriculture, 1984). It has also been under 
no-tillage management for the last 6 years. A Guelph per-
meameter [Reynolds and Elrick, 1986] was used to measure 
the in situ values of K at sites located on two perpendicular 
transects crossing at the center of the field. The transects 
were oriented in NW-SE and NE-SW directions along the 
major and minor axes of the field and are shown in Figure 1. 
This type of sampling pattern is not commonly used to study 
the spatial dependence of soil hydraulic properties. The 
design was intended to limit the number of K measurements 
and to generate sufficient number of pairs at intermediate lag 
distances. The sampling pattern also provided an adequate 
number of pairs for directional geostatistical analysis and for 
exploratory data analysis in NW-SE and NE-SW directions. 
K measurements with the Guelph permeameter were 
made at 4.6-m intervals on both transects, at 15 and 30 cm 
depths. This resulted in 66 in situ measurements of K for 
each depth (as shown in Figure 1). All K measurements were 
made in the crop rows to avoid compaction due to wheel 
traffic, which would lower K values significantly by reducing 
total porosity and macroporosity [Onofiok, 1988]. The 
Guelph permeameter method described by Reynolds and 
Elrick [1986] was adopted for measuring the steady rates of 
recharge at 5 and 10-cm heads, and K values were calculated 
using the relationship based on Richard's analysis for steady 
state discharge from a cylindrical well in an unsaturated soil. 
In addition to the Guelph permeameter technique, six 
undisturbed soil cores were taken from each of the 66 sites, 
with three replicates from each depth. Undisturbed soil 
cores (76 mm in diameter and 76 mm long) were collected 
with an Uhland core sampler for K measurements in the 
laboratory, using the constant head permeameter method 
[Klute, 1965]. For the lab method, 198 (3 x 66) cores were 
collected from 66 sites for each depth. After discarding few 
bad samples, 185 samples for the 15 cm depth and 188 
samples for the 30 cm depth were analyzed. Details on the 
method of collecting undisturbed soil cores for K determi­
nation in the lab are given by Kanwar et al. [1989]. 
Experimental Results 
Table I and Figure 2 give the summary of the experimental 
K values obtained using the in situ Guelph permeameter and 
the laboratory constant head permeameter methods. The K 
values shown in Figure 2 for the laboratory method are the 
TABLE I. Summary of K Data Sets Based on 66 Sampling Sites Arranged on Two Transects 
Across the Field, Perpendicular to Each Other 
Lab* Depth Field Depth 
Method Adopted 15 cm 30 cm IS cm 30 cm 
Number of observations 183 188 66 66 
Average, cm/s 6.293 X 10 -4 8.737 X 10 -4 5.426 X lO"* 3.923 X 10 -4 
Maximum, cm/s 2.662 X 10 -J 2.163 X 10 -J 2.064 X 10"' 1.813 X 10 -i 
Minimum, cm/s 5.240 X 10 -5 3.037 X 10 -5 2.034 X lO"' 1.822 X 10 -> 
Standard deviation 5.664 X 10 — 4 6.296 X 10 -4 4.414 X lO"* 3.432 X 10 -4 
Variance .1.208 X 10 - /  3.965 X 10 -7 1.948 X 10"' 1.178 X 10 - /  
Coefficient of variation. % 90.00 72.07 81.35 87.46 
"These .iiaiistiea) pammeiers are based on average K li.e.. of three replicates). 
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Fig. 1. Experimental plot for spatial study of K in Boone 
county, Iowa; 66 sampling sites arranged on two transects (NE-SW 
and NW-SE) across the field (soil type map included). Triangles 
indicate sampling sites. 
should be positively correlated with the observed value of 
the regionalized variable. Finally, the theoretical variogratn 
model (of raw data or drift residuals) should closely approx­
imate the observed variogram of the raw data or of the 
residuals [Journet and Huijbregts, 1978, p. 167 and 246]. 
Ordinary and universal kriging computations were per­
formed with a computer routine adopted from the United 
States Geological Survey [Grundy and Miesch, 1987]. 
Experimental Methods 
A 115 m X 183 m experimental plot was used for this study 
at the Agronomy and Agricultural Engineering Farm near 
Boone in central Iowa. Soil types in this plot were Nicollet 
loam and Clarion loam derived from glacial till. The plot had 
gentle slopes of less than 2% on the north and was on a 
s l i g h t l y  c o n v e x  r i s e  o n  t h e  s o u t h  w i t h  l o w  r e l i e f  [ U . S .  
Department of Agriculture, 1984]. It has also been under 
no-tillage management for the last 6 years. A Gueiph per-
meameter [Reynolds and Elrick, 1986] was used to measure 
the in situ values of K at sites located on two perpendicular 
transects crossing at the center of the field. The transects 
were oriented in NW-SE and NE-SW directions along the 
major and minor axes of the field and are shown in Figure I. 
This type of sampling pattern is not commonly used to study 
the spatial dependence of soil hydraulic properties. The 
design was intended to limit the number of K measurements 
and to generate sufficient number of pairs at intermediate lag 
distances. The sampling pattern also provided an adequate 
number of pairs for directional geostatistical analysis and for 
exploratory data analysis in NW-SE and NE-SW directions. 
K measurements with the Gueiph permeameter were 
made at 4.6-m intervals on both transects, at 15 and 30 cm 
depths. This resulted in 66 in situ measurements of K for 
each depth (as shown in Figure 1). All K measurements were 
made in the crop rows to avoid compaction due to wheel 
traffic, which would lower K values significantly by reducing 
total porosity and macroporosity [Onofiok, 1988]. The 
Gueiph permeameter method described by Reynolds and 
Elrick [1986] was adopted for measuring the steady rates of 
recharge at 5 and 10-cm heads, and K values were calculated 
using the relationship based on Richard's analysis for steady 
state discharge frotn a cylindrical well in an unsaturated soil. 
In addition to the Gueiph permeameter technique, six 
undisturbed soil cores were taken from each of the 66 sites, 
with three replicates from each depth. Undisturbed soil 
cores (76 mm in diameter and 76 mm long) were collected 
with an Uhland core sampler for K measurements in the 
laboratory, using the constant head permeameter method 
[Klute, 1965]. For the lab method, 198 (3 x 66) cores were 
collected from 66 sites for each depth. After discarding few 
bad samples, 185 samples for the 15 cm depth and 188 
samples for the 30 cm depth were analyzed. Details on the 
method of collecting undisturbed soil cores for K determi­
nation in the lab are given by Kanwar et al. [1989]. 
Experimental Results 
Table I and Figure 2 give the summary of the experimental 
K values obtained using the in situ Gueiph permeameter and 
the laboratory constant head permeameter methods. The K 
values shown in Figure 2 for the laboratory method are the 
TABLE I. Summary of K Data Sets Based on 66 Sampling Sites Arranged on Two Transects 
Across the Field, Perpendicular to Each Other 
Lab* Depth Field Depth 
Method Adopted IS cm 30 cm 15 cm 30 cm 
Number of observations 185 188 66 66 
Average, cm/s 6.293 X 10 -4 8.737 X 10 -4 5.426 X 10 -4 3.923 X 10 -4 
Maximum, cm/s 2.662 X 10 -J 2.163 X 10 -J 2.064 X 10 -i 1.813 X 10 -3 
Minimum, cm/s 5.240 X 10 -5 3.037 X 10 - i  2.034 X 10 -> 1.822 X 10 - )  
Standard deviation 5.664 X 10 -4 6.296 X 10 -4 4.414 X 10 -4 3.432 X 10 -4 
Variance 3.208 X 10 3.965 X 10 -7 1.948 X 10 -7 1.178 X 10 -7 
Coefficient of variation, % 90.00 72.07 81.35 87.46 
'These siuiisticul parameters ure based on average K (i.e.. of ihree replicates). 
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arithmetic averages of three replicates collected from each 
site. On the average the constant head laboratory method 
provided higher K values than the Guelph permeameter 
method. Moreover, the standard deviations and coefficient 
of variations for K were generally higher for the laboratory 
method in comparison with the Guelph permeameter 
method. These differences between lab and field data could 
have been caused by macroporosity effects, experimental 
method effects, and/or sample volume effects. A study by 
Lauren et al. [1988] showed a large variation in K values due 
to sample volume used when the soil contained macropores. 
They found more accurate K estimates with larger soil 
samples. Our study contained a large number of macropores 
(wormholes and root channels) oriented nearly vertically 
within the top 30 cm of the soil. The wormholes and root 
channels were different in size and density at 15 and 30 cm 
depths because of differential growth and density of plant 
roots at different depths [Singh et al., 1991]. 
In addition to the sample volume or macropore effects, the 
variation between the lab and Guelph permeameter methods 
might be compounded because of the inherent differences. 
The Guelph permeameter measures the composite of hori­
zontal and vertical values for K under anisotropic condi­
tions, whereas the lab method determines the vertical K 
values. Moreover, the K values measured by the Guelph 
permeameter are also affected because of smearing of the 
well wall, compaction, and air entrapment, which could also 
reduce the conductivity in comparison with the measured K 
values in the lab. For some soil cores we observed extremely 
high K values due to short^ircuiting of water through the 
unexpectedly large number of continuous macropores (chan­
nels). Similar phenomena have been reported by Lauren et 
al. [1988] and Kanwar et al. [1989]. 
Spatial Analysis and Discussion 
Robust-Resistant Approach for Semivariogram 
Development 
Exploratory techniques [Tukey, 1977; Velleman and Ho-
aglin, 1981] are suitable for spatial analyses of soil properties 
using resistant (i.e., arithmetically stable) and robust (i.e., 
model stable) methods [Hamlett et al., 1986; Cressie and 
Horton, 1987]. Incorporating resistant measures and robust 
ideas, the basic objective of exploratory data analysis tech­
niques is to overcome the nonstationarity within the exper­
imental data, which is a common occurrence under field 
conditions. Downweighting by a robust estimator [Cressie 
and Hawkins, 1980] or removal by resistant measures 
[Tukey, 1977] of any outliers present in a data set helps to 
achieve the stationarity conditions for the semivariogram 
development. 
For the K data collected in this study a resistant technique 
(little affected by data outliers) was used to examine the 
spatial structure of K values in conjunction with geostatis-
tics. Normal probability plots and plots of median against 
interquartile range squared were also developed to examine 
the data distribution and variance stationarity. The running 
median smoother approach [Velleman and HoagUn, 1981, 
pp. 163] is simplified to a split-window median polish tech­
nique For our spatial analysis and is discussed in the follow­
ing sections. A major finding is that while serving as an 
efficient smoothing tool, the median behaves more as a "solo 
representative" or "siimmary point" for the data set of a 
particular window. 
Figure 2 shows normal probability plots of raw K data for 
two soil depths using two methods (i.e., in situ Guelph 
permeameter and laboratory constant head permeameter). 
These plots show a highly skewed distribution of K data. For 
the resistant analysis, stationarity of the variances against 
medians was checked. Because we matched our sampling 
grid design and expected soil clustering in the glacial till 
material (due to differential and incremental deposition of 
soil material during the process of formation and afterward), 
both transects were divided into a number of regular win­
dows each having an equal number of sampling sites. Figure 
3 shows the median of the windows and their interquartile 
range squared to inspect the stationarity of variance. This 
figure shows that the variance (interquartile range squared) 
is correlated with the median value, indicating the presence 
of nonstationarity in the variance. To remove the nonsta­
tionarity and nonnormality in the data sets, different trans­
formations and resistant-based remediation techniques were 
tried. 
K data were transformed to produce a nearly normal 
distribution (i.e., approximately symmetric, bell-shaped 
stem-and-leaf plot), and homogeneous variances [Cressie, 
1985] using the "universal transformation principle." Dif­
ferent transformations were invoked to squeeze or spread 
the data set to obtain a more bell-shaped or Gaussian curve. 
Square root, cube root, and other power transformations 
[Tukey, 1977; Cressie and Horton, 1987] and scaled trans­
formations [e.g., Bresler et al., 19821 yielded good results in 
transforming the nonnormal data sets to nearly normal data 
sets. But the question arises about the stationarity of vari­
ance, which could not be assured by these transformations. 
Log, transformation yielded fairly homogeneous variance 
(i.e., interquartile range squared) with respect to the median 
of windows across the transects (Figure 3) for K values at 15 
cm depth (lab method) but did not show much improvement 
for K values at 30 cm depth. A comparison of Figure 2 
illustrating raw K data with Figure 4 illustrating log-
transformed K data and the test (Table 2) cleariy indicate 
that K values tend to be lognormally distributed. Although 
log transformation has nearly normalized the data set, the 
presence of local trends or regional clustering in the soil 
might be causing the nonstationarity. Therefore normalized 
data is assumed to follow the relation 
Z ( x )  = i x { x )  + e(.t), (6) 
where Z(x) denotes the log-transformed regionalized vari­
able at location (%). n(x) is a measure of central tendency, 
that is, deterministic drift of the variable at location {x), and 
e(x) is the random component at location (jc) normally 
distributed with zero mean, which satisfies the second-order 
stationarity required for spatial analysis. All experimental K 
data were therefore log-transformed, and log, K values were 
used for further analysis. But at the same time it is known 
that additivity principles are valid only on the same scale 
[Cressie, 1985]. Therefore it was decided to carry out the 
entire analysis with the data on log scale and to transfer the 
results to the original scale whenever required. 
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Fig. 2. Steady state K  data: (a) 30 cm. field; i b )  30 cm, lab; (c) 15 cm, field; and (</) 15 cm, lab. Spatial distribution 
plots are on the left and normal probability plots are on the right. 
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Fig. 3. Median-interquaitile range squared plots for K data sets: raw data (left) and log-transformed data (right). 
Semivariograms at 30 cm Depth 
Experimental semivariograms based on log, K values 
were developed and are presented in Figure 5. These two-
dimensional mean isotropic semivariograms were based on 
all 66 log-transformed data (with wild outliers present). A 
robust estimator ICressie and Hawkins, 1980], however, was 
used to curtail the effects of these outliers by downweight-
ing. Strong positive spatial dependence was found for both in 
situ and lab methods at a depth of 30 cm under no-till 
conditions. Figures 5c and 5d show plots of versus h. 
The dip in the lag range of IS to 30 m may be an indication 
of some kind of short-scaled variation in K. It may by cyclic 
or clustered. Short-scale variation should not be confused 
with microheterogeneity of soil. Moreover, these semivari­
ograms show an overall range much higher than these 
short-scale variational ranges. The lower "nugget effect" in 
comparison with the sill value in Figures 5c and 5d indicates 
that spatial structure dominates microheterogeneity in the 
soil. At the same time, moderately steeper slopes of these 
variograms signify the changes in AT values, indicating mod­
erately irregular, erratic, or discontinuous surfaces. 
Directional semivariograms (y,) as shown in Figures 5c 
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Fig. 4. Normal probability plots of log-transformed K  data sets; ( a )  30 cm.fieid; ( b )  30 cm, lab; (cl IS cm. field; and 
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and 5d at 30 cm depth were developed along the transects 
(NW-SE and NE-SW) and along the diagonal directions (N-S 
and E-W), with a tolerance of ±22.5°. The average semivari-
ogram ly*) using the weighted average [(l/2rt,)2,/t,-)',] was 
developed. All-directional mean isotropic variograms (y) 
compared well with average variograms (y*). But the direc­
tional semivariograms show new interesting behaviors. In 
both instances (laboratory and in situ) the main feature of 
directional variation is easily observed. Sill is maximum for 
r, in the NW-SE direction and minimal in the E-W direction, 
although the range remains approximately the same for all 
directions. Looking at Figures 5c and 5d, it is difficult to 
differentiate whether the difference between these direc­
tional variograms are due to the proportional effect or to 
anisotropicity indicating the underiying depositional process 
of glacial till. Looking at the semivariograms toward higher 
lag distances, one might assume that the phenomenon is 
proportional. By focusing the comparison near the origin, 
one might conclude that the phenomenon is indeed zonal 
anisotropy [Journel and Huijbregts. 1978. p. 181; David. 
1977, p. 135], which may not be true because all measure­
ments were made at the same depth (30 cm). Moreover, 
because the sampling scheme adopted was regular and on 
bisecting transects, the chances of clustered-sampling loca­
tions were eliminated, and such locations are the usual 
causes of "quasi-stationarity" producing a "proportional 
effect" in semivariogram estimates. Therefore it is difficult 
to determine the cause of the underlying process contribut­
ing to the spatial structure of K. The proportional effect, 
however, seems to be effecting more than the anisotropy 
effects, considering the nonstationarity of the log-
transformed data due to soil clustering described earlier. 
Therefore all-directional mean isotropic semivariograms es­
timated using the entire K data set for both transects 
TABLE 2. Test of Normality for K and In K 
K In a: 
Depth. Degrees of Degrees of 
Method cm r Freedom PL. X' Freedom P.L. 
Lab 15 33.36 4 «0.005 3.17 3 0.366 
Lab 30 13.45 4 0.0093 11.3 3 0.011 
Field 15 40.55 4 «0.005 7,19 4 0.124 
Field 30 19.67 3 «0.005 6.94 3 0.072 
P L., level of significance. 
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Fig. S. Experimental robust semivariograms (directional, average, and two-dimensional mean isotropic). 
represent the spatiai structure of the till soil at 30 cm. The 
"short-scale variation," representing the clustering phenom­
enon, and the "large-scale variation," indicating soils of 
similar hydraulic properties, seem to have 'greater spatial 
correlation (i.e., smaller y values) along the NE-SW transect 
than along the NW-SE transect. The orientation of maxi­
mum and minimum continuity along these directions sug­
gests incremental deposition causing layered and overlap­
ping soils. 
Semivariograms at 15 cm Depth 
Semivariograms for 15 cm depth (Figures 5a and 56) were 
of dissimilar characteristics and dominated by white noise 
and trends. Even though semivariograms y(h) for the Guelph 
permeameter and lab methods did not match very well, both 
revealed a typicaJ concave trend, and the one for lab 
measurements was more prominent. In these variograms the 
higher nugget effect versus sill is caused by random variabil­
ity of "microheterogeneity" in comparison with structural 
variation, indicating a weak spatial dependence. Possible 
reasons for this variation are farm traffic and freezing and 
thawing phenomena which break the soil structure unevenly 
at the surface of no-till soil. Hamlett et al. [1986] observed a 
similar phenomenon for their soil water tension study in 
no-till plots, which was due to variability in soil surface 
residue cover and soil pore continuity. From this evidence it 
can be concluded that the no-till plots lack good spatial 
structure at the surface soil layer of 0-15 cm. 
Theoretical Model Fitting 
Usually, the forecasting of variogram models facilitates 
follow-up spatial studies. Therefore an effort was made to 
generalize the structural trends by fitting experimental semi-
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0.00 16.00 29.72 43.43 57.15 70.87 84.58 
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Fig. 6. Theoretical models fitted to the experimental two-
dimensional mean isotropic semivariograms for In K at 30 cm depth: 
nested structure of nugget and two spherical models with different 
sills and ranges. 
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TABLE 3. Theoretical Models Fitted to Two-Dimensional Mean Isotropic Semivariograms for In K Data Sets 
Depth. Applicable Range, 
cm Method Models m 
30 lab y{h) = 0.265 + 0.583(1.5^/18 - 0.5/iVl8') + 0.715(I.5A/46 - 0.5A^/46') A <18 
y(h) - 0.265 + 0.583 + 0.715(1.5/i/46 - 0.5/i'/46') 18 s A < 46 
y{h) =• 0.265 + 0.583 + 0.715 A a 46 
•><0) = 0 , , , , 
15 field i(h) - 0.663 + 0.742(1.5A/23 - 0.5/i^/23^) + 0.954(1.5A/60 - 0.5A'/60') A <23 
#) - 0.663 + 0.742 + 0.954(l.5A/60 - 0.5*^/60^) 23 s A < 60 
y(h) = 0.663 + 0.742 + 0.954 A 2 60 
MO) = 0 
variograms with standard theoretical modeis. The fitted 
theoretical models were found useful in analyzing and inter­
preting our results of the split-window-based resistant ap­
proach. 
Theoretical models were fitted for the experimental vari­
ograms at 30 cm depth by the trial and error approach and 
were validated using a simple point-kriging approach (see 
Figures 6a and 66). The developed theoretical models for the 
observed K data had a nested structure with three distinct 
components. A small "nugget effect" (Co) indicates inherent 
"microheterogeneity" of soil samples. A spherical model 
with sill (C|), which fabricates the structure of the soil 
within a lag distance of about 20 m. could be termed a 
"short-scale variation." The third component, modeled with 
another spherical model with sill (0%), indicating "large-
scale variations," had an overall range of spatial dependence 
for /IT up to 60 m (in situ method). An exiionenflal model with 
the same sill and range, however, showed equally good fit as 
the spherical one but showed the typical asymptotic behav­
ior. Thus the spherical one was preferred over the exponen­
tial one. The overall nested structure of the models and their 
characteristic parameters are presented in Tables 3 and 4. 
Comparison of these models for two different AT-measuring 
techniques showed excellent consistency in their trends 
even though some variations in their parametric values were 
observed. The three major cross-validation criteria (KAE, 
KRMSE, and KMSE) estimated are shown in Table S. 
Values of KAE, KRMSE, and KRMSE were close enough 
to their recommended optimum. Correlation coefficients 
(R^) between the regionalized variable and the kriged esti­
mate were reasonably good at 0.64 and 0.58 for lab and in 
situ methods, respectively, ensuring the nested model as a 
good fit (Figure 7). 
Summarily, the semivariograms of log-transformed data 
Z{x) for 30 cm depth show cyclic or clustering behavior at 
about 20-m lag distance, thereby indicating a nonrandom 
shift for both measuring techniques. At 15 cm depth for K 
values measured with the Guelph permeameter the normal 
probability plot and the semivariogram estimators confirm 
the effect of random variability contributing toward the 
"nugget effect." The semivariogram estimators at 15 cm 
depth for lab measurements (Figure 56) showed, however, a 
typical linear drift in the NW-SE direction. Handling this 
kind of cyclic or clustering pattern and/or directional trend 
and coming up with model parameters is not a trivial task 
[David, 1977, p. 266; Journet and Huijbregts, 1978, p. 313]. 
Webster and Burgess [1980], Yosi et al. [1982], and other 
researchers have discussed methods of handling drift (or 
detrending the data) by modeling it and using up to second-
degree polynotnials. On the other hand, Hamlett et al. [1986] 
adopted the nonparametric median polish approach [Tukey, 
1977] to remove the drift along all grid directions and found 
it a better and more economical approach than the former 
because the nature of data or residuals can be visualized 
after every operation. This approach could support the 
spatial analysis by judging the normality of data and station-
arity of variance and of median and by revealing the pres­
ence or removal of drift or clusters, resulting in interprétable 
semivariogram estimators y{h). 
Split-Window Median Polish 
Following semivariogram development, an exploratory 
approach of "split-window median polish" was used to 
analyze and interpret the behavior of the log, K data sets. 
This approach was found suitable for analyzing the cyclic or 
clustering behavior of the data sets. Both the NE-SW and 
NW-SE transects were split into a number of spans or 
windows of equal lengths (and equal numbers of sampling 
sites because of the regular sampling pattern). Medians of 
these windows were estimated. Window lengths having odd 
three (13.8 m), five (23 m), and seven (32.2 m) numbers of 
sampling points were chosen to calculate the medians of the 
windows of K data. Windows of up to a maximum of seven 
sites (i.e., 32.2 m) were considered, because the previous 
estimated semivariograms for the log-trapsformed K values 
at 30 cm depth showed a clustering behavior in the spatial 
structure at a lag distance of about 18 to 23 m. The first 
TABLE 4. Summary of Spatial-Dependent Parameters of In K at 30 cm Depth for the Glacial Till Soil 
Nugget 
Effect 
(Co) 
Structural Component Range 
Method 
Adopted 
Depth, 
cm 
Model 1 
C| Model 2 Cj 
SilIC 
(Co + C, + Cj) CQ/C. % 
Model I. 
m 
Model 2. 
m Variance 
Lab 
Field 
30 
30 
0.265 
0.663 
0.583* 
0.742* 
0.715* 
0.954* 
1.563 
2.359 
17 
28 
18 
23 
46 
60 
1.431 
1.871 
•Spherical. 
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TABLE 5. Values of Cross Validation Criteria lor the Nested Models of In K at 30 cm Depth 
Search Radius. 
Depth. m/Neighborhood 
R-Method cm KAE KRMSE KMSE/SD Size 
Lab 3a -0.0033 1.0556 0.8963/1.196 46/10 0.64 
Field 30 -0.0173 1.0041 1.1127/1.368 60/13 0.58 
iteration of the median polish approach [Tukey, 1977] for 
each window was performed to account for the clustering 
eflFect of K property. Residuals were calculated by subtract­
ing the median of respective windows from the regionalized 
variable at each site as 
R ( x )  = Z i i x )  -  Z i  /• = 1, 2. N, (7) 
where R ( x )  denotes the residual value at location U), Z,W 
is the log-transformed K data and belongs to window (i), and 
Zi indicates the median of window i. The odd number of data 
values left at the end of the transect (which could not be 
accommodated in the windows of specified lengths) were 
averaged out or taken as such if they were left alone. 
Stem-and-leaf plots and normal probability plots of these 
residuals R(x) were developed and examined visually. The 
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Fig. 7. Scatter diagrams of log-transformed K data versus kriged 
estimates based on the nested model at 30 cm depth. 
best sets of residuals were obtained with a window width of 
23 m (of five sites) with nearly normal distribution. Stem-
and-leaf plots and normal probability plots are shown in 
Figure 8 for 23-m windows. Moreover, the medians of these 
residuals for all the windows across the transects were zero 
irrespective of interquartile range squared, which satisfies 
the variance and median stationarity rule for semivariogram 
development. 
Median-polished residual values were used for semivario­
gram estimation and are plotted in Figure 9. Instead of 
achieving better variograms with better structure, all ap­
peared to exhibit the pure "nugget efiFect." However, when 
plots were examined of the window median across the 
transects (as shown in Figure 10 for NE-SW and NW-SE 
transects), some interesting features were discovered. The 
plots for 30 and 15 cm depth (Figures I0a-10</) show that the 
spatial structure lies in the median of the windows, indicat­
ing structural variation (i.e., regular variation of the median 
from window to window and clustering of soil of similar 
hydraulic properties inside the window, with few excep­
tions. Comparing the plots of medians (Figure 10) with the 
semivariograms drawn for log-transformed K values before 
median polishing (Figure 5) could reconfirm our results in 
terms of range of "short-scale" and "large-scale" varia­
tions. Examining these figures, it can also be judged chat the 
overall range (large-scale variation) of soils of predictable K 
at 30 cm depth is of about three window lengths of 69 m 
(measured in situ) and about two window lengths of 46 m 
(measured in the lab). That reconfirms the overall spatial 
range found from the semivariogram analysis. Moreover, 
each window of 23 m length would represent soil of similar K 
value, indicating short-scale variation. Therefore when me­
dians were subtracted A-om the raw data, the structural 
components were removed from the data set, leaving behind 
the "nugget efifect" in the residuals, which resulted in the 
structureless semivariograms, as shown in Figure 9. There­
fore the open-ended question. Is stationarity of regionalized 
variable a critical criterion for semivariogram estimation in 
this type of clustered soil?, may be posed at this moment. 
Interestingly, at 30 cm depth, both in situ and lab semivari­
ogram estimators, as well as the medians across the 
transects, showed consistency in their trends even though 
some differences were observed in their sills and overall 
range of influence, which may have been caused by the basic 
difference between the two techniques. 
In the plots for 15 cm depth, medians (Figures lOc and 
lOd) are dominated by white noise and a NW-SE drift 
matching the structureless semivariograms of the residuals 
(Figures 9a and 9b), indicating no apparent large-scale 
structure in the original data sets of K values for the surface 
layer (0-15 cm). Moreover, comparison of semivariograms 
at 15 cm depth (lab method), for log-transformed K data 
(Figure Sh with Figure 9b for median-polished residuals). 
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Fig. 8. Stem-and-leaf plots (left) and normal probability plots (right) of In K residuals after split-window median 
polish: (a) 30 cm. field; (b) 30 cm. lab; (c) 15 cm, field; and (</> 15 cm. lab. 
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Fig. 9. Robust semivariognuns of the residuals following split-window median polish. 
reconfirms the presence of a drift in the medians of the 
windows. Thus it attributes the median a "solo representa­
tive" or "summary point" of the window when the structure 
can be best described as a "single-window structure." 
Split-Window Median Polish Versus Universal 
Kriging 
Universal kriging [Matheron, 1971; Journel and Huij-
bregts, 1978; Webster and Burgess, 1980) was performed on 
lab 15-cm data to give a qualitative comparison with split-
window median polish to remove the local drift. Least 
square fits (simple regression) of the log-transformed K 
values versus X-Y coordinates of the field indicated a 
reasonable correlation between the X axis (NW-SE) and the 
K values. As reported by previous researchers, drift of an 
order higher than quadratic is almost never needed in 
universal kriging. Linear and quadratic drifts were tested by 
trial and error in conjunction with different linear and nugget 
variograms to represent the residuals. From the cross-
validation criteria in this instance we did not achieve anything 
significant for quadratic trend over the linear trend. Therefore 
in order to avoid needed detail, linear trend was considered to 
be the best approximation. The experimental variograms (up to 
eight lags) were almost falling on the best fit linear model for all 
directions. Universal kriging was therefore performed with a 
moving neighborhood (search radius) of eight lag distances. 
Semivariograms of the residuals after removing the linear drift 
showed a limited or absent spatial relation for the laboratory K 
data set (Figure II). Such a behavior is often referred to as 
"nugget effect." These changes indicate that a higher rate of 
variability and smaller zone of influence resulted from detrend-
ing. As expected, however, detrending followed by residual 
semivariogram development decreased the estimate of bias 
(sum of residuals; original data minus kriged estimate) but not 
significantly. Furthermore, comparison of Figures 11 and 9b 
shows the close match of results obtained by both the methods. 
It assures that the split-window median polish is an equally 
suitable and much easier approach for the spatial analysis of 
clustered soils. 
Summary and Conclusions 
Spatial structure for saturated hydraulic conductivity (K) 
of a glacial till material under no-tillage condition was 
examined for two depths with two K measuring techniques. 
Evidence of nonstationarity in K data pose problems on the 
reliability of semivariogram estimators. Analysis of data 
before developing the semivariogram was discussed. Log 
transformation followed by an economical resistant data 
analysis using split-window median polishing technique was 
used to remove the median and variance nonstationarity 
from a data set generating valuable semivariogram estima­
tors for the interpretation of the structural variability. 
A robust estimator [Cressie and Hawkins, 1980] was used 
to accommodate the contaminating outliers. Semivariograms 
estimated for both methods of K measurements were found 
to have close similarity for 30 cm depth. Good spatial 
structure was observed (short-scale variability) within a lag 
distance of 20 m for determining K values of the glacial till 
soil. Beyond this range a more clustering effect in K was 
observed with an overall range (large-scale variability) of 60 
m (in situ method). Spatial structure of K was modeled using 
the nested structure of three different components, namely, 
random variability due to soil "microheterogeneity", 
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Fig, 10. Medians of In ^  as "solo representative" of split windows across the transects NE-SW (left) NW-SE (right). 
"short-scale variability", which may be due to clustering of 
till material by differential deposition, and "large-scale vari­
ability" due to the soil of the same type or origin. The nugget 
effect, and two spherical models, were used in the above in 
< 
i 
< 
a 
i 
w 
originai data 
+ residual 
NW-SE 
Fig. II. 
before 
4.6 13.8 23.0 3Z2 41.4 50.8 59.8 69.0 78.2 87.4 
Lag Distance (m) 
Semivariograms of In K at IS cm depth (lab method) 
and after a linear drift was removed by universal kriging. 
order to fabricate the overall structure of the till material. 
Further exploratory data analysis exposed an interesting fact 
indicating that spatial structure of the clustered soil lies in 
their medians, which may be called "solo representatives" 
or "summary points" of clusters. This clustering phenome­
non is due to differential deposition of soil layers by glacial 
drifts during its formation or subsequent incremental depo­
sition due to wind drifts. 
Semivariogram estimators for in situ K values at 15 cm 
depth under the no-till condition did not exhibit any large-
scale structure in addition to weak small-scale structure. 
Variability is dominated by the heterogeneity in the soil. 
Reasons for this behavior may be due to uneven breaking of 
soil structure due to freezing and thawing at this shallow 
layer. Moreover, a typical directional trend was found for 
both in situ and lab measurements of K. This trend became 
more prominent in the medians of the windows across the 
NW-SE transect. Split-window median polish was found to 
be a useful tool, for clustered soils, in performing a reliable 
spatial analysis, resulting in more realistic structural estima­
tors for better interpretation of K data. 
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