Abstract. One of the most important problems for studying neural network models is the adjustment of parametas. Here we show how to formulate the problem as the minimization of the dilferslee betwen two limit cycles. The backprop%ation method for leaming algorithms is described . ss the application of grsdient descent to an eror fundion that computes this difference. A mathematical formulation is given that is applicable to any type of network model, and is applied to several models. For example, when learning in a network in which dl cells have a common, adjustable, bias current, the value of the bias ie adjustcd at a rate proportional to the difference between the sum of the target outputs and the sum of the actual outputs. When learning in a network of n cells where a target output is given for every cell. the learning algorithm splits into R indepndent leaming algorithms, one per cell. For networks containing gap junctions, a gap junction is modelled D conductance times the potential difference between the two adjacent cells. The requirement that a conductme g munt be positive is enionzed by replacing g by a functbn pos(g*) whose value is always positive, for example cxp(O.lg*), and deriving an algorithm that adjusts the parameta g* in place of g. When target output is specified for every cell in a network with gap junctions. the learning algorithm splits into fewer independent componeds, one for each gap-mnneaed subset of the network. The lemming algorithm for II gspmnneeted set of cells cannot be paralklized further. As a find example, a leaming algwithm is derived for a mutually inhibitory twccell network in which each cell has a membrane current. This generalized approach to backpropagation allows one to derive a learning algorithm for alntoat any model neural network given in t e m of differmtid equations. It will be an essential tool for adjusting parmetem in s m a l l but complex network models.
Introduction
A major area of interest in neurobiology is the input/output behaviour of neural networks. The corresponding network models consist of several neuron-like units, together with a model for the interactions between neurons. There is considerable variation in the level of sophistication of such models, ranging from the first abstract mode1,ofMcCulloch and Pitts (1943) , to the graded response model of Hopfield(l984), to Hodgkin-Huxley type models (Hodgkin and Huxley 1952, Rose and Aindmarsh 1989, Yamada et a/ 1989) and to multi-compartment models of asingle neuron (Perkel and Mulloney 1978, Edwards and Mulloney 1984) . The adjustment of parameters that cannot be measured experimentally is an important problem in the development of network models. If there are many parameters with unknown values then the problem is difficult because in general all the parameters may interact with each other in complex ways and adjusting one parameter may affect the response of the model to other parameters. One would like to have a way to adjust parameter values systematically. This is the problem addressed by learning algorithms. A learning algorithmis nol about learning in the biological sense, but in the senseof automatically adjusting a complex interacting group of biological parameters. Nonetheless this does not preclude the possibility that some future learning algorithm may be a useful model of biological learning.
Backpropagation was first introduced to the neural network community by Rumelhart el a/ (1986) . They showed how to train a multilayer, feedforward, network of neuron-like units to produce a desired set of static input-output relationships. This was the first major advance on the problem of learning in neural nets since the percep tron convergence theorem of Minsky and Papert (1969) . Although this was the first appearance of backpropagation in the neural network literature, it appears in the 1960s in a control theory textbook (Bryson and Ho 1969) and survey paper (Bekey 1970) , and in the iS7Os in economics CFererbos iS74j. in a muitiiayer network, information flows in only one direction, from input units to output units, layer by layer. Such a network cannot produce timevarying outputs because once the input information has reached the output units no more change is possible. In a recurrent network, information can Bow in both directions between any two units. Such a network may settle into a fixed output pattern or may continue to cycle through a sequence ofoutput patterns iridefinite!;.. Pic& (1987) exk-ded thc backpropag&i=n (SF') dgcritkm tc train re= current networks to produce fixed output patterns. Williams and Zipser (1989) and Pearlmutter (1989) further extended the BP algorithm to train a recurrent network to produce time-varying output patterns. Doya and Yoshizawa (1989) showed how to train a fully recurrent network to oscillate, using a method of derivation which, superficially, was different from the method of earlier authors. Part of our work arose from an attempt to reconcile and generalize the derivation of BP algorithms. The method we developed turns out to be a generalization of the Williams-Zipser approach. The previous algorithms all used what we will call the standard model of a neuron. It is commonly presented as an iterative, discrete-time, algorithm in which the next state of a neuron is given by a weighted sum of its inputs, and the output of the neuron is a sigmoidal function of its current state. The output of such a unit is usually interpreted as the firing rate of a real neuron. This is a rather loose analogue of a real neuron, but is useiui for obtaining suggestive insights about the pwibie behaviour oi iarge networks of live neurons.
The networks we have been investigating are invertebrate central pattern generators. A central pattern generator (cPc) is a network of neurons that produces steady rhythmic output in the absence of sensory input. Such rhythmic motor patterns are ubiquitous throughout the animal kingdom. Examples include locomotion, understand how CPGS function. Examples of model CPGS that have been extensively investigated include beating of leech heart (Calabrese and Peterson 1983) , swimming in n-ilonia (Getting 1989) and chewing of food in the gastric mill (GM) in the stomach of the lobster (Selverston and Moulins 1987) . In the case of the G M of the lobster, all the neurons and all their interconnections involved in the production of rhythmic activity are known (Selverston and Moulins 1987) .
We are studying the G M CPG of the lobster, shown in figure 1. In this, as in other CPGs, the interactions between neurons include various kinds of direct electrical P F Rowat and A I Seluerston connections, in addition to chemically-mediated excitatory and inhibitory synaptic transmission. The standard network model includes the latter, but does not include electrical connections, also known as g a p junctions. Ifwe are to build simplified models oi the GM CPG we must have a representation of gap junctions in our model networks. In addition, we must have a method for adjusting the parameters associated with gap junctions. Further, it is known that each neuron must have many different kinds of membrane currents, giving each neuron unique properties. A detailed model of such currents has been published for only a very few neurons (Connor and Stevens 1971a, b, Yamada el a[ 1989), none of which are components of the model CPGs mentioned above. Many neurons of the GM CPG display one or both of the following phenomena: plateau potentials and conditional bursting capabilites. A neuron is said to have a plateau potential if a short depolarizing pulse can cause it to fire tonically for a prolonged period, and if, when firing tonically, a short hyperpolarizing pulse causes it to abruptly stop firing Bud return to a hyperpolarized potential. A neuron is a conditional burster if, under certain circumstances, it becomes an endogenous oscillator. That is, the neuron produces regular, periodic bursts of action potentials. There is no representation for either of these properties in the standard network model, which essentially represents each neuron as a piece of passive membrane. Thus in modelling the GM CPG we must extend the standard network model to include some representation of these phenomena, and, further, we require a method of adjusting any associated parameters. The goals of the work reported here were: To include gap junctions in our network models. To include plateau potentials and conditional bursting in the model neurons.
To develop parameter adjustment algorithms for network models that include representations for the above properties. We present an approach to the generation of learning algorithm for general network models. In particular we show how to obtain parameter adjustment algorithms for networks that include electrical connections, for models in which partial informa tion is known about some parameters, and for networks in which the model neurons include membrane currents. Since plateau potentials and conditional bursting are prw duced by membrane currents, we are able to adjust parameters in network models that include these properties. When the actual outputs of all the units in a model network are known experimentally, which is the case for the GM CPG, we show how to obtain a learning algorithm of a particularly simple form when the standard network model is used. We indicate how to obtain the earlier recurrent BP algorithms by taking a discrete-time approximation to our algorithms.
A general learning algorithm has the potential for other uses in addition to parameter adjustment. For example, if the outputs of a live network are known, but it is impossible to train the proposed model to produce these outputs, then the model must be incorrect. (This requires that the learning algorithm be complete-it must find a solution if one exists.) Another use is in the investigation of the relation between the connectivity of a network and the types of rhythm it can produce. First one trains the network to produce oscillatory output on one unit. When training is complete, the whole network oscillates and the phase relationships of all the units can be read off from the outputs. Thus the rhythms associated with particular network connectivities can be obtained.
We are particularly concerned, in understanding the biological relevance of simplified network models, to concentrate our efforts on meaningful biological models, and to bridge the gap between biologist and modeller. This paper should, therefore, appeal to two classes of readers: modellers who want to understand how to design new models and to generate new learning algorithms, and biologists who want to know the relevance of the current torrent of modelling studies (a small sample of this is provided by IJCNN (1990), NIPS (1988) ) and need to know what assumptions underly some of the simpler network models used. Some sections will appeal more to the biologist, while others will appeal more to the modeller. The paper is organized as follows. Since all continuous network models are dynamical systems (systems of first-order autonomous differential equations), we start out in section 2 with a rigorous mathematical formulation of the parameter adjustment problem in the context of a dynamical system. This gives us a clear view of the problem in question. In section 3 we present the backpropagation method for the generation of learning algorithms in the context of a general dynamical system. We introduce the idea of teacher forcing and some terminology for describing learning algorithms. We show in section 4 how to modify a learning algorithm to take advantage of partial knowledge about a parameter's value. In section 5 we derive the Doya-Yoshizawa algorithm and in section 6 we show that the learning algorithm takes a particularly simple form in the case when the desired output for each unit (model neuron) is given in advance. In section 7 we discuss the interpretation of simple neuron models, in particular the standard model, and suggest modifications which in turn require modified learning algorithms. In section 8 we propose a simple model for networks which include gap junctions, and a learning algorithm to go with it. In section 9 we model a tweunit network, where each unit inhibits the other and each has a simplified membrane current. We show how our generalized approach enables us to derive a learning algorithm for this model.
Mathematical formulation of the parameter adjustment problem
The parameter adjustment problem can be loosely stated as this: some biological data is given, a model is proposed which could account for the data, and the problem is to adjust the parameters of the model to make its output match the data. The object of this section is to introduce some terminology, give the above simple idea a rigorous definition for oscillatory models, and introduce the concept of a learning algorithm as one approach to solving the parameter adjustment problem. is governed by a set of nL 2 1 first-order autonomous equations, then the complete set of n = Yc-? -I-. nt equations is also an instance of (2.1). Let the state variables for the kth unit be z b l , z h a , .
. . ,zLnk. One of these, say ztl, must be designated as the output for unit k, or, in a more general formulation, the output is given by a function Ok(zkl, z L 2 , .
. . ,zknk) of all the state variables of the unit.
Suppose (2.1) is claimed to model a biological network producing steady, oscillatory, motor output. It is common in experimental situations for the motor rhythm to re-establish itself very quickly after a disturbance to the membrane potentials that does not cause physical damage. Similarly, a small change in the chemical environment of the network causes only a minor change in the ongoing rhythm. Less commonly, some small changes in the chemical environment can cause an abrupt change in the ongoing rhythm. These observations translate into mathematical conditions on the model system (2.1) as follows. The first observation says that the system's phase portrait must have an attracting limit cycle whose basin of attraction includes all areas of the state space likely to be encountered in experimental situations. We will refer to this as the major limit cycle of the model. The second observation says that the system is structurally slable; that is, the overall system behaviour remains roughly the same when the parameters are changed by a small amount. Lastly, the occurrence of an abrupt change in network output is referred to as a bifurcation of the system.
The given biological data is referred to as the tarpd output for the system (2.1),
It consists of a collection of periodic functions h = (hi,, hi*, . . . , h i , ) , 1 5 H 5 n, each with period T > 0, where for each j, 1 5 j 5 H , hij specifies the desired target output of unit ij. The lnrgel subspace is the subspace C = Ri, x Ri, x , . . x Ri, of the state space R". Let T : R" -C be the projection from R" to C. The target output h defines an orbit r in G with period 7 ' . In order to compare the actual output of the system (2.1) with the target output, an error function E and an c > 0 must be provided. Suppose that for a particular parameter vector p, the system (2.1) has a stable limit cycle A. Let T ( A ) be the projection of A into the target subspace. Ideally the error function E should measure the difference, in C, between r(A) and the target orbit r.
The parameter adjustment problem can now be formally stated. Given a dynamical system (2.1) with parameters p , a target output h with limit cycle r, an error function E and an c > 0, the problem is to find a point 6 in parameter space such that (a) the system is structurally stable at 6; (b) the system has a major attracting limit cycle A at fi;
The number c is used to decide when the output of the system is close enough to the target output for practical purposes. In general it will not be possible to reproduce the target output exactly (c -0) since the class of outputs generated by networks of the given form (2.1) may not include the desired target output. Any type of algorithm that finds a point fi such that (a), (b), (c) hold may be said to have conuerged to the limit cycle A. A learning algoritAm is a procedure that starts with a random point p in parameter space, runs the system and compares the output with the target output, then adjusts the position of p by a small amount. The compare-adjust cycle is repeated until the algorithm converges to a solution vector fi.
The parameter adjustment problem occurs in many areas of science and engineering (Bryson and €Io 1969 , Werbos 1974 . In the case of recurrent neural networks using the standard model of a neuron, the parameter adjustment problem is solved by the algorithm of Pineda (1987) , Williams and Zipser (1989), and Pearlmutter (1989) . In the next section we give a generalized, continuous-time formulation of backpropagation which we apply in the rest of the paper to obtain learning algorithm for various extensions and generalizations of the standard network model.
Backpropagation and teacher forcing
In this section we give a generalized, continuous-time, development of backpropagation for use with generalized network models.
Our development starts by considering the error term used to compare the actual output of the system and the target output. Let F ( z , h ) be the difference between the state vector z and the target output h measured in the target subspace C. F is II usually taken to be thesum of squares 4 cj=,(zi ( t ) + ( t ) ) 2 , but other measures can be used. Recall that r is the target orbit described by k over time T. As mentioned in the previous section, the ideal would be to wait for the system to settle into a limit Learning in oscillatory networks cycle A, then use the error function E(r(A),I') = /-" F(z(s),h(s))ds.
1.-T
Bowever, that would require an enormous amount of computation at every step of a batch-oriented algorithm. To obtain an on-line algorithm, it does not seem possible to use an error term of the form just given. Instead, let the error term E(1) be the current differecce between z(!) e . d h!!!, F(z(!), h(!!!. This defines ac error surface over parameter space at time t. Now take the gradient of E(t) and adjust the parameter vector .
U by a certain amount along the line of steepest descent. The learning rate t) controls the size of this adjustment. Carry this out continuously, at every time t. When the parameters are being adjusted by this procedure, their values and the value of E oscillate considerably, which is to be expected since the error term used is only a coarse approximation to the true error. However, the amplitudes of the oscillations decrease to zero over the long term.
We will now give precise expression to the procedure just outlined. The quantities az,/ap, are obtained as follows. Partially differentiate both sides of (2.1) with respect to p k . Since d/dt commutes with a/ap,, one gets another dynamical system that defines the quantities a z / 8 p r , as follows: This constitutes a dynamical system having n Jr nm + m equations. A fully connected neural net using n standard model neurons has m = n2 adjustable weights and therefore requires n + n3 + n2 equations. Note that a variable such as 2 : = azi/apk can be interpreted as follows: it measures how z i responds to a small change in p k , or in other words the sensitiwify of z i to the parameter p k .
The remainder of the paper will be concerned with extensions or modifications of the following network model: P F Rowat and A I Selversfon where s is a sigmoid squashing iunction such as tanhjuzj ior U > 0. w e wiii discuss the biological relevance of this and other network models in more detail in section 8. We note for now that the right-hand side of (3.7) is interpreted as the input to a neuron, while the left-hand side acts as a delay operator, corresponding to the RC delay of the passive membrane of a neuron. It should also be noted that the following, often used, model (Rumelhart and McClelland 1986) reduces to (3.7) on setting
A frequently used discrete-time version of the standard network model follows from (3.7). First, all the time constants ri must have the same value r. Second, take the Taylor series expansion of zi(i + r ) at t:
The discrete-time standard model is obtained when time intervals of length r are used and the error term of O(r2) is ignored:
n Backpropagation has to be augmented by a technique known as teacher forcing (Williams and Zipser 1989) when the target outputs are oscillatory. As just described, backpropagation computes the direction of movement in parameter space required to move, in the target subspace, the projection of the state vector z(t) in the direction oi the target vector hjtj. in training a network to osciiiate, the essentiai problem is to find a set of parameter values which ensures that, if the state vector is close to the target vector in the target subspace, then the state vector will remain close to the target vector. It is not necessary, and it will not in general be possible, for the (projection of) state vector and the target vector to be identical at all times. However, when running asystem with an arbitrary set of parameter values, the projection of the state vector z(t) may become very distant from the target vector h(t). In this case the parameter changes computed by backpropagation may contradict the changes that would have been computed if the state vector was close to the target vector. The parameter vector p may be moved out to an irrelevant area of parameter space and convergence may not occur. Pineda (personal communication) has shown that if a system does not oscillate initially then backpropagation cannot cause it do so.
Teacher forcing (Williams and Zipser 1989) keeps the projection of z(t) close to h(t) by replacing, on the right-hand side of equation (3.7), every occurrence of an zi for which target output is given by its target value hi. This ensures that the parameter changes are relevant to the task of keeping the state of the system close to the target output.
With teacher forcing the equations (3.7) become where yj = hj if hj is given, otherwise yj = z j . We introduce some terminology for the parts of a learning algorithm. The fme equations are the original equations (3.4), for A generalized backpropagation algorithm can now be succinctly described using the terminology just introduced. Such an algorithm requires three sets of equations: the forced equations, the sensitivity equations, and the adjustment equations. The sensitivity equations are obtained from the forced equations by partial differentiation. The forced equations keep the state vector close to the target vector, the sensitivity equations define the sensitivity coefficients z i , and the adjustment equations use the sensitivity coefficients to move the parameter vector by a small amount in the correct direction to reduce the distance between the (projection OF) the state vector and the target vector. One frequently needs to ensure that the range of a parameter p satisfies a restriction such as p > 0, p < 0, or Q < p < p, particularly when partial information is known about the parameter from biological data. This cannot be done directly since gradient descent requires that a parameter be able to take all real values. This situation can be handled as follows. Let p be the restricted parameter and let res($) be a function, defined for all p * , whose range is exactly the restricted set of values. Replace each occurrence of p in the free equations by res@') and re-derive the learning equations using (3.5) and (3.6). The result of running these learning equations will include a value for p* which is then converted back to a value for p. An example will be given when we derive a learning algorithm for networks with gap junctions in section 8.
Restriction functions that wehave used are the following: pos(p') = cop' with U = 0.1, neg(p') = -pos(p'), bet@') = cr+(p-cr)/(l+e-eP') to enforce, respectively, p > 0, p < 0, or a < p < p.
P F Rowat and A I Seluevston 5. Target output on a single unit: the Doya-Yoshizawa algorithm
Here we consider a network of n units, n > 1, with a single oscillatory target output hn(t) specified for unit n, and the problem is to adjust the network parameters so that the network will produce a signal approximately the same aa hn(t) on unit n. The standard model of a neuron is used, 90 the free equations for the network are given by (3.7). Let s(x,) be the actual output of unit n, and uae the error term
By teacher forcing, the target output h, of unit n is used as input in place of s(xn). The forced equations are The algorithm specified by equations (5.1), (5.2), (5.3) was derived by Doya and Yoshizawa (1989) in a different manner. In their experiments they used an approximation given by omitting the term w i j s ' ( z j ) z~, on the right-hand side of equation (5.2). The meaning of this approximation is that when considering the effect of another unit j on unit i, only the direct effect of unit j on unit i is taken into account; the indirect effect through other units p , q is ignored. This approximation w a s sufficient to solve the examples given in their paper.
6. Target output on all units: the solo dancer principle Suppose that a network of n standard model neurons is given, a target output h,(t) is given for every unit i, i = 1,. . . ,n, and we w m t to adjust the weights so that the output of each unit approximately matches the corresponding target output. The free equations are given as usual by the'system (3.7). In this case a considerable simplification is possible by an extension of the teacher forcing idea. Think of the units 1,. . . , n as members of a dance troupe who have to learn their parts for a performance.
Imagine the confusion if everyone tried to learn their parts simultaneously, since every dancer interacts with all the others. The obvious way is for each dancer to learn his/her part in isolation, assuming that every other dancer performs correctly. Then when they all come together again the actual performance ought to be flawless. If each dancer achieves an attracting limit cycle in training, so that when his/her performance is perturbed by a small amount it quickly returns to the target, then the performance of the troupe as a whole will reproduce the desired choreography. We call this the solo dancer principle.
Thus, by the solo dancer principle, each unit i can be trained in isolation. The learning process consists of n independent learning algorithms, one for each unit, that can be executed in serial or parallel. The target outputs h j , j = 1,. . . 
Derivation of the solo dancer principle
The solo dancer principle, aa just described, can be derived from the equations (3.4)-(3.6). Assume network dynamics given by (3.7), and use the error term . *
Using teacher forcing, the forced equations are given by (6.1) above, for all i = 1,. . . , n.
Let aZi j j , = -for 15 i, j,k 5 n. The first time we used the solo dancer idea we were quite surprised that the whole network (troupe) ran perfectly after individual training was completed. So far, this is an empirical fact which has held in all our learning experiments. We were quite prepared to find that the feedback loops that appear when the whole troupe dances without any training input would cause unstable behaviour, or that the attracting limit cycle of the whole troupe did not correspond exactly to the combination of the trained limit cycles of the individud dancers. The exact conditions for the successful use of the solo dancer principle need investigation. To be more specific, we would like to know the conditions under which the following statement is true: If each 'dancer-intraining'-a periodically forced nonlinear system-trains to an attracting limit cycle, then when all the dancers come together again (all the forcing inputs are replaced by the actual outputs of the trained dancers) the whole unfomcd troupe has an attracting limit cycle in which, for each i, the output of unit i closely approximates the target output used for training unit (dancer) i.
Neuron equivalent circuits
In this section we consider the question of the relevance of the network model (3.7) used by connectionist modellers, and by what means to extend it in the direction of more realistic models of neuron networks. In neurophysiology the electrical aspects of the functionality of a neuron-the flow of ions and the generation of electrical potentials-can be modelled by an equivalent electrical circuit.
The system (3.7) is the current equation for a neuron equivalent circuit in which the circuit pot,entia! t i corresponds to !,he membrane potential of the neuron; the RC delay has a value corresponding to the membrane time constant si, and the circuit has a variable current source corresponding to the synaptic current in the neuron, with time-varying strength given by the term cy=, w i j s ( z .
( t ) ) .
The latter is a gross approximation to the expression used in more realistic modefs for the current generated by synaptic inputs (Jack et a1 1975) . This interpretation is different from the usual one for this equation, (e.g. Hopfield 1984). Hopfield took the spike train frequency io be the output of a cell, and modelled it by an amplifier giving output s(zi) for membrane potential z i .
In small central pattern generators, graded synaptic transmission plays a major role in pattern generation while spikes play only a minor part (Graubard ei al 1983) . The main role of spikes appears to be the transmission of information out to muscles. Therefore we ignore spikes in our models and interpret the variable zi, corresponding io ihe membrane poieniiai, as ihe ouipui oi ihe ceii. An inierpretaiion of the ierm wi,s(zj) in terms of the descriptionofsynaptic transmission given by Kat2 and Miledi (1967) will now be described. At a synapse between presynaptic unit j and post synaptic unit i, wij is the maximum rate of transmitter release. The transmitter crosses the synaptic cleft, binds to a receptor, and opens channels, thus causing an increase in the conductance at the postsynaptic site proportional io the amount of entering the postsynaptic unit is trafigm-itter r&=ed; If !he reversa! po&.ntisl for this syfisp= js REViji the current ( 2 ; -REV..)w..s(zj) 'I $3 = ziwijs(zj) -REVijwijs(zj) When the first term on the right-hand side is ignored we get the gross approximation referred to above, as follows. If REVii is larger and more negative than the usual operating potentials, as is often the case, then the second term on the right-hand side will dominate. This can be written +IREVijlwijs(zj), and the combined weight IREVi,.Iwij may be replaced by the single weight w i j . Thus we see that, for graded synaptic transmission, the term wijs(zj) is a simplistic approximation to the synaptic current in unit i caused by potential 2 . in unit j .
Since synaptic characteristics vary irom one synapse to the next it would be apprcpriate t o aiiow a diiierent squashing iunction ior each synapse and write the synaptic current as w i j s i j ( z j ) , but we have not done this yet. In effect the single output amplifier of Hopfield has been replaced by several, one at each synapse.
We have not used an explicit synaptic delay term in modelling the G M of the lobster, partly because the timescale of a synaptic delay is in the millisecond range whereas the timescale of the slow waves being modelled is 2-10 s. 
Substituting in equation (3.7) gives
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Suppose for the moment that no synaptic interaction occura between the members of this network, i.e. that the first term on the right-hand side is zero. Then for each i, 1 5 i 5 n, the state variable z, relaxes to the value -ET=, w i j . This effectively says that the rest potential of unit i is -cy=, wij, which will in general be different for every unit. This is similar to the convention in iterative network models (Rumelhart and McClelland 1986 
Because the time constants all have the same value one finds that for each j , j = 1,. . . ,n, the equations defining iij, i = 1,. . . , n, are all identical. So define +j = tij = i;j = . . . = i:j, for j = 1, , . . , n. As usual, for i # j, i j , = 0 after transients.
Applying (3.5), the sensitivity equations are then Thus after transients, $i = -1, for i = 1, ..., where I) > 0 is a learning rate.
In our models we generally allow the self-recurrent term wii to be non-sero. This may seem to be rather unbiological since neurons do not usually have self-recurrent synapses. However, by interpreting this term as a voltagegated current, it is possible to provide a very simple model of plateau potentials, a phenomenon associated with many neurons in the stomatogastric ganglion of the lobster.
Learning algorithm for a network with gap junctions
We now consider a model and an algorithm for networks with gap junctions. Physiologically, a gap junction between two neurons consists of a channel protein, connexin, joining their membranes, which can be modelled as a conductance joining the equivalent circuits of the two cells. The free equations must include, for a gap junction with conductance g between units i and j , the current terms g(zr -z j ) , and g(z, -zi) in the equations for units i and j respectively. Thus for the two-unit network, the free ! ! E 2 = -2 2 + w 2 1 5 2 1 ( 2 1 ) + w 2 2 s 2 2 ( 2 2 ) + g(z1 -2 2 ) .
We now derive a learning algorithm for this network. First of all, a preliminary adjustment must be made to (8.1). Since backpropagation will sometimes give a parameter a negative value, whereas conductances are always positive, every occurrence of a conductance g must be replaced by a restriction such as pos(g) = exp(0.lg).
The complete learning algorithm for this network can now be given. The free equa- Figures 2-7 illustrate the progress of a simulation of these equations. Each of these figures is taken with only very slight editing directly from a computer screen. The stages of a simulation shown are: the beginning of learning (figure 2), the effect of turning off forcing and learning too early (figure 3), learning nearly complete (figure 4), learning complete (figure 5), the effect of turning off learning and forcing at this stage showing that, indeed, learning is complete (figure 6 ) , and (figure 7) the slight drift that occurs when the free system is left to run for a prolonged period.
The detailed equations for handling a diode-like gap junction, in which current only flows in one direction, are very similar.
For larger networks with gap junctions, in which the target outputs of all units are known, it would be desirable to obtain a learning algorithm similar to the solo dancer principle for networks without gap junctions. Unfortunately an exact analogue cannot be obtained. Consider a unit i with synaptic input w i j a ( z j ) from unit j . A change in the weight w i ' alters the effect of unit j on unit i but not the effect of unit i o n unit j. This independence is essentially the reason why the solo dancer idea works. However, a gap junction is shared by the two cells it connects, so that any change in its conductance g simultaneously affects how unit i influences unit j and how unit j influences unit i. Thus if we were to try, EIS in the solo dancer principle, to set up two independent learning algorithms, one for unit i and one for unit j , we would have the problem that one algorithm would require the value of g to change by a > 0 is the learning rate. certain quantity while the other algoritlim required g to change by another, different, quantity. Thus gap junction weights cannot be adjusted independently. In fact, the solo dancer idea can still be applied, but now it cannot be applied to individual units i, only to gap-connected sets of units. The e m , aignd is of c o w very huge.
output specified for all units, can now be described. Suppose that the network of n units contains ir gap-connected subsets. The learning process consists of ii independent learning algorithms, one for each gap-connected subset. If the gap-connected subset consists of a single unit then the learning algorithm is given by equations (6.1)-(6.5).
Otherwise let there be p > 1 units in the gapconnected subset Gk = {il,. . . ,ip}.
The learning algorithm adjusts all the weights and conductances of the units in G, simultaneously, using the error term and the algorithm is derived as in section 3.
The algorithm for a network of n units, fully connected with ordinary (chemical) synapses and having a gap junction between every pair of units, is given in appendix 2. This network has n2 ordinary synapses and n(n-1)/2 gap junctions. Such a net could occur as a gap-connected subset of a larger network.
Algorithm for a network including membrane currents
In this section we take a network of two neurons, each having a simplified membrane current, and show how to obtain a learning algorithm for it. The free equations are The parameters w l l , wZ2 are constrained to be positive and the synaptic weights wiz, w Z 1 are constrained to be negative. The time constant rq is larger than the time constant r,. The parameters wllr tuz2 model plateau potentials when sufficiently large, and the parameters wI2, wZ1 model inhibitory synaptic transmission. The variables q1 and q2 model simplified membrane currents. Each q current models a combination of a slowly activating inward current (when the membrane potential z is high) and a slowly activating outward current (when z is low). The form used for m, is m,(z) = -tanh(t).
Parameters PI, P2, control the amplitudes of the membrane currents. Each cell can independently exhibit plateau potentials and endogenous oscillations, by setting w l Z = wZl = 0 and choosing suitable values for the recurrent weights (wll and wZ1) and the membrane current amplitudes (PI and P2).
The following learning algorithm can be used to train this network to produce given target outputs on each cell. Let the target outputs for the network be h = (hl,h,)
and let the error term be
The forced equations are 1 + Pos(wll)s(hl)+ n e d~I z )~( h z )
Let the sensitivity coefficients be After transients, all other sensitivity coefficients are zero. By (3.5), the sensitivity equations are By (3.6), the adjustment equations are:
f o r i , j = 1,2 dw..
where q > 0 is the learning rate.
The required learning algorithm is obtained by integrating equations (9.2), (9.3) and (9.4). When it is run with sinusoidal target outputs, the parameter values quickly converge to a solution. In using this learning algorithm, the learning rate should he set to zero and the forced equations allowed to settle into a (forced) limit cycle, before slowly increasing the learning rate to a small positive number.
Summary and conclusions
We have given an exposition of a generalized, continuous-time, backpropagation algorithm. By presenting backpropagation in this way it is easy to see how to derive learning algorithms For neural network models at almost any level of sophistication. The only restriction is that the model must be presented as a set of differential equations.
We have carefully considered the interpretation of the standard network model used by connectionist modellers and suggested how it can be extended to include networks with gap junctions, to networks in which each cell has the same rest potential, and to networks in which graded synaptic transmission is the major means of communication between cells. For all these cases we have derived learning algorithms.
Our generalized approach to backpropagation algorithms also extends to include cell models with membrane currents. Thus the approach presented here for the derivation of learning algorithms will be an important tool for the analysis of realistic models of smalI bioIogical neural networks. P F Rowal and A I Selucrston and for each pair ( i , j), 1 5 i < j 5 n, define 
