Contrast threshold experiment. Apparatus
We used a gamma-corrected (https://github.com/hiroshiban/Mcalibrator2) (4), full-flat 10-bit LCD monitor (sx2262w, Eizo, Japan; spatial resolution, 1920 × 1200 pixels, which corresponds to 43.4° × 27.4°; frame rate, 60 Hz) to present Gabor patch stimuli. The viewing distance was 60 cm.
Stimuli
We presented Gabor patch stimuli whose orientation was tilted 45° to left or right from vertical ( Fig. 4A ; spatial frequency, 3 cycles/°; stimulus diameter, 4°; the standard deviation of Gabor filter, 0.8°). The mean luminance of the Gabor patch stimuli and background was 112.37 cd·m −2 . The stimulus duration was 100 ms.
Task design and estimation of threshold
The participant's task was to answer whether the stimulus was tilted to left or right. In the first stage of the experiment, we presented Gabor stimuli of six different levels of luminance contrast (0.00%, 0.39%, 0.77%, 1.16%, 1.54%, and 1.91% Michelson contrast). One session of 18 trials (3 trials for each contrast condition) was performed for each stimulus position (Up-Right, Up-Left, Down-Right and Down-Left). We pooled data from the four different positions and approximated the threshold as the contrast corresponding to the 84% correct rate by fitting to a psychometric function (3) .
In the second stage of the experiment, the stimulus contrast was varied at 12 levels between 0-1.73% (11 participants), 0-2.1% (6 participants), or 0-2.47% (2 participants) to match the approximate threshold identified in the first stage. Participants completed 8 sessions (2 sessions for each stimulus position). We estimated the contrast detection threshold (84% correct response rate) by fitting a cumulative Gaussian function to the correct response rate obtained at the second stage. All procedures were completed in approximately 57 minutes for each participant.
Structural MRI data acquisition.
Anatomical MRI data acquisition and tissue segmentation We collected T1-weighted MP-RAGE image (1 mm isotropic; TR, 1900 ms; TE, 2.48 ms) from all participants (N = 23) to estimate white/gray matter border. The segmentation was performed using an automated procedure in Freesurfer software (https://surfer.nmr.mgh.harvard.edu/) (5) . The tissue segmentation was used for subsequent diffusion MRI (dMRI) and functional MRI (fMRI) analyses. Acquisition of the anatomical MRI data took approximately 15 min per participant.
Diffusion MRI data acquisition
We collected dMRI data from all participants (N = 23) using a 32-channel head coil. Data were acquired using dual-spin echo planar imaging (EPI; TR, 5000 ms; TE, 73 ms; multi-band factor, 2; partial Fourier, 5/8; voxel size, 2 × 2 × 2 mm 3 ) implemented in multi-band accelerated EPI pulse sequence provided by the Center for Magnetic Resonance Research, Department of Radiology, University of Minnesota (https://www.cmrr.umn.edu/multiband/) (6). The diffusion weighting was isotropically distributed along the 64 directions (b = 1000 s/mm 2 ). Non-diffusionweighted (b = 0) images were acquired at the beginning and end of the dMRI session (two b = 0 acquisitions per image set). To minimize EPI distortion, two image sets were acquired with reversed phase-encoding directions (A-P and P-A). Acquisition of the dMRI data took approximately 20 min for each participant.
Quantitative MRI data acquisition
We collected quantitative MRI (qMRI) data from all participants (N = 23) using a 32-channel head coil. QMRI measurements were obtained using protocols described in a previous publication (7) . We measured four Fast Low Angle Shot (FLASH) images with flip angles of 4°, 10°, 20°, and 30° (TR, 12 ms; TE, 2.41 ms), and a scan resolution of 1 mm isotropic. We collected five additional spin echo inversion recovery (SEIR) scans with an EPI readout (TR, 3 s; TE, 49 ms; 2× acceleration) to remove field inhomogeneities. The inversion times were 50, 200, 400, 1200, and 2400 ms. In-plane resolution and slice thickness of the additional scan was 2 × 2 mm 2 and 4 mm, respectively. Acquisition of the qMRI data took approximately 35 min for each participant.
Diffusion MRI data analysis. Preprocessing DMRI images were corrected for susceptibility-induced distortions using FSL TOPUP tools (8) . Eddy current distortions and participant motion in the dMRI images were removed by a 14-parameter constrained non-linear co-registration based on the expected pattern of eddy-current distortions given the phase-encode direction of the acquired data (9) using mrDiffusion tools implemented in the vistasoft distribution (https://github.com/vistalab/vistasoft).
Fiber tracking
We used constrained spherical deconvolution (CSD; Lmax = 8) (10) to estimate the fiber orientation distribution (FOD) in each voxel using MRtrix3 (11) (http://www.mrtrix.org/). We performed probabilistic tractography implemented in MRtrix3 to generate 2 million candidate streamlines for each dMRI dataset (step size, 0.2 mm; maximum angle between successive steps, 9°; minimum length, 10 mm; maximum length, 250 mm; FOD amplitude stopping criterion, 0.1). The seed voxels for tracking were randomly chosen from the gray-white matter interface region to reduce biases in estimation of cortical regions where streamlines terminate (12) . We also note that we did not observe biases in vertical occipital fasciculus (VOF) termination with respect to sulci or gyri in a consistent manner across participants.
Tractography optimization
We optimized the estimate of tractography using a Linear Fascicle Evaluation (LiFE; https://francopestilli.github.io/life/) (13, 14) . Briefly, using LiFE, we eliminated streamlines that made no contribution to predict the diffusion signal. This procedure reduces the total number of streamlines, and increases a confidence of statistical support for estimated tracts (13, (15) (16) (17) . Further technical details of LiFE are described in previous publications (13, 15, 16, 18) .
Quantitative MRI data analysis. Both the FLASH and SEIR scans were processed using the mrQ software package (https://github.com/mezera/mrQ) in MATLAB to produce the macromolecular tissue volume (MTV) maps (7, 19) . The mrQ analysis pipeline corrects for RF coil bias using SEIR-EPI scans, producing accurate proton density (PD) and T1 fits across the brain. MTV maps were produced by calculating the fraction of a voxel that is non-water (cerebrospinal fluid (CSF) voxels within the ventricles were classed as approximately 100% water). The full analysis pipeline can be found in previous publications (7, 20) .
Tract identification from diffusion MRI data.
We identified major visual white matter tracts from streamlines generated by probabilistic tractography in MRtrix3 and selected by LiFE, except for the optic radiation (see below).
Inferior longitudinal fasciculus
We identified the inferior longitudinal fasciculus (ILF) using automated pipelines implemented in the AFQ toolbox (https://github.com/yeatmanlab/AFQ) (21, 22) . Briefly, AFQ transforms two coronal ROIs (anterior and posterior) from the MNI152 template into individual brains and then selects streamlines passing through these ROIs (22) .
Optic radiation
We identified the optic radiation (OR) using a dedicated method (ConTrack; (23)), because there are known challenges to estimating the human OR using standard whole-brain tractography, in particular, tracking the crossing fiber regions around Meyer's loop (24) . First, we estimated the approximate location of the lateral geniculate nucleus (LGN) via manual inspection of the T1-weighted image and deterministic tractography from the optic chiasm (25) . Following this, we placed a sphere (radius, 8 mm) over the LGN endpoints of streamlines from the optic chiasm. Second, we identified the location of the primary visual cortex (V1) using a probabilistic atlas of retinotopic visual areas (26) . Using ConTrack, we sampled 100,000 candidate streamlines connecting the LGN and V1 (angle threshold, 90°; step size, 1 mm). Tracking was restricted using a white matter mask generated by tissue segmentation. We selected 50,000 streamlines with the highest score in the ConTrack scoring process (27) . Further details on the methods to identify the OR using ConTrack are described in previous papers (23, 25, 27, 28) .
Forceps major
We identified the forceps major as streamlines that passed through three regions of interests (ROIs): the mid-sagittal plane of the corpus callosum (29) , which was automatically segmented using mrDiffusion tools; and two ROIs in the left and right hemisphere, which were manually defined on the coronal plane as located at Y = -65 (ACPC coordinate). These ROIs were manually defined because the ROIs transformed from the MNI152 template was located too posterior to identify forceps major in some participants, most likely due to morphological differences between Japanese brains and the MNI152 template.
Vertical occipital fasciculus
We identified the VOF using open-source MATLAB code distributed with the Automated Fiber Quantification (AFQ) toolbox (30) (https://github.com/yeatmanlab/AFQ). We identified streamlines that traveled vertically, were located posterior to the arcuate fasciculus, and whose ventral endpoints were near the ventral and lateral occipito-temporal cortices, as defined in the Freesurfer atlas (31) . We calculated the direction of each streamline and removed streamlines whose direction deviated more than 2 S.D. from the mean VOF streamline directions (15, 32) . For testing how this exclusion criteria affected the results, we also tested more conservative criteria (1 S.D. from the mean; Fig. S6 ). Further details of the VOF identification method are described in previous papers (30, 32, 33) .
Across-session averaging and outlier exclusion
We identified the tracts (ILF, OR, forceps major, and VOF) of each participant separately for two dMRI sessions with reversed phase encoding directions. After merging the streamlines of each tract from the two sessions, we excluded outlier streamlines based on criteria used in previous studies (15, 32) for subsequent evaluation of tissue properties.
Evaluating the tissue properties of white matter tracts.
We evaluated the tissue properties (FA and MTV) of each visual white matter tract using the methods used in previous studies (22, 33) . Briefly, we resampled each streamline to 100 equidistant nodes. The tissue properties were calculated at each node of each streamline using spline interpolation. MTV maps were registered with dMRI data for each participant and we computed the MTV values along each node of each streamline. The properties at each node were summarized by taking a weighted average of the FA or MTV on each streamline within that node. The weight of each streamline was based on the Mahalanobis distance from the tract core. We excluded the first and last 10 nodes from the tissue property of tract core to exclude voxels close to gray/white matter interface where the tract is likely to be heavily intersected with the superficial U-fiber system. We summarized the profile of each tract with a vector of 80 values representing the FA or MTV values sampled at equidistant locations along the central portion of the tract. FA was averaged across two sessions.
Regression analysis.
First, we examined whether differences in the white matter tracts could explain the variability in stereoacuity between participants using multiple linear regression models, which predicted stereoacuity from the tract properties. In this analysis, we used the data from the 14 participants whose stereoacuity had been successfully estimated. For each participant, MTV or FA values along 80 equidistant nodes in each tract were averaged to obtain a participant-specific single number summary representing the tract tissue property. Following this, we generated multiple linear regression models that could predict the variability in stereoacuity by using the tract properties as explanatory variables. In each model, explanatory variables were chosen from the tract property (either MTV or FA) of the individual, or combinations of the white matter tracts we identified (left and right ILF, left and right OR, forceps major, and left and right VOF). In total, we tested 127 possible linear regression models for each MTV and FA to predict stereoacuity. We used the Bayesian Information Criterion (BIC), which enables a model comparison by penalizing models with more parameters as a redundant model, to select the best model. We define the model with the smallest BIC as the best model for MTV and FA separately. In addition, we evaluated the statistical significance of the goodness-of-fit of each model using the F-test (Table  S1) . We also performed a regression analysis for contrast sensitivity data using identical procedures (Table S2) .
Group comparison analysis.

Grouping of participants based on stereoacuity
In this analysis, we utilized data from all 19 participants, including the 5 participants whose stereoacuity could not be quantitatively estimated. First, we classified the 14 participants into different subgroups based on stereoacuity data by applying a two-step clustering algorithm which selects the best clustering based on BIC (SPSS Statistics 25, IBM, USA) (34) . This method revealed two subgroups, which corresponded to good (n = 10; 1.19 ± 0.69 arcmin) and poor (n = 4; 4.56 ± 0.55 arcmin) stereoacuity. Next, we classified the five participants without quantitative stereoacuity estimates into the poor stereoacuity group (n = 9; Fig. 1C ).
Grouping of participants in contrast threshold experiment
We classified participants into the different subgroups by applying a two-step clustering algorithm to the contrast threshold data and selecting the best clustering based on BIC. This method revealed two subgroups, corresponding to good (n = 12; 0.78% ± 0.085 Michelson contrast) and poor (n = 7; 1.11% ± 0.17 Michelson contrast) contrast sensitivity, respectively (Fig.  4B) .
Statistical comparisons
We compared the tract properties (FA or MTV) between the good and poor performance groups, as defined in the psychophysical experiments (stereoacuity or contrast sensitivity; see above for grouping of participants). We calculated the mean FA and MTV across all 80 nodes for each participant and tract. We computed the effect size (d') and statistical significance of the intergroup differences using a two-sample t-test.
Functional MRI data acquisition.
We collected fMRI data from eight participants who participated in the stereoacuity psychophysical experiment (7 males, 1 female; mean age, 26.6 y old) to identify the cortical areas that were selectively activated by visual stimuli with binocular disparity. Acquisition of fMRI data took approximately 60 min for each participant.
FMRI Acquisition protocol FMRI data were acquired using a 3T Siemens Trio scanner and the posterior section of a 32-channel coil. Functional data were acquired at a resolution of 2.0 mm isotropic voxels with an interleaved T2*-weighted gradient echo sequence, by using the parallel acceleration technique (iPAT; acceleration factor = 2) and a simultaneous multi-slice EPI sequence (multi-band factor = 2) to acquire whole-brain (60 slices) volumes (TR, 2 s; TE, 30 ms; flip angle, 70°; in-plane field of view (FoV), 192 × 192 mm; acquisition matrix, 96 × 96; slice thickness, 2 mm with no gap). These data were obtained using a multi-band accelerated EPI pulse sequence provided by the Center for Magnetic Resonance Research, Department of Radiology, University of Minnesota (https://www.cmrr.umn.edu/multiband/) (35) . The slices were aligned parallel to the AC-PC (anterior commissure-posterior commissure) line.
Apparatus
Stimulus presentation inside the scanner was via a stereoscopic projector system. Briefly, the left and right images were generated by a dual head graphic converter (Matrox DualHead2Go, Matrox) and were projected via polarizing filters on a screen placed in front of the participants. The participants viewed the screen through eye glasses with a pair of polarizing filters that match those on the projector. Stimuli were presented at a spatial resolution and frame rate of 1024 × 820 pixels and 85 Hz, respectively, on a full-flat screen (333 × 266 mm). The viewing distance and visual angle of the screen was 97 cm and 19.5° × 15.6°, respectively.
Experimental design and task
The participants viewed 12 s blocks of gray background ("Blank"), RDS, or uncorrelated RDS (uRDS), during which they performed a fixation task requiring vernier detection (see below). In "RDS" or "uRDS" blocks, the same stimuli were presented at all four positions used in the psychophysical experiment. The stimuli were presented 12 times for 0.5 s with an inter-stimulusinterval of 0.5 s. During "RDS" blocks, the RDSs that were identical to those presented in the stereoacuity experiment were presented. Within each block, binocular disparity in the central disk was randomly chosen from ±1.92, ±3.84, or ±7.68 arcmin (each binocular disparity was presented twice). During "uRDS" blocks, the random dot stimuli presented in the left and right eyes were mutually independent so that participants could not perceive depth. During "Blank" blocks, only a fixation point was presented. Each session started with a "Blank" block, followed by 6 repetitions of 3 types of blocks ("RDS" -"Blank" -"uRDS" -"Blank"). Ten sessions were repeated for each participant.
During the fMRI experiment, the participants were asked to perform a demanding vernier detection task (36) on the fixation point. This ensured proper fusion of the left and right images and similar levels of attention engagement across different stimuli ("RDS", "uRDS", and "Blank") (36) . We excluded two participants with poor task performance during the fMRI scan (<84% correct rate) from subsequent analyses.
Functional MRI data analysis.
Functional MRI data were analyzed using MrVista in vistasoft distribution (https://github.com/vistalab/vistasoft). We corrected the slice timing to match the multi-slice acquisition order. Data were then corrected for motion within and between scans. We fitted a general linear model (GLM) consisting of predictors convolved with hemodynamic response function (two-gamma HRF) (37) to the time course of each voxel.
The disparity-selective areas are defined as cortical gray matter voxels that responded more strongly to RDS than uRDS (p < 0.05, one-sample t-test), by comparing the beta weights of the predictors between the "RDS" and "uRDS" blocks. We used a probabilistic atlas, as proposed in a previous study (26) , to estimate the cortical location of visual field maps.
Evaluating the overlap between VOF cortical endpoints and fMRI-based activation map.
We evaluated the overlap between the fMRI activation map, driven by binocular disparity (see Functional MRI data analysis), and VOF endpoints. First, we measured the distance between VOF streamline endpoints and gray matter voxels. We defined gray matter voxels within 1.5 mm, 3.0 mm, 4.5 mm of VOF streamline endpoints, respectively, as voxels that were covered by the VOF. Second, we calculated the proportion of gray matter voxels near VOF that intersects with an fMRI activation map at a specific statistical threshold (p < 0.05; see above). We computed the proportion separately for dorsal and ventral VOF endpoints. This overlap analysis was used in several previous publications (15, 16, 32) .
We note that there is a known limitation in the spatial precision of this analysis originating from the challenges found in associating the cortical surface and dMRI-based estimates of tract endpoints (38) . This analysis measures the general proximity between cortical maps and tract endpoints; however, it is not a definitive estimate of fiber projections into cortical gray matter regions. -10 ). This modest correlation coefficient indicates that MTV and FA may provide different information in many voxels partly because of crossing fibers. Dissociation between qMRI measurements like MTV and diffusivity measurements like FA has been reported in previous studies (7, 39) . Table S1 . The statistical evaluation for linear regression models of stereoacuity using properties of visual tracts. The left column indicates the representative input variables in the models. The middle two columns indicate goodness-of-fit statistics of the regression models (R 2 and p-value of F-test). The right column indicates the Bayesian Information Criterion (BIC) of the regression models (see SI Materials and Methods). The dark and light gray rows indicate models that were significant (p < 0.05, F-test), with the dark gray rows indicating the best model that showed the lowest BIC. The model using only the right VOF showed the lowest BIC in both FA and MTV. While the model using only the left ILF was significant for MTV, the model for FA as well as the group analysis (Fig. 2D) 
