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Abstract
We prove the embedding of ISOq(3) →֒ ISUex√q(2) and ISOq(2, 1) →֒ ISLexq (2, R)
as ∗-algebras and give a Hilbert space representation of ISUex√
q
(2).
1 Introduction
The inhomogenized extensions of a large list of standard quantizied Lie groups [1]
have been given in [2, 3, 4, 5, 7, 8]. They form quantizied versions of the classi-
cal inhomogeneous groups. For a real deformation parameter q the representation
theory of the homogeneous parts (e.g. corepresentations of the function algebra) is
basically the same as for the classical groups, whereas for q root of unity it is com-
pletely different. The representation theory of the noncommutative function algebra
however differs for any q 6= 1 from the classical situation. Its relevance stems from
the question whether a deformation exists on the C∗-algebra level. [6]
In part 2 we recall the properties of inhomogeneous quantum groups. In the
3rd. part we examine the algebraic embedding of the ISOq(3) into ISU
ex√
q(2) and
1
ISOq(2, 1) into ISL
ex
q (2, R). Here the “extended inhomogeneous” quantum algebra
IGex designates inhomogeneous quantum algebras containing two sets of coordinate
functions.
In the last chapter we examine the representation theory of the ISU ex√q(2).
2 The Hopf algebra structure of inhomogeneous quan-
tum groups
Quantum groups may be considered to be deformations of the function algebra
over the corresponding Lie groups. The deformation is given by a parameter qǫ
Cl which has to be further restricted in order to get special cases of deformations.
Quantum groups exhibit a Hopf algebra structure. The noncommutative algebra
structure is controlled by an Rˆ–matrix fulfilling the Quantum Yang–Baxter equation
Rˆ12Rˆ23Rˆ12 = Rˆ23Rˆ12Rˆ23. In this paper we refer to Rˆ–matrices in their standard
form given in [1]. They are defined by their projector decomposition making use
of the antisymmetrizer Aˆijq kl, the symmetrizer Sˆ
ij
q kl and the trace projector Tˆ
ij
q kl ∝
CijCkl with the metric Cij, existing for the q–orthogonal groups only.
Rˆijq kl =
{
qSˆijq kl − q−1Aˆijq kl ( for SLq(N))
qSˆijq kl − q−1Aˆijq kl + q1−N Tˆ ijq kl ( for SOq(N))
(1)
The algebra relations for the generators M ij of the unital Cl -algebra A are:
Rˆijq j′i′M
j′
j′′M
i′
i′′ =M
i
i′M
j
j′Rˆ
i′j′
q j′′i′′ (2)
and {
detM = (−1)
N−1
[N ]! ǫ
k1...kNM l1k1 ...M
lN
kN ǫl1...lN = 1 (SLq(N))
CijM
i
i′M
j
j′ = Ci′j′1 (SOq(N))
(3)
For the unimodularity condition we use the q–antisymmetric tensors ǫq defined
in [10].
In order to obtain inhomogeneous quantum groups the set of generators has to
be enlarged not only by the coordinate functions xi but by an invertible scaling
operator w¯ as well. Its existence is required by consistency of the comultiplication.
The additional algebra relations of the extended Hopf algebra AI are:
(i) xiM jk = γRˆ
ij
q lmM
l
kx
m
(ii) w¯w = 1
(iii) w¯M ij =M
i
jw¯
(iv) wM ij =M
i
jw
(v) w¯xi =
q
γ
xiw¯
(vi) wxi =
γ
q
xiw
(4)
with
γ =
{
q−1/N ( for SLq(N))
1 ( for SOq(N))
(5)
The comultiplication Φ : AI → AI ⊗ AI , counit e : AI → Cl and the antipode
κ : AI → AI are very easily given in matrix notation.
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With
M I =
(
w¯M x
0 1
)
(6)
we get
Φ(M I) =M I⊗˙M I (7)
and
e(M I) =
(
E 0
0 1
)
(8)
with the unity matrix E.
The antipode is given as
κ(M I) =
(
κ(M)w¯ −κ(M)w¯~x
0 1
)
. (9)
2.1 Complex conjugation
The ∗-operations on A are defined quite differently in the cases qǫR+ and |q| = 1.
a) qǫ R+
With the unitarity condition (M ij)
∗ = κ(M j i), the quantum group SLq(N)
becomes a SUq(N) quantum group. The same *-structure holds for the orthogonal
quantum groups SOq(N) .
b) |q| = 1
For such q the Rq matrix has the property R
∗
q = R
−1
q . With the reality condition
(M ij)
∗ =M ij one finds the real representation of the quantum group SLq(N) called
SLq(N,R) and the orthogonal quantum groups in this case have a metric which is
indefinite, i.e. for N even we get SOq(n, n) and for N odd SOq(n, n + 1), with
N = 2n or N = 2n+ 1 respectivly.
The complex conjugation for the inhomogeneous extensions of these function
algebras have to be treated separatly as well.
a) In the case qǫ R+ we have to enlarge the generating set of the ∗-Hopf algebra
AI by the conjugate coordinate functions x¯i. The additional algebra relations are:
(i) M lsx¯j =
1
γ
Rˆalq ijx¯aM
i
s
(ii) wx¯i =
γ
q
x¯iw
(iii) w¯x¯i =
q
γ
x¯iw¯
(iv) xix¯j =
1
q
x¯ax
bRˆaiq bj .
(10)
The comultiplication of x¯i follows from being an *-homomorphism and the an-
tipode from the fact that κ ◦ ∗ ◦ κ ◦ ∗ = id.
b) When |q| = 1 the coordinate functions may be chosen to be real (x∗i = xi),
since applying the * to (4(i)) and taking into account that Rijq
∗
kl = R
−1
q
ij
kl, we get:
M jkx
i = γ−1R−1q
ji
lmx
mM lk (11)
or
γRˆrsq jiM
j
kx
i = δrmδ
s
l x
mM lk. (12)
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3 Algebraic embedding
The Rˆ−matrix of SU√q(2) is decomposed using the q-antisymmetric ε-tensor:
Rˆµν√qρσ =
√
qδµρ δ
σ
ν + ε
µνερσ , (13)
with
ǫµν :=
(
0 q−1/4
−q1/4 0
)
µν
= −ǫµν
For the homogeneous parts the embedding SOq(3) →֒ SU√q is well known [9].
With the q-deformed Clebsch-Gordan-coefficients ciµν of the product decomposition
of the SU√q(2)[11]
c1µν :=
(
1 0
0 0
)
µν
, c2µν :=
1√
1 + q
(
0
√
q
1 0
)
µν
, c3µν :=
(
0 0
0 1
)
µν
(14)
and ciµν = c
µν
i the matrix elements M
i
j of SOq(3) are given in terms of SU√q(2)
elements mµν by
M ij := c
i
µνm
µ
ρm
ν
σc
ρσ
j . (15)
This is verified by checking the Rˆ-matrix of the SOq(3) group to be :
1
q
ηii′η
j
j′c
i
µρc
j
σλrˆ
µν
µ′ν′ rˆ
ρσ
ντ rˆ
τλ
τ ′λ′ rˆ
ν′τ ′
ρ′σ′c
µ′ρ′
k c
σ′λ′
l , (16)
where rˆ denotes the Rˆ-matrix of the SU√q(2) group and η = diag(1, i, 1), i being
the imaginary unit. It just produces a base change to more convenient coordinates.
Note as well the decomposition of the symmetric projector Sˆµν√qρσ = c
µν
i c
i
ρσ.
In order to clear out nasty indices we want to make use of a graphical notation,
which has been given in [10]. With
ciµν := (17)
µ ν
i
and the equality
= q + (18)
we can disentangle the matrix:
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   1
q
)
i
k
i
i
i
j
j
j
j
lk
k
l
lk
l
+ ( 1 - 1)q
+ (    q  +    q=q -1
(19)
This is the Rˆ-matrix of SOq(3) since obviously
Cij = ηii′η
j
j′ (20)
i j’ ’
and
Aˆijq kl = η
i
i′η
j
j′ η
k′
kη
l′
l
(21)
i’ j’
l’k’
Of course the same construction holds for the SOq(2, 1) group. Then η has to
be chosen as identity matrix.
b) Since we know the q-antisymmetrizer we are able to find the SOq(3) covariant
quantum plane in terms of spinor variables. To obtain sufficiently many degrees of
freedom we have to take at least two copies of q-spinors x and y having the same
commutation relations with m. This provides an extended inhomogeneous algebra
called ISU ex√q(2). We want to mention that the extended algebra does not have a
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correct coalgebra structure. This is not important for the algebraic embedding. The
3-dimensional quantum space has the form:
zi = ηij (22)+     α
x   x                y   y
j                      j
We fix the x, y- relations such that the element ενµ x
νyµ commutes with the
coordinate functions and get
= (23)
x  y y x
We still have to prove that Aˆijq klz
izjvanishes. This follows from the equation
= 0, (24)
x x   y y      y y   x x
α +
or
(25)y x xy
=    −
x y x y
Next we observe that
k
i
i j
j
k
x x x xm m m m
m m x (26)
Now we have to take a look to the * - operation. The behaviour is for q complex
quite different from q real, since (ciµν)
∗ = ciνµ in the first and (c
i
µν)
∗ = ciµν in the
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second case. From this we see immediately that the algebraic embedding in the case
of ISOq(2, 1) respects the * - operation, whereas for the ISOq(3) quantum group we
have to examine the * - structure more closely. At first for the homogeneous part
we have:
κ(ciµνm
µ
ρm
ν
σc
ρσ
j ) = c
i
µν(m
σ
ν)
∗(mρµ)
∗cρσj =
(
cjρσm
ρ
µm
σ
νc
µν
i
)∗
. (27)
To use the graphical technique for the translations we have to introduce the “trans-
posed c–matrix ”cT :
i i
==
µν µ ν
=(cT )
νµ
i c
µν
i (28)
Of course (zi)∗ =: z¯i = (cTi )
µν x¯µx¯ν Calculating now the mixed commutation
relations one has:
µ ν
 
ν µx
x
x
x
xx
m m mm=
1
γ
k
 i
 i
j j k
= q 24 m m
kj
 i
(29)
To reproduce the correct z − z¯ relations which use diagramms similar to that of
(29) we have to redefine z as z → zi = xµxνciµν ω¯n. Now the calculation is similar to
the one above and we find n = 2/3. This relation finishes the prove of the algebraic
embedding.
Remark:
a) The antipode of the coordinates z just differs by a minus sign, when expressed
in terms of κ(x).
b) The Coproduct of the coordinates z can’t be embedded by obvious reasons.
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4 Hilbert space representation for ISOq(3)
The problem to find a representation for ISOq(3) and ISOq(2, 1) is now reduced to
that of representing ISU ex√q(2) and ISL
ex
q (2, R).
Here we restrict ourselves to the representation of ISOq(3). (We want to mention
that SLq(2, R) does not exist on the Hilbert space level anyhow [12].) As well we
confine the value of q to (0, 1). The case q > 1 is however isomorphic. The relations
of SU√q(2) are (µ =
√
q):
αγ = µγα, αγ∗ = µγ∗α , γγ∗ = γ∗γ,
α∗α+ γ∗γ = 1, αα∗ + µ2γ∗γ = 1 (30)
The second coordinate has the following commutation relations: (Remember that
in our convention the quantum plane coordinates are x(τ), τ = 1, 2.)
x(2)α = µ−1αx(2), x(2)γ = µγx(2)
x(2)α∗ = µα∗x(2), x(2)γ∗ = µ−1γ∗x(2) (31)
Applying the antipode to (31) gives
α∗κ(x(2)) = µ−1κ(x(2))α∗, γκ(x(2)) = µκ(x(2))γ
ακ(x(2)) = µκ(x(2))α, γ∗κ(x(2)) = µ−1κ(x(2))γ∗. (32)
Those relations hold for any SU√q(2)-covariant plane.
We have other relations for the functions on the quantum planes x(τ) and y(τ), τ =
1, 2:
x(2)y(2) = µy(2)x(2),
x(τ)κ(x(δ)) = µ−2κ(x(δ))x(τ),
κ(x(2))κ(y(2)) = µ2κ(y2)κ(x2),
aνκ(b
(τ)) = κ(b(τ))aν ,
κ(x(2))κ(y(2)) = µ−1κ(y(2))κ(x(2)),
x(τ)κ(y(δ)) = µ−1κ(y(δ))x(τ),
a, b ǫ {x, y}, (33)
y(τ)κ(x(δ)) = µ−1κ(x(δ))yτ + (µ−2 − 1)κ(y(δ))x(τ),
where δ, τ ǫ {1, 2}.
These and the conjugated relations together with the obvious relations for ω contain
the whole algebraic information of ISU√q(2) since:
a(1) = (µγ)(−1)
(
ωκ
(
a(2)
)
+ αa(2)
)
, a, b ǫ {x, y}. (34)
Remember that γ is an invertible element.
The algebra may still be simplyfied by a nonlinear transformation in the functions
of coordinates. With Q4 = µ2 = q and v3 = ω we define:
ρ1 = v¯
2γ−1x(2)
ρ2 = v¯
2γ−1y(2)
Θ1 = q
−1vγ−1κ(x(2))
Θ2 = q
−1vγ−1κ(y(2))
(35)
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All algebraic relations with coordinate-functions are given by:
ρiα = Qαρi
ρiα
∗ = Q−1α∗ρi
ρiγ = Qγρi
ρiγ
∗ = Q−1γ∗ρi
Θiα = QαΘi
Θiα
∗ = Q−1α∗Θi
Θiγ = Q
−1γΘi
Θiγ
∗ = Qγ∗Θi
ΘiΘ
∗
i = Θ
∗
iΘi
ρiρ
∗
i = Q
2ρ∗i ρi
ρiΘi = Q
−3Θiρi
ρ∗iΘi = Q
−1Θiρ
∗
i
(36)
with i = 1, 2.
Θ1Θ2 = Q
2Θ2Θ1
ρ1ρ2 = Q
2ρ2ρ1
ρ1Θ2 = Q
−1Θ2ρ1
Θ1ρ2 = (Q
2 −Q−2)Θ2ρ1 +Qρ2Θ1
ρ1ρ
∗
2 = Q
2ρ∗2ρ1
Θ1ρ
∗
2 = Qρ
∗
2Θ1
Θ2ρ
∗
1 = Qρ
∗
1Θ2
Θ1Θ
∗
2 = Θ
∗
2Θ1
(37)
It is easy to find a maximal real subalgebra D of commuting elements. In order
to rely the representation of ISOq(3) to that of SU√q(2) we choose:
D := {αα∗, γγ∗, ρ1ρ∗1,Θ1Θ∗1,Θ2Θ∗2, v}. (38)
These operators are used to label the eigenvectors of the Hilbertspace. They are
normalised so that the representation is given by:
π(α)|n,m, k, r, s, v〉 =
√
1−Q4n|n− 1,m, k, r, s, v〉
π(α∗)|n,m, k, r, s, v〉 =
√
1−Q4(n+1)|n+ 1,m, k, r, s, v〉
π(γ)|n,m, k, r, s, v〉 = Q2n|n,m− 1, k, r, s, v〉
π(γ∗)|n,m, k, r, s, v〉 = Q2n+2|n,m+ 1, k, r, s, v〉
π(v)|n,m, k, r, s, v〉 = |n,m, k − 1, r, s, v〉
π(v∗)|n,m, k, r, s, v〉 = |n,m, k + 1, r, s, v〉
π(ρ1)|n,m, k, r, s, v〉 = Q−(n+m+k)+r+2s−v|n,m, k, r − 1, s, v〉
π(ρ∗1)|n,m, k, r, s, v〉 = Q−(n+m+k)+r+1+2s−v|n,m, k, r + 1, s, v〉
π(ρ2)|n,m, k, r, s, v〉 = Q−(n+m+k)+2r+3s−v|n,m, k, r − 1, s, v − 1〉
π(ρ∗2)|n,m, k, r, s, v〉 = Q−(n+m+k)+2r+1+3s−v|n,m, k, r + 1, s, v + 1〉
π(Θ1)|n,m, k, r, s, v〉 = Q−(n−m+k+r+v)|n,m, k, r, s − 1, v〉
π(Θ∗1)|n,m, k, r, s, v〉 = Q−(n−m+k+r+v)|n,m, k, r, s + 1, v〉
π(Θ2)|n,m, k, r, s, v〉 = Q−(n−m+k+r−s+v)|n,m, k, r, s − 1, v − 1〉
π(Θ∗2)|n,m, k, r, s, v〉 = Q−(n−m+k+r−s+v)|n,m, k, r, s + 1, v + 1〉 (39)
5 Conclusion
We have given the algebraic embedding of two q-euclidean groups in three dimensions
We have given an irreducible Hilbert space representation for the function algebra
9
of ISOq(3). With a reasoning along the lines of [6] it should be possible to prove
that ISOq(3) exists on a C
∗-algebra level.
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