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This paper deals with the ergodic properties of hybrid systems modelled by
diffusion processes with state-dependent switching. We investigate the sufficient
conditions expressed in terms of the parameters of the underlying process which
would ensure the existence of a unique invariant probability and stability in
distribution of the flow. It turns out that the conditions would depend on certain
averaging mechanisms over the states of the discrete component of the hybrid
system. Q 1999 Academic Press
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1. INTRODUCTION
We study the stability of switching diffusions representing a typical
hybrid system that arises in numerous applications of systems with multiple
modes or failure modes, such as fault-tolerant control systems, multiple
w xtarget tracking, and flexible manufacturing systems, 6, 7 . The state of the
Ž Ž . Ž .. d  4system at time t is given by a pair X t , u t g R = Q, Q s 1, 2, . . . N .
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Ž .The continuous component X t satisfies a stochastic differential equation
Ž . Ž .with coefficients depending on u t . The discrete component u t is a
jump process with a transition matrix depending on the continuous compo-
Ž Ž . Ž ..nent. The evolution of the process X t , u t is governed by
dX t s b X t , u t dt q s X t , u t dW t , 1.1Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .
<P u t q d t s j u t s i , X s , u s , s F tŽ . Ž . Ž . Ž .Ž .
s l X t d t q o d t , i / j, 1.2Ž . Ž . Ž .Ž .i j
X 0 s X , u 0 s u ,Ž . Ž .0 0
Ž .where b, s are suitable functions, W ? is a standard Brownian motion,
Ž . N Ž .l ? G 0 for i / j and Ý l ? s 0.i j js1 i j
Ž  4.Let p t, x, i, dy = j denote the transition probability of the random
Ž Ž . Ž ..diffusion X t , u t . The transition probability is said to be stable in
Ž  4.distribution if there exists an invariant probability measure p ?= ? such
Ž  4. Ž  4.that p t, x, i, dy = j converges weakly to p dy = j as t “ ‘, for all
Ž . dx, i g R = Q. Our results would cover both nonsingular and singular
 Ž  4.diffusions. For nonsingular diffusions tightness of p t, x, i, dy = j : t G
40 is enough to ensure stability in distribution, whereas in the singular
case, tightness is not enough. For singular diffusions, with tightness in
hand, one may think of proving stability in distribution after establishing
Ž w x.the ``asymptotic flatness'' property of the flow see 1]4 . By asymptotic
Ž . Ž .flatness we mean that starting at any two points x, i and y, j , the flow
Ž . Ž .defined above in 1.1 ] 1.2 will ``eventually meet.'' This question is rather
Ž . Ž .delicate due to the intricate dependence between X t and u t . To
Ž Ž . Ž .. Ndcircumvent this difficulty we embed the process X t , u t in R . Under
certain conditions we establish the asymptotic flatness for the embedded
 Ž  4. 4process. We then use the tightness of p t, x, i, dy = j : t G 0 , to derive
Ž Ž . Ž ..the stability results for the process X t , u t . The crucial point in this
paper lies in finding out the suitable conditions which would ensure
asymptotic flatness for the embedded process. The technical nature of
these conditions are explained in Section 3.
The random diffusions studied here are much more general than the
w xrandom diffusions studied in 3, 4, 10, 11 . In the above references, the
Ž .discrete component u t is a given finite state Markov chain. In our case,
Ž .the Markovian nature of u t breaks down due to the mutual dependence
Ž . Ž .of u t and X t . This fact makes the stability study for the random
diffusions nontrivial. Our stability analysis depends heavily on some aver-
Ž .aging mechanism over the states of u t .
Our paper is organized as follows. Section 2 deals with notation and
preliminaries. In Section 3 we derive the stability results for the random
diffusion. We conclude the paper with a few remarks in Section 4.
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2. NOTATION AND PRELIMINARIES
Ž .Let V, F, P be a probability space supporting all the random variables
 4and processes. Let Q s 1, 2, . . . , N be a finite set. We consider the
Ž d . Ž Ž . Ž ..R = Q -valued random diffusion process X t , u t governed by
dX t s b X t , u t dt q s X t , u t dW t , 2.1Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .
<P u t q d t s j u t s i , X s , u s , s F tŽ . Ž . Ž . Ž .Ž .
s l X t d t q o d t , i / j, 2.2Ž . Ž . Ž .Ž .i j
X 0 s X , u 0 s u ,Ž . Ž .0 0
where
Ž . di X and u are prescribed, independent, R - and Q-valued0 0
random variables, respectively.
Ž . Ž . w Ž . Ž .x Ž . dii b ?, ? s b ?, ? , . . . , b ?, ? 9 such that b ?, ? : R = Q “ R.1 d i
Ž . Ž . Ž . diii s ?, ? is a d = l matrix such that s ?, ? : R = Q “ R.i j
Ž . Ž . w Ž . Ž .xiv W ? s W ? , . . . , W ? 9 is an l-dimensional standard Wiener1 l
process.
Ž . Ž . N Ž .v l ? G 0 for i / j and Ý l ? s 0.i j js1 i j
Ž . Ž . Ž .vi For any t ) 0, u t , W t are independent of X and u .0 0
We now make the following assumptions. We denote various constants
by C .i
Ž . Ž . dC1 i For each i g Q and for all x, y g R ,
< <b x , i y b y , i F C x y y .Ž . Ž . 1
Ž . dii For each i g Q and for all x, y g R ,
< <s x , i y s y , i F C x y y .Ž . Ž . 2
Ž . d Ž .iii For each i, j g Q and for all x g R , l x is bounded,i j
continuous, and Lipschitz in x.
Also, there exist constants l , L , 0 - l - L such that for i / j, l F0 0 0 0 0
Ž .l ? F L .i j 0
Ž Ž . Ž ..Let L be the infinitesimal generator of the Markov process X ? , u ? .
For f belonging to the domain of L, define
d 2 d1 › f x , i › f x , iŽ . Ž .
L f x , i s a x , i q b x , i , 2.3Ž . Ž . Ž . Ž .Ý Ýi jk j2 › x › x › xk jj, ks1 js1
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Ž . l Ž . Ž .where a ?, i s Ý s ?, i s ?, i . Thenjk ms1 jm k m
N
Lf x , i s L f x , i q l x f x , j . 2.4Ž . Ž . Ž . Ž . Ž .Ýi i j
js1
Ž . Ž .We recall that a continuous time jump process u ? with generator L ? s
w Ž .xNl ? can be represented as a stochastic integral with respect to ai j i, js1
Poisson random measure. For i, j g Q, x g R d, we construct the intervals
Ž .D x of the real line ini j
D x s 0, l x ,Ž . Ž . .12 12
D x s l x , l x q l x ,Ž . Ž . Ž . Ž . .13 12 12 13
...
Ny1 N
D x s l x , l x ,Ž . Ž . Ž .Ý Ý1 N 1 j 1 j /js2 js2
N N
D x s l x , l x q l x ,Ž . Ž . Ž . Ž .Ý Ý21 1 j 1 j 21 /js2 js2
2.5Ž .
...
N Ny1 N N
D x s l x q l x , l x q l x ,Ž . Ž . Ž . Ž . Ž .Ý Ý Ý Ý2 N 1 j 2 j 1 j 2 j 0js2 js1 js2 js1
j/2 j/2
Ž .and so on. For fixed x, these are disjoint intervals, and the length of D xi j
Ž .is l x . Now define a functioni j
h: R d = Q = R “ R
by
j y i , if z g D xŽ .i jh x , i , z s 2.6Ž . Ž .½ 0, otherwise.
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Then
du t s h X t , u t y , z p dt , dzŽ . Ž . Ž . Ž .Ž .H
R 2.7Ž .
u 0 s u ,Ž . 0
Ž . Ž .where p dt, dz is a Poisson random measure with intensity dt = m dz , m
Ž . Ž .being the Lebesgue measure on R. Note that the processes X ? , u ? can
Ž . Ž .now be thought of as a solution of 2.1 and 2.7 , the driving forces being
Ž . Ž .the Wiener process W ? and the Poisson random measure p ?, ? which is
Ž . w xindependent of W ? . For more information see Ghosh et al. 6 .
The conditions under which we establish the ergodic properties of the
 Ž . Ž Ž . Ž .. 4process Y t [ X t , u t : t G 0 are expressed in terms of the generic
Ä Ž . 4points of the process X t : t G 0 defined in
ÄX t [ X 9 t I , X 9 t I , . . . , X 9 t I 9. 2.8Ž . Ž . Ž . Ž . Ž .u Ž t .s14 u Ž t .s24 u Ž t .sN 4
Throughout, 9 denotes the transpose.
Define
 4  4  4 d  4  4  4S s 0 = 0 = ??? = 0 = R = 0 = 0 = ??? = 0D ‘^_^ ‘ _ ^ ‘ _igQ
ith position Ž .i y 1 copies N y i copies
d  4  4 d  4  4s R = 0 = ??? = 0 j 0 = R = 0 = ??? = 0Ž .^ ‘ _ ^ ‘ _
Ž . Ž .N y 1 copies N y 2 copies
 4  4  4 dj ??? j 0 = 0 = ??? = 0 = R ,^ ‘ _
N y 1 copies
where 0 denotes the d-dimensional zero vector. Clearly, S : R Nd. Notice
Ä dŽ .that X t is an S-valued process. For i g Q, x g R , a generic point of the
ÄŽ .X t process is
ix [ 0, 0, . . . , 0 , x9 , 0, 0, . . . , 0 9 g S. 2.9Ž .Ä ^ ‘ _ ‘^_ ^ ‘ _
Ž . Ž .1 = d i y 1 1 = d 1 = d N y i
In the remaining part of this section, we derive certain expressions related
ÄŽ .to the process X ? defined as above.
 4 Ž Ž . Ž ..For any k g Q s 1, 2, . . . , N , consider the function f X t , u t s
Ž . Ž wX t I , t G 0. Applying Ito's formula see Skorohod 9, Chap. 2,Ãu Ž t .sk4
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x.Lemma 3 on f , we get
X t IŽ . u Ž t .sk4
t
s X 0 I q b X s , u s I dsŽ . Ž . Ž .Ž .Hu Ž0.sk4 u Ž s.sk4
0
t
q s s , u s I dW sŽ . Ž . Ž .H u Ž s.sk4
0
t
q f X s , u s q h X s , u s , zŽ . Ž . Ž . Ž .Ž .Ž .HH
0 R
yf X s , u s p ds, dzŽ . Ž . Ž .Ž . Ä
t
q f X s , u s q h X s , u s , zŽ . Ž . Ž . Ž .Ž .Ž .HH
0 R
yf X s , u s m dz ds, 2.10Ž . Ž . Ž . Ž .Ž .
Ž . Ž . Ž .where p ds, dz s p ds, dz y m dz ds is the centered Poisson measure.Ä
Thus, we can write
t tÄ ÄX t s X 0 q b X s , u s ds q s X s , u s dW sŽ . Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .ÄH H
0 0
t
q g X s , u s , z p ds, dzŽ . Ž . Ž .Ž . ÄHH
0 R
t
q g X s , u s , z m dz ds, 2.11Ž . Ž . Ž . Ž .Ž .ÄHH
0 R
where
Äb X s , u sŽ . Ž .Ž .
s b9 X s , u s I , . . . , b9 X s , u s I 9,Ž . Ž . Ž . Ž .Ž . Ž .u Ž s.s14 u Ž s.sN 4
s X s , u sŽ . Ž .Ž .Ä
s s 9 X s , u s I , . . . , s 9 X s , u s I 9,Ž . Ž . Ž . Ž .Ž . Ž .u Ž s.s14 u Ž s.sN 4
X s I y IŽ . Ž .u Ž s.qhŽ X Ž s. , u Ž s. , z .s14 u Ž s.s14
..g X s , u s , z s .Ž . Ž .Ž .Ä .
X s I y IŽ . Ž .u Ž s.qhŽ X Ž s. , u Ž s. , z .sN 4 u Ž s.sN 4
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Ž x, iŽ . x, iŽ .. Ž . Ž . Ž .Now let X t , u t be the solution of 2.1 ] 2.2 with X 0 s x,
Ž . du 0 s i. For x , y g R , i , j g Q, we denote two independent solutions0 0 0 0
Ž . Ž .of 2.1 ] 2.2 by
X t , u t [ X x 0 , i0 t , u x 0 , i0 tŽ . Ž . Ž . Ž .Ž . Ž .1 1
and
X t , u t [ X y0 , j0 t , u y0 , j0 t .Ž . Ž . Ž . Ž .Ž . Ž .2 2
Ä x 0 , i0Ž .Next we define the corresponding S-valued processes X t and
Ä y0 , j0Ž . Ž .X t as in 2.8 . Let
 4  4 d  4  4T s 0 = ??? = 0 = R = 0 = ??? = 0D ‘^_^ ‘ _ ^ ‘ _i , jgQ
ith positioni-j i y 1 copies j y 1 y 1 copiesŽ .
d  4  4= R = 0 = ??? = 0 .‘^_ ^ ‘ _
jth position N y j copiesŽ .
Nd Ä x 0 , i0 Ä y0 , j0Ž Ž . Ž .. Ž .Clearly, T : R . Notice that X t y X t is a T j S -valued
d Ä x 0 , i0 Ž .process. For x, y g R , i, j g Q, generic points of the process X t y
Ä y0 , j0Ž ..X t look like
¡ 0, 0, . . . , 0 , x9 y y9 , 0, 0, . . . , 0 9 g S, for i s j^ ‘ _ ^ ‘ _^‘ _
Ž . Ž .1 = d i y 1 1 = d N y i1 = d
0, 0, . . . , 0 , x9 , 0, 0, . . . , 0 , yy9 , 0, 0, . . . , 0 9 g T ,^ ‘ _ ‘^_ ^ ‘ _ ^ ‘ _‘^_
Ž .1 = d i y 1 1 = d 1 = d j y i y 1 1 = d N y jŽ . Ž .i j ~ 1 = dx y y sÄ Ä
for i - j
0, 0, . . . , 0 , yy9 , 0, 0, . . . , 0 , x9 , 0, 0, . . . , 0 9 g T ,^ ‘ _ ^ ‘ _ ‘^_^ ‘ _‘^_
Ž .1 = d j y 1 1 = d i y j y 1 1 = d 1 = d N y iŽ . Ž .1 = d¢ for i ) j.
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Ž .From 2.11 we get
Ä x 0 , i0 Ä y0 , j0X t y X tŽ . Ž .
Ä x 0 , i0 Ä y0 , j0s X 0 y X 0Ž . Ž .
t Ä Äq b X s , u s y b X s , u s dsŽ . Ž . Ž . Ž .Ž . Ž .H 1 1 2 2
0
t
q s X s , u s y s X s , u s dW sŽ . Ž . Ž . Ž . Ž .Ž . Ž .Ä ÄH 1 1 2 2
0
t
q g X s , u s , z y g X s , u s , z p ds, dzŽ . Ž . Ž . Ž . Ž .Ž . Ž .Ä Ä ÄHH 1 1 2 2
0 R
t
q g X s , u s , z y g X s , u s , z m dz ds.Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ä ÄHH 1 1 2 2
0 R
2.12Ž .
Ž . 2 Ž . ŽLet ¤ ? be a function of class C on T j S . Then by Ito's formula seeÃ
w x.Ikeda and Watanabe 8 we get,
Ä x 0 , i0 Ä y0 , j0 Ä x 0 , i0 Ä y0 , j0¤ X t y X t y ¤ X 0 y X 0Ž . Ž . Ž . Ž .Ž . Ž .
t x , i y , j0 0 0 0Ä Äs =¤ X s y X s 9Ž . Ž .Ž .H Ž .
0
Ä Ä= b X s , u s y b X s , u s dsŽ . Ž . Ž . Ž .Ž . Ž .Ž .1 1 2 2
t x , i y , j0 0 0 0Ä Äq =¤ X s y X s 9Ž . Ž .Ž .H Ž .
0
= s X s , u s y s X s , u s dW sŽ . Ž . Ž . Ž . Ž .Ž . Ž .Ž .1 1 2 2
Nd1 t x , i y , j0 0 0 0Ä Äq a X s , X sŽ . Ž .Ä Ž .ÝH i j2 0 i , js1
x , i y , j0 0 0 0Ä Ä= › › ¤ X s y X s dsŽ . Ž .Ž . Ž .i j
t x , i0 0Äq ¤ X s q g X s , u s , zŽ . Ž . Ž .Ž .ÄŽHH 1 1
0 R
Ä y0 , j0yX s y g X s , u s , zŽ . Ž . Ž .Ž .Ä .2 2
x , i y , j0 0 0 0Ä Äy¤ X s y X s p ds, dzŽ . Ž . Ž .ÄŽ .
t x , i0 0Äq ¤ X s q g X s , u s , zŽ . Ž . Ž .Ž .ÄŽHH 1 1
0 R
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Ä y0 , j0 Ä x 0 , i0 Ä y0 , j0yX s y g X s , u s , z y ¤ X s y X sŽ . Ž . Ž . Ž . Ž .Ž .Ä Ž ..2 2
Ä x 0 , i0 Ä y0 , j0y =¤ X s y X s 9Ž . Ž .Ž .Ž .
= g X s , u s , z y g X s , u s , z m dz dsŽ . Ž . Ž . Ž . Ž .Ž . Ž .Ä ÄŽ .1 1 2 2
t x , i y , j0 0 0 0Ä Äq =¤ X s y X s 9Ž . Ž .Ž .HH Ž .
0 R
= g X s , u s , z y g X s , u s , z m dz dsŽ . Ž . Ž . Ž . Ž .Ž . Ž .Ä ÄŽ .1 1 2 2
t x , i y , j0 0 0 0Ä Äs =¤ X s y X s 9Ž . Ž .Ž .H Ž .
0
Ä Ä= b X s , u s y b X s , u s dsŽ . Ž . Ž . Ž .Ž . Ž .Ž .1 1 2 2
Nd1 t x , i y , j0 0 0 0Ä Äq a X s , X sŽ . Ž .Ä Ž .ÝH i j2 0 i , js1
x , i y , j0 0 0 0Ä Ä= › › ¤ X s y X s dsŽ . Ž .Ž . Ž .i j
t x , i y , j0 0 0 0Ä Äq ¤ X s q g X s , u s , z y X sŽ . Ž . Ž . Ž .Ž .ÄŽHH 1 1
0 R
x , i y , j0 0 0 0Ä Äyg X s , u s , z y ¤ X s y X s m dz dsŽ . Ž . Ž . Ž . Ž .Ž .Ä Ž ..2 2
t x , i y , j0 0 0 0Ä Äq =¤ X s y X s 9Ž . Ž .Ž .H Ž .
0
= s X s , u s y s X s , u s dW sŽ . Ž . Ž . Ž . Ž .Ž . Ž .Ž .1 1 2 2
t x , i y , j0 0 0 0Ä Äq ¤ X s q g X s , u s , z y X sŽ . Ž . Ž . Ž .Ž .ÄŽHH 1 1
0 R
x , i y , j0 0 0 0Ä Äyg X s , u s , z y ¤ X s y X s p ds, dzŽ . Ž . Ž . Ž . Ž .Ž .Ä ÄŽ ..2 2
t tx , i y , j x , i y , j0 0 0 0 0 0 0 0Ä Ä Ä Ä Äs L¤ X s yX s dsq =¤ X s yX s 9Ž . Ž . Ž . Ž .Ž . Ž .H H Ž .
0 0
= s X s , u s y s X s , u s dW sŽ . Ž . Ž . Ž . Ž .Ž . Ž .Ž .1 1 2 2
t x , i y , j0 0 0 0Ä Äq ¤ X s q g X s , u s , z y X sŽ . Ž . Ž . Ž .Ž .ÄŽHH 1 1
0 R
x , i y , j0 0 0 0Ä Äyg X s , u s , z y ¤ X s y X s p ds, dz ,Ž . Ž . Ž . Ž . Ž .Ž .Ä ÄŽ ..2 2
2.13Ž .
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where
Ä x 0 , i0 Ä y0 , j0a X s , X s s s X s , u s y s X s , u sŽ . Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ä Ä ÄŽ .Ž . 1 1 2 2
= s X s , u s y s X s , u s 9,Ž . Ž . Ž . Ž .Ž . Ž .Ä ÄŽ .1 1 2 2
Ä Ä x 0 , i0 Ä y0 , j0Ž Ž . Ž ..and L is the differential generator of X t y X t . Now we
Äderive the expression of L in terms of the state space values of the
underlying process. Note that
t x , i y , j0 0 0 0Ä Ä¤ X s qg X s , u s , z yX s yg X s , u s , zŽ . Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ä ÄŽ .HH 1 1 2 2
0 R
x , i y , j0 0 0 0Ä Äy¤ X s y X s m dz dsŽ . Ž . Ž .Ž .
X s I yX s IŽ . Ž .1 u Ž s.qhŽ X Ž s. , u Ž s. , z .s14 2 u Ž s.qhŽ X Ž s. , u Ž s. , z .s141 1 1 2 2 2
t ..s ¤HH .
0 R  0X s I yX s IŽ . Ž .1 u Ž s.qhŽ X Ž s. , u Ž s. , z .sN 4 2 u Ž s.qhŽ X Ž s. , u Ž s. , z .sN 41 1 1 2 2 2
X s I y X s IŽ . Ž .1 u Ž s.s14 2 u Ž s.s141 2
..y¤ m dz ds. 2.14Ž . Ž .. 0X s I y X s IŽ . Ž .1 u Ž s.sN 4 2 u Ž s.sN 41 2
Ž . Ž . dFor x, i , y, j g R = Q, we compute the integral
xI y yI xI y yIiqhŽ x , i , z .s14  jqhŽ y , j , z .s14 is14  js14
. .. .¤ y ¤ m dzŽ .H . .
R  0  0xI y yI xI y yIiqhŽ x , i , z .sN 4  jqhŽ y , j , z .sN 4 isN 4  jsN 4
N N
s m D x _ D x l D yŽ . Ž . Ž .Ý Di k ik jl 0 0ks1 ls1
k/i l/j
k j i j= ¤ x y y y ¤ x y yÄ Ä Ä ÄŽ . Ž .
N N
q m D y _ D y l D xŽ . Ž . Ž .Ý Djl jl i kž / 0ls1 ks1
l/j k/i
i l i j= ¤ x y y y ¤ x y yÄ Ä Ä ÄŽ . Ž .
N N
k l i jq m D x l D y ¤ x y y y ¤ x y yŽ . Ž . Ä Ä Ä ÄŽ . Ž .Ž .Ý Ý i k jl
ks1 ls1
k/i l/j
STABILITY OF DEGENERATE DIFFUSIONS 229
N
k j i js l x ¤ x y y y ¤ x y yŽ . Ä Ä Ä ÄŽ . Ž .Ý i k
ks1
k/i
N
i l i jq l y ¤ x y y y ¤ x y yŽ . Ä Ä Ä ÄŽ . Ž .Ý jl
ls1
l/j
N N
q m D x l D yŽ . Ž .Ž .Ý Ý i k jl
ks1 ls1
k/i l/j
k l i l k j i j= ¤ x y y y ¤ x y y y ¤ x y y q ¤ x y yÄ Ä Ä Ä Ä Ä Ä ÄŽ . Ž . Ž . Ž .
N N
k j i ks l x ¤ x y y q l y ¤ x y yŽ . Ž .Ä Ä Ä ÄŽ . Ž .Ý Ýi k jk
ks1 ks1
N N
q m D x l D yŽ . Ž .Ž .Ý Ý i k jl
ks1 ls1
k/i l/j
k l i l k j i j= ¤ x y y y ¤ x y y y ¤ x y y q ¤ x y y .Ä Ä Ä Ä Ä Ä Ä ÄŽ . Ž . Ž . Ž .
2.15Ž .
Ž . ŽFor an Nd = Nd symmetric matrix P with suitable properties to be
Ž ..given in C3 , we define the Liapunov function
kr2¤ x s x9Px , x g T j SŽ . Ž . Ž .Ä Ä Ä Ä
for some k ) 0.
Then, for i, j g Q, x, y g R d,
k kr2y1i j i j i jÄL¤ x y y s x y y 9P x y yÄ Ä Ä Ä Ä ÄŽ . Ž . Ž .Ž .2
i j i jÄ Ä= 2 P x y y 9 b x , i y b y , j q tr a x , y PŽ . Ž .Ä Ä Ä Ä ÄŽ . Ž .Ž .Ž . Ž .
P x i y y j 9a x i , y j P x i y y jÄ Ä Ä Ä Ä Ä ÄŽ . Ž . Ž .Ž .
y 2 y kŽ . i j i jx y y 9P x y yÄ Ä Ä ÄŽ . Ž .
2 1ykr2i j i jq x y y 9P x y yÄ Ä Ä ÄŽ . Ž .Ž .
k
N N
k j i k= l x ¤ x y y q l y ¤ x y yŽ . Ž .Ä Ä Ä ÄŽ . Ž .Ý Ýi k jk ks1 ks1
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N N
q m D x l D yŽ . Ž .Ž .Ý Ý i k jl
ks1 ls1
k/i l/j
k l i l= ¤ x y y y ¤ x y yÄ Ä Ä ÄŽ . Ž .
k j i jy¤ x y y q ¤ x y y , 2.16Ž .Ä Ä Ä ÄŽ . Ž . 0
Ž . Ž . dwhere, for x, i , y, j g R = Q,
ix s 0, 0, . . . , 0 , x9 , 0, 0, . . . , 0 9 g S,Ä ^ ‘ _ ‘^_^ ‘ _
Ž . Ž .1 = d i y 1 1 = d 1 = d N y i
Äb x , i s 0, 0, . . . , 0 , b9 x , i , 0, 0, . . . , 0 9 g S,Ž . Ž .^ ‘ _ ^ ‘ _^ ‘ _
Ž . Ž .1 = d i y 1 1 = d N y i1 = d
s x , i s 0, 0, . . . , 0 , s 9 x , i , 0, 0, . . . , 0 9,Ž . Ž .Ä ^ ‘ _ ^ ‘ _^ ‘ _
Ž . Ž .l = d i y 1 l = d N y il = d
a x i , y j s s x , i y s y , j s x , i y s y , j 9.Ž . Ž . Ž . Ž .Ž . Ž .Ä Ä Ä Ä Ä Ä ÄŽ .
Ž . Ž .Notice that as i varies over Q, the positions of x9, b9 x, i , and s 9 x, i ,
i ÄŽ . Ž .respectively, in x , b x, i , and s x, i vary accordingly. In the followingÄ Ä
Ä Ž .section we make extensive use of the expression of L as given in 2.16 .
3. STABILITY RESULTS
For the stability results of this section we first derive the following
Ž .results on the conditional transition probability of u t conditioned on
 Ž . Ž .4  Ž . 4X s , s F t, u 0 , t G 0. Let G i , t G 0 be the increasing family oft
sub-s-algebras of F, defined by,
G i [ s X s , s F t , u 0 s i , i g Q. 3.1 4Ž . Ž . Ž . Ž .t
for notational convenience we denote, for i, j g Q,
p t [ P u t s j ‹ G i , t G 0. 3.2Ž . Ž . Ž . Ž .Ž .i j t
Ž .Note that 3.2 holds almost surely. In what follows we do not mention this
explicitly. We make the following assumption.
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Ž . Ž .C2 We assume that for h ) 0 small
P u t q h s j ‹ G i y P u t q h s j ‹ G i s o h 3.3Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .t tqh
for each j g Q.
Ž .Remark 3.1. In the particular case when u ? is a prescribed Markov
Ž .chain, C2 trivially holds.
Ž .Using C2 we establish the following results.
Ž .LEMMA 3.1. Under C2 , the following holds
Nd
p t s p t l X t , 3.4Ž . Ž . Ž . Ž .Ž .Ýi j i k k jdt ks1
where the l.h.s. denotes the right-hand deri¤ati¤e.
Ž .Proof. For h ) 0 small,
P u t q h s j ‹ G iŽ . Ž .Ž .t
N
s P u t q h s j, u t s k ‹ G iŽ . Ž . Ž .Ž .Ý t
ks1
N
s P u t q h s j ‹ G i , u t s k P u t s k ‹ G iŽ . Ž . Ž . Ž . Ž .Ž . Ž .Ý t t
ks1
N
s l X t h q o h P u t s k ‹ G iŽ . Ž . Ž . Ž .Ž . Ž .Ž .Ý k j t
ks1
k/j
q 1 q l X t h q o h P u t s j ‹ G i ,Ž . Ž . Ž . Ž .Ž . Ž .Ž .j j t
Ž .where the last step follows from 2.2 .
Hence, we can write
1
P u t q h s j ‹ G i y P u t s j ‹ G iŽ . Ž . Ž . Ž .Ž . Ž .tqh th
1
q P u t q h s j ‹ G i y P u t q h s j ‹ G iŽ . Ž . Ž . Ž .Ž . Ž .t tqhh
N
s l X t P u t s k ‹ G iŽ . Ž . Ž .Ž . Ž .Ý k j t
ks1
No hŽ .
q P u t s k ‹ G i .Ž . Ž .Ž .Ý th ks1
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Ž . Ž .Using 3.3 and letting h “ 0, 3.4 follows.
Ž .Ž . Ž .LEMMA 3.2. Under C1 iii and C2 , for all i, j g Q,
L L0 0 yŽŽ Ny1.l qL . t0 0p t F q d y e ,Ž .i j i jž /N y 1 l q L N y 1 l q LŽ . Ž .0 0 0 0
3.5Ž .
and
l l0 0 yŽŽ Ny1.L ql . t0 0p t G q d y e ,Ž .i j i jž /N y 1 L q l N y 1 L q lŽ . Ž .0 0 0 0
3.6Ž .
for t G 0, where
1 for i s j
d si j ½ 0 for i / j.
Proof. For every i, j g Q, we introduce the Laplace transform
‘
yu tf u s e p t , dt , u ) 0.Ž . Ž .Hi j i j
0
Ž .from 3.4 we get
N ‘
yu tuf u y e p t l X t dt s p 0 . 3.7Ž . Ž . Ž . Ž . Ž .Ž .Ý Hi j i k k j i j
0ks1
Note that
N
u f u s 1. 3.8Ž . Ž .Ý i k
ks1
Ž .From 3.7 we can write,
u q N y 1 l f u y L f u F p 0 s d .Ž . Ž . Ž . Ž .Ž . Ý0 i j 0 i k i j i j
ks1
k/j
Ž .Using 3.8 we get
1
u q N y 1 l f u y L y f u F d .Ž . Ž . Ž .Ž .0 i j 0 i j i jž /u
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Thus,
1 L0
f u F q d .Ž .i j i jž /u q N y 1 l q L uŽ . 0 0
w xUsing Theorem 11, p. 463 in 12 on both sides of the above equation we
Ž .obtain 3.5 .
Ž . Ž .To prove 3.6 , from 3.7 we write
u q N y 1 L f u y l f u G d .Ž . Ž . Ž .Ž . Ý0 i j 0 i k i j
ks1
k/j
Ž .Using 3.8 we get
1 l0
f u G q d .Ž .i j i jž /u q N y 1 L q l uŽ . 0 0
Ž .Again by analogous arguments as before 3.6 follows.
Ž .Ž . Ž .COROLLARY 3.3. Fix an arbitrary t ) 0. Then under C1 iii and C2 ,0
for all t G t , the following inequalities hold:0
For each i g Q,
l0
N y 1 L q lŽ . 0 0
1
yŽŽ Ny1.l qL . t0 0 0F p t F L q N y 1 l e ,Ž . Ž .Ž .i i 0 0N y 1 l q LŽ . 0 0
3.9Ž .
and for e¤ery i, j g Q, i / j,
1
yŽŽ Ny1.L ql . t0 0 0l y l eŽ .0 0N y 1 L q lŽ . 0 0
L0F p t F . 3.10Ž . Ž .i , j N y 1 l q LŽ . 0 0
Proof. The results are immediate from Lemma 3.2
For each i g Q, we denote
l0Lp [ ,i i N y 1 L q lŽ . 0 0
3.11Ž .
1
U yŽŽ Ny1.l qL . t0 0 0p [ L q N y 1 l e ,Ž .Ž .i i 0 0N y 1 l q LŽ . 0 0
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and for every i, j g Q, i / j, we denote
1
L yŽŽ Ny1.L ql . t0 0 0p [ l y l e ,Ž .i j 0 0N y 1 L q lŽ . 0 0
3.12Ž .
L0Up [ .i j N y 1 l q LŽ . 0 0
Ž .Now we study the stability properties of the random diffusion Y t s
Ž Ž . Ž ..X t , u t . We carry our program under the following assumptions.
Ž . Ž .C3 We assume that there exists an Nd = Nd matrix P such that
w xif P is partitioned as P s P , i, j s 1, 2, . . . , N, where each P is ai j i j
Ž .d = d matrix then the following holds:
Ž . Ž .i For each i g Q, P is a d = d symmetric positive defi-i i
nite matrix.
Ž .ii For i, j g Q, i / j, each
P Pii i jÄP [i j P Pji j j
Ž .is a 2 d = 2 d symmetric positive definite matrix.
Ž .For a matrix P as in C3 , we define the following quantities.
For x / y g R d, i g Q, and for some k ) 0, define
i i Ä Ä i iH [ 2 P x y y 9 b x , i y b y , i q tr a x , y PŽ . Ž .Ä Ä Ä Ä ÄŽ . Ž .Ž .Ž . Ž .i
P x i y y i 9a x i , y i P x i y y iÄ Ä Ä Ä Ä Ä ÄŽ . Ž . Ž .Ž .
y 2 y kŽ . i i i ix y y 9P x y yÄ Ä Ä ÄŽ . Ž .
N N2
q l x q l y q m D x l D yŽ . Ž . Ž . Ž .Ž .Ý Ýi i i i i k i lk ks1 ls1
k/i l/i
= x i y y i 9P x i y y iÄ Ä Ä ÄŽ . Ž .
N2 1ykr2i i i iq x y y 9P x y y m D x l D yŽ . Ž .Ž .Ä Ä Ä ÄŽ . Ž .Ž . Ý i k ikk ks1
k/i
kr2k k k k= x y y 9P x y y . 3.13Ž .Ä Ä Ä ÄŽ . Ž .Ž .
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For x, y g R d, i, j, i , j g Q, i / j, define0 0
Hi , j , i , j0 0
i j Ä Ä i j[ 2 P x y y 9 b x , i y b y , j q tr a x , y PŽ . Ž .Ä Ä Ä Ä ÄŽ . Ž .Ž .Ž . Ž .
P x i y y j 9a x i , y j P x i y y jÄ Ä Ä Ä Ä Ä ÄŽ . Ž . Ž .Ž .
y 2 y kŽ . i j i jx y y 9P x y yÄ Ä Ä ÄŽ . Ž .
N N2
q l x q l y q m D x l D yŽ . Ž . Ž . Ž .Ž .Ý Ýi i j j i k jlk ks1 ls1
k/i l/j
U Npi j0q l x y m D x l D yŽ . Ž . Ž .Ž .Ýji ji jlLP  0i i ls10
l/j
U Npj i0q l y y m D x l D yŽ . Ž . Ž .Ž .Ýi j i k i jLp ž /j j ks10
k/i
N1
U Uq p p m D x l D yŽ . Ž .Ž .Ý i n j n ni n jL L 0 0p pi i j j ns10 0
n/i , j
2 1ykr2i j i j i j i j= x y y 9P x y y q x y y 9P x y yÄ Ä Ä Ä Ä Ä Ä ÄŽ . Ž . Ž . Ž .Ž .
k
N N
= l x y m D x l D yŽ . Ž . Ž .Ž .Ý Ýi k ik jl 0ks1 ls1
k/i l/j
kr2k j k j= x y y 9P x y yÄ Ä ÄŽ . Ž .Ž .
N N
q l y y m D x l D yŽ . Ž . Ž .Ž .Ý Ýjl i k jlž /ls1 ks1
l/j k/i
kr2i l i l= x y y 9P x y yÄ Ä Ä ÄŽ . Ž .Ž .
N N
q m D x l D yŽ . Ž .Ž .Ý Ý i k jl
ks1 ls1
k/i l/j
kr2k l k l= x y y 9P x y y . 3.14Ž .Ä Ä Ä ÄŽ . Ž .Ž .
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Now we make the following assumptions.
Ž . Ž . Ž .C4 We assume that there exists an Nd = Nd matrix P as in C3
and a constant a ) 0 such that for some k ) 0 the following holds:
Ž . di For each i g Q, and for x / y g R ,
< < 2H F ya x y y . 3.15Ž .i
Ž . dii For i, j, i , j g Q, i / j, and for x, y g R ,0 0
< < 2 < < 2H F ya x q y . 3.16Ž .Ž .i , j , i , j0 0
Ž . Ž . Ž .C5 We assume that there exists an Nd = Nd matrix P as in C3
and a positive constant D such that for all x, y g R d, i, j g Q, and for
some k ) 0,
i j i jÄ ÄJ [ 2 P x y y 9 b x , i y b y , j q tr a x , y PŽ . Ž .Ä Ä Ä Ä ÄŽ . Ž .Ž .Ž . Ž .i , j
i j i j i jP x y y 9a x , y P x y yÄ Ä Ä Ä Ä Ä ÄŽ . Ž . Ž .Ž . 2i j< <y 2 y k F D x y y . 3.17Ž . Ž .Ä Äi j i jx y y 9P x y yÄ Ä Ä ÄŽ . Ž .
Ž . Ž . Ž . Ž .Under C1 , C2 , C4 , and C5 , we establish the following asymptotic
ÄŽ .flatness result for the flow X t .
Ž x, iŽ . x, iŽ .. Ž . Ž .PROPOSITION 3.4. Let X t , u t be the solution of 2.1 ] 2.2
Ž . Ž . Ž .with X 0 s x, u 0 s i. Consider t ) 0 as fixed in Corollary 3.3. Then0
Ž . Ž . Ž . Ž .under C1 , C2 , C4 , and C5 , there exist constants C ) 0, C ) 0 such3 4
that for x , y g R d, i , j g Q,0 0 0 0
k k
x , i y , j yC Ž tyt . x , i y , j0 0 0 0 4 0 0 0 0 0Ä Ä Ä ÄE X t y X t F C e E X t y X tŽ . Ž . Ž . Ž .3 0 0
3.18Ž .
for all t G t .0
Proof. Consider the Liapunov function
kr2¤ x s x9Px , x g T j S . 3.19Ž . Ž . Ž . Ž .Ä Ä Ä Ä
< < < <Let M be a positive integer such that x - M r4, y - M r4. Let M0 0 0 0 0
be a positive integer such that M G M . Define the stopping times0
Ä x 0 , i0 Ä y0 , j0h s inf t G t : X t s X t ,Ž . Ž . 40 0
x , i y , j0 0 0 0h s inf t G t : max X t , X t G M .Ž . Ž . 4 4M 0
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 Ž . 4For t G t , let t s t n h n h . Let G x, i , t G 0 be the increasing0 M M 0 t
family of sub-s-algebras of F, defined by,
G x , i [ s X x , i u , u F t , X 0 s x , u 0 s i . 3.20 4Ž . Ž . Ž . Ž . Ž .t
Ž . Ž .Using C5 , from 2.16 it is easy to find a constant K such that for
Ä Ä x 0 , i0 Ä y0 , j0< Ž Ž . Ž .. <0 F s - t , L¤ X s y X s F K. Therefore, we haveM
tM x , i y , j0 0 0 0Ä Ä ÄE L¤ X s y X s ds F Kt - ‘. 3.21Ž . Ž . Ž .Ž .H
t0
Now, by Ito's formula and Fubini's theorem, we have for M G M ,Ã 0
Ä x 0 , i0 Ä y0 , j0 Ä x 0 , i0 Ä y0 , j0E¤ X t y X t y E¤ X t y X tŽ . Ž . Ž . Ž .Ž . Ž .M M 0 0
tM x , i y , j0 0 0 0Ä Ä Äs E L¤ X s y X s dsŽ . Ž .Ž .H
t0
‘
x , i y , j0 0 0 0Ä Ä Äs E I L¤ X s y X s dsŽ . Ž .Ž .H t F s- t 40 M
0
‘
x , i y , j0 0 0 0Ä Ä Äs E E I L¤ X s y X s ‹ G x , i ,Ž . Ž . Ž .Ž .H ž t F s- t 4 s 0 00 M
0
G y , j dsŽ . /s 0 0
‘
x , i y , j0 0 0 0Ä Ä Äs E I E I L¤ X s y X s ‹ G x , i ,Ž . Ž . Ž .Ž .H žt F s- t n h 4 s-h 4 s 0 00 M 0
0
G y , j dsŽ . /s 0 0
tnhM x , i y , j0 0 0 0Ä Ä Äs E E I L¤ X s y X s ‹ G x , i ,Ž . Ž . Ž .Ž .H ž s-h 4 s 0 00
t0
G y , j dsŽ . /s 0 0
N N & &i jtnhM Äs E I L¤ X s y X sŽ . Ž .Ý ÝH s-h 4 1 2ž /0
t0 is1 js1
=P u s s i ‹ G x , i P u s s j ‹ G y , j ds. 3.22Ž . Ž . Ž . Ž . Ž .Ž . Ž .1 s 0 0 2 s 0 0
Note that in the last step we have used the independence of the solutions
X t , u t ’ X x 0 , i0 t , u x 0 , i0 tŽ . Ž . Ž . Ž .Ž . Ž .1 1
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and
X t , u t ’ X y0 , j0 t , u y0 , j0 t .Ž . Ž . Ž . Ž .Ž . Ž .2 2
 4 Ž . Ž . Ž . Ž .Also notice that on the set s - h , u s s u s implies X s / X s .0 1 2 1 2
In the following computations, for the sake of notational convenience, at
Ž . Ž . Ž Ž .an arbitrary t F s - t , we denote, X s s x, X s s y, P u s s i ‹0 M 1 2 1
Ž .. z0 Ž . Ž Ž . Ž .. y0Ž .G x , i s p s , and P u s s j ‹ G y , j s p s . We writes 0 0 i i 2 s 0 0 j j0 0
N N
x y i j0 0 ÄI p s p s L¤ x y yŽ . Ž . Ä ÄŽ .Ý Ý s-h 4 i i j j0 0 0
is1 js1
N
x y i i0 0 Äs I p s p s L¤ x y yŽ . Ž . Ä ÄŽ .Ý s-h 4 i i j i0 0 0
is1
N N
x y i j0 0 Äq I p s p s L¤ x y y . 3.23Ž . Ž . Ž .Ä ÄŽ .Ý Ý s-h 4 i i j j0 0 0
is1 js1
j/i
Note that,
N
x y i i0 0 ÄI p s p s L¤ x y yŽ . Ž . Ä ÄŽ .Ý s-h 4 i i j i0 0 0
is1
N k kr2y1x y i i i i0 0s I p s p s x y y 9P x y yŽ . Ž . Ä Ä Ä ÄŽ . Ž .Ž .Ý s-h 4 i i j i0 0 0 2is1
i i i iÄ Ä= 2 P x y y 9 b x , i y b y , i q tr a x , y PŽ . Ž .Ä Ä Ä Ä ÄŽ . Ž .Ž .Ž . Ž .
P x i y y i 9a x i , y i P x i y y iÄ Ä Ä Ä Ä Ä ÄŽ . Ž . Ž .Ž .
y 2 y kŽ . i i i ix y y 9P x y yÄ Ä Ä ÄŽ . Ž .
2
q l x q l y q m D x l D yŽ . Ž . Ž . Ž .Ž .Ý Ýi i i i i k i lž /k ks1 ls1
k/i l/i
i i i i= x y y 9P x y yÄ Ä Ä ÄŽ . Ž .
N
x y0 0q I p s p sŽ . Ž .Ý s-h 4 i i j i0 0 0
is1
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N N
k i i k= l x ¤ x y y q l y ¤ x y yŽ . Ž .Ä Ä Ä ÄŽ . Ž .Ý Ýi k ik
ks1 ks1
k/i k/i
N N
q m D x l D yŽ . Ž .Ž .Ý Ý i k i l
ks1 ls1
k/i l/i
k l i l k i= ¤ x y y y ¤ x y y y ¤ x y y . 3.24Ž .Ä Ä Ä Ä Ä ÄŽ . Ž . Ž .Ž .
Notice that,
N
x y0 0I p s p sŽ . Ž .Ý s-h 4 i i j i0 0 0
is1
N N N
k i= l x y m D x l D y ¤ x y yŽ . Ž . Ž .Ž . Ä ÄŽ .Ý Ý Ýi k ik i lž /ks1 ks1 ls1
k/i k/i l/i
N
x y0 0s I p s p sŽ . Ž .Ý s-h 4 i j j j0 0 0
js1
N N N
k j= l x y m D x l D y ¤ x y yŽ . Ž . Ž . Ä ÄŽ .Ž .Ý Ý Ýjk jk jl 0ks1 ks1 ls1
k/j k/j l/j
N
x y0 0s I p s p sŽ . Ž .Ý s-h 4 i j j j0 0 0
js1
N N N
i j= l x y m D x l D y ¤ x y yŽ . Ž . Ž . Ä ÄŽ .Ž .Ý Ý Ýji ji jl 0is1 is1 ls1
i/j i/j l/j
N N
x y0 0s I p s p sŽ . Ž .Ý Ý s-h 4 i j j j0 0 0
is1 js1
j/i
N
i j= l x y m D x l D y ¤ x y y . 3.25Ž . Ž . Ž . Ž .Ä ÄŽ .Ž .Ýji ji jl 0ls1
l/j
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Similarly,
N
x y0 0I p s p sŽ . Ž .Ý s-h 4 i i j i0 0 0
is1
N N N
i l= l y y m D x l D y ¤ x y yŽ . Ž . Ž .Ž . Ä ÄŽ .Ý Ý Ýi l i k i lž /ls1 ks1 ls1
l/i k/i l/i
N N
x y0 0s I p s p sŽ . Ž .Ý Ý s-h 4 j i j i0 0 0
is1 js1
j/i
N
i j= l y y m D x l D y ¤ x y y .Ž . Ž . Ž . Ä ÄŽ .Ž .Ýi j i k i jž /ks1
k/i
3.26Ž .
Also,
N N N
x y k i0 0I p s p s m D x l D y ¤ x y yŽ . Ž . Ž . Ž .Ž . Ä ÄŽ .Ý Ý Ýs-h 4 i i j i i k i l0 0 0
is1 ks1 ls1
k/i l/k , i
N N N
x y i j0 0s I p s p s m D x l D y ¤ x y yŽ . Ž . Ž . Ž . Ä ÄŽ .Ž .Ý Ý Ýs-h 4 i n j n m n j0 0 0
ns1 is1 js1
i/n j/i , n
N N N
x y0 0s I p s p sŽ . Ž .Ý Ý Ý s-h 4 i n j n0 0 0
is1 js1 ns1
n/i , jj/i
=m D x l D y ¤ x i y y j . 3.27Ž . Ž . Ž .Ä ÄŽ .Ž .ni n j
Ž .Thus, from 3.24 we write,
N
x y i i0 0 ÄI p s p s L¤ x y yŽ . Ž . Ä ÄŽ .Ý s-h 4 i i j i0 0 0
is1
N k kr2y1x y i i i i0 0s I p s p s x y y 9P x y y = HŽ . Ž . Ä Ä Ä ÄŽ . Ž .Ž .Ý s-h 4 i i j i i0 0 0 2is1
N N N
x y0 0q I p s p s l x y m D x l D yŽ . Ž . Ž . Ž . Ž .Ž .Ý Ý Ýs-h 4 i j j j ji ji jl0 0 0  0is1 js1 ls1
l/jj/i
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N
x y0 0qp s p s l y y m D x l D yŽ . Ž . Ž . Ž . Ž .Ž .Ýi i j i i j i k i j0 0 ž /ks1
k/i
N
x y0 0q p s p s m D x l D yŽ . Ž . Ž . Ž .Ž .Ý i n j n ni n j0 0
ns1
n/i , j
=¤ x i y y j . 3.28Ž .Ä ÄŽ .
Ž . Ž .Using 3.28 in 3.23 , for any s G t , we can write0
N N
x y i j0 0 ÄI p s p s L¤ x y yŽ . Ž . Ä ÄŽ .Ý Ý s-h 4 i i j j0 0 0
is1 js1
N k kr2y1x y i i i i0 0F I p s p s x y y 9P x y y = HŽ . Ž . Ä Ä Ä ÄŽ . Ž .Ž .Ý s-h 4 i i j i i0 0 0 2is1
N N
x y0 0q I p s p sŽ . Ž .Ý Ý s-h 4 i i j i0 0 0
is1 js1
j/i
k kr2y1i j i j= x y y 9P x y y = H . 3.29Ž .Ä Ä Ä ÄŽ . Ž .Ž . i , j , i , j0 02
Ž . Ž .Using C4 in 3.29 it follows that for s G t , there exists some d ) 0 such0
that
N N
x y i j0 0 ÄI p s p s L¤ x y yŽ . Ž . Ä ÄŽ .Ý Ý s-h 4 i i j j0 0 0
is1 js1
N N
x y i j0 0F yd I p s p s ¤ x y y . 3.30Ž . Ž . Ž .Ä ÄŽ .Ý Ý s-h 4 i i j j0 0 0
is1 js1
Ž . Ž .From 3.30 it is easily seen that the limit as M “ ‘ in each term in 3.22
exists. Now we claim that for some m ) 0,0
1q2Ž m rk . x , i y , j0 0 0 0 0Ä ÄE ¤ X t n h y X t n h - ‘. 3.31Ž . Ž . Ž .Ž .0 0
ÄNotice that as P , i g Q and P , i / j g Q are all positive definitei i i j
matrices, there exist positive constants C P, C ) 0 such that for anyP
d wŽ ii, j, k, l g Q, i / j, k / l and for x / y g R , each of the ratios x yÄ
i. Ž i i. Ž j j. Ž j j.x wŽ i i. Ž i i. Ž k l. Ž ky 9P x y y r x y y 9P x y y , x y y 9P x y y r x y y 9P xÄ Ä Ä Ä Ä Ä Ä Ä Ä Ä Ä Ä Ä Ä
l.x wŽ i j. Ž i j. Ž k l. Ž k l.x Py y , and x y y 9P x y y r x y y 9P x y y has C as an up-Ä Ä Ä Ä Ä Ä Ä Ä Ä
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per bound and C as a lower bound. Using these we can mimic theP
w x Ž .arguments used in the proof of Lemma 3.1 of 3 to prove 3.31 . We omit
the details.
Ž . Ž .Now using 3.31 we let M “ ‘ in 3.22 to obtain
Ä x 0 , i0 Ä y0 , j0 Ä x 0 , i0 Ä y0 , j0E¤ X t n h y X t n h y E¤ X t y X tŽ . Ž . Ž . Ž .Ž . Ž .0 0 0 0
N N & &i jt Äs E I L¤ X s y X sŽ . Ž .Ý ÝH s-h 4 1 2ž /0
t0 is1 js1
=P u s s i ‹ G x , i = P u s s j ‹ G y , j ds. 3.32Ž . Ž . Ž . Ž . Ž .Ž . Ž .1 s 0 0 2 s 0 0
Ä x 0 , i0 Ä y0 , j0Ž . Ž . Ž Ž . Ž ..Consider the process R t [ exp d t ¤ X t y X t for t G 0.
Ž .Using Ito's formula and Fubini's theorem as in 3.22 and then applyingÃ
Fatou's lemma, we get, for t G t ,0
ER t n h y ER tŽ . Ž .0 0
N N & &› i jt
d sÄs E I q L e ¤ X s y X sŽ . Ž .Ý ÝH s-h 4 1 2ž /0 ž /› st0 is1 js1
=P u s s i ‹ G x , i = P u s s j ‹ G y , j dsŽ . Ž . Ž . Ž .Ž . Ž .1 s 0 0 2 s 0 0
F 0, by 3.30 .Ž .
Thus
ER t n h F ER t for t G t .Ž . Ž .0 0 0
Ä x 0 , i0 Ä y0 , j0Ž . Ž .Since X t y X t s 0 a.s. for t F h , it follows that for all t G t ,0 0
ER t F ER t . 3.33Ž . Ž . Ž .0
Ä Ž .Finally, using the positive definiteness of P 's and P 's, i / j g Q, 3.18i i i j
follows.
 Ž . 4Remark 3.2. It is not difficult to see that R t : t G t , as defined0
above, is a positive supermartingale with respect to the filtration
Ä w xF [ s W s , p A , B : s F t , A g B 0, t , B g B R 3.34 4Ž . Ž . Ž . Ž .Ž .t
Ž .for t G t , where t ) 0 is as fixed in the Corollary 3.3. The supermartin-0 0
Ž .gale property may not hold for R t for t - t . The reason for this is0
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explained in Remark 3.3. Now, there exists a random variable R with‘
Ž . 1finite expectation such that R t “ R almost surely and in L . Hence, it‘
follows that a.s.
Ä x 0 , i0 Ä y0 , j0¤ X t y X tŽ . Ž .Ž .
F eyd t sup R s “ 0, exponentially fast, as t “ ‘. 3.35Ž . Ž .ž /
sG0
Under the following condition we can derive a growth property of the
x, iŽ . Ž w x.flow X t see 2]4 .
Ž .C6 There exist symmetric positive definite matrices Q , i s 1, . . . , Ni
and constants b ) 0, b9 ) 0 such that for x g R d, i g Q, and for some
k ) 0,0
K [ 2 Q x 9 ? b x , i q tr a x , i QŽ . Ž . Ž .Ž .i i i
Q x 9a x , i ? Q xŽ . Ž .i iy 2 y kŽ .0 x9Q xi
N2 k r21yk r2 00q x9Q x l x x9Q xŽ . Ž . Ž .Ýi i j jk0 js1
< < 2F yb x q b9. 3.36Ž .
w xWe can mimic the proof of Lemma 3.2 of 3 to obtain the following
result.
Ž . Ž .PROPOSITION 3.5. Under C1 and C6 , there exists a d ) 0 such that for
x g R d, i g Q,
k qd0x , iE X t F g x , i , 3.37Ž . Ž . Ž .0
where g : R d = Q “ R is a function which is bounded on compacts and is0
independent of t. Using Chebyshe¤ 's inequality the following corollary is
e¤ident.
Ž . Ž .COROLLARY 3.6. Under C1 and C6 the transition probability of the
 Ž . Ž Ž . Ž .. 4 Ž .process Y t s X t , u t : t G 0 is tight uniformly o¤er x, i g K = Q
for any fixed compact subset K of R d.
 Ž . 4We now show that the transition probability of the process Y t : t G 0
Ž  4.is stable in distribution; i.e., there exists a probability measure p dy = j
on R d = Q such that
 4  4p t , x , i , dy = j y p dy = j “ 0, exponentially fast,Ž . Ž . BL
as t “ ‘ for all x , i uniformly over any compact subset of R d = Q ,Ž . Ž .
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Ž .where the bounded Lipschitzian BL metric d is defined on the spaceBL
Ž d . dP R = Q of all probability measures on the Borel s-field of R = Q as
5 5d P , P s sup f dP y f dP s P y P ,Ž . H H BLBL 1 2 1 2 1 2
fgB L
P , P g P R d = Q ,Ž .Ž .1 2
and
i j< <BL [ f : f x , i y f y , j F x y y andŽ . Ž . Ä Ä
df z , l F 1 ; x , i , y , j , z , l g R = Q . 3.38Ž . Ž . Ž . Ž . Ž .4
Ž .Following Dudley 1968 it is easy to see that the weak convergence is
equivalent to the convergence in the metric d . First we show that theBL
 Ž . 4transition law of Y t : t G 0 is Cauchy in the metric d .BL
Ž . Ž . Ž . Ž . Ž .LEMMA 3.7. Under C1 , C2 , C4 , C5 , and C6 , the transition law of
 Ž . Ž Ž . Ž .. 4Y t s X t , u t : t G 0 is Cauchy in the BL metric.
ÄProof. Let F be the right continuous version of the filtration Ft t
Ž . Ž .defined in 3.34 . Recall the t ) 0 chosen in Corollary 3.3.0
For all t G t and all s G 0, we have0
 4  4p t q s, x , i , dy = j y p t , x , i , dy = jŽ . Ž . BL
x , i x , i x , i x , is sup Ef X t q s , u t q s y Ef X t , u tŽ . Ž . Ž . Ž .Ž . Ž .
fgBL
x , i x , i x , i x , is sup E E f X t q s , u t q s yEf X t , u tŽ . Ž . Ž . Ž .Ž . Ž .Ž
fgBL
N
y , j y , js sup E f X t , u tŽ . Ž .Ž .ŽÝ H
dRfgBL js1
x , i x , i  4yf X t , u t p s, x , i , dy = jŽ . Ž . Ž .Ž . .
N
y , j y , jF sup E f X t , u tŽ . Ž .Ž .Ý H
dRfgBL js1
x , i x , i  4yf X t , u t p s, x , i , dy = jŽ . Ž . Ž .Ž .
N
y , j x , iÄ Ä  4F E X t y X t n 2 p s, x , i , dy = j . 3.39Ž . Ž . Ž .Ž .Ý H
dRjs1
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 Ž  4. 4Since p s, x, i, dy = j : s G 0 is tight, for each e ) 0, there exists K , ae
compact subset of R d, such that
N e
 4p s, x , i , dy = j - , ;s G 0. 3.40Ž .Ž .Ý H
d 4R _Kejs1
From Proposition 3.4 it follows that
x , i y , jÄ ÄX t y X t “ 0, in probability,Ž . Ž .
as t “ ‘ for all x , i , y , j g R d = Q. 3.41Ž . Ž . Ž .
Thus, by Lebesgue domained convergence theorem, there exists a T G t0 0
such that, ; t G T ,0
e
y , j x , iÄ ÄE X t y X t n 2 - , ; y g K , j g Q. 3.42Ž . Ž . Ž .e4
Ž .Hence 3.39 implies
 4  4p t q s, x , i , dy = j y p t , x , i , dy = jŽ . Ž . BL
N
y , j x , iÄ Ä  4F E X t y X t n 2 p s, x , i , dy = jŽ . Ž . Ž .Ý H
dR _Kejs1
N
y , j x , iÄ Ä  4q E X t y X t n 2 p s, x , i , dy = jŽ . Ž . Ž .Ý H
Kejs1
N N e
 4  4F 2 p s, x , i , dy = j q p s, x , i , dy = jŽ . Ž .Ý ÝH H
d 4R _K Ke ejs1 js1
e e e
- 2 q s 3 - e ; t G T G t . 3.43Ž .0 04 4 4
This completes the proof.
Ž . Ž . Ž . Ž . Ž .THEOREM 3.8. Under C1 , C2 , C4 , C5 , and C6 , the process
 Ž . Ž Ž . Ž .. 4Y t s X t , u t : t G 0 is stable in distribution.
Ž . d Ž d .Proof. Let x, i g R = Q. Since P R = Q is complete under the
d metric, by Lemma 3.7 it follows thatBL
 4  4p t , x , i , dy = j y p dy = j “ 0, 3.44Ž .Ž . Ž . BL
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Ž d . Ž . das t “ ‘ for some p g P R = Q . Now for arbitrary z, k g R = Q,
 4  4p t , z , k , dy = j y p dy = jŽ . Ž . BL
 4  4F p t , z , k , dy = j y p t , x , i , dy = jŽ . Ž . BL
 4  4q p t , x , i , dy = j y p dy = jŽ . Ž . BL
z , k z , k x , i x , is sup Ef X t , u t y Ef X t , u tŽ . Ž . Ž . Ž .Ž . Ž .
fgBL
 4  4q p t , x , i , dy = j y p dy = jŽ . Ž . BL
z , k x , iÄ ÄF E X t y X t n 2Ž . Ž .
 4  4q p t , x , i , dy = j y p dy = j “ 0 as t “ ‘,Ž . Ž . BL
3.45Ž .
Ž Ž .. Ž .by Lebesgue dominated convergence theorem as in 3.42 and 3.44 .
Ž  4.Therefore the limiting distribution p ?= ? is independent of the initial
position. Using the Chapman]Kolmogorov equation for the transition
probability p and its convergence, in d metric, to p it is now easy toBL
obtain the invariance and the uniqueness of p . Finally, since the conver-
gence in d metric is equivalent to weak convergence, the desired resultBL
follows.
Remark 3.3. In Corollary 3.3 we have fixed an arbitrary t ) 0. This t0 0
has played an important role in deriving the desired ergodic properties.
Ž . Ž Ž .Notice that for i / j g Q, the conditional probabilities p t ’ P u t s ji j
Ž ..‹ G i are arbitrarily close to zero when t is close to zero. But for thet
Ž . Ž .arrangements of terms we did in 3.29 , we require that all p t should bei j
bounded away from zero. This is possible only when t G t for some0
t ) 0.0
4. CONCLUSION
In this paper we have proved the stability of hybrid systems modelled by
degenerate diffusion with state-dependent switching. Though we have
w xfollowed the methodology developed in 1]4 , our present work differs in
Äw ximportant technical details. In 3, and 4 , denoting L as the differential
generator of the difference of two solutions of the random diffusion
Ž Ž . .equation with the initial state for the Markov chain u ? kept fixed , one
Ä Ž .could find a suitable Liapunov function w such that Lw x y y, i F
Ž . dyd w x y y, i holds for some d ) 0, for all x / y g R , i g Q. A similar
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w xresult is also true in 1, 2 for the nonrandom diffusion. But the above is no
Ž Ž . Ž ..more true for the random diffusion X t , u t we have pursued here.
ÄŽ .Even for the process X t the above is not true. These subtleties occur
Ž . Ž .due to the intricate dependence between u ? and X ? . For the same
w xreason, the ``coupling technique'' adapted in 3, 4 cannot be used here. To
circumvent this problem we have developed an averaging mechanism over
Ž . Ž .the states of the discrete component u t which is done in 3.22 . The
following question arises naturally. What would be the forms of assump-
Ž .tions and techniques adapted in this paper for the special case when u ? is
Ž . < xa given Markov chain not necessarily irreducible with generator L s l ?i j
Ž .In this case we can verify that assumption C4 can be equivalently
rewritten as the following:
Ž . Ž . Ž .C4 9 We assume that there exists an Nd = Nd matrix P as in C3
and a constant a ) 0 such that for x, y g R d, i, j g Q, x / y when i s j,
and for some k ) 0,
i j Ä Ä i jM [ 2 P x y y 9 b x , i y b y , j q tr a x , y PŽ . Ž .Ä Ä Ä Ä ÄŽ . Ž .Ž .Ž . Ž .i , j
P x i y y j 9a x i , y j P x i y y jÄ Ä Ä Ä Ä Ä ÄŽ . Ž . Ž .Ž .
y 2 y kŽ . i j i jx y y 9P x y yÄ Ä Ä ÄŽ . Ž .
2 1ykr2i j i jq x y y 9P x y yÄ Ä Ä ÄŽ . Ž .Ž .
k
N
kr2k j k j= l x y y 9P x y yÄ Ä Ä ÄŽ . Ž .Ž .Ý i k ks1
N N N
kr2i k i kq l x y y 9P x y y q m D l DÄ Ä Ä Ä Ž .Ž . Ž .Ž .Ý Ý Ýjk ik jl
ks1 ks1 ls1
k/i l/j
kr2 kr2k l k l i l i l= x yy 9P x yy y x yy 9P x yyÄ Ä Ä Ä Ä Ä Ä ÄŽ . Ž . Ž . Ž .Ž . Ž .
kr2 kr2k j k j i j i jy x y y 9P x y y q x y y 9P x y yÄ Ä Ä Ä Ä Ä Ä ÄŽ . Ž . Ž . Ž .Ž . Ž . 0
< i j < 2F ya x y y , 4.1Ž .Ä Ä
where D 's are disjoint intervals of lengths l 's.i j i j
Ž . Ž .Clearly assumption C4 9 implies that for the Liapunov function ¤ x sÄ
Ž .kr2 Ž .x9Px , x g T j S ,Ä Ä Ä
Ä i j i jL¤ x y y F ya ¤ x y y , 4.2Ž .Ä Ä Ä ÄŽ . Ž .
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holds for some a ) 0, for all x, y g R d, i, j g Q. This means that in the
Ž .switching case we do not have to do the averaging over the states of u t as
Ž .we did in 3.22 and therefore the conditional transition probabilities
Ž . Ž .p t 's, as defined in 3.2 , have no role to play in this case. Hence, we cani j
Ž .Ž . Ž .drop the condition C1 iii . Moreover, 4.2 implies that for applying
Ž Ž .. Ž .Fubini's theorem as in 3.22 , we do not need assumption C5 . It can be
Ž .easily checked that taking y s 0 and choosing all P 's i / j as zeroi j
Ž . Ž .matrices in C4 9, we get C6 , for some 0 - b - a , k s k , and Q s P0 i i i
for all i. Thus, if we study the stability of Markovian switching diffusions
Nd ÄŽ .via the R -valued process X t , then we obtain the following result:
Ž .Ž . Ž . Ž . Ž Ž . Ž .. 4Under C1 i ] ii and C4 9, the random diffusion X t , u t : t G 0
w xis stable in distribution. In 3, 4 the stability results for random diffusions
have been derived under the irreducibility assumption on the Markov
chain. If we implement the stability analysis of this paper to the Markovian
switching diffusions, then we do not need the irreducibility condition on
Žthe Markov chain, but we have to make the additional assumptions than
w x. < i j < 2 Ž .those of 3, 4 that M F ya x y y , for all i / j g Q, in C4 9. HenceÄ Äi, j
the averaging mechanism pursued in this paper is quite different than the
coupling technique pursued in our earlier work.
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