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Summary
One of the major interests of statistics is fitting models to time series. There is a huge
breadth of time series available in many different fields, for example, populations of
animals in ecology or daily, even hourly, stock returns in finance. Other common areas
in which we see time series analysis are medical research, engineering and economics.
Equally, there are also a large variety of time series models to fit to the data, see, for
example Chatfield (1996).
Typically, key concerns when dealing with time series models are parameter estima-
tion and model uncertainty. Various techniques for dealing with these issues, such as
maximum likelihood estimation and likelihood ratio tests respectively, have existed for
many years in the frequentist literature, see, for example Stuart, Ord & Arnold (1998).
Within the Bayesian framework, with the advent of powerful computers and Markov
chain Monte Carlo (MCMC) methods, we have seen a huge increase in the application
of Bayesian inference and Bayesian model choice for a variety of time series models,
see Gilks et al. (1996) for a review of MCMC techniques.
In this thesis we investigate applications of MCMC methods to a variety of time se-
ries models, such as Stochastic Volatility models, Dynamic Linear models and models
of fish populations. Several different applications of MCMC methods are used, which,
along with filtering techniques for high-dimensional sampling, provide a useful frame-
work for the analysis of complex models.
With regards fish populations we present a Bayesian analysis of two time series
models, the Beverton-Holt model and Ricker model, and compare the results obtained
with results from using frequentist methods. We discuss the ability of the modeller
to make inferences about the parameters of the two models and how our results im-
pact on the current beliefs in fisheries science. We also examine the issue of model
choice between the two models and propose extensions to the aforementioned models
to incorporate recent propositions in this field.
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1Introduction
1.1 Background
In recent years Bayesian inference and Bayesian model selection have received a huge
amount of attention, especially with regards the use of computational methods, par-
ticularly Markov chain Monte Carlo (MCMC) and reversible jump MCMC (RJMCMC)
methods. The use of MCMC techniques has allowed practitioners to draw samples
from previously intractable probability distributions by running a constructed Markov
chain for a long period of time. Whilst several ways exist to construct these chains, they
are all, including the Gibbs sampler (Geman and Geman, 1984), a subset of the general
MCMC technique of Metropolis et al. (1953) and Hastings (1970).
In the classical literature the issue of model choice is usually to choose a model ac-
cording to how well it fits with some function of the data. Methods such as Akaike's
information criterion (AIC) and Bayes information criterion (BIC) can be used for com-
paring nested models of differing dimensions (see Priestley, 1981, Chapter 5 for a re-
view of these criteria). In the Bayesian framework all models under consideration are
indexed, with this index itself being considered an unknown parameter. The use of
RJMCMC methods (Green, 1995) has allowed the computation of the posterior model
probabilities associated with each index value, as computing these probabilities in ana-
lytical form is rarely feasible for most realistic models. InGilks et al. (1996, Chapter 10)
various possible approximation methods are reviewed.
The class of dynamic linear models (or state space models) is a class of models used
for time series analysis for which there have been many recent developments via the
use of MCMC methods. These models assume that the data is dependent on a sto-
chastically evolving set of states which describe a wide range of behaviour in the data.
1
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These can include cyclical behaviour, trends, regression and other more general phe-
nomena. The use of Gibbs sampling methods for these type of models was introduced
in Carter and Kohn (1994) and Friiwirth-Schnatter (1994) and extended in West (1995).
In this thesis we focus our attention on using MCMC and RJMCMC methods to
handle parameter and model uncertainty in a range of time series models, including
dynamic linear models. The analysis will use both simulated and real data sets.
1.2 Structureof Thesis
The thesis begins with a discussion of Bayesian statistics and Bayesian model selec-
tion via MCMC methods, including reversible jump MCMC (RJMCMC) methods. In
Chapter 3 we look at analysing a financial time series model using several MCMC tech-
niques and the improvement we gain by using more complicated MCMC procedures.
Then in Chapter 4 we discuss the application of RJMCMC methods on dynamic linear
models (DLMs), an important class of Bayesian time series models, and discuss how
we might incorporate the possibility of changes in the model.
Chapters 5 and 6 are concerned with commonly used fish population models. In
Chapter 5 we introduce the models and explain how they might be analysed in a
Bayesian framework and comparing these results with results obtained using frequen-
tist methods. InChapter 6 we use RJMCMC methods to assess model choice between
those models discussed in Chapter 5. We also discuss extensions to those models. Fi-
nally in Chapter 7 we conclude with a summary and a discussion for future directions
of research.
________ 2
Bayesian Model Selection and MCMC methods
2.1 Introduction to Bayesian Statistics
In this section we outline the basic framework for Bayesian inference. A statistical
inference problem can be stated as having an unknown, unobserved quantity of in-
terest 0 which can be a scalar, vector or a matrix. Under classical approaches the un-
known quantity of interest 0 is considered fixed and the only source of information
used to base our inferences on comes from the sample data. Inference is based on the
likelihood function of 0 which associates values of p(yIO) with each of the possible
values of 0,where y = (Yl, ... , YT) is assumed to be a set of observations.
In the Bayesian approach the unknown parameter 0 is considered to be a random
variable, even though it has a fixed value. Bayesian inference is based uponp(Oly), the
distribution of the parameters given the data, also known as the posterior distribution.
The posterior distribution incorporates two components; the likelihood, as in classical
inference, and the prior p( 0) which represents our beliefs about 0 prior to obtaining
the data, even if this information is not precise.
Using Bayes' theorem the posterior distribution is related to the prior via the for-
mula
(01 ) = p(yIO)p(O)
p y p(y)
where
p(y) = J p(yIO)p(O)dO.
Noting that since p(y) does not depend on 0 Bayes' formula can be written as
p(Oly) ex p(yIO)p(O). (2.1)
This, often high-dimensional, posterior distribution is often conveniently summarised
3
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in terms of posterior expectations of functions of O. The posterior expectation of a
function 9 (0) is
lE(g(O)ly) = J g(O)p(Oly)dO.
Alternatively we can write (2.1) in terms of its marginal posterior distributions when 0
is multivariate, i.e. ,
p(Olly) = J p(Oly)d02
where 0 = (01, (2). Inmany cases these calculations are of high-dimension and ex-
act inferences can only be performed analytically, otherwise approximations will have
to be made. Markov Chain Monte Carlo (MCMC) methods are a useful alternative
to numerical integration and analytic approximation. The idea is to sample from the
posterior distribution, obtaining sample estimates of the quantities of interest, thus
performing the integration implicitly.
The parameters of interest here have only concentrated on parameters when the
model is assumed known. That is not always a valid assumption and in the next section
we look at how to compare differing models in a Bayesian framework.
2.1.1 Bayesian Model Selection
Whilst prior information and the posterior distribution of the parameters can be used
to make inferences about the parameters of interest, within the Bayesian framework
we are also able to incorporate uncertainty about the choice of models that are being
considered. Usually, this is done by listing all models under consideration under an
index and treating this index as another parameter with a suitable prior parameter
being assigned to it. The ensuing posterior model probabilities allow a measure of
'preference' of one model over another.
Throughout this chapter we will assume that our data y is observed and is at-
tributed according to one of M candidate models which are assigned to it. With each
of the candidate models we associate a likelihood function p(yIO(k), k) depending on
an unknown parameter vector O(k) E e(k) c IRdk where k E {I, ...M} is a model in-
dicator (or model number) determining the parameter dimension db which may vary
from model to model. As mentioned in Section 2.1 we assign a prior distribution to
each parameter value, however these distributions are dependent on the model or-
der k, hence our prior distributions becoming p(O(k)lk). Common parameters across
different models usually have the same prior distribution. In addition we now have
a prior distribution p( k) on the model order which reflects the prior knowledge about
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the probabilities of the assigned models. Each model is usually assumed to be equally
likely a priori which we can represent by assigning an equal probability on each model,
e.g. a uniform prior, or, as in certain cases, we can set the prior probabilities to be
Cl function of the number of parameters so that we can penalise models with a large
number of parameters.
As in the case where the model is assumed known we are interested in computing
the joint posterior distribution of all unknown quantities, which in this case includes
the model indicator as well as the parameters given the data. Combining the priors
with the likelihood helps us obtain the full joint posterior distribution over both the
model and parameter space, as follows
which can be factorised as p(k, O(k)ly) = p(kly)p(O(k) Ik, y) which is the product of the
posterior model probabilities and model-specific parameter posteriors.
2.1.2 Bayesian Inference via MCMC
By using MCMC methods to construct a Markov chain with the posterior distribution
of the parameters as its stationary distribution we can undertake Bayesian inference.
Under suitable regularity conditions, namely that the Markov chain is irreducible and
recurrent (see, e.g. Gilks et al., 1996, p. 65), quantiles of interest may be consistently esti-
mated by sample path averages. If we can generate a sample O(t), t = 1, ... ,N from this
distribution, those samples can then be said to form the basis for our knowledge about
the target distribution. For example, after a sufficiently long burn-in of say length m,
to counter any effect our initial values may have, the posterior mean of any function g
of 0 is estimated by the empirical average of the sampled values O(t), t = 1, ... ,N, i.e. ,
N
JE(g(O)) ~ ~ I> (o(t))
t=l
which is the ergodic average. Convergence to the required expectation under the sta-
tionary distribution 11'" follows from ergodic theory so that
With regards model selection, if a sample (k(t), o(t)), t = 1, ... ,N can be generated
from the posterior distribution of (k, 0) then we can approximate posterior model prob-
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abilities directly by calculating
1 N
p(kIY) = N LI (k(t) = k),k = 1, ... ,M
t=l
for large N, where I(.) is the indicator function. In other words the posterior model
probabilities are the sample proportions. These model probabilities can then be used
to calculate Bayes factors or to choose a 'preferred' model
Conditioning on the model allows us to calculate the conditional distributions by
choosing the appropriate values from the sample. So, using our samples from the con-
ditional posterior p((}(k) Ik, y), we can draw inferences for the parameters by restricting
our analysis to those values that are associated with only model k. So, extending our
previous example, the posterior within-model mean can be estimated as
Whilst it is relatively straightforward to calculate these values and make inferences
about the parameters of interest it remains the case that we also have to decide upon
some sort of convergence criteria, most notably when do we start to assume that sta-
tionarity has been reached and all draws after this point are used when drawing infer-
ences. As mentioned at the start of this section we have a bum-in period of length m
which we discard to reduce the possible effects that any starting value may have on
our ergodic averages.
In sections 2.2 and 2.4 we will discuss how to construct a Markov chain so that
our stationary distribution is our distribution of interest. We first discuss methods
when the dimensionality is fixed and then sampling k from p(kIY) when the model
dimension varies.
2.2 Fixed Dimension MCMC
In this section we describe the most widely used algorithms to construct a Markov
Chain having the distribution of interest as its stationary distribution, as well as their
implementation. The Metropolis-Hastings algorithm involves an accept-reject step
whilst the Gibbs sampler can be considered a class of the Metropolis-Hastings algo-
rithm but with an acceptance probability always equal to one.
CHAPTER 2. BAYESIAN MODEL SELECTION AND MCMC METHODS 7
2.2.1 Metropolis-Hastings algorithm
A general method to construct a Markov Chain that has the desired stationary distribu-
tion is to draw a candidate value 0' from a chosen proposal distribution, where 0' =f 0,
and subject this new draw to an accept-reject step so as to ensure that it is a draw from
the target distribution. Metropolis et al. (1953) first introduced the Metropolis algo-
rithm, which was later generalised by Hastings (1970). Whilst conceptually similar to
rejection sampling the Metropolis-Hastings algorithm does not need the stationary dis-
tribution to be bounded by our proposal distribution, in fact our proposal distribution
can take any form which we will discuss further in Section 2.2.2.
Detailed derivations of the algorithm can be found in many places, (e.g. Chib and
Greenberg (1995), Gilks, Richardson and Spiegelhalter (1996, Chapter 1». Suppose that
the process is currently at state 0 and has a transition kernel p (0, 0'). Then, if p (0,0')
satisfies the reversibility condition (or detailed balance)
7r(O)p (0,0') = 7r (0') p (0',0)
then it has 7r (.) as its invariant distribution. If we assume that our proposed value 0'
is generated from a proposal function q (0,0') it is unlikely, since q (0,0') is an arbi-
trary choice, that all possible pairs (0, 0') will satisfy the reversibility conditions. This
would imply that, if all possible moves were accepted, the process either moves from 0
to 0' more often than moves from 0 to 0' or vice versa. The Metropolis-Hastings algo-
rithm introduces a probability a (0,0') that the move is accepted in order to correct
this. So a general expression for the transition kernel is given by
p (0,0') = q (0,0') a (0,0')
+I [0' = 0] { 1- J q (0,0') a (0,0') dO'} (2.2)
where
is the probability that the chain remains in its current location 0 and I [0' = 0] rep-
resents the indicator function. The second line of (2.2) only plays a role if 0' = 0 as
otherwise the indicator function equals zero.
If p (0, 0'), as given in (2.2), satisfies the reversibility condition then
7r(O)q (0,0') a (0,0') = 7r (0') q (0',0) a (0',0).
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So, for example, if 7r (0) q (0, Of) > 7r (Of) q (Of, 0) then movements from Of to 0 are
not made often enough, so we should try to make a (Of, 0) as large as possible, which
sets a (Of, 0) = 1. Together with the reversibility condition this implies that
(
0 Of) = 7r(Of)q(Of, 0)
a, 7r(O)q(O, Of) . (2.3)
For the reverse move, when moves from 0 to Of are not made often enough, we now
set a (0, Of) = 1 and define a (Of, 0) similarly. As both of these situations can arise
during the simulations of a Markov chain a general definition for the acceptance prob-
ability is given by
(
f) . ( 7r(Of)q(Of,o))
a 0,0 = mm 1, 7r(O)q(O, Of) .
As a summary the Metropolis-Hastings algorithm can be set up as follows,
1. Initialise the iteration counter t = 1 and set initial values 0(0) = (oiO), ... , OhO))f.
2. Generate a new value Of from the distribution q (0, Of) .
3. Evaluate the acceptance probability according to (2.3) and generate u ,..._,U(O, 1).
If u ::;a (0, Of) then accept the move and set o(t+l) = Of, otherwise reject the
move and set o(t+l) = O.
4. Increment the counter from t to t + 1 and return to step 2.
A very handy feature of the Metropolis-Hastings algorithm is that the target distri-
bution needs only to be known up to a constant of proportionality since only the target
distribution ratio 7r(Of)/,rr(O) is used in the acceptance probability of Equation (2.3).
Also note that the chain can remain in the same state for many iterations, a situation
that leads to highly correlated chains and a degree of uncertainty with regards the con-
vergence of the chain. We next highlight several methods that can be used with regards
proposal strategies for the Metropolis-Hastings algorithm to reduce any slow mixing.
2.2.2 Proposal Strategies for the Metropolis-Hastings algorithm
As already noted the proposal distribution q(., .) can take any form and will eventually
draw samples from the target distribution, 7r(.). However, the rate of convergence to
the stationary distribution depends on how well we choose our distribution q(.,.) and
its relationship with 7r(.). Moreover, once the chain has 'converged' to its stationary
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distribution we still require the chain to mix adequately. In other words we need the
chain to sample from the entire stationary distribution rather than a narrow subset of
it.
. Whilst arbitrarily chosen values for the form and shape of q(.,.) can work well,
certain forms of the proposal distribution can be a huge advantage, especially in terms
of computational efficiency and ease of use. Here we describe several such strategies
for various forms of q(.,.)
Independence sampler
The independence sampler (Tierney, 1994) has a proposal distribution where q(O, 0')
q(O') does not depend on 0, the current state of the chain. For this case the acceptance
probability (2.3) is written in the form
, . ( W(O'))0'.(0,0) = mm 1, w(O)
where w(O) = 7r(O)jq(O).
Inpractice the independence sampler is not always guaranteed to lead to faster con-
vergence of the chain in comparison to other non-MCMC techniques such as rejection
sampling unless the proposal distribution well approximates the target distribution.
There is also difficulty extending the independence sampler to a high number of di-
mensions so it rare to see it as the only strategy used, more likely to be seen as part of
an overall MCMC strategy which uses several different techniques (Gilks et al. 1996,
Chapter 3).
The Metropolis algorithm
The Metropolis algorithm (Metropolis et al. 1953) only looks at symmetric proposals,
which have the form q( 0,0') = q( 0' ,0) for all values of 0 and 0'. For the Metropolis
algorithm the acceptance probability to
, . ( 7r (0'))
0'.(0,0) = mm 1, 7r(0) .
If, for example, we were to set q(O,.) to be a normal distribution with mean 0 and
known constant variance (Y2 then we would have a case known as the random-walk
Metropolis algorithm for which q(O, 0') = q(IO - 0'1), so that the probability of generat-
ing a move from 0 to 0' depends only on the distance between them. The efficiency of
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this method is 'dependent on the value of our proposal variance (J'2. Very small values
of (J'2 lead to small jumps which are almost always accepted but which do not traverse
the whole of the parameter space and will take many iterations to converge. Whilst
if (J'2 is large we will have a very large rejection rate, caused by many proposed values
being in the tails of the target distribution, which leads to slow mixing of the chains.
The value of (J'2 chosen should fall between these two scenarios with some theoret-
ical justification being given in Roberts et al. (1994) and Gelman et al. (1995) that we
should aim for acceptance rates of between [0.15, 0.5]. This was obtained using a limit-
ing argument for high-dimensional target densities. In addition, the 'optimal' variance
for a univariate standard normal distribution was found to be approximately 2.38 times
the standard deviation of the target distribution.
Single component Metropolis-Hastings
Inmany cases it is not possible to sample the entire parameter of interest 0 en masse,
instead breaking it down into smaller components is often more convenient and more
computationally efficient. The simplest version of this method would be to break 0
down into univariate components, though the chosen dimensions of the various com-
ponents of 0 can be of varying length.
Once we have chosen our components size and divided 0 into the corresponding
components
and update these components one by one. This was the original framework within
which Metropolis et al. (1953) proposed MCMC, and it is refereed to as single compo-
nent Metropolis-Hastings. For notational purposes we let O-i = (01, ...Oi-l, OH1, ... ,Oh),
so O-i comprises all of 0 apart from Oi'
One iteration from the single component Metropolis-Hastings algorithm comprises
of h updating steps. We generate 0; from the proposal distribution qi({0~t),0~1},0;)
where 0~1 denotes the value of O-i after completing step i-I at time t + 1, so that
with components 1, 2,...,i - 1 having already been updated.
The ith proposal distribution qi(., .), which generates a proposed value for the ith
value of 0, may depend on some or all of the current values of O. The proposed value
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is then accepted with probability a ({O~L O?)}, O~) where
(2.4)
where 71'(0?)10~~) is the full conditional distribution of O?) given O~;. If O~is accepted
we set 0?+1) = O~,else we set 0?+1) = oy). The remaining components are unchanged
at step i.
The full conditional distribution 71'(oY)lo~l) is the distribution of the ith compo-
nent of 0 conditioning on all the remaining components, where 0 has distribution 71'(.),
hence
(2.5)
Full conditional distributions of this sort allow a great simplification of the MCMC
algorithm. Drawing from the set of full conditional distributions for 71'(OiIO-i) for i =
1, ... , h generates samples from the full target distribution 71'(.) since 71'(.) is uniquely
determined by the set of its full conditional distributions (Besag, 1974).
2.2.3 Gibbs Sampler
The Gibbs sampler, Geman and Geman (1984), is often thought of as a special case
of the single-component Metropolis-Hastings algorithm, or in some circumstances
of the Metropolis-Hastings algorithm in general. It is an MCMC sampling scheme
which allows the proposal distribution to be equal to the full conditional distribu-
tion i.e. q( {O}t), O~;}, O~) = 71'(O~IO~;), where 71'(0~10~;) is the full conditional distrib-
ution as given in (2.5). Substituting this into (2.4), or (2.3) when sampling the whole
of 0, gives an acceptance probability of 1. In cases where the entire set of full condi-
tional distributions are known and can be sampled from directly, but to sample directly
from 71'(.) is costly, complicated or unavailable, then Gibbs sampling can proceed as fol-
lows,
1. Initialise the iteration counter of the chain t,
(
(0) (0) (0))
01 ,02 '''''Oh .
1 and set initial values 0(0)
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2. Obtain a 'new value of O(t) for O(t-I) through successive generation of values
(0 IO(t-l) O(t-I) O(t-I))7l" I 2 '3 , ... , h
(0 IO(t) O(t-I) O(t-I))7l" 2 I '3 , ... , h
( I (t) (t) (t) )tt OhOI ,02 , ... ,Oh_1
3. Increment the counter from t to t + 1 and return to step 2 until convergence is
reached.
So each iteration is complete after h moves along the components of o. Once conver-
gence is reached, the resulting value 0 is a draw from 7l"(O).
2.2.4 Blocking
The method by which the parameter vector 0 is broken down into blocks so that
and we sample Oi, i = 1, ... , h is arbitrary, and can be split into entirely scalar com-
ponents if we set h equal to the dimension of o. Increasing the dimensionality of the
blocks can have some benefits, most notably it allows any dependency between para-
meters in the blocks to be included when the parameters are drawn from their full joint
conditional distribution. Whilst this has obvious benefits it comes at a computational
cost since they may be more complicated to be drawn from.
Whilst MCMC is a proven algorithm for drawing univariate and multivariate sam-
ples from the stationary distribution it does sometimes suffer from high positive cor-
relation in the draws. Whilst subsampling the output reduces this there is often a con-
cern about lost information and computational time. For those parameters where Oi
depends on Oi-I and OHI and, can thus be placed into the state space form, there are
alternatives samplers to the MCMC algorithms which we will discuss in Section 2.5.
Before describing how we extend the MCMC algorithm to incorporate the possibil-
ity of variable dimensions we discuss in the next section how posterior model prob-
abilities are calculated exactly via integrals and the various approximations used to
obtain this calculation.
CHAPTER 2. BAYESIAN MODEL SELECTION AND MCMC METHODS 13
2.3 Posterior Model Probabilities
We calculate the posterior model probability from
p(kIY) = p(Ylk)p(k)
p(y)
where p(Ylk) is sometimes referred to as the marginal likelihood for model k and is
calculated thus
p(Ylk) = J p(yIO(k), k)p(O(k)lk)dO(k)
with the normalising constant for p(O(k)lk, Y), the posterior distribution of 0 within
model k, equal to {p(Ylk)p(k)} -1.
So the posterior probability for a specific model k is proportional to the product
of the prior probability and the marginal likelihood for that model. Usually we will
not know the exact value of p(y) so that the posterior model probabilities will only be
known up to a normalisation constant.
The above integral is usually analytically intractable and so is commonly approxi-
mated using a number of methods. The marginal likelihood for model k can be thought
of as the expected value of the likelihood with respect to the prior distributionp(O(k) Ik)
and, hence, the simplest method that can be used to approximate this would be to
draw n samples 01, O2, ... , On from the prior and evaluate the likelihood at all these
values. We can then calculate the Monte Carlo estimate
However this estimator has high variance when there is a low level of overlap between
the prior and the likelihood as there will be a few terms contributing substantially to
the summation with many terms having low, possibly zero, value. Various alternative
estimators are explored inGamerman (1997, Chapter 7), whilst analytical approxima-
tions supported by asymptotic normal theory might also be used. Other approxima-
tions will be shown in the following section.
Once the posterior model probabilities are estimated we can use these values to
either select the model with the highest posterior probability, or highest Bayes factor,
from all the possible models. Alternatively, we can take within-model estimates and
then average over the probability of each model occurring, using the posterior model
probabilities as weights.
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2.4 VariableDimension MCMC
Over recent years MCMC methods have become widely used and powerful techniques
for the Bayesian analysis of complex statistical models, though so far we have only con-
centrated on those problems where the dimensionality of the parameter space is fixed,
and the corresponding posterior distribution has a density with respect to some under-
lying measure. For many complex models the dimensionality of the parameter space
is itself an unknown parameter which needs to be estimated and standard MCMC the-
ory cannot be used. Let the dimension of the parameter vector for model k be referred
to as dk several MCMC methods that have been proposed which generate values from
the joint posterior distribution (k, O(k)).
Jump diffusion methods have been studied by Grenander and Miller (1994) where
the process jumps between parameter spaces of differing models at random times by
calculation of a jump intensity, the probability density of jumping from differing di-
mensions in an infinitesimally small interval of time dt. For the diffusion component
we sample values for the model-specific parameters. Several applications of jump dif-
fuSions, including variable selection in regression models, change point identification
and object recognition can be found in Gilks et al. (1996, Chapter 13). Though jump-
diffusion methods have been used for a variety of different applications the model
moves discussed in Gilks et al. (1996, Chapter 13) are quite limited, with proposals
generated from the prior being used in conditional Metropolis-Hastings samplers, and
are considered too restrictive for general Bayesian computation.
Whilst there are several methods for determining differing dimensions in statisti-
cal models the reversible jump MCMC algorithm of Green (1995) has become a very
frequently used tool since it is a generalisation of the standard MCMC theory and
represents a simple framework around which to construct reversible Markov chain
samplers. The algorithm is discussed in more detail in the next section.
2.4.1 Reversible Jump MCMC
Reversible jump Markov chain Monte Carlo (RJMCMC) is a general strategy for gener-
ating samples from the joint posterior distribution of (k, O(k)), which is the target distri-
bution of interest in this case. It is based on a generalisation of the Metropolis-Hastings
algorithm by proposing a move and calculating a probability of accepting that move,
the probability needed to ensure we satisfy detailed balance. Rather than proposing a
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new candidate value within the same dimensionality, as would be the case previously,
we propose a move to a value in a different dimension, so that many models may be
simultaneously considered. At all times detailed balance is retained to ensure that the
chain is reversible. There are several different methods that we can use to allow moves
to differing dimensions which can simplify the process greatly.
We firstly define the notation for the RJMCMC algorithm. Letting x = (k, O(k)) and,
for given k, x E Ck = {k} X IRdk, with more generally
We propose a move of type m which takes us from our current state x to dx' with
joint probability qm(x, dx'). As we also have to ensure that there is a probability that
we do not move we set this equal to 1 - Lm qm(x, C). Furthermore, there may be
circumstances where qm(x, C) = 0, so that a move from one dimension to another
dimension is not available given the current state of x. If 7r(dx) denotes the target
probability measure (as opposed to a target distribution) then Green (1995) derives an
expression for the probability a(x, x') of accepting the proposal move as,
, . ( 7r(dX')qm(X',dX))
a(x, e) = mm 1, 7r(dx)qm(x, dx') . (2.6)
The proof of (2.6) requires a dimension matching condition on qm (x, dx') that matches
the degrees of freedom of joint variation of x and x'.
As in the univariate case mentioned earlier in this chapter there are simplifications
that can be applied in model selection problems, with several examples being given
in Green (1995). Given that the current state of the Markov chain is x = (k,O(k)),
where O(k) has dimension d (O(k)), then we can propose a new model k' with probabil-
ity rk, (x). If we generate u from a specified proposal distribution qk' (u) by setting
where g is a specified invertible function and d(O(k')) + d(u') = d(O(k)) + d(u), then the
acceptance probability becomes
where p(xly) is the posterior of x = (k, O(k)) given the data y.
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If all of the parameters are generated directly from a proposal distribution
then (O(k'), u') = (O(k), u) with d (O(k')) = d (u) and d (O(k)) = d (u'), and the Jaco-
bian equals one.
, Whilst the above procedure may imply that we would have to draw our new candi-
date value from a distribution of dimension d ( O(k') ), this does not necessarily have to
be the case, and our proposal distributions can be of a lower dimension than d ( O(k') ) .
If we propose a move of type m, with probability rm(x), which goes from the cur-
rent state of the Markov chain x to one of a higher dimensional point x', then we can
implement the reversible jump algorithm as follows:
1. Generate u rv q(u), independently of x, with d(u) = d(x') - d(x),
2. set d(X') to be a deterministic and invertible function g(x, u)
3. accept x' as the new state of the chain with probability
I • (1 p(x/ly)rm(x') 8g(O(k), u) )
a(x,x) = mm 'p(xly)rm(x)q(u) 8(O(k),u) . (2.7)
In this formulation d( u') = 0 and so the reverse move, from x' to x, is accomplished by
using the inverse transformation. The proposed value is then a deterministic function,
with the Jacobian term occurring as a result of the change of variables from (x, u) to x'.
If the increase in dimensionality of the parameter space is of the type O(k') =
(O(k),u), i.e. 9 is the identity, then the Jacobian term is equal to one and the accep-
tance probability (2.7) simplifies to
. ( p(Ylk', O(k'))p(O(k') Ik')p(k')rm(k', O(k
l
)))
mm 1, p(ylk, O(k)p(O(k)lk)p(k)rm(k, O(k))q(u) (2.8)
where we have replaced the posterior distributions with the appropriate products of
prior densities and likelihood functions. Conversely, if the move type is of a decrease
in the dimensionality of the parameter of interest then the acceptance ratio (2.8) is in-
verted and the distribution q( u) is evaluated at the parameter which will be discarded
if such a move were to be accepted.
Whilst for the standard MCMC algorithms normalising constants are not required
to be calculated, due to them cancelling out, for the RJMCMC algorithm the relative
normalising constants of differing dimensions need to be considered.
The RJMCMC algorithm usually forms part of an overall MCMC strategy as follows
1. Sample O(k) Ik using either Gibbs sampling or the Metropolis-Hastings algorithm
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2. Propose a move of type m and sample dx' accordingly. Accept/reject dx' by
calculating the appropriate acceptance probability.
Alternatively we could just use the RJMCMC algorithm with the inclusion of a null
move, whereby no increase or decrease in dimensionality of the parameter space is pro-
posed, so the model remains the same, but with the values of the parameters changed
according to the acceptance probabilities discussed earlier in this chapter, e.g. with
probability 2/3 we could stay in the current model but with probability 1/6 and 1/6
respectively we could increase or decrease the dimensionality.
Whilst both the MCMC and RJMCMC algorithms can be used to make inferences
about the parameters of a wide range of models it is important to note that we have
dealt previously in this chapter with static parameters and have assumed that the pa-
rameters are constant throughout time t = 1, ...,T. This means that they have a sin-
gle fixed distribution of interest. In certain cases parameters are not static and the
MCMC methods shown may not be efficient, so we shall use various multimove sam-
plers which we describe in the next section.
2.5 Multimove Samplers
As has been mentioned the object of MCMC sampling is to draw samples from p(Oly),
where 8 contains the parameters of interest. If we were to be dealing with
a data set where the data y is dependent on some unobserved latent data
set X = (Xl, X2, ... , Xr)' with XtiXt-1 Gaussian and initial information Xo coming
from a known Gaussian distribution, then it is said to be in the state space form (see
Harvey (1989) and West and Harrison (1997». Sampling from the posterior distribu-
tion p(O, Xly) would then be obtained by alternatively drawing from p(Oly, X) and
then from p(Xly, 0) using the updated value of 0.
To sample from p(Xly, 0) would be simple enough, especially if we break it down
into single components, so that we are drawing from p(Xtly, X\tl 0) where X\t rep-
resents the vector X excluding Xt, Carlin et al. (1992). However as the parameter X
could be seen as a dynamic parameter, as its target distribution evolves as a conse-
quence of receiving new data, we require a way to measure this evolving posterior.
This is usually done via filtering.
Amongst the most famous is the Kalman filter which calculates recursively the one-
step ahead error forecast and its MSE at each t, t = 1, ... ,T, given the information
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known up to time t. Other methods include particle filters, (see Green et al., 2003,
Chapter 7, for a full review), which approximate the target distribution 7rt, where t is
the specific stage of the evolution process, through a set of N points with an associated
'weight. The weighted points are referred to as particles.
Fruwirth-Schnatter (1994) and Carter and Kohn (1994) use the Markovian structure
p(Xly,O) p(Xnly, O)p(Xn-lly, Xn, O) ...p(Xoly, Xl, ...,Xn, 0)
p(Xnly, O)p(Xn-lly, x., 0)p(Xn-2Iy, Xn-l, 0)
...p(Xoly, Xl, 0) (2.9)
to draw samples recursively from the conditional posteriors in (2.9), conditional on
the values just sampled, with the initial value drawn XT coming from a Gaussian
distribution with mean and variance obtained via the Kalman filter.
Another filtering technique is the simulation smoother of Shephard and de
Jong (1995) which uses the filtered values obtained from the Kalman filter to recur-
sively sample from the posterior distribution of the error terms then subsequentally
calculating the values of the parameters of X. The advantage of sampling the distur-
bances of the model is that it avoids the degeneracies inherent in state samplers.
2.6 Summary
This section has introduced the concepts behind Bayesian modelling and most partic-
ularly, the MCMC techniques which are used when the integrals associated with the
appropriate posterior distributions are intractable. Several MCMC techniques were
introduced for the cases where we sample parameters with fixed and varying dimen-
sions. In the following chapters we use these algorithms on a variety of models.
In the next chapter we use the MCMC techniques mentioned in Sections 2.2 and 2.5
in the Bayesian analysis of stochastic volatility models.
3Analysis of Stochastic Volatility Models
3.1 Introduction
It is generally acknowledged that many financial time series exhibit changes in vari-
ance over time, often exhibiting periods of high and low volatility. Essentially this
means that the variances of the asset in question shows large changes followed by
more large changes and periods of low volatility, exhibited by a number of sequen-
tial small changes. Whilst there are numerous models of changing variance two of
the most prominent classes of models have been the Generalised Autoregressive Con-
ditional Heteroscedasticity (GARCH) and Stochastic Volatility (SV) models. GARCH
models observe the time-varying variance as a function of the squares of previous ob-
servations and past variances whereas the variance in SV models is an unobserved
component that follows some stochastic process.
Apart from the volatility clustering phenomenon there are also several stylised facts
associated with financial time series. The fat-tailed nature of returns has been com-
mented on since Mandelbrot (1963) and Fama (1965). In addition the returns from
an asset exhibit excess kurtosis and heavier tails than the normal distribution, as well
as the 'leverage' effect, which comes about since the conditional variance responds
asymmetrically to rises and falls in the asset price, i.e. negative returns cause a rise in
volatility and vice versa. Multivariate analysis allows us to observe any covariate effect
since different financial time series can often move together and a large change in one
asset could be matched by large movements in another. The reasons for this linkage
could be due to a formal linkage, e.g. currency, exchange rates, or to assets being in the
same environment which leads to common factors influencing their behaviour.
Although SVmodels are an alternative to GARCH models their major disadvantage
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has been calculating the coefficients due to the difficulty in evaluating the fulllikeli-
hood function. In this chapter we will look at the structure of SV models, in particular
the basic stochastic volatility model from Taylor (1986). We will also review some of
the methods used to estimate the full likelihood function.
3.2 SVModels
Stochastic Volatility models view the data, Yt, as a vector generated from a model with
density f(Yt I ht), where ht is the log-volatility of Yt at time t. The log-volatilities
ht have an unobserved latent structure, which can make them difficult to deal with.
The form of the log-volatilities is assumed to be generated from a model with density
f(ht I ()) where ()represents the parameters of the unobserved latent process, this form
allows them to be nested in the class of state-space models, studied extensively by Har-
vey (1989) and West & Harrison (1989). The basic model, from Taylor (1986), defines
the log-volatility as the following logarithmic first-order autoregressive process
Yt = exp(ht/2)Et, (3.1)
where Yt denotes the return from an asset at time t; the latent process ht can be seen
as the random and uneven flow of new information into the market and is assumed to
follow a stationary process; ¢ is the persistence (correlation) of the log-volatility, O"~is
the variance of the log-volatility, Et and TJtare uncorrelated standard normal white noise
shocks ands' = (¢, 0""1' J.L). As the SV model allows the logs of the volatility to evolve
the variance of the process is always positive without further constraints on the model
or parameters.
Alternative parameterisations of the SV model, most notably Jacquier et al. (1994)
model the log of ht as an AR(l) process with Yt = -j"htEt, which is equivalent to (3.1).
Alternatively we can write Yt = {3 exp(ht/2)Et, where (3 is a constant, which when used
in Equation (3.1) removes the constant term J.L in the AR(l) process, so that ht+l =
¢ht + O"rJTJt·
As TJt is Gaussian, ht is a standard autoregressive model of order 1 and therefore
will be strictly stationary if I ¢ 1< 1 with unconditional mean and variance given by
0"2
E(ht) = J.L and var(ht) = 1 _ rJ¢2.
To ensure that Yt is stationary we have to ensure that ht is also stationary, since Yt is
a product of two processes. The restrictions to ensure stationarity of Yt are the same as
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those to ensure stationarity of an AR(l) process.
3.3 Estimation of SV model parameters
As mentioned earlier the estimation of the coefficients of SV models is more compli-
cated than the coefficients of GARCH models, however several techniques have been
used which we discuss in this section. Alternatively [acquier et al. (1994) and Shep-
hard (1996) review and compare the results obtained from each method.
3.3.1 Method of moments
Method of moments (MM) estimators have been suggested by Taylor (1986), Melino
and Turnbull (1990) and Andersen and Sorensen (1996), among others. MM estimators
are relatively easy to use and avoid the problem of evaluating the likelihood.
However MM estimators in general suffer from being asymptotically inefficient and
inefficient when compared to a likelihood-based inference. Also MM does not provide
an estimate of ht, t = 1, ... ,T so this will require extra computation.
3.3.2 Kalman Filter
If we take the logarithms of the squares of the observations we obtain a linear process
logy; ht + ~t, where ~t = log E; , (3.2)
Since Et is standard normal it follows that ~t rv log(xI) whose mean and variance are
-1.27 and 7r2/2 respectively.
Harvey et al. (1994) suggest using a Quasi-Maximum Likelihood (QML) method
based on the Kalman filter to estimate the coefficients in equation (3.2), since it is now
in the general univariate state space form given in Harvey (1989). The QML method
approximates the distribution of ~t by N (-1.27, 7r2/2), however this is a poor estimate
as Figure 3.1 shows. In particular we note the long tail in the negative portion of the
sample. Large negative values indicate very small values of Yt, which may arise in
empirical samples. Whilst in situations where (j~ is large, and ht dominates ~t, this
normal approximation may be adequate, as (j~ decreases the approximation worsens.
In many cases (j~ will be very small and so QML estimates can be very biased and have
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Figure 3.1: The log(xi) density [thick line] and the normal approximation N (-
1.27,11"2/2)[thin line].
a high root mean square error. A final major drawback to the QML method is the 'in-
lier' problem; the very large negative numbers encountered when we take logarithms
of very small values of yr.
3.3.3 Bayesian analysis of SV models
The major advantage of the MM and QML methods is their simplicity, however as
pointed out in Jacquier et al. (1994) and Ruiz (1994) they are inefficient. An alternative
approach, which was first proposed by Shephard (1993) and Jacquier et al (1994), is
the Bayesian approach. Since the posteriors obtained may be of high-dimensionality
or not of standard form numerical techniques such as rejection sampling, MCMC and
Monte Carlo integration (see Robert and Casella (1999)) are to be used. Recent reviews
of MCMC methods for the analysis of SV models include Broto and Ruiz (2004) and
Platanioti et al. (2005).
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The Bayesian hierarchy is specified by three conditional distributions; the distribu-
tion of the observations conditional on the log-volatilities p(y Ih), the distribution of the
log-volatilities conditional on the parameters p(hIO), and, finally, the prior distribution
of the parameters p(O). So the joint posterior of hand 0 is given by
p(h,Oly) ex p(ylh)p(hIO)p(O).
The posterior density is highly multivariate but if we split this posterior density and
sample alternately from the posterior densities p(hly, 0) and p(Oly, h) = p(Olh), due to
the independence of 0 from y, eventually these will converge to samples approximately
generated from p(h, Oly)· If we initialise the parameters at h(O) and 0(0) and set i = 0,
then the general form of sampling the parameters for the SV model is as follows;
1. Sample h(i+1) '""p(hly, O(i)).
2. Sample 0(i+1) '"" p(0Ih(i+1)).
3. Set i = i + 1 and goto 1.
Sampling from p(Olh(i+1)) is relatively straightforward and we shall discuss that
next before concentrating on the more complicated sampling from p(hly, O(i)).
Sampling the parameters
For the parameters 0 = (p" ¢, (}1J) Kim et al. (1995) limited I¢I < 1 so that it is restricted
to the stationary region, which means that our prior needs to have support on this
interval. Also, an uninformative prior could cause problems when the data are close
to being non-stationary, for example, if ¢ = 1 then the parameter p, cancels out in
Equation (3.1) and it cannot be identified from the data.
Before noting the prior and posterior densities of the parameters we note the fol-
lowing results. Using one-step-ahead prediction densities for the log-volatilities, the
likelihood function for the log-volatilities can be expressed as
(3.3)
Sampling ¢: To ensure that ¢ is restricted to the region where the log-volatility
process is stationary we use a scaled Beta prior. Ifwe let ¢ = 2¢* -1where ¢* '""B(a, b)
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this will ensure I ¢ 1< 1. Hence our prior on ¢ is
{I + ¢ }(a-l) {I - ¢r 1r(¢) ex -2- --2- where a,b > "2 .
....
Under this prior, the prior mean of ¢ is a2: b - 1. Popular choices for the parameters a
and b are a = 20,and b = ~ (Kim et al., 1996) so that the prior mean is equal to 0.8605.
Hence, values of ¢ close to one are favoured more so as to model the persistence in the
volatility process. Alternative uninformative priors have been considered (Jacquier et
al., 1994 and Jacquier et al., 1999) but these were found to cause problems when the
data is close to being non-stationary. When ¢ = 1 then the J.Lterms cancel and thus
cannot be identified from the data.
The full conditional density of ¢ is
f(¢ I h,J.L,(j~) ex r(¢)(1 - ¢2)~ exp {2~~[-(hI - J.L)2(1 - ¢2)] }
Xexp {2~ij [- t, ¢'(h,-l - M)'+t, 2¢(ht - M)(ht-1 - M)]} (3.4)
which is not of standard form. Rewriting Equation (3.4) as
f(¢ I h, J.L,(j~) ex r(¢)(1 - ¢2)~ exp {2~~ [-(hI - J.L)2(1 - ¢2)] } N(¢ I J.Lq"(j~) (3.5)
where
T [ T ]-1= L:t-2(ht - J.L)(ht-l - J.L) and (j2 = (j2 "(h _ )2
J.Lq, "T (h _ )2 cjJ TJ ~ t J.LL.Jt=2 t J.L t=2
and where N(. I J.L,(j2) is the Normal density with mean J.Land variance (j2.
If we sample our proposed values of ¢, ¢* say, from N(. I J.LcjJ,(j~), we note that the
proposal distribution does not depend on ¢. So, providing that I ¢* 1< 1, we can use
an independence sampler (Tierney, 1994). So we accept our new proposed value, ¢* with
probability
. (W(¢*)) . ( V;(¢*))
mm 1, w(¢) = mm 1, V;(¢)
where w(X) = 7r(X)/q(X), 7r(X) is the target distribution, q(X) is our proposal distri-
bution and
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Another scheme discussed in Kim et al., (1996) would be to sample 1> using a
Metropolis-Hastings algorithm, with proposal 1>* being drawn from N(I1</>, a~). Al-
ternatively, 1> could be sampled using a random-walk Metropolis algorithm, though
an accurate estimate for the proposal variance would be required. We use the indepen-
dence sampler method for this chapter.
An alternative method of sampling 1> was given by Shephard and Pitt (1997). As
the prior for 1> is log-concave a Taylor's series expansion of the prior can be bounded
by a Normal distribution and rejection sampling can be used.
Sampling a~: For a~ we choose a conjugate inverse-gamma prior, such that
a~ rv Iq ("70'/2, Sa/2). We choose the parameterisation of the Gamma distribu-
tion, G(a, b) in which the mean and variance are given by alb and a/b2. Hence our
conditional posterior for a~ is given by sampling directly from
Since for many financial time series estimates of a~ are found to be quite small a
usual choice for the volatility literature is to set "70'= 5 and Sa = 0.01 X "70"
Sampling 11: As 11 E n we can specify a proper but relatively diffuse prior, such as
a N(O, a~), where a~ is large. The conditional posterior density of 11 is proportional to
(3.6)
Taking logs and expanding the terms in (3.6) we get
(
2{((1-1>2)+(T-1)(1-1»2) 1)
exp -11 2 2 + -2 2ary a~
+ 2~ { (1 - q?)hl + (1 - :JF'f.2(ht - ¢h,-d } )
which can be written in the form N(m~, s~) where
(3.7)
and
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which we can draw directly from using Gibbs sampling.
Now that we have described the ways to draw the parameters of the SV model we
now concentrate on the more complicated procedure of drawing h.
Random Walk algorithm
Probably the simplest way of sampling of sampling from p( h Iy, e( i)) is to use a random-
walk Metropolis algorithm (Gilks et al., 1996) for hi, i = 1, ... ,T. So for each i = 1, ... ,T
we propose a new value h* rv N(hi' (T~) and accept with probability
. [7r(h*,h_i) 1]
mm 7r(h) ,
where h-i represents all the values of h with the exception of hi'
The values of (Thi' i = 1, ... ,T are obtained by following Gelman et al. (1995) and
having an initial run of this algorithm and setting (Thi' i = 1, ... ,T equal to 2.38 times
the posterior standard deviation of each component of h.
To test this algorithm we simulate 1,000 data points from an SV process with para-
meters as inTable 3.1, with plots of the simulated hand y given in Figure 3.2. Posterior
means, and standard deviations in brackets, obtained for all three parameters are given
inTable 3.2 as well as the covariance and correlation between the parameters, with the
correlations being given in italics. An initial pilot run was undertaken with 10,000 sim-
ulations, and 10,000 as burn-in to determine the values of (Thp i = 1, ... ,T. Using those
values we then ran our algorithm for 100,000 iterations, with 10,000 as bum-in with
trace plots, histograms and autocorrelation plots for the parameters IL, </>, (T~ as in Fig-
ure 3.3. The trace plots have been filtered to show every IOth value otherwise the plots
would have taken up too much memory.
IL </> (Try
0 0.97 0.3
Table 3.1: Values of IL, </> and (T~ used when simulating SV data.
The results in Table 3.2 show that our posterior means are very close to those values
given in Table 3.1, with the trace plots showing no obvious trends. Most noticeable is
the high correlation between the </> and (Try parameters as well as the high autocorre-
lations for large lag lengths. This slowly decaying autocorrelation means that there is
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Mean IAT Covariance and Correlation
j.L -0.10 (0.34) 2.37 0.11 0.027 -0.026
¢ 0.97 (0.011) 92.58 0.00010 0.00011 -0.60
(717 0.30 (0.037) 230.10 -0.00032. -0.00024 0.0014
Table 3.2: Posterior estimates of u,¢ and (717 with log-volatilities obtained using the
random-walk algorithm. Italics are correlations rather than covariances of the poste-
rior. Integrated autocorrelation times are given for each of the parameters under the
column labelled 'IAT'.
little movement in our draws of ¢ and (717'
We also report the integrated autocorrelation time (noted as IAT in Table 3.2) which
calculates the ratio of the numerical variance of the posterior mean from the MeMC
chain (the square of the numerical standard error) to the variance of the sample mean
(see Kim et al., 1998). The integrated autocorrelation time is a useful diagnostic for
seeing how well the chain is mixing, with low values indicating a high degree of mix-
ing. The method used corresponds with that in Kim et al. (1998) with the estimation
of the numerical standard error by the use of a Parzen kernel (see, for example, Priest-
ley (1981, Ch. 6)).As mentioned previously there is high autocorrelations for large lag
lengths for the parameters ¢ and (717 indicating poor mixing, hence the high values of
the integrated autocorrelation time in Table 3.2.
The generality of this approach is appealing, easily allowing for the use of alterna-
tive distributions for Et and rJt, as well as its simplicity. However for models of this
kind there are other methods of approximating the model in order to generate good
model moves.
Rejection sampling
The conditional posterior density of Iu, p(htlh_t, y, B), where h_t represents all the
values of h apart from ht, can clearly be written as
(3.8)
Shephard and Pitt (1997) argued that since the prior density p(ht Iht-1, ht+1, B) domi-
nates the likelihood p(Ytlht} efforts to approximate ht should concentrate on approxi-
mating p(htlh_t, y, B) using a density of the same form as p(htlht-1, ht+1, B). To do this
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Figure 3.2: Simulated SV and AR(l) data using values given in Table 3.1.
we break down Equation (3.3) to its individual log-volatilities to give us
p(h Ih h ()) { [(ht+l - J.L) - ¢>(ht - J.LW + [(ht - J.L) - ¢>(ht-1 - J.LW} (39)tt-I, t+l, QC exp 2 2 ..
(Yl1
Taking logarithms of Equation (3.9) we get
l(ht I ht-1,ht+1,()) = const-
2
12 [((ht - J.L) - ¢>(ht-l - J.L))2 + ((ht+l - J.L) - ¢>(ht - J.L))2]
(Yl1
= const-
= const-
so we can say that htlht-l, ht+l, () rv N(h't, 1/2) where
h* - + ¢>[(ht-1 - J.L)+ (ht+1 - J.L)]
t-J.L 1+¢>2 and
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Figure 3.3: Trace plots, histograms and autocorrelation plots for f..J" <p and aT! obtained
using a random-walk algorithm.
So combining this with Equation (3.8) we can write
const + logp(Ytlht) + logp(htlht_1, ht+1, 0)
_ (ht - ht)2 _ ht _ yl exp( -hd
21/2 2 2
logp(ht I h_t, y, 0)
(3.11)
As the function exp( -ht) is convex for all values of ht we can expand it around a
point, tru, using a first order Taylor-series expansion so (3.11) can be written as
(ht - ht)2 ht yl< const - 21/2 - 2 - 2 exp( -md(l +m; - ht)
(ht - ht)2 ht yl
ex 21/2 - 2 + ht2 exp( -md
ex - 2~2 [(ht - h;)2 - htl/2 (y; exp( -mt) - 1)1
ex - 2~2 [h; - 2hth; - 2htl/2 { Y; exp( ~mt) - 1 } ]
logp(ht I h_t, y, 0)
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So the conditional posterior can be bounded by a normal distribution with mean gt and
variance v2 where
2
gt = h; +~ [y; exp( -h;) - 1] (3.12)
and rejection sampling can be used. So to sample ht,'for each t,we draw a proposal h'
say, from a N(gt, v2) distribution and accept with probability min {I, p(ht I(h_t,~, e)}.
N gt,V
If accepted we set ht = h' and proceed to update ht+1 otherwise we resample h' .
Shephard and Pitt (1997) propose using a second order expansion of exp( -ht), how-
ever the approximated conditional posterior now contains a quadratic so cannot be
bounded. Therefore simple rejection sampling cannot be used. However the resul-
tant Gaussian density can be considered a pseudo-dominating density with accepted
draws then being subject to a rejection Metropolis-Hastings algorithm as in Jacquier et
al. (1994).
Illustrating the rejection method for sampling the log-volatilities we rerun our al-
gorithm using this technique to the data shown in Figure 3.2. The posterior means
obtained for u; cp, a~ were 0.60, 0.90 and 0.17 respectively, with more general results as
in Table 3.3, with trace plots, histograms and autocorrelation plots shown in Figure 3.4.
Mean IAT Covariance and Correlation
j.t -0.07 (0.35) 2.26 0.13 0.078 -0.065
cp 0.97 (0.010) 43.03 0.00029 0.00011 -0.61
art 0.30 (0.035) 107.85 -0.00084 -0.00023 0.0014
Table 3.3: Posterior estimates of u; cp and art with log-volatilities obtained using the
rejection sampling method.
Whilst these results do show less correlation between the sweeps and a lower value
of the integrated autocorrelation time, most notably with the parameter art there is
still high autocorrelation for large lag lengths. Shephard and Kim (1994) noted that
if the persistence is high, cp ~ 1 and a~ is small then draws from the log-volatility
process are highly correlated and hence there is little movement in the chain. This
causes the single-move samplers to converge slowly, leading to a high computational
cost. Shephard and Pitt (1998, Theorem 1) showed that under the linear approximation
given in Equation (3.2) the rejection sampler for hly, e has an analytic convergence rate
of
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Figure 3.4: Trace plots, histograms and autocorrelation plots for 1-", </> and O'~ obtained
using rejection sampling.
where 0 is taken to be the expected values of the results obtained and Var(log El) is
taken to be 4.93. This would imply that when </> is high and O'~ low, as is often the case
with SV models, then convergence is very slow.
Inorder to overcome this we propose to sample the entire vector of log-volatilities
with a draw from the density p(hly, 0).
3.4 Multimove MCMC Samplers
As mentioned in Section 3.3.2 the Kalman filter was originally used to calculate the
parameters since it can be written in the state space form as seen in Equation (3.2),
e.g. Harvey (1989). However the approximation oflog Er by a N( -1.27,7[2/2) results
in poor samples, so Kim et al. (1998) approximated the distribution with a mixture of
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seven normal distributions, so that
7
!(Zt) = Lqj!ZtISt=j (ZtlSt = j)
j=l
where Ztlst = j rv N(mj - 1.27, a}), St is the indicator variable at time t, and the qj,
j = 1, ... ,7 are the weights associated with each component, so that p(St = j) = qj and
7
that Lqj = 1. Whilst a higher number than seven normal distributions could have
j=l
been chosen to approximate log X2, Kim et al. (1998) suggested that this approxima-
tion lies within a small distance of the true density and that further research with an
increased number of distributions did not have a discernable effect on the final results.
Thus the state space model of Equation (3.3.2) is now Gaussian with
WtlSt = j, ht rv N(ht +mj - 1.27, a})
where Wt = log yt. This now allows the algorithms of Carter and Kohn (1994), or
Shephard and de Jong (1995) to be used to sample the entire vector of p(hlw, s)
where w = (Wl' ... ,WT) and h = (hl' ... ,ht)· So the general form of sampling the para-
meters for the SV model is as follows;
1. Sample S(i+l) rv p(slw, h, (}(i)).
2. Sample h(i+l) rv p(hlw, s, (}(i)).
3. Sample (}(i+l) rv p((}lw, s, h(i+1)).
4. Set i = i + 1 and goto 1.
To sample h we initially run the Kalman filter for t = 1, ... ,T and then use these values
to run the simulation smoothing algorithm of de Jong and Shephard (1995), which sam-
ples from t = T, ..., 1 the disturbances of the model from a Gaussian distribution whose
mean and variance are obtained for each t by combining values from the Kalman filter.
To sample s we sample each St independently using
T T
p(slw, h) = IIp(StIWt, ht) <X IIp(WtISt, ht)p(st} and
t=l t=l
p(St = jlWt, ht) = qjN(Wtlht +mj - 1.27, a}),j = 1, ... , 7.
The values of m; and 0'; and corresponding values of qi are given in Table 3.4
Finally to sample (}we use exactly the same approach as we have done through-
out this chapter. Collectively this is known as the mixture sampler. Posterior means
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m;J
1 0.00730 -10.12999 5.79596
2 0.10556 -3.97281 2.61369
3 0.00002 -8.56686 5.17950
4 0.04395 2.77786 0.16735
5 0.34001 0.61942 0.64009
6 0.24566 1.79518 0.34023
7 0.25750 -1.08819 1.26261
Table 3.4: Mixture of normal distributions to approximate log X2 distribution.
and standard deviations obtained using the mixture sampler can be found in Ta-
ble 3.5 whilst the corresponding trace plots, histograms and autocorrelation plots can
be found in Figure 3.5.
As can be seen the posterior means and standard deviations are very similar whilst
the correlation of the persistence and error parameters has been reduced compared to
the other samplers used. The integrated autocorrelation times for 1> and a.,., have fallen
in comparison with the other samplers used indicating that their is an improvement in
the mixing of the chains for those parameters.
The mixture sampler is a more complicated algorithm than either of the other two
algorithms used and the time taken for the algorithm to run does reflect this extra
complexity, taking about two and a half times as long to complete as either of the
other two algorithms, whose computational times were similar. Though it was more
computationally 'expensive' to run the total time taken for the mixture sampler was
approximately twelve minutes, in comparison to five minutes for the random-walk
and rejection sampler algorithms.
Apart from the time taken the mixture sampler also has several other drawbacks,
most notably the 'inlier' problem, which occurs when values of Yt are very small and
so log Yt is a large negative number. Kim et al. (1998) suggest working with log(Yt + c)
where c = 10-3. Also, as Shephard (1996) explains, Table 3.4 can only be an approxi-
mation of the log X2 distribution and so proposes a procedure that reweights the draws
in a similar manner to importance sampling, though this, too, does not fully resolve
the inlier problem.
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Mean IAT Covariance and Correlation
J-L -0.079 (0.35) 1.42 0.12 0.075 -0.061
¢ 0.97 (0.011) 25.74 0.00028 0.00012 -0.62
aT} 0.30 (0.038) 59.49 -0.00081 -0.00026 0.0015
Table 3.5: Posterior estimates of J-L, ¢ and aT} with log-volatilities obtained using the
mixture sampling method.
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Figure 3.5: Trace plots, histograms and autocorrelation plots for J-L, ¢ and a~ obtained
using mixture sampling.
3.5 FTSE data analysis
In this section we illustrate the three different algorithms used previously to analyse
the data shown in Figure 3.6 which is 100 x daily transformed log-returns of the FTSE-
100 index from 1987 to 1992. Table 3.6 gives summary statistics of the data. The large
negative spike shown in the early part of the data refers to 'Black Monday' on 19th
October 1987. By multiplying the original data by one hundred we negate the 'inlier'
problem for the mixture sampler, mentioned in the previous section, since in the origi-
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nal data there are a large number of very small values which cause log y; to be a large
negative number.
Observations Mean St. Dev Min Max
1167 2.935 x 10-15 0.578 -8.854 8.217
Table 3.6: Summary statistics of the daily transformed log-returns of the FTSE-100 index
from 1987 to 1992.
As in the first part of this chapter we run our algorithm for 100,000 sweeps with
10,000 as bum-in, whilst for the random-walk algorithm we initially run the algorithm
for 10,000 sweeps after 10,000 as bum-in. Prior distributions are also unchanged.
Posterior estimates obtained for the parameters of the SV model by using a random-
walk algorithm, a rejection sampler and using the mixture sampler given in Section 3.4
can be found in Tables 3.7, 3.8 and 3.9 respectively, whilst corresponding trace plots,
histograms and autocorrelation plots for the iterates obtained using all three methods
can be seen in Figures 3.7, 3.8 and 3.9 respectively.
The posterior estimates obtained follow a similar pattern to that seen in earlier sec-
tions in that all our estimates are very close, posterior estimates of f..L, </J, (TTl are approx-
imately -2.25, 0.96 and 0.35 respectively, with the mixture sampler showing the lowest
correlations between the iterates of </J and (T".,. The correlation between the iterates of f..L
are, as seen before, negligible.
To check that multiplying the data by one hundred does not make our priors too
informative we rerun the algorithms several times with differing values of the prior
parameters in order to increase the prior variance. We obtained very similar results to
those in Tables 3.7, 3.8 and 3.9 so it is unlikely our priors have too strong an effect on
this transformation of data.
The most noticeable aspect of the data are the two large spikes near the beginning
which refer to the events of 'Black Monday.' To see the sensitivity of this model to
these extreme values we apply the algorithms to the data with both the maximum
and minimum values removed, with the results obtained shown in Tables 3.10 to 3.12.
It seems clear that removing these two values produces a change with the posterior
means of f..L, </J, (T"., now being approximately -2.18, 0.98 and 0.37 respectively, so (T"., has
been reduced whilst the values of </J indicate a value closer to stationarity. The inte-
grated autocorrelation times for all the parameters have increased when the values
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Mean I IAT I Covariance and Correlation
It -2.22 (0.33) 111.84 0.11 0.10 -0.093
¢ 0.96 (0.011) 225.77 0.00038 0.00013 -0.67
(TT} 0.36 (0.043) 2.9601 -0.0013 -0.00033 0.0018
Table 3.7: Posterior estimates of It, ¢ and (TT} with log-volatilities obtained using the
random walk sampling method for the FTSE data given in Figure 3.6.
Mean IAT I Covariance and Correlation
It -2.25 (0.32) 63.49 0.10 0.086 -0.085
¢ 0.96 (0.012) 121.16 0.00033 0.00014 -0.70
(TT} 0.36 (0.046) 2.30 -0.0013 -0.00038 0.0021
Table 3.8: Posterior estimates of It, ¢ and (TT} with log-volatilities obtained using the
rejection sampling method for the FTSE data given in Figure 3.6.
Mean I IAT I Covariance and Correlation
It -2.25 (0.32) 35.36 0.10 0.076 -0.077
¢ 0.96 (0.011) 70.73 0.00028 0.00013 -0.67
(TT} 0.35 (0.043) 1.59 -0.0011 -0.00034 0.0019
Table 3.9: Posterior estimates of It, ¢ and (TT} with log-volatilities obtained using the
mixture sampling method for the FTSE data given in Figure 3.6.
associated with 'Black Monday' are removed ..Similar results were obtained when we
reran the algorithms after removing the first 200 values of the data.
The posterior means do appear to be fairly sensitive to the events of 'Black Mon-
day,' which also tallies with the results shown in HoI and Koopman (2002) and
Kawakatsu (2005). These results could be used as an argument for removing the max-
imum and minimum values from the dataset, however the differences between the
values given in Tables 3.7 to 3.9 and Tables 3.10 to 3.12 are not that big so we do not
consider the removal of outliers further.
3.6 Conclusions
In this Chapter we have illustrated several Bayesian techniques for parameter estima-
tion of a stochastic volatility time series, though they are generalisable to many time
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Figure 3.6: Daily log-returns times one hundred of the FTSE-100 index.
series models with a latent process. In particular we have seen that whilst our sam-
plers give similar answers to both the simulated and real data sets that were analysed
we also saw the improvement in drawing the parameters when the latent process is
sampled as a whole rather than individually.
Stationarity was imposed on the latent process via ascaled prior on the autoregres-
sive coefficient. Historically values of </> have tended to be very close to one so it was
considered important that the parameter be restricted to the stationary region.
The obvious advantage of the random-walk algorithm is its simplicity and ease of
use, especially if more complicated dynamics were to be considered. However there
is a heavy computational cost for using this method in that the draws are heavily cor-
related. Some improvement comes from using a rejection sampler for sampling the
log-volatility process, however as shown in Pitt and Shephard (1998) in certain cir-
cumstances this too can lead to slow convergence.
The mixture sampler method of Kim et al. (1998) sampled the whole of the vee-
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Figure 3.7: Trace plots, histograms and autocorrelation plots for IL, <p and a~ obtained
using random-walk sampling for the FTSE data given in Figure 3.6.
tor hly, e which reduces the correlations between draws of e. This method relied upon
an approximation of the log X2 distribution by several normal distributions, and was
extended to incorporate fat-tailed distributions by Chib et al. (2002) and the leverage ef-
fect by Omori et al. (2004). Despite this mixture of normals being an accurate estimator
of the log X2 distribution the inlier problem is never fully resolved.
Whilst this chapter has concentrated on the stochastic volatility model in the next
chapter we look at a model with a far more general latent process, the dynamic linear
model. A reversible jump algorithm will be proposed for extending such a model and
tested.
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Mean I IAT I Covariance and Correlation
f../, -2.18 (0.10) 159.05 0.16 0.13 -0.12
¢ 0.98 (0.010) 298.45 0.00051 0.000097 -0.72
O'ry 0.28 (0.045) 3.25 -0.0021 -0.00032 0.0051
Table 3.10: Posterior estimates of f../" ¢ and O'ry with log-volatilities obtained using the
random walk sampling method for the FTSE data with 'Black Monday' removed.
Mean I IAT I Covariance and Correlation
f.L -2.23 (0.38) 91.47 0.14 0.093 -0.086
¢ 0.98 (0.010) 183.86 0.00033 0.000089 -0.69
O'ry 0.27 (0.042) 2.54 -0.0013 -0.00027 0.0017
Table 3.11: Posterior estimates of f../" ¢ and O'ry with log-volatilities obtained using the
rejection sampling method for the FTSE data with 'Black Monday' removed.
_j_ Mean I IAT I Covariance and Correlation
f../, -2.22 (0.37) 45.84 0.14 0.10 -0.086
¢ 0.98 (0.010) 91.52 0.00035 0.000087 -0.69
O'ry 0.27 (0.041) 1.82 -0.0013 -0.00026 0.0017
Table 3.12: Posterior estimates of f../" ¢ and O'ry with log-volatilities obtained using the
mixture sampling method for the FTSE data with 'Black Monday' removed.
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4Variance estimation un. Dynamic Linear Models
4.1 Introduction
In this chapter we look at the class of models collectively known as dynamic linear
models (DLM), also referred to as state space models (West & Harrison, 1997). We give
an introduction to these models and the notation and theorems used. From the ba-
sic model we develop an extension to a specific class of DLMs whereby we introduce
possible changes to the variance. A detailed description of the MCMCjRJMCMC sim-
ulations required for both within and between model moves for this proposed model
is provided. The simulations will be evaluated using a number of simulated datasets,
whilst a data set of fish populations will be analysed in Chapter 6.
4.2 Dynamic Linear Models
The class of DLMs has been used successfully for time series analysis and forecasting
over the last few years. In this section we give a brief introduction to the main mul-
tivariate class of DLMs. Following West (1996) let Y, be an r-dimensional time series
vector specified by the following pair of equations
,
Y, = F/h + Vt, Vtl~ rv Nr(O, ~t),
(h = Gtlh-l +Wt, WtlWt rv Nn(O, Wt),
(4.1)
(4.2)
known as the observation and system equations respectively, where Ot is an n - di-
mensional state vector at time t, Ft is an n x r design matrix of known constants or
regressors, Gt is an n x n known transition matrix and Vt and Wt denote observation
and system Gaussian noise terms respectively, which are assumed to be independent
41
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and mutually independent, The terms NrC·) & NnC·) denote the rand n dimen-
sional multivariate normal distributions. These equations are sometimes abbreviated
as {Ft, Gt, Et, Wt}.
The observation equation is the series of interest for forecasting or for analysis and
control, whilst the transition equation is a first order Markov chain that expresses the
possible evolution of the underlying parameters or states (}t.
Inference for DLMs is made by obtaining sequentially, for each t, the prior, pre-
dictive and updated posterior distributions of the state parameter (}t. By using stan-
dard linear / normal distribution theory the calculation of the priors p( (}t IDt-1), poste-
riors p«(}tIDt-l), predictions p«(}t+kIDt-d and lag- k filtered posteriors p«(}t-kIDt-l) is
possible, where the information set at time t is expressed ,as D, = {Dt-1, Yj}, which
implies that prior to time t the information we have is Dt-1. Initially we start with Do
which represents all initial information such as model specification and assumptions.
The following theorem, a proof of which can be found in West and Harrison (1997,
Section 15.2), provides key distributional results for the process.
Theorem 1 For a multivariate normal DLM, as defined in (4.1) and conditional on initial
information (}olDo rv Nn(mo, Co), the one-step forecast and posterior distributions for each
t aregiven by,
1) Prior: (}tIDt-l rv Nn(at, Rt), where at = Gtmt-l and R, = GtCt-1 G' + Wt.
2) The one-step ahead forecast: Yt1Dt-1 rv Nr(ft, Qt), where ft = Ftat and Qt
F'RtFt + Et·
For Theorem 1we have mt-l = at-l + At-1et-l andCt_1 = Rt-1 - At-lA~_l Qt-l
given At-1 = Rt-lFt-l Qt'-\.
Whilst more general DLMs might have time-varying F and G elements, the case
with constant elements provides a basis for incorporating a wide range of modelling
assumptions. The only difference this makes to the above results is that F, = F
and Gt = G for all t.
The variances Et and W t have often been assumed known and fixed, or to follow
some general pattern (e.g. the transition variance being calculated by use of discount
factors, see West & Harrison, Chapters 4 & 15).
The problem of unknown observational variances is a common one in the DLM
literature. For the unknown constant parameter E we have the problem of trying to
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calculate r (r+ 1)/2 unknown elements. Previously, practitioners have assumed that the
off-diagonal elements are equal to zero or to a constant c, thus the problem is reduced
to calculating r or r + 1 unknown parameters respectively. Assuming that all the off-
diagonal elements are equal reduces the multivariate model shown in (4.1) and (4.2)
to r univariate DLMs. However such assumptions are not always warranted.
Previous work, for example West and Harrison (1997, eh, 16), has shown that mul-
tivariate DLMs with unknown variances are not amenable to conjugate analysis apart
from a handful of special cases, such as Quintana & West (1987), which uses the Com-
mon Components Model (CCM) where we have r univariate DLMs where each scalar
series lit will have a similar form. Writing the model in a vectorised form produces
a matrix-normal distribution (Dawid, 1981) for the transition variance. This model,
though, is often criticised (Barbosa and Harrison, 1992; Triantafyllopoulos and Mon-
tana, 2003) for its lack of applicability and flexibility. Whilst a conjugate analysis is
unavailable for general multivariate DLMs a conditionally conjugate analysis is. Nat-
urally extending the univariate case we model ~I...using an inverse-Wishart distribu-
tion, see for example Gupta and Nagar (2000), where xi ...will be used throughout to
denote the distribution of the parameter x dependent on all the other parameters in
the model.
4.3 Proposed Model
Practitioners have often assumed that the unknown variance matrix ~ is either con-
stant for all t, or that it evolves stochastically over time such as
where 'vech' represents the vectorised form of a symmetric matrix and Zt is a
known r x r variance matrix. Thus given ~t-l' E[~tl~t-l' Dt-1] = ~t-l and
V[vech(~t)l~t_l' Dt-1] = Zt· One of the problems of the above model is that we are
unsure how any matrix produced using such a method can be positive-definite for all t.
One method was to decompose the variance matrix ~t via the Cholesky decomposition
so that ~t = UjU, and generate another matrix Bt+1 from a matrix-variate inverse-
Beta distribution (Gupta and Nagar, 2000), so that ~t+l = UtBt+1 Ut, analagous to the
case with a scalar variance (see West & Harrison, 1997, Chap. 10).
Another way of looking at DLM with changing variance is to assume that whilst it
may seem likely that ~t may change over time it may not do so for every t. During
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some periods we ,can assume that the variance remains constant or approximately con-
stant. So let us define, in general, h periods of time, during which ~ is constant, that
is ~t = ~(i) for t(i-I) + 1 :s t :s t(i), (i = 1, ... , h) and to = O. So the first period is the
interval [1, t(1)]' and the variance is the constant ~(I), then ~(I) can be sampled from
the' full conditional distribution of ~(I)IO, y, which we deal with in Section 4.4.
Then we proceed with the second period, with the first point of time in this period
being t(1)+1 and the procedure starts anew. The values of t(i) are known as the change-
points, though for this work we will usually prefer to work with the distances between
changepoints, denoted by d(i)' with d(i) = t(i) - t(i-I) where d(o) = O.
Ingeneral, we denote our estimate of the constant variance matrix of the ith period
by ~(i) which has the conditional posterior distribution p(~(i) IX(i), Y(i)), where X(i)
represents the full parameter vector excluding ~(i) and y(i) the data during the ith
period.
By setting ~(i) = ~(i-I), the periods i-I and i merge into one period. Of course, if
this were to happen for every i then there would be no change in ~.
This scheme is first explored in Triantafyllopoulos (2002) where the value of h is as-
sumed known and the time points fixed. Incertain circumstances this may be obvious,
e.g. seasonal sales of items, however if it is not simple to calculate the number of time
periods or the length of each time period we will use a RJMCMC sampler to estimate
both.
Another reason for adopting such a variance scheme would be due to some inter-
vention arising from the modeller's beliefs. For example, if Y, is the average value
of the house in an area and there is information that the Bank of England is going to
increase interest rates sometime within the next few months then an increase in the
variance may be likely.
4.3.1 Bayesian Hierarchy
We begin this section by showing the full posterior distribution of all the unknown
variables and how this can be factorised to help us obtain full conditional distributions.
We then describe the choice of priors for all the unknown model parameters.
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4.3.2 Posterior distributions
The structure imposed upon the joint distribution of all the variables in the prob-
lem, (Y, 8,~, h, d(h)), is
T
p(YI8,~, h, d(h)) IIp(8tI8t-b Dt-l)p(8oIDo)
t=l
where ~ = (~(1), ... , ~(h)), the vector of the observational matrices, and d(h) =
(d(1), ... , d(h))' the vector of distances between changepoints for the observation equa-
tion, Dt-l represents the information set of the time series up to time t - 1 and Do =
h-l
{mo, Co} are known. Note thatd(h) = T- L dei),whereTisthe total length of the time
i=l
series. The vector of distances between changepoints d(h) is dependent on the number
of observational variance matrices, h, since a change in h would require a change in
the dimension of d(h), as well as a change in some of the values.
We then impose a natural conditional independence structure between the mod~l
parameters and allow the priors for ~, hand d(h) to depend upon hyperparameters,
which themselves have a prior structure. The full posterior of all unknown parameters
is then given by
p(8,~, h, d(h) IY) QC p(YI8,~, h, d(h))p(8tI8t_1,Dt-I)p(8olmo, Co)
p(~lh, d(h), ,,(, lJI)pb)p(lJI)
p( d(h) Ih)p(hl '\)p('\la,\, (3,\).
4.3.3 Prior distributions
We need to specify prior distributions for both the models and the parameters within
each possible model. A simple conjugate prior was chosen for the variance parame-
ter, ~(i), as this leads to a posterior density of standard form. As discussed previously
a joint prior for d(h) and h is required since they are not independent, so that
h-l
We also need to ensure that this prior satisfies the inequality Ldei) < T.
i=l
In previous work the prior on model order has often been assumed uniform
(Richardson and Green, 1997) or Poisson (Green, 1995), both of which can be con-
strained by a maximum value, which we will do here by calling it hrnax. For models
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where we are using RJMCMC to determine the number of parameters in a model, such
as the value of parameters in an auto-regressive model of unknown order, for example
Brooks et al. (2003), a uniform prior is used as after time T we would still have the same
number of parameters in our model, whereas for models which require the use of step
functions, as in Green (1995), a Poisson distribution, with parameter A or AT is used.
With the parameter AT we note that the longer the time series becomes the higher the
mean value of the prior.
For this case we will assume that the value of h will follow a Poisson prior with
parameter AT. Given h we assume the location of any break point d(i) is uniform over
all possible unordered selections of h - 1 changepoints from T choices, such that the
normalising constant for p(d(h) Ih) is given by
(h - l)!T!
(T+h-1)!'
Assuming that each of the values of ~(i) and {h, d(i)} are a priori independent and
that there is no strong prior information then we might take
hlA
d(i)lh
A
~(j) i'Y, w
PO(AT)
U[O,TjI"h-ld. <T' i = 1, ... ,h-1L.,,=l (.)
G(a>., (3).)
IWrb + 2r, w), "y > 0, w > 0, j = 1, ... , h
U[l,(3-yj
Wr(r+ 1,klr) k > °
where the term I~~;;ll d(i)<T represents the indicator function for all values of d(i), i =
h-l .
1, ... , h - 1 satisfying the inequality L d(i) < T; G(a>., (3).) denotes a gamma distri-
i=l
bution with mean a>./ (3). and variance a>./ (3~; PO(A) denotes a Poisson distribution
where A > 0 is the Poisson mean; IWrb + 2r, w) denotes an r-dimensional inverse-
Wishart distribution with degrees of freedom "y + 2r and scale parameter matrix W
and Wr (r + 1, klr) denotes an r-dimensional Wishart distribution with degrees of free-
dom r + 1 and scale parameter matrix klr, with I; denoting the r x r identity matrix.
The term W > 0 implies that the parameter matrix w is both symmetric and
positive-definite. The scale matrix hyperprior follows the form of Brown et al (1998)
in that the degrees of freedom are chosen to be the minimum possible for a Wishart
distribution, whilst the scale matrix hyperparameter is given the simple form k I«.
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The degrees of freedom, 'Y, hyperprior follows a discrete uniform distribution with
lower bound 1, since 2r + 1 is the minimum number of degrees of freedom for an r-
dimensional inverse-Wishart distribution, and upper bound i3-y, which we assume to be
close to the value of 1, perhaps 2r or 3r. We have assumed that the hyperparameters k
arid i3-y are equal for each :E(i) i = 1, ..., h as we are assuming little prior information.
Itwould be a trivial matter to make these hyperparameters change for different :E(i) if
we were to have more prior information.
The mean and variance of the Wishart distribution are as follows. Let S = (Sij) rv
Wr(n,~) be an r x r variance matrix, then
where ~ = (CTij), see Gupta and Nagar (2000), whilst the mean and variance of the
inverse Wishart distribution are as follows. Let V = (Vij) rv IWrb, 'It) be an r x r
variance matrix and assume that n is an integer, then
i) E(Vi') = 'l/Jij , 'Y - 2r - 2 > 0
J 'Y - 2r - 2
.. 2b - 2r - 2)-l'l/Jij'l/Jkl + 'l/Jik'l/Jjl+ 'l/Jil'l/Jkj
11) COV(Vij, Vkl) = b _ 2r _ l)b _ 2r _ 2)b _ 2r _ 4) ,b - 2r - 4) > 0,
where 'It = ('l/Jij), see Haff (1979). If we let V rv IWrb, 'It) then V-l rv Wrb - r _
1, 'It-l) (Gupta and Nagar, 2000).
The parameters, :E and d(h) and the hyperparameters A,'Y and 'It are assumed a
priori independent, which leads to a great simplification in the prior ratio when we
calculate the acceptance probabilities for the reversible jump algorithm.
The MCMC sampler which we will use in the following section will consist of
within-model moves in which we update the unknown variances :E and the dis-
tance between changepoints dei) followed by a between-model move in which we
split/merge one of the components of the d(h) vector thus changing the dimension-
ality of the vectors :E and d(h).
4.4 Within-ModelMoves
Due to the high correlation in 9 = (9l, ...,9n)' we implement a forward-filtering,
backwards-sampling algorithm (Carlin and Chib, 1995; Friihwirth-Schnatter, 1994) to
sample 9. The algorithm involves iterative sampling from the full conditional pos-
terior of each 9t!9_b:E, d(h), Y, where 9_t consists of all 9j, excluding the current 9t,
i.e. j = 1, ..., t - 1, t + 1, ...,n.
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Sampling ~ with fixed model order does not involve any change of dimensionality
and we can use standard Gibbs samplers, with the new values being sampled from the
full conditional posterior as follows. It can be shown that the full conditional distribu-
tions of ~ remain inverse-Wishart. Using the Bayesian hierarchy from Section 4.3.2 it
follows that
(4.3)
where 7r(xl ... ) represents the posterior distribution of the parameter x given all other
variables. Let Vt = Yt - F~(1t,and x(i) denote the values of the parameter x E
{8,~, d(h)} during the ith time period, since the other values are not required for the
full conditional distribution of the variance matrix ~(i). So if we wish to sample ~(i)
from (4.3) we obtain its full conditional posterior distribution
7r (~(i)I ...) ex p(y(i)18(i),~(i),d(h))p(~(i)ld(h),'Y, 'It)
ex 1~(i)l-d(i)/2exp (~1 ~ V;~(i)-lVt).
t=t(i_l)+l
I~(i) 1-(r+2r)/2exp ( ~1 tr {~(i)-l 'It} )
ex 1~(i)I-(r+2r+d(i))/2exp (~1tr {~(i)-l'lt + ~ VtV;})
~=t(i_l)+l
where t(i) is given in Section 4.3.3. Thus,
(4.4)
which is updated using a Gibbs move. Sampling from the inverse-Wishart distribu-
tions is achieved by using the method given in Ripley 1997.
There are several complications when proposing a new value of d(h), d(i) say. The
relationship
d(i) + d(i+l) = d(i) + d(i+l)
must always hold. So for example we could sample a variable u from a uniform distrib-
ution, U[ -10, 10]and set c4i) = d(i) +u and c4i+l) = d(i+l) - u. However the correlation
between the variances and the changepoints will be quite high due to the degrees of
freedom of the inverse-Wishart Gibbs update being dependent on them. Another op-
tion would be to re-sample the corresponding values of the variance matrices when we
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propose new values of ~i) and ~H1)· The advantage of this scheme is that it would
allow larger changes in the values of d(i) and ~H1) so we would avoid getting stuck
in one region during our simulation though as we are proposing four new parameters
the acceptance rates may not be very high .
• Another scheme considered was to keep the changes between d(i) and d(i) small,
which implies that changes in the degrees of freedom are also small, so that our es-
timates of :E(i) and :E(H1) could be assumed equally likely to be drawn from (4.4) as
from
where d(i) = d(i) ± c and c is small. The acceptance probability in this case would
be far simpler to calculate, though we would likely need more iterations to achieve
convergence. Either scheme has its advantages and no optimal solution is proposed
here, though the reasoning for this thesis has been that for longer time series the first
scheme involving larger jumps is preferred, (as in Section 4.6) due to the necessity to
cover as much of the parameter space as possible. Whilst for shorter time series, and
when other parameters as well as the variance are involved, the second scheme is used
(as in Chapter 6).
The scheme allowing for large changes when we propose to update d(i) for i
1, ... , h - 1 is as follows:
• Propose ~i) from U [0,d(i) + d(H1ll and set ~i+l) = d(i) + d(i+l) - d(i)·
• Propose new variances by generating
:E(i)' Iy(i), O(i), h, d(i) and :E(H1)' ly(H1), O(H1), h, d(H1)
according to the Gibbs update in equation (4.4).
• Calculate the acceptance probability (see following) and accept or reject these new
proposed values accordingly.
" C)' '+1 'Once we have sampled {d(i)' d(i+l),:E ~ ,:E(~ )} we accept or reject these values
with probability
Cl! ( {d(i), d(H1), :E(i), :E(H1)}, {d(i)' d(H1)' :E(i)' , :E(i+l)' }) = min {1, A}
where
A = { 11"(~i)' d(i+l)' :E(i)' , :E(H1)' )q( d(i), d(H1), :E(i), :E(H1) Id(i)" d(H1)' :E(i)' , :E(H1)') }
11"(d(i)' d(H1), :E(i), :E(H1) )q( d(i)' d(H1)' :E(i)' , :E(H1)' Id(i)' d(H1), :E(i), :E(H1)) ,
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with 7r(x) representing the stationary distribution of x and q(xly) is the probability
of proposing x given that we are currently in the state y. Since we sample u from a
uniform distribution and :E(i)' and :E(Hl)' are both generated directly from a proposal
distribution we can write the acceptance probability explicitly as
a ({ d(h), :E}, {d(h)', :E'}) = min {I,A} =
. { p( d(h)/) p(:E/) q( d(i), d(Hl)) q(:E(i), :E(i+l)) }
mm 1, LR x ((h)) -(~) (' ') I I •pdp.4J q d(i)' d(Hl) q(:E(i), :E(Hl) )
where LR represents the ratio of the likelihood using the proposed val-
I I
ues {d(i)/, d(i+l)/, :E(i) , :E(Hl)} with the likelihood using the original values
{d(i), d(Hl), :E(i), :E(i+l)}, whilst the values of t(i) are the times when a change occurs
(4.5)
and are equal to
i
t(O) = 0, t(1) = d(1), t(2) = d(1) + d(2), ... , t(i) = Ld(k), ... , t(h) = T (4.6)
k=l
For the likelihood ratio (LR) we only need calculate the likelihood between the time
points t(i-l) + 1 and t(i+l) since outside these points the values of the observational
variances remain the same and LR will equal one. Between t = t(i-l) + 1, .." t(Hl) LR
is equal to
One final sampling aspect is to immediately reject any values of d(i) which are small.
This value was arbitrarily chosen before we started any sampling and sometimes ad-
justed in lieu of any results.
Conditional distributions of prior parameters
As we have a hierarchical prior structure we have to calculate the full conditional pos-
teriors of our prior parameters, P,"Y, w}. These can be obtained by assuming the
Bayesian hierarchy of Section 4.3.2 and a priori independence. Hence, the joint pos-
terior distribution of {A, "Y,w} is given by
From our prior distribution in Section 4.3.3 we can calculate our conditional poste-
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rior distribution of A as
p(AI ...) p(AlaA'~A)p(hIA)
<X ),',,>.+h-l exp (-A (~A + T)).
thus,
(4.7)
The conditional posterior distribution of (~, 'Y, lJ1) is proportional to
with
'Y U(2r + 1, ~"Y)
lJ1 Wr(r+l,klr)
where I; is the r x r identity matrix and ~"Y and k are known scalars. We chose a uniform
prior for 'Y since it would have to be discrete and its minimum value would need to
be 2r + 1. The value of ~"Y was assumed to be close to the value of 2r + 1, perhaps 3r
or 4r. So to sample lJ1 we calculate p(lJ1I...)which is proportional to
where etr(X) represents the exponential of the trace function of X, see Gupta and Na-
gar (2000). Equation (4.8) simplifies to
IWI11"+'-lHI+'-,')etr (-~ «kI,)-l +tE~))w), (4.9)
Equation (4.9) equates to the following inverse-Wishart distribution
p(lJ1I...) '" IWr (1/*, K*)
where
1/* = h("( + r - 1) - (r + 1)
and
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The posterior density of "( is given by
h T~(-y+2r-r-1)rlq,I~(-y+2r-r-1) (1 -1)II 1 etr -- (~(i)) q,
i=l fr("( + 2r - r - 1)1~(i)12h+2r) 2
which is not of standard form so we will propose a new value of ,,(,"(' say, as follows
"(+ 1 with probability ~
"(- 1 with probability ~
and accept with log-probability
where
f* = { logf [~("('- r - 1)] -logf [~,- r] if "(' > "(
- logf [~("(- r - 1)] + logf [T - r] if "(> "('.
This term comes about from taking logs of the multivariate gamma function
and that our proposed value of "(is only one higher flower than the current value. Since
the minimum number of degrees of freedom for an r-dimensional inverse-Wishart dis-
tribution must always be greater than 2r, we immediately reject "(' should its value be
less than 2r + 1.
4.5 Between Model moves
Sampling h involves a change in dimensionality of the vector of changepoints (d(h)
and variance matrices (~) and the reversible jump MCMC algorithm is used. A jump
to a neighbouring h is proposed at each iteration to update the dimensions, with two
different types of move
1) The 'splitting', with probability Sh, of a value of d(i) and a variance matrix into
two, thus the number of changepoints and variance matrices becomes h + 1.
2) The 'merging', with probability mh, of two consecutive values of d(i) and variance
matrices, thus the number of changepoints and variance matrices becomes h - 1.
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Itwill be assumed that Sh = mh = 1/2 except for Shmax = 0 and ml = 0 and that Sh +
mh = 1for all h.
When an increase in h is proposed we have to split one of our distances be-
i-I
tween changepoints. For example, if we propose a new changepoint between L d(k)
• k=1
i
and L d(k)' for i :::;h, then we propose to change our original vector of distances .
k=1
between changepoints
to be
d(h+I)' = (d(I)' ... , d(i-I), d', d(i) - d, ...,d(h)) .
There are several schemes that we could use to sample d'. Possibly the simplest scheme
we could use would be to pick with probability 1/ h which d( i) we propose to split, then
we sample
However this would mean that we would be equally likely to split large values of d(i)
as well as small values of d(i)'
Alternatively the sampling scheme we shall use makes it more likely that we split
large values of d(i) by proposing a value t' and update the vector of times when the
changes occur, as in equation (4.6). Hence we propose
t' rv UfO, TJ
and find the highest value of i for which t' < t(i)'
For the reverse move there are also several sampling schemes which we could use
to decide which of (d(i), d(i+I)), i = 1, ... , h -1, to merge. The simplest way would be to
sample with probability l/(h - 1) which pair of (d(i), d(i+I)), i = 1, ... , h - 1, to merge,
though again this fails to take into account the size of (d(i), d(i+1)). If we were to take
this factor into account we would like the probability of which (d(i), d(i+I)) to merge
to be inversely proportional to its size, but how we measure the size of (d(i), d(i+I)) is
open to debate. For example, we could set the size to be one of either d(i) +d(i+I), Id(i)-
d(i+1) Ior min(d(i), d(i+1)) with advantages and disadvantages to each valuation. For the
time being we shall stick with the original method stated, whose obvious disadvantage
should only really cause problems if the number of changepoints is large.
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Once we have decided which of (d(i), d(iH)), i = 1,...,h -1, to merge our parameter
vector, which was
is now proposed to be
d(h-1)' = (d(1), ... , d(i) + d(i+1), ... , d(h)) .
For the reverse move this is equivalent to drawing t' = d(l) + d(2)+ ...+ d(i)'
Insplitting/merging the variance matrices there would be some degree of difficulty
in ensuring that any proposed variance matrix would always be positive-definite. Our
vector of proposed observational matrices, ~' say, will have many elements the same
as ~, however those elements of ~' which are different from ~ will be drawn from the
conditional posterior given in (4.4) with the degrees of freedom now corresponding
to the proposed breakpoints. Using this scheme the reverse move is not determin-
istic. The Jacobian term in the acceptance probability of the RJMCMC algorithm, as
explained in Section 2.4.1, for this sampling scheme is equal to one.
Ifwe continue to use the a priori independence assumptions a split move is accepted
with probability min(l, A) where
rhH(h) q(~)
A = LR x PR x rh(h + 1) x q(~')q(t')
where LR and PR refer to the likelihood ratio and prior ratio respectively and rx(Y)
is the probability of proposing a model with x changepoints and variance matrices to
one of y changepoints and variance matrices. whose value would be dependent on the
sampling scheme we use for d(hH)'.
The likelihood ratio is equal to
TIi-1 p(YtI8t, ~')
LR= T '
TIt=l p(YtI8t,~)
and the prior ratio equal to
p(~'I'Y, '11) p(d(h+1)'lh + 1) p(h + 11A)
PR = p(~b, '11) p(d(h)lh) p(hIA)'
We note that other than the breakpoint that is being split, and corresponding vari-
ance, all other parameters remain the same so that our likelihood ratio and prior ratio
simplify greatly. A merge move is accepted with probability min(l, A-I).
Having now described all the steps used for the MCMC simulation we now present
an analysis for simulated datasets.
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4.6 Simulated Data Analysis
Several data sets were simulated to test our methodology. We present here an example
intending to see, if we have the following values
how small the scalar ¢ could be before the posterior probability of picking h = 2, (JP>(2))
over h i- 2 would be significant. As there are a huge number of possible examples for
which this question could be answered we decided to concentrate on the set of data for
which Ft = 0, in other words Y, are drawn from a Gaussian distribution.
We simulate multivariate datasets of length 200, 2,000 and 20,000 each of dimen-
sion 4 for each of the examples. In each example the first lOO, 1,000 or 10,000 data
points respectively were the same but the next lOO, 1,000 or 10,000 data points were
simulated according to the different values of ¢ shown along the horizontal axis of
Figures 4.1, 4.3 and 4.5.
Sampling Strategy
The complete updating scheme for our simulated datasets can be summarised as fol-
lows. Let the value of the current unknown variables be
Then
1) Sample the prior parameters (>., 'Y, '11) from their conditional distributions.
2) Sample ~ = {~(1), ... , ~(h)} from their full conditional posterior distributions as
given in (4.4).
3) Propose to update a changepoint by generating dei)' '" U[O, dei) + d(i+l)] and set-
ting d(iH)' = dei) +d(iH) -d(i)'. Then propose { ~(i)', ~(i+1)'} from their full con-
ditional posteriors given dei)' and calculate the acceptance probability from (4.5).
Accept/reject accordingly for i = 1, ... ,h - 1.
4) Propose to alter the number of observational variance matrices by either by either
splitting or merging elements of the vector d(h) and proposing new observational
variance(s) ~' drawn from their conditional posterior. Compute the acceptance
probability and if the move is accepted set h = h + 1 or h = h - 1 accordingly,
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update the vector of distances between changepoints d(h) and set of variance
matrices E, otherwise leave h, d(h) and :E unchanged.
After some initial tuning the algorithm was run for 20,000 sweeps with the first
10,000 being discarded as bum-in. The hyperprior parameters were set to a.x = f3.x =
o.tn, k = 100-1 and f3"'( = 4r. Whilst the minimum distance between changepoints is
10,25,25 for the models with length 200,2,000 and 20,000 respectively.
We tested over the following range of values of :E(1):
• Example 1: :E(1) = diag(2)
10 8 8 8
• Example 2: :E(1) =
8 10 8 8
8 8 10 8
8 8 8 10
with the intention of seeing if the different values made any difference to the value of rp
when the posterior model probability of picking h = 2 became high.
The posterior model probability of picking h = 2 for various simulated data sets can
be found in Figures 4.1,4.3 and 4.5, which refer to data sets of length 200,2,000 and
20,000 respectively. So, for example, we simulated eight different data sets in Exam-
ple 1, with rp equal to 3 (with the first 100 data points being the same for all eight time
series) and JP>(2)ranged from 0.40 to 0.99. The unbroken line representing the mean of
the posterior model probabilities for each value of rp that we ran the algorithm for.
As is to be expected as the length of the data set increases the value of rp at
which JP>(2)gets closer to one decreases, being approximately 3.0-3.5 for data sets
of length 200 compared to 1.12-1.14 for data sets of length 20,000. For data sets of
length 2,000 and 20,000 differing values of :E(1) did not seem to have a significant ef-
fect on the values of rpwhen JP>(2)started to increase, however for data sets of length 200
the value of JP>(2)starts to increase at a lower value for Example 1 than it does for Ex-
ample2.
With regards the priors we show a plot of the priors A, "( and the first diagonal el-
ement of q, in Figures 4.2, 4.4 and 4.6, which refer to data sets of length 200, 2,000
and 20,000 respectively, which come from one of the simulated data sets for each ex-
ample. We chose one of the data sets where there was a high amount of mixing between
models with zero and one changepoints.
For the "(parameter we note that, for all the scenarios used, its value only occasion-
ally changes from the minimum possible value, 2r + 1. This, perhaps, suggests that
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Figure 4.1: Posterior estimates of JP(2)in Examples l(top) and 3 (bottom) for data sets
of length 200.
there is no need for a varying degrees of freedom parameter and should be kept fixed.
Any extra information we receive about the ~ parameter can be incorporated into the
parameter ':II.
For the parameters>. and ':II we note that there is a high degree of correlation be-
tween these parameters and h. Further research indicated that the change in these
parameters occurred after a change in h. Both of these parameters (>.and ':II) are con-
ditional on all other parameters in the model, including h, and looking again at their
conditional distributions (4.7) and (4.9) any increase in h will increase the expected
value of >.and decrease the expected value of ':II.
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Figure 4.2: Trace plot of h and prior parameters for data sets of length 200.
4.7 Forecasting
One obvious question from using such a variance system is how best do we use it for
forecasting? We begin by reiterating the forecast distributions and proof from West
and Harrison (1997, Chapters 4 and 15).
Definition 4.1 For any current time t, the forecast function ft (k) is definedfor all integers
k ~ Oas
is the mean response function.
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Figure 4.3: Posterior estimates of JP(2)in Examples l(top)and 3 (bottom) for data sets
of length 2,000.
For k strictly greater than 0, the forecast function provides the expected values of future
observations given current information,
The following results provide the full forecast distributions of which the forecast func-
tion is a key component.
Theorem 2 For each time t and k 2: 1, the k-step ahead distributions for 8t+k and Yt+k given
Dt are given by:
(a) State distribution: (8t+kIDt) '" N(at(k), Rt(k)),
(b) Forecast distribution: (Yt+kIDt) '" N(ft(k), Qt(k)),
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Figure 4.4: Trace plot of h and prior parameters for data sets of length 2,000.
with moments defined recursively by:
and
where
and
with starting values at(O) = m, and Rt(O) = Ct·
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Figure 4.5: Posterior estimates of JP(2) in Examples l(top), 2 (middle) and 3 (bottom)
for data sets of length 20,000.
Proof: West & Harrison, 1997, Chapter 4. For all t and integer r < t, define the n x n
matrices Ht(r) = GtGt-l ...Gt-r+l with Ht(O) = I.From repeat applications of the state
evolution equation we then have
k
()t+k = Ht+k(k)()t +L Ht+k(k - r)Wt+r.
r=l
Thus, by linearity and independence of the normal summands,
where
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Figure 4.6: Trace plot of h and prior parameters for data sets of length 20,000.
and k
Rt(k) = Ht+k(k)CtHt+k(k)' +LHt+k(k - r)Wt+rHt+k(k - r)'
r=l
which equals Gt+kRt(k -l)G~+k +Wt+k with starting values at(O) = m, and Rt(O) =
This proves (a), and the forecast distributions follow directly from these results, so
where
and
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as stated.
In the cases where Gt and/or Ft are constant the above results simplify consider-
~bly so that:
The values of Wt+k will be assumed constant or subject to the discount principle, but
should be known, which leaves us with estimating the values of :Et+k'
4.7.1 Intervention
For the above predictions we have assumed that we are privy to no extra information
after time T and that the changes occur due to natural changes in the data rather than
any external pressures, e.g. changes in interest rates, change in government policy, etc.
H is possible that we may become aware of some external factor affecting the data dur-
ing our initial research, which would lead us to modify our predictive densities. The
action a modeller uses when they become aware of some external factors which they
use to assess and possibly improve model performance is called feedback intervention,
see West & Harrison (1997, Chapter 11).
Possible examples for feedback intervention could be that we notice that our vari-
ance changes whenever there is a change in interest rates. We could therefore alter
our value of >. to make the distances between changes smaller/larger if we believe a
change is likely/unlikely whilst we could accordingly increase/decrease our values
of'Y and 111for ~(h+1) depending on whether the change in interest rates is upwards or
downwards.
4.7.2 Conclusions
In this chapter we have given an introduction to the dynamic linear model and dis-
cussed in detail how a RJMCMC algorithm can be used to incorporate changepoints
into the observational variance component of the model, which is an alternative to the
suggestion given in West & Harrison (1997, Chapter 16) of a stochastically evolving
variance. Hwould be quite trivial to extend the work to incorporate the transitional
variance and other parameters too.
With a number of simulated data sets of differing lengths we saw how the algorithm
worked for a set of DLMs where the data are drawn from a Gaussian distribution. As
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was to be expected for the longer time series less of a difference between the variances
was required before a change was noted, whilst increasing the original variance matrix,
or the correlation between the variance matrices did not seem to have much of an effect
on the overall workings of the algorithm.
An example involving a data set of fish populations around the British Isles is in-
cluded in Chapter 6. An introduction to and the rationale for using such a scheme
for fisheries models will be explored in the next two chapters. In the next chapter we
give an introduction to two of the most commonly used models in fisheries science; the
Beverton-Holt and Ricker models. We also explore how we might analyse such models
in the Bayesian framework.
5Statistical analysis of Stock-Recruitment models
5.1 Introduction
This chapter looks at a Bayesian analysis of models currently used in fisheries science
to model the relationship between stock and recruitment levels, in particular we look at
two commonly used, the Ricker (Ricker, 1943) and Beverton-Holt (Beverton and Holt,
1957) models. A.description of the basic principles of the models is given, whilst we
develop a Bayesian framework for model parameterisation. Inparticular we are inter-
ested in seeing the ability to accurately estimate the parameters of interest.We illustrate
our work with many simulated and several real data sets.
5.2 Models and Properties
Before we go on to mention the models used we briefly discuss the meanings of re-
cruitment and stock levels. We consider an age-structured, multi-area model with the
number of fish aged a = 2, ... ,At, in year y = Ymin, ... , Ymax and in region r = 1, ... ,R
being denoted by Nr,y,a' The parameter At is some pre-determined age of fish in re-
gion r after which all fish are no longer considered to be getting any 'older', i.e. if they
are of a certain age in year y-1 then they will be the same age in year y. Whilst a poorly
chosen value of At can lead to some sensitivity in parameter estimation, especially if
chosen at a value near the age of a fish's peak fertility, its value is usually chosen at an
old age where there is only a small percentage of its population.
Recruitment can be defined as the number of new fish entering a given region r
during a given year y, denoted by Rr,y = Nr,y,l. Its calculation will be explained in the
following sub-section. The measure chosen to signify mature stock abundance is the
spawning stock biomass (SSB) which can be viewed as the ability of the current fish to
65
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reproduce given their various ages, e.g. a large population made up of primarily very
old fish would give us a low SSB value. The SSB in a region r in year y is given by
At
s.; =Lwr,y,,;;mr,aNr,y,a
a=l
(5.1)
where Wr,y,a are the weights-at-age, by year and region, and mr,a is the maturity ogive
by age and region. The maturity ogive is the length of time it takes for all the fish for
a given age and region to have spawned for the first time. For the remainder of this
chapter we will be working with data from one region or univariate data and so will
be dropping the region suffix.
5.2.1 Basic principles
Analysis of stock-recruitment data is most often performed by fitting various curves to
the data; these are referred to as the stock-recruitment relationship.
In fisheries science, a standard approach to estimating recruits is to assume the ex-
istence of some functional, stochastic relationship between the SSB, and the number of
recruits in a subsequent year. A very general form for this would be to take
(5.2)
where R, is the recruitment; St-t is the SSB in the year t - t; iJ are the parameters of
the model; cp(iJ,·) is a non-linear functional, parameterised by iJ; t is the number of
years taken for a newly spawned fish to recruit; and (t rv N(O,O";). Throughout the
remainder of this thesis we will assume that t = 1.
Several desirable properties of stock-recruitment curves (average relationships)
were discussed in Ricker (1954) and three basic properties that were felt to be generally
applicable are:
1. A stock-recruitment curve should pass through the origin; when there is no
parental stock there is no recruitment.
2. The curve should not fall to the abscissa at higher levels of stock, so that there is
no point at which reproduction is completely eliminated at high densities.
3. Recruitment must exceed parental stock over some part of the range of possible
parental stocks.
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Whilst Property 1 seems reasonable it does rely on the assumption that there is no
immigration to the stock from outside, otherwise recruitment could result from a zero
spawning stock. Whilst in reality this may not be the case we shall stick to the afore-
mentioned assumption, noting that future w.ork on stock-recruitment models will be
taking into account movement between regions, e.g. Hillary and Kirkwood (2003). The
second property, as noted in Ricker (1954), is not logically necessary, or even biologi-
cally required, but does accord with observations. Property 3 is really only applicable
to semelparous species (those that spawn only once), such as Pacific Salmon, so that
one can speak of replacement on a fish-per-fish basis. For other species the general rule
is that recruitment must be high enough over some range of stock sizes to more than
replace annual natural mortality losses.
Beverton-Holt model
The Beverton-Holt spawner-recruit curve (Beverton and Holt, 1957) relates recruitment
to spawning stock via the following equation
(5.3)
where 0;* is the maximum number of recruits produced and (3 is the spawning stock
needed to produce (on average) recruitment equal to 0;* /2. Substituting (5.3) into (5.2),
Figure 5.1 gives several examples of the expected value of this stock-recruitment curve
(i.e. if there were no error terms). As can be seen, the basic property of the Beverton-
Holt model is that recruitment constantly increases towards an asymptote as spawning
stock increases.
This stock recruitment curve is based on the assumption that juvenile competition
results in a mortality rate that is linearly dependent upon the number of fish alive in
the cohort at any time. That is
dN
- = -(q+pN)Ndt
where N is the number alive in the cohort at time t, q is a density-independent mor-
tality rate and pN is a mortality rate component that is proportional to the density of
the cohort at time t. Thus when the cohort is larger, the individuals disappear faster. If
we assume that each spawner produces a certain number of eggs that begin the cohort,
i.e.,
No. of Recruits = Ny,o = S x fecundity
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Figure 5.1: Examples of the Beverton-Holt average stock-recruitment curves.
where s is a constant, then Equation (5.3) is derived by solving the differential equation
above (see Beverton-Holt 1957, p.48 for derivation). The parameters 0:* and (3 represent
combinations of fecundity, and the q and p parameters as follows
0:* = qe-qt and (3 = q
p(l - e-qt) pf(l - e-qt)
where f represents the rate of fecundity.
Equation (5.3) can represent a wide variety of biological phenomena, such as com-
petition for food and space. However when dealing with stock-recruitment curves we
are averaging over so many biological processes that it is, perhaps, better to think of it
as a general statistical description rather than the proper stock-recruitment curve.
The Ricker Model
The Ricker model sets
(5.4)
where the parameter 0:* is the recruits-per-spawner at low stock sizes (Le. gradient at
the origin), while (3 quantifies the non-linear change in recruitment, with increasing
spawning stock biomass.
Unlike the Beverton-Holt curve, the Ricker curve shows declining recruitment at
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so
Figure 5.2: Examples of the Ricker average stock-recruitment curves.
higher stock sizes. Again substituting (5.4) into (5.2), Figure 5.2 shows some expected
values of this stock-recruitment relationship.
The biological assumption behind Ricker's model is that the mortality rate of the
eggs and juveniles is proportional to the initial cohort size, that is, mortality is stock
dependent rather than density dependent. In the Beverton-Holt model it was propor-
tional to the cohort size at each time in the life history. To derive the Ricker curve we
could write the rate of change for cohort sizes as
dNdi = -(q + pS)N
where N is the cohort size at any time prior to recruitment, S is the initial spawning
stock size, q+pS is the instantaneous mortality rate for the cohort and q is the density-
independent mortality rate. Solving for the cohort size at some specific time t we obtain
N, = Noe-pSte-qt
wher~ No is the initial cohort size. We also know that No = SI, where I is the number
of eggs per spawner (fecundity). Thus the recruits at time t (Nt in the above equation)
as a function of S is
where t, I, p and q have been combined into the new parameters as follows
-qt
a* =T and {3 = pt.
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Four commonly discussed mechanisms that can lead to a Ricker-shaped recruitment
curve are: cannibalism of the juveniles by the adults, disease transmission, damage by
adults of one another's spawning sites, and density-dependent growth coupled with
size-dependent predation. For example, in cannibalism the mortality rate of recruits
would depend on the number of adults, hence the pS term, with p representing a can-
nibalism rate per adult.
5.3 Likelihood and Prior Distributions
We begin this section by showing how the posterior distributions of all unknown vari-
ables in both the Beverton-Holt and Ricker models can be factorised and, where pos-
sible, full conditional distributions are derived. We then describe the choice of priors
for the model parameters. To allow us to use conjugate priors we log-transform both
models to give us
Ricker model :
log Rt = et+ log St-I - log(,8 + St-I) + (t
log Rt = et+ log St-I - ,8St-1 + (t
(5.5)
(5.6)
Beverton - Holt model :
where et = log(et*).
5.3.1 Bayesian Hierarchy
For both models mentioned the full parameter vector is 0 = {et, ,8,a;}. For the
Beverton-Holt model the posterior distribution for the unknown parameters 0 can be
obtained by assuming that (et, a;) and ,8 are a priori independent, in other words a joint
prior on (et,a;) and a separate independent prior on,8. The posterior distribution is
then expressed as
with Rand S representing all the information about Rt and St-I, t = 1, ... ,T, and
where the priors for et,a; and ,8 depend on the hyperparameters (J.LQ, a;, "[r , 1/Jr)
and (8{3,!.p{3) respectively.
For the Ricker model a joint prior is assumed for 0 so that the posterior distribution
can be expressed as
p(OIR, S) ex p(RIS, O)p(Olm, V, 'Yr, 1/Jr) (5.8)
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where the prior for () depend on the hyperparameters (m, Y, 'Yr, '¢r). The hyperpara-
meters could be allowed to vary and any of them could be assigned a hyperprior, as
seen in Chapters 4 and 6.
5.3.2 Prior distributions
We need to specify prior distributions for all the parameters in both models. For the
Beverton-Holt model a conjugate prior was chosen for the model parameters (a,O";)
and a uniform prior was chosen for the parameter (3 for the Beverton-Holt model,
whilst a conjugate prior was chosen for () for the Ricker model. For both models the
parameter (3 is assumed non-negative, though this assumption is relaxed for the Ricker
model as we would still have a positive value of Rt even if (3 < 0, which would not be
the case for the Beverton-Holt model. Given this information then we might take
Ricker model:
where U[a, b] represents a uniform distribution with lower bound a and upper bound b
and N IC represents the normal-inverse-chi-square distribution, with () for the Ricker
model having a prior density
f((}) <X (0";)-(1/!r+3)/2 exp [~~ {(1'J - m)'y-l(1'J - m) + 'Yr}] (5.9)
where 1'J= (a, (3)'. For the Beverton-Holt model we replace the vector m and matrix Y
of (5.9) by their univariate analogues /-La, 0"; respectively.
The marginal distribution of 0"; is such that 'Yr/ 0"; rv X~r' hence 0"; has the inverse-
chi-square distribution ICbr, '¢r) with E(O";) = 'Yr/('¢r - 2), if '¢r > 2, and Var(O";) =
2'Y;/{('¢r - 2)2('¢r - 4)}, if '¢r > 4. Whilst the marginal distribution of 1'J is given
by (1'Ji - mi) r;;;: cv t1/!r' where 1'Ji,mi, Vii represent the ith element of 1'J and m andy-;y;;:;
the ith diagonal of Y respectively. For this marginal distribution we have E( 1'Ji) = m,
and V ar( 1'Ji) = 'Yrvid C¢r - 2) if '¢r > 2.
5.3.3 Conditional Distributions of the model parameters
In the following sections we calculate the conditional distributions of the parameters
and for the Beverton-Holt model we show how to use the MCMC sampler so that we
can update the parameters.
CHAPTER 5. STATISTICAL ANALYSIS OF STOCK-RECRUITMENT MODELS 72
Conditional Distributions of the Beverton-Holt model parameters
Since we are not dealing with any change in dimensionality Gibbs sampler updates
are used for updating the values of 0: and a;'. The likelihood of the log Beverton-Holt
model (5.5) is given by
IT 1 2 exp {-~(Yt - 0:)2}t=l ~ 2aT
IX (a;)-T/2 exp [- 2~;{T(y - 0:)2+ S2}]
where Yt = log (l~J+ log(,8 + St-t) and S2 = 'Li=l (Yt - y)2.
By using this and the Bayesian hierarchy mentioned earlier we can see that the
posterior distribution for (0:,a;') is given by
f(o:,a;IR,S) IX (a;)-(1/!r+T+3)/2exp [~~Q]
where Q = a;2(0: - J-la)2 + "iT + T(y - 0:)2+ S2 is a quadratic expression in 0:. After
completing the square, the posterior of (0:,a;') remains normal-inverse-chi-square as
follows:
where
J-l~ (a;2J-la + Tjj)/(T + a;2), a;' = (T + a;2)-1,
"i; "[r + s2 + (y - J-la)2/(T + a;2), 'I/J; = 'l/JT + T.
We can sample 0: and a;' individually by drawing from their posterior distributions.
For the,8 parameter
,,(Ill···) 0< p(RI S, a,e,u;)p(fll~ e, l'p) 0< exp [ ;,,~ t,(,log(fl + s,_,)1'
where (t = log Rt - 0: - log St-l + log(,8 + St-t), which is not of standard form, so we
update ,8 using the Metropolis-Hastings algorithm. We use random walk Metropolis
updates with the proposal density centred on the current parameter value, hence a
new value ,8'1,8 '" N(,8, a2) is proposed. Since the proposal density is symmetric, the
proposal ratio is equal to one and the acceptance probability for this move reduces to
0: (,8, ,8') = min (1, p(RIS, 0:,,8', a;)) (5.10)
p(RIS, 0:,,8, aT)
since the prior ratio also equals one.
So the sampling scheme we adopt is, set i = 1and
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1. Sample (a - f.L~) ¢;---'-;= '" t1jJr"
"1*IJ 2'
IT Cl<
3. Propose (3' using a Metropolis random-walk algorithm and accept with probabil-
ity 5.10.
4. Set i = i + 1 and return to 1.
Conditional Distributions of the Ricker model parameters
The marginal posterior distributions of all the parameters of the Ricker model are avail-
able explicitly. If we let Y be a T x 1 data vector equal to log (s~J 't = 1, ... ,T
and X be a T x 2 design matrix with first column equal to one and second col-
umn -St-l, t = 1, ... ,T, so that
E(YI19) = X19.
The posterior distribution of () is now given by
where
Using the information given in Section 5.3.2 we know the marginal posteriors of
all the parameters; non-central multivariate-t for (a,(3) and IC("(;,¢;) for IJ;. The
posterior means and variances of each of the parameters are given in Table 5.1
Posterior mean Posterior variance
a mi 1;vid(¢; - 2)
(3 m* 1;v22/(¢; - 2)2
1J2 1;/(¢; - 2) 21;2/{(¢; - 2)2(¢; - 4)}T
Table 5.1: Posterior means and standard deviations for parameters in Ricker model.
CHAPTER 5. STATISTICAL ANALYSIS OF STOCK-RECRUITMENT MODELS 74
5.4 Maximum-Likelihood Estimates
Before we apply our MCMC and Bayesian algorithms to simulated data we first men-
tion how we calculate the MLEs for the two models, which we will compare to the
results obtained from the aforementioned algorithm.
Dealing with the Ricker model first, MLE estimates are relatively straightforward if
we rewrite Equation (5.6) as
log (S~~I) = a - (3St-1 + (t
which is a linear model with negative (3, so our MLE estimates {Ii,~} are the same
as those for a linear model. Also note that for our prior parameters if we set m = 0
and V-I ~ 0 then our posterior mean for (a, (3) becomes
. (; ) '" (XTX)-IXTy
which is the least squares estimates of {Ii,~}.
The Beverton-Holt model is slightly more complicated as we have to solve the equa-
tions
5Q
5a
2 T=- 2: [logR; - a -log Si-I + log«(3+ Si-d] = 0
a i=1
T
= 22: [lOgRi - a -logSi-1 + log«(3+ Si-d] = 0
. (3+ Si-I~=I
(5.11)
5Q
5(3 (5.12)
where Q represents the sum of square errors. Ignoring the terms before the summation,
T
multiplying (5.11) by 2:«(3 + Si_I)-I, then multiplying (5.12) by T and subtracting the
i=1
mean, our MLE estimate ~ is given by solving:
T T T T
T 2: log Ri((3+ Si_I)-1 - 2: log n; 2:«(3 + Si_I)-1 - T 2: log Si«(3+ Si_I)-1
i=1 i=1 i=1 i=1
T T T
+L log Si L«(3 + Si_d-I + T L log«(3+ Si-d«(3 + Si_d-I -
i=1 i=1 i=1
T T
2: log«(3+ Si-I) 2:«(3 + Si_d-I = 0
i=1 i=1
(5.13)
for (3.We then substitute this value, ~ say, into the equation
log S - log R +~ [t log(;h S'_I)1 ' (5.14)
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where log S and log 11 represent the mean of log Si-l and log R; respectively, to get our
estimate a. Equation (5.14) comes from dividing (5.11) by T and rearranging.
Now that we have shown how to sample the parameters for the MCMC simulations
and how to calculate the MLEs we now present examples using simulated data sets
and compare our results. We also give details of our prior parameters and choice of
proposal parameters.
5.5 Simulated DataAnalysis
We divide this section into two subsections: one for the analysis of data simulated
from a Beverton-Holt model and another for the analysis of data simulated from a
Ricker model.
5.5.1 Simulated data from the Beverton-Holt model
In Figure 5.3 we show four data sets of length 100 simulated from a Beverton-Holt
model with differing values of () = {a,,8,O";}. As we are now dealing with a rela-
tionship between log Rt and some function of St-l we plot the biomass against the
logarithm of the recruitment. The values of () are as given in Table 5.2 and the values
of a and ,8 cover quite a range of values of reasonable values of all the parameters
whilst we set the variance to a small value so that the underlying deterministic process
would dominate. The SSB was simulated from a U[3, 10] distribution, as historically
the SSB has been volatile from one year to the next.
For the majority of exploited and assessed fish stocks, a long data set will be per-
haps 30-40 years, with a short one being perhaps no more than 10-15 years. We used
initially simulated data of length 100, as opposed to less, as it was hoped that by using
data of this length we could see if there were any problems with our samplers or the
models as a whole and isolate these issues. Further research later in this chapter would
look at using shorter time series.
For completeness we also calculate the posterior means and variances for the Ricker
model to see the kind of results that would entail if we mis-specified the model. MLE
estimates for both models are also given.
The MCMC sampler was applied as described in the previous section. The variance
in the proposal density was set to 0"2 = 1 and a total of 100,000 iterations with 100,000
burn-in were run. The prior parameters for the variance of both models, 0";, were set
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I a I ~ I ~;
Example 1 2.5 1.5 0.25
Example 2 3.5 2.0 0.3
Example3 3.0 1.0 0.2
Example4 4.0 3.0 0.1
Table 5.2: Parameter values used to simulate data from a Beverton-Holt model.
to be 'Yr = 0.01 and 'l/Jr = 5, whilst for the ~ parameter in the Beverton-Holt model
a uniform prior was chosen bounded between 0 and 10. A diffuse normal prior was
chosen for the a parameter in the Beverton-Holt model and for (a,~) in the Ricker
model with /-to = a, ~; = lOa, m = (0,0)' and V = diag(100).
For our MLEs we calculate the standard errors by using the Fisher information ma-
trix for the log Beverton-Holt model, which using the strong law of large numbers can
be approximated by the negative sum of the model's Jacobian matrix, given in (5.15)
821og[P(Rt, Stlw)] = ( -1/~; 1 [~;(~ + St_l)r1) (5.15)
8Wi8wj [~;(~ + St-d] - -~d~;(~+ St_d2j-l
where ~t = 1 + a - log(Rt/St-l) - log(~ + St-l). Substituting our MLEs, & and /3,
and the simulated SSB and recruitment into (5.15) we take the standard error to be the
square root of the diagonals of the matrix.
From Tables 5.3 to 5.4 we can see the results of applying the MCMC sampler for the
Beverton-Holt model to the simulated data sets as well as the MLE estimates. Com-
paring the posterior estimates with those from the MLE we are getting differing results
for the estimates of a and ~ from the Beverton-Holt model, especially in comparison
to the results we obtain for the Ricker model. However, the posterior modes obtained
for the a and ~ parameters of the Beverton-Holt model are the same as the MLEs. As
the MLE of the ~ parameter is often close to zero the differences between the posterior
means and MLEs could be attributed to the parameter being non-negative and also
having a large standard deviation.
In order to better understand these results we re-plot the simulated data in Fig-
ure 5.4 with a line of expectation using the posterior means given in Tables 5.3, 5.4
and 5.5 (we do not plot the results from Table 5.6 as those results are very similar to the
results obtained in Table 5.5). The solid line represents the true curve with parameter
values as given in Table 5.2. Both the dotted line and dashed line represent the average
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Figure 5.3: Examples of Beverton-Holt simulated data using values of e given in Ta-
ble5.2.
curve we would expect to see if we assume there was a Beverton-Holt trend in the data,
with the dotted line representing our interpretation of a Beverton-Holt curve using the
MCMC estimates given in Table 5.3 whilst the dashed line uses the MLEs given in Ta-
ble 5.4. The dotted-and-dashed line represents likewise if we assume a Ricker trend in
the data.
From the plots we can see that both models produce estimates close to the actual
curve. However in the first two examples the Beverton-Holt curves estimated using
classical methods appear to be more conservative than our other estimates, i.e. a pro-
nounced downward trend in the recruitment does not occur until much lower values
of the SSBoccur in comparison to our other results.
Whilst the parameters a and er; for the Beverton-Holt model have low posterior
standard deviations and standard errors, the same cannot be said for the f3 parameter.
Re-running the above algorithm for 1,000 simulated data sets, using the parameter
values given in Example 1 of Table 5.2, produced posterior standard deviations large
in comparison to the posterior mean many times. In686 of the simulated examples the
posterior standard deviation is more than half of the posterior mean. Repeating this
multiple simulation for the other parameters values given in Table 5.2 produced very
similar results, i.e. large posterior standard deviations.
One of the possible reasons for f3 having large posterior standard deviations could
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I Data Set I {3
1 2.57 (0.14) 1.49 (0.96) 0.20 (0.03)
2 3.33 (0.13) 1.27 (1.01) 0.25 (0.04)
3 3.03 (0.10) 0.98 (0.67) 0.21 (0.03)
4 4.23 (0.11) 5.41 (1.25) 0.09 (0.01)
Table 5.3: Posterior means, and posterior standard deviations in brackets, for the three
stock-recruit parameters for the Beverton-Holt model.
I Data Set I
1 2.43 (0.15) 0.43 (0.97) 0.21
2 3.20 (0.17) 0.29 (1.03) 0.26
3 3.00 (0.16) 0.79 (1.10) 0.22
4 4.32 (0.20) 6.45 (2.60) 0.09
Table 5.4: Approximate maximum likelihood estimates, and standard errors in brack-
ets, for the three stock-recruit parameters for the Beverton-Holt model.
be that our data sets are not long enough and we are not receiving enough informa-
tion about the parameter, but as most fish data sets are much shorter then those being
used in our simulated examples there could be no possible reason for thinking that
we would not get large posterior standard deviations of {3 for those as well. Another
possible reason could be that our Markov Chain is not converging, but running our
algorithm for a much longer time produced very similar results.
Before we proceed to try and find how our values of the parameters are affected us-
ing alternative prior distributions we briefly discuss the values obtained for the Ricker
model parameters. The results in Tables 5.5 and 5.6 give almost identical results, which
is to be expected as m = 0 and V is large. Whilst the means for the parameter {3 in the
Ricker model are very low, previous values obtained in the literature (e.g. Michielsens
and McAllister (2004)) for this model have tended to range from 0 to 0.5 (in contrast to
the Beverton-Holt model where it has tended to be in the region 1.5 to 3).
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I Data Set I (3 (J2r
1 1.50 (0.17) 0.15 (0.02) 0.20 (0.001)
2 2.32 (0.19) 0.15 (0.03) 0.25 (0.001)
3 1.99 (0.17) 0.14 (0.02) 0.21 (0.001)
4 2.27 (0.11) 0.077 (0.02) 0.09 (0.0001)
Table 5.5: Posterior means, and posterior standard deviations in brackets, for the three
stock-recruit parameters for the Ricker model.
I Data Set I
1 1.50 (0.17) 0.16 (0.02) 0.22
2 2.32 (0.19) 0.15 (0.03) 0.26
3 2.00 (0.17) 0.14 (0.02) 0.22
4 2.27 (0.11) 0.077 (0.016) 0.09
Table 5.6: Maximum likelihood estimates, and standard errors in brackets, for the three
stock-recruit parameters for the Ricker model.
Alternative prior distributions
As an alternative to the uniform prior on the (3 parameter of the Beverton-Holt model,
a gamma prior was considered. However this led to numerous issues including the
prior having a large effect on the posterior. To show this we first find the marginal
likelihood of (3 by integrating out a and (J; from the posterior for(a, (J;) and multiply
by our prior for (3, thus
where
h =t Y; + I'r + ~~ and 9 = (t Yt _ J.L~) 2
t=l C< t=l (Jo
where Yt is as described in Section 5.3.3.
Now using a sequence of values we can calculate the marginal likelihood for (3 nu-
merically. Using the data from Example 4 and a G(3, 1) prior for the (3 parameter in
both models, it was found that there was a marked difference between the marginal
likelihood and the marginal posterior for (3 in the Beverton-Holt model. A plot of the
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Figure 5.4: Expected Beverton-Holt curves using classical (dotted line) and Bayesian
methods (dashed line) and Ricker (dashed and dotted line) curves using values of ()
given in Tables 5.3 and 5.5 against real values (full line).
prior distribution, marginal likelihood and posterior distribution of f3 for the Beverton-
Holt model can be found in Figure 5.5. From the plot it appears as if the posterior mode
of the data is about mid-way between the prior mode and MLE, indicating that our rel-
atively informative prior has a very large influence on our posterior estimate.
Other plots using other simulated data showed very similar results to that shown
in Figure 5.5, that is, the posterior mode of f3 from the Beverton-Holt model is heavily
influenced by our prior. Repeating the work for a very informative prior appears to
show a prior dominating the posterior, as seen in Figure 5.6, where we used an infor-
mative G(30, 10) prior.
A prior proportional to f3'_1 was also considered and when the mode of f3 was far
from zero this prior had little to no effect on the posterior. However when the mode
of f3 is close to zero, as it is for many of the cases we have seen, the prior again starts to
dominate the posterior.
As mentioned we have used 100 data points and still we get large posterior standard
deviations and standard errors. To show how this problem is exacerbated for shorter
time series we simulate 500 data sets of length 100 using the parameter values given
in Example 1 and calculate the posterior means and standard deviations using the
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Figure 5.5: Prior distribution (top), marginal likelihood (middle) and posterior distrib-
ution (bottom) of the (3 parameter for the Beverton-Holt model when we use a G(3, 1)
distribution for the (3 parameter.
first 5 values of the simulated SSB and recruitment for each data set. We then repeat
the calculation of the parameter values and calculate the posterior means and standard
deviations for the first 25 values, repeating for 30 values, etc, until we have used alllOO
data points.
Using these 500 posterior means and standard deviations for data of lengths 20
to 100 we plot the median and pointwise 95% credible intervals for the posterior stan-
dard deviations of (3 in Figure 5.7. As is to be expected the shorter the length of the time
series the greater the median posterior standard deviation associated with it. However
even with 40 data points the median standard deviation is greater than 1.5, which is
the expected value of (3. As mentioned earlier the standard errors obtained using clas-
sical methods produced much higher approximate CIs for the standard errors of the (3
parameter for lengthening time series.
It seems obvious that we are having difficulty in accurately measuring the (3 para-
meter of the Beverton-Holt model. To give some idea of the problem this range of val-
ues could lead to we plot the expected recruitment against SSB in Figure 5.8, assuming
a value of a=2.5, with the values that (3 can take ranging from 0.1 to 4. The differences
between the values of our expected recruitment at low levels of the SSBwould be large,
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Figure 5.6: Prior distribution (top), marginal likelihood (middle) and posterior distrib-
ution (bottom) of the (3 parameter for the Beverton-Holt model when we use a G(30, 10)
distribution for the (3 parameter.
which is where the accuracy of our models is considered vitally important.
Before we start to analyse simulated data using the Ricker model we wish to see
what effect having large SSB values would have on our ability to make inferences
about the parameters of the Beverton-Holt model. Several examples of recruitment
data given large SSB values are given in Section 5.6. We shall limit cases here to when
the SSB rv U[30,100]. Repeating the simulations given the parameter values in Ta-
ble 5.2 exacerbated the differences between the posterior means and MLEs, as shown
in Table 5.7
When the SSB is simulated from relatively high values our MLE estimates for (3 tend
towards zero, albeit with very large standard errors. With the exception of Example 3
the values of (3 are the lowest values possible using our algorithm. A plot of Equa-
tion (5.13) for the data simulated and varying values of (3 in Examples 1 and 3 is given
in Figure 5.9. The plot shows that for the data from Example 1 the Equation (5.13) does
not equal zero for the values of (3 chosen. Further research showed that Equation (5.13)
does get close to zero for values of (3 in excess of several hundred, which is beyond
the realms of what is considered a feasible value for (3. With the data simulated from
Example 3 we can see that at around the value of 7.8 the equation equals zero.
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Figure 5.7: Approximate median and 95% Cl obtained for the standard error of the /3
parameter for data sets of varying length.
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Figure 5.8: Expected recruitment against SSB using an assumed value of /3=1.5 (-)
with expected recruitment given either /3 and each extreme of our 95% Cl (... ).
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(3 (J"2r I a; I
Example 1 2.61 (0.07) 5.21 (2.86) 0.22 (0.04) 2.53 (0.11) 0.001 (6.82) 0.22
Example 2 3.13 (0.05) 2.30 (1.54) 0.25 (0.03) 3.10 (0.18) 0.001 (10.84) 0.28
Example3 1.06 (0.06) 4.29 (2.96) 0.22 (0.03) 1.07 (0.12) 7.81 (8.00) 0.22
Example4 4.03 (0.05) 5.70 (2.67) 0.13 (0.01) 4.03 (0.07) 0.001 (4.24) 0.13
Table 5.7: Posterior means and posterior standard deviations as well as MLEs (with cor-
responding standard errors in brackets) obtained for parameters in the Beverton-Holt
model for data simulated using the values given in Table 5.7 with the SSB simulated
from a U[30, 100j.
If the value of (3 were to be close to zero (and seen in Examples 1, 2 and 4) this would
reduce the model to a mean plus error term since the St-l term would cancel. If
(3+St-l
this were true this would imply that recruitment would be constant until the SSB gets
very close to the origin.
Repeating these simulations many times produced the same results. That is in the
majority of cases the MLE for (3 tends towards zero. Whilst the results using Bayesian
methods do not show the values of the (3 parameter tending towards zero they do
have very large posterior standard deviations, implying a large amount of uncertainty.
Given these results it is feasible to assume that our uniform prior is having a large
effect on our posterior.
The half-saturation parameter
Initially, basing our rationale on the accuracy of our algorithms using simulated data
sets and the size of the posterior standard deviations, it would seem that we can iden-
tify that their is a problem emanating from a lack of information in the data for (3, the
half-saturation parameter. Giving some thought to the physical meaning of the para-
meter (3; (3 tells the curve where to reach half of the asymptotic value of the recruitment,
namely a/2, but without data at sufficiently low abundance levels this point is difficult
to determine, leading to the poor inflow of information on (3.
To see what effect having low values of data has upon our estimation of the (3 para-
meter we simulate a data set of length 50 from the Beverton-Holt model with parame-
ters a = 2.5, (3 = 1.5 and (J"; = 0.25 and the SSB coming from a U[3, 10j. We calculate
the likelihood for values of both a and (3 from 0 to 5 with the corresponding likelihood
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Figure 5.9: Values of Equation (5.13) for values of (3 using the simulated data from
Example 1 (top) and 3 (bottom) in Table 5.7.
surface plot shown in Figure 5.lD. The plot shows a mode, however the tails for the (3
parameter are very long indicating a large degree of uncertainty in any estimation. We
replace two values of the SSB, chosen at random, with two value from a UfO, 3] distri-
bution and recalculate the Recruitment accordingly to produce the likelihood surface
plot in Figure 5.11.
This plot shows how just two low values of the SSB produce a likelihood surface
plot with the uncertainty for (3 almost disappearing indicating that our estimate for (3
would not have such a large posterior standard deviation (or standard error). The
posterior moments of the parameters for these two data sets are given in Table 5.8,
which show that the posterior means of a and (J; remain stable whilst (3 changes quite
dramatically, falling by a quarter and the corresponding posterior standard deviation
is halved.
0: (3
Original data 1.63 (0.18) 2.52 (1.96) 0.22 (0.04)
Data with two low values 1.50 (0.09) 1.86 (0.89) 0.24 (0.05)
Table 5.8: Posterior means and posterior standard deviations (in brackets) for the data
sets used for the likelihood surface plots given in Figures 5.10 and 5.11.
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Repeating this for many more examples, we simulate data sets of length 50 with the
parameter values given in the previous example and see what effect replacing values
of the SSB with values of the SSB from a U[O, 3] distribution has. We calculate the pa-
rameter values with the original data, then replace one value at random with a 'low'
value of the SSB, simulate an appropriate value of Rt and recalculate the parameter
values. Gradually increasing the number of 'low' values until we have 20 'low' val-
ues. A plot of the median as well as approximate 95% CIs for the posterior standard
deviations can be seen in Figure 5.12.
Itwould seem that for the Beverton-Holt problem f3 parameter, data at low abun-
dance levels would serve to inform this parameter better than data at the current abun-
dance levels, due to its physical interpretation. However seeing as we are fitting these
models to the data in order to forecast when fish stocks may become too low the idea
that we need to have low fish stocks in order to get meaningful results is a catch 22
position as we can't get adequate forecasts with our Beverton-Holt model unless there
are low levels of recruitment.
In the next section we repeat our simulations from this section but with regards the
Ricker model.
5.5.2 Simulated data from the Ricker model
As seen from the data sets shown in Figure 5.4 reasonable estimates of the Ricker model
are obtained from simulated data sets. Comparing the Ricker curve to the real under-
lying curve in Figure 5.4 produces a good approximation.
For completeness we simulate data of length 100 with parameter values given in
Table 5.9. Again, these values are chosen to represent a wide range of values that the
parameters of the Ricker model can take.
f3
Example 1 1.3 0.15 0.25
Example2 3.2 0.6 1.0
Example3 0.2 0.25 0.4
Example4 4.0 0.05 0.3
Table 5.9: Parameter values used to simulate data from a Ricker model.
The Bayesian means and standard deviations are obtained by using the values given
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o 0
Figure 5.10: Likelihood surface plot for simulated data with the SSB being simulated
from a U[3, 10]distribution.
o 0
Figure 5.11: Likelihood surface plot for from Figure 5.10 with two value of the SSB
being replaced by values from a U[O, 3] distribution.
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Figure 5.12: Approximate median and 95%CIs for the posterior standard deviations
obtained for simulated data fitted to a Beverton-Holt model as we gradually replace
data with 'low' simulated values.
in Table 5.1 which we present in Table 5.10, along with our MLEs denoted bye. The
prior parameter values were the same as in the last Section, with m = 0, V = diag(100),
¢r = 0.01 and "ir = 5.
Plots of the simulated data can be found in Figure 5.13 as well as the true Ricker
curve (full line) and Ricker curve using our Bayesian estimates (dashed line). The
Bayesian estimates and MLEs are very close, which given that we have set m = 0
and V large is to be expected. Plotting the Bayesian estimates against the 'true' curve
produces a good fit.
Example 1 1.16 (0.17) 0.12 (0.02) 0.21 (0.001) 1.17 (0.17) 0.12 (0.02) 0.22
Example 2 3.31 (0.31) 0.60 (0.05) 0.81 (0.01) 3.32 (0.32) 0.60 (0.05) 0.81
Example 3 0.15 (0.21) 0.26 (0.03) 0.34 (0.05) 0.15 (0.002) 0.26 (0.03) 0.35
Example 4 4.07 (0.19) 0.055 (0.028) 0.28 (0.002) 4.07 (0.19) 0.056 (0.028) 0.29
Table 5.10: Posterior means and posterior standard deviations as well as MLEs ob-
tained for parameters in the Ricker model for data simulated in Figure 5.13.
The standard errors of the MLEs are calculated from the square roots of the diagonal
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Figure 5.13: Examples of Ricker simulated data using values of () given in Table 5.9.
Dashed line represents Ricker curve obtained using posterior means given in Table 5.13
whilst full line represents the 'true' curve given by the parameters given in Table 5.9.
elements of the negative sum of the Fisher information matrix, which is
(5.16)
Given that we have seen that the Ricker model produces reasonable parameter es-
timates for low values of the SSB we now wish to see what would happen if increase
the range of values of the SSB, using the values in the previous section so that SSB is
drawn from a U[30, 100] distribution instead of U[3, 10].
Simulating 100 data sets of length 100 from four Ricker models with the parameter
values as given in Table 5.9, with the SSB simulated from a U[30, 100] distribution pro-
duces very similar Bayesian and classical estimates. The major difference now being
that our posterior standard deviations and standard errors for the parameter {3 have
reduced greatly. For example, when we simulate our SSB from a U[3, 10J distribution
the posterior standard deviations ranged from 0.02 to 0.037 for those data sets simu-
lated using the parameter values given in Example 1, whilst the situation when the
SSB is simulated from a U[30, 100] distribution produces posterior standard deviations
ranging from 0.002 to 0.0030.
Intuitively we would expect this as the Ricker model can be written as a linear
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model and the wider the range of values of our SSB the lower the posterior standard
deviation of our gradient (in the case of the Ricker model, the parameter (3).
Now that we have shown issues associated with fitting the Beverton-Holt and
Ricker models to various simulated data we use our algorithms to analyse real data
sets for fish populations in various regions around the world.
5.6 Real Data
Having analysed many data sets simulated from both the Ricker and Beverton-Holt
models, in this section we repeat our algorithms for the following real data sets which
represent a range of different fish in different regions:
1. Plaice in the Irish Sea
2. Cod in the Arctic Ocean
3. Hake around the Southern European continental shelf.
4. Nephrops (Norwegian lobster) in the North Sea
5. Saithe around Iceland
6. Herring around the Scandinavian Coast.
A plot of the SSB against the log-Recruitment for all six data sets can be found in Fig-
ure 5.14.
We present our results along with a comparison of their MLEs. As before we
ran 100,000 iterations with 100,000 as burn-in for the Beverton-Holt model. The hy-
perprior values and proposal variance are as in Section 5.5.1. For the calculation of the
Beverton-Holt parameters for the Cod and Nephrops data sets we divided the values
of the Recruitment and SSBby 100 as otherwise our MLE estimator did not converge.
Similarly for the Herring data we divide the Recruitment by 100. For the Saithe data
a plot of Equation (5.13), where the SSB and Recruitment have been divided by lOa,
can be found in Figure 5.15. Even though the value does get close to zero for values
of (3 equal to 50, and may fall further for higher (3, this is beyond the values that most
biologists would consider biologically realistic. Results like this would indicate that
the likelihood for the Saithe data is very flat and little information can be drawn from
it.
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Figure 5.14: Spawning stock biomass vs. Recruitment for various fish and regions.
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Figure 5.15: Equation (5.13) for the Saithe data.
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Fish (3
Plaice 3.16 (0.27) 5.13 (2.58) 0.17 (0.04)
Cod 2.61 (0.26) 5.38 (2.12) 0.36 (0.07)
Hake 4.49 (0.01) 8.22 (2.25) 0.06 (0.0004)
Nephrops 0.87 (0.52) 2.79 (2.69) 0.32 (0.09)
Saith 3.49 (0.01) 6.42 (5.69) 0.28 (0.004)
Herring 4.47 (0.42) 3.10 (2.05) 2.05 (0.41)
Table 5.11: Posterior means, and posterior standard deviations in brackets, for the three
stock-recruit parameters for the Beverton-Holt model.
Fish (3
Plaice 3.17 (0.60) 4.80 (5.76) 0.20
Cod 2.31 (0.28) 3.01 (1.69) 0.38
Hake 5.18 (0.29) 37.58 (17.11) 0.04
Nephrops 0.34 (0.34) 0.45 (0.75) 0.35
Saith - - -
Herring 4.17 (0.39) 1.46 (1.04) 2.20
Table 5.12: Approximate maximum likelihood estimates, and standard errors in brack-
ets, for the three stock-recruit parameters for the Beverton-Holt model.
Posterior means and MLEs for all the parameters for all the data sets from the
Beverton-Holt and Ricker model can be found in Tables 5.11 to 5.14. The interpreta-
tion of these values can be found in Figure 5.16 where we plot the expected values of
the Beverton-Holt and Ricker curves. For the Beverton-Holt model we plot both the
expected values using the posterior means and MLEs whilst for the Ricker model we
only plot the expected values obtained using the posterior mean since they are very
close to the MLEs.
For the Plaice data the Beverton-Holt and the Ricker models produce nearly iden-
tical curves, which is due to the SSB not being very high which would cause the
Beverton-Holt curve to start to plateau or the Ricker curve to begin to fall. The curves
fitted to the Herring data also produce very similar results, though as the SSB is much
larger we can begin to see the Ricker curve begin to fall near the end, whilst both
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Fish j3 (J'2r
Plaice 1.38 (0.27) 0.097 (0.051) 0.17 (0.002)
Cod 0.97 (0.14) 0.0014 (0.00032) 0.35 (0.004)
Hake 1.40 (0.09) 0.013 (0.0034) 0.01 (0.0001)
Nephrops 0.34 (0.28) 0.0043 (0.012) 0.29 (0.006)
Saith -0.80 (0.23) 0.0048 (0.001) 0.28 (0.004)
Herring 3.44 (0.29) 0.17 (0.05) 2.07 (0.16)
Table 5.13: Posterior means, and posterior standard deviations in brackets, for the three
stock-recruit parameters for the Ricker model.
Fish j3
Plaice 1.39 (0.29) 0.099 (0.055) 0.20
Cod 0.97 (0.15) 0.0014 (0.00033) 0.38
Hake 1.40 (0.10) 0.013 (0.0038) 0.04
Nephrops 0.35 (0.31) 0.0043 (0.0013) 0.34
Saith -0.80 (0.25) 0.0048 (0.0011) 0.32
Herring 3.44 (0.30) 0.17 (0.052) 2.28
Table 5.14: Maximum likelihood estimates, and standard errors in brackets, for the
three stock-recruit parameters for the Ricker model.
Beverton-Holt curves plateau for the large values of the SSB.The very high value for (J';
for the herring data, in comparison to the other data sets, is a concern, though the plots
in Figure 5.16 still suggest a good fit.
The Ricker curve and MLE estimate for the Beverton-Holt curve are practically iden-
tical for the Hake data set, whilst the MCMC estimate for Hake reaches a plateau ear-
lier and falls at a lower rate, than our other estimates, for low values of the SSB. The
difference between our MLE and posterior mean estimates for the j3 parameter of the
Beverton-Holt model is due to its prior being limited between the values 0 and 10.
The upper value of 10 was considered by biologists to be beyond any reasonable value
that j3 could take, however our MLE suggests that this assumption may have to be
looked at. We reran our algorithm on the Beverton-Holt model with a U[O, 100J prior
and obtained the posterior means and standard deviations given in Table 5.15. Whilst
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Figure 5.16: Spawning stock biomass vs. Recruitment for various fish and regions
with expected Beverton-Holt curve using MCMC estimates (dashed line), expected
Beverton-Holt curve using MLEs (dotted line) and expected Ricker curve using MCMC
estimates (dashed and dotted line).
the posterior mean of {3 is quite close to that in Table 5.12 the high posterior standard
deviation and the erratic nature of its trace plot, as seen in Figure 5.17, suggests that
our chain has not converged (only every lflth iterate has been used to save space).
I Fish I a I {3 I a; I
I Hake I 5.20 (0.06) I 40.51 (22.69) I 0.02 (0.001) I
Table 5.15: Posterior means, and posterior standard deviations in brackets, for the
Beverton-Holt model when fitted to the Hake data with the {3 prior being UfO, 100].
Major differences between the curves for the Beverton-Holt and Ricker models can
be seen in the data sets for Cod, Nephrops and Saithe. (For the Cod plot because the
SSB values go to such high values the Beverton-Holt curves for both the MCMC and
MLE estimates appear to overlay each other when they are, in fact, different for low
values of the SSB.) These plots show that in certain cases the Beverton-Holt model pro-
duces more 'conservative' results, that is the expected curve reaches a plateau earlier
and falls at a slower rate for low values of the SSB than for the Ricker model.
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Figure 5.17: Trace plots for the {3 parameter of the Beverton-Holt model when using
a UfO, 100] prior.
5.7 Discussion
In this chapter we illustrated the Bayesian approach to parameter estimation for two
widely used stock-recruitment models in fisheries science, as well as describing the
problems that occurred.
For the Beverton-Holt model we have seen that, in comparison to the Ricker model,
they have a major disadvantage. Namely that we have difficulty in making reasonable
inferences about the parameters of the Beverton-Holt model unless we had data at low
levels, a situation which would usually be avoided.
There is, however, another important factor with these models: that of biological
realism. This is where the situation becomes more complicated in terms of what rep-
resents the 'best' model. The Ricker model penalises population growth above a cer-
tain capacity, which is not necessarily a common trait in nature. As mentioned, the
Beverton-Holt model, and not the Ricker model, is generally used for the majority of
species in the fisheries world as they are not thought to be prone to such high-density
depletion effects, as they inhabit an incredibly vast habitat. Only fish species such as
salmon, with stiff competition in the rivers for high numbers of fish, or cod, where can-
nibalism at high abundance levels occurs, exhibit the typical Ricker signature in their
dynamics (Hilborm and Walters, 1992).
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At present biologists would favour the Beverton-Holt model as being more 'real-
istic' for the stock-recruit dynamical relationship, because of its lack of depletion ef-
fects "at high levels of SSB. However, at least according to our statistical analysis, we
would be unable to provide a reasonable measure of the f3 parameter given current
stock values, an important point that we feel the biologists should bear in mind when
calculating the parameter values.
In the next chapter we continue our study into fish population models, in particular
the use of RJMCMC algorithms to assess model choice between the Beverton-Holt and
Ricker models. We also examine several extensions to the Ricker model.
6Model Choice and Extensions of Fisheries
Models
6.1 Introduction
In Chapter 5 we were introduced to modelling stock and recruitment data sets and
their statistical properties. In this chapter we use reversible jump MCMC methods
to look at issues of model choice between the two models mentioned, the Ricker and
Beverton-Holt models. We then look at several extensions of these models, in partic-
ular two alternatives to the Ricker model: one which bounds the parameter's value
to certain constraints and one where we incorporate threshold points in the model af-
ter which a constant replaces any non-linear relationship between recruitment and the
SSB. As we shall see, estimation is more complicated for the threshold model due to
the relationship between the threshold point and the parameter (3. Finally, we will ex-
tend the techniques used in Chapter 4 to incorporate changepoints to all parameters in
stock-recruit models for both simulated data and plaice in the Irish Sea.
6.2 Model choice
There are several techniques that can be used for model choice between the Beverton-
Holt and Ricker models in both a Bayesian and classical framework. Probably the
simplest way to proceed would be to use the MLEs of the model's parameters to ob-
tain the likelihood for both the Beverton-Holt and Ricker models and calculate the
likelihood ratio test or AIC (Akaike, 1973) and BIC (Schwarz, 1978) statistics accord-
ingly. Alternatively using the iterates from our MCMC algorithm we could use the
DIC statistic (Spiegelhalter et al., 2002). However as can be seen from the results given
in Tables 5.12 and 5.14 the variance parameters are virtually identical and since the
number of parameters is the same for both models, there is little to distinguish them if
97
CHAPTER 6. MODEL CHOICE AND EXTENSIONS OF FISHERIES MODELS 98
we are using one of the aforementioned statistics.
As an example we simulated 1,000 sets of data, of length lOO, from the Beverton-
Holt model with the values of the parameters the same as those given for the Plaice
data in Table 5.12. MLEs were calculated for the parameters of the Beverton-Holt and
Ricker models and the corresponding Ale calculated. The Beverton-Holt model was
'preferred', using the Ale criterion, in 54% of the cases. Repeating the simulation with
1,000 sets of data simulated from the Ricker model, the Ricker model was 'preferred'
56% of the time. Simulating data with reduced error variance or increased Ricker trend
(i.e. a large value of the f3 parameter for the Ricker model to induce a stronger down-
ward trend) does produce more favourable results but as for data which is more 'real-
istic', using the likelihood alone does not seem to be a valid option.
In a Bayesian framework the Bayes factor (Kass and Raftery, 1995) is used to cal-
culate posterior model probabilities where data is assumed to have arisen from one
of a number of different hypotheses. For example, if the data Yare assumed to have
arisen under one of two different hypotheses, H1and H2 according to a probability den-
sity, p(YIH1) or p(YIH2), and given prior probabilities (P(H1) and p(H2) = 1- p(H1))
we can calculate the posterior p(HIIY) andp(H2IY) = 1-p(HIIY).
In the case where there are unknown parameters then the density p(YIHk) is ob-
tained by integrating over the parameter space so that
p(YIHk) = J p(YIOk, Hk)P(OkIHk)dOk (6.1)
where k = 1,2 and Ok is the parameter under Hi, p(OkIHk) is its prior density,
and p(Yllh, Hk) is the probability density of Y given the value Ok. From Bayes the-
orem we obtain
so that
p(HIIY) _ p(YIHt} p(H1)
p(H2IY) p(Y H2) P(H2)'
where
is the Bayes factor.
In many cases, such as the fisheries models discussed in the previous chapter, the
integral (6.1) is intractable so we have to solve it numerically. There are many ways
of doing this, see Kass and Raftery (1995); here we shall use RJMeMe methods to
evaluate the posterior model probability.
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6.2.1 RJMCMCbetween non-nested models
To calculate the posterior model probability we will use RJMCMC methods between
non-nested models, which we discuss in this section. As discussed in Chapter 2 re-
versible jump MCMC allows sampling from the parameter and model space. To
differentiate between the two sets of parameters we write the parameters for the
Beverton-Holt model as (}BH = {aBH,i3BH'O"~H} and those for the Ricker model
as (}R = {aR' i3R, O"k}, dropping the subscript r on the error variance for convenience.
Sampling the model parameters for a within-model move, as well as the prior distri-
butions of the parameters in question, was discussed in Chapter 5. Assuming that the
prior model probabilities for both models and the probability of proposing the other
model are equal a move from the Ricker model to the Beverton-Holt model is accepted
with probability min(l, A) where
A = PBH(RIS, (}BH) PBH((}BH) qR ((}R)
PR(RIS,(}R) PR((}R) qBH ((}BH)
(6.2)
and
• PBH(RIS, (}BH) represents the likelihood under the Beverton-Holt model with para-
meter values (}BH.
• PBH((}BH) is the joint prior distribution for the Beverton-Holt model parame-
ters (}BH.
• qBH ((}BH) is the proposal distribution for the Beverton-Holt model parameters (}BH.
All terms with an' R' suffix rather than the' BH' suffix refer to the Ricker model instead
of the Beverton-Holt model.
Each model is considered a priori equally likely, hence the prior ratio in (6.2) cancels.
The Jacobian term which we see in the original acceptance probabilities of RJMCMC
algorithms, such as Equations (2.6) and (2.7), in this case equals one, reasons for which
we come to later. Conversely if we propose a move from the Beverton-Holt model to
the Ricker model this would be accepted with probability min(l, A -1).
The difficulty with jumping between non-nested models would be to generate pa-
rameter values from the alternative model which we are jumping to that gives a high
chance of accepting the move to the alternative model. For this algorithm we propose
to run an initial MCMC algorithm in order to obtain some initial estimates of the mean
and variance of the parameters, OBH and V((}BH) say for the Beverton-Holt parame-
ters. When a jump is proposed to the Beverton-Holt model we propose a new aBH
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parameter from a normal distribution with mean fiBH and variance V(aBH), and sim-
ilarly for the parameter (3BH. We then draw a~H from its conditional posterior distrib-
ution conditioned on our new proposed values of aBH and (3BH. When we propose a
reverse move and draw from the Ricker model we can draw directly from the posterior
of each parameter as there marginal posterior is available, as in Section 5.3.3. Since the
new proposed parameters are being drawn independently of the current values of the
parameters the Jacobian term equals one.
Once the algorithm has finished running posterior model probabilities are obtained
and appropriate Bayes Factor calculated.
6.2.2 Simulated Data
'The algorithm was run for several simulated data sets with differing values of (JBH
and (JR. Of particular interest was the question: given that we simulate from a
Beverton-Holt model what is the Bayes factor in favour of such a model, and likewise
for simulations from the Ricker model?
Starting off with the Ricker model we simulated 100 points of the SSB from a U[3, 10]
distribution, as in Section 5.5.2, but the recruitment was simulated with very low
values for the error variance, a'k = 0.01, and a strong trend in the recruitment
data (3R = 0.2, with aR = 1.5. An example of the SSB and log-recruitment produced is
shown in Figure 6.1. As can be seen there is a strong downward trend in the recruit-
ment for the higher SSB values.
Simulating 1,000 sets of data with those parameter values and running the RJM-
CMC algorithm for 200,000 sweeps, after 100,000 as burn-in, and a move proposed
every 10th sweep, produced a posterior model probability for the Ricker model of
less than 1 on only seven occasions, with the lowest posterior model probability be-
ing 0.9962.
Repeating the simulations with those from a Beverton-Holt model with a strong
trend. The same low variance is used, 0.01, and with parameter values aBH = 3, (3BH =
1.An example of the data produced is shown in Figure 6.2.
The results were similar to those obtained when we simulated data which had a
strong Ricker trend in the data, though not as overwhelming as for the Ricker model.
Intotal, 293 sets of data had a posterior model probability favouring the Beverton-Holt
model of 1. For 873 sets of data the posterior model probability favouring the Beverton-
Holt model was at least 0.99, with a further 105 having the corresponding posterior
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Figure 6.1: Example of simulated data with strong Ricker trend.
probability of at least 0.9. Out of the remaining 22 sets of data 11 had a posterior
model probability less than 0.75, which corresponds to a Bayes factor of less than 3,
with the five lowest being 0.34, 0.33, 0.15, 0.11 and 0.02. A plot of the simulated data
with the posterior model probability of 0.02 is shown in Figure 6.3 suggesting that the
possible reason for the Beverton-Holt model having an extremely low posterior model
probability is because there appears to be a slight dip in the data for high values of the
simulated SSB, and as the Beverton-Holt model never exhibits a fall in the value of the
recruitment, the Ricker model is chosen.
Before citing this as more evidence in favour of the Ricker model over the Beverton-
Holt model it has to be remembered that all the data simulated from the Ricker model
had a very strong trend and that the Beverton-Holt model does not allow any fall in the
Recruitment so the Ricker model is the obvious choice for such data, whilst the Ricker
model does allow for a continually increasing recruitment providing the maximum
SSB is less than (3-1, so there is always a chance that data that does not display a fall
in recruitment could be a Ricker model. We explore a Ricker model where the value of
the (3parameter is bounded to less than max {St-1} in Section 6.3.l.
One of the reasons why we may be getting such strong results for the Ricker model
could be the length of the data involved and so we repeat our analysis above for data
sets of length 25. As was to be expected the results were not as clear cut as when the
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Figure 6.2: Example of simulated data with strong Beverton-Holt trend.
data sets were of length 100.
For the Ricker model464 simulated data sets had a posterior model probability in
favour of the Ricker model of over 0.99, with a further 302 having a probability of
over 0.9. In total 872 simulated data sets had a Bayes factor in favour of the Ricker
model of at least 3, whilst 17 of the simulated data sets had a Bayes factor in favour of
the Beverton-Holt model of at least 3.
Repeating the simulations for the Beverton-Holt model of length 25, 251 of the sim-
ulated datasets have a prior model probability, in favour of the Beverton-Holt model,
of over 0.99, with a further 562 having a probability of over 0.9. In total945 simulated
data sets had a Bayes factor in favour of the Ricker model of at least 3, whilst only 4 of
the simulated data sets had a Bayes factor in favour of the Ricker model of at least 3.
The results from the shortened time series do seem to indicate that when evidence of
a Ricker trend is strong the algorithm will stick within the Ricker model, whilst when
the evidence is a bit more ambiguous the Beverton-Holt model seems to be prevalent.
Expanding this hypothesis and the simulations further it would be of interest to note
when there is a change between the posterior model probabilities preferring one model
over another. We have seen what happens when the error variance is low and the
trend strong but in the next subsection we look at a variety of scenarios when these
characteristics are reversed.
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Figure 6.3: Simulated data with strong Beverton-Holt trend with low posterior model
probability in favour of the Beverton-Holt model.
6.2.3 Further simulated data
Extending the simulated data examples mentioned in the previous subsection we now
look at simulated data where the trends are not as strong, in particular we will look at
which parameter values the posterior model probability changes from strongly favour-
ing one model one model to favouring another the other model.
In both models the (3 parameter determines the strength of the trend, with
lower (3BH values and higher (3R values indicating a stronger trend, so we keep the val-
ues of the other parameters constant as follows: CtR = 1.5, CtBH = 3, a'k = a1H = 0.01.
The reason for keeping the variance so low is to ensure the model's trend is very strong.
The values of (3R and (3BH ranged from 0.1 to 0.2 and 1 to 19 respectively. For each value
of (3 we simulated 100 data sets and then calculated the appropriate posterior model
probability for each model. Our results are shown in Figures 6.4 and 6.5.
As mentioned before a high value of (3R and low value of (3BH produce a strong
trend in the data and this leads to correspondingly high posterior model probabili-
ties in their favour. For low values of (3R the posterior model probability seems to
favour slightly the Beverton-Holt model, though with some occasional high posterior
model probabilities in favour of the Ricker model. Rather surprisingly for high values
of (3BH the posterior model probabilities support the Ricker model over the Beverton-
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Figure 6.4: Posterior model probabilities in favour of the Ricker model for increas-
ing (3R values.
10 15
Figure 6.5: Posterior model probabilities in favour of the Beverton-Holt model for in-
creasing (3BH values.
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Holt model. For high values of (3BH the maximum value of the recruitment occurs
at very high values of the SSB. As we are only dealing with reasonably low values
here any simulated data will not show much of a trend towards a maximum value, as
shown in Figure 6.6, where the data is showing a strong upward trend. So in these
circumstances the Ricker model is preferred.
o •
o
~---,---,----,---.---,---,----,J
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Figure 6.6: Simulated Beverton-Holt data with parameter values aBH = 3, (3BH = 19
and (J'1H = 0.01.
Given that we now have some evidence of values of (3 required to make the RJM-
CMC algorithm 'favour' one model over another we extend this to find out which
values of the error variance make the algorithm tip from one model to another. For
the Ricker model we simulate data using parameter values of o« = 1.5 the same as
before, and (3R = 0.18, as this showed strong evidence in favour of the Ricker model
in Figure 6.4. We simulate 100 data sets using values of (J'k ranging from 0.05 to 0.4
to see what effect that has on the posterior model probabilities of each model. The re-
sults of which can be found in Figure 6.7. The effect of increasing the variance shows
an increasing tendency towards the Beverton-Holt model, perhaps suggesting that as
the trend in the data gets more swamped with noise the RJMCMC algorithm tends
towards the model with the lesser trend, the Beverton-Holt model.
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Figure 6.7: Posterior model probabilities in favour of the Ricker model for increas-
ing (J~H values.
6.2.4 Ricker model vs Beverton-Holt model
As can be seen, for most sensible models the overwhelming preference between the
Beverton-Holt and Ricker models, with regards posterior model probabilities, is for
the Beverton-Holt model. This fits ill at ease with the results from the last chapter,
though perhaps it is worth investigating some of the reasons why. The Ricker model is
predominantly chosen when our data indicate a slight dip, however this is only likely
for a few fish species hence the Beverton-Holt model could be preferred if no such
trend is obvious. Also, the variance has to be much lower in the Ricker model for it to
be chosen in preference to the Beverton-Holt model suggesting that if any dip did occur
in the data a high value of the variance would blot out this trend and a Beverton-Holt
model would be preferred.
In the next section we look at modifying the Ricker model so that it does not register
a dip in the data and meets the biological assumption that recruitment does not fall,
except for certain species.
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6.3 Extensions of the Ricker model
As previously mentioned the Beverton-Holt model is, as expected, the preferred model
when the data does not display a downward trend for high SSB, however the Ricker
model has an advantage of simpler calculation of the parameters and low posterior
standard deviation of the parameters. So it would seem an obvious step to incorporate
certain elements of both models. We start by looking at two possible extensions to the
Ricker model to ensure that there is no downward trend in the data.
6.3.1 Bounded (3 parameter
As can be seen in the example for Plaice data in Section 5.6, the expected value of the
Ricker model, over the length of the data, does not show any fall in recruitment. Any
fall in recruitment only occurs when the SSB exceeds the value 1//3, which is the value
of the SSB when the maximum expected value of the recruitment occurs. Hence, one
option could be to restrict the value of /3 such that it doesn't exceed (max (St_l))-l.
However in many cases this would not be true so we could be left with a model which,
because of our bounded value of /3,would lead to recruitment falling at a faster rate at
low levels of the SSB due to the lower value of /3. As an example we rerun algorithm
from the previous chapter with the Nephrops data set and compare it to the results
obtained with the same algorithm but with /3 having a maximum value of 0.0026, as
the maximum value of the SSB is 380. The means obtained are shown in Table 6.1 with
a comparative plot of the two sets of values shown in Figure 6.8.
0: /3 (j2r
Unbounded /3 0.36 (0.31) 0.0043 (0.0014) 0.37 (0.11)
Bounded /3 -0.16 (0.18) 0.0019 (0.00063) 0.40 (0.12)
Table 6.1: Posterior means and standard deviations obtained using MCMC algorithm
with unbounded and bounded posteriors for /3.
As can be seen a bounded value of /3 produces a faster rate of decline at lower levels
of St-l and a higher maximum value of Rt· The reduction in the value of 0: is a direct
result of our /3parameter also being reduced. However, apart from stationarity issues,
it is not always clear why such a strategy should be adopted. Even if we adopted this
restriction it could lead to biases in our answers. For example, if the value of /3 were
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Figure 6.8: Expected Ricker curve using Bayesian estimates with a bounded value of j3
(dashed line) in comparison with Bayesian estimates with an unbounded posterior
for j3 (dashed and dotted line)
very close to (max (St_1))-1 then we would experience biases in our output which
would drag the value down the true value. Also the bounded value would have to
be updated if we were to find future values of the SSB being greater than the current
maximum.
6.3.2 Threshold Ricker model
Whilst bounding the value of the j3 parameter is a simple and practical technique to
ensure the recruitment does not fall over the range of values of the data it does suffer
from several disadvantages, as mentioned above.
Another modification to the Ricker model which does not show a fall in the recruit-
ment for high values of the SSB could be to follow a Ricker model until some threshold
and then the Recruitment is assumed constant times some error term. The model pro-
posed is as follows:
0:* St-1 exp( -j3St-1) exp«(t) for St-1 ::; j3-1
r" exp«(t) otherwise.
(6.3)
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with (t rv N(O, 0";) as throughout Chapter 5. The constant r* is equal to
a*73 exp( -1).
Several examples of this model are given in Figure 6.9. The advantage of this model
is that, like the original Ricker model, we are not imposing any conditions on the pa-
rameters; our constant r" incorporates information about a and (3, rather than having
to re-evaluate its value separately, and the transition from the Ricker model to the con-
stant plus error model is smooth. Both of the latter reasons keep the number of new
parameters required down to a minimum.
Returning to the notation adopted in Chapter 5 we take logarithms of our model.
So our full parameter vector is now ()= (a, (3, 0";) where a = log (a*) as before.
Setting the value of our threshold equal to (3-1 allows a smooth transition from the
Ricker curve to the constant after. We could allow our threshold term to be a variable,
continuous up to a value less than or equal to (3-1, s* say, with several examples shown
in Figure 6.10. This is not considered further for several reasons; firstly, as can be seen
from Figure 6.10, the changes in the curves either side of the threshold point could pro-
duce quite contrasting curves before and after the threshold with no particular reason
for this to occur.
The variable s* would also be limited in the values it could take, this is due to there
being no closed form for its conditional posterior distribution. In this case we would
sample s* using a Metropolis-Hastings algorithm. However if we were to sample s"
continuously over all its possible values we could be proposing a value of s" between
two sequential values of the SSB in which the current value of s* already lies. If this
occurs then any value would be immediately accepted and we would have a valid case
for having a uniform posterior for s" between those two sequential values of the SSB.
To overcome this we would have to set the current, and proposed, values of s" equal
to one of the values of the SSB. Again since itwould be unlikely that a value of the SSB
would exactly match (3-1 a discontinuity would occur.
Setting the threshold value to (3-1 removes the extra parameter required for such a
model, whilst the sampling of the a and 0"; parameters are similar to those in Chap-
ter 5, with some adjustments to take into account the parameter s". The parameter (3
is no longer of closed form so would be sampled using a Metropolis-Hastings algo-
rithm. Despite these advantages the threshold Ricker model suffers from one of the
major disadvantages as the Beverton-Holt model, namely that given there is no trend
at higher values of the data we are reliant on data at low values to better 'inform' our
CHAPTER 6. MODEL CHOICE AND EXTENSIONS OF FISHERIES MODELS 110
10 15 20
s.,
25
Figure 6.9: Examples of our threshold Ricker model given in Equation (6.3).
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Figure 6.10: Examples of our extended Ricker model with variable values of s".
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parameters.
As an example we simulate two sets of data from Equation (6.3) with parameter
values Cl! = 1.5, (3 = 0.12 and u; = 0.05 with the SSB being simulated from a U[3, 10]
and a U[0.10] distribution. The likelihood surface plots for both sets of data can be
seen in Figures 6.11 and 6.12. As the data we used for Figure 6.11 did not have many
low values so our parameters Cl! and (3 receive little information from the data and the
term C;; exp( -1) dominates, which reduces the model to a straight line through the
data. For (3 2: (min(St_l))-l the model is reduced to a straight line through the data,
with a Ricker curve before the data starts, resulting in any evaluation of Cl! and (3 being
intractable.
Perhaps because we are dealing with quite small datasets without an obvious trend
it would be better to look at the nature of the relationship between the SSB and the
recruitment. So if we assume that one of the .models is the correct model, has the
relationship between our explanatory variables changed in recent years? In the next
Section we introduce the notion of changepoints into the Ricker model and present an
analysis of many simulated data sets and concentrate on the level of Plaice in the Irish
Sea.
6.4 Changepoints
In various fields, there are examples of processes with distinct periods of visibly dif-
fering dynamics. The concept of seasonality is one obvious example - be that in the
natural world, or in the economic world.
Numerous "blooms" in phytoplankton biomass (Legendre, 1990), characterised by
a fast increase, with high variability, then a return to a low-variability quiescent level,
have an observable yearly periodicity; house prices, for example, where fluctuations
are heavily driven by possible decisions on future interest rates.
Another possibility, which is hypothesised to be the case in the example we con-
sider here, is that of environmentally-induced regime shifts. By this we mean where
there appears to be discrete, noticeable shifts in some population time-series of interest,
brought about by some environmentally influenced event. Population synchrony, via
environmental forcing (Grenfell et al., 1998; Hudson and Cattadori, 1999; Hillary and
Bees, 2004) is one such example. In such cases, one observes a rapid shift in the pop-
ulations' fluctuations: from essentially uncorrelated, to displaying a strong correlated
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o 0
Figure 6.11: Likelihood surface plots for data simulated from Equation (6.3) with the
SSBbeing drawn from a U[3, 10]distribution.
o 0
Figure 6.12: Likelihood surface plots for data simulated from Equation (6.3) with the
SSBbeing drawn from a U[O, 10]distribution.
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Figure 6.13: Recruitment (left) and spawning stock biomass (right) time-series for
plaice in the Irish Sea (top), the Celtic Sea (middle), and the Western Channel (bottom).
structure.
In our proposed example system, we analyse the stock-recruitment data sets for
plaice in the Irish Sea, as shown in Figure 6.13. There was found to be significant
correlation between both the temperature and recruitment time-series for the stocks
in each of these regions (Fox et al., 2000). Just before the beginning of the nineties,
there appears to be a noticeable change in the dynamics of each of these areas, with
an apparent shift from highly variable dynamics, to less variable dynamics, about a
lower apparent mean value. The reasons for this apparent synchronous regime-shift -
from some environmentally-induced event, to observed migratory mixing (Dunn and
Pawson, 2002), to a combination of the two - are still being studied. The time-series
serves as a very useful test for the general approach outlined herein in the rest of this
chapter.
Firstly, the general model structure is outlined; then the Bayesian hierarchies for
each of the increasingly complex scenario are outlined; several simulated data exam-
ples are presented before, finally, we display and discuss the results arising from the
scenario envisaged.
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6.S Ricker model
Returning to the notation used in Chapter 5, the Ricker model is of great importance
when modelling stock-recruitment dynamics. If we take logarithms of Equation (5.4)
the model is defined as
log Rt = et + log St-l - (3St-l + (t, t = 1, ... , T, (6.4)
where (t are independent and identically distributed N(O, <7;). Whilst the results in
Section 5.6 show that the model fit could be described as adequate, in that its para-
meters are simple to identify and the error variance is low, we hypothesise that by
incorporating the notion that environmentally-induced changes could occur we can
improve the model. As mentioned previously in this chapter there is some evidence
to suggest using the Beverton-Holt model over the Ricker model, however results in
Chapter 5 imply that the Ricker model is preferred when datasets are short.
Conventionally in fisheries science, such observed regime differences in the time-
series seen in Figure 6.13 would either be ignored, or the series themselves truncated to
give more "manageable" data. These data serve as a good example for which to test the
proposed methodology; the method also improves upon the ability to deal with such
data in a more rigorous manner as, for the example case outlined, important decisions
will be made from the results of the stock-recruit model runs in practice (Anon., 2003a;
Anon., 2003b 1).
For the rest of this chapter we concentrate on the idea that there could be a discrete,
noticeable shift in some population time-series of interest, brought about by some en-
vironmentally influenced event. Possible events could include man-made effects, such
as over-fishing, or natural world phenomenas, such as warming/ cooling of the oceans,
e.g. El Nino/La Nina effects.
Subtracting log St-l from both sides of Equation (6.4) produces a linear regression
model. Smith and Cook (1980) and Stephens (1994) present results for continuous mod-
els with just one changepoint. Due to the models needing to be continuous a change
in the gradient leads automatically to a change in the intercept.
When allowing for scenario of change-points, the stock-recruit model now becomes
(
Rt ) 2 .log St-l = et(i) - (3(i)St-l + (t, (t rv N(O, <7r(i)' Z = 1, .. , h (6.5)
"Ihe idea of observed regime differences was first proposed at a meeting of the International Council
for the Exploration of the Sea (ICES). The documents debated are considered to be non-partisan with
ideas coming from each of the participatory countries anonymously.
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with i representing the differing parameter regimes and h representing the number of
differing parameters in our model (hence h - 1 being the number of changepoints). In
Smith and Cook (1980) and Stephens (1994) the value of the error variance was kept
constant throughout. Whilst that was considered for this model the variance in stock-
recruitment models is typically very low, as seen in Tables 5.11 to 5.14, and would thus
be more susceptible to changes. It was also felt important to look out for changes in
variances as it could indicate an ecosystem type effect.
Initial work indicated that the algorithm to be mentioned in the following section
still picked up changes in the parameters, a and /3, even when there was no change in
the values of (7;.
In the next section we outline the Bayesian formulation and conditional posterior
distributions of all the parameters associated with the different scenarios we propose
to study.
6.6 Bayesian formulation
As we are proposing to build the model complexity, the Bayesian view of the system
will alter - as in Chapter 4 we consider a hierarchical prior structure when moving to
either change-point scenarios.
6.6.1 Bayesian hierarchies
As the parameters have the same meaning the same priors are kept for all three para-
meters; normal for a and /3 and inverse-gamma for (7;.
Change-points
Given the scheme mentioned above, when we extend the model into one with change-
points, as we are introducing an extra level of uncertainty into our model so we now
allow our parameters to depend on hyperparameters, which themselves have a prior
structure. Hence we must not only sample the model parameters from their posterior
distributions, but as we now incorporate a hierarchical prior structure we must also
sample the prior parameters J-Lo, (7;, J-L!3, (7~,"iT and '¢T as well. We also need to update
the number of change-points, equal to h - I, the vector of distances between change-
points d(h), where h is the dimensionality, as first mentioned in Section 4.3.2, and its
hyperparameter A.
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With all these parameters the full posterior distribution can be expressed thus:
71"( 0:,,8,0';, d, h IY) = £(Y I 0:,,8,0';, d, h )p( 0: I J.La, O'~)p(,8 I J.L/3,O'~)
p(O'; I 'Yr, ¢r )P(J.La I J.LtLa' O';JP(O'a I 'Ya, ¢a)
p(J.L/31 J.LtL{3'O';(3)p(O'/31 'Y/3,¢/3)p("tr I 'Y'Yr'¢'Yr)
P(¢r I 'Y,pr' ¢,pr)p(d IA)p(h Id, A)p(A I 'Y)..,¢)..).
We choose the following hyperpriors for the prior parameters where G(a, b) repre-
I Parameter I Prior
J.La N (J.LtLa' O'~a)
0'2 IG ("ta, ¢a)a
J.L/3 N (J.LtL{3' 0'~(3)
0'2 IG ("t/3, ¢/3)/3
'Yr G ("t'Yr' ¢'Yr)
¢r G ("t,pr' ¢,pr)
A G("t).., ¢)..)
dlA exp(A)
Table 6.2: Prior parameters and their appropriate hyperpriors.
sents the gamma distribution with parameters a and b.
The posteriors for a, (3 and 0'; are as described in Section 5.3.3. The conditional pos-
terior distributions of the parameters given in Table 6.2, with the exception of A,which
is given in Section 4.4. Firstly, the normal priors for J.Lx, where x represents either a
or (3 depending on which hyperparameter we are updating, gives the following form
to their full conditional posterior:
which implies that
J.Lx I ... "" (
h)&z_ 1 '" X(i2-"?L. i 1I'x x i=l
N 1 h '1 h'or + "? or + "?J.Lx x Pox x
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The variance hyperparameters 0";' and O"~, which we represent by 0"';, produce the
following conditional posteriors
The above implies that
For the degrees of freedom hyperparameter TT we obtain the following conditional
posterior density
hk 2-(-Yr+1)
( I) -(ar-I) ( -1 ) II_O"T.::..:..!...(i)----:::-P TT ••• ex TT exp -b I'( ),,;'fr
TT T i=I TT 'VT
which is not of standard form, so we sample TT using a random-walk Metropolis algo-
rithm with Gaussian proposals of variance one.
For the recruitment variance hyperparameter, 'l/JT'
and so
Within-Model Moves
Ina change to the scheme outlined in Chapter 4 when we propose a new value of para-
meter d(i} we do not propose resampling the parameters of the stock-recruit model a,!3
and 0";. Whilst this will lead to a simplified form of the acceptance probability the ma-
jor reason for not resampling the stock-recruit parameters is that, for each d(i} we only
propose to either increase or decrease its value by one (each scenario with probabil-
ity a half) due to the shortness of data sets encountered in fisheries science. Since the
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change in d(i) is small we did not feel that any benefit would be gained by resam-
pling our stock-recruit parameters as well. This imposes the following structure: when
proposing {d(i)' d(i+l)} to replace {d(i), d(i+l)}, we have that
(6.6)
Since the model parameters do not change, the likelihood will only change on one
interval: for an increase in d(i), this will be at time t(i)+I; for a decrease in d(i)' it will be
at time t(i)' The acceptance probability is given by
because the prior ratio cancels; LR is, as mentioned, the likelihood ratio on one interval
only.
Between-Model Moves
All that remains is to outline the sampling methodology when we increase or decrease
the number of change-points, h. Two move types are envisaged:
• A split move: a time period d(i*) is chosen, with probability u:', to be split in two,
so d = (d(1), ... , d(i*-I), d', d(i*) - d', ... , d(h))'
• A merge move: with probability (h - 1)-1, a randomly chosen (d(i*),d(i*+I)),
for i = 1, ... , h - 1, is chosen to be merged, so that d = (d(1), ... , d(i*-I), d(i*) +
dW+l), ... , d(h))'
Both of these moves change the dimensionality of the problem, as d increases or
decreases in length by one, and we have three new stock-recruit parameters; as a result,
we use the reversible jump algorithm (RJMCMC), as first outlined in the paper by
Green (1995), to sample the number of change-points.
For the split move, we first generate where the split occurs by sampling and given
this we can then draw (a', (3', u;') from their posteriors conditional on the location of
the split. The Jacobian term for this transformation is one as the, therefore the split
move is accepted with probability min(l, A), with
( , , 2' () ( 2A = 7r(h+l) a ,(3 ,ur ,d,hIY)rh h+ 1 q a,{3,ur)
7r(h)(a, {3, u;, d, h IY)rh+l (h)q(a', (3', u;')q(t') ,
where rj(i) is the probability of having i change-points, given we currently have j; 7r(h)
denotes the posterior density for the parameters under a model with h differing values
of the parameters; and q(x) denotes the density of the proposal variable x.
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For the merge move, deleting a changepoint, is deterministic and we resample the
new proposed parameters conditional on the new location of the changepoints.The
move is accepted with probability min(l, l/A).
Now that we have shown all the steps necessary to sample all the parameters, and
hyperparameters, of our model we illustrate our algorithm with simulated examples
before proceeding with a real life data set.
6.7 Simulated Data - Synchronous regime shift
When allowing for scenario of change-points, the stock-recruit model as it was in Equa-
tion (6.5), which we repeat here
with i representing the differing parameter regimes and h representing the number of
differing parameters in our model (hence h - 1 being the number of changepoints).
The parameter values for our hyperpriors can be found in Table 6.3. These val-
ues were considered suitably diffuse so as to be considered uninformative and, hence,
likely to have little effect on our priors.
Table 6.3: Hyperparameter values for hyperpriors given in Table 6.2.
We choose data sets of differing length to test our algorithm, as well as varying the
maximum number of change-points. One constant is that the minimum distance be-
tween change-points is of length 4. We propose a split/merge move every 10th sweep
to allow the chain some time to converge, with the probability of a split or merge move
being dependent on the current value of h, as shown in Table 6.4.
As there are a myriad of different scenarios possible we concentrate on situations
where our stock-recruit parameters (h = {o.; !3i,a;;l', i = l, ...,h, are multiplied by
a constant 4> such that (h = 4>(h, or (h = 4>281 and 82 = 4>1(h when h = 3. For
values of 014> and d(h) we use the values given in Table 6.5. Note that for the values in
Example 2 we did not multiply the value of a; by 4> to see if a constant variance would
still be picked up by our algorithm.
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No. of change-points Pr(split) Pr(merge)
0 1 0
1 :S h < hmax 1 1"2 "2
hmax 0 1
Table 6.4: Schematic of the split-merge scheme in the reversible jump sampler.
I a I (3 I a; I T I ¢ I d I hmax I
Example 1 1.3 0.4 0.3 50 - - 4
Example 2 2.5 1.0 0.5 30 1.75 15 3
Example3 2.0 0.8 1.0 100 0.75 35,85 6
Table 6.5: Parameter values used to simulate data from a Ricker model.
We ran our algorithm for one million iterations, after 100,000 as burn-in, and present
the posterior model probabilities as well as corresponding posterior means obtained
in Table 6.6 for those values of h with the highest posterior probabilities. In all three
cases the highest posterior model probability corresponds to the true data generating
process. The Bayesian estimates and the maximum likelihood estimates are close in all
cases, with the exception of the value of a; in Example 2.
In Example 2, whilst the posterior probability is very high it is not as conclusive as
those in Examples 1 and 3. This is possibly due to the short length of the time series,
which we will return to in the ensuing simulated examples.
As we also would like to see the effect different values of ¢ have, as in Chapter 4,
we calculate the Bayes Factor in favour of choosing 7r(h) over not choosing 7r(h) for
increasing values of ¢ (or ¢l and ¢2) for differing lengths of the time series .. We chose
three sets of values for a and (3, shown in Table 6.8, with Examples 1 and 2 chosen to
represent values of a and (3 more akin to those found in linear models, whilst Exam-
ple 3 has values more likely to occur within real-life examples, as shown in Table 5.13.
Simulated values of Rt and St-l with differing values of a;, given in Table 6.9, were
taken for two different lengths of data. We firstly simulated sets of data of length 100
with h = 3, d = (33,33,34) and ¢2 = 1, as in previous examples we simulate the values
of St-l from a U[3, 10] distribution. For all our simulated data sets the value of a; was
kept constant.
From the example shown in Table 6.6 with a value of ¢ = 1.75 the algorithm gave
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Posterior Means (Standard Deviations)
Example h Jr(h) a {3 (7'2r
1 1 1 1.30 0.078 0.28
(0.22) (0.036) (0.0055)
2 2 0.835 2.48,5.51 1.03,1.97 0.96,1.24
(15) (0.41, 1.24) (0.11,0.21) (0.41,0.48)
1 0.162 1.70 1.10 3.44
(1.12) (0.18) (0.99)
3 3 0.99 1.30,1.39,0.57 0.70,0.45, 0.55 0.58,0.34,0.42
(35,85) (0.49,0.30,0.69) (0.06,0.04,0.11) (0.13,0.06,0.17)
Table 6.6: Posterior model order probabilities and within model parameter estimates,
based on 1,000,000 iterations, for data simulated using values given in Table 6.5.
the highest posterior model probability to the model with h = 2. Given that try values
of cp between 1 and 2 for Examples 1 and 2 given in Table 6.8, whilst for the values of
the final example we set cp to be much higher as the value of f3 is very low.
One of the possible reasons for the algorithm being unable to determine between
differing values of h may be that the values of different (}/s are too close another may be
that our value of 0"; is too large so that we are unable to see anything of the underlying
signal of the data. With this in mind we also see what effect increasing values of 0";
have on our algorithm and repeat the simulations with values of 0"; of 0.01,0.1,0.25,
0.5 and 1 for the values given in example 1 mentioned in Table 6.5.
For each value of cp and 0"; we simulate 25 time series and run our algorithm
for 1,000,000 sweeps, with 100,000 as burn-in. The posterior probabilities for each time
series are calculated and are plotted in Figures 6.14 to 6.16. As is to be expected high
values of f3 and low values of 0"; produce higher posterior probabilities for h = 3
at lower values of cp. For example, when f3 = 1 and 0"; = 0.01 all but one of the
data sets produces a posterior model probability for h = 3 of more than 0.8, however
when 0"; = 1 the value of cp had to be 2 before the posterior model probability for h = 3
was this high.
The example when f3 = 0.6 follows a similar pattern in that the higher the value
of 0"; the lower the posterior model probability for h = 3. In the case where f3 = 0.1
(Figure 6.16) we used values of cp ranging from 2 to 6, rather than 1 to 2 and in cases
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MLEs
Example h a {3 (T2r
1 1 1.31 0.079 0.27
(0.24) (0.038)
2 2 2.50,5.55 1.04,2.00 1.05,1.10
(0.71,1.21) (0.10,0.20)
1 1.71 1.10 3.21
(1.10) (0.17)
3 3 1.31, 1.39,0.57 0.70,0.45,0.55 0.58, 0.32, 0.36
(0.50,0.30,0.64) (0.08,0.04,0.10)
Table 6.7: Maximum likelihood estimates for data simulated using values given in
Table 6.5 and with values of d as given in Table 6.6.
a (3
Example 1 2.5 1.0
Example 2 1.5 0.6
Example 3 1.0 0.1
Table 6.8: Values of a and (3 used for simulation.
where the error variance is more than 0.25 there is little evidence to suggest that the
model when h = 3 is preferred, even when </> is as high as 6. Whilst this value of </> may
seem large the values we take of St-l do not represent a wide range of values seeing as
they come from a U[3, 10]distribution. Repeating the simulations with the St-l coming
from a U[13, 50] distribution and with a; = 1 and </> = 4, out of 25 simulated data sets
we obtained a posterior model probability of more than 0.75 fifteen times.
Whilst a wider range of values of the SSB may be desired they are very unlikely to
occur in datasets of fish populations. Another glance at the plots in Figure 5.14 and
the figures in Tables 5.13 and 5.14 show that the value of (3 is approximately equal
to max {St-l}. So a wider range of values of St-l implies a smaller value of (3. This im-
plies that, whilst our algorithm may provide evidence for when a shift in the dynamics
may occur, for the values of the data which we reasonably expect to occur we would
not expect any change to be noticed.
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Figure 6.14: Posterior probabilities (dots) and mean posterior probabilities ( lines) for
varying values of ¢ and eT;, with values 0: = 2.5 and f3 = 1.0 and simulated data of
length 100.
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Figure 6.16: Posterior probabilities (dots) and mean posterior probabilities ( lines) for
varying values of </> and a;, with values 0: = 1.0 and {3 = 0.1 and simulated data of
length 100.
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Figure 6.17: Posterior probabilities (dots) and mean posterior probabilities ( lines) for
varying values of ¢ and a;, with values Cl! = 2.5 and (3 = 1.0 and simulated data of
length30.
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Figure 6.18: Posterior probabilities (dots) and mean posterior probabilities ( lines) for
varying values of ¢ and er;, with values Q = 1.5 and {3 = 0.6 and simulated data of
length 30.
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Figure 6.19: Posterior probabilities (dots) and mean posterior probabilities ( lines) for
varying values of ¢ and a;, with values a = 1.0 and f3 = 0.1 and simulated data of
length 30.
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1a; 10.01 1 0.1 10.25 1 0.5 11.0 1
Table 6.9: Values of a; used for simulation.
6.8 Irish Sea data
As mentioned in Section 6.4 the first ideas for incorporating changepoints came about
because of perceived change in the relationship between the Recruitment and SSB for
Plaice in the Irish Sea. Circa early 1990s the relationship between these two variables
went from an uncorrelated one to one where there appears a high degree of depen-
dence between the two. The values of the posterior means of the parameters for this
(
2 ' , .data, from Table 5.13, were () = a,(3,ar) = (1.39,0.099,0.21). GIven the results
discussed in the previous section this shift is unlikely to be considered significant by
our algorithm. When we ran the algorithm for one million iterations (after discard-
ing 100,000 as burn-in) we obtained a posterior model probability of over 99% favour-
ing no changes in the model.
6.9 Conclusions
In this chapter we expanded the arguments started in Chapter 5 to incorporate RJM-
CMC algorithms to answer questions about model choice between the Beverton-Holt
and Ricker models. We found for models with large variance (for fisheries models) the
Beverton-Holt model was preferred, though other statistical tests suggest that the case
is not so compelling and, perhaps, the model is chosen for its lack of trend rather than
its model-fitting properties.
The Ricker model was then extended to ensure that no fall in recruitment occurred
for high values of the SSB, for biologists an important consideration. Our simple pro-
posed models suffered from several disadvantages, most notably that of accurately
measuring the parameter values.
We then used RJMCMC techniques, and incorporating a current example in fish-
eries science (Fox et al., 2002), we demonstrated a clear Bayesian approach to detect-
ing possible regime shifts in fisheries time-series. The example used was to apply
the method to the stock and recruitment data sets for plaice in the Irish Sea. How-
ever since the Ricker model for fisheries data has rather unique circumstances, namely
that (3 ~ max {St-I} and is thus very small, it is difficult for such a shift in the parame-
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ter values to be detected.
7Discussion
This chapter is a summary of the results presented in this thesis, further extensions and
some ideas for future research.
7.1 Overview
The main objective of this thesis has been to apply MCMC methods in parameter esti-
mation to a variety of time series models. The RJMCMC algorithm was also used as a
useful tool in Bayesian model selection for the class of dynamic linear models (OLMs)
and population models used in fisheries science. The methodology proposed has been
demonstrated via assessment of Bayesian inference and model order using both simu-
lated and real datasets.
InChapter 2 we provided an introduction to MCMC methods in Bayesian statistics.
These methods are used extensively in cases where the integrals needed to define char-
acteristics of the posterior distribution are analytically intractable. InChapters 3 and 5
we used these methods for models used in financial time series analysis and fisheries
population respectively. InChapter 3 we looked at analysing a time series model with
an unobserved, underlying latent process and discussed methods for improving the
convergence of the MCMC chains via the use of more complicated MCMC samplers.
Whilst in Chapter 5 MCMC methods were used to analyse population models and a
comparison with classical information analysis was made.
Chapters 4 and 6 dealt with using RJMCMC methods to handle model choice. We
discussed how to implement trans dimensional jumps when we introduce change-
points into a model. Chapter 6 also dealt with using RJMCMC techniques to jump
between two non-nested models.
131
CHAPTER 7. DISCUSSION 132
It is worth mentioning that numerous checks on the accuracy of the MCMC and
RJMCMC samplers used in this thesis were conducted.
7.2 Further Research
In this section we identify a number of areas covered in this thesis where further work
may be looked at.
In Chapter 4 the class of DLMs assumes that the design matrix Ft is known. If that
assumption is relaxed to allow some perturbations in F, or even follow some random-
walk, Le. allowing Ft'" N(Ft-I,:EF) where Ej- is a known variance, a number of time
series can be placed in the state space form, including time-varying moving average
models and the stochastic volatility model. Initial research seemed to suggest that
whilst allowing Ft to follow a random-walk parameter estimation may be possible
if:EF is small and F, is strictly positive (or strictly negative) identifiability issues may
arise if Ft is close to zero.
In Chapter 6 we examined model choice between fisheries population models.
Whilst it may be feasible to only pick one model it may be useful to incorporate el-
ements of both models used via some sort of reweighting depending on values of the
SSB. For example, letting the recruitment R, follow
where (t '" N(O, 0";) and w(St-I} represents the weighting of the Ricker model, which is
dependent on the current value St-I, 'PR(iJR, St-I} is the non-linear functional form of
the Ricker model, parameterised by iJ R = (aR' f3R)'. Similarly the BH suffix represents
the Beverton-Holt model. Such a model as in (7.1) would allow the recruitment to
approximately follow a Ricker model for low values of the SSB, where we found the
Beverton-Holt model to be unreliable. For the higher values of the SSB we would
allow the Beverton-Holt trend to dominate to comply with the biologists requirement
for no downward trend for large SSB.An outstanding issue would be to find accurate
parameterisations of W(St-I), with possible RJMCMC algorithms allowing us to jump
between competing values of w(St-I}.
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