In this paper we consider the optimization problem with a multiobjective composed convex function as objective function, namely, being a composite of a convex and componentwise increasing vector function with a convex vector function. By the conjugacy approach, we obtain a dual problem for it. The existence of weak and strong duality is proved.
z j , j = 1, ..., m, holds f i (y) ≥ f i (z) for i = 1, . . . , l.
We consider the following multiobjective optimization problem (P ) v-min x∈X f (g(x)) with g(x) = (g 1 (x), . . . , g m (x)). The problem (P ) is a multiobjective optimization problem in the form of a vector minimum problem and for such kind of problems different notions of solutions are known. We will use in our paper the so-called efficient and properly efficient solutions. Let us recall the two solution concepts. Definition 1. An elementx ∈ X is said to be efficient (or Pareto -efficient) with respect to (P ) if from f (g(x))
) for x ∈ X, follows f (g(x)) = f (g(x)).
Remark 1.
Here we consider the partial ordering in R l given by the cone R l + = {y = (y 1 , . . . , y l )
T ∈ R l : y i ≥ 0, i = 1, . . . , l} by y
Definition 2. An elementx ∈ X is said to be properly efficient with respect to (P ) if there exists λ = (λ 1 , . . . , λ l )
T ∈ intR l + (i.e. λ i > 0, i = 1, . . . , l), such that
λ i f i (g(x)), ∀ x ∈ X.
Duality for the scalarized problem
In order to study the duality for the multiobjective problem (P ), first we will study the duality for the scalarized problem (cf. Definition 2).
(P λ ) inf
where λ = (λ 1 , . . . , λ l ) T ∈ intR l + is a fixed vector. For (P λ ) we will derive a dual (D λ ) by means of the conjugacy approach, which permits us to construct different dual problems to an original primal problem depending on the kind of perturbation.
We introduce the following perturbation function Ψ : X ×. . .×X 
where ·, · denotes the bilinear pairing between X * and X (for x * , x and q * j , q j , j = 1, ..., m) and, respectively, the scalar product in R m (for d * , d ). To calculate this expression we introduce first the new variables r j instead of q j and then t instead of d by r j = x + q j ∈ X, j = 1, ..., m,
This implies
Setting x * = 0, the dual problem of (P λ ) takes the form
In the objective function of (D λ ), if q * j = 0 is relevant. On the other hand (cf. [15] ),
), for each i = 1, ..., l. We can make the substitutions
Let us point out that, by construction, between (P λ ) and (D λ ) weak duality holds (cf. [5] ), i.e. inf(P λ ) ≥ sup(D λ ). But, we are interested in the existence of strong duality, i.e. inf(P λ ) = sup(D λ ), or even inf(P λ ) = max(D λ ), meaning the existence of the solution of the dual problem. This can be shown by proving that the problem (P λ ) is stable (cf. [5] ).
is convex.
The convexity of Ψ follows from the convexity of the functions f i , i = 1, . . . , l, and g j , j = 1, ...m, and the fact that f i , i = 1, . . . , l, are componentwise increasing functions.
Proposition 2. If inf(P λ ) > −∞, then the dual problem has a solution and strong duality holds, i.e.
inf(P λ ) = max(D λ ).
Proof. See Theorem 1 in [2] .
To investigate later the multiobjective duality for (P ) we need the optimality conditions regarding to the scalar problem (P λ ) and its dual (D λ ). These are formulated in the following theorem.
Theorem 1.
(1) Letx ∈ X be a solution to (P λ ). Then there exists a tupel (ā,q * ,d * ), such that the following optimality conditions are satisfied
(2) Ifx ∈ X and (ā,q
is a solution to (D λ ) and strong duality holds, i.e.
Remark 2. Obviously, the tupel (ā,q * ,d * ) in the part (1) of Theorem 1 is a solution of (D λ ) (cf. the proof).
Proof.
(1) By Proposition 2, it follows that there existā = (
(iii) and (iv) are true, and
This equality is equivalent to
From here follows
(2) Because of the Young-Fenchel inequality which is expressing that for a function f and its conjugate f
is fulfilled, obviously all terms of the sum in (2) are non-negative and therefore they must be even equal to zero. This gives the optimality conditions (i) and (ii).
(2) All the calculations and transformations done within part (1) may be carried out in the reverse direction starting from the conditions (i), (ii), (iii) and (iv). Thus the equality (1) results, which is the strong duality, and shows thatx solves (P λ ) and (ā,q
The multiobjective dual problem
A dual multiobjective optimization problem (D) to (P ) is introduced by
and
The dual variables are
and the set of constraints is
Remark 3. For the sake of simplicity of the denotation of the dual variables we write here and in the following q j and q instead of q * j and q * and d instead of d * .
Def inition 3. An element
The following theorem states the weak duality assertion.
Theorem 2. T here is no x ∈ X and no (a, q, d, λ, t) ∈ Y f ulf illing h(a, q, d, λ, t)
Proof. Let us assume that there exist x ∈ X and (a, q, d, λ, t) ∈ Y, such that h(a, q, d, λ, t)
On the other hand, we have
By the Young-Fenchel inequality
and, therefore,
).
But this inequality contradicts relation (3).
The following theorem expresses the so-called strong duality between the two multiobjective problems (P ) and (D).
Theorem 3. Letx be a properly efficient element to (P ). Then an efficient solution (ā,q,d,λ,t) ∈ Y to (D) exists and strong duality f (g(x)) = h(ā,q,d,λ,t) holds.
Proof. Assumex to be properly efficient to (P ). From Definition 2 the existence of a corresponding vectorλ = (λ 1 , . . . ,λ l )
T ∈ intR l + follows such thatx solves the scalar problem
Because of inf(Pλ) > −∞, Proposition 2 ensures the existence of a solution (ã,q,d) of the dual (Dλ) of (Pλ). The optimality conditions (i) − (iv) are satisfied because of Theorem 1. Now we construct by means ofx and (ã,q,d) the efficient solution (ā,q,d,λ,t) of (D). We considerλ :=λ,ā :=ã,q :=q,d :=d. It remains to introducet = (t 1 , . . . ,t l )
T . Let for i = 1, . . . , l,
By the optimality conditions (i) − (iv), for this tupel (ā,q,d,λ,t) it holds
This means that the element (ā,q,d,λ,t) is feasible to (D). It remains to show that the values of the objective functions are equal, i.e. f (g(x)) = h(ā,q,d,λ,t). Therefore we will prove that f i (g(x)) = h i (ā,q,d,λ,t) for each i = 1, . . . , l. For this we use the relation (i) from Theorem 1 and obtain the following equalities
In conclusion, f (g(x)) = h(ā,q,d,λ,t).
The case of monotonic norms
In this section we particularize the multiobjective problem presented in the previous section. Therefore, let be Φ i :
Let us introduce now the following multiobjective problem In order to study the duality for the problem (P Φ ) we will study, like in section 2, the duality for the scalarized problem
+ is a fixed vector. By the approach described in section 2, a dual problem to (P Φλ ) is
Proposition 4. T he conjugate f unctions (Φ
Proof. See Proposition 3 in [2] .
By Proposition 4, the dual of (P Φλ ) has the following form
Let us consider now the set-valued variable I ⊆ {1, . . . , m}. In the objective function of (D Φλ ) let us separate the terms for which d * j > 0 (i.e. j ∈ I) from the terms for which d * j = 0 (i.e. j / ∈ I). Then it follows
Let us notice that, in the case d * j > 0 (j ∈ I) there must exist at least one i ∈ {1, . . . , l}, such that a 
For d * j > 0, i.e. j ∈ I, we apply again the formula (d * 
Because of the functions Φ + i , i = 1, ..., l, are convex and componentwise increasing, it follows that
is also convex and componentwise increasing. One can notice that inf(P Φλ ) is finite, being greater than or equal to zero. This observation, together with Proposition 2, permits us to formulate the following strong duality theorem for the problems (P Φλ ) and (D Φλ ). Analogously to problem (P λ ) we can derive now the optimality conditions for (P Φλ ).
Theorem 5.
(1) Letx ∈ X be a solution to (P Φλ ). Then there exists (Ī,ā,q) ∈ Y Φλ , solution to (D Φλ ), such that the following optimality conditions are satisfied
(2) Ifx ∈ X, (Ī,ā,q) is feasible to (D Φλ ) and (i)-(iv) are fulfilled, thenx is a solution to (P Φλ ), (Ī,ā,q) is a solution to (D Φλ ) and strong duality holds, i.e.
(1) By Theorem 4, it follows that there exists (Ī,ā,q) ∈ Y Φλ , a solution to (D Φλ ), such that (i) − (ii) are fulfilled and
This is equivalent to
Because of (i) and (ii), it holds
In conclusion, using again the Young-Fenchel inequality, we obtain
and g j (x) + g * j (q j ) − q j ,x = 0, j ∈Ī, and, so, the equalities in (iii) and (iv) must hold.
Further, like in the general case, we can construct a multiobjective dual problem to the primal problem (P Φ )
and the set of constraints
Let us present now the weak and strong duality theorems for these problems.
Theorem 6. T here is no x ∈ X and no (I, a, q, λ, t) ∈ Y Φ , such that Φ + i (g(x)) ≤ h i (I, a, q, λ, t), i = 1, . . . , l, and Φ + k (g(x)) < h k (I, a, q, λ, t) f or at least one k ∈ {1, . . . , l}.
Theorem 7. Letx be a properly efficient element to (P Φ )). Then an efficient solution (Ī,ā,q,λ,t) ∈ Y Φ to (D Φ ) exists and strong duality holds, i.e.
5 The multiobjective location model involving sets as existing facilities
. . , A m } be a family of convex sets in X such that
where
and γ j , j = 1, ..., m, are continuous norms on X. For j = 1, ..., m, we consider the functions g j : X → R, g j (x) = d j (x, A j ). This means that the functions g j , j = 1, . . . , m, are convex and continuous on X. The multiobjective location problem with sets as existing facilities is
}, for i = 1 . . . , m, we can write (P Φ (A)) in the equivalent form
. . .
This problem is a particular case of the problem studied in section 4. In order to study the duality for this problem, we will study again, at first, the duality for the scalarized problem
where d * j (q j ) is the conjugate function to d j (x, A j ), j = 1, ..., m, and
Using the Theorems 4 and 5, we can present for (P Φλ (A)) and (D Φλ (A)) the strong duality theorem and the optimality conditions. Theorem 8. The dual problem (D Φλ (A)) has a solution and strong duality holds, i.e. inf(P Φλ (A)) = max(D Φλ (A)).
Theorem 9.
(1) Letx ∈ X be a solution to (P Φλ (A)). Then there exists (Ī,ā,q) ∈ Y Φλ (A), solution to (D Φλ (A)), such that the following optimality conditions are satisfied
(2) Ifx ∈ X, (Ī,ā,q) is feasible to (D Φλ (A)) and (i)-(iv) are ful filled, thenx is a solution to (P Φλ (A)), (Ī,ā,q) is a solution to (D Φλ (A)) and strong duality holds, i.e.
(1) By Theorem 5 follows that there exists (Ī,ā,q) ∈ Y Φλ (A), solution to (D Φλ (A)), such that
We will prove that (Ī,ā,q) verifies the relations (i) − (iv). IfĪ would be empty, then it would follow by (i ) thatā
But, this would imply thatx ∈ m j=1Ā j . This is a contradiction to the hypothesis m j=1Ā j = ∅. By this, the relation (i) is proved.
From (iii ), we have that
and, so, (iii) is also proved. From (iv ), we have thatq j ∈ ∂d j (x, A j ) for j ∈Ī (cf. [5] ). On the other hand, d j being a convex and continuous function, verifies (cf. [5] )q j ∈ ∂d j (x, A j ) ⇔x ∈ ∂d * j (q j ), j ∈Ī, which proves (iv). Now, it remains us to show that Φ 0 i (ā i ) = 1, i = 1, ..., l. By the definition of the dual norm, we have
Because of
.., l, and then, by (iii),
In conclusion, by (ii ), Φ
As a multiobjective dual problem of the primal problem (P Φ (A)) we can introduce
the dual variables
The following theorems state the weak and strong duality assertions applying Theorem 6 and Theorem 7.
Theorem 10. T here is no x ∈ X and no (I, a, q, λ, t) ∈ Y Φ (A), such that
Theorem 11. Letx be a properly efficient element to (P Φ (A)). Then there exists an efficient solution (Ī,ā,q,λ,t) ∈ Y Φ (A) to (D Φ (A)) and strong duality
holds.
6 The biobjective Weber-minimax problem with inf imal distances
In this section, for the same data set A = {A 1 , . . . , A m } as in the previous one, we consider a multiobjective minimization problem with a two-dimensional objective function, its first component being given by the Weber location problem and the second one by the minimax location problem with infimal distances. Thus, the primal problem is
.., m, and w j > 0, j = 1, . . . , m, are positive weights. Let be, for j = 1, . . . , m, the continuous norms γ j : X → R, γ j = w j γ j and the corresponding distance functions
. This means that the primal problem (P W M (A)), as a special case of (P Φ (A)) in section 5 with Φ 1 = l 1 and Φ 2 = l 2 , becomes
Obviously, l 1 and l ∞ are monotonic norms.
Taking into consideration the form of
q j ), and, denoting by q j := 1 w j q j , we construct the multiobjective dual to the primal problem (P W M (A)). This becomes
the dual variables I ⊆ {1, . . . , m}, a = (a 1 , a 2 ), a 1 , a 2 ∈ R m , q = (q 1 , . . . , q m ), q j ∈ X * , λ = (λ 1 , λ 2 ) T ∈ R 
The multiobjective Weber problem with inf imal distances
We consider, as another application of the multiobjective duality results in section 5, the multiobjective Weber problem with infimal distances for the data A holds.
