We investigate two automatic ways of estimating the trade-off parameter in the objective function being minimized in minimum-structure-type solutions to the nonlinear inverse problem: the generalized crossvalidation and L-curve criteria. Both criteria enable an appropriate value of the trade-off parameter to be obtained when the noise in the observations is not known. The particular inverse problem we consider here is the simultaneous inversion of electromagnetic loop-loop data for one-dimensional models of both electrical conductivity and magnetic susceptibility. In the great majority of examples tested, both criteria were successful in determining a suitable value of the trade-off parameter.
Introduction
It is common to pose geophysical inverse problems as an optimization problem in which an objective function comprising a measure of data misfit and a measure of model character is minimized. The conflicting contributions of the two components of the objective function are balanced by a trade-off parameter. If the noise in the observations is well known, then it is possible to find a value of the trade-off parameter that results in a misfit consistent with the amount of noise in the observations. However, if, as is often the case, the noise in the observations is not known, some other method of determining an appropriate value of the trade-off parameter is required.
In linear inverse theory, a number of techniques have been developed for automatically determining, during the course of an inversion, a value of the trade-off parameter that is suitable for the noise in the observations (assuming this noise is Gaussian). Two such methods are based on the generalized cross-validation (GCV) criterion (Wahba, 1990) , and the L-curve criterion (Hansen, 1998) . Here we investigate the use of these two criteria in a nonlinear inverse problem that is typical of those in geophysics. We consider the simultaneous inversion of frequencydomain electromagnetic loop-loop data for both electrical conductivity and magnetic susceptibility. As is usual, we solve this nonlinear inverse problem by constructing an iterative procedure at each iteration of which a linearized approximation to the full nonlinear inverse problem is solved. At each iteration we incorporate the abovementioned criteria from linear inverse theory, in conjunction with maintaining a cooling-schedule-like steady decrease in the trade-off parameter from one iteration to the next. As examples, we provide the inversion of a synthetic data-set using both criteria, and the inversion of a line of airborne data using the GCV criterion.
Inversion by way of optimization
The typical geophysical inverse problem can be embodied as an optimization problem in which the particular model representation of the Earth is sought which minimizes the objective function:
where φ d is a measure of data misfit, and φm is a measure of some property of the model, such as structure. The trade-off parameter, β, balances the opposing influences of the two components. Casting the inverse problem this way has many attractive consequences, for example, it attacks directly the non-uniqueness of the typical geophysical inverse problem, and makes possible the construction of robust and reliable inversion programs.
The relationship between the measured quantities and the parameters being sought is invariably nonlinear. This can be overcome using an iterative procedure in which the full, nonlinear inverse problem is replaced at each iteration by its linearized approximation. At the nth iteration, therefore, we are concerned with minimizing
Convergence then occurs (hopefully) to the solution of the nonlinear problem.
If the amount of noise in a set of observations is known, and hence the expectation, E(φ d ), it is possible to find using a straightforward univariate search the value of the trade-off parameter which results in a final value of the misfit equal to E(φ d ). However, it is often the case that, even although care and attention is paid to obtaining good observations, no estimate is made of the amount of noise in the observations, thus ruling out this technique.
The GCV criterion
One criterion for choosing the most appropriate value of the trade-off parameter, β, is based on the following argument. Consider inverting all but the first observation using a trial value of β, and then computing the individual misfit between the first observation and the first forward-modelled datum for the model produced by the inversion. This can be repeated leaving out all the other observations in turn, inverting the retained observations using the same value of β, and computing the misfit between the observation left out and the corresponding forward-modelled datum. The best value of β can then be defined as the one which gives the smallest sum of all the individual misfits. For the linear problem, this corresponds to minimizing the generalized cross-validation (GCV) function (Wahba, 1990) .
For the nonlinear problem, an estimate can be obtained from the minimum of the GCV function calculated for the linearized equations at each iteration. Haber & Oldenburg (2000) suggest using a damped Gauss-Newton step in conjunction with the GCV estimate of β. From our experience, the estimate of β at early iterations tends to be close to its value at convergence. If these estimates are used, however, unnecessary structure can be introduced into the model. We therefore restrict the possible decrease in β from one iteration to the next: β n = max ; β , ν β n−1 , where β is the minimizer of the GCV function, and ν is chosen from within the range 0.1 to 0.5. This effectively imposes a cooling schedule on the values of the trade-off parameter, giving a robust and reliable algorithm.
The L-curve criterion
For the linear inverse problem, if φ d is plotted against φm for a wide range of β, especially on logarithmic axes, the resulting curve tends to have a characteristic "L" shape (Hansen, 1998) . The corner of this curve corresponds to a roughly equal balance of the two terms in the objective function. A second criterion for a suitable value of the trade-off parameter is therefore the value corresponding to the point of maximum curvature on the φ d -versus-φm curve.
As with the GCV criterion, and following Li & Oldenburg (1999) , we apply the L-curve criterion to the linearized approximation of our inverse problem at each iteration. Again we ensure a steady convergence by restricting the possible decrease in the trade-off parameter from one iteration to the next.
Examples

Synthetic example
Here we briefly illustrate the success of both the GCV and L-curve criteria in the simultaneous inversion of a synthetic electromagnetic loop-loop data-set for onedimensional models of both electrical conductivity and magnetic susceptibility. The three-layered conductivity and susceptibility models for which the data were generated are shown in Figure 1 . A "Max-Min"-type survey configuration was considered: a vertical magnetic dipole transmitter 1 m above the surface of the model, and observations of the vertical component of the secondary (total minus free-space) magnetic field, also 1 m above the surface at a distance of 50 m from the transmitter. The real and imaginary parts of the secondary field Fig. 1 : The conductivity and susceptibility models for which the synthetic data were generated (dashed lines), and the models constructed from the inversion of these data using the GCV criterion (solid lines).
(normalized by the free-space field) were computed for ten frequencies ranging from 110 Hz to 56 kHz. Gaussian noise of zero mean and standard deviation equal to 5% of an observation, or 0.001, whichever was larger, was added to give the data-set to be inverted. The χ 2 measure of the amount of noise in this example was equal to 23.7.
The synthetic data-set just described was inverted for both conductivity and susceptibility using the GCV and L-curve criteria. The models in the inversion comprised 50 layers of increasing thickness, and with uniform conductivity and susceptibility in each layer. The parameters sought in the inversions were the logarithms of the layer conductivities and the layer susceptibilities: the depths of the layer interfaces did not vary. To ensure positivity of the recovered susceptibility, a logarithmic barrier term was included in the objective function (Li & Oldenburg, 2000) . This issue will not be pursued further here, except to note that both the GCV and L-curve criteria were successful even with this additional nonlinear term present.
The models produced using the GCV criterion are shown in Figure 1 . Both the conductivity and susceptibility models are in good agreement with the models for which the data were generated, although they have the smearedout character that is typical of models constructed using sum-of-squares measures for φ m , as was the case here. Figure 2 shows the GCV function for several iterations in the inversion. The cooling schedule used was quite conservative: a maximum decrease in β of a factor of 2 was all that was allowed. Table 1 lists both the values of β at the minimum of the GCV function at each iteration, and the values of β allowed by the cooling schedule. The value of misfit at convergence was 19.6. (A χ 2 measure of misfit was used for all examples presented here). Table 1 : The values of the trade-o parameter at the minimum of the GCV function (β GCV ) and the value used after imposition of the cooling schedule (β n GCV ) at each iteration in the inversion of the synthetic data-set using the GCV criterion, and the values corresponding to the point of maximum curvature on the L-curve ( β L ) a n d t h e v alues used (β n L ) during the inversion with the L-curve criterion.
The models produced by the inversion using the L-curve criterion are shown in Figure 3 . Again, the models are in good agreement with the true models. The actual Lcurves at the first, second, fourth and tenth iterations are shown in Figure 4 . Just as for the inversion using the GCV criterion, β was not allowed to decrease by more than a factor of 2 from one iteration to the next. It is clear from Figure 4 that the L-curve does change, both in location and shape, as the iterations in the nonlinear inversion proceed. However, with a moderate cooling schedule, and not necessarily as conservative a one as that used here, the inversion can steadily converge to the so- lution of the nonlinear inverse problem. At convergence, the misfit was equal to 17.7.
Field example
Finally, we present the results of inverting a field data-set using the GCV criterion. The observations are from an airborne electromagnetic survey: a vertical magnetic dipole transmitter, and measurements, at three frequencies (1325, 4925 & 11025 Hz) , of the vertical component of the magnetic field at a distance of 5.1 m from the transmitter. There are a total of 105 locations along the line at which measurements were made. The six data (real and imaginary parts of the secondary field at the three frequencies) at each measurement location were inverted for one-dimensional models of both conductivity and susceptibility. Having such a small number of data for each inversion is not ideal for the statistics on which the GCV criterion is based: twenty or more is preferable. However, as can be seen from Figure 5 , this inversion has worked extremely well, giving an excellent fit to the observations along the whole line, and revealing the variations in the overburden.
Conclusions
In our experience, both the GCV and L-curve criteria do, in most cases, give very acceptable values of the trade-off parameter when used in an iterative solution to the nonlinear inverse problem. These two criteria are especially valuable when the noise in the observations is unknown, and other means of determining the trade-off parameter cannot therefore be used.
We have found that the GCV criterion does tend to give a value that is slightly too small, leading to an over-fitting of the data, although not to the extent that the resulting model nor fit to the observations is unacceptable. We have also had somewhat surprising success using the GCV criterion with as few as six data, although having twenty or more is preferable.
In implementing the L-curve criterion, care must be taken in the numerical calculations of the L-curve's curvature. It is therefore hard to make this option as efficient as the implementation of the GCV criterion. Also, the L-curve criterion does not share the GCV criterion's surprising success with small numbers of data. A line of airborne electromagnetic data inverted for conductivity and susceptibility using the GCV criterion. The top panel shows the observations (points with error bars) and the forward-modelled data (lines) for the constructed models. The observations are the ratio of the vertical component of the secondary (total minus free-space) magnetic field to the free-space field. The middle and bottom panels show the composite two-dimensional models formed by stitching together the one-dimensional models associated with each observation location.
