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1. INTRODUCTION 
Let f be a continuous real-valued function defined on the interval [0, 11, 
with the properties thatf(0) > 0 >f(l), and thatfpossesses a unique zero CC, 
01 unknown, 0 < CL < 1. A standard way of approximating CII is the bisection 
method. One tests the sign of f(i); if this is positive, then 4 < 01 < 1 and 
one next testsf($), if negative, then one testsf($) etc. In this way, the zero OL 
can be localized to a known interval of length 2-n after n steps, by succes- 
sively selecting the midpoints of the appropriate intervals. 
Now suppose that instead of selecting the midpoint at each stage, we pick 
a point ‘at random,’ in accordance with a given distribution. Then we can 
ask for the expected value of the length of interval known to contain (Y after 
n steps. In this paper, we find an iterative formula for this and similar 
quantities, and investigate the behaviour for large n. For the solution of a 
related question in the same context, we refer to [l]. 
Let F be a monotonic function defined on the interval [0, I] such that 
F(0) = 0 and F( 1) = 1. For reasons which will appear later, we assume that F 
is absolutely continuous. F is to be used as the distribution function on [0, 11. 
The basic assumption is that x1 , x:, , x3 ,..,, x, ,... is a sequence of inde- 
pendently distributed ‘random variables’ satisfying the inequalities 
1, ,< x~+~ <r,, n = 0, 1, 2 ,... where 1, = 0, r. = 1, and 
I n+1 = rn+1 = x7&+1 if x,+r = 0~. 
We assume further that if t, < a < b < r, , then 
prob {a < x . n+l <b) =F(Ej -F(;ff+), 
n 
and if 1, < a = b < r+, then 
prob {a = %%+I = b} = 1. 
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It should be noted that the distribution function is redefined for each sub- 
interval of [0, I]. It is evident that for all n, 
o~l,~l,,,~a!~y,+l~y,dl. 
It is convenient to define the function F(f, S, t, 7) for 
O<~<s<a<t<~<l, 
by the equations 
= 1 if t=s=t=?p 
Two properties of F([, s, t, 7) are needed later. They are 
F(~,s,t,?1)=F(~+c,s+c,t+c,rl+c) 
and 
(1) 
F(6, s, t, rl) = F(c5, c-5 4 crl) 
for suitable constants c. 
(2) 
2. JOINT PROBABILITY 
Of basic importance in all subsequent calculations is the joint probability 
distribution of the end points of the interval [I, , YJ which contains the zero 0~. 
DEFINITION. G,(s, t) is the probability that both Z,, < s and t < Y,,; where 
0 6 s < (Y < t < 1, and n is a non-negative integer. 
REMARK. G,(O, t) = G,,(s, 1) = 0, and Gn(or, IX) = 1 for all n. GO(s, t) = 1 
ifboths=Oandt=l. 
The fundamental recurrence relation for Gn(s, t) is given by the following 
theorem. 
THEOREM 1. If 0 < s < t < 1, then for each non-negative integer k, 
G+,(s, 4 = j-j-/l& s, t, d dG,(S, d (3) 
where R ti the rectangle 0 < f < s, t < 7 < 1. The sense in which the integral 
is to be taken is the standard Rjemann-Sttiltjes integral as given below. 
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PROOF. For any E > 0, E sufficiently small, take partitions 
0 =yo <yl <yz < *-- <yn =s, 
t=2,<2,<2~<~-<2,=1 
such that 
s~PIYi-Yyi-J <E and s& I zj - zj-1 ) < E. 
i-l j-1 
By mutual exclusion, the probability that both 
Yt-1% 4 < Yz and 2,-l < rk < Zj 
is 
Moreover, given that II, < s and t < rk, the probability that both &,.+i < s 
and t < Y~+~ is the probability that either lk < xk+i < s or t < xli+i < yk , 
and this equals F(Z, , S, t, Y,J. It follows, by adding over all pairs of subinter- 
vals in the partitions and letting E + 0, that 
G,+,(s, t) = lim f f F(& , s, t, 7,) 
i=l j=l 
X [Gdy, 9 zj-1) + G(Y~-I 9 zj> - G(Y~ 9 zj) - G~Y~-I 9 zj-dI> (4) 
where li and 7, are arbitrary points satisfying 
Yi-1 < 5i <Yi and zj-1 < ?lj < z~. 
This limit, which defines the integral in the statement of the theorem, exists 
since F(f, s, t, 7) is a continuous function of 5 and 7, for fixed s and t, and 
the variation of G, over R is at most one, as can be shown easily. 
LEMMA 1. If 0 < s < t < 1, and k U a non-negatme integw, then 
G+&, 1) = - j-l4 G,(t, t> dF(5, s, t, t) 
+ j-1 t G& 7) dF(s, s, 6 d + j-j- Gdt, 7) dF(L s, t, 7). (5) 
R 
PROOF. Using the facts that y0 = 0, yn = s, z0 = t, z,,, = 1, and 
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G,(O, t) = Gk(s, 1) = 0, the approximating Riemann sum (4) can be rear- 
ranged to give 
n-1 m-1 
where, for brevity, we put F(f, 7) = F(f, s, t, 7). Since F is continuous and 
Gk is of bounded variation, the result follows on letting E -+ 0. 
We can now derive a third recurrence relation for G,(s, t). We claim that 
for all integers K > 0, 
G+&, 4 = j: ‘5 re, E) dF(x) + j: Gc ($9 ;) dF(x), (6) 
where 0 < s < t < 1, and the integrals are to be taken in the ordinary 
Riemann-Stieltjes sense. A direct proof appears to be difficult even if possible, 
so we use a form of induction. 
Let A,(s, t), B,(s, t), and C,(s, t) denote respectively the first, second, and 
third terms in the right side of (5), so that the result of Lemma 1 can be 
written 
G,+&, t) = -%(s, t) + &(s, t> + ‘% t). 
THEOREM 2. Define the functions Hk(s, t), for k = 0, 1, 2 ,... and 0 < s < (Y, 
ar < t < 1, by the equations 
H,(O, t) = H&s, 1) = 0, 
H&, t) = 1 ;f O<s<t<l, 
Then HK(s, t) = G,(s, t) for each integer h > 0. 
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PROOF. The theorem is trivial if k = 0. If K = 1, then, using the defini- 
tions and (4), 
and 
HI@, t> = 1 -F(t) +w, 
Gl(s, t) = limF(5, , s, t3 s,J G,(Y, , GA 
=F(O, s, t, 1) = 1 -F(t) +F(s). 
Assume the induction hypothesis that for some integer k 2 0, 
W, 9 = H&, t) and G+,h t) = H/c+&, 0 
The remainder of the proof falls into two parts. The first consists of 
showing that 
The proof of this is omitted. It is a routine calculation using the induction 
hypothesis, a change of variable and a change of order of integration in the 
resulting repeated integrals, and Eqs. (1) and (2). 
The second part of the proof commences with 
G,+,(s, 0 - G+&, 0 = 4+1(s, t) + &+A t) 
which follows from Lemma 1 and the induction hypothesis. By a change of 
variable and a change of order of integration in each integral, and using 
the result of the first part of the proof, the right-hand side simplifies to 
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which yields 
G+&, t) = f&c+&, t). 
The functions Hk(s, t) and G,(s, t) are all nonnegative and hence absolutely 
integrable over R, by induction on k. This justifies the changes of order 
in integration. The changes of variable used are given by mappings of the type 
S-X t-x 
u=1_x, “=1-x and u=s x ’ 
VL. 
X 
Finally, the particular cases 0 < s = t < 1, 0 = s = t, s = t = 1, 
0 = s < t < 1, and 0 < s < t = 1, can all be verified directly, so that (6) 
is true for all s and t satisfying 0 < s < t < 1. This completes the proof. 
3. MOMENTS 
We are now in a position to compute moments and expected values of 
various functions of 1, and r, . In particular, we can develop formulas for the 
expected value and variance of Y, - 1, . Clearly, these will be functions of the 
zero (Y. For the remainder of this paper, E will denote expected value, and R 
will denote the rectangle ((x, y) : 0 < s < o(, 01 < y < l}. 
We employ the following notation: 
m(a) = E(L) = jj x dG(x, Y) 
R 
Zn(4 = Ecyn) = jj, y Wx, Y) 
h,(a) = E(4z2) = j j x2 dG(x, Y) 
R 
M4 = E(yn2) = j j, Y2 dGdx, Y) 
pn(a) = -%m) = jj, XY dGdxT Y) 
e&4 = W, - 4 = 44 -Y&) 
44 = E(m + 4d = d4 + m(4 
fn(4 = Wn - 4J2 = M-4 + M4 - @,a(4 
v&d =h(4 - M412. 
All the above Stieltjes Integrals are to be taken in the same sense as in Theo- 
rem 1. 
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We derive recurrence relations for some of the above functions. 
THEOREM 3. For each integer n > 0, 
where, clearly, y&m) = 0. 
PROOF 
~n(4 = jI, x dG(x, Y) 
I 
OL 
= x dG,(x, a) - 
s 
OL x dG,(x, 1) 
n 0 
= 
I 
a 
x dG&, 4 since G(x, 1) = 0, 
0 
= a - 
s 
* GJx, a) dx by parts. 
n 
s LO 
IY -- y,+,(a) = j: G,Jx, a) dx 
=j,j;Gnr&,Fs) dF(t) dx + s,,’ G,, (: ; +) dF(t) dx 
= 
15 
o. ‘“-tl,‘il-t) (1 - t) G,, (u, s) du dF(t) 
0 0 
+ ,:r ( “) 
tG, u, t du dF(t) 
zzz j’ (1 - t) r& - 37n rs)] dF(t) 
n 
+ j’ t [$ -Y,, (+)I dF(t), 
from which the result follows. 
Similarly, one can prove that 
=,,+~(a) = j; t dF(t) + j): (I - t) z,, rrz;) dF(t) + I’ tz, (4) dF(t). (8) 
It follows that for all integers n > 0, e,(a) = 1, and 
en+da) = j: (1 - t) e, (s) dF(t) k j’ te, (4) dF(t). (9) 
+=9/20’2-4 
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Similarly, q,(a) = 1, and 
=h+k4 = 2 1, t dw + 1, (1 - t) w, (G) do + j’ twn (+j dpcr) .I 
(10) 
By a similar, but more complicated calculation, it can be shown that 
h,(a) = 0, k,(a) = 1, 
h,+l(LU) = S, t2 dFct) + 2 j, t(l - t)yn (c) dFct) 
+ j, (1 - q2 4 (yg dF(t) + j: tZh, (-g dF(t), 
(11) 
and 
kN+l(a) = j; t2 dFct) + 2 j; t(l - t) zn (y) dFct) 
+ jJI (1 - t)2 k, (e) dFct) + j: t2k, (+j dFct). 
To evaluate the product moment ~~(a), a different method is indicated. 
First, it is easy to show, using (6), that if 
qn(4 = j j, 'X(x, Y) ~-IX 4, 
then 
Qn+dd = s, (1 - tj2 qn (G) dF(t) + 1; t”q,, (4) dF(t). 
Next, by considering the approximating Riemann sum for p,(a), and rear- 
ranging terms as in Lemma 1, one can show that 
&&) = - jlj]: G&, y) dx dy + 1’ arG&, Y) dr - 1; aGn(x, a) dx f 01’. 
ci 
It follows that 
fJ&) = - a(4 + 4%(4 - 4 - + - m(41 + cd2 
= cm,(a) - q&z) - LG. 
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By using the recurrence relations for W,(E) and QJLX), it is now easy to 
show that &,(a) = 0, and 
ih~+l(~) = j; t" dF(t) + j, t(l - t) wk (s) dF(t) 
+ j”, (1 - VA2 rs) W) + j: t’p, (4) dF(t), 
(13) 
for all integers n 9 0. From this result, together with (11) and (12), it follows 
that fO(~) = 1, and 
fn+1(4 = j: (1 - tj2fn (G) dF(t) + j: t’fn (+) dF(t). (14) 
4. ASYMPTOTIC RESULTS 
We attempt now to investigate the behaviour of e,(a) and v,(a) as rz + co, 
and to show how this depends on the distribution function F. The main 
result is that e,(a) ,- N((cy), where h is a constant depending on F alone, and 
g(a) is a solution to a homogeneous linear integral equation. 
We define two numbers X and p by the equations 
h = j’ (1 - t)2dF(t) + j’ PdF(t) 
0 0 
and 
tL= ,: (1 - t)3 dF(t) + j: t3 dF(t). 
A straightforward calculation using (9) and (14) shows that 
I 
1 
e,(a) da = An and 
0 s 
:fnC4 da = P, 
(15) 
(16) 
(17) 
for all integers n > 0. Thus ‘globally,’ e,, and fn decrease like convergent 
geometric sequences. Bounds for X and p are given by the estimates 
A = j’ t2 + (1 - t)2 dF(t) < j’ dF(t) = 1, 
0 0 
A= %a+(1 
s 0 
- t)2 dF(t) > & j: dF(t) = 3, 
andh2<p<X. 
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The fact that h > 4 shows that one cannot expect to have a faster rate of 
convergence to 01 than that provided by the bisection method. A can assume any 
value between i and 1, as shown by the symmetric B-distribution for which 
F’(t) = C(t) = t+l(l - t)“+‘/B(m, m), m > 0, and h = (m + 1)/(2m + 1). 
It is noteworthy that the speed of ‘convergence h depends only on the first 
two moments of F. 
It is convenient to normalize the functions e,(a), by defining a new sequence 
t?,(a) = Pen(a). We have &(oL) = 1, 
and 
s 
I 
fga) da = 1 (18) n 
/\F,n+t(a) = j, (I - t) fn (z) dF(t) + l1 te;, (:) dF(t), (19) ? 
for all integers 11 > 0. 
The problem of showing that e,( a -W(a) can now be solved by con- ) 
sidering the existence of limn+m CJa) for each (Y. 
For the remainder of this paper, we assume that #(t) = F’(t) exists almost 
everywhere, 4(t) is essentially bounded, with ess-sup 4(t) < M, and 
4(t) = $(l - t). This last assumption simplifies calculations, without 
destroying the validity of the subsequent results. Three consequences are 
s 1 t dF(t) = 4, ” .I 
-’ ,\ : 2 J t’ dF( t), and p=2 J t” dF(t). n n 
Moreover, the functions &(a) are all symmetric about OL = + . 
LEMMA 2. The sequence &(a) is uniformly bounded. More precisely, there 
exists a real number /I, 0 < p < 3 , such that 
for all integers n > 0. 
PROOF. The function 
g(a) = 1’ u dF(u) + I’* (1 - U) d,?(u) 
‘0 
is uniformly continuous in 01, and has the value 4 if a is 0 or 1. Thus, since 
X > &, there exists 8, 0 < j3 < t , such that if either 0 < (Y < p or 
1 -j3 < 01 < 1, then g(a) <A. 
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Consider two cases. If fl < 01 < 1 - 8, then by a change of variable, and 
by using the fact that 4 is symmetric, 
by (18). So the result holds for all integers n > 1, for the case /3 < LY < 1 -- 8. 
Since E,,(a) = 1, the case n = 0 is also satisfied. 
For the remaining values of 01, we can use induction together with the 
above. If, for some integer K, the required inequality holds, and if 0 < 01 < /?, 
then 
%+b) = j; (1 - t) G (E) dF(t) + J‘l te, (+I dF(t) 1 
by the induction hypothesis, 
( 1 1 -- <M 8+1-p. 1 
Since ~k+l(cx) is symmetric, the proof is complete. 
We wish to show that &(a) is a Cauchy sequence for each 01. To this end, 
we define &(oL) = ~~+~(a) - &(a), wherep is an arbitrary positive integer, and 
Put 
s 1 Bn., = t”’ 8,(t) dt. 0 
LEMMA 3. liq,, B,,, = 0, for all integers k > 0. 
PROOF. Since p/X < 1, we can choose y such that p/h < y < 1. Define 
the sequence A, by the equations A,, = 1, and 
[ 
h 
b-1 
IN 
k 4 
-4. = 4 + (Ay - p) T.m” r - r’ 
where (f) is the usual binomial coefficient, 
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We prove by induction on k that 1 BnBk 1 < A@. If k = 0, 
Bn,o = 
f 
’ 8,(t) dt 
0 
= I l t?n+D(t) dt - s’ c(t) dt 0 0 
=l-l=O. 
Assume now that the result is proved for all integers r, 0 < Y ,< k - 1, 
where K > 1. By linearity and (19), 
@z+dd = s, (1- 0 6, (s) W) + j’ t4z (+) dF(t). DL 
Multiplying each side by 01~ and integrating, gives 
AB n+l,k = j-‘j-” olk(l - t) 8, (E) dF(t) dol + s:,: aktSn (+) dF(t) da, 
0 0 
which implies, on putting 1 - u = t and 1 - er = (CY - t)/(l - t) in the 
first integral, and u = t and v = a/t in the second, that 
&,,>, = j-‘1’ (1 - UV)” u26,(v) dF(u) dv + j-‘j’ u”+~v%,(v) dF(u) dv 
0 0 0 0 
= go (f) (- l)‘B,,, j: u’f2 dF(u) + B,,, I1 uk+2 d&i) 
0 
= [l + (- l)k] B,,k 1: uk+2 dF(u) 
+ % (;) (- 1)’ Bra,, s: ?+2 dW.
Hence, 
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By the induction hypothesis, it follows that 
and hence, by considering this inequality for all values’ of n from 0 upwards, 
that 
I &z,l k I < (5)“” I B0.k I + ; (y - f) (Al, - 4) i ym (g- 
m=O 
f Yn+l I B,,, I + 4 (4 - 4) yn+l 
< yn+l[2 + 4 (A, - 4)] < yn+lAr , 
where the inequality 1 BoSk I < 2 arises from the inequality 
I B&h. I = 1 j’ t%,(t) dt / < J’ 1 S,(t) 1 dt < 2. 
0 0 
This completes the induction. 
COROLLARY 1. For any $o@omia~ p(t), 
?lifnm /‘p(t) S,(t) dt = 0. 
0 
This is trivial by linearity. 
COROLLARY 2. For any continuous function 3(t) defined on [0, 11, 
This follows by the Weierstrass approximation theorem and Corollary 1. 
COROLLARY 3. For any function x(t) E&[O, I], 
mm o X(t) $(t) dt = 0. I 
1 
lim 
PROOF. For any E > 0, there exists a continuous function z+(t) such that 
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s 1 <E ? I x(t) - 4(t) I dt t- / j-1 4(t) s.,(t) dt 1 
< EC + - 1 j-1 #(t) S,(t) dt / , 
where E is an upper bound for s,(t), which exists by Lemma 2. The result 
follows on letting n -+ co, by Corollary 2. 
THEOREM 4. S,,(a) converges to 0 for all 0~. 
PROOF. The cases (Y = 0 and (Y = 1, are covered-by the equation 
%+,(O) = WY j-’ t+(t) dt = S &do), 
0 
which follows from (9) and the definition of 6, . If 0 < OL < 1, then 
As,+,(a) = a2 I1 te3Xr .ll(t) 4 (+) h(t) dt 
0 
+ (1 - a)” j-’ t-3,yrl-..l,(t) 4 (e) S,,(t) dt, 
0 
where xfamel is the characteristic function of [a, b]. The coefficients of S=(t) 
in the integrands are &-integrable since 4 is essentially bounded. The result 
follows by Corollary 3. 
THEOREM 5. lim,,,, &(a) = f?(a) exists for all 01. 
PROOF. &(a) is a uniformly bounded cauchy sequence for every iy, since 
$(a) = .?m+p(~) - &(a), and p is arbitrary. 
THEOREM 6. .?(a), dejked as in Theorem 5, satisjies the integral equation 
At+(a) = s:, (1 - t) P (&) C(t) dt + 1’ tE (4) /S(t) dt. (20) 
PROOF. Interchange of limit and integral in (19) is permissible by 
Lebesgue’s dominated convergence theorem. 
LEMMA 4. If4 is continuous on [0, 13, then F(cx) is continuous on (0, 1). 
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PROOF. A change of variable in (20) gives 
AC(a) = a” I1 tf3qt) 4 (4) dt + (1 - a)” j:- t-3i(t) c$ (9) dt 
Y \ 
and the right-hand side of this equation is continuous. 
If #J is N-times differentiable, then by using the standard results on differ- 
entiation under the integral sign, one can show that ~?(a) is also N-times 
differentiable. It follows that ~(a) can be found by transforming (20) into a 
differential equation. 
REMARK. Exactly the same methods (from Lemma 2 onwards) will give 
corresponding results for the sequence fn(ol). 
REMARK. By a tedious calculation involving integral estimates, somewhat 
similar to the proof of Lemma 2, it can be shown that if $ is continuous, then 
the convergence of ~?~,(a) to C(CY) is uniform on [0, 11. Under the same assump- 
tion, every &(a), and hence I, is continuous on [0, 11. 
5. RECTANGULAR DISTRIBUTION 
As an example, we consider briefly the case 4(t) = 1. It is easily checked 
that h = 8 , and hence that 
+ t?(a) = 2 1’ t-3F(t) dt + (1 - CY)” ,I- t-“c(t) dt 
for 0 < OL < 1. By differentiating twice, we obtain 
241 - CY) f?“(CX) + (1 - 24 C’(a) + 2+) = 0. 
This has two linearly independent solutions only, given by 
Z(a) = K&(1 - c#:a t k,(l - 24, 
where k, and k, are constants. Since Z(a) is nonnegative and symmetric, K, 
must be zero. Since 
1 
1 
k-(a) dor = 
- ” 
4 = S/m, and so 
1, 
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or 
* 2 44 - 7 T ( 1 .a [a(1 - cxy, O<(Y<l. 
It is of interest to compute the variance Do for this case. It is easy to 
show by induction on n that 
Hence, 
fn(a) = 3-” + 6[2-” - 37 cy(1 - a). 
v,(a) =fn(a) - [e,(c# - 6a 9 . 
THE COMPLETE PROOF OF THEOREM 2 
PROOF. The theorem is trivial if k = 0. If k = 1, then, using the defini- 
tions and (4), 
and 
ffl(S, q = 1 -F(t) + F(s), 
G&, t) = lim F(& , s, t, snm) WY, > ~,-d 
= F(0, s, t, 1) = 1 -F(t) +F(s). 
Assume the induction hypothesis that for some integer K > 0, 
Gk(s, t) = II&, t) and G/c+&, 0 = S+&, t)- 
We prove under this assumption, first that 
G+&, 0 = 1; c, r<, Z) dF(x) + ,: c, (+, +) dF(x) 
and second that G*+a(s, t) = Hk+s(s, t). 
G,l(S9 0 = ]J, Gz+d& d dF(& s, 6 d 
= 
J-I f&+1(& rl) dF(~~ s> t, d R 
Now, 
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+ ,~_,s~_,r:_, Hk (;, g dF(C, s, 4 71) dF(4 
-8 1 
= JI 
(S-r)l(l-Z) 
Kc(u, 4 
0 s v=b-d/(1-x) u=o 
x dF(x + u - ux, s, t, x + z, - wx) dF(x) 
+ 1',1:':01:_,,., 
H,(u, w) dF(ux, s, t, VX) dF(x) 
81 
= 
ss s 
(a-s)/(l-2) 
H,(u, 4 
0 u=(t-2)/(1-z) u=o 
XdF u,zv=1 i 
s-x t-x 
v dF(x) 1 
H&, v) dF (u, ; , $ , v) dF(x) 
by (1) and (3, 
1 ( s G s-x t-x = -0 -) dW + j.1 C, ($ , $) dF(x). 1-x’l--x 
To complete the proof, we have, by Lemma 1, 
Gk+&, t) - C,+,(s, 0 = &+I(s, t> + %+ds, t) 
I 
s 
=- H,+,(t, t> dF(t, s> t, t> 
5-o 
+ s’ f&c+&, d dF(s> s> t> d 
v-t 
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By a change of variable in each integral, and by a change in order of integra- 
tion, the right-hand side becomes 
I 
t 
I 
(W-rs-t+s)/(l-t) 
- G&G 4 
v=(t-S)l(l-5) rt=o 
>-q 
t-v+u--ut 
1 -Cl , s, t, t) dF (Ef) 
+ j; B, (+ , +j dF(xl 
which reduces by the first part of the theorem to 
J’: ( G+, F, z) dF(x) + j-l G,,, (I , ;) W.4 - C,+ds, t) t 
= H,+& t) - G.+1(s, f). 
Hence, GWe(s, t) = H&+o(~, t) for 0 < s < t < 1, as claimed. 
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The functions Hk(s, t) and Gp(s, t) are all non-negative and hence abso- 
lutely integrable over 0 < s < 01, OL < t < 1, by induction on K. This justifies 
the changes of order in integration. Finally, the particular cases 
O<s=t<1,O=s=t,s=t=1,O=s<t~l,andO<s<t=1, 
can all be verified directly, so that (6) is true for all s and t satisfying 
0 < s < t < 1. This completes the proof. 
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