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Abstract
Chapter One, A Forecast Rationality Test that Allows for Loss Function
Asymmetries, proposes a new forecast rationality test that allows for asym-
metric preferences without assuming any particular functional form for the
forecaster’s loss function. The construction of the test is based on the simple
idea that under rationality, asymmetric preferences imply that the conditional
bias of the forecast error is zero. The null hypothesis of forecast rationality
under asymmetric loss (i.e. no conditional bias) is tested by constructing a
Bierens [1982, 1990] conditional moment type test.
Chapter Two, Global Identification Failure in DSGE Models and its
Impact on Forecasting, considers the identification problem in DSGE models
and its transfer to other objects of interest such as point forecasts. The re-
sults document that when observationally equivalent parameter points belong
to the same model structure, the implied point forecasts are the same under
both correct specification and misspecification. However, when analyzing the
identification problem permitting models with different structures (e.g. dif-
ferent policy rules that produce sets of data dynamics that are quantitatively
similar), the paper shows that indistinguishable parameter estimates can lead
to distinct predictions.
Chapter Three, Identification Robust Predictive Ability Testing, consid-
ers the predictive accuracy evaluation of models that are strongly identified
in some part of the parameter space but non-identified or weakly identified in
another part of the parameter space. The paper shows that when comparing
the predictive ability of models that might be affected by identification defi-
ciencies, the null distribution of out-of-sample predictive ability tests is not
well approximated by the standard normal distribution. As a result, employ-
ing a standard (strong) identification critical value might lead to misleading
inference. We propose methods to make the out-of-sample predictive ability
tests robust to identification loss.
xi
Chapter 1
A Forecast Rationality Test that
Allows for Loss Function
Asymmetries
1.1 Introduction
The choice of loss function is an important problem in the forecast assessment
literature as it has a direct effect on the results of forecast optimality tests.
Traditionally, empirical studies have based their forecast evaluation framework
on the assumption of a symmetric loss, which implies that positive and negative
forecast errors are equally weighted by the forecaster. Among the symmetric
loss functions, the one that is the most frequently used is the mean squared
error loss, under which forecast efficiency has been studied by testing whether
the forecast errors have zero mean or whether they are uncorrelated with the
available information at the time the forecast was made. A common practice
for testing forecast unbiasedness, for example, is to rely on early works such as
1
Theil [1958], Mincer and Zarnowitz [1969] and construct a regression of realized
values on a constant and the forecast, testing whether the implied coefficients
are zero and one respectively. Nevertheless, the assumption of a symmetric loss
can be difficult to justify sometimes and often it is not plausible. For example,
at a macroeconomic level, central banks can be averse to bad outcomes such as
lower than expected real output growth and higher than expected inflation and
hence they incorporate this loss aversion into their forecasts. At the level of
individual firms, the cost of under-predicting demand, which results in loss of
sales, should not necessarily be the same as the cost of over-predicting demand,
which means additional storage costs.
Given that symmetric loss functions such as the mean squared error or
mean absolute error may not be flexible enough to capture the loss structures
that forecasters face, another line of the literature (see e.g. Christoffersen and
Diebold [1997], Elliott et al. [2005, 2008] (EKT hereafter), Patton and Tim-
mermann [2007a], Patton and Timmermann [2007b], Komunjer and Owyang
[2012]), argues that an asymmetric loss function that weights differently pos-
itive and negative forecast errors could be more representative for the fore-
caster’s intentions. However, under an asymmetric loss, standard properties
of optimal forecast are no longer valid and the traditional forecast rationality
tests could be misleading, not being able to distinguish whether the forecast-
ers use inefficiently their information, or whether the underlying loss function
is just asymmetric. Thus, rejections of rationality in the standard rationality
evaluation literature may largely be caused by the assumption of a squared
loss function. Consequently, this strand of the literature points to the need to
develop testing procedures that are robust to a broader class of loss functions.
Important progress has been made in this direction. Patton and Tim-
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mermann [2007a], established properties of optimal forecasts valid under the
Linex loss function 1 and a popular nonlinear DGP - the regime switching
model of Hamilton [1989]. Patton and Timmermann [2007b] propose tests for
forecast optimality that do not require the knowledge of the specific loss func-
tion, but some testable restrictions have to be imposed on the DGP. Another
framework that is flexible regarding the forecaster’s loss function is the one
in Elliott et al. [2005, 2008]. They provide a GMM-based forecast optimality
testing framework based on a general class of loss functions that allows for a
parametrization of the asymmetry in the loss and includes the quadratic loss as
a special case. As a by-product of the test, an estimate of the asymmetry pa-
rameter of the loss function is obtained. Komunjer and Owyang [2012] extend
the framework of EKT to a new family of multivariate loss, which by construc-
tion does not impose independence across variables in the loss function. The
framework allows for asymmetries in the forecaster’s loss and permits testing
the rationality of a vector of forecasts. More recently, the importance of eval-
uating forecasts under the loss function that is consistent for the functional
of interest (mean, quantile, distribution) has been brought into attention (see
Gneiting [2011], Patton [2014]). For example, if the functional of interest that
is forecasted is the mean, the forecasts should be evaluated under the gen-
eral class of Bregman loss functions (Bregman [1967]). Interestingly, under
an asymmetric loss function that belongs to the Bregman class, the optimal
forecast for the mean should not necessarily be biased (see Patton [2014]).
This paper contributes to the literature of forecast assessment under
asymmetric loss. We establish a testable property for forecast rationality that
1The Linex loss function is chosen because it is a popular way to represent asymmetric
preferences.
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holds when the forecaster’s loss function is unknown but it is assumed to be
asymmetric, the framework being also able to accommodate the particular case
when the loss is unknown but symmetric. Our paper is most closely related
to Elliott et al. [2005, 2008]. Unlike Elliott et al. [2005, 2008], our approach
accounts for the possibility of asymmetry, without restricting the forecaster’s
loss to any particular parametric form. The attractiveness of our approach
from a practical point of view, is that it can be applied even if the forecast
user does not have any information regarding the shape of the forecaster’s loss
function. Furthermore, we should note that in the construction of our test
statistic, we require neither the knowledge of the underlying loss function nor
the knowledge of the forecasting model used by the forecaster. The forecast
errors required to compute the test could have been generated by a parametric,
nonparametric, semiparametric, or no model at all. The construction of the
proposed test is drawn on the conditional moment tests of Bierens [1982, 1990],
De Jong [1996], Corradi and Swanson [2002], Corradi et al. [2009].
Section 1.2 provides a brief review of a commonly used framework for
testing forecast rationality under asymmetry and points out some of its limi-
tations. In Section 1.3 we establish a testable property for forecast rationality
under asymmetric loss and outline our proposed test. In Section 1.4 we present
the advantages of our framework by studying the finite sample properties of our
test under a nonlinear DGP, and emphasizing the effect of a misspecified loss
in the framework of EKT. Section 1.5 presents an empirical illustration using
data from the Survey of Professional Forecasters (SPF). Concluding remarks
are provided in Section 2.5. The main simulation and empirical findings are
presented in Appendix A1. Appendix A2 contains additional empirical results
that support our findings.
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1.2 Testing Forecast Rationality under Asym-
metric Loss: the EKT Framework
Elliott et al. [2005, 2008], address the issue of allowing for asymmetric prefer-
ences when testing forecast optimality. The forecast rationality test that they
propose is based on a pre-specified class of loss functions that has the following
parametric functional form:
L1 (t+1; p, α) = [α + (1− 2α) · 1(t+1 < 0)] · |t+1|p (1.1)
This function depends on the forecast error t+1 and the shape parameters
p ∈ N∗ and α ∈ (0, 1).
The parameter α describes the degree of asymmetry in the forecaster’s
loss function. This parameter is of important economic interest as it provides
information about the forecaster’s objectives that can be useful for forecast
users. For values of α less than one half the forecaster gives higher weights
on negative forecast errors than on positive ones of the same magnitude, or
in other words over-prediction is more costly than under-prediction. Values
greater than one half indicate a higher cost associated with positive forecast
errors, or that under-prediction is more costly than over-prediction. In the
symmetric case, α equals one half, in which case the costs associated with
positive and negative forecast errors are equally weighted. The relative cost
of a forecast error can be estimated as αˆ/1− αˆ. For example, if the estimated
value of α is 0.75, positive forecast errors obtained by under-forecasting are
three times more costly then negative ones obtained by over-forecasting (see
e.g. Capistra´n [2008]).
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Special cases of L1 include the absolute deviation loss function
L1(t+1; 1, 1/2) the squared error loss function L1(t+1; 2, 1/2) and their asym-
metrical counterparts obtained when α 6= 1/2 - the lin-lin loss L1(t+1; 1, α)
and the quad-quad loss L1(t+1; 2, α). Thus, while this class of loss functions
allows for asymmetric preferences, it also nests the popular symmetric loss
functions widely used in empirical studies.
A sequence of forecasts is said to be optimal under a particular loss
function if the forecast minimizes the expected value of the loss, conditional
on the information set of the forecaster. Elliott et al. [2005, 2008], exploit
the idea that optimal forecasts must satisfy the first order condition of the
forecaster’s optimization problem, and construct a forecast rationality test
based on the following moment conditions:
E(Wt(1(
∗
t+1 ≤ 0)− α0)|∗t+1|p0−1| = 0 (1.2)
where ∗t+1 = yt+1 − f ∗t+1 is the optimal forecast error, the difference between
the realization of some target variable Yt+1 and the optimal forecast, p0 and
α0, are the unknown true values of p and α, and Wt is the information set of
the forecaster.
Using the moment conditions in (1.2), first a GMM estimator for the
asymmetry parameter α is obtained. Then, whether the moment conditions in
(1.2) associated with the first order condition of the forecaster’s optimization
hold (i.e. the null hypothesis of forecast rationality), is tested by constructing
6
a test for overidentification:
J =
1
T
[
T+τ−1∑
t=τ
vt[1(eˆt+1 < 0)− αˆT ]|eˆt+1|p0−1]′Sˆ−1
[
T+τ−1∑
t=τ
vt[1(eˆt+1 < 0)− αˆT ]|eˆt+1|p0−1]
(1.3)
The test is asymptotically distributed as a χ2 with d − 1 degrees of freedom,
with d the size of the vector of instruments Vt, and rejects for large values.
In (1.3), eˆt+1 is the observed forecast error, τ is the estimation sample size
(in-sample size), T is the number of forecasts available (out-of-sample size), vt
are the observations of the vector of instruments Vt, αˆT is a linear instrumental
variable estimator of the true value α0,
αˆT ≡
[ 1
T
∑T+τ−1
t=τ vt|eˆt+1|p0−1]′Sˆ−1[ 1T
∑T+τ−1
t=τ vt1(eˆt+1 < 0)|eˆt+1|p0−1]
[ 1
T
∑T+τ−1
t=τ vt|eˆt+1|p0−1]′Sˆ−1[ 1T
∑T+τ−1
t=τ vt|eˆt+1|p0−1]
(1.4)
and Sˆ, defined as Sˆ(α¯T ) ≡ 1T
∑T+τ−1
t=τ vtv
′
t(1(eˆt+1 < 0) − α¯T )2|eˆt+1|2p0−2, is a
consistent estimate of a positive definite weighting matrix S, depending on
α¯T , a consistent initial estimate for α0.
While this approach takes into account asymmetric preferences and al-
lows for a great flexibility regarding the loss function, it relies on a couple
of assumptions. First, it maintains the assumption that the loss function be-
longs to the parametric form given in (1.1). This particular functional form
is substituted in the forecaster’s minimization problem and then the moment
conditions in (1.2) are obtained accordingly. The problem is that if the fore-
caster’s true loss function does not belong to this parametrization, the test
could lead to misleading inferences. Our analysis will show this in section 1.4.
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Second, the method is based on the assumption that the forecasts were
generated using a linear model of the type: ft+1 = θ
′Wt, where θ is a k-vector
of parameters in a compact set Θ ⊂ Rk, and thus, the observed forecast error
is: eˆt+1 = yt+1−θˆ′Wt. In this framework, failure to reject the null hypothesis of
rationality, means an absence of linear correlation between the information set
of the forecaster and the forecast error. Hence, possible nonlinear dependencies
are not necessarily detected. The forecast error could be uncorrelated with Wt
but correlated with a nonlinear function of Wt. Moreover, the error could be
correlated with some variables not even included in Wt. In order to apply this
approach in the case of a nonlinear forecasting rule, ft+1 = f(θ,Wt), Wt in
(1.2) would have to be replaced with the gradient of f with respect to the
parameter θ evaluated at (θ∗,Wt). However, the forecasting model f , its true
parameters θ∗ and Wt are usually not known by the forecast user.
1.3 Forecast Rationality Tests under Unknown
Functional Form of the Loss
In this section, we propose a testable property for forecast rationality under
asymmetric loss and outline a forecast rationality test that can be used when
the forecast evaluator wishes to test for forecast optimality suspecting that
the forecasters give different weights to positive and negative forecast errors.
The proposed test is not based on the assumption of a particular parametric
form for the loss function, the asymmetric preferences being captured in a non-
parametric way. This constitutes an important feature of the test, as the true
loss function used in the construction of the forecasts is not known in forecast
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evaluation. Another attribute of the test is that it detects possible nonlinear
dependencies between the forecast error and the forecaster’s information set,
therefore it allows for a nonlinear forecasting rule.
To this end, consider first the following null hypothesis
H0 : E(t+1|Wt) = 0 (1.5)
against the alternative
H1 : E(t+1|Wt) 6= 0
where t+1 is the forecast error and Wt contains all publicly available
information relevant to predict a variable Yt+1 at time t. If the null in 1.5
is true, it means rationality and unbiasedness of the forecast error, as the
forecast error follows a martingale difference sequence (m.d.s.) with respect
to the information set of the forecaster.
Define now
H0 : E(t+1|Wt) = E(t+1) (1.6)
against
H1 : E(t+1|Wt) 6= E(t+1)
The null in (1.6) implies that the conditional expectation of the fore-
cast error equals the unconditional expectation and thus the forecast error is
independent of any function which is measurable in terms of the information
set available at time t. In other words, there is no issue of inefficient use of
the available information and thus the forecasts are rational. Now, if (1.6)
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is true and E(t+1|Wt) 6= 0 the forecast errors are not only rational but also
biased. Thus, (1.6), under the assumption that E(t+1|Wt) 6= 0, constitutes a
null hypothesis for testing forecast rationality under asymmetric loss.
The null given in (1.6) can be now restated as follows: H0 : E(t+1|Wt)−
E(t+1) = 0 ⇔ H0 : E(t+1|Wt) − E[E(t+1)|Wt] = 0 ⇔ H0 : E[t+1|Wt −
E(t+1|Wt)] = 0 ⇔
H0 : E[(t+1 − E(t+1))|Wt] = 0 (1.7)
The alternative of the new form of the null hypothesis can be written as:
H1 : Pr [E[(t+1 − E(t+1))|Wt] = 0] < 1
From the new form of the null hypothesis given in (1.7), it can be seen that test-
ing for forecast rationality under asymmetric loss, reduces to testing whether
the quantity E[(t+1 − E(t+1))|Wt], i.e. the conditional bias of the forecast
error, is zero.
We are now able to construct a Bierens [1982, 1990] type test for the
null given in (1.7).
To this end, we apply to our context the test statistic suggested by
De Jong [1996] which generalizes the consistent model specification test pro-
posed by Bierens [1990], to the case of data dependence. Thus, we define:
MT = supγ∈Γ|mT (γ)| (1.8)
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where:
mT (γ) =
1√
T
T−1∑
t=0
(eˆt+1 − e)w
(
t−1∑
j=0
γ′jΦ(Wt−j)
)
(1.9)
Exploiting the equivalence E[(t+1 − E(t+1))|Wt] = 0 ⇔ E[(t+1 −
E(t+1))w(γ
′,Wt)] = 0, consistent model specification tests are based on the
discrepancy of the sample analog of E[(t+1 − E(t+1))w(γ′,Wt)] to zero. In
(1.9), eˆt+1 is the observed one-step ahead forecast error obtained as the differ-
ence between the actual realization and the forecasted value from the forecast
producer, eˆt+1 = yt+1 − fˆt+1. The mean e is defined as e = 1T
∑T−1
t=0 eˆt+1, and
T is the number of observed forecast errors. Our discussion focuses on eˆt+1,
but the results generalize to eˆt+h, where h > 1 is the forecast horizon.
The function w(γ′,Wt) is a generically comprehensive function, a non-
linear transformation of the conditioning variables. Commonly used functions
in the literature for w are: w(γ′,Wt) = exp(
∑k
i=1 γiΦ(Wi,t)), or w(γ
′,Wt) =
1/(1 + exp(c −∑ki=1 γiΦ(Wi,t))), where c is a constant, c 6= 0, and Φ is a
measurable one-to-one mapping from R to a bounded subset of R, it can be
chosen the arctangent function, for example. The choice of the exponential
in the weight function w is not crucial. Stinchcombe and White [1998] show
that any function that admits an infinite series approximation on compact sets
with non-zero series coefficients can be used to obtain a consistent test. The
weights, γj, attached to observations decrease over time.
The following remarks are worth making at this point.
Remark 1. In the particular case in which forecast efficiency is tested under
a symmetric loss function, one can test H0 : E(t+1|Wt) = 0, which if it is true
it means that the forecast error is unbiased and follows a m.d.s. with respect
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to the information set used by the forecaster. The test statistic thus becomes:
MT = supγ∈Γ|mT (γ)|, with mT (γ) = 1√T
∑T−1
t=0 eˆt+1 w
(∑t−1
j=0 γ
′
jΦ(Wt−j)
)
.
Remark 2. Suppose now that the true loss function is asymmetric and one
uses MT = supγ∈Γ|mT (γ)|, with mT (γ) = 1√T
∑T−1
t=0 eˆt+1w
(∑t−1
j=0 γ
′
jΦ(Wt−j)
)
to test for forecast rationality, then this form of the test might falsely reject
rationality as it is based on the assumption of a symmetric loss.
The proposed test statistic has a limiting distribution that is a func-
tional of a Gaussian process (see e.g. Corradi et al. [2009]). Under H0,
MT
d→ supγ∈Γ |mT (γ)|, where m(γ) is a zero mean Gaussian process. Un-
der H1, there exist an  > 0, such that: Pr
(
1√
T
MT > 
)
→ 1. The proof
follows from the empirical process CLT of Andrews [1991], for heterogeneous
near-epoch dependent (i.e. functions of mixing processes) arrays. The limiting
distribution of the statistic, MT is the supremum over a Gaussian process and
hence standard critical values are not available. Also, note that MT is not
pivotal because the limiting distribution depends on the nuisance parameter
γ ∈ Γ. The test has power against generic nonlinear alternatives, but the
critical values have to be computed by bootstrap. In the Monte Carlo study
and the empirical part of the paper, the block bootstrap is employed to obtain
the critical values for the test. In the block bootstrap, eˆt+1 and the data are
jointly resampled in order to preserve the correct temporal behavior and to
mimic the original statistic.
1.4 Monte Carlo Evidence
Our Monte Carlo study consists of two parts. First, we emphasise the impor-
tance of the choice of the loss function in forecast evaluation. To this end, we
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illustrate the effect that a misspecified loss function can have in the forecast
evaluation framework of EKT. Then, we compare the empirical power of our
proposed test with that of the J-test, in the presence of nonlinear dependen-
cies between the sequence of forecast errors and the information set available
at the time the forecast is made.
1.4.1 The Effect of a Misspecified Loss Function in Fore-
cast Evaluation
We illustrate the loss function sensitivity of the EKT framework, by construct-
ing a Monte Carlo exercise where the forecaster’s true loss function does not
belong to the class of loss functions on which the test is based on. Nevertheless,
the forecast evaluation is done under the particular class of loss introduced in
EKT. To highlight the effect of a misspecified loss function, we examine the
behavior of the estimator αˆ and study the properties of the J-test.
We assume that the variable of interest is generated by a simple AR(1)
process:
Xt = b+ cXt−1 + t
where the errors are serially uncorrelated, t ∼ N (0, 0.5), and the parameters
are set to b = 0.9 and c = 0.7. We generate random samples of size T =
R + P − 1, after discarding the first 100 observations to remove initial values
effects. Using a rolling window of size R, the forecaster constructs P one
period ahead forecasts by minimizing the expected value of the loss function,
L1, assumed to be of the form given in (1.1). The observed one period ahead
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forecast is thus fˆt+1,t = bˆ+ cˆXt where bˆ and cˆ are obtained by minimizing L1:
(bˆ, cˆ) = arg min R−1
R∑
t=1
L1 (α0, Xt+1 − b− cXt) (1.10)
where α0 is the true value of the forecaster’s loss function asymmetry param-
eter. The sequence of the observed forecast errors is then computed as:
{eˆt+1}Tt=R = {Xt+1 − bˆ− cˆXt}Tt=R
We perform 1000 Monte Carlo simulations for different choices of R, P and α0.
The instrument set in this section includes a constant and the lagged forecast
errors.
Table A.1 reports the average α0 estimates for various sample sizes and
various values of the true asymmetry parameter. As expected, the estimator
performs overall well when the loss function is correctly specified, the esti-
mated values being close to the true values. Table A.2 reports the empirical
rejections probabilities for the J-test. Under a correctly specified loss, size is
well controlled. There are some size distortions in cases when the in-sample
size is smaller or equal to the out-of-sample size, indicating the importance of
controlling the relative sizes of R and P .
Now, we examine the implications of falsely assuming that the fore-
caster’s true loss function belongs to (1.1). We reconstruct our Monte Carlo
exercise assuming now that the forecaster’s true loss function is the Linex loss
(see Varian [1975], Zellner [1986]), an asymmetric loss that involves both linear
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and exponential terms and it is defined as:
L2(t+1; a) = exp(a · t+1)− a · t+1 − 1 (1.11)
This time, the forecast evaluation is done inaccurately under the loss function
given in (1.1). In this case, bˆ and cˆ are obtained as:
(bˆ, cˆ) = arg min R−1
R∑
t=1
L2 (a0, Xt+1 − b− cXt)
where a0 is the true value of the Linex loss function’s asymmetry parameter.
Table A.3 reports the average GMM estimates of α for different sample
sizes and different values of the Linex loss function’s true asymmetry param-
eter. The average estimates present large variations across different values of
the true loss function’s asymmetry parameter, and they are far from the true
values. The results given in Table A.4 indicate the size distortions of the J-test
obtained when the forecast evaluation is done under a misspecified loss func-
tion. The J-test tends to over reject the null of rationality, the size distortions
being larger for larger values (in absolute value) of the Linex loss function’s
asymmetry parameter. The size distortions seems to be smaller though in
cases where the Linex loss function’s parameter is closer to the origin.
In order to better understand when the J-test suffers from size distor-
tions, figures A.1 to A.6, plot the EKT and the Linex loss functions on the
same graph with different parametrizations. Take for example Figure A.1.
Here, the Linex loss function’s parameter, a, is fixed to 1 while the EKT loss
function’s parameters are p = 2 and α = 0.65 - the incorrectly estimated value
for α obtained in Table A.3, when the Linex loss true parameter, a0, was 1.
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Under these parametrizations, the two loss functions overlap on a notably large
region and the rejection frequencies for the J-test, under a misspecified loss
function, (as obtained in Table A.4), are not that far from the nominal level of
5%. Figure A.3, shows a case when the two functions have only a very small
overlapping region at the origin. In this graph, a = 3, p = 2 and α = 0.86.
When the common region of the two functions is small, the J-test does not
control size well and leads to over rejections of the null of rationality.
1.4.2 Empirical Size and Power Comparison
In the second Monte Carlo setup, we consider the following data generating
process:
Yt = θ
′Wt + δg(φ′Wt) + Ut (1.12)
where θ′ = (θ1, θ2), φ′ = (φ1, φ2) and Wt = (W1t,W2t)′. We set the fol-
lowing expressions for the nonlinear function g, g(x) = x2, g(x) = exp(x),
g(x) = arctan(x). Different parametrization are set for δ, the parameter
that quantifies the size of the nonlinearity, as indicated in Table A.5. The
parameters governing the process, θ and φ, are fixed to (θ1, θ2) = (0.5, 0.5),
(φ1, φ2) = (0.7, 0.8). In this section, the instrument set is a constant and Zt
- which is generated such that it is correlated with W1t,W2t but uncorrelated
with Ut. In order to ensure this, we generate W1t,W2t, Zt, Ut from a multivari-
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ate normal distribution:

W1t
W2t
Zt
Ut

∼ N(0,Σ)
where Σ is the variance-covariance matrix set to:
Σ =

2 0.1 0.8 0.2
0.1 2 1 0.1
0.8 1 2 0
0.2 0.1 0 0.8

We generate a sample of size T = 500 for Yt according to the data
generating process given in 1.12. We assume the forecaster uses the first
R = 0.6× T observations to estimate the parameters of a linear model:
Yt = θ1W1t + θ2W2t + Ut
The sequence of one-step ahead forecasts, Yˆt+1 = θˆ1W1t + θˆ2W2t, and the
observed one-step ahead forecast errors eˆt+1 are obtained using a recursive
scheme. Given that a linear forecasting model was used to generate the forecast
errors even though the data was generated by a nonlinear process, we ensure
that the resulting forecast error is correlated with some nonlinear function of
Wt. This means that whenever δ 6= 0, we can study the empirical power of
the tests, while when we set δ to 0, we obtain the empirical sizes. We perform
1000 Monte Carlo simulations for both statistics. In addition, for each Monte
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Carlo simulation we perform 100 bootstrap simulations in order to obtain the
critical values for the MT statistic.
Table A.5 reports the rejection frequencies at a 10% significance level
for different nonlinear functions, g(x), and for different parametrization for
δ. When we set δ = 0, the forecast error is uncorrelated with the available
information and both tests have an empirical size close to the nominal size of
10%. In all the other cases characterized by a nonlinear relationship between
the forecast error and the information set, the MT test outperforms the J-test.
1.5 Empirical Illustration
In this section, we perform an empirical comparison of the MT and J tests
using data from the Survey of Professional Forecasters (SPF) maintained by
the Federal Reserve Bank of Philadelphia. In this data set, survey participants
provide point forecasts for macroeconomic variables in quarterly surveys. As
the objective of the forecaster is unknown, it is not sure that the forecaster
simply minimizes a quadratic loss function and reports the conditional mean.
Thus, when evaluating these forecasts, it is reasonable not to impose too much
structure on the unknown loss function. Nevertheless, the reported forecasts
should indeed reflect the underlying loss function.
The following series were selected for this empirical application: quar-
terly growth rates for real GNP/GDP (1968:4-2012:4),2 the price index for
GNP/GDP (1968:4-2012:4), and the quarterly growth rates for consumption
(1981:3-2012:4).3 The growth rates are calculated as the difference in natural
logs. For robustness, we perform our analysis on median, mean and range
2The SPF provides data on GNP before 1992 and on GDP after 1992.
3Labeled as Real Personal Consumption Expenditures in the SPF data set.
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forecasts. Results on the median mean and range forecasts are provided in
Appendix A.
In the computation of the two statistics, we considered the one-step
ahead forecast error obtained as the difference between the actual and the one-
step ahead forecasted value. The point forecast data set of the SPF provides
data on the year, the quarter, the most recent value known to the forecasters,
the value for the current quarter (which is usually forecasted) and then fore-
casts for the next four quarters. To compute the one-step ahead forecasted
growth rates, we used values corresponding to the current quarter and the
most recent known value. For the actual values, the SPF provides a real-time
data set. In order to compute the actual growth rates we used the first release.
For the instruments of the J-test and the information set used in the
computation of the MT test, we considered the following six cases: Case 1 -
constant and lagged errors, Case 2 - constant and absolute lagged errors, Case
3 - constant and lagged change in actual values, Case 4 - constant and lagged
change in forecasts, Case 5 - constant, lagged errors and lagged change in
actual values, Case 6 - constant, lagged errors, lagged change in actual values
and lagged change in forecasts.
In the construction of the MT statistic we adopt commonly used settings
in the literature. We chose the exponential function for w and the arctangent
function for Φ. Also, we set γj ≡ γ(j + 1)−2, where γ ∈ [0, 3] when γ is
unidimensional - as it is for Case 1. When γ is multidimensional, we have for
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example for Case 5:
γ =

γ1
γ2
γ3
 ∈ [0, 3]× [0, 3]× [0, 3]
and the test statistic is computed as the supremum of the absolute value of:
mT (γ) =
1√
T
T−1∑
t=0
(eˆt+1 − e) exp
[
t−1∑
j=0
(γ1(j + 1)
−2 tan−1(Z1,t−j)
+ γ2(j + 1)
−2 tan−1(Z2,t−j) + γ3(j + 1)−2 tan−1(Z3,t−j))]
(1.13)
where Z1 is a vector of ones, Z2 contains the lagged errors and Z3 the lagged
change in actual values. The critical values for the MT test, are computed
using the block bootstrap with blocks of length 5 and an overlap length of
2. Given the small sample sizes, we derive our conclusions based on the 10%
bootstrap critical values.
Table A.6 reports the results obtained for the J-test based on the
median forecasts. The estimates of the asymmetry parameter for the real
GNP/GDP take values slightly less than 0.5, while for the price index the
estimates take values slightly higher than 0.5. However, when performing a t-
test that tests H0 : α = 0.5, the null of symmetric preferences, in the context of
the EKT class of loss, cannot be rejected for GNP/GDP and the price index.
Interestingly, this null hypothesis is rejected for consumption - variable for
which forecasters tend to under-predict. At the 10% level, the J-test does not
reject the composite null hypothesis that the loss belongs to the family of loss
functions defined in EKT and that the forecasts are rational for GDP/GNP
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and the price index. However, it does reject for most instrument set cases of
consumption - specifically for Cases 1, 3, 5 and 6.
Analyzing now Table A.7, where our suggested nonlinear test is com-
puted, we notice that for the real GNP/GDP, our test results are in conformity
with the J- test’s results - forecast rationality is not rejected for this variable.
We obtain however contrasting results that reveal interesting insights for the
price index and consumption. Unlike the J-test, the MT test rejects forecast
rationality for the price index, which suggests that in the case of inflation, the
forecast error depends in a nonlinear fashion on the information set used to
produce the forecasts and the J-test is not able to detect these nonlinear de-
pendencies. For consumption, our test does not reject rationality, even though
the J-test rejects the null. This might be an indication that the true loss
function used to generate the forecasts for consumption was from a different
family of loss than the one the J-test is based on, and consequently the J-test
cannot distinguish whether the forecasters use inefficiently their information
or whether the underlying loss function does not belong to the pre-specified
loss, and therefore it rejects the null.
The empirical results on the mean and the range responses confirm our
results on median forecasts. The results on these two series are included in
Appendix A.
1.6 Conclusion
In this paper, we propose a new forecast rationality test that allows for asym-
metric preferences, without assuming a particular functional form for the fore-
caster’s loss function. The key idea in the construction of our test is that fore-
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cast rationality under an asymmetric loss function implies a zero conditional
bias of the forecast error. Our framework is based on the classical literature
on consistent model specification tests in the spirit of Bierens [1982, 1990],
De Jong [1996]. The asymmetry in the loss function is captured in a nonpara-
metric way. The drawback of the latter is that in contrast to Elliott et al.
[2005, 2008], this approach cannot quantify the magnitude of the asymmetry
in the loss function, which can be of important economic interest.
Monte Carlo simulations illustrate the advantages of our approach. We
show that a commonly used test that accounts for the possibility of asymmetric
preferences is loss function sensitive and may lead to incorrect inference if the
loss function is misspecified, whereas our test can be used without requiring
the specification of a particular functional form for the loss. In addition,
simulations show that our proposed test has good finite sample properties
even when the forecasting rule is nonlinear.
Our empirical study highlights some differences in the results that we
obtain when applying the two forecast rationality tests to data from the Survey
of Professional Forecasters. The contradiction in the results reveal interesting
insights regarding the rationality of the SPF forecasts.
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Chapter 2
Global Identification Failure in
DSGE Models and its Impact
on Forecasting
2.1 Introduction
Dynamic stochastic general equilibrium (DSGE) models use a coherent the-
oretical framework to understand and explain macroeconomic fluctuations.
Important policies are routinely produced based on the estimates of DSGE
parameters. Before performing an empirical analysis with a particular model,
it is essential however that the model be checked for identifiability. Assessing
the identifiability of DSGE models is important for both econometric rigour
as well as for delivering reliable policy recommendations. On the one hand,
a parameter that is not identifiable cannot be consistently estimated. Identi-
fication issues can lead to misleading estimation and inference. On the other
hand, as the policy implications of observationally equivalent parameter points
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can be distinct, the reliability of policy recommendations depends upon the
primitive assumption of identifiability.
Although the validity of statistical inference in DSGE models has been
questioned due to identification deficiencies (see for e.g. Beyer and Farmer
[2004], Canova and Sala [2009]), there are relatively few papers in the literature
that assess the impact of identification failure on different macroeconomic
outcomes 1. The purpose of this paper is to examine whether the fragility
of parameter estimates in DSGE models, resulted from lack of identification,
transfers to other objects of interest such as point forecasts. A few papers
in the literature analyzed the effect of identification loss on impulse response
functions (see for e.g. Morris [2014]), but to my knowledge no existing paper
examines the impact of identification failure on forecasting with DSGE models.
In this paper, we focus on global identification failure, as this particular
identification issue is of interest when giving policy recommendations based
on DSGE models. Other types of identification failures such as local and
weak identification, even though interesting from the point of view of the
econometric challenges that they imply, they are less relevant from a policy
perspective. We illustrate the results through the model of An and Schorfheide
[2007], a small scale DSGE model, representative for the models currently used
in monetary policy analysis at policy institutions. This particular model has
been chosen for the analysis motivated by the fact that the dimension of the
parameter space is not too large and thus, it permits the computation of the
numerical results in reasonable times.
As there are currently no available analytical results for global identifi-
cation in DSGE models, we proceed by assessing global identifiability numer-
1Such as impulse responses, forecasts, etc.
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ically. To this end, we construct a fine grid on the economically meaningful
parameter space, for the starting values used in the optimization of the objec-
tive function. Using these starting values, the aim is to find through a global
optimization algorithm, several distinct maximizing parameter values yielding
the same value for the likelihood. In searching for observationally equivalent
points, we treat two cases: optimizing the log-likelihood (frequentist approach)
and optimizing the log-posterior (Bayesian approach).
We show numerically that when the model is solved with linear approx-
imations, three parameters: the inverse elasticity of demand (ν), the price
stickiness (φ), and the steady state of government spending (1/g) fail to be
globally identified. In contrast, under nonlinear approximations, where second-
order accurate solutions to the DSGE model are obtained from a second order
expansion of the equilibrium conditions, these three parameters become glob-
ally identifiable. This sheds some light on a scarcely investigated issue in the
literature: the log-linearization error in DSGE identification. The reason why
in this particular model, quadratic approximations can identify the structural
parameters that are not identifiable under the log-linearized model is that ν
and φ become linearly independent in the nonlinear version of the Philips
curve, and g does appear in the nonlinear equilibrium equations, while it did
not enter the linear likelihood. These findings confirm the hypotheses made
in An and Schorfheide [2007], based on likelihood contour graphs.
Based on observationally equivalent parameter points obtained from the
grid search results, we perform several forecasting exercises: i) forecasting with
observationally equivalent parameter values from a correctly specified model,
ii) forecasting with observationally equivalent parameter values from misspeci-
fied models and iii) forecasting with observational equivalent parameter points
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arising from different model structures. The focus here is on the linear model
only, where there is evidence for global identification failure.
The results show that when observationally equivalent parameter es-
timates belong to the same model structure, they imply the same system
matrices, which result in the same point forecasts, under both correct and
misspecification. Thus, global identification failure does not impose issues
in constructing predictions from DSGE models, when identification is condi-
tional on the model structure, i.e. in a framework where there could exist
different parameter values within the same DSGE structure that lead to the
same dynamics of the observables. However, when the identification problem
is analyzed permitting different structures, (e.g. models with different policy
rules, different types of frictions or shock processes), two parameter points
that generate the same data dynamics can lead to distinct forecasts. This is
illustrated with observationally equivalent parameter estimates arising from
two model structures: one in which the monetary policy follows an interest
rate rule that reacts to current inflation, and another where the central bank
responds to expected inflation. The differences in the obtained forecasts can be
large. With a current inflation specification, the forecasted quarter-to-quarter
GDP growth rates are around -0.5% and the annualized quarter-to-quarter
inflation rates are around 2.8%, while with an expected inflation specification,
the quarter-to-quarter GDP growth rates are around 1.9% and the annualized
quarter-to-quarter inflation rates are around 5%.
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2.1.1 Related Literature
The paper is related to two main strands of literature. The first line con-
cerns the literature on DSGE identification - which is by now fast growing.
One of the first papers that draw attention to the identification problems in
these models was Canova and Sala [2009]. They suggest several diagnostic
procedures for identification based on graphical and simulation analyses.
A couple of papers made advances in providing formal conditions for
local identification. Iskrev [2010] obtains sufficient (but not necessary) con-
ditions for local identification based on the rank of the Jacobian matrix that
maps the deep parameters to first and second moments of the observables. His
approach is suitable when the DSGE model is estimated by likelihood based
methods. Komunjer and Ng [2011] establish rank and order conditions for
local identification from restrictions implied by equivalent spectral densities
for both singular 2 and non-singular models. Their established conditions are
independent of the data or the estimator used and can be verified prior to esti-
mation. Qu and Tkachenko [2012] obtain necessary and sufficient condition for
local identification formulated in the frequency domain. Related to nonlinear
DSGE models, Morris and Lee [2014] provide rank and order conditions for
local identification of parameters in nonlinear models.
Another stream of literature focuses on the issue of global identifica-
tion. Fukacˇ, Waggoner, and Zha [2007] study global identification in invertible
DSGE models, with solutions in a VAR form. Qu and Tkachenko [2013] in-
troduce a criterion based on the Kullback-Leibler distance between two DSGE
models computed in the frequency domain and shows that global identification
2Singularity occurs when there are fewer shocks than observables.
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fails if and only if the criterion equals zero when minimized over the relevant
region of the parameter space. They consider log-linearized DSGE models, and
treat both determinacy and indeterminacy 3 cases, the results being applica-
ble for singular and non-singular models. Basing their analysis on the time
domain, Kociecki and Kolasa [2014] obtain a necessary (order) condition for
global identification and develop an efficient algorithm that checks for global
identification by shrinking the space of admissible parameter values. The last
two approaches for checking global identification in DSGE models are (compu-
tationally intensive) numerical methods and the literature still lacks complete
formal analytical conditions for global identification. The above mentioned pa-
pers examine identification of the DSGE system as a whole. An earlier strand
of the literature raised questions about identification of particular equations in
a DSGE model such as the Philips curve: Mavroeidis [2005], Kleibergen and
Mavroeidis [2009] or the Taylor rule: Cochrane [2011]
Related to the problem of weak identification 4 in DSGE models, several
inference methods robust to weak identification have been proposed. These
methods are all based on the inversion of test statistics. Andrews and Miku-
sheva [2014] focus on testing and confidence set construction using two weak
identification-robust forms of the classical LM test. Working in the frequency
domain, Qu [2014] develops asymptotically valid confidence sets for the struc-
3Indeterminacy appears when the log-linearized models has multiple solutions. In this
case, the state-space representation is not uniquely determined by the model because the
variables that enter the state transitions equation as well as the matrices that appear in the
transition equation differ according to the solution of the model.
4When a DSGE model is weakly identified, the likelihood function is not completely flat,
but has very low curvature with respect to some parameters. Weak identification causes
statistics to be non-normally distributed even in large samples. Also, as illustrated in
Guerron-Quintana et al. [2013], the usual asymptotic equivalence results between Bayesian
and frequentist inference are no longer valid - the Bernstein-von Mises theorem does not
apply. As a result, under weak identification, the posterior mean of the posterior distribution
is not a consistent estimator.
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tural parameters and uniform confidence bands for the impulse response func-
tions. Dufour, Khalaf, and Kichian [2013] propose a limited information ap-
proach and suggest the inversion of moment based tests, the approach be-
ing applicable to DSGE models that have a finite order VAR representation.
Guerron-Quintana, Inoue, and Kilian [2013] construct confidence sets that re-
main asymptotically valid when the structural parameters are weakly identified
by inverting the likelihood ratio statistic and the Bayes factor. A test that
detects weak identification is proposed in Inoue and Rossi [2011]. They im-
plement their approach to test the null of identification against weak (or no)
identification of the structural parameters in a Taylor rule monetary policy
reaction function.
More recently, the literature started to exploit time variation in param-
eters as a source of identification. Magnusson and Mavroeidis [2014] show that
time variation in a subset of parameters can be used in the identification of
parameters that are stable overt time. Canova et al. [2015] illustrate that iden-
tification problems in DSGE models may arise as a result of misspecification
due to neglected parameter variation. In a related literature that focuses on
testing the correct specification of DSGE models, Komunjer and Zhu [2016],
highlight that the parameters (system matrices) of the DSGE’s state space
model representation are not identified, and construct a likelihood ratio test,
using classical testing theory, for the validity of the DSGE model, taking into
account this lack of identification.
The second main strand of literature this paper is related to, is the
literature on forecasting with DSGE models. These models have become by
now part of the set of models used for forecasting in central banks and policy
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institutions. The particular interest in forecasting with theoretically-grounded
DSGE models among policy institutions, is motivated by the fact that com-
pared to a-theoretical models (such as VARs, BVARs or DFM), DSGE models
have a high degree of theoretical coherence, they deliver a richer interpreta-
tion of the results, and can be used to construct predictions on the effects of
alternative policy scenarios.
The forecasting performance of DSGE models has been shown to be
competitive with alternative prediction methods used at central banks. Results
from the seminal papers Smets and Wouters [2003] and Smets and Wouters
[2007] suggest that DSGE model based forecasts compare well with forecasts
obtained from reduced form models such as standard and Bayesian VARs.
Similar results have been obtained by Edge, Kiley, and Laforte [2010] compar-
ing the FRB’s DSGE model to alternative reduce-form time series models, the
Greenbook forecasts and the FRB/US model forecasts. The forecasting per-
formance of DSGE models for the Euro area has been assessed by Christoffel,
Coenen, and Warne [2010] (paper uses the NAWM model developed at the
ECB) and Adolfson, Linde´, and Villani [2007b]. The forecasting accuracy of
the Riksbank’s DSGE model has been evaluated by Adolfson et al. [2007a].
All these studies differ in terms of the estimation sample, forecasting
sample, variable definitions or data vintages used. In order to make the DSGE
forecasting performance results comparable across different studies, in a survey
paper, Del Negro and Schorfheide [2013] compute the ratio between the RMSE
reported in various papers and the RMSE of a benchmark AR(2) model. Over-
all, they find that in terms of forecast accuracy, DSGE models compare well
with alternative prediction methods - especially for the output growth and
especially for medium-run forecasts (four quarter ahead horizon).
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Nevertheless, some authors bring critiques on the forecasting perfor-
mance of DSGE models (see for e.g. Giacomini [2014], Gurkaynak et al. [2013],
Giacomini and Rossi [2012] ). They emphasize that the conclusion reached by
the aforementioned studies is sensitive to arbitrary choices that one makes
(such as the choice of the observables, the choice of the priors and hyperpa-
rameters, data processing such as detrending, or how one deals with stochastic
singularity), when assessing the forecasting performance of DSGE models.
Beyond forecasting with standard DSGE models, another strand of liter-
ature, focuses on obtaining forecasts combining DSGE models with VARs (see
e.g. Del Negro and Schorfheide [2004], Amisano and Geweke [2013], Waggoner
and Zha [2012]) or with DFM (see e.g. Schorfheide, Sill, and Kryshko [2010];
incorporating external information into DSGE model based forecasts such as
nowcasts, expectations on inflation, output and interest rate (Del Negro and
Schorfheide [2013]); or incorporating theoretical restrictions into a-theoretical
models using exponential tilting (Giacomini and Ragusa [2014]).
Section 2.2 sets up the econometric framework and presents the speci-
ficities of the identification problem in DSGE models. Section 2.3 illustrates
numerically the failure of global identification in a small scale prototypical
DSGE model. The model is analyzed in both log-linear and nonlinear form.
Several forecasting exercises based on observationally equivalent parameter
points are performed in Section 2.4. Section 2.5 concludes.
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2.2 The Identification Problem in DSGE Mod-
els
In this section, we introduce the ABCD representation of a DSGE model,
present the particularities of the model that make the classical identification
results inappropriate in this framework and highlight the implications of iden-
tification failure in both the classical and Bayesian estimation approaches.
2.2.1 Setup
Consider a DSGE model with structural parameters θ belonging to a set Θ ⊆
Rnθ . Let Xt be an nX × 1 state vector, Yt an nY × 1 vector of observables
and t a vector of structural shocks of size n × 1. After writing down the
system of nonlinear expectational equations of the model, a solution to it can
be obtained, which will have the form given in (2.1).
Xt = f(Xt−1, t, θ) (2.1)
The state transition equation (2.1) is pinned down by either finding a close
form expression for the function f(·), or more frequently, by numerical approx-
imation 5. The majority of the literature focuses however on the log-linearized
model around the steady-state, in order to work with a linear version of the
state transition equation:
Xt = AXt−1 +Bt (2.2)
5Several solution algorithm are available, such as: Uhlig et al. [1999], Klein [2000], Chris-
tiano [2002], Sims [2002], King and Watson [2002], Schmitt-Grohe´ and Uribe [2004].
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where the matrices A and B are nonlinear transformations of the structural
parameter θ. In order to compute a likelihood for the DSGE model, a set of
observable variables Yt has to be chosen and a measurement equation such as
(2.3) specified.
Yt = CXt−1 +Dt (2.3)
The matrices C and D depend nonlinearly on θ. Equations (2.2) and (2.3)
form the state-space representation or (ABCD representation) of the model:
Xt︸︷︷︸
nX×1
= A︸︷︷︸
nX×nX
Xt−1︸︷︷︸
nX×1
+ B︸︷︷︸
nX×n
t︸︷︷︸
n×1
Yt︸︷︷︸
nY ×1
= C︸︷︷︸
nY ×nX
Xt−1︸︷︷︸
nX×1
+ D︸︷︷︸
nY ×n
t︸︷︷︸
n×1
(2.4)
If the state-space representation is linear such as (2.4), it can be estimated
using the Kalman filter. For nonlinear state space models, typically the particle
filter (see for e.g. Pitt and Shephard [1999]) is used. The ABCD representation
of the model constitutes the starting point of most of the analysis in the
literature and has a central roll when discussing identification in DSGE models.
2.2.2 Definitions
Identification problems in DSGE models arise when different values of the
structural parameters lead to the same joint distribution of the observables. In
other words, changes in some of the parameters may result in indistinguishable
outcomes.
To fix ideas, it is worthwhile to recall at this point the following defini-
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tions related to the problem of identifiability in the context of DSGE models,
(Rothenberg [1971]).
Definition 1. Given a nY × 1 vector of observed data Y , a nθ × 1 vector
of DSGE structural parameters of interest θ ∈ Θ ⊆ Rnθ and the likelihood
function L(θ;Y ), two parameter points of a DSGE model θ0 and θ1 belonging
to the set Θ ⊆ Rnθ are said to be observationally equivalent if L(θ0;Y ) =
L(θ1;Y ) for all Y .
Remark 3. Note that the concept of observational equivalence is not re-
stricted to a particular sample. In other words, two points are observationally
equivalent if the likelihood function evaluated at these two points has the same
value, regardless of the data set used.
This work considers however sample observational equivalence, because
in practice, when a researcher estimates a DSGE model and faces the problem
of identification failure, she works with a particular data set.
Remark 4. In a Bayesian setup too, observational equivalence reduces to the
equality of the likelihoods.
Definition 2. A DSGE model is locally identifiable at a point θ0 ∈ Θ if there
exist an open neighborhood of θ0 such that for every θ1 in this neighborhood,
θ0 and θ1 are observationally equivalent if and only if θ0 = θ1.
Definition 2 states that a parameter point is locally identified when it
is uniquely distinguishable in an -neighbourhood. Local identification is a
necessary condition for well behaved estimators to exist, in the sense of having
a well behaved distribution. Establishing local identifiability is useful if it is
a step towards global identifiability, and in many situations it is not the final
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product of interest. As pointed out in Komunjer and Ng [2011], even if a
model is locally identified at every point in the parameter space, it can still
fail to be globally identified.
The main focus of this paper is on global identification.
Definition 3. A DSGE model is globally identifiable at a point θ0 ∈ Θ if there
is no other θ1 in the parameter space Θ that is observationally equivalent to
θ0.
Global identification deals with the question of whether there exists an-
other point in the parameter space that results in the same macroeconomic
dynamics: autocovariances, impulse responses. This is a question of inter-
est for economists, because if the model is not globally identified, there exist
multiple likelihood maximizing parameter values in the admissible parameter
space, which can have important consequences on quantitative policy analy-
sis, forecasting or scenario simulations. For example, a recent work by Morris
[2014], documents the effect of a multiplicatively-valued maximum likelihood
estimator on monetary policy impulse responses. He shows that observation-
ally equivalent parameter points can lead to distinct monetary policy impulse
responses and thus yield different macroeconomic consequences.
2.2.3 Non-identifiability of the ABCD matrices
Finding analytical conditions for identification in DSGE models has proven
to be a difficult problem for several reasons. First of all, compared to lin-
ear simultaneous equations, identification in DSGE models is less transpar-
ent because the system matrices of the state-space representation are highly
nonlinear functions of the structural parameters and they can only be evalu-
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ated numerically. Secondly, the classical identification results for simultaneous
equations such as Fisher [1966], Koopmans [1950], Rothenberg [1971] are valid
only for static models, while DSGE models are dynamic by construction. Per-
haps the most important reason why the classical identification results fail in
the case of DSGE models is that the rank conditions from Rothenberg [1971]
6 are based on the assumption that the reduced form parameters are identifi-
able, an assumption that is not verified in the case of DSGE models. Thus,
the classical approach of identifying structural parameters from reduce form
parameters cannot be applied as the state-space solution is not a standard
reduced form. To see this, consider the following result that characterizes
observational equivalence in singular systems.
Proposition 1. (Komunjer and Ng [2011]): Observational Equivalence, n ≤
nY
Under Assumptions 1, 2, 4S and 5S from Komunjer and Ng [2011], θ0
and θ1 are said to be observationally equivalent if and only if there exists a full
rank nX × nX matrix T and a full rank n × n matrix U such that:
A(θ1) = TA(θ0)T
−1
B(θ1) = TB(θ0)U
C(θ1) = C(θ0)T
−1
D(θ1) = D(θ0)U
Σ(θ1) = U
−1Σ(θ0)U−1
′
.
(2.5)
6Rothenberg [1971] shows that a parameter is identified at a point θ0, if the information
matrix evaluated at θ0 is non-singular.
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Proposition (1) is used to derive formal identification (rank and order)
conditions for the structural parameters θ. The immediate implication of
Proposition (1) is that the ABCD matrices are not identified. To clarify this,
start from the state space representation of the model:
Xt = A(θ)Xt−1 +B(θ)t
Yt = C(θ)Xt−1 +D(θ)t
Multiply by T the transition equation to get:
TXt = TA(θ)Xt−1 + TB(θ)t
which is equivalent to
TXt = TA(θ)T
−1TXt−1 + TB(θ)UU−1t
that can be written as
TXt︸︷︷︸
X˜t
= TA(θ)T−1︸ ︷︷ ︸
A˜(θ)
TXt−1︸ ︷︷ ︸
X˜t−1
+TB(θ)U︸ ︷︷ ︸
B˜(θ)
U−1t︸ ︷︷ ︸
˜t
Analogously, the measurement equation can be written as:
Yt = C(θ)T
−1TXt−1 +D(θ)UU−1t
or
Yt = C(θ)T
−1︸ ︷︷ ︸
C˜(θ)
TXt−1︸ ︷︷ ︸
X˜t
+D(θ)U︸ ︷︷ ︸
D˜(θ)
U−1t︸ ︷︷ ︸
˜t
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The quadruples (A(θ), B(θ), C(θ), D(θ)) and (A˜(θ), B˜(θ), C˜(θ), D˜(θ))
are said to be related by a similarity transformation. Similarity transforms
can rotate the latent variables (Xt, t) of the state space model and leave
unchanged the autocovariances 7 of the observables Yt. Consequently, the
information contained only in the autocovariances of Yt is not sufficient to
identify the state-space model parameters.
2.2.4 Implications of Identification Failure in Frequen-
tist and Bayesian Analysis
There are several approaches considered in the literature for the estimation
of DSGE models: maximum likelihood, GMM, minimum distance estimation,
Bayesian estimation. Regardless of using a classical inferential framework or
Bayesian methods, all estimation techniques can be affected by the possible
lack of identification of the parameters of interest. In a classical framework, as
it is well known, standard estimation and inference technique become unreli-
able, if the parameters are not identified. The reason is that these estimation
methods, are based on the existence of a unique true parameter value that
satisfies the model’s moment conditions or minimizes a loss function. If this
condition is not satisfied, the estimators are in general inconsistent, have non-
standard distributions and require adjusted inference techniques for hypothesis
testing. The validity of confidence interval coverage is usually also affected.
Moreover, a technical issue that appears in the classical approach is that the
numerical optimization methods may have convergence issues in the case of
a relatively flat region of the objective function, which is typical when some
7 Komunjer and Ng [2011] discusses identifiability from ΓY (j, θ0) - the autocovariance
matrix of Y at each j.
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parameters are only weakly identified.
While the consequences of identification failure in a classical inference
framework are clear, they may not be evident when Bayesian methods are used
to estimate a DSGE model8. However, it is important to account for identi-
fiability, even if one uses a Bayesian approach. Although identification is not
required as a regularity condition for the Bayesian inference, lack of identifi-
cation may complicate the generation of draws from the posterior distribution
because if a parameter is not identified, there will be no learning from the data
and the posterior will only reflect prior information (see for e.g. Poirier [1998],
Mu¨ller [2012], Koop, Pesaran, and Smith [2013]).
When DSGE models are estimated by posterior simulation algorithms,
checking for identification is commonly accomplished by comparing posteriors
to priors, motivated by the fact that when some parameter component is not
identified, the likelihood function is flat in that direction of the parameter space
and the prior will not be updated. However, checking whether the posterior
differs from the prior, to check the informativeness of the data, is not sufficient
to reveal identification problems as posteriors can differ from priors even for
unidentified parameters. As argued in Poirier [1998], Mu¨ller [2012], Koop,
Pesaran, and Smith [2013], when the unidentified parameter components are
a priori correlated with the identified ones, the posterior of an unidentified
parameter component can substantially differ from its prior. In this case, the
researcher cannot distinguish whether learning occurs from the data or from
the dependence in the prior (see for example Proposition 2 in Poirier [1998] or
Figure 1 and Figure 3 in Koop, Pesaran, and Smith [2013]). Thus, Bayesian
8An argument commonly used in the literature to support a Bayesian setting is that
as long as the prior distribution is proper, the posterior distribution will be well defined,
regardless of identification problems.
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methods and in particular this informal check of identification may conceal
the identification problems in DSGE models.9
2.3 Global Identification Failure: an Illustra-
tion
In this section, we illustrate numerically the failure of global identifiability
of structural parameters in the model of An and Schorfheide [2007]. This
is accomplished by performing a grid search on an economically admissible
parameter space. The analysis is carried out on the model solved with both
linear and nonlinear approximations.
2.3.1 The Model of An and Schorfheide (2007)
The model of An and Schorfheide [2007] is a small scale DSGE model, repre-
sentative for the models currently used in monetary policy analysis at policy
institutions. This particular model has been chosen for the analysis given that
the dimension of the parameter space is not too large and the numerical results
can be obtained in reasonable times.
After log-linearizing the model’s equilibrium conditions around the steady
9A Bayesian local identification indicator that does not suffer from this drawback was
recently proposed in Koop, Pesaran, and Smith [2013]. The indicator is based on the idea
that for identified parameters, the posterior precision rises with the sample size T , while for
unidentified parameters the posterior precision might be updated, but its rate of update is
slower than T .
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state, the following system of linear expectational equations is obtained:
xt = Etxt+1 + gt − Etgt+1 − 1
τ
(rt − Etpit+1 − Etzt+1)
pit = βEtpit+1 + κ(xt − gt)
rt = ρrrt−1 + (1− ρr)ψ1pit + (1− ρr)ψ2(xt − gt) + rt
gt = ρggt−1 + gt
zt = ρzzt−1 + zt
(2.6)
where κ = τ(1−ν)
νpi2φ
. The variables xt, pit, rt, gt and zt stand for output, inflation,
nominal interest rate, government spending and disturbance in the technology
growth, respectively. The endogenous variables are driven by three mutually
uncorrelated structural shocks: a monetary policy shock, rt ∼ N(0, σ2r), a
government spending shock, gt ∼ N(0, σ2g) and a technology growth shock,
zt ∼ N(0, σ2z). The system is square as the number of structural shocks is
equal to the number of observables.
The vector of observables is yt = (xt, pit, rt)
′ and the vector of state
variables is st = (pit, xt, rt, gt, zt, Etpit+1, Etxt+1)
′. The linear solution of the
DSGE model, for the vector of model parameters, θ is given by
st = Φ1(θ)st−1 + Φ2(θ)t (2.7)
where t = (zt, gt, rt)
′ is the vector of structural shocks. In the paper, stan-
dard algorithm such as Sims [2002] is used to obtain the first-order accurate
solution of the DSGE model and the algorithm of Schmitt-Grohe´ and Uribe
[2007] is used for the second-order accurate solutions. The model is completed
by defining a set of measurement equations that relate the elements of st to
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the set of observables yt.
yt = Ψ1(θ) + Ψ2(θ)st (2.8)
In the numerical simulations of the paper the time period corresponds
to one quarter and the observations available for estimation are: quarter-to-
quarter per capita GDP growth rates (XGR), annualized quarter-to quarter
inflation (INF) and annualized nominal interest rates (INT). The three series
are measured in percentages and are related to the model variables as follows:
XGRt = γ
Q + 100(xt − xt−1 + zt)
INFt = pi
A + 400pit
INTt = pi
A + rA + 4γQ + 400rt
where the parameters γQ, piA and rA are related to steady states of the model
economy as:
γ = 1 +
γQ
100
β =
1
1 + rA/400
pi = 1 +
piA
400
The transition equation given in 2.7 and the measurement equation given in
2.8 form the state-space representation of the linearized model. The system
matrices Φ1, Φ2, Ψ1 and Ψ2 are of size (ns × ns), (ns × n), (ny × 1) and
(ny × ns), respectively, where ns, n and ny are the sizes of the vectors st, t
and yt. The elements of these matrices are nonlinear functions of the DSGE
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structural parameters, θ. Writing the DSGE model in a linear state-space
form is convenient because under the assumption that the innovations t are
Gaussian, Kalman filtering techniques can be used to evaluate the likelihood
function. Most of the literature works with the log-linearized model in order
to obtain a linear version of the state transition equation.
The structural parameters of the linearized DSGE model are collected
in a 13-dimensional vector,
θ1 = [τ, κ, ψ1, ψ2, ρr, ρg, ρz, r
A, piA, γQ, σr, σg, σz]
10.
The description for each of these parameters can be found in Table 2.1. Note
that the linearized model is expressed in terms of the composite parameter κ
because the inverse elasticity of demand (or degree of imperfect competition)
ν and the price stickiness φ do not enter the linear likelihood and they are not
separately identifiable in the linear version of the An and Schorfheide [2007]
DSGE model .
In the case of a nonlinear DSGE model, quadratic approximations are
used for the model’s solution and the likelihood can be evaluated by the particle
filter. With nonlinear approximations, the vector of structural parameters for
this particular model has 15 elements:
θ2 = [τ, (ν, φ), 1/g, ψ1, ψ2, ρr, ρg, ρz, r
A, piA, γQ, σr, σg, σz].
Here, the reduced form Phillips curve parameter (composite parameter) κ has
been replaced by the couple (ν, φ) 11 and the parameter vector is augmented
10Note that r = γ/β.
11Alternatively, k can be replaced by (ν, κ) too, keeping in mind that κ = τ(1−ν)νpi2φ .
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with 1/g which is equal to the steady state ratio c/y. The paper by An and
Schorfheide [2007] provides a graphical intuition on why the parameters ν and
φ might become separately identifiable under quadratic approximations. We
show numerically in Section 2.3.4 that under nonlinear approximations, (ν and
φ) do become separately identifiable. We also show that the steady state of
government spending g, which is not identifiable under linear approximations,
as it appears in the second-order approximations only, is indeed identified in
a nonlinear DSGE model.
2.3.2 Searching for Observationally Equivalent Param-
eter Points
As there are currently no available analytical results for verifying global identi-
fication in DSGE models, we proceed by checking numerically whether we can
find observationally equivalent parameter points in an economically admissible
parameter space. To this end, we construct a fine grid on the economically
meaningful parameter space, for the starting values in the optimization of the
objective function. The aim of this search is to find several different max-
imizing parameter values yielding the same value of the likelihood, for one
simulated data set. As previously mentioned, for the purpose of this paper it
is enough to find sample observationally equivalent points, as in a practical
application, one will work with a particular data set.
The grid is constructed as follows. First, for each component of θ, some
bounds 12 are fixed as given in Table 2.1 and 100 equally spaced points are
selected on each interval to make the grid fine enough. How fine the grid is
12These bounds are fixed based on an economically admissible parameter space.
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along each dimension will depend on the actual length of the fixed intervals, but
this does not impact the results. Then, the coordinates of a particular point
on the grid (point that will constitute the starting value for the optimization of
the objective function) are obtained by selecting a uniform random draw from
the 100 fixed ones, along each dimension of the parameter space. The grid
that is eventually obtained is 13-dimensional in the case of the linear model
and 15-dimensional in the case of the nonlinear model.
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Table 2.1: Grid Search Parameter Bounds
Parameter Description Bounds
τ CRRA [0.1000, 4.0000]
κ Composite parameter [0.1000, 0.4000]
ψ1 Taylor rule infl. coeff. [1.0000, 2.0000]
ψ2 Taylor rule out. coeff. [0.0001, 0.8000]
ρr rt persistence [0.4000, 0.9000]
ρg gt persistence [0.8000, 0.9900]
ρz zt persistence [0.8000, 0.9900]
rA St. st. interest rate [0.5000, 1.5000]
piA St. st. inflation [2.0000, 4.0000]
γQ St. st. Av. output growth rate [0.1000, 0.9000]
100σr rt std. err. [0.0001, 0.0050]
100σg gt std. err. [0.0001, 0.0090]
100σz zt std. err. [0.0001, 0.0060]
φ Index of price stickiness [30.000, 90.000]
ν Inv. elast. of demand [0.0100, 0.2000]
1/g g - St. st. gov. spending [0.8000, 0.9500]
NOTE: The table reports the Parameter Bounds used in the Grid Search for each of the structural parameters
of the An and Schorfheide model. Recall that ν and 1/g only affect the second order accurate solution of
the DSGE model.
The optimization of the objective function is performed using a quasi-
Newton algorithm available in the Matlab function ”CSMINWEL” by Sims. It
is a minimization routine - the negative likelihood is minimized. The routine
finds the global minimum, being robust to certain pathologies of the likelihood
such as ”cliffs”.
In searching for observationally equivalent points, we treat two cases:
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optimizing the log-likelihood (frequentist approach) and optimizing the log-
posterior (Bayesian approach). When the grid is constructed for the initial
values of the log-posterior optimization, we make use of the prior distributions
from An and Schorfheide [2007]. They are reproduced for convenience in Table
B.1 and B.3.
2.3.3 Numerical Evidence: Linear Model
Departing from the hypotheses made in An and Schorfheide [2007], namely
that in the linear approximation of the model, the inverse elasticity of demand
(ν) and the price stickiness (φ) are not separately identifiable, and that the
steady state of government spending (1/g) is unidentified, we estimate the lin-
ear version of the DSGE model fixing all other parameters to their true values
(see Table B.1 for the DGP parameter values) and assess the global identifia-
bility of these three parameters. The model is estimated from simulated data
of 80 observations generated from the same model (correct specification).
Optimizing the log-likelihood (Frequentist approach). Table
B.5 reports the grid search results for the case in which the objective function
that is optimized is the log-likelihood. Over 100 iterations have been made in
the grid search, but here we report the first 40 iterations only. Columns Init ν,
Init φ and Init 1/g list the starting grid points used for the optimization of the
log-likelihood. The location of the obtained global extremum in each iteration
is given in the next three columns. Columns LogPost, LogLike and LogPrior
give the value of the log-posterior, log-likelihood and log-prior evaluated at
the obtained mode. Recall that two parameter points of a DSGE model θ0
and θ1 are observationally equivalent if L(θ0;Y ) = L(θ1;Y ). The grid search
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results show that observationally equivalence is prevalent, several observation-
ally equivalent parameter points are found. For different parameter values, we
get back the same value of the likelihood, indicating the failure of global iden-
tifiability of these three parameters and confirming the hypotheses made in An
and Schorfheide [2007]. Some parameter points (in italics) could be eliminated
from the estimation problem as they are out of the economically admissible
parameter space, but even without them, we are still left with plenty of ob-
servationally equivalent points that would be hard for the researcher to chose
from.
Optimizing the log-posterior (Bayesian approach). The grid
search results for the optimization of the log-posterior are reported in Ta-
ble B.6. As previously, 40 iterations are reported. After the global extremum
of the log-posterior is found, it is plugged back in the log-likelihood (Column
LogLike). It is interesting to notice that the variation in the parameter points
(Columns ν, phi and 1/g) is much more reduced compared to the results ob-
tained when the the log-likelihood was optimized. Nevertheless, even when
one makes use of some prior information, it is clear that ν, φ, 1/g are not
globally identified - take for example parameter points with ID: 2, 9 and 21
which are distinct but all have a log-likelihood value of -208.74. Also, the use
of prior information helps in eliminating some of the economically implausible
estimates, that could appear when the maximum likelihood is used. Note how-
ever that not all parameter points that are out of the economically plausible
parameter space are eliminated when using prior information and optimizing
the log-posterior - see for example lines with ID: 17 and 39, in italics.
Next, in Table B.7, we report results from a grid search setting that
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confirms that all parameters with the exception of ν, φ and 1/g are iden-
tified in the linear model. In this example, I estimate a model with θ =
[τ, (ν, k), 1/g, ψ1, ψ2, ρr, ρg,
ρz, r
A, piA, γQ, σr, σg, σz]
13. The parameters ν and 1/g are fixed to their true
values, 0.1 and 0.85, respectively. Instead of φ we have now the composite pa-
rameter k, which is identified and thus estimated. In the setting of Table B.7,
the model is estimated using an output growth specification in the monetary
policy rule, i.e.
rt = ρrrt−1 + (1− ρr)ψ1pit + (1− ρr)ψ2(∆xt + zt) + rt (2.9)
on data generated from the same model (thus correct specification). The
objective function that is optimizes is the log-posterior.
The results of Table B.7 confirm that all parameters that are not fixed
are indeed identified. What is revealed however is that in this case, the log-
posterior (the log-likelihood as well) of the model has two modes of different
height: -144.86 and -138.50, leading thus to two sets of parameter estimates.
This problem can arise frequently in practice. It does not constitute however
an identification loss. It is rather an issue of multiple modes.
So far, the grid search was performed for models that are correctly
specified. Table B.8 and B.9 report now results for two misspecification cases.
Data is generated using an output gap specification in the monetary policy
rule (see the interest rate equation in 2.6), while estimation is performed first
under an output growth specification as given by equation 2.9 and then under
13See footnote 11 for details on why (ν, φ) can be replaced by (ν, k).
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an expected inflation specification as in equation 2.10 below:
rt = ρrrt−1 + (1− ρr)ψ1Etpit+1 + (1− ρr)ψ2(xt − gt) + rt (2.10)
In the first misspecification case, the monetary policy follows an interest rate
rule that reacts to the output growth (Table B.8), while in the second case
the central bank responds to expected inflation rather than current inflation
(Table B.9).
While these last two grid search results in the linear model case, do not
present further novelty in terms of parameter identification, they are needed
in Section 2.4, where the forecasting exercise is performed.
2.3.4 Numerical Evidence: Nonlinear Model
As pointed out in Giacomini [2013], an issue that is scarcely investigated in the
literature, is the effect of log-linearization on the identification of structural
parameters. In this section, we perform a grid search analysis on the DSGE
model solved with second-order approximations and provide some useful evi-
dence towards the importance of the log-linearization error in identification.
The grid search in the previous section has been performed on the model
solved with linear approximations. Linear approximation methods are widely
used in the empirical literature because they lead to a state-space representa-
tion of the model that can be analyzed via the Kalman filter. Here, we now
turn to nonlinear approximations, where second-order accurate solutions to the
DSGE model are obtained from a second order expansion of the equilibrium
conditions. When a DSGE model is solved with second-order approximations,
the linear Kalman filter cannot be used to compute the likelihood function. We
50
follow the standard approach to evaluate the likelihood function in this case,
by using a particle filter (Ferna´ndez-Villaverde and Rubio-Ramı´rez [2007]).
Nonlinear DSGE models are relevant when the goal is to analyze asset pricing
implications of DSGE models, or to compare welfare across policy regimes.
The grid search results on the model solved with second-order approxi-
mations are reported in Table B.10 where the sample size is N=80 and Table
B.11 where the sample size of N=3000. None of the parameters are fixed here,
but to save space only results on the parameters (ν, φ, 1/g) that are not identi-
fiable in the linear DSGE model are reported. The grid search iterations from
Tables B.10 and B.11 show numerically that ν, φ and 1/g become globally
identifiable when the DSGE model is solved with second-order approxima-
tions, confirming thus the conjecture from An and Schorfheide [2007]. The
reason why in this particular model, quadratic approximations can identify
some structural parameters that are not identifiable under the log-linearized
model is that ν and φ become linearly independent in the nonlinear version of
the Philips curve, while g does appear in the nonlinear equilibrium equations
(government spending).
2.4 Forecasting with Observationally Equiva-
lent Parameter Points
In this section, based on observationally equivalent parameter points obtained
from the previous grid search results, we perform several forecasting exercises.
Given that in the nonlinear model, all parameters are globally identified, we
focus here on the linear model only, where there is evidence for global identi-
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fication failure. The results are reported for observationally equivalent points
resulted from optimizing the log-likelihood.14 The algorithm that generates
point and density forecasts from a DSGE model is reproduced in Appendix
B5.15
2.4.1 Correct Specification
In the first forecasting exercise, the forecasts are constructed using indistin-
guishable parameter values obtained from a correctly specified DSGE model.
In this case, data is generated from a model where the monetary policy is
given by an output growth specification and estimation is performed using the
same model structure.
Table 2.2 reproduces the two observationally equivalent points that are
employed in the forecasting exercise. They are selected from the grid search
results of Table B.5 given in the appendix and they have clearly distinct values
for the unidentified parameters: the inverse elasticity of demand (ν), the price
stickiness (φ) and the steady state of government spending and (1/g). The
system matrices A and B from the transition equation are then evaluated
using the structural parameter values with ID 6 and 7 from Table 2.2 and
the obtained values are given in Appendix B3.16 Using these values, one step
ahead point forecast for Output, Inflation and Interest Rate are constructed
14Results obtained from the log-posterior optimization are similar and are available on
request.
15The algorithm that is applied in the forecasting exercise of Section 2.4 is however slightly
different from the standard Bayesian prediction algorithm reproduced in Appendix B5,
because the grid search results from the log-likelihood optimization are used in prediction.
Instead of having a sequence of θ(i), i= 1,...,nsim posterior draws, we only have one log-
likelihood estimate for θ and thus, only point forecasts are computed.
16The matrix C, is also used in forecasting, however as it is specified when relating the
state variables to the set of observables in the measurement equation, it is always the same
and it is not reproduced here.
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and the results reported in Table 2.3, below. The three series are measured in
percentages.
The results indicate that under correct specification, two distinct pa-
rameter points that imply the same value of the log-likelihood, -208.73 (and
thus give the same dynamics of the observables), also imply the same system
matrices (see matrices A1,1, B1,1, A1,2 and B1,2 in Appendix B3) in the state
space representation which results in the same point forecast values (column
two and three in Table 2.3). The exercise is repeated with a randomly chosen
structural parameter with values for ν, φ and 1/g belonging to an economically
admissible range, see column four in Table 2.2, below. This point, being cho-
sen randomly, does not imply a value of -208.73 for the log-likelihood and the
system matrices are clearly distinct (see matrices A1,3 and B1,3 in Appendix
B3) from the system matrices obtained previously for the points with ID 6
and 7. As a result, the forecasts implied by the randomly chosen parameter
value are different (see column four in Table 2.3) from the previous two sets
of forecasts.
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Table 2.2: Observationally Equivalent Points - Correct Specification
Parameter ID 6 ID 7 Random
τ 2 2 2
ν 0.1413 0.1159 0.1200
φ 42.8819 53.7948 72.00
1/g 0.8575 0.8378 0.9100
ψ1 1.5 1.5 1.5
ψ2 1 1 1
ρr 0.6 0.6 0.6
ρg 0.95 0.95 0.95
ρz 0.65 0.65 0.65
rA 0.4 0.4 0.4
piA 4 4 4
γQ 0.5 0.5 0.5
σr 0.002 0.002 0.002
σg 0.008 0.008 0.008
σz 0.0045 0.0045 0.0045
LogLike -208.73 -208.73 -
NOTE: The table reports the values of the observationally equivalent points, obtained under correct spec-
ification, used in the forecasting exercise. They are the points with ID numbers: 6 and 7 from Table B.5.
The last column gives the values of a random point that is not observationally equivalent to the points with
ID: 6 and 7.
54
Table 2.3: One Step Ahead Point Forecasts - Correct Specification
Forecast Output (6) Output (7) Output (R)
1 -0.500580 -0.500580 -0.524319
2 -0.506683 -0.506683 -0.530433
3 -0.51139 -0.511392 -0.535149311
4 -0.51515 -0.515155 -0.538917
5 -0.518269 -0.518269 -0.542034
6 -0.520927 -0.520927 -0.544694
7 -0.523257 -0.523257 -0.547025
8 -0.525344 -0.525344 -0.549113
9 -0.527244 -0.527244 -0.551013
10 -0.528995 -0.528995 -0.552764
11 -0.530623 -0.530623 -0.554393
12 -0.532148 -0.532148 -0.555918
13 -0.533582 -0.533582 -0.557352
14 -0.534934 -0.534934 -0.558704
15 -0.536213 -0.536213 -0.559983
Inflation (6) Inflation (7) Inflation (R)
1 2.843552 2.843542 3.110114
2 2.842874 2.842864 3.109580
3 2.842436 2.842426 3.109234
4 2.842152 2.842142 3.109009
5 2.841967 2.841958 3.108864
6 2.841848 2.841836 3.108769
7 2.841760 2.841760 3.108708
8 2.841719 2.841710 3.108668
9 2.841687 2.841677 3.108642
10 2.841665 2.841656 3.108625
11 2.841651 2.841642 3.108614
12 2.841642 2.841633 3.108607
13 2.841636 2.841627 3.108603
14 2.84163 2.841623 3.108603
15 2.841630 2.841620 3.108598
NOTE: The table reports 15 one step ahead point forecasts for the observables: Output, Inflation and
Interest Rate using observationally equivalent parameter values (ID 6 and 7 from Table 2.2) obtained under
correct specification of the DSGE model (columns two and three) as well as forecasts obtained using a
random (ID R from Table 2.2) parameter value (column four).
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Table 2.3: CONTINUED: One Step Ahead Point Forecasts - Correct Specifi-
cation
Forecast Interest Rate (6) Interest Rate (7) Interest Rate (R)
1 6.103907 6.103899 6.225861
2 6.094307 6.094299 6.216329
3 6.088062 6.088054 6.210127
4 6.084000 6.083992 6.206094
5 6.081359 6.081351 6.203471
6 6.079642 6.079634 6.201767
7 6.078526 6.078518 6.200658
8 6.077801 6.077793 6.199938
9 6.077329 6.077321 6.199470
10 6.077023 6.077015 6.199165
11 6.076823 6.076816 6.198967
12 6.076694 6.076686 6.198839
13 6.076610 6.076602 6.198755
14 6.076555 6.076547 6.198701
15 6.076519 6.076512 6.198665
NOTE: The table reports 15 one step ahead point forecasts for the observables: Output, Inflation and
Interest Rate using observationally equivalent parameter values (ID 6 and 7 from Table 2.2) obtained under
correct specification of the DSGE model (columns two and three) as well as forecasts obtained using a
random (ID R from Table 2.2) parameter value (column four).
2.4.2 Misspecification
The section is motivated by the fact that all DSGE models are approximations,
thus they are misspecified in various aspects. The question that is addressed
here is whether model misspecification aggravates the consequences of identi-
fication failure.
Artificial data is generated according to a true DGP given by an output
gap specification, in the monetary policy rule, however estimation is performed
under two different misspecification cases: first, assuming an output growth
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specification and then an expected inflation specification.
The selected observationally equivalent parameter points used in fore-
casting are reproduced in Table 2.4 (misspecification with output growth) and
Table 2.5 (misspecification with expected inflation). As previously, a random
structural parameter is also added to the forecasting exercise, for both mis-
specification cases.
The results, indicate that even under misspecification, the system ma-
trices implied by observationally equivalent points are the same (see matrices
A2,1, B2,1, A2,2, and B2,2 in Appendix B3 for the misspecification with output
growth case, and matrices A3,1, B3,1, A3,2, and B3,2 in Appendix B3 for the
misspecification with expected inflation case). As a consequence, the forecasts
resulted from these system matrices are also the same (see columns two and
three in Tables 2.6 and 2.7.
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Table 2.4: Observationally Equivalent Points - Misspecification, Output
Growth
Parameter ID 12 ID 15 Random
τ 2 2 2
ν 0.2505 0.3356 0.1200
φ 79.4404 52.5846 33.3300
1/g 0.8378 0.9181 0.8000
ψ1 1.5 1.5 1.5
ψ2 1 1 1
ρr 0.6 0.6 0.6
ρg 0.95 0.95 0.95
ρz 0.65 0.65 0.65
rA 0.4 0.4 0.4
piA 4 4 4
γQ 0.5 0.5 0.5
σr 0.002 0.002 0.002
σg 0.008 0.008 0.008
σz 0.0045 0.0045 0.0045
LogLike -388.93 -388.93 -
NOTE: The table reports the values of the observationally equivalent points, obtained under misspecification,
used in the forecasting exercise. They are the points with ID numbers: 12 and 15 from Table B.8. The last
column gives the values of a random point that is not observationally equivalent to the points with ID: 12
and 15.
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Table 2.5: Observationally Equivalent Points - Misspecification, Inflation
Parameter ID 6 ID 7 Random
τ 2 2 2
ν 0.1060 0.2036 0.1700
φ 71.5111 33.1646 35.3300
1/g 0.8272 0.8196 0.7200
ψ1 1.5 1.5 1.5
ψ2 1 1 1
ρr 0.6 0.6 0.6
ρg 0.95 0.95 0.95
ρz 0.65 0.65 0.65
rA 0.4 0.4 0.4
piA 4 4 4
γQ 0.5 0.5 0.5
σr 0.002 0.002 0.002
σg 0.008 0.008 0.008
σz 0.0045 0.0045 0.0045
LogLike -208.28 -208.28 -
NOTE: The table reports the values of the observationally equivalent points, obtained under misspecification,
used in the forecasting exercise. They are the points with ID numbers: 6 and 7 from Table B.9. The last
column gives the values of a random point that is not observationally equivalent to the points with ID: 6
and 7.
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Table 2.6: One Step Ahead Point Forecasts - Misspecification, Output Growth
Forecast Output (12) Output (15) Output (R)
1 0.384477 0.384484 0.368643
2 0.372387 0.372393 0.359393
3 0.362007 0.362012 0.351191
4 0.352926 0.352931 0.343776
5 0.344849 0.344852 0.336976
6 0.337560 0.337563 0.330674
7 0.330905 0.330908 0.324789
8 0.324772 0.324774 0.319265
9 0.319075 0.319078 0.314059
10 0.313755 0.313757 0.309142
11 0.308764 0.308766 0.304489
12 0.304066 0.304068 0.300081
13 0.299633 0.299635 0.295900
14 0.295443 0.295444 0.291933
15 0.291476 0.291478 0.288168
Inflation (12) Inflation (15) Inflation (R)
1 4.855805 4.855720 5.161374
2 4.907939 4.90785 5.212190
3 4.955592 4.955506 5.259014
4 4.999525 4.999440 5.302564
5 5.040315 5.040229 5.343334
6 5.078395 5.078309 5.381676
7 5.114100 5.114013 5.417851
8 5.147689 5.147602 5.452053
9 5.179367 5.179279 5.484441
10 5.209299 5.209210 5.515140
11 5.237621 5.237533 5.544260
12 5.264449 5.264361 5.571895
13 5.289882 5.289793 5.598130
14 5.314005 5.313915 5.623041
15 5.336896 5.336806 5.646698
NOTE: The table reports 15 one step ahead point forecasts for the observables: Output, Inflation and
Interest Rate using observationally equivalent parameter values (ID 12 and 15 from Table 2.4) obtained
under correct specification of the DSGE model (columns two and three) as well as forecasts obtained using
a random (ID R from Table 2.4) parameter value (column four).
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Table 2.6: CONTINUED: One Step Ahead Point Forecasts - Misspecification,
Output Growth
Forecast Interest Rate (12) Interest Rate (15) Interest Rate (R)
1 5.863216 5.863127 6.226126
2 5.886511 5.886416 6.266017
3 5.912472 5.912371 6.304923
4 5.939879 5.939774 6.342532
5 5.967873 5.967765 6.378680
6 5.995856 5.995744 6.413291
7 6.023421 6.023307 6.446346
8 6.050299 6.050182 6.477862
9 6.076319 6.076200 6.507876
10 6.101377 6.101256 6.536436
11 6.125420 6.125298 6.563600
12 6.148426 6.148302 6.589425
13 6.170396 6.170271 6.613972
14 6.191348 6.191222 6.637300
15 6.211308 6.211180 6.659467
NOTE: The table reports 15 one step ahead point forecasts for the observables: Output, Inflation and
Interest Rate using observationally equivalent parameter values (ID 12 and 15 from Table 2.4) obtained
under correct specification of the DSGE model (columns two and three) as well as forecasts obtained using
a random (ID R from Table 2.4) parameter value (column four).
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Table 2.7: One Step Ahead Point Forecasts - Misspecification, Inflation
Forecast Output (6) Output (7) Output (R)
1 1.972836 1.972836 1.972818
2 1.940253 1.940253 1.940243
3 1.908767 1.908767 1.908761
4 1.878505 1.878505 1.878501
5 1.849526 1.849526 1.849523
6 1.821846 1.821846 1.821845
7 1.795453 1.795453 1.795452
8 1.770316 1.770316 1.770315
9 1.746394 1.746394 1.746394
10 1.723641 1.723641 1.723641
11 1.702009 1.702009 1.702009
12 1.681447 1.681447 1.681447
13 1.661905 1.661905 1.661905
14 1.643336 1.643336 1.643336
15 1.625692 1.625692 1.625692
Inflation (6) Inflation (7) Inflation (R)
1 5.020973 5.021015 5.171180
2 5.021377 5.021419 5.171625
3 5.021632 5.021674 5.171905
4 5.021794 5.021836 5.172084
5 5.021898 5.021940 5.172200
6 5.021965 5.022007 5.172274
7 5.022008 5.022051 5.172322
8 5.022036 5.022079 5.172353
9 5.022055 5.022097 5.172373
10 5.022067 5.022109 5.172386
11 5.022074 5.022116 5.172395
12 5.022079 5.022121 5.172401
13 5.022083 5.022125 5.172404
14 5.022085 5.022127 5.172406
15 5.022086 5.022128 5.172408
NOTE: The table reports 15 one step ahead point forecasts for the observables: Output, Inflation and
Interest Rate using observationally equivalent parameter values (ID 6 and 7 from Table 2.5) obtained under
correct specification of the DSGE model (columns two and three) as well as forecasts obtained using a
random (ID R from Table 2.5) parameter value (column four).
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Table 2.7: CONTINUED: One Step Ahead Point Forecasts - Misspecification,
Inflation
Forecast Interest Rate (6) Interest Rate (7) Interest Rate (R)
1 6.073802 6.073820 6.136157
2 6.078522 6.078540 6.140937
3 6.081612 6.081629 6.144062
4 6.083628 6.083646 6.146101
5 6.084943 6.084960 6.147430
6 6.085798 6.085816 6.148294
7 6.086355 6.086373 6.148857
8 6.086717 6.086735 6.149223
9 6.086953 6.086971 6.149461
10 6.087106 6.087124 6.149615
11 6.087206 6.087223 6.149716
12 6.087270 6.087288 6.149781
13 6.087312 6.087330 6.149824
14 6.087340 6.087358 6.149851
15 6.087358 6.087375 6.149869
NOTE: The table reports 15 one step ahead point forecasts for the observables: Output, Inflation and
Interest Rate using observationally equivalent parameter values (ID 6 and 7 from Table 2.5) obtained under
correct specification of the DSGE model (columns two and three) as well as forecasts obtained using a
random (ID R from Table 2.5) parameter value (column four).
2.4.3 Observational Equivalent Structures
Section 2.4.1 and Section 2.4.2, treated the case when parameter identifica-
tion is conditional on the model structure. In these settings, the question was
whether there exist a different parameter value within the same DSGE struc-
ture that leads to the same dynamics of the observables. In this section, we
analyze the identification problem permitting different structures. Here, the
question is whether different DSGE structures, for example models with dif-
ferent policy rules, different types of frictions or shock processes, can generate
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the same dynamic properties.
Going back to the grid search results, Tables B.5 and B.9 show that
different structures can be similar quantitatively. In particular, a DSGE model
structure where the monetary policy follows an interest rate rule that reacts
to the output gap ( i.e. rt = ρrrt−1 + (1− ρr)ψ1pit + (1− ρr)ψ2(xt − gt) + rt),
and a DSGE model structure where that central banks responds to expected
inflation rather than current inflation ( i.e. rt = ρrrt−1+(1−ρr)ψ1Etpit+1+(1−
ρr)ψ2(xt − gt) + rt), imply the same log-likelihood value of (approximately)
-208, leading to (near) observationally equivalence. Thus, in a frequentist
approach, it would be hard for the researcher to decide for example between
the parameter estimates ID 6 resulted from the output gap specification, or ID
6 resulted from the expected inflation specification. The two points are given
below in Table 2.8 and have clearly different values for ν, φ and 1/g.
In contrast to observationally equivalent points belonging to the same
model structure, these two points imply distinct system matrices due two
different monetary policy rules used in the DSGE model specification (see
matrices A1,1, B1,1, A3,1 and B3,1 in Appendix B3 ). As a result, the forecasts
resulted from these two structural parameter values are also different, see
again the results in column two in Table 2.3 and 2.7. In the output gap
specification, the forecasted quarter-to-quarter GDP growth rates are around
-0.5%, the annualized quarter-to-quarter inflation rates are around 2.8% and
the annualized nominal interest rates are around 6.1% - 6.07%. In contrast, the
forecasts obtained from the expected inflation specification vary in the range
of 1.9% - 1.6% for the quarter-to-quarter GDP growth rates, the annualized
quarter-to-quarter inflation rates are around 5% and the annualized nominal
interest rate are around 6.07% - 6.08%.
64
Table 2.8: Observationally Equivalent Points - Different Structures
Parameter ID 6 (O. Gap) ID 6 (Inflation)
τ 2 2
ν 0.1413 0.1060
φ 42.8819 71.5111
1/g 0.8575 0.8272
ψ1 1.5 1.5
ψ2 1 1
ρr 0.6 0.6
ρg 0.95 0.95
ρz 0.65 0.65
rA 0.4 0.4
piA 4 4
γQ 0.5 0.5
σr 0.002 0.002
σg 0.008 0.008
σz 0.0045 0.0045
LogLike -208.73 -208.28
NOTE: The table reports the values of two observationally equivalent points, from two different model
structures: one with an output gap specification and another with expected inflation specification. They
are the points with ID: 6 from Table B.5 and ID 6: from Table B.9.
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2.5 Conclusion
The paper shows that when observational equivalent points belong to the same
model structure, global identification failure does not affect the forecasts con-
structed using dynamic stochastic general equilibrium models - either correctly
specified or misspecified. This is a favorable result for policy institutions when
the purpose is to construct predictions from DSGE models (where the ABCD
matrices are not identifiable locally or globally) that might not be globally
identified.
One the other hand, when the observationally equivalent parameter
points belong to different DSGE model structures, they can lead to distinct
predictions. This result has been illustrated through a small scale DSGE model
where two statistically indistinguishable structural parameter estimates, imply
distinct forecasts for macroeconomic variables such as: output, inflation and
interest rate. One of the parameter estimates resulted from a structure where
the monetary policy follows an interest rate rule that reacts to the output gap,
and the other, from a structure where the central bank responds to expected
inflation rather than current inflation. In fact, in this example, the expected
inflation rule is found to be observationally equivalent to a current inflation
rule.
In the considered example, failure of global identification within a struc-
ture occurs concomitantly with (global) identification failure across structures.
One could have examples where the existence of observationally equivalent
structures is not necessarily coupled with global identification failure within
a structure. Consider for example two model structures that yield the same
likelihood, but where both model structures are each globally identified at
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the parameter values that optimize the likelihood. Overall, when constructing
forecasts based on DSGE models, the results of the paper point to the ne-
cessity of taking into account different possible policy scenarios that could be
consistent with the data, i.e. observationally equivalent structures.
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Chapter 3
Identification Robust Predictive
Ability Testing
3.1 Introduction
The paper considers the predictive ability evaluation of models affected by
identification deficiencies. Comparing the predictive ability of models where
identification might fail, has not yet been examined in the literature, even
though many models from empirical predictive evaluation studies can suffer
from identification problems. Consider for example the Smooth Transition
Autoregressive (STAR) models or the simple ARMA(1,1) model with close
to equal autoregresive (AR) and moving-average (MA) parameters. A range
of other examples of models that satisfy our identification setup is given in
Section 3.2.2.
The class of models we are concerned with, are models where the pa-
rameter of interest θ, is of the form θ = (β, ζ, pi), where pi is identified if and
only if β 6= 0. The parameter ζ is not related to the identification of pi, while
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ψ = (β, ζ) is always identified. In our setup, the potential source of identifi-
cation deficiency is an intrinsic characteristic of the model. For example, in
the STAR models, one can lose identification in part of the parameter space,
because the parameter that measures the slope of the transition and the pa-
rameter that gives the location of the transition1 are not identified when the
coefficient on the nonlinear regressor is zero.
Given the structure of the class of models under consideration, when
β = 0, a criterion function2, used to estimate the parameters of the model,
does not depend on pi. When β is close to 0, the criterion function is flat
with respect to pi. As a result, the second derivative matrix of the criterion
function is singular or near singular causing the failure of standard asymptotic
approximations, as they involve the inverse of this matrix.
The magnitude of ‖β‖ determines the identification strength of the
model (or equivalently the parameter pi)3, which as discussed below can be:
non-identification, weak identification, semi-strong identification4 and strong
identification. In an in-sample estimation framework, Andrews and Cheng
[2012], Andrews and Cheng [2013] and Andrews and Cheng [2014], hereafter
AC2012, AC2013 and AC2014, respectively, show that in this class of models,
estimators can be inconsistent or consistent with different rates of convergence
and have different asymptotic distributions, depending on the identification
strength. The asymptotic null distribution of test statistics such as t, QLR
1Note that β, pi and ζ can be scalars or vectors.
2This criterion function can be: maximum likelihood criterion function, least-square
criterion function, GMM criterion function, minimum distance criterion function and others.
3Throughout the paper, when β is a vector, ‖ · ‖ denotes the Euclidean norm, when β is
scalar, ‖ · ‖ is replaced by the absolute value function.
4Semi-strong identification is a technical construct, used to bridge the gap between weak
and strong identification. See Section 3.2.1 for details.
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or Wald 5 is shown to be nonstandard when the model is non-identified or
weakly identified. Once the parameter pi is at least semi-strongly identified,
the asymptotic null distribution of these tests becomes standard.
In this paper, we analyze the effect of identification loss in an out-of-
sample predictive ability evaluation framework. We show that in the con-
sidered class of models, under weak and non-identification, the finite-sample
distribution of some of the estimators are far from the normal distribution.
In the example we consider, that uses a STAR model, these finite sample
distributions can be strongly bimodal or uniform. Due to these nonstandard
distributions, the forecast errors generated from a model that is not identi-
fied are larger than the errors that would have been obtained if the model
was (strongly) identified. This affects the null distribution of out-of-sample
predictive ability tests, which are not well approximated by the standard nor-
mal distribution when one (or both) model(s) considered for predictive ability
comparison are not (strongly) identified, in situations in which the parameter
estimation error is negligible.
In a numerical example, we show that tests and confidence intervals that
employ the standard normal critical value have size distortions and can lead
to incorrect inference. The weaker is the identification strength, the lower are
the coverage probabilities of confidence intervals (CI) based on the standard
normal critical value.
We propose methods to make the out-of-sample predictive ability tests
and CIs robust to identification deficiencies. These methods use a different
critical value than the standard one and include: a least-favorable critical
value and a data dependent critical value. The least favorable critical value
5The restrictions tested by these tests, involve in general both ψ and pi.
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is based on the least favorable possible distribution of the test statistic. For
the data dependent critical value, we use an identification category selection
procedure to determine the identification strength of pi and adjust the critical
value accordingly.
In settings where the parameter error is non-negligible, we show that
the asymptotic distribution of the predictive ability test in West [1996] is
standard even when we allow for pi to be only semi-strongly identified.6 Semi-
strong identification does not affect the asymptotic distribution of the test
statistic, even though it is known that under semi-strong identification the
estimator of pi has a slower rate of convergence than the standard (square-root
of the sample size) rate.
The paper contributes to the strand of literature that focuses on predic-
tive ability evaluation of forecasting models. Predictive accuracy evaluation
topics already considered in the literature include among others: accounting
for nested models (Clark and McCracken [2001, 2005], McCracken [2007]),
finite-sample predictive ability (Giacomini and White [2006], Clark and Mc-
Cracken [2009]), multiple model comparison (White [2000], Hansen [2005],
Corradi and Distaso [2011], evaluation of conditional quantile forecasts (Gia-
comini and Komunjer [2005]), tests for density forecasts (Corradi and Swan-
son [2006], Corradi and Swanson [2006b], Amisano and Giacomini [2007]),
predictive ability evaluation in unstable environments (Giacomini and Rossi
[2010], Rossi and Sekhposyan [2013]), evaluation of factor-augmented models
(Goncalves et al. [2015], Fosten [2016]), allowing for latent target variables
(Li and Patton [2013]). For surveys on recent developments in predictive ac-
6Semi-strong identification is not covered by the results in West [1996], only the usual
strong identification.
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curacy methodology see for example Corradi and Swanson [2013], Clark and
McCracken [2013], Diebold [2015].
The focus of this paper is on predictive evaluation of models where the
assumption of (strong) identification fails. Recent papers such as AC2012,
AC2013, AC2014 and Cheng [2015] have analyzed the type of models consid-
ered in this paper, in an in-sample estimation framework. AC2012 provide re-
sults for general extremum estimators. Under high-level assumptions regarding
the behavior of the estimator criterion function, they establish consistency/lack-
of-consistency of estimators and determine the asymptotic distributions of
estimators under a range of drifting sequences of true distributions. The prop-
erties of tests and confidence sets for parameters are analyzed under different
identification categories. AC2013 and AC2014 provide a set of primitive con-
ditions for the high level assumptions in AC2012. AC2013 focus on models
estimated by log-likelihood criterion functions, while the focus of AC2014 is
on moment condition models estimated by GMM. The focus of Cheng [2015] is
on mixed identification. While AC2012, AC2013 and AC2014 treat a broader
class of models with a single source of non-identification, Cheng [2015] pro-
vides results for nonlinear regression models with multiple nonlinear regressors
and thus multiple sources of non/weak identification.
Related to the problem analyzed in the above mentioned papers is the
setting considered in Shi and Phillips [2012], where they allow for the possibil-
ity of weak identification in models characterized by a nonlinear cointegrating
relationship. Weak identification in their model arises from the presence of
a loading coefficient associated to the nonlinear function that might be close
to zero. Andrews, Cheng, and Guggenberger [2011] provide generic results
used to convert asymptotic results under drifting sequences of parameters into
72
results that hold uniformly over the parameter space. These results are useful
in establishing the asymptotic size in a uniform sense of confidence sets and
tests, and they can be applied, among others, to the class of models considered
in this papers.
The paper is also broadly related to many other papers on weak and
non-identification as well as papers on robust inference in weakly identified
models. Consider for example the literature on robust inference with weakly
identified nuisance parameters (see for e.g. Chaudhuri and Zivot [2011], Dufour
and Taamouti [2005, 2007], Guggenberger et al. [2012]), or papers on weak
identification in macroeconomic models (see for e.g. Andrews and Mikusheva
[2015, 2016], Guerron-Quintana et al. [2013], Qu [2014]).
The paper is organized as follows. Section 3.2 introduces the class of
models that we focus on, describes the identification problem and outlines the
predictive ability evaluation framework. Section 3.3 provides numerical evi-
dence on the implications of identification loss. Section 3.4 establishes asymp-
totic results under semi-strong identification. Section 3.5 proposes methods to
construct robust tests and confidence intervals and applies them in a numerical
example. Section 2.5 concludes. The appendix provides proofs and additional
numerical results.
3.2 Setup
This section presents the class of models that we consider in our predictive
evaluation framework and its identification characteristics. We further give a
couple of examples of models used in empirical studies that satisfy our identi-
fication setup and outline the predictive ability evaluation framework.
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3.2.1 Class of Models and Identification Categories
Consider the class of regression models with additive nonlinearity:
yt = Z
′
tζ + f(Xt, pi)
′β + ut (3.1)
where yt ∈ R, Xt ∈ RdX , Zt ∈ RdZ are observed variables, and ut ∈ R
is an unobserved error term. The models belonging to (3.1) are nonlinear
parametric regressions7, where f(Xt, pi) is a smooth nonlinear function with
unknown transformation parameter pi ∈ Rdpi . The function f(Xt, pi) is known
up to the finite dimensional parameter pi. The loading coefficient β ∈ Rdβ
measures the importance of the nonlinear component, while ζ ∈ Rdζ are the
coefficients of some linear regressors in the model.
The inherent characteristic of the class of models in (3.1) is that pi is
identified if and only if β 6= 0. In fact, ‖β‖ determines the identification
strength of pi. The parameter β can converge to 0 at various rates or, on
the contrary, can be bounded away from 0. The parameter ζ associated to
the linear part of the regression is not related to the identification of pi, while
ψ = (β, ζ) ∈ Rdψ is always identified.8 The parameters of interest in the model
can be collected in a vector θ = (β, ζ, pi) ∈ Rdθ .
Models of the type given in (3.1) are strongly identified at some points
of the parameter space, but might be unidentified or weakly identified at other
points of the parameter space. This feature, requires non-standard inference
techniques for this class of models. Moreover, the large sample properties
7The ARMA(1,1) model with equal autoregressive and moving-average coefficients
present similar identification issues as (3.1), but it is linear.
8This setup also allows for cases where a model is reparametrized to convert it into the
framework considered here.
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of estimators, tests and confidence sets differ according to the identification
properties of the model (see for e.g. AC2012, Cheng [2015]).
When β = 0, the criterion function used to estimate the parameters of
the model, does not depend on pi, while when β is close to zero, the criterion
function is flat with respect to pi. This means that the second derivative
matrix of the criterion function is singular or near singular, causing the failure
of standard asymptotic approximations, as they involve the inverse of this
matrix.
In order to model the different identification strengths of pi, alternative
asymptotic approximations along drifting sequences of true parameters need
to be considered. To this end, suppose that the true value of the parameter is:
θT = (βT , ζT , piT ), where T ≥ 1 indexes the sample size. As shown in AC2012
the behaviour of the extremum estimators and test statistics associated to
models in (3.1), depends on the magnitude of ‖βT‖ and varies across three
categories of sequences {βT : T ≥ 1}, which, following the terminology in
AC2012, are:
Category I (a): when βT = 0 ∀ T ≥ 1
Category I (b): when βT 6= 0 and T 1/2βT → b ∈ Rdβ
Category II: when βT → 0 and T 1/2‖βT‖ → ∞
Category III: when βT → β0 6= 0 , β0 ∈ Rdβ
When the sequences {βT} satisfy the conditions from category I (a), category I
(b), category II and category III, the parameter pi is, respectively, unidentified,
weakly identified, semi-strongly identified and strongly identified. Note that
when pi is weakly identified, βT converges to zero at the same rate as 1/
√
T ,
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while when pi is semi-strongly identified, βT converges to zero slower than
1/
√
T .
As pointed out in AC2012, θ = (β, ζ, pi) does not need to completely
determine the distribution of the data. Thus, an additional parameter φ can
be introduced, which is an infinite dimensional nuisance parameter, such that
γ = (θ, φ) ∈ Γ fully determines the distribution of the data.9 Therefore, in
addition to the drifting sequences {βT : T ≥ 1}, we can allow other parameters
to change with the sample size and obtain uniform results not only over β but
also over γ.
Based on the identification categories described above, define the fol-
lowing sequences of true parameters {γT}, where {γT} = {(θT , φT )}:
1. Γ(γ0) = {{γT ∈ Γ : T ≥ 1} : γT → γ0 ∈ Γ}
2. Γ(γ0, 0, b) = {{γT} ∈ Γ(γ0) : β0 = 0 and T 1/2βT → b ∈ (R ∪ ±∞)}
3. Γ(γ0,∞, ω0) = {{γT} ∈ Γ(γ0) : T 1/2βT →∞ and βT/‖βT‖ → ω0 ∈ Rdβ}
where γ0 = (β0, ζ0, pi0, φ0) ∈ Γ is the limit of the sequences {γT}. In the
notation above, the 0 in Γ(γ0, 0, b) means β0 = 0 while the ∞ in Γ(γ0,∞, ω0)
stands for T 1/2‖β0‖ → ∞.
The sequences {γT} in the set Γ(γ0, 0, b), are sequences for which {βT}
is close to 0 and are in identification category I and II. The sequences {γT}
in the set Γ(γ0,∞, ω0) are sequences for which {βT} is more distant from 0,
and are in identification category II and III. Note that both sets Γ(γ0, 0, b)
and Γ(γ0,∞, ω0) contain sequences {γT} from identification category II. What
9For example, in nonlinear regression models estimated by least squares, θ indexes a
finite-dimensional feature of the distribution of the errors, (such as its variance), while φ
indexes the remaining characteristics of the distribution of the errors, which may be infinite
dimensional.
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distinguishes these two sets is whether T 1/2‖βT‖ → ‖b‖ with ‖b‖ < ∞ or
‖b‖ =∞.10
3.2.2 Examples
The class of models considered in the paper includes many well known models
which appear frequently in empirical studies.
Example 1. Smooth Transition Autoregressive (STAR) Models
The model can be written as follows:
yt = X
′
tζ +X
′
tβ · f(Vt, pi) + ut,
with Xt = (1, yt−1, . . . , yt−p)′ and Vt = yt−d
(3.2)
The function f(Vt, pi) is known and the values of the parameters p and d are
also assumed to be known, with 1 ≤ d ≤ p. The literature usually considers
two different forms for the transition function f(Vt, pi) ∈ [0, 1]: the logistic
function
f(Vt, pi) = (1 + exp [−pi∗1(Vt − pi∗2)])−1 (3.3)
or the exponential function
f(Vt, pi) = 1− exp [−pi∗1(Vt − pi∗2)2] (3.4)
where pi = (pi∗1, pi
∗
2)
′ ∈ R2. The parameter pi∗1 > 0 measures the slope
of the transition, while the parameter pi∗2 the location of the transition. When
β=0, the parameter pi is not identified. The model can be estimated using an
10Note that b indexes the magnitude of β.
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estimator criterion function such as the least square or maximum likelihood
criterion function. The first derivative of these criterion functions with respect
to pi are proportional to β, when β is close to zero. Hence, the criterion
functions are flat in the direction of pi. For applications of this model see
for e.g. Luukkonen et al. [1988], Terasvirta and Anderson [1992], Tera¨svirta
[1994], Ferrara, Marcellino, and Mogliani [2015], among others.
Example 2. Nonlinear Regression with Endogeneity
Consider the following nonlinear regression model with endogenous re-
gressors:
yt = β · f(X1t, pi) +X ′2tζ + ut with instruments Zt independent of ut (3.5)
where X1t is a nonlinear regressor, X2t is a linear regressor, and Zt are the
instrumental variables which are assumed to be strong. Identification failure in
this model can arise due to the nonlinearity introduced by the function f . This
model can be estimated using a GMM criterion function. In this example, the
endogeneity of the regressors is not crucial for our identification problem. The
reason to consider it here is to be able to give example of different extremum
estimators that can be used. An application of this model is considered in
Areosa et al. [2011], where they model inflation rate in Brazil and find strong
support for a nonlinear specification of the Philips curve. In their empirical
study, the nonlinear function f is a logistic function.
Example 3. ARMA(1,1) model
It is a well known result that common autoregressive (AR) and moving
average (MA) roots lead to identification failure in the ARMA(1,1) model.
In other words, the AR and MA parameters are not identified when they are
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equal. This occurs when the series is white noise. Consider the following
ARMA(1,1) model:
yt = (pi + β)yt−1 + t − pit−1 (3.6)
when β = 0 the model becomes yt = piyt−1 + t − pit−1 which is equivalent to
yt = t. Thus, when β = 0 the AR parameter pi + β and the MA parameter
pi are not identified. Ansley and Newbold [1980] and Nelson and Startz [2007]
show in simulations that AR and MA parameters that are close in value,
lead to bias, variance and size problems. The ARMA(1,1) example fits our
identification setup, even though there is no nonlinear function involved.
Other examples of models that satisfy our identification setup include:
mixed data sampling (MIDAS) regressions in empirical finance (see e.g. Ghy-
sels, Sinko, and Valkanov [2007]), autoregressive distributed lag models, con-
tinuous transition structural change models, continuous transition threshold
autoregressive models (see e.g. Chan and Tsay [1998]), models with correlated
random coefficients (see e.g. Andrews [2001]), nonlinear binary choice models,
probit models with endogeneity and possibly weak instruments (see e.g. Rivers
and Vuong [1988]).11 The focus of this paper is on the subset of models that
satisfy the identification setup described above and are also used in prediction.
Our framework does not cover all models that have identification de-
ficiencies at some points in the parameter space. For example, models such
as regime switching models, abrupt transition structural change models, and
abrupt transition threshold autoregressive models, such as in Hansen [2000],
Liu and Shao [2003], Elliott and Mu¨ller [2007, 2014], Qu and Perron [2007] are
11For other examples and references for models from this class, see AC2012.
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not considered here and are left for future research.
3.2.3 Predictive Evaluation Framework
We are interested in comparing the predictive ability of two models where one
or both belong to the class described in Section 3.2.1, in situations where one
or both models are affected by identification deficiencies. Here, we outline
the predictive evaluation framework with notations corresponding to the case
when both models belong to (3.1).
Consider thus the forecasting model 1:
yt+h = Z
′
1tζ1 + f1(X1t, pi1)
′β1 + ut+h (3.7)
and a benchmark model, model 2:
yt+h = Z
′
2tζ2 + f2(X2t, pi2)
′β2 + t+h (3.8)
where yt ∈ R, X1t ∈ RdX1 , Z1t ∈ RdZ1 , X2t ∈ RdX2 , Z2t ∈ RdZ2 are
observed variables, ut ∈ R and t ∈ R are unobserved error terms and h is the
forecast horizon.
Alternatively, the benchmark forecast could be also considered a non-
model based forecast such as those obtained from different surveys. In this
paper, we maintain a non-nested framework, i.e. we consider the case where
W2t = (X2t, Z2t) is not nested within W1t = (X1t, Z1t).
In order to test the predictive accuracy of the model in (3.7) relative
to the accuracy of the model in (3.8), we can formulate the null hypothesis of
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equal unconditional predictive ability as:
H0 : E[g(ut+h)− g(t+h)] = 0 (3.9)
where ut+h and t+h are the forecast errors of model (3.7) and model (3.8)
and g(·) is some differentiable (or non-differentiable) loss function. This null
hypothesis tests the equality of expected forecast error losses resulted from the
two competing models. The alternative can be two sided (the two models do
not perform equally well) or one-sided (one of the models performs better).
The forecast errors of model (3.7) and model (3.8) can be obtained by
using a rolling, recursive or a fixed window estimation scheme. The notations
in this paper correspond to the rolling estimation scheme, but recursive and
fixed estimation cases could be also considered. Thus, the sample of size T is
divided into an in-sample part R and an out-of-sample part P and the models’
parameters are re-estimated for each rolling window of length R, indexed by t
with R ≤ t ≤ T .
Suppose the parameters of interest of the model in (3.7), θ1 = (ζ1, β1, pi1)
are estimated by minimizing a criterion function QR(θ1), that depends on
the observables and the sample size R, over a parameter space Θ1 ⊆ Rdθ1 .
The criterion function is minimized successively over rolling windows of data.
Analogously, θ2 is estimated by minimizing a criterion function QR(θ2) over
an optimization parameter space Θ2 ⊆ Rdθ2 .
Given the parameter estimates, the forecast errors based on a rolling
window of observations from model (3.7) and model (3.8) are given by:
uˆt+h = yt+h − Z ′1tζˆ1,R,t − f(X1t, pˆi1,R,t)′βˆ1,R,t where R ≤ t ≤ T (3.10)
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and
ˆt+h = yt+h − Z ′2tζˆ2,R,t − f(X2t, pˆi2,R,t)′βˆ2,R,t where R ≤ t ≤ T (3.11)
Thus, an out-of-sample predictive ability test statistic such as the Diebold-
Mariano-West (DMW) statistic can be formulated as:
SP =
1√
P
T−h∑
t=R
(g(uˆt+h)− g(ˆt+h)) (3.12)
and used to test the null given in (3.9).
The main difference of our setup to the classical DMW framework, is
the dependence of the test statistic on the estimates of the parameters pi1 and
pi2, where pi1 and/or pi2 might not be strongly identified.
3.3 Numerical Evidence: Implications of Iden-
tification Loss
In this section we illustrate numerically the impact of identification issues
that arise naturally in the class of models described in Section 3.2.1, on the
finite-sample densities of estimators, as well as on the finite-sample densities
of out-of sample tests and critical values.
3.3.1 Effect on Estimators
As an example of a model from the class (3.1), consider the following LSTAR(1):
yt = ζ1 + ζ2yt−1 + β · f(yt−1, pi) + ut (3.13)
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where f(x, pi) = x(1 + exp [−10(x− pi)])−1 and ut ∼ N(0, 1).
In this simulation exercise, for illustration purposes, we use the constant
10 for the parameter that measures the slope of the transition. The identifica-
tion issues are already evident when only one parameter (the location of the
transition) appears in the logistic function. Estimating a second parameter in
the logistic function will only aggravate the identification problems.
Figure 3.1 to 3.4 provide the finite sample densities of the maximum
likelihood estimators for ζ1, ζ2, β, and pi, respectively, when the true value of
pi, pi0 = −1.5. The number of simulation repetitions is 500, and the sample size
is T = 500. Each subplot gives the densities of estimators for b = [0, 2, 4, 10]
where b =
√
Tβ indexes the magnitude of β. The values of b = [0, 2, 4, 10]
correspond to β = [0, 0.09, 0.18, 0.45]. The true values of ζ1 and ζ2 are set to
-1 and 0.5 respectively.
Figures 3.1 and 3.2 show that, the finite-sample densities of the esti-
mators of ζ1 and ζ2 are not far from a normal distribution, for all values of
b. In contrast, the results for the estimators of β and pi are very different,
the finite-sample distributions being very far from a normal distribution for
smaller values of b.
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Figure 3.1: Finite sample densities of the estimator of ζ1 when pi0 = −1.5.
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Figure 3.2: Finite sample densities of the estimator of ζ2 when pi0 = −1.5.
Figure 3.3 shows that the maximum likelihood estimator of β has a
clear bimodal distribution when b = 0 (non-identification of pi), b = 2 and
b = 4 (weak identification of pi). It starts to resemble a normal distribution
centered around the true value β0 = 0.45 once b is increased to 10. Regarding
the distribution of the estimator of pi, Figure 3.4 indicates that it is almost
uniformly distributed on the interval [-4, -0.5], for a true value pf pi0 = −1.5
when b = 0. When b = 2 it still resembles a uniform distribution, with a
very slight buildup of mass that starts forming around the true value. The
buildup of mass becomes more evident when b = 4, and the distribution of
the maximum likelihood estimator of pi is not far from a normal distribution
centered around the true value once b = 1012.
Similar results on the densities of estimators when pi0 = −3 are reported
in Figures C.1 to C.4, in the Appendix.
12The asymptotic and finite sample results in AC2012, AC2013 and AC2014 confirm the
results obtained in this section.
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Figure 3.3: Finite sample densities of the estimator of β when pi0 = −1.5.
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Figure 3.4: Finite sample densities of the estimator of pi when pi0 = −1.5.
3.3.2 Effect on Out-of-Sample Tests
This section focuses on the case in which the parameter estimation error is neg-
ligible. In this simulation design, we generate data according to the following
two data generating processes (DGPs):
yt = β1yt−1(1 + exp[−c1(yt−1 − pi1)])−1 + v1t (3.14)
and
yt = β2yt−1(1 + exp[−c2(yt−1 − pi2)])−1 + v2t (3.15)
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For the DGP in 3.14, we successively consider the following values for
b1, the parameter that indexes the magnitude of β1, b1 = [4, 6, 8, 10, 12]. In
finite-samples, b1 = β1
√
R. Thus, with an in-sample size of R = 50013, the
b1 values correspond to true values of β0,1 = [0.18, 0.26, 0.35, 0.45, 0.53]. In
the DGP in 3.15, b2 is fixed to 12 which implies that β0,2 = 0.53, a value for
which, according to the simulation results of the previous section, the model
is already strongly identified. The true values of the other parameters are set
to c0,1 = c0,2 = 10 and pi0,1 = pi0,2 = −1.5 and the error terms v1t and v2t are
drawn from a N(0, 1) distribution. To simplify computations, in 3.14 and 3.15
we only consider the nonlinear part of the LSTAR(1) model.
Note that in this simulation exercise, we are not interested in results
given by very small b1 values, such as b1 = 0 or b1 = 2, because in that case
β1 is small too, and one would not be interested in forecastig with such small
values of β1.
The two competing models considered for forecast evaluation are the
model in 3.14, which can have different strengths of identification depending
on b1, and the model in 3.15, which is always identified. When comparing
the predictive ability of 3.14 and 3.15, based for example on the mean square
forecast errors (MSE), the null of equal predictive ability should be satisfied.
The number of simulation repetitions in the computation of the out-of-sample
predictive ability statistic is 500.
Figure 3.5 provides the finite-sample densities of the out-of-sample test
statistic, under the null of equal predictive ability, for different b1 values in 3.14.
For smaller b1 values, the model 1 (equation 3.14) is not (strongly) identified
13In this example, the in-sample size R is kept at the same value of 500 as the size of the
full sample in the previous subsection. The out-of-sample size is P = 150.
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and the parameters are not correctly estimated. Thus, the forecast errors
generated from this model are larger than the errors obtained from model 2
(equation 3.15). As a consequence, the null distribution of the out-of-sample
predictive evaluation test is biased to the right and it is not well approximated
by the standard normal distribution. A standard normal critical value could
lead to misleading inference. For example, when b1 = 4, the 0.95 quantile
of the distribution of the test statistic is 3.11, whereas for b1 = 12, the 0.95
quantile is roughly 2.
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Figure 3.5: Finite sample densities of the Diebold-Mariano test statistic
Figure 3.6 reports the finite sample coverage probabilities of the nominal
95% standard confidence intervals, constructed based on the standard normal
critical value, for different b1 values for model 1
14. The confidence intervals
are constructed by inverting the test statistic. For a number of 500 simula-
tion repetitions, we collect all values of the statistic that in absolute value are
less than 1.96, for each discrete value of b1. Then, the coverage probability is
obtained as the proportion of instances in which the value of the statistic is
contained in the standard confidence interval. The smaller is the b1 value (i.e.
14The discrete values of b1 for which computations are made run from 4 to 12 with a grid
of 0.2.
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the lower is the identification strength), the lower is the coverage probability
of the standard confidence interval. The smallest finite-sample coverage prob-
abilities are around 0.81 for b1 = 4. As b1 increases, the coverage probabilities
are progressively approaching 0.95.
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Figure 3.6: Coverage Probabilities of Standard CIs
3.4 Asymptotic Results under Semi-Strong
Identification
We are interested in the asymptotic distribution of the statistic SP , when one
or both models belong to the class in 3.1, and thus can suffer from identification
deficiencies.
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When pi1 and pi2 are non-identified or weakly identified, it is known from
the in-sample asymptotic results of AC2012 that their extemum estimators
are inconsistent. In consequence, the framework in West [1996] cannot be
applied in order to derive the asymptotic distribution of SP .
15 Finite-sample
distributions of out-of-sample tests, can still be analysed in this case through
simulation, as in Section 3.3.16 When pi1 and pi2 are strongly identified, the
asymptotic distribution of SP is of course standard.
In this section, we derive the asymptotic distribution of SP when pi1 and
pi2 are semi-strongly identified
17 and show that the asymptotic distribution of
the out-of-sample test under the null of equal predictive ability is standard,
even though we allow pi1 and pi2 to be only semi-strongly identified. This is
different from West [1996] where all parameters are assumed to be strongly
identified. Semi-strong identification does not affect the asymptotic distri-
bution of SP , even though in this case, pˆi1R and pˆi2R have a slower rate of
convergence,
√
R‖β1R‖ 
√
R and
√
R‖β2R‖ 
√
R, than it is standard.18
This is in conformity with the asymptotic results in AC2012 and Cheng [2015],
regarding the asymptotic distributions of in-sample statistics such as t, Wald,
QLR, which are shown to have a standard distribution under the null, once pi
is at least in the semi-strong identification category. These statistics are shown
to have non-standard distributions, only when pi is non-identified or weakly
identified.
We derive our results for the case when both models belong to the class
15More precisely, Theorem 4.1 in West [1996] cannot be applied.
16Note that a STAR model with pi non-identified or weakly identified with very small beta
estimates is not of interest in a prediction evaluation framework. This is not however the
case for the ARMA(1,1) model.
17When pi is semi-strongly identified, its extremum estimator is consistent, see Theorem
3.2 in Andrews and Cheng [2012].
18See Theorem 3.2 in Andrews and Cheng [2012].
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of models under consideration and both are semi-strongly identified. When
only one of the competing models belongs to this class, the same result obtains
and the derivations corresponding to the standard model (the one without
identification deficiencies) are as in West [1996].
The following assumptions are required to derive our result:
Assumption 1 (Parameter space):
(i) The true parameter space corresponding to model 1, denoted Θ∗1, lies in
the interior of the optimization parameter space Θ1.
(ii) The true parameter space corresponding to model 2, denoted Θ∗2, lies in
the interior of the optimization parameter space Θ2.
Assumption 1 ensures that the true value of the parameter cannot lie
on the boundary of the optimization parameter space. This way, we exclude
possible boundary effects and the focus is solely on the effects of identification
deficiencies.
Assumption 2 (Criterion function):
(i) If β1 = 0, QR(θ1) does not depend on pi1, ∀ θ1 = (β1, ζ1, pi1) = (0, ζ1, pi1) ∈
Θ1, ∀ R ≥ 1.
(ii) If β2 = 0, QR(θ2) does not depend on pi2, ∀ θ2 = (β2, ζ2, pi2) = (0, ζ2, pi2) ∈
Θ2, ∀ R ≥ 1.
Assumption 2 is a key assumption in the paper. It is the main char-
acteristic of the class of models under consideration. Under this assumption,
the criterion function is flat with respect to pi1 (or pi2) when β1 (or β2) is close
to zero and the second derivative matrix of the criterion function is singular
or near singular.
The next three assumptions, are similar to assumptions D1, D2, and
D3 in AC2012 and concern the quadratic expansion that the criterion function
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must satisfy when pi1 and pi2 are semi-strongly identified, and, the behavior of
the first and second derivatives of the criterion function.
Assumption 3 (Quadratic expansion of the criterion function):
(i) The sample criterion function QR(θ1) has a quadratic expansion in θ1
around the true value θ1R, i.e.
QR(θ1) = QR(θ1R) +DQR(θ1R)
′(θ1 − θ1R)
+
1
2
(θ1 − θ1R)′D2QR(θ1R)(θ1 − θ1R) +RR(θ1)
(3.16)
where DQR(θ1R) ∈ Rdθ1 is a stochastic generalized first derivative vector,
D2QR(θ2R) ∈ Rdθ1×dθ1 is a generalized second partial derivative matrix and
RR(θ1) is a remainder term.
(ii) The sample criterion function QR(θ2) has a quadratic expansion in θ2
around the true value θ2R, i.e.
QR(θ2) = QR(θ2R) +DQR(θ2R)
′(θ2 − θ2R)
+
1
2
(θ2 − θ2R)′D2QR(θ2R)(θ2 − θ2R) +RR(θ2)
(3.17)
where DQR(θ2R) ∈ Rdθ2 is a stochastic generalized first derivative vector,
D2QR(θ2R) ∈ Rdθ2×dθ2 is a generalized second partial derivative matrix and
RR(θ2) is a remainder term.
The next assumption requires good behavior of the rescaled general-
ized second derivative of QR(θ1) and QR(θ2), to eliminate its singularity when
β1R → 0 and β2R → 0, which occurs when pi1 and pi2 are semi-strongly identi-
fied.
Assumption 4 (Behavior of the generalized second derivative):
(i) J1R = B
−1(β1R)D2QR(θ1R)B−1(β1R)
p−→ J1(γ0,1) ∈ Rdθ1×dθ1 , where J1(γ0,1)
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is nonsingular and symmetric.
(ii) J2R = B
−1(β2R)D2QR(θ2R)B−1(β2R)
p−→ J2(γ0,2) ∈ Rdθ2×dθ2 , where J2(γ0,2)
is nonsingular and symmetric.
The matrices B(β1) and B(β2), defined in the appendix, are used to
normalize D2QR(θ1R) and D
2QR(θ2R) so that they are nonsingular asymptot-
ically.
The following assumption requires the rescaled generalized first deriva-
tive to satisfy a CLT.
Assumption 5 (Behavior of the generalized first derivative):
(i) R1/2B−1(β1R)DQR(θ1R)
d−→ G∗(γ0,1) ∼ N(0dθ1 , V (γ0,1)) for a dθ1 × dθ1 sym-
metric positive definite matrix V (γ0,1).
(ii) R1/2B−1(β2R)DQR(θ2R)
d−→ G∗(γ0,2) ∼ N(0dθ2 , V (γ0,2)) for a dθ2×dθ2 sym-
metric positive definite matrix V (γ0,2).
The next two assumptions are standard as in West [1996]. They require
measurability and differentiability of the loss function g, impose conditions on
the moments of g and impose stationarity and mixing conditions.
Assumption 6 (i) In some neighborhood N1 around θ1, with prob-
ability one, g(ut+h) is measurable and twice continuously differentiable with
respect to θ1.
(ii) In some neighborhood N2 around θ2, with probability one, g(t+h) is mea-
surable and twice continuously differentiable with respect to θ2.
(iii) For all t, there exists a constantD <∞, such that supθ1∈N1 ‖O2θ1g(ut+h)‖ ≤
n1t, for a measurable function n1t for which E(n1t) < D.
(iv) For all t, there exists a constant D <∞, such that supθ2∈N2 ‖O2θ2g(t+h)‖ ≤
n2t, for a measurable function n2t for which E(n2t) < D.
Assumption 7 (i) For some d > 1, suptE‖[Oθ1g(ut+h),
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g(ut+h),Oθ2g(t+h),
g(t+h), ]
′‖4d <∞, where ‖ · ‖ is the Euclidean norm.
(ii)[(Oθ1g(ut+h)− E(Oθ1g(ut+h)), (g(ut+h)− E(g(ut+h))),
(Oθ2g(t+h)−E(Oθ2g(t+h)), (g(t+h)−E(g(t+h))), ]′ is strong mixing with mix-
ing coefficients of size −3d/(d− 1).
(iii)[Oθ1g(ut+h), g(ut+h),Oθ2g(t+h), g(t+h)]′ is covariance stationary.
(iv) Let Γt+h = g(ut+h)−g(t+h) and let V =
∑+∞
j=−∞E(Γt+h−E(Γt+h))(Γt+h−j−
E(Γt+h−j)), then V is positive definite.
The last assumption is standard in the predictive ability testing litera-
ture and concerns the relative rate of increase of T , R and P .
Assumption 8 P,R → ∞ as T → ∞ and limT→∞ PR = p˜i with 0 ≤
p˜i ≤ ∞.
The following result provides the asymptotic distribution of SP for the
case in which pi1 and pi2 are semi-strongly identified. The proof of the theorem
is given in Appendix 1.
Theorem 1. Let Assumptions 1-8 hold. Under H0,
SP
d−→ N(0,Ω)
where
Ω = V + λ1D
′
θ1
VW1Dθ2 + λ1D
′
θ1
VW2Dθ2 + 2λ2Dθ1CW1 − 2λ2Dθ2CW2
− 2λ1D′θ1CW1W2Dθ2
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with:
V =
+∞∑
j=−∞
E[(g(ut+h)− g(t+h))− E(g(ut+h)− g(t+h))
× (g(ut+h+j)− g(t+h+j))− E(g(ut+h)− g(t+h))′]
VW1 = −J−11 (γ0,1)B−2(β1R)
( +∞∑
j=−∞
E(m1,tm
′
1,t+j)
)
B−2(β1R)(−J−11 (γ0,1))
VW2 = −J−12 (γ0,2)B−2(β2R)
( +∞∑
j=−∞
E(m2,tm
′
2,t+j)
)
B−2(β2R)(−J−12 (γ0,2))
CW1 =
( +∞∑
j=−∞
E[(g(ut+h)− g(t+h))m′1,t+j]
)
B−2(β1R)(−J−11 (γ0,1))
CW2 =
( +∞∑
j=−∞
E[(g(ut+h)− g(t+h))m′2,t+j]
)
B−2(β2R)(−J−12 (γ0,2))
CW1W2 = −J−11 (γ0,1)B−2(β1R)
( +∞∑
j=−∞
E(m1,tm
′
2,t+j)
)
B−2(β2R)(−J−12 (γ0,2))
and Dθ1 = E(Oθ1g(ut+h)), Dθ2 = E(Oθ2g(t+h)).
The parameters λ1 and λ2 are defined as follows. In a rolling estimation
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scheme, we have that λ1 = (1 − 13p˜i ) and λ2 = (1 − 12p˜i ), in the case where
1 < p˜i < ∞ and, λ1 = (p˜i − p˜i23 ) and λ2 = p˜i2 , in the case where p˜i ≤ 1.
If we consider a recursive estimation scheme, λ1 = 2(1 − 1p˜i ln(1 + p˜i)) and
λ2 = 1 − 1p˜i ln(1 + p˜i). For a fixed window estimation scheme, the parameters
λ1 and λ2 are λ1 = p˜i, λ2 = 0.
Theorem 1 shows that even though pi1 and pi2 might be only semi-
strongly identified, the asymptotic distribution of SP , based on the class of
models defined in (3.1), is the same as in West [1996]. Note that the results
in West [1996] are derived assuming OLS estimation, while here we assume a
maximum likelihood estimation framework.
3.5 Robust Inference
As shown in the numerical finite-sample results (Section 3.3), a standard
strong-identification critical value can lead to misleading inference, when pi1
(and/or pi2) are not (strongly) identified. In this section, we construct robust
critical values that take into account the possible loss of (strong) identification.
A robust critical value in our testing framework is larger than the standard
strong identification critical value. Robust confidence intervals can also be
constructed by inverting the test statistic using the robust critical value. Here
the focus is on cases in which the parameter estimation error is negligible.
Robust critical values in non-negligible parameter estimation settings can be
obtained by bootstrap inference. This is considered in future research.
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3.5.1 Data Dependent Critical Values
The first step in the construction of robust critical values is to employ an iden-
tification selection procedure (ICS) that uses the data to determine whether
‖b‖ < ∞ (i.e. non-identification/weak identification) or ‖b‖ = ∞ (i.e. semi-
strong/strong identification).19
The identification selection procedure distinguishes between weak and
semi-strong identification of pi based on the following statistic:20
ICSR = (Rβˆ
′
RΣˆ
−1
ββ,RβˆR/dβ)
1/2 (3.18)
where Σˆββ,R is the the upper left dβ × dβ block of ΣˆR - the estimator of the
variance-covariance matrix of θˆR, and R is the in-sample size
21. Note that
when βR = O(
1√
R
), (i.e. when pi is weakly identified), ICSR is Op(1).
We select the weak identification category if
ICSR ≤ kR (3.19)
and the semi-strong identification category, otherwise.22 The sequence of con-
stants kR : R ≥ 1 are tuning parameters such that:
i) kR →∞ and ii) kR/R1/2 → 0. (3.20)
19This identification selection procedure is also employed in Andrews and Cheng [2012]
and Cheng [2015] and is related to methods proposed in Andrews [1999] and Andrews and
Soares [2010].
20For ease of notation, the indices 1 and 2 corresponding to model 1 and 2 are omitted in
this subsection.
21In order to decrease computation times, when computing the ICS statistic, a fixed
estimation scheme is used.
22As ICSR is Op(1) when pi is weakly identified, one consistently selects the weak identi-
fication category, provided kR diverges to infinity.
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For example, kR can be taken kR = (lnR)
1/2, which is analogous to the
Bayesian information criterion (BIC) penalty term, to satisfy i) and ii).
To understand why the second condition on kR, (ii), is also needed,
consider a strong identification case when βR is bounded away from 0, say
βR = 2. In this case, βˆR converges to 2 in probability and ICSR diverges to
infinity at rate
√
R. To ensure ICSR is larger than kR, we need kR to diverge
at a rate slower than
√
R, thus the second condition kR/R
1/2 → 0.
Using the identification selection procedure described above, a robust
critical value, at nominal level 1− α, cˆR,1−α is defined as:
cˆR,1−α =
 c
LF
1−α if ICSR ≤ kR
c∞1−α if ICSR > kR
(3.21)
where c∞1−α is the standard strong identification critical value, and c
LF
1−α is the
least favorable (LF) critical value, that is large enough for all identification
categories:
cLF1−α = max
{
sup
l∈L
c1−α(l), c∞1−α
}
. (3.22)
In (3.22), c1−α(l) is the 1−α quantile of the statistic under weak/non-identification,
and l = (b, γ) ∈ L, with L = {l = (b, γ) : ‖b‖ < ∞, γ ∈ Γ}. Note that one
could directly use, cLF1−α, the least favorable critical value as the robust critical
value, without the identification selection procedure, but the associated con-
fidence interval is typically overly long, and not as informative in the strong
identification case. The ICS procedure improves on the LF critical value.
The robust critical value, cˆR,1−α, can be further improved by employing
null-imposed and/or plug-in versions of it. A null imposed critical value ex-
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ploits the knowledge of the null hypothesis value of a restriction, r(θ), implied
by the test, such that the null is H0 : r(θ) = v for v ∈ r(Θ). For example,
in a context where the null hypothesis specifies a value pi∗ for pi, then the
supremum in (3.22) needs to be taken only over the l values for which pi = pi∗.
In this case, L is replaced by L(v) =
{
l = (b, γ) ∈ L : ‖b‖ <∞, r(θ) = v} in
(3.22).23
The plug-in version of cˆR,1−α can be employed when part of γ = (ζ, β, pi, φ)
is unknown under H0, but can be consistently estimated. This critical value
replaces elements of γ with consistent estimators in the formula in (3.22),
and the supremum over the set L can be reduced to a supremum over LˆR (or
L(v)∩LˆR), where LˆR =
{
l = (b, γ) ∈ L : γ = (ζˆR, β, pi, φ)
}
, as ζ is consistently
estimated by ζˆR.
24
3.5.2 Simulation: Coverage Probabilities based on Ro-
bust Critical Values
Consider again the simulation design from Section 3.3.2. We apply the meth-
ods described above to construct robust critical values and thus obtain robust
tests. We consider both the least favorable critical value cLF1−α as well as the
data dependent critical value cˆR,1−α.
The least favorable critical value cLF1−α is obtained as follows. Fix pi0,1 in
3.14 successively to one of the values pi0,1 = [−3.5,−3,−2.5,−2,−1.5]25. For
each of these pi0,1, run the b1 values, from 4 to 10 with a grid of 0.2, obtain the
23The null imposed critical value is not particularly useful in our setup, as the null involves
the loss differential, see equation (3.9), and does not impose a particular value for the
parameters.
24The plug in version of cˆR,1−α is more suitable to our testing framework.
25These are values from the true parameter space of pi.
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distribution of the test statistic and compute the 0.95 quantile. The maximum
of these quantiles over all values of b1 and pi0,1 gives the least favorable critical
value. Note that in this simulation exercise, a value of ζ = (ζ1, ζ2)
′ is not
required in order to obtain cLF1−α. Because ζ can be consistently estimated, in
applications where ζ appears, one could plug-in the estimated value of ζ in
place of ζ0.
Figure 3.7 reports the finite-sample coverage probabilities of confidence
intervals constructed based on the least favorable critical value as a function
of b1. The least favorable critical value is obtained for b1 = 4 and pi0,1 =
−2, and has a value of 3.15. The robust confidence interval is obtained by
inverting the test statistic using the least favorable critical value. The coverage
probabilities are closer to 0.95 for smaller values of b1. For larger b1 values,
the coverage probabilities are 1, as the robust confidence interval based on the
least favorable critical value is overly long when model 1 is strongly identified.
The data dependent robust critical value cLF1−α that employs an identifi-
cation category selection procedure does not lead to coverage probabilities of
1, once pi1 is at least semi-strongly identified because the robust critical value
switches to the standard critical value.
Figure 3.8 reports the coverage probabilities computed based on the
data dependent robust critical value. For R = 500, kR = (lnR)
1/2 = 2.49.
This value is compared with the value of the ICSR statistic obtained over
the grid values of b1. The identification category selection statistic becomes
larger than kR at b1 = 11.2. Using the data dependent robust critical value
the coverage probabilities are closer to 0.95 for larger values of b1, where pi1
is at least semi strongly identified. In this procedure, the transition from the
least favorable critical value to the standard critical value is not continuous.
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Figure 3.7: Coverage probabilities of robust CIs with least favorable critical
value
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Figure 3.8: Coverage probabilities of robust CIs with data dependent critical
values
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3.6 Conclusion
The paper analyzes the predictive accuracy evaluation of models affected by
identification deficiencies. The focus is on a class of models that are strongly
identified in some part of the parameter space but non-identified or weakly
identified in another part of the parameter space. The potential source of
strong identification loss is an explicit part of the model.
Numerical results show that when identification is lost, the finite-sample
distributions of estimators are far from the normal distribution, they can be bi-
modal or uniform, for example. As a result, the forecast errors obtained under
identification loss are larger than the errors obtained under strong identifica-
tion and, in situations in which the parameter estimation is negligible, the null
distribution of out-of-sample predictive ability tests is not well approximated
by the standard normal distribution. Thus, out-of-sample tests and confidence
intervals obtained by inverting tests that employ the standard normal critical
value have size distortions and can lead to misleading inference.
We propose two methods to construct robust critical values for this
problem. The first is based on the least favorable possible distribution of the
test statistic under the null, whereas the second is data dependent and uses
an identification category selection procedure to determine the identification
strength.
In settings where the parameter estimation error is non-negligible, the
paper shows that the asymptotic distribution of the out-of-sample predictive
ability test in West [1996] is standard, even when one allows for the model(s)
to be only semi-strongly identified.
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Appendix A
Appendix to Chapter One
Table A.1: GMM estimates for α obtained under the true loss function
R, P α0 = 0.2 α0 = 0.4 α0 = 0.5 α0 = 0.6 α0 = 0.8
R=250, P=150 0.1986 0.3982 0.5012 0.6041 0.8043
R=250, P=200 0.1984 0.4007 0.4989 0.5994 0.8020
R=250, P=250 0.1992 0.3994 0.5017 0.6009 0.8001
R=200, P=250 0.1997 0.3989 0.4985 0.6002 0.8003
R=300, P=200 0.1982 0.4006 0.5000 0.6001 0.8023
NOTE: The table reports the average estimates for the asymmetry parameter α across 1000 Monte Carlo
simulations for different values of the true asymmetry parameter α0. R is the size of the rolling window
used to construct the forecasts and P is the size of the evaluation sample.
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Table A.2: Rejection frequencies for the J-test when the forecast evaluation
is done under the true loss function
R, P α0 = 0.2 α0 = 0.4 α0 = 0.5 α0 = 0.6 α0 = 0.8
R=250, P=150 0.0460 0.0420 0.0440 0.0520 0.0540
R=250, P=200 0.0430 0.0510 0.0380 0.0390 0.0470
R=250, P=250 0.0320 0.0460 0.0400 0.0300 0.0350
R=200, P=250 0.0260 0.0250 0.0340 0.0380 0.0350
R=300, P=200 0.0350 0.0450 0.0470 0.0340 0.0390
NOTE: The table reports the percentage of rejections of the null of rationality at the 5% nominal level
for different values of the true asymmetry parameter α0. The forecaster’s true loss function belongs to
L1(t+1; p, α) = [α + (1 − 2α) · 1(t+1 ≤ 0)] · |t+1|p. R is the size of the rolling window used to construct
the forecasts and P is the size of the evaluation sample.
Table A.3: GMM estimates for α obtained under a misspecified loss function
R, P a0=-5 a0=-3 a0=-1 a0=1 a0= 3 a0= 5
R=250, P=150 0.0482 0.1326 0.3461 0.6532 0.8621 0.7769
R=250, P=200 0.0494 0.1331 0.3470 0.6540 0.8606 0.7769
R=250, P=250 0.0509 0.1346 0.3488 0.6516 0.8608 0.7751
R=200, P=250 0.0538 0.1382 0.3498 0.6501 0.8573 0.7778
R=300, P=200 0.0482 0.1321 0.3484 0.6522 0.8647 0.7745
NOTE: The table reports the average estimates for the asymmetry parameter α across 1000 Monte Carlo
simulations for different values of the Linex loss asymmetry parameter and for different sizes of the rolling
window R and forecast evaluation sample P .
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Table A.4: Rejection frequencies for the J-test when the forecast evaluation
is done under a misspecified loss function
R, P a0=-5 a0=-3 a0=-1 a0=1 a0= 3 a0= 5
R=250, P=150 0.0870 0.0610 0.0360 0.0510 0.2130 0.3950
R=250, P=200 0.0930 0.0580 0.0450 0.0400 0.2950 0.5130
R=250, P=250 0.1010 0.0710 0.0320 0.0310 0.3260 0.5890
R=200, P=250 0.1060 0.0470 0.0300 0.0310 0.2780 0.6030
R=300, P=200 0.0870 0.0670 0.0380 0.0420 0.3070 0.4880
NOTE: The table reports the percentage of rejections of the null of rationality at the 5% nominal level
for different values of the Linex loss asymmetry parameter and for different sizes of the rolling window
R and forecast evaluation sample P . The forecaster’s true loss function is the Linex loss: L2(t+1; a) =
exp(a · t+1)− a · t+1 − 1 .
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Figure A.1: Red dashed line: Linex loss with a = 1. Blue solid line: EKT loss
with p = 2, α = 0.65.
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Figure A.2: Red dashed line: Linex loss with a = −1. Blue solid line: EKT
loss with p = 2, α = 0.34.
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Figure A.3: Red dashed line: Linex loss with a = 3. Blue solid line: EKT loss
with p = 2, α = 0.86.
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Figure A.4: Red dashed line: Linex loss with a = −3. Blue solid line: EKT
loss with p = 2, α = 0.13.
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Figure A.5: Red dashed line: Linex loss with a = 5. Blue solid line: EKT loss
with p = 2, α = 0.77.
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Figure A.6: Red dashed line: Linex loss with a = −5. Blue solid line: EKT
loss with p = 2, α = 0.05.
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Appendix B3. System Matrices
For the parameter ID 6 in Table 2.2, the (7x7) matrix A is:
A1,1 =

0 0 −1 −0.341786 0 0.95 0.255142
0 0 0 −0.151199 0 0 0.125646
0 0 0 −0.341786 0 0.95 0.255142
0 0 0 0.372565 0 0 0.177444
0 0 0 0 0 0 0
0 0 0 0 0 0.95 0
0 0 0 0 0 0 0.65

and the (7x3) matrix B is:
B1,1 =

−0.001139 0.008 0.001766
−0.000503 0 0.000869
−0.001139 0.008 0.001766
0.001241 0 0.001228
0.002 0 0
0 0.008 0
0 0 0.0045

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For the parameter ID 7 in Table 2.2, the (7x7) matrix A is:
A1,2 =

0 0 −1 −0.341786 0 0.95 0.255141
0 0 0 −0.151201 0 0 0.125647
0 0 0 −0.341786 0 0.95 0.255141
0 0 0 0.372564 0 0 0.177445
0 0 0 0 0 0 0
0 0 0 0 0 0.95 0
0 0 0 0 0 0 0.65

and the (7x3) matrix B is:
B1,2 =

−0.001139 0.008 0.001766
−0.000503 0 0.000869
−0.001139 0.008 0.001766
0.001241 0 0.001228
0.002 0 0
0 0.008 0
0 0 0.0045

For the random point from column three of Table 2.2, the (7x7) matrix
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A is:
A1,3 =

0 0 −1 −0.354682 0 0.95 0.265288
0 0 0 −0.115770 0 0 0.096888
0 0 0 −0.354682 0 0.95 0.265288
0 0 0 0.388664 0 0 0.164248
0 0 0 0 0 0 0
0 0 0 0 0 0.95 0
0 0 0 0 0 0 0.65

and the (7x3) matrix B is:
B1,3 =

−0.001182 0.008 0.001836
−0.000385 0 0.000670
−0.001182 0.008 0.001836
0.001295 0 0.001137
0.002 0 0
0 0.008 0
0 0 0.0045

For the parameter ID 12 in Table 2.4, the (7x7) matrix A is:
A2,1 =

0 0 −0.612077 −0.581883 0 0.634741 −0.123886
0 0 0.088169 −0.132253 0 −0.007017 −0.111330
0 0 0.387922 −0.581883 0 0.634741 −0.123886
0 0 −0.191929 0.287894 0 0.249686 0.143646
0 0 0 0 0 0 0
0 0 0 0 0 0.95 0
0 0 0 0 0 0 0.65

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and the (7x3) matrix B is:
B2,1 =

−0.001939 0.005345 −0.000857
−0.000440 0 −0.000770
−0.001939 0.005345 −0.000857
0.000959 0.002102 0.000994
0.002 0 0
0 0.008 0
0 0 0.0045

For the parameter ID 15 in Table 2.4, the (7x7) matrix A is:
A2,2 =

0 0 −0.612055 −0.581916 0 0.634730 −0.123915
0 0 0.088146 −0.132220 0 −0.006990 −0.111312
0 0 0.387944 −0.581916 0 0.634730 −0.123915
0 0 −0.191934 0.287901 0 0.249692 0.143646
0 0 0 0 0 0 0
0 0 0 0 0 0.95 0
0 0 0 0 0 0 0.65

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and the (7x3) matrix B is:
B2,2 =

−0.001939 0.005345 −0.000857
−0.000440 0 −0.000770
−0.001939 0.005345 −0.000857
0.000959 0.002102 0.000994
0.002 0 0
0 0.008 0
0 0 0.0045

For the parameter random point from Table 2.4, the (7x7) matrix A is:
A2,3 =

0 0 0.231345 −0.347018 0 −0.12700 −0.184072
0 0 0.268812 −0.403219 0 0.719533 −0.024243
0 0 −0.153667 0.230501 0 0.2116070.139859
0 0 0 0 0 0 0
0 0 0 0 0 0.95 0
0 0 0 0 0 0 0.65

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and the (7x3) matrix B is:
B2,3 =

−0.001344 0.006059 −0.0001
−0.001156 −0.001069 −0.001274
−0.001344 0.006059 −0.00016
0.000768 0.001781 0.00096
0.002 0 0
0 0.008 0
0 0 0.0045

For the parameter ID 6 from Table 2.5, the (7x7) matrix A is:
A3,1 =

0 0 −1 −0.393211 0 0.95 0.295650
0 0 0 −0.152827 0− 0 0.127884
0 0 0 −0.393211 0 0.95 0.295650
0 0 0 0.405529 0 0 0.154012
0 0 0 0 0 0 0
0 0 0 0 0 0.95 0
0 0 0 0 0 0 0.65

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and the (7x3) matrix B is:
B3,1 =

−0.001310 0.008 0.002046
−0.000509 0 0.000885
−0.001310 0.008 0.002046
0.001351 0 0.001066
0.002 0 0
0 0.008 0
0 0 0.0045

For the parameter ID 7 from Table 2.5, the (7x7) matrix A is:
A3,2 =

0 0 −1 −0.393211 0 0.95 0.295650
0 0 0 −0.152834 0− 0 0.127890
0 0 0 −0.393211 0 0.95 0.295650
0 0 0 0.405528 0 0 0.154014
0 0 0 0 0 0 0
0 0 0 0 0 0.95 0
0 0 0 0 0 0 0.65

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and the (7x3) matrix B is:
B3,2 =

−0.001310 0.008 0.002046
−0.000509 0 0.000885
−0.001310 0.008 0.002046
0.001351 0 0.001066
0.002 0 0
0 0.008 0
0 0 0.0045

For the random point from Table 2.5, the (7x7) matrix A is:
A3,3 =

0 0 −1 −0.392873 0 0.95 0.295302
0 0 0 −0.177349 0− 0 0.147872
0 0 0 −0.392873 0 0.95 0.295302
0 0 0 0.400259 0 0 0.158884
0 0 0 0 0 0 0
0 0 0 0 0 0.95 0
0 0 0 0 0 0 0.65

142
and the (7x3) matrix B is:
B3,3 =

−0.001309 0.008 0.002044
−0.000591 0 0.001023
−0.001309 0.008 0.002044
0.001334 0 0.001099
0.002 0 0
0 0.008 0
0 0 0.0045

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Appendix B4. Estimation
Frequentist Approach
In a frequentist framework, a DSGE model is commonly estimated by max-
imum likelihood. The likelihood of the model p(Y |θ) is evaluated with the
Kalman filter when the DSGE is linearized or with the particle filter when the
DSGE model is nonlinear. The optimization of the objective function is fre-
quently performed using the minimisation routine CSMINWELL by Sims. The
algorithm finds the global minimum, being robust to ’cliffs’ of the likelihood.
Bayesian Approach
In a Bayesian framework, the posterior moments of the DSGE model’s struc-
tural parameters are commonly computed with numerical methods such as the
Random Walk Metropolis (RWM). Below is a description of how the RWM
algorithm generates draws from the posterior distribution of θ.
First, the prior density p(θ) is combined with p(Y |θ), the conditional
density of the data Y given the parameters. The likelihood p(Y |θ) can be
evaluated with a Kalman filter when the DSGE is linearized or with the particle
filter when the DSGE model is nonlinear. Then, according to Bayes theorem,
the posterior distribution, p(θ|Y ) is given by:
p(θ|Y ) = p(Y |θ)p(θ)
p(Y )
,
where p(Y ) =
∫
p(Y |θ)p(θ)dθ is the marginal likelihood or data density.
The Random-Walk Metropolis algorithm for DSGE models (see e.g.
Schorfheide [2000]) takes the following form:
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1. Maximize the log-posterior, which up to a constant is given by ln p(Y |θ)+
ln p(θ), using a numerical optimization routine. Denote the posterior
mode by θ∗.
2. Compute the inverse of the negative Hessian at the posterior mode, Σ∗.
3. Initialize the Markov chain by drawing θ0 from N(θ∗, c2Σ∗), where c
serves as a scaling parameter.
4. For i= 1,...,nsim, draw θ
prop, from the proposal distributionN(θi−1, c2Σ∗).
The jump from θi−1 is accepted (i.e. θi = θprop) with probability
min(1, r(θi−1, θprop|Y ), where r(θi−1, θprop|Y ) = p(Y |θprop)p(θprop)
p(Y |θi−1)p(θi−1) , and re-
jected (i.e. θi = θi−1) otherwise.
The algorithm delivers a sequence of draws (θi)
nsim
i=1 from the density
p(θ|Y ). Based on these draws, impulse response functions, density forecasts,
or welfare effects for different policy changes can be obtained. Moreover, con-
sistent point estimates can be directly computed for the mean, mode and
different quantiles.
Appendix B5. Prediction
Here we reproduce the algorithm that generates draws from the predictive
distribution of a DSGE model (Del Negro and Schorfheide [2013]). Denote by
T the end of the estimation sample and by h the forecast horizon.
For each posterior draw θ(i), i= 1,...,nsim, from the posterior distribu-
tion:
1. Generate a sequence of innovations 
(i)
T+1:T+h
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2. Starting from siT , iterate forward the transition equation 2.7, with θ
replaced by the draw θ(i) and construct
s
(i)
t = Φ1(θ
(i))s
(i)
t−1 + Φ2(θ
(i))
(i)
t , t = T + 1, ..., T + h
3. Using the measurement equation given in 2.8, compute nsim trajectories
from the predictive distribution.
y
(i)
t = Ψ1(θ
(i)) + Ψ2(θ
(i))s
(i)
t t = T + 1, ..., T + h
The posterior mean forecast yˆt is obtained by averaging the y
(i)
t ’s.
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Appendix C
Appendix to Chapter Three
Appendix C1
Proof of Theorem 1:
Taking a Taylor expansion of the first term of SP around the probability
limit θ1R, we have that:
1√
P
T−h∑
t=R
g(uˆt+h) =
1√
P
T−h∑
t=R
g(ut+h) +
1√
P
T−h∑
t=R
Oθ1g(ut+h)(θˆ1,R,t − θ1R) + op(1)
(C.1)
Denote
Z1R = −R1/2J−11RB−1(β1R)DQR(θ1) (C.2)
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and
∆1R = R
1/2B(β1R)(θˆ1R − θ1R). (C.3)
The matrix B(β1) in (C.2) and (C.3) is defined as
B(β1) =
 Idψ1 0dψ1×dpi1
0dψ1×dpi1 ι(β1)Idpi1
 ∈ Rdθ1×dθ1 , with ι(β1) = β1 if β1 is a scalar and
ι(β1) = ‖β1‖ if β1 is a vector, and is used to normalize D2QR(θ1R), so that it is
nonsingular asymptotically, when β1R → 0 (which is when pi1 is semi-strongly
identified).
From the proof of Theorem 3.2 in AC2012, that provides the asymptotic
distribution of the in-sample estimator of θ, in the semi-strong identification
case, we have that:1
∆1R = Z1R + op(1) (C.4)
Combining (C.2), (C.3) and (C.4) yields:
(θˆ1R − θ1R) = −J−11RB−2(β1R)DQR(θ1) + op(1) (C.5)
Now, in a rolling estimation setup,2 we can write that for each rolling
window R ≤ t ≤ T :
(θˆ1,R,t − θ1R) = −J−11RB−2(β1R)D(t)QR(θ1) + op(1) (C.6)
1In the equations below, the index R is the size of the rolling sample.
2Note that, in a rolling estimation scheme, for each rolling window indexed by t, θˆ1,R,t
is computed based on the score, D(t)QR(θ1), indexed by t.
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Substituting (C.6) in (C.1) and using Assumption 4, we have:
1√
P
T−h∑
t=R
g(uˆt+h) =
1√
P
T−h∑
t=R
g(ut+h)
+Dθ1(−J−11 (γ0,1))
1√
P
T−h∑
t=R
B−2(β1R)D(t)QR(θ1)
+Op(
1√
P
) + op(1)
(C.7)
as 1
P
∑T−h
t=R+1Oθ1g(ut+h)−Dθ1 = Op( 1√P ) with Dθ1 = E(Oθ1g(ut+h)).
In a rolling estimation case, the score D(t)QR(θ1) is of the form
1
R
∑t
j=t−R+1 m1,j, where m1,j ∈ Rdθ1 is a function of θ1 and the observables.
Thus, we can write:
1√
P
T−h∑
t=R
g(uˆt+h) =
1√
P
T−h∑
t=R
g(ut+h)
+Dθ1(−J−11 (γ0,1))B−2(β1R)
1√
PR
T−h∑
t=R
t∑
j=t−R+1
m1,j
+Op(
1√
P
) + op(1)
(C.8)
Considering now the second term of the statistic SP . Analogous to the
derivations above we can write that:
1√
P
T−h∑
t=R
g(ˆt+h) =
1√
P
T−h∑
t=R
g(t+h)
+Dθ2(−J−12 (γ0,2))B−2(β2R)
1√
PR
T−h∑
t=R
t∑
j=t−R+1
m2,j
+Op(
1√
P
) + op(1)
(C.9)
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Equation (C.8) and (C.9) give the expression of SP ,
SP =
1√
P
T−h∑
t=R
(g(ut+h)− g(t+h))
+Dθ1(−J−11 (γ0,1))B−2(β1R)
1√
PR
T−h∑
t=R
t∑
j=t−R+1
m1,j
−Dθ2(−J−12 (γ0,2))B−2(β2R)
1√
PR
T−h∑
t=R
t∑
j=t−R+1
m2,j
+Op(
1√
P
) + op(1)
(C.10)
Now, as all estimators are consistent when pi1 and pi2 are semi-strongly
identified, from Theorem 4.1 in West [1996], we have that under the null of
H0 : E(g(ut+h)− g(t+h)) = 0,
1√
P
T−h∑
t=R
(g(uˆt+h)− g(ˆt+h)) d−→ N(0,Ω)
where :
Ω = V + λ1D
′
θ1
VW1Dθ2 + λ1D
′
θ1
VW2Dθ2 + 2λ2Dθ1CW1 − 2λ2Dθ2CW2
− 2λ1D′θ1CW1W2Dθ2
and
V =
+∞∑
j=−∞
E[(g(ut+h)− g(t+h))− E(g(ut+h)− g(t+h))
× (g(ut+h+j)− g(t+h+j))− E(g(ut+h)− g(t+h))′]
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VW1 = −J−11 (γ0,1)B−2(β1R)
( +∞∑
j=−∞
E(m1,tm
′
1,t+j)
)
B−2(β1R)(−J−11 (γ0,1))
VW2 = −J−12 (γ0,2)B−2(β2R)
( +∞∑
j=−∞
E(m2,tm
′
2,t+j)
)
B−2(β2R)(−J−12 (γ0,2))
CW1 =
( +∞∑
j=−∞
E[(g(ut+h)− g(t+h))m′1,t+j]
)
B−2(β1R)(−J−11 (γ0,1))
CW2 =
( +∞∑
j=−∞
E[(g(ut+h)− g(t+h))m′2,t+j]
)
B−2(β2R)(−J−12 (γ0,2))
CW1W2 = −J−11 (γ0,1)B−2(β1R)
( +∞∑
j=−∞
E(m1,tm
′
2,t+j)
)
B−2(β2R)(−J−12 (γ0,2))
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Appendix C2: Additional Numerical Results
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Figure C.1: Finite sample densities of the estimator of ζ1 when pi0 = −3.
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Figure C.2: Finite sample densities of the estimator of ζ2 when pi0 = −3.
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Figure C.3: Finite sample densities of the estimator of β when pi0 = −3.
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Figure C.4: Finite sample densities of the estimator of pi when pi0 = −3.
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