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Abstract
Mixing time quantifies the convergence speed of a Markov chain to the stationary distribution. It is an
important quantity related to the performance of MCMC sampling. It is known that the mixing time of a
reversible chain can be significantly improved by lifting, resulting in an irreversible chain, while changing
the topology of the chain. We supplement this result by showing that if the connectivity graph of a Markov
chain is a cycle, then there is anΩ(n2) lower bound for the mixing time. This is the same order of magnitude
that is known for reversible chains on the cycle.
c⃝ 2011 Elsevier B.V. All rights reserved.
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1. Introduction, result formulation
The goal of this paper is to prove a lower bound on the mixing time of a family of Markov
chains.
Mixing time is an important quantity directly related to the performance of numerous
algorithms. In Markov chain Monte Carlo simulations (see [8]), mixing time can be interpreted
as the time needed to generate a sample.
It turns out that running a local averaging algorithm is the same as following the evolution
of the distribution of a certain Markov chain (see [10]). Again, the time needed to get within a
certain neighborhood of a common value is quantified by the mixing time.
Motivated by these applications, the estimation of mixing time is in the center of interest.
Usually reversible Markov chains are used to solve these problems. It turns out that often a
non-reversible variant can mix much faster. We go a step further on understanding the difference.
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Our result is expressed in a single theorem. We work with finite state discrete time Markov
chains. We restrict the connectivity graph to a cycle, and allow arbitrary non-reversible transition
probabilities such that the uniform distribution is invariant. Then there is a lower bound on the
mixing time which has the same order of magnitude as the best lower bound for reversible chains.
We first formulate our result, then we show how it fits into existing literature.
Let us define the quantities and notions we use: If we start the chain with an initial distribution
σ , let σ (k) denote the distribution after k steps. For the set of probability distributions on a finite
base set Ω we use the notation P(Ω).
Definition 1. Given two probability distributions µ and σ on Ω , the total variation distance is
‖µ− σ‖TV = max
A⊆Ω
|µ(A)− σ(A)|.
Definition 2. For a Markov chain with stationary distribution π and transition matrix P = (Pi j ),
with Pi j denoting the probability of moving from state i to state j , we define the mixing time of
the chain as
tmix(P, ε) = max
σ∈P(Ω)
min

k : ‖σ (k) − π‖TV ≤ ε

.
Note that this might be infinite if the Markov chain is non-ergodic.
We consider only the case when the stationary distribution is uniform. For the transition matrix
this translates to the condition of being doubly stochastic.
A Markov chain is reversible if starting from the stationary distribution π , the probability of
the consecutive pair (i, j) is the same as the probability of the consecutive pair ( j, i). Formally:
πi Pi j = π j p j i ∀i, j.
The connectivity graph of a Markov chain is the graph formed by the states of the Markov
chain as nodes and by undirected edges between i and j with i ≠ j , if either of the transition
probabilities pi j or p j i is nonzero. We do not include loops even if pi i > 0. We shall also refer
to this graph loosely as the topology of the Markov chain. In our case we assume this graph to
be a subgraph of a single cycle.
For convenience, let us number the nodes according to the ordering on the cycle. We will
interpret these numbers mod n.
We are now ready to state our result:
Theorem 1. Consider a Markov chain on a cycle with n nodes having a doubly stochastic
transition matrix P. Then, with some global constant C > 0 we have
tmix(P, 1/8) ≥ Cn2.
Note that our theorem covers all Markov chains, even non-reversible ones. Quantifiable
bounds for the mixing time are often less sharp and/or harder to compute for non-reversible
chains. Consider the classic method using the spectral gap γ = (1 − maxi (|λi |)). For lazy
reversible chains the mixing time turns out to be roughly (1/γ ) log ε, up to a factor of
− log mini πi . For non-reversible chains, it may happen that the upper bound on TV distance
does not converge to 0, so it does not give an upper bound on mixing time at all (see [9]).
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The necessity of the separation of reversible and non-reversible Markov chains is widely
recognized in literature.
Often it is easier to prove useful properties for reversible chains, and there are tighter general
bounds on mixing time for them. The reason to turn to non-reversible chains is the fact that they
may deliver much faster mixing than reversible chains with the same connectivity graph. We
have to emphasize that this highly depends on the actual connectivity graph. For example if we
duplicate a cycle, connect nodes with their pair, then the mixing time can drop to its square root
(see [9], Example 6.6). Our theorem aims the other way, it shows that there is no advantage in
the case when the topology is a single cycle.
To demonstrate the possibilities, let us cite a result not strictly within our scope, where the
connectivity graph actually changes. There is a method to decrease the mixing time of a reversible
chain up to its square root by modifying it to a non-reversible one, described in [5,4]. Here the
topology of the chain changes as every node is split into multiple copies. Transition probabilities
are chosen such that the marginal behaves like the original chain, but we achieve faster mixing
on the new graph. The method is called lifting.
Although with this method the connectivity graph changes, it is still a powerful example to
show what one can achieve. However, the limit of how far we can go is not clear. There are
results on finding the fastest mixing reversible chains with fixed connectivity graph, see [3,2],
but no such result is available for non-reversible chains.
Our work goes back to the basics. We search for the exact limit of what can be achieved
by allowing a non-reversible chain for a given topology, in our case a cycle. It is known that
the magnitude of the best mixing time of a reversible chain on a cycle scales with n2 (we will
present a proof, see Lemma 9). Our theorem implies that relaxing the reversibility condition does
not help with this topology.
The claim of our work is simple to state, however, we did not succeed in proving it using
conventional methods. We had to search further and use a unique approach, presented in this
paper. As a result, some interesting properties of these Markov chains arise as a by-product.
The rest of the paper is structured in the following way. In Section 2 we prepare the proof and
split it into two parts. We have to work on them separately, Sections 3 and 4 deal with these parts.
We outline some ideas for future research in Section 5.
2. Preparation for the proof
To set up, let us collect some simple observations. First, let us note that in our case of finite
state space
‖µ− σ‖TV = 12
−
ω∈Ω
|µ(ω)− σ(ω)| = 1
2
‖µ− σ‖1.
We should point it out that the TV distance is defined for measures, l1 is for (real) vectors. In our
case we can interpret measures as real vectors, so that this equation makes sense. This means we
do not need to use the TV distance but can work with the l1 norm instead. With this change we
have to find when the l1 distance decreases below 1/4 to determine the appropriate mixing time.
Second, let us prove a lemma on the structure of the transition matrix.
Lemma 1. The doubly stochastic transition matrix P of a Markov chain on a cycle can be
decomposed as
P = Q + r R,
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where Q is the transition matrix of a reversible chain on a cycle, and R is
1 −1
−1 1
−1 . . .
. . .
1
1 −1

.
Proof. Let us start with
P = P + P
T
2
+ P − P
T
2
= A + B.
The choice Q = A clearly satisfies the conditions we have on Q. It is easy to see that B is
antisymmetric, and all row and column sums are 0. Set r = B12 = −B21. Then B23 = −B32 = r
required by the second row and column sum to be zero. Repeat this to get B = r R. 
For convenience, we introduce simplified indices for the elements of Q we use often:
qi = Qi−1,i = Qi,i−1.
The presence of the r R term has the heuristic effect that the chain is more likely to travel in
one direction than the other. This is some sort of rotation, which will play a crucial role in our
proof.
Reversing the numbering of the nodes swaps the sign of r , so without loss of generality, we
may assume r ≥ 0. LetM be the set of doubly stochastic transition matrices of a Markov chain
on a cycle. LetM0 ⊂M be the subset of reversible ones.
Third, let us provide a tool to simplify further discussions:
Lemma 2. Given are a dense subset N of M, some ε > 1/8 and K . Then
∀P ∈ N tmix(P, ε) ≥ K H⇒ ∀P ∈M tmix(P, 1/8) ≥ K .
Proof. For any matrix P ∈ M we have ‖P‖1 ≤ 1 (the norm is the operator norm w.r.t. the l1
norm). It follows that for any two matrices P, P ′ ∈M,
‖P K − P ′K ‖1 ≤ ‖P K − P K−1 P ′‖1 + ‖P K−1 P ′ − P K−2 P ′2‖1
+ · · · + ‖P P ′K−1 − P ′K ‖1
≤ K‖P − P ′‖1.
For any P ∈M choose P ′ ∈ N such that ‖P − P ′‖1 < (ε − 1/8)/K . There is an x ∈ Rn
showing tmix(P ′, ε) ≥ K . For this x ,x P K − 1n

1
≥
x P ′K − 1n

1
−
x P K − x P ′K
1
> 2ε − K ε −
1
8
K
>
1
4
.
This confirms tmix(P, 1/8) ≥ K . 
We will use this lemma multiple times when we need some extra property for the matrix (such
as all eigenvalues are different) which does not hold for all matrices inM. Observe that we can
use the lemma independently multiple times if N is residual each time.
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From now on, we have to continue on two tracks. The interesting thing is that we cannot
prove Theorem 1 by a single method. In the following two sections we introduce two arguments,
one works in the “general” case, when r > c/n and the other works where the chain is almost
reversible in the sense that 0 ≤ r ≤ c/n. None of the two arguments can be naturally carried
over to the other domain.
The status of c/n is also different in the two parts. In the first part, the value of c is obtained
from the proof and is not convenient to change. However, the second argument works for arbitrary
c. Of course the resulting bound on the mixing time depends on the choice of c. Using this
flexibility it is enough to prove these two parts as they can be stitched together to cover all
possible chains.
3. General non-reversible chains
In this section we deal with the case when r > c/n, in other words when the chain is “far
from reversible”.
Theorem 2. Given a Markov chain on an n node cycle consider the doubly stochastic transition
matrix P = Q + r R as in Lemma 1. If r > 211/n, then
tmix(P, 1/8) ≥ 1
212
n2.
First we give a very short outline of the proof. We use variables not yet defined and relations
not yet shown, the point is to sketch the formal structure of the proof.
As a start let us look at a series of vectors x l approximately following the evolution of the
chain:
x l P = x l+1 + el ,
with x1 being a probability distribution. Observe that P does not increase the l1 norm, this
confirms the following:x1 Pk−1 − 1n

1
≥
xk − 1n

1
−
xk−1 P − xk
1
−
xk−2 P2 − xk−1 P
1
− · · · −
x1 Pk−1 − x2 Pk−2
1
≥
xk − 1n

1
−
k−1
l=1
el
1
. (1)
The left hand side is the quantity we need to keep above 1/4 as long as possible to ensure a
large mixing time. For all l we may use the bound ‖el‖1 < B, and for an appropriate k we have
‖xk − 1/n‖1 > A. Now using k ≥ n2/212 and A − k B > 1/4, we get the bound on the mixing
time we are aiming for.
The following things are left.
We have to construct the series x l . It needs to approximately follow the effect of P so that
el is small. We also want to easily access elements with high indices in order to have a lower
bound of the type ‖xk − 1/n‖1 > A. In the end the structure that will give us these vectors will
be completely different from a Markov chain, but with the proper tuning it will coincide with it
in some sense.
Then we need to prove the lower and upper estimates we used above.
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3.1. The construction
The main idea is to find x l in such a way that x l+1 is obtained from x l by a kind of rotation.
To define the rotation of a vector we proceed as follows. We consider the unit circle and we fix
a function f defined on the circle. We will fix a set of n “observation points” Z0, Z1, . . . , Zn−1,
and define
y0i = f (Zi ).
The rotation of the vector y0 = (y0i ) is constructed via the rotation of f , defined as
f α ((cos(u + α), sin(u + α))) = f ((cos(u), sin(u))) .
Then define
yα = ( f α(Z0), f α(Z1), . . . , f α(Zn−1)).
When we use angles we mean them as mod 2π numbers. Obviously, the vectors yα need not be
probability vectors, so they will have to be normalized. This will be much easier to describe later,
let us leave this for now.
Now, let us specify the functions and variables introduced, starting with f α . This is piecewise
linear in the angle:
f α ((cos(u + α), sin(u + α))) =
 u
2π
 , u ∈ [−π, π).
This implies that a rotation by a small angle ϕ would entail a change in yαi by an amount of±ϕ/(2π), except perhaps for the indices corresponding to observation points near α and π + α.
To achieve a similar effect as this rotation by the Markov dynamics, we need
(yαP)i − yαi = ±λ
for some constant λ, and as many (α, i) pairs as possible. We will not solve this right away, but
use it as a motivation. Let us write out the left side:
(y P)i − yi = yi−1(qi + r)+ yi (1− qi − qi+1)+ yi+1(qi+1 − r)− yi
= −(yi − yi−1)(qi + r)+ (yi+1 − yi )(qi+1 − r).
Roughly speaking, the use of the functions f α implies that most yi − yi−1 are proportional
to the angular difference of Zi and Zi−1 (neglecting the sign). Let us replace yi − yi−1 with δi
in the equation above, and think of δi as this angular difference. We will properly explain this
y − Z − δ relation later.
For the right hand side, let us choose λ = −2r (this is a convenient, but arbitrary choice) and
drop the sign so that we end up with the system of equations:
−δi (qi + r)+ δi+1(qi+1 − r) = −2r, i = 0, 1, . . . , n − 1. (2)
Now the key point is that this system has a positive solution in δi . The following lemma
ensures this positive solution exists. Once we have δi in our hands, we will properly specify Zi
and thus yi .
Lemma 3. Consider the system of equations
−ui ai + ui+1bi+1 = −ci , i = 0, 1, . . . , n − 1.
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Suppose ai > bi > 0, ci > 0 for i = 0, 1, . . . , n − 1. The indices are taken mod n. Then the
system has a unique, positive solution in ui , i = 0, 1, . . . , n − 1.
Proof. We may rearrange the equation to
ui+1 = ui aibi+1 −
ci
bi+1
.
This is a linear equation where ui has a positive coefficient, and a positive constant is subtracted.
We can start with i = 0 to get an expression for u1 in terms of u0. Then we plug this into i = 1,
and so on. After going through the full cycle, we end up at
u0 = Au0 − C.
Here C > 0 because it is the sum of positive numbers, and A =
∏n−1
i=0 ai∏n−1
i=0 bi
> 1. So the solution
u0 = C/(A − 1) is positive. Plugging this back allows us to compute all other ui and we just
made sure that it will be consistent when we arrive back to u0.
Suppose ui ≤ 0 for some i . From the equation it follows that ui+1 < 0. If we continue this
we find u0 < 0 which is impossible, so indeed ui > 0.
Uniqueness is clear by the method we described. 
Let us add up Eq. (2) for all i . A lot of terms cancel out and we get
n−1
i=0
δi = n.
As we said before, we want these δi to be proportional to the angles between Zi ’s. In order to fit
these on the circle, we have to scale them down. Let Z0 be the point at angle 0, and Zi be the
point at angle 2π
∑i
j=1 δ j/n.
Let us check the construction. On the half circle where f increases with the angle yαi − yαi−1 =
δi/n, by Eq. (2),
(yαP)i − yαi = −2r/n.
The same happens on the other half but with opposite signs. Naturally the nodes near α and π+α
may behave differently, and we have to make sure they stay under control. This change of±2r/n
corresponds to a 4πr/n angle rotation of f α . This justifies the definition of the error term
dα = yαP − yα+ 4πrn . (3)
After describing our variables we need to prove the bounds used in the outline of the proof.
3.2. Bounds on errors
First we prove a bound on δi .
Lemma 4. For every i ,
δi ≤ 2qi .
Proof. Let us start from Eq. (2) on δi . We can write it in the following way:
(qi + r)δi − (qi+1 − r)δi+1 = 2r.
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Fig. 1. Node near the peak.
If δi > 2 (or δi+1 > 2) it follows that
qiδi − qi+1δi+1 < 0.
Now suppose δi > 2qi . This is clearly more than 2, so we have
δi+1 >
qi
qi+1
δi >
2
qi+1
.
We can continue this argument for the next index:
δi+2 >
qi+1
qi+2
δi+1 >
qi+1
qi+2
qi
qi+1
δi = qiqi+2 δi >
2
qi+2
.
After doing this n times, we end up with δi > δi which is a contradiction, so the claim of the
lemma is indeed true. 
The previous lemma helps to bound dα . This dα will become the error term el used in the
outline of the proof after proper scaling.
Lemma 5. For every α,
‖dα‖1 ≤ 24n .
Proof. If we pick a node i , and f α is linear on the joint arc between Zi−1 and Zi+1, things work
as we designed them, and (yαP)i − yα+
4πr
n
i = 0. There are two irregular arcs, those containing
α and π + α, this affects at most four nodes. Let us focus on these nodes (see Fig. 1).
There would be no error at node i if we used the dashed line, so we have to measure the
difference caused by switching to the real, solid line.
The slope of the line is 1/(2π) so the difference at yαi−1 is at most δi/n. During the rotation,
the peak might reach Zi so the value of y
α+ 4πrn
i might deviate at most 4r/n from the dashed line.
Adding up these two sources of error we get(yαP)i − yα+ 4πrni  ≤ δin (qi + r)+ 4rn .
Let us note qi + r and qi − r are both transition probabilities, thus r ≤ qi and r ≤ 1/2.(yαP)i − yα+ 4πrni  ≤ 2δin qi + 2n ≤ 6n .
The last inequality follows from Lemma 4. The same bound is true if the peak is between Zi
and Zi+1. Adding four of these and a few zeros proves the lemma. 
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3.3. Bounds on initial distance
Although we want to use yα for x1, it is generally not a probability distribution, so we have
to figure out how to scale it. Observe that
yα + yπ+α = 1
2
.
Consequently ‖yα‖1 + ‖yπ+α‖1 = n2 . The value ‖yβ‖1 is continuous in β, so we can choose β
such thatyβ1 = n4 . (4)
This β will be fixed from now on, and also x1 = 4n yβ , which is now a valid probability
distribution.
The last building block of the proof can be summarized in the following lemma:
Lemma 6. Suppose the assumptions of Theorem 2 hold. Then there exists a k ∈ [ 1
212
n2 + 1,
1
211
n2 + 1] such that4n yβ+k 4πrn − 1n

1
>
1
3
.
We need some simple lemmas to prove this. Let us introduce the notation
s(α) =
4n yα − 1n

1
.
Lemma 7. The function s cannot change too fast:
|s′(α)| ≤ 2
π
, |s′(α)| ≤ 2
π
∀α ∈ [0, 2π).
Here s′ and s′ are the upper and lower derivatives, respectively. On the other hand, for the
average value:
1
2π
∫ 2π
0
s(α)dα = 1
2
.
Proof. The derivative of 4n y
α
i is in [− 2nπ , 2nπ ]. This also holds if we subtract a constant and take
the absolute value. If we add up n of these, we get exactly what we stated.
For the second claim,
1
2π
∫ 2π
0
4n yαi − 1n
 dα = 12
∫ 2
0
un − 1n
 du = 12n .
Adding these up gives the second formula. 
Lemma 8. The function s(α) is continuous and piecewise linear with at most 4n segments on
[0, 2π ], assuming 0 and 2π are stitched together.
Proof. Again,
si (α) =
4n yαi − 1n

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is piecewise linear with four segments (four points of nonlinearity). If we add up n of such
functions, it will have at most 4n segments. 
Now we turn back to the lemma we left over.
Proof of Lemma 6. Suppose the claim does not hold. Let us mark the set G of “good” points in
the following sense:
G =

α ∈ [0, 2π ], s(α) > 1
3

.
Let us look at Lemma 8. While we go around the circle on each segment we might step in or out
of G, but at most once. This means G is the union of at most 2n intervals.
On the range of k we are working on, we are rotating
n2
212
4πr
n
= 2π rn
211
> 2π.
In other words, we rotate through the whole circle. This is the point where we use the lower
bound on r . If the claim does not hold, it means we never hit G as k sweeps its range. This
means we jump over every interval when we reach it. Consequently each interval is at most 4πrn
long.
At both ends of such an interval s(α) = 1/3, so by the bound in Lemma 7 s(α) can increase up
to at most 13 + 2πrn 2π on such a short interval. We can construct an upper estimate on the average
distance using different bounds on G and outside G. Using Lemma 7 again for the average value
gives us the following:
2π · 1
2
≤ 4πr
n
2n ·

1
3
+ 2πr
n
2
π

+

2π − 4πr
n
2n

· 1
3
.
Rearranging this gives
r ≥

n
96
.
We know r is at most 1/2. By the condition r > 211/n we also have n > 212. But then the right
hand side becomes more than 1/2 and this leads us to a contradiction. 
3.4. The proof
It only remains to put things together. Based on Eq. (4) we defined x1 = 4n yβ as the starting
probability distribution. The scaled versions of the rotated vectors are
x l = 4
n
yβ+(l−1)
4πr
n .
The error terms bounded in Lemma 5 scale by the same factor, thus we may define
el = 4
n
dβ+(l−1)
4πr
n .
Using these notations, Eq. (3) defining dα becomes
el = x l P − x l+1.
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Recall we started from Eq. (1):x1 Pk−1 − 1n

1
≥
xk − 1n

1
−
k−1
l=1
‖el‖1.
Let us choose k from Lemma 6, then the first term on the right hand side is more than 1/3. By
the definition of el and Lemma 5 we have ‖el‖1 < 96/n2. Plugging these in and using the bound
on k givesx1 Pk−1 − 1n

1
>
1
3
− (k − 1)96
n2
≥ 1
3
− 3
64
>
1
4
.
Consequently
tmix(P, 1/8) ≥ k − 1 ≥ 1
212
n2.
4. Almost reversible chains
In this section we will prove the following:
Theorem 3. Given a Markov chain on an n node cycle consider the doubly stochastic transition
matrix P = Q + r R. Suppose 0 ≤ r ≤ c/n for some fixed c > 0. Then there is a c′ > 0 such
that
tmix(P, 1/8) ≥ c′n2,
and c′ depends only on c.
The idea is to compare our chain to a reversible one. We try to estimate the errors when r is
small enough. We do this first with an additional condition on the chain, but we will be able to
relax it later.
4.1. The reversible case
Let us see how does the proof go if the transition matrix is symmetric. Our argument will be
slightly different and more constructive than the usual eigenvalue estimation.
To reduce complexity, we state and prove Lemma 9 only if n is even. The same argument
works for the odd case, we only have to do trivial adjustments.
Lemma 9. Suppose Q is as before, n is even. Then for the initial distribution
x = 4
n2

0, 1, . . . ,
n
2
− 1, n
2
,
n
2
− 1, . . . , 2, 1

,
some global c1 > 0 and for any k ≤ c1n2 we have the boundx Qk − 1n

1
>
5
12
.
Consequently,
tmix(Q, 1/8) > c1n2.
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Proof. Let us consider the vector
x0 = 4
n2

0, 1, . . . ,
n
2
− 1, n
2
,
n
2
− 1, . . . , 2, 1

− 1
n
.
This is almost the same as x , where 4/n2 is chosen to normalize the vector in parentheses to a
probability distribution. Then we subtract the uniform distribution to make x0 orthogonal to it.
(If n was odd, the maximal coordinate would be (n + 1)/2 and we would have an extra 0 in the
end.)
We will split x0 Qk into two components. One pointing in the x0 direction, providing the vector
is far from uniform, and another perturbing this. We want the first to be large, the second to be
small. Let us start estimating the first.
It is well known that the Laplacian of the chain is I − Q and that
x0(I − Q)xT0 =
1
2
−
i, j
(x0,i − x0, j )2 Qi j .
The nonzero terms of this sum are 16/n4 · Qi j . If we add these up, we get
x0(I − Q)xT0 =
8
n3
.
On the other hand x0xT0 = 1/(3n)+ 8/(3n2) > 1/(3n), so it follows that
x0(I − Q)xT0
x0xT0
<
24
n2
.
Using Lemma 2 we may assume all eigenvalues of Q are different. Moreover, the matrix
Q is symmetric so its eigenvectors ei form an orthonormal basis. Let the corresponding real
eigenvalues be λi . We can express x0 in this base as x0 = ∑i αi ei for some αi . Using these
notations we may rewrite the previous equation as∑
i
(1− λi )α2i∑
i
α2i
<
24
n2
.
It is clear that 1− λki < k(1− λi ) for any λi ∈ [−1, 1], so it follows that∑
i
(1− λki )α2i∑
i
α2i
<
24k
n2
,
or with the original matrix notation
x0(I − Qk)xT0
x0xT0
<
24k
n2
,
x0 Qk xT0
x0xT0
> 1− 24k
n2
.
This is what we need for the part pointing in the x0 direction, so let us now focus on the remainder.
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Let us look at the orthogonal decomposition x0 Qk = αx0+ y, where α > 1−24k/n2 accord-
ing to the previous estimate. The matrix Q is non-expanding w.r.t. the ‖ · ‖2 norm, so we have
α2‖x0‖22 + ‖y‖22 ≤ ‖x0‖22.
We need to transform this inequality to bound ‖y‖1. We can do this using the inequality of arith-
metic and quadratic means:
‖y‖21
n
≤ ‖y‖22 ≤ ‖x0‖22(1− α2).
Here ‖x0‖22 = 1/(3n)+ 8/(3n2) < 2/n for n ≥ 2. The final estimate isx0 + 1n

Qk − 1
n

1
≥ α‖x0‖1 − ‖y‖1 ≥ α 12 −

2(1− α2).
It is easy to verify that this is more than 5/12 if α > 599/600. We can ensure this whenever
k < n2/15 000, so in the end we get that c1 = 1/15 000 is a sufficient choice for the lemma to
be true. 
4.2. Non-reversible, but lazy chains
As we outlined before, we want to relate our generic chain to a reversible one. We use the
vector x previously defined. Let us look at the following decomposition:
x(Q + r R)k = x Qk +
k−
l=1
x Ql−1r R(Q + r R)k−l . (5)
We know how the first term behaves, so we need to see that the other term is small. Q+ r R is
non-expanding w.r.t. ‖·‖1, so estimating x Ql−1r R is enough. If r < c/n then there is some hope,
as for l = 1 this vector has elements of size 8c/n3, so ‖xr R‖1 ≤ 8c/n2, which is acceptable if
we want to add up an order of n2 of these.
We want a similar inequality for the other l, but for this we need the chain to be very lazy,
which means qi ≤ 1/4 for all i . We can ensure this by replacing Q with (3I + Q)/4, but later
we will have to deal with the problem to get back to the original Q.
To get a different view on this error term we may use the estimate
‖y R‖1 =
n−1
i=0
|yi+1 − yi−1| ≤ 2
n−1
i=0
|yi+1 − yi | =: 2V (y). (6)
In other words we are measuring how much the coordinates of a vector vary as we go around
the cycle. The following lemma is what we need to bound this.
Lemma 10. Suppose Q is as before and qi ≤ 1/4 for all i . Using the previously defined x and
any k ≥ 0,
V (x Qk) ≤ 4
n
.
Proof. The proof is cleaner if we assume that the coordinates of x Qk are different for each k.
This is allowed by using Lemma 2.
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Fig. 2. Two non-peak nodes.
If we go around the cycle we see that the coordinates of x consist of two monotone series, so
there are only two local extrema. We call these peaks. The key thing is to show that this property
remains as we multiply by Q. During the proof we will look at a few consecutive nodes and a
single time step at once and find out how their ordering can change. We will do this until we
cover all possibilities which can occur.
We mostly work by modifying weighted sums of some yi by exchanging one yi with a larger
y j . This way we maintain a sequence of inequalities to find out the new ordering.
One possibility is if there are two non-peak nodes after each other (see Fig. 2). This means
the 4 nodes form a monotone sequence, e.g. yi−1 < yi < yi+1 < yi+2. In this case, we have the
following:
(yQ)i = yi−1qi + yi (1− qi − qi+1)+ yi+1qi+1
≤ yi (1− qi+1)+ yi+1qi+1.
Here is the only other type of step we use. This time we change the weights instead of the values.
We increase the weight of the larger yi+1 and decrease the weight of the smaller yi . We use the
assumption qi+1 < 1/4.
· · · < yi qi+1 + yi+1(1− qi+1)
≤ yi qi+1 + yi+1(1− qi+1 − qi+2)+ yi+2qi+2
= (yQ)i+1.
Consequently the ordering of the values at nodes i and i + 1 will remain the same.
The only other setting that occurs initially if there is a peak node between two non-peak nodes
(see Fig. 3). Without the loss of generality we may assume they are ordered as yi−2 > yi−1 >
yi < yi+1 < yi+2, and yi−1 < yi+1. A similar claim works as in the previous case:
(yQ)i = yi−1qi + yi (1− qi+1 − qi )+ yi+1qi+1
≤ yi (1− qi+1 − qi )+ yi+1(qi+1 + qi ).
Here we use qi < 1/4 as in the previous case.
· · · < yi qi+1 + yi+1(1− qi+1)
≤ yi qi+1 + yi+1(1− qi+1 − qi+2)+ yi+2qi+2
= (yQ)i+1.
The ordering between node i and i + 1 remains the same, but it might change between node
i − 1 and i . In either case, the number of peak nodes will not increase, although their position
might change.
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Fig. 3. Single peak node.
Fig. 4. Two peak nodes.
So far the only thing that could have happened is that these peaks moved around. After a
few steps we might find a setting different from the previous two, namely when two peak nodes
appear next to each other (see Fig. 4). We may assume they are ordered as yi−1 > yi < yi+1 >
yi+2. As there are only 2 peak nodes, the sequence yi , yi−1, . . . , yi+1 is increasing, therefore
yi−1 < yi+1 and yi < yi+2. Now we have
(yQ)i = yi−1qi + yi (1− qi+1 − qi )+ yi+1qi+1
≤ yi (1− qi+1 − qi )+ yi+1(qi+1 + qi ).
We need qi < 1/4 again, this time the condition is sharp.
≤ yi (qi+1 + qi+2)+ yi+1(1− qi+1 − qi+2)
≤ yi qi+1 + yi+1(1− qi+1 − qi+2)+ yi+2qi+2
= (yQ)i+1.
This shows that at least the ordering in the middle will remain as it was. If any of the other
two changes, it has the same effect as in the previous case, namely a peak node will become
non-peak, and maybe the non-peak node after will become a peak node. So the number of peak
nodes does not increase, therefore no other setting can occur.
We covered all possibilities, and the bottom line is that there are only two peaks for all x Qk .
Clearly one is a maximum, the other is a minimum, and for such vectors
V (y) = 2

max
i
yi −min
i
yi

.
This difference does not increase in our case due to the fact that Q is non-expanding w.r.t. ‖ · ‖∞.
In the end V (x Qk) is at most its initial value, 4/n. 
Now we are ready to solve the lazy case.
Lemma 11. Given a Markov chain on an n node cycle consider the transition matrix P =
Q + r R. Suppose qi ≤ 1/4 for all i and 0 ≤ r ≤ c/n for some fixed c > 0. Then there is
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a c2 > 0 depending only on c such that for any k ≤ c2n2 we have the boundx Pk − 1n

1
>
4
12
.
Consequently,
tmix(P, 1/8) > c2n2.
Proof. Consider the error introduced by the r R terms in Eq. (5), use Eq. (6) and the previous
lemma: k−
l=1
x Ql−1r R(Q + r R)k−l

1
≤
k−
l=1
x Ql−1r R(Q + r R)k−l
1
≤ r
k−
l=1
x Ql−1 R
1
≤ 2r
k−
l=1
V (x Ql−1) ≤ 8rk
n
≤ 8ck
n2
.
If k ≤ n2/(100c), this error is at most 1/12. We want to use Lemma 9 so fix c2 = min(1/(100c),
c1), and choose k ≤ c2n2. For such a k we havex(Q + r R)k − 1n

1
≥
x Qk − 1n

1
−
 k−
l=1
x Ql−1r R(Q + r R)k−l

1
≥ 5
12
− 1
12
= 4
12
. 
4.3. Relaxing laziness
We need to transfer our conclusion to non-lazy chains. We use a binomial expansion to go
back to the original Q.
x

3I
4
+ Q + r R
4
k
=
k−
l=0
x

k
l

3k−l
4k
(Q + r R)l .
This allows us to form an inequality for the l1 distances:x

3I
4
+ Q + r R
4
k
− 1
n

1
≤
k−
l=0

k
l

3k−l
4k
x(Q + r R)l − 1n

1
.
We will carry through the following idea. Start with k = ⌊c2n2⌋ as in Lemma 11. The right side
is a weighted average of some l1 distances. If the mixing time was very small for Q + r R, then
these distances would be small for most of the terms. Then the average will be less than 4/12
which we previously proved for the left hand side. This contradiction will prove our claim, and
complete the theorem.
Suppose tmix(Q + r R, 1/8) < k/8. The l1 distance is nonincreasing in l, so the terms are at
most 1 and 1/4 before and after tmix(Q + r R, 1/8), respectively.
k−
l=0

k
l

3k−l
4k
x(Q + r R)l − 1n

1
≤
[k/8]−1−
l=0

k
l

3k−l
4k
1+
k−
l=[k/8]

k
l

3k−l
4k
1
4
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≤ 1
4
+ 3
4
P

Binom

k,
1
4

<
k
8

.
This probability can be easily bounded e.g. by Chebyshev’s inequality:
P

Binom

k,
1
4

<
k
8

≤ P
Binom k, 14

− k
4
 > k8

≤
3k
16
k2
64
= 12
k
.
We can find an n0 such that n > n0 implies k > 108. In this case the probability is less than 1/9,
and the right hand side is strictly less than
1
4
+ 3
4 · 9 =
4
12
.
This is the contradiction we were looking for.
In the end, let us choose c′ = min(c2, 1/n20) so that the statement is also true for small n.
5. Looking forward
The theorem we proved sheds light on fundamental limitations of what can be achieved by a
Markov Chain Monte Carlo method on the given topology. This result leads us to several related
problems. The most natural question is to ask for a lower bound of the mixing time for other
connectivity graphs. It is easy to answer this problem in the extreme cases. In the case of a
tree, all chains will be reversible (assuming uniform stationary distribution), and known theory
applies. For a complete graph mixing in 1 step is possible even without violating reversibility.
On the other hand, we do not know much about what happens in between.
A special subset of connectivity graphs are those where a few extra edges are added to a
cycle passing through all nodes. A special case is the example of the double cycle mentioned in
the Introduction (from [9], Example 6.6) which can be viewed as a cycle with 2n nodes and n
extra edges. We know that a reversible chain with this connectivity graph has a mixing time of
Ω(n2) while a non-reversible chain can decrease this to O(n). As another option, we can think
of adding random edges. When using Ω(n) extra edges, we step into the territory of Small World
Networks, and we may view our graph as coming from a slightly modified Watts–Strogatz model
(see [11]). It is known that mixing time can be as low as log(n) (see [6,1]). This is a spectacular
drop compared to the mixing time of the original ring. It raises the question of what can we
achieve with a smaller number of extra edges.
Another direction to look forward is the problem of graph design: here one may want to
find the fastest mixing chain satisfying specific constraints such as an upper bound on the
edges of the connectivity graph, or a locality constraint. Note that general methods, such as the
Metropolis–Hastings algorithm [7] do not give the fastest mixing chain for specific problems.
Namely, if we want to sample from the uniform distribution, then it necessarily produces a
reversible chain, and it does not exploit the possibility of using a non-reversible one. This alone
shows that the problem of design deserves a closer look.
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