Abstract-The emergence of high-dimensional data in various areas has brought new challenges to the ensemble clustering research. To deal with the curse of dimensionality, considerable efforts in ensemble clustering have been made by incorporating various subspace-based techniques. Besides the emphasis on subspaces, rather limited attention has been paid to the potential diversity in similarity/dissimilarity metrics. It remains a surprisingly open problem in ensemble clustering how to create and aggregate a large number of diversified metrics, and furthermore, how to jointly exploit the multi-level diversity in the large number of metrics, subspaces, and clusters, in a unified framework. To tackle this problem, this paper proposes a novel multi-diversified ensemble clustering approach. In particular, we create a large number of diversified metrics by randomizing a scaled exponential similarity kernel, which are then coupled with random subspaces to form a large set of metric-subspace pairs. Based on the similarity matrices derived from these metric-subspace pairs, an ensemble of diversified base clusterings can thereby be constructed. Further, an entropy-based criterion is adopted to explore the cluster-wise diversity in ensembles, based on which the consensus function is therefore presented. Experimental results on twenty high-dimensional datasets have confirmed the superiority of our approach over the state-of-the-art.
as random subspace sampling [9] , [15] , [16] , [17] , stratified subspace sampling [7] , and subspace projection [18] , to explore the diversity in high-dimensionality. Inherently, these subspace-based techniques select or linearly combine data features into different subsets (i.e., subspaces) by a variety of strategies to seek more perspectives for finding cluster structures.
Besides the issue of subspaces (or features), the choice of similarity/dissimilarity metrics is another crucial factor in dealing with high-dimensional data [19] , [20] . The existing ensemble clustering methods typically adopt one or a few preselected metrics, which are often selected implicitly based on the expert's knowledge or some prior assumptions. However, few, if not none, of them have considered the potentially huge benefits and issues hidden in randomized metric spaces. In one hand, it is very difficult to select or learn an optimal metric for a given dataset without human supervision or implicit assumptions. In another hand, with different metrics capable of reflecting different perspectives on data, the joint use of a large number of randomized/diversified metrics may reveal huge opportunities hidden in high-dimensionality. However, it is surprisingly still an open problem in ensemble clustering how to produce and aggregate a large number of diversified metrics to enhance the consensus performance. Furthermore, starting from the metric diversification problem, another crucial challenge arises as to how to jointly exploit multiple levels of diversity in the large number of metrics, subspaces, and clusters, in a unified ensemble clustering framework.
To tackle the above-mentioned problem, we propose a novel ensemble clustering approach termed multidiversified ensemble clustering (MDEC) by jointly reconciling large populations of diversified metrics, random subarXiv:1710.03113v2 [cs. LG] 25 Oct 2017 spaces, and weighted clusters. Specifically, we exploit a scaled exponential similarity kernel as the seed kernel, which has advantages in parameter flexibility and neighborhood adaptivity and is randomized to breed a large set of diversified metrics. The set of diversified metrics are coupled with random subspaces to form a large number of metric-subspace pairs, which then contribute to the jointly randomized ensemble generation process where the set of diversified base clusterings are produced with the help of the spectral clustering algorithm. With the clustering ensemble generated, to exploit the cluster-wise diversity in the multiple base clusterings, an entropy-based cluster validity strategy is adopted to evaluate and weight each base cluster by considering the distribution of clusters in the entire ensemble, based on which a new multi-diversified consensus function is therefore proposed (see Section 3 and Fig. 1 for more details). In this paper, we conducted experiments on 20 high-dimensional datasets, including 15 cancer gene expression datasets and 5 image datasets. Extensive experimental results have shown the superiority of our approach against the state-of-the-art ensemble clustering approaches for clustering high-dimensional data.
For clarity, the main contributions of this work are summarized as follows:
1) This paper for the first time, to the best of our knowledge, shows that the joint use of a large population of randomly diversified metrics can significantly benefit the ensemble clustering of highdimensional data in an unsupervised manner. 2) A new metric diversification strategy is proposed by randomizing the scaled exponential similarity kernel with both parameter flexibility and neighborhood adaptivity considered, which is further coupled with random subspace sampling for the jointly randomized generation of base clusterings. 3) A new ensemble clustering approach termed MDEC is presented, which has the ability of simultaneously exploiting a large population of diversified metrics, random subspaces, and weighted clusters in a unified framework. 4) Extensive experiments have been conducted on a variety of high-dimensional datasets, which demonstrate the significant advantages of our approach over the state-of-the-art ensemble clustering approaches.
The remainder of the paper is organized as follows. The related work is reviewed in Section 2. The proposed ensemble clustering approach is described in Section 3. The experimental results are reported in Section 4. Finally, the paper is concluded in Section 5.
RELATED WORK
Due to its ability of combining multiple base clusterings into a probably better and more robust consensus clustering, the ensemble clustering technique has been receiving increasing attention in recent years. Many ensemble clustering algorithms have been developed from different technical perspectives [1] , [2] , [3] , [4] , [5] , [6] , [8] , [10] , [11] , [12] , [13] , [14] , [21] , [22] , [23] , [24] , [25] , [26] , [27] , [28] , [29] , [30] , [31] , [32] , [33] , which can be classified into three main categories, namely, the pair-wise co-occurrence based methods, the graph partitioning based methods, and the median partition based methods.
The pair-wise co-occurrence based methods [21] , [28] , [29] typically construct a co-association matrix by considering the frequency that two data samples occur in the same cluster among the multiple base clusterings. The coassociation matrix is then used as the similarity matrix for the data samples, upon which some clustering algorithms can thereby be performed to obtain the final clustering result. Fred and Jain [21] first introduced the concept of the coassociation matrix and proposed the evidence accumulation clustering (EAC) method, which applied a hierarchical agglomerative clustering algorithm [34] on the co-association matrix to build the consensus clustering. To extend the EAC method, Wang et al. [28] took the cluster sizes into consideration and proposed the probability accumulation method. Yi et al. [29] dealt with the uncertain entries in the co-association matrix by first labeling them as unobserved, and then recovering the unobserved entries by the matrix completion technique. Liu et al. [13] proved that the spectral clustering of the co-association matrix is equivalent to a weighted version of K-means, and proposed the spectral ensemble clustering (SEC) method to effectively and efficiently obtain the consensus result.
The graph partitioning based methods [8] , [30] , [31] generally construct a graph model for the ensemble of multiple base clusterings, and then partition the graph into several disjoint subsets to obtain the final clustering result. Strehl and Ghosh [30] solved the ensemble clustering problem by using three graph partitioning based algorithms, namely, cluster-based similarity partitioning algorithm (CSPA), hypergraph partitioning algorithm (HGPA), and meta-clustering algorithm (MCLA). Fern and Brodley [31] formulated a bipartite graph model by treating both clusters and data samples as nodes, and partitioned the graph by the METIS algorithm [35] to obtain the consensus result. Huang et al. [8] dealt with the ensemble clustering problem by sparse graph representation and random walk trajectory analysis, and presented the probability trajectory based graph partitioning (PTGP) method.
The median partition based methods [10] , [32] , [33] typically formulate the ensemble clustering problem into an optimization problem which aims to find the median partition such that the similarity between the base partitions (i.e., base clusterings) and the median partition is maximized. The median partition problem is NP-hard [32] . To find an approximate solution, Topchy et al. [32] cast the median partition problem into a maximum likelihood problem and solved it by the EM algorithm. Franek and Jiang [33] reduced the ensemble clustering problem to an Euclidean median problem and solved it by the Weiszfeld algorithm [36] . Huang et al. [10] formulated the ensemble clustering problem into a binary linear programming problem and obtained an approximate solution based on the factor graph model and the max-product belief propagation [37] .
Although in recent years significant advances have been made in the research of ensemble clustering [1] , [2] , [3] , [4] , [5] , [6] , [8] , [10] , [11] , [12] , [13] , [14] , [21] , [22] , [23] , [24] , [25] , [26] , [27] , [28] , [29] , [30] , [31] , [32] , [33] , yet the existing methods are mostly devised for generalpurpose scenarios and lack the desirable ability to appropriately address the clustering problem of high-dimensional data. More recently, some efforts have been made to deal with the curse of dimensionality, where subspace-based (or feature-based) techniques are often exploited. Jing et al. [7] adopted stratified feature sampling to generate a set of subspaces, which are further incorporated into several ensemble clustering algorithms to build the consensus clustering for high-dimensional data. Yu et al. [9] proposed a novel subspace-based ensemble clustering framework termed AP 2 CE, which integrates random subspaces, affinity propagation, normalized cut, and five candidate distance metrics. Further, Yu et al. [16] proposed a semisupervised subspace-based ensemble clustering framework by incorporating random subspaces, constraint propagation, incremental ensemble selection, and normalized cut into the framework. Fern and Brodley [18] exploited random subspace projection to build a set of subspaces, which in fact are obtained by (randomly) linear combination of features (or feature sets). These methods [7] , [9] , [16] , [18] typically exploit the diversity in high-dimensionality by various subspace-based techniques, but few of them have fully considered the potentially huge diversity in metric spaces. The existing methods [7] , [9] , [16] , [18] generally use one or a few preselected similarity/disimilarity metrics, which are selected implicitly based on the expert's knowledge or some prior assumptions. Although the method in [9] proposed to randomly select a metric out of the five candidate metrics at each time, yet it still failed to go beyond a few metrics to explore the huge potential hidden in a large number of diversified metrics, which may play a crucial role in clustering high-dimensional data. The key challenge here lies in how to create such a large number of highly diversified metrics, and further how to jointly exploit the diversity in the large number of metrics, together with subspace-wise diversity and cluster-wise diversity, to achieve a unified ensemble clustering framework for high-dimensional data.
PROPOSED FRAMEWORK
This section describes the overall algorithm of the proposed ensemble clustering approach. A brief overview is provided in Section 3.1. The metric diversification process is presented in Section 3.2. The jointly randomized ensemble generation is introduced in Section 3.3. Finally the consensus function is given in Section 3.4.
Brief Overview
In this paper, we propose a novel multi-diversified ensemble clustering (MDEC) approach (see Fig. 1 ). First, we create a large number of diversified metrics by randomizing a scaled exponential similarity kernel, and combine the diversified metrics with the random subspaces to form a large set of random metric-subspace pairs. Second, with each random metric-subspace pair, we construct a similarity matrix for the data samples. The spectral clustering algorithm is then performed on these similarity matrices derived from metricsubspace pairs to obtain an ensemble of base clusterings. Third, to exploit the cluster-wise diversity in the ensemble
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Random Subspace Sampling of multiple base clusterings, we adopt an entropy based criterion to evaluate and weight the clusters by considering the distribution of cluster labels in the entire ensemble. With the weighted clusters, the locally weighted co-association matrix is further constructed to serve as a summary of the ensemble. Finally, the spectral clustering algorithm is performed on the locally weighted co-association matrix to obtain the consensus clustering result. It is noteworthy that our approach simultaneously incorporates three levels of diversity, i.e., metric-wise diversity, subspace-wise diversity, and cluster-wise diversity, in a unified framework, which have shown significant advantages in dealing with highdimensional data when compared to the state-of-the-art ensemble clustering approaches. In the following sections, we will further introduce each step of the proposed approach in detail.
Diversification of Metrics
The choice of similarity/dissimilarity metrics plays a very crucial role in the field of machine learning and pattern recognition [38] , [39] , [40] , [41] , [42] . In particular, unlike the supervised or semi-supervised learning, where the metric learning techniques can be performed to learn the metrics with the help of human supervision or prior assumptions [38] , [39] , [40] , [41] , [42] , in unsupervised learning it is generally very difficult to choose a proper metric given a task without prior knowledge. Instead of relying on one or a few manually-selected (or learned) metric, this paper proposes to jointly use a large number of randomly diversified metrics in a unified ensemble clustering framework. Toward this end, we first need to tackle two sub-problems here, i.e., how to create a large number of diversified metrics, and how to collectively exploit them in ensemble clustering.
To create the diversified metrics, we take advantage of the kernel trick with randomization incorporated. The kernel similarity metrics have been proved to be a powerful tool for clustering complex data [38] , [42] , which, however, suffer from the difficulties in selecting proper kernel parameters. The kernel parameters can be learned by some metric learning techniques [38] , [42] with supervision or semi-supervision. But without human supervision, it is often extremely difficult to decide proper kernel parameters. This is a critical disadvantage of kernel methods for conventional (unsupervised) applications, which, nevertheless, just becomes an important advantage in our situation where what is highly desired is not the selection of a good kernel similarity metric, but the flexibility to create a large number of diversified ones.
Specifically, in this paper, we adopt the scaled exponential similarity (SES) kernel [43] as the seed kernel, which will then be randomized to breed a large population of diversified metrics. Given a set of N data samples
D is the i-th sample and D is the number of features. The SES kernel function for samples x i and x j is defined as:
where µ is a hyperparameter, ε ij is a scaling term, and d(x i , x j ) is the Euclidean distance between x i and x j . Let N k (x i ) denote the set of the k nearest neighbors of x i . The average distance between x i and its k nearest neighbors can be computed as
Then, as suggested in [43] , to simultaneously take into consideration the neighborhood of x i , the neighborhood of x j , and their distance, the scaling term ε ij is defined as the average of
The SES kernel is a variant of the Gaussian kernel. It has two free parameters, i.e., the hyperparameter µ and the number of nearest neighbors k. The motivation to adopt the SES kernel as the seed kernel in our approach is two-fold. First, with the influence of the scaling term where the knearest-neighbors' information is incorporated, the SES kernel has the adaptivity to the neighborhood structure among data samples. Moreover, with each k value corresponding to a specific neighborhood size, by randomizing the parameter k, multi-scale neighborhood information can be explored to enhance the diversity. Second, the two free parameters k and µ in the SES kernel provide high flexibility for adjusting the influence of the kernel and can contribute to the high diversity of the generated metrics by randomly perturbing the two parameters.
Specifically, we propose to randomly select the two parameters µ ∈ [µ min , µ max ] and k ∈ [k min , k max ], respectively, as follows:
where σ 1 ∈ [0, 1] and σ 2 ∈ [0, 1] are two uniform random variables, and outputs the floor of a real number. Note that our objective is not to find a good pair of parameters µ and k, but to randomize them to yield a large population of diversified metrics. The parameters µ and k are suggested to be randomly selected in a wide range to enhance the diversity. By performing the random selection M times, a set of M pairs of µ and k are obtained, which correspond to M randomized kernel similarity metrics for the dataset X , denoted as
where µ i and k i are the i-th pair of randomized parameters.
Ensemble Generation by Joint Randomization
In this section, with the set of M diversified metrics generated, we proceed to couple diversified metrics with random subspaces for jointly randomized ensemble generation. Let F = {f 1 , · · · , f D } be the set of features in the dataset X , where f i denotes the i-th feature. A random subspace is a set of a certain number of features that are randomly sampled from the original feature set. The cluster structure of high-dimensional data may be hidden in differen feature subspaces as well as in different metric spaces. In this paper, we propose to jointly exploit large populations of diversified metrics and random subspaces. Specifically, we perform random subspace sampling M times to obtain M random subspaces, denoted as F 1 , · · · , F M , which lead to M component datasets, denoted as X 1 , · · · , X M . Note that each component dataset X i has the same number of data samples as the original dataset X , but its feature set F i only consists of d ≤ D attributes that are randomly sampled from F with a sampling ratio τ ∈ (0, 1]. Obviously, if τ = 1, then it means every subspace is in fact the original feature space, i.e., no sub-sampling actually happens. Here, with the random subspaces generated, we can couple each of them with a randomly diversified metric (as describe in Section 3.2), and thus obtain M random metric-subspace pairs, denoted as
In terms of the m-th metric-subspace pair ϕ Xm µm,km (·, ·), the similarity between samples x i and x j is computed by first mapping x i and x j onto the subspace associated with the component dataset X m and then computing their SES kernel similarity with the randomly selected parameters µ m and k m . Thus, we can obtain M similarity matrices in terms of the M metric-subspace pairs as follows:
where the m-th similarity matrix (i.e., S (m) ) is constructed in terms of the m-th metric-subspace pair ϕ Xm µm,km (·, ·), denoted as
where
is the (i, j)-th entry in S (m) . Obviously, according to the definition of the SES kernel, it holds that S (m) ij ∈ (0, 1] for any x i , x j ∈ X . If samples x i and x j have the same feature values in the subspace associated with X m , then their similarity S (m) ij reaches its maximum 1. Having constructed M similarity matrices with diversified metric-subspace pairs, we then exploit the spectral clustering algorithm [44] to construct the ensemble of base clusterings. Spectral clustering is a widely used graph partitioning algorithm, which is capable of capturing the global structure in a graph [44] .
Specifically, for the m-th similarity matrix S (m) , we treat each data sample as a graph node and build a similarity graph as follows:
where V = X is the node set, and E (m) is the edge set. The edge weights are decided by the similarity matrix S (m) ,
i.e., for any x i , x j ∈ X , we have E
ij . Let K m denote the number of clusters in the m-base clustering. The objective of spectral clustering is to partition the graph
To this end, we construct the normalized graph Laplacian L m as follows:
where the degree matrix D m ∈ R N ×N is a diagonal matrix with its (i, i)-th entry defined as the sum of the i-th row of S (m) . The eigenvectors corresponding to the first K m eigenvalues of L m are computed and then stacked to form a new matrix U m ∈ R N ×Km , where the i-th column of U m is the eigenvector corresponding to the i-th eigenvalue of L m . Thereafter, the matrix T m ∈ R N ×Km can be obtained from U m by normalizing the rows to norm 1.
By treating each row of T m as a data point in R Km , we can cluster the rows into K m clusters by K-means and thereby obtain the m-th base clustering based on the similarity matrix S (m) . Formally, the m-th base clustering is denoted as
where C m i is the i-th cluster in π m . It is obvious that the K m clusters in a base clustering cover the entire dataset, i.e., Finally, based on the M diversified similarity matrices in S, we can construct an ensemble of M base clusterings, denoted as
where π m is the m-th base clustering in the ensemble Π.
Consensus Function
With the ensemble Π generated, the objective of the consensus function is to combine the set of base clusterings into a probably better and more robust final clustering.
As each base clustering consists of a certain number of clusters, the entire ensemble can also be viewed as a large set of clusters from different base clusterings. To exploit the different reliability of different clusters and incorporate the cluster-wise diversity in the consensus function, here we adopt a local weighting strategy [11] to evaluate and weight the base clusters by jointly considering the distribution of cluster labels in the entire ensemble using an entropic criterion. Formally, we denote the ensemble of clusters as
where C i is the i-th cluster and N c is the total number of clusters in the ensemble Π. Note that N c = M m=1 K m . Each cluster is a set of data samples. To estimate the uncertainty of different clusters, the concept of entropy is utilized here [11] . Given a cluster C i ∈ C and a base clustering π m ∈ Π, the uncertainty (or entropy) of C i w.r.t. π m can be computed as
is the proportion of data samples in C i that also appear in C 
Intuitively, higher uncertainty indicates lower reliability for a cluster, which implies that the ensemble of base clusterings tend to disagree with the cluster and accordingly a smaller weight can be associated with it [11] . In particular, we proceed to compute a reliability index from the abovementioned uncertainty measure, and exploit it as a cluster weighting term in our consensus function. The experimental analysis about the efficacy of the cluster weighting term will also be provided in Section 4.6. Specifically, the ensembledriven cluster index (ECI) is computed as an indication for the reliability of each cluster in the ensemble, which is defined as follows:
Obviously, for any π m ∈ Π, it holds that
Note that a larger value of ECI is associated with a cluster of lower uncertainty (i.e., higher reliability). If and only if the data samples in C i appear in the same cluster in all of the M base clusterings (i.e., all base clusterings agree that the data samples in C i should belong
The ECI measure serves as a reliability index for different clusters in the ensemble Π. By using ECI as a clusterweighting term, the locally weighted co-association matrix can be obtained as follow:
with
m . Then, with the data samples treated as graph nodes and the locally weighted co-association matrix used as the similarity matrix, the similarity graph for the consensus function can be constructed as follows:
where V = X is the node set, and E is the edge set with the weight E ij = a ij for any samples x i and x j . Thereafter, graph G is partitioned into K disjoint subsets by performing the spectral clustering algorithm [44] . By treating each subset of graph nodes as a final cluster, the consensus clustering result can thus be obtained. For clarity, the overall algorithm of the proposed ensemble clustering approach is summarized in Algorithm 1.
Algorithm 1 (Multi-Diversified Ensemble Clustering)
Input: X , τ , M , K.
1: Generate M random subspaces with sampling ratio τ : F1, · · · , FM . 2: Obtain the component datasets associated with the M random subspaces: X1, · · · , XM . 3: Randomize the SES kernel to yield diversified metrics, and form the metric-subspace pairs: ϕ
Construct the similarity matrices based on the metricsubspace pairs:
Perform spectral clustering on each similarity matrix in S, and build an ensemble of M base clusterings:
Compute the uncertainty of each cluster in Π, and obtain their ECI measures. 7: Construct locally weighted co-association matrix A. 8: Perform spectral clustering on A, and obtain the final consensus clustering with K clusters Output: The consensus clustering π * .
EXPERIMENTS
In this section, we conduct experiments on a variety of realworld high-dimensional datasets to compare the proposed MDEC approach against several state-of-the-art ensemble clustering approaches. 
Datasets and Experimental Setting
We use twenty high-dimensional datasets in the experiments, including fifteen cancer gene expression datasets and five image datasets (see Tables 1 and 2 ). The fifteen cancer gene expression datasets are from [45] , while the five image datasets (i.e., UMist, Multiple Features, Flowers-17, COIL-20, and Binary Alphadigits) are from [46] , [47] , [48] , [49] , and [50] , respectively. For clarity, in the following, the fifteen cancer gene expression datasets will be respectively abbreviated as GD-1 to GD-15, while the five image datasets will be respectively abbreviated as ID-1 to ID-5 (as shown in Tables 1 and 2 ). To produce a large set of diversified metrics, the two kernel parameters in the SES kernel are suggested to be randomized in a wide range. Specifically, in the experiments, the two kernel parameters µ and k are randomly selected in the ranges of [0.2, 0.8] and [
, respectively. To generate the ensemble of base clusterings, the ensemble size M = 100 and the sampling ratio τ = 0.5 are used. The number of clusters in each base clustering is randomly selected in the range of [2, √ N ]. In Sections 4.5 and Section 4.6, we will further evaluate the ensemble clustering performance of our approach with different ensemble sizes M and different sampling ratios τ .
Evaluation Measures
To evaluate the quality of the clustering result, two widely used evaluation measures are adopted, namely, normalized mutual information (NMI) [30] and adjusted Rand index (ARI) [51] . Note that greater values of NMI and ARI indicate better clusterings. The NMI serves as a sound indication of the shared information between two clusterings. Given the test clustering π and the ground-truth clustering π G , the NMI between π and π G is defined as follows [30] :
where n and n G denote the number of clusters in π and π G , respectively, n i denotes the number of samples in the i-th cluster of π , n G j denotes the number of samples in the j-th cluster of π G , and n ij denotes the number of common samples between cluster i in π and cluster j in π G .
The ARI is computed by considering the number of pairs of samples on which two clusterings agree or disagree. Given two clusterings π and π G , the ARI between them is defined as follows [51] :
where N 11 is the number of sample pairs that occur in the same cluster in both π and π G , N 00 is the number of sample pairs that occur in different clusters in both π and π G , N 10 is the number of sample pairs that occur in the same cluster in π but in different clusters in π G , and N 01 is the number of sample pairs that occur in different clusters in π but in the same cluster in π G .
Comparison Against Base Clusterings
In ensemble clustering, it is generally expected that in the ensemble generation phase the base clusterings can be produced with high diversity, while in the consensus phase the consensus clustering can be constructed with improved stability and quality by fusing the base clusterings.
In this section, we evaluate the performances of the generated base clusterings and the final consensus clusterings of the proposed MDEC approach. As illustrated in Fig. 2 , in one aspect, the ensemble of base clusterings show high diversity (typically, with high standard deviations w.r.t. both NMI and ARI) for the benchmark datasets. In another aspect, the consensus clustering results consistently outperform the base clusterings in terms of both overall stability and quality (see Fig. 2 ). Especially, for the GD-2, GD-4, and GD-6 datasets, the average NMI and ARI scores (over 100 runs) of the consensus clusterings of our approach are even over twice as high as that of the base clusterings.
Comparison Against Other Ensemble Clustering Methods
In this section, we compare the proposed MDEC approach with ten state-of-the-art ensemble clustering approaches, namely, stratified sampling based cluster-based similarity partitioning algorithm (SSCSPA) [7] , stratified sampling based hypergraph partitioning algorithm (SSHGPA) [7] , stratified sampling based meta-clustering algorithm (SSMCLA) [7] , K-means based consensus clustering (KCC) [6] , probability trajectory accumulation (PTA) [8] , probability trajectory based graph partitioning (PTGP) [8] , lo- cally weighted evidence accumulation (LWEA) [11] , locally weighted graph partitioning (LWGP) [11] , spectral ensemble clustering (SEC) [13] , and entropy based consensus clustering (ECC) [14] . To compare the performances of different ensemble clustering approaches, we use the number of classes as the cluster number for each test approach, which is a commonly adopted experimental protocol in ensemble clustering [13] , [14] . For each benchmark dataset, we run every test approach 100 times and report their average performances and standard deviations in Tables 3 and 4 .
As shown in Table 3 , in terms of NMI, the proposed MDEC approach exhibits the best performance in eighteen out of the totally twenty datasets. Although the PTGP approach outperforms our approach in the GD-11 and GD-12 datasets, yet in all of the other eighteen datasets our approach shows significant advantages in the consensus performance (w.r.t. NMI) over the baseline approaches. Similarly, as shown in Table 4 , in terms of ARI, the proposed approach also achieves the best performance in eighteen out of the totally twenty benchmark datasets, and shows a clear advantage over the baseline approaches.
To provide a summary view across the twenty benchmark datasets, we further show the average score and average rank of different approaches in the last two rows in Tables 3  and 4 , respectively. Note that the average score (across twenty datasets) is computed by taking the average on the NMI (or ARI) scores, while the average rank is obtained by taking the average on the ranking positions, for each approach across all the datasets. As can be seen in Table 3 , the proposed approach achieves an average NMI score of 0.605 across twenty datasets, which is significantly higher than the second best approach (i.e., ECC) whose average NMI score is 0.480. In terms of the ranking positions in Table 3 , the proposed approach obtains an average rank of 1.15, while the second best approach (i.e., PTGP) only obtains an average rank of 4.85. Similar advantages can also be seen in Table 4 . The average ARI score and the average rank of the proposed approach are 0.547 and 1.25, respectively, which significantly outperform the ten baseline ensemble clustering approaches (see Table 4 ).
Robustness to Ensemble Sizes
In this section, we evaluate the performances of different ensemble clustering approaches with varying ensemble sizes. Specifically, we perform the proposed MDEC approach as well as the baseline approaches on the benchmark datasets with the ensemble size varying from 50 to 300, and report their average performances over 20 runs in Figures 3 and 4 .
As can be seen in Fig. 3 , in terms of NMI, the proposed approach yields stably high performance across the twenty benchmark datasets with varying ensemble sizes. Although the PTGP and PTA approaches outperform our approach in the GD-11 dataset, yet in most of the other datasets our approach achieves the best or nearly the best performance when compared to the baseline approaches. Especially, on the GD-1, GD-2, GD-3, GD-4, GD-6, GD-8, GD-9, GD-10, GD-13, GD-14, GD-15, ID-1, ID-2, ID-3, ID-4, and ID-5 datasets, our approach shows a significant advantage over the baseline approaches with varying ensemble sizes M . Similarly, in terms of ARI, our approach also exhibits the best or nearly best performance on most of the benchmark datasets with varying ensemble sizes (as shown in Fig. 4 ).
To provide a summary view, Fig. 5 further illustrates the average NMI and ARI scores (across twenty datasets) by different approaches with varying ensemble sizes M . In fact, Fig. 5(a) is obtained by taking the average of the twenty sub-figures in Fig. 3 , ranging from Fig. 3(a) to Fig. 3(t) , while Fig. 5(b) is obtained by taking the average of the twenty subfigures in Fig. 4 , ranging from Fig. 4(a) to Fig. 4(t) . As can be seen in Fig. 5 , the proposed MDEC approach achieves significantly better performance (w.r.t. both NMI and ARI) than the baseline ensemble clustering approaches across the twenty benchmark datasets. Even when compared to the second and the third best approaches (i.e., ECC and PTGP, respectively), a clear advantage of the proposed MDEC approach can still be observed (see Fig. 5 ). 
Influence of Metrics, Subspaces, and Clusters
This paper proposes to jointly exploit large populations of diversified metrics, random subspaces, and weighted clusters in a unified ensemble clustering framework. In this section, we evaluate the influence of the three factors (i.e., diversified metrics, random subspaces, and weighted clusters) in our approach. First, we compare the diversified metrics with several widely used similarity metrics, i.e., cosine similarity, correlation coefficient, and Spearman correlation coefficient. Besides the proposed MDEC approach, we generate three sub-approaches by replacing the diversified metrics by one of the three conventional similarity metrics. As can been seen in Fig. 6 , in terms of NMI, the proposed approach with diversified metrics obtains an average score 0.605, whereas the three sub-approaches (with the three conventional similarity metrics) obtain average scores of 0.509, 0.447, and 0.463, respectively. In terms of ARI, the proposed approach with diversified metrics obtains an average score of 0.547, which also significantly outperforms the three subapproaches whose average ARI scores are 0.436, 0.366, and 0.378, respectively. As shown in Fig. 6 , the use of diversified metrics in the proposed approach is able to significantly improve the consensus clustering performance.
Second, we evaluate the performance of MDEC with different subspace sampling ratio τ , which varies from 0.1 to 1 (see Fig. 7 ). As illustrated in Fig. 7 , moderate values of τ generally lead to better consensus clustering performance. When the sampling ratio τ goes from 0.8 to 1, the performance declines, which suggests that the use of random subspaces exhibits a positive influence when compared to using the full feature sets (by setting τ = 1). At the other extreme, when setting τ to very small values, e.g., in the range of [0.1, 0.3], the performance also declines, due to the fact that the subspaces generated by a very small sampling ratio may not well represent the underlying distribution of the dataset. Empirically, it is suggested that the sampling ratio τ be set in the range of [0.4, 0.8], which strikes a balance between diversity and quality.
Third, we evaluate the performance of our approach with and without the weighted clusters. Note that the performance of our approach without weighted clusters is obtained by setting all cluster weights equal to one. As shown in Fig. 8 , in terms of both NMI and ARI, the proposed approach with weighted clusters exhibits consistently better average performance (across twenty datasets) than that without weighted clusters.
As shown in Figures 6 to 8 , we have two main observations: 1) the performance of our approach benefits from the use of diversified metrics, random subspaces, and weighted clusters; 2) out of the three beneficial factors, the diversified metrics play the most important role in the consensus clustering performance, with consideration to the approximately 20% of improvement (w.r.t. both NMI and ARI) that they lead to.
Execution Time
In this section, we evaluate the efficiency of different ensemble clustering approaches and report their execution times on the benchmark datasets in Table 5 . In general, larger dimensions and larger sample sizes lead to greater computational costs for the ensemble clustering approaches. As can be seen in Table 5 , the proposed MDEC approach consumes less than 1 second of time on fourteen out of the totally fifteen cancer gene expression datasets. On the five image datasets, the time efficiency of the proposed MDEC approach is also comparable to the other ensemble clustering approaches.
In summary, as can be seen in Tables 3 to 5 and Figures 3  to 5 , the proposed MDEC approach has shown significant advantages in clustering accuracy while exhibiting competitive time efficiency when compared against the state-of-theart ensemble clustering approaches.
All of the experiments are conducted in MATLAB R2016a 64-bit on a workstation (Windows 10 Enterprise 64-bit, 12 Intel 2.40 GHz processors, 128 GB of RAM).
CONCLUSION
In this paper, we propose a new ensemble clustering approach termed MDEC, which is capable of jointly exploiting large populations of diversified metrics, random subspaces, and weighted clusters in a unified ensemble clustering framework. Specifically, a large number of diversified metrics are generated by randomizing a scaled exponential similarity kernel. The diversified metrics are then coupled with the random subspaces to form a large set of metricsubspace pairs. Upon the similarity matrices derived from the metric-subspace pairs, the spectral clustering algorithm is performed to construct an ensemble of diversified base clusterings. With the base clusterings generated, an entropybased cluster validity strategy is utilized to evaluate and weight the clusters with consideration to the distribution of the cluster labels in the entire ensemble. Based on the weighted clusters, the locally weighted co-association matrix is built and then partitioned to obtain the consensus clustering. We have conducted extensive experiments on 20 high-dimensional datasets (including 15 cancer gene expression datasets and 5 image datasets), which demonstrate the clear advantages of our approach over the state-of-the-art ensemble clustering approaches.
