Light curves of solar flares in the impulsive phase are complex in general, which is expected given complexities of the flare environment in the magnetic field dominant corona. With GOES observations, we however find that there are a subset of flares, whose impulsive phases are dominated by a period of exponential growth of the emission measure. Flares occurring from Jan. 1999 to Dec. 2002 are analyzed, and results from observations made with both GOES 8 and 10 satellites are compared to estimate instrumental uncertainties. The frequency distribution of the mean temperature during this exponential growth phase has a normal distribution. Most flares within the 1σ range of this temperature distribution belong to GOES class B or C with the frequency distribution of the peak flux of the GOES low-energy channel following a log-normal distribution. The frequency distribution of the growth rate and the duration of the exponential growth phase also follow a log-normal distribution with the duration covering a range from half a minute to about half an hour. As expected, the growth time is correlated with the decay time of the soft X-ray flux. We also find that the growth rate of the emission measure is strongly anti-correlated with the duration of the exponential growth phase and increases with the mean temperature. The implications of these results on the study of energy release in solar flares are discussed at the end.
INTRODUCTION
Most observational studies of solar flares focus on detailed analysis of individual events (e.g., Masuda et al. 1994; Lin et al. 2003; Hannah et al. 2008; Raftery et al. 2009; Loncope et al. 2010; Bak-Steslicka et al. 2011) . Statistical studies usually treat the flare population as a whole to extract a few quantities and analyze their occurrence frequency distribution (e.g., Aschwanden 1994; Veronig et al. 2002a,b; Su et al. 2006) . Although these two approaches are complementary to each other, relations between results of these two studies remain obscure. For example, it is not clear how specific physical processes revealed from studies of individual flares may lead to power-law distributions of the flare occurrence rate with respect to many of their observed characteristics. It is possible that statistical properties of flares are mostly determined by the environment and may not depend on the detailed physical processes (Lu & Hamilton 1991) . However, even for flares with similar peak value of the soft X-ray (SXR) flux, an important quantity characterizing the flare amplitude, their appearance can be drastically different, which reflects the intrinsic complexity of flares as a macroscopic phenomena with an enormous degree of freedom. The dominant physical process in one flare may be distinct from that of the other. To better understand the flare phenomena, it is therefore necessary to classify flares based on some of the observed prominent characteristics and explore their physical origin accordingly. A classification of large-scale coronal EIT waves has recently resolved some related controversies (Warmuth & Mann 2011) .
One of the key aspects of solar flare study is to explore the energy release processes, and it is generally accepted that the impulsive phase dominates the overall energy release (Hudson et al. 2011) . However, in contrast to the relatively smooth decay of X-ray fluxes in the gradual phase of most flares, which is associated with coronal loops and has been studied extensively and better understood (Rosner et al. 1978; Antiochos & Sturrock 1978; Serio et al. 1991; Cargill et al. 1995; Kilmchuk et al. 2008) , the X-ray light curves in the impulsive phase are generally complex and there appears to be a variety of physical processes involved. Many of the observed complexities of flares originate from the complex magnetic field structure carrying the flaring plasma. To better understand the basic physical processes related to the energy release, one may focus on studying flares with relatively simple structure, in particular those associated with single loops. Raftery et al. (2009) carried out a detailed analysis of a flaring loop, and we also notice that the impulsive phase of this flare is dominated by a period of exponential growth in both the SXR fluxes and the derived emission measure (EM) (Left panel of Fig. 4 ). These relatively simple behaviors of flaring loops may reflect some elementary processes in the flare energy release (Grigis & Benz 2004; Liu et al. 2010) . Motivated by this observation, in this paper we analyze GOES observations from Jan. 1999 to Dec. 2002 to identify flares with the impulsive phase dominated by a period of exponential growth of the EM. These flares are a subset of flares. Detailed studies of them may help to reveal the physics of energy release in the impulsive phase in general.
In § 2, we present the analysis of GOES data and the flare selection criteria. The results are shown in § 3. These results are discussed in § 4, where we also draw the conclusions.
Data Analysis
Background Selection and Peak Time: Both GOES 8 and 10 satellites cover the previous maximum of solar activity. We focus on a 4 year period of the activity peak from Jan. 1999 to Dec. 2002 . RHESSI was launched into orbit in Feb. 2002 . Some of these flares were observed by RHESSI as well (Lin et al. 2003) . To derive the temperature and EM of the flaring plasma with the GOES data, it is essential to subtract the pre-flare background fluxes properly (Bornmann 1990) . GOES satellites measure SXR fluxes from the Sun in two wave bands -1-8Å and 0.5-4Å -with a cadence of 3 seconds (Garcia 1994) . We make use of the GOES flare list from http://umbra.nascom.nasa.gov/sdb/ngdc/xray events/, where the flare onset time, the peak time of the flux in the lower energy channel, and the end time are given for 10511 flares. The difference between the former two may be called the duration of the flare rise phase: t r . We extract data for these flares from GOES 8 and 10 observations. For each flare, we extend the range of data analysis both before the flare onset time and after the flare end time by t r 1 . For some flares, the peak time in the flare list does not correspond to the maximum of the flux in the low energy channel between the onset and end time. We redefine the flare peak time as the time when the flux reaches its maximum value between the onset and end time. The background fluxes are chosen as that of a period before the flare peak time with a relatively low and constant flux level and are selected independently for the two energy channels 2 . In the following, we will mostly use results from the low-energy channel, where the background flux is high and the signal relatively weak, to define the flare characteristics.
The left panels of Figure 1 show the frequency distribution of the background subtracted 1 For the flare studied by Raftery et al. (2009) , the onset time in the flare list is way behind the actual flare onset. For this flare, the range of data analysis is extended by 2t r before the listed flare onset time and after the flare end time.
2 In practice, we fit the light curve with a set of line segments. The error is assumed to be the same as the measured flux and the critical value of the χ 2 is set at 0.001. The fit starts from the first three data points and the corresponding χ 2 is calculated. If the χ 2 is less than the critical value, we include one more data point following this period for a new linear fit. This process is repeated. A new segment starts whenever the χ 2 of the current segment reaches this critical value. We then calculate the mean value of the flux for each line segment. For the two segments with the lowest mean fluxes before the flare peak time, we set the flux of the segment with a lower gradient as the background flux. Lu & Hamilton (1991) . The instrumental bias is important at low peak fluxes, and the difference between GOES 8 and 10 observations is obvious.
The right panels of Figure 1 show the correlation between the pre-flare background flux and the flux at the peak time. For a flare to be identified in the data, the one-minute averaged peak flux needs to exceed the pre-flare background flux by at least 40%, which explains why there are no flares in the low-right side 3 . The seeming correlation between these two fluxes therefore is mostly caused by this flare identification procedure. The distribution in the left panels show that the occurrence chance of flares of a given amplitude does not depend on the pre-flare background flux. Actually the pre-flare background flux is mostly caused by decay of earlier flares (Aschwanden 1994) . These results show that most flares studied here are independent from each other. The obvious horizontal strip for GOES 8 and horizontal and vertical strips for GOES 10 observations are caused by the digitalization process of the instrument (Garcia 1994 ).
Onset Time: With the background fluxes selected, we redefine the onset time to better quantify the rise phase. The background subtracted flux (in the low energy channel) needs to exceed 2.1 × 10 −8 W m −2 to obtain reliable temperature and EM (Garcia 1994) . For a background subtract flux below this critical value, the GOES software gives a default value of 4 MK and 0.01 × 10 49 cm −3 for the temperature and EM, respectively (See Fig. 4 ) 4 . The background subtracted flux therefore needs to exceed this critical value after the flare onset. Similarly, we require that the background subtracted flux in the high energy channel should be greater than 1.0 × 10 −10 W m −2 5 . We use the Coronal emission model version 6.0.1 to derive the temperature and EM. In the early rise phase, the signal may be weak so that the obtained EM and temperature can fluctuate significantly. We require that after the flare onset, the difference of the logarithm of the EM between two neighboring data points should not exceed 15% of the difference between the maximum and minimum values of the logarithm of the EM of the flare data range.
Segments of Exponential Growth of the EM:
We are mostly interested in the rise phase. To identify periods of exponential growth, we fit the time variation of the logarithm of the EM with a set of line segments. Specifically, starting from the peak time of the SXR flux, we do a linear fit to the logarithm of the EM of a period ending at the peak time and calculate the corresponding reduced χ 2 . The error has been assumed to be 1. We adjust the duration of this period until the reduced χ 2 reaches a value just below a prior chosen critical value, which gives a segment of approximately exponential growth phase right before the peak time of the SXR flux. Following a similar procedure, we identify the next segment of exponential growth before the first segment and all other segments before the peak time. In this study, this critical value of the reduced χ 2 is taken as 9.3 × 10 −4 , and we exclude flares, whose rise phase can be fitted with a single line segment. Such flares are usually weak and have a short rise phase, the corresponding signals are not reliable. W m −2 for calculation of the temperature and EM 6 , which causes the sharp cut at these background and background subtracted flux levels. Not surprisingly there is a sharp cut at the critical value of 2.1 × 10 −8 W m −2 , below which the temperature and EM are set to the default values. There are a few outliers, some of which correspond to data gaps. The few outliers in the low-right corner correspond to flares, whose difference in the logarithm of the EM between two neighboring points are always less than 15% of the difference between the maximum and minimum values of that of the flare data range. The flare onset is therefore triggered by the requirement that the background subtracted flux exceeds the critical value of 2.1 × 10
The lower panels are obtained by removing the threshold at 5 × 10 −7 W m −2 in the software. There are 10251 and 10275 flares from the GOES 8 and 10 observations, respectively. It is evident that after removing some artifact caused by the software, the instruments have at least two prominent states of response in the low energy channel, which are divided roughly by the background flux level. Moreover, when the background flux is high, the GOES 10 observations show that flares distribute in a few strips, which is likely caused by the digitalization process. A similar plot for the high energy channel, however, shows a more or less continuous distribution (See lower panels of Fig. 3 ). The two states of response therefore only exist for the low energy channel. Flare Selection: We identify simple flares, whose rise phase is dominated by an exponential growth segment of the EM with the following criteria: 1) Since the duration of the exponential growth phase is an important quantity to extract, we focus on flares with the background flux in the low energy channel not exceeding 1 × 10 −6 W m −2 , which is indicated by the dashed line in the lower panels of Figure 2 . When the background flux is high, the signal in the early rise phase may be too low to give reliable temperature and EM measurement so that the observed duration of the dominant segment of exponential growth in the EM becomes shorter. This constraint also addresses the instrumental effects discussed above.
2) The duration of the longest line segment of the logarithm of the EM must exceed 30 seconds and longer than the half length of the rise phase from the flare onset time to the flare peak time. The former criterium ensures that the period of exponential growth is prominent, and the latter ensures its dominance in the rise phase.
3) The increase of the logarithm of the EM during this line segment of exponential growth must exceed 40% of the difference of the maximum to minimum value of the logarithm of the EM during the rise phase. These two criteria define the dominance of the exponential growth phase. 4) To ensure the simplicity of the selected flares, we also have a linear fit (with an error of 1) to the logarithm of the background subtracted flux in the low-energy channel between the flare peak time and the time when the flux decreases to one half of the peak flux in the decay phase. The reduced χ 2 of this linear fit must be less than 10 −4 for a flare to be selected. Flares with higher values of the reduced χ 2 have more complicated decay phase and are likely associated with multiple loops. Figure 4 shows two selected flares. The bottom panels show RHESSI light curves of these two flares. It is unfortunate that RHESSI did not cover the early rise phase of both flares. The flare in the left side is studied in detail by Raftery et al. (2009) , who showed that the flare is associated with a loop structure with prominent looptop and footpoint sources seen at different UV and EUV wavebands. The EM grows exponentially through the major part of the SXR rise phase. The temperature derived from GOES observation is nearly a constant in the rise phase. There is no evidence of prominent impulsive hard X-ray emission near the flare peak time. The flare in the right side panel is very similar to the one in the left side except that there is evidence of impulsive emission above 25 keV near the flare peak time.
Figure 5 shows two flares with slightly complicated light curves especially in the high energy channel during the dominant period of exponential growth in the EM. These complicated light curves lead to complicated behaviors in the inferred temperature evolution. These complexities may be attributed to fluctuations in the dominant process of exponential growth in the EM, and therefore these flares are considered to be similar to those in Figure  4 . However, the dominant period of exponential growth in the EM of these two flares extend to the flare peak time, which is different from the two flares in Figure 4 , where the dominant exponential growth period ends before the flare peak time.
From these analyses and for each selected flare, one can obtain the duration of the dominant exponential growth phase in the rise phase, the growth rate of the EM, the mean plasma temperature of this dominant exponential growth phase, the peak flux in the low energy channel, and the decay rate of the SXR flux in the low energy channel. In the following section, we will present the statistical properties of these quantities and their correlations. 
Results
With the above flare selection criteria, a total number of 620 and 522 flares are selected from GOES 8 and 10 observations, respectively. There are 316 flares selected from both satellite data. Figure 6 shows the occurrence frequency distribution of the mean temperature of the dominant exponential phase of the EM of these 316 flares. These distributions can be fitted with a normal distribution. The temperature measurement in the tails of this distribution may not be reliable. In the following, we will focus on flares within 1σ range of these Gaussian distributions. There are 210 and 209 flares for GOES 8 and 10 observations, respectively, and 192 of them are identified from both satellite data. characteristics of these 192 flares derived from GOES 8 observations. Here the decay time is defined as the time it takes for the background subtracted SXR flux in the low energy channel to decrease by a factor of 2 from the peak value divided by ln(2). There are good agreements between GOES 8 and 10 observations. We therefore will not list the characteristics of these flares derived with GOES 10 observations. Fig. 7. -Correlation between the rise and decay times. The dashed lines indicate linear fits to the data derived from GOES 8 and 10 observations. The dot-dashed line indicates the equality of these two timescales. Figure 7 shows the correlation between the decay time of the SXR flux t d and the rise time of the dominant exponential growth period of the EM t e defined as the time required for the EM to grow by a factor of e ≃ 2.72. For most flares, especially those with long decay time, the rise time is shorter than the decay time. Only for a few very short flares, the decay time is shorter than the rise time. The rise time increases slowly with the decay time. A linear fit to the correlation of the logarithm of these two timescales gives t e = 4.0(t d /s) 0.60 s and t e = 3.5(t d /s) 0.61 s for GOES 8 and 10 observations, respectively.
The most unexpected finding of this study is a strong anti-correlation between the growth rate Gr = t for GOES 8 and 10 observations, respectively. Such an anti-correlation suggests that the EM stop to increase exponentially after reaching certain level. Indeed, the occurrence frequency distribution of the peak flux of the selected flares shows a relatively narrow log-normal distribution 7 as shown in the right panels of Figure 8 . Since the temperature covers a narrow range, the SXR peak flux gives a rough measurement of the EM at the peak time. The observed anti-correlation between Gr and Du therefore is consistent with the relatively narrow distribution of the SXR peak flux. All of these selected flares belong to GOES class B or C. Big flares are likely more complex and therefore have less chance to meet our selection criteria. However, there is a slight excess relative to the log-normal distribution at high values of the peak flux. The correlation between Gr, Du and T is much weaker. Based on the fitting result of their correlation above, Figure 9 shows the correlation between Du 0.7 Gr and T . Although Du 0.7 Gr tends to increase with the increase of T , the spread of the correlation is big. Therefore quantitative dependence of the results on T may not be trust worthy. Figure 10 shows the occurrence frequency distribution of the growth rate and duration of the dominant exponential growth period. Both distributions can be fitted with a lognormal function. One of our selection rules requires the duration being longer than 30 s, which explains the low bound of this quantity. The longest duration of the exponential growth period is about half an hour. Relative to the log-normal distribution, the obtained occurrence frequency distributions also have slight excesses at longer durations and lower growth rates. Selection of more similar flares from other observation period may shade light on the significance of these excesses.
Discussion and Conclusions
To uncover the dominant physical processes in flaring loops and give more quantitative modeling, we have obtained a sample of flares with relatively simple SXR light curves from GOES observations. The complexity of the flare phenomena caused by the complex coronal environment is partially suppressed via our selection of flares with relatively simple time evolution. Specifically, we have focused on a class of flares whose SXR rise phase is dominated by a period of exponential growth of the EM. Detailed multi-wavelength studies show some of these flares are associated with single loops. Figure 8 but for the frequency distribution of the duration of the dominant exponential growth phase. The log-normal fit has a mean of 170s and a standard deviation of 1.9 for both GOES 8 and 10. Right: Same as the left panels but for the distribution of the growth rate of the exponential growth phase. The log-normal fit has a mean of 0.009 s −1 and a standard deviation of 1.6 for both GOES 8 and 10.
The rise time ranges from 30 s to more than 10 minutes suggesting a (magneto-) hydrodynamical process. There are two possible mechanisms that can lead to a period of exponential growth of the EM. If the loop structure is relatively simple and stable, the increase of the EM has to be caused by the evaporation of plasmas from the chromosphere. The exponential growth of the EM implies exponential growth of the thermal energy and therefore a heating rate proportional to the thermal energy density. The latter suggests a feedback of the heated plasma on the energy dissipation processes. Since it is commonly accepted that the flare energy release happens in the corona, the evaporation has to be driven by energy fluxes from the corona to the chromosphere. The fact that the heating rate is proportional to the thermal energy density implies a saturated energy flux from the corona to the footpoints. Such a saturated energy flux may be caused by the saturated conduction in a low density plasma caused by the non-local transport of energetic particles in the loop (Jiang et al. 2006; Battaglia et al. 2009 ). In such a scenario, we would expect strong emission from the footpoints.
If the topological structure of the magnetic fields in the loop is complex, for example, the magnetic field lines may be twisted and braided (Wilmot-Smith et al. 2010) , the flare may be associated with a filament structure (Liu & Alexander 2009 ). The exponential growth of the EM can be caused by an exponential growth of the volume filling factor of the heated plasma in the filament. Strong evaporation from the chromosphere is not necessary in such a case. More detailed multi-wavelength studies of individual flare are necessary to distinguish the two scenarios. From the smooth distribution of the characteristics of the selected flares, the two scenarios are not distinguishable from the SXR light curves alone.
We find a strong anti-correlation between the growth rate of the EM and the duration of the dominant exponential growth period, which suggests that the exponential growth phase ends when the EM reaches certain level. The ending of the exponential growth phase implies a new phase of energy release in the impulsive phase. According to the two mechanisms proposed above, the ending can be caused by either a high density of evaporated plasmas or the volume filling factor reaching a saturation level. Although there is no evident reason why the EM stops to grow exponentially once reaching certain level, the observed anti-correlation is consistent with the relative narrow log-normal distribution of the peak flux of the selected flares. Most of the selected flares belong to GOES B with a small fraction belonging to GOES C. The relatively small amplitude of these elected flares can be partially attributed to more complexity of bigger flares.
The peak flux of flares in general follows a power-law distribution (Veronig et al. 2002a ). The distribution of the peak flux of the selected flares, the duration of the exponential growth period, and the growth rate, however, follow a relatively narrow log-normal distribution. While a power-law distribution implies a lack of characteristic scales in the system. Our relatively narrow distribution of selected flares suggests that they may represent a particular class of flares with a characteristic peak flux of ∼ 4 × 10 −7 W M −2 . The selected flares have relative simple light curves and are likely associated with single loops. If these results are further confirmed with a larger flare sample, we can describe flares in general as a set of flaring loops. The power-law distribution of the flare peak flux is mostly caused by dramatic variation of the number of loops in different flares. For an X class flare, thousands of loops should be activated. Therefore the flare study may be separated into two aspects: 1) physical processes in a flaring loop; 2) the topological structure of the flare region that determines the number of loops to be activated during a flare.
The flares selected here show relatively gradual evolution in general and the impulsive hard X-ray (HXR) emission is relatively weak, similar to the slow long-duration events studied by Bak-Steslicka et al. (2011) . The more gradual evolution of the SXR may be intimately connected to the lack of impulsive HXR emission. Earlier studies by Su et al. (2006) suggest that the impulsive HXR emission is better correlated with the SXR growth rate than with the SXR flux. Since the emission is dominated by the gradual emission component in the rise phase, the process of particle acceleration may be unimportant. Flares with prominent particle acceleration may correspond to a class of events distinct from the flares selected here. Most observed characteristics of the selected flares should be explained in the context of magneto-hydrodynamic evolution of flaring loops (Wilmot-Smith et al. 2010 ).
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