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In this paper, we study k-parabolic arrangements, a generalization
of the k-equal arrangement for any ﬁnite real reﬂection group.
When k = 2, these arrangements correspond to the well-studied
Coxeter arrangements. We construct a cell complex Permk(W )
that is homotopy equivalent to the complement. We then apply
discrete Morse theory to obtain a minimal cell complex for
the complement. As a result, we give combinatorial interpretations
for the Betti numbers, and show that the homology groups are
torsion-free. We also study a generalization of the Independence
Complex of a graph, and show that this generalization is shellable
when the graph is a forest. This result is used in studying
Permk(W ) using discrete Morse theory.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
A subspace arrangement A is a collection of linear subspaces of a ﬁnite-dimensional vector
space V , such that there are no proper containments among the subspaces. One of the main questions
regarding subspace arrangements is to study the structure of the complement M(A ) = V −⋃X∈A X .
Many results regarding the homology and homotopy theory of M(A ) can be found in the book
Arrangements of Hyperplanes by Orlik and Terao [20], when A is a real or complex hyperplane ar-
rangement.
The example that serves as motivation for this paper is the k-equal arrangement over R. The k-
equal arrangement, An−1,k is the collection of subspaces given by the formulas:
xi1 = · · · = xik
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connection with the k-equal problem: given n real numbers, determine whether or not some k of
them are equal [4].
In a previous paper [3], we introduced a generalization of the k-equal arrangement associated
to any ﬁnite real reﬂection group W . We denote this arrangement, called the k-parabolic arrange-
ment, by Wn,k . These arrangements correspond to orbits of subspaces ﬁxed by irreducible parabolic
subgroups of rank k − 1. They are an invariant of a given ﬁnite reﬂection group, which is why we
call them ‘the’ k-parabolic arrangement. In this paper, we study the integral homology groups of the
complement.
Given a topological space X , let β˜i(X) denote the ranks of the torsion-free part of the ith singular
reduced integral homology group. Fix a ﬁnite real reﬂection group W of rank n, and let 3  k  n.
We obtain a minimal cell complex for Permk(W ): that is, a homotopy equivalent cell complex Mk(W )
with exactly βi(Permk(W )) cells of dimension i.
Theorem 1.1. There exists a minimal cell complex Mk(W ) such that Permk(W ) ∼= Mk(W ).
We note that when k = 3, M(Wn,3) is not simply connected. It appears this is the ﬁrst known
example of a class of real subspace arrangements whose complements have minimal cell complexes,
and have non-trivial fundamental group.
Let Hi,k(W ) be the ith singular homology group of M(Wn,k), and let βi,k(W ) be the rank of the
torsion-free part of Hi,k(W ).
Theorem 1.2. Let W be a ﬁnite real reﬂection group of rank n, and let 3 k n. Then the following holds:
1. Hi,k(W ) is torsion-free.
2. Hi,k(W ) is trivial unless i = t(k − 2) for some 0 t  nk .
We note that these results were obtained when W is of type A, B or D by Björner and Welker [7],
Björner and Sagan [5], and Feichtner and Kozlov [12], respectively.
We also have a combinatorial interpretation of the Betti numbers. For now, let W be irreducible,
with set of simple reﬂections S . Let D be the Dynkin diagram for W . Furthermore, suppose S is
linearly ordered according to the numbering of vertices appearing in Fig. 1. Finally, given a set T ⊂ S
let C be the vertex sets of connected components of D[T ], the subgraph of the Dynkin diagram
induced by T . Given a component C ∈ C , let N<C (C) be the set of vertices of D that are not in any
component, are adjacent to some vertex of C , occur in the linear order on S before any of the vertices
of C , and are not adjacent to any vertex of any other component of D[T ]. Finally, given w ∈ W , let
Des(w) be the descent set of w . Then we obtain the following:
Theorem 1.3. Let W be an irreducible real reﬂection group of rank n, and let 3 k n. Let S be ordered as in
Fig. 1, and let 0 t  nk be an integer. Then βt(k−2),k(W ) is the number of pairs (w, T ) such that:
1. w ∈ W , T ⊂ Des(w).
2. D[T ] has t components C = {C1, . . . ,Ck}, each of size k − 2.
3. For every component C of D[T ], we have N<C (C) ∩ Des(w) = ∅.
4. For every v ∈ Des(w), v is adjacent to some component of D[T ].
We note that for classical reﬂection groups, this interpretation can be described more explicitly.
Moreover, we obtain new formulas for the Betti numbers corresponding to types A, B , and D . Finally,
Theorem 1.3 also holds for any ﬁnite reﬂection group.
We note that Theorem 1.2 is already known for particular reﬂection groups: the integral homology
of the k-equal arrangement was studied by Björner and Welker [7], and investigated further by Björner
and Wachs [6]. The k-parabolic arrangements of type B and D were investigated by Björner and
Sagan [5], and the type D case was studied further by Feichtner and Kozlov [12]. The results of
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these papers use the Goresky–MacPherson formula [16], and several of these papers use lexicographic
shellability. We invite the reader to consult the paper by Björner and Wachs [6] to learn more in this
direction. We note that while most of these papers use similar techniques, the proofs in type B and
D are very different. Likewise, we have not been able to use lexicographic shellability to study the
k-parabolic arrangement in a type-free manner.
So we take a different approach to studying the integral homology. First, we replace the com-
plement M(Wn,k) with a cell complex, and then use discrete Morse theory. Note that the k-
parabolic arrangement is always embedded in the corresponding reﬂection arrangement of W . Using
a construction due to Solomon, we obtain a cell complex Permk(W ), that is homotopy equivalent
to M(Wn,k).
Then we use Forman’s discrete Morse theory [13] to study Permk(W ). We note that discrete
Morse theory has been applied multiple times in recent years in topological combinatorics. It has
also been applied to study complements of complex hyperplane arrangements [22], and to study
complements of d-complexiﬁed arrangements [19] (see their paper for details), which are a class of
subspace arrangements. This paper marks the ﬁrst use of discrete Morse theory to study real subspace
arrangements that do not come from d-complexifying a hyperplane arrangement.
The paper is organized as follows: in the next section, we deﬁne k-parabolic subspace arrange-
ments. Given a k-parabolic subspace arrangement Wn,k , we construct a polyhedral complex, Permk(W )
with the same homotopy type as M(Wn,k), and we describe the face poset of this complex. In Sec-
tion 3, we give a brief overview of discrete Morse theory, the Patchwork Theorem, and shellability.
In Section 4, we study Indk(G), a simplicial complex associated to a graph, which generalizes the
independence complex of a graph. We show that this complex is shellable when G is a forest, and
describe the homotopy type. In Section 5, we apply discrete Morse theory to Permk(W ), by translat-
ing the problem of constructing a Morse matching on Permk(W ) into the problem of ﬁnding Morse
matchings on k(GW ,w), for various forests G that depend on W , and w ∈ W . We conclude Sec-
tion 5 by proving various properties about the resulting matching. In Section 6, we study various
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reﬂection groups in more detail, giving formulas for the Betti numbers of Wn,k for each of the classi-
cal irreducible reﬂection groups, as well as giving a table for the Betti numbers obtained when W is
one of the exceptional reﬂection groups. In Section 7, we prove that our Morse matching is optimal
even when k = 3, via a very complicated involution-principle type argument. Finally, in Section 8, we
conclude with some further open questions.
2. Deﬁnition of k-parabolic arrangement
Fix a ﬁnite reﬂection group W , let n be the rank of W , and let S be the set of simple reﬂections.
Unless otherwise noted, k is a ﬁxed integer with 3  k  n. Let D(W ) denote the Dynkin diagram
of W , and let H (W ) denote the Coxeter arrangement of W .
A standard parabolic subgroup W I is a subgroup of W generated by I ⊂ S . It is irreducible if
(WI , I) is an irreducible Coxeter system, or equivalently, if I induces a connected subgraph of D(W ).
A parabolic subgroup (k-parabolic subgroup) is a conjugate of an irreducible standard parabolic sub-
group (of rank k − 1). Given a parabolic subgroup G , let Fix(G) = {x ∈ Rn: wx = x, for all w ∈ W }.
Given a subspace X , let Gal(X) = {w ∈ W : wx = x for all x ∈ X}. Let P(W ) be the collection of all
parabolic subgroups, ordered by inclusion. Barcelo and Ihrig proved the following:
Theorem 2.1. (See Theorem 3.1 in [2].) The maps G → Fix(G) and X → Gal(X) are lattice isomorphisms
betweenP(W ) and L(H (W )).
Deﬁnition 2.2. Let W be a ﬁnite real reﬂection group of rank n, and let 2  k  n. Let Pn,k(W ) be
the collection of all irreducible parabolic subgroups of W of rank k − 1.
Then the k-parabolic arrangement Wn,k is the collection of subspaces{
Fix(G): G ∈Pn,k(W )
}
.
Note that, given W , 2  j  k  n, Wn,k is embedded in Wn, j . Moreover, the arrangement is
invariant under the action of W . When k = 2, we obtain the Coxeter arrangement H(W ), whose
complement consists of |W | disjoint regions, with no non-trivial homology above dimension 0. This
is why we ﬁx k > 2.
Now we construct Permk(W ). The construction relies on the fact that Wn,k is embedded in the
Coxeter arrangement, H (W ) of type W . Let (W ) be the simplicial decomposition of Sn−1 induced
by H (W )∩ Sn−1. This complex is known as the Coxeter complex. An example of a Coxeter complex is
given in Fig. 2.
Now we describe the face poset of the Coxeter complex. This description is found in Section 1.14
of Humphreys [17]. Given I ⊆ S , let CI = {x ∈ Rn: (x,α) = 0 for all α ∈ I, (x, β) > 0 for all β ∈ S \ I}.
Given I ⊆ S , w ∈ W , let wCI = {wx: x ∈ CI }. These regions, when intersected with the (n−1)-sphere,
correspond to faces in the Coxeter complex. Thus the face poset of the Coxeter complex corresponds to
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cosets.
Let k(W ) = {F ∈ (W ): ∃X ∈ Wn,k such that F ⊆ X}. Clearly k(W ) is a subcomplex of (W ).
Moreover, we have the following proposition.
Proposition 2.3.M(Wn,k) is homotopy equivalent to |(W )| \ |k(W )|.
Proof. Since Wn,k is essential, we are removing subspaces containing the origin. Then the map x → x|x|
gives the desired homotopy equivalence. 
Lemma 2.4. Let W be a ﬁnite reﬂection group of rank n, let 2  k  n. Then k(W ) corresponds to cosets
wWI where there exists J ⊂ I such that W J is a k-parabolic subgroup.
Proof. Due to the nature of the action of W , we have wCI ⊆ X if and only if CI ⊆ w−1X , for any coset
wWI , and X ∈Wn,k . So it suﬃces to consider which standard parabolic subgroups satisfy CI ⊆ X .
Fix a standard parabolic subgroup WI . If there exists J ⊆ I such that W J is k-parabolic, then
CI ⊆ Fix(W J ) ∈Wn,k . On the other hand, if WI contains no k-parabolic subgroups, then CI  X for
any X ∈ Wn,k . To see this, let X = Fix(W J ). For s ∈ J \ I , let α be the simple root corresponding
to s. For any x ∈ CI , we have (x,α) > 0, so x /∈ Fix(W J ). Thus CI is not contained in any subspace
in Wn,k .
Thus we have shown that wWI corresponds to a face of k(W ) whenever WI contains a k-
parabolic subgroup, and wWI does not correspond to a face otherwise. 
Next we consider the Coxeter permutahedron Perm(W ), and construct Permk(W ) as a sub-
complex of Perm(W ). Consider a point x in one of the regions of H (W ). Then Perm(W ), the
W -permutahedron, is the convex hull of the vertex set {wx: w ∈ W }. An example of the B3-
permutahedron is given in Fig. 2. Perm(W ) is a polytope, whose faces correspond to parabolic cosets,
ordered by inclusion.
To deﬁne Permk(W ) as a subcomplex of Perm(W ), we need the following specialization of Propo-
sition 3.1 in [8].
Proposition 2.5. Let  be a simplicial decomposition of the k-sphere, and let 0 be a subcomplex of . Let
P be the face poset of , and let P0 be the lower order ideal generated by 0 . Then ||\|0| is homotopy
equivalent to a regular CW complex X, and moreover, the face poset of X is (P\P0)∗ , where ∗ denotes taking
the dual poset.
Thus we have the following corollary.
Corollary 2.6. There is a subcomplex, Permk(W ) of Perm(W ) such that M(Wn,k) ∼= Permk(W ). Moreover,
the faces of Permk(W ) correspond to cosets wWI such that for all J ⊂ I , W J is not k-parabolic.
Proof. Follows from Proposition 2.3, Lemma 2.4 and Proposition 2.5. 
Remark 2.7. When k = 3, F (Permk(W )) consists only of cosets wWI , where the reﬂections in I
commute. Thus, Perm3(W ) is a polyhedral complex whose faces are all cubes, a fact we need for
Section 7.
Now we recall the right weak order for Coxeter groups, which is used to construct our matchings
on Permk(W ). Given an element w ∈ W , let (w), the length of w , denote the minimum number of
simple reﬂections s1, . . . , sk such that w = s1 · · · sk . A simple reﬂection s is a descent of w if (ws) <
(w). The right weak order on W is deﬁned as follows: given two elements u, v ∈ W , we say that
u  v if there exist w ∈ W , v = uw , and (v) = (u) + (w) (see Fig. 3).
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W has a maximum element w0. Given I ⊂ S , w ∈ W , there is a unique element w ′ ∈ wWI of
minimal length. Let W I denote the set of coset representatives of minimal length for WI . Then the
following results may be found in Humphreys’ book [17]
Theorem 2.8. (See Proposition 1.10c in [17].)
1. W I = {w ∈ W : (ws) > (w), for all s ∈ I}.
2. For all w ∈ W , there exist unique u ∈ WI , v ∈ W I such that w = uv, and (w) = (u) + (v).
wW I also has a coset representative of maximal length, given by multiplying the minimal length
representative on the right by the maximum element of WI .
Deﬁnition 2.9. We say a simple reﬂection s is a descent for wWI iff s is a descent for the maximal
length representative of wWI .
3. Discrete Morse theory and shellability
Here we review the terminology used with discrete Morse theory, as well as state the major
theorems we use. Throughout, let P , Q be ﬁnite posets. Our terminology comes from Combinatorial
Algebraic Topology by Kozlov [18].
Deﬁnition 3.1. (See [18, Deﬁnition 11.1].) Let P be a poset.
A matching in P is a partial matching in the underlying graph of the Hasse diagram of P , i.e., it is
a subset M ⊆ P × P such that
• (a,b) ∈ M implies b  a (b covers a);
• each a ∈ P belongs to at most one element in M .
When (a,b) ∈ M we write a = d(b) and b = u(a). A partial matching on P is called acyclic if
there does not exist a cycle
b1  d(b1) ≺ b2  d(b2) ≺ · · · ≺ bn  d(bn) ≺ b1
with n > 2 and all bi ∈ P being distinct.
Theorem 3.2. (See [18, Theorem 11.13].) Let  be a polyhedral complex, and let M be an acyclic matching on
F() \ {0ˆ}. Let Ci denote the set of unmatched i-cells of .
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(b) Under this bijection f , for any two cells σ and τ of c satisfying dimσ = dimτ + 1, the incidence
number [τ : σ ] is given by
[τ : σ ] =
∑
c
ω(c).
Here the sum is taken over all alternating paths c connecting f (σ ) with f (τ ), i.e., over all sequences
c = ( f (σ ),a1,u(a1), . . . ,at,u(at), f (τ )) such that f (σ )  a1 , u(at)  f (τ ), and u(ai)  ai+1 , for i =
1, . . . ,at−1 . For such an alternating path, the quantity ω(c) is deﬁned by
ω(c) := (−1)t[a1 : f (σ )][ f (τ ) : u(at)] t∏
i=1
[
ai : u(ai)
] t−1∏
i=1
[
ai+1 : u(ai)
]
where the incidence numbers in the right-hand side are taken in the complex .
Given an acyclic matching M , we say that a matching is optimal if c is a minimal cell complex.
We use the Patchwork Theorem to construct matchings.
Lemma 3.3. (See [18, Theorem 11.10].) Assume that ϕ : P → Q is an order-preserving map, and assume that
we have acyclic matchings on subposets ϕ−1(q) for all q ∈ Q . Then the union of these matchings is itself an
acyclic matching on P .
Now we recall how to associate an optimal matching to a shellable simplicial complex . This is
already a known result, and is mentioned in Kozlov [18]. However, we make this result explicit, as
our optimal matching on Permk(W ) is constructed by using shellability and the Patchwork Theorem.
We are aware that Chari [9] and Delucchi [10] have results regarding optimal matchings coming from
shellable CW complexes. We invite the reader to consult these papers, as their techniques could prove
useful for studying other complexes.
A shelling order for  is an ordering F1, . . . , Fr of its facets such that, for every 1  i < j  r,
there exists 1 k < j such that Fi ∩ F j ⊆ Fk ∩ F j , and |Fk ∩ F j | = |F j | − 1. If  has a shelling order,
then it is shellable. Given a maximal simplex Fi , we say it is spanning if, for every σ ⊂ Fi , σ ⊂ F j for
some j < i. One of the nice results regarding shellable complexes is that their homology groups, and
homotopy type are both easy to describe.
Given a facet Fi , let R(Fi) = {x ∈ Fi: Fi \ {x} ∈ i}. We call R the restriction map. The next lemma
is due to Björner and Wachs [6], although we state it using different terminology.
Lemma 3.4. Let f : F () → [r] be given by f (σ ) = min{i: σ ⊆ Fi}. Then f is an order-preserving map.
Moreover, given i ∈ [r], f −1(i) = [R(Fi), Fi], whereR is the restriction map.
Theorem 3.5. Let  be a shellable complex with shelling order F1, . . . , Fr , and restriction mapR . Then:
1. There are optimal acyclic matchings onF ().
2. In such a matching M, there is one unmatched 0-cell.
3. In such a matching M, for k > 0, Ck = {F ; R(F ) = F , dim Fi = k}.
4. Given such a matching M,  ∼=∨σ∈Ci Sdimσ .
Proof. By the Patchwork Theorem, we know we need to ﬁnd an acyclic matching on the ﬁbers of f ,
the map deﬁned in Lemma 3.4. However, the ﬁbers are Boolean intervals. Let i ∈ [r] such that Fi is
not spanning, and ﬁx x ∈ Fi \R(Fi). Then consider the map gx,i : [R(Fi), Fi] → [R(Fi), Fi] given by
gx,i(σ ) =
{
σ \ {x} if x ∈ σ ,
σ ∪ {x} else.
The map gx,i is clearly an involution, and gives an acyclic matching on [R(Fi), Fi]. The rest follows
from the Patchwork Theorem. 
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In this section, we deﬁne a simplicial complex, Indk(G), which generalizes the independence com-
plex of a graph G . We show that Indk(G), is shellable when G is a forest, and use this shelling order
to construct an optimal matching for Permk(W ) in the next section.
Deﬁnition 4.1. For σ ⊆ V (G), we have σ ∈ Indk(G) if and only if every component of the induced
subgraph G[σ ] has size at most k.
The case k = 1 is the usual independence complex studied in the literature. For more about the
topology of Ind1(G), we invite the reader to consult Engström’s paper [11].
Deﬁnition 4.2. Given a tree T with a root r, a tree-compatible ordering is a linear order on V (T )
such that, given two vertices u and v , if v is contained on the unique path from u to r, then u  v .
A tree-compatible ordering on a rooted forest F is any total order which is a tree-compatible order
when restricted to any tree of F .
Recall that a rooted forest is a forest with a distinguished root vertex for each of its trees.
Theorem 4.3. Let F be a forest on n vertices, and let 1  k  n. Then Indk(F ) is shellable. Consider a set of
roots for F , and a tree-compatible ordering on F . Then a shelling order is given by lexicographic ordering on
facets: σ < τ if min(σ \ τ ) ∪ (τ \ σ) ∈ σ .
Proof. Let v1, . . . , vn be a tree-compatible order on F . Order the maximal simplices of Indk(F ) lexi-
cographically. We claim that this is a shelling order. Let F1, . . . , Fr denote the maximal simplices in
this order. We use the phrase ‘large component’ to mean a component with more than k vertices.
Let i, j be such that Fi < F j . Let x = min Fi \ F j , and let C be the component of the subgraph of
F induced by F j + x which contains the vertex x. Since F j is a facet, |C | > k. Since Fi is also a facet,
C \ Fi = ∅. Let y = minC \ Fi . We show that F j + x− y does not contain a large component.
Let C>y denote vertices of C that are greater than y, and let C<y denote vertices of C that are less
than y. It suﬃces to show that the only vertex v > maxC<y that is adjacent to some vertex in C<y is
the vertex y itself. Then F j + x− y cannot have a large component, as such a large component would
have to be in F j or Fi .
There is some component T of F containing C<y . Moreover, this tree T has a root vertex r. Suppose
there are vertices u, v such that u ∈ C<y , v > y, and uv is an edge. Since v > u and uv is an edge,
v is on the unique path from r to u. Since C is connected, and y > u, y also lies on the unique
path from r to u. However, we see that y lies on the unique path from r to v , and hence y > v ,
a contradiction. Therefore, C<y has no edge to any vertex of V>y .
Let Fk be any facet containing F j + x − y. Then clearly Fk < F j , and Fi ∩ Fk ⊆ Fk ∩ F j = F j − y.
Therefore, we have a shelling order. 
Now we describe the spanning simplices of Indk(F ), when F is a forest. Given a graph G with
a linearly ordered vertex set, and a subgraph H , let C be the components of H , and let C be a
component of H . Recall that N<C (C) is the set of vertices v in G − H that are adjacent to some vertex
in C , and such that v < minC in the linear ordering.
Theorem 4.4. Given a tree-compatible order on a forest F , spanning simplices of Indk(F ) are simplices σ such
that:
1. F [σ ] consists of t components, C = {C1, . . . ,Ct}, each of size k, where 0 t  nk .
2. For every component C of F [σ ], we have N<C (C) = ∅.
3. Every vertex in V (F ) \ σ is adjacent to some component C ∈ C .
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we have a facet I such that R(I) = I . Let x = min V (F ). If x ∈ I , then x /∈ R(I) by deﬁnition of the
restriction map. Thus x /∈ I . However, since I is a facet, I + x must contain a large component. Let C
be the lexicographically least large component (of size k + 1). Then x ∈ C . Consider removing N[C]
from V (F ), obtaining a new set V ′ . Note that x ∈ N<C (C).
Now let x = min V ′ . Again, we see that x /∈ I . Moreover, since x /∈ N[C], I + x contains a large
component C ′ of size k + 1 that is disjoint from C . Given our choice of x, every element of C ′ is
greater than x. Choose C ′ to be lexicographically least, and remove N[C ′] from V ′ . Continuing in this
manner, we see that I is a disjoint union of components of size k, and for each component C we have
N<C (C) = ∅. Finally every remaining vertex is adjacent to some component. 
Example 4.5. Let G be a graph with vertex set {1, . . . ,9}, and edge set {14,24,34,45,58,68,78,89}.
Then the natural ordering 1 < 2 < · · · < 9 is a tree-compatible order, where 9 is the root vertex.
Ind3(G) has two spanning simplices, {2,3,4,7,8,9} and {4,5,8}. Thus Ind3(G) has the homotopy
type of the wedge of two spheres, one of dimension 2, and one of dimension 5.
5. Optimal matching and main results
In this section, we deﬁne optimal matchings on Permk(W ), and prove the main theorems from the
introduction. We deﬁne a matching on Permk(W ) by using a poset map, a tree-compatible order (4.2)
on D(W ), and the shelling orders obtained in Theorem 4.3. Given W with simple reﬂections S , order
S so that we have a tree-compatible order on the Dynkin diagram D(W ).
Let
ϕ :F (Permk(W ))→ W ,
wWI → w0(wWI )
be a map, where w0(wWI ) is the maximal length representative of wWI . Then ϕ is order-preserving.
Moreover, given w ∈ W , ϕ−1(w) is isomorphic to the face poset of Indk−2(Dw), where Dw =
D[Des(w)]. By Theorem 4.3, Indk−2(Dw) is shellable, and hence by Theorem 3.5 has an acyclic match-
ing Mw , whose unmatched cells are in correspondence with the spanning simplices of Indk−2(Dw).
We deﬁne M =⋃w∈W Mw . By the Patchwork Theorem, this is an acyclic matching. Moreover, we
conclude the following results.
Proposition 5.1. Let wWI ∈ Permk(W ) with maximum length element w. If wW I is unmatched, then the
following hold:
1. I ⊂ Des(w).
2. D[Des(w)] consists of t components, C = {C1, . . . ,Ct}, each of size k − 2.
3. For every component C of D[I], we have N<C (C) ∩ Des(w) = ∅.
4. For every v ∈ Des(w) \ I , there exists a component C such that v ∈ N(C).
Proof. The result follows from the poset map ϕ , and the description of unmatched cells given in
Theorem 4.4. 
Remark 5.2. The number of unmatched cells of dimension i is 0 unless i = t(k−2) for some 0 t  nk .
Lemma 5.3. The matching M is optimal.
Proof. Suppose k > 3. Remark 5.2 implies that the boundary operator of c , the complex given in
Theorem 3.2, must be the 0-map. Hence the cellular chain groups of c are isomorphic to the ho-
mology groups. The case k = 3 is proven below in Section 7, and is considerably more involved. 
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Proof of Theorems 1.1, 1.2, 1.3. Immediate from the previous lemma, Proposition 5.1, Theorem 3.2,
and Remark 5.2. 
6. Betti numbers for irreducible Coxeter groups
In this section, we look at the Betti numbers of Wn,k , for various irreducible reﬂection groups. We
begin with W = An−1. Recall that a parabolic coset of An−1 can be viewed as a set composition of [n].
An example of the matching along with some unmatched elements is shown in Fig. 4.
It remains to compute the number of unmatched elements. A weak integer composition of n is
a sequence of nonnegative integers μ = (μ1, . . . ,μk) such that μ1 + μ2 + · · · + μk = n. We refer to
(μ) = k as the length of μ, and |μ| =∑(μ)i=1 μi . We use μ | n to say that μ is a weak integer
partition with |μ| = n. Given a weak integer compositions μ, let (nμ)= ( nμ1,...,μk). Let t be an integer
such that 1 t  n/k. Then the number of unmatched cells in dimension t(k − 2) is given by∑
μ|n+1
(μ)=t+1
μmk,∀1mt
(
n+ 1
μ
) t∏
m=1
(
μm − 1
k − 1
)
where the sum is over all integer compositions of n + 1 into t + 1 parts, such that each part, with
the exception of the last part, has size at least k. The formula comes from the following: consider a
composition A1, . . . , At+1 of [n + 1] into t + 1 parts whose sizes are given by μ1, . . . ,μt+1. For each
part, besides the last one, take k − 1 elements x that are not the maximum of that part. Make this
a block, and place all other elements of Ai \ X as singletons in increasing order before X , to get a
set composition Ai that consists of singletons, and ends with a block of size k − 1. Finally, partition
At+1 into singletons and place them in increasing order to obtain a set composition At+1. Then let
C be given by starting with the blocks of A1 in order, followed by the blocks of A2 in order, and so
on. This creates an unmatched set composition. Clearly this gives all set compositions that meet our
criteria for not being matched. Thus we have successfully computed β˜t(k−2)(M(An,k)). We note that
this formula was also found by Peeva, Reiner and Welker [21].
Next, we consider the case W = Bn . Using our optimal matching, discrete Morse theory, and count-
ing arguments similar to the case W = An , we obtain the following:
Theorem 6.1. Ht(k−2)(M(Bn,k)) is free abelian of rank∑
μ|n
(μ)=t+1
μmk,∀1mt
(
n
μ
)
2n−μ1+k−1
t∏
m=1
(
μm − 1
k − 1
)
+
∑
μ|n
(μ)=t+1
μmk,∀2mt
μ1=k−1
(
n
μ
)
2n−k+1
t∏
m=2
(
μm − 1
k − 1
)
.
We note that this result specializes to a formula given by Björner and Sagan [5], when t = 1.
Next we study the type D 3-equal arrangement. Note that since Dn,k = Bn,k for k > 3, k = 3 is
the only case left to study for classical reﬂection groups. Studying the Betti numbers again reduces to
counting unmatched cosets. The proof of the following result is similar to type A and B , so we omit
the details.
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Theorem 6.2. Ht(M(Dn,3)) is free abelian of rank∑
μ|n
(μ)=t+1
μm3,∀2mt
μ14
(
n
μ
)
2n−μ1+2
t∏
m=1
(
μm − 1
2
)
+
∑
μ|n
(μ)=t+1
μm3,∀2mt
μ1=3
(
n
μ
)
7 · 2n−3
t∏
m=2
(
μm − 1
2
)
.
Finally, for the sake completeness, we discuss the exceptional reﬂection groups. Table 1 in Ap-
pendix A of this paper lists all the non-zero Betti numbers for the ﬁnite irreducible reﬂection groups.
Given k, and the fact that our matching only has unmatched elements in ranks that are multiples
of k − 2, one can see that for the majority of exceptional real reﬂection groups only one rank has
unmatched elements. In these cases, up to sign, the non-zero Betti number is the reduced Euler char-
acteristic of Permk(W ), which is easy to compute. The remaining cases are when W is of type E . In
some of these cases, there are two non-zero Betti numbers, βk−2 and β2k−4. One can readily compute
βk−2 from β2k−4 and the reduced Euler characteristic of Permk(W ). We compute β2k−4 by counting
the number of unmatched elements of Permk(W ) of rank 2k − 4. This count is quite involved, and
requires inclusion–exclusion, so we omit the details.
7. Proof of optimality when k= 3
By Theorem 3.2, Perm3(W ) is homotopy equivalent to some space c such that the i-cells in c
are indexed by the unmatched i-cells of Perm3(W ). We would like to show the boundary operator of
c is the 0-map, which would allow us to conclude that c is a minimal complex.
For a ﬁxed tree-compatible order on S , and a given w ∈ W , we know that Indk−2(Dw) is shellable,
and hence has an acyclic matching. In the proof of Theorem 3.5, we constructed matchings gx,i , which
depended on a shelling order F1, . . . , Fr , and a choice of x ∈ Fi \R(Fi). Thus, one can obtain many
acyclic matchings on Perm3(W ), by specifying different x values. Since S is totally-ordered, we choose
x = min F I \R(Fi). This allows us to have a speciﬁc matching deﬁned, which shall be used for proving
minimality.
We want to show the summation in Theorem 3.2, part (b), is zero by constructing a sign-reversing
involution on alternating directed paths between pairs of unmatched cells. Most examples of discrete
Morse theory in the literature have never had to use the boundary formula. Much like when k > 3,
for most examples it is immediately clear that the boundary map is the 0-map, because there are no
cells in consecutive dimensions.
Given any coset wWI ∈ Perm3(W ), we can construct pairs of alternating directed paths P and Q
with ω(P )+ω(Q ) = 0, where both paths start at wWI and end with the same coset vW J , and ω(P )
is as deﬁned in Theorem 3.2 part (b).
An example of paths coming from our construction is given in Fig. 5. Recall that the faces of the
A3-permutahedron correspond to set compositions of {1,2,3,4}. Fig. 5 has two alternating, directed
paths that start and end with the same set compositions. We constructed these paths using an algo-
rithm given below.
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of the linear orders appearing in Fig. 1. If S decomposes as S1, . . . , Sm , where each of the Si are
disjoint, and correspond to a connected component of D(W ), then we order the reﬂections so that
every reﬂection of Si is less than every reﬂection of S j , whenever i < j, and then order the reﬂections
in each individual Si according to Fig. 1. Finally, given a linear order on S , we extend it to a linear
order on S ∪ {∞} by making ∞ the unique largest element of the linear order.
Let wWI be a coset in Perm3(W ) with maximal length representative w . In general, let w0(wWI )
denote the maximal length representative of a coset wWI . If M(wWI ) = wWI , we let m(wWI )
denote the simple reﬂection that was added or removed when running the algorithm for wWI . If
M(wWI ) = wWI , we let m(wWI ) = ∞. The elements of I that are less than m(wWI ) form a set
{si1 , . . . , sim } for some m. Moreover, these elements form an independent set of Dw , they each have
a back neighbor in Dw , and all descents less than m(wWI ) must be adjacent to some si j ∈ I . Given
si < s j , let [si, s j] = {sk: si  sk  s j}. Suppose m > 1. For 1  j < m, we let A j = [si j+2, si j+1 ]. We
deﬁne A0 = [s1, . . . , si1 ], Am = [sim+2,m(wWI )]. We call these ascending blocks.
Given a coset wWI and a reﬂection s ∈ I , s  m(wWI ), we construct two alternating directed
paths that start with wWI , and end at a coset w ′WI−s . The weights on these paths coming from
Theorem 3.2 part (b) cancel, and form the basis of our involution. In general, we show that any
alternating directed path between two unmatched cosets must contain one of these constructed paths
as a subpath. Then we deﬁne the involution by ﬁnding the ﬁrst such subpath, and replacing it with
its opposite construction. We admit that this is a complicated involution.
Given a coset wWI , let s ∈ I such that sm(wWI ), and let A be the ascending block containing s.
The algorithm returns P , a sequence of vertices of an alternating, directed path.
Let J = I \ {s}.
Let u = w .
Let P = (wWI ,uW J ).
While m(uW J ) ∈ A
Let r =m(uW J )
Append M(uW J ) to P
Append urW J to P
Let u = w0(urW J ).
EndWhile
Return P
The other algorithm only differs from the ﬁrst algorithm by replacing the second line with Let
u = ws. Given a coset wWI and s ∈ I , sm(wWI ), let p(wWI , s) be the result of the ﬁrst algorithm
run with inputs wWI and s, and let pˆ(wWI , s) be the result of the second algorithm run with those
inputs. Finally, let α(p(wWI , s)) = pˆ(wWI , s), and α(pˆ(wWI , s)) = p(wWI , s).
Lemma 7.1. Let wWI ∈ Perm3(W ), with maximal length element w, and consider s ∈ I , sm(wWI ). Then
ω(pˆ(wWI , s)) + ω(p(wWI , s)) = 0, where ω is deﬁned in Theorem 3.2 part (b). Moreover, these paths end
at the same coset.
Proof. Recall that Perm3(W ) is a cubical complex. Given a coset wWI with maximum length ele-
ment w , and s ∈ S , we see that the faces corresponding to wsW I−s and wWI−s are parallel faces
of wWI . This fact implies that [wWI−s : wWI ] = −[wsWI−s : wWI ]. We see that the products of in-
cidence numbers appearing in the formula for ω(p(wWI , s)) are all −1, and the number of −1 terms
is the same as the power of −1 appearing outside the product. Thus p(wWI , s) = [wWI−s : wWI ],
and similarly, pˆ(wWI , s) = [wsWI−s : wWI ]. However, these incidence numbers are additive inverses,
so their sum is 0. The ﬁrst result follows.
For the second result, consider the coset wWA . Consider running the algorithm for p(wWI , s). At
the ith step of the algorithm we consider ti =m(uW I−s) for some u, and append utiW I−si to the end
of the path. Let t1, . . . , tr be the resulting sequence of reﬂections. Note that these reﬂections all come
from Ai , and we see that wt1 · · · tr is an element of the last coset when the algorithm terminates.
Observe that, since the algorithm terminates, A ∩ Des(wt1 · · · tr) = ∅. At each step, one can show
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wt1 · · · tr is the minimum length element of wWA . By similar arguments for pˆ(wWI , s), we obtain
another sequence t′1, . . . , t′r , such that the last coset of the path is wt′1 · · · t′r w J , and wt′1 · · · t′r is the
minimum length element of wWA . Thus, the paths p(wWI , s) and pˆ(wWI , s) end at the same coset
wt1 · · · trW J . 
The next proposition allows us to construct our involution.
Proposition 7.2. Fix cosets uW I , vW J ∈ Perm3(W ), with maximal coset representatives u, v, and let P be
an alternating, directed path from uW I to vW J . Assume that vW J is unmatched, and that either uW I is
unmatched, or m(uW I ) ∈ I . Then there exist an integer m, paths P j , cosets w jW I j , and simple reﬂections s j
for j ∈ [m], paths Q j for 2 j m, and a path R such that:
1. Either p(w jW I j , s j) = P j Q j or pˆ(w jW I j , s j) = P j Q j for 2 j m.
2. Either p(w1WI1 , s1) = P1 or pˆ(w1WI1 , s1) = P1 .
3. m(w jW I j ) ∈ I j for all j.
4. s j m(w jW I j ) for all j.
5. P = PmPm−1 · · · P1R.
6. wmWIm = uW I .
Proof. We prove the result by induction on the length of P . Clearly P has at least one edge. We claim
that this edge must be of the form uW I > uW I−s or uW I > usW I−s for some s ∈ I , s  m(uW I ).
Clearly this is the case if m(uW I ) = ∞, so suppose uW I is not unmatched, and the ﬁrst edge is of
the form uW I > uW I−s for some s > m(uW I ). Then we note that the matching algorithm matches
uW I−s with uW I−s−m where m =m(uW I ). However, this means that P is not a directed alternating
path, a contradiction.
Assume the ﬁrst edge is of the form uW IuW I−s , where s ∈ I , and s m(uW I ). Then there exist
P ′ , Q ′ , R ′ such that p(uW I , s) = P ′Q ′ and P = P ′R ′ . Let P ′ be the maximum of all such paths, let
wWK be the last coset of P ′ . If wWK = vW J , then we are done.
Otherwise, observe that M(wWK ) ⊂ wWK . That is, the last edge of P ′ must be from the matching
in order for P to be an alternating directed path. In particular, the last edge must be of the form
M(wWK ), wWK . Therefore m(wWK ) ∈ wWK . By induction, there exist an integer m, simple reﬂec-
tions s j , cosets w jW I j , paths P j , Q j and R satisfying 1–6 for the path R
′ from wWK to vW J . Let
wm+1WIm+1 = uW I , Qm+1 = Q ′ , Pm+1 = P ′ , sm+1 = s. Clearly we have properties 1–6 for this col-
lection. A similar argument holds if the ﬁrst edge of P is of the form uW I > usW I−s for some s ∈ I ,
s <m(uW I ). 
Fix unmatched cells uW I and vW J with | J | = |I| − 1. Let P(uW I , vW J ) denote the set of all
alternating directed paths from uW I to vW J . Let P ∈ P(uW I , vW J ). Let R, Pm, . . . , P1 be paths
which satisfy all the properties of Proposition 7.2 for P , and let α(P ) = Pm · · · , P2,α(P1)R . We claim
that ω(α(P )) + ω(P ) = 0. Clearly ω(α(P )) + ω(P ) = (ω(α(P1)) + ω(P ))ω(R)∏mi=2 ω(Pi) = 0, since
ω(α(P1)) + ω(P1) = 0 by Lemma 7.1. Also we see that α is an involution. Applying Theorem 3.2 to
Perm3(W ), we get a complex c homotopy equivalent to Perm3(W ). Moreover, as a result of our
involution calculation, [uW I : vW J ] = 0 in c , and hence the boundary operator is the 0-map. We
can conclude:
Theorem 7.3. The matching M is an optimal matching for Perm3(W ).
8. Conclusion and open problems
Question 8.1.
1. What is the cohomology ring structure of Permk(W )?
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theory?
3. Note that there is a natural group action of W on Permk(W ), and this induces a group action on
the cohomology groups. This group action is isomorphic to the group action on the cohomology
of the complement. Can the representation be understood by acting on the (co)homology basis
we have constructed?
It is already known how to use discrete Morse theory to study cup products [14], so there is
hope in this direction. Unfortunately, computing attachment maps is a very challenging problem,
although Gaiﬃ and Salvetti have computed attachment maps for a minimal cell complex obtained
using discrete Morse theory [15]. Finally, to understand the representation in terms of our basis, we
need to understand our homology basis in terms of representative cycles in Permk(W ).
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Appendix A
Table 1
Nonzero Betti numbers of exceptional reﬂection groups.
Group k i β˜i(M(Wn,k))
H3 3 1 31
H4 3 1 3601
H4 4 2 719
F4 3 1 289
F4 4 2 47
E6 3 1 7201
E6 3 2 720
E6 4 2 5039
E6 5 3 1441
E6 6 4 125
E7 3 1 135073
E7 3 2 135072
E7 4 2 141119
E7 5 3 60481
E7 6 4 11591
E7 7 5 757
E8 3 1 10946881
E8 3 2 54492480
E8 4 2 12337919
E8 4 4 2177280
E8 5 3 7257601
E8 6 4 2600639
E8 7 5 2600639
E8 8 6 60481
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