The main principles of protein-protein recognition are elucidated by the studies of homooligomers which in turn mediate and regulate gene expression, activity of enzymes, ion channels, receptors, and cell-cell adhesion processes. Here we explore oligomeric states of homologous proteins in various organisms to better understand the functional roles and evolutionary mechanisms of homooligomerization. We observe a great diversity in mechanisms controlling oligomerization and focus in our study on insertions and deletions in homologous proteins and how they enable or disable complex formation. We show that insertions and deletions which differentiate monomers and dimers have a significant tendency to be located on the interaction interfaces and about a quarter of all proteins studied and forty percent of enzymes have regions which mediate or disrupt the formation of oligomers. We suggest that relatively small insertions or deletions may have a profound effect on complex stability and/or specificity. Indeed removal of complex enabling regions from protein structures in many cases resulted in the complete or partial loss of stability. Moreover, we find that insertions and deletions modulating oligomerization have a lower aggregation propensity and contain a larger fraction of polar, charged residues, glycine and proline compared to conventional interfaces and protein surface. Most likely, these regions may mediate specific interactions, prevent nonspecific dysfunctional aggregation and preclude undesired interactions between close paralogs therefore separating their functional pathways. Last, we show how the presence or absence of insertions and deletions on interfaces might be of practical value in annotating protein oligomeric states.
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homodimer | homooligomer protein | protein structural evolution H ow proteins interact is a basic question in cell biology, fundamental studies of physico-chemical and evolutionary mechanisms of protein specific binding involve homooligomers and analysis of their complex formation and functional roles in providing specific cellular function. Recent studies have led to a greater awareness that homooligomers provide diversity and specificity of many pathways and may mediate and regulate gene expression, activity of enzymes, ion channels, receptors, and cell-cell adhesion processes (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) . Transitions between different oligomeric states may also be important in regulation of apoptosis and tumor formation, and oligomeric complexes between homologous proteins can integrate different pathways and provide the cross talk between them (5, 11) . Moreover, homooligomers may undergo reversible transitions between different discrete conformations which preserve the symmetry of the complex and account for their cooperative binding properties and allosteric mechanisms in signal transduction (12) . In addition, oligomerization allows proteins to form large structures without increasing genome size and provides stability, while the reduced surface area of the monomer in a complex can offer protection against denaturation (1-3, 9, 13).
Although protein oligomeric states are often quite difficult to characterize experimentally, the majority of proteins form homooligomers in the Protein Structure Database (14) . Analysis of high-throughput protein-protein interaction networks showed that there are significantly more self-interacting proteins than expected by chance (15) , and that the efficiency of coaggregation between different protein domains positively correlates with their similarity (16) due to stability, foldability, or evolutionary constraints (17, 18) . Different evolutionary scenarios of protein oligomerization have been discussed in the literature. Some of the scenarios propose evolutionary mechanisms that follow kinetic pathways, domain swapping, or formation of leucine zippers (8, (19) (20) (21) (22) . Gene duplication may lead to oligomeric paralogs and may create in evolution new protein complexes with unique specificities (7, 11, (23) (24) (25) . It has also been shown that binding modes and symmetries of homooligomeric complexes are conserved only between close homologs, and homooligomers with dihedral symmetry evolved through their cyclic intermediates (7, 26) .
As homooligomers play important functional roles, the formation of multiple oligomeric interfaces and symmetry requirements put additional constraints on the evolution of constituent monomers. Mechanisms of homooligomerization are not very well understood although recent studies have shed some light on their main principles. For example, it has been shown how lowaffinity cadherin dimers formed through β-strand swapping can mediate and control highly specific intercellular adhesion (10, 27) . In another study it was proposed that β-barrel membrane proteins can oligomerize through the weakly stable interfacial beta-strands (28) , while the C-terminal helix in certain p53 proteins might be essential for stabilizing tetramers (29) . Finally, the manual inspection of insertions and deletions of homologous proteins in different oligomeric states revealed that for about a quarter of them certain protein regions are responsible for enabling or disabling the oligomeric interfaces (30) .
In this paper we explore different oligomeric states of homologous proteins to better understand the functional and evolutionary mechanisms of homoligomerization. We observe a great diversity in mechanisms of oligomerization and focus our study on how insertions or deletions in proteins may influence complex formation. We show that insertions and deletions which differentiate monomers and dimers have a significant tendency to be located on the interfaces and about a quarter of all studied proteins and 40% of enzymes have regions which may mediate or disrupt the formation of homodimers. Therefore we suggest that relatively small insertions or deletions may represent an important evolutionary mechanism of oligomerization, and may profoundly affect complex stability and the development of new specificities. Indeed our computational experiments have demonstrated that removal of enabling regions from protein structures results in the complete or partial loss of dimer stability. Moreover, enabling and disabling regions may allow proteins to develop new specific interactions and prevent undesired interactions between close paralogs, thereby facilitating the separation of their functional pathways. This assumption is supported by analyses of sequence and structure, amino acid composition, and by calculations of aggregation propensities and free energies of dissociation of complexes. Lastly, we show how the enabling/disabling features might be of practical value in annotating protein oligomeric states.
Results
Identifying Mechanisms of Dimerization. We obtained 4,419 pairs of a dimer and a closest monomer from the same Conserved Domain Database (CDD) family for the full dataset and 532 pairs for the nonredundant dataset (see Materials and Methods). This list contained 367 different CDD families (348 families in the nonredundant dataset) encompassing a wide range of protein biological functions. About half of these families (168 families) represented enzymes and other major functional categories included regulatory, signaling, and transport proteins. We analyzed pairs of dimers and monomers, their sequence, structural similarity, and energy of dimer dissociation. The sequence similarity between proteins in the dimeric and monomeric states varied considerably with the highest fraction of proteins sharing 90-100% sequence identity between a dimer and a monomer (Fig. S1A) , which corresponds to the same proteins in different oligomeric states or cases where point mutation leads to the formation or disruption of a dimer. Upon examination the majority of these dimers were formed by domain swapping or through small scale conformational changes. Point mutation can also have a considerable effect on dimer formation and implicate many diseases (31) . For example, we found point mutations of glutamate receptors which apparently stabilize their dimer interface and reduce desensitization (1lb8-1mm6). Point mutation could also shift equilibrium between different oligomeric states in Pyrococcus furiosus mutants (1iz5-1iz4) and disrupt the salt bridge stabilizing the functional dimer in nuclear hormone receptors (2pin-1n46). All these findings were supported by experimental studies (32) (33) (34) . Other mechanisms observed in our set of dimers and monomers included:-presence of common stabilizing ligands on interfaces including ions ("ligand induced dimerization");-regulation of dimerization through posttranslational modifications including phosphorylation and disulfide bond formation between two subunits; and -presence of insertions/deletions which favored dimeric or monomeric states. We will discuss the latter mechanism in more detail.
Mechanism of Dimerization Through Insertions/Deletions of Protein
Regions. We analyzed differences in structures between monomers and dimers to assess whether or not the gapped or unaligned residues were more frequently located on interface vs. other types of regions. We showed that the unaligned and gapped residues (inserted in the dimer compared to the monomer), occurred more frequently on the interface than on the surface (P-values ≪ 10e−7) (Fig. S1B ). This observation implies that they may play an important role in forming the dimer interface, constituting enabling regions. In addition, we noticed that for very remotely related monomers and dimers (of less than 20% identity) enabling features might either be absent or obscured by the overall structural differences as a result of evolutionary divergence.
We found 1,020 enabling regions and 351 disabling regions from the full dataset and 108 enabling and 49 disabling regions from the nonredundant dataset. Fig. 1 shows the length distribution of these regions. Most regions are less than nine residues long whereas some of the disabling regions contain up to twenty five residues. Analysis of functional categories of families with enabling/disabling regions showed that enzyme families more frequently contained such regions (72 out of 168 families, binomial test p-value < 0.003) than other families (46 out of 199 families). Although even one extra residue on an interface might affect oligomer formation we concentrated on regions of four or more residues that clearly mediate or disrupt the homodimer interface. (Table S1 lists manually analyzed representatives of enabling and disabling regions of four or more residues and all regions are listed in Table S2 ). All monomeric states from this table (except for three entries) were confirmed using the (Inferred Biomolecular Interaction Server) IBIS server (35) and dimer interfaces were additionally verified by the NOXclass method (36) . We also estimated the free energy of dissociation of dimers with the PISA algorithm (ΔG diss ) which uses principles of chemical thermodynamics to detect macromolecular assemblies. We showed that many dimers were characterized by high binding affinity, ΔG diss > 4 kcal∕mol [this value corresponds to standard energy of dissociation under the assumption that equilibrium concentrations of dimers and monomers are equal (37) ], implying that they were quite stable. Moreover, we performed the excision of enabling regions from the structures of protein dimers from the representative set and recalculated the free energy of dissociation. We showed that removal of enabling regions disrupted the dimer formation in about half of families and destabilized the dimer in other cases (Table S1 ). The effect of destabilization depended considerably upon the protein family. When we examined structural similarity in the aligned regions between proteins in two oligomeric states, it always turned out to be quite high (drmsd < 3 Å) indicating that the dimerization was not caused by intrachain conformational changes or involved domain swapping.
After examining secondary structure propensities of enabling and disabling regions we found that the majority of these regions constituted loops (54% of enabling and 59% of disabling regions respectively), followed by the α-helix (37% and 30%), and β-strand (9% and 11%) ( Fig. 2 and Fig. S2 ). Moreover, loops and strands occurred significantly more often in enabling regions than on the overall protein surface (Fisher exact test p-value ≪ 0.05) (Table S3 ). In our previous study on glycosyltransferases we found that loops were also significantly more prevalent among enabling regions (24) . Fig. S2 . In all cases including the full dataset, more than half of enabling and disabling regions are located in loops, approximately 30-40% in α-helices, and 10% in β-strands.
Amino Acid Composition and Propensity to Aggregate for Enabling and Disabling Regions. Previous studies showed that amino acid composition on homooligomeric interfaces differed from those on surfaces and buried regions (38) . We confirmed that most of the dimer interfaces contained hydrophobic and some aromatic amino acids (Fig. S3A) . We also found that enabling and disabling regions contained more polar and charged residues than the aligned interface regions, "conventional interfaces," (Fig. 3 ) (although these biases were not pronounced) and contained significantly larger amounts of glycine and proline ( Fig. 3 and  Fig. S3B) . Indeed, the effects of proline and glycine on the inhibition of nonspecific aggregation and amyloid formation have been confirmed previously (39) .
To understand the role of enabling and disabling regions in specific biological interactions and in preventing nonspecific aggregation, we calculated aggregation propensities using potentials developed previously (40) . Unlike amino acid composition analysis the aggregation propensity calculations take into account the residue context, the presence of specific patterns of alternating hydrophobic and hydrophilic residues, and residue charges. A recent study by Pechmann et al. (41) reported that interfaces of protein complexes are more prone to aggregate than surface. Consistent with this study we found similar trends for homooligomers (Wilcoxon signed-rank test p-value < 10e−10, Fig. S4A ) even though homooligomers might be under selection pressure to have lower aggregation propensity compared to heterooligomers (42) . Importantly, we observed that while enabling regions have a somewhat higher propensity to aggregate than the protein surface their aggregation propensity is lower than that for conventional aligned interfaces (p-value < 10e−10) (Fig. 4 and Fig. S4B ). Interestingly, disabling regions have quite low aggregation propensity, considerably lower than that for enabling regions or conventional interfaces (p-value < 10e−10).
Evolutionary and Structural Mechanisms to Form Enabling and Disabling Regions. We analyzed enabling regions and found two typical structural mechanisms to enable extra residues to form an interface. According to the first scenario an insertion in a dimer (or deletion in a monomer, we do not have enough data to infer ancestral states and distinguish these evolutionary events) creates a new secondary structure element or loop that functions as a new interaction surface. For example, dimeric extracellular glutamyl endopeptidase (cd00190 , Table S1 ) has a loop which is elongated through the insertion of an enabling region which forms a new β-sheet. The β-sheet extends in a vertical direction, creating a protruding interaction surface whereas this β-sheet is missing in monomeric human proteins (Fig. 5) .
According to the second structural mechanism, which constitutes the majority of the cases, existing secondary structure elements are extended to form the interface. One example includes glycoside hydrolases (pfam10566), BtGH97a and BtGH97b. The difference between these two structures might be the result of insertions of two loops in BtGH97a that strongly contribute to form the homodimer interface (Fig. 6A) . In addition, one of these loops reaches close to the catalytic center of the counterpart of the homodimer, implying its possible involvement in the catalytic reaction or substrate binding (Fig. S5A) . Moreover, we found that the two enabling loops were present only in one subfamily BtGH97a and absent in the other BtGH97b (Fig. S5B) . Based on the facts that the evolutionary conservation of these loops is directly related to the catalytic mechanism and at the same time these loops mediate the formation of oligomeric states, we can conclude that catalytic mechanism and binding specificity can be modulated through different functional oligomeric states. This conclusion has indeed been confirmed by recent studies (43) for glycosyl hydrolases and will be discussed further in the following sections of our paper. Fig. 6 B and C shows examples of the β-strand and α-helix extensions. For example, in the pair of an aminoimidazole riboside kinase and a fructokinase (cd01167), the extension of two strands on the homodimer interface enables the formation of a β-sheet between two subunits. We analyzed the structural mechanisms preventing dimer formation as illustrated by the example of phosphonate monoester hydrolase (cd00016). As can be seen in Fig. 7 , a disabling region, shown in yellow, fills a part of the interaction surface and disrupts the dimer formation. The C-terminal region in the dimer, shown in blue, forms the interface while in the monomer this interface is covered by its own C-terminal region which increases its stability. Interestingly, it has been shown experimentally that truncation of the C-terminal region that forms the homodimer interface severely affects the enzyme activity (44) and moreover, the effect of the interface truncation is much larger than the effect of the active site mutations.
Annotating Unknown Oligomeric States. The experimental identification of oligomeric states is a tedious task while the computational annotation is complicated by the limited conservation of oligomeric states in evolution (7, 26) . Detecting features which mediate or disrupt the oligomer formation can help in this respect to predict or verify the existing oligomeric states and biological binding modes. Using our representative set of dimers and monomers with enabling and disabling features from Table S1 we annotated the homooligomeric states for all protein entries from our set (excluding proteins from the representative set and protein pairs from the 90-100% identity bin, Fig. S1A ). Although, as can be seen in Table S4 , the accuracy of oligomeric state prediction depends considerably on the family, the simultaneous presence of enabling and disabling features in different members of the family considerably facilitates the prediction, achieving close to 100% accuracy. Overall, the presence/absence of enabling or disabling features achieves a very good classification accuracy of 0.70 sensitivity, 0.74 specificity, and 0.94 precision (Table 1) even though this approach does not explicitly use the information about the level of similarity between unknown and annotated proteins. High precision of our prediction comes from the low rate of false positives once the enabling/disabling features are detected in the family and does not drop considerably even for remote homology range between unknown and annotated proteins. At the same time, similarity search methods including BLASTcan also predict oligomeric states by inference from homologs with the accuracy considerably higher than expected from random assignments (sensitivity 0.74, specificity 0.53, precision 0.89).
Discussion
Mechanisms of Oligomerization Are Very Diverse. From our analysis of different oligomeric states in proteins from the same family we observed several mechanisms which play key roles in oligomerization: -domain swapping; -"ligand induced dimerization"; -point mutations on dimer interfaces;-posttranslational modifications including phosphorylation on dimer interfaces and disulfide bond formation between two subunits; and -insertions/deletions which favor dimeric or monomeric states. We focused in this paper on the latter mechanism and showed that unaligned and gapped residues occurred more frequently on the interface than on the surface and about a quarter of all studied proteins and about 40% of all enzyme families had regions modulating the formation of dimers. Indeed, it was shown previously that oligomerization is especially important for enzyme activation/deactivation in metabolic pathways, for regulating their cellular location, and interactions with other components (3, 5, 6) . The enabling and disabling regions may occur through insertion and deletion events in evolution and although these genetic events are relatively rare com- pared to point mutations (45) , it was shown previously that many insertions and deletions are under strong selective pressure in proteins (46, 47) . Our detailed analysis of biological functions, structures, and evolutionary conservation of proteins in different oligomeric states from the studied families revealed several main functional roles of enabling and disabling features.
Enabling Regions Are Important for Complex Stability. First of all, enabling features can be important for stability of dimers. Indeed, the vast majority of dimers with enabling features from our representative set correspond to obligatory complexes and deletion of enabling features in the majority of cases leads to considerable destabilization of complexes. This scenario is realized for proteins from the dihydropholate reductase family (DHFR, cd00209) which preferably exist as dimers in hyperthermophilic organisms and monomers in mesophiles. Moreover, monomers from this family have disabling regions so that they do not compromise catalytic activity for stability [dimers have reduced catalytic activity (48)]. The inspection of these dimers showed that they are stabilized through the enabling regions which form "clapping hands" conformations with an extensive set of contacts. We should distinguish this mechanism of dimer formation from the previously described "domain swapping" mechanism (19) which includes the opening up of the monomeric conformation and exchanging identical regions between two monomers. While domain swapping involves substantial conformational changes and the stabilities of swapped dimers and monomers might be comparable, dimers formed through enabling features may differ considerably in their energy of stabilization from the monomers and as we showed do not involve large intrasubunit conformational changes.
Enabling and Disabling Regions Are Important for Developing New
Specificities and Separation of Functional Pathways. In another scenario, enabling/disabling regions may correspond to the specificity determining features or loops characteristic only for certain subfamilies of dimers or monomers, which can provide high binding affinity to certain substrates while minimizing interactions with other unwanted partners. Examples of how enabling or disabling regions can regulate the accessibility of substrates to the active site by imposing certain steric constraints include the virulence factor choline-binding protein subfamily from the Metallobeta-lactamase superfamily (cl00446) (49) or subfamilies from Trypsin-like serine proteases (cd00190) (50) . From an evolutionary perspective, introducing enabling or disabling regions in a complex may allow the development of new specificities and prevent undesired interactions between close paralogs, therefore facilitating the separation of their functional pathways. Because oligomeric state often determines the binding affinity and activity of proteins, developing new specificities in different organisms or in paralogs from the same organism by changing the functional oligomeric forms could indeed be an important evolutionary mechanism. At the same time it is known that the activity of many oligomeric enzymes (many of which are presented in Table S1 ) and nuclear receptors are allosterically regulated, which can reinforce their specific binding (12) .
To support the specificity-defining role of enabling and disabling regions, we showed that while enabling regions have a somewhat higher propensity to aggregate than the protein surface, their aggregation propensity and binding affinity is lower than that for the conventional aligned interfaces. Disabling regions have considerably lower aggregation propensity. Based on these results and amino acid composition analysis (showing that enabling/ disabling regions contain a large fraction of polar and charged residues as well as Gly and Pro), we can conclude that most likely, enabling regions may play an important role in mediating specific (in many cases of electrostatic nature) interactions including salt bridges, aromatic ring pairing, and cation-π interactions.
At the same time enabling regions may prevent nonspecific dysfunctional aggregation, shielding "sticky" hydrophobic patches of the conventional interface from the solvent. The effect of these regions is similar to the role of "gatekeeping" residues preventing nonspecific aggregation (41, 51) . Disabling regions prevent any aggregation or association with other partners and might be specific in the sense of preventing the participation in nonspecific functional pathways assisting the functional separation of paralogs. In our previous paper we demonstrated that specific function and binding selectivity in homodimers might be also sustained by disordered loops (52) . We should mention, that although here we did not study explicitly the amino acid substitutions which can govern the complex formation, previous studies clearly showed that most of these substitutions involved aromatic and hydrophobic residues which increased binding affinity and stabilized the homooligomer (53, 54) , but at the same time compromised the specificity and reversibility of the complex formation. Finally, our analysis concludes that presence of enabling and disabling features can be a strong predictor of the oligomeric state once these features are found in the target protein, resulting in the lower false positive rate and high precision of the prediction.
Materials and Methods
Annotating Oligomeric States and Interaction Interfaces. First we extracted all available protein chains from the Molecular Modeling Database (MMDB) (55) . Then we selected single domain chains, which had only one domain covering at least 80% of the entire chain. The domain definitions and boundaries were obtained from the CDD version 2.17 (56) , which is a curated collection of multiple sequence alignments of protein domains defined as recurrent evolutionary units having specific functions and structures. For each chain, oligomeric states and interaction interfaces were annotated and free energy of dissociation was calculated using the PISA program, which achieves 80-90% accuracy for the correct identification of macromolecular assemblies (37) . Because the majority of homooligomers in MMDB are dimers and higher order homooligomeric states are much more difficult to decipher using existing methods, in the current study we concentrated on homodimers defined as assemblies consisting of two chains with at least 90% sequence identity.
Comparison of Homologs in Different Oligomeric States. We searched for the most similar monomer-dimer pair of proteins from the same CDD family. Similarity was assessed with the VAST program (57) using the gapped structural alignment score (GSAS) (58) . We compiled a full dataset including all protein pairs and a nonredundant dataset (similar monomer/dimer chains with BLAST p-value < 10e−07 were excluded). We then compared dimer and monomer structures for each pair of proteins to determine those features which might mediate or disrupt the formation of the dimer or monomer. Based on the VAST structure-structure superpositions between dimers and monomers, all protein regions were classified into three categories: aligned, gapped, and unaligned regions. Here, gapped region refers to a set of consecutive residues that are present in a dimer and absent from the monomer (and vice versa), whereas unaligned region includes all the residues except for aligned or gapped residues. We also classified residues into three categories in terms of their location on the structure: interface, surface, and buried residues. Interface, surface, and buried residues were defined by PISA. We searched for the regions that enabled or disabled the formation of interface in homodimers. An enabling region is defined as a gapped region on homodimers where 80% of the gapped residues are also annotated as interface residues. A disabling region is defined as a gapped region on monomers that is surrounded by two aligned residues, which corresponds to the interface residues on the dimer.
Calculating Amino Acid Composition and Aggregation Propensity. We calculated amino acid propensities to be located preferentially in different regions of proteins as Propensity ðiÞ ¼ LnðF int i ∕F sur i Þ, where F int i and F sur i are the fractions of amino acid i on the interface and surface, respectively. The aggregation propensity of regions was calculated using the Zyggregator method, which considers physico-chemical properties, hydrophobicity, charges, the propensities to α-helix or β-sheet, as well as residue context, and the presence of specific patterns of alternating hydrophobic and hydrophilic residues (40) .
(See SI Text for details).
Estimating Accuracy for Predicting Oligomeric States. Each protein was compared to the representative set of proteins with enabling/disabling features from the same family (Tables S1 and S4 ). Then the oligomeric state of the unknown protein was assigned based on either the presence/absence of enabling/disabling features or based on the closest similarity to annotated proteins with enabling/disabling features using different similarity metrics rmsd, GSAS, sequence identity, and BLAST p-value. CDD families were classified into three types based on the presence of the enabling and disabling features: families with only enabling regions, families with only disabling regions, and families with both enabling and disabling regions. The assignment of oligomeric state was based on the fraction of enabling/disabling regions aligned, if more than 80% of the enabling region was aligned to the test protein, the protein was predicted to be a dimer and if more than 80% of the disabling region in a protein was aligned, it was predicted to be a monomer (see details in Table S4 ). True positives (TP) were defined as correctly predicted oligomeric states, false positives (FP) as incorrectly predicted oligomers. True negatives (TN) were defined as those which did not pass prediction criteria and were not assigned the wrong oligomeric state and false negatives (FN) as those which did not pass prediction criteria and were not assigned the correct oligomeric state. Then the sensitivity TP∕ðTP þ FNÞ was calculated as the number of TP divided by the sum of TP and FN. Specificity was estimated as the ratio TN∕ðFP þ TNÞ, error rate as one minus the specificity value and precision was calculated as the ratio TP∕ðTP þ FPÞ.
