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Abst rac t - -The  recent application of methods from nonlinear systems theory to the analysis of 
time series can be used to provide a novel technique for filtering such series, when they represent the 
coupled output of several distinct oscillators. The method is a nonlinear analogue of Fourier spectral 
analysis, but is potentially more powerful, in that it allows for local (in time) cycle to cycle variability 
in oscillator amplitude. 
Many natural systems can be thought of as oscillators, and are often subject to the onset 
of secondary or tertiary oscillations through instability. Many systems combine the effects of 
different oscillators, and it is well-known that even in the simplest such systems, the resultant 
signal can be chaotic. A simple example is the forced Duffing equation [1]. The question then 
arises, given an 'oscillatory' time series, can we distinguish in it the presence of several different 
oscillators which contribute to the signal? 
The classical technique for doing this (or attempting to) is the Fourier power spectrum, a 
famous use of which was in the analysis of paleoclimatic data [2] to understand ice age cycles. 
While such techniques are useful where the signal is strictly periodic or quasi-periodic [3], they 
become less appropriate where the signal is slightly irregular, since the Fourier decomposition 
is unable to follow trends in a segment of the series; moreover, the spectrum which is obtained 
depends on the length of the segment which is used. The occurrence of particular 'events' at 
irregular intervals is another cause of bad results. 
To be specific, suppose X(t)  has Fourier spectrum )C(f) given by 
/? X(t) = 2(y)e-Z~iYt df. (1) 
oo  
A band pass filter of width 2~ about a selected frequency fo is then 
fff 
o+e 
X(t) : 2 ( f )e -2r i f t  df, 
fo  - -  
and this can be written in the form 
where 
X(t) = A(et)e -2~i/°*, 
f A(T) = f~(g)e-2~grdg, 1 
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(2) 
(3) 
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~(g) _ 2( Io  + ~g) (4) 
A narrow band-pass filter thus isolates a particular frequency, at the expense of having a slowly 
varying amplitude. 
In this note, we show how the use of singular systems analysis [4,5] allows a method of filtering 
to be used which leads to an improved characterisation f different oscillators in a signal. We are 
particularly interested in cardiorespiratory patterns of young infants, where an understanding 
of the interaction of cardiac and respiratory signals is required so that (valid) relationships to 
conditions uch as cot death (SIDS) can be properly investigated [6,7]. In practical terms, this 
often means "extracting" cardiac and respiratory patterns from a phasic signal received from a 
single sensor. An example is a pulse time series representing an indirect measure of the pulse 
wave form from the plethysmograph of a pulse oximeter shown in Figure 1. It can be seen that 
the basic oscillation is subject to a secondary modulation of about four times the period, and 
our basic task is to find a projection of the series which will separate (filter) the two oscillators. 
Since one anticipates that they will be (nonlinearly) coupled, it is not obvious that a separation 
on the basis of Fourier frequencies will be appropriate, although for such a clean spectrum as 
that for Figure 1, it is relatively easy to do (and gives good results): this is shown in the second 
two plots in Figure 1, where the actual signal (top) is subjected to a high pass filter and low 
pass filter with frequencies f > 1.56 Hz and f < 1.56 Hz, respectively. However, spectral filtering 
techniques would be less useful for more complicated time series. 
Given a time series X(t) ,  usually sampled at discrete times, we construct an embedded phase 
space for the trajectory by choosing a time lag A and an embedding dimension dE, and then 
identifying a point in phase space R d~ on the trajectory at the current ime t by the vector 
x(t) = (X(t  - m_A) ,X( t -  (m_ - 1)A) , . . . ,X ( t ) , . . .X ( t  + (m+ - 1)A),X(t  + re+A)). (5) 
The embedding dimension is dE = m_ + m+ + 1, and usually we choose m_ = m+ if dE is odd, 
otherwise Im+ - m_ I = 1. Other choices are possible, e.g., m_ = 0 or m+ = 0 are both common. 
Thus, x(t) traces out a trajectory in this artificial phase space, and if the time series arises from a 
finite dA-dimensional system, or at least resides on a dA-dimensional ttractor, then a theorem of 
Takens [8] guarantees that the structure of the attractor will be properly represented, providing 
dE ~_ 2dA + 1 (as the embedded trajectories will then not intersect). 
The uses to which this embedded trajectory can be put are various: prediction, identification of 
low dimensional dynamics [9], noise reduction [4] and event recognition, with applications such as 
the determination of sensor failure [10]. The basic tool of dynamical systems methods is singular 
value decomposition (SVD) which is a method for identifying the shape and (crudely) the density 
of a cluster of points in ]R d~. Its use is described in [4]. 
The continuous limit of the matrix methodology when m_ = m+ has been described by Vantard 
and Ghil [5], and is useful for purposes of description. Given a continuous time series X(t), its 
autocorrelation function is 
1 rT  
CX(T) lim ] = X( t )X( t  - 7) dt, (6) 
T---*oo ~ . ] - -  T 
and we define a linear, positive definite operator on L2(--T, T), with the usual inner product 
f (f,g) = (27) -1 f~dt, 
T 
by 1/" 
Ap = ~ Cx(t  - s)p(s) ds. 
T 
(7) 
actual 
if 1 
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Figure 1. Segment of a plethysmograph time series representing pulse measurement of a young 
child (top). Filtered series for f > 1.56 Hz, f < 1.56 Hz. The high pass filter represents he pulse, 
while the low pass filter represents he respiratory signal. 
In SVD terminology, T = ~'w/2, ~-w is the window width (dE - 1)A, and X( t  - s), s c (--T, T) 
is the continuous analogue, for each t, of the embedded trajectory; thus, X( t  - s) corresponds 
to the trajectory matrix T, and the operator A corresponds to TTT .  The discrete form of this 
description is given in [11]. Hence the eigenvalues A of (7), which, by Hilbert-Schmidt theory 
for positive, symmetric kernels Cx,  are a positive decreasing sequence A1 > A2 _> ""  > 0, 
2 of the trajectory matrix. The (orthonormal) correspond to the squares of the singular values cr~ 
eigenfunctions p(s), s c (--T, ~-) are called empirical orthogonal functions (EOFs), and correspond 
to the singular vectors of the trajectory matrix. In particular, it is important o realise that a 
vector in the phase space also represents, by its coordinates, a time sequence over the window 
(t - T,t + 7). One can thus think of a trajectory in the embedding space geometrically as a 
trajectory in phase space, or as a time sequence of functions which are slices of the trajectory 
over the window (t - T, t + T). 
According to Hilbert-Schmidt theory, we can expand X( t  - s) as 
x( t  - = Xk( t )pk(s ) ,  s e (S) 
k 
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and this defines a sequence of principal components Xk(t), given, by inverting (8), as 
Xk(t) = ~ X( t  - s)pk(s) ds. (9) 
T 
Equation (9) represents projection of X on to Pk, and a filter is then a projection to a set {k} of 
EOFs, so that, from (8), 
xF(t) = F_, xk(t) pk(o), (lO) 
{k} 
providing (8) converges at s = 0. In the discrete case, this is always so, and is also true here for 
finite v. In our calculations below, we carry out these procedures in the discrete version described 
by SVD. Notice the crucial fact that the filtered signal XF(t)  is determined essentially by values 
of X in (t - T, t + V) and is thus local. 
CHOICE OF T IME LAG 
In using a phase space embedding for the purposes described above, there is an arbitrariness 
available in the choice of the embedding dimension dE and the lag time A. For systems which 
are (simply) recurrent, that is, the embedded trajectory lies close to a closed loop, the choice of 
lag time should be such as to maximise the spread, and we have recently suggested [12] that for 
pseudo-oscillatory s stems, this can be done by minimising a quantity called the singular value 
fraction (SVF). We define the SVF as follows. Let Ol _> 02 >_ ... _> Od~ _> 0 be the singular 
dE 
values of the trajectory matrix, normalised so that ~ 0~ = 1. Then the SVF is 
1 
dE 
k+l  
(11) 
and has the following properties: 0 < f sv  <- 1, and if f sv  = 0, power is equidistributed among 
all the singular vectors (a~ = 1~dE for each i), while if f sy  = 1, then all the power resides in 
the first k singular vectors. Kember and Fowler [12] showed that for recurrent (i.e., oscillatory) 
signals, the first minimum A m of f sy  plotted for fixed k (usually k = 1) versus the embedding 
lag A is the preferred lag, in order to maximise the spread of the signal in the embedding space. 
The first major maximum AM is half the recurrence time, and we have A M ~ dEAm . The 
window length Tw is then given by T~ = (dE -- 1)Am ~ (dE -- 1)P/2dE, where P is the recurrence 
time. At these low values of dE, the singular vectors resemble Legendre polynomials [13], and we 
project onto a pair which between them represent the filtered oscillator, with a period ,-~ 2~-~. 
I TERAT IVE  S INGULAR SYSTEMS ANALYS IS  
The procedure of the method presented here is the following. First, we compute the SVF as 
a function of A. Usually, we select k = 1 (sometimes, higher values are used). The embedding 
dimension is usually chosen at a fairly low value. By observation of A M and/or Am, the SVF 
indicates a primary recurrence time. We now choose A appropriate to this frequency. This 
has the effect of maximising the spread of the trajectory in the plane of the singular vectors 
corresponding to this frequency. The second step is, therefore, to project (as per equation (10)) 
onto the singular vectors. Note that, since the EOFs (or, discretely, singular vectors) p(s) depend 
on the time series (being eigenfunctions of A in (7)), this is in fact a nonlinear filter. 
The Fourier transform of (9) is 
2k( f )  = ~k( f )2 ( f ) ,  (12) 
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where the reduced transform/~ is 
1 pk(t)e 2'~i-ft dt. (13) 
Thus, taking the Fourier transform of (10) and substituting from (12), 
XF = [{~k} pk(O)~k(f)] X, (14) 
and the power spectra (Px(f) = 2]-~(f)] 2) are related by 
Px,,.(f) = I~k(f)12px(f), (15) 
where Ek denotes the expression in square brackets in (14). 
Our third critical step is that we now iterate the filtering process. In general, we find that this 
iteration 'cleans out' other frequencies from the signal, leaving us with a recurrent signal with a 
broad band spectrum. Apparently, the map )f --* XF converges. For a signal consisting of several 
oscillators, this filtering process can be repeated, but not necessarily with the same embedding. 
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Figure 2. Signal y, filtered signal YF,  and residual signal YR.  YF is the pulse signal, and is rather 
cleaner than the high pass filter in Figure 1. 
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Figure 3. Power spectral density P(f) for y, YF, YR in Figure 1 as a function of frequency f ,  
~,N/2 
computed with a square window (no data windowing) and normalised so that z.~o P(f~:) = 
~"~N/2  , 2 2--.,o UYk ~ -~ f :  ly(t)l 2dr for each series, where N is the number of data points (here 256), 
T is the corresponding time interval, T ~ N6, where 6 is the sampling frequency -- 0.05 seconds. 
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Figure 4. Actual residual oscillation YR, filtered secondary oscillation YRF and secondary residual 
yn2 (dE = 20, A ---- 1). 
APPLICATIONS 
We illustrate our methodology by application to two time series from a pulse plethysmograph. 
Figure 2 shows the segment of pulse data y(t )  from the plethysmograph wave form of a pulse 
oximeter on an infant, together with the filtered signal YF and the residual YR -- Y - YF. We 
have used other segments with similar results. Notice that only 400 data points (tics) are used. 
The time series is first normalised to have zero mean and unit variance. The power spectra in 
Figure 3 show two main oscillations of nearly pure frequencies, together with some low frequency 
noise. The higher frequency oscillation is the basic pulse pattern. 
We choose dE ---- 5 (which would be appropriate for a purely two-dimensional oscillator). A 
calculation of the SVF fsy(1)  (see [12]) as a function of time lag A (measured in tics) shows 
a minimum at A = 2, which we therefore choose as the embedding lag. With this choice, we 
anticipate that the primary oscillation is largely spanned by the first two singular vectors wz 
and w2. With this in mind, the filtered signal YF in Figure 2 corresponds to the projection of the 
embedded trajectory on to Wl and w2, while the residual series YR is that obtained by projecting 
on to w3, w4, Ws. In spite of the crude resolution of the data set, we see that the wz,2 projection 
picks up the primary pulse pattern, while a secondary oscillation is clearly visible in the residual. 
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Figure 5. Power spectra of YR, YRF and yR 2 in Figure 4. 
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Figure 6. A second signal y from the plethysmograph record, incorporating two breathing 
movements, together with filtered pulse signal YF and residual YR. 
Comparing the spectra in Figure 3, we see that that of YF has picked up the basic frequency. 
The spectrum of YR has power in the secondary frequency, but also contributions from the basic 
pattern frequency and harmonics, together with a significant low frequency component. 
The key iterative step of the procedure is that we now apply the technique to the residual 
series, to extract its basic oscillatory characteristic. Now the main power of YR is at a frequency 
of ~ 0.7, whereas there is significant power at frequencies of 2.3, 4.5 and indeed some at ~ 7. To 
pick up the high frequency component, we can only lower the time lag A to its minimum value, 
A = 1. To cater for the low frequency component, the embedding window A(dE - 1) must be 
of the order of half of the recurrence time. Eyeballing Figure 2 suggests this is ~ 17, whence 
dE "~ 18. In Figure 4, we choose dE = 20, /k _-- 1. The residual time series of Figure 2 is shown 
as the top series (note that the origin is shifted, since the first dE - 1 points are not used in the 
embedding), together with the projection onto the newly computed singular vectors wl and w2, 
and the residual of this projection. We see a very clear secondary oscillation associated with 
breathing, together with a noisy residual. Figure 5 shows the respective spectra. 
Another example, using a different segment of the same data set, is shown in Figure 6. Note 
the two 'events' in the signal, associated with limb movements. With the same embedding as 
before (but projecting on to w2 and w3), we obtain the filtered signal YF and the residual YR 
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Figure 7. Power spectra of series in Figure 6. 
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Figure 8. Residual signal YR,  filtered residual YRF,  and second residual yR 2. 
as shown. The respective power spectra are shown in Figure 7. Now we filter the residual to 
obtain YRF and the second residual YRR (or yR2), see Figure 8. The power spectra are shown 
in Figure 9. Notice also that the respiratory frequency is not easy to determine in Figure 9, 
although a spectral ow pass filter at f = 1.5 is still able to separate the two signals adequately. 
The potential advantages of the filter presented here are (i), its local character, which is able 
to resolve local cycle to cycle vacillations, and (ii), the iterative character of the filter, which 
(since the projection eigenfunctions Pk depend on the series X(t)) allows for a convergence of the 
filters which is unavailable in a linear method. Our method is similar to that of Vautard and co- 
workers [5,11], but differs in its recursive nature. In particular, the filter ¢b(f) = Pxt , . ( f ) /Px ( f )  
is akin to Wiener filtering [11], but, unlike that, repeated application of this nonlinear filter can 
be applied without destroying the signal. 
In future work, we intend to address the thorny issue of filtering signal from signal, for example, 
to ask whether it is possible to separate two oscillators which interact nonlinearly. A simple 
example of the problems which arise can be seen in Figure 3. The power at f ~ 4.6 is removed 
in the filtered signal, although it is a second harmonic of the pulse frequency. Is this because the 
filter (I)(f) acts as a narrow band pass, or because the second harmonic is noise, or is it a forced 
response in the respiratory signal? We cannot answer that question as yet, but we know that in 
this example, at least, the filter gets it right. The plethysmograph signal in Figure 2 has clear 
plateaus, where X(t i )  = X(t i -1) ;  moreover, these are at identifiable discrete values of X. 
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Figure 9. Power spectra of series in Figure 8. 
Nonlinear Filtering Technique 67 
It is then obvious that  plateaus at fixed values X* in a periodic signal will generate power in 
harmonics, but we can be sure that  the plateaus arise as an artifact of the measuring process. 
In summary, we have presented a technique for filtering separate oscillators in at least some 
types of multi-oscil lator system, which has the beneficial effects of spectral analysis or linear 
filters, without the drawbacks to which these methods can be prone, when the underly ing t ime 
series is chaotic and/or  nonstationary. 
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