Introduction {#Sec1}
============

A plethora of distinct materials are currently studied under the common feature of their low-energy excitations, resembling those of massless Dirac fermions. In addition to graphene^[@CR1],\ [@CR2]^, two and three dimensional topological insulators and topological crystalline insulators stand out as important examples of the so-called Dirac materials (see ref. [@CR3] and references therein). Kane and Mele^[@CR4]^, based on seminal works by Thouless *et al*.^[@CR5]^ and Haldane^[@CR6]^ on the quantum Hall effect and its relation with topology, were the first to suggest in 2005 the existence of these new topological phases of matter. In 2006, Bernevig *et al*.^[@CR7]^ propounded a topologically insulating system, namely a HgTe/CdTe quantum well. Their prediction led to the detection in 2007 of non-trivial helical edge states, thus establishing the existence of the quantum spin Hall effect^[@CR8]^.

From the standpoint of applications, Dirac materials are foreseen to be of paramount importance due to their universal behaviour and the robustness of their properties, ultimately linked to symmetry^[@CR3]^. Their band structure resembles the energy-momentum relation of relativistic massless particles where the energy dependence on the momentum is linear, hence the name of Dirac cones. Substantial effort is being devoted to control the slope of these cones, that is, the Fermi velocity. This parameter is essential for applications and it fully characterizes the Dirac cones. Fermi velocity modification has been predicted and observed in few-layer graphene due to the rotation of two neighboring layers^[@CR9],\ [@CR10]^. Indeed, in twisted bilayer graphene, a change in the band velocity was found for low rotation angles^[@CR10]^. This velocity reduction can be traced back to the interaction of the two Dirac cones, brought together due to band folding^[@CR11]^. Additionally, other mechanisms have also been put forward to produce a velocity change. For instance, Hwang *et al*. demonstrated that the Fermi velocity is inversely proportional to the dielectric constant when the environment embedding graphene is modified^[@CR12]^. Many-body effects can also affect the Fermi velocity. For example, due to the divergence of the screening length at the neutrality point in graphene, a renormalization of the Fermi velocity has been related to many-body effects^[@CR13]^. This many-body effect has also been detected in a topological insulator, namely, Bi~2~Te~3~ ^[@CR14]^.

Thus far, however, all these mechanisms apropos tailoring the Fermi velocity cannot be amply tuned at will, with the exception of changing the rotation angle in bilayer graphene, which implies structural modifications that are cumbersome in experiments. The aim of our work is to introduce a new mechanism, experimentally convenient, that enables fine-tuning of the Fermi velocity. We shall prove that double-gated Dirac materials are excellent candidates to verify this effect.

Firstly, we predict a velocity reduction in a topological insulator/semiconductor (TI/S) junction where a uniform electric field is applied perpendicular to the interface. Surface states lying within the gap are known to occur and their description can be made in terms of a Dirac-like equation where the bandgap changes sign across the interface (see refs [@CR15]--[@CR19] and references therein), similar to the Jackiw and Rebbi model for solitons^[@CR20]^. We have found that these surface states display a Dirac cone dispersion that widens as the field increases. The exact solution, although feasible, is rather intricate so it is left for the Supplemental Information. Instead, an approximate solution is presented and an analytical expression displaying the renormalization of the Fermi velocity is obtained.

Secondly, bearing in mind the universal properties of Dirac materials, we verify the generality of our results in other Dirac systems, such as graphene nanoribbons (GNRs) and carbon nanotubes (CNTs), and employing a different method, namely, the tight-binding (TB) approximation. We show that both TB and low-energy continuum (Dirac equation) calculations confirm the possibility to adjust the Fermi velocity in Dirac materials by lowering the slope of the Dirac dispersion relation. This trend is also confirmed by *ab*-*initio* calculations. Hence, we conclude that the mechanism is completely valid for systems with a linear dispersion relation. Experimental proposals towards the detection of this phenomenon are discussed at the end of the paper.

Results {#Sec2}
=======

TI/S junction under bias: continuum model {#Sec3}
-----------------------------------------

Throughout this section, we will focus on IV-VI semiconductors, among which the ternary compounds Pb~1−*x*~Sn~*x*~Te and Pb~1−*x*~Sn~*x*~Se can be found. The latter are known to shift from being semiconductors to topological crystalline insulators due to the band inversion that occurs at the *L* points of the Brillouin zone as the fraction of Sn increases^[@CR21]^. Hence, a TI/S junction can be built using these materials.

The envelope function calculation is a reliable method to obtain the electron states near the band edges in narrow-gap IV-VI semiconductors^[@CR22]^. Keeping only two nearby bands and neglecting the influence of far bands, electron states near the *L* extrema are determined from the following Dirac-like Hamiltonian^[@CR17],\ [@CR18]^ $$\documentclass[12pt]{minimal}
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                \begin{document}$${\mathbb{1}}_{n}$$\end{document}$ being the Pauli matrices and *n* × *n* identity matrix, respectively. Here *v* ~⊥~ and *v* ~*z*~ are interband matrix elements having dimensions of velocity. Assuming that the surface states spread over distances along the growth direction much larger than the interface region, we can confidently consider an abrupt profile for both the magnitude of the gap *E* ~G~(*z*) = 2Δ~L~ *θ*(−*z*) + 2Δ~R~ *θ*(*z*) and the gap centre *V* ~C~(*z*) = *V* ~L~ *θ*(−*z*) + *V* ~R~ *θ*(*z*), where *θ*(*z*) is the Heaviside step function. The subscripts L and R refer to the left and right sides of the heterojunction, respectively. Note that in the case of a TI/S junction Δ~L~Δ~R~ \< 0.

The Hamiltonian ([1](#Equ1){ref-type=""}) acts upon the envelope function ***χ***(***r***), which is a four-component vector involving the two-component spinors ***χ*** ~+~(***r***) and ***χ*** ~−~(***r***) belonging to the *L* ^+^ and *L* ^−^ bands. Since the interface momentum is conserved, the envelope function can be written as ***χ***(***r***) = ***χ***(*z*) exp (*i* ***r*** ~⊥~ · ***k*** ~⊥~), where ***χ***(*z*) decays exponentially on each semiconductor. In the case of symmetric and same-sized gaps, namely *V* ~C~(*z*) = 0 and *E* ~G~(*z*) = 2Δ sgn(*z*), it is found that $\documentclass[12pt]{minimal}
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We now turn to the electronic states of a single TI/S junction subjected to a perpendicular electric field $\documentclass[12pt]{minimal}
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The electrostatic potential is −*eFz* when the electric field is switched on and the corresponding Dirac equation becomes $\documentclass[12pt]{minimal}
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In order to further simplify the problem, we will focus on electric fields smaller than *F* ~C~ ≡ Δ/*ed* = Δ^2^/*eħv* ~⊥~. In other words, we will assume that the potential energy drop across the distance *d* over which the surface states spread along the growth direction is smaller than half of the gap Δ. It should be stressed that this is the usual regime in experiments. Typical values for IV-VI compounds are Δ = 75 meV and *d* = 4.5 nm^[@CR16]^, yielding *F* ~C~ = 170 kV/cm, which is actually large. Thus, under the reasonable assumption that *F* \< *F* ~C~ one can neglect the quadratic term *f* ^2^ *ξ* ^2^ in equation ([2](#Equ2){ref-type=""}). The constant matrix term −*ifα* ~*z*~ is easily diagonalized by a unitary transformation. Nevertheless, we have checked that it has a negligible impact on the final results even at moderate fields and it will be omitted as well (see Supplemental Information for a comparison between the exact calculations and the approximate ones reported here).

We can regard the term *U*(*ξ*) in ([2](#Equ2){ref-type=""}) as a perturbation and seek for the retarded Green's function of the unperturbed problem. It can be cast in the form $\documentclass[12pt]{minimal}
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Equation ([4](#Equ4){ref-type=""}) is analogous to the problem of a non-relativistic one-dimensional particle in a tilted potential solved in refs [@CR25] and [@CR26]. Let us define$$\documentclass[12pt]{minimal}
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Once the retarded Green's function for the unperturbed problem is known, the Dyson equation is exactly solved to obtain the Green's function $\documentclass[12pt]{minimal}
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Since the complex poles are found for Im(*λ* ^2^) \> 0, we must then have Re(*ε*)Im(*ε*) \< 0. That is, we may write the energy as *ε* ~±~ = *ε* ~*r*~ ± *iγ*/2, where the plus (minus) sign is to be considered when *ε* ~*r*~ is negative (positive). Here *γ* is a real positive number. Hence, considering the aforementioned prescription for the relative signs of the real and imaginary parts of the poles, we can find these by solving ([7](#Equ7){ref-type=""}). Poles correspond to resonant states with energy *E*(***κ*** ~⊥~) = *ε* ~*r*~Δ and level width Γ(***κ*** ~⊥~) = *γ*Δ. Therefore, in the presence of the electric field, electrons can tunnel into the continuum and escape from the TI/S junction due to the non-zero imaginary part of the pole. This is a common feature in the quantum-confined Stark effect^[@CR28]^. Nonetheless, in the next section we will show that the level width is exponentially small in the low-field regime, that is, tunnelling is only important at high fields.

We can simplify ([7](#Equ7){ref-type=""}) in the low-field regime *F* \< *F* ~C~ by noticing that $\documentclass[12pt]{minimal}
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Equation ([8a](#Equ8){ref-type=""}) is very remarkable and it is our main result. It means that applying an electric field perpendicular to the junction the interface linear dispersion remains but we are effectively lowering the Fermi velocity$$\documentclass[12pt]{minimal}
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We still get a cone but it becomes wider. In addition, as it was anticipated above, equation ([8b](#Equ9){ref-type=""}) ensures that the tunnelling rate into the continuum is exponentially small in the low-field limit.

In order to verify results ([8a](#Equ8){ref-type=""}) and ([8b](#Equ9){ref-type=""}), we numerically tested them from the exact numerical solution of equation ([7](#Equ7){ref-type=""}). Figure [1(a)](#Fig1){ref-type="fig"} shows the real part of the pole of $\documentclass[12pt]{minimal}
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                \begin{document}$$F\simeq {F}_{{\rm{C}}}$$\end{document}$. Thus, we conclude that tunnelling is not important except at high fields.Figure 1(**a**) Energy as a function of the interface momentum for two values of the electric field. Solid lines correspond to the approximate result ([8a](#Equ8){ref-type=""}). The dispersion grows faster than linear only at high field. (**b**) Fermi velocity as a function of the the electric field for two different values of the interface momentum. Solid line displays the quantum-confined Stark effect predicted by ([9](#Equ10){ref-type=""}). (**c**) Level width as a function of the inverse of the electric field for \|***k*** ~⊥~\|*d* = 0.2 (circles) and \|***k*** ~⊥~\|*d* = 0.3 (squares). Solid lines depict the approximation given in ([8b](#Equ9){ref-type=""}).

A qualitative explanation of the reduction of the Fermi velocity can be traced back to the quantum-confined Stark effect. For concreteness, let us focus on surface states with positive energy. Before the electric field is applied, surface states are exponentially localized at the junction, with gapless and linear dispersion *ħv* ~⊥~\|***k*** ~⊥~\|. When the electric field is adiabatically applied, it is well known that perturbation theory establishes that the energy is quadratically lowered with the field by an amount *δE* (see Fig. [2](#Fig2){ref-type="fig"}). But the interface momentum is conserved if the field is perpendicular to the TI/S junction. Therefore, the Dirac cone widens, as schematically shown in Fig. [2](#Fig2){ref-type="fig"}, and the Fermi velocity is in effect quadratically lowered with the electric field. It should be stressed that equation ([4](#Equ4){ref-type=""}) becomes independent of the electric field if *ε* = 0. Consequently *ε* = 0 for ***κ*** ~⊥~ = 0 is still an eigenenergy of the system when the electric field is applied and the dispersion remains gapless. In other words, the magnitude of the energy shift *δE* due to the electric field must decrease upon decreasing the energy.Figure 2Dirac cones of the surface states at zero and finite electric field ***F***, applied perpendicular to the interface. When the electric field is adiabatically switched on, the magnitude of the electron energy decreases by an amount *δE* and the conservation of the interface momentum, ***k*** ~⊥~, gives rise to a widened cone.

In view of the above results, we consider that the Fermi velocity reduction is related to the existence of a Dirac cone, i.e., a linear dispersion relation, so it should be achievable in other Dirac materials. We choose carbon-based systems, such as GNRs and CNTs, as the easiest examples in which to validate this hypothesis with a simple TB model, which nonetheless includes other bands not present in the continuum approach presented before. Next section will be devoted to confirm this idea by applying a uniform electric field across a metallic armchair graphene nanoribbon (aGNR), a metallic armchair carbon nanotube (aCNT) and a metallic zigzag carbon nanotube (zCNT).

Carbon-based Dirac materials: tight-binding and ab-initio calculations {#Sec4}
----------------------------------------------------------------------

In order to elucidate the generality of our result, we check for its occurrence in carbon-based Dirac materials, such as metallic aGNRs, aCNTs and zCNTs. These systems can be easily described with a one-orbital nearest-neighbour hopping tight-binding approximation with an electric field term. TB calculations confirm that the Fermi velocity is remarkably reduced, and the results for the aGNR are further validated by means of a low-energy Dirac equation. Our results are summarized in Fig. [3](#Fig3){ref-type="fig"}, leaving the details of the calculations for the Supplemental Information. As can be immediately noticed, all systems display a significant reduction of the Fermi velocity as a function of the electric field. Our conjecture is then firmly established: the Fermi velocity can be reduced via a uniform electric field. In the case of a metallic aGNR, shown in Fig. [3(a)](#Fig3){ref-type="fig"}, the agreement between the TB and Dirac approaches is noteworthy. It is worth mentioning that the approaches start to slightly differ when the normalized field *f* = *F*/*F* ~*W*~ is $\documentclass[12pt]{minimal}
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                \begin{document}$$f\mathop{ > }\limits_{ \tilde {}}3$$\end{document}$, being *F* ~*W*~ = *ħv* ~*F*~(0)/*e*(*W* + *a*)^2^, where *W* is the width of the aGNR, *a* = 0.246 nm, and *v* ~*F*~(0) is the Fermi velocity of unbiased graphene. Actually, a small gap opens up in the TB calculations due to the interaction with other bands. This gap is negligible in the region where the Dirac and TB approaches coincide. However, as it can be drawn from Fig. [3(a)](#Fig3){ref-type="fig"}, these fields are remarkably large even from a practical perspective. For instance, an aGNR with *W* \~ 2 nm has *F* ~*W*~ \~ 0.1 V/nm, meaning that the system remains effectively gapless even for very large applied fields of the order of a few tenths of V/nm. Boundary conditions ensuring the nanoribbon to be metallic^[@CR29]^ are preserved even in the presence of the electric field, thus not opening a gap for any value of *F* when the continuum description is considered. This is not the case for zGNRs, where TB calculations show that any strength of the electric field opens a sizable gap. Nevertheless, it is well-known that zGNRs do not show linear dispersion relations. In fact, for all the cases in which the material has a linear dispersion relation, i.e., a Dirac cone-shaped band, we find a similar behaviour, with a noticeable Fermi velocity reduction.Figure 3(**a**) Fermi velocity for a metallic aGNR as a function of the normalized field *F*/*F* ~W~ (see main text for details). A prominent agreement between the TB approach and the Dirac equation is observed. (**b**) Fermi velocity for a metallic aCNT and a zCNT as a function of the field *F* = Δ*V*/*d*, where Δ*V* is the potential drop across the CNT and *d* is its diameter. *v* ~*F*~(*F* = 0) = 8.617 × 10^5^ m/s for the zCNT and *v* ~*F*~(*F* = 0) = 8.010 × 10^5^ m/s for the aCNT. In all cases, *v* ~*F*~ is significantly reduced when the field is switched on.

We have also verified our results by means of *ab*-*initio* calculations based on the density functional theory (DFT). We explore the effect of the applied electric field on an *N* = 5 aGNR, with *N* = 2*M* + 1, *M* being the number of hexagons across the nanoribbon. It turns out that this nanoribbon is near-metallic within this approach^[@CR30]^. Figure [4(a)](#Fig4){ref-type="fig"} shows the DFT-calculated band structures with and without an external field of strength *F* = 0.51 V/Å. There is a clear reduction of the velocity in the linear parts of the valence and conduction bands closest to *E* ~*F*~, thus corroborating the observed tunability of the Fermi velocity with a more sophisticated approach. Figure [4(b)](#Fig4){ref-type="fig"} depicts the variation of the Fermi velocity as a function of the electric field, which presents the same quantitative behaviour observed with the continuum and tight-binding methods. Due to electronic correlations, electric polarizability and charge screening effects, a direct comparison between the effective or semi-empirical models and those used in DFT calculations is not straightforward. Nonetheless, the predicted tendency is clearly confirmed.Figure 4(**a**) DFT-calculated band structure of an *N* = 5 aGNR with (red) and without (black) a transversal electric field *F* = 0.51 V/Å. (**b**) Variation of the Fermi velocity of the first conduction band as a function of the electric field. We have considered the slope for the linear bands between *k* \~ 0.1 × 2*π*/*a* and *k* \~ 0.2 × 2*π*/*a*.

Experimental proposals {#Sec5}
----------------------

The most direct way to detect a variation of *v* ~*F*~ in a Dirac material is to measure the energy dispersion relation in an ARPES experiment^[@CR14]^. Notice that, due to the linear dispersion near the Fermi point, the conductivity does not depend on the particular value of the band slope in an undoped system. However, in a doped sample, a Fermi velocity dependence is expected, both in the pristine and disordered case, as in graphene^[@CR31]--[@CR33]^. Another way to detect the change in the Fermi velocity is to apply the electric field in a limited region and inject carriers from a field-free contact of the same system. Then the conductance should decrease as a function of the applied field due to the wave vector mismatch^[@CR34],\ [@CR35]^. In any case, one of the most representative features of the Fermi velocity modulation is the dependence of the Landau levels on *v* ~*F*~ ^[@CR21]^. Thus, magnetotransport measurements will unambiguously evidence any modification of this parameter.

The typical experimental uncertainty in the measurement of *v* ~*F*~ is about 2%^[@CR21]^, and this implies from ([9](#Equ10){ref-type=""}) that *F* should be larger than 0.2*F* ~C~ to observe a change in the Fermi velocity in the TI/S junction. Nonetheless, this value is still within the low-field range mentioned above and, consequently, the approximate Fermi velocity given in ([9](#Equ10){ref-type=""}) holds in experiments. Other physical properties, such as the effective fine structure constant, related to the strength of many-body interactions, will also be affected by the variation of *v* ~*F*~ and tuned by an external electric field during an experiment^[@CR36]^. The reduction of the Fermi velocity is an effect with measurable consequences on several physical magnitudes, and we expect it to have applications for the design of novel devices based on Dirac materials. One possibility that deserves to be explored is the change in the electronic conductance in a Dirac material with a finite region where an electric field is applied. The wavevector mismatch due to the change of velocities may be used to control the conductance through the system, thus paving the way to devices based on this effect.

Discussion {#Sec6}
==========

Dirac materials share common characteristics due to their linear dispersions, also known as Dirac cones. A myriad of applications will benefit from their remarkable properties. However, there is an increased need to control their original properties by simple techniques so as to boost their potential applications. In this work, we propose the use of uniform electric fields to tune their electronic properties, proving that a significant Fermi velocity reduction can be efficiently achieved. Two archetypal families of Dirac systems are studied: a TI/S junction under a uniform electric field perpendicular to the interface, and carbon-based materials, such as metallic aGNRs and CNTs with an applied electric field. Analytical expressions are obtained for the TI/S junction by solving a spinful two-band model that is equivalent to the Dirac model for relativistic electrons. The mass term is half the bandgap and changes its sign across the junction. Under certain reasonable assumptions we have obtained a closed expression for the energy levels. These levels turn out to be narrow resonances upon applying the field. In particular, it is a remarkable result that the interface linear dispersion is preserved and the Fermi velocity is simply renormalized by the electric field. We have related the lowering of the Fermi velocity to the conservation of the interface momentum after the adiabatic increase of the electric field.

Given the generality of our model, we postulate our results to be true for all Dirac materials. We have verified this in carbon-based Dirac systems such as metallic aGNRs and CNTs, where the same phenomenon is observed. Additionally, we suggest a series of feasible ways to detect the Fermi velocity reduction via spectroscopic and transport measurements.

Methods {#Sec7}
=======

The tight-binding numerical simulations were done with the tight-binding Hamiltonian on a honeycomb lattice with rectangular shape. Both the upper and lower edge are taken to be of armchair or zigzag type. The Hamiltonian can be written as *H* = *H* ~0~ + *H* ~*F*~, where *H* ~0~ is the kinetic energy term, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${H}_{0}=-t{\sum }_{\langle i,j\rangle }\,{c}_{i}^{\dagger }{c}_{j}$$\end{document}$, with *t* = 2.67 eV being the nearest-neighbour hopping energy and *c* ~*i*~, $\documentclass[12pt]{minimal}
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                \begin{document}$${c}_{j}^{\dagger }$$\end{document}$ the destruction and creation operators for an electron on sites *i* and *j*, respectively. The in-plane uniform electric field is applied transverse to the nanoribbon and its contribution is described as $\documentclass[12pt]{minimal}
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                \begin{document}$${H}_{F}=-e{\boldsymbol{F}}\cdot {\sum }_{i}\,{{\boldsymbol{r}}}_{i}\,{c}_{i}^{\dagger }{c}_{i}$$\end{document}$ where ***F*** is the electric field and ***r*** ~*i*~ is the position of atomic site *i*.

Density functional theory calculations were performed using the plane-wave self-consistent field plane-wave implemented in the Quantum ESPRESSO package^[@CR37]^ with the generalized gradient approximation of Perdew-Burke-Ernzerhof exchange-correlation functional^[@CR38]^. Self-consistent charge calculations are converged up to a tolerance of 10^−8^ for the unit cell. Ribbons are repeated periodically separated by 15 Å of empty space in the perpendicular directions and hydrogen atoms saturate the dangling bonds of the edge carbon atoms. A fine *k*-grid of 25 × 1 × 1 Monkhorst-Pack is used to sample the Brillouin zone and the orbitals were expanded in plane waves until a kinetic energy cutoff of 815 eV. All atoms are allowed to relax within the conjugate gradient method until forces have been converged with a tolerance of 10^−3^ eV/Å. The external electric field was included in the Quantum ESPRESSO calculations using two different approaches: by adding a sawtooth potential transversal to the ribbon direction^[@CR39]^ and through the modern theory of polarization (Berry phases)^[@CR40]--[@CR42]^. Both approaches confirm the tunability of the Fermi velocity.
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