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Abstract
Thermalization in an expanding parton plasma is studied within the frame-
work of Boltzmann equation in the absence of any mean fields. In particular,
we study the time-dependence of the relaxation time to the lowest order in
finite temperature QCD and how such time-dependence affects the thermaliza-
tion of an expanding parton plasma. Because of Debye screening and Landau
damping at finite temperature, the relaxation time (or transport rates) is free
of infrared divergencies in both longitudinal and transverse interactions. The
resultant relaxation time decreases with time in an expanding plasma like 1/τβ ,
with β < 1. We prove in this case that thermal equilibrium will eventually be
established given a long life-time of the system. However, a fixed momentum
cut-off in the calculation of the relaxation time gives rise to a much stronger
time dependence which will slow down thermal equilibrium. It is also demon-
strated that the “memory effect” of the initial condition affects the approach
to thermal equilibrium and the final entropy production.
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1 Introduction
Perturbative-QCD-based models developed in the last few years predict that nucleus-
nucleus collisions at future collider energies are dominated by hard or semihard pro-
cesses [1, 2, 3, 4]. These processes happen during the very early stage of the collisions
and they produce a rather large number of semihard partons which essentially form
a hot and undersaturated parton gas [4, 5]. However, this parton gas is initially far
away from thermal and chemical equilibrium [6]. Secondary parton scatterings in
the gas may eventually lead to local thermal and chemical equilibrium if the parton
interactions are sufficiently strong.
Transport calculations based on a semiclassical parton cascade model [4] indicate
that thermal equilibrium could be established within a rather short time of about
1 fm/c. However, the complexity of the Monte Carlo simulations makes it difficult
to obtain a lucid understanding of the dependence of the thermalization time on the
many parameters employed in the model. One such parameter is the cut-off of mo-
mentum transfer in binary parton scatterings. The cut-off was first introduced to
regularize the infrared divergency of the cross section between two massless partons
in high-energy pp and pp¯ collisions [7]. The value of the momentum cut-off is deter-
mined phenomenologically to reproduce the measured total cross sections of pp and
pp¯ collisions. However, this cut-off is not necessary anymore in a high-temperature
quark-gluon plasma, since the Debye screening and Landau damping provide natural
regularizations of the infrared divergency. Since transport times depend sensitively
on the screening masses which in turn depend on the temperature, the introduc-
tion of an artificial cut-off could give rise to a completely different behavior of the
thermalization time and consequently the approach to thermal equilibrium.
The approach to thermal equilibrium in relativistic heavy ion collisions is dictated
by the competition between expansion and parton interactions [8]. If the expansion is
much rapid than the typical collision time among partons, e.g., shortly after partons
are initially produced, the expansion is closer to free-streaming than hydrodynamic
expansion. Only at times in the order of the collision time may the parton gas
reach local thermal equilibrium and expand hydrodynamically. Furthermore, the
time dependence of the collision time (or the relaxation time) will determine whether
the system can eventually reach local thermal equilibrium because of the competition
between expansion and parton interactions. If the collision time increases rapidly with
time, the parton system may never thermalize, leading only to a free-streaming limit.
The collision time, therefore, is a very important quantity which in turn depends
sensitively on the infrared behavior of parton interactions.
In QCD, parton scattering cross sections exhibit a quadratic infrared singularity
due to the exchange of a massless gluon. The infrared behavior can be improved by in-
cluding corrections from hard thermal loops to the gluon propagators. Resummation
of these thermal loops gives rise to an effective gluon propagator which screens long
2
range interactions (Debye screening). Braaten and Pisarski [9] have developed this
resummation technique systematically and used it to calculate the damping rate of a
soft gluon (p ∼ gT ) which is gauge invariant and complete to the leading order in the
QCD coupling constant g [10]. For a fast particle (p>∼T ), the exchanged gluons probe
the static limit of the magnetic interactions which by the transversality condition are
not screened. One thus has to introduce a nonperturbative magnetic screening mass
to regularize the logarithmic infrared singularity in the static limit [11, 12, 13]. As a
result, the damping rate for an energetic particle to the leading order in g is
Γ ∼ T [αs ln(1/αs) +O(αs)] , (1)
where αs = g
2/4π. However, as we will argue, damping rates do not determine how
fast a system approach local thermal equilibrium. What really determine the thermal-
ization processes are the transport rates which are free of the logarithmic divergency
after the resummation of thermal loops [14, 15]. This is because thermalization is
achieved to the leading order mainly through momentum changes in elastic scatter-
ings. Thus, the effective cross section should be weighted by the momentum transfer
and the dynamic screening due to the Landau damping of the gluons is sufficient to
regularize the logarithmic singularity in the transverse interactions [16, 17, 18]. The
resultant transport times for a system near thermal equilibrium behave like
1
τtr
∼ Tα2s ln(1/αs) (2)
to the leading order in αs.
For a system near local thermal equilibrium, the time dependence of the transport
times is through the temperature according to Eq. (2). This dependence is in general
slower than 1/τ and thus can lead to local thermal equilibrium according to our
earlier argument based on the relaxation time approximation [8]. However, if one
introduces an artificial cut-off for the momentum transfers of elastic parton scatterings
as in the numerical simulation of a classical parton cascade [4], the time dependence
will be much stronger. Consequently, as we will demonstrate in this paper, the
system will approach local thermal equilibrium much slowly. We will also demonstrate
that inclusion of the screening effects is the key to a slower time dependence of the
relaxation time, therefore a faster approach to thermal equilibrium.
This paper is organized as follows. In Section II, we first re-examine the Boltzmann
equation and the evaluation of the damping rate and the relaxation time to the lowest
order, including only 2 ↔ 2 processes. We will also discuss the time dependence of
the relaxation time in different scenarios. In Section III, we will solve the Boltzmann
equation in the relaxation time approximation and demonstrate how time dependence
of the relaxation time will affect the approach to thermal equilibrium. We also show
how initial conditions of a system affect the thermalization processes and the final
total entropy production (or “memory effect”) in Section IV. Finally in Section V
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we give a summary and an outlook, especially of the numerical simulations of parton
thermalization, taking into account of the Debye screening and Landau damping
effects without double counting.
2 Time dependence of thermalization time
In a system with two-components as, e.g., the quark and gluon plasma, the one
that interacts the strongest will thermalize faster than the other. Subsequently there
will be momentum and energy transfer between them. Since numerical simulations
indicate that the initially produced partons are mostly gluon, we consider here a
gluon gas only for simplicity. The Debye screening of color fields in the presence
of semihard gluons [19] will also allow us to neglect the effect of mean fields. We
furthermore assume that the spatial variation of the system is small on the scale of
a collision length so that we can approximate the evolution of the system by the
Boltzmann equation [20],
v1 ·∂f1(p1) = −ν2
∫
dp2dp3dp4F1234[f ]
1
2
|M12→34|2(2π)4δ4(P1 + P2 − P3 − P4),(3)
F1234[f ] = f1f2(1± f3)(1± f4)− f3f4(1± f1)(1± f2), (4)
where Pi = (|pi|,pi) are the four-momenta of massless partons and dpi ≡ d3p/(2π)3.
To keep the formula general, ± are used for bosons (gluons) and fermions (quarks
and anti-quarks), respectively. The statistical factor ν2 is 2(N
2
c − 1) = 16 for gluons
and 12Nf for Nf flavors of quarks and anti-quarks with Nc = 3 colors. The squared
matrix element, |M12→34|2 ≡ |M12→34|2/(16E1E2E3E4) is summed over final states
and averaged over initial states. For gluon-gluon scatterings,
|M12→34|2 = Cgg4g4
(
3− su
t2
− st
u2
− tu
s2
)
, (5)
where Cgg = N
2
c /(N
2
c − 1) = 9/8 is the color factor of gluon-gluon scatterings, s,
t and u are the Mandelstam variables. There is clearly a quadratic singularity for
small energy ω and momentum q transfers because of the long range interactions
mediated by the massless gauge bosons. Because the final state has two identical
particles, su/t2 should contribute equally as st/u2 in Eq. (5). We thus can approxi-
mate |M12→34|2 ≈ 8Cggg4s2/t2 for small-angle gluon scatterings. Since the collisional
integral is dominated by contributions from near the singularity, we can assume a
small angle scattering approximation, i.e., ω, q ≪ E1, E2. Then energy-momentum
conservation leads to
p3 = p1 + q, p4 = p2 − q ,
E3 = E1 + ω, E4 = E2 − ω ,
ω ≈ v1 ·q ≈ v2 ·q . (6)
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The integration over p3 and p4 can be rewritten as
(2π)4
∫
dp3 dp4δ
4(P1+P2−P3−P4) = 1
(2π)2
∫
d3q
∫ q
−q
dωδ(ω−v1·q)δ(ω−v2·q) . (7)
In a medium, one can use a resummation technique to include an infinite number
of loop corrections to the gluon exchange. Using Dyson’s equation, this amounts to
an effective gluon propagator. One can use this effective propagator to obtain the
effective matrix element squared for forward gluon scatterings (see Appendix A),
|Mgg|2 ≈ 2Cggg4
∣∣∣∣∣ 1q2 + πL(x) −
(1− x2) cosφ
q2(1− x2) + πT (x)
∣∣∣∣∣
2
, (8)
where cos φ = (v1 × qˆ) ·(v1 × qˆ) and x = ω/q. The scaled self-energies in the long
wavelength limit are given by [21]
πL(x) = q
2
D
[
1− x
2
ln
(
1 + x
1− x
)
+ i
π
2
x
]
, (9)
πT (x) = q
2
D
[
x2
2
+
x
4
(1− x2) ln
(
1 + x
1− x
)
− iπ
4
x(1− x2)
]
, (10)
where q2D = g
2(Nc + Nf/2)T
2/3 is the Debye screening mass in thermal QCD. The
imaginary parts provide Landau damping to parton interactions in a thermal medium.
We see that the longitudinal interactions are screened by thermal interactions. How-
ever, the transverse interactions still have a logarithmic singularity in the static limit.
This singularity can only be regularized by introducing a nonperturbative magnetic
screening mass in the calculation of the damping rate of a fast parton.
We can use the definition of parton interaction rates,
Γloss(p1) =
ν2
(2π)5
∫
d3p2d
3qdωf2(1± f3)(1± f4)1
2
|M12→34|2δ(ω − v1 ·q)δ(ω − v2 ·q) ,(11)
Γgain(p1) =
ν2
(2π)5
∫
d3p2 d
3qdωf3f4(1± f2)1
2
|M12→34|2δ(ω − v1 ·q)δ(ω − v2 ·q) , (12)
and rewrite the Boltzmann equation as
v1 ·∂f1 = −f1Γloss(p1) + (1± f1)Γgain(p1)
= −Γ(p1)(f1 − f˜) , (13)
where
Γ(p) = Γloss(p)∓ Γgain(p) (14)
is usually referred to as the damping rate of a particle (or a quasiparticle), and f˜ is
defined as
f˜(p) =
Γgain(p)
Γloss(p)∓ Γgain(p) . (15)
5
For a system in local thermal equilibrium, one can relate the damping rate to the
imaginary part of the gluon self-energy [22],
ImΠµµ(p) = −2(p·u)Γ(p) , (16)
where the factor 2 comes from our definition of the interaction rates among identical
particles. One can also show that, if f(p) takes the local equilibrium form f eq(p) =
(exp(p · u/T )∓ 1)−1,
Γloss(p)
Γgain(p)
= ep·u/T , (17)
using the energy and momentum conservation and the identity 1±f eq(p) = f eq(p) exp(p·
u/T ). Therefore, by definition, f˜(p) becomes f eq(p). Thus, the global equilibrium
distribution f eq(p) is a solution to the Boltzmann equation if the flow velocity u is
independent of space and time.
We can complete the angular integrations in Eqs. (11) and (12). Making approx-
imations f(p3) ≈ f(p1) and f(p4) ≈ f(p2), we can also complete the integration over
p2 by cutting off the integration over q at qmax ≈ 3T [17]. We then obtain the gluon
damping rate,
Γgg =
g4
4π
Cggνg
12
T 3
∫ 1
−1
dx
∫ q2max
0
dq2
{
1
|q2 + πL(x)|2 +
1
2
(1− x2)2
|q2(1− x2) + πT (x)|2
}
, (18)
including only gluon-gluon scatterings.
The contribution from longitudinal interactions is finite and proportional to g2T
due to the Debye screening. However, Debye screening is absent in the transverse
interactions in the static limit. There is a logarithmic divergency even if Landau
damping is taken into account. One solution to this problem is to add a nonpertur-
bative magnetic mass mmag ∼ g2T to the transverse self-energy πT (x). In this case,
the dominant contribution of the transverse interactions comes from mmag <∼q<∼qD
and thus is proportional to g2T ln(qD/mmag) which is independent of qmax ≫ qD.
With πL(x) and πT (x) given by Eqs. (9) and (10), we can complete the numerical
integration. A fit to the numerical result gives us
Γgg =
g4
4π
Cggνg
6
T 3
q2D
[
(ln
q2D
m2mag
− 1.0 + 2.0m
2
mag
q2D
− 0.32 q
2
D
q2max
) + 1.1
q2max
q2max + q
2
D
]
, (19)
where the first term comes from the transverse interactions while the second from the
longitudinal ones. Using the estimate of mmag ≈ 0.255
√
Nc/2g
2T from Ref. [23] and
neglecting the quark contribution to the Debye screening mass, we have
Γgg ≈ NcαsT [ln(1/αs)− 0.1 +O(αs)] . (20)
Note that contributions to the order α2s in Eq. (19) have been neglected, since they
are not complete in our calculation. In order to have a complete calculation of such
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higher order corrections, one has to include thermal vertex and vacuum corrections
which should depend on the renormalization scale. The final result to this order
should be invariant under the renormalization group. This result agrees with previous
calculations [11, 12, 13] to the leading order of αs which depends only on the imaginary
part of the transverse self-energy, πT (x) ≈ −i(π/4)q2Dx at small x. Inclusion of the
full expression of the self-energy only contribute to the next order corrections. The
increase in scattering by including quarks is exactly compensated by the increase in
Debye screening due to quarks [12].
For a soft gluon (p ∼ gT ), one can not neglect its thermal mass anymore. The
damping rate for a gluon at rest will not have the logarithmic divergency in the
transverse interaction, since the exchanged gluon must carry nonzero momentum and
energy at least of order of gT and thus never approach to the static limit. In addition
the transverse (magnetic) interactions are reduced by velocity factors which for the
massive partons are smaller than the speed of light. The damping rate in this case
was found by Braaten and Pisarski [10] to the leading order as
Γgg(0) ≈ 1.1NcαsT . (21)
Apparently, the damping rate has a nontrivial momentum dependence [24].
As we have mentioned, f eq(p·u/T ) is a solution to the Boltzmann equation as far
as the flow velocity is uniform in space and time. We should emphasize here that the
damping rate does not determine how rapidly a system near equilibrium approaches
it as one would naively think. The thermalization time is actually related to the
transport rates [14, 15, 16, 17, 18]. The easiest way to prove this is to check that
the logarithmic divergency that has plagued the calculation of the damping rate of a
fast gluon does not appear in the Boltzmann equation. To check this, we make the
following expansion:
f(p3,4) ≈ f(p1,2)± ωf ′(p1,2) + ω
2
2
f ′′(p1,2) , (22)
for small angle scatterings. The function F1234[f ] in Boltzmann equation becomes
F1234[f ] = −q
2x2
2
[f1(1± f1)f ′′2 + f2(1± f2)f ′′1 − 2(1± f1 ± f2)f ′1f ′2] , (23)
which is proportional to q2. Here we have dropped terms linear in x since they vanish
after integration over x. One can verify that this function after expansion still vanishes
for the equilibrium distribution, F1234[f
eq] = 0. For a system away from equilibrium,
the collisional integral in the Boltzmann equation is nonzero but finite despite the
logarithmic singularity in the transverse part of the matrix element squared, |M12→34|2
when q, ω → 0. Because of the factor q2 in F1234[f ], Landau damping in the self-energy
of the exchanged gluon is sufficient to give a finite value of the collisional integral. In
other words, thermalization not only depends on the parton interaction rates but also
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on the efficiency of transferring momentum in each interaction. Those interactions
with zero energy and momentum transfers do not contribute to the thermalization
process, though their cross sections are infinitely large. This is why the thermalization
time and other transport coefficients do not suffer from the infrared divergency as
pointed out in a number of papers [12, 16, 17, 18].
For a system near equilibrium, one can characterize the deviation from equilibrium
by δf = f−f eq = −θ(p)p·∂f/(p·u) in a relaxation time approximation. Equivalently,
one has
1
p·up·∂f = −
f − f eq
θ(p)
. (24)
In general the relaxation time θ(p) depends on momentum p and in principle can
be obtained by solving the linearized Boltzmann equation. In this paper, we neglect
the momentum dependence of the relaxation time. For a pure gluonic gas near local
thermal equilibrium where thermalization is achieved through viscous relaxation, the
relaxation time is (Appendix B)
1
θ
≃ 0.92N2c Tα2s ln
(
1.6
Ncαs
)
. (25)
Again, because of the extra factor q2 appearing in the transport rate, the Debye
screening and Landau damping are sufficient to regularize the effective transport
cross section. The dominant contribution comes from interactions with qD <∼q<∼qmax,
leading to a logarithmic factor ln(qmax/qD) as compared to ln(qD/mmag) in the gluon
damping rate. Therefore, the dependence of the relaxation time on the (weak) cou-
pling constant and the color dimension Nc is quite different from the gluon damping
rate.
If the system is close to thermal equilibrium, the hydrodynamic equations from
energy-momentum conservation to the zeroth order of δf can give us the time evolu-
tion of the temperature T . For an ideal gluon gas with one-dimensional expansion, T
decreases like T/T0 = (τ0/τ)
1/3. Therefore, the relaxation time θ increases with time
with a power of 1/3,
θ =
(τ/τ0)
1/3
0.92N2c T0α
2
s ln(1.6/Ncαs)
. (26)
A more general time dependence of the relaxation time can have a power-law form,
θ = θ0(τ/τ0)
β , (27)
which also covers both the constant (β = 0) and the linear (β = 1) cases as have been
studied by several authors [25, 26, 27, 28]. The latter case arises when a constant
scattering cross section, σ, is assumed for the relaxation time, θ ∼ (σn)−1, and with
a density decreasing as n ∼ τ−1 due to one-dimensional expansion. For a system
far away from thermal equilibrium, the time dependence may differ from Eq. (26).
Our earlier calculations [8] show that an initially free-streaming system has only
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a logarithmic time dependence. This is because the phase space for small angle
scatterings (q ∼ qD) opens up quadratically with time in the free-streaming case and
it balances the decrease in parton density.
We would like to emphasize that the weak time dependence of the relaxation time
in Eq. (26) depends very sensitively on the Debye screening of the small-angle parton
scatterings which restricts the momentum transfer to q>∼qD = gT . Smaller Debye
screening mass due to the decrease of the temperature, gives a larger interaction rate
which then compensates the decrease of the parton density and thus gives the weak
time dependence of the relaxation time. If we use a fixed momentum cut-off qcut, as
in most of the numerical simulations of parton production [3] and cascade [4], instead
of a time dependent Debye screening mass, the effective transport cross section will
remain constant, proportional to N2c α
2
s/T
2 ln(T 2/q2cut). The resultant relaxation time
1
θ
∝ N2c α2sT ln(T/qcut) (28)
will increase more rapidly with time.
If we have to include transverse expansion later in the evolution of a system,
then the temperature will decrease faster, like τ0/τ , than in the one-dimensional case
assuming hydrodynamic expansion. The relaxation time even with the inclusion of
Debye screening will increase linearly with time. The relaxation time with a momen-
tum cut-off applied to parton interactions will increase faster than linear with time,
which will only lead the system into free-streaming.
At this point we should emphasize that we have only considered the lowest or-
der contribution from 2 ↔ 2 processes in our calculation of the relaxation time. In
principle, higher order processes, like 2 ↔ 2 + n, should also contribute to the ther-
malization. Such processes can be included by considering high order thermal vertex
corrections. For a complete calculation, one should also include vacuum corrections
and the result should depend on the renormalization scale and obey the renormaliza-
tion group equation. In general, contributions from 2↔ 2 + n processes should have
a form [29],
Γn ∼ Γ0[αs ln(q2/q20)]n, (29)
where q2 is the momentum scale of these processes. At zero temperature, q0 is some
confinement scale below which perturbative QCD is no longer applicable. At finite
temperature, q0 is very likely to be replaced by screening masses. Since the largest
momentum scale in a system at finite temperature is q2 ∼ T 2, the leading correction
from 2↔ 2 + n processes must be,
Γn ∼ Γ0[αs ln(1/αs)]n. (30)
Such corrections therefore are high orders in αs ln(1/αs) and are negligible in the week
couple limit. For temperatures not far above the QCD phase transition temperature
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Tc ∼ 200 MeV, the strong coupling constant is not very small. The above contribu-
tions might not be negligible. However, for an order-of-magnitude estimate, we can
neglect these higher order contributions. If one considers the chemical equilibration
of a kinetically thermalized system as in Ref. [6], n ↔ m multiplication processes
become very important. The leading contribution to the chemical equilibration, in
this case, comes from 2↔ 3 processes.
3 Approach to thermal equilibrium
Let us consider the early stage of a very heavy ion collision where transverse expansion
is not important yet. We then can treat the system as a one-dimensional system. We
assume along with Bjorken [30] a scaling flow velocity
uµ =
xµ
τ
= (cosh η, sinh η, 0⊥) (31)
in the longitudinal direction, where
τ =
√
t2 − z2 , η = 1
2
ln
(
t + z
t− z
)
(32)
are the proper time and spatial rapidity, respectively. In terms of these new vari-
ables, the Boltzmann equation in the relaxation time approximation for a system
near thermal equilibrium becomes
∂f
∂τ
− tanh ξ
τ
∂f
∂ξ
= −f − f
eq
θ
, (33)
where ξ = η − y and y is the rapidity of a particle,
y =
1
2
ln
(
E + pz
E − pz
)
. (34)
Since p·u = pT cosh ξ, we can see that the solution to the above Boltzmann equation
is a function of ξ, τ and pT , and is Lorentz invariant under longitudinal boost. One
may then, as done in [25], solve the Boltzmann equation in the central slice only,
i.e., η = 0. To simplify the problem, we assume the system is already in chemical
equilibrium so that the gluon chemical potential vanishes. This is not always true in a
realistic situation as shown by numerical simulations [5] of initial parton production
at around RHIC energies. However, at LHC energies, the small-x behavior of the
parton distributions as measured by recent HERA experiments [31] gives much higher
densities of initially produced partons very close to chemical equilibrium [32]. For
a given momentum and time dependence of the relaxation time, one can find the
solution to Eq. (33) in an integral form,
f(pT , ξ, τ) = e
χ0−χf0(pT , sinh
−1(
τ sinh ξ
τ0
))
+
∫ χ
χ0
dχ′eχ−χ
′
f eq(pT , sinh
−1(
τ sinh ξ
τ ′
), T ′) . (35)
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Here f0(pT , ξ) is the initial distribution at time τ0, and the time dependence of the
temperature in f eq(pT , ξ, T ) is determined by requiring the energy density for f and
f eq be equal at any time,
ǫ(T ) ≡
∫
dpEf(p) =
∫
dpEf eq(p, T ) . (36)
The variable χ is defined by
χ(pT , ξ, τ) = χ0 +
∫ τ
τ0
dτ ′θ−1(pT , sinh
−1(
τ sinh ξ
τ ′
), τ ′) . (37)
If we take the form in Eq. (27) for a momentum-independent relaxation time, then
χ = χ0
(
τ
τ0
)1−β
, χ0 =
τ0/θ0
1− β , (38)
for β 6= 1. The case for β = 1 was studied by Gavin [28]. For a more general
discussion, let us also assume a initial parton distribution
dN
dξdp2T
= w(pT )θ(|ξ| − Y ) (39)
with a simple plateau distribution in ξ. One can also consider a gaussian form of
distribution [34], but the above form is simpler. The width Y is a measure of the
initial correlation between space and momentum, or η and y. This width which
normally depends on the transverse momentum pT [33, 34] can be estimated by the
uncertainty principle. We will assume it a constant for simplicity and will study
how the thermalization process depends on the initial condition by varying Y . Here,
w(pT ) is the pT distribution which usually has a power-law or exponential form. The
corresponding phase space density within a volume V is
f0(pT , ξ) =
2(2π)2
νgV
w(pT )
pT cosh ξ
θ(|ξ| − Y ) , (40)
with an initial energy density
ǫ0 =
2 sinhY
V
∫
dp2TpTw(pT ) . (41)
Following Baym [25], we study the solution to the Boltzmann equation by taking
the first moment (energy density) of Eq. (35) with respect to the single parton energy.
Defining,
G =
τǫ(τ)
τ0ǫ0
, (42)
we have from Eq. (35)
G(χ) = eχ0−χHY ((χ0/χ)
1
1−β ) +
∫ χ
χ0
dχ′eχ
′−χG(χ′)h((χ′/χ)
1
1−β ) , (43)
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where χ′/χ = (τ ′/τ)1−β from Eq. (38), and
HY (a) =
1
sinh Y
∫ Y
0
dξ
√
1 + a2 sinh2 ξ , (44)
h(a) =
1
2
(
a +
arcsin
√
1− a2√
1− a2
)
. (45)
If the initial distribution f0 is an equilibrium one, one should replace HY (a) by h(a)
in Eq. (43). However, HY (a) [with HY (1) = 1 and HY (0) = Y/ sinhY ] covers a
wide selection of initial distributions with different values of Y . For Y = 1.23 (i.e.,
Y/ sinhY = h(0) = π/4), HY (a) is very similar to h(a) for an isotropic initial dis-
tribution. When Y = 0, the initial distribution corresponds to the Bjorken scaling
ansatz (η = y). One then has H0(a) = 1, which is similar to the case discussed by
Baym [25]. After performing a partial integration in Eq. (43), we have finally
∫ χ
χ0
dχ′eχ
′ d
dχ′
[G(χ′)h((χ′/χ)
1
1−β )] = eχ0 [HY (τ0/τ)− h(τ0/τ)] . (46)
The discussion of the condition for equilibrium at large times, τ , is now similar to our
earlier analysis [8] even with the general initial condition assumed. However, as we
will show later, the initial condition will have important influences on the approach
to equilibrium and the final entropy production.
For β < 1, τ → ∞ corresponds to χ → ∞. In this limit, the r.h.s. of Eq. (46) is
a finite number, eχ0(Y/ sinhY − π/4). Since the integrand on the l.h.s. of Eq. (46)
has an exponential factor, a finite integral must require
d
dχ′
[G(χ′)h((χ′/χ)
1
1−β )]χ′=χ = 0 , χ→∞ . (47)
Using h(1) = 1 and h′(1) = 1/3, one can find the solution to the above equation,
G ∝ χ −13(1−β) ∝ (τ0/τ)1/3 , τ/τ0 →∞ , (48)
which corresponds to the one-dimensional hydrodynamic limit, ǫ ∝ (τ0/τ)4/3. There-
fore, thermal equilibrium will eventually be established for β < 1.
For β > 1, τ →∞ limit corresponds to χ→ −0. Using h(0) = π/4, one has from
Eq. (43)
G(χ) = eχ0 − π
4
∫ χ0
0
dχ′G(χ′) = const. , χ→ −0 . (49)
This corresponds to the free-streaming limit, ǫ ∝ τ0/τ . Therefore, thermal equilib-
rium will never be achieved if β > 1.
The special case β = 1 was studied by Gavin [28] who found that the system will
also reach an asymptotic state lying in between free-streaming and hydrodynamic
limit depending on the value of the prefactor θ0 in Eq. (27). In the asymptotic state,
G(τ/τ0) ∝ (τ0/τ)γ with 0 ≤ γ < 1/3. Only for a very large θ0/τ0 ≫ 1, does the
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Figure 1: Time evolution of G(τ/τ0)(τ/τ0)
1/3 = (ǫ/ǫ0)(τ/τ0)
4/3 according to the so-
lution to Boltzmann equation, for different time dependence of the relaxation time
θ = θ0(τ/τ0)
β, with θ0/τ0 = 1, β = 0.9 (dotted), 1/3 (solid), 1/4 (dot-dashed)and 0
(dashed line). Y0 = 1.2 is the width of the initial rapidity distribution.
system approach to the hydrodynamic limit with γ ≈ 1/3− 16τ0/45θ0, which is very
close in form to the case of β <∼1 as noted by Gavin in Ref. [28].
Shown in Figs. 1 and 2 are the numerical solutions of Eq. (43) for different re-
laxation times. For a clear presentation, we plot (τ/τ0)
1/3G(τ/τ0) = (τ/τ0)
4/3(ǫ/ǫ0)
as a function of τ/τ0 for different values of β and θ0/τ0. In these two plots, we
have chosen Y = 1.2 which corresponds to an isotropic initial distribution in mo-
mentum space. If the system undergoes free streaming, i.e., G(τ/τ0) = const., the
plotted quantity should increase with τ/τ0 with a power of 1/3. Thus we see from
Figs. 1 and 2 that a system must undergo free streaming for a period of time before
it approaches the equilibrium limit when parton interactions eventually balance the
expansion. The duration of such a period, which we can define as the thermalization
time τth is determined by the relaxation time and its time dependence. For fixed β,
the thermalization time τth is approximately proportional to θ0. From Fig. 2, we can
estimate that τth ≃ 5θ0 for β = 1/3 if we consider that thermalization is reached
when G(τ/τ0) is about 10% from its hydrodynamical limit. Assuming one scattering
is sufficient to thermalize the system [35] is therefore a serious underestimate. When
β is close to 1, the system approaches the hydrodynamical limit very slowly as seen
in Fig. 1. However, the hydrodynamical limit is still achieved as long as β < 1, unlike
when β ≥ 1. When the thermalization time is very long, one must also consider
whether 3-dimensional expansion and/or hadronization occur earlier.
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Figure 2: Same as Fig. (1), expect for β = 1/3, θ0/τ0 = 2 (dashed), 1 (solid) and 0.5
(dot-dashed line).
4 Memory effect
Let us now discuss how the initial condition f0 influences the thermalization process
and the final entropy production. In Fig. 3 the time evolution of (τ/τ0)
1/3G(τ/τ0) is
shown for different values of Y which characterizes the initial distribution of partons
in the phase space. For large values of Y , we notice that the system initially expands
even faster than the ideal hydrodynamical case and then turns over, approaching the
hydrodynamical limit. To understand this, let us take the first moment of Eq. (33)
with respect to the single parton energy. We then have, by energy and momentum
conservation,
dǫ
dτ
+
ǫ+ PL
τ
= 0 , (50)
where the energy density is defined by Eq. (36) and
PL = νg
∫ d3p
(2π)3
p2z
E
f(p) (51)
is the longitudinal pressure. The solution to the Boltzmann equation can be parametrized
as PL(τ) = γ(τ)ǫ(τ) with 0 < γ < 1. We have then from Eqs. (50) and (42),
G(τ) = e
−
∫ τ
τ0
dτ ′
γ(τ ′)
τ ′ . (52)
Thus, γ(τ) characterizes the thermalization of the system (or equal partition in lon-
gitudinal and transverse direction). In the hydrodynamical limit, γ = 1/3, while
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Figure 3: Same as Fig. (1), except for β = 1/3, θ0/τ0 = 1, Y0 = 0.2 (dashed), 1.2
(solid), 2.5 (dotted) and 5.0 (dot-dashed line).
free-streaming corresponds to γ = 0. One can expect that the initial evolution of the
system near τ/τ0 ∼ 1 should be determined by the value of γ0 = γ(τ0),
G(τ) ≃ (τ0/τ)γ0 , τ/τ0 ∼ 1 . (53)
Using the initial distribution in Eq. (40), we have
γ0 =
PL(τ0)
ǫ0
= 1− arctan(sinh Y )
sinh Y
. (54)
An isotropic situation corresponds to arctan(sinh Y0)/ sinhY0 = 2/3 or Y0 = 1.167
which is very close to the value we obtained by requiring HY (0) = π/4. For Y < Y0,
γ0 < 1/3, the system starts its evolution more like free streaming as we have noticed
in our numerical solutions. The extreme case is the Bjorken scaling ansatz, Y = 0,
γ0 = 0, which corresponds exactly to free streaming. For Y > Y0, γ0 > 1/3, the
system will initially expand in the longitudinal direction even faster than a thermal
expansion, as also demonstrated in our numerical solutions. Physically, this is caused
by the higher longitudinal pressure built up by the large amount of partons which are
distributed over a large range of rapidity in the local frame. One can check that the
expansion in this early stage is still dominated by free-streaming. However, working
against such high pressure costs energy thus leading to less entropy production as we
now show in the following.
Since the system will eventually approach the thermal equilibrium limit when
β < 1, we can define a prefactor A∞ by
G(τ/τ0) = A∞(τ0/τ)1/3 , τ/τ0 →∞ . (55)
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Figure 4: The prefactor, A∞ = (ǫ/ǫ0)(τ/τ0)4/3(τ/τ0 →∞), as a function of the Y0, the
width of the initial rapidity distribution, for different relaxation times θ = θ0(τ/τ0)
β
(β = 1/3), θ0/τ0 = 2 (dashed), 1 (solid), and 0.5 (dot-dashed line).
This prefactor in general can only be calculated numerically and will depend on the
relaxation time as well as the initial condition as we have seen in Fig. 3. Using the
above expression, one can calculate the final entropy of the system per comoving
volume [8]
τsf =
4
3
τ0ǫ0
T0
T0
T
G(τ/τ0) = τ0
4
3
ǫ0
T0
A∞ . (56)
which is exactly proportional to A∞. Here T0 is only a parameter in the time depen-
dence of the final temperature, T = T0(τ0/τ)
1/3. Since the initial system is not in
equilibrium especially for large values of Y , (4/3)ǫ0/T0 should not be considered as
the initial entropy density. Therefore, A∞ is not the absolute increase of the total
entropy over its initial value, except when the initial distribution is an equilibrium
one. Nevertheless, A∞ still carries a lot of information about the thermalization pro-
cess of the system. We plot this prefactor in Fig. 4 as a function of Y for β = 1/3
but for different values of θ0/τ0. It is clear that there is less entropy production for
larger values of Y , since the system has to work against increasingly high longitudi-
nal pressure thus converting its kinetic energy to expansion energy. The system has
the maximum entropy production when the initial distribution is that of the Bjorken
scaling ansatz, Y = 0. In this case, one can calculate [8] that the entropy production
increases with the relaxation time like A∞ ∝ (θ0/τ0)1/4(1−β). For very large values
of Y , A∞ decreases slightly with θ0/τ0 as indicated in Fig. 4, since the system has
to spend longer time work against the extraordinaryly high longitudinal pressure. It
is the competition between long thermalization time (thus entropy production) and
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long duration of work against high pressure that reverses the θ0/τ0 dependence of
entropy production A∞.
5 Conclusion and outlook
In this paper, we investigated the thermalization process in a one-dimensional expand-
ing parton plasma within the framework of the Boltzmann equation. In particular,
we have studied the time dependence of the relaxation time and its influence on the
thermalization. If the time dependence is weaker than a linear form, we find that the
thermal equilibrium limit will eventually be reached. For a time dependence stronger
than the linear one, the system will never thermalize, only leading to a free-stream
limit. For an exact linear time dependence, the system will reach an asymptotic state
between free-streaming and thermal equilibrium. We find that the thermalization
process also depends on the initial condition of the system. The deviation of the
initial momentum distribution from an isotropic one in the longitudinal direction de-
termines the initial approach to thermal equilibrium. This initial approach will then
carry its inertia throughout the whole thermalization process. This “memory effect”
can be seen from the dependence of the final total entropy production on the initial
momentum distributions.
Using perturbative QCD at finite temperature in the transport theory, we have
calculated the relaxation time as a result of parton scatterings. We have pointed out
the important differences between parton damping rates and thermalization times.
To regularize the singular behavior of the parton scattering cross sections, we have
used a full gluon propagator which includes the resummation of an infinite number of
hot thermal loops. Because of the singular behavior of the parton scattering matrix
elements, the resultant relaxation time depends sensitively on the Debye screening
mass qD = gT . In an expanding parton gas, the temperature decreases with time
and so does the Debye screening mass, thus leading to an increasing transport cross
section. This then compensates the decrease of the parton density and gives us
a relaxation time with a weak time dependence, θ ∝ (τ/τ0)1/3. However, if one
introduces a fixed momentum cut-off to parton scatterings as in most of numerical
simulations, one will introduce an extra logarithmic time dependence which will slow
down the thermalization process.
Although we have demonstrated the necessity of the inclusion of Debye screening
and Landau damping in the study of the parton thermalization in an expanding
system, it is not clear to us how to incorporate them into numerical simulations such
as parton cascade models. One can include the Debye screening semiclassically [19]
by brutal force. However, one immediate problem we have to solve is how to avoid
double counting.
Since we used the full propagator which includes many thermal loops, we have
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effectively included multiple particle scatterings. One can easily see this by expanding
the full propagator in terms of the bare propagators at zero temperature and the self-
energy from thermal loops. The contribution from the real part of the self-energy
(mainly Debye screening) corresponds to multiple particle scatterings in the thermal
bath. One can in principle include particle radiation and absorption by considering
the thermal loop corrections to the full vertices. In doing so, one can automatically
avoid both the infrared and collinear divergencies [36] which one normally regularizes
by resorting to two additional cut-offs [37].
As we have demonstrated in Appendix B, the imaginary part of the self-energy also
contributes to the effective parton scattering in a parton gas. In fact, the imaginary
part, which is responsible for Landau damping, is necessary to regularize the trans-
verse interaction since there is no magnetic screening in QCD. The contribution from
this imaginary part to an effective two-parton scattering corresponds to independent
scatterings of the two partons off particles in the thermal bath. This can easily cause
double counting in a parton cascade model because independent parton scatterings
are also simulated over the volume of the system. One might be able to avoid this
problem by introducing a length scale in the order of 1/gT , within which multiple
particle scatterings are not allowed and only one effective two-parton scattering (with
Debye screening and Landau damping) is permitted.
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Appendices
A Effective matrix elements of forward parton scat-
terings
In this appendix we separate the QCD interactions into longitudinal and transverse
parts with inclusion of screening in these two parts and show the simplifications that
appear in the limit of forward scatterings or small momentum transfer interactions.
We adopt the same convention as in Ref. [21] and split a vector Qµ into its components
parallel and orthogonal to the flow velocity uµ, (u
µuµ = 1), such that
ω = Q·u, Q˜µ = Qµ − uµ(Q·u) . (57)
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We can then denote a vector by Q = [ω,q], with Q2 = ω2 − q2 and Q˜2 = −q2. In
the local frame, where the flow velocity is u = (1, 0), ω and q become the time and
spatial components of the vector. Similarly, one also defines a tensor orthogonal to
uµ,
g˜µν = gµν − uµuν . (58)
The full gluon propagator with momentum Q is obtained from the vacuum polariza-
tion by using Dyson’s equation,
∆µν =
PµνT
−Q2 +ΠT +
PµνL
−Q2 +ΠL + (α− 1)
QµQν
Q4
, (59)
where α is a gauge fixing parameter, the longitudinal PµνL , and transverse tensor PµνT
are defined as
PµνL =
−1
Q2q2
(ωQµ −Q2uµ)(ωQν −Q2uν) , (60)
PµνT = g˜µν +
Q˜µQ˜ν
q2
, (61)
which are orthogonal to Qµ and also to each other, i.e.,
QµPµνL = QµPµνL = PµL νPνρT = 0. (62)
In additon, one also has PµρPρν = Pµν . The free gluon propagator at zero temperature
is in this case
Dµν =
(
−gµν + αQµQν
Q2
)
1
Q2
. (63)
If we choose Feynman gauge (α = 1), the full propagator also satisfies Qµ∆
µν = 0.
The transverse and longitudinal self-energies are [21]
ΠL(Q) = (1− x2)πL(x) ,ΠT (Q) = πT (x) (64)
with the scaled self-energies, πL(x) and πT (x), given in Eqs. (9) and (10), where
x = ω/q.
Using the full gluon propagator, ∆µν , we can obtain the effective matrix element
of quark scatterings qi(P1) + qj(P2)→ qi(P3) + qj(P4) (i 6= j),
|Mqq|2 = Cqqg44{4|P1 ·∆·P2|2 − 2(P1 ·P3)(P2 ·∆·∆∗·P4)
−2(P2 ·P4)(P1 ·∆·∆∗ ·P3) + (P1 ·P3)(P2 ·P4)|∆|2} , (65)
where Cqq = (N
2
c − 1)/4N2c = 2/9 is the color factor and
∆µρ∆∗ νρ =
PµνT
|Q2 − ΠT |2 +
PµνL
|Q2 −ΠL|2 , (66)
|∆|2 = ∆µν∆∗νµ =
2
|Q2 − ΠT |2 +
1
|Q2 −ΠL|2 . (67)
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For small angle scatterings, −Q2/2 = P1·P3 = P2·P4 ≪ P1·P2 = P3·P4, only the first
term, corresponding to t-channel scattering, in Eq. (65) is dominant. Furthermore,
ω = xq ≈ v1 ·q ≈ v2 ·q from the energy and momentum conservation. In this
approximation, one can verify that
P1 ·PL ·P2 = −E1E2(v1 ·v2 − x2) , (68)
P1 ·PT ·P2 = E1E2(1− x2) . (69)
Define cos φ = (v1 × qˆ)·(v1 × qˆ), we can express v1 ·v2 as
v1 ·v2 = (v1 ·qˆ)(v2 ·qˆ) + cos φ
√
1− (v1 ·qˆ)2
√
1− (v2 ·qˆ)2
= x2 + (1− x2) cosφ . (70)
We have then
|Mqq|2 ≈ Cqqg416(E1E2)2
∣∣∣∣∣ 1− x
2
ω2 − q2 − ΠL −
(1− x2) cosφ
ω2 − q2 −ΠT
∣∣∣∣∣
2
. (71)
The matrix elements for gluon-quark and gluon-gluon scatterings are similar in the
small angle approximation, except the color factors, Cgq = 1/2 and Cgg = N
2
c /(N
2
c −
1) = 9/8. For scatterings of identical particles, one should also multiply a factor of 2
to take into account of the equal contributions of t and u-channel scatterings. Using
E3 ≈ E1, E4 ≈ E2, and Eq. (64) one arrives at Eq. (8).
B Calculation of the relaxation time
For a system near thermal equilibrium, the energy-momentum tensor is given to the
zeroth order of the deviation δf by
T µν(0) = (ǫ+ P )u
µuν − gµνP , (72)
where ǫ is the energy density and P the pressure. One can also split the derivative
∂µ into components parallel and orthogonal to the flow velocity u
µ,
∂µ = uµD + ∂˜µ, (73)
where D = u·∂ and ∂˜µ = ∂µ − uµD. The energy-momentum conservation ∂νT νµ(0) = 0
can be rewritten as
Dǫ+ (ǫ+ P )∂˜ ·u = 0 ,
(ǫ+ P )Duµ − ∂˜µP = 0 . (74)
Conservation of entropy requires that the entropy density s = (ǫ + P )/T fulfills
∂µ(suµ) = Ds+ s∂˜ ·u = 0. Thus we obtain
DT
T
= −∂P
∂ǫ
∂˜ ·u , (75)
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where ∂P/∂ǫ = 1/3 for an ideal gluon gas.
We assume the space-time variation of the distribution f is small. To the leading
order in a gradient expansion in the relaxation time approximation, we have
δf = −θ(p)
p·u p·∂f
eq =
θ(p)
p·u f
eq(1± f eq)p·∂
(
p·u
T
)
. (76)
Using the hydrodynamical relations, Eqs. (74) and (75), one can rewrite the above as
δf
f eq(1± f eq) =
θ(p)
T
pµXµ +
θ(p)
T
ΣµνUµν , (77)
where Uµν = (1/2)(∂˜µuν + ∂˜νuµ), Xµ = ∂˜µP/(ǫ+ P )− ∂˜µT/T which vanishes for an
ideal quark and gluon gas and Σµν is another tensor orthogonal to the flow velocity,
Σµν(p) = (p·u)
[
p˜µp˜ν
(p·u)2 +
1
3
g˜µν
]
. (78)
To leading order in the gradient expansion, the Boltzmann equation becomes
f eq1 (1± f eq1 )Σµν(p1) = νg
∫
dp2dp3dp4 [θ(p1)Σ
µν
1 + θ(p2)Σ
µν
2 − θ(p3)Σµν3 − θ(p4)Σµν4 ](79)
f eq1 f
eq
2 (1± f eq3 )(1± f eq4 )
1
2
|M12→34|2(2π)4δ4(P1 + P2 − P3 − P4) .
In general, the relaxation time is momentum dependent and it, or the deviation from
local equilibrium, must be determined by solving the Boltzman equation. As a first
approximation, we assume θ is independent of the momentum p (one can also assume
θ ∝ p which is found to be a good approximation in calculations of viscosities [17]).
Multiplying both sides of the above equation by Σµν(p1) and integrating over dp1, we
have then
θ =
∫
dpf eq(1± f eq)Σ2(p)
L[Σ] , (80)
where
L[Σ] = νg
(2π)8
∫
d3p1f
eq
1 (1± f eq3 )
∫
d3p2f
eq
2 (1± f eq4 )
∫
d3q
∫
dω
1
4
(Σ1 + Σ2 − Σ3 − Σ4)2
Cggg
4
∣∣∣∣∣ 1q2 + πL(x) −
(1− x2) cosφ
q2(1− x2) + πT (x)
∣∣∣∣∣
2
δ(ω − v1 ·q)δ(ω − v2 ·q) , (81)
where again we have made the approximation of dominance of small angle scatter-
ings in the local frame, in which u = (1, 0) and Σµν only has nonvanishing spatial
components,
Σij =
1
E
(
pipj − 1
3
E2δij
)
, and Σ2 =
2
3
E2 . (82)
Using Eq. (6) we have
(Σ1 + Σ2 − Σ3 − Σ4)ij ≈ (v2 − v1)iqj + (v2 − v1)jqi − ω(vi2vj2 − vi1vj1) , (83)
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for small q and ω. In terms of cosφ and x = ω/q,
(Σ1 + Σ2 − Σ3 − Σ4)2 = 2(1− v1 ·v2)[2q2 − 2ωq·(v1 + v2) + ω2(1 + v1 ·v2)]
= 2q2(1− cosφ)(1− x2)2(2− x2 + x2 cosφ) . (84)
One can easily complete the angular integrations in L[Σ] similarly as in the calculation
of the gluon damping rate, and has
L[Σ] = νgCggg
4
(2π)5
∫
dp1p
2
1f
eq
1 (1± f eq1 )
∫
dp2p
2
2f
eq
2 (1± f eq2 )I(qmax, qD) , (85)
I(qmax, qD) =
∫ q2max
0
dq2
∫ 1
−1
dxq2(1− x2)2
{
1− 3
4
x2
|q2 + πL(x)|2
+
1
2
(1− 7
8
x2)
(1− x2)2
|q2(1− x2) + πT (x)|2 + Re
(
(1− x2)2
[q2 + π∗L(x)][q
2(1− x2) + πT (x)]
)}
(86)
After performing integrations like∫ ∞
0
dpf eq(1 + f eq)pn = n! ζ(n)T n+1 , (87)
for a Bose-Einstein distribution f eq, where ζ(n) is the Riemann’s ζ-function, we obtain
for the relaxation time,
1
θ
=
5N2c
4π
g4
(4π)2
TI(qmax, qD) . (88)
The integral I(qmax, qD) has no dimension and therefore should be only a function of
qmax/qD. Numerical evaluation of the integral gives
I(qmax/qD) = 2.3 ln(q2max/q2D)− 0.62 + 2.7
q2D
q2max
+O(q4D/q4max) (89)
for large values of qmax/qD. Considering Debye screening from only gluon interactions,
we have
1
θ
≈ 0.92N2c α2sT
[
ln
(
1.6
Ncαs
)
+O(α∫ )
]
. (90)
Similarly as we argued after Eq. (20), contributions to the order α3s must be neglected
since they are not complete in our calculation.
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