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Abstract
In this article we give a new proof of Ngoˆ’s Geometric Stabilisation Theorem, which implies the
Fundamental Lemma. This is a statement which relates the cohomology of Hitchin fibres for a quasi-split
reductive group scheme G to the cohomology of Hitchin fibres for the endoscopy groups Hκ. Our proof
avoids the Decomposition and Support Theorem, instead the argument is based on results for p-adic
integration on coarse moduli spaces of Deligne-Mumford stacks. Along the way we establish a description
of the inertia stack of the (anisotropic) moduli stack of G-Higgs bundles in terms of endoscopic data, and
extend duality for generic Hitchin fibres of Langlands dual group schemes to the quasi-split case.
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1 Introduction
The complete proof of the Fundamental Lemma of Langlands-Shelstad given by Ngoˆ [Ngoˆ10] contains
a spectacular amount of mathematics. The original conjecture was formulated as an equality between
κ-orbital integrals for a reductive group G and stable orbital integrals for its κ-endoscopic group H over a
non-archimedean local field. In the equicharacteristic case, Goresky, Kottwitz and MacPherson [GKM04]
gave a geometric interpretation of the Fundamental Lemma in terms of the cohomology of affine Springer
fibres. Subsequently Waldspurger [Wal06] showed that it was sufficient to prove the function field case and
further reduced the Fundamental Lemma to its Lie algebra version. For the latter, Ngoˆ found a global
reformulation in terms of the Hitchin fibration and finally deduced the Fundamental Lemma from his
Geometric Stabilisation Theorems [Ngoˆ10, Theorem 6.4.1, Theorem 6.4.2] (see also Laumon–Ngoˆ [LN08]
where the case of the unitary group is treated).
In this paper we give a new proof of geometric stabilisation using p-adic integration along the Hitchin
fibration. Our main motivation comes from the work of Hausel and Thaddeus [HT03], where they prove
that the Hitchin fibrations for the Langlands dual groups SLn and PGLn are dual in the sense of abelian
varieties, and conjecture a relation between the cohomology of these spaces (in loc. cit. this is referred to
as SYZ-duality). It was already observed by Hausel [Hau11, Section 5.4], that their conjecture was closely
related to the Geometric Stabilisation Theorem for SLn. In [GZW17] we established their conjecture via
p-adic integration relying heavily on the aforementioned duality, which by work of Donagi-Pantev [DP12]
and Chen-Zhu [CZ17] also holds for general pair of Langlands dual groups (G, Ĝ). In the the present work
we thus extend our methods from [GZW17] to general (G, Ĝ) and infer geometric stabilisation for G. This
sheds new light on the algebro-geometric origins of Geometric Stabilisation, and thus the Fundamental
Lemma. Furthermore, our proof does neither rely on the Decomposition Theorem nor on codimension
estimates for the Hitchin system.
Statement of the main results
We start by briefly introducing the Hitchin fibration, for a more detailed account we refer the reader to
Section 4 and [Ngoˆ10, Section 4].
Let X be a smooth, projective, geometrically connected curve of genus g over a finite field k of size
q and D a line bundle of degree even d on X (see Section 6 for precise conditions on d). Let G→ X be
a quasi-split reductive group scheme on X, g→ X its sheaf of Lie algebras. We assume the existence of
a base point ∞ ∈ X(k), such that the group scheme G∞ on Spec k splits. Furthermore, we assume that
p = char(k) is sufficiently large (see Subsection 4.2 for more details).
A G-Higgs bundle with coefficients in D on X is a pair (E, θ) where E is a G-torsor on X, and θ
a section of adE ⊗ D, where adE = E ×G g denotes the induced sheaf of Lie algebras of infinitesimal
automorphisms of E. We denote by MG = MG(X,D) the stack of G-Higgs bundles. The latter stack is a
gerbe over the rigidificationMG by the Weil restriction of the centre Z(X,G). Most of our constructions
will be based on the rigidified stack of G-Higgs bundles MG.
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The Chevalley map g → c = h/W gives rise to a map from MG to an affine space AG, called the
Hitchin base. This map is referred to as the Hitchin fibration
χ :MG → AG . (1)
Finally, there is a commutative group scheme PG → AG, related to the sheaf of regular centralisers.
There is a natural action of PG onMG, which over a dense open A♦G ⊂ AG makesMG into a PG-torsor.
Geometric stabilisation phenomena occur by considering a slightly larger open subset, the anisotropic
Hitchin base A♦G ⊂ AaniG ⊂ AG (see Definition 4.31). For technical reasons we further pass to an e´tale
open covering A˜G → AaniG (see Definition 4.34).
For every a ∈ A˜G let M˜G,a and P˜G,a denote the respective fibres over a. The action of P˜G,a on the
compactly supported `-adic cohomology H∗c (M˜G,a,Q`) factors through the component group pi0(P˜G,a)
and hence we can define for every character κ : pi0(P˜G,a)→ Q×` the κ-point count
#κM˜G,a(k) =
∑
n
(−1)ntr
(
Frobk, H
n
c (M˜G,a,Q`)κ
)
, (2)
where H∗c (M˜G,a)κ denotes the κ-isotypical component of H∗c (M˜G,a,Q`). For κ = 1 the trivial character
we write
#stabM˜G,a(k) = #1M˜G,a(k).
For an endoscopic group H → X of G one has a closed immersion of Hitchin bases A˜H → A˜G and
furthermore for every a ∈ A˜H(k) ⊂ A˜G(k) a character κa : pi0(P˜G,a) → Q×` . The main result of this
article is a new proof of Ngoˆ’s [Ngoˆ10, Theorem 6.4.2].
Theorem 1.1 (Corollary 6.18 & [Ngoˆ10] Theorem 6.4.2). Suppose that we are under the assumptions of
Corollary 6.18. For every a ∈ A˜H(k) we have
#κaM˜G,a(k) = qr
G
H (D)#stabM˜H,a(k),
where rGH(D) denotes
1
2
(dimM˜G − dimM˜H).
We prove this in Corollary 6.18. As Ngoˆ explains in [Ngoˆ10, Section 8], Theorem 1.1 implies the
Fundamental Lemma. We note that in loc. cit. this result is stated for the stacks MG. However, the
following remark applies:
Remark 1.2. Since MG,a is a gerbe over MG,a banded by a finite e´tale group scheme, the `-adic
cohomology groups of MG,a andMG,a are canonically isomorphic. In particular, the two stacks have the
same number of k-rational points over a finite field k.
In our p-adic approach it is not the endoscopic group H that appears naturally but rather its dual
group Ĥ. Thus our proof of Theorem 1.1 relies on a geometric version of Walspurger’s non-standard
Fundamental Lemma for dual groups [Wal08], which we can also prove with our methods.
Theorem 1.3 (Corollary 6.17 & [Ngoˆ10] Theorem 8.8.2 ). For every a ∈ A˜G(k) ∼= A˜Ĝ(k) we have
#stabM˜G,a(k) = #stabM˜Ĝ,a(k).
Structure of the proof
In order to explain the proofs of Theorem 1.1 and 1.3 we first summarize the p-adic integration theory
of Section 2. This is a generalisation of [GZW17, Appendix A], which is motivated by [Bat99, DL02],
and also [Yas06]. The origin of the theory of p-adic integration is the following result of Weil ([Wei12,
Theorem 2.2.5]). Consider a local field F with ring of integers OF and residue field k = Fq. For a scheme
X/OF we denote by e : X(OF ) → X(k) the specialisation map, induced by the map of affine schemes
Spec k → SpecOF .
Theorem 1.4 (Weil). Let X/OF be a smooth scheme of relative dimension d. There exists a canonical
measure µcan on the set X(OF ), such that for a k-rational point x ∈ X(k) we have
vol(e−1(x)) =
1
qd
.
In particular, one has vol(X(OF )) = |X(k)|qd .
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Our article relies on a refinement of Weil’s formula to varieties with quotient singularities which is the
content of Section 2. Let M/OF be a smooth and tame Deligne-Mumford stack, which is generically a
scheme as in Situation 2.3. Denote by M the coarse moduli space of M and by U ⊂ M the maximal
open over which the quotientM→M is an isomorphism. The key object for p-adic integration onM is
the F -analytic manifold
M(OF )# = M(OF ) ∩ U(F ),
as it admits a real-valued measure volM. Furthermore we construct a specialisation map
e : M(OF )# → [Iµ̂M(k)],
where Iµ̂M(k) is a twisted version of the usual inertia stack, taking into account possibly non-constant
automorphism groups, and the brackets [·] denote the set of isomorphism classes in a groupoid. The main
result of Section 2 is the following.
Theorem 1.5 (Theorem 2.18). For every x ∈ Iµ̂M(k) we have
volM
(
e−1(x)
)
=
q−w(x)
|AutIµ̂M(k)(x)|
,
where w : Iµ̂M(k)→ Q is the weight function, see Definition 2.17. In particular, we see that
vol
(
M(OF )#
)
=
#Iµ̂M(k)
qd
.
We remark that the theorem above is well-known in the context of motivic integration (see Denef–
Loeser and Yasuda [DL02, Yas06]), and that p-adic volumes of varieties with quotient singularities are
also studied in Yasuda’s [Yas17]. However we do not know how to formally deduce Theorem 1.5 from
these results. The arguments of loc. cit. served as a source of inspiration.
From now on on we let F = k((t)). By pulling back along Spec(O)→ Spec(k), the base curve X as well
as the corresponding Hitchin fibration χ : MG → AG are now defined over O = k[[t]] and the special fibre
coincides with (1). Furthermore our p-adic integration theory applies to M˜G, the rigidification of M˜G
with respect to the generic automorphism group Z(X,G) (see [ACV03, Theorem 5.1.5] for rigidification).
The measure µG on M˜G(O)# induces for every b ∈ A˜♦G(F ) a measure on the fibre M˜G,b(F ) and we have
µcan,G
(
M˜G,b(F )
)
|H0(X,Z(Ĝ))|
=
µcan,Ĝ
(
M˜Ĝ,b(F )
)
|H0(X,Z(G))| . (3)
This is essentially a consequence of the duality result of [DP12, CZ17] for pairs of Langlands dual grups,
which we extend to quasi-split reductive group schemes G → X in Theorem 4.28. The duality implies
that the neutral connected components of M˜G,b and M˜Ĝ,b are dual abelian varieties and thus have the
same volume (see Proposition 2.2).
By integrating the volume of the Hitchin fibres over all b ∈ A˜♦G(F ) ∩ A˜G(O), which restrict to a fixed
a ∈ A˜G(k) we obtain from (3) and Theorem 1.5 the following special case of Theorem 6.11:
#wIµ̂M˜G,a(k)
|H0(X,Z(Ĝ))|
=
#wIµ̂M˜Ĝ,a(k)
|H0(X,Z(G))| , (4)
where #w is a weighted count taking both automorphisms and w into account. Let us stress here, that
formula (4) is derived by only considering generic fibres (of the p-adic fibration), which is the key point
in the way we use p-adic integration.
The key points of the argument are contained in Subsections 6.1-6.4, and the main computation is
given in Subsection 6.4. We recommend that a reader familiar with the theory of Higgs bundles, starts
reading these subsections, before delving into the more technical parts of the paper.
Section 5 is devoted to the study of the groupoid Iµ̂M˜G(k). Under some extra assumptions we prove
in Theorem 5.23 an equivalence
IµˆM˜G(k) ∼=
⊔
E
M˜G−∞,G−rigHE (k), (5)
where the disjoint union runs over coendoscopic data E for G, which are essentially endoscopic data
for Ĝ, and the coendsoscopic groups HE are dual to the corresponding endoscopic groups for Ĝ. For the
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superscripts G−∞, G−rig see Constructions 5.9 and 5.18. This picture is reminiscent of Frenkel–Witten’s
[FW08].
Combining (4) and (5) we obtain an equality between two sums of point counts of Hitchin fibres,
ranging over a set of coendoscopic data for G and Ĝ respectively (see 6.11). This is the prototypical
example of an equality we can obtain through p-adic integration.
In order to prove Theorems 1.3 and 1.1 we need twisted versions of (3), which we develop in Section
6. Similar to the proof of the refined topological mirror symmetry conjecture [GZW17, Theorem 5.21],
the idea is to consider for an a ∈ A˜G(k) and t ∈ pi0(P˜G,a) the stack M˜tG,a = M˜G,a ×P˜G,a Tt, where
Tt is a P˜G,a-torsor representing t via the isomorphisms H1(k, P˜G,a) ∼= H1(k, pi0(P˜G,a)) ∼= pi0(P˜G,a). To
compensate this twist on the Ĝ-side we introduce a natural function on χt : Iµ̂M˜Ĝ,a(k) → C and show
that for every b ∈ A˜♦G(F ) ∩ A˜G(O) restricting to a over Spec(k) the function χs ◦ e on M˜G,b(F ) can
be interpreted as the Hasse invariant of a certain Gm-gerbe on M˜G,b. Using the non-degeneracy of the
Tate-duality pairing for abelian varieties we are able to derive in Theorem 6.11 the twisted versions of
(3) and (4) needed to prove first Theorem 1.3 and then 1.1. This part relies on the results of Section 3
which gives a stack-theoretic interpretation of the Hasse invariant (generalising [GZW17, 3.3]).
In this article we consider the Fundamental Lemma for Lie algebras as studied in [Ngoˆ10] with the
intention to showcase the versatility of p-adic integration. We remark that since the appearance of loc. cit.
more general versions were studied in the literature, see for example Chaudouard–Laumon [CL10, CL12].
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2 p-adic integration
We fix a local field F with ring of integers OF and residue field k = kF of order q = pr. We also fix an
algebraic closure F¯ of F and consider the intermediate field extensions
F ⊂ F un ⊂ F tr ⊂ F¯
given by maximal unramified (respectively tamely ramified) extension of F in F¯ .
In this section we introduce our formalism for p-adic integration on a smooth and tame Deligne-
Mumford stacks M with coarse moduli space M , satisfying the assumptions in 2.3. The main result is
Theorem 2.18 which computes the volume of a fibre of the specialisation map e (Construction 2.10) with
respect to the canonical measure on M(OF ) (Definition 2.5).
2.1 Integrating p-adic differential forms
We write | · | for the non-archimedean norm on F and µnF for the Haar measure on Fn with the usual
normalisation µnF (OnF ) = 1. Analytic Manifolds and differential forms over F are essentially defined the
same way as over the real numbers, as explained in [Igu00]. Given an n-dimensional manifold X over F
and a global section ω of (ΩnX)
⊗r we can define a measure dµω as follows: Given a compact open chart
U ↪→ Fn of X and an analytic function f : U → F , such that ω|U = f(x)(dx1 ∧ dx2 ∧ · · · ∧ dxn)⊗r we set
µω(U) =
∫
U
|f |1/rdµFn .
This extends to a measure on X as in [Yas17, 3.2].
Starting with any geometrically reduced algebraic space X of finite type over OF one has the following
construction, which can be found for example in [Yas17, Section 4]. Traditionally, the literature contains
the superfluous assumption that X be a scheme. The case of algebraic spaces is dealt with in exactly the
same way.
First write XF = X ×Spec(OF ) Spec(F ) and Xk = X ×Spec(OF ) Spec(k). Let XsmF be the smooth locus
of XF and set
X◦ = X(OF ) ∩XsmF (F ),
where we think of X(OF ) as a subset of X(F ) = XF (F ). Then X◦ has naturally the structure of an
analytic manifold over F . Thus we can integrate any section ω ∈ H0(XsmF , (ΩtopX/F )⊗r) on X◦. In this
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way we obtain a measure µω on X
◦ which we extend by zero to all of X(OF ). The following two results
will be essential for dealing with these measures.
Proposition 2.1 ([Yas17, Lemma 4.3, Theorem 4.8]). (a) Any closed algebraic subspace Y ⊂ X of
positive codimension satisfies µω(Y (OF )) = 0.
(b) Let f : Y → X be a morphism of geometrically reduced algebraic spaces of finite type over OF .
Assume that Y admits a generically stabiliser-free action by a finite e´tale group scheme Γ over OF ,
that the morphism f is Γ-invariant and that the induced morphism Y/Γ → X is birational. Then
for any open Γ-invariant subset A ⊂ Y (OF ) and any section ω of (ΩtopX )⊗r we have
1
|Γ(F )|
∫
A
|f∗ω|1/r =
∫
f(A)
|ω|1/r.
Proof. Statement (a) is stated in exactly the same form in [Yas17, Lemma 4.3] for schemes. The proof
for algebraic spaces is the same. Statement (b) is a slightly more general version of [Yas17, Theorem
4.8], the proof follows the exact same strategy: the morphism f induces a map of F -analytic varieties
f◦ : X◦ → Y ◦ which is a finite covering map of degree |Γ(F )| of an open subset of Y ◦. Therefore, we
have
∫
A
|(f◦)∗ω|1/r = ∫
f◦(A) |ω|1/r for every Borel measurable subset A = f◦,−1(B) ⊂ X◦.
We finish this subsection with a comparison of p-adic volumes of dual abelian varieties, which lies at
the heart of the comparison of p-adic volumes of moduli stacks of Higgs bundles. This generalises the key
lemma [GZW17, Lemma 4.11] (and in fact, simplifies the proof).
Proposition 2.2. Let A and B be dual abelian varieties over F and φ : A → B an isogeny of degree
coprime to p. Then for any ω ∈ H0(B,ΩtopB/F ) we have∫
A(F )
|φ∗ω| =
∫
B(F )
|ω|.
Proof. Let A and B be the Ne´ron models of A and B. The form ω extends to a rational section of
ΩB/OF , by translation-invariance of this section the pole-order of this rational section along a connected
component of the special fibre B ×OF kF is constant. The statement is invariant under scaling ω by
elements of F , so we may assume that ω extends to a gauge form on B. We write A0 for the neutral
component, ΦA for the component group scheme of the special fibre of Ak and similarly B0 and ΦB. Then
by [BLR12, 7.3.6] the isogeny φ extends to an isogeny φ : A → B, which is in particular e´tale. Hence φ∗ω
is again a gauge form and by Weil’s Theorem 1.4 the proposition is equivalent to showing |A(k)| = |B(k)|.
First by Lang’s theorem we have H1(k,A0) = 0, thus |A(k)| = |A0(k)||ΦA(k)| and similarly for B.
Since φ induces an isogeny φ0 : A0 → B0 we have an exact sequence
0→ ker(φ0)(k)→ A0(k)→ B0(k)→ H1(k, ker(φ0))→ H1(k,A0) = 0.
Since ker(φ0) is abelian we have | ker(φ0)(k)| = |H1(k, ker(φ0))| and thus by exactness also |A0(k)| =
|B0(k)|. Finally we have Grothendieck’s paring ΦA × ΦB → Q/Z which is a perfect pairing [McC86], in
particular one has |ΦA(k)| = |ΦB(k)|.
2.2 The canonical measure on Deligne-Mumford stacks
This subsection is devoted to a generalisation of Weil’s Theorem 1.4 to certain varieties with quotient
singularities.
Situation 2.3. We consider a smooth and tame Deligne-Mumford stack M/OF .
(a) Let M/OF be a coarse moduli space of M, and q : M → M the canonical map (see Keel-Mori
[KM97]). We denote by V ⊂M the maximal open for which q−1(V )→ V is an isomorphism.
(b) Assume that there exists a finite covering of M by Zariski-open substacks M = ⋃i∈IMi and for
every i ∈ I we have an equivalence Mi = [Ui/Γi], where Γi is a finite e´tale group OF -scheme, Ui
a smooth OF -scheme, the action of Γi on Ui is generically free and every orbit is contained in an
affine subset. We say that M is Zariski-locally a finite e´tale quotient stack.
In the equicharacteristic case it follows from a result of Kresch [Kre09, Theorem 4.4 & Proposition
5.2] that a smooth and tame DM-stack (over a field) Mk/k with quasi-projective coarse moduli space is
Zariski-locally a finite e´tale quotient stack and that moreover the Γi may be taken to be constant.
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Definition 2.4. In the notation of Situation 2.3 we define the p-adic manifold of generic OF -points
M(OF )# by
M(OF )# = M(OF ) ∩ V (F ).
The following lemma serves as a definition of the measure volM.
Lemma 2.5. Let M/OF be a smooth tame DM-stack over OF with coarse moduli space M/OF . We
assume that M is Zariski-locally a finite e´tale quotient as in Situation 2.3. Then there exists a unique
Borel measure volM on M(OF ) with the following properties:
(a) volM(M(OF )) = volM(M(OF )#),
(b) for an open subscheme W ⊂ M and a generating section ω ∈ (ΩtopM)⊗r(q−1(W )) (that is, OW · ω =
(ΩtopM)
⊗r) we have for every Borel measurable subset A ⊂W (OF )#
volM(A) =
∫
A
|ω| 1r .
Proof. The proof is an elementary exercise using the following two observations:
(1) the Borel measure A 7→ ∫
A
|ω| 1r is independent of the chosen generator ω and of r,
(2) there exists a positive integer r and a finite Zariski-open covering M = ⋃i∈NMi, such that there
exists a generating section ωi ∈ (ΩtopM)⊗r(Mi) for all i ∈ I.
The first statement can be shown as follows: assume that for j = 1, 2 we have a generating section ωj of
(ΩtopM)
⊗rj (Ui) (also known as rj-gauge forms). Let r be a common multiple of r1 and r2. We write r = djrj .
This shows that there exists an invertible function f ∈ OM(Ui), such that ω⊗d22 = fω⊗d11 . Invertibility
of f implies f(x) ∈ O×F for x ∈ Ui(OF ). Thus, we have |f(x)| = 1 and therefore |ω1(x)|
1
r1 = |ω2(x)|
1
r2
for all x ∈ U(OF ).
By assumption we are in Situation 2.3 and therefore there exists a finite Zariski-open covering of M
by quotient stacksMi = [Ui/Γi], where Γi is a finite e´tale group OF -scheme. We denote the open subset
q(Mi) by Wi (recall that q is a universal homeomorphism and hence open). In particular, there is a finite
e´tale morphism pii : Ui →Mi. Without loss of generality we may assume the existence of generating top
degree forms ηi ∈ ΩtopUi (Ui) (that is, OUi · ηi = Ω
top
Ui
). The norm NmUi/Mi(ηi) of ηi along pii defines a
generating section of (ΩtopMi)
⊗(deg pii). We define r = scm(deg pii|i ∈ I) and ωi = NmUi/Mi(ηi)
⊗ r
deg pii .
2.3 Twisted inertia stacks and the specialisation map
In this subsection we introduce the twisted inertia stack Iµ̂M and study a specialisation map taking
values in the set of isomorphism classes of k-rational points of this stack. In this context, twisting refers
to Tate twists.
Let k be a perfect field of characteristic p. We denote by N′ the set of positive integers coprime to p,
and define µ̂ to be the profinite e´tale group scheme given by the inverse limit lim←−r µr indexed by positive
integers r ∈ N′ ordered by divisibility. The connecting morphisms µdr → µr are given by the d-th power
map. This inverse limit defines an affine group scheme of infinite type over k.
Definition 2.6. For a stack X over Spec(k), the twisted inertia stack Iµ̂ X is defined to be the X -stack
Iµ̂ X = colimn Hom(Bµn,X )→ X .
For a finite field, rational points of twisted inertia stacks have the following explicit description.
Lemma 2.7. Let X /Fq be a stack whose diagonal morphism is of finite presentation. For a geometric
point x ∈ X (Fq) we denote by ϕ : AutX (F¯q)(x)→ AutX (F¯q)(x) the automorphism induced by the Frobenius
element ϕ ∈ Gal(F¯q/Fq).
(a) We have an equivalence of groupoids
Iµ̂ X (Fq) ' {(x, α) | x ∈ X (Fq), α ∈ Homcts(µ̂(F¯q),AutX (F¯q)(x)) and α ◦ ϕ = ϕ ◦ α}
with the obvious groupoid structure on the right hand side.
(b) Let ξ be a profinite generator of µ̂(F¯q). Under the equivalence of (a), sending (x, α) to (x, α(ξ))
gives an equivalence of groupoids
[ξ] : Iµ̂ X (Fq) ' {(x, α) ∈ I X (F¯q)|x ∈ X (Fq) and ϕ∗α = αq}
with the obvious groupoid structure on the right hand side.
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(c) In particular for (x, α) ∈ Iµ̂ X (Fq) as in (b) we have
AutIµ̂ X (Fq)(x, α) = {β ∈ AutX (Fq)(x) | α ◦ β = β ◦ α}. (6)
Proof. Assertion (b) is a reformulation of (a), since the Galois action on µ̂ is given by ξ 7→ ξq. Therefore it
suffices to prove (a). By virtue of Definition 2.6, we have Iµ̂ X (Fq) = lim−→r Hom(µr, I X )(Fq) (morphisms
of group X -schemes). For every positive integer r we have and equivalence of groupoids
Hom(µr, I X )(Fq) = [α ∈ Hom(µr(F¯), I X (F¯q))|ϕ ◦ α = α ◦ ϕ]
by virtue of Galois descent (and using that the diagonal of X is of finite presentation).
Construction 2.8. Let L a finite totally ramified extension of F of degree N . Choose a uniformiser
pi of L. Then for any OF -algebra R and any section ζ ∈ µN (R) there is a unique automorphism of
OL ⊗F R = R[pi] fixing R which sends pi to ζpi. This defines an action of the group scheme µN on
Spec(OL) relative to Spec(OF ). Furthermore, since any other choice of uniformiser pi differs from the
given one by a unit in OF this action is independent of this choice. This action endows Spec(L) with the
structure of a µN -torsor over Spec(F ).
For the notion of the normalisation of a stack appearing in the following we refer the reader to [AB17,
Appendix A].
Proposition 2.9. Let M be a tame DM-stack over OF satisfying the following conditions:
(i) The inertia stack IM is finite over M.
(ii) The morphism M→ Spec(OF ) is the coarse moduli space of M.
(iii) The generic fibre MF of M is equal to Spec(F ).
Let M˜ be the normalisation of M. For some totally ramified finite field extension F ⊂ L of degree
N there exists an isomorphism [Spec(OL)/µN ] ∼= M˜. For a given L this isomorphism is unique up to
isomorphism. Moreover, the induced morphism [Spec(kF )/µN ] = [Spec(kL)/µN ] ∼= M˜kF in the special
fibre is independent of L up to isomorphism.
Proof. First we claim that the normalisation M˜ again satisfies the conditions of the theorem. For con-
ditions (i) and (iii) this is immediate. For condition (ii) let M˜ be the coarse moduli space of M˜. By the
Keel–Morie Theorem, the stack M is proper and quasi-finite over its coarse moduli space Spec(OF ) (see
[KM97] and [Con05, Theorem 1.1]), and analogously for M˜. Since M˜ → M is finite, this implies that
M˜, and hence M˜ , is quasi-finite over Spec(OF ). By [Alp13, Theorem 4.16] the fact that M˜ is normal
implies the same for M˜ . Using the fact that M˜ →M is birational one concludes that M˜ → Spec(OF ) is
an isomorphism. Thus we may replace M by M˜ and can assume that M is normal.
The fact that IM is finite over M implies that the diagonal morphism of M is quasi-finite. Hence
[EHKV01, Theorem 2.7] gives the existence of a surjective finite morphism X → M from a scheme X.
Such an X is proper and quasi-finite and hence finite over Spec(OF ). Hence after taking some connected
component of X we may assume that X = Spec(OL′) for some finite field extension F ⊂ L′. After
enlarging L′ we assume that L′ is Galois over F .
Consider a uniformiser pi of L′ and the subfield L := F [pi] of L′. The field extension L ↪→ L′ is Galois
and unramified. By the valuative criterion for properness of morphisms of stacks (c.f. [Sta, 0CLY]) every
morphism Spec(OL′)→M is uniquely determined by its restriction to the fibre over Spec(F ). Using this
and condition (iii) it follows that the finite surjection Spec(OL′)→M factors through a finite surjection
Spec(OL) = [Spec(OL′)/Gal(L′/L)] → M. Since M and SpecOL are normal and 1-dimensional, they
are regular. The “miracle criterion for flatness” ([Mat87, Theorem 23.1]) implies that this finite surjection
Spec(OL) →M is flat. By an analogous argument to the above, this surjection in turn factors through
a finite flat surjection [Spec(OL)/µN ] →M. Since this morphism is an isomorphism generically it is an
isomorphism everywhere.
To see the uniqueness claim for a given L, one uses the fact that again by the valuative criterion for
properness the stack M has no non-trivial automorphisms over Spec(OF ).
Finally, if for two possibly different totally ramified field extensions L1 and L2 of F we have isomor-
phisms [Spec(OLi)/µN ] ∼= M we need to show that the resulting morphisms [Spec(kF )/µN ] → MkF
are isomorphic. For this, chose a sufficiently large Galois extension L′ of F together with embeddings
Li ↪→ L′. We obtain morphisms Spec(OL′) → Spec(OLi) → M. By invoking the valuative criterion
another time, we see that these morphism differ by an element of Gal(L′/F ). Since these elements induce
the identity on kF , we get what we want.
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Construction 2.10. LetM be a tame stack in the sense of [AOV08] over Spec(OF ) with coarse moduli
space M . We write [Iµ̂M(k)] for the set of isomorphism classes of the groupoid Iµ̂M(k) and define a
map
e : M(OF )# → [Iµ̂M(k)],
as follows:
For x ∈M(OF )# consider the pullback Mx along x:
Mx //

M

Spec(OF ) // M
By the definition of M(OF )#, the stack Mx satisfies condition (iii) of Theorem 2.9. Since by [AOV08,
3.3] the formation of coarse moduli spaces of tame stacks commutes with base change, it also satisfies
condition (ii). Hence Proposition 2.9 gives us a morphism [Spec(k)/µN ] → M˜k →Mk. This induces a
point e(x) ∈ Iµ̂M(k) which is well-defined up to isomorphism.
2.4 Torsors over local fields
Let Γ be a finite e´tale group OF -scheme, of order coprime to p and pi ∈ F a fixed uniformizer. For details
about non-abelian Galois cohomology we refer to [Ser07, Section I.5]. We denote by H1(F,Γ) the pointed
set of isomorphism classes of (left) Γ-torsors. If Γ is a constant group scheme over OF , there is a bijection
of pointed sets
H1(F,Γ) ∼= Hom(Galtr(F ),Γ)/Γ,
where Galtr(F ) denotes the tamely ramified Galois group of F and Γ acts on this set through conjugation.
The group Galtr(F ) has an explicit description as the profinite group on two generators β, γ subject
to the relation βγβ−1 = γq (see [Has63] and [Iwa55]). Here β is a lift of the Frobenius and γ a generator
of the tamely totally ramified Galois group of F . Consequently we have the presentation
H1(F,Γ) ∼= {(xβ , xγ) ∈ Γ2 | βγβ−1 = γq}/Γ, if Γ/OF is constant.
In the non-constant case we have a similar description. Let φ ∈ Gal(F¯q/Fq) = pie´t1 (SpecOF ) denote
the Frobenius automorphism. We we abbreviate Γun = Γ(Fun) and write φ : Γun → Γun for the induced
bijection. Then
H1(F,Γ) = {(xβ , xγ) ∈ (Γun)2 | xβφ(xγ)x−1β = xqγ}/ ∼ , (7)
where the equivalence relation identifies (xβ , xγ) ∼ (y−1xβφ(y), y−1xγy) for all y ∈ Γ(Fun). We denote
the class of (xβ , xγ) in H
1(F,Γ) by [(xβ , xγ)].
Let us spell out how to associate to a cocycle (xβ , xγ) as in (7) a Γ-torsor: First we define a new
action of Galtr(F ) on Γun by setting for all y ∈ Γun
β · y = xβφy and γ · y = xγy. (8)
This defines an action of Galtr(F ) on the algebra
∏
y∈Γun F
tr and the invariant part gives the coordinate
ring for a Γ-torsor over F . In fact if {yi}i∈I ⊂ Γun is a set of representatives of Galtr(F )-orbits in Γur
with respect to the action (8), then we have an isomorphism( ∏
y∈Γun
F tr
)Galtr(F )
∼=
∏
i∈I
(
F tr
)Gi , (9)
where Gi ⊂ Galtr(F ) is the stabilizer of yi with respect to the new action. In particular we see that any
Γ-torsor is of the form Spec(
(∏
i Li
)
where Li/F is a finite separable extension.
We will often use the following fact.
Lemma 2.11. Let Q = Spec
(∏
i∈I Li
)
be a Γ-torsor.
(i) We have [Q] = [xβ , 1] for some xβ ∈ Γun if and only if Li/F is unramified for all i ∈ I. In this case
we call Q unramified.
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(ii) We have [Q] = [1, xγ ] for some xγ ∈ Γun if and only if Li/F is totally ramified for at least one
i ∈ I. If Li, Lj are both totally ramified, then Li ∼= Lj and Γ(F ) acts simply transitive on the
connected components of Q corresponding to totally ramified extensions. In this case we call Q
strongly ramified.
(iii) There exists an unramified right Γ-torsor P , such that the twist QP = P ×ΓQ is a strongly ramified
ΓP -torsor, where ΓP denotes the inner form of Γ defined by P .
Proof. Let Gi ⊂ Galtr(F ) denote the stabilizer of yi as in (9). Then for (i) we notice that Li =
(
F tr
)Gi
is unramified if and only if γ ∈ Gi. This is true for all (or equivalently, for one) i if and only if xγ = 1.
For (ii) suppose first [Q] = [1, xγ ]. Then we see that the identity 1 ∈ Γ(F ) is fixed by β and hence
the extension corresponding to the orbit of 1 is totally ramified. Conversly if Li/F is totally ramified
we know that β · yi = yi, this implies xβ = yφy−1 for some y ∈ Γun. Using the equivalence relation
between cochains we see that [Q] = [1, xγ ] for a suitable xγ . Now let [Q] = [1, xγ ] and assume Li, Lj are
both totally ramified. Then yi, yj are both fixed by β which implies that yi, yj ∈ Γ(F ). Since γ acts by
multiplication by xγ on the left, we get Gi = Gj . This implies the second part of (ii).
For (iii) let [Q] = [xβ , xγ ] and P be the unramified right-torsor corresponding to (x
−1
β , 1). A direct
cocycle computation shows that QP is represented by the cocycle (1, xγ), hence QP is strongly ramified.
Definition 2.12. Let Q be a strongly ramified Γ-torsor and Spec(L) ⊂ Q a totally ramified connected
component. We denote by IQ ⊂ Γ the stabilizer of Spec(L).
By Lemma 2.11 the subgroup scheme IQ of Γ is well-defined up to conjugation by Γ(F ) and Spec(L)
is a IQ-torsor.
Lemma 2.13. For a strongly ramified Γ-torsor Q we have a canonical isomorphism µN ∼= IQ, with
N = [L/F ].
Proof. By Construction 2.8 we have a canonical structure of L as a µN -torsor over F . This torsor structure
is compatible with any automorphism of Spec(L) over Spec(F ). Hence we obtain a canonical morphism
IQ → µN which is necessarily an isomorphism.
Construction 2.14. Let Q be a Γ-torsor over F . We denote by QO the normalisation of SpecOF in Q.
It follows from the valuative criterion for properness that the action of Γ on Q extends uniquely to an
action of Γ on QO. Hence we get a smooth tame Deligne-Mumford OF -stack
XΓ,Q = [QO/Γ].
The stack XΓ,Q contains a dense open subspace which is isomorphic to SpecF = [Q/Γ] ⊂ [QO/Γ].
We denote the open immersion by
j : SpecF ↪→ XΓ,Q .
Since normalisation commutes with smooth base change, for any unramified right Γ-torsor P there is
a canonical equivalence
XΓ,Q ∼= XΓP ,QP .
In particular by Lemma 2.11 we can take P , such that QP is stongly ramified and hence we can
identify the special fibre of XΓP ,QP with BkIQP . Together with Lemma 2.13 we finally obtain a closed
immersion
BkµN ↪→ XΓ,Q . (10)
This closed immersion is not unique, however see Remark 3.8.
2.5 The specialisation map and the volume of its fibres
Construction 2.15. Consider a tame finite e´tale quotient stack M = [U/Γ], where U is a smooth
OF -scheme. For such stacks we give a different construction of the specialisation map e : M(OF )# from
Construction 2.10.
For x ∈ M(OF )# the pullback Spec(F ) ×M U is a Γ-torsor Q over F . We obtain the following
commutative diagram:
QO

**Q?
_oo //

U

SpecOF 44SpecF? _oo // U/Γ
10
As before QO is the normalisation of SpecOF in Q. If we write QO = Spec(∏iOLi) the dashed map
is obtained by applying the valuative criterion of properness to the finite morphism U → U/Γ and the
discrete valuation rings OLi . The dashed morphism is in particular Γ-equivariant and taking the stack-
quotient by Γ gives a morphism XΓ,Q → M. Through (10) we obtain a morphism BkµN → M. By
comparing this construction with Construction 2.10 one checks that the corresponding point in [IµˆM(k)]
is equal to e(x).
Construction 2.16. Let us describe the fibres of e more explicitly in the case when M = [U/Γ] is a
finite e´tale quotient stack, essentially following [DL02, Section 2]. We fix a profinite generator ξ ∈ µ̂(k¯)
and let (x, α) ∈ Iµ̂M(k) be as in Lemma 2.7 (b), i.e. x ∈M(k) and α ∈ Autx(k¯). After possibly twisting
U and Γ by a suitable unramified torsor (Lemma 2.11) we may further assume that x lies in the image of
the quotient map U(k)→M(k). Then up to conjugation in Γ we can identify α with an element in Γ(k¯)
and such an identification gives an inclusion µN ↪→ Γ where N = ord(α).
Now let pi ∈ F be a uniformiser and L = F (pi 1N ) be the tamely totally ramified extension of F obtained
by adjoining an N -th root of pi. By Construction 2.8 the scheme Spec(L) is naturally a µN -torsor over
Spec(F ). The pushforward of Spec(L) to a Γ-torsor can be represented by the cocycle (1, α). We denote
by U(OL)µNx the set of µN -equivariant morphisms Spec(OL) → U which specialize to x on the special
fibre. Then using Constrution 2.15 it follows that the natural quotient morphism U(OL)µNx →M(OF )#
defines a surjection
U(OL)µNx → e−1(x, α). (11)
Definition 2.17. Let k be a field.
(a) Let (χ1, . . . , χr) ∈ (Q /Z)r. We define w(χ1, . . . , χr) = ∑ri=1 ci, where ci ∈ Q denotes the unique
rational number over χi ∈ Q /Z, such that 0 < ci ≤ 1.
(b) To a k-vector space and an algebraic action a : µ̂ → µN → Aut(V ) we can associate a character
decomposition Vk¯ ∼=
⊕r
i=1 Vk¯(χr), where χi ∈ µ̂∨ ∼= Q /Z (as discrete groups). We denote by
w(a) = w(χ1, . . . , χr) and refer to it as the weight of (V, a).
(c) Let (x, a) ∈ Iµ̂M(k) where M is a smooth DM-stack over k. We denote by w(x, a) the weight of
the induced action µ̂ on TxM.
Usually the weight is defined for points in the (untwisted) inertia stack IM by fixing a primitive root
of unity, see for example [GZW17, Remark A.2]. It is not hard to check, that Definition 2.17 agrees with
the usual one through Lemma 2.7.
Theorem 2.18. Let M/OF be a DM-stack as in Situation 2.3(b). For (x, α) ∈ Iµ̂M(k) we have
volM
(
e−1(x, α)
)
=
q−w(x,α)
|AutIµ̂M(k)(x, α)|
.
Proof. Without loss of generality we can assume M = [U/Γ]. By twisting U and Γ with an element of
H1(OF ,Γ) if necessary, we may further assume, that x ∈ M(k) lies in the image of the quotient map
ρ : U(k)→ [U/Γ](k), see Lemma 2.11. Then (11) implies, that every ψ ∈ e−1(x, α) fits into a commutative
square
Spec(OL)

ψL // U

Spec(OF ) ψ // U/Γ,
where L is as in Construction 2.16 and ψL is µN -equivariant with respect to the fixed inclusion µN ↪→ Γ,
which sends the primitive root ξ to α. From this we see that the quotient s : [U/µN ] → [U/Γ] induces
a surjection s−1(e−1(x, α)) → e−1(x, α). Denote by UL the twist and ΓL the inner form defined by the
µN -torsor L. Then the diagram
UL
((
UL/µN = U/µN
s // UL/ΓL = U/Γ,
commutes and every arrow is a generically e´tale morphism of smooth F -varieties. By applying twice
Proposition 2.1 (b), to UL → UL/µN and to UL → UL/ΓL, we see
volM(e
−1(x, α)) =
|µN (F )|
|ΓL(F )| vol[U/µN ](s
−1(e−1(x, α))).
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Now essentially by definition we have a commutativity diagram
U/µN (OF )#
eµN //
s

[Iµ̂[U/µN ](k)]
Iµ̂s

U/Γ(OF )# e // [Iµ̂[U/Γ](k)],
from which we deduce the decomposition
s−1(e−1(x, α)) =
⊔
(y,ξ)∈Iµ̂s−1(x,α)
e−1µN (y, ξ).
The volume of e−1µN (y, ξ) can be computed as follows. First we use [GZW17, Lemma A.6] (the proof
for non-constant µN is the same) to reduce to the case where U = An, y = 0 is the origin and the action
of µN is linear. In this case we have
vol[U/µN ](e
−1
µN (y, α)) =
q−w(α)
|µN (F )| ,
by Lemma 2.19 below. In particular it is independent (y, ξ), so it remains to deterline the cardinality of
Iµ̂s
−1(x, α).
Since x is in the image of ρ, we can associate to (x, α) an element x′ ∈ U(k) invariant under α, which
is well-defined up to isomorphisms in Iµ̂[U/Γ](k) i.e. up to the action of the centralizer C(α)(k). The
image y of x′ in [U/µN ](k) gives rise to an (y, ξ) ∈ Iµ̂s−1(x, α) and conversely every (y, ξ) ∈ Iµ̂s−1(x, α)
arises this way. In particular we have
|Iµ̂s−1(x, α)| = |C(α)(k) · x′|,
where x′ is any lift of (x, α). Putting everything together we get
volM(e
−1(x, α)) =
|C(α)(k) · x′|q−w(x,α)
|ΓL(F )| .
Finally we compute |AutIµ̂[U/Γ](k)(x, α)|. Let x′ ∈ U(k) be again a lift of x. By (6) and the orbit
formula for finite groups we have
|AutIµ̂[U/Γ](k)(x, α)| = |{β ∈ Aut[U/Γ](k)(x) | α ◦ β = β ◦ α}| =
|C(α)(k)|
|C(α)(k) · x′| .
By defintion ΓL is the inner form of Γ on which the Frobenius acts as on Γ and the generator of the
totally ramified part by conjugation with α. From this we see |ΓL(F )| = |C(α)(k)|, which finishes the
proof.
Lemma 2.19. Let M = [An/µN ], where µN acts linearly and non-trivially on An over OF . Let ξ ∈
µN (F ) = µN (Fq) be a primitive N-th root and 0 ∈ An the origin. Then (0, ξ) defines an element in
IµˆM(Fq) and we have
volM(e
−1(0, ξ)) =
q−w(0,ξ)
|µN (F )| .
Proof. Let’s assume first that the action of µN is diagonal, in which case the proof is essentially taken
from [DL02, Section 2]. Let Aξ = diag(ξ
c1 , . . . , ξcn), where 1 ≤ c1, . . . , cn ≤ N , be the matrix through
which ξ acts on An. Notice that in this notation we have w(ξ) = 1
N
∑
i ci. Then we define a morphism
λ : An → An/µN (12)
on the level of coordinate rings as h(x1, . . . , xn) 7→ h(pi
c1
N x1, . . . , pi
cn
N xn) for h ∈ O[x1, . . . , xn]µN . Notice
that the µN -invariance will imply that λ is in fact defined over OF . One can check that λ is generically
|µN (F )|-to-1 and (see [DL02, (2.3.4)])
λ(OnF ) ∩ (An/µN )(OF )# = e−1(0, ξ).
The N -th power of the canonical form dx1∧· · ·∧dxn certainly descends toM and thus defines an orbifold
form ωorb ∈ H0(M, (ΩtopM )⊗N ). One checks that
λ∗ωorb = pi
∑
i ci(dx1 ∧ . . . dxn)⊗N ,
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which, together with Lemma 2.1, gives
volM(e
−1(0, ξ)) =
∫
e−1(0,ξ)
|ωorb| 1N = 1|µN (F )|
∫
On
F
|pi
∑
i ci | 1N dx1 · · · dxn = q
−w(ξ)
|µN (F )| .
If the action of µN is not diagonal we may can still diagonalize it over some finite unramified extension
L/F . In concrete terms let Aξ be the matrix through which ξ acts on An and B ∈ GLn(OL) such that
A˜ξ = BAξB
−1 is diagonal. Similar as before we define λ : An → An/µN on the level of coordinate rings
as
h(x) 7→ h(B−1λ˜Bx),
for h ∈ F [x1, . . . , xn]µN . Here λ˜ is the diagonal matrix diag(pi
c1
N , . . . , pi
cn
N ) and c1, . . . , cn are defined
using the eigenvalues of A˜ξ. Again µN -invariance implies that λ is defined over OL and in fact it is even
defined over OF .
To see this we need to show φ(B−1λ˜B) = B−1λ˜B, where φ ∈ Gal(L/F ) denotes the Frobenius
morphism. Since µN acts algebraically on An we have φAξ = Aqξ and hence
φ
(
B−1A˜ξB
)
= φAξ = A
q
ξ = B
−1A˜qξB.
On the other hand since A˜ξ is a diagonal matrix whose entries are roots of unity we find
φ
(
B−1A˜ξB
)
= φB−1φA˜ξ
φB = φB−1A˜qξ
φB.
It follows that A˜qξ commutes with
φBB−1. Since q and N are coprime also A˜ξ commutes with φBB−1.
Thus φBB−1 preserves the eigenspaces of A˜ξ and it follows from the definition of λ˜ that φBB−1 finally
commutes with λ˜ which implies that λ is an OF -morphism. We can now use the same argument as in
the diagonal case to finish the proof.
3 The Hasse invariant and inertia stacks
In this paper we will consider not only volumes but also integrals of functions which are associated to
canonical gerbes on the moduli space of Higgs bundles (over non-archimedean local fields F ). The origin
of these functions is a classical construction going back to Hasse.
The Hasse invariant assigns to a Gm-gerbe on a non-archimedean local field F an element of Q /Z.
The purpose of this section is to give a stack-theoretic interpretation of Hasse invariants. From this we
will deduce the following assertion which plays an important role in the proof of Geometric Stabilisation
(see Section 6).
Goal 3.1. Let M/OF be a smooth and tame Deligne-Mumford stack (satisfying 2.3(b)) and α ∈ Br(M)
be a gerbe on M. Then there exists a function fα : Iµ̂M(k) → Q /Z, such that inv(x∗Fα) = fα(e(x)) for
every x ∈M(OF )# (see Proposition 3.7).
3.1 Recollection on gerbes
Let X be a Deligne-Mumford stack, and A a commutative group scheme. An A-gerbe on X is by definition
a morphism of stacks G → X , such that there exists a surjective e´tale morphism of finite presentation
f : Y → X , such that the base change G ×XY → Y is isomorphic to the morphism Y × BA → Y . The
following result is well-known and follows directly from the definition and descent theory.
Lemma 3.2 (Giraud). The set of equivalence classes of A-gerbes on X is in natural bijection with the
Cˇech cohomology group Hˇ2e´t(X , A).
We will be mostly concerned with Gm-gerbes on X , which by the lemma above are classified by
elements of Hˇ2e´t(X ,Gm). Henceforth we will use the terminology gerbe to refer to a Gm-gerbe. Fur-
thermore we remark that if X is a scheme which is quasi-projective over an affine scheme, we have
Hˇ2e´t(X ,Gm) = H2e´t(X ,Gm) (see [Mil80, Theorem 2.17] for this isomorphism).
For a non-archimedean local field F , the cohomology group H2e´t(F,Gm) is well-understood. This
amounts to the computation of the Brauer group of F which plays an important role in this article.
Proposition 3.3 (Hasse invariant). There exists an isomorphism inv : H2e´t(F,Gm)
'−→ Q /Z, called the
Hasse invariant.
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Proof. For the convenience of the reader we recall the construction of Hasse’s invariant (in a modern
formulation) which follows the presentation in [Mil80]. We denote by D the affine scheme SpecOF , and
D◦ = SpecF . There is an open immersion i : D◦ ↪→ D with closed complement denoted by j : • =
Spec k ↪→ D. We have a short exact sequence of sheaves on the small e´tale site (D)e´t
0→ O×D → i∗O×D◦ → j∗ Z• → 0.
Therefore we have an exact sequence
H2e´t(D,O×D)→ H2e´t(F,Gm) = H2e´t(D◦,O×D◦)→ H2e´t(D, j∗ Z•)→ H3e´t(D,O×D).
The cohomology group H2e´t(D, j∗ Z•) can be identified with H2e´t(•,Z) (see [Mil80, Example 2.22] for a
similar argument). Using the Bockstein isomorphism H2e´t(•,Z) ' H1e´t(•,Q /Z), and the fact that • =
Spec k, we obtain H1e´t(•,Q /Z) ' Q /Z. Furthermore we have a splitting of the morphism F× → Z given
by 1 7→ pi ∈ F (where pi is a uniformiser). This yields that the morphism H2e´t(D, j∗ Z•)→ H3e´t(D,O×D) is
the zero map.
The cohomology group on the left is by definition of D equal to H2e´t(OF ,Gm) = Br(OF ). Since OF
is a henselian local ring with a finite residue field, its Brauer group vanishes. This shows that we have an
isomorphism H2e´t(D
◦,O×D◦) '−→ H2e´t(D, j∗ Z•) ' Q /Z.
3.2 A stacky interpretation
We begin this subsection by formally computing the Brauer group of Bµ̂.
Lemma 3.4. Let k be a field and N a positive integer which is invertible in k. Then we have an
equivalence f : H2e´t(BkµN ,Gm) ' Z /N Z. Furthermore, for N ′ = dN (and d coprime to p as well), we
have a commutative diagram
H2e´t(BkµN ,Gm) //

Z /N Z
d

H2e´t(BkµdN ,Gm) // Z /dN Z .
Proof. We have an equivalence H2e´t(BkµN ,Gm) ' H1e´t(Spec k,Hom(µN ,Gm)) ' H1e´t(Spec k,Z /N Z) '
Z /N Z.
The morphism H2e´t(BkµN ,Gm) → H1e´t(Spec k,Hom(µN ,Gm)) can be understood in more concrete
terms, using either the language of gerbes, or cocycles. We begin with the first. An element α of
H2e´t(BkµN ,Gm) represents a Gm-gerbe G → BkµN . We claim H2e´t(Bk¯µN ,Gm) = 0.
Claim 3.5. H2e´t(Bk¯µN ,Gm) = 0
Proof. The cohomology group H2e´t(Bk¯µN ,Gm) classifies central extensions
0→ Gm → E → µN → 0
of the finite e´tale (and constant) group scheme µN by Gm. Since µN is cyclic, a central extension E as
above is automatically abelian (use the short exact sequence (*) in [Pra] to deduce this). Using [MR064,
Exp. 9 Prop. 8.2] we conclude that E is a diagonalizable group scheme.
Cartier duality Hom(−,Gm) yields a short exact sequence
0→ Z /nZ→ Hom(E,Gm)→ Z→ 0
of abelian group schemes. Since Hom(E,Gm) has a rational point over k¯ this sequence splits. By Cartier
dualising a second time we obtain that the original sequence splits (equivalently we could refer to the
anti-equivalence of the category of diagonalizable group schemes with the category of abelian groups).
This shows that the gerbe G splits when pulled back to Bk¯µN . We choose such a splitting which can
be either represented by a section s : BkµN → G or an isomorphism G ×BkµNBk¯µN ' Bk¯µN×BGm. The
Frobenius automorphism ϕ ∈ Gal(k¯/k) yields a second splitting φ(s). Two splittings of the same gerbe
differ by a Gm-torsor, and we may therefore view ϕ(s)/s as an element of Pic(Bk¯µN ) = µ∨N = Z /N Z =
H1e´t(k, µ
∨
N ).
The description in terms of cocyles is similar: since H2e´t(Bk¯µN ,Gm) = 0 there exists a finite field
extension k′/k, such that α splits when pulled back to Bk′µN . Therefore, there exists a 1-cochain (ψij)
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for the sheaf Gm on the small e´tale site of Bk′µN , such that we have d(ψij) = (φijk)k′ . As before
we denote by ϕ ∈ Gal(k′/k) the Frobenius automorphism. Since φijk is a 2-cochain defined over k we
have ϕ(φijk)k′ = (φijk)k′ . Therefore, ϕ(ψij)/ψij is a 1-cochain representing a Gm-torsor on BkµN . It
corresponds to an element of H1(BkµN ,Gm) = H1(k,Z /N Z).
Naturality with respect to the morphism µN → µdN is built into the cocycle computation above.
Definition 3.6. Let k be a finite field,M/ Spec k an algebraic stack and α a Gm-gerbe onM. We define
a function
fα : Iµ̂M(k)→ Q /Z
as follows. For a k-rational point y : BkµN → M of Iµ̂M we let fα(y) be the invariant of y∗α ∈
H2e´t(BkµN ,Gm) ' Z /N Z = 1N Z /Z ⊂ Q /Z defined in Lemma 3.4.
We claim that this definition yields another way to compute the Hasse invariant. The proof of the
following proposition will be given below.
Proposition 3.7. Let F be a local field and M/OF a smooth tame DM-stack with coarse moduli space
M/OF as in Situation 2.3(b). We let α be a Gm-gerbe on M. For every x ∈M(OF )# we have
inv(x∗Fα) = fα (e(x))
where xF : SpecF →M denotes the induced map, and e : M(OF )# → Iµ̂M(k) is the specialisation map
of Construction 2.10.
In the following remark and definition we use the notation introduced in Construction 2.14.
Remark 3.8. We assume that Q is strongly ramified (see Lemma 2.11). There is a (non-canonical)
closed immersion of stacks i : BkµN ↪→ XΓ,Q, such that the induced map of stabiliser groups is given
by the canonical inclusion µN ⊂ Γ. The induced morphism Br(XΓ,Q) → Br(BkµN ) is independent of
choices.
Definition 3.9. Assume that Q is strongly ramified. We define the map fΓ,Q : H
2
e´t(XΓ,Q,Gm)→ Q /Z
as the composition
fΓ,Q : H
2
e´t(XΓ,Q,Gm) i
∗−→ H2e´t(BkIQ,Gm) = H2e´t(BkµN ,Gm) = 1
N
Z /Z ⊂ Q /Z .
Lemma 3.10. For a strongly ramified Γ-torsor Q we have a commutative diagram
H2e´t(XΓ,Q,Gm)
j∗
//
fΓ,Q
''
H2e´t(F,Gm)
inv

Q /Z .
Proof. At first we unravel the definition of the Hasse invariant. A priori, the Brauer group of F is com-
puted by the Galois cohomology group H2(Gal(F¯ /F ), F¯×), however every gerbe on F splits on an unram-
ified cover, and we can therefore identity this Galois cohomology group with H2(Gal(Fun/F ), (Fun)×).
We use the canonical identification Ẑ ' Gal(Fun/F ) ' Gal(k¯/k).
Recall from Lemma 3.4 that the Hasse invariant is defined by composition of the isomorphisms
H2(Gal(Fun/F ), (Fun)×) ' H2(Gal(k¯F /k),Z)) ' H1e´t(Ẑ,Q /Z) ' Q /Z .
The morphism on the left is induced by the natural map (Fun)× → Z which sends pi 7→ 1. We observe
that this map has a section Z→ (Fun)× sending 1 to pi.
Let α ∈ Br(F ). We write φ = (φijk) for the 2-cocycle on the site of unramified covering of F (that
is, the site equivalent to the small e´tale site of OF ) of the constant sheaf Z corresponding to α under the
above isomorphism. By the paragraph above, the gerbe α is represented by the 2-cocycle piφijk .
By assumption, ord(α) divides N = |IQ| and is coprime to p. Therefore, (N · φijk) is a coboundary.
That is, there exists a 1-cochain ψ = (ψij), such that d(ψ) = N · φ.
Let L/F be a totally ramified field extension which splits the torsor Q, and let pi1/N be a uniformiser
for L. We then have a 1-cochain (pi
ψij
N ) with values in L×, such that
d(pi
ψij
N ) = piφij . (13)
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We now define a 2-cochain taking values in the sheaf Z /N Z = Hom(µn,Gm). It is given by
cij : ξ 7→ ξψij
for ξ ∈ µN . We claim that d(cij) = 1, indeed for ξ ∈ µN we have a field automorphism σξ of L/F (and
all unramified base changes thereof) which sends pi
1
N 7→ ξ · pi 1N . Applying σξ to (13) we obtain
d(ξψijpi
ψij
N ) = piφij .
This shows d(ξψij ) = 1 as we wanted. Hence cij = (ξ 7→ ξψij ) is a 1-cocycle. We claim that this is the
1-cocycle which represents fΓ,Q(α).
Claim 3.11. The 1-cocycle (cij) represents fΓ,Q(α) ∈ H1(k, µ∨N ).
Proof. Recall that α is represented by the 2-cocycle (piφijk ) on the small site of unramified e´tale schemes
over F (equivalently, the small e´tale site of OF ). We pull back to the Γ-torsor Q → SpecF where we
may choose an N -th root pi, which we denote by pi
1
N . The pulled back gerbe αQ is still represented by
the cocycle (piφijk ) but this time it is a co-boundary, as we have
(piφijk ) =
(
(pi
1
N )N·φijk
)
=
(
(pi
1
N )d(ψij)
)
.
In the theory of gerbes, the 1-cochain
(
(pi
1
N )(ψij)
)
represents a splitting of the pulled back gerbe αQ.
We have an action of µN on Q which sends pi
1
N to ξ 7→ ξ · pi 1N . With respect to this action, the splitting
of αQ represented by
(
(pi
1
N )(ψij)
)
is sent to(
ξ 7→ (ξψijpi 1N )(ψij)
)
=
(
cij(ξ) · piψij
)
.
This shows that (cij) is a cocycle representing fΓ,Q(α).
By identifying Z /N Z with µ∨N we obtain the 1-cocycle (ψij) in Z /N Z. It is easy to see that the
boundary map of the Bockstein sequence
0→ Z→ Z→ Z /N Z→ 0
sends (φijk) to the cocycle (ψij) in Z /N Z. By means of the commutative diagram with exact rows
0 // Z //

Z //

Z /N Z //

0
0 // Z // Q // Q /Z // 0
and the definition of the Hasse invariant as image of (ψijk) ∈ H2(k,Z) ' H1(k,Q /Z) we conclude
fΓ,Q(α) = inv(α).
We now turn to the proof of the proposition above.
Proof of Proposition 3.7. For x ∈ M(OF )# we want to show the identity inv(x∗Fα) = fα(e(x)). In
Construction 2.15 we showed that x : SpecOF →M fits into a commutative diagram
XΓ,Q //

M

SpecF //
99
SpecOF x // M.
The induced morphism BkµN → Mk corresponds to e(x) ∈ Iµ̂M(k). This shows that x∗Fα extends to
a Gm-gerbe on XΓ,Q. By virtue of Lemma 3.10 we have inv(x∗Fα) = fΓ,Q(x∗Fα). This shows what we
wanted.
We end this section with an example computation of a Hasse invariant using Proposition 3.7. This
observation will play an important role later on.
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Definition 3.12. Let M/OF be a proper DM-stack over the ring of integers of a local field F , and
L ∈ Pic(M) a Gm-torsor of finite order. We define the gerbe αL ∈ H2e´t(M,Gm) to be the the element
induced by H1(pie´t1 (OF ), H1e´t(MOFun ,Gm)) corresponding to the morphism Ẑ → H1e´t(M,Gm) given by
1 7→ L.
A Gm-torsor on Bk µN corresponds to a character µN → Gm, that is, an element of µ∨N = Z /N Z ⊂
Q /Z. We denote the corresponding isomorphism by H1e´t(BkµN ,Gm) ' µ∨N = Z /N Z by χ↔ Lχ.
Lemma 3.13. Using the notation of Definition 3.12 we have f(αLχ) = χ ∈ Z /N Z ⊂ Q /Z where f
denotes the invariant of Lemma 3.4.
Proof. We have seen in the proof of Lemma 3.4 that
H2e´t(BkµN ,Gm) ' H1e´t(k,Hom(µn,Gm)) ' H1e´t(k,Z /N Z).
By direct inspection we see that f(αχ) corresponds to the Z /N Z-torsor given by the continuous map
Ẑ→ Z /N Z which sends the topological generator 1 7→ χ.
Proposition 3.7 immediately implies the following assertion. Recall that a Gm-torsor L on a stackM
induces a function χL : Iµ̂M(k)→ Q /Z. Indeed, y ∈ Iµ̂M(k) corresponds to a morphism y : BkµN →M.
Pullback of L along y yields y∗L ∈ Pic(BkµN ) and the latter corresponds to a character µN → Gm, that
is, an element of Z /N Z ⊂ Q /Z.
Corollary 3.14. Let M be a proper tame DM-stack as in Situation 2.3(b), and L ∈ Pic(M). For
x ∈M(OF )# we have inv(x∗FαL) = χL(e(x)).
Henceforth we view this as an identity of complex valued functions, by virtue of the embedding
Q /Z ↪→ C×,
given by λ 7→ e2piiλ.
4 Preliminaries on Higgs bundles
In this section we recall basic facts on moduli stacks of G-Higgs bundles where G/X is a quasi-split
reductive group scheme on X.
4.1 Quasi-split reductive group schemes
Definition 4.1. Let S be a scheme and G a reductive group scheme over S.
(i) A pinning of G over S is a triple (T,B, s), such that T is a maximal torus of G over S, B a Borel
subgroup of G over S containing T and s a section of LieB over S, such that there exists an e´tale
covering S′ of S satisfying the following: Over S′ the groups T , B and G become constant and hence
B admits root subgroups Uα for each root α in the set Φ
+ of roots T appearing in LieB. Then over
S′ the section s decomposes as s =
∑
α∈Φ+ sα for nowhere vanishing sections sα of LieUα over S
′.
(ii) A pinning (T,B, s) is split if the torus T is split.
(iii) Let H ⊂ G be a closed reductive subgroup scheme of G. A pinning (T ′, B′, s′) of H over S is
compatible with a pinning (T,B, s) of G over S if T ′ = T , B′ ⊂ B and if over a suitable e´tale
covering S′ of S over which all the appearing groups become constant and the sections s and s′
decompose into summands sα and s
′
α we have sα = s
′
α for those roots α which appear in LieB
′.
The following fact follows from [MD70b, XXIV.3.10]:
Proposition 4.2. For a reductive group scheme G over S, the sheaf of pinnings of G is a torsor under
Gad.
This implies the following:
Lemma 4.3. Let S be a scheme, G a reductive group scheme over S. Consider the exact sequence
1→ Gad → Aut(G)→ Out(G)→ 1
of sheaves on S. For a pinning of G over S, the subsheaf of Aut(G) consisting of those automorphisms
which fix the pinning maps isomorphically to Out(G). Hence every pinning of G gives a splitting of the
above sequence.
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Using Lemma 4.3, whenever we are working with a reductive group scheme G and a fixed pinning of
G, we will consider Out(G) as a subsheaf of Aut(G).
Lemma 4.4. Let S be a scheme, G a reductive group scheme over S and H ⊂ G a closed reductive
subgroup scheme of G. Let (T,B, s) be a pinning of G, such that T ⊂ H. Then there exists a unique
pinning (T ′, B′, s′) of H which is compatible with (T,B, s).
Proof. We have to take T ′ = T and B′ = B ∩ H and it remains to consider s′. Over an e´tale covering
S′ of S as in Definition 4.1 existence and uniqueness of s′ follow directly from the definition. Hence the
same holds over S by descent.
Definition 4.5. Let S be a scheme and G a reductive group scheme over S with a pinning (T,B, s). An
outer form of G on S is given by a group scheme G→ S together with an Out(G)-torsor ρG on S as well
as an isomorphism of group schemes G ' ρG ×Out(G)S G. This isomorphism induces a pinning of G.
Definition 4.6. A reductive group scheme G over a scheme S is quasi-split if it admits a pinning.
Lemma 4.7. Let S be a scheme and G a quasi-split reductive group scheme over S with a chosen pinning.
There exists a split reductive group scheme G over S together with a split pinning and an Out(G)-torsor ρ
such that there exists and isomorphism G ∼= G×Out(G) ρ respecting the pinnings on these group schemes.
Proof. By the theory of reductive group schemes, there exists a split reductive group scheme G on S
which is isomorphic to G e´tale-locally on S.
Now let k be a field and G a split reductive group scheme G over k. We fix a split pinning of G.
The group Out(G) is not necessarily finite. Indeed, for G a torus of rank r ≥ 2 the group Out(G) =
GLr(Z) is infinite. However, the following lemma shows that an Out(G)-torsor ρ over a a smooth projective
curve over k always admits a reduction to a finite group scheme:
Lemma 4.8. Let X be a smooth projective curve over k and ρ an Out(G)-torsor on X. There exists a
finite e´tale covering X ′ of X over which the torsor ρ becomes trivial.
Proof. Since X is normal, by [MD70a, X.5.16], there exists a finite e´tale covering X ′ of X over which the
maximal torus T of G becomes split. Then Zariski-locally on X ′, the pinning of G gives a splitting of G
in the sense of [MD70b, XXIII.1.1]. Hence by the unicity of split reductive group schemes (c.f. [MD70b,
XXIII.4.1]) we see that Zariski-locally on X ′ there exists an isomorphism G ∼= G respecting the pinnings.
That is the torsor ρ splits Zariski-locally on X ′. But since ρX′ is a disjoint union of proper curves which
are e´tale over X ′, this implies that ρ splits over X ′.
We now discuss Langlands dual groups:
Definition 4.9. Let Ĝ/k be the reductive group classified by the root datum dual to the one of G/k.
There exists a natural isomorphism Out(Ĝ) = Out(G). For a scheme S over k and an outer form G of
G over S given by a Out(G)-torsor ρ over S we call the quasi-split outer form Ĝ of Ĝ over S given by ρ
considered as an Out(Ĝ)-torsor the Langlands dual of G.
4.2 An overview of the Hitchin system
In order to fix terminology we give a brief overview of the basic definitions and constructions. We consider
a relatively general framework at first, but remind the reader that in this article the ring R below will
either be a finite field, or OF , the ring of integers of a local field F .
Situation 4.10. (a) Let R be a commutative ring and XR/R a flat family of smooth projective curves
with geometrically connected fibres.
(b) Let D be a line bundle on XR, of even degree d.
(c) We fix a split reductive group scheme G on Spec(R) together with a split pinning (T,B, s) (see
Definition 4.1) and consider a quasi-split form G → XR of G on XR. That is, we fix an Out(G)-
torsor ρ on XR, such that G = G×Out(G) ρ. The induced maximal torus of G is denoted by T/X.
(d) We denote the (sheaves of) Lie algebras of G, G, T and T by g, g, t and t respectively.
(e) We assume that there exists a finite subgroup scheme Θ ↪→ Out(G) such that the order |Θ nW| is
invertible on XR and such that there exists a Θ-reduction of ρ.
Remark 4.11. By Lemma 4.8, there always exists a reduction of ρ to a finite subgroup Θ ↪→ Out(G) in
case R is a field.
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In the situation outlined above we define G-Higgs bundles on X/R as follows. Recall that the adjoint
bundle of a G-torsor E is defined to be ad(E) = (E ×GXR g).
Definition 4.12. We use the notation and assumptions of Situation 4.10.
(a) A G-Higgs bundle (with coefficients in D) is a pair (E, θ) where E is a G-torsor on XR and θ is a
global section of ad(E)⊗D.
(b) We denote by MG = MG(X,D) the stack which associates to an affine R-scheme S the groupoid of
G-Higgs bundles on XS/S = X ×R S/S.
(c) The generic stabiliser group of MG is the group scheme Z(X,G) obtained as the Weil restriction of
the group scheme Z(G) over X along the proper morphism X → Spec(R) (the representability of
this group scheme follows from [Ols06, Theorem 1.5]). The rigidification (a` la [ACV03, Theorem
5.1.5]) of MG by this group scheme will be denoted by MG.
There exists an elegant reformulation of Definition 4.12(a), which appears in [Ngoˆ10, 4.2.2]. In the
following construction we keep using the assumptions of Situation 4.10.
Construction 4.13. We denote by gD principal Lie algebra bundle on XR obtained by twisting g/X of
Definition 4.12(d) with the line bundle D. That is, we define gD = g×GmX D. The adjoint action of G on
g induces a relative action of G on gD. The datum of a G-Higgs bundle (E, θ) with coefficients in D is
equivalent to a section of the morphism of X-stacks
[gD/G] // X
X.
cc
Indeed, by definition of quotient stacks, a section X → [gD/G] corresponds to a commutative diagram
gD // X
E //
θ˜
OO
X
where E is a G-torsor, and θ˜ is a G-equivariant map E → gD. By G-equivariance, θ˜ gives rise to a global
section θ : X → E×G gD. We leave the verification of the opposite direction that a G-Higgs bundle (E, θ)
gives rise to a commutative diagram as above, to the reader.
This abstract viewpoint is convenient in defining the Hitchin morphism. The reference for point (a)
below is [Ngoˆ10, 1.1].
Definition 4.14. We are in Situation 4.10.
(a) We denote by c the Chevalley base of g. That is, c = g/G. We write c/X for the induced affine
space bundle on X.
(b) The relative Chevalley base c is endowed with a Gm-action. We use the notation cD = c×GmX D.
(c) Let A = AG(X,D) be the affine scheme corresponding to the vector space H
0(X, cD).
(d) Let S be an affine R-scheme. The Hitchin map χ : MG → A sends an S-family of Higgs bundle
(E, θ) to the global section of cD defined by the commutative diagram
cD Xoo
{{
[gD/G].
OO
The Hitchin base A corresponds to the vector space H0(X, cD). If G/X is split the latter can be
identified with a direct sum
⊕m
i=1 H
0(X,D⊗ei), where e1, . . . , em are positive integers (see [Ngoˆ10, 4.13]).
In order to study the Hitchin map we introduce the cameral cover.
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Definition 4.15. Let S be an affine R-scheme, and a ∈ A(S) be an S-valued point of the Hitchin base.
The cameral cover Ca is defined to be the finite W -equivariant morphism Ca → X ×R S which belongs to
a cartesian diagram
Ca //

tD

X ×R S a // cD.
We denote the universal cameral cover by C → X ×R A.
We recall in Subsection 4.3 how cameral covers can be used to understand a natural family of Picard
A-stacks, the so-called abstract Prym, acting on the Hitchin system. Using work of Donagi–Gaitsgory
([DG02]), these strict Picard stacks turn out to be moduli stacks of T -torsor on C with certain extra
structure. We recall this picture in Definition 4.25.
4.3 The abstract Prym
The moduli stack MG is acted on by a strict Picard stack P, that is, an abelian group object in stacks.
Definition 4.16. A stack P together with a strict symmetric monoidal structure ⊗ : P×P→ P is called
a strict Picard stack, if the induced monoid structure on the sheafification of isomorphism classes pish0 (P)
is a group structure.
Definition 4.17. (a) We denote by J/[c/Gm] the sheaf of regular centralisers as defined in [Ngoˆ10,
2.1].
(b) For a ∈ A(S) = H0(XS , cD) we write by abuse of notation J/XS for the induced commutative group
scheme a∗J .
(c) For a ∈ A(S) we denote the stack of J-torsors by P = PG,XS ,D.
The action of the Prym P on M relative to the Hitchin base A is defined in [Ngoˆ10, 4.3.2]. We recall
the main points of the definition below.
Construction 4.18. Let S be an affine R-scheme and (E, θ) a Higgs bundle, giving rise to an S-point
a ∈ A(S) of the Hitchin base. There exists a natural morphism J → Aut(E, θ). Given a J-torsor M we
define M ⊗E = E×JXM . Since J acts on E through automorphisms preserving the Higgs field, the twist
M ⊗E is endowed with a canonical section of ad(E ⊗M)⊗D. We denote the resulting Higgs bundle by
M ⊗ (E, θ), or (M ⊗ E, θ).
There exists an open subset Mreg, which is non-empty, if D has even degree, and is a P-torsor in this
case:
Definition 4.19. A Higgs bundle (E, θ) is regular, if the classifying section X → [gD/G] factors through
the open dense substack [greg/G]. Similarly, we say that an S-family of Higgs bundles is regular, if
its classifying section X ×R S → [gD/G] factors through [gregD /G]. The resulting open substack will be
denoted by Mreg.
Details for the following proposition can be found in [Ngoˆ10, 4.2.4 and Proposition 4.3.3].
Proposition 4.20. (i) To any square root D′ of D (that is, D′⊗2 ' D) we may canonically associate
a section []D
′
: A → Mreg, the so-called Kostant section. In particular, the open subset Mreg is
non-empty.
(ii) The action of P on Mreg relative to A defines a torsor structure on Mreg. In particular, every square
root D′ of D as in (a) yields a trivialisation of torsors D
′
: P ∼−→ Mreg.
Furthermore, there exists an open subset A♦ ⊂ A, such that P♦ = P ×A A♦ is a so-called Beilinson
1-motive.
Definition 4.21. A strict Picard stack P → S on a scheme S is called a Beilinson 1-motive, if there
exists a surjective e´tale covering S′ → S, such that P×SS′ is equivalent to a product
C ×S′ A×S′ BS′K,
where C and K are finite e´tale group schemes over S′, and A→ S′ is a (connected) abelian S′-scheme.
The 2-category of Beilinson 1-motives has a natural duality which simultaneously extends the classical
construction of the dual abelian variety and Cartier duality for finite e´tale group schemes. It is for this
reason that we care about determining where the Prym variety P is a Beilinson 1-motive.
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Definition 4.22. We denote by A♦ the open subset corresponding to geometric points a : Spec k¯ → A,
such that the cameral cover Ca is smooth. We denote by M♦, P♦, etc. the pullbacks of M, P, etc. to A♦.
For a divisor of high degree the set A♦ is non-empty. It is shown in [Ngoˆ10, Proposition 4.7.1] that
this is the case for degD > 2g.
It follows from [Ngoˆ10, Proposition 4.7.7] that P♦ is a Beilinson 1-motive:
Lemma 4.23. We have M♦ ⊂ Mreg. Furthermore, P♦ is a Beilinson 1-motive.
We now discuss Donagi–Gaitsgory’s description of J-torsors [DG02], following the exposition of Chen–
Zhu [CZ17, Section 3]. Although loc. cit. is formulated for the split case G = G × X, we remark that
their description can be immediately extended to the quasi-split case, as their description is e´tale-local
on X. We refer the reader to the beginning of section 3 of loc. cit. for a more detailed exposition of these
technicalities.
Situation 4.24. Let S be an affine R-scheme, and a ∈ A(S). We denote by Ca → X ×R S the corre-
sponding cameral cover, and by J the sheaf of regular centralisers. Recall that we have a finite e´tale group
scheme W → X and e´tale morphisms Φ→ X and Φ∨ → X whose sections are roots, respectively coroots
of G.
Definition 4.25. (a) Consider the maximal torus T ⊂ G which is part of the pinning of G. There
exists a natural action of the finite e´tale group scheme W → X on T , which we denote by
act1 : W ×X T → T.
E´tale-locally on X, G splits and this action is equivalent to the standard action of W on T.
(b) We refer to the canonical action of W on Ca by act2 : X ×X Ca → Ca.
(c) Let E be a T -torsor on Ca. For an e´tale morphism U → X ×R S and w ∈W (U) we write
w(E) = (act2(w
−1)∗E)×T,wX×RS T.
This defines an action of W on the stack BCaT of T -torsors on the small e´tale site of Ca.
(d) The stack which sends S → SpecR to the groupoid of W -equivariant T -torsors on Ca will be denoted
by BunWT (Ca).
(e) For a W -equivariant T -torsor we denote by canα,αˇ : (E|Csαa )×T Gm×αˇ,GmT ' Csαa × T the isomor-
phism induced from the W -equivariant structure.
(f) A +-structure on E ∈ BunWT (Ca)(S) is given by the following datum: for every e´tale U → X ×R S
and sections α ∈ Φ(U), an isomorphism cα : (E|Csαa ) ×T Gm ' Csαa × Gm, such that for an e´tale
U ′ → U and a section αˇ ∈ Φ∨(U ′) we have
cα ×αˇ,Gm idT = canα,αˇ : (E|Csαa )×T Gm×αˇ,GmT '−→ Csαa × T.
The stack of W -equivariant T -torsors on Ca with a +-structure is denoted by BunW,+T (Ca).
With this long definition at hand we can finally state Donagi–Gaitsgory’s description of the Prym
variety Pa.
Theorem 4.26 (Donagi–Gaitsgory). There exists a canonical equivalence of strict Picard stacks
BunW,+T (Ca) ' Pa .
Construction 4.27 (Abel-Jacobi map). For a scheme S over Spec(R) we denote by Csma the maximal
open subset of Ca for which Csma → S is smooth. To an S-point (x, λ) ∈ Csma × X∗(T ). We denote by
O(λx) the induced T -torsor OC(x)×λ,Gm T . Using the same methods as in [CZ17, 3.4] one associates to
O(λx) a W -equivariant T -torsor on Ca with a +-structure.
We denote by Csma ×X X∗(T )→ Pa ' BunW,+T (Ca) the corresponding morphism and refer to it as the
Abel-Jacobi map.
Until the end of this subsection we work over the open subset A♦ ⊂ A. Pulling back a line bundle
on P♦G along the Abel-Jacobi map yields a line bundle on C♦ ×X X∗(T ). We have X∗(T ) = X∗(T̂ ). The
datum of a line bundle L on C♦ ×X X∗(T̂ ) is equivalent to a T̂ -torsor on C♦: indeed there is a unique
T̂ -torsor Q (up to a unique isomorphism) on C♦, such that for every e´tale local section λ of X∗(T̂ ) we
have an isomorphism λ(Q) ' L|C♦×{λ}.
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As explained in [CZ17, Section 3], the resulting T̂ -torsor can be obtained with a strongly W -equivariant
structure and a +-structure. This leads to a morphism of strict Picard stacks
AJ∗G : (P♦G)
∨ → P♦
Ĝ
.
According to the following theorem this is an equivalence of strict Picard stacks. This has been shown in
characteristic zero and split reductive group schemes by Donagi–Pantev [DP12] and by Chen–Zhu [CZ17,
Section 3] for split reductive group schemes in positive characteristic. In the appendix we explain how to
prove this for quasi-split reductive group schemes.
Theorem 4.28 (Donagi–Pantev, Chen–Zhu, Corollary A.12). Let X/k be a smooth projective curve over
a field k, and G/X a quasi-split reductive group scheme, that is, an outer form of a split reductive group
G/k. If char(k) is 0 or, |W| is not divisible by char(k), the morphism AJ∗G : (P♦G)∨ → P♦Ĝ is an equivalence
of strict Picard stacks.
In loc. cit. the reader will find the superfluous assumption of k being algebraically closed. This can
be relaxed by virtue of faithfully flat descent.
Definition 4.29. We denote the rigidification (see [ACV03, Theorem 5.1.5]) of P with respect to the
abelian group Z(X,G) = H0(X,Z(G)) by P. By definition, P → A is an algebraic space with a relative
group object structure.
By virtue of Lemma 4.23 we see that the fibres of P are extensions of abelian finite e´tale group schemes
by abelian varieties. Similarly we see that the Deligne-Mumford stack M is acted on by P (relatively to
A), and obtain an analogue for Mreg of Proposition 4.20.
In [Ngoˆ10, Proposition 4.18.1] Ngoˆ defines isogenies between Prym varieties PG1 → PG2 , where G1
and G2 are quasi-split reductive group X-schemes which correspond to isogenous root data (see [Ngoˆ10,
De´finition 1.12.1]). We recall his construction for the special case of G and its Langlands dual Ĝ (see
[Ngoˆ10, Exemple 1.12.2]). We refer the reader to [Ngoˆ10, Proposition 4.18.1] for details on the construction
below.
Construction 4.30. We denote by J and Ĵ the sheaves of regular centralisers associated to G and
Ĝ. There exists an isomorphism of neutral connected components J◦ ' Ĵ◦ (this follows from [Ngoˆ10,
Proposition 2.4.7], as the group schemes J1 and Ĵ1 are equivalent).
There exists a natural number N , such that the N -th power maps [N ] : J → J and [N ] : Ĵ → Ĵ
factorise through the neutral connected component (simply take N to be a number which is a multiple
of the order of pi0(J) and pi0(Ĵ)). Using the aforementioned isomorphism J
◦ ' Ĵ◦ we obtain a map
φN : J → Ĵ which sits in a commutative diagram
J
[N ]
//
φN

J◦ _

Ĵ Ĵ◦.? _oo
This gives rise to an isogeny ρ : PG → PĜ. Furthermore, if the base ring R is a field k of characteristic
p, we can assume that N is coprime to p. This follows from [Ngoˆ10, Corollaire 2.3.2]: This statement
implies that |pi0(J)| is a divisor of |Z(X,G)|. The order of the group Z(X,G) is coprime to p: let
ρ : Y → X be the the total space of the finite e´tale covering, such that G ×X Y ' Y ×k G. The finite
group Z(X,G) = H0(X,Z(G)) embeds into the group H0(Y,Z(G)) ⊂ H0(Y,T). The latter being a torus,
we deduce that the order of Z(X,G) is coprime to p.
4.4 The anisotropic locus and M˜
We briefly recall the definition of the anisotropic locus and of the e´tale-open A˜ → A. We adopt the
terminology and conventions of Situation 4.10.
Definition 4.31. Let k¯ be an algebraically closed field, R → k¯ a homomorphism, and a ∈ A(k¯) a
geometric point of the Hitchin base. We say that a is anisotropic if the group of connected components
of the Prym variety pi0(Pa) is a finite group, and furthermore a belongs to the open subset A♥ defined
in [Ngoˆ10, 4.5] (amounting to a reduced cameral cover). According to [Ngoˆ10, 6.1] there exists an open
subset Aani, such that a geometric point of the Hitchin base is anisotropic, if and only if it belongs to
Aani. We denote the base change M×A Aani by Mani.
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Despite the ostensible dependance of Aani on the group G, this open subset is largely independent of
the group G. It follows from [Ngoˆ10, 4.10.5] that a ∈ Aani is equivalent to a ∈ A♥ and finiteness of the
group T̂
Wa
. This implies that AaniG1 = A
ani
G2 if G1 and G2 have isogenous root data (in [Ngoˆ10, 1.12.4] G1
and G2 are said to be apparie´s). In particular this applies to the case of Langlands dual reductive groups:
Remark 4.32. With respect to the isomorphism AG ' AĜ one has an identification of the open subsets
AaniG and A
ani
Ĝ
.
It follows from [Ngoˆ10, Proposition 4.14.1] thatMani is a smooth Deligne-Mumford stack if deg(D) ≥
2g − 2.
Remark 4.33. We remind the reader that our MG is Ngoˆ’sMG, and ourMG refers to MG rigidified at
the generic stabiliser H0(X,Z(G)).
The aforementioned e´tale-open A˜ whose definition we recall below, depends on the choice of a base
point ∞ : SpecR→ X.
Definition 4.34. We fix ∞ ∈ X(R) and denote by cD,∞ the pullback of cD = c×GmX D along ∞, and by
ev∞ : A → cD,∞ the associated evaluation map. The e´tale morphism A˜ → A is defined by the cartesian
square
A˜ //

A
ev∞

trsD,∞ // cD,∞.
Our main result is concerned with the cohomology of the Deligne-Mumford stack M˜aniG which we
define next. The definition is taken from [Ngoˆ10, 5.3.1].
Definition 4.35. We denote by M˜G the base changeMG×A A˜, and by M˜aniG the base changeManiG ×A A˜.
The following construction is a variant of [Ngoˆ10, Corollaire 4.11.3].
Construction 4.36. Let S be an affine scheme over Spec(R) and (E, φ, ∞˜) ∈ M˜aniG (S). In the following
we construct a canonical injective homomorphism Aut(E, θ) → T∞(S). Often we will use a chosen
point ∞ρ ∈ ρ∞(R) to identify G∞ with G and T∞ with T. In such a situation we will consider this
homomorphism as a homomorphism Aut(E, φ)→ T.
We have a Higgs bundle (E, φ) over S and a morphism ∞˜ : S → trsD,∞ making the following diagram
commute:
X × S // [gD/G] // gD/G
S
∞
OO
∞˜ //// trsD,∞
::
(14)
Consider an automorphism γ of (E, φ). By [Ngoˆ10, 4.11.4], since our Higgs bundle lies over Aani, the
automorphism γ has finite order r coprime to p.
In the above picture, the automorphism γ is is given by a global section of the pullback to X × S of
the group scheme I over [gD/G] from [Ngoˆ10, 2.1]. Over the regular semisimple locus, this group scheme
can be identified with the pullback from gD/G of the group scheme J from loc.cit. Finally, the pullback
of J along trs∞ → gD/G can be canonically identified with T∞. Hence we see that the pullback of γ along
∞ : S → X × S is given by a section γ∞ ∈ T∞[r](S). This defines the desired homomoorphism. Finally
the fact that γ is of finite order implies that it is uniquely determined by its pullback along ∞.
Construction 4.37. Recall from Construction 4.27 that we have an Abel-Jacobi map AJG : Csm ×X
X∗(T )→ PG.
The space A˜ comes with a morphism A˜ → trsD,∞. Together with the morphism A˜ → A ∞→ X × A this
induces a canonical morphism A˜→ Csm.
Now we assume in addition that we have a point ∞ρ ∈ ρ(R) above ∞ and use this point to identify
T∞ with T. Then we get a morphism
A˜× X∗(T) = A˜× X∗(T∞)→ Csm ×X X∗(T )→ PG
and hence a morphism
A˜× X∗(T)→ A˜×A PG = P˜G. (15)
23
The following result is a combination of [Ngoˆ10, Lemme 4.10.2] and [Ngoˆ06, Corollaire 6.7].
Proposition 4.38 (Ngoˆ). The induced map X∗(T)× A˜ani → pi0(P˜aniG ) is a surjection.
We remark that Ngoˆ’s construction of the map X∗(T)× A˜ani → pi0(P˜aniG ) is explained in the proof of
[Ngoˆ06, Proposition 6.8]. Up to replacing ∞ by uS in loc. cit. the two constructions agree.
5 Endoscopy and inertia stacks of moduli spaces of Higgs
bundles
Throughout this section we put ourselves in Situation 4.10, and assume additionally that the base ring
R is either a finite field k or the algebraic closure of a finite field k¯.
5.1 Quotients by twisted group actions
We will need the following description of the quotient stacks given by twisted group actions:
Construction 5.1. Consider a base algebraic space S, smooth group algebraic spaces A and B over S as
well as an algebraic space X over S with actions of A and B over S. Let furthermore A act on B through
group automorphisms in such a way that the action B×S X→ X is A-equivariant. For an A-torsor ρ over
S by twisting we obtain an algebraic space X := X ×A ρ and a group algebraic space B := B ×A ρ over
S with an action B ×S X → X.
By definition, X is the quotient of X× ρ by the antidiagonal action of A and the action of B on X is
induced by the action of B on the first factor of X× ρ. These actions of A and B on X× ρ fit together to
an action of BoA on X×ρ. Then the quotient morphism X×ρ→ X induces an isomorphism of quotient
stacks
[(X× ρ)/(B oA)] ∼= [X/B].
5.2 Construction of certain homomorphisms
For a homomorphism κ : µˆ→ T over Spec(k) we consider the centraliser (GnOut(G))κ of κ in GnOut(G)
and write its connected-e´tale sequence as
1→ Hκ → (GoOut(G))κ → pi0(κ)→ 1,
where Hκ is the centraliser of κ. By Lemma 4.4 there exists a unique pinning (T,B ∩ Hκ, s′) of Hκ
compatible with the pinning of G. We will always endow Hκ with this pinning. The group scheme pi0(κ)
comes with natural homomorphisms oG : pi0(κ) → Out(G) and oH : pi0(κ) → Out(Hκ). We let pi0(κ) act
on Hκ and G through these homomorphisms.
Construction 5.2. Let κ : µˆ → T be a homomorphism over Spec(k). We construct a canonical homo-
morphism ικ : Hκ o pi0(κ)→ Go pi0(κ) satisfying the following conditions:
(i) The restriction of ικ to the normal subgroup Hκ is the inclusion of Hκ into the normal subgroup G.
(ii) The morphism between the quotients pi0(κ) induced by ικ is the identity.
(iii) If we let pi0(κ) n Hκ act on Hκ via the above action of pi0(κ) on Hκ and the action of Hκ on itself
via conjugation, and analogously for G, the inclusion Hκ ↪→ G is equivariant with respect to ικ.
Let p˜i0(κ) ⊂ (G o Out(G))κ be the subgroup sheaf consisting of those elements whose action on Hκ
preserves the pinning of Hκ. Since the stabiliser in Hκ of the pinning is Z(Hκ), the subgroup p˜i0(κ) fits
into an exact sequence
1→ Z(Hκ)→ p˜i0(κ)→ pi0(κ)→ 1.
We denote again by oH the composition p˜i0(κ)→ pi0(κ) oH→ Out(Hκ) and similarly for oG. As for pi0(κ) we
let p˜i0(κ) act on Hκ and G through these homomorphisms.
We first construct a morphism ι˜κ : H o p˜i0(κ) → G o p˜i0(κ): Let φ ∈ p˜i0(κ). Then φ = gφoG(φ) for
some gφ ∈ G. From the definition of p˜i0(κ) it follows that the automorphism oH(φ) of Hκ is equal to the
restriction of Int(gφ) ◦ oG(φ) to Hκ. Using this one checks that
ι˜κ : Hκ o p˜i0(κ)→ Go p˜i0(κ),
hφ 7→ hgφφ
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is a group homomorphism.
One checks that ι˜κ maps Hκ o Z(Hκ) to Go Z(Hκ) and hence induces a homomorphism
ικ : Hκ o pi0(κ)→ Go pi0(κ).
By a direct verification this homomorphism has the required properties.
Proposition 5.3. In the situation of Construction 5.2, the homomorphism ικ factors through (G o
pi0(κ))κ. By composition with (Gopi0(κ))κ → (GoOut(G))κ it gives an isomorphism Hκopi0(κ)→ (Go
Out(G))κ which restricted to pi0(κ) gives a splitting of the quotient homomorphism (GoOut(G))κ → pi0(κ).
Proof. The first claim follows directly from the construction of ικ.
Since (GoOut(G))κ lies in an exact sequence
1→ Hκ → (GoOut(G))κ → pi0(κ)→ 1,
to prove the remaining claim it suffices to show that the homomorphism
Hκ o pi0(κ)→ (GoOut(G))κ
restricts to the identity on Hκ and induces the identity on the quotients pi0(κ). The claim for Hκ follows
directly from the construction of ικ. To verify the claim for pi0(κ) consider an element φ¯ ∈ pi0(κ). Then
for a lift φ ∈ p˜i0(κ), the identity φ = gφoG(φ) from Construction 5.2 shows that the image of ικ(φ) under
the projection (Go pi0(κ))κ → (GoOut(G))κ → pi0(κ) is equal to φ.
5.3 The twisted inertia stack
Definition 5.4. A coendoscopic datum for G over k is a triple E = (κ, ρκ, ρκ → ρ) consisting of a
homomorphism κ : µˆ→ T over Spec(k), a pi0(κ)-torsor ρκ over X and a oG-equivariant morphism ρκ → ρ.
We call κ the type of E .
For such a datum we let HE := Hκ ×pi0(κ) ρκ, where pi0(κ) acts on Hκ through oH. Equivalently, the
group HE is obtained by twisting Hκ with the Out(Hκ)-torsor ρκ×pi0(κ) Out(Hκ) and hence is a quasi-split
group scheme. We will denote the various objects from Section 4 associated to HE with a subscript E .
In particular, the maximal torus T ⊂ Hκ induces by twisting a maximal torus TE := T×pi0(κ) ρκ ⊂ HE ,
where as before pi0(κ) acts on T through oH. Similarly the homomorphism κ : µˆ→ T induces by twisting
a homomorphism γE : µˆ→ Z(Hκ) over X. We denote by hE be the Lie algebra of HE .
Remark 5.5. The Langlands dual ĤE is called an endoscopy group for Ĝ.
Construction 5.6. Let E = (κ, ρκ, ρκ → ρ) be a coendoscopic datum for G over k. We construct a
canonical morphism
µE : [hE,D/HE ]→ [gD/G]
as follows: Construction 5.1 gives canonical isomorphisms
[hE,D/HE ] ∼= [(hE × ρκ ×D)/(Hκ o (pi0(κ)×Gm))]
and [gD/G] ∼= [(g × ρκ ×D)/(Go (pi0(κ)×Gm))].
Now the product of the homomorphism ικ from Construction 5.2 and the identity on Gm with respect to
which the inclusion hE × ρκ ×D ↪→ g × ρκ ×D is equivariant induces the desired morphism.
By passing to coarse moduli spaces we obtain a morphism
νE : cE = hE,D/HE → c = gD/G.
One can check that this morphism coincides with the one constructed in [Ngoˆ10, 1.9]. In fact the
construction we have given here is a direct extension of the construction given in loc. cit.
Composition with νE defines a morphism νE : AE → A. Similarly, composition with µE defines a
compatible morphism MHE → MG. Since the homomorphism γE maps to the centre of HE , for every
HE -Higgs bundle F it naturally induces a homomorphism µˆ→ Aut(F ). If E is the image in MG of such
an F , we get a homomorphism µˆ → Aut(E) by functoriality. Using these homomorphisms we lift the
morphism MHE → MG to a morphism µE : MHE → IµˆMG.
Lemma 5.7. Let E be a coendoscopic datum for G over k. The morphism νE : AE → A satisfies
ν−1E (A
ani) = AaniE .
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Proof. By Remark 4.32 the anisotropic locus Aani with respect to HE coincides with the one with respect
to the endoscopic group ĤE for Ĝ. So we may consider the latter locus. We denote the associated abstract
Prym by PĤE .
Since the anisotropic loci are open subschemes of the Hitchin bases it suffices to consider k¯-valued
points. So let aE ∈ AaniE (k¯) with image a in A(k¯). The point aE lies in AaniE if and only if the group
pi0(PĤE ,aE ) is finite, and analogously for a and the group pi0(Pa). So to prove the claim it suffices show
that pi0(PĤE ,aE ) is finite if and only if pi0(Pa) is finite.
By [Ngoˆ10, 4.17.2] there exists a canonical surjective homomorphism Pa → PĤE ,aE whose kernel is
an affine group scheme of finite type over Spec(k). This morphism induces a surjective homomorphism
pi0(Pa)→ pi0(PĤE ,aE ) whose kernel is finite. This implies the claim.
Now we fix a point ∞ ∈ X(k) and consider the space M˜G given by Definition 4.35.
Lemma 5.8. Let E = (κ, ρκ, ρκ → ρ) be a coendoscopic datum for G over k and ∞ρκ be a point in ρκ(k)
above ∞. The point ∞ρκ induces identifications G∞ ∼= G and HE,∞ ∼= Hκ compatible with the pinnings
on the groups. The induced isomorphism tE,∞ ∼= t ∼= t∞ makes the following diagram commute:
tE,D,∞
∼= //

tD,∞

cE,∞
νE // c∞
Proof. This follows by a direct verification from the construction of νE .
Construction 5.9. Let E = (κ, ρκ, ρκ → ρ) be a coendoscopic datum for G over k and let ∞ρκ be a
point in ρκ(k) above ∞.
Inside A we have the open subset A∞ of those elements which are regular semisimple at ∞. Then, as
in Definition 4.34, the space A˜ given by the following pullback diagram:
A˜ //

trsD,∞

A∞ // cD,∞
By Construction 5.6 we have a canonical morphism νE : AE → A. Let AG−∞E be the preimage of A∞
in AE and A˜
G−∞
E the preimage of A
G−∞
E in A˜E .
As in Lemma 5.8, the chosen point ∞ρκ induces an isomorphism tE,∞ ∼= t∞ compatible with νE . This
isomorphism induces a morphism ν˜E : A˜
G−∞
E → A˜ compatible with νE : AE → A.
We let A˜
ani
be the preimage of Aani ∩A∞ in A˜ and A˜G−∞,aniE the preimage of AG−∞E ∩AaniE in A˜
G−∞
E .
For the various exponents ∗ occurring above, we will denote by M˜∗ → A˜ (resp. M˜∗HE → A˜
∗
E) the pullback
of M→ A (resp. MHE → AHE ) to A˜
∗
(resp. A˜
∗
E). Then using Lemma 5.7 by pulling back the morphism
µE we obtain the following commutative diagram:
M˜G−∞,aniHE
µ˜E //

IµˆM˜aniG

A˜
G−∞,ani
E // A˜
∞,ani
In Theorem 5.14 below, we will show that the morphisms µ˜E just constructed for varying E completely
describe the k-valued points of IµˆM˜aniG (at least for k sufficiently big). The proof of this result will rest
on the following construction, which associated to every section of IµˆM˜aniG a certain reduction F˜ .
Construction 5.10. Consider a point ∞ρ ∈ ρ∞(k), a homomorphism κ : µˆ → T over Spec(k) and
a scheme S over Spec(k). Consider an object (E, θ, ∞˜) of M˜∞,ani(S) together with a homomorphism
γ : µˆ→ Aut(E, θ) whose image under the homomorphism Aut(E, θ)→ T from Construction 4.36 is equal
to κ.
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Under the description of [gD/G] given by Construction 5.1, the Higgs bundle (E, θ) corresponds to a
G o (pi0(κ) × Gm)-torsor E˜ over X × S together with an equivariant morphism θ˜ : E˜ → g × ρκ ×D. In
this picture the automorphism γ corresponds to an automorphism of the torsor E˜ which stabilises θ˜.
Fix an e´tale covering X ′ of X × S over which E˜ has a section. By also fixing such a section we
can identify γ with a homomorphism µˆX′ → (G o (pi0(κ) × Gm))X′ . Changing the section amounts to
conjugating γ. Since the image of γ stabilizes θ˜ and since the group pi0(κ)×Gm acts without fixed points
on g × ρκ ×D, the homomorphism γ factors through G ⊂ Go (pi0(κ)×Gm). First we show:
Lemma 5.11. The homomorphisms γ, κ : µˆX′ → GX′ are conjugate e´tale-locally over X ′.
Proof. First we claim that e´tale-locally on X ′, the homomorphism γ factors through maximal torus of G:
Consider the centraliser CG(γ) of γ in GX′ . For example by [Con14, Lemma 2.2.4] this is representable
by a smooth group scheme of GX′ , and there exists an open and closed subgroup scheme CG(γ)◦ which
fibrewise is given by the identity component. Then CG(γ)
◦ is a reductive subgroup scheme of GX′ through
which γ factors, as this holds in every geometric fibre. Then any maximal torus of CG(γ)
◦, which exists
after replacing X ′ by a suitable covering, is a maximal torus of GX′ through which γ factors.
Hence, by the e´tale-local conjugacy of maximal tori of G, after enlarging X ′ and conjugating we may
assume that γ factors through TX′ .
Let r ≥ 1 be such that both γ and κ factor through a homomorphism µr → TX′ [r]. After suitably
enlarging X ′ we may assume that TX′ [r] is a constant group scheme.
By construction, the homomorphisms γ and κ are conjugate above∞. Let X ′1 be a connected compo-
nent of X ′ whose image in X×S intersects∞. Since X ′1 is connected and T[r] is constant on X ′, the fact
that the sections γ and κ of T[r](X ′1) are conjugate in some point of X ′1 implies that they are conjugate
over all of X ′1.
Now let X ′2 be any other connected component of X
′ and let X ′12 := X
′
1 ×X×S X ′2 which has open
dense image in both X ′1 and X
′
2. By the construction of γ, the images of γ|X′1 and γ|X′2 in T[r](X
′
12) are
e´tale-locally conjugate. Hence the conjugacy of γ and κ over X ′1 implies that that γ and κ are conjugate
over some geometric point of X ′2. Hence they are conjugate over X
′
2 by the same argument as above. By
varying X ′2 over all of X
′ this proves the lemma.
Now let F˜ ⊂ E˜ be the subsheaf consisting of those sections of E˜ on which the actions of µˆ through γ
and κ coincide. By the Lemma just proved this is a (GoOut(G))κ ×Gm-subtorsor of E˜. Let ρκ be the
pi0(κ)-torsor pi0(F ) over X × S. The composition
F˜ → E˜ → g × ρ×D → ρ
induces an oG-equivariant morphism ρκ → ρ over X × S.
Next we consider the fibre product
Eˆ //

E˜

g × ρκ ×D // g × ρ×D.
This diagram is naturally equivariant under the fibre product
Go (pi0(κ)×Gm) //

Go (Out(G)×Gm)

Go (pi0(κ)×Gm) // Go (Out(G)×Gm),
which makes Eˆ into a Go(pi0(κ)×Gm)-torsor. The quotient morphism F˜ → ρκ induces a closed embedding
F˜ ↪→ Eˆ. Using Proposition 5.3 one sees that via this embedding F˜ is a Hκ o (pi0(κ)× Gm)-subtorsor of
Eˆ, where this group is embedded into Go (pi0(κ×Gm) via ικ × idGm .
By the definition of F˜ , on sections of F˜ the actions on E˜ of µˆ through γ and κ coincide. Since the
image of γ fixes θ˜, it follows that the composition
F˜ → E˜ → g × ρ×D → g
factors through the fixed points of κ on g, that is through hκ. Thus we obtain a Hκ o (pi0(κ) × Gm)-
equivariant morphism F˜ → hκ × ρκ ×D.
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The following follows by combining Constructions 5.10 and 5.6:
Proposition 5.12. In case S = Spec(k), the datum (κ, ρκ, ρκ → ρ) from Construction 5.10 is a coendo-
scopic datum E for G over k and the sheaf F˜ corresponds under Construction 5.1 to a HE-Higgs bundle
F over Spec(k) which maps to the point ((E, θ), γ) of IM(k) under µE .
Definition 5.13. A coendoscopic datum E for G over k occurs on IµˆM˜aniG (k) if there exists a point on
IµˆM˜aniG (k) for which the associated coendoscopic datum from Proposition 5.12 is equal to E .
Theorem 5.14. For a point ∞ρ ∈ ρ∞(k) and points ∞ρκ ∈ ρκ,∞(k) mapping to ∞ρ for every coendo-
scopic datum E for G over k occurring on IµˆM˜aniG (k), the resulting morphism of groupoids⊔
E
µ˜E :
⊔
E
M˜G−∞,aniHE (k)→ IµˆM˜
ani
G (k)
is an equivalence.
Remark 5.15. Using Construction 4.36, Construction 5.10 and the fact that IµˆM˜aniG is of finite type
over Spec(k) one sees that there exist only finitely many coendoscopic data for G over k¯ which occur on
IµˆM˜aniG,k¯. Hence in case k is finite one may always choose points ∞ρ and ∞ρκ as in Theorem 5.14 after
possibly replacing k by a finite extension.
Proof of Theorem 5.14. We construct an inverse morphism: Consider a point ((E, θ), ∞˜, γ) of IµˆM˜aniG (k).
By composing γ : µˆ → Aut(E, θ) with the homomorphism Aut(E, θ) → T from Construction 4.36 we
obtain a homomorphism κ : µˆ→ T over Spec(k). Then Construction 5.10 gives us a coendoscopic datum
E for G over k and HE -Higgs bundle F mapping to ((E,Θ), γ) under µE . By Lemma 5.7, the HE -Higgs
bundle F lies above AaniE .
It remains to lift F to M˜G−∞,aniHE . Consider the morphism ∞˜κ : Spec(k)→ tE,∞ obtained by composing∞˜ : Spec(k) → tD,∞ with the isomorphism tD,∞ ∼= tD,∞ ∼= tE,D,∞ as in Lemma 5.8. We claim that
endowing F with the morphism ∞˜κ gives a preimage F of E in M˜G−∞,aniHE . That is we claim the following:
Lemma 5.16. The left part of the following diagram commutes:
X // [hD/H]
µE //

[gD/G]

hD/H
νE // gD/G
Spec(k)
∞
OO
∞˜κ // trsE,D,∞
::OO
Proof. Let x ∈ F˜ (k¯) ⊂ E˜(k¯) and x¯ its image in hκ ⊂ g. By the commutativity of (14) the image of
∞˜κ under the isomorphism tE,∞ ∼= t given by ∞ρκ and the point x¯ of gk¯ are conjugate by an element
g of G(k¯). Furthermore the construction of κ shows that such an element g must stabilise κ so that
g ∈ (G o Out(G))κ. This shows that the images of x and ∞˜κ in hE,D/HE coincide, which is what we
wanted.
So we have constructed a preimage of E under
⊔
E µ˜E . One checks that this construction is functorial.
Then to show that
⊔
E µ˜E gives an equivalence on k-valued points one checks that if one starts with a
coendoscopic datum E for G over k and a point F of M˜G−∞,aniHE (k) and applies the above construction to
µ˜E(F ), one gets back the same endoscopic datum E and the same point F .
For a coendoscopic datum E = (κ, ρκ, ρκ → ρ), the condition that the torsor (ρκ)∞ → Spec k splits,
is of arithmetic nature. It is always satisfied over an algebraic closure k¯, respectively after replacing k
by an appropriate finite field extension. It is therefore possible that for a non-algebraically closed field k,
this splitting exists only for some coendoscopic data E . For this reason we record the following variant of
the result above. It will be handy to introduce the following notation:(
IµˆM˜aniG (k)
)
κ
= IµˆM˜aniG (k) ∩
⊔
E, type =κ
M˜G−∞,aniHE (k¯).
For a fixed k-rational point a ∈ A˜aniG (k), and a fixed κ there is at most one coendoscopic datum Ea of
type κ which occurs in the Hitchin fibre (IµˆMG)a. This follows from [Ngoˆ10, Proposition 6.3.3].
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Corollary 5.17. Assume that the torsor ∞ρEa (k) is non-empty, and choose a point ∞ρκ ∈ ρκ,∞(k)
mapping to ∞ρ. The morphism of groupoids
µEa : M˜
G−∞,ani
HEa ,a
(k)→
(
IµˆM˜aniG (k)
)
a,κ
is an equivalence.
5.4 The twisted inertia stack of the rigidification
In Definition 4.12(c) we introduced the rigidification M˜aniG of the stack M˜aniG by its generic stabiliser
Z(X,G). Here we explain how to modify the statement of Theorem 5.14 to obtain a description of the
twisted inertia stack IµˆM˜aniG .
Construction 5.18. Let E = (κ, ρκ, ρκ → ρ) be a coendoscopic datum for G over k and let ∞ρκ be a
point in ρκ(k) above ∞.
Since the actions of Out(G) on G and Out(H) on Hκ preserve Z(G) and Z(Hκ) we have Z(G) =
Z(G) ×pi0(κ) ρκ and Z(HE) = Z(Hκ) ×pi0(κ) ρκ. Furthermore, property (iii) of Construction 5.2 implies
that the inclusion Z(G) ↪→ Z(Hκ) is equivariant with respect to the action of pi0(κ) on Z(G) through
oG and on Z(Hκ) through oH. Hence by twisting this inclusion with ρκ we obtain a natural inclusion
Z(G) ↪→ Z(HE) over X. This induces an inclusion Z(X,G) ↪→ Z(X,HE) of the Weil restrictions of these
group schemes to Spec(k) (c.f. Definition 4.12).
The group scheme Z(X,HE) acts naturally on every section of M˜G−∞,aniHE . Hence through the above
inclusion Z(X,G) ↪→ Z(X,HE) the same is true for the group Z(X,G).
Definition 5.19. We let M˜G−∞,ani,G−rigHE be the rigidification (c.f. [ACV03, Theorem 5.1.5]) of M˜
G−∞,ani
HE
by this action of Z(X,G).
The morphism
µ˜E : M˜G−∞,aniHE → IµˆM˜
ani
G
given by Construction 5.9 is equivariant with respect to the action of Z(X,G) on both these stacks. Hence
it induces a morphism
µ¯E : M˜G−∞,ani,G−rigHE → IµˆM˜
ani
G .
Construction 5.20. Consider the set of pairs (E ,∞ρκ) consisting of an endoscopy datum E = (κ, ρκ, ρκ →
ρ) for G over k together with a point ∞ρκ ∈ ρκ(k) above ∞. There is a natural free action of the group
Hom(µ̂, Z(X,G))(k) on this set as follows:
Let (E ,∞ρκ) be such a pair and λ : µ̂→ Z(X,G) a homomorphism over k. The pair (ρκ,∞ρκ) amounts
to a group homomorphism pie´t1 (X,∞) → pi0(κ). Since the pi0(κ)-torsor ρκ induces the Out(G)-torsor ρ,
we obtain
Θ := image(pie´t1 (X,∞)→ pi0(κ)→ Out(G)) = image(pie´t1 (X,∞)→ Out(G)).
We define pi0(κ)Θ to be the pullback pi0(κ)×Out(G) Θ. By the observation above, the pi0(κ)-torsor ρκ has
a canonical reduction to a pi0(κ)Θ-torsor ρκ,Θ which is equipped with a k-rational point ∞ρκ,Θ above ∞.
For this reason, the datum (E ,∞ρκ) is equivalent to the datum ((κ, ρκ,Θ, ρκ,Θ → ρ),∞ρκ,Θ).
Now let κ′ := λ · κ. Using the fact that λ ∈ Hom(µ̂, Z(X,G))(k) = Hom(µ̂, Z(G))(k)Θ we observe
pi0(λ · κ)Θ = pi0(κ)Θ. Hence we can consider the pair ((κ′, ρκ,Θ, ρκ,Θ → ρ),∞ρκ,Θ) which by the above
corresponds to a coendoscopic datum E ′ := (κ′, ρκ′ , ρκ′ → ρ) together with a k-rational point∞ρκ′ above
∞. This defines the action of λ.
By construction, one hasHE ' Hλ·E , and therefore an isomorphism M˜G−∞,ani,G−rigHE ' M˜
G−∞,ani,G−rig
Hλ·E .
Definition 5.21. We call a choice of points ∞ρ ∈ ρ∞(k) and ∞ρκ ∈ ρκ,∞(k) for all coendoscopic data
E = (κ, ρκ, ρκ → ρ) for G over k occurring on IµˆM˜aniG (k) as in Theorem 5.14 compatible if for every such
E and every λ : µ̂→ Z(G,X) the image of (E ,∞ρκ) under λ is of the form (E ′,∞ρκ′ ).
Remark 5.22. A compatible choice of points as in Definition 5.21 exists as soon as all the torsors ρκ,∞
appearing there are trivial. This follows from the fact that for a pair (E ,∞ρκ) as in Construction 5.20 and
a non-trivial homomorphism λ : µ̂→ Z(X,G) sending (E ,∞ρκ) to (E ′,∞ρκ′ ), the coendoscopic datum E ′
is necessarily different from E .
Now Theorem 5.14 implies the following:
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Theorem 5.23. For a compatible choice of points ∞ρ ∈ ρ∞(k) and ∞ρκ ∈ ρκ,∞(k) mapping to ∞ρ for
every coendoscopic datum E for G over k occurring on IµˆM˜aniG (k), the resulting morphism of groupoids⊔
{(E,∞ρκ )}/Hom(µ̂,Z(X,G))(k)
µ¯E :
⊔
{(E,∞ρκ )}/Hom(µ̂,Z(X,G))(k)
M˜G−∞,ani,G−rigHE (k)→ IµˆM˜
ani
G (k)
is an equivalence.
As observed in Corollary 5.17, there’s a slightly more refined statement by considering only coendo-
scopic data of type κ and a fixed Hitchin fibre. For a k-rational point a ∈ A˜aniG (k), and a fixed κ there is
at most one coendoscopic datum Ea of type κ which occurs in the Hitchin fibre (IµˆMG)a. This follows
from [Ngoˆ10, Proposition 6.3.3].
Corollary 5.24. Assume that the torsor ∞ρEa (k) is non-empty, and choose a point ∞ρκ ∈ ρκ,∞(k)
mapping to ∞ρ. The resulting morphism of groupoids
µEa : M˜G−∞,ani,G−rigHEa (k)→
(
IµˆM˜aniG (k)
)
a,κ
is an equivalence.
We also have the following corollary.
Corollary 5.25. The stack ManiG is an algebraic space up to codimension 2.
Proof. It suffices to prove this for M˜aniG , since M˜aniG = ManiG ×Aani A˜
ani
, and A˜
ani → Aani is e´tale. We
remark that the map A˜ → Aani is not surjective for a fixed ∞ ∈ C. However we may vary the point to
produce an e´tale cover of Aani.
According to Theorem 5.14, the closed points of the (twisted) inertia stack of M˜aniG is a disjoint union
of even-dimensional stacks (this follows from [Ngoˆ10, 4.13.4] and our assumption that degD is even).
This implies the assertion, as the inertia stack measures the locus where an algebraic stack ceases to be
an algebraic space.
5.5 Functoriality of the abstract Prym
Construction 5.26. Let E = (κ, ρκ, ρκ → ρ) be a coendoscopic datum for G over k. Let cG-rsE ⊂ cE
be the preimage of crs ⊂ c under the morphism νE : cE → c from Construction 5.6. Consider the group
scheme J over c of regular centralizers associated to G by [Ngoˆ10, Lemma 2.1.1] as well as the analogous
group scheme JE associated to HE . By an argument completely analogous to the one given in [Ngoˆ10,
Proposition 2.5.1] we construct a canonical homomorphism
ν∗EJ → JE
over cE which is an isomorphism over cG-rsE as follows:
We begin by considering the group schemes J1 and J1E associated to G and HE as in [Ngoˆ10, 2.4]. As
in the proof of [Ngoˆ10, Proposition 2.5.1], the group schemes can be described by
J1 =
∏
ρκ×t/c
(ρκ × t× T)Wopi0(κ)
and
J1E =
∏
ρκ×t/cE
(ρκ × t× T)WHκopi0(κ).
The morphism ικ : Hκ o pi0(κ) → G o pi0(κ) from Construction 5.2 induces a morphism W o pi0(κ) →
Wo pi0(κ) with respect to which the identity of ρκ × t× T is equivariant. Hence this morphism induces
a morphism
ν∗EJ
1 → J1E .
By [Ngoˆ10, Proposition 2.4.7] there are canonical open immersions J ↪→ J1 and JE ↪→ J1E . We want
to show that under these embeddings the above morphism ν∗EJ
1 → J1E restricts to a morphism ν∗EJ → JE .
To show this, as in the proof of [Ngoˆ10, Proposition 2.5.1] it suffices to show that for every geometric
point aE ∈ cE(k¯) with image a = νE(aE) ∈ c(k¯) the induced homomorphism
pi0(J
1
a)→ pi0(J1E,aE )
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sends pi0(Ja) to pi0(JE,aE ). Again as in loc.cit. this follows from the description of J inside J
1 given by
[Ngoˆ10, Definition 2.4.5] and the fact that the root system of Hκ is contained in the root system of G.
Finally it follows from [Ngoˆ10, Lemma 1.9.2] that over cG-rsE the morphism ν
∗
EJ
1 → J1E , and hence the
morphism ν∗EJ → JE , is an isomorphism.
Now we consider the abstract Pryms P and PE over A and AE associated to G and HE . By definition,
for a scheme S over A, the category P(S) is the category of torsors under the pullback of J under the
morphism X × S → X × A→ c. Hence the above morphism ν∗EJ → JE induces a canonical morphism
ν∗E P→ PE (16)
over AE .
Proposition 5.27. Let E = (κ, ρκ, ρκ → ρ) be a coendoscopic datum for G over k. The morphisms
MHE → MG from Construction 5.6 and the morphism ν∗E P → PE are compatible in the following sense:
Let S be a scheme over AE together with objects F ∈ MHE (S) and M ∈ P(S). If E denotes the image of
F in MG(S) and N the image of M in PE(S), then there is a canonical isomorphism between the image
of F ⊗N in MG(S) and E ⊗M .
Proof. Let [χ] : [gD/G]→ cD and [χE ] : [hE,D/HE ]→ cE,D be the canonical morphisms. By [Ngoˆ10, 4.3.2],
the action of P on MG is defined via the canonical morphism of group stacks [χ]∗J → I[gD/G] given by
[Ngoˆ10, Lemma 2.2.1]. Using this, and the analogous description of the action of PE on MHE , one sees
that to prove the claim it suffices to prove that the diagram
[χE ]∗ν∗EJ //

[χE ]∗JE

µ∗EI[gD/G] I[hE,D/HE ],oo
(17)
of group stacks over [hE,D/HE ] in which the bottom morphism is the one induced by the morphism
µE : [hE,D/HE ]→ [gD/G] from Construction 5.6, is commutative.
The commutativity of (17) can be shown as follows: Let hG-rsE,D ⊂ hE,D be the preimage of the open
subset cG-rsE from Construction 5.26. This is an HE -invariant open subset of hE,D which non-empty in
every geometric fibre and hence Zariski dense. Since the group scheme J is smooth, this implies that
[χE ]∗ν∗EJ |[hG-rsE,D /HE ] is Zariski dense in [χE ]
∗ν∗EJ . Hence it suffices to check the commutativity of (17) over
[hG-rsE,D /HE ].
Over [hG-rsE,D /HE ], all the groups appearing in (17) are tori which are canonically equivalent to the torus
of regular semisimple centralizers on [hG-rsE,D /HE ]. Using this one can verify the desired commutativity.
Construction 5.28. Let E = (κ, ρκ, ρκ → ρ) be a coendoscopic datum for G over k and let∞ρκ ∈ ρκ(k)
be a point above ∞.
(i) We let P˜
G−∞,ani
E be the pullback of PE along A˜
G−∞,ani
E → A.
(ii) As in Construction 5.18, the group Z(X,G) acts on every section of P˜
G−∞,ani
E through the natural
homomorphism Z(X,G) → Z(X,HE). We let P˜G−∞,ani,G−rigE be the rigidification of P˜
G−∞,ani
E by
this action.
(iii) The action of PE on ME induces an action of P˜G−∞,ani,G−rigE on M˜G−∞,ani,G−rigE .
(iv) The morphism ν∗ P→ PE from (16) is compatible with the actions of Z(X,G). Hence it induces a
morphism
ν˜∗E P˜ → P˜
G−∞,ani,G−rig
E (18)
over A˜
G−∞,ani,G−rig
E .
(v) The morphism (18) satisfies a compatibility property with the morphism
µ¯E : M˜G−∞,ani,G−rigHE → IµˆM˜
ani
G .
analogous to the one given by Proposition 5.27.
Lemma 5.29. Let E = (κ, ρκ, ρκ → ρ) be a coendoscopic datum for G over k and let ∞ρκ ∈ ρκ(k) be a
point above ∞. For every point a ∈ A˜E(k¯), the fibre P˜a → P˜G−∞,ani,G−rigE,a of the morphism from point
(iv) above is surjective.
Proof. As in [Ngoˆ10, 4.17.2] this follows from the fact that the morphism Ja → JE,a from Construction
5.26 is generically an isomorphism.
31
6 The proof of Geometric Stabilisation
In this section we finally prove the Geometric Stabilisation Theorem in Corollary 6.18. The proof will
be a consequence of Theorem 6.11, which is an equality between character sums on the twisted inertia
stacks Iµ̂MG and Iµ̂MĜ.
Let k be a finite field and write F = k((x)) and O = k[[x]]. We fix objects Xk, Dk, Gk, ρk, Gk, etc.
satisfying Situation 4.10 over R = k. We assume the existence of a point∞ ∈ X(k) and fix such a choice.
Furthermore, we assume that our base field k is sufficiently big, such that the following holds:
Situation 6.1. We assume that the torsor ρ∞ splits over Spec k.
We choose a point ∞ρ ∈ ρ∞(k). This choice induces in particular an isomorphism T∞ ' T.
We denote by X, D, G, ρ, G, etc. the base changes of the objects just introduced to O. These satisfy
the conditions of Situation 4.10 over R = O and we will denote by A, MG, PG, etc. the associated
objects over O from Section 4.
We assume that the degree d of D is even and satisfies d ≥ 2g − 2. By [Ngoˆ10, 4.14.1] this implies
smoothness of M˜aniG . We will also assume that A♦ ⊂ A is non-empty. By [Ngoˆ10, 4.7.1] a sufficient
condition for this is d > 2g.
By construction, the space M˜aniG is constant over O (i.e. it is isomorphic to the base change of its
special fibre to O). By the above assumptions [Ngoˆ10, Corollary 4.11.3] is a smooth tame DM-stack.
Hence by applying [Kre09, Theorem 4.4 & Proposition 5.2] to the special fibre of M˜aniG it follows that
M˜aniG is Zariski-locally a finite e´tale quotient stack. This will enable us to apply Theorem 2.18 to this
stack.
Throughout this section we work over the base A˜
ani
. To avoid proliferation of superscripts we will
generally drop the superscript ani. For a coendoscopic datum E for G we will also abbreviate the space
A˜G−∞E from Construction 5.9 as A˜
G and the space M˜G−∞,ani,G−rigHE from Definition 5.19 as M˜GHE . For a
stack M˜?∗, we will denote by M˜?∗ its coarse moduli space.
We will consider the type κ of a coendoscopic datum for G over k interchangeably as an element of
one of the following groups:
Homk(µ̂,T) = colimn∈N′ Homk(µn,T) = colimn∈N′ X∗(T)⊗ Z/nZ = X∗(T)⊗ (Q/Z)′ = X∗(T̂)⊗ (Q/Z)′.
We let a be a point in A˜(k).
In order to apply our results on the twisted inertia stack of M˜G from Section 5 we will need to assume
that for certain coendoscopic data (κ, ρκ, ρκ → ρ) the torsor ρκ,∞ splits. The strongest assumption of
this kind would be the following:
Situation 6.2. The torsors ρκ,∞ for all endoscopic data E for G (resp. Gˆ) over k occurring on IµˆM˜aniG (k)
(resp. IµˆM˜aniGˆ (k)), split.
By Remark 5.15, the assumption of Situation 6.2 can always be achieved by replacing k by a finite
extension. If we put ourselves in this situation, we always fix a compatible choice of splittings ∞ρ and
∞ρκ of these torsors as in Definition 5.21. This is possible by Remark 5.22.
However, for the proof of the Fundamental Lemma the assumptions of Situation 6.2 are too strong.
Hence in the Geometric Stabilization Theorem, following Ngoˆ we will only assume that the torsor ρκ,∞
for one specific coendoscopy datum splits.
6.1 The set-up
Recall Ngoˆ’s result on the existence of a surjective morphism
A˜× X∗(T̂)  pi0(PG), (19)
see Proposition 4.38.
We denote by  ⊂ pi0(PG) the image of the subgroup X∗(T̂/Z(X, Ĝ)). Let PG be the base change
PG = PG×pi0(PG).
We fix a square root D′ of D and denote the associated Kostant section by  = []D
′
: A˜→ M˜G (see
4.20). Let M˜G ⊂ M˜G be the closure inside M˜G of the P˜G-translate of the Kostant section  : A˜→ M˜G.
Remark 6.3. The generic fibre of P˜G is an extension of an abelian variety by a finite group scheme. The
group scheme P˜G restricted to A♦ satisfies pi0(PG) = 0 (see [Ngoˆ10, Corollaire 4.10.4]). In particular, its
restriction to A♦ is a family of abelian varieties. This is the main reason for introducing the -spaces.
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For the remainder of this subsection let E = (κ, ρκ, ρκ → ρ) be a coendoscopic datum for G over k
together with a point ∞ρκ ∈ ρκ,∞(k). Similarly to the above we define an open substack M˜HE ⊂ M˜GHE :
Definition 6.4. We define M˜HE ⊂ M˜GHE to be the maximal open substack (actually a union of connected
components), for which the diagram
M˜HE //

Iµ̂M˜G

M˜GHE
µ¯E // Iµ̂M˜G
commutes.
Further we remark that the choice of square root D′ induces a Kostant section A˜E → M˜HE . By pulling
back M˜HE along the induced map PHE → M˜HE we define P˜HE .
Remark 6.5. One has a natural inclusion PHE ⊃ PHE , and the quotient agrees with (Z(X, ĤE)/Z(X, Ĝ))∨.
This follows from
X∗(T̂/Z(X, ĤE)) // _

pi0(PHE ) _

X∗(T̂/Z(X, Ĝ)) // pi0(PHE )
and the fact that connected components of M˜HE are parametrised by Z(X, ĤE)∨, and similarly connected
components of M˜G by Z(X, Ĝ)∨ (this follows from [Ngoˆ10, Corollaire 4.10.4] and the density result
[Ngoˆ10, Proposition 4.16.1]).
6.2 Unramified twists of Hitchin systems
For a base scheme S (the cases Spec k and SpecO suffice), an element t ∈ H1e´t(S, P˜G,a) corresponds to a
P˜G,a-torsor T , which is well-defined up to isomorphism. We define the twist to be the Deligne-Mumford
stack
M˜,tG,a = M˜G,a ×
P˜G,a
S T = [(M˜G,a × T )/P˜G,a].
By construction, M˜,tG,a → S is e´tale-locally equivalent to M˜G,a → S.
By Lang’s Theorem we have H1(k, P˜G,a) = H1(k, pi0(P˜G,a)) ∼= pi0(P˜G,a) and hence we can define for
every t ∈ X∗(T̂/Z(X, Ĝ)) twists M˜,tG,a of M˜G,a by t, where we use that t induces an element in pi0(P˜G,a),
using the map (19). Analogously we define twists M˜tG,a. The relevance of these twists is demonstrated
by the following lemma:
Lemma 6.6. The Fourier transform of the function
pi0(P˜G,a)→ Q¯`, t 7→ #M˜,tG,a(k) = Tr(Fr, H∗c (M˜G,a, Q¯`))
is the function
pi0(P˜G,a)∗ → Q¯`, χ 7→ Tr(Fr, H∗c (M˜G,a, Q¯`)χ).
In particular, we have that the average value 1|pi0(P˜G,a)|
∑
t #M˜,tG,a(k) equals Tr(Fr, H∗c (M˜G,a, Q¯`)id), the
stable part of the point-count.
Proof. By construction, M˜,tG,a×k k¯ is isomorphic to M˜G,a, in particular we get an isomorphism of `-adic
vector spaces
H∗c (M˜G,a, Q¯`) ' H∗c (M˜,tG,a, Q¯`).
With respect to this identification, the action of the geometric Frobenius Frt on the right hand side, is
sent to
Frt = t · Fr,
where we use that t ∈ pi0(P˜G,a) acts on the cohomology of M˜G,a by homotopy invariance. One has
Tr(Frt, H
∗
c (M˜G,a)χ) = χ(t) · Tr(Fr, H∗c (M˜G,a)χ).
33
Which implies
1
|pi0(P˜G,a)|
∑
t
χ−1(t)#M˜,tG,a(k) = Tr(Fr, H∗c (M˜G,a)χ).
This concludes the argument.
Let now E = (κ, ρκ, ρκ → ρ) be a coendoscopy datum for G over k together with a point ∞ρκ ∈
ρκ,∞(k).
Lemma 6.7. There exists a surjective map pi0(P˜G)×A˜ A˜HE  pi0(P˜HE ), rendering the diagram
X∗(T̂/Z(X, Ĝ))× A˜HE // // pi0(P˜G)×A˜G A˜HE

X∗(T̂/Z(X, ĤE))× A˜HE //
?
OO
pi0(P˜HE )
commutative.
Proof. In Construction 5.28 we define a natural morphism
P˜G ×A˜G A˜HE → P˜HE . (20)
We claim that this morphism sends P˜G ×A˜G A˜HE to P˜

HE . Since we are dealing with open subspaces, it
suffices to check this on k¯-valued points. Hence we may also restrict to the fibre over a point a ∈ A˜E(k¯).
By Lemma 5.29 the morphism P˜G,a → P˜HE ,a is surjective. Using this and the compatibility given by
Construction 5.28 (v) the desired fact follows from the definition of the - and -spaces.
So we obtain a morphism
P˜G ×A˜G A˜HE → P˜

HE . (21)
The induced map between sheaves of connected components produces the commutative diagram above.
It remains to show that the map pi0(P˜G)×A˜G A˜HE → pi0(P˜

HE ) is surjective. This may again be checked
on geometric fibres, in which case it follows from the surjectivity of P˜G,a → P˜HE ,a used above.
The morphism pi0(P˜G,a) → pi0(P˜HE ,a) allows us to define twists M˜
,t
HE ,a which are compatible with
twists M˜,tG,a in the following sense:
Lemma 6.8. For every a ∈ A˜E(k) and every t ∈ pi0(P˜G,a) there is a natural equivalence(
Iµ̂M,tG,a(k)
)
κ
∼=M,tHE ,a(k).
Proof. For every t ∈ pi0(P˜G,a) there exists a λ ∈ X∗(T /Z(X,G)), such that the map X∗(T)→ pi0(P˜G) of
Proposition 4.38 sends λ 7→ t. We denote by λH the induced element of X∗(T /Z(X,HE)).
The Abel-Jacobi map of Construction 4.27 yields rational points AJG(λ) ∈ P˜G,a(k) and AJHE (λH) ∈
P˜HE (k) which are compatible with respect to the natural map P˜G,a → P˜HE ,a. Via the natural action
of these groups we obtain automorphisms AJG(λ) of M˜G,a and AJHE (λH) of M˜HE ,a.These fit into a
commutative diagram
M˜HE ,a
AJHE (λH )//

M˜HE ,a

Iµ̂M˜G,a
AJG(λ) // Iµ̂M˜G,a.
This yields a morphism M˜,λHHE ,a → Iµ̂M˜
,λ
G,a.
The claim that
M,tHE ,a(k)→
(
Iµ̂M˜,tG,a(k)
)
κ
is a bijection follows from the statement above for the trivial torsor t = 0, the fact M˜,tG,a×k k¯ ' M˜G,a×k k¯,
and Galois descent: with respect to the identification above, a k¯-rational point y ∈ Iµ̂M˜G,a(k¯) corresponds
to a k-rational of the twist Iµ̂M˜,tG,a if and only if it satisfies
φ(y) = AJG(λ)
−1y,
34
where φ denotes the Frobenius of k¯/k. This is the case if and only if the corresponding k¯-rational point
of M˜,G−rigHE ,a (k¯) satisfies φ(y) = AJG(λ)−1y. Hence, if and only if y corresponds to a k-rational point of
M˜,tHE ,a(k).
6.3 A comparison of p-adic integrals
For a groupoid X we denote by [X ] its set of isomorphism classes. For every character s ∈ X∗(T /Z(X,G))
we define the function
χs : [Iµ̂M˜,tG,a(k)]→ Q/Z
by
χs|
[Iµ̂M˜,tG,a(k)κ]
≡ s(κ)
for every κ ∈ X∗(T̂)⊗ (Q/Z)′.
As before we write Oha for the henselisation of OA˜ at a and Ua = Spec(Oha). The O-rational points of
Ua can be identified with the O-rational points of A˜ whose special fibre equals a. We then define
Ua(O)[ = Ua(O) ∩ A˜♦(F ).
For a Ua-space Y we write Y (O)[ to denote the fibre product of sets Y (O)×Ua(O) Ua(O)[.
Remark 6.9. We have Ua(O)[ = Ua(O) \ (Ua \ U♦a )(OF ), and (Ua \ U♦a )(OF ) is a set of measure zero
(with respect to Weil’s canonical measure). This follows from Proposition 2.1(a).
By virtue of H1(Oha , P˜G,Ua) ∼= pi0(P˜G,a), we get twists M˜,tG,Ua and Iµ̂M˜,tG,Ua for every t ∈ pi0(P˜G,a).
Recall that we have a p-adic manifold M˜,tG,Ua(O)# ⊂ M˜,tG,Ua(O) and furthermore we have a specialisation
morphism (see Definition 2.10)
e : M˜,tG,Ua(O)# → [Iµ̂M˜,tG,a(k)]. (22)
By construction, we have an inclusion M˜,tG,Ua(O)[ ⊂ M˜,tG,Ua(O)#.
The composition of χs with the specialisation map yields a function
M˜,tG,Ua(O)# → Q /Z ⊂ C×
which we also denote by χs.
In Definition 2.17 we defined the weight function
w : [Iµ̂M˜G(k)]→ Q
which is locally constant on Iµ̂M˜G(k). We claim that with respect to the decomposition
[Iµ̂M˜G(k)] '
⊔
κ
[Iµ̂M˜G(k)κ]
the weight function depends only κ:
Lemma 6.10. There exists a function F : X∗(T)⊗(Q /Z)′ → Q, such that for every κ ∈ X∗(T)⊗(Q /Z)′
we have w|[Iµ̂M˜G(k)κ] = F(κ).
Proof. For the proof of the claim we may replace k by a finite extension. Hence we may put ourselves
into Situation 6.2. Then under the description of Iµ̂M˜G(k)κ given by Corollary 5.17 we want to show
that for a coendoscopic datum E for G over k of type κ the restriction of the weight function to M˜GHE (k)
is constant with value F(κ).
The weight function w : Iµ̂M˜G(k) → Q is locally constant. Therefore for a ∈ A˜E(k) it induces a
function w : pi0(M˜GHE ,a)→ Q. In order to show that this function is constant, it suffices to to prove that
the Prym P˜G,a (which acts through automorphisms of M˜G), acts transitively on pi0(M˜GHE ,a). We have
seen in Lemma 6.7 that the natural map pi0(P˜G,a)→ pi0(P˜HE ,a) is surjective.
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We can now formulate our main identity, which is a relation between point counts of Hitchin fibres of
all coendoscopic groups at once. Here the point count #M(k) of a smooth Deligne-Mumford stack M
over k is defined as the weighted count of the groupoid M(k):
#M(k) =
∑
[x]∈[M(k)]
1
|Aut(x)| .
In order to relate this to the point counts in (2) we will implicitly use the trace formula [Sun12]
#M(k) =
∑
n
(−1)ntr (Frobk, Hnc (M,Q`)) .
Theorem 6.11. For all a ∈ A˜(k), t ∈ X∗(T̂/Z(X, Ĝ)) and s ∈ X∗(T /Z(X,G)) we have
∑
y∈[Iµ̂M˜t,G,a(k)]
χs(y) · q−w(y)
|Aut
Iµ̂M˜t,G,a(k)
(y)| =
∑
z∈[Iµ̂M˜s,Ĝ,a(k)]
χt(z) · q−w(z)
|Aut
Iµ̂M˜t,Ĝ,a(k)
(z)| . (23)
We will deduce this theorem from p-adic integration.The proof of 6.11 can be found at the end of this
subsection, as we have to establish a few auxiliary results first.
If we are in Situation 6.2, Theorem 6.11 can be reformulated as follows using the description of the
twisted inertia stack given in Theorem 5.23:
Corollary 6.12. For all a ∈ A˜(k), t ∈ X∗(T̂/Z(X, Ĝ)) and s ∈ X∗(T /Z(X,G)) we have∑
{(E,∞ρκ )}/Hom(µ̂,Z(X,G))(k)
s(κ)q−F(κ)#M˜,tHE ,a(k) =
∑
{(E′,∞ρκ )}/Hom(µ̂,Z(X,Ĝ))(k)
t(ν)q−F(ν)#M˜,sHν,ρ′ ,a(k),
(24)
where E ranges over the coendoscopy data for G over k occurring on IµˆM˜aniG (k) and E ′ ranges over the
coendoscopy data for Gˆ over k occurring on IµˆM˜aniGˆ (k).
Using the specialisation map recalled above, we have according to Theorem 2.18
volG
(
e−1(y)
)
=
q−w(y)
|Aut
Iµ̂M˜,tG,a
(y)|
for every y ∈ Iµ̂M˜,tG,a(k), where we also write volG instead of volM˜,t
G,Ua
. Theorem 6.11 is therefore
equivalent to the identity ∫
M˜
,t
G,Ua
(O)
χs · volG =
∫
M˜
,s
Ĝ,Ua
(O)
χt · volĜ . (25)
We will prove this identity by fibrewise integration relative to the Hitchin base.
Lemma 6.13. Let η0 be a generating section of Ω
top
A˜
and η1 be a generating section of the line bundle
ΩtopM˜♦,t
G
/A˜
on M˜♦,tG .
(a) There exists a unique generating section ω ∈ ΩtopM˜t
G
, such that ω|M˜♦,t = η0 ∧ η1.
(b) There exists a positive integer r, such that ω⊗r descends to a well-defined generating section of
(Ωtop
M˜t
G
)⊗r
(c) For an integrable function g : M˜ tG(O)→ C, we have∫
M˜t
G
(O)
g · volM˜t
G
=
∫
A˜(O)
|η0|
∫
M˜t
G,b
g · |η1|.
Proof. To simplify notation we drop the superscript t in the rest of the argument. Over the open subset
M˜♦ ⊂ M˜ the Hitchin map f : M˜G → A˜ is smooth. Therefore we have a short exact sequence
0→ f∗Ω1
A˜
→ Ω1M˜♦
G
→ Ω1M˜♦
G
/A˜
→ 0.
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Passing to top exterior powers we obtain an isomorphism of line bundles
ΩtopM˜♦
G
' ΩtopM˜♦
G
/A˜
⊗ Ωtop
A˜
. (26)
On the level of sections this isomorphism sends ω0 ⊗ ω1 7→ ω0 ∧ ω1. Assertion (a) follows from Hartog’s
extension property for the line bundle ΩtopM˜G/A˜
applied to the open subset M˜♦ ⊂ M˜. We remark that
this is possible since its compliment has codimension at least 2 by [Ngoˆ10, Proposition 4.16.1].
As noted at the beginning of this section, the stack M˜G is Zariski locally a finite e´tale quotient stack.
Assertion (b) is a general property for coarse moduli spaces of finite quotient stacks [U/Γ] → U/Γ. If r
is chosen sufficiently high, then for ω ∈ Ωtop[U/Γ] its r-th power ω⊗r is Γ-equivariant.
We now turn to the proof of (c). Since M˜♦G → A˜
♦
is a smooth morphism of algebraic varieties we can
apply [Igu00, Theorem 7.6.1] to conclude the identity over M˜G(O)∩ M˜♦G(F ) (strictly speaking Igusa only
works with sections of Ωtop, but the case of sections of the tensor powers (Ωtop)⊗r is treated analogously):∫
M˜G(O)
g · volM˜G =
∫
M˜G(O)∩M˜♦G(F )
g · |ω| 1r =
∫
M˜G(O)∩M˜♦G(F )
g · |η0 ∧ η1| =
∫
A˜(O)
dµA˜
∫
M˜♦
G,b
(F )
g · |η1|.
By 2.1(a) the complement of M˜G(O) ∩ M˜♦G(F ) is set of measure zero, and therefore this implies the
claim.
Now fix η0 and η1 as in Lemma 6.13 for M˜
s
Ĝ
. Since M˜♦,s
Ĝ
is a P˜♦
Ĝ
-torsor over Â
♦
, η1 induces a generating
section η′1 of Ω
top
P˜♦
G
/A˜♦
, see [GZW17, Lemma 4.9]. By abuse of notation we write ρ∗η1 for the generating
section of ΩtopM˜♦,t
G
/A˜
obtained from the pullback of η′1 under the isogeny ρ : P˜G → P˜Ĝ of Construction 4.30.
By virtue of Lemma 6.13 above, (25) follows if we show for all b ∈ Ua(O)[ the equality∫
M˜
,t
G,b
(F )
χs · |ρ∗η1| =
∫
M˜
,s
Ĝ,b
(F )
χt · |η1|,
as by Proposition 2.1(a) the complement of the subset Ua(O)[ ⊂ Ua(O) is a set of measure 0 (see also
Remark 6.9). We deduce this equality from the following two lemmas, which we will prove in the next
subsection.
Lemma 6.14. Let b ∈ Ua(O)[, such that the corresponding fibre M˜,tG,b does not have an F -rational point.
Then χt|
M˜
,s
Ĝ,b
(F )
is a non-trivial character (up to translation), and hence
∫
M˜
,s
Ĝ,b
(F )
χt · |η1| = 0.
These statements also play an important role in our article [GZW17] devoted to the proof of the
Hausel–Thaddeus conjecture, see Proposition 4.13 in loc. cit. The lemma below is a generalisation of
[GZW17, Lemma 4.11]. In order to keep this article self-contained we include the arguments in Subsection
6.5.
Lemma 6.15. Let b ∈ Ua(O)[, such that the corresponding fibres M˜,tG,b and M˜,sĜ,b have F -rational points.
Then we have χt|
M˜
,s
Ĝ,b
= 1 and χs|
M˜
,t
G,b
= 1, and an equality of integrals
∫
M˜
,t
G,b
(F )
|ρ∗η1| =
∫
M˜
,s
Ĝ,b
(F )
|η1|.
Proof of Theorem 6.11. We just summarise the discussion above. For every b ∈ Ua(O)[ = Ua(O)∩ A˜(O)[
we have to prove the equality ∫
M˜
,t
G,b
(F )
χs · |ρ∗η1| =
∫
M˜
,s
Ĝ,b
(F )
χt · |η1|. (27)
If M˜,tG,b(F ) = ∅, then by Lemma 6.14 the right hand side of (27) is 0 as well. The same argument works
in the case M˜,s
Ĝ,b
(F ) = ∅, so we’re left with the case when both Hitchin fibres have a rational point, which
is covered by Lemma 6.15
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6.4 Character sums
The first consequence of our comparison of p-adic integrals for moduli spaces of Higgs bundles is a
special case of (the geometric analogue of) Waldspurger’s non-standard Fundamental Lemma. At first
we introduce some notation. We fix an identification of C with Q¯`. Assume that a finite group Γ acts on
H∗c (Yk¯, Q¯`) where Y/k is a k-variety, and that this action commutes with the action of Gal(k) on e´tale
cohomology. For a character κ of Γ we write #κY (k) to denote Tr(Fr,H∗c (Y, Q¯`)κ), where V κ denotes the
κ-isotypical component of a Γ-representation V . We also use the shorthand #stab = #id for the identity
character. The proof of the following lemma is an easy exercise left to the reader.
Lemma 6.16. Assume that Y  ⊂ Y is a union of connected components, such that H∗c (Y , Q¯`) is
acted on by a subgroup Γ ⊂ Γ, such that Γ · (H∗c (Y , Q¯`)) = H∗c (Y, Q¯`), and dim(H∗c (Y , Q¯`)) =
|Γ|
|Γ| · dim(H
∗
c (Y, Q¯`)). Then we have IndΓΓ H
∗
c (Y
, Q¯`) = H∗c (Y, Q¯`), and hence we have for every
character κ ∈ Γ∗ an equality
#κ|ΓY (k) = #κY (k).
Corollary 6.17. For every a ∈ A˜(k) we have
#stabM˜G,a(k) = #stabM˜Ĝ,a(k).
Proof. By virtue of Lemma 6.16 for M˜G,a ⊂ M˜G,a, we have
#stabM˜G,a(k) = #stabM˜G,a(k).
We will obtain the identity above by summing up the identities of (23) for all possible values of
t ∈ pi0(P˜G,a) and s ∈ pi0(P˜Ĝ,a). On the left hand side we have∑
s,t
LHS of (23) =
∑
κ
∑
s,t
s(κ)q−F(κ) #
(
ÎˆµM˜G,a(k)
)
κ
= q− dimM˜G
∑
s,t
#M˜,tG,a(k),
where we use for the second equality sign that s 7→ s(κ) is a non-trivial character for κ 6= 1 and F(1) =
dimM˜G. Using Lemma 6.6 we find∑
s,t
#M˜,tG,a(k) = |pi0(PG,a)|
∑
s
#stab M˜G,a(k) = |pi0(PG,a)||pi0(PĜ,a)|#stab M˜G,a(k).
The same computation for the right hand side of (23) yields∑
s,t
RHS of (23) = q− dimM˜Ĝ |pi0(PG,a)||pi0(PĜ,a)|#stab M˜Ĝ,a(k).
Therefore we conclude #stab M˜G,a(k) = #stab M˜Ĝ,a(k).
This result on point-counts implies an assertion on the topology of the Hitchin map over k¯: Using
Chebotarev density and the fact that (Rf˜∗Q¯`)k¯ is pure (since f˜ is proper and M˜ and A˜ are smooth)
and semi-simple (by virtue of the Decomposition Theorem) one can deduce from this assertion that
the complexes of constructible sheaves (Rf˜G,∗Q¯`)stabk¯ and (Rf˜Ĝ,∗Q¯`)
stab
k¯ are equivalent. However, for
establishing Waldspurger’s non-standard form of the Fundamental Lemma, the above version in terms of
point-counts suffices.
The next statement is equivalent to Ngoˆ’s Geometric Stabilisation Theorem 1.1. Using purity of the
cohomology of Hitchin fibres, it allows one to reconstruct the dimension of the λ-isotypical component
Hi(M˜G,a, Q¯`)λ, where λ ∈ Hom(X∗(T), (Q /Z)′) is a character of finite order. Since the action of X∗(T)
on the cohomology of a Hitchin fibre M˜G,a factors (by definition) through pi0(P˜G,a), we see that the λ-
isotypical component Hi(M˜G,a, Q¯`)λ is non-zero, if and only if λ factors through pi0(P˜G,a), and therefore
defines an element of (pi0(P˜G,a))∗. Since Hom(X∗(T), (Q /Z)′) = Hom(µ̂, T̂) we may consider coendoscopic
data E for Ĝ of type λ.
Corollary 6.18. Let E = (λ, ρλ, ρλ → ρ) be a coendoscopic datum for Ĝ over k for which the torsor
ρλ,∞ splits. We also use the notation λ ∈ pi0(P˜G,a)∗ to denote the image of λ in pi0(P˜G,a)∗. For every
point a ∈ A˜E(k) we have
#λM˜G,a(k) = qdimM˜G−F(λ)#stabM˜ĤE ,a(k).
Here ĤE is the Langlands dual group of HE , that is, an endoscopy group of G.
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Proof. This time we apply
∑
s,t λ
−1(t) to both sides of (23). We get∑
s,t
λ−1(t) · LHS of (23) =
∑
κ
∑
s,t
λ−1(t)s(κ)q−F(κ)#
(
IM˜,tG,a(k)
)
κ
=
∑
s,t
λ−1(t)q− dimM˜G#M˜,tG,a(k),
where we use that s 7→ s(κ) is a non-trivial character for κ 6= 1. The right hand side above simplifies
further to ∑
s,t
λ−1(t) · LHS of (23) = q− dimM˜G |pi0(P˜G,a)||pi0(P˜

Ĝ,a)| · #λ M˜G,a.
Next we evaluate what happens to the right hand side of (23). By virtue of [Ngoˆ10, Proposition 6.3.3],
the coendoscopy datum E for Ĝ is the only such datum of type λ such that a ∈ AE(k). Using this we find∑
s,t
λ−1(t) · RHS of (23) =
∑
ν
∑
s,t
λ−1(t)t(ν)q−F(ν)#
(
IM˜,s
Ĝ,a
(k)
)
ν
=
∑
s,t
q−F(λ)#M˜,sHE ,a(k),
where we use that t 7→ λ(t)−1t(ν) is a non-trivial character for λ 6= ν, and the last equality sign uses the
equivalence
M˜,sHE ,a(k) '
(
IM˜,s
Ĝ,a
(k)
)
λ
of Corollary 5.24. Since we have a surjective morphism pi0(P˜G,a) → pi0(P˜

HE ,a) (see Lemma 6.7), using
Lemma 6.6 this expression simplifies to∑
s,t
λ−1(t) · RHS of (23) = q−F(λ)|pi0(P˜G,a)| · |pi0(P˜

Ĝ,a)| ·#stabM˜HE ,a(k).
Using the fact that M˜GHE is a gerbe over M˜HE banded by Z(X,HE)/Z(X,G), Remark 1.2 and Lemma
6.16 imply #stab M˜HE ,a(k) = #stab M˜HE ,a(k). Lemma 6.16 and Corollary 6.17 applied to HE yield
#λM˜G,a(k) = qdimM˜G−F(λ)#stabM˜ĤE ,a(k).
As before, one can base change to k¯ and show by applying Chebotarev density and the Decomposition
Theorem that the complexes of constructible sheaves (Rf˜G,∗Q¯`)λk¯ and (Rf˜ĤE ,∗Q¯`)
stab
k¯ are equivalent. For
the proof of the Fundamental Lemma (see [Ngoˆ10, Section 8]) this equality of complexes is not needed.
It suffices to prove the equality of point-counts
#λM˜G,a(k) = qdimM˜G−F(λ)#stabM˜ĤE ,a(k).
The arguments given above, establish this equality without relying on the theory of perverse sheaves.
Apart from p-adic integration, the main ingredient (to be discussed subsequently) is Tate duality.
Remark 6.19. The assumption of Corollary 6.18 is precisely the one used in [Ngoˆ10, 8.6.3] to deduce
the Fundamental Lemma from Geometric Stabilisation. In loc. cit. the assumption is formulated for the
endoscopy group ĤE , but this is equivalent to our assumption for the Langlands dual group HE stated in
Theorem 6.18.
In order to conclude our proof of the Geometric Stabilisation Theorem we have to prove the following
identity for the constant F(κ) appearing in Corollary 6.18. For a co-endoscopy group HE of G of type κ
we set rGHE (D) =
1
2
(dimM˜G − dimM˜HE ).
Lemma 6.20. We have
dimM˜G −F(κ) = rGHE (D).
Proof. Let a ∈ A˜E(k) ⊂ A˜(k). The fibre M˜G,a is a projective k-scheme with set of irreducible components
pi0(P˜G,a), see [Ngoˆ10, 4.16.3]. Furthermore all irreducible components have the same dimension dG by
[Ngoˆ10, 4.16.1]. Therefore we see that H2d(M˜G,a, Q¯`) ' Q¯pi0(P˜G,a)` (dG). The finite group pi0(P˜G,a) acts
via the regular representation and therefore we conclude that
H2d(M˜G,a, Q¯`)κ ' Q¯`(dG)
and hence obtain the asymptotic estimate #κM˜G,a(Fq) ∼ qdG as q →∞ for finite overfields Fq of k.
The same argument shows that we have #stabM˜HE (Fq) ∼ qdHE . By virtue of Corollary 6.18 we
have #κM˜G,a(Fq) = qdimM˜G−F(κ)#stabM˜HE ,a(Fq). The asymptotic considerations therefore show that
dimM˜G −F(κ) = dG − dHE = rGHE (D).
This concludes the reduction of Ngoˆ’s Geometric Stabilisation Theorem 1.1 to Theorem 6.11. The
next section will be devoted to proving this result.
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6.5 Tate duality
Given a Beilinson 1-motive P over base scheme S (see Definition 4.21), there exists an interesting corre-
spondence between Ext2S(P,Gm) and torsors over P∨ (later also referred to as twists of P∨). We briefly
recall this correspondence.
A torsor T over P∨ gives rise to a short exact sequence
0→ P∨ →
⊔
n∈Z
T ⊗n → Z→ 0. (28)
Dualising it, we obtain a short exact sequence of abelian group stacks
0→ BGm → G → P → 0, (29)
where we used P∨∨ ' P. This short exact sequence represents an element of Ext2S(P,Gm). Vice versa,
one dualises (29) to obtain a short exact sequence as in (28). It is clear that this defines a bijection
between isomorphism classes (and in fact an equivalence of groupoids).
In the case that P = A is an abelian variety and the base S = SpecF where F is a local non-
archimedean field, this construction gives rise to the Tate pairing
A(F )×H1(F,A∨)→ Q /Z
as follows: a torsor t ∈ H1(F,A∨) corresponds to αt ∈ Ext2F (A,Gm) which induces a gerbe αt ∈ Br(A).
One defines the value of the Tate pairing at (x, t) ∈ A(F ) ×H1(F,A∨) to be the Hasse invariant of the
gerbe x∗αt on F . According to a theorem of Tate, this is a perfect pairing (see [Mil86, I.3.4]). We refer
to this as Tate Duality.
This subsection is devoted to the study of a technical aspect of this story for (regular) Hitchin fibres.
It can be skipped on a first reading of this text.
Goal 6.21. (1) We will construct a T̂/Z(X, Ĝ)-gerbe α on M˜s
Ĝ
, such that for every x ∈ M˜s
Ĝ
(O)# we
have for λ ∈ X∗(T̂/Z(X, Ĝ)) ⊂ X∗(T) → X∗(T /Z(X,G)) that the Hasse invariant of λ(x∗Fα) ∈
Br(F ) equals χλ(e(x)). See Lemma 6.34.
(2) Subsequently we will verify that λ(α) corresponds to the twist M˜,tG with respect to Tate duality. See
Lemma 6.34.
Recall from Construction 4.13 that for a k-scheme S, an S-family of G-Higgs bundles on Xk corre-
sponds to a section of the map [gD/G] → X × S. Let ∞ ∈ X be our marked point on the curve X, we
fix an isomorphism (gD)∞ ' g = Lie(G) and obtain an evaluation morphism ev∞ : MG → [g/G].
Construction 6.22. There is a T-torsor on M˜G(Xk), induced by the morphism M˜G(Xk) → B T of the
diagram below
M˜G(Xk) //

[trs/T]

' // trs ×Bk T // Bk T
MG(Xk)
ev∞ // [g/G].
By virtue of Definition 4.34 we have A˜ = A×ctrs. Since M˜ = M ×A A˜ we obtain map M˜G → [trs/T] =
[grs/G]×c trs.
Definition 6.23. Assume that we are in Situation 6.1. The T-torsor on M˜G(Xk) represented by the
morphism M˜G(X) → Bk T of Construction 6.22 will be denoted by TG → M˜. By quotienting out the
centre Z(G) ⊂ T we obtain a T /Z(X,G)-torsor on M˜G(Xk) which we also denote by TG.
In fact, a similar construction is used in Ngoˆ’s description of automorphism groups of Higgs bundles
which we recalled in 4.36.
Remark 6.24. For (E, θ, ∞˜) ∈ M˜aniG (Xk) we have that the map Aut(E, θ)→ T induced by M˜aniG (Xk)→
Bk T is the embedding described in Lemma 4.36.
In the following definition we make use of the fact that a morphism of abelian group stacks H → BA
gives rise to an extension of abelian group stacks
1→ A→ H˜ → H → 1,
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where H˜ is defined as the fibre product H×BA {1}. This is standard, which amounts to the well-known
description of morphisms in the derived category of an abelian category C in terms of Ext-groups
HomD(C)(B,A[1]) ' ExtC(B,A).
In the case of abelian group stacks, it can be verified directly from the definitions of BA as classifying
A-torsors. We refer the reader to [BBE02, 2.A4] for a similar construction for groupoids (without the
abelian assumption).
Definition 6.25. We assume that we are in Situation 6.1. Let PG → BunT (C/A) be the morphism
which forgets the W -equivariant and +-structures (see Definition 4.25 and Theorem 4.26). The marked
point ∞˜ ∈ Csm yields a morphism P˜G → BunT(C/A) → Bk T of abelian group stacks. We denote the
corresponding extension of abelian group stacks by
1→ T→ TP → P˜G → 1.
Remark 6.26. The action of the Prym P̂G on M̂G lifts to an action of TP on the T-torsor TG over M˜G.
This remark has an important consequence, it implies that the restriction of TG|M̂G,a is translation
invariant.
Corollary 6.27. Let us be in Situation 6.1 and y ∈ PG,a(k). We denote by ψy : M˜G,a → M˜G,a the
induced automorphism given by acting through y. Then ψ∗yTG is non-canonically isomorphic to TG.
This implies that TG descends automatically to a T /Z(X,G)-torsor on the unramified twist M˜tG,a.
Indeed, the obstruction to the existence of a Galois descent datum is given by a 2-cocycles with values in
H2e´t(k,T /Z(X,G)) = Br(k)⊗ X∗(T /Z(X,G)). Since the Brauer group of a finite field vanishes, so does
the obstruction and Galois-descent datum exists. Furthermore, it is unique (up to a unique isomorphism)
since H1e´t(k,T /Z(X,G)) = H1e´t(k,Gm)⊗ X∗(T /Z(X,G)) = 0.
Definition 6.28. We denote the T /Z(X,G)-torsor on M˜tG,a defined above by T tG.
Recall from Theorem 4.28 that we have an equivalence of abelian group stacks over A♦
Hom(P♦G, BGm) ' P♦Ĝ .
The classifying map P˜♦G → B T of the torsor T G therefore yields a section of
P˜♦Ĝ ⊗ X∗(T) ' Hom(X∗(T̂), P˜
♦
Ĝ). (30)
Lemma 6.29. The map X∗(T̂)→ P˜♦Ĝ of (30) agrees with the map (15).
Proof. The isomorphism (P♦G)∨ ' P♦Ĝ is induced by pullback along the Abel-Jacobi map
AJ♦G : C♦ ×X X∗(T )→ P♦G
from Construction 4.27.
We recall the definition of the Abel-Jacobi map in slightly different wording, and refer the reader to
Construction 4.27 for more details. The Abel-Jacobi map is induced by a strongly W -equivariant T -torsor
on C♦ ×A♦ C♦ ×X X∗(T ) whose fibre over a local section λ : U → X∗(T ) is given by W -equivariantisation
of O(λ∆), where ∆ denotes the diagonal divisor. E´tale-locally on U the underlying T -torsor can be
described as ⊗
w∈W
O(λ∆)w,
it is endowed with a tautological +-structure.
By definition of the T-torsor TP/P˜G, we have that (AJ♦G)∗TP is given by restricting the torsor above
along
idC˜ ×∞˜ × idX∗(T ) : C˜♦ ×X X∗(T ) ↪→ C˜♦ ×A♦ C˜♦ ×X X∗(T ).
Hence the pullback (AJ♦G)
∗ T P is given by W -equivariantisation of O(λ∞˜) with its tautological +-
structure, where this time we denote by ∞˜ ⊂ C˜ the divisor given by the image of the section ∞˜ : A˜→ C˜.
For every e´tale-local section ν of X∗(T ) we obtain therefore a Gm-torsor ν((AJ♦G)
∗ T P) which is given
by the W -equivariantisation of O(〈λ, ν〉∞˜) with the tautological +-structure. This yields a Gm-torsor
〈(AJ♦G)∗TP〉 on
C˜♦ ×X X∗(T )×X X∗(T ).
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By virtue of the isomorphism X∗(T ) ' X∗(T̂ ), we can view it as induced by a strongly W -equivariant
T̂ -torsor on
C˜♦ ×X X∗(T̂ )
with +-structure, given by W -equivariantisation of O(ν∞˜) for every e´tale-local section ν of X∗(T̂ ) =
X∗(T). This corresponds precisely to the section of AJĜ(∞˜) : A˜ × X∗(T̂ ) → P˜Ĝ of Definition (15) and
hence concludes the proof.
We have seen in Definition 3.12 that for varieties over finite fields (or ring of integers of local fields),
every torsor T of finite order gives rise to a gerbe. The reason for this is that pie´t1 (Spec k) ∼= Ẑ is
topologically generated by the Frobenius automorphism. By restricting the T /Z(X,G)-torsor to a Hitchin
fibre MG,a we show first that we obtain a torsor of finite order, and hence can apply the construction.
Lemma 6.30. The restriction of the T /Z(X,G)-torsor TG to a Hitchin fibre M˜G,a is of finite order.
Proof. We will deduce this assertion from the following claim. We denote by PicT /Z(X,G) the relative
(unsheafified) Picard functor.
Claim 6.31. There exists a morphism P˜Ĝ ⊗ X∗(T /Z(X,G)) → PicT /Z(X,G)(M˜G/A˜), such that for
a ∈ A˜(k) the torsor TG|M˜G,a agrees with the image of a k-rational point of P˜Ĝ,a with respect to this map.
The lemma above follows from the claim, since pi0(P˜Ĝ,a) is a torsion group, and since the neutral
connected component of P˜Ĝ,a is an abelian variety and hence has only finitely many k-rational points. It
therefore suffices to prove the claim.
Since T /Z(X,G) is a torus, every T /Z(X,G)-torsor on an open subspace U ⊂ Y of a smooth algebraic
space Y extends to Y . This extension is unique up to tensor product by OY (E), where E is a divisor
on Y set-theoretically supported on the complement of U . Since M˜G is a smooth DM-stack which is an
algebraic space up to codimension 2 by Corollary 5.25, we conclude that the same property holds for the
open immersion
M˜♦G ⊂ M˜G.
Furthermore, the Hitchin map f˜ : M˜G → A˜ is flat ([Ngoˆ10, Corollaire 4.16.4]) and therefore we obtain an
isomorphism
PicT /Z(X,G)(M˜G/A˜)(V ) ' PicT /Z(X,G)(M˜♦G/A˜
♦
)(V ♦)
for every smooth morphism V → A˜. In particular we can apply this to V = P˜Ĝ ⊗ X∗(T /Z(X,G)), and
use the above isomorphism to uniquely extend the T/Z(X,G)-torsor on
M˜♦G ×A˜ P˜Ĝ ⊗ X∗(T /Z(X,G))
which is induced by the Poincare´ line bundle on M˜♦G ×A˜ P˜Ĝ.
We therefore obtain a T /Z(X,G)-torsor on the product M˜G × P˜Ĝ ⊗ X∗(T /Z(X,G)) and hence a
morphism
P˜Ĝ ⊗ X∗(T /Z(X,G))→ PicT /Z(X,G)(M˜G/A˜).
It follows from Lemma 6.29 that TG is the image of a k-rational point.
Definition 6.32. Let α′a ∈ H2e´t(M˜tG,a,T /Z(X,G)) be the gerbe on M˜G,a which is induced by the
element of H1e´t(k,H
1
e´t(M˜tG,a,T /Z(X,G))) which sends the topological generator 1 ∈ Ẑ ∼= Gal(k¯/k) to
[T tP ] ∈ H1e´t(M˜tG,a,T /Z(X,G)). We decompose α′a = αaα′′a where αa is of order coprime to p and the
order of α′′a is a p-power.
Recall that Ua denotes SpecOhA,a. For every integer N coprime to p we have a natural isomorphism
H2e´t(M˜G,Ua , µN ) ' H2e´t(M˜G,a, µN ) (as a consequence of proper base change [Art64, Expose´ XVI]).
Definition 6.33. We define αUa ∈ H2e´t(M˜tG,Ua , µN ) ' H2e´t(M˜tG,a, µN ) as the element corresponding to
αa of Definition 6.32.
Lemma 6.34. Let x ∈ M˜G(O)# and λ ∈ X∗(T /Z(X,G)). The Hasse invariant of λ(x∗Fα) ∈ Br(F )
equals χλ(e(x)).
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Proof. This follows directly from Corollary 3.14 and the claim that the function
fλ(T ) : Iµ̂M˜G(k)→ C
induced by the Gm-torsor λ(T )/M˜G agrees with χλ. To see this, recall the definition of fλ(T ): a k-
rational point y of Iµ̂M˜G gives rise to a map Bµ̂ → M˜G. Post-composing this morphism with the
morphism M˜G → BGm corresponding to λ(T ), we obtain a morphism of stacks Bµ̂→ BGm. The latter
corresponds to a group homomorphism µ̂→ Gm, corresponding to λ(κ) of (Q /Z)′, where κ is the element
corresponding to y ∈ Iµ̂M˜G according to Theorem 5.23 (see also Remark 6.24).
Proof of 6.14. Recall what we would like to show: let b ∈ Ua(O)[, such that the corresponding fibre M˜,tG,b
does not have an F -rational point. Then χt|M˜,s
Ĝ,b
(F )
is a non-trivial character (up to translation).
There are two cases, if M,s
Ĝ,b
does not have an F -rational point there is nothing to show. If an
F -rational point exists, then the twist M,s
Ĝ,b
can be identified with M,s
Ĝ,b
, respectively the Prym PG,b.
It follows from Lemma 6.29 that α ∈ Ext2e´t(P˜
♦,
G,b ,X∗(T /Z(X,G))⊗Gm) = Ext1e´t(X∗(T̂/Z(X,G)), P˜
♦,
Ĝ,b )
corresponds to the unramified twists M˜,t
Ĝ,b
. Recall the correspondence between twists and gerbes on
abelian varieties described at the beginning of Subsection 6.5.
According to Tate Duality [Mil86, I.3.4] we have a perfect pairing
P˜G,b(F )×H1e´t(F, P˜

Ĝ,b)→ Q /Z,
which sends (y, t) to inv∗(y∗αt), where αt ∈ Ext2e´t(P˜

Ĝ,b,Gm) denotes the corresponding gerbe. In par-
ticular, for every non-trivial t ∈ H1e´t(F, P˜

Ĝ,b), the Hasse invariant of the gerbe αt|P˜G,b is a non-trivial
character.
Lemma 6.34 now provides the finishing touch: the Hasse invariant of αt|P˜G,b is given by the function
χt, which proves exactly what we wanted.
Proof of Lemma 6.15. The proof of the previous lemma shows that the function χt|M˜,s
Ĝ,b
(F )
is constant
and equal to 1. The isogeny of Construction 4.30 induces an isogeny of abelian varieties P♦,G → P♦,Ĝ of
degree coprime to the characteristic of k. Lemma 6.15 is now a consequence of Proposition 2.2.
A Appendix
A.1 Co-descent
As a preparation to extend the duality result of Donagi–Pantev and Chen–Zhu to outer twists of reductive
group schemes G, we develop a co-descent description of the Prym P in this subsection. As a warm up we
discuss descent for Prym varieties. Subsequently we freely use standard terminology for simplicial objects,
as explained in [Sta, Tag 0169]. We also remark that we will depict simplicial objects as semi-simplicial
objects (ignoring degeneracy maps).
Definition A.1. Let Y
f−→ X be a finite e´tale morphism of smooth proper curves. We fix a quasi-split
reductive group scheme G/X, and by abuse of notation also denote by G/Y its pullback to Y .
(a) We denote by ResY/X : PG,X → PG,Y the natural map induced by pullback of J-torsors along the
map f .
(b) By forming base changes of the map f along itself iteratively, we obtain an augmented simplicial
object Y• in the category of finite e´tale schemes over X:
X Yoo Y ×X Yoo oo Y ×X Y ×X Y
oo
oo
oo · · ·
oo
oo
oo
oo
(c) Pullback of J-torsors yields an augmented co-simplical object in strict Picard stacks
PX PY//
Res PY×XY
//Res
//
Res
PY×XY×XY
//Res
//
//
Res
· · · .////
//Res
//
Res
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Faithfully flat descent theory applied to the surjective e´tale morphism f : Y → X above yields the
following statement.
Lemma A.2 (Descent). The augmented co-simplicial diagram of Definition A.1(c) induces an equivalence
Res : PX '|PY• |.
In order to treat co-descent we have to define norm maps for e´tale sheaves of abelian groups on
schemes. This will give rise to morphisms NmY/X : PY → PX , and to a simplicial object analogous to
the one of Definition A.1(b). We begin with an elementary lemma about finite e´tale morphisms.
Lemma A.3. Let Y
f−→ X be a surjective finite e´tale morphism of schemes of finite presentation over Z.
Then there exists a finite e´tale morphism g : Z → X, such that the base change Y ×X Z → Z is a trivial
finite e´tale morphism. That is, there exists a finite set F , such that Y ×X Z → Z is isomorphic to the
morphism
⊔
i∈F Z → Z.
Proof. Without loss of generality we may assume that X is non-empty and connected. Let d be the
degree of the map f . We prove the assertion by induction on d.
The base case d = 1 is true, as f is then an isomorphism and we can choose g = idX . We assume
that the assertion is already known to be true for finite e´tale morphisms of degree d − 1. The diagonal
Y → Y ×X Y is open, since f is e´tale [Sta, Tag 02GE], and closed as f is finite (and thus separated).
Therefore, the diagonal morphism corresponds to the inclusion of a (union of) connected component
Y ↪→ Y ×X Y . We obtain a finite e´tale map U = Y ×X Y \ Y → Y of degree d− 1.
By the inductive hypothesis there exists g′ : Z′ → Y , a finite e´tale morphism, such that U ×Y Z′ → Z′
is a trivial finite e´tale morphism. We define g : Z = Z′ ×X Y → X and observe that Y ×X Z → Z is a
trivial finite e´tale morphism.
Definition A.4. Let J a sheaf of abelian groups on the small e´tale site of X. Let Y
f−→ X be a surjective
finite e´tale morphism. We denote by JY the sheaf on the small e´tale site of X given by f∗f−1J .
(a) If f is trivial, that is, there exists a finite set F , such that f is isomorphic to the map
⊔
i∈F X → X,
then we define NmY/X : JY → JX to be the multiplication map
JF → J
which sends local sections (si)i∈F to
∏
i∈F si.
(b) We say that a morphism of e´tale sheaves nm : JY → JX is a norm map, if for every map g as in
Lemma A.3 we have g∗nm = NmY×XZ/Z .
Norm maps as in Definition A.4 always exist, and furthermore are unique.
Construction A.5 (Norm maps). Let f : Y → X, J and JY be as in Definition A.4. We define a norm
map NmY/X : JY → J as follows. Let g : Z → X be a finite e´tale morphism, such that Y ×X Z → Z is a
trivial e´tale morphism. The existence of g is guaranteed by Lemma A.3.
Definition A.4(a) defines a norm map NmY×XZ/Z : g
−1JY → g−1JX . Let h : U → X be an e´tale open
of X and s ∈ JY (U) a local section.
The section t = g∗s ∈ JY (U ×X Z) descends by construction to U , that is, with respect to the two
projections
p1, p2 : (U ×X Z)×U (U ×X Z)→ U
we have p∗1t = p
∗
2t. Furthermore, by construction of g and since J is a sheaf, we have a canonical
isomorphism JY (U) ' JX(U)F . With respect to this identification we write t = (si)i∈F ∈ JX(U ×X Z)F .
We have p∗1si = p
∗
2si for all i ∈ F . This shows that NmY×XU×XZ/U×XZ(t) =
∏
i∈F si also satisfies
p∗1 Nm(t) = p
∗
2 Nm(t). Therefore it descends to a well-defined section NmY/X(s) ∈ J(U). We leave the
verifications that the resulting map NmY/X is a morphism of e´tale sheaves in abelian groups, and is
independent of the choice of g, to the reader.
The simplicial object Y• in finite e´tale schemes over X yields an augmented simplicial object in e´tale
sheaves on the small e´tale site of X:
J oo
Nm
JY oo
oo
JY×XY oo
//
oo
JY×XY×XY oo
oo
oo
oo
· · · (31)
The first incarnation of co-descent is the assertion that the augmentation of this diagram is a limit.
Lemma A.6 (Local co-descent). Diagram (31) is a limit diagram in the category of sheaves of abelian
groups on the small e´tale site of X, that is, J ' |JY• |. Moreover, this holds in the derived ∞-category
e´tale sheaves in abelian groups.
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Proof. We only prove the second assertion (in the derived∞-category) as it implies the first since She´t(X)
is a full subcategory of De´t(X). By virtue of Lemma A.3 there exists a finite e´tale morphism Z → X,
such that Y ×X Z → Z is a trivial e´tale covering. Since the assertion of the lemma can be verified e´tale
locally, we may assume without loss of generality that Y → X is of the shape ⊔i∈F X → X, where F is
a finite set.
Since J⊔
i∈F X ' JFX , we have to verify that JX
NmY/X←−−−−− |J×F•X | is an isomorphism. Here, we denote by
F• the simplicial set which agrees with ×n0=1F in level n. By the Dold–Kan correspondence (see [Sta, Tag
019D]) the geometric realisation of this simplicial abelian group is quasi-isomorphic to the chain complex
JFX ← JF×FX ← JF×F×FX ← · · ·
with differential ∂n : J
×ni=0F
X → J
×n−1i=0 F
X given by the alternating sum of the face maps (i = 0, . . . , n)
∂n,i : J
Fn+1
X → JF
n
X ,
which sends (g : Fn + 1→ JX) ∈ JFn+1X to
∂n,ig : (c0, . . . , cn−1) 7→
∏
c∈F
g(c0, . . . , ci−1, c, ci, . . . , cn−1).
A direct computation shows that the homology groups of this complex are 0 in positive degrees and
isomorphic to JX in degree 0. This concludes the proof of the lemma.
Strict Picard stacks naturally from a 2-category (to be precise, a (2, 1)-category). The corresponding
“homotopy category”, obtained by identifying 2-isomorphism 1-morphisms, is well-understood: in SGA
IV.3 [Art64, XVIII.1.4] Deligne proved that the homotopy category of strict Picard stacks is equivalent
to the full subcategory of the derived category of sheaves of abelian groups
D[−1,0](Sh) ⊂ D(Sh)
consisting of those complexes supported in degrees [−1, 0]. The inverse to this embedding works as follows:
to a length 1 complex [V−1 → V0] of sheaves of abelian groups one associates the quotient stack [V0/V−1].
It is clear that the quotient stack inherits a strict monoidal structure from this presentation.
Deligne’s embedding can be enhanced to capture the full 2-categorical structure of strict Picard stacks.
It is well-known that the 2-category of strict Picard stacks embeds as a subcategory into the derived ∞-
category
D[−1,0](Sh) ⊂ D(Sh)
of complexes of sheaves of abelian groups. This result is part of the mathematical folklore and can be
deduced from the Dold-Kan correspondence [Sta, Tag 019G].
Remark A.7. With respect to Deligne’s equivalence we have P ' RΓ(XS , J [1]).
Definition A.8. Norm map Let f : Y → X be a finite e´tale morphism which is surjective. The norm
map NmY/X : JY → JX induces a morphism of strict Picard stacks NmY/X : PY → PX .
The simplicial scheme Y• of Definition A.1(b) yields a co-simplicial diagram of strict Picard stacks
PX PY
Nmoo PY×XY
oo
oo PY×XY×XY
oo
oo
oo · · ·
oo
oo
oo
oo
(32)
Corollary A.9 (Global co-descent). For a finite e´tale morphism Y → X of smooth proper curves the
diagram (32) is a colimit diagram in the 2-category of strict Picard stacks, that is, the augmentation
yields an equivalence NmY/X : PG(X) ' |PG(Y•)|. Furthermore this holds in the derived ∞-category
D(Shbig-e´t(Spec k)).
Proof. As before we only prove the second statement, as it implies the first. For an affine k-scheme S,
the strict Picard groupoid PG(S) corresponds to the complex Rpi∗(XS , JXS [1]) in the derived∞-category
De´t(S), where pi : XS → S is the canonical projection. We claim that the functor Rpi∗ : Dbe´t(XS) → Dbe´t(S)
preserves small colimits. To see this one uses that for exact functors between stable ∞-categories, it
suffices to show that the induced functor of triangulated categories
Rpi∗ : Ho(De´t(X))→ Ho(De´t(S))
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preserves small coproducts (see [Lur, Proposition 1.4.4.1(2)]). For bounded complexes this follows from
[Sta, Tag 0739]. The general case can be reduced to the bounded case as follows: let (F•i )i∈I be a small set
of complexes of sheaves on the small e´tale site of XS . We will show that the canonical map of complexes
⊕
i∈I
Rpi∗ F•i → Rpi∗
(⊕
i∈I
F•i
)
.
is a quasi-isomorphism. Since F•i ' lim−→d→−∞ τ≥d, and τ≥d commute with small coproducts, and Rpi∗
with small limits, we can assume that the F•i are uniformly bounded below. That is, there exists c ∈ N,
such that for all i ∈ I the cohomology sheaves Hj(F•i ) = 0 if j < c.
We want to show for all j ∈ N that the induced morphism
Hj
(⊕
i∈I
Rpi∗ F•i
)
→ Hj
(
Rpi∗(
⊕
i∈I
F•i )
)
is an isomorphism. Choose d > j, then this is equivalent to the induced morphism
Hj
(⊕
i∈I
Rpi∗τ≤d F•i
)
→ Hj
(
Rpi∗(
⊕
i∈I
τ≤d F•i )
)
to be an isomorphism. The complexes τ≤d F•i are bounded and we have already remarked that Rpi∗
commutes with coproducts of bounded complexes.
The fact that Rpi∗ preserves colimits and Lemma A.6 imply that we have an equivalence of Picard
groupoids NmY/X : PG(X)(S) ' |PG(Y•)(S)|. This concludes the proof.
A.2 Langlands duality and the Prym varieties for quasi-split reductive
groups
The following theorem is due to Donagi–Pantev ([DP12, Theorem A]) in characteristic 0 and due to
Chen–Zhu ([CZ17, Theorem 1.2.1]) in its more general incarnation.
Theorem A.10 (Donagi–Pantev, Chen–Zhu). Let G/k be a split reductive group scheme over k, such
that char(k) is 0 or, |W | is not divisible by char(k). We denote by Ĝ the Langlands dual group scheme.
For X/k a smooth projective curve we obtain an isomorphism AG ' AĜ, which maps A♦G to A♦Ĝ. With
respect to this identification the abelian group stacks PG and PĜ are dual, that is there is an equivalence
AJ∗ : PG ' PĜ .
The following observation plays an important role in extending this theorem to quasi-split reductive
groups. We refer the reader to the paragraph preceding 4.28 for context and references of the map AJ∗.
Remark A.11. For f : Y → X a finite e´tale map, we have Res∨Y/X = NmY/X : PG,X → PG,Y , that is,
the diagram
PG,X
ResY/X

AJ∗
'
// P∨
Ĝ,X
Nm∨Y/X

PG,Y
AJ∗
'
// P∨
Ĝ,Y
commutes. Commutativity of this diagram is a consequence of commutativity of
CY × X∗(T̂) AJY //
f

PĜ,Y
NmY/X

CX × X∗(T̂) AJX // PĜ,X .
Indeed, the upper horizontal map sends a pair (y, λ), where y is a point of the spectral cover CY , and
λ ∈ X∗(T̂) to the W-equivariantisation of the T̂-torsor OCY (λy). The image of the norm map of this
T̂-torsor is the W-equivariantisation of the T̂-torsor OCX (λf(y)) which agrees with AJ(f(y), λ).
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We combine this remark with the co-descent picture of the previous paragraph A.9 in order to extend
A.10 to the case of quasi-split reductive group schemes on X.
Corollary A.12. Let X/k be a smooth projective curve over a field k, and G/X a quasi-split reductive
group scheme, that is, an outer form of a split reductive group G/k. For char(k) is 0 or |W | is not divisible
by char(k), we obtain an isomorphism AG ' AĜ, which maps A♦G to A♦Ĝ. With respect to this identification
the Beilinson 1-motives PG and PĜ are dual.
Proof. Let Y
f−→ X be a finite e´tale morphism, such that f∗G is isomorphic to the split group Y -scheme
G× Y . According to Remark A.11 we have a commutative diagram
P∨X
Nm∨ // P∨Y
AJ∗

//
// P∨Y×XY
AJ∗

//
//
//
P∨Y×XY×XY
AJ∗

//
//
//
//
· · ·
P̂X
Res // P̂Y //// P̂Y×XY ////
//
P̂Y×XY×XY //
//
//
//
· · ·
with each row being an augmented co-simplicial object in strict Picard stacks. The augmentation map
of the first row induces an equivalence of P∨a,X with the geometric realisation of the first row, as can be
seen by dualising the co-descent statement of Corollary A.9. The augmentation map of the second row
induces an equivalence of P̂a,X with the geometric realisation, as a consequence of descent theory for P̂
(see Lemma A.2).
Since the morphisms AJ∗ are equivalences of strict Picard stacks, we obtain an induced equivalence
of geometric realisations P∨a,X ' P̂a,X .
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