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Kapitel 1
Einleitung
Die an Rißfronten auftretenden lokalen Spannungsu¨berho¨hungen ko¨nnen zum Bruch, also
der teilweisen oder vollsta¨ndigen Trennung eines vorher ganzen Ko¨rpers, fu¨hren. Wie ein
makroskopischer Riß aus Materialdefekten entsteht und welche mikroskopischen Eﬀekte
seiner Ausbreitung zugrunde liegen, ist Gegenstand der Werkstoﬀwissenschaften und der
Materialphysik, wa¨hrend in den Ingenieurwissenschaften die makroskopische Sichtweise
seitens der Kontinuumsmechanik im Vordergrund steht. Im letzteren Fall lauten dann
die typischen Fragestellungen, ob sich ein Riß in einem Ko¨rper bei gegebener Belastung
ausbreitet oder nicht, und wenn ja, ob er unkontrolliert weiterwa¨chst, sich verzweigt oder
anha¨lt. Die in der Festko¨rpermechanik verwendeten Gro¨ßen wie Spannungen und Verzer-
rungen werden an der Rißfront singula¨r, so daß zur Charakterisierung des dort vorherr-
schenden Zustandes die Einfu¨hrung zusa¨tzlicher Gro¨ßen wie Spannungsintensita¨tsfaktor
oder Energiefreisetzungstrate notwendig wird. Das Erreichen eines kritischen Wertes die-
ser Gro¨ßen fu¨r bestimmte standardisierte Testfa¨lle kennzeichnet den einsetzenden Bruch-
vorgang; sie werden deshalb in Tabellenwerken als Kennzahlen festgehalten.
Bei stoßartig belasteten Ko¨rpern kommt es zur Ausbreitung von mechanischen Wellen,
die mit Berandungsﬂa¨chen, Materialunstetigkeiten und Rissen wechselwirken. Die Fokus-
sierung von Spannungswellen durch Berandungen und die durch sie hervorgerufenen Be-
und Entlastungsvorga¨nge an einer Rißfront ko¨nnen zur Scha¨digung oder zum Versagen
des Ko¨rpers fu¨hren. Die bruchmechanischen Parameter werden als Folge der dynamischen
Vorga¨nge zeitabha¨ngig, d.h. die Belastungsgeschichte der Rißfront muß erfaßt werden. Bei
elastischen und elastisch-plastischen Materialien mit Kleinbereichsﬂießen, d.h. geringer
Ausdehnung der plastischen Zone um die Rißfront, ist der dynamische Spannungsinten-
sita¨tsfaktor die wichtigste Meßgro¨ße. Bei elastisch-plastischen Materialien mit mo¨glichen
großen plastischen Zonen steht die Energiefreisetzungsrate als bruchmechanische Gro¨ße
im Vordergrund. Letztere setzt allerdings Testfa¨lle mit einsinniger Belastung voraus, so
daß sich das elastisch-plastische Material im wesentlichen wie ein nichtlinear elastisches
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verha¨lt. Ein allgemeines Bruchkriterium bei beliebigen dynamischen Be- und Entlastungs-
vorga¨ngen existiert nicht. Die extrem aufwendigen und komplizierten Experimente zur
Bestimmung der Nahfeldparameter der dynamischen Bruchmechanik sind in der Regel
optischer Natur und basieren auf der Annahme, daß die Nahfeldlo¨sung an der Rißspitze
ebener Natur ist.
Aus mathematischer Sicht liefert das physikalische Modell fu¨r den elastisch-plastischen
Festko¨rper bei dynamischen Problemen ein hyperbolisches System partieller Diﬀerenti-
algleichungen, das es zusammen mit geeigneten Anfangs- und Rand- bzw. U¨bergangsbe-
dingungen zu lo¨sen gilt. Analytische Lo¨sungen sind in der Regel auf einfache Lastfa¨lle
und Geometrien beschra¨nkt, so daß der Einsatz numerischer Methoden erforderlich ist.
Sowohl Finite Elemente als auch Randelemente Methoden werden verwendet. Besonders
attraktiv erscheinen Finite Diﬀerenzen bzw. in ihrer zellintegrierten Form Finite Volumen
Verfahren. Sie sind bei Verwendung von expliziten Zeitintegrationsverfahren besonders
einfach, schnell und vor allem physikalisch interpretierbar, da die zugrunde liegenden
mechanischen Bilanzgleichungen in integraler Form lokal fu¨r ein numerisches Kontroll-
volumen ausgewertet werden. Die Dominanz von Finite Elemente Verfahren im Bereich
der Festko¨rpermechanik und von Finite Volumen Verfahren im Bereich der Stro¨mungs-
mechanik ist historischer Natur und mittlerweile wird eine ganze Klasse von numerischen
Methoden, die urspru¨nglich zur Lo¨sung stro¨mungsmechanischer Probleme entwickelt wur-
den, erfolgreich fu¨r festko¨rpermechanische Anwendungsbereiche eingesetzt. Genannt seien
die auf dem HEMP-Code von Wilkins [65] basierende Zweischrittmethode von Lin und
Ballmann [29–31], die auf Clifton [6] zuru¨ckreichenden Charakteristikenverfahren [34], die
Transportmethode von Fey [11,12] fu¨r elastisch-plastische Wellen [15] und die Verfahren
von Plohr [47], Demirdzic [9], Fellinger [10] sowie von Miller und Colella [39].
Die vorliegende Arbeit formuliert die Zweischrittmethode von Lin und Ballmann [29–
31] in drei Raumdimensionen auf unstrukturierten Hexaedernetzen. Betrachtet werden
elastisch-plastische Materialien mit Materialunstetigkeiten, Rissen und mo¨glichem Kon-
takt zwischen nicht zusammenha¨ngenden Bereichen wie z.B. zwischen Rißufern oder Pro-
be und Auﬂagern. Aus numerischer Sicht ist die Methode ein explizites Godunov -Typ Ver-
fahren zur Lo¨sung der elastodynamischen Grundgleichungen in einer Geschwindigkeits-
Spannungs-Formulierung, dessen Besonderheit in der Behandlung der Nichtlinearita¨t
liegt, die bei Beru¨cksichtigung plastischen Materialverhaltens auftritt.
Gegenstand von Kapitel 2 ist das physikalische Modell fu¨r den elastisch-plastischen
Festko¨rper. Die zugeho¨rigen Grundgleichungen haben unter Beru¨cksichtigung geeigneter
Anfangs-, Rand- und U¨bergangsbedingungen Lo¨sungen, die die Ausbreitung mechani-
scher Wellen beschreiben. Erla¨utert werden außerdem das K-Konzept und die dynami-
sche Energiefreisetzungsrate. Fu¨r letztere gibt es in der Literatur keine einheitliche und
umfassende Darstellung. Den besten U¨berblick gibt wahrscheinlich [13]. Die dynamische
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Energiefreisetzungsrate stellt den Versuch einer U¨bertragung des statischen A¨quivalents
dar, das auf Griﬃth (1920) zuru¨ckgeht. Die potentielle Energie eines elastostatischen
Ko¨rpers ist anschaulich von der Gro¨ße eines vorhandenen Risses abha¨ngig. Diese Vorstel-
lung wurde vornehmlich in Finite Elemente Berechnungen praktisch umgesetzt, indem
verglichen wurde, ob sich bei Verla¨ngerung des Risses, d.h. bei Verschiebung des Knotens
auf der Rißspitze oder Aufreißen des Netzes um einen Knoten, ein energetisch gu¨nstigerer
Zustand im Ko¨rper einstellt. Im dynamischen Fall muß die kinetische Energie des Ko¨rpers
mit beru¨cksichtigt werden, und der betrachtete Bereich ist nicht der gesamte Ko¨rper, son-
dern ein kleines Gebiet, das man im Grenzwert auf die Rißspitze zusammenschrumpfen
la¨ßt.
In Kapitel 3 wird die numerische Methode beschrieben. Wie bei expliziten Verfahren zur
Lo¨sung von partiellen Diﬀerentialgleichungssystemen u¨blich, fu¨hrt die Ortsdiskretisierung
auf ein System von gewo¨hnlichen Diﬀerentialgleichungen in der Zeit, welches dann mit
Hilfe eines geeigneten Zeitintegrationsverfahrens gelo¨st wird. Fu¨r die Materialparame-
ter und Feldkomponenten werden konstante Werte innerhalb einer Zelle des Gitters zu
ganzzahligen Zeitniveaus angenommen. Die Einfu¨hrung eines Zwischenschrittes macht
die Berechnung der unbekannten Gro¨ßen an den Gitterpunkten erforderlich. Rand- und
U¨bergangsbedingungen mu¨ssen deshalb fu¨r Gitterpunkte auf den Ra¨ndern des Lo¨sungs-
gebietes und an Diskontinuita¨tsﬂa¨chen gesondert formuliert werden. Die Bestimmung
von bruchmechanischen Parametern erfolgt aus den berechneten Feldgro¨ßen ohne eine
spezielle numerische Behandlung der Rißkante. Eine ausreichende Auﬂo¨sung der Span-
nungsverla¨ufe erfordert deshalb feine Gitter, die typischerweise die halbe Rißla¨nge mit
fu¨nfzig Zellen diskretisieren. Auf die Parallelisierung des Verfahrens durch Gebietszer-
legung mittels Graphpartitionierung [20] und Datenaustausch mit Hilfe von MPI [38]
wird nicht eingegangen, um die Darstellung z.B. der Master-Slave-Technik zur Behand-
lung von Unstetigkeitsﬂa¨chen zwischen ra¨umlich unterschiedlich diskretisierten Bereichen
nicht unno¨tig zu erschweren.
In Kapitel 4 werden die Ergebnisse der Anwendung des Verfahrens auf bruchmechanische
Fragestellungen dargestellt. Die Beispiele dienen neben der Validierung des Verfahrens
und dem Vergleich mit anderen Methoden im wesentlichen zur Kla¨rung von Dickeneﬀek-
ten in rißbehafteten Scheiben, da sowohl die bruchmechanischen Parameter als auch die
zu ihrer Bestimmung dienenden Experimente ihrem Wesen nach zweidimensionaler Na-
tur sind, d.h. auf der Annahme basieren, daß sich das Nahfeld an der Rißkante in ebene
Zusta¨nde zerlegen la¨ßt. Dargestellt werden zumeist die zeitlichen Verla¨ufe der jeweiligen
Parameter, die nach Mo¨glichkeit immer mit derselben Methode ausgewertet werden, wie
sie das Experiment vorgibt.
Kapitel 2
Physikalisches Modell
In diesem Kapitel werden die physikalischen Grundgleichungen in der Form notiert, wie
sie in der numerischen Formulierung Verwendung ﬁnden. Betrachtet werden isotrope
elastische und elastisch-plastische Festko¨rper mit isotroper Verfestigung, die dem von
Mises-Fließgesetz gehorchen. In beiden Fa¨llen wird von der Annahme kleiner Dehnun-
gen ausgegangen, wonach Ableitungen nach den materiellen Koordinaten bis auf Glieder
ho¨herer Ordnung durch die entsprechenden Ableitungen nach den ra¨umlichen Koordina-
ten eines materiellen Volumenelementes ersetzt werden ko¨nnen [3]. Das mathematische
Modell liefert ein hyperbolisches System von neun partiellen Diﬀerentialgleichungen (PD-
Gln) erster Ordnung in drei Raumkoordinaten und der Zeit mit den Geschwindigkeits-
und Spannungskomponenten bzw. geeigneten Linearkombinationen als Unbekannten.
Die PDGln sind fu¨r den elastischen Festko¨rper linear und beschreiben die Ausbreitung
von Dilatations- und Scherwellen im unendlich ausgedehnten Medium. Das Vorhanden-
sein von Berandungen, Materialgrenzen oder Rissen fu¨hrt zum Auftreten weiterer Wel-
lentypen.
Fu¨r den elastisch-plastischen Festko¨rper sind die Grundgleichungen nichtlinear, und es
ko¨nnen zusa¨tzlich noch langsame und schnelle plastische Sto¨rungen bzw. alle denkbaren
Kombinationen von elastischen und plastischen Wellen auftreten, die durch unterschied-
liche Spannungspfade im Raum der Spannungsdeviatorkomponenten beschrieben werden
ko¨nnen. Um das Problem des unbekannten Spannungspfades zu umgehen, wird verein-
fachend angenommen, daß Inkremente im Raum der Spannungsdeviatorkomponenten
normal zur Fließﬂa¨che verlaufen.
Im Rahmen der Kontinuumsmechanik versucht man in der dynamischen Bruchmechanik
einfache, experimentell bestimmbare Parameter anzugeben, die das Aufreißen eines be-
reits vorhandenen makroskopischen Risses, also den eigentlichen Bruchvorgang beschrei-
ben. Als Bruchkriterium dient das Erreichen eines experimentell zu bestimmenden kriti-
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schen Wertes dieses Parameters fu¨r standardisierte Testfa¨lle, der in Tabellenwerken ange-
geben werden kann. Bei dynamischen Problemen wird zusa¨tzlich der komplette zeitliche
Verlauf in Handbu¨chern festgehalten [41].
Fu¨r die betrachteten elastisch-plastischen Materialien ist bei Kleinbereichsﬂießen der
Spannungsintensita¨tsfaktor und bei Großbereichsﬂießen die Energiefreisetzungsrate bzw.
das J-Integral als Bruchkriterium geeignet. Bei letzteren handelt es sich um Energiekrite-
rien. Da die Existenz eines elastischen Potentials vorausgesetzt wird, ist bei den Testfa¨llen
darauf zu achten, daß es nicht zu Entlastungsvorga¨ngen kommt. So ist bei monoton an-
steigender Belastung ein mathematisches Modell analog zu einem solchen fu¨r nichtlinear
elastisches Materialverhalten zula¨ssig.
2.1 Elastischer Festko¨rper
2.1.1 Diﬀerentialgleichungssystem
Im linearelastischen Festko¨rper liefert das Hookesche Gesetz den Zusammenhang zwischen
Spannungs- und Verzerrungstensor [14]:
σ = λSp()E + 2µ . (2.1)
Dabei ist im Falle inﬁnitesimaler Verzerrungen der Verzerrungstensor gegeben durch:
 =
1
2
[
(∇ ◦ u) + (∇ ◦ u)T ] . (2.2)
E ist der Einheitstensor zweiter Stufe und λ und µ die sog. Lame´-Konstanten. Der Ge-
schwindigkeitsvektor v ist durch die substantielle Zeitableitung des Verschiebungsvektors
u des materiellen Teilchens deﬁniert:
v =
Du
Dt
= u˙
.
=
∂u
∂ t
. (2.3)
Die lokale Impulsbilanz lautet in dieser Na¨herung
ρv˙ =∇ · σ . (2.4)
Sie liefert zusammen mit der materiellen Zeitableitung des Materialgesetzes (2.1)
σ˙ = λ(∇ · v)E + µ [(∇ ◦ v) + (∇ ◦ v)T ] .= ∂σ
∂ t
(2.5)
ein System von linearen, partiellen Diﬀerentialgleichungen erster Ordnung fu¨r die Kom-
ponenten des Spannungstensors σ und des Geschwindigkeitsvektors v . Damit erha¨lt man
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fu¨r die Spannungs- und Geschwindigkeitskomponenten in kartesischen Koordinaten das
folgende Diﬀerentialgleichungssystem1 :
ρ
∂vx
∂ t
=
∂σxx
∂x
+
∂σxy
∂y
+
∂σxz
∂z
,
ρ
∂vy
∂ t
=
∂σxy
∂x
+
∂σyy
∂y
+
∂σyz
∂z
,
ρ
∂vz
∂ t
=
∂σxz
∂x
+
∂σyz
∂y
+
∂σzz
∂z
,
1
ρc21
∂σxx
∂ t
=
∂vx
∂x
+ α
∂vy
∂y
+ α
∂vz
∂z
,
1
ρc21
∂σyy
∂ t
= α
∂vx
∂x
+
∂vy
∂y
+ α
∂vz
∂z
, (2.6)
1
ρc21
∂σzz
∂ t
= α
∂vx
∂x
+ α
∂vy
∂y
+
∂vz
∂z
,
1
ρc22
∂σxy
∂ t
=
∂vy
∂x
+
∂vx
∂y
,
1
ρc22
∂σxz
∂ t
=
∂vz
∂x
+
∂vx
∂z
,
1
ρc22
∂σyz
∂ t
=
∂vz
∂y
+
∂vy
∂z
.
Dabei ist
c21 =
λ+ 2µ
ρ
, c22 =
µ
ρ
und α = 1− 2
(
c2
c1
)2
. (2.7)
c1 ist die Dilatations- und c2 die Scherwellengeschwindigkeit des Mediums. Die elasto-
dynamischen Grundgleichungen in kartesischen Koordinaten lassen sich zusammenfassen
zu:
∂w
∂ t
=
∂a
∂x
+
∂b
∂y
+
∂c
∂z
, (2.8)
mit den algebraischen Vektoren:
w =


vx
vy
vz
σxx
σyy
σzz
σxy
σxz
σyz


, a =


σxx/ρ
σxy/ρ
σxz/ρ
ρc21vx
ρc21αvx
ρc21αvx
ρc22vy
ρc22vz
0


, b =


σxy/ρ
σyy/ρ
σyz/ρ
ρc21αvy
ρc21vy
ρc21αvy
ρc22vx
0
ρc22vz


, c =


σxz/ρ
σyz/ρ
σzz/ρ
ρc21αvz
ρc21αvz
ρc21vz
0
ρc22vx
ρc22vy


(2.9)
1Die Symmetrie des Spannungstensors wird hier und im folgenden vorausgesetzt.
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2.1.2 Anfangs-, Rand- und U¨bergangsbedingungen
Zur Formulierung einer vollsta¨ndigen Anfangs-Randwert-Aufgabe mu¨ssen noch Anfangs-
bedingungen zur Zeit t = t0
v(x, y, z; t = t0) = v 0 (2.10)
σ(x, y, z; t = t0) = σ0 (2.11)
im gesamten Lo¨sungsgebiet sowie geeignete Randbedingungen auf dem Rand des Lo¨sungs-
gebietes fu¨r das gesamte betrachtete Zeitintervall vorgeschrieben werden. Sinnvolle Rand-
bedingungen sind z.B. Spannungsrandbedingungen auf einem Teilrand Aσ mit nach außen
weisender Normale nA durch Vorgabe der Komponenten des Spannungsvektors p∗
p∗(x, y, z; t) = σ(x, y, z; t) · nA(x, y, z) , fu¨r alle (x, y, z) ∈ Aσ (2.12)
und Festlegen von Geschwindigkeitsrandbedingungen
v ∗(x, y, z; t) = v(x, y, z; t) , fu¨r alle (x, y, z) ∈ Av (2.13)
auf dem Rest Av = A\Aσ des Randes A.
Als Mediengrenze wird die gemeinsame Grenzﬂa¨che von zwei unterschiedlichen aber fest
miteinander verbundenen Materialien bezeichnet. Dort gelten die Diﬀerentialgleichungen
(2.6) nicht mehr, sondern integrale Beziehungen, die als U¨bergangsbedingungen bezeich-
net werden. An der Mediengrenze erha¨lt man sie unter der Annahme, daß sowohl der
Verschiebungs- bzw. Geschwindigkeitsvektor als auch der Spannungsvektor dort stetig
ist, und sie lauten [4]
[[σ · n ]] = [[p ]] = 0 , (2.14a)
[[v ]] = 0 , (2.14b)
wobei n der Normaleneinheitsvektor auf der Mediengrenze ist.
Eine weitere Art von Diskontinuita¨tsﬂa¨che tritt beim Kontakt zwischen zwei Festko¨rpern
auf, die sich aufgrund ihres Bewegungszustandes u.U. nur lokal und zeitweise beru¨hren.
Dort sind die sog. Kontaktbedingungen einzuhalten. Bei reibungsbehaftetem Kontakt
liegt Haftkontakt vor, wenn der Absolutwert der Tangentialspannungen den mit dem
Haftreibungskoeﬃzienten µH multiplizierten Betrag der Normalspannungen nicht u¨ber-
schreitet
|t · σ · n | ≤ |µHn · σ · n | . (2.15)
Dabei ist t ein Tangenteneinheitsvektor an die lokale Kontaktﬂa¨che, so daß die linke Seite
gleich dem Betrag des Anteils des Spannungsvektors in der Kontaktﬂa¨che ist. In diesem
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Fall sind ebenfalls die Bedingungen (2.14a) einzuhalten. Andernfalls tritt reibungsbehaf-
teter Gleitkontakt auf, bei dem die Normalkomponenten des Geschwindigkeits- und des
Spannungsvektors stetig sind und der Betrag der Tangentialkomponente des Spannungs-
vektors durch die mit dem Gleitreibungskoeﬃzienten µG multiplizierte Normalspannungs-
komponente gegeben ist
[[n · σ · n ]] = [[n · p ]] = 0 , (2.16a)
|t · σ · n | = |t · p| = |µGn · σ · n | , (2.16b)
[[v · n ]] = 0 . (2.16c)
Die Bedingungen fu¨r reibungsfreien Kontakt erha¨lt man einfach durch Weglassen der
Beziehungen, in denen Reibungskoeﬃzienten auftauchen.
2.1.3 Mechanische Wellen
Das System (2.6) ist hyperbolisch und beschreibt die Ausbreitung von Spannungswellen
bzw. Deformationszusta¨nden, was wegen der Gu¨ltigkeit des Hookeschen Gesetzes (2.1)
gleichbedeutend ist. Die im homogenen elastischen Festko¨rper auftretenden Wellentypen
lassen sich anhand des in Abb. 2.1 dargestellten Wellenschemas erla¨utern, das sich ent-
sprechend der analytischen Lo¨sung fu¨r den linienfo¨rmig belasteten Halbraum angeben
la¨ßt [1]. Kreisfo¨rmig ins Innere breitet sich die Dilatationswelle mit Geschwindigkeit c1
sowie die Scherwelle mit der langsameren Geschwindigkeit c2 aus. Die Dilatationswelle
ist eine Longitudinalsto¨rung, mit der Volumena¨nderungen durch den Festko¨rper trans-
portiert werden, wa¨hrend die Scherwelle eine Transversalsto¨rung ist, mit der sich Ge-
stalta¨nderungen ausbreiten. Am Rand entstehen zwei weitere Wellentypen, na¨mlich die
von Schmidt-Welle und die Rayleighwelle, die sich mit cR bzw. cvS ausbreiten. Die von
Schmidt-Welle ist die Einhu¨llende aller zu jedem Zeitpunkt entstehenden Scherwellen,
die sich als Sekunda¨rsto¨rungen dort ausbilden, wo eine Dilatationswelle am Rand entlang
la¨uft. Unmittelbar hinter der Scherwelle entsteht die exponentiell ins Innere abklingende
Rayleighwelle. Sie bildet den Mechanismus, mit dem die Schubspannungen zum Rand hin
abgebaut werden, um dort die entsprechenden Randbedingungen zu erfu¨llen.
Komplizierter werden die Verha¨ltnisse an Materialgrenzen, da eine Sto¨rung dort aufgrund
der U¨bergangsbedingungen im allgemeinen Wellen jeden Typs hervorruft bzw. im spe-
ziellen vollsta¨ndig in einen anderen Typ umgewandelt wird (Modenkonversion). Entlang
der Mediengrenze kann die sog. Stoneleywelle (cSt) auftreten, die man als verallgemei-
nerte Rayleighwelle deuten kann. Bei Querschubbelastung bzw. dreidimensionalen Pro-
blemen ko¨nnen zusa¨tzlich zu Rayleighwellen, die senkrecht zur Wellenfront polarisiert
sind, abha¨ngig von der Materialpaarung noch Lovewellen auftreten, die sich als Trans-
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Dilatationswelle
Scherwelle
von Schmidt-Welle
Rayleighwelle
Linienlast
c1 c1c2
c2 = cvS c2 = cvS
cR
Abbildung 2.1: Wellenschema infolge linienfo¨rmiger Belastung des Halbraums. Ins Innere brei-
ten sich die Dilatationswelle und die Scherwelle aus. Die beiden kreisfo¨rmigen
Fenster deuten die Enstehung der exponentiell ins Innere abklingenden Ray-
leighwellen bzw. der von Schmidt-Wellen an. Letztere ist die Einhu¨llende von
Scherwellen, die dadurch entstehen, daß eine Dilatationswelle am Rand entlang
la¨uft. Die Pfeile im linken Kreis deuten korrespondierende Schubspannungen an,
die durch die Rayleighwelle zum freien Rand hin auf Null abgebaut werden.
versalwellen in einer du¨nnen a¨ußeren Schicht ausbreiten. Sie treten z.B. in der Erdkruste
auf.
Bei plastischen Deformationen ko¨nnen zudem noch langsame (cs) und schnelle (cf) pla-
stische Wellen auftreten. Dabei gilt:
c1 ≥ cf ≥ c2 ≥ cs ≥ 0 . (2.17)
Durch einen einzelnen Punkt des Raumes la¨uft dabei der Vorstellung nach eine bestimmte
Folge oder auch Kombination verschiedener Wellen, die vertra¨glich mit dem jeweiligen
Dehnungszustand eine A¨nderung des Spannungszustandes an diesem Punkt bewirkt, die
im voraus unbekannt ist.
2.2 Elastisch-plastischer Festko¨rper
Betrachtet werden Werkstoﬀe mit isotroper Verfestigung, die dem von Mises-Fließgesetz
der Plastizita¨tstheorie gehorchen. Wenn das Material plastisch ﬂießt, erfu¨llt der Span-
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nungsdeviator
σd = σ − 1
3
Sp(σ)E (2.18)
die von Mises-Fließbedingung
f :=
1
2
σd :σd − κ2 = J2 − κ2 = 0 , (2.19)
wobei κ die Fließspannung und J2 die zweite Invariante des Spannungsdeviators ist.
σH1
σH2
σH3 Achse σ
H
1 = σ
H
2 = σ
H
3
Fließﬂa¨che f = J2 − κ2 = 0
Abbildung 2.2: Eine von Mises-Fließﬂa¨che ist im Raum der Hauptspannungen ein Zylinder,
dessen Achse die Linie σH1 = σ
H
2 = σ
H
3 ist.
In der isotropen Spannungstheorie geht man davon aus, daß eine Fließfunktion existiert,
die ausschließlich von den drei Invarianten des Spannungstensors, f = f(I1, I2, I3), oder
a¨quivalent von den drei Hauptspannungen, f = f(σH1 , σ
H
2 , σ
H
3 ), abha¨ngt [14]. Unter
Beru¨cksichtigung des experimentellen Befundes, daß plastische Deformationen im we-
sentlichen vom hydrostatischen Druck, I1/3 = Sp(σ)/3, unabha¨ngig sind, d.h. daß Vo-
lumena¨nderungen rein elastisch vonstatten gehen, ha¨ngt die Fließfunktion ausschließlich
von der zweiten und dritten Invarianten, J2 und J3, des Dehnungsdeviators ab. Von allen
mo¨glichen Fließfunktionen ist die durch die linke Seite von Gl.(2.19) deﬁnierte die ein-
fachste, die man annehmen kann, da sie ausschließlich von der zweiten Invarianten des
Spannungsdeviators abha¨ngt. Wie in Abb. 2.2 dargestellt, ist die von Mises-Fließﬂa¨che
im Raum der Hauptspannungen ein Zylinder senkrecht zur Ebene I1 = Sp(σ) = 0.
Bei kleinen Dehnungen ist es u¨blich, den Dehnungstensor additiv in einen elastischen und
einen plastischen Anteil zu zerlegen
 = e + p , (2.20)
wobei der elastische Anteil dem Hooke’schen Gesetz gehorcht.
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Abb. 2.3 verdeutlicht zwei Konsequenzen aus dem Postulat von Drucker. Im Raum der
Spannungsdeviatorkomponenten sind die plastischen Dehnungsinkremente immer normal
zur Fließﬂa¨che und nehmen mit den zugeho¨rigen Inkrementen des Spannungsdeviators
einen spitzen Winkel ψ ein
−π
2
≤ ψ ≤ π
2
. (2.21)
Durch Betrachtung von einfachen Scherversuchen kann man dann fu¨r die plastischen
0
(σd)ij
ψκ
(dp)ij
dσpkl
Abbildung 2.3: Im Raum der Spannungsdeviatorkomponenten sind Schnitte durch die von
Mises-Fließﬂa¨che jeweils Kreise mit Radius κ. Nach der Hypothese von Drucker
schließen die Spannungsdeviator- und die senkrecht zur Fließﬂa¨che verlaufenden
plastischen Dehnungsinkremente einen spitzen Winkel ein.
Dehnungsinkremente
dp =
h
2µ
σd
dκ
κ
, h =
µ
µp
− 1 (2.22)
schreiben. Dabei ist µ = ρc22 der elastische und µp = µp(κ) der im einfachen Scherversuch
ermittelte Gleitmodul (plastischer Tangentenmodul), also die Steigung in einem einfachen
σ--Diagramm: µp(σ) = dσ/d. h ist der sog. plastische Faktor. Fu¨r ein linearelastisch-
linearplastisches Material ist µp(κ) bzw. h konstant. Nimmt man linearelastisches Mate-
rialverhalten mit exponentieller Verfestigung fu¨r die Fließspannung κ an (s. Abb. 2.4),
also
κ
κ0
=


κ
0 fu¨r κ ≤ κ0,(
κ
0
) 1
n
fu¨r κ > κ0,
(2.23)
so folgt
µp(κ) =
1
n
κ0
0
(κ0
κ
)n−1
=
µ
n
(κ0
κ
)n−1
bzw. h = n
(
κ
κ0
)n−1
− 1 . (2.24)
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(a) (b)
 0κ 
0
κ
σ σ
κ0 κ0
µ µ
µp
µp(σ)
Abbildung 2.4: Spannungs-Dehnungs-Beziehungen im eindimensionalen Modell. (a) linearelas-
tisch-linearplastischer Werkstoﬀ, (b) linearelastischer Werkstoﬀ mit exponenti-
eller Verfestigung.
n heißt plastischer Exponent.
In der numerischen Behandlung tritt das Problem auf, daß der Winkel ψ unbestimmt ist.
Die einfachste Wahl, ψ ≡ 0, fu¨hrt dazu, daß man einen direkten Zusammenhang zwi-
schen dem Inkrement des plastischen Dehnungstensors und dem des Spannungsdeviators
formulieren kann [30, 31]
dp =
h
2µ
dσd . (2.25)
Das verwendete Materialgesetz la¨ßt sich damit wie folgt formulieren. Fu¨r die Spur des
Dehnungstensors, die die rein elastisch vonstatten gehende Volumena¨nderung beschreibt,
Sp(p) = 0, gilt das Hookesche Gesetz. Durch Bilden der Spur folgt fu¨r den elastischen
Anteil
Sp(σ) = (3λ+ 2µ) Sp() = ρc21(1 + 2α) Sp() , (2.26)
wa¨hrend fu¨r den analog zu Gl. (2.18) deﬁnierten Dehnungsdeviator d =  − 1
3
Sp()E
aus dem oben gesagten wegen dp = d
d
p die Spannungs-Dehnungs-Beziehung
(1 + h) dσd = 2µ (dde + d
d
p) = 2ρc
2
2 d
d . (2.27)
folgt.
Analog zur Vorgehensweise im elastischen Fall, erha¨lt man aus der Impulsbilanz (2.4)
zusammen mit der Zeitableitung des durch die Gln. (2.26) und (2.27) gegebenen elastisch-
plastischen Materialgesetzes
Sp(σ˙) = ρc21 (1 + 2α) ∇ · v , (2.28)
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(1 + h) σ˙d = 2ρc22 ˙
d , (2.29)
die Grundgleichungen fu¨r elastisch-plastische Festko¨rper:
A∂p
∂ t
=
∂ f
∂x
+
∂g
∂y
+
∂h
∂z
. (2.30)
Dabei ist die Diagonalmatrix A gegeben durch
A = diag (1, 1, 1, 1, 1 + h, 1 + h, 1 + h, 1 + h, 1 + h) (2.31)
und der algebraische Vektor p durch
p =


vx
vy
vz
σxx + σyy + σzz
2σxx − σyy − σzz
−σxx + 2σyy − σzz
σxy
σxz
σyz


(2.32)
sowie f , g und h durch
f =


σxx/ρ
σxy/ρ
σxz/ρ
(1 + 2α)ρc21vx
4ρc22vx
−2ρc22vx
ρc22vy
ρc22vz
0


, g =


σxy/ρ
σyy/ρ
σyz/ρ
(1 + 2α)ρc21vy
−2ρc22vy
4ρc22vy
ρc22vx
0
ρc22vz


, h =


σxz/ρ
σyz/ρ
σzz/ρ
(1 + 2α)ρc21vz
−2ρc22vz
−2ρc22vz
0
ρc22vx
ρc22vy


. (2.33)
Das durch (2.30) gegebene System von partiellen Diﬀerentialgleichungen ist nichtlinear,
weil der in den letzten fu¨nf Gleichungen auftretende plastische Faktor von der momenta-
nen Fließspannung und damit vom Spannungszustand abha¨ngt. Da der plastische Faktor
fu¨r die betrachteten Materialien nicht negativ wird, ist das System hyperbolisch.
Zusa¨tzlich zu den in elastischen Materialien auftretenden mechanischen Wellen ko¨nnen
im elastisch-plastischen Festko¨rper noch langsame und schnelle plastische Wellen mit Ge-
schwindigkeiten cs und cf auftreten, die im allgemeinen vom Belastungszustand abha¨ngen
und nur fu¨r linearplastische Materialien konstant sind [33]. Dabei gilt
c1 ≥ cf ≥ c2 ≥ cs . (2.34)
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(a)
σd
κ
σdneu
κneu
O σdik
(b)
σd
κ µ
µp
σdneu
κneu
O σdik
Abbildung 2.5: Konstruktion des vereinfacht angenommenen Spannungspfades. Die i.a. unbe-
kannte Verbindung zwischen dem Ausgangszustand σd und dem neuen Zustand
σdneu (a) wird vom neuen Zustand aus ru¨ckwa¨rts konstruiert, unter der Annahme,
daß das zugeho¨rige Inkrement des Spannungsdeviators normal zur Fließﬂa¨che
ist (b) [33].
Welche Kombination von elastischen und plastischen Wellen zur jeweiligen A¨nderung des
Spannungszustandes in einem Punkt des Festko¨rpers fu¨hrt, ist a priori nicht bekannt. An-
ders gesagt, kann man im allgemeinen den sogenannten Spannungspfad, der zwei Zusta¨nde
im Spannungsraum verbindet, nicht angeben. Abb. 2.5 zeigt, wie der vereinfacht ange-
nommene Spannungspfad mit Hilfe des Ursprungsstrahls durch den Endzustand konstru-
iert wird. Sobald µ bzw. µp durch eine eindimensionale Spannungs-Dehnungs-Beziehung
fu¨r die von Mises-Fließspannung festgelegt ist, spielen die Dehnungen im vorgestellten
Modell keine Rolle mehr; die Fließspannung ist dann der einzige neue Parameter, der im
Vergleich zum Modell fu¨r den elastischen Festko¨rper eingefu¨hrt wird und mit dessen Hilfe
die plastischen Fließvorga¨nge erfaßt bzw. kontrolliert werden.
2.3 Einige Aspekte der dynamischen Bruchmechanik
Im Rahmen der Kontinuumsmechanik interessiert man sich fu¨r das makroskopische Bruch-
verhalten von rißbehafteten Materialien. Ein Riß ist dabei ein im Ko¨rper vorhandener
Schnitt, dessen mikroskopische Entstehung nicht betrachtet wird, wa¨hrend der eigentliche
Bruch, d.h. das Aufreißen des Materials bzw. das Wachstum des Risses im Vordergrund
steht. Dabei versucht man, Bruchkriterien in Form von einfachen, experimentell bestimm-
baren Parametern anzugeben. In der linearen Bruchmechanik hat sich das K-Konzept
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mit einem kritischen Wert des sogenannten Spannungsintensita¨tsfaktors etabliert (Bruch-
kriterium nach Irwin). In diesem Rahmen beschreibt man spro¨de Materialien mit linear-
elastischem oder elastisch-plastischem Werkstoﬀverhalten unter der Annahme von Klein-
bereichsﬂießen. Die elastisch-plastische Bruchmechanik untersucht duktile Materialien,
bei denen große plastische Zonen auftreten ko¨nnen. In diesem Zusammenhang haben sich
das von Rice (1968) vorgeschlagene J-Integral und die Rißspitzeno¨ﬀnung (CTOD; engl.:
crack tip opening displacement) bzw. Rißﬂankeno¨ﬀnung als Bruchkonzepte durchgesetzt.
Fu¨r den einfachen linearelastischen Fall sind die verschiedenen Bruchkonzepte ineinander
u¨berfu¨hrbar.
2.3.1 Grundlagen
Ein mathematisch scharfer, ebener Riß besteht aus zwei ebenen Begrenzungsﬂa¨chen eines
Ko¨rpers (den Rißufern/Rißﬂanken), die im Ko¨rperinneren in einer gemeinsamen, meistens
als glatt angenommenen, Kurve (der Rißfront bzw. Rißkante) enden (s. Abbildung 2.6).
In der linearen Bruchmechanik geht man davon aus, daß sich das Spannungs- bzw. Ver-
RißkanteRißufer
Abbildung 2.6: Bezeichnungen fu¨r einen mathematisch scharfen, ebenen Riß. Die dunkel unter-
legten Rißufer laufen in einer Linie, der Rißkante, zusammen.
schiebungsfeld in der Na¨he der Rißkante in drei zweidimensionale Zusta¨nde bzgl. der drei
mo¨glichen O¨ﬀnungsarten des Risses zerlegen la¨ßt [13, 16]. Diese grundlegenden Rißo¨ﬀ-
nungsarten zeigt Abbildung 2.7. Sie werden als Modus I, Modus II oder Modus III be-
zeichnet, je nachdem, ob die Verschiebung der Rißufer gegeneinander senkrecht zu den
Rißﬂanken (Modus I), parallel zu den Rißﬂanken und senkrecht zur Rißfront (Modus
II) oder parallel zu den Rißufern und der Rißfront (Modus III) erfolgt. Dies entspricht
jeweils einer der drei Grundbeanspruchungsarten: Normal-, La¨ngsschub- und Querschub-
beanspruchung [55]
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Modus I Modus II Modus III
y¯
z¯
x¯
y¯
z¯
x¯
y¯
z¯
x¯
Abbildung 2.7: Die Rißmoden sind u¨ber die mo¨glichen zweidimensionalen Verschiebungen bei
Scheiben deﬁniert. Modus I kennzeichnet das symmetrische Aufklappen des Ris-
ses. Modus II entspricht dem Scheren der Rißufer senkrecht und Modus III
parallel zur Rißkante.
2.3.2 Der Spannungsintensita¨tsfaktor
s x¯
y¯
z¯
θ
R
P
Abbildung 2.8: Zur Beschreibung des Nahfeldes benutzt man Koordinaten mit Ursprung in ei-
nem beliebigen Punkt P der Rißfront. Das dreidimensionale Rißspitzenfeld ist
lokal vom gleichen Typ wie bei ebenen Problemen. Die entsprechenden Win-
kelfunktionen und Absta¨nde werden analog zum zweidimensionalen Fall in der
Ebene z¯ = 0 bestimmt.
Fu¨r die mo¨glichen zweidimensionalen Deformationszusta¨nde liefert eine asymptotische
Lo¨sung fu¨r das Spannungsfeld eine Reihe, die alle positiven und negativen halbzahligen
Potenzen des senkrechten Abstandes von der Rißkante entha¨lt. In der Na¨he der Rißfront
dominiert der Term in der Entwicklung, welcher umgekehrt proportional zur Wurzel aus
dem senkrechten Abstand ist, so daß die physikalische Forderung nach endlicher Ver-
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plastische Zone
Prozeßzone
K-dominante Zone
Abbildung 2.9: Das K-Konzept besagt, daß der Spannungsintensita¨tsfaktor zur Charakteri-
sierung des Nahfeldes bei elastisch-plastischen Materialien herangezogen wer-
den kann, wenn sowohl die dunkelgrau unterlegte plastische Zone als auch die
schwarz gezeichnete Prozeßzone hinreichend klein gegenu¨ber der K-dominanten
Zone sind. Bei linearelastischen Materialien wird das plastische Fließen mit in
die Prozeßzone aufgenommen.
zerrungsenergie im Nahfeld der Rißfront erfu¨llt ist. Entsprechend mu¨ssen alle kleineren
Potenzen als diese verschwinden. Der rein zeitabha¨ngige Anteil des zugeho¨rigen Entwick-
lungskoeﬃzienten wird als Spannungsintensita¨tsfaktor (kurz: K-Faktor bzw. KI , KII ,
KIII , je nach Rißo¨ﬀnungsart) bezeichnet. Die Nahfeldlo¨sungen fu¨r zweidimensionale Pro-
bleme, u¨ber die die entsprechenden K-Faktoren deﬁniert sind, sind in Anhang A angege-
ben. Der Spannungsintensita¨tsfaktor ha¨ngt von der Belastung und von der Geometrie des
Ko¨rpers ab und kann als Zustandsgro¨ße angesehen werden, die das Nahfeld an der Riß-
spitze charakterisiert. Bei nichtebenen Problemen kommt die dreidimensionale Struktur
des rißnahen Feldes zum Tragen. Es setzt sich aus den Nahfeldern aller Moden zusam-
men, und die Intensita¨tsfaktoren KI , KII , KIII a¨ndern sich entlang der Rißfront. Fu¨r ein
lokal entlang der Rißfront entsprechend Abbildung 2.8 eingefu¨hrtes Koordinatensystem
gilt fu¨r R→ 0
σk¯l¯
.
=
1√
2πR
[
KI(s, t) Σ
I
k¯l¯(θ) +KII(s, t) Σ
II
k¯l¯ (θ) +KIII(s, t) Σ
III
k¯l¯ (θ)
]
fu¨r R→ 0 .
(2.35)
Die winkelabha¨ngigen Funktionen ΣI
k¯l¯
(θ), ΣII
k¯l¯
(θ) und ΣIII
k¯l¯
(θ) sind dabei durch (A.1),
(A.3) und (A.8) fu¨r den ebenen Verzerrungsfall gegeben. Die Darstellung (2.35) gilt nicht
an einem Knick in der Rißfront oder an einem Punkt, an dem die Rißkante die Oberﬂa¨che
triﬀt, da dort die Singularita¨t nicht vom Typ R−1/2 ist.
Grundlegend fu¨r die Anwendbarkeit der linearen Bruchmechanik sind zwei Annahmen.
Zum einen muß die Prozeßzone, d.h. der Bereich um die Rißfront, in dem der mikrosko-
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pische Vorgang der Bindungslo¨sung, also der eigentliche Bruch, stattﬁndet, klein sein im
Vergleich zu allen charakteristischen makroskopischen Abmessungen des Ko¨rpers. Zum
anderen mu¨ssen sa¨mtliche inelastischen Vorga¨nge innerhalb und außerhalb der Prozeß-
zone klein sein gegenu¨ber dem Bereich, in dem in der asymptotischen elastischen Lo¨sung
der singula¨re Term dominiert. Insbesondere bei elastisch-plastischem Materialverhalten
spricht man in diesem Zusammenhang von Kleinbereichsﬂießen. Das bedeutet, daß die
sogenannte plastische Zone, die sich um die Rißkante herum ausbildet, hinreichend klein
bleiben muß. Letzteres ist fu¨r spro¨de Materialien bis zu einem Verha¨ltnis von Radius
der plastischen Zone zu Probendicke von ca. 0.15 [24] erfu¨llt. Die gemachten Annahmen
sind in Abbildung 2.9 fu¨r den ebenen Fall veranschaulicht und liegen dem sogenannten
K-Konzept zugrunde: der Zustand innerhalb der Prozeßzone bzw. an der Rißspitze kann
indirekt durch den Spannungsintensita¨tsfaktor bestimmt werden. Damit hat man eine
Gro¨ße, die die Formulierung eines Kriteriums erlaubt, wonach es zum Bruch kommt,
wenn ein kritischer Wert des K-Faktors u¨berschritten wird (Irwinsches Bruchkriterium).
Die entsprechende materialspeziﬁsche Kennzahl wird als dynamische Bruchza¨higkeit KD
bezeichnet.
0 x¯
y¯
θ
R Material A
Material B
Abbildung 2.10: Wahl der lokalen Koordinaten beim ebenen Bimaterialriß.
Die asymptotische Struktur des zweidimensionalen Spannungsfeldes eines Bimaterial-
risses, wie er in Abbildung 2.10 dargestellt ist, wird durch die drei Komponenten des
Spannungsintensita¨tsfaktors mittels des folgenden Zusammenhangs ausgedru¨ckt
σi¯k¯ =
1√
2πR
[
Re
{
KRi"
}
Σ˜Ii¯k¯(θ, ) + Im
{
KRi"
}
Σ˜IIi¯k¯ (θ, ) +KIIIΣ˜
III
i¯k¯ (θ)
]
. (2.36)
Dabei sind R und θ Polarkoordinaten im Rißspitzensystem, K = KI + iKII = |K|eiΨ der
gekoppelte Spannungsintensita¨tsfaktor fu¨r die ebenen Moden, KIII wie beim homogenen
Material, Ψ bezeichnet den Phasenwinkel und Σ˜I,II,IIIik sind die Winkelabha¨ngigkeiten wie
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sie in Anhang A.3 angegeben sind.  ist die Bimaterialkonstante
 =
1
2π
ln
[
κAµB + µA
κBµA + µB
]
(2.37)
nach Dundurs mit κα = 3−4να fu¨r den ebenen Dehnungszustand und κα = (3−να)/(1+
να) fu¨r den ebenen Spannungszustand (α = A bzw. B kennzeichnet das Material ober-
halb bzw. unterhalb der Rißufer). Man ﬁndet in der Literatur auch die Bezeichnung
Oszillationsindex fu¨r , weil sich wegen des Ausdrucks Ri" = cos( lnR) + i sin( lnR) in
Gl. (2.36) oszillierende Spannungsverla¨ufe ergeben, die einem unphysikalischen teilweise
U¨berlappen der Rißufer in der Na¨he der Rißspitze entsprechen:
σi¯k¯ =
1√
2πR
{
KI
[
cos( lnR)Σ˜Ii¯k¯ + sin( lnR)Σ˜
II
i¯k¯
]
+KII
[
− sin( lnR)Σ˜Ii¯k¯ + cos( lnR)Σ˜IIi¯k¯
]
(2.38)
+KIII Σ˜
III
i¯k¯
}
.
Man geht davon aus, daß der Einﬂuß der Oszillationen auf den Verlauf der K-Faktoren
vernachla¨ssigt werden kann [19].
2.3.3 Energiekonzepte
2.3.3.1 Energiefreisetzungsrate in der Elastostatik
Betrachtet wird ein linearelastischer Festko¨rper mit Riß unter quasistatischer Belastung.
Die potentielle Energie des Systems ist
Π = W −
∫
Aσ
p∗ · udA . (2.39)
mit natu¨rlichen Randbedingungen p∗ = σ · nA auf dem Rand Aσ. W ist die im Innern
des Ko¨rpers gespeicherte elastische Energie
W =
∫
V
wdV , (2.40)
wobei die Existenz des speziﬁschen elastischen Potentials w = w() fu¨r den Spannungs-
tensor vorausgesetzt wird, also
σ =
∂w
∂
; (2.41)
nur dann ist die Verzerrungsenergiedichte eV, d.h. die bei einer Deformation pro Volu-
meneinheit geleistete Arbeit,
eV =
∫
0
σ : d′ =
∫
0
∂w
∂′
: d′ = w (2.42)
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unabha¨ngig vom Deformationsweg.
Die potentielle Energie des Systems variiert mit der Gro¨ße des Risses. Die Ausdehnung
eines Risses erfordert die Schaﬀung einer neuen Oberﬂa¨che mit der zugeho¨rigen Ober-
ﬂa¨chenenergie. Demzufolge sollte sich ein Riß in einem spro¨den Material ausbreiten, wenn
F F
F
F
u = ∆L u
Π Π−∆Π
−∆Π
G¯ = − 1B
dΠ
da
= 1BG
B
L
a ∆a
∆a
Abbildung 2.11: Die Abnahme der potentiellen Energie Π bei wachsender Rißla¨nge bezeichnet
man als Energieverlustrate G pro Einheitsdicke; hier dargestellt fu¨r festgehal-
tene Verschiebung u.
die Abnahme der gesamten potentiellen Energie des Ko¨rpers wa¨hrend einer kleinen (rea-
len oder virtuellen) Rißausbreitung gleich der Oberﬂa¨chenenergie der dabei geschaﬀenen
neuen Oberﬂa¨che ist (Griﬃth, 1920). Abbildung 2.11 zeigt einen rißbehafteten linearela-
stischen Festko¨rper in zwei verschiedenen Konﬁgurationen. Bei Modus I-Belastung F sei
u die Verschiebung am Angriﬀspunkt der Last. Die im Festko¨rper gespeicherte potentielle
Energie Π entspricht dann der dreieckigen Fla¨che unter der F -u-Kurve. In einer variierten
Konﬁguration mit um ∆a gro¨ßeren Rißla¨nge verringert sich die potentielle Energie um
∆Π. Die Abnahme
G¯ = −dΠ
dA
= − 1
B
dΠ
da
(2.43)
der potentiellen Energie bei wachsender Rißﬂa¨che wird als Energiefreisetzungsrate, Ener-
gieverlustrate oder Rißausbreitungskraft bezeichnet. B ist die Dicke der Probe und
G = −dΠ
da
(2.44a)
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die G¯ entsprechende Gro¨ße pro Einheitsdicke fu¨r den ebenen Fall. Die Bezeichnungen
Energiefreisetzungsrate und Energieverlustrate ru¨hren daher, daß G¯ die Energiemenge ist,
die pro Einheit entstehender Bruchﬂa¨che frei wird und dem Rißausbreitungsvorgang zur
Verfu¨gung steht. Die Bezeichnung Rißausbreitungskraft stammt aus der Interpretation
von G als (verallgemeinerter) Kraft, die den Riß durch den Werkstoﬀ treibt [55]. Analog
bedeutet die virtuelle Rißvergro¨ßerung δa eine virtuelle Abnahme der potentiellen Energie
um
δΠ = −∂Π
∂a
δa = Gδa . (2.44b)
Hilfreich fu¨r das Versta¨ndnis, G und A = Ba entsprechend Gl. (2.43) als konjungierte
Gro¨ßen im Sinne der Thermodynamik zu interpretieren, ist folgende Vorstellung [16]:
Man denke sich den Ko¨rper mit Rißﬂa¨che A entlang ∆A aufgeschnitten und fasse die
dort wirkenden Spannungen als a¨ußere Lasten auf, die quasistatisch auf Null reduziert
werden, so daß der Zustand mit Rißﬂa¨che A+∆A erreicht wird. Das Konzept von Grif-
ﬁth, daß die freiwerdende potentielle Energie zur Schaﬀung neuer Rißﬂa¨chen dient, gilt
na¨herungsweise nur fu¨r Materialien, bei denen keine plastischen Deformationen auftreten,
deren Erzeugung hohe Energiebetra¨ge erfordern wu¨rde. Im linearelastischen Fall kann die
Energiefreisetungsrate durch die Spannungsintensita¨tsfaktoren gema¨ß
G = (1− ν
2)
E
(K2I +K
2
II) +
1
G
K2III (2.45)
ausgedru¨ckt werden, wobei G auf die Einheitsdicke der Probe bezogen ist. Ebenso wie
fu¨r den Spannungsintensita¨tsfaktor gibt es einen kritischen Zustand Gc des einsetzenden
Rißwachstums. Dieses Bruchkriterium, das sog. Energiekriterium nach Griﬃth, ist vo¨llig
a¨quivalent zum Irwinschen Kriterium des kritischen Spannungsintensita¨tsfaktors.
Eine Verallgemeinerung der Energieverlustrate auf nichtlinear elastische Spannungs-Dehn-
ungs-Verla¨ufe stellt das von Rice [50] eingefu¨hrte J-Integral (s.u.) dar. Dies ist in Abbil-
dung 2.12 dargestellt. Die meisten in der Praxis interessierenden nichtlinearen Spannungs-
Dehnungs- bzw. Last-Verschiebungs-Kurven entstehen bei elastisch-plastischem Verhal-
ten, wie in Metallen. Bei elastisch-plastischen Materialien, in denen Entlastungsvorga¨nge
stattﬁnden, existiert im Gegensatz zu nichtlinear elastischen Werkstoﬀen i.a. kein vom
Deformationsweg unabha¨ngiges elastisches Potential W , so daß die auf die potentielle
Energie bezogene physikalische Interpretation verlorengeht; trotzdem bleibt die Bedeu-
tung als Maß fu¨r die Intensita¨t des Spannungs- und Dehnungsfeldes um die Rißspitze
erhalten.
Bei elastisch-plastischen Materialien muß daher die Integrationskontur zur numerischen
Bestimmung von J durch Bereiche verlaufen, die rein elastisch sind oder sich plastisch
entsprechend der Deformationstheorie verhalten (keine lokalen Entlastungen) [16].
Experimentell bestimmt man J in genormten Experimenten, s. Abbildung 2.12. Dazu wer-
den die Last-Verschiebungs-Kurven fu¨r zwei verschiedene Proben leicht unterschiedlicher
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F
F
u = ∆L
−∆Π
J¯ = − 1B
dW
da
∣∣∣
u
B
L
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Abbildung 2.12: Zur Deﬁnition von J = BJ¯ bei nichtlinearem Last-Verschiebungs-Verlauf. In
Experimenten werden zwei identische Proben mit unterschiedlichen Rißla¨ngen
verwendet, weil die plastischen Zustandsa¨nderungen irreversibel sind.
Rißla¨nge aufgenommen. Bei einsinniger Belastung verha¨lt sich das elastisch-plastische
Material wie ein nichtlinear elastisches und die jeweilige von der Kraft F (u, a) geleistete
Arbeit entspricht der Forma¨nderungsenergie W
W (u, a) =
u∫
0
F (u′, a)du′ . (2.46)
Dann kann J im Sinne einer Energiefreisetzungsrate deﬁniert werden als J = −dΠ/da.
Wird speziell die Endverschiebung u bei A¨nderung der Rißla¨nge um da festgehalten, dann
leisten die a¨ußeren Lasten bzgl. dieser A¨nderung keine Arbeit und es ist dΠ = dW . Man
erha¨lt
J = − dW
da
∣∣∣∣
u
= −∂W
∂a
= −
u∫
0
∂F
∂a
du′ . (2.47)
Experimentell hat man durch das J-Integral den Vorteil, daß die Einschra¨nkungen der
linearelastischen Bruchmechanik bzgl. plastischen Fließens (Kleinbereichsﬂießen) fallen-
gelassen werden ko¨nnen, so daß auch kleine Proben verwendet werden ko¨nnen, die sogar
voll durchplastizieren ko¨nnen.
2.3.3.2 Dynamische Energiefreisetzungsrate
Dieser Abschnitt folgt weitgehend der Darstellung in [44]. Der Einfachheit halber wird
der Begriﬀ der Energiefreisetzungsrate fu¨r eine dreidimensionale Rißfront ausgehend von
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der zweidimensionalen Darstellung entwickelt und anschließend auf den Spezialfall des
stationa¨ren Risses reduziert. Im wesentlichen stellt die Energiefreisetzungsrate eine Ver-
allgemeinerung der im vorangegangenen Abschnitt vorgestellten Konzepte fu¨r den dyna-
mischen Fall dar. Im Falle dynamischen Rißwachstums unter zweidimensionalen Bedin-
x2 x¯2
x1 x¯1
a(t) a˙(t)e1
C0
C−
A(t)
C+
Γ
nΓ
n
Abbildung 2.13: Integrationsbereich um die Spitze eines Risses, der sich mit Geschwindigkeit
a˙ in die x1-Richtung ausbreitet. Der Bereich A(t) wird von der materiellen
Kontur C0, den lastfreien Rißufern C+ und C− sowie der sich mit der Rißspitze
mitbewegenden Kontur Γ eingeschlossen.
gungen ist die dynamische Energiefreisetzungsrate G pro Einheitsprobendicke deﬁniert
als die Energie, die pro Einheitsrißwachstum frei wird. Mathematisch pra¨ziser ist die dy-
namische Energiefreisetzungsrate gleich dem Grenzwert des Energieﬂusses F(Γ) u¨ber eine
Kontur Γ, die die Rißspitze umgibt, geteilt durch die momentane Rißspitzengeschwindig-
keit, wenn die Kontur auf die Rißspitze zusammengezogen wird. Fu¨r einen Riß, der sich
in x1-Richtung mit gleichfo¨rmiger Geschwindigkeit a˙ ausbreitet, erha¨lt man unabha¨ngig
vom Materialverhalten [43]
G = lim
Γ→0
F(Γ)
a˙
= lim
Γ→0
∫
Γ
[
(eV + ekin)n1 − ∂u
∂x1
· σ · n
]
dC . (2.48)
n ist der von der Rißspitze nach außen weisende Normalenvektor an die Kontur Γ. Ent-
sprechend kennzeichnet n1 die Ausbreitungsrichtung des Risses (vgl. Abb. 2.13). Die
Forma¨nderungsenergiedichte eV und die kinetische Energiedichte ekin sind dabei durch
eV =
∫
0
σ : d′ =
t∫
0
σ : ˙ dt′ (2.49)
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und
ekin =
1
2
ρ v 2 (2.50)
deﬁniert. Die Herleitung von Gl. (2.48) ist in Anhang B skizziert. Eine Darstellung von
Rißspitzenintegralen als direkte Konsequenz der entsprechenden Bilanzgleichungen ﬁndet
man in [40].
nΓ
ν
Γ
s s
sa
sb
s
(a) (b) (c)
δl(s)
n
A0
AS
Abbildung 2.14: (a) Rißspitzenkontur Γ in einer Ebene, die lokal senkrecht zur Rißfront ist. s
ist die Bogenla¨nge entlang der Rißfront, gemessen von einem beliebigen Punkt
aus. (b) δl (s) ist der virtuelle Rißfortschritt zwischen sa und sb (c) Fu¨r die
Formulierung einer Volumendarstellung der Energiefreisetzungsrate wird das
von AS und A0 eingeschlossene Volumen betrachtet. n ist der nach außen
weisende Normalenvektor.
Zur Erweiterung des Konzepts auf dreidimensionale Feldgro¨ßen sei angenommen, daß die
Rißfront zu jeder Zeit t durch a = a(s, t) deﬁniert ist, wobei s die Bogenla¨nge entlang
der Rißfront ist. Die Geschwindigkeit der Rißfront ist lokal a˙(s) =
√
a˙ · a˙ und erfolgt in
Richtung des Einheitsvektors ν = a˙/a˙. Γ sei die in Abb. 2.14 (a) gezeigte Kontur, die sich
in der lokal zur Rißfront senkrechten Ebene durch Umkreisen der Rißspitze von einem
Rißufer zum anderen ergibt. Die Gesamtheit aller Konturen Γ, die sich unvera¨ndert mit
der Rißfront mitbewegen, bildet die in Abb. 2.14 (c) gezeigte schlauchfo¨rmige Fla¨che AS.
Der Energieﬂuß durch diese Fla¨che zu jedem Zeitpunkt ist
F(AS) =
∫
AS
[
(ekin + eV)a˙ · nΓ + v · σ · nΓ
]
dA , (2.51)
wobei nΓ die von der Rißfront aus gesehen nach außen weisende Normale auf AS ist
und ekin bzw. eV analog zum ebenen Fall deﬁniert sind. Wenn sa ≤ s ≤ sb der betrach-
tete Bogenla¨ngenbereich ist, erha¨lt man nach Einsetzen der asymptotischen Beziehung
(vgl. Anh. B)
v = − ∂u
∂xλ
◦ eλ · a˙ = −a˙ ·
(
∂u
∂xλ
◦ eλ
)T
= −a˙λ∂uµ
∂xλ
eµ fu¨r Γ→ 0 (2.52)
2.3. Einige Aspekte der dynamischen Bruchmechanik 25
fu¨r den Energieﬂuß im Limes Γ(s)→ 0
lim
Γ→0
F(Γ, s) = lim
Γ→0
sb∫
sa
a˙ν ·
∫
Γ(s)
[
(ekin + eV)−
(
∂u
∂xλ
◦ eλ
)T
· σ
]
· nΓdCds (2.53a)
=
sb∫
sa
a˙(s)G(s)ds , (2.53b)
wobei dCds die ringfo¨rmige Teilﬂa¨che von AS zwischen s und s+ds ist. a˙(s) ist der lokale
Rißfortschritt pro Zeiteinheit, so daß
G(s) = ν · lim
Γ→0
∫
Γ(s)
[
(ekin + eV)−
(
∂u
∂xλ
◦ eλ
)T
· σ
]
· nΓdC (2.54a)
bzw.
G(s) = νλ lim
Γ→0
∫
Γ(s)
[
(ekin + eV)n
Γ
λ −
∂uµ
∂xλ
σµνn
Γ
ν
]
dC (2.54b)
die lokale Energiefreisetzungsrate ist. Die lokale Rißausbreitungsrichtung ν ha¨ngt nur
von s ab und kann deshalb vor das Integral geschrieben werden.
Bemerkungen:
• Das Integral rechts von ν in Gl. (2.54)ist gerade das in [46] eingefu¨hrte J ′-Vektor-
integral
J ′ = lim
Γ→0
∫
Γ(s)
[
(ekin + eV)−
(
∂u
∂xλ
◦ eλ
)T
· σ
]
· nΓdC . (2.55)
Mit den Bezeichnungen aus Abbildung 2.15 hat man
G = J ′1 cos θ + J ′2 sin θ = J¯ ′1 , (2.56)
wobei J¯ ′1 die x¯1-Komponente von J
′ im Rißspitzensystem ist. Im elastodynamischen
Fall ko¨nnen J¯ ′1 und J¯
′
2 zu den Spannungsintensita¨tsfaktoren in Beziehung gesetzt
werden [46].
• J ′1 und J ′2 beschreiben die Energiea¨nderung (Energiefreisetzung) des Systems, wenn
die von der Kontur Γ eingeschlossenen Rißufer zusammen mit der Rißspitze in x1-
bzw. in x2-Richtung verschoben werden (s. Abb. 2.16). Wa¨hrend eine Verschiebung
in x2-Richtung nur formal, gedanklich mo¨glich ist, entspricht einer Verschiebung da
in x1-Richtung eine kinematisch mo¨gliche Rißfortpﬂanzung [16].
• Fu¨r den stationa¨ren dynamisch belasteten Riß ist die kinetische Energiedichte ekin
nichtsingula¨r und liefert keinen Beitrag in (2.48) bzw. (2.54).
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Abbildung 2.15: Integrationsgebiet und Koordinatensystem beim gekru¨mmten Riß.
x2
x1
∆a
ΓA(t)
Abbildung 2.16: Die Komponenten des J -Integrals beschreiben die Energiefreisetzung des Sy-
stems bei gedanklicher oder realer Verschiebung der Rißspitze in die entspre-
chende Koordinatenrichtung.
• A¨hnlich wie in der Elastostatik [21] gibt es auch im dynamischen Fall eine ganze
Klasse von Rißspitzenintegralen, die i.a. nicht die physikalische Bedeutung einer
Energiefreisetzungsrate haben, fu¨r den stationa¨ren Riß allerdings damit u¨berein-
stimmen [46].
• Bei quasistatischer Belastung ist das Integral in Gl. (2.48) unabha¨ngig vom Grenz-
u¨bergang und ist fu¨r diesen Fall gerade das wegunabha¨ngig J-Integral von Rice [50].
• Bei dynamischer Belastung geht die Wegunabha¨ngigkeit im klassischen Sinne verlo-
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ren, d.h. der Grenzu¨bergang Γ→ 0 ist von der speziellen Form von Γ unabha¨ngig,
muß aber vollzogen werden.
Entsprechend Abb. 2.14 (b) sei δl(s) = λ(s) ν(s) der virtuelle oder reale Rißfortschritt
an der Stelle s innerhalb des Abschnittes sa ≤ s ≤ sb wa¨hrend eines beliebig kleinen Zei-
tinkrementes. Die zu diesem inkrementellen Rißwachstum geho¨rige gesamte vom Ko¨rper
freigesetzte Energie ist
G¯ =
sb∫
sa
G(s)λ(s)ds = lim
Γ→0
∫
AS
[
(ekin + eV)n
Γ
λ − σµνnΓν
∂uµ
∂xλ
]
δlλdA , (2.57)
mit dA = dCds. Die durch verschiedene Segmente der Rißfront freigesetzte Energie erha¨lt
man durch geeignete Wahl von sa und sb.
Kapitel 3
Numerische Methode
Basierend auf der Formulierung des HEMP-Code von Wilkins [65] haben Lin und Ball-
mann eine als Zweischritt-Verfahren [30,31] bezeichnete numerische Methode entwickelt,
deren Darstellung fu¨r den ra¨umlich dreidimensinalen Fall den Inhalt dieses Kapitels bil-
det. Seine Besonderheit liegt in der Behandlung der Nichtlinearita¨t, die sich bei plasti-
schem Fließen ergibt.
Wesentliche Erweiterungen des Verfahrens bilden die Arbeiten von Zhang zu absorbie-
renden Randzonen [68], Kontakt [67] und Mediengrenzen [69].
Um eine zeitgenaue Auﬂo¨sung mechanischer Wellen und eine gute Auﬂo¨sung der Riß-
frontsingularita¨t zu erreichen, mu¨ssen feine, mo¨glichst homogene Gitter verwendet wer-
den, die idealerweise eine CFL-Zahl von Eins im gesamten Lo¨sungsgebiet haben. Um dies
fu¨r Bereiche mit unterschiedlichen Materialien zu erreichen, werden diese unterschiedlich
diskretisiert, und zwischen den Bereichen werden mit Hilfe der Master-Slave-Technik die
Feingitterwerte auf ein Zwischengitter (Masternetz) interpoliert, dessen Diskretisierung
dem gro¨beren Gitter entspricht. Nach Einhalten von Rand- und U¨bergangsbedingungen
werden die Werte vom Masternetz auf das feine Gitter (Slavenetz) zuru¨ckinterpoliert.
Eine Sonderbehandlung der Rißfront wird numerisch nicht vorgenommen. Die numerisch
bestimmten Feldgro¨ßen werden im Sinne von Meßwerten zusammen mit dem angenom-
menen theoretischen Verlauf der Gro¨ßen nahe der Rißfront dazu benutzt, um mit Hilfe
der Methode der kleinsten Fehlerquadrate die Spannungsintensita¨tsfaktoren zu berech-
nen. Die Energiefreisetzungsrate kann direkt aus den berechneten Feldgro¨ßen gewonnen
werden. In beiden Fa¨llen werden schlauchfo¨rmige Bereiche um die Rißfront ausgewertet,
die einmalig zu kalibrieren sind.
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3.1 Zeitintegration
Die Ortsdiskretisierung von Gl. (2.30) sei in geeigneter Weise durchgefu¨hrt und mit F
bezeichnet. Die zeitliche Integration der semidiskreten Gleichung
Adp
dt
= F(t) (3.1)
erfolgt in zweiter Ordnung durch Verwendung von zwei Integrationsschritten.
Die Werte fu¨r p(t + ∆t
2
), die sich aus der Integration u¨ber einen Halbschritt
p(t+∆t
2
)∫
p(t)
Adp = ∆t
2
F(t) +O((∆t)2) (3.2)
ergeben, werden auf der rechten Seite von
p(t+∆t)∫
p(t)
Adp = ∆tF(t+ ∆t
2
) +O((∆t)3) (3.3)
eingesetzt, um insgesamt zweiter Ordnung in der Zeit genau zu integrieren (s. Anhang
C.1).
Bei rein elastischem Materialverhalten ist A die Einheitsmatrix, und die linke Seite von
(3.2) bzw. von (3.3) kann direkt integriert werden. Alternativ kann in diesem Fall auch von
Gl. (2.8) ausgegangen werden, und man erha¨lt entsprechend fu¨r die beiden Zeitniveaus
w (t+
∆t
2
) = w (t) +
∆t
2
dw
dt
∣∣∣∣
t
+O((∆t)2) , (3.4)
w(t +∆t) = w (t) +
∆t
2
dw
dt
∣∣∣∣
t+∆t
2
+O((∆t)3) . (3.5)
Die Zeitintegration erfolgt bei fester Zeitschrittweite ∆t, womit nach n Zeitschritten die
Zeit t = n∆t erreicht ist. Im folgenden werden nachstehende Abku¨rzungen verwendet:
wn = w(n∆t) , w¯ ≡ wn+ 12 = w((n+ 1
2
)∆t) und wn+1 = w ((n+ 1)∆t) .
3.2 Diskretisierung des Grundgebietes
Das Grundgebiet Ω im physikalischen Raum sei durch ein konformes, unstrukturiertes He-
xaedernetz1 diskretisiert, d.i. das dreidimensionale Analogon zu den Vierecksnetzen, die
1Der Ausdruck Netz wird hier synonym fu¨r unstrukturiertes Gitter verwendet, wa¨hrend ein struktu-
riertes Gitter kurz als Gitter bezeichnet wird.
30 Kapitel 3. Numerische Methode
ha¨uﬁg bei ra¨umlich zweidimensionalen Problemen eingesetzt werden. Konform bedeutet,
daß im Netz keine sog. ”ha¨ngenden Knoten” auftreten bzw. Seitenﬂa¨chen aneinander-
grenzender Hexaeder deckungsgleich sind. Die Eckpunkte der einzelnen Hexaeder bilden
die Gitterpunkte und die Hexaeder selbst die Zellen des Netzes. Unstrukturiert heißt,
daß jeder Gitterpunkt von einer beliebigen Anzahl von Zellen umgeben sein kann, womit
man zwar geometrisch ﬂexibler ist, sich aber im Gegensatz zu strukturierten Gittern, bei
denen die Topologie global bekannt ist, den Nachteil einhandelt, diese mit abspeichern
zu mu¨ssen. Abb. 3.1 zeigt als Beispiel ein einfaches zweidimensionales Netz bestehend
aus neun Gitterpunkten und vier Zellen mit zugeho¨riger Darstellung im Finite Elemente
Format. Die Gitterpunkte sind dabei in beliebiger Reihenfolge fortlaufend durchnume-
1¯
5¯
8¯
7¯
9¯ 4¯
6¯ 2¯
3¯
1 2
4 3
0 5
0
5
x
y
(a)
(b)
1¯ 1, 4 2, 1
2¯ 3, 5 4, 5
3¯ 4, 9 4, 7
4¯ 4, 6 3, 4
5¯ 1, 9 3, 1
6¯ 2, 2 4, 3
7¯ 4, 6 2, 1
8¯ 3, 1 1, 8
9¯ 3, 1 3, 1


Koordinaten
1¯ 8¯ 9¯ 5¯
7¯ 4¯ 9¯ 8¯
5¯ 9¯ 2¯ 6¯
2¯ 9¯ 4¯ 3¯


Verknu¨pfungsliste
Abbildung 3.1: (a) Beispiel fu¨r ein unstrukturiertes Gitter, (b) Darstellung im FE-Format.
riert. Die einzelnen Nummern werden zusammen mit den Koordinaten des jeweiligen
Gitterpunktes in der sog. Koordinatenliste notiert. Die Topologie des Netzes wird in der
sog. Nachbarschafts- oder Verknu¨pfungsliste abgespeichert, die in jeder Zeile Referenzen
auf die jeweiligen Gitterpunkte enthalten, die eine einzelne Zelle konstituieren. Die ein-
zelnen Zeilen der Verknu¨pfungsliste kann man sich anschaulich als Vorschrift vorstellen,
wie eine Zelle zu zeichnen ist. Zelle 2 besteht beispielsweise aus den Gitterpunkten 7¯, 4¯, 9¯
und 8¯ , die in der Reihenfolge 7¯→ 4¯→ 9¯→ 8¯→ 7¯ zu verbinden sind. Die entsprechenden
Gitterpunkte ko¨nnen auch zyklisch durchgetauscht werden, so daß der Umlaufsinn erhal-
ten bleibt und in allen Zellen einheitlich ist (mit z.B. nach außen weisenden Normalen).
Entsprechend wird ein Hexaedernetz in diesem Format abgespeichert, wobei eine Zeile
in der Verknu¨pfungsliste acht Gitterpunktreferenzen entha¨lt. Die Numerierung erfolgt
dabei gema¨ß dem in Abb. 3.2 dargestellten Hexaeder. Die einzelnen Seitenﬂa¨chen sind
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dabei mit den Buchstaben e (east), w (west), s (south), n (north), b (bottom) und t (top)
gekennzeichnet.
w
e
s
n
b
t
1¯
2¯
3¯
4¯
5¯
6¯
7¯
8¯
Abbildung 3.2: Seitenkennung und Eckpunktnumerierung einer einzelnen Hexaederzelle.
Die Ortsableitungen auf der rechten Seite von Gl. (2.30) werden in einer Finite Volumen
Formulierung durch ihren integralen Mittelwert ersetzt. Dies geschieht nach Umwandlun-
gen der Ortsableitungen mit Hilfe des Satzes von Gauß durch Integration u¨ber den Rand
eines kleinen Volumens (Kontrollvolumen).
∂ f
∂x
+
∂g
∂y
+
∂h
∂z
.
=
1
∆V
∮
∂∆V
fdax + gday + hdaz . (3.6)
Die Werte fu¨r die ganzzahligen Zeitschritte pn werden dabei den Zellzentren und die Zwi-
schenwerte pn+
1
2 den Gitterpunkten zugeordnet. Fu¨r beide braucht man jeweils geeignete
Kontrollvolumina V bzw. V¯ . Dazu wird jedes Hexaeder durch Ermitteln des geometri-
schen Zentrums sowie der Fla¨chen- und Kantenschwerpunkte in acht Hexaeder aufgeteilt.
Das Kontrollvolumen V jeder Zelle setzt sich demnach aus acht Teilvolumina zusammen,
wa¨hrend die Anzahl der Teilvolumina, die das Kontrollvolumen V¯ eines Gitterpunktes
bilden, durch die Zahl der Zellen gegeben ist, die den Gitterpunkt umgeben. Das grau
unterlegte Teilvolumen (Subzelle) in Abb. 3.3 tra¨gt sowohl zum dargestellten Kontroll-
volumen der Zelle als auch zu dem des Gitterpunktes bei.
Die numerische Berechnung des Volumeninhalts und der Seitenﬂa¨cheninhalte eines He-
xaeders ist im Anhang C.2 beschrieben.
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V
V¯
Gitterpunkt
Zellzentrum
Abbildung 3.3: Das grau unterlegte Teilvolumen (Subzelle) tra¨gt sowohl zum dargestellten Kon-
trollvolumen der Zelle als auch dem des Gitterpunktes bei. V¯ hat in diesem Fall
dieselbe Anzahl Teilvolumina wie V , was bei einem unstrukturiertem Gitter
i.a. nicht der Fall ist.
3.3 Berechnung der Werte in den Gitterpunkten im
elastischen Fall
Die Werte p¯ zu den Zwischenzeitschritten werden den Gitterpunkten zugeordnet. Ihre
Berechnung erfolgt getrennt fu¨r Punkte im Innern und am Rand des Lo¨sungsgebietes.
3.3.1 Innere Gitterpunkte
Der Wert p¯|innen an einem Gitterpunkt im Innern des Lo¨sungsgebietes wird nach der
Formel
∑
ζ
Vζ
p¯|innen∫
pnζ
Adp = ∆t
2
∑
ζ
[
f∆A¯x + g∆A¯y + h∆A¯z
]
ζ
(3.7)
berechnet. Dabei la¨uft der Index ζ u¨ber alle Subzellen, die das Kontrollvolumen V¯ =∑
ζ Vζ des Gitterpunktes bilden. ∆A¯x, ∆A¯y und ∆A¯z sind die Komponenten derjenigen
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Subzellenﬂa¨chen, die die konvexe Hu¨lle des Kontrollvolumens bilden und u¨ber die die
Zellen mit ihren zugeho¨rigen Werten pni beitragen. Im linearelastischen Fall ist A die
Einheitsmatrix, und die linke Seite von Gl. (3.7) kann direkt integriert werden. Man
erha¨lt
p¯|innen =
1
V¯
∑
ζ
Vζp
n
ζ +
∆t
2V¯
∑
ζ
[
f∆A¯x + g∆A¯y + h∆A¯z
]
ζ
. (3.8)
Den ersten Term auf der rechten Seite von Gl. (3.8) kann man als Na¨herung fu¨r den Wert
im Gitterpunkt zum Zeitniveau n, volumengemittelt aus den umliegenden Zellwerten, in-
terpretieren. Der zweite Term beinhaltet wie oben den Beitrag der stu¨ckweise konstanten
Zellwerte u¨ber den Rand des Kontrollvolumens.
3.3.2 Gitterpunkte auf dem Rand des Lo¨sungsgebietes
3.3.2.1 Dirichlet-Randbedingungen
Betrachtet werden Ra¨nder des Lo¨sungsgebietes, auf denen Dirichletrandbedingungen zu
erfu¨llen sind. Sinnvolle Vorgaben sind z.B. die drei Komponenten des Geschwindigkeits-
vektors v ∗ oder des Spannungsvektors p∗(nR) = σR ·nR im Randsystem O′x′y′z′, das der
Einfachheit halber als kartesisch angenommen wird. Abbildung 3.4 zeigt fu¨r einen Gitter-
y′
x′
z′
p∗,v∗
Abbildung 3.4: Randwerte tragen u¨ber die Teilﬂa¨chen des Kontrollvolumens bei, die auf dem
a¨ußeren Rand des Lo¨sungsgebietes liegen (grau unterlegt). Sinnvolle Vorgaben
sind z.B. die Komponenten des Spannungsvektors p∗ oder des Geschwindig-
keitsvektors v ∗.
punkt auf der Oberﬂa¨che des Ko¨rpers grau unterlegt die Teilﬂa¨chen des Kontrollvolumens,
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die auf dem Rand des Lo¨sungsgebietes liegen. Die Summe der a¨ußeren Teilﬂa¨chen sei mit
∆AR bezeichnet. Die Werte im Randpunkt werden mittels
p¯ = p¯|innen +
∆t
2V¯
(
fR∆A
R
x + gR∆A
R
y + hR∆A
R
z
)
(3.9)
berechnet. Dabei sind p¯|innen die Beitra¨ge der Subzellen gema¨ß Gl. (3.8). Die Kom-
ponenten von fR, gR und hR werden, falls geeignet vorhanden, gleich den vorgegebenen
Werten oder andernfalls gleich den entsprechenden Komponenten von p¯|innen gesetzt.
Da das Randsystem i.a. nicht mit dem physikalischen Koordinatensystem Oxyz u¨berein-
stimmt, sind zusa¨tzliche Transformationen erforderlich (vgl. Anhang C.3 fu¨r die notwen-
digen Transformationsformeln). Insgesamt erfolgt die Berechnung der Werte am Rand
nach folgendem Algorithmus:
(i) Berechne die Beitra¨ge p¯|innen der Subzellen gema¨ß Gl. (3.7).
(ii) Transformiere die in (i) erhaltenen Werte ins Randsystem
p¯|innen −→ p¯ ′|innen .
(iii) Berechne
∆t
2V¯
(
f ′R∆A
R
x′ + g
′
R∆A
R
y′ + h
′
R∆A
R
z′
)
im Randsystem mit den vorgegebenen Werten oder den in (ii) ermittelten Kompo-
nenten von p¯ ′|innen fu¨r die nicht vorgegebenen Komponenten.
(iv) Addiere die in (ii) und (iii) erhaltenen Anteile und u¨berschreibe die vorgegebe-
nen Komponenten der Summe p¯ ′, um die physikalischen Randbedingungen exakt
einzuhalten.
(v) Transformiere zuru¨ck ins physikalische Koordinatensystem.
p¯ ′ −→ p¯ .
Die Behandlung von Gitterpunkten auf der Oberﬂa¨che, auf einer Kante oder einer Ecke ist
im Falle der Vorgabe der drei Komponenten des Geschwindigkeitsvektors gleich, wa¨hrend
bei Spannungsra¨ndern die vorzugebenden Komponenten des Spannungstensors unter-
schiedlich sind. Abbildung 3.5 zeigt jeweils einen Gitterpunkt auf der Oberﬂa¨che, einer
Kante und einer Ecke. Entsprechend den eingezeichneten Achsen werden auf der Ober-
ﬂa¨che die drei Komponenten σx¯z¯, σy¯z¯, σz¯z¯, der Kante die fu¨nf Komponenten σx¯z¯, σy¯z¯, σz¯z¯,
σx¯y¯, σy¯y¯ und an der Ecke alle sechs Spannungskomponenten vorgegeben.
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x′y′
z′
x′y′
z′
x′y′
z′
Abbildung 3.5: Fu¨r Gitterpunkte auf der Oberﬂa¨che, auf einer Kante oder einer Ecke des
Ko¨rpers mu¨ssen unterschiedliche Spannungskomponenten vorgegeben werden.
3.3.2.2 Master-Slave-Technik
Master-Slave-Techniken kommen immer dann zum Einsatz, wenn Berechnungen an der
Grenze zwischen unterschiedlich diskretisierten Bereichen durchgefu¨hrt werden mu¨ssen
(ra¨umliche Interpolation). Sie bietet gegenu¨ber gleichartiger Diskretisierung bei Betrach-
tung von Ausbreitungspha¨nomenen den Vorteil, daß in unterschiedlichen Bereichen die
jeweils ho¨chste zula¨ssige CFL-Zahl gewa¨hlt werden kann. Die zu beschreibende Methode
ist eine direkte Verallgemeinerung der Vorgehensweise in [69] und [37] auf den dreidi-
mensionalen Fall. Abbildung 3.6 zeigt grau unterlegt zwei gegenu¨berliegende Ausschnitte
aus der Oberﬂa¨che zweier Bereiche mit dem jeweiligen Oberﬂa¨chennetz A (rot) bzw. B
(blau). Das Oberﬂa¨chennetz eines Hexaedernetzes ist dessen konvexe Hu¨lle und ein un-
strukturiertes Viereckgitter im Raum. Der Einfachheit halber sei angenommen, daß der
Bereich A gro¨ber diskretisiert sei als der Bereich B und eine (lokale) Ebene existiert,
so daß sich alle Gro¨ßen in einem (lokalen) kartesischen Koordinatensystem angeben las-
sen, dessen z-Achse normal zur Ebene angenommen wird. Die abgebildete Ebene sei die
Tangentialebene an das Netz A, dessen Projektion auf diese Ebene das sog. Mastergitter
bildet, wa¨hrend das Netz B als Slavegitter bezeichnet wird.
Die Vorgehensweise zur Kopplung der beiden Bereiche erfolgt insgesamt in drei Schritten:
1. Konstruktion des Mastergitters und Interpolation der Werte seiner Gitterpunkte
aus denen des Slavegitters.
2. Kopplung der beiden Bereiche durch Erfu¨llung der zugeho¨rigen U¨bergangsbedin-
gungen zwischen den Knotenwerten des Mastergitters und denen des Gitters A.
3. Rekonstruktion der Knotenwerte des Slavegitters aus denen des Mastergitters.
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Abbildung 3.6: Bei der verwendeten Master-Slave Technik bildet die Projektion des Gitters A
auf seine lokale Tangentialebene das sog. Mastergitter, dessen Knotenwerte aus
denen des Gitters B, dem sog. Slavegitter, interpoliert werden. Die eigentliche
Kopplung der beiden Bereiche erfolgt dann zwischen dem Gitter A und dem
Mastergitter.
Abbildung 3.7: Der dunkelgrau unterlegte Bereich ist der Fla¨chenanteil, den die Projektion
der Kontrollﬂa¨che des Slaveknotens mit der Kontrollﬂa¨che des Masterknotens
(hellgrau) gemeinsam hat.
Im ersten und dritten Schritt ist bei der Interpolation insbesondere darauf zu achten, daß
der Gesamtﬂuß erhalten bleibt (konservative Kopplung).
Abbildung 3.7 zeigt einen Masterknoten mit den ihn umgebenden Fla¨chenelementen zu-
sammen mit der Projektion eines Slaveknotens und seinen Fla¨chenelementen auf die Tan-
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gentialebene des Masterknotens. Grau unterlegt ist die Kontrollﬂa¨che des Masterknotens,
dessen Werte p¯Mi,B linear aus denen aller Slaveknoten p¯
S
k,B interpoliert werden.
p¯Mi,B =
∑
λ
Piλp¯
S
λ,B . (3.10)
Dabei sind die Koeﬃzienten bzw. Gewichte Pik die relativen Fla¨chenanteile, die die Kon-
trollﬂa¨che des jeweiligen Slaveknoten an der Kontrollﬂa¨che des Masterknotens hat. Dies
entspricht einem angenommenen stu¨ckweise konstanten Verlauf der Werte in den Git-
terpunkten bzw. konstantem Niveau u¨ber die Kontrollﬂa¨che des Gitterpunktes. Fu¨r das
einzelne Fla¨chenelement ergibt sich damit der in Abbildung 3.8 (a) angedeutete Verlauf.
Bei der Berechnung der relativen Fla¨chenanteile werden U¨berdeckungsalgorithmen aus
der geometrischen Datenverarbeitung verwendet [42, 60].
(a) (b)
Abbildung 3.8: Fu¨r die Interpolation der Werte in den Masterknoten wird ein stu¨ckweise kon-
stanter Verlauf angenommen (a), wa¨hrend fu¨r die Rekonstruktion der Werte in
den Slaveknoten zur besseren Auﬂo¨sung mo¨glicher Gradienten ein stu¨ckweise
konstanter, linearer bzw. bilinearer Verlauf angenommen wird (b).
Nach Berechnung der Werte in den Gitterpunkten des Netzes A und denen des Mastergit-
ters unter Beru¨cksichtigung von Kontakt- und/oder U¨bergangsbedingungen (s. die beiden
folgenden Unterkapitel) mu¨ssen die Werte in den Slaveknoten aus den (neu berechneten)
Masterknoten rekonstruiert werden.
p¯Si,B =
∑
λ′
P ∗iλ′p¯
M
λ′,B . (3.11)
Bei der Bestimmung der P ∗ik gibt es auch bei konservativer Kopplung gewisse Freiheiten.
Um steile Gradienten besser aufzulo¨sen, wird deshalb bei der Rekonstruktion eine etwas
andere Vorgehensweise gewa¨hlt und der in Abbildung 3.8 (b) dargestellte Verlauf der Wer-
te in den Masterknoten angenommen. Fu¨r alle Fla¨chenelemente des Masternetzes werden
die Beitra¨ge der neun Teilﬂa¨chen jeweils gewichtet mit ihrem relativen Fla¨chenanteil aSin
38 Kapitel 3. Numerische Methode
an der Kontrollﬂa¨che des Slaveknotens aufsummiert, um seinen Wert im Rekonstrukti-
onsschritt zu erhalten:
w¯S =
nM∑
n=1
9∑
i=1
aSinfin . (3.12)
Die Berechnung der fin erfolgt mittels
fin =
1
Ai
∫∫
(Ai)
w¯Mn dAi , (3.13)
wobei Ai der Fla¨cheninhalt der i-ten Teilﬂa¨che ist und w¯
M
n den angenommenen Verlauf
der Werte in den Masterknoten innerhalb der n-ten Fla¨che des Masternetzes kennzeichnet.
Die Details zur Bestimmung der fin sind in Anhang C.4 angegeben.
3.3.2.3 Mediengrenze
An einem Gitterpunkt auf einer Mediengrenze gilt es Gl. (3.9) unter Beru¨cksichtigung
der U¨bergangsbedingungen (2.14a) zu lo¨sen. Alle zur Berechnung notwendigen Gro¨ßen
seien durch geeignete Transformation in einem lokalen Koordinatensystem gegeben, so
daß das Material B im Bereich z ≥ 0 und das Material A im Bereich z ≤ 0 liegt und die
xy-Ebene die gemeinsame, lokale Tangentialebene an die Gitterpunkte PA und PB ist,
die sich nach Anwenden der Master-Slave Technik genau gegenu¨ber liegen. In Gl. (3.9)
liefern die Terme mit ∆Ax und ∆Ay dann keinen Beitrag und man erha¨lt fu¨r PA und PB
im elastischen Fall die Gleichungen
w¯A = w¯A|innen +
∆t
2V¯A
∣∣∆ARz ∣∣cRA , (3.14a)
w¯B = w¯B|innen −
∆t
2V¯B
∣∣∆ARz ∣∣ cRB (3.14b)
und die U¨bergangsbedingungen
σzzA = σzzB , σxzA = σxzB , σyzA = σyzB , vxA = vxB , vyA = vyB , vzA = vzB .
(3.15)
Fu¨r die u¨ber die Mediengrenze hinweg stetigen Gro¨ßen erha¨lt man damit
v¯x =
ρA v¯xA|innen V¯A + ρB v¯xB|innen V¯B
ρAV¯A + ρBV¯B
, v¯y ,v¯z analog, (3.16a)
σ¯zz =
ρBc
2
1BV¯A σ¯zzA|innen + ρAc21AV¯B σ¯zzB|innen
ρBc21BV¯A + ρAc
2
1AV¯B
, (3.16b)
σ¯xz =
ρBc
2
2BV¯A σ¯xzA|innen + ρAc22AV¯B σ¯xzB|innen
ρBc22BV¯A + ρAc
2
2AV¯B
, σ¯yz analog (3.16c)
und fu¨r die unstetigen Gro¨ßen ﬁndet man
σ¯xxA = σ¯xxA|innen + αA(σ¯zz − σ¯zzA|innen) , (3.17a)
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σ¯xxB = σ¯xxB|innen + αB(σ¯zz − σ¯zzB|innen) , (3.17b)
σ¯yyA = σ¯yyA|innen + αA(σ¯zz − σ¯zzA|innen) , (3.17c)
σ¯yyB = σ¯yyB |innen + αB(σ¯zz − σ¯zzB|innen) , (3.17d)
σ¯xyA = σ¯xyA|innen , (3.17e)
σ¯xyB = σ¯xyB|innen . (3.17f)
Dabei ist
αA = 1− 2c
2
2A
c21A
, αB analog. (3.18)
3.3.2.4 Kontaktra¨nder
Bei bruchmechanischen Experimenten spielt Kontakt in mehrfacher Hinsicht eine zentra-
le Rolle. Beim Aufpra¨gen einer dynamischen Last mittels Hammer oder Projektil tritt
Kontakt mit der zu untersuchenden Probe auf. Bei Biegeproben kommt der Einﬂuß der
Auﬂager hinzu, die den Verlauf von Intensita¨tsfaktoren vera¨ndern, weil die Probe dy-
namisch mit den Auﬂagern wechselwirkt oder zeitweilig von ihnen abhebt [5, 45]. Beim
scharfen Riß kann es zu lokalem Kontakt der Rißufer kommen.
Der Algorithmus zur Behandlung von Kontakt wird in [67] beschrieben. Die Darstellung
folgt der in [37] und beschra¨nkt sich zur Vereinfachung auf Haftkontakt. Nach Anwenden
der Master-Slave Technik sei dieselbe Konﬁguration wie bei der Behandlung der Medien-
grenze gegeben, d.h. die Gitterpunkte PA und PB liegen sich bzgl. ihrer gemeinsamen,
lokalen Tangentialebene (Kontaktebene) unmittelbar gegenu¨ber und die inneren Anteile
der Werte in diesen Gitterpunkten seien berechnet. Die beiden Verschiebungsvektoren
u¯A und u¯B in den Gitterpunkten PA und PB zur Zeit n+ 1/2 werden zuna¨chst aus den
fu¨r den freien Rand ermittelten Geschwindigkeiten bestimmt:
u¯
n+1/2
A = u¯
n
A +
∆t
2
v¯A , u¯
n+1/2
B = u¯
n
B +
∆t
2
v¯B . (3.19)
Falls die lokale Kontaktbedingung
u¯
n+1/2
zB ≤ u¯n+1/2zA (3.20)
erfu¨llt ist, werden die beiden Verschiebungskomponenten durch ihren Mittelwert
u¯
n+1/2
zA , u¯
n+1/2
zB −→
1
2
(u¯
n+1/2
zA + u¯
n+1/2
zB ) (3.21)
ersetzt, so daß ein unphysikalisches Durchdringen der Materialien verhindert wird. Im
angegebenen Koordinatensystem lauten die Bedingungen fu¨r Haftkontakt:
v¯xA = v¯xB , (3.22)
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v¯yA = v¯yB , (3.23)
v¯zA = v¯zB , (3.24)
σ¯zzA = σ¯zzB ≤ 0 , (3.25)
σ¯xz = σ¯xz , (3.26)
σ¯yz = σ¯yz , (3.27)
|p¯tA| ≤ |µHσ¯zzA| . (3.28)
Dabei ist p¯ tA der Anteil des Spannungsvektors, den man durch Projektion auf die Kon-
taktebene erha¨lt. Unter der Annahme, daß Haftkontakt vorherrscht, werden die Normal-
komponenten des Geschwindigkeitsvektors und des Spannungstensors bzgl. des Randes,
also v¯zA = v¯zB und σ¯zzA = σ¯zzB, mit den Gln. (3.16) und die unstetigen Komponenten
σ¯xx, σ¯yy und σ¯xy mit den Gln. (3.17) berechnet. Wenn die Druckbedingung
σ¯zzA = σ¯zzB ≤ 0 (3.29)
numerisch nicht erfu¨llt ist, werden alle Randspannungskomponenten zu Null gesetzt:
σ¯zzA = σ¯zzB = σ¯xzA = σ¯xzB = σ¯yzA = σ¯yzB = 0 . (3.30)
Andernfalls werden die noch nicht neu berechneten stetigen Komponenten
v¯xA = v¯xB , v¯yA = v¯yB , σ¯xzA = σ¯xzB , σ¯yzA = σ¯yzB (3.31)
mit den Gln. (3.16) bestimmt. Mit den Geschwindigkeitskomponenten werden schließlich
noch die Verschiebungskomponenten aktualisiert:
u¯n+1A = u¯
n+1/2
A +
∆t
2
v¯A , B analog. (3.32)
3.3.2.5 Kopier- und Spiegelra¨nder
Ha¨uﬁg la¨ßt sich der Rechenaufwand bei Vorhandensein von Symmetrien erheblich redu-
zieren. Betrachtet werden zwei Arten von Ra¨ndern, die a¨hnlich behandelt werden, na¨mlich
Spiegelebenen und sog. Kopierra¨nder. Kopierra¨nder werden an solchen Randpunkten ein-
gesetzt, an denen der Gradient der gesuchten Funktion senkrecht zum Rand verschwinden
sollen, d.h. wenn verschwindende von Neumann-Randbedingungen zu erfu¨llen sind. Ein
wichtiges Beispiel ist der ebene Verzerrungszustand, bei dem im gesamten Lo¨sungsge-
biet alle Gradienten in eine Raumrichtung Null sind [2]. Fu¨r diesen ra¨umlich ebenen
Fall genu¨gt ein Netz bestehend aus einer Zellschicht, dessen Ober- und Unterseite durch
Kopierra¨nder abgeschlossen wird. Ein Gitterpunkt auf dem Rand des Netzes bzw. des
numerischen Lo¨sungsgebietes geho¨rt dann u.U. zum Innern des physikalischen Lo¨sungsge-
bietes. Dies wird numerisch beru¨cksichtigt, indem das Kontrollvolumen des Gitterpunktes
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B
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S
P
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Abbildung 3.9: Konstruktion von Hilfszellen fu¨r einen Gitterpunkt P an einer Symmetrieebene
S. Je nach Art der Symmetrie werden die gestrichenen Zellwerte auf unter-
schiedliche Weise gebildet.
ku¨nstlich vergro¨ßert wird. Dies geschieht dadurch, daß aus den Subzellen des Kontrollvo-
lumens, die an eine Symmetrieﬂa¨che grenzen, durch Spiegeln der Fla¨chenvektoren an der
Symmetrieebene neue, gleichgroße Subzellen erzeugt werden2 und diesen die zugeho¨rigen
Zellwerte zugeordnet werden. D.h. die Zellwerte der Ursprungszelle werden kopiert, daher
die Bezeichnung Kopierrand.
Bei Spiegelsymmetrie werden auf die gleiche Art neue Subzellen aus den bereits vorhan-
denen erzeugt. Allerdings mu¨ssen geeignet transformierte Zellwerte zugeordnet werden.
Dazu werden die Werte der Ursprungszellen an der Symmetrieebene gespiegelt. Alle Spie-
gelungen an der Symmetrieebene erfolgen durch Transformation in ein lokales Randsy-
stem mit anschließender Spiegelung und Ru¨cktransformation in das physikalische Koor-
dinatensystem (s. Anh. C.3).
Abb. 3.9 zeigt einen Gitterpunkt P an einem Symmetrierand in einem Schnitt senkrecht
zur Symmetrieebene S. Unabha¨ngig davon, ob S ein Kopierrand oder eine Spiegelebene
ist, werden die Fla¨chenvektoren der neu erzeugten Subzellen durch Spiegelung an der
Symmetrieebene gewonnen. Bei einem Spiegelrand werden die Zellwerte in A′ und B′ aus
den Werten in A und B durch Spiegelung an der Symmetrieebene erzeugt, wa¨hrend sie
bei einem Kopierrand einfach u¨bernommen werden.
Bei mehreren Symmetrieebenen wird unter Beru¨cksichtigung der bereits erzeugten sog.
Hilfszellen (engl.: dummy cells) entsprechend verfahren. Im Extremfall wird ein Eck-
punkt des Netzes wie ein innerer Punkt behandelt. Der Ku¨rze halber werden Ra¨nder, die
2Programmiertechnisch wird dies dadurch realisiert, daß allen Fla¨chenschwerpunkten der a¨ußeren
Subzellenﬂa¨chen, die zusammen die Hu¨lle des Netzes bilden, eine Markierung zugewiesen wird, die kenn-
zeichnet, ob und welche Symmetrie vorliegt.
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ra¨umlich homogene Zusta¨nde begrenzen, als Kopierra¨nder und solche auf Spiegelebenen
einfach als Symmetriera¨nder bezeichnet.
3.4 Berechnung der Zellwerte im elastischen Fall
Im zweiten Integrationsschritt erfolgt die Berechnung der Zellwerte pn+1 mittels
pn+1∫
pn
Adp = ∆t
V
∑
γ
[
f¯∆Ax + g¯∆Ay + h¯∆Az
]
γ
. (3.33)
∆A sind die a¨ußeren Fla¨chenvektoren der Subzellen, die zusammen die konvexe Hu¨lle
des Kontrollvolumens V der betrachteten Zelle bilden und u¨ber die die Werte f¯ , g¯ und
h¯ in den zugeho¨rigen Gitterpunkten γ beitragen. Im linearelastischen Fall kann die linke
Seite von Gl. (3.33) direkt integriert werden und man erha¨lt
pn+1 = pn +
∆t
V
∑
γ
[
f¯∆Ax + g¯∆Ay + h¯∆Az
]
γ
. (3.34)
Wa¨hrend auf der rechten Seite von Gl. (3.8) ausschließlich Gro¨ßen zum alten Zeitniveau
stehen, treten auf der rechten Seite von Gl. (3.34) sowohl die Zellwerte zum alten Zeit-
niveau als auch die Werte in den Gitterpunkten zum halben Zeitschritt auf3. Außerdem
la¨uft der Summationsindex γ von eins bis acht, da eine Zelle immer aus acht Subzellen
besteht.
3.5 Das CFL-Kriterium
Eine von Neumann-Stabilita¨tsanalyse der linearisierten Gleichungen fu¨hrt auf
CFL =
c1∆t
∆l
≤ 1 (3.35)
als notwendige Bedingung fu¨r die Stabilita¨t des Zweischritt-Verfahrens [29]. CFL ist die
sog. Courant-Friedrichs-Lewy-Zahl (CFL-Zahl) und (3.35) wird entsprechend als CFL-
Bedingung bezeichnet. Die geometrische Interpretation der Ungleichung ist, daß die nu-
merische Ausbreitungsgeschwindigkeit im gesamten Lo¨sungsgebiet gro¨ßer sein muß als die
schnellste physikalisch auftretende Geschwindigkeit. Dementsprechend wird ∆l durch das
Minimum der Durchmesser aller in sa¨mtlichen Kontrollvolumen, d.h. denen der Gitter-
punkte und denen der Zellzentren, einbeschriebenen Kugeln bestimmt. In der Praxis wird
3Das bedeutet, beide Zeitniveaus, d.h. sowohl die Werte in den Gitterpunkten als auch die Zellwerte,
mu¨ssen gespeichert werden.
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das Minimum aus dem ku¨rzesten Abstand von je zwei Gitterpunkten und dem doppelten
ku¨rzesten Abstand aller Zellzentren vom Rand des jeweiligen Kontrollvolumens ermittelt.
Demzufolge ist die maximale Zeitschrittweite durch (3.35) nach Ermitteln von ∆l (als
Eigenschaft des Netzes) beschra¨nkt. Interessante Einsichten hinsichtlich des Einﬂusses
von Randbedingungen auf die Stabilita¨t des Verfahrens ﬁndet man in [59].
Das Zweischritt-Verfahren ist mit einem dissipativen und einem dispersiven Fehler behaf-
tet, die beide nur fu¨r CFL = 1 verschwinden [18]. Ein dissipativer Fehler bedeutet eine
falsche Wiedergabe der Amplitude, wa¨hrend ein dispersiver Fehler einer falschen Wieder-
gabe der Wellengeschwindigkeit entspricht. Fu¨r den elastischen Festko¨rper bedeutet dies
wegen des Auftretens von Dilatations- und Scherwellen, daß beide bei Verwendung nur
eines Netzes nicht gleich gut aufgelo¨st werden ko¨nnen.
3.6 Absorbierende Randzonen
Fu¨r aus dem Rechengebiet heraus- und nicht wieder hineinlaufende Wellen kann das
Rechengebiet durch eine sog. absorbierende Randzone beschra¨nkt werden, in der rein
elastisches Materialverhalten angenommen wird. Dies ist einer von zwei in [68] vorge-
schlagenen Methoden, der sog. ”mapping”-Technik, folgend implementiert. Dabei wird
in einer numerischen Randzone (engl: absorbing boundary layer) die Wellengeschwindig-
keit bei konstanter Impedanz bis zum Rand des Rechengebietes auf Null geda¨mpft. In den
Formeln fu¨r die Flußberechnung und die Berechnung der Zellwerte werden die Komponen-
ten der Fla¨chenvektoren4, die der Richtung, in der geda¨mpft werden soll, entsprechen,
mit einem geeignetem Da¨mpfungsfaktor δ versehen, der innerhalb der absorbierenden
Randzone von Eins auf Null abklingt, beispielsweise
δ =
1
2
cos(πa/d) , (3.36)
wobei a der Abstand vom Rand und d die Dicke der Randzone ist. Typische Werte fu¨r
d sind 30-50 Maschenweiten. Absorbierende Randzonen werden mit Kopierra¨ndern abge-
schlossen, da Gradienten in die entsprechende Richtung damit automatisch verschwinden.
3.7 Plastisches Materialverhalten
Die elastische Lo¨sung in einem inneren Gitterpunkt
p¯el =
1
V¯
∑
ζ
Vζp
n
ζ +
∆t
2V¯
∑
ζ
[
f∆A¯x + g∆A¯y + h∆A¯z
]
ζ
(3.37)
4Dies entspricht der Da¨mpfung von Gradienten, da die Ortsableitungen durch Fla¨chenintegrale u¨ber
die Kontrollvolumina ersetzt wurden.
44 Kapitel 3. Numerische Methode
sei berechnet, und fu¨r die mit
P =


2σxx − σyy − σzz
−σxx + 2σyy − σzz
σxy
σxz
σyz


(3.38)
bezeichneten Komponenten des Spannungsdeviators sei lokal die Fließgrenze κ¯ entspre-
chend Gl. (2.19) u¨berschritten, d.h. das Material zeige plastisches Verhalten. Dann ist
die linke Seite von
∑
ζ
Vζ
p¯∫
pnζ
Adp = ∆t
2
∑
ζ
[
f∆A¯x + g∆A¯y + h∆A¯z
]
ζ
(3.39)
fu¨r die Komponenten von P¯ nichtlinear. Die rechte Seite von (3.39) ist unabha¨ngig von
plastischen Fließvorga¨ngen und kann deshalb mit Hilfe von Gl. (3.7) umgeschrieben wer-
den, so daß es gilt, die Gleichung
∑
ζ
P¯∫
Pnζ
AdP =
∑
ζ
P¯∫
Pnζ
(1 + hζ)dP = V¯ P¯el −
∑
ζ
VζP
n
ζ (3.40)
fu¨r P¯ iterativ zu lo¨sen. Dazu wird zuna¨chst das Integral auf der linken Seite von Gl. (3.40)
um eine Na¨herungslo¨sung P¯∗ von P¯ entwickelt
∑
ζ
P¯∫
Pnζ
(1 + hζ)dP =
∑
ζ
P¯∗∫
Pnζ
(1 + hζ)dP+ (P¯− P¯∗)(1 + hζ) +O((P¯− P¯∗)2) . (3.41)
Die vorliegende Situation ist in Abb. 3.10 (a) dargestellt. Aufgrund mo¨glicher Entla-
stungsvorga¨nge liegt der Ausgangszustand Pnζ nicht unbedingt auf der durch κ
n
ζ gekenn-
zeichneten Fließﬂa¨che, wa¨hrend sich wegen des stattﬁndenden plastischen Fließvorgangs
der gena¨herte Endzustand P¯∗ auf der ihm zugeho¨rigen Fließﬂa¨che mit Radius κ¯∗ beﬁn-
det. Als erste Na¨herung fu¨r P¯ wird die elastische Lo¨sung, P¯∗ = P¯el, vorgegeben. Die
Integration in Gl. (3.41) kann nach wie vor nicht durchgefu¨hrt werden, weil unklar ist,
mit welcher Sequenz von Spannungswellen die Zusta¨nde Pnζ und P¯
∗ zu verbinden sind;
mit anderen Worten, der Spannungspfad ist unbekannt. Entsprechend dem in Kapitel 2.2
vorgestellten Modell, insbesondere der Annahme, daß die Inkremente des Spannungsde-
viators senkrecht zur Fließﬂa¨che im Raum seiner Komponenten stehen, kann ein eindeu-
tiger Spannungspfad konstruiert werden. Der Wert Qζ am elastisch-plastischen U¨bergang
ergibt sich entsprechend
Qζ =
κnζ
κ¯∗
P¯∗ (3.42)
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(a)
Pnζ
κnζ
P¯∗
κ¯∗
O σdik
(b)
Pnζ
κnζ
P¯∗
Qζ
κ¯∗
O σdik
Abbildung 3.10: Konstruktion des vereinfachten Spannungspfades fu¨r einen Iterationsschritt.
(a) Der Ausgangszustand Pnζ liegt innerhalb der Fließﬂa¨che mit Radius κ
n
ζ . Der
gena¨herte Endzustand P¯∗ liegt auf der zugeho¨rigen Fließﬂa¨che mit Radius κ¯∗.
(b) Der elastisch-plastische U¨bergang Qζ wird mit Hilfe des Ursprungsstrahls
durch den gena¨herten Endzustand P¯∗ konstruiert.
als Durchstoßpunkt des Ursprungsstrahls durch P¯∗ durch die Fließﬂa¨che (s. Abb. 3.10
(b)). Mit dem vereinfacht angenommenen Spannungspfad kann das Integral in Gl. (3.41)
na¨herungsweise gelo¨st werden
P¯∗∫
Pnζ
(1 + hζ)dP
.
=
Qζ∫
Pnζ
(1 + hζ)dP+
P¯∗∫
Qζ
(1 + hζ)dP (3.43a)
= (Qζ − P¯nζ ) +
P¯∗∫
Qζ
(1 + hζ)dP , (3.43b)
wobei Qζ entsprechend Gl. (3.42) berechnet wird. Einsetzen von Gl. (3.41) und (3.43) in
Gl. (3.40) liefert insgesamt die folgende Iterationsformel fu¨r P¯
P¯ = P¯∗ +∆P¯∗ (3.44)
mit
∆P¯∗ =
1∑
ζ
Vζ(1 + hζ)

V¯ P¯el −∑
ζ
Vζ

Qζ +
P¯∗∫
Qζ
(1 + hζ)dP



 . (3.45)
Die Iteration ist beendet, wenn |∆P¯∗| eine vorgegebene Schranke unterschreitet. Anson-
sten wird P¯ gleich P¯∗ gesetzt und der na¨chste Iterationsschritt durchgefu¨hrt. Abb. 3.11
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(a)
Pnζ
κnζ
P¯∗P¯
Qζ
κ¯∗
O σdik
(b)
Pnζ
κnζ
P¯∗
Qζ κ¯
∗
O σdik
Abbildung 3.11: Darstellung eines Iterationsschrittes. Solange |∆P¯∗| = |P¯− P¯∗| gro¨ßer als eine
vorgegebene Schranke ist (a), wird P¯∗ gleich P¯ gesetzt und der na¨chste Ite-
rationsschritt mit korrigierter Fließﬂa¨che und elastisch-plastischem U¨bergang
durchgefu¨hrt (b).
veranschaulicht die Interation. In jeder Zelle wird der Durchstoßpunkt durch die Fließ-
ﬂa¨che und der allen umliegenden Zellen gemeinsame Endzustand P¯ iteriert. Bei linearer
Verfestigung ist der plastische Faktor konstant und die Integrale in Gl. (3.45) ko¨nnen
direkt berechnet werden, wa¨hrend bei exponentieller Verfestigung der plastische Faktor
entsprechend Gl. (2.24) eingesetzt und die Integration numerisch durchgefu¨hrt wird.
Fu¨r einen Gitterpunkt am Rand des Lo¨sungsgebietes wird bei plastischem Fließen ent-
sprechend verfahren. Ausgangspunkt fu¨r die Iteration bilden dann die elastisch berechne-
ten Werte in den Gitterpunkten nach Gl. (3.9). Die Randwerte, die sich nach der Iteration
durch das Verfahren eingestellt haben, werden nicht mit den vorgegebenen Randbedin-
gungen u¨berschrieben.
Auch fu¨r die Zellwerte wird bei U¨berschreiten der lokalen Fließgrenze wie oben beschrie-
ben verfahren. Analoge Vorgehensweise liefert die Iterationsformel
P = P∗ +
1
1 + h

Pel −Q−
P∗∫
Q
(1 + h)dP

 , (3.46)
wobei Pel die entsprechend Gl. (3.34) berechnete elastische Lo¨sung ist, die auch als Start-
wert fu¨r die Iteration dient.
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3.8 Behandlung der Rißspitze
3.8.1 Spannungsintensita¨tsfaktoren
Fu¨r die numerische Behandlung der Rißkante muß zur Untersuchung des Einﬂusses des
dreidimensionalen Zustandes davon abgesehen werden, theoretische Annahmen u¨ber den
Verlauf des Nahfeldes an der Rißkante mit in die Rechnung einﬂießen zu lassen, indem
man beispielsweise Spannungswerte an Gitterpunkten vorgibt. Dazu gibt es in der vor-
liegenden Diskretisierung im wesentlichen zwei mo¨gliche Vorgehensweisen.
OA
Abbildung 3.12: Methode 1: Die Rißspitze liegt auf einem Gitterpunkt
O AB
Abbildung 3.13: Methode 2: Die Rispitze liegt zwischen zwei Gitterpunkten
Die erste Mo¨glichkeit ist in Abbildung 3.12 fu¨r den 2-D Fall skizziert. Dabei wird ange-
nommen, daß die Rißspitze O mit einem Gitterpunkt A zusammenfa¨llt. Das Kontrollvo-
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lumen des Gitterpunktes A ist schattiert dargestellt. Es besitzt Fla¨chenanteile (Linien im
2-D Fall), die mit dem Rand des Ko¨rpers zusammenfallen. Die Berechnung der Flu¨sse im
Punkt A erfolgt dann a¨hnlich wie bei einem Randpunkt durch Beru¨cksichtigung aller im
Innern und auf dem Rand des Ko¨rper liegenden Seitenﬂa¨chen, ohne daß Werte im Punkt
A vorgegeben werden.
Die zweite Mo¨glichkeit ist in Abbildung 3.13 dargestellt. Wenn man annimmt, daß die
Rißspitze O sich genau zwischen zwei Gitterpunkten beﬁndet, dann besitzt das Kon-
trollvolumen des Gitterpunktes A nur Begrenzungsﬂa¨chen, die im Innern des Ko¨rpers
liegen, d.h. er kann wie ein innerer Punkt behandelt werden. Der in der Abbildung links
von O liegende Punkt B kann entsprechend wie ein gewo¨hnlicher Randpunkt berechnet
werden. Das Verfahren ﬁndet dann von selbst Spannungsu¨berho¨hungen durch den in O
stattﬁndenden Wechsel der Randbedingungen, was die mathematische Charakterisierung
der Rißspitze darstellt. Damit ist keinerlei Sonderbehandlung der Rißspitze erforderlich,
da sie wegen der Lage zwischen zwei Gitterpunkten nicht berechnet wird. Diese Methode
wird ausschließlich benutzt, da nur ebene Rißprobleme behandelt werden. Mit der ersten
Methode ko¨nnten prinzipiell auch Probleme mit einspringenden Ecken oder Kanten be-
handelt werden. Fu¨r asymptotisch abnehmenden radialen Abstand R¯ von der Rißkante ist
x¯
z¯
x¯
y¯
y¯
Ra
Ri
Abbildung 3.14: Numerische Berechnung von Spannungsintensita¨tsfaktoren. In Zellschichten
senkrecht zur Rißkante wird das Spannungsfeld in einem kreisscheibenfo¨rmigen
Bereich mit Innenradius Ri und Außenradius Ra ausgewertet.
der Zusammenhang zwischen den Spannungen und den Spannungsintensita¨tsfaktoren fu¨r
die drei mo¨glichen Moden durch Gl. (2.35) gegeben. Da in der Na¨he der numerischen Riß-
spitze die Gradienten der gesuchten Gro¨ßen besser wiedergegeben werden als die Gro¨ßen
selbst, erfolgt die Berechnung derK-Faktoren durch Anwenden der Methode des kleinsten
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Fehlerquadrates fu¨r die Ortsableitungen der Spannungskomponenten in einem kreisschei-
benfo¨rmigen Bereich von Zellen in Ebenen senkrecht zur Rißkante (s. Abb. 3.14). Die
genaue Vorgehensweise ist in Anhang A.2 beschrieben. Die unmittelbar am Rand des
Lo¨sungsgebietes liegende Zellreihe wird bei der Auswertung nicht beru¨cksichtigt. Der In-
nenradius Ri und der Außenradius Ra sind wa¨hlbare Parameter, die durch Kalibrieren
des KI fu¨r den ebenen Fall mit konstant belasteten Rißufern einmalig eingestellt wer-
den5. Beim Bimaterialriß wird auf beiden Seiten der Materialgrenze derselbe numerische
Bereich fu¨r die beiden Radien eingestellt. Hierbei ist erfahrungsgema¨ß darauf zu achten,
daß der Mittelpunkt der beiden Kreise mit dem Ort der numerischen Rißspitze u¨berein-
stimmt, da sonst insbesondere der KII sehr schlecht wiedergegeben wird.
3.8.2 Energiefreisetzungsrate
Weder die lokale Energieverlustrate G(s) noch die globale G¯ sind bei Verwendung der
Formulierung mit Randintegralen entsprechend Gl. (2.54) bzw. (2.57) wegen der erforder-
lichen Grenzu¨berga¨nge fu¨r eine diskrete Formulierung geeignet, hauptsa¨chlich deswegen,
weil die numerisch bestimmten Feldgro¨ßen nahe der Rißkante die gro¨ßten Ungenauigkei-
ten aufweisen.
Entsprechend Abb. 2.14 (c) kann die schlauchfo¨rmige Fla¨che AS mit der sie umgebenden
Fla¨che A0 (einschließlich der Endkappen) und den als lastfrei angenommenen Teilﬂa¨chen
A+ und A− der Rißufer zu einer geschlossenen Fla¨che A erga¨nzt werden. Fu¨hrt man
eine stetig diﬀerenzierbare Gewichtsfunktion q ein, die gleich δl (s) auf AS ist und auf
A0 verschwindet, dann folgt nach Anwenden des Gaußschen Satzes aus Gl. (2.57) die
Volumendarstellung der globalen Energiefreisetzungsrate [44]
G¯ =
∫
V
[
σλµ
∂uλ
∂xν
∂qν
∂xµ
− (eV + ekin) ∂qν
∂xν
+ ρ
(
∂2uλ
∂ t2
∂uλ
∂xν
− ∂uλ
∂ t
∂2uλ
∂xν∂ t
)
qν
+
(
σλµ
∂2uλ
∂xµ∂xν
− ∂eV
∂xν
)
qν
]
dV .
(3.47)
Diese Darstellung setzt spannungsfreie Rißufer voraus. Bei belasteten Rißufern ist ein
zusa¨tzliches Integral u¨ber A+ und A− in Gl. (3.47) zu beru¨cksichtigen [56].
Bei einsinniger Belastung, d.h. wenn (z.B. in einem genormten Experiment) keine Entla-
stungsvorga¨nge stattﬁnden, dann kann das elastisch-plastische Material wie ein nichtli-
near elastisches Material beschrieben werden. In diesem Fall ist die Forma¨nderungsener-
giedichte pro Volumen eine Potentialfunktion (speziﬁsches elastisches Potential) fu¨r den
5Dieser Fall ist gut geeignet, da bekannt ist, daß der normierte K-Faktor im statischen Grenzfall
gegen Eins geht.
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Spannungstensor, und es gilt
eV = w() =
∫
0
σ : d′ mit σ =
∂w
∂
. (3.48)
Damit verschwindet der Ausdruck in der zweiten Zeile von Gl. (3.47).
Fu¨r den Fall eines stationa¨ren Risses in einem dynamisch belasteten Festko¨rper ist die
Geschwindigkeit und damit auch die kinetische Energie an der Rißkante beschra¨nkt.
Gl. (3.47) reduziert sich dann auf
G¯ =
∫
V
(
σλµ
∂uλ
∂xν
∂qν
∂xµ
− w∂qν
∂xν
+ ρ
(
∂2uλ
∂ t2
∂uλ
∂xν
− ∂uλ
∂ t
∂2uλ
∂xν∂ t
)
qν
)
dV . (3.49)
Das elastische Potential wird dabei in der Praxis durch den Ausdruck
w =
1
2
σ :  . (3.50)
fu¨r linearelastische Materialien gena¨hert.
Zur Berechnung von G¯ nach Gl. (3.49) werden die Zellwerte in einem ringfo¨rmigen Gebiet
mit der Rißspitze als Mittelpunkt ausgewertet. Fu¨r den im Modus I belasteten Riß werden
die Komponenten von q zu
q1 = sin
(
π
2
Ra −R
Ra − Ri
)
cos
θ
2
, q2 = 0, q3 = 0 (3.51)
gewa¨hlt, wobei Ra und Ri der Außen- bzw. Innenradius des ringfo¨rmigen Gebietes und
R und θ die Polarkoordinaten des Rißspitzensystems sind.
Als Lo¨sung des numerischen Verfahrens stehen die Komponenten des Spannungstensors
und des Geschwindigkeitsvektors direkt zur Verfu¨gung. Die noch fehlenden Verschiebun-
gen ui und Beschleunigungen ai sowie die Gradienten ∂u/∂xi und ∂v/∂xi werden analog
zur Vorgehensweise in [37] bestimmt.
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Die Beispiele zum rechteckigen Innenriß im unendlich ausgedehnten Medium unter Mo-
dus I Belastung zeigen den Einﬂuß der Rißgeometrie auf den Spannungsintensita¨tsfaktor.
Verglichen wird mit dreidimensionalen Randelemente Rechnungen von Wen et al [62].
Die halbe Rißkante wurde dabei mit 50 Zellen diskretisiert. Die Rechnungen zum hal-
bunendlich ausgedehnten Riß simulieren klassische Experimente von Ravi-Chandar und
Knauss [48]. Die Rißfront wurde u¨ber die halbe Probendicke mit 24 Zellen diskretisiert.
Es wird der Begriﬀ der dreidimensionalen Zone erla¨utert. Die Ergebnisse zeigen eine Ab-
senkung der K-Faktoren im Vergleich zu ebenen Rechnungen in Richtung der experimen-
tellen Resultate. Die Rechnungen zum schra¨gen Innenriß sind ein Beispiel fu¨r gemisch-
te Beanspruchung eines Risses und zeigen die Eignung des Verfahrens fu¨r nichtunifor-
me Gitter und unterschiedliche Lastpulse. Verglichen wird wieder mit dreidimensionalen
Randelemente Rechnungen von Wen et al [64]. Das Rißufer wurde mit 50 Zellen diskre-
tisiert. Die Simulation des Kerbschlagbiegeversuchs fu¨r homogenes Material vergleicht
mit einem Experiment von Krishnaswamy und Rosakis [23] sowie zwei- und dreidimen-
sionalen FE-Rechnungen, die die Experimentatoren zusammen mit Ravichandran [24]
durchgefu¨hrt haben. Es wird die Begrenzung der K-dominanten Zone nach außen durch
den ebenen Spannungszustand und nach innen durch die dreidimensionale Zone beleuch-
tet. Die Rißfront wurde in diesem Fall mit 10 Zellen u¨ber die Plattendicke diskretisiert.
Die Rechnung zum Bimaterialriß setzt die Master-Slave-Technik zur Beru¨cksichtigung
der unterschiedlichen Diskretisierung der unterschiedlichen materiellen Bereiche ein und
simuliert ein Experiment von Lambros und Rosakis [25, 26]. Die Bimaterialprobe wurde
dabei in Dickenrichtung mit 18 (Stahl) bzw. 51 (PMMA) Zellen vernetzt. Das abschlie-
ßende Beispiel zum elastisch-plastischen Material beru¨cksichtigt Kontakt zwischen den
Rißufern und zwischen Probe und Auﬂager. Die Rißkante wurde mit 50 Zellen diskreti-
siert. Die Berechnung von bruchmechanischen Parametern erfolgt, wenn mo¨glich, immer
in Anlehnung an das entsprechende Experiment.
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4.1 Rechteckiger Innenriß - Mode I
Zur Validierung des dreidimensionalen Verfahrens wurden Vergleichsrechnungen mit [62]
durchgefu¨hrt. Betrachtet werden rechteckige Innenrisse in unendlich ausgedehnten elasti-
schen Festko¨rpern. In allen Beispielen werden die Rißufer zur Zeit t = 0 mit σ0 = σzz = 1
belastet (Mode I-Problem). Die Wahl des Koordinatensystems zeigt Abbildung 4.1 fu¨r
den quadratischen Innenriß. Die Poissonzahl ist ν = 0.2, und die Geschwindigkeiten der
Scher- und der Rayleighwellen sind cs = 0.6123 cd sowie cR = 0.5584 cd. Alle betrachteten
Fa¨lle sind symmetrisch bezu¨glich der Ebenen z = 0, x = b und y = a, so daß symme-
trische Randbedingungen den Rechenaufwand auf 1/4 des Gesamtproblems reduzieren.
Das verbleibende Viertel des Rißufers wurde fu¨r den Fall des quadratischen Innenrisses
(a = b) sowohl in x- als auch in y-Richtung mit 50 Zellen diskretisiert. Fu¨r die Fa¨lle
a = 2b bzw. a = 3b wurde die Anzahl der Zellen in x-Richtung verdoppelt bzw. ver-
dreifacht. Außerhalb des Rißufers wurden in allen drei Koordinatenrichtungen weitere 50
Zellen und davon jeweils 30 fu¨r absorbierende Randzonen verwendet.
x
y
z
2a
V = 4a h, h<<a2
(a) (b)
Abbildung 4.1: Wahl des Koordinatensystems fu¨r den rechteckigen Innenriß (a) 3D (b) Rißebene
Abbildung 4.2 zeigt die fu¨r die verschiedenen Zellebenen x = const bestimmten, mit
K0 = σ0
√
πa normierten Spannungsintensita¨tsfaktoren in der zweidimensionalen (a) so-
wie in der Isoliniendarstellung (b). In der zweidimensionalen Darstellung wurde außer-
dem der Intensita¨tsfaktor fu¨r das ebene Problem (b = ∞, ebener Verzerrungszustand)
mit aufgenommen. Die Ergebnisse sind in guter U¨bereinstimmung mit den von Wen et
al. gewonnenen halbanalytischen Resultaten (Abbildung 4.3).
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Abbildung 4.2: Numerisch bestimmte K-Faktoren entlang y = 0 fu¨r b = a, (a) 2-D und (b)
Isoliniendarstellung
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Abbildung 4.3: Halbanalytisch bestimmte K-Faktoren entlang y = 0 fu¨r b = a, (a) 2-D und (b)
Isoliniendarstellung
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Deutlich zu erkennen ist der Einﬂuß der von den verschiedenen Rißkanten (oben, unten,
links und rechts gema¨ß Abbildung 4.1) ausgehenden Rayleighwellen auf die an der unte-
ren Kante bestimmten Intensita¨tsfaktoren. Die Linie BC kennzeichnet das fu¨r alle Punkte
des unteren Rißufers gleichzeitige Eintreﬀen der vom oberen Rißufer ausgesandten Ray-
leighwelle. Die Linie EF entspricht der Ankunft der von der unteren Kante ausgehenden
und von der oberen Kante reﬂektierten Rayleighwelle. Die Linie 0A erfaßt die Wirkung der
von der linken Kante ausgehenden Oberﬂa¨chenwelle, die nacheinander die verschiedenen
Niveaus von x = 0 bis x = b erfaßt. Bis zum Eintreﬀen dieser Welle stimmt der jeweilige
Intensita¨tsfaktor mit dem fu¨r das ebene Problem u¨berein. Die Linie AB entspricht der
von der rechten Kante ausgehenden Rayleighwelle, usw..
A¨hnliche Abha¨ngigkeiten der Spannungsintensita¨tsfaktoren von der Rißgeometrie ﬁndet
man fu¨r andere Verha¨ltnisse von a zu b. Abbildung 4.4 zeigt die numerisch gewonnenen
Resultate fu¨r a = 2b und a = 3b und Abbildung 4.5 die entsprechenden analytischen
Ergebnisse. Die von der oberen Rißkante ausgehende Rayleighwelle triﬀt zur selben Zeit
auf die untere Rißkante wie im Fall des quadratischen Risses. Dasselbe gilt fu¨r die an
der unteren Kante initiierten und an der oberen reﬂektierte Oberﬂa¨chenwelle. Die von
der linken bzw. rechten Kante ausgehenden Rayleighwellen brauchen jedoch im Fall (a)
doppelt und im Fall (b) dreimal so lange, um die halbe untere Rißkante zu u¨berstreichen.
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Abbildung 4.4: Numerisch bestimmte K-Faktoren entlang y = 0 fu¨r (a) b = 2a und (b) b = 3a
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Abbildung 4.5: Halbanalytisch bestimmte K-Faktoren. (a) und (b) entsprechend Abbildung 4.4
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4.2 Halbunendlich ausgedehnter Riß
σ∗
σ∗
σ∗
σ0
T t
(a) (b)
Abbildung 4.6: (a) Konﬁguration fu¨r das ebene Problem, (b) Lastverlauf
In ihren Experimenten mit Homalite-100 haben Ravi-Chandar und Knauss [48] den ein-
setzenden Bruch und das dynamische Rißwachstum in einer Platte unter dynamischer
Belastung der Rißufer eines existierenden Risses mit Hilfe der optischen Kaustikenme-
thode untersucht. Die aus [22] entnommenen Materialkennwerte fu¨r Homalite-100 sind
in Abbildung 4.7 (b) tabellarisch angegeben zusammen mit den Kennzahlen fu¨r den in
Abbildung 4.6 dargestellten Lastverlauf. Die Dicke der Platte betrug 4.8 mm und alle
anderen Probenabmessungen waren derart, daß die erzeugten und am Rand reﬂektierten
Wellen fu¨r einen Zeitraum von mindestens 150 µs die Rißspitze nicht wieder erreichen.
Abbildung 4.7 zeigt die KI-Verla¨ufe in Vergleich mit den analytischen Ergebnissen von
Ma und Freund [36], die sich im Fall hoher Belastungsraten signiﬁkant unterscheiden.
Die in Abbildung 4.7 dargestellten numerischen Ergebnisse sind aus [52] und wurden
mit Hilfe der in [30] und [31] vorgestellten Methode fu¨r den ebenen Spannungszustand
berechnet. Im folgenden wird Augenmerk auf die stationa¨re Rißphase gelegt, d.h. die
in Abbildung 4.7 gezeigten Intensita¨tsfaktorverla¨ufe bis zur kritischen Zeit tC , bei der in
beiden Lastfa¨llen die Rißausbreitung einsetzt. Fu¨r den Fall der niedrigeren Belastungs-
rate liegt die experimentelle Kurve leicht unterhalb der analytischen und numerischen
Kurven. Der von den Experimentatoren angegebene Radius der Urbildkurve fu¨r die opti-
sche Methode variiert zwischen 0.32 und 0.47 in Einheiten der Plattendicke. Fu¨r den Fall
der ho¨heren Belastungsrate variierten die Urbildkurven zwischen 0.55 und 0.76 und alle
KI-Verla¨ufe stimmen u¨berein. Wie in [49] dargestellt fu¨hrt eine Reduktion des normierten
Urbildradius auf Werte zwischen 0.37 und 0.44 auf eine Absenkung des KI-Verlaufs.
Abbildung 4.8 zeigt das fu¨r die ra¨umlich dreidimensionale Simulation verwendete Rechen-
gebiet, das wegen der vorhandenen Symmetrien auf ein Viertel des physikalischen Gebie-
tes reduziert werden kann. In Dickenrichtung wurde das Grundgebiet mit 24 Zellschich-
ten diskretisiert, in denen KI bestimmt wurde. Insgesamt bestand das Gitter aus 326025
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Abbildung 4.7: Modus I-Intensita¨tsfaktoren fu¨r den ebenen Spannungszustand und Materialei-
genschaften von Homalite-100.
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Abbildung 4.8: Numerische Konﬁguration/Auslegung des Rechengebietes
Punkten und 307200 Zellen. Die gestrichelt abgetrennten Bereiche kennzeichnen absor-
bierende Randzonen von jeweils 20 Zellen Tiefe. In Abbildung 4.9 sind die KI-Verla¨ufe
im Vergleich mit der Lo¨sung fu¨r den ebenen Spannungszustand aus [52] dargestellt. Mit
Kreisen ist der u¨ber die Dicke der Probe gemittelte Intensita¨tsfaktor dargestellt, der mit
einem experimentell gemessenen Verlauf vergleichbar ist. Alle Intensita¨tsfaktoren fu¨r das
ra¨umlich dreidimensionale Problem, einschließlich des mittleren, liegen nahe der Lo¨sung
fu¨r den ebenen Spannungszustand. Signiﬁkante Abweichungen von der mittleren Lo¨sung
gibt es nur in einem Bereich von einem Sechstel der halben Probendicke unterhalb der
Oberﬂa¨che des Ko¨rpers. Der Einﬂuß der dreidimensionalen Zone um die Rißkante fu¨hrt
also zu einer Absenkung des Intensita¨tsfaktors, und ihre Ausdehnung ist auf ungefa¨hr
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Abbildung 4.9: DreidimensionaleKI -Verla¨ufe im Vergleich mit der Lo¨sung fu¨r den ebenen Span-
nungszustand.
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die halbe Probendicke beschra¨nkt, weil Urbildkurven in diesem Bereich in abgesenkten
Verla¨ufen resultieren, wa¨hrend K-Faktoren basierend auf Urbildkurven außerhalb der
dreidimensionalen Zone hinreichend genau durch den ebenen Spannungszustand wieder-
gegeben werden. Insgesamt ist der Einﬂuß, den die dreidimensionale Zone auf den gemes-
senen Spannungsintensita¨tsfaktor besitzt, eher gering und vermutlich auch nicht fu¨r die
Diskrepanz zwischen den gemessenen KI-Werten fu¨r den laufenden Riß bei hohen Bela-
stungsraten verantwortlich. Tatsa¨chlich liegen die mit verringertem Urbildradius in [49]
gemessenen Werte auch nach U¨berschreiten von tC geringfu¨gig unterhalb denen, die in
Abbildung 4.7 (a) dargestellt sind. Der eigentliche Mechanismus, der fu¨r die Unterschiede
zwischen den experimentellen und theoretischen Verla¨ufen bei hohen Belastungsraten ver-
antwortlich ist, bleibt ungekla¨rt. Die Experimente gelten als Kandidaten zur Besta¨tigung
der U¨berschallbewegung von Versetzungen [7, 17].
4.3 Schra¨ger, quadratischer Innenriß
Betrachtet wird ein Stab der La¨nge 2h und Breite h = 2a mit quadratischem Querschnitt,
der entsprechend Abbildung 4.10 mit einem um 45 Grad geneigten quadratischen Innen-
riß mit Kantenla¨nge a = 2c versehen ist. Beide Stirnseiten des Stabes werden mit einer
zeitabha¨ngigen Last σ∗22 = σ0f(t) versehen, so daß sich eine gemischte Modus I/II Be-
lastung ergibt. Die Materialparameter sind ρ = 1, ν = 0.3 und c1 = 1, womit sich die
Scher- und die Rayleighwellengeschwindigkeit mit Hilfe der Beziehungen [1]
c2 =
[
1− 2ν
2(1− ν)
]1/2
c1 , cR  0.87 + 1.12ν
1 + ν
c2 (4.1)
zu c2 = 0.53452c1 und cR = 0.49587c1 ergeben. Abbildung 4.11 zeigt die mit K0 =
σ0
√
(πa) normierten Spannungsintensita¨tsfaktoren fu¨r den Punkt A der Rißkante fu¨r ei-
ne stufenfo¨rmige Last σ0H(c1t/h) im Vergleich mit den Resultaten von Wen et al [64],
die mit Hilfe einer indirekten Randelemente Methode gewonnen wurden. Sowohl der mit
der Zweischrittmethode berechnete KI als auch der KII zeigen a¨hnliche Verla¨ufe wie die
von Wen et al ermittelten, wobei der KI ho¨her ist als der in [64]. Fu¨r die Unterschie-
de gibt es zwei Gru¨nde. Zum einen besitzen die Verla¨ufe aus [64] eine deutlich nied-
rigere Auﬂo¨sung und zum anderen liegt der Punkt A in der benutzten Diskretisierung
auf einer Gitterebene, so daß Zellwerte aus zwei Schichten ober- und unterhalb dieser
Gitterebene verwendet wurden. Jede Rißkante wurde mit 50 Zellen diskretisiert. Insge-
samt wurde die in Abbildung 4.10 dargestellte Geometrie mit 3281652 Gitterpunkten
und 3209200 Zellen vernetzt. Die Parameter des Auswertungsgebiets fu¨r den Intensita¨ts-
faktor betrugen H = 4.5 und Ra = 20.0 in Einheiten des kleinsten Gitterabstandes
h/200. Gekennzeichnet sind die normierten Ankunftzeiten einiger Wellen am Punkt A.
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Abbildung 4.10: Um 45 Grad geneigter, quadratischer Innenriß
Zu den Zeiten I1 = 0.8232 und I2 = 1.1768 erreichen die Belastungswellen die obere (o)
bzw. untere (u) Rißkante. Eine dabei entstandene Dilatationswelle beno¨tigt die normierte
Zeit ∆τP = 0.5, eine Schwerwelle ∆τS = 0.9354 und eine Rayleighwelle ∆τR = 1.008,
um das Rißufer von einer Kante zur gegenu¨berliegenden zu durchlaufen. Die an einer
Rißkante entstehende von Schmidt-Welle breitet sich entlang des Rißufers mit Dilatati-
onswellengeschwindigkeit aus, d.h. sie erreicht die gegenu¨berliegende Rißkante ebenfalls
nach ∆τvS = ∆τP = 0.5. Entsprechend kennzeichnen P1 = I1 +∆τP bzw. P2 = I2 +∆τP
und R1 = I1 +∆τR bzw. R2 = I2 +∆τR die Ankunftzeiten der zu den Zeiten I1 bzw. I2
entstandenen Dilatations- und Rayleighwellen. Scherwellen spielen eine untergeordnete
Rolle und sind deshalb in der Darstellung nicht beru¨cksichtigt. Besonders ausgepra¨gt ist
der KI-Verlauf zu den Ankunftzeiten R1′ und R2′ der zu den Zeiten P1 und P2 erzeugten
Rayleighwellen. Alle eingetragenen Zeiten treten auch in einer ebenen Konﬁguration auf,
die sich ergibt, wenn man einen Schnitt senkrecht zu den Rißufern durch den Ko¨rper
legt [37]. Nicht markiert sind die zahlreichen Sto¨rungen, die den Punkt A vom linken (l)
bzw. rechten (r) Rißufer und insbesondere den Ecken erreichen, außer der gestrichelt ge-
zeichneten Linie, die beispielsweise das Eintreﬀen der zur Zeit P1 erzeugten Dilatations-
bzw. von Schmidt-Welle im Punkt A kennzeichnet. In der Darstellung ebenfalls nicht
beru¨cksichtigt sind durch die Ko¨rperkanten verursachten von Schmidt-Wellen und deren
Sekunda¨rsto¨rungen.
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Abbildung 4.11: K-Faktoren (normiert) fu¨r den schra¨gen, quadratischen Innenriß bei heavi-
sidefo¨rmiger Belastung. Der Normierungsfaktor ist K0 = σ0
√
(πa).
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Abbildung 4.12 zeigt die normierten Spannungsintensita¨tsfaktoren bei einem Lastpuls,
der linear ansteigt und abfa¨llt (dreieckiger Lastpuls)
f
(
c1t
h
)
=


σ∗ c1t
h
fu¨r 0 ≤ c1t/h < 1,
σ∗
(
2− c1t
h
)
fu¨r 1 ≤ c1t/h < 2,
0 fu¨r c1t/h ≥ 2
(4.2)
und Abbildung 4.13 bei einem Lastpuls, der sprungartig ansteigt und wieder abfa¨llt
(rechteckiger Lastpuls)
f
(
c1t
h
)
= σ∗H
(
c1t
h
)
H
(
1− c1t
h
)
. (4.3)
H ist die Heavisidesche Sprungfunktion. Die U¨bereinstimmungen der zeitlichen Verla¨ufe
mit den von Wen et al gewonnenen sind von a¨hnlicher Qualita¨t wie bei heavisidefo¨rmiger
Belastung. Wegen der langsameren zeitlichen A¨nderung sind beim dreieckigen Lastverlauf
die Eﬀekte der einzelnen Wellen naturgema¨ß weniger ausgepra¨gt als beim rechteckigen.
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Abbildung 4.12: K-Faktoren fu¨r den schra¨gen, quadratischen Innenriß bei dreieckigem Lastpuls.
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Abbildung 4.13: K-Faktoren fu¨r den schra¨gen, quadratischen Innenriß bei rechteckigem Last-
puls.
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4.4 Kerbschlagbiegeversuch fu¨r homogenes Material
Krishnaswamy und Rosakis haben in [23] Kerbschlagbiegeversuche durchgefu¨hrt und
mit Hilfe der Kaustikenmethode zeitliche Verla¨ufe von Spannungsintensita¨tsfaktoren be-
stimmt.
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Abbildung 4.14: Prinzipskizze des Versuchaufbaus und Materialparameter
Abbildung 4.14 zeigt die Geometrie der Probe zusammen mit den Materialdaten fu¨r den
verwendeten Stahl (AISI 4340), die in [35] angegeben sind. Die Geometrie wurde mit
einem uniformen Gitter der Kantenla¨nge 1 mm vernetzt. Die im Experiment gemesse-
nen Hammer- und Auﬂagerlasten (s. Abbildung 4.15) wurden als Randbedingungen in
den zusammen mit Ravichandran [24] durchgefu¨hrten zwei- und dreidimensionalen FE-
Rechnungen vorgegeben. Im Mittelpunkt der Untersuchungen standen dreidimensionale
und transiente Eﬀekte, insbesondere die Fragestellung, welche Ausdehnung der Bereich
hat, in dem die zweidimensional, asymptotische K-Feldlo¨sung dominiert, die der Auswer-
tung der optischen Experimente zugrunde liegt.
In Abbildung 4.16 sind die experimentell fu¨r verschiedene Absta¨nde zwischen Objekt
und Bildebene gefundenen KI-Verla¨ufe (quadratische Symbole) und der aus der zweidi-
mensionalen FE-Rechnung ermittelte Verlauf (Kreise) dargestellt. Numerisch bestimmt
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Abbildung 4.15: Gemessene Hammer- und Auﬂagerlasten.
wurde das J1-Integral, woraus fu¨r den ebenen Spannungszustand mittels
KI =
√
EJ1 (4.4)
der Spannungsintensita¨tsfaktor ermittelt wird. Die entsprechende Kurve der dreidimen-
sionalen Rechnung liegt unmittelbar unterhalb des zweidimensionalen Ergebnisses und
ist nicht mit abgebildet.
Der mit Hilfe der Zweischrittmethode aus J1 bestimmte KI-Verlauf ist mit dem der FE-
Rechnung vergleichbar, wa¨hrend die in unterschiedlichen Ebenen bestimmtenK-Faktoren
deutlich na¨her an den experimentell bestimmten Werten liegen. Die Unterschiede zwi-
schen den direkt bestimmten K-Faktoren zu dem aus dem J1-Integral ermittelten sind
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darauf zuru¨ckzufu¨hren, daß zum einen unterschiedliche Gro¨ßen in die Berechnung ein-
gehen und zum anderen bei der direkten Berechnung von K-Faktoren Annahmen u¨ber
dessen Verlauf einﬂießen.
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Abbildung 4.16: K-Faktoren, experimentell und numerisch.
Instruktiv ist die Darstellung der Gro¨ße σzz/ν(σxx + σyy) in Abbildung 4.17 fu¨r einen
typischen Zeitschritt der Simulation, die auf [24] zuru¨ckgeht und als Abweichung vom
ebenen Dehnungsfall anzusehen ist. Die markierten Fla¨chen auf Nullniveau kennzeichnen
den ebenen Spannungszustand, so daß die Ausdehnung der dreidimensionalen Zone um
die Rißkante innerhalb eines Radius vom ca. der halben Plattendicke betra¨gt. Zu beachten
ist ebenfalls die trichterfo¨rmige Variation in Dickenrichtung. Zu bemerken ist, daß die
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dargestellte Gro¨ße bei kleinen Werten des Nenners (mo¨gliche Divisionen durch Null!)
sehr empﬁndlich ist.





	
x
y
z
σzz
ν(σxx + σyy)








Mittelebene

Oberﬂa¨che 





Rißufer
0.0 0.0
Abbildung 4.17: Ausschnitt aus dem Rechengebiet um die Rißkante. Die dargestellte Gro¨ße
kennzeichnet die Abweichung vom ebenen Dehnungszustand [24]. Sie hat den
Wert Eins fu¨r den ebenen Dehnungszustand und den Wert Null fu¨r den ebenen
Spannungszustand. Die mit Null markierten Fla¨chen kennzeichnen einen Be-
reich, innerhalb dessen das Spannungsfeld signiﬁkant vom ebenen Spannungs-
zustand abweicht. Dieser Bereich mit einem Radius von ungefa¨hr der halben
Probendicke bei homogenen Proben kennzeichnet die sog. dreidimensionale Zo-
ne.
4.5 Stationa¨rer Bimaterialriß
Experimente zu dynamisch belasteten Bimaterialproben mit Grenzﬂa¨chenriß sind ex-
trem aufwendig und kompliziert. Abgesehen von [58] sind experimentelle Ergebnisse erst
1995 von Lambros und Rosakis [25, 26] vero¨ﬀentlicht worden. In den Experimenten wur-
den mit Hilfe eines Fallhammers dynamisch belastete Ein-Punkt-Biegeproben mit stark
unterschiedlichen Materialparametern in der jeweiligen Paarung (PMMA-Aluminium,
PMMA-Stahl) untersucht. Die Herstellungsprozedur der Proben folgt der in [58] beschrie-
benen, wo insbesondere auch die gewa¨hlte Verbindung zwischen den beiden Materialien
untersucht wird. Statische Tests vom PMMA-PMMA Proben haben eine u¨ber 95%-ige
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Bruchza¨higkeit von homogenem PMMA ergeben, so daß sowohl in den Experimenten
als auch in der Analyse na¨herungsweise der Einﬂuß der Klebeverbindung vernachla¨ssigt
und von einem Bimaterial ausgegangen werden kann. In Abbildung 4.18 ist die Ein-
Fallgewicht
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Abbildung 4.18: Bimaterialprobe Stahl-PMMA
Punkt-Biegeprobe mit der Materialpaarung Stahl-PMMA, die in einem der Experimente
verwendet wurde, skizziert. Die zugeho¨rigen Materialparameter sind in Tabelle 4.1 wie-
dergegeben. Der Fallhammer triﬀt die Probe auf der rißabgewandten Seite des Stahls ca. 7
Tabelle 4.1: Materialdaten
Fallhammer Experiment (4 m/s)
Material Stahl PMMA
ρ 7830kg/m3 1190kg/m3
E 208 GPa 3.24 GPa
ν 0.3 0.35
c1 5970m/s 2080m/s
c2 3190m/s 1000m/s
mm von der Materialgrenze entfernt. Obwohl 1993 bereits (statische!) dreidimensionale
Rechnungen zum stationa¨ren, dynamisch belasteten Bimaterialriß von Lee und Rosakis
durchgefu¨hrt wurden [28], bei denen das Interface direkt belastet wurde, hat sich in den
Experimenten herausgestellt, daß es zum einen sehr schwierig ist, das Interface exakt
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mit dem Hammer zu treﬀen und zum anderen die PMMA-Seite bei den auftretenden
hohen Belastungsraten zum Zersplittern neigt. Bemerkenswert ist, daß aufgrund dieser
Anordnung die wesentlichen Ausbreitungsvorga¨nge auf der Stahlseite stattﬁnden. Inner-
halb des Zeitraums zwischen Auftreﬀen des Hammers und Rißinitiierung, der mit 65-70
µs angegeben wird, erreichen keine Wellen auf der PMMA-Seite die Rißspitze und der
Spannungszustand, der dort vorherrscht, resultiert einzig aus Transport von der Stahlseite
u¨ber die Grenzﬂa¨che.
Untersucht wird ausschließlich die durchsichtige PMMA-Seite der Probe mit Hilfe der
CGS-Methode (coherent gradient sensing) im Transmissionsmodus [53,57]. Dies ist inso-
fern gerechtfertigt, als sich die eigentlichen Untersuchungen auf den laufenden Bimateri-
alriß richten. Bei den auftretenden Rißgeschwindigkeiten wurde na¨mlich beobachtet, daß
sich die Interferenzmuster um die laufende Rißspitze nicht a¨ndern, wa¨hrend sie beim dy-
namisch belasteten, stationa¨ren Riß sowohl in ihrer Gro¨ße als auch in ihrer Ausrichtung
variieren. Dies erlaubt die Formulierung eines Kriteriums fu¨r den Rißfortschritt, daß auf
einem selbsta¨hnlichem Proﬁl des Risses zur Initiierungszeit und wa¨hrend des Wachstums
beruht.
Die Bedingung fu¨r die Bildung von konstruktiven CGS-Interferenzmustern ist
∂S(x, y)
∂x
=
mp
∆
, m = 0,±1,±2, . . . . (4.5)
Dabei ist p der Gitterabstand zweier Polarisationsﬁlter, die im Experiment den Abstand
∆ voneinander haben. S(x, y) ist die A¨nderung der optischen Wegla¨nge des urspru¨ng-
lich gebu¨ndelten Laserstrahls, der beim Durchtritt durch die Probe gebrochen wird. Die
Beziehung zwischen S und den im deformierten Material auftretenden Spannungen lau-
tet [53, 54]
S(x, y) = cσh
1/2∫
−1/2
{
(σxx + σyy)
[
1 +
σzz
ν(σxx + σyy)
]}
d(z/h) . (4.6)
cσ ist die spannungsoptische Konstante des Materials und h die Dicke der Platte. In Be-
reichen, in denen der ebene Spannungszustand vorherrscht (σzz = 0) gilt na¨herungsweise
S(x, y)
.
= cσh[σˆxx(x, y) + σˆyy(x, y)] , (4.7)
wobei σˆxx und σˆyy dickengemittelte Spannungskomponenten in der Platte sind. In der
Simulation ist im ebenen Fall die gemittelte Spur des Spannungstensors durch die in der
Simulation ermittelten Werte zu ersetzen, wa¨hrend im dreidimensionalen Fall die Mitte-
lung auch numerisch durch Auswerten des Spannungsfeldes u¨ber die gesamte Probendicke
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stattﬁndet. Insgesamt erha¨lt man als Grundlage fu¨r die Auswertung der optischen Expe-
rimente in Bereichen ebener Spannung die Beziehung
cσh
∂ (σˆxx + σˆyy)
∂x
=
mp
∆
, m = 0,±1,±2, . . . . (4.8)
Fu¨r den laufenden Riß ﬁndet man den Zusammenhang zwischen dem Gradienten der
Hauptspannungssumme und den K-Faktoren, der fu¨r die experimentelle Auswertung her-
angezogen wird, in [35] bzw. [37]. Fu¨r den hier betrachteten stationa¨ren Grenzfall (a˙→ 0)
erha¨lt man vereinfacht:
∂ (σxx + σyy)
∂x
= KIF [cos( lnR)f + sin( lnR)g]
+KIIF [cos( lnR)g − sin( lnR)f ] .
(4.9)
Dabei ist
F =
e−"(π−θ)
cosh(π)
√
2πR3
(4.10)
und
f = − cos 3θ
2
− 2 sin 3θ
2
, (4.11)
g = sin
3θ
2
− 2 cos 3θ
2
. (4.12)
Fu¨r y < 0 ist π durch −π im Ausdruck fu¨r F zu ersetzen.
Fu¨r den elastischen Fall a¨quivalent kann man statt der K-Faktoren auch die Energiever-
lustrate und den Phasenwinkel (engl.: mixity) angeben:
G¯ = 1
4
(
h22 − h
2
12
h11
)
(K2I +K
2
II) , Φ = arctan
(
KII
KI
)
. (4.13)
Die im Anhang A.4 angegebenen Gro¨ßen h11, h22 und h12 sind von den Materialpara-
metern und von der Rißgeschwindigkeit abha¨ngig. Sie dienen beim laufenden Riß zur
Deﬁnition des Oszillationsindexes [66]
 =
1
2π
ln
√
h11h22 − h12√
h11h22 + h12
. (4.14)
Fu¨r den Grenzfall des stationa¨ren Risses geht der obige Ausdruck fu¨r  in die Deﬁnition
des Dundursparameters (2.37) u¨ber.
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Abbildung 4.19: Experimentell und numerisch gewonnene Verla¨ufe der Energieverlustrate und
des Phasenwinkels.
Abbildung 4.19 zeigt die numerisch gewonnenen Verla¨ufe der Energieverlustrate und des
Phasenwinkels im Vergleich mit den experimentellen Daten [25, 26] und der Simulati-
on fu¨r den ebenen Spannungszustand [37]. Der Zeitpunkt 0 kennzeichnet einsetzendes
Rißwachstum. Insgesamt scheinen die 3D-Ergebnisse den experimentellen Verlauf etwas
besser widerzugeben als die Simulation fu¨r den ebenen Spannungszustand, obwohl die nu-
merischen Ergebnisse nicht unmittelbar vergleichbar sind, da ihnen eine unterschiedliche
Auﬂo¨sung zugrunde liegt. In der ESZ-Simulation wurde die Rißla¨nge auf der Stahlseite
mit 100 und in der 3D-Simulation mit 50 Zellen diskretisiert (PMMA-Seite entsprechend
feiner). Welleneﬀekte spielen bis zur Initiierung keine Rolle, was sich in glatten nume-
rischen Verla¨ufen a¨ußert. Die eher wechselhaften experimentellen Verla¨ufe, insbesondere
fu¨r den Phasenwinkel, zeigen die Schwierigkeit einer akkuraten Messung.
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4.6 Stehender Riß im elastisch-plastischen Festko¨rper
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Abbildung 4.20: Schematische Darstellung der 3-Punkt-Biegeprobe (Frontansicht).
Abbildung 4.20 zeigt schematisch eine 3-Punkt-Biegeprobe mit relativen Abmessungen
wie sie z.B. in [44] verwendet wird: L/H = 2.0, a/H = 0.5, B/H = 0.5 und LT /H = 2.25,
wobei H die Ho¨he der Probe ist, a ist die Rißla¨nge, B die Dicke der Probe, LT die halbe
Probenla¨nge und L der jeweilige Abstand zwischen Auﬂager und Rißufer. Diese relativen
Abmessungen entsprechen den ASTM-Speziﬁkationen fu¨r quasistatische Bruchza¨higkeits-
messungen. Eine typische dynamische Bruchprobe hat eine Ho¨he von 50.8 mm (2 Zoll)
und relative Rißla¨ngen zwischen 0.4 und 0.7.
Die Probe wird zur Zeit t = 0 stoßartig mit σ0 u¨ber eine Bereich der Breite d/H = 0.25
auf der rißabgewandten Seite belastet. Die Simulation beru¨cksichtigt mo¨glichen Kontakt
sowohl zwischen den Rißufern als auch zwischen Probe und Auﬂagern. Die am unteren
Rand fest eingespannten Auﬂager sind abgesehen von der Fließgrenze aus dem gleichen
Material wie die Probe, d.h. plastisches Fließen der Auﬂager wird nicht beru¨cksichtigt.
Die Haft- und Gleitreibungskoeﬃzienten werden jeweils auf 0.5 gesetzt.
Abb. 4.21 zeigt die mit Gl. (3.49) ermittelte Energiefreisetzungsrate an der Oberﬂa¨che
der Probe und in der Mittelebene. Die blaue Kurve repra¨sentiert den dickengemittelten
Wert. Wie bei den K-Faktoren liegt der an der Oberﬂa¨che bestimmte Wert u¨ber dem
in der Mittelebene, was anschaulich klar ist, da die Spannungen zum Rand hin abge-
baut werden. Auﬀa¨llig sind negative Werte bis zur Zeit c1t/H = 1.5. Zuna¨chst fu¨hrt
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die durch den Hammer verursachte Druckwelle zu einem Schließen des Risses und damit
zu einer Belastung des Rißufers, die in Gl. (3.49) nicht beru¨cksichtigt wird. Erst die die
am unteren, freien Rand als Zugwelle reﬂektierte Hauptsto¨rung sorgt fu¨r ein O¨ﬀnen der
Rißﬂanken. Sie erreicht die Rißkante zum angegebenen Zeitpunkt. Abb. 4.22 zeigt die
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Abbildung 4.21: Energiefreisetzungsrate fu¨r den elastischen Fall.
mit Gl. (3.47) ermittelte Energieverlustrate fu¨r den linearelastisch-linearplastischen Fall.
Die Anfangsﬂießgrenze betra¨gt κ0 = 0.11, also rund ein Zehntel der aufgebrachten Last,
und der plastische Faktor hat den Wert h = 8.0. Die Auﬂager werden als rein elastisch
angenommen. Das plastische Materialverhalten fu¨hrt im Vergleich zum rein elastischen
Fall zu einem Abbau von Spannungsspitzen, so daß die dargestellten Kurven insgesamt
glatter sind. Die Unterschiede zwischen den Verla¨ufen an der Oberﬂa¨che und in der
Mittelebene sind außerdem gro¨ßer. Unklar ist, ob dieser Eﬀekt physikalischer Natur ist,
oder in der Na¨herung der Verzerrungsenergie durch das elastische Potential entsprechend
Gl. (3.50), was hinsichtlich der stattﬁndenden Entlastungsvorga¨nge zumindest bedenk-
lich ist. Auﬀa¨llig ist außerdem, daß die Energieverlustrate fu¨r den elastischen und fu¨r
den elastisch-plastischen Fall von derselben Gro¨ßenordnung ist, obwohl die Anfangsﬂieß-
grenze nur einen Bruchteil der Belastung betra¨gt. Der Grund hierfu¨r ist natu¨rlich die
stattﬁndende Verfestigung des Materials.
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Abbildung 4.22: Energiefreisetzungsrate fu¨r den elastisch-plastischen Fall. Die Verla¨ufe sind im
Vergleich zum rein elastischen Fall glatter und aufgeweitet. Die Kurven haben
wegen der stattﬁndenden Verfestigung dieselbe Gro¨ßenordnung wie fu¨r rein
elastisches Material.
Kapitel 5
Zusammenfassung
Die vorliegende Arbeit formuliert die Zweischrittmethode von Lin und Ballmann [29–31]
zur Behandlung transienter, mechanischer Vorga¨nge in Festko¨rpern fu¨r Probleme in
drei Raumdimensionen und der Zeit. Die betrachteten Materialien sind linearelastisch-
plastisch mit linearer oder exponentieller Verfestigung nach dem von Mises-Fließgesetz.
Beru¨cksichtigt werden stationa¨re, mathematisch scharfe Risse und Diskontinuita¨tsﬂa¨chen
wie sie U¨berga¨nge zwischen zusammenha¨ngenden homogenen Bereichen unterschiedlicher
Materialien oder Kontaktﬂa¨chen zwischen nicht zusammenha¨ngenden Bereichen darstel-
len. Die Anwendung des Verfahrens richtet sich auf die Fragestellung, welchen Einﬂuß
Dickeneﬀekte in gerissenen Scheiben auf den zeitlichen Verlauf von bruchmechanischen
Kennzahlen haben, namentlich den Spannungsintensita¨tfaktor und die Energiefreiset-
zungsrate.
Die Impulsbilanz fu¨hrt zusammen mit dem zeitlich diﬀerenzierten Materialgesetz auf
ein hyperbolisches System partieller Diﬀerentialgleichungen erster Ordnung mit den Ge-
schwindigkeits- und Spannungskomponenten als unbekannten Funktionen. Bei Auftreten
von plastischen Fließvorga¨ngen wird das Diﬀerentialgleichungssystem nichtlinear, weil die
Materialparameter von der Fließspannung und damit vom Spannungszustand abha¨ngig
sind. Die Lo¨sung der Grundgleichungen sind mechanische Wellen, genauer verschiedene
elastische und plastische Wellen mit unterschiedlichen Verformungsvorga¨ngen, deren zeit-
liche Abfolge und Kombination fu¨r jeden materiellen Punkt dessen elastisch-plastischen
Spannungspfad festlegt. Das verwendete numerische Verfahren umgeht das Problem des
a priori unbekannten Spannungspfades dadurch, daß vereinfachend angenommen wird,
daß die Spannungsinkremente im Raum der Spannungsdeviatorkomponenten normal zur
Fließﬂa¨che sind. Die resultierende gewo¨hnliche nichtlineare Diﬀerentialgleichung wird ite-
rativ gelo¨st.
Die zeitgenaue numerische Auﬂo¨sung der mechanischen Wellen erfordert eine feine Dis-
kretisierung mit mo¨glichst einheitlicher Maschenweite und orthogonalen Gitterlinien, um
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den Einﬂuß numerischer Dissipation und Dispersion gering zu halten. Das bedeutet fu¨r
die Zweischrittmethode idealerweise eine CFL-Zahl von Eins im gesamten Lo¨sungsgebiet.
Um dies fu¨r Bereiche mit unterschiedlichen Materialparametern zu erreichen, werden die-
se unterschiedlich diskretisiert und Rand- und U¨bergangsbedingungen unter Verwendung
der Master-Slave Technik eingehalten. Dieselbe Vorgehensweise eignet sich bei Kontakt
zwischen nicht zusammenha¨ngenden Bereichen wie beispielsweise den Rißufern oder der
Probe und den Auﬂagern.
Beim stationa¨ren Riß werden die Spannungen an der Rißfront singula¨r. In den Bereichen,
in denen der Zustand an der Rißfront nicht mehr na¨herungsweise eben ist, ist die auf-
tretende Singularita¨t nicht mehr vom Typ “σ ∼ 1/√R”, wobei R der Abstand von der
Rißfront ist. Deshalb ist es noch wichtiger als bei ra¨umlich zweidimensionalen Proble-
men, daß keine Annahmen u¨ber den Spannungszustand an der Rißfront in das Verfahren
eingehen; es ﬁndet bei genu¨gend feiner Diskretisierung selbsta¨ndig den korrekten Verlauf
der Feldgro¨ßen an der Rißfront u¨ber die vorgeschriebenen numerischen Randbedingun-
gen. Die Bestimmung von Spannungsintensita¨tsfaktoren erfolgt durch Auswertung der
Feldgro¨ßen in einem (einmalig kalibriertem) schlauchfo¨rmigen Bereich um die Rißfront
mit der Methode der kleinsten Fehlerquadrate. Die “Fehler” sind dabei die Abweichungen
der “numerischen Meßwerte” vom angenommenen theoretischen Verlauf. Bei Rissen in
homogenen Materialien ko¨nnen so die Spannungsintensita¨tsfaktoren fu¨r die drei Grund-
beanspruchunsarten eines Risses simultan aufgezeichnet werden, ohne beru¨cksichtigen zu
mu¨ssen, welche Moden gerade dominant sind. Die Energiefreisetzungsrate la¨ßt sich direkt
berechnen, erfordert allerdings im Vergleich zum Spannungsintensita¨tsfaktor die zusa¨tz-
liche Berechnung von Verschiebungen und Beschleunigungen sowie von Verschiebungs-
und Geschwindigkeitsgradienten.
Sowohl die zeitgenaue Auﬂo¨sung der mechanischen Wellen als auch der Rißfrontsingula-
rita¨ten erfordert eine sehr feine Diskretisierung, die bei den gezeigten Anwendungen bei
typischerweise einigen Millionen Gitterpunkten und Zellen liegt, wobei u¨ber die Dicke je
nach Geometrie zwischen zwanzig und fu¨nfzig Zellen verwendet werden. Um das Verfah-
ren zu beschleunigen, wurde es mittels Gebietszerlegung durch Graphpartitionierung und
Datenaustausch mit MPI parallelisiert, worauf in der Arbeit nicht eingegangen wurde, um
die Darstellung nicht unno¨tig kompliziert zu gestalten. Das Verfahren skaliert wegen des
statischen Charakters der Diskretisierung erwartungsgema¨ß gut mit der Prozessorzahl.
Der Hauptaufwand der Parallelisierung besteht wegen der verwendeten unstrukturier-
ten Hexaedernetze und des expliziten Lo¨sungsschemas im wesentlichen im Verwalten von
Indexlisten.
Die Beispiele mit rechteckigen Innenrissen unter Modus I Beanspruchung zeigen hervor-
ragende U¨bereinstimmung mit Resultaten, die mit Hilfe dreidimensionaler Randelemente
Rechnungen gewonnen wurden. Man beachte, daß die Singularita¨t in den Ecken vom
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Typ “σ ∼ 1/R” ist. Wie im ebenen Fall [32,63] dominiert der Einﬂuß der energiereichen
Rayleighwellen; allerdings erha¨lt man im Vergleich zum ebenen Fall (EVZ) eine Schar
von Spannungsintensita¨tsfaktoren, deren Werte deutlich abgesenkt sind und zwar umso
mehr, je weiter man sich mit dem Auswertungsgebiet fu¨r den K-Faktor von den Ecken
des Risses wegbewegt.
Als Maß fu¨r die Ausdehnung der dreidimensionalen Zone um die Rißfront kann die Abwei-
chung vom ebenen Verzerrungszustand, dargestellt durch das Verha¨ltnis σzz/ν(σxx+σyy),
angesehen werden [24]. Sowohl die Rechnungen zum halbunendlich ausgedehnten Riß als
auch zum Kerbschlagbiegeversuch zeigen, daß die Ausdehnung der dreidimensionalen Zo-
ne um die Rißfront ein Gebiet mit dem Radius von ungefa¨hr der halben Probendicke
von einem Zentimeter umfaßt. Die K-dominante Zone ist demzufolge nach Innen durch
die Ausdehnung der dreidimensionalen Zone in dieser Gro¨ßenordnung beschra¨nkt. Die
Experimente von Ravi-Chandar und Knauss zeigen fu¨r die stationa¨re Rißphase, daß eine
Nichtberu¨cksichtigung dieser Einschra¨nkung zu verminderten Verla¨ufen des K-Faktors
fu¨hrt. Die sta¨rkste Absenkung erfahren die K-Faktoren ab ca. ein Sechstel unterhalb
der freien Oberﬂa¨che; alle anderen K-Faktoren liegen sehr dicht beim dickengemittelten
Wert, der insgesamt maximal zehn Prozent vom ebenen Resultat abweicht. Vermutlich
sind die 3D-Eﬀekte deshalb nicht fu¨r die Diskrepanz zwischen Experiment und Theo-
rie fu¨r die instationa¨re Rißphase bei hohen Belastungsraten verantwortlich [48]. Diese
Frage ist nach wie vor ungekla¨rt. Die Ergebnisse zum Kerbschlagbiegeversuch zeigen au-
ßerdem, daß der aus der Energieverlustrate berechnete K-Faktor gegenu¨ber dem direkt
bestimmten K-Faktor u¨berbewertet ist.
Die Rechnungen zum schra¨gen, quadratischen Innenriß besta¨tigen die Eignung des Ver-
fahrens bei Verwendung von nicht kartesischen Gittern und unterschiedlichen zeitlichen
Lastverla¨ufen. Wegen der Geometrie des Problems wird der Riß außerdem gemischt be-
ansprucht (Modus I und II). Die Ergebnisse fu¨r den Spannungsintensita¨tsfaktor stimmen
wiederum sehr gut mit denen u¨berein, die mit der Randelementemethode gewonnen wur-
den, wobei die Zweischrittmethode den Einﬂuß einzelner Wellen umso sta¨rker betont, je
stoßartiger die Last aufgebracht wird.
Die Ergebnisse fu¨r den Bimaterialriß sind vergleichbar mit denen fu¨r den ebenen Fall [37];
sie geben die experimentellen Verla¨ufe der Energieverlustrate und des Phasenwinkels
etwas besser wider.
Das abschließende Beispiel zum stationa¨ren Riß zeigt eine Versta¨rkung des Einﬂusses der
dreidimensionalen Zone, die sich in einer Aufweitung der Kurvernschar fu¨r die Energiefrei-
setzungsrate im Vergleich zum rein elastischen Material zeigt. Wegen der stattﬁndenden
Verfestigung des Materials haben in beiden Fa¨llen die Energiefreisetzungsraten diesel-
be Gro¨ßenordnung. Unphysikalische negative Werte deuten auf Schwa¨chen der Auswer-
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tungsmethode: die verwendete Formel fu¨r die Energiefreisetzungsrate beru¨cksichtigt nicht
die wechselseitige Belastung der Rißufer durch deren Kontakt (die Simulation hingegen
schon) und die Verzerrungsenergiedichte wird im plastischen Fall wie fu¨r linearelastisches
Material berechnet, was falsch ist. Eine bruchmechanische Kennzahl, die die vollsta¨ndige
Belastungsgeschichte der Rißfront bei stattﬁndenden Entlastungsvorga¨ngen erfaßt, gibt
es nicht.
Weiterfu¨hrende Arbeiten sollten anisotrope und viskose Materialgesetze, wie in [29] be-
schrieben, implementieren. Außerdem steht ein systematischer Vergleich der in der Ein-
leitung erwa¨hnten Verfahren, die vornehmlich zwischen 1990 und 2000 entwickelt wurden,
sowohl untereinander als auch mit FE Methoden bzgl. Qualita¨t und Laufzeit noch aus.
Attraktiv erscheinen insbesondere die “staggered-grid” Verfahren, die bei geeigneter Dis-
kretisierung der Materialparameter inherent die U¨bergangsbedingungen erfu¨llen, weshalb
sie fu¨r geschichtete Materialien besonders gut geeignet sind. Interessant ist vor allem auch
die Beru¨cksichtigung von thermischen Eﬀekten, die fu¨r die technisch wichtige Berechnung
von Eigenspannungen bedeutend ist.
Anhang A
Nahfeldlo¨sungen fu¨r ebene Probleme
A.1 Analytische Lo¨sungen
Zur Darstellung des Nahfeldes in unmittelbarer Umgegung der Rißspitze ist es zweckma¨ßig
die in Abbildung A.1 dargestellten Koordinaten mit Ursprung in der Rißspitze ein-
zufu¨hren. Fu¨r die Grundbeanspruchungsarten ﬁndet man die Nahfelder in der folgenden
Form [13]:
x¯
y¯
θ
R
O¯
σx¯x¯
σy¯y¯
σx¯y¯
Abbildung A.1: Zur Beschreibung des Nahfeldes benutzt man Koordinaten mit Ursprung in der
Rißspitze. Der schraﬃerter Kreis deutet die K-dominante Zone an, innerhalb
der die asymptotische Lo¨sung Gu¨ltigkeit besitzt.
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Modus I (Normalbeanspruchung):

σx¯x¯
σy¯y¯
σx¯y¯

 =
KI√
2πR
cos(θ/2)


1− sin(θ/2) sin(3θ/2)
1 + sin(θ/2) sin(3θ/2)
sin(θ/2) cos(3θ/2)

 , (A.1){
ux¯
uy¯
}
=
KI
2µ
√
R
2π
(κ− cos θ)
{
cos(θ/2)
sin(θ/2)
}
, (A.2)
Modus II (La¨ngsschubbeanspruchung):

σx¯x¯
σy¯y¯
σx¯y¯

 =
KII√
2πR


− sin(θ/2) [2 + cos(θ/2) cos(3θ/2)]
sin(θ/2) cos(θ/2) cos(3θ/2)
cos(θ/2) [1− sin(θ/2) sin(3θ/2)]

 , (A.3){
ux¯
uy¯
}
=
KII
2µ
√
R
2π
{
sin(θ/2) [κ+ 2 + cos θ]
cos(θ/2) [κ− 2 + cos θ]
}
. (A.4)
Dabei gilt fu¨r den ebenen Verzerrungszustand
κ = 3− 4ν , σz¯z¯ = ν (σx¯x¯ + σy¯y¯) , (A.5)
und fu¨r den ebenen Spannungszustand
κ = (3− ν)/(1 + ν) , σz¯z¯ = 0 (A.6)
und
σx¯z¯ = σy¯z¯ = 0 , uz¯ = 0 . (A.7)
Modus III (Querschubbeanspruchung):{
σx¯z¯
σy¯z¯
}
=
KIII√
2πR
{
− sin(θ/2)
cos(θ/2)
}
, (A.8)
{
ux¯
uy¯
}
=
KIII
2µ
√
R
2π
sin(θ/2) . (A.9)
Alle anderen Spannungs- und Verschiebungskomponenten verschwinden beim Querschub-
problem
σx¯x¯ = σy¯y¯ = σz¯z¯ = σx¯y¯ = 0 , ux¯ = uy¯ = 0 . (A.10)
A.2 Numerische Berechnung von K-Faktoren
Fu¨r die numerische Berechnung der einzelnen Spannungsintensita¨tsfaktoren fu¨r stehende
Risse werden folgende Spannungsgradienten in x¯ und y¯-Richtung beno¨tigt:
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Modus I: 

σx¯x¯,x¯
σx¯x¯,y¯
σy¯y¯,x¯
σy¯y¯,y¯
σx¯y¯,x¯
σx¯y¯,y¯


= − KI
8
√
2πR3


cos(3θ/2) + 3 cos(7θ/2)
5 sin(3θ/2) + 3 sin(7θ/2)
7 cos(3θ/2)− 3 cos(7θ/2)
3 sin(3θ/2)− 3 sin(7θ/2)
−3 sin(3θ/2) + 3 sin(7θ/2)
− cos(3θ/2)− 3 cos(7θ/2)


. (A.11)
Modus II: 

σx¯x¯,x¯
σx¯x¯,y¯
σy¯y¯,x¯
σy¯y¯,y¯
σx¯y¯,x¯
σx¯y¯,y¯


= − KII
8
√
2πR3


−5 sin(3θ/2)− 3 sin(7θ/2)
9 cos(3θ/2) + 3 cos(7θ/2)
−3 sin(3θ/2) + 3 sin(7θ/2)
− cos(3θ/2)− 3 cos(7θ/2)
cos(3θ/2) + 3 cos(7θ/2)
5 sin(3θ/2) + 3 sin(7θ/2)


. (A.12)
Modus III: 

σx¯z¯,x¯
σx¯z¯,y¯
σy¯z¯,x¯
σy¯z¯,y¯


= − KIII
2
√
2πR3


− sin(3θ/2)
cos(3θ/2)
cos(3θ/2)
sin(3θ/2)


. (A.13)
Analog zu Gl.(2.35) kann man die analytischen Spannungsgradienten kompakter notieren
durch
σk¯l¯,m¯ =
∑
M=I,II,III
KMG
M
k¯l¯m¯ mit k¯, l¯ = x¯, y¯, z¯ und m¯ = x¯, y¯ . (A.14)
Die numerische Bestimmung der einzelnen Intensita¨tsfaktoren erfolgt mit Hilfe der Me-
thode der kleinsten Fehlerquadrate durch Minimieren der Summe der quadrierten Diﬀe-
renzen bzgl. der einzelnen K-Faktoren.
∑
n
∂
∂KM
(
Rnk¯l¯m¯
)2
=
∑
n
∂
∂KM
(
σnk¯l¯,m¯ −
∑
M
KMG
M
k¯l¯m¯
)2
= 0 . (A.15)
Dabei sind die σn
k¯l¯,m¯
die numerisch bestimmten Spannungsgradienten in allen Zellen n in
einer Umgebung um die Rißkante. Die drei resultierenden Bedingungen lassen sich mit
Hilfe der Abku¨rzungen (arabische statt ro¨mische Indizes)
sM =
∑
n
σk¯l¯,m¯G
M
k¯l¯m¯ und aMM ′ =
∑
n
GMk¯l¯m¯G
M ′
k¯l¯m¯ , M,M
′ = 1, 2, 3 (A.16)
als lineares Gleichungssystem schreiben
a11 a12 a13a12 a22 a23
a13 a23 a33



 KIKII
KIII

 =

s1s2
s3

 , (A.17)
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dessen Auswertung mit der Kramerschen Regel die Gleichungen zur numerischen Berech-
nungen der Spannungsintensita¨tsfaktoren liefert.
KI =
s1(a22a33 − a223)− s2(a12a33 − a13a23) + s3(a12a23 − a13a22)
a11(a22a33 − a223)− a12(a12a33 − a13a23) + a13(a12a23 − a13a22)
, (A.18)
KII =
s1(a13a23 − a12a33)− s2(a213 − a11a33) + s3(a12a13 − a11a23)
a11(a22a33 − a223)− a12(a12a33 − a13a23) + a13(a12a23 − a13a22)
, (A.19)
KIII =
s1(a12a23 − a13a22)− s2(a11a23 − a12a13) + s3(a11a22 − a212)
a11(a22a33 − a223)− a12(a12a33 − a13a23) + a13(a12a23 − a13a22)
. (A.20)
A.3 Stationa¨rer Bimaterialriß
Die winkelabha¨ngigen Funktionen fu¨r den stationa¨ren Bimaterialriß sind in [51] angege-
ben und lauten:
Σ˜Ixx =
cos θ
2
cosh(π )
(
sinh( (θ − π)) + e" (θ−π)
(
1 + sin
θ
2
(
2  cos
3θ
2
− sin 3θ
2
)))
,
Σ˜Iyy =
cos θ
2
cosh(π )
(
− sinh( (θ − π)) + e" (θ−π)
(
1− sin θ
2
(
2  cos
3θ
2
− sin 3θ
2
)))
,
Σ˜Ixy =
sin θ
2
cosh(π )
(
sinh( (θ − π)) + e" (θ−π) cos θ
2
(
2  sin
3θ
2
+ cos
3θ
2
))
, (A.21)
Σ˜IIxx = −
sin θ
2
cosh(π )
(
cosh( (θ − π)) + e" (θ−π)
(
1 + cos
θ
2
(
2  sin
3θ
2
+ cos
3θ
2
)))
,
Σ˜IIyy =
sin θ
2
cosh(π )
(
cosh( (θ − π)) + e" (θ−π)
(
−1 + cos θ
2
(
2  sin
3θ
2
+ cos
3θ
2
)))
,
Σ˜IIxy =
cos θ
2
cosh(π )
(
cosh( (θ − π)) + e" (θ−π) sin θ
2
(
2  cos
3θ
2
− sin 3θ
2
))
,
Σ˜IIIxz = − sin
θ
2
und Σ˜IIIyz = cos
θ
2
.
Dabei ist 0 ≤ θ ≤ π. Fu¨r den Bereich 0 > θ > −π unterhalb der x¯-Achse ist π durch −π
zu ersetzen.
A.4 Deﬁnitionen fu¨r den Bimaterialriß
Die fu¨r den Oszillationsindex [66]
 =
1
2π
ln
√
h11h22 − h12√
h11h22 + h12
(A.22)
beim laufenden Riß beno¨tigten Parameter sind deﬁniert durch [35]
h11 =
{
α2(1− α22)
µD(a˙)
}
A
+
{
α2(1− α22)
µD(a˙)
}
B
, (A.23)
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h22 =
{
α1(1− α22)
µD(a˙)
}
A
+
{
α1(1− α22)
µD(a˙)
}
B
, (A.24)
h12 =
{
2α1α2 − (1 + α22)
µD(a˙)
}
A
−
{
2α1α2 − (1 + α22)
µD(a˙)
}
B
, (A.25)
mit
α1 =
√
1− a˙
2
c21
, α2 =
√
1− a˙
2
c22
, D(a˙) = 4α1α2 − (1 + α22)2 . (A.26)
Der Index A (B) an den geschweiften Klammern kennzeichnet das Material oberhalb
(unterhalb) der x¯-Achse des mit der Rißspitze mitbewegten Koordinatensystems.
85
Anhang B
Energieverlustrate fu¨r ebene
Probleme
Multiplikation der lokalen Impulsbilanz
divσ = ρv˙ (B.1)
mit der Geschwindigkeit v liefert die diﬀerentielle Form der mechanischen Energiebilanz
[3]
div (v · σ) = ρv · v˙ + σ : ˙ = e˙kin + e˙V . (B.2)
Integration u¨ber ein Volumen V und Anwenden des Satzes von Gauss und des Trans-
porttheorems von Reynolds liefert∮
∂V
v · σ · ndA = D
Dt
∫
V
(ekin + eV)dV −
∮
∂V
(ekin + eV)v
Γ · ndA , (B.3)
wobei n die nach außen weisende Normale an den Rand ∂V und vΓ die momentane
Geschwindigkeit von ∂V ist.
Betrachtet wird der ebene Fall eines Ko¨rpers mit Riß, der sich entlang der x1-Achse
mit Geschwindigkeit vΓ1 = a˙ ausbreitet (s. Abb. 2.13). A(t) sei der Bereich, der von der
festen materiellen Kurve C0, den als lastfrei angenommenen Rißufern C+ und C− sowie
von der sich mit der Rißspitze mitbewegenden Kurve Γ eingeschlossen wird. Den von
Γ eingeschlossenen Bereich kann man dabei physikalisch als die Prozeßzone auﬀassen.
Anstelle von Gl. (B.3) erha¨lt man dann folgenden Ausdruck pro Einheitsdicke∫
C0
v · σ · ndC =
∫
A(t)
(ekin + eV)da−
∫
Γ
[
v · σ + (ekin + eV)vΓ
] · ndC . (B.4)
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Der letzte Term auf der rechten Seite wird als (mechanischer) Energieverlust des Ko¨rpers
durch Fluß u¨ber Γ interpretiert und mit F(Γ) bezeichnet. Mit nΓ = −n auf Γ erha¨lt
man
F(Γ) =
∫
Γ
[v · σ + (ekin + eV)a˙e1] · ndC . (B.5)
Die dynamische Energiefreisetzungsrate G ist deﬁniert als der Grenzwert von F(Γ)/a˙,
wenn die Kontur Γ auf die Rißspitze zusammengezogen wird
G = lim
Γ→0
F(Γ)
a˙
. (B.6)
Damit der Grenzwert G physikalische Bedeutung besitzt, muß er endlich und von Null
verschieden und außerdem im Limes Γ→ 0 von der speziellen Gestalt von Γ unabha¨ngig
sein. In diesem Sinne bezeichnet man G als wegunabha¨ngig [43]. Gl. (B.5) la¨ßt sich weiter
vereinfachen. Der Zusammenhang zwischen den Koordinaten des mitbewegten und des
Referenzsystems lautet
x¯ = x− a(t) , y¯ = y . (B.7)
Fu¨r eine beliebige Feldgro¨ße f(x1, x2, t) = f(x¯1[x1, a(t)], x¯2[x2], t) gilt dann
∂f
∂x1
=
∂f
∂ x¯1
,
∂f
∂x2
=
∂f
∂ x¯2
, f˙ =
∂f
∂ t
∣∣∣∣
x1,x2
=
∂f
∂ t
∣∣∣∣
x¯1,x¯2
− a˙ ∂ f
∂ x¯1
. (B.8)
An der Rißspitze ist das Verschiebungsfeld u regula¨r, wa¨hrend ∂u/∂x¯1 und damit das
Geschwindigkeitsfeld
v =
∂u
∂ t
− a˙ ∂u
∂ x¯1
(B.9)
i.a. singula¨r ist und deshalb fu¨r Γ → 0 nur u¨ber v = −a˙ ∂u
∂ x¯1
= −a˙ ∂u
∂ x1
zu F(Γ) beitra¨gt.
Insgesamt erha¨lt man
G = lim
Γ→0
1
a˙
∫
Γ→0
[
−a˙ ∂u
∂x1
· σ + (ekin + eV)a˙e1
]
· nΓdC (B.10)
= lim
Γ→0
∫
Γ→0
[
(ekin + eV)e1 − ∂u
∂x1
· σ
]
· nΓdC (B.11)
= lim
Γ→0
∫
Γ→0
[
(ekin + eV)n
Γ
1 − uλ,1σλ,µnΓµ
]
dC . (B.12)
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Anhang C
Rechentechnische Hilfsmittel
C.1 Integration erster und zweiter Ordnung
Integration der Taylorentwicklung erster Ordnung einer Funktion f(t)
f(t2) = f(t1) +
df
dt
∣∣∣∣
t1
(t2 − t1) +O((t2 − t1)2) (C.1)
liefert
t2∫
t1
f(t)dt = f(t1)(t2 − t1) + 1
2
df
dt
∣∣∣∣
t1
(t2 − t1)2 +O((t2 − t1)3) . (C.2)
Damit erha¨lt man in erster Ordnung
t2∫
t1
f(t)dt = f(t1)(t2 − t1) +O((t2 − t1)2) (C.3)
und in zweiter Ordnung die Beziehung
t2∫
t1
f(t)dt = (t2 − t1)
[
f(t1) +
1
2
df
dt
∣∣∣∣
t1
(t2 − t1)
]
+O((t2 − t1)3) (C.4)
= (t2 − t1)f(t1 − t2 − t1
2
) +O((t2 − t1)3) (C.5)
= (t2 − t1)f(t1 + t2
2
) +O((t2 − t1)3) . (C.6)
Mit anderen Worten, das Integral einer Gro¨ße ist in erster Na¨herung das Produkt der
Gro¨ße an der linken/rechten Grenze des Integrationsintervalls mit dessen La¨nge (Vorwa¨rts-
/Ru¨ckwa¨rtsintegration) und in zweiter Na¨herung das Produkt der Gro¨ße im Zentrum des
Integrationsintervalls mit dessen La¨nge.
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C.2 Berechnung geometrischer Gro¨ßen
Nach Anwenden des Satzes von Gauss’ fu¨r einen konstanten Vektor folgt∮
a
nda = 0 , (C.7)
wobei a eine geschlossene Oberﬂa¨che und n die zugeho¨rige nach außen weisende Normale
ist. Aus (C.7) folgt unmittelbar, daß der mittlere Fla¨chenvektor
∆a :=
∫
∆a
nda (C.8)
ausschließlich von der Berandungskurve und nicht von der Gestalt der Fla¨che abha¨ngt.
Obwohl die Eckpunkte eines allgemeinen Vierecks mit geradlinigen Kanten nicht not-
wendigerweise in einer Ebene liegen, kann man dessen Fla¨chenvektor leicht gewinnen,
indem man das Viereck entlang einer beliebigen Diagonalen in zwei Dreiecke unterteilt
und die diesen zugeordneten Fla¨chenvektoren aufaddiert. Man erha¨lt in der eﬃzientesten
Darstellung beispielsweise fu¨r die o¨stliche Seitenﬂa¨che des in Abbildung C.1 dargestellten
Hexaeders
∆ae = ∆a2376 =
1
2
(r 7 − r 2) ∧ (r 6 − r 3) , (C.9)
also das halbe a¨ußere Produkt der beiden Diagonalenvektoren des Vierecks, die folglich
senkrecht zur a¨ußeren Normalen der Fla¨che sind.
w e
s
n
b
t
1
2
3
4
5
6
7
8
1
2
3
4
5
6
7
8
Abbildung C.1: Wa¨hrend das Volumen eines Hexaeders von der geometrischen Unterteilung
abha¨ngt, wird der mittlere Fla¨chenvektor einer Seitenﬂa¨che ausschließlich durch
die Berandungskurve festgelegt.
Wa¨hrend die Fla¨chenvektoren einer Zelle eindeutig sind, ha¨ngt das Gesamtvolumen einer
Zelle davon ab, wie man sie unterteilt. Eine U¨bersicht u¨ber die verschiedenen Methoden
C.3. Orthogonale Transformation 89
zur Berechnung des Volumens eines Hexaeders gibt [61]. Durch Unterteilen der Hexa-
ederﬂa¨chen entlang der Diagonalen kann man das Volumen in sechs Tetraeder zerlegen.
Insgesamt existieren acht Mo¨glichkeiten dieses konsistent zu tun, so daß zwischen benach-
barten Zellen keine Spalten oder U¨berlappungen entstehen. Diese Schwierigkeiten kann
man umgehen, wenn man der in [8] vorgeschlagenen Idee folgt und das Hexaeder in sechs
Pyramiden mit den Hexaederseiten als bilinearer Grundﬂa¨che und gemeinsamer Spitze
aufteilt. Insgesamt erha¨lt man [27]
VHex =
1
6
[((rR − r 1) + (rR − r 5)) ·∆aw + ((rR − r 2) + (rR − r 3)) ·∆a e
+ ((rR − r 2) + (rR − r 6)) ·∆a s + ((rR − r 4) + (rR − r 8)) ·∆an
+ ((rR − r 1) + (rR − r 4)) ·∆a b + ((rR − r 5) + (rR − r 6)) ·∆a t]
(C.10)
wobei rR ein Punkt im Innern des Hexaeders ist. Eine eﬃzientere Darstellung, die zur
Mittelung u¨ber alle acht konsistenten Tetraederzerlegungen a¨quivalent ist [61], ﬁndet
man, wenn man fu¨r rP den Kantenmittelpunkt
1
2
(r 1 + r 4) wa¨hlt
VHex =
1
6
[(∆an +∆a t) · (r 7 + r 8 − r 1 − r 4) + (∆as +∆a e) · (r 2 + r 6 − r 1 − r 4)] .
(C.11)
C.3 Orthogonale Transformation
Das Transformationsgesetz zwischen zwei rechtwinkligen, kartesischen Koordinatensyste-
men Oxyz = Ox1x2x3 und O
′x′y′z′ = O′x′1x
′
2x
′
3 lautet
1
x′k = αkλxλ + βk , k = 1, 2, 3 (C.12)
und die zugeho¨rige inverse Transformation
xk = γkλx
′
λ + δk , k = 1, 2, 3 . (C.13)
Multiplikation von
e i =
∂r
∂xi
=
∂x′λ
∂xi
e ′λ = αλie
′
λ (C.14)
mit e ′k und
e ′k =
∂r
∂x′k
=
∂xλ
∂x′k
eλ (C.15)
mit e i liefert
e i · e ′k =
∂x′k
∂xi
= αki =
∂xi
∂x′k
= γik i, k = 1, 2, 3 . (C.16)
1U¨ber doppelt auftretende griechische Indizes wird von 1 bis 3 summiert.
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D.h. die Transformationskoeﬃzienten
∂ x′k
∂ xi
sind gerade die Komponenten der neuen Basis-
vektoren in der alten Basis und die Koeﬃzienten ∂ xi
∂ x′k
fu¨r die Ru¨cktransformation erha¨lt
man einfach durch Tranponieren. Insgesamt erfolgt die orthogonale Transformation von
Vektor- bzw. Tensorkomponenten gema¨ß
v′i(x
′
1, x
′
2, x
′
3) =
∂x′i
∂xλ
vλ(x1, x2, x3) , (C.17)
σ′ik(x
′
1, x
′
2, x
′
3) =
∂x′i
∂xλ
∂x′k
∂xµ
σλµ(x1, x2, x3) (C.18)
und die Ru¨cktransformation durch
vi(x1, x2, x3) =
∂xi
∂x′λ
v′λ(x
′
1, x
′
2, x
′
3) , (C.19)
σik(x1, x2, x3) =
∂xi
∂x′λ
∂xk
∂x′µ
σ′λµ(x
′
1, x
′
2, x
′
3) . (C.20)
Bei Spiegelung z.B. an der x′1x
′
2-Ebene, d.h. bei U¨bergang in ein System O
′x′′1x
′′
2x
′′
3, das
sich vom gestrichenem System nur durch eine anders orientierte 3-Achse unterscheidet,
gibt es nur drei von Null verschiedene Transformationskoeﬃzienten
∂x′1
∂x′′1
= 1 ,
∂x′2
∂x′′2
= 1 und
∂x′3
∂x′′3
= −1 . (C.21)
Eine Tensorkomponente a¨ndert demnach bei Spiegelung an der x′1x
′
2-Ebene ihr Vorzei-
chen, wenn sie eine ungerade Anzahl von x′3 bzw. x
′′
3 Indizes hat.
C.4 Rekonstruktion bei der Master-Slave-Technik
Die bilineare Abbildung
x = x(ξ, η) = α(x) + β(x)ξ + γ(x)η + δ(x)ξη ,
y = y(ξ, η) = α(y) + β(y)ξ + γ(y)η + δ(y)ξη ,
(C.22)
mit
α(x) = x1 , (C.23a)
β(x) = x2 − x1 , (C.23b)
γ(x) = x4 − x1 , (C.23c)
δ(x) = x3 − x2 − x4 + x1 (C.23d)
und α(y), β(y), γ(y) und δ(y) analog bildet das Einheitsviereck in den Koordinaten ξ und
η (numerische Koordinaten) in das allgemeine Viereck in physikalischen Koordinaten
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x
y
ξ
η
ξ(x, y), η(x, y)
x(ξ, η), y(ξ, η)
1
2
3
4
1 2
34
ξ = 0
ξ = 1
η = 0
η = 1
ξ = 0 ξ = 1
η = 0
η = 1(B)
Abbildung C.2: Knotennumerierung fu¨r die bilineare Abbildung (C.22)
x und y ab, wenn die Numerierung wie in Abbildung C.2 gewa¨hlt wird. Mit Hilfe der
Funktionaldeterminante der Abbildung
∂(x, y)
∂(ξ, η)
=
∂x
∂ξ
∣∣∣∣
η
∂y
∂η
∣∣∣∣
ξ
− ∂x
∂η
∣∣∣∣
ξ
∂y
∂ξ
∣∣∣∣
η
= (β(x) + δ(x)η)(γ(y) + δ(y)ξ)− (γ(x) + δ(x)ξ)(β(y) + δ(y)η)
(C.24)
erha¨lt man den Fla¨cheninhalt A des ebenen Vierecks zu
A =
∫∫
(B)
dB =
∫∫
(B)
dx dy =
1∫
0
1∫
0
∣∣∣∣∂(x, y)∂(ξ, η)
∣∣∣∣ dξ dη
= (β(x)γ(y) − γ(x)β(y)) + 1
2
(β(x)δ(y) − δ(x)β(y)) + 1
2
(δ(x)γ(y) − γ(x)δ(y))
= [(x2 − x1)(y4 − y1)− (x4 − x1)(y2 − y1)]
+
1
2
[(x2 − x1)(y3 − y4)− (x3 − x4)(y2 − y1)]
+
1
2
[(x3 − x2)(y4 − y1)− (x4 − x1)(y3 − y2)] .
(C.25)
Falls man fu¨r eine Gro¨ße w denselben bilinearen Ansatz
w = α(w) + β(w)ξ + γ(w)η + δ(w)ξη (C.26)
mit
α(w) = w1 , (C.27a)
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Abbildung C.3: Ein Fla¨chenelement des Masternetzes. In den Bereichen 1 bis 4 wird der Verlauf
der Werte in den Gitterpunkten konstant angenommen (dunkelgrau), in den
Bereichen 5 bis 8 linear (mittelgrau) und im Bereich 9 bilinear (hellgrau).
β(w) = w2 −w1 , (C.27b)
γ(w) = w4 −w1 , (C.27c)
δ(w) = w3 −w2 −w4 +w1 (C.27d)
wie fu¨r die Koordinaten macht (isoparametrischer Ansatz), ergibt sich fu¨r das Integral
dieser Gro¨ße u¨ber den Bereich (B) des ebenen Vierecks der folgende Ausdruck∫∫
(B)
wdB =
∫∫
(B)
w(x, y)dx dy (C.28a)
=
1∫
0
1∫
0
w(x(ξ, η), y(ξ, η))
∣∣∣∣∂(x, y)∂(ξ, η)
∣∣∣∣ dξ dη (C.28b)
= [α(w) + β(w)ξ + γ(w)η + δ(w)ξη](α+ βξ + γη)dξ dη (C.28c)
= α(w)α+
1
2
(α(w)β + β(w)α + α(w)γ + γ(w)α)
+
1
4
(δ(w)α + γ(w)β + β(w)γ) (C.28d)
+
1
3
(β(w)β + γ(w)γ) +
1
6
[δ(w)(β + γ)]
mit
α = β(x)γ(y) − γ(x)β(y)
= (x2 − x1)(y4 − y1)− (x4 − x1)(y2 − y1) , (C.29a)
β = β(x)δ(y) − δ(x)β(y)
= (x2 − x1)(y3 − y4)− (x3 − x4)(y2 − y1) , (C.29b)
γ = δ(x)γ(y) − γ(x)δ(y)
= (x3 − x2)(y4 − y1)− (x4 − x1)(y3 − y2) . (C.29c)
Zur Berechnung der Werte in den Slaveknoten wird der in Abbildung C.3 bzw. 3.8 (b)
dargestellte Verlauf der Werte in den Masterknoten fu¨r ein Fla¨chenelement angenommen.
Dieser ist nun nicht mehr u¨ber die gesamte Kontrollﬂa¨che des Masterknotens konstant,
sondern nur noch innerhalb eines Bereiches, der durch selbsta¨hnliches Schrumpfen der
Kontrollﬂa¨che der Masterknoten um den Faktor 0.25 entsteht2. Zwischen den konstanten
Niveaus wird dann linear bzw. bilinear interpoliert. Die Berechnung der fin in Gl. (3.13)
erfolgt schließlich mit Hilfe von (C.25) und (C.28) fu¨r die i-te Teilﬂa¨che des n-ten Master-
elementes unter Beru¨cksichtigung der entsprechenden Vereinfachungen in den konstanten
bzw. linearen Bereichen.
2Bei gleichen Gittern wird die Kontrollﬂa¨che des Masterknotens beibehalten, d.h. der Faktor auf Eins
gesetzt.
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