
























































































































Il  tumore  del  polmone  rappresenta  la  prima  causa  di morte  per  patologia  neoplastica  nei 
Paesi Occidentali.  In  Italia ogni anno sono stimate  tra  le 35.000 e  le 40.000 nuove diagnosi 
con pressoché altrettante morti. Per questa patologia la prevenzione è una strategia che paga 
ed è la via maestra per sconfiggerla. Vale per quella primaria, cioè l’eliminazione dei fattori di 
rischio,  con  in  testa  il  fumo  di  sigaretta,  ed  è  vero  anche  per  quella  secondaria,  cioè  la 
diagnosi precoce  Infatti  individuare  la  lesione quando è ancora molto piccola  fa davvero  la 
differenza, dato che passando dallo stadio I al IV la sopravvivenza post‐trattamento a cinque 
anni scende dall’80% al 10% circa.  Il problema è proprio riuscire a scoprire  il tumore  in una 
fase  iniziale  così  da  aumentare  di molto  le  chance  di  successo  del  trattamento,  invece  di 
trovarlo,  come  spesso  avviene,  quando  è  più  avanzato  e  sintomatico.  In  questo  senso  ha 
costituito  un  indubbio  progresso  la  disponibilità  della  TAC  spirale,  un’evoluzione  della  
tomografia  che  consente  una  sensibilità molto  elevata  e  un  uso  di  basse  radiazioni:  una 
metodica  che  dopo  le  evidenze  di  alcuni  studi  viene  ora  confermata  quale  strumento  di 
screening    salvavita  dall’amplissimo  studio  prospettico  dell’International  Early  Lung  Action 
Program. Tuttavia  l’analisi dei  risultati della TAC è un’operazione piuttosto  complessa dato 
che  ogni  esame  è  costituito  da  più  di  300  immagini.  Esse  devono  essere  accuratamente 
studiate per evitare i casi di falsi positivi –aree erroneamente riconosciute come noduli – ed 
evitare  i  falsi  negativi  –  noduli  presenti  ma  non  rilevati.  Attualmente  la  percentuale  di 
rilevazioni sbagliate è di circa il 30% se i risultati vengono esaminati da un solo radiologo e del 
12% se la stessa TAC è esaminata da un secondo radiologo. Poiché in una giornata lavorativa 








Tuttavia,  i  sistemi  CAD  finora  sviluppati  sono  quasi  esclusivamente  focalizzati  sulla  sola 
rilevazione di eventuali noduli presenti nelle immagini analizzate. Si trovano ben pochi casi di 







sistema  CAD  polmonare  che  fornisca  la  funzione  di  diagnosi  vera  e  propria  dei  noduli  si 
troverà  ad  affrontare.  Questa  indagine  comporterà  innanzitutto  l’acquisizione  della 
conoscenza propria degli esperti di questo settore, ovvero del radiologo che osserva una TAC 
ed  in  particolare  una  struttura  sospetta  all’interno  di  essa.  Sarà  fondamentale  cercare  di 
capire  i  criteri  che  un  radiologo  utilizza  nell’effettuare  la  procedura  di  classificazione,  e  di 
trasporli  in  una  forma  fruibile  per  un  modulo  di  diagnosi  automatica  operante  come 
responsabile dell’output  finale all’interno di un  complesso  sistema di CAD polmonare. Una 
volta proposto un insieme consistente di queste features scelto in base a criteri ben motivati, 









alcune  cellule  dell’organismo,  che  smettono  di  rispondere  ai  meccanismi  fisiologici  di 
controllo cellulare a seguito di danni al loro patrimonio genetico. Tutte le cellule cancerose e 
precancerose  presentano  infatti  alterazioni molto  estese  del  loro  assetto  cromosomico  ( 
cariotipo ) : il numero dei cromosomi presenti nel loro nucleo è alterato e i cromosomi stessi 
sono danneggiati, multipli  o mancanti ( aneuploidia )[1]. 






















Il  tumore al polmone è  il  tipo di  tumore più  frequente nei maschi, ed è  la prima  causa di 
morte  per  cancro.  I  principali  fattori  di  rischio  sono  il  fumo  di  sigaretta,  attivo  e  passivo, 
l’esposizione a prodotti  industriali, all’inquinamento ambientale, alle radiazioni.  I tumori del 
polmone si distinguono in diversi gruppi: il carcinoma a cellule squamose ( il più diffuso negli 
uomini  e  circa    un  terzo  dei  casi  totali  ),  che  si  sviluppa  nelle  cellule  che  rivestono  le  vie 
respiratorie;  l’adeno carcinoma, più  frequente nelle donne, che si sviluppa nelle cellule che 






L’approccio  terapeutico  ai  tumori  del  polmone  dipende  strettamente  dalla  stadio  della 
malattia  e  dallo  stato  del  paziente  al  momento  della  diagnosi;  si  basa  su  chirurgia, 
radioterapia e chemioterapia. 
La diagnosi precoce, importante in tutte le forme di cancro, si rivela  fondamentale per quello 
polmonare.  Purtroppo  i  primi  sintomi  sono  in  genere  tardivi,  provocati  da  neoplasie  che 
hanno  ormai  raggiunto  dimensioni  significative.  Inoltre  si  tratta  di  sintomi  aspecifici,  che 
possono  essere  facilmente  confusi  con  quelli  di  altre malattie  respiratorie,  come  la  tosse, 
secca o con l’emissione di catarro, la fatica a respirare e il dolore toracico. 
Solo nel 15% dei casi  si ha una diagnosi asintomatica, dovuta  spesso a controlli di  routine, 
come una  radiografia al  torace.  La prognosi poi viene definitivamente  confermata  con una 
tomografia assiale computerizzata (TAC) o una risonanza magnetica ( RMN )[2].    
Tabella 1.1: percentuale di sopravvivenza a 1,  3,  5 anni al cancro polmonare 
ETA' 15-44 45-54 55-64 65-74 75+ TOTALI
UOMINI  
1 anno 47% 42% 41% 35% 22% 35%
3 anni 23% 19% 17% 13% 5% 13%
5 anni 19% 15% 12% 9% 3% 9%
DONNE  
1 anno 54% 46% 43% 36% 23% 35%
3 anni 31% 20% 19% 14% 7% 14%
5 anni 29% 16% 14% 9% 4% 10%
TOTALI  
1 anno 49% 43% 41% 35% 23% 35%
3 anni 25% 19% 17% 13% 6% 13%







La  tomografia  assiale  computerizzata, o  TAC,    ( CT  in  inglese) è un esame diagnostico  che 
combina  i  tradizionali  raggi  x  con  la  tecnologia  del  computer.  Ciò  consente  di  ottenere 
l’immagine radiologica tridimensionale di una sezione del corpo. 
I primi test clinici con la TAC furono eseguiti nel 1972 dall’ingegnere elettrico inglese Godfrey 
Newhold Hounsfield  che  faceva parte del gruppo di  ricerca della EMI  Ltd. e  sviluppò  l’idea 

















Un  particolare  tipo  di  TAC,  definito  a  spirale,  suscita  molte  speranze  nei  medici  e  nei 
ricercatori per la diagnosi precoce dei tumori polmonari, poiché permette di ottenere risultati 
davvero positivi. 
Il  nuovo  esame  infatti  consente  di  scoprire  tracce  piccolissime  della malattia;  inoltre  ha  il 







un  problema  di  interpretazione  dei  dati,  perché  insieme  ai  tumori  maligni,  vengono 









Ulteriori  vantaggi,  specie  per  capire  se  il  nodulo  è  davvero maligno,  vengono  da  un  altro 
esame, ovvero la PET ( tomografia a emissione di positroni ) finora utilizzata per la stadiazione 
di tumori maligni già diagnosticati; ora la PET viene utilizzata per la diagnosi precoce. Viene in 




Secondo  uno  studio  molto  recente,  i  migliori  risultati  in  termini  di  diagnosi  precoce  si 
ottengono  dall’uso  combinato  di  TAC  a  spirale  e  di  PET.  La  nuova  tecnica  permette  di 
individuare  l’80% dei tumori al polmone anche quando questi sono nelle fasi  iniziali del  loro 























fumatori  attivi  o  passivi,  o  soggetti  esposti  professionalmente  a  sostanze  oncogene,  come 
l’amianto o il radon. I partecipanti sono stati sottoposti ad una TAC spirale a basse radiazioni, 
una metodica che rivela noduli anche  inferiori a 5mm  ( con  la radiografia si è nell’ordine di 
grandezza dei centimetri); in 27.456 di essi lo screening è stato ripetuto annualmente dopo il 
1994. L’esame complessivamente ha    individuato  lesioni cancerose  in 484 soggetti, dei quali 
412, cioè l’85%, allo stadio I. 
La sopravvivenza a dieci anni, valutata indipendentemente dal grado del tumore e dal tipo di 
trattamento  ricevuto,  è  stata  stimata  pari  all’80%, mentre  nel  sottogruppo  di  pazienti  in 
stadio I è stata calcolata dell’88%. Inoltre tra i 302 malati in stadio neoplastico che sono stati 
sottoposti a resezione chirurgica entro un mese dalla diagnosi, la sopravvivenza è risultata del 








Andando  ad  analizzare  i  tassi di  individuazione del  tumore  con  la TAC  spirale, questi  sono 
risultati dell’1,3 % per  l’esame di base e dello 0,3% per quello annuale: a titolo di confronto 





Una  volta  stabilita  la  validità  del metodo,  altra  cosa  è  stabilire  se  risultati  simili  possono 






















Uno  studio  iniziato  nel  2004  a Milano  dal  prof.  Umberto  Veronesi  su  1464  pazienti  si  è 
concluso due anni dopo  con una  stima approssimativa del 98% di  falsi positivi  sulle  lesioni 
individuate. 
Questa alta percentuale  incide negativamente sull’utilità di effettuare  lo screening di massa 
per  il  cancro  al  polmone,  in  quanto  ogni  falso  positivo  comporta  numerosi  esami  di 













Ciò è  imputabile ad errori da parte dei radiologi che studiano  le  immagini. Questo perché  i 
noduli  hanno  caratteristiche  di  densità  e  dimensioni  simili  a  quelle  dei  bronchi  e  dei  vasi 
sanguigni del polmone. 








software  usato  in  medicina  per  coadiuvare  il  radiologo  nell’analisi  di  una  TAC  o  di  una 
radiografia. 
Il  rapido  progresso  tecnologico  ha  recentemente  consentito  l’applicazione  di  sistemi 
computerizzati  negli  studi  TAC  multistrato,  in  particolare  nell’individuazione  dei  noduli 
polmonari, con conseguenze di notevole rilevanza clinica.  
L’obiettivo  prioritario  di  un  sistema  computerizzato  di  diagnosi  automatica  è  quello  di 
supportare il radiologo, suscettibile di calo nell’attenzione e di errori di percezione, cercando 






è  sempre attuabile,  il CAD potrebbe  rivelarsi un prezioso  “secondo  lettore”,  senza  tuttavia 
sostituire il radiologo, a cui spetta il compito di interpretare i rilievi individuati. 
Tra  i  molti  studi  per  verificare  l’effettiva  capacità  di  un  sistema  CAD  di  aumentare  la 
precisione  della  diagnosi,  riportiamo  quello  effettuato  nel  2004  presso  l’ospedale  Regina 
Elena di Roma [7]. 
In  esso  due  osservatori  ( A1  e A2  )  con  differente  livello  di  esperienza  hanno  valutato  20 
esami  di  TAC  spirale multistrato  del  torace  con  e  senza  l’ausilio  di  un  sistema  CAD  (Lung 
Check, R2 Technology, Inc.). 
































I  ricercatori  per  questo  studio  hanno  sottolineato  che  l’algoritmo  del  CAD  segue  criteri 
predeterminati  per  l’individuazione  di  eventuali  noduli  polmonari,  analizzando  formazioni 
(nodulari) solide, situate nel contesto del parenchima polmonare o a impianto pleurico che si 
proiettano  significativamente  sul  parenchima  polmonare,  ovvero  densità  focali  che 














Pertanto  il  CAD  si  è  dimostrato  un  accurato  supporto  automatico  per  l’identificazione  di 
noduli polmonari di cui fornisce le dimensioni, il volume, la densità, risultando pertanto utile 
sia in un eventuale programma di screening sia nel follow‐up di pazienti oncologici, laddove il 






quasi  esclusivamente  per  la  rilevazione  di  possibili  aree  di  interesse  da  sottoporre 
all’attenzione del radiologo. Essi costituiscono quindi uno strumento a supporto del medico, 




il  progetto  CALMA  (Computer  Assisted  Library  in  Mammography)  che  consiste  nella 
costruzione di un sistema di CAD per mammografie, basato su reti neurali e/o sistemi esperti. 
Il  software CALMA,  utilizzando  l’enorme  patrimonio  di  immagini mammografiche  presente 
negli  ospedali  che  partecipano  al  progetto,  ha  iniziato  una  campagna  di  digitalizzazione 
sistematica.  Ha  costruito  pertanto  il  più  grande  database  mammografico  europeo, 
contenente circa 4300 mammogrammi digitalizzati a 85 microns di passo con una profondità 




riconoscimento automatico del  tessuto di base della mammella,  in  termini di dimensioni e 











Il  lavoro svolto  in questa tesi si  inserisce nel contesto di un progetto dell’ Università di Pisa 
per  la  realizzazione di un sistema CAD per  la diagnosi automatica di noduli polmonari. Tale 
sistema dovrebbe avere fra  suoi aspetti innovativi e punti di forza, la capacità di non limitarsi 










Il nostro  lavoro  si va a collocare nel modulo di classificazione  finale dei noduli  in maligni o 
benigni.  
Il modulo di  classificazione prende  in  ingresso  le  immagini  relative  alle ROI prodotte dalle 








per  quanto  concerne  la  designazione  di  un  sovra  insieme  di  features  a  cui  il modulo  di 





























































• “ dati degli esempi di segnali complessi e  la decisione corretta per questi,  il prendere 
automaticamente decisioni per un flusso di esempi futuri”‐ Ripley. 
 

















disparata:  esso  è  responsabile  dell’  acquisizione  dei  dati  sotto  una  determinata 
forma. 
• Un meccanismo  di  Pre‐Processing,  che  può  includere  operazioni  di  filtraggio  del 
rumore, normalizzazione ed anche  ESTRAZIONE DELLE  FEATURES . 
• Un modulo o  sistema per  la  riduzione della dimensionalità, ovvero un  sistema di 
estrazione delle features ( manuale o automatizzato). 






? CLASSIFICAZIONE,  ogni  oggetto  è  assegnato  ad  una  CLASSE,  e  quindi 
l’output  del  sistema  di  Pattern  Recognition  è  un’etichetta  numerica  (  ad 
esempio  classificare un prodotto  come  “buono” o  “cattivo“  in un  test di 
controllo della qualità). 
 
? REGRESSIONE,  una  generalizzazione  del  processo  di  classificazione  in  cui 
l’output del sistema di Pattern Recognition è un numero reale ( ad esempio 
predire  il  valore  dell’azione  di  una  azienda  basandosi  sulle  performance 
passate e sugli indicatori del mercato azionario …). 
 


















un oggetto,  e può  essere  sia  simbolica  ( es.  colore  )  che numerica.  La  combinazione delle 
features di un oggetto è rappresentata come un vettore colonna N ‐ dimensionale chiamato 
VETTORE DI  FEATURES:  lo  spazio definito da  essi  è  chiamato  lo  SPAZIO DELLE  FEATURES  . 


































Il  compito  di  un  classificatore  è  quello  di  partizionare    lo  spazio  delle  features  in  regioni 

























Un altro approccio è quello NEURALE, dove  la  classificazione è basata  sulla  risposta di una 
rete di unità di processazione  ( Neuroni  ) a degli stimoli esterni  ( Pattern). A differenza del 
modello statistico, dove la “conoscenza” sta nelle densità di probabilità condizionali di classe, 
nel  Neural  Pattern  Recognition  essa  è  immagazzinata  nella  connettività  e  nella  forza 
(activation strength ) dei pesi associati ai collegamenti tra i neuroni. Questo approccio risulta 
molto  attraente poiché  richiede una  conoscenza  a priori minima e perché  con  abbastanza 












• RACCOLTA  DEI  DATI,  è  la  componente  spesso  più  dispendiosa  dal  punto  di  vista 




• SCELTA  DELLE  FEATURES,  è  un  fattore  CRITICO  per  il  successo  del  problema  di 
riconoscimento. Questa parte risulta molto problematica, in primis perché quello delle 
features da utilizzare è un contenitore di  tipo “garbage  in, garbage out“  : difatti nel 
processo di  selezione può  succedere di  riutilizzare determinate  features  scartate  in 











• TRAINING, dati un  insieme di  features e un modello  “vuoto”,  si va ad adattare  tale 
modello al fine di renderlo in grado di “spiegare” i dati. Ciò può comportare forme di 
APPRENDIMENTO  che  può  essere  supervisionato,  non  supervisionato,  o  di  
“reinforcement”. 
 








possiamo  ricordarci  la  presenza  di  operazioni  sulle  features,  sia  nella  parte  di  pre‐
processamento dei dati, sia in quella di riduzione della dimensionalità. Abbiamo visto inoltre 
che  la scelta delle  features è uno step cruciale nel ciclo di design del Riconoscimento di un 















1) Dato  un  insieme  di  campioni  di  una  certa  dimensione,  c’è  un  numero massimo  di 
features oltre  il quale  la performance del classificatore degraderà anziché migliorare. 
In molti casi  l’informazione addizionale perduta scartando alcune  features è più che 
























• ESTRAZIONE DI FEATURES,  si  creano  sottoinsiemi di nuove  features  combinando 
quelle esistenti. 
 





















errore ( ad esempio, una regola di decisione di Bayes applicata allo spazio  iniziale     RN     e a 
quello  ridotto      RM    ottiene  lo  stesso  rateo  di  classificazione  ).  In  generale  tale mapping 
ottimale è una funzione non    lineare, sebbene non vi sia un modo sistematico per generare 
trasformazioni  non  –  lineari;  perciò  la  selezione  di  un  particolare  sottoinsieme  di 












Quella che  invece è più rilevante ai  fini della nostra  trattazione è  la metodologia di  feature 
selection,  in  cui  il  sottoinsieme  di  features  è  selezionato  da  quello  originale  senza  alcuna 
trasformazione. 

















seguente: dato un  set di  features  candidate  ,  selezionare un  sottoinsieme definito  tramite 
uno dei tre seguenti approcci :  
a) Il sottoinsieme con una specifica grandezza che ottimizzi una certa misura valutativa .   
b) Il  sottoinsieme  di  grandezza  più  piccola  che  soddisfi  determinate  restrizioni  sulla 
misura valutativa . 
c) Il sottoinsieme con  il migliore compromesso fra  la propria grandezza e  il valore della  
misura valutativa generata ( caso generale ).  
Lo scopo generico che si persegue è il miglioramento dell’apprendimento induttivo, in termini 
sia  di  velocità  di  apprendimento,  che  di  capacità  di  generalizzazione  o  semplicità  di 
rappresentazione .  
E’ così possibile comprendere meglio i risultati ottenuti dall’induttore, diminuire il suo volume 
di mantenimento dei dati, ridurre  il rumore generato da  features  irrilevanti o ridondanti ed 
eliminare le conoscenze inutili. 
 Un  algoritmo  di  selezione  delle  features  (  Feature  Selection  Algorithm)  è  una  soluzione 
computazionale  al  problema  precedente  che  è motivata  da  una  particolare  definizione  di 
rilevanza delle features. Tuttavia, tale rilevanza di una caratteristica – vista da una prospettiva 








riferisce  all’assegnazione  di  pesi  wi  ad  ogni  feature    xi    ?  X    in modo  tale  che  l’ordine 
corrispondente  alla  rilevanza  teorica  della  caratteristica  sia  conservato.  Il  problema  della 
selezione binaria delle features si riferisce invece all’assegnazione di pesi binari, che possono 
cioè valere o zero od uno ( che determinano cioè l’appartenenza o meno della caratteristica 
all’insieme  ). Questo  può  essere  fatto  direttamente  (  come  fanno molti  FSAs  nel Machine 
Learning ), oppure filtrando  l’output di una soluzione continua di certi problemi. Questi due 
sono approcci alquanto diversi che riflettono differenti obiettivi di design. Nel caso continuo 















‐ Sia dato  X ′ = m < n .Trovare X’ ?  X, in modo che J ( X’) sia massimo. 
‐ Sia dato J0  come il minimo J che sarà tollerato. Trovare l’insieme X’?  X   con il più piccolo 
(X’), tale che J (X’) ≥  J0. 
‐ Trovare un compromesso fra la minimizzazione di  X ′  e la massimizzazione di J(X’) ( caso 
generale ). 





Esistono  in  letteratura  parecchi  aspetti  per  caratterizzare  gli  algoritmi  di  selezione  delle 
features.  Utilizzando  tali  aspetti  è  possibile  descrivere  questa  caratterizzazione  come  un 
problema di ricerca nello spazio delle ipotesi avente i seguenti tratti distintivi: 
? Organizzazione  della  Ricerca,  è  la  strategia  generale  con  la  quale  lo  spazio  delle 
ipotesi  viene  esplorato.  Questa  strategia  si  relaziona  alla  porzione  di  ipotesi 
esplorate rispetto al loro numero totale. 
? Generazione  dei  Successori,  è  il meccanismo  attraverso  il  quale  possibili  varianti 
(candidati successori) delle ipotesi correnti sono proposti. 
? Misura di Valutazione, è  la  funzione attraverso  la quale  i candidati successori sono 










delle possibili  features di X,  con  X ′  =   n. Nel  caso binario wi    ?    {0,1}, mentre nel      caso 
continuo   wi  ?  [0,1]. 






? Ricerca esponenziale: corrisponde agli algoritmi che eseguono  ricerche  il cui costo è  
O( 2n). Fra di esse vi è la ricerca esaustiva che è un tipo di ricerca ottimo, nel senso che 
viene  garantita  la  migliore  soluzione.  Una  ricerca  ottimale  non  deve  essere 
necessariamente esaustiva; per esempio, se una misura valutativa è monotonica, un 
algoritmo di tipo Branch and Bound trova  la soluzione migliore senza esplorare tutto 








selezionato  non  è  possibile  tornare  indietro.  Sebbene  non  ci  sia  un  esplicito 
backtracking,  il numero di  tali passi deve essere  limitato da   O(n)   per poter essere 
qualificato  come  una  ricerca  sequenziale.  La  complessità  è  determinata  tenendo 
conto  del  numero  k  dei  subsets  valutati  durante  ogni  cambiamento  di  stato,  ed  il 
costo  di  questa  ricerca  è  quindi  polinomiale.  Di  conseguenza,  questi  metodi  non 




? Ricerca  casuale:  l’idea  che anima questo  tipo di  ricerca è usare  la  sua  casualità per 





 Accuratezza Complessità Vantaggi Svantaggi 
Esaustiva Trova sempre la 
soluzione ottimale 
Esponenziale Alta accuratezza Alta complessità 
Sequenziale 
Buona se non c’è 
bisogno di 
backtracking 
Quadratica Semplice e Veloce 
Non può fare 
backtracking 
Casuale 

















Descriviamo  i  possibili  operatori  che  agiscono  all’interno  del  processo  di  generazione  dei 





soluzione  corrente,  che  J  sia più grande  viene aggiunta alla  soluzione. Cominciando 
con    X’  =  {?},  il  passo  successivo  consiste  in 
{ }( ){ }' ' ' ': \ | è maggiorei iX X x X X J X x= ∈∪ ∪ .                      Il criterio di blocco può 
essere:  X ′ =  n’  (se  n’  è  stato  fissato  in  anticipo),  vedere  se  il  valore  di  J  non  è 
aumentato negli ultimi  j  steps oppure  se  supera un  certo valore prefissato.  Il  costo 
dell’operatore  è  O(n).  Il  principale  svantaggio  è  che  non  è  possibile  tenere  in 
considerazione  certe  interazioni di base  fra  le  features; difatti,se per esempio x1, x2   
sono tali che    J({ x1,x2})>>  J({x1})  ,  J({x2}), né x1 né x2     potrebbero essere selezionate, 
nonostante siano molto utili nella pratica. 
 
? Operatori di Backwarding: rimuovono  features dalla soluzione corrente X’,  fra quelle 
che  ancora  non  sono  state  rimosse.  Ad  ogni  passo,  la  feature  che  eliminata  dalla 
soluzione  corrente  fa  in modo  che  J  sia  più  grande  viene  rimossa  dalla  soluzione. 
Cominciando  con  X’  =  X,  il  passo  di  backwarding    è  :   




oppure si può verificare che    il valore di J non è aumentato negli ultimi  j steps o che 







Entrambi  gli  operatori  (  Forwarding  e  Backwarding  )  possono  essere  generalizzati 
selezionando, ad ogni step, subsets di k elementi  X ′′  e selezionando quello che rende 




backwarding. Se    f > b  il risultato è un operatore Forward, altrimenti sarà un operatore 
Backward.  Un  interessante  approccio  è  di  eseguire  gli  steps  forward  o  backward,  a 
seconda  dei  rispettivi  valori  di  J. Questo  permette  di  scoprire  nuove  interazioni  fra  le 
features, ottenendo un interessante “meccanismo di backtracking” . 
 
? Operatori Casuali  : questo gruppo  include quegli operatori che possono potenzialmente 
generare qualsiasi altro stato in un singolo step. Anche il resto degli operatori può avere 







? Probabilità  di  errore:  dato  che  lo  scopo  ultimo  è  quello  di  costruire  un  classificatore 
capace  di  etichettare  correttamente  le  istanze  generate  dalla  stessa  probabilità  di 
distribuzione, minimizzare  la probabilità  sembra  essere  la  scelta più naturale. Quindi  è 
anche una chiara scelta per J. 
? Dipendenza: queste misure quantificano quanto fortemente siano associate due features 
l’una  con  l’altra, nel  senso  che,  sapendo  il  valore di una,  sia possibile predire  il  valore 
dell’altra. Nel contesto della feature selection, più una feature viene valutata  in maniera 
buona, meglio predice la classe.    
? Distanza  interclasse:  queste misure  sono  basate  sul  presupposto  che  istanze  di  classi 
differenti sono distanti nello spazio di features. 
? Consistenza: una  inconsistenza  in X’ e  S  viene definita  come due  istanze  in  S  che  sono 












La  relazione  fra  un  determinato  algoritmo  di  selezione  delle  caratteristiche  e  l’induttore 
scelto  per  valutare  l’utilità  del  processo  di  feature  selection  può  assumere  tre  forme 
principali: embedded, filter and wrapper. 
 
























• Computazione veloce,  i  filters generalmente coinvolgono una computazione non 
iterativa sul dataset, la quale ha una velocità tipicamente superiore rispetto ad una 
sessione di addestramento di un classificatore. 
• Generalità,  siccome  i  filters  valutano  le  proprietà  intrinseche  dei  dati,  piuttosto 









Come svantaggi ho  invece  la tendenza a selezionare sottoinsiemi ampi, dato che  le funzioni 
obiettivo  di  filtering  sono  generalmente monotoniche.  L’utente  è  perciò  spesso  forzato  a 
selezionare un cut‐off arbitrario al numero di features selezionate. 
Per gli schemi wrappers invece ho come vantaggi : 
• Abilità nel generalizzare,  i wrappers hanno un meccanismo per evitare  l’overfitting, 
poiché  essi  utilizzano  tipicamente  misure  di  cross‐validation  dell’accuratezza 
predittiva. 





• Esecuzione  lenta,  il  metodo  può  diventare  non‐fattibile  per  classificatori 
computazionalmente intensivi, visto che il wrapper deve addestrare un classificatore 
per ogni sottoinsieme di features. 











Un  algoritmo  astratto  che  unifichi  il  comportamento  di  qualsiasi  FSA  è  illustrato  nella 
successiva  figura.  In particolare, essendo    L   una  lista di  subsets pesati di  features  (ovvero 
stati),    L   mantiene  in  corso  il  set  ordinato  di  soluzioni.  Gli  algoritmi  esponenziali  sono 
tipicamente  caratterizzati da  L ≥1    (un esempio è  il BRANCH   and   BOUND  ).  La presenza 
nella  lista  è  una  funzione  della  misura  valutativa.  I  metodi  di  ricerca  casuale  come  gli 
Algoritmi  Evolutivi  sono  caratterizzati  tipicamente  da  L >1  (la  lista  è  la  popolazione  ed  il 
weighting è  il valore di  fitness degli  individui). Gli algoritmi sequenziali mantengono  L = 1, 






di  successori  che  a  sua  volta  usa    J  .  Il  risultato  è  una  lista  aggiornata  e  l’eventuale 







S – campioni dei dati con features X, X = n 
J – misura di valutazione da massimizzare 
GS – operatore di generazione del successore 
 
L = start_point(X); 
while(stop(J, L)){ 
L := Search_Strategy(L, GS(J), X); 
X' = {best of L according to J}; 
if J(X') ≥ J(Solution) or ( ( )J X'  = J(Solution) 
and X' < |Solution|) 



























di  features. Difatti, quando  la  ricerca è vicina all’insieme vuoto, può essere potenzialmente 

















Sempre  al  contrario  del  SFS,  l’algoritmo  SBS  lavora  nella  maniera  migliore  quando  il 

















































fatte  sono  principalmente  frutto  di  un  dialogo  fra me  e  la  Dottoressa  Tiziana  Tarantino, 
radiologa  presso  l’ospedale  Santa  Chiara  di  Pisa.  Lo  scopo  principale  di  questo  incontro  è 
stato  quello  di  cercare  di  capire  quali  siano  le  considerazioni,  i  ragionamenti,  i  processi 










































Analizzando  l’una rispetto all’altra  le  figure 4.1 e 4.2 si può  fare un raffronto  fra quelle che 
sono  le  strutture  descritte  e  come  esse  appaiano  in  una  TAC  a  bassa  dose.  In  essa  viene 
utilizzata una  ‘’finestra’’ per parenchima polmonare:  successivamente  sarà  spiegato meglio 
cosa ciò significhi; per ora si può pensare in maniera molto semplicistica che ciò comporti, a 
livello  di  visualizzazione  dell’immagine,  che  si  veda  bianco  ciò  che  non  è  parenchima 
polmonare (il quale essendo pieno d’aria è  ipodenso, e perciò assorbe meno raggi X), e che 
quindi  ciò  che  di  bianco  si  vede  nel  parenchima  sono  le  altre  strutture,  come  vasi 
(soprattutto)  e  bronchi.  Bisogna  comunque  fare  attenzione  a  non  confondere  nella  TAC  il 





noduli  riscontrabili appunto  in una TC a bassa dose, e  la  loro classificazione. Oltre a quella 
banale  in  noduli  benigni  e maligni,  la  cosa  interessante  è  la  suddivisione  in  due  possibili 
tipologie di lesioni di natura maligna rintracciabili all’interno di una TC: 
 




















e quindi  il  colore nero puro, al valore di +1000 unità Hounsfield  relativo all’osso puro e al 




molto  forte  di  decisione.  Alla  stessa maniera  un  nodulo  con  TUTTA  DENSITA’  NEGATIVA, 















questo  terzo. Per  regolarità di  forma si  intende un MARGINE NITIDO, non necessariamente 
tondo; ad esempio una forma ‘’a fagiolo’’, o anche polilobata, se si ha un MARGINE NETTO è 
da  considerarsi  regolare  (si  chiarirà  più  avanti  cosa  si  intende  per  ‘’margine  nitido’’  o 
‘’netto’’).   Sempre relativamente a questo discorso, si può comunque avere  forma regolare 













Il  primo  tipo  di  nodulo  in  figura  partendo  da  sinistra  verso  destra,  relativo  alle  LESIONI 






vasi  che  si  trovano  al  suo  interno,  però  comunque  il  parenchima  rimane  composto 
prevalentemente da aria; perciò  l’alone, che può avere anche densità pari al grasso,  risulta 
essere  sempre  a  densità  maggiore.  Per  chiarire  ciò,  spieghiamo  meglio  il  concetto  di 
‘’finestra’’  nella  scala  Hounsfield.  Nella  pratica,  essendo  l’occhio  umano  in  grado  di 
distinguere  solo  16‐18  delle  2001  scale  di  grigio  presenti  nella  Hounsfield,  la  stessa  è 
suddivisa  appunto  in  finestre,  ognuno  relativa  ad  un  tipo  di  tessuto,  come  ad  esempio  il 






































































































































































































































































































































































































































Un nodulo con margini  lisci è  tendenzialmente benigno,   uno a  limiti  irregolari presenta un 































































































































































































15 mm  di  diametro),  che  per  regolarità  dei margini,  che  per  densità  (non  ho  presenza  di 
calcificazioni  complete,  con  densità  che  possono  anche  essere  parenchimatose),  risulti 
veramente  difficile  azzardare  delle  ipotesi.  L’unico  criterio  univoco  di  malignità  che  può 
portare al sospetto è quello delle dimensioni; ovvero anche se ho un nodulo aspecifico ma 
“grossotto”,  posso pensare con buona probabilità alla malignità. 




































































































































cercano  di  eliminare  l’infezione.  Bisogna  perciò  tener  presente  queste  somiglianze  fra 










Possiamo  citare  i  NODULI  PLEURICI  (vedi  figura  sui  fogli),  ovvero  noduli  della  pleura  che 
sporgono nel polmone, così come i noduli che sorgono dentro la SCISSURA, individuabili solo 
da una striata più spessa (a volte si vede solo un piccolo ispessimento con un addensamento 
della  pleura)  o  i  tumori  che  possono  insorgere  all’interno  di  lesioni  preesistenti  (come  ad 
esempio un tumore che sorge sopra una cicatrice di una vecchia polmonite con forma di una 
striata bianca).  










Un  discorso  fattomi  dalla  Dottoressa  Tarantino  a  sé  stante,  ma  secondo  me  molto 
interessante,  è  quello  concernente  l’influenza  che  la  posizione  del  nodulo  ha  sulla  natura, 
sullo sviluppo e sulle caratteristiche del nodulo stesso. Avendo presente  la distinzione fra  la 





Viceversa,  tanto più un nodulo  si  trova  vicino  all’ilo o alla pleura, e  tanto prima  se esso è 
maligno,  si  vedranno  quelle  strie  di  diffusione  che  tendono  a  congiungere  il  nodulo  alle 
strutture vicine, anche con un nucleo che rimane grossolanamente sferico  (se  invece avessi 
metastasi  esse  rimarrebbero  circolari:  sono  lesioni  A  CARATTERISTICHE  NON  INFILTRANTI 
anche se comunque possono tendere a crescere ).  
Questi  aspetti  possono  essere molto  rilevanti  secondo me,  perché  ad  esempio  se  ho  un 
nodulo  esterno di dimensioni magari  anche  rilevanti ma  con  caratteristiche di  regolarità e 



































Le  textures  sono un  importante elemento per  l’analisi di molti  tipi di  immagini. Esse  sono 
presenti  in  ogni  tipo  di  immagine,  da  quelle  ottenute  da  una  piattaforma  satellitare  alle 
immagini microscopiche di un campione di tessuto. 
A dispetto della sua importanza ed ubiquità nei dati di immagini, un approccio formale o una 
definizione  precisa  del  concetto  di  texture  non  esiste,  e  le  tecniche  di  discriminazione  di 
queste ultime sono spesso formulate ad hoc.  
Robert  M.  Haralick  [5],  descrive  il  concetto  di  texture  considerandola  non  figurativa  e 
cellulare, pensandola come un’area organizzata dell’immagine dove hanno luogo determinati 
fenomeni strutturati. Quando essa risulta essere scomponibile, può essere descritta mediante 
due  dimensioni:  la  prima  serve  per  descrivere  delle  PRIMITIVE  dalle  quali  la  texture 
dell’immagine  è  composta  e  la  seconda  dimensione  è  la  connotazione  delle  relazioni  e 
dipendenze spaziali tra tali primitive. 
La  prima  dimensione  concerne  le  primitive  tonali  o  proprietà  locali,  mentre  la  seconda 
riguarda l’organizzazione spaziale proprio delle primitive tonali: esse sono regioni che hanno 





Per  regione  tonale  si  intende  quindi  un  insieme  di  pixel  massimamente  connessi  aventi 
determinate proprietà di  tono, ed essa può essere valutata anche mediante  la sua  forma e 
dimensione. 
Una  texture di un’immagine è quindi descritta dal numero e dal  tipo delle  sue primitive e 
















interazioni  tra  di  esse.  Sfortunatamente  pochi  esperimenti  sono  stati  fatti  per  cercare  di 
mappare tali significati semantici in connotazioni precise delle proprietà di cui sopra. 





Per  questo  tendiamo  a  parlare  di  toni  e  di  textures  separatamente, mentre  invece  essi 
andrebbero  considerati  come  un  unico  concetto  (  Haralick  lo  definisce  “  tone‐texture 
concept” ). 
In  relazione  ad  esso,  si  può  dire  che  quando  un  ritaglio  di  area  ridotta  di  un’immagine 
presenta una  limitata  variazione nelle primitive  tonali,  la proprietà dominante di  tale  area 
risulta essere appunto il tono. Se invece ho che in tale ritaglio vi sono ampie variazioni delle 
primitive di tono, l’aspetto dominante diventa quello delle textures . 
Diventano  cruciali  in questa distinzione  la DIMENSIONE del  ritaglio di area  ridotta preso  in 






















singolo  filamento  d’erba  nel  caso  (b).    L’  immagine  (d)  è  costruita  con  primitive  che  sono 
comparabili  in  dimensione  con  il  pixel.  Risulta  invece  difficile  definire  a  prima  vista  le 
primitive per le figure (e) ed (f), raffiguranti rispettivamente un tessuto a riquadri e un tessuto 
lavorato a maglia. Analizzando più attentamente potremmo definire una struttura gerarchica 
perlomeno a due  livelli:  il primo  livello di primitive corrisponde ai  riquadri di  tessuto o alle 
strisce lavorate a maglia, ed il secondo alle textures più fini del singolo riquadro di tessuto o 
dei  singoli  punti  della  maglia.  Come  ribadito  da  questi  esempi  e  come  evidenziato 
precedentemente,  la  descrizione  delle  textures  è DIPENDENTE DALLA  SCALA  su  cui  siamo 
orientati. 
Il  prossimo  esempio  ci  mostra  come,  seppure  le  textures  di  immagini  siano  una 












E’  fondamentale perciò nel caratterizzare  la  texture,  tenere conto della sua struttura a due 
strati,  andando  quindi  ad  utilizzare metodi  che  abbiano  parti  relative  sia  all’analisi  delle 
proprietà delle primitive tonali, che all’analisi  dell’organizzazione presente fra queste. Se ho 
textures  artificiali,  o  comunque  con  primitive  deterministiche  con  certe  regole  di 
posizionamento  deterministiche  o  aleatorie,  l’approccio  tipicamente  utilizzato  è  quello 
STRUTTURALE, nel quale si fa uso di una grammatica o delle misure stocastiche per definire le 
relazioni  spaziali.  Se  invece  ho  a  che  fare  con  textures  naturali,  nelle  quali  ho  primitive 
posizionate  in maniera  aleatoria,  i metodi  strutturali  non  riescono  a modellare  in modo 











La feature  locale è definita attraverso  la combinazione delle  intensità a porzioni specificate, 
relativamente  ad  ogni  pixel  dell’immagine.  In  accordo  al  numero  di  punti mediante  cui  le 




oppure  come appartenenti al  secondo ordine, oppure  come  statistiche di ordine ancor più 
elevato. 





dell’intensità  i  all’interno  dell’immagine  è  calcolata  come  h(i)=  φ(i)/A,dove  A  è  l’area 
dell’immagine, ovvero il numero totale di pixel. 






































































Quando  il  problema  è  quello  di  classificare  le  texture  di  immagini,  esse  sono  spesso 
normalizzate  in modo  da  avere  la  stessa media  e  la  stessa  deviazione  standard,  dato  che 
queste statistiche sono condizionate dalle condizioni di input dell’immagine. 
Il  third  moment  misura  l’asimmetria  dell’istogramma,  vale  0  quando  quest’ultimo  è 
simmetrico,  e  quando  esso  è  “inclinato“  verso  sinistra  o  versi  destra  il  suo  valore  è 














Matrix  )  è  una  tabulazione  che  esprime  quanto  spesso  combinazioni  di  determinate 
luminosità di pixel (livelli di grigio) si presentano in una immagine. 




quali ovvero vengono presi  in considerazione gruppi di due  ( normalmente vicinanti  ) pixel: 
stavolta sono perciò prese in considerazione le relazioni spaziali tra i punti dell’immagine.  
In particolare  i due pixel presi  volta per  volta  sono detti pixel di  riferimento  ed  il  relativo  
“neighbour pixel”, ovvero il pixel vicino, prossimo. Il neighbour pixel può essere scelto in una 






Se  perciò  l’entry  (  0,3  )  della  GLCM  vale  2  con  d  =  1  e  θ=90o,  ciò  sta  a  significare  che 
nell’immagine considerata si verifica due volte che un dato pixel con intensità pari al valore 0 
abbia alla sua destra immediata un altro pixel con valore di intensità pari a tre. 
Spesso,  per  il  calcolo  delle  features  di  tessitura,  la matrice  GLCM  viene  portata  in  forma 







pixel vicino di valore 2  contribuirà all’incremento  sia dell’elemento  (3,2)  che dell’elemento 
(2,3) della matrice delle co‐occorrenze. Quindi, se  la GLCM viene resa simmetrica mediante 
questa  procedura,  identifico  con  una  sola  matrice  ben  due  direzioni  anziché  una,  l’una 
l’opposto dell’altra  ( difatti  spesso  si hanno matrici dei  livelli di  grigio dette  “  verticali  “,  “ 
orizzontali”, “ diagonali”).  
Una volta che la GLCM è stata resa simmetrica, l’ultimo passo che si fa prima del calcolo delle 




































numero  molto  elevato  di  celle  infatti,  molte  di  esse  saranno  riempite  con  degli  zeri,  in 
corrispondenza  di  combinazioni  di  livelli  di  grigio  che  non  si  presentano.    Poiché  la GLCM 
rappresenta un’approssimazione della distribuzione di probabilità congiunta fra due pixel,  la 
presenza di molti zeri nelle celle porta ad una approssimazione molto cattiva. Ridurre perciò il 













Se  in  tali  elementi  ho  probabilità  elevate  avrò  che  l’immagine  considerata  mostrerà  in 
































































= + −∑  
Questa  feature  utilizza,  contrariamente  al  Contrasto,  dei  pesi  che  decrescono 






















costruiti  relativamente a quante volte una  certa  coppia di pixel  intensity  ricorre all’interno 
dell’immagine: più ordinata sarà la texture, maggiori saranno i valori prodotti per le features 




















































perché nel momento  in cui ho coppie di  intensità tutte con  la medesima probabilità, 






anziché  direttamente  sulla matrice dell’immagine.  Esse  includono media,  varianza  (che 










Un  insieme  di  pixel  consecutivi,  con  lo  stesso  livello  di  grigio,  e  collineari  in  una  data 
direzione, costituisce una RUN del livello di grigio. La lunghezza di run è il numero di pixel che 
costituiscono  la  run stessa, mentre  il valore della  lunghezza di  run è  il numero di volte che 














una quantizzazione  su 16 bit  livelli di grigio è  spesso  sufficiente per  la discriminazione e  la 
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Mettiamo  che  f(x,y  )  denoti  il  valore  al  punto  (x,y)  nell’immagine.  La  forza  e  la  direzione 
dell’elemento di bordo localizzato appunto nel punto (x, y) sono calcolati come 
( ) ( ) ( )2 2e , , ,x yf fx y x y x y= +
 























1. Grossolanità  :  la densità degli elementi di bordo è una misura della grossolanità 
della texture. Più Fine è la texture, più alta è la densità del bordo.  
2. Contrasto: la media delle forze di bordo è una misura del contrasto. 
3. Casualità:  la  entropia  dell’istogramma  delle  forze  di  bordo  è  una misura  della 
casualità. 
4. Direttività:  la  direttività  rilevata  dall’istogramma  delle  direzioni  di  bordo. 
L’entropia  dell’istogramma  dà  una  misura  approssimativa  della  direttività.  Le 
direzioni della direttività sono date dal rilevamento di clusters nell’istogramma. Se 
2  N    (  N>0  )  i  clusters  sono  rilevati,  essi  indicano  la  direttività  in  N  direzioni. 
Comunque,  se  la  distribuzione  è  uniforme,  indica  che  non  c’è  direttività  nella 
texture. 
 
Viceversa,  le  seguenti  proprietà  strutturali  della  texture  sono  estratte  dalle  statistiche  di 
secondo ordine delle direzioni del bordo. 
 

































termini di  rugosità: ad una dimensione  frattale più alta corrisponde una più alta  rugosità e 
viceversa. 




del  livello  di  grigio  sul  piano  (x,y)  dei  pixel  dell’immagine:  immagini  con  un  valore  alto  di 





































con  l’intento  di  costituire  una  base  di  conoscenza  relativamente  al  problema  della 
classificazione  dei  noduli  polmonari  all’interno  di  un  sistema  di  diagnosi  automatica  dei 
medesimi. Si è  ricercato  il massimo dettaglio  in questa  fase per  far  sì  che  tale  conoscenza 
avesse una solidità tale da poter essere d’aiuto non solo in nell’ambito del nostro elaborato, 










distintivi nel processo di diagnosi effettuato dall’ esperto di  settore,  il  radiologo. Come già 
accennato,  il passo  successivo è quello di  tradurre questi elementi  in una  serie di  features 










Le  features di Analisi e Misurazione della  forma estraggono  informazioni quantitative dalle 
immagini, con  l’obiettivo di quantificarne  la  forma, contarne  il numero di strutture presenti 
descrivendo,  se  possibile,  anche  la  forma  di  queste.  Le  misurazioni  della  forma  sono 
grandezze  fisiche  dimensionali  che  caratterizzano  l’aspetto  di  un  oggetto.  L’obiettivo  in 
generale  è  quello  di  utilizzare  il  più  piccolo  insieme  necessario  di misure  per  connotare 
l’oggetto  adeguatamente,  affinché  possa  essere  classificato  in  misura  non  ambigua.    Le 
features di questa categoria cui ci siamo affidati sono le seguenti: 
• Compattezza,  in  letteratura    è  definita  come  il  rapporto  fra  l’area  di  un  oggetto  e 



























Le due prossime  features  forniscono misure  che  sono  sensibili  alla  lontananza della  forma 
dell’oggetto da un certo tipo di circolarità. 
 
































Essa misura  quanto  il mio  oggetto  differisca  da  un  oggetto  convesso  ed  è  definita 



























dove  ( )PC ⋅   e  ( )P ⋅   sono,  rispettivamente,  il  perimetro  convesso,  cioè  il  perimetro  del 
convex hull, e il perimetro. 
• Roughness, è definita in termini della distanza radiale, che è la distanza (espressa in pixel) 










forma  degli  oggetti,  sono  ampiamente  utilizzate  in  molti  campi  del  riconoscimento  di 
immagini. Per quel che riguarda la nostra attività, è importante rilevare che queste vengono 
utilizzate  con  successo,  ad  esempio,  nella  classifica  di  calcificazioni  nelle  radiografie  alla 
mammella. Anche  senza questi preamboli è comunque alla nostra portata,  sulla base della 
conoscenza  acquisita nel quarto  capitolo,  capire perché  la  selezione di queste  features  sia 
potenzialmente un’ ottima scelta. Abbiamo visto  infatti che  i criteri di dimensione,  forma e 
regolarità  dei  margini  sono  fondamentali  nel  processo  di  identificazione  corretta  di  un 
nodulo, e sono i primi che un radiologo va a valutare. Attraverso le definizioni date e le figure 






Si sono  inserite numerose  features di  tessitura nel macro‐vettore di caratteristiche, che  tra 
l’altro abbiamo già visto spiegate in dettaglio nel capitolo ad esse dedicato . Più precisamente 












In particolare  si calcolano 16 matrici di co‐occorrenza,  relative ovvero a 4 distanze  (1,2,3,4 

























Le  ultime  tre  caratteristiche  sono  la  risultante  della media  su  una  serie  di matrici  di  
















Abbiamo analizzato a  fondo  in un capitolo  intero  le  texture  features.  In esse è codificato  il 
contenuto informativo della tessitura dell’ immagine, e perciò la nostra speranza è che queste 
features  “comprendano”  le  proprietà  delle  diverse  tipologie  di  noduli  e  che  quindi  la  loro 










restanti 40 benigni, dei quali, peraltro, non conoscevamo  le caratteristiche visive  (ovvero  le 
tendenze  generali  dei  noduli  nel  dataset;  magari  tali  noduli  potevano  avere  delle 
accomunanze di cui tener conto nella selezione delle features). La metodologia da noi seguita 
per approcciarsi alla  feature  selection è  stata precedentemente  testata  su di un dataset di 
prova, il Satimage: essa è ben descritta nella Appendice di questo documento. Lo strumento 
da  noi  utilizzato  è  stato  il  PRTools  4.0,  un  tool Matlab  pensato  apposta  per  i  problemi  di 






una  serie  di  classificatori  standard,  ed  ogni  output  (sottoinsieme  di  features)  di  ciascun 
algoritmo viene processato in modo da mantenere l’informazione globale delle occorrenze di 
ciascuna  features  in  tutti  i  vari  algoritmi. Abbiamo poi usato un  secondo  script  che  invece 
miscela algoritmi di  forward  selection  con altri di  tipo  composto, ma  comunque  sempre  in 
avanti. Anche in questo caso si sono utilizzati una serie di classificatori “general purpose”. L’ 





















Compattezza 54 76 
Circolarità 33 46 
Convessità 22 43 














Media Grigi 16 31 
Deviazione Standard Grigi 14 30 
Deviazione Assoluta Grigi 4 14 
Skewness 1 10 
Kurtosis 8 13 












Energia Co-Occorrenze 0 6 
Entropia Co-Occorrenze 0 6 
Massimo Co-Occorrenze 0 3 
Contrasto Co-Occorrenze 0 2 















SRE 0 0 
LRE 0 4 
GLN 36 45 




























Media Bordi 0 2 
Entropia Bordi 0 0 
Linearità 0 17 
Periodicità 16 26 






sono  quelli  che  si  avvicinano  di  più  a  criteri  di  necessarietà.  Le  features  relative  alla 
distribuzione  statistica  e  spaziale  dei  livelli  di  grigio  non  hanno  ottenuto  punteggi  elevati, 
mentre quelle di edge direction ne hanno avuti di buoni. Il dataset utilizzato è troppo ridotto 









In  definitiva  abbiamo  selezionato  una  serie  di  caratteristiche morfologiche  e  di  tessitura, 
coerenti  con  le  conoscenze  di  settore  acquisite mediante  un’approfondita  analisi.  Su  tale 
insieme  di  caratteristiche  abbiamo  applicato  delle  strategie  di  feature  selection  molto 
generali. Gli output di  tali  routines non hanno prodotto  smentite ad esempio  riguardo alle 
features  di  shape  description  che,  a  monte  del  nostro  operato,  erano  state  date  come 





















I dati di questo database derivano da  foto  satellitari  scattate mediante un    Landsat Multi‐
Spectral Scanner del NASA Australian Centre. Una foto del Landsat MSS  imagery consiste di 
quattro  immagini digitali della stessa scena, ma  in differenti bande spettrali. Due di queste 










pixel nelle quattro bande  spettrali  (  convertite  in   ASCII  ) di ognuno dei 9 pixels nei 3  x 3 
adiacenti e un numero indicante l’etichetta di classificazione del pixel centrale.  
Lo  scopo  è  di  prevedere  questa  classificazione,  dati  i  valori  multi  spettrali.  Il  database 




























numericamente,  si  costruisce  (mediante  il  comando  DATASET  )  dalla  matrice  ottenuta  il 
relativo dataset. Nel  fare questo bisogna passare al comando un vettore di etichette per  le 
features e per le classi, che noi abbiamo lasciato numeriche. Si vanno poi a definire una serie 
di  untrained  classifiers, memorizzandoli  insieme  in  un  apposito    cell  array,  e  andandoli  a 




1 2 3 4
5 6 7 8
9 10 11 12
13 14 15 16
17 18 19 20
21 22 23 24
25 26 27 28
29 30 31 32





























 Come previsto  i vari errori  risultano  in  tutti  i casi molto  ridotti. Si  inizia poi a  fare qualche 




scelta  la  feature migliore  in  base  al  criterio  scelto  (tipicamente  l’accuratezza  con  un  dato 


























features  varino molto da  classificatore a  classificatore. Per questo  siamo passati  a provare 
degli script che contenessero approcci alla selezione delle features più generali .  












Il  risultato  prodotto  non  sembra  dare  risultati  soddisfacenti,  difatti  nessuna  delle  quattro 
features  rilevanti  (ovvero  quelle  che  vanno  dalla  numero  17  alla  numero  20)  del  dataset 
Satimage sembra essere in qualche modo evidenziata sopra le altre.  
Il  nostro  tentativo  successivo  allora  è  quello  di  utilizzare,sempre  sul  dataset  A  di  640 
elementi,  una  funzione  crea_occorrenze  e  uno  script  disegna,  costruiti  nella  seguente 
maniera  :  la  funzione  crea_occorrenze  esegue  una  serie  di  routines  di  Forward  Feature 
Selection, con 4 classificatori (i soliti LDC,QDC,LOGLC,1‐KNN) e per una serie di valori diversi 








crea_occorrenze e  sempre  sul dataset A naturalmente. Ritornando  invece allo  script che  fa 
parte  del  nostro  strumento  di  studio,  ovvero  l’ M‐file  disegna,  esso  utilizza  la matrice  di 
occorrenze prodotta appunto dalla crea_occorrenze, andando a rappresentare graficamente, 
mediante  un  istogramma,  con  quale  frequenza  ciascuna  delle  36  features  del  dataset 
Satimage  è  stata  selezionata  dalle  routines  di  Feature  Selection  utilizzate  dalla  funzione 
precedente. Naturalmente, nel caso che il valore del flag fosse stato impostato al valore false, 






dagli  algoritmi  di  Forward  Evaluation,  assegnando  ai  vettori  di  features  ottenuti  da  questi 
come output dei pesi, il cui valore andava da K a 1 in maniera decrescente, man mano ovvero 
che diminuiva  la posizione occupata dalla particolare  feature nel particolare mapping. Tale 
peso  rappresentava  poi  l’incremento  effettivo  effettuato  del  numero  totale  di  occorrenze 
della  features  in  questione.  Nella  pratica,abbiamo  utilizzato  la  funzione  crea_occorrenze 
passandole  come  parametri,  oltre  naturalmente  al  dataset  A  già  creato  e  utilizzato  in 
precedenza, un vettore di indici così composto 
indici =     4     6     8 













dopo  ben  44  ore  e  22 minuti  circa.  Ciò  indica  che  la  routine  featsellr  che  implementa  la 
Selection  Plus  L  Minus  R  ha  sicuramente  un  costo  computazionale  molto  elevato 
specialmente  all’aumentare  del  valore  dei  K  analizzati  (che  comunque  nel  nostro  caso  si 




Ne è  la prova  il  fatto  che nella  figura 8, dove  sono  state eseguite anche  le  routine Plus  L‐
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