Abstract-In wafer manufacturing, with the shrinking down of wafer lot size, cluster tools are frequently required to switch from handling one lot of wafers to another, resulting in more transient processes, including start-up and close-down processes. In the existing work, optimal scheduling of start-up process for time-constrained single-arm cluster tools has been addressed under the assumption that each processing step consists of just one process chamber. This work relaxes this strict restriction by treating that multiple process chambers could be configured for processing steps. By building Petri net model for the start-up process, a linear program is derived to search a feasible schedule with minimal makespan for timeconstrained single-arm cluster tools with parallel chambers for the first time. One industrial example is given to demonstrate the effectiveness of the obtained results.
I. INTRODUCTION
As a kind of computer-controlled complex equipment, cluster tools, as shown in Fig 1, are formed by several process chambers (PCs), two loadlocks, and one robot.
Wafer residency time constraint (WRTC) is critical for many wafer fabrication processes, which requires that a processed wafer in a PC can reside there for no more than a given time and its violation could result in a quality problem [3, 14] . A cluster tool with such a constraint is called a timeconstrained one.
Much effort has been done for scheduling cluster tools with WRTC [3, 9, 14, 15, [18] [19] [20] [21] . In [15, 18] , for timeconstrained single and dual-arm cluster tools, a feasible schedule can be easily obtained by analytical expressions if the schedulability conditions are satisfied. In [20] , two linear programs are developed to find a feasible schedule for singlearm cluster tools. In comparison with [15] where the scheduling strategy is limited to be backward, the strategy in [20] can be arbitrary. Due to product customization and shrinking down of wafer circuit line width, the wafer lot size is becoming smaller and smaller. Hence, a cluster tool often needs to switch from handling one lot of wafers to another, resulting in more transient processes [4-8, 13, 22] . Thus, scheduling a transient process becomes an important issue to be addressed.
In [13, 22] , by developing a Petri Net (PN) model to describe the characteristics of single-arm cluster tools, scheduling algorithms are developed to search for an optimal and feasible schedule for the start-up and close-down processes with a WRTC, respectively. However, only one PC is configured for each processing step in their work. In practice, to balance the workloads, multiple PCs need to be configured in parallel for a processing step.
Compared with [13, 22] , this work addresses scheduling problem of start-up process of single-arm cluster tools where there are multiple PCs for some steps and the wafer residency time for different PCs for the same step can be different. Thus, the addressed situations are more practical and challenging.
In comparison with the existing work, this work makes the following primary contributions: 1) Establish for the first time a timed PN to model the start-up process of single-arm cluster tools with parallel chambers; and 2) Derive a linear program to obtain a feasible schedule with minimal makespan for the start-up process. In the next Section, a timed PN model is developed for the start-up process. Based on it, Sections III derives a linear program to obtain an optimal and feasible schedule for the start-up process. An example is used to demonstrate the effectiveness of the proposed approach in Section IV. Finally, conclusions are summarized in Section V.
II. SYSTEM MODELING AND CONTROL
Let ℕ n = {1, 2, …, n} and  n = ℕ n {0}. For a singlearm cluster tool, we assume that it consists of n processing steps (except the loadlocks) and a step may be composed of m i (m i  1) PCs. Thus, a wafer flow pattern can be indicated by (m 1 , m 2 , …, m n ). For concise presentation, the loadlocks
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Let ℕ n = {1, 2, …, n} and  n = ℕ n {0}. For a singlearm cluster tool, we assume that it consists of n processing steps (except the loadlocks) and a step may be composed of are treated both as Step 0 and
Step n + 1 with no processing function. For a single-arm cluster tool in the steady state, a backward strategy is optimal [10] since in most cases, the wafer processing time is much longer than the robot activity time. For the start-up process, Kim et al. [6] prove that a generalized backward strategy can obtain a schedule to achieve a minimal makespan in most cases. Hence, such strategies are adopted for the steady state and start-up process in this work. As backward strategy is well known in this field, we just explain how it is generalized for the start-up process in the follows.
Generalized Backward Strategy for Start-up Process
For the start-up process, let M d , d  ℕ n , denote the state at which there are m i wafers being processing at Step i, i  ℕ d , while
Step j, d  j  n, is idle. M 0 represents the initial state at which each PC is empty. 
For the steps with parallel chambers, wafers in them follow a "first-in-first-out" rule. Thus, the generalized backward strategy for the start-up process can be denoted as follows:
1. (1, m n ) , for each PC, there is one wafer that is being processed. The start-up process of a cluster tool with wafer flow pattern (2, 2, 1) is illustrated in Fig. 2. 
Finite Capacity Petri Net
As an efficient method for modeling, analysis, and control, PNs are widely applied in discrete manufacturing systems [2-5, 11-12, 15-16, 23-26] . Following the work in [15, 17] , their basic definition is given as follows.
Definition 1: A finite capacity PN is a six-tuple digraph with the following set of elements.
1) P = {p 1 , p 2 , …, p m } is a finite set of places. 2) T = {t 1 , t 2 , …, t n } is a finite set of transitions, where P  T =  and, P  T  . 3) I: (P  T)  N = {0, 1, 2, …} is an input function specifying the existence of a directed arc from place p to transition t with weight I(p, t). 4) O: (P  T)  N is an output function specifying the existence of a directed arc from t to p with weight O(p, t).
T is a marking where M(p i ) represents the number of tokens in p i . 6) Ҝ: a capacity function with Ҝ(p) denoting the maximum number of tokens that p can accommodate. Details about the transition enabling and firing rules of PNs can be found in [15, 17] . Next, we use the finite capacity PN to model the system.
Modeling the Steady State and Start-up Processes
With a backward strategy, the PN model for a single-arm tool under the steady state is developed in [20] and it is depicted in Fig. 3 .
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Step 1 r
Step j
Step n p n l n In Fig. 3 , p 0 models the loadlocks with Ҝ(p 0 ) = m representing that there are always wafers to be processed in the loadlocks. For Step j, j  ℕ n , place p j with Ҝ(p j ) = m j models the step and indicates that there are m j PCs. For each
Step j, j   n , place q j with Ҝ(q j ) = 1 models that the robot waits there and ready to remove a processed wafer from one of the PCs. Place z j , j   n , with Ҝ(z j ) = 1 represents that the robot rotates from Step j-1 to j with a wafer being held. Note that both Step 0 and
Step n + 1 model the loadlocks. Hence, z 0 models the robot moving from Steps n to 0 or n + 1 with a wafer being held. The robot is modelled by place r with Ҝ(r) = 1.
The loading/unloading activity of the robot at Step j, j   n , is modelled by transition l j /u j . The robot moving from a different step to j with no wafer being held is modelled by y j , j   n . Note that y j , j  ℕ n , can also denote the robot moving at Step j from its one chamber to another with no wafer being held. Then, by adding arcs (u j-1 , z j ), (z j , l j ), (l j , p j ), (p j , u j ), (l i , r), (r, y j ), (y j , q j ), and (q j , u j ), j   n , we can obtain the PN structure for the system in the steady state as shown in Fig. 3 .
For the start-up process, when the tool is started for operation, the robot acts according to task sequence: unloading wafer 1 from one loadlock  moving to Step 1  loading it there  moving back to the loadlock if m 1  2, otherwise, state M 1 is reached  unloading wafer 2 from one loadlock if m 1  2  moving to Step 1  loading it there  …  unloading wafer m 1 from one loadlock  moving to
Step 1  loading it there such that state M 1 is reached.
During the evolution process from Fig. 4 , where the meaning of the places and transitions is identical to that in Fig. 3 . Note that, in Fig. 4 ,
Step d-1
Step With the PN models in Figs. 3-4 , we need to ensure that the backward strategy and generalized backward strategy can be realized with no deadlock. To do so, for the steady state, by following [15] , a control policy is given as follows. By Wu et al. [15] , with Definition 2, the PN in Fig. 3 is deadlock-free in the steady state. Next, for the start-up process, a control policy is given as follows. fires. Repeat these processes until M(p 2 ) = m 2 and M(p 1 ) = m 1 such that state M 2 is reached. In this way, we can reach state M 2 . By continuing this process, we finally reach M n , which means that the generalized backward strategy for the start-up process can be realized with no deadlock.
Modeling Activity Time
To describe the temporal behavior of the PN models shown in Figs. 3-4 , we associate both transitions and places with time. By following [1, 3] , we assume that:
1) The time taken by a robot loading/unloading activity at a step is a deterministic constant and denoted by ; and
2) The time taken by a robot moving activity between two chambers with or without carrying a wafer is also a deterministic constant and denoted by . 
Moving from a different step to
Step i, i  n, with no wafer being held, or moving between PCs at Step i, i  ℕ n, with no wafer being held
Let  i represent the wafer processing time at
Step i, i  ℕ n .
After being processed, a wafer can stay in a chamber for at most  i , i  ℕ n , time units. Let  i represent the wafer residency time at
Step i, i  ℕ n . The time associated with different transitions and places is summarized in Table I . Consider the WRTC, a feasible schedule is defined as follows. Definition 5 [15] : In the PN models shown in Figs. 3-4, if
Step i, i  ℕ n , has the WRTC interval [ i ,  i + i ] and whenever u i starts to fire,
schedule is feasible.
III. START-UP PROCESS SCHEDULING
To test if a schedule is feasible, we need to calculate the wafer residency time in each chamber. At
Step i, i  ℕ n , assume that the robot finishes loading a wafer into chamber at time instant  1 and the unloading of this wafer begins at time  2 . Then, the wafer residency time at
Step i is  i =  2 - 1 .
Hence, for each wafer, to calculate  i , we need to know  1 and  2 . To do so, for the start-up process, we let:
denote the time when the robot starts to unload the jth wafer from
Step i during the process , 1) denote the time when the robot finishes loading the jth wafer into
Step i during the process
denote the robot waiting time before it unloads the jth wafer from
Step i during the process 
In this way, state M 1 is reached. Next, the model shown in Subject to: (3.1)-(3.18). In LP1, the objective is to minimize the total robot waiting time. In practice, a cluster tool usually consists of 6-8 PCs such that the above linear program can be efficiently solved by using a commercial solver, i.e., it is computationally efficient.
During the start-up process, with a generalized backward strategy, both the robot task sequence and activity (including unloading, moving and loading) time are deterministic and known. What we need to do for scheduling such a process is to determine the robot waiting time at the steps. The sum of time taken for the robot actions and waiting is the time taken for start-up process. By (3.19) , the total robot waiting time is minimized. Thus, by solving LP1, the makespan for the startup process is minimized. Furthermore, the WRTC is embedded into (3.17) and (3.18), i.e., the feasibility for the obtained schedule is ensured. Hence, we have the following result immediately.
Theorem 3.1: For the start-up process of a single-arm cluster tool with WRTC, with the generalized backward strategy, if there is a solution by solving LP1, the obtained schedule is optimal and feasible.
With Theorem 3.1, the remaining question is whether an optimal and feasible solution can be found for any tool by LP1. To answer this question, we introduce the virtual wafer method which is proposed by Wu et al. [15] for the start-up process.
During the start-up process, with the virtual wafer method, it is assumed that there is one virtual wafer in each chamber at the beginning such that, during the process from the idle state to the steady state, the tool operates with the way that is adopted under the steady state (the schedule under the steady state can be obtained according to Wu et al. [15] ). In this way, each time when the robot needs to unload a wafer from the loadlocks, it unloads a real one and, when it requires to load a wafer into the loadlocks, it loads a virtual one. After all virtual wafers are removed from the system, it reaches the steady state. Note that, in this work, it is assumed that there is a feasible cyclic schedule for a time-constrained single-arm cluster tool. This assumption is reasonable since we do not need to optimize the start-up process if there is no feasible cyclic schedule. Then, during the state evolution process 
IV. ILLUSTRATIVE EXAMPLE
A cluster tool has a wafer flow pattern (1, 2, 1). For a PC at Steps 1, 2, and 3, it takes 50, 160, and 69 time units to process a wafer and, after being processed, a wafer can stay there for at most 20, 26 and 15 time units. It needs 10 time units to do unloading/loading at each step, and 2 time units to move between two different chambers with or without holding a wafer, i.e.,  1 = 50,  2 = 160,  3 = 69;  1 = 20,  2 = 26,  3 = 15; and  = 10, and  = 2. For this example, by Wu et al. [15] , a feasible schedule with cycle time 115 is obtained and the robot waiting time is set as: w 0 = w 1 = w 2 = 0, and w 3 = 19, where w i , i   3 , denotes the robot waiting time at
Step i in the steady state. With the virtual wafer method proposed by Wu et al. [15] , it takes 367 time units to finish the start-up process.
With LP1, an optimal and feasible schedule for the start-up process is obtained with robot waiting time being set as shown in Table II 
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Its simulation result is shown in Fig. 5 and it takes 324 time units to complete the start-up process. Compared with the result obtained by Wu et al. [15] , it reduces 11.7% and it is significant.
V. CONCLUSIONS
Cluster tools are widely used to process wafers in semiconductor manufacturing. Recently, diversified customer needs as well as corrective and preventive maintenance lead to frequent close-down and start-up processes for them. For some wafer manufacturing processes characterized by wafer residency time constraint, which requires a processed wafer has to be removed from a chamber in a limited time, the scheduling problem is more challenging. This work represents the first one that studies the challenging problem of scheduling start-up process for time-constrained singlearm cluster tools with parallel chambers. Based on a generalized backward strategy, this work first develops a Petri net model to reveal the behavior during the start-up process, with which a linear program is formulated to search an optimal and feasible schedule, as a result, such a schedule can be efficiently found.
In this work, all the activity time is seen as deterministic. However, they may be subject to random variation, leading to residency time fluctuation in a chamber, which could make a feasible schedule obtained under fixed activity time infeasible. Hence, the scheduling problem becomes more complex and challenging and it is our future work. It is also very meaningful to extend the obtained result to dual-arm cluster tools.
