Abstract
Introduction
Increasing processing power, network bandwidth, main memory, and disk capacity has been enabling efficient and scalable parallelizations of a wide class of applications that include data mining [10, 21] , scientific visualization [5, 17] , and simulation [18] . These applications are not only demanding in terms of system resources, but also a parallelization challenge, since they are usually irregular, I/Ointensive, and iterative. We refer to them as I 3 applications or jobs. As irregular jobs, their execution time is not really predictable, and pure analytical cost models are usually not accurate. The fact that they are I/O intensive make them even less predictable, since their performance is significantly affected by the system components and by the amount of overlap between computation and communication that is achieved during the job execution. Further, I 3 jobs perform computations spanning several data domains, not only consuming data from those domains, but also generating intermediary them, increasing the volume of information to be handled in real time. Finally, iterativeness raises two issues that affect the parallelization: locality of reference and degree of parallelism. The locality of reference is important because of the access patterns vary over time with each iteration. The degree of parallelism is a function of the data dependencies among iterations. As a consequence of these characteristics, scheduling of I 3 jobs is quite a challenge, and determining optimal scheduling for them is a very complex task, since it must consider locality, input size, data dependences, and parallelization opportunities.
Generally speaking, parallel job schedulers have been designed to deal with CPU-intensive jobs [4, 6, 7, 8, 13, 14, 15, 16, 20, 23, 25] . Some researches have proposed strategies to deal with I/O-intensive and irregular jobs [2, 3, 17, 18, 19, 22, 24] , but not with I 3 jobs. In this paper we investigate the scheduling of I 3 jobs, in particular filter-labeled stream programs [5] . Those programs are structured as filters that communicate using streams, where parallelism is achieved by the instantiation of multiple copies of any given filter. Consistent addressing among filter instances is guaranteed by the use of labels associated with any data that traverses a stream. These programs are fundamentally asynchronous and implemented using an event-based paradigm. In the scope of this work, a job is the execution of a program with specific input parameters on specific data using a number of filter instances for each filter. The main issue is that each filter demands a different amount of CPU and I/O and, in order to be efficient, there must be a continuous and balanced data flow between filters. Our premise is that the balance of the data flow between filters may be achieved by scheduling the proper number of filter copies or instances. In this paper we propose, implement, and evaluate a parallel job scheduling strategy called AnthillSched, which determines the number of filter instances according to each filter's CPU and I/O demands and schedules them. We evaluate AnthillSched using logs derived from actual workloads submitted to the Tamanduá 1 system, which is a data mining service that executes data mining I 3 jobs on Anthill, our filter-stream run time system.
This paper is organized as follows. We present the related work in Section 2. The following section introduces the Anthill programming environment, and Section 4 describes our proposed scheduling strategy. We then present the workload, metrics, experimental design, results and the performance analysis of AnthillSched in the remaining sections. Finally, we present our conclusions and future work.
Related Work
While we are not aware of works on scheduling I 3 jobs, other researchers have addressed the issue of scheduling parallel I/O-intensive jobs. Wiseman et al. [22] presented Paired-Gang Scheduling, in which I/O-intensive and CPUintensive jobs share the same time slots. Thus, when an I/Ointensive job waits for an I/O request, the CPU-intensive job uses the CPU, increasing utilization. This approach indicates that processor sharing is a good mechanism to increase performance in mixed loads.
Another work [24] shows three versions of an I/O-Aware Gang Scheduling (IOGS) strategy. The first one, for each job, looks for the row in the Ousterhout Matrix (time-space matrix) with the least number of free slots where job file nodes are available, considering a serverless file system. This approach is not efficient for workloads with lower I/O intensity. The second version, called Adaptive-IOGS, uses IOGS, but also tries the traditional gang scheduling approach. It fails to deal with high I/O-intensive workloads. The last version, called Migration-Adaptive IOGS, includes the migration of jobs to their associated file nodes during execution. This strategy outperformed all the other ones.
A job scheduling strategy for data mining applications in a cluster/grid is proposed in [19] . It groups independent tasks that use the same data to form a bigger job and schedules it to the same group of processors. Thus, the amount of transferred data is reduced and the jobs performance is increased.
Storage Affinity is a job scheduling strategy that exploits temporal and spatial data locality for bag-of-tasks jobs [18] . It schedules jobs close to their data according to the storage affinity metric it defines (distance from data) and also uses task replication when necessary. It has presented better performance than XSufferage (a priori informed) and WQR (non-informed).
Finally, a very closely related work is LPSched, a job scheduling strategy that deals with asynchronous data flow I/O-intensive jobs using linear programming [17] . It assumes that information about job behavior is available a priori and it dynamically monitors cluster/grid resources at run time. It maximizes the data flow between tasks and minimizes the number of processors used per job. AnthillSched differs from LPSched in many points: it supports labeled streams and iterative data flow communication; it uses a simple heuristic and does not use run-time monitors.
The Programming Environment
A previous implementation of the Filter-Stream programming model [1] is DataCutter, a middleware that enables efficient application execution on distributed heterogeneous environments [5] . DataCutter allows the instantiation of several copies of each filter (transparent copies) at runtime so that the application can balance the different computation demands of different filters as well as achieve high performance. The stream abstraction maintains the illusion of point-to-point communication between filters, and when a given copy outputs data to the stream, the middleware takes care of delivering the data to one of the transparent copies on the other end. Broadcast is possible, but selecting a particular copy to receive the data is tricky, since DataCutter implements automatic destination selection mechanisms based on round-robin or demand driven models.
We extend that programming model in the Anthill environment by providing a mechanism named labeled stream which allows the selection of a particular copy as destination based on some information related to the data (the labels). Such extension provides a richer programming environment, making it easier for transparent copies to partition global state. Besides that, Anthill provides a task-oriented framework, in which the application execution can be modeled as a collection of tasks and that represent iterations over the input data that may or may not be dependent on one another. In that way, Anthill explores parallelism in time and space, as well as it makes it easy to exploit asynchrony.
As we see in Figure 1 , a job in Anthill explores time parallelism like a pipeline, since it is composed of N filters (processing phases or stages) connected by streams (communication channels). This job model explicitly forces the programmer to divide the job in well defined phases (filters), in which input data is transformed by each filter into another data domain that is required by the next filter.
The Anthill programming model also explores spacial parallelism, as each filter can have multiple copies, or instances, executing in different compute nodes. Each communication channel between filters can be defined as pointto-point, to direct each piece of data to a specific filter copy (either round-robin or by defining a labeled stream) or broadcast, where data is copied to all filter copies of the filter in next level. A consequence of spacial parallelism is data parallelism, because a dataset is automatically partitioned among filter copies. Together with streams, data parallelism provides an efficient mechanism to divide I/O demand among filters, while labeling allows data delivery to remain consistent when necessary.
The task-oriented interface is what allows Anthill to efficiently exploit the asynchrony of the application. Each job is seen as a set of work slices (WS) to be executed which may represent each iteration of an algorithm and may be created dynamically, as input data is being processed (that is particularly useful for data-dependent, iterative applications). A work slice W S i is created, its data dependencies to any previous slice W S j is explicitly indicated. That gives Anthill information about all synchronization that is really required by the application, allowing it to exploit all asynchrony in slices that already had their dependencies met.
Anthill Scheduler
It should be noted that Anthill's programming model deals with only qualitative aspects of I function AnthillSched (i, p : integer) : array of integer for 1 to m do for j = 1 to n do though we may not be able to get to an optimal solution, with the simpler scheduling strategy, however, we still expect to eliminate possible bottlenecks and provide a continuous data flow with high asynchrony to I 3 jobs. Given a program that must be scheduled, the domain of its input parameters must be first identified and clearly mapped. AnthillSched requires q controlled executions, one for each possible permutation of the input parameters. For example, if we have input parameters A and B, and each parameter can assume 10 different values, we have 100 possible permutations. A controlled execution is the execution of a job with one copy of each filter (sequential pipeline) with certain combination of input parameters (say, combination i). For each job execution, we collect the number of input bytes B ij and the execution time E ij for each filter j.
In Anthill, each job is executed according to a FCFS strategy with exclusive access to all processors in the cluster. When a new job arrives, Anthill executes AnthillSched with the job's set of input parameters (i) and the number of available processors (p) as input. The scheduler outputs the number of filter copies C i j for each filter j (represented as a whole as C i ), after m iterations. First, for each iteration, the number of copies of each filter C ij is calculated according to Fig. 2 , where n is the number of filters in the pipeline for that application. In this step, we normalize the number of input bytes B ij and the execution time E ij dividing them by the total sum of bytes and execution times, respectively. Then, we sum the normalized values and divide it by two, in order to obtain the relative resource requirements of each filter. For example, if we had a job with 3 filters, we might find that filter1, filter2 and filter3, respectively, utilize 0.6, 0.2 and 0.2 of the total of resources to execute the job. Finally, according to the number of available processors p, we calculate the number of copies C ij proportionally to the relative requirements of each filter.
The second step in Fig. 2 handles broadcast operations, since when a broadcast occurs between two filters, the number of input bytes of the destination filter will increase according to it's number of copies. For every filter j, we must consider its stream to the next filter q (q = (j + 1)mod(n)); that stream is identified as S jq . If S jq is a broadcast stream, the number of input bytes received by the destination filter B iq must be multiplied by its number of copies C iq . Thus, AnthillSched must recalculate the number of input bytes B iq .
If we have a large number of possible input permutations, it is not feasible to run all controlled executions and store them. A solution in this case is to consider only a sampling of the possible permutations. When a new, or not considered, combination of input parameters of a job is found, an interpolation between the two nearest combinations can approximate the number of copies for each filter for that job.
For
During to preliminary tests, we verified that controlled executions that spent less than 5 seconds do not need to be parallelized. This threshold can vary according to the jobs and input data, but as a general rule, short sequential jobs do not need to be parallelized to improve performance. Thus, we created an optimized version of AnthillSched that determines if a certain job must execute in parallel (more than one copy per filter). Otherwise, it executes a sequential version of the job. We named this version Optimized AnthillSched (OAS).
Results
In this section we evaluate our scheduling strategy by applying it to a data mining application: the ID3 algorithm for building decision trees. In particular, we want to investigate whether the number of filter copies C i for a I 3 job depends equally to the number of input bytes B ij and execution time E ij of each filter j. Thus, if the number of each filter's copies C i j is uniformly distributed according to B ij and E ij , we eliminate possible bottlenecks and provide a continuous data flow with high asynchrony for a job.
To test and analyze our hypothesis, we compared two versions of AnthillSched (non-optimized and optimized) to other two job scheduling strategies: Balanced Strategy (BS) and All Strategy(AS). The proposed strategies use the maximum number of processors available. The BS tries to balance the number of processors assigned to each filter, considering that each filter has an equal load. For example, if we have a job with 3 filters and a cluster of 15 processors, each filter will have 5 copies. In AS, every filter has one copy on every processor, executing concurrently.
Experimental Setup
For the workload we used real logs of data mining jobs executed in Tamanduá platform by its users. As previously mentioned, Tamanduá is a scalable, service-oriented data mining platform executing on different clusters and that uses efficient algorithms with large databases. The logs used are from clusters were Tamanduá is being used to mine government databases (one on public expenditures, another on public safety -911 calls). Today, there are various data mining algorithms implemented in Anthill such as A priori, K-Means, etc. In our experiments, we are concerned with ID3 (a decision tree algorithm for classification) [10] . The main input parameter that influences ID3 is the minimum node size, which determines the minimum number of homogeneous points needed to create a node in the tree. Based on real logs from Tamanduá, we characterized the inter-arrival time between jobs as shown in Fig. 3(b) and the minimum node size pattern all jobs in Fig. 3(a) . As we see in Fig. 3(a) , the majority of minimum node size values are concentrated between 0 and 10. In ID3, as an approximation, the minimum node size may be considered inversely proportional to the execution time, so it means that long-running jobs are predominant over short jobs.
Based on the characterization of Tamanduá logs, we created a workload model that uses the inter-arrival time pattern between jobs and the minimum node size pattern. It was verified that the inter-arrival time (Fig. 3(b) ) fits in an exponential distribution with parameter λ = 0.00015352, with chi-square test value equal to 0. The minimum node size can fit in a Pareto distribution with parameters θ = 0.61815 and a = 0.00075019, where θ is the continuous shape parameter and a is the continuous scale parameter (Fig. 3(a) ). Using a workload generator, we generated 10 workloads, each one composed of 1000 jobs executing the ID3 algorithm with minimum node size and submission time derived from the distribution in Figure 3 .
To test the scheduling strategies under different conditions, we varied the load (job arrival rate) between low, medium and maximum. The low load considered the interarrival time between jobs based on all points shown in 3(b), so it has long periods of inactivity and a few peak periods, in which the inter-arrival time between jobs is small. To create the medium load workload, we used for the inter-arrival time only a subset of Fig 3(b) with the peak periods. Finally, the maximum load assumes that all jobs of the workload arrive at same time; in this case we just ignore the inter-arrival time between jobs.
JobExecT ime i (1)
JobExecT ime i To evaluate our proposal, we used 5 performance metrics: workload execution time (Eq. 1), workload idle time (Eq. 2), mean job response time (Eq. 4), mean job wait time (Eq. 3) and mean job slowdown (Eq. 5). As the parallel computer, we used a Linux cluster composed of 16 nodes with 3.0 GHz Pentium 4 processors, 1 GB main memories and 120 GB secondary memories each, interconnected by a Fast Ethernet Switch.
Experimental Results
Using the workload derived from the previous characterization, we present some experimental results in order to evaluate the effectiveness of the scheduling strategies discussed. More specifically, we evaluate how well the scheduling strategies work when the system is submitted to varying workload and number of processors.
In order to evaluate the impact of the variability of the workload on the effectiveness of the strategies, we increased the load on each experiment to test which scheduling strategy presents a better performance to each situation and which strategies are impossible to use in practice. In the first three experiments (low, medium and maximum load), we used a cluster configuration composed of only 8 processors.
With the maximum load, we saturated the system to test the alternatives. In our final experiment (scalability under maximum load), we compare the two best strategies with the same optimizations and analyze the scalability of the strategies for different cluster configurations (8, 12 and 16 processors). We used a 0.95 confidence level and approximate visual tests to compare all alternatives. The confidence intervals are represented by c 1 , c 2 (lower, upper bound).
This first experiment tests the scheduling strategies under a low load for a cluster with 8 processors. As we see in Table 1 (a), the mean execution time for all workloads and strategies was very close. A low load implies large interarrival times; in this case, the intervals were larger than the time necessary to execute a job. Thus, if a scheduling strategy spends more time than another, for a low load, it does not matter. In spite of that it, we observe in Table 1(b) that system using Optimized AnthillSched (OAS) spent more time idle than the other ones. This is a first indication that jobs executed with OAS strategy have a lower response time, as we confirm in Table 1(d) . When a job spends less time executing, as the inter-arrival time is long, the system stays idle for more time, waiting for a new job submission, than a system in which a job spends more time executing. As can be seen on Table 1 (c), the mean job wait time, and consequently the mean job response time for OAS, is really lower than the other strategies.
As our first conclusions, this experiment shows that for a low load, independent of scheduling strategy, the interarrival time between jobs prevails over the workload execution time, because jobs are shorter than that. As we expected, a scheduling strategy that reduces the mean job wait time and consequently the response time, increases the idle time of the system. Under medium load, the results are shown in Table 2 . With medium load, the inter-arrival times are not always larger than response times. In Table 2 (a), AS presented the worst execution time for all workloads. After that, BS and Non Optimized AnthillSched (NOAS) presented similar performance, with a little advantage for BS. Table 2(b) shows that on average, OAS achieved the higher idle time. As we confirm in Table 2 (c,d), the mean job wait and response time are lower when the OAS is used, so the system have more idle time waiting for another job arrival.
With this experiment, we observe that the All Strategy (AS) is no a viable strategy based to all evaluated metrics. In our context, we cannot assume that all filters are complementary (CPU-bound and I/O-bound), as AS does. However, for other type of jobs or maybe a subgroup of filters, resource sharing can be a good alternative [22] .
Moreover, the Balanced Strategy (BS) and Non-Optimized AnthillSched (NOAS) presented similar performance, so we cannot discard both alternatives.
Based on our previous experiment, we do not consider AS an alternative from this point on. In the third experiment, we evaluate the scheduling strategies under maximum load. In this case we do not consider the system idle time, given that all jobs are submitted at the same time. As we can see in Fig. 4 , for all metrics, OAS was the best scheduling strategy, and NOAS the worst strategy. NOAS parallelizes short jobs, creating unnecessary overhead and reducing performance. In our data mining jobs, the first filter tends to have much more work than the others. NOAS assigns more (useless) processors to the first filter and few processors to the other ones. Thus, the other filters become bottlenecks. This generates more overhead than a balanced distribution of filter copies or instances among processors.
Based on the confidence intervals, our results show that NOAS is not a viable alternative, because for short jobs, the parallelization of jobs leads to a high response time, as we see in Fig. 4(b) . Moreover, BS presented a lower performance than OAS. Despite of the low performance achieved with BS, we are not convinced yet that OAS is really better than BS. Because of the considerable amount of short jobs in the workloads, the optimization in AnthillSched takes advantage over BS. To solve this problem, we included the same optimization in BS for the next experiment. Our final experiment verifies whether OAS has a better performance than OBS (Optimized Balanced Scheduling) and if it scales up from 8 to 16 processors. We used the heavy load configuration and varied the number of processors from 8, 12 to 16 while considering four performance metrics (execution, response, wait and slowdown times, mean values for all workloads). Moreover, we included the same optimization in BS (OBS), as mentioned before.
According to Fig. 5 and a visual test of the confidence intervals, all metrics show that, even with the same optimization, OAS has better performance. In Fig. 5(d) , the large slowdown is due to the short jobs, which have low execution times, but high job wait times (Fig. 5(c) ) under the maximum load.
Finally, this last experiment showed that OAS is more efficient than OBS. Moreover, OAS scaled up from 8 to 16 processors. Due to our limitations on computing resources, we could not vary the number of processors beyond 16. From the results, our main hypothesis that the number of filter copies C i for an I 3 jobs depends equally to the number of input bytes B i and execution time E i of each filter was verified. In preliminary tests, not shown in this paper, we observed that the use of different weights for CPU and I/O requirements in the AnthillSched algorithm (Fig. 2) did not seem to be a good alternative as the execution time of a controlled execution increased. However, as future work, these experiments can be more explored to definitely discard this alternative.
Conclusion
In this work we have proposed, implemented (in a real system) and analyzed the performance of AnthillSched. Irregular and Iterative I/O-intensive jobs have some features that are not taken into account by parallel job schedulers. To deal with those features, we proposed a scheduling strategy based on simple heuristics.
Our experiments show that resource sharing among all filters is not a viable alternative. They also show that a balanced distribution of filter copies among processors is not the best alternative either. Finally, we concluded that the use of a scheduling strategy which considers jobs input parameters and distributes the filter copies according to each job's CPU and I/O requirements is a good alternative. We named this scheduling strategy AnthillSched. It creates a continuous data flow among filters, avoiding bottlenecks and taking in account iterativeness. Our experiments show that AnthillSched is also a scalable alternative.
Our main contributions are the implementation of our proposed parallel job scheduling strategy in a real system and a performance analysis of AnthillSched, which discarded some other alternative solutions.
As future works we see, among others: the creation and validation of a mathematical model to evaluate the performance of parallel I
