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Abstract
In [8] a notion of generalized Hadamard product was introduced. We show that when
certain kinds of tensors interact with the eigenvalues of symmetric matrices the resulting
formulae can be nicely expressed using the generalized Hadamard product and two simple
linear operations on the tensors. The Calculus-type rules developed here will be used in [9]
to routinize, to a large extend, the differentiation of spectral functions. We include all the
necessary definitions and results from [8] on the generalized Hadamard product to make the
reading self-contained.
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1 Introduction
The aim of this paper is to develop some analytic tools that, we believe, will fully describe the
formula for the higher order derivatives of spectral functions in terms of the underlying symmetric
function. We say that a real-valued function F , on a symmetric matrix argument, is spectral if it
has the following invariance property:
F (UXUT ) = F (X),
for every symmetric matrix X in its domain and every orthogonal matrix U . When U varies freely
over the orthogonal matrices the invariants of the product UXUT are the eigenvalues of the matrix
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X . Therefore, de facto, the function F depends only on the set of eigenvalues of X . The restriction
of F to the subspace of diagonal matrices defines (almost) a function f(x) := F (Diag x) on a vector
argument x ∈ Rn. It is easy to see that f : Rn → R has the property
f(x) = f(Px) for any permutation matrix P and any x ∈ domain f.
We call such functions symmetric. It is not difficult to see that F (X) = f(λ(X)), where λ(X) is
the vector of eigenvalues of X .
One of the main questions in the theory of spectral functions is what smoothness properties of
the symmetric function f are inherited by F . The difficulties arise from the fact that the eigenvalue
map, λ(X), don’t depend smoothly on its argument X . Even in domains where they are smooth, it
is difficult to organize the differentiation process so that the result is in as closed form as possible.
One of the fist results in this direction (see [5]) showed that F is (continuously) differentiable at
a matrix A if and only if f is, at the vector λ(A). The formula for the gradient is compact and easy
to understand. Next, [7], showed that F is twice (continuously) differentiable if, and only if, f is at
λ(A). The consideration of variety of different subcases made the differentiation laborious and the
formula for the Hessian of F takes some effort to get comfortable with. Following the developments
in [7], one can see that an attempt to compute the third, or higher, derivatives of F , will result in
a number of subcases that will quickly become unmanageable. That is why, deriving a formula for
the higher derivatives (and in the process proving that they exist) requires a language that handles
all the cases in a structured way, and allows easy to work with calculus rules. In [8] we proposed
such a language based on the idea of generalizing the Hadamard product between two matrices
to a tensor-valued product between k matrices, k ≥ 1. This paper is a continuation of the work
there. While, [8] emphasizes on multi-linear algebra and combinatorial aspects of the generalized
Hadamard product, our current work deals mainly with the calculus of the generalized Hadamard
product that is related to the eigenvalues of symmetric matrices.
It is likely that high-powered analytical methods will be able to show directly that F is k times
(continuously) differentiable if and only if f is, see [1]. Our approach aims to give a constructive
procedure how to, knowing the k-th derivative of F , practically compute the (k+1)-st. The precise
description of the directional expansion of the eigenvalues of a symmetric matrix, when the entries of
the matrix depend only on one scalar parameter (see [3], [4]) finds far reaching practical applications
in areas ranging from optimization to quantum mechanics. Formulae for the derivatives of spectral
functions will naturally include, as a special case, the directional derivatives, when the symmetric
matrix depends on one argument.
The paper is organized as follows. In the next section we introduce the necessary notation
and definitions. The background definitions and results from [8] that will be needed are given
in Section 3. All this aims to make the reading as self-contained as possible. In Section 4 we
reexamine Lemma 2.4 from [7]. We distill the essential eight parts of the statement of the lemma
down to two equations: the first is nothing more than a spectral decomposition of a block-diagonal
symmetric matrix, while the second is a (strong) first-order expansion for dot products between
(parts of) eigenvectors. The section after that contains the calculus results. The main theorems
of that section are Theorem 5.1 and Theorem 5.4. They investigate how the interaction between
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block-constant tensors (see below) and eigenvalues affect the generalized Hadamard product. We
use these tools in [9] to derive a computable formula for the higher-order derivatives of any spectral
function at a symmetric matrixX with distinct eigenvalues, as well as for the derivatives of separable
spectral functions at an arbitrary symmetric matrix. (Separable spectral functions are those arising
from symmetric functions f(x) = g(x1) + · · ·+ g(xn) for some function g on a scalar argument.)
2 Notation and definitions
In what follows, Mn will denote the Euclidean space of all n× n real matrices with inner product
〈X, Y 〉 = tr (XY T ), and the subspace of n × n symmetric matrices will be denoted by Sn. For
A ∈ Sn, λ(A) = (λ1(A), ..., λn(A)) will be the vector of its eigenvalues ordered in nonincreasing
order. By On and P n we will denote the set of all n × n orthogonal and permutation matrices
respectively. By Nk we will denote the set {1, 2, ..., k}. For any vector x in R
n, Diag x will denote
the diagonal matrix with the vector x on the main diagonal, and diag : Mn → Rn will denote its
conjugate operator, defined by diag (X) = (x11, ..., xnn). By R
n
↓ we denote the cone of all vectors
x in Rn such that x1 ≥ x2 ≥ · · · ≥ xn. In the whole paper {Mm}
∞
m=1 will denote a sequence
of symmetric matrices converging to 0, {Um}
∞
m=1 will denote a sequence of orthogonal matrices.
We describe sets in Rn and functions on Rn as symmetric if they are invariant under coordinate
permutations. We denote the gradient of f by ∇f , and the Hessian by ∇2f . In general, if the
function f is k times differentiable, then ∇kf(µ) will denote its k-th order differential at the point
µ. It can be viewed as a k-dimensional tensor on Rn.
Definition 2.1 A k-tensor, T , on Rn is a map from Rn × · · · ×Rn (k-times) to R that is linear in
each argument separately. The set of all k-tensors on Rn will be denoted by T k,n. The value of the
k-tensor, T , at (h1, ..., hk) will be denoted by T [h1, ..., hk]. The tensor is called symmetric if for any
permutation, σ, on Nk it satisfies
T [hσ(1), ..., hσ(k)] = T [h1, ..., hk],
for any h1, ..., hk ∈ R
n.
We denote the standard basis in Rn by e1, e2, ..., en. For an arbitrary k-tensor, T , and any
k-tuple of integers from Nn, (i1, ..., ik), we denote its (i1, ..., ik)-th element by T
i1...ik . (Matrices
will be viewed as 2-tensors and vectors as 1-tensors.) If T ∈ T k,n and h ∈ Rn, then for brevity
throughout the paper, we denote by T [h] the (k − 1)-tensor on Rn given by T [·, ..., ·, h]. Similarly
for T [M ], when T is a k-tensor on Mn and M ∈Mn.
For a permutation matrix P ∈ P n we say that σ : Nn → Nn is its corresponding permutation
map and write P ↔ σ if for any h ∈ Rn we have Ph = (hσ(1), ..., hσ(n))
T or, in other words,
P Tei = eσ(i) for all i = 1, ..., n. The symbol δij will denote the Kroneker delta. It is equal to one if
i = j and zero otherwise.
Any vector µ ∈ Rn defines a partition of Nn into disjoint blocks, where integers i and j are in
the same block if, and only if, µi = µj. Whenever µ is a vector in R
n
↓ we make the convention that
µ1 = · · · = µk1 > µk1+1 = · · · = µk2 > µk2+1 · · ·µkr , (k0 = 0, kr = n),
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with corresponding partition
(1) I1 := {1, 2, ..., ι1}, I2 := {ι1 + 1, ι1 + 2, ..., ι2}, ..., Ir := {ιr−1 + 1, ..., ιr}.
For arbitrary vector µ the blocks it determines need not contain consecutive integers. Thus,
we agree that the block containing the integer 1 will be the first block, I1, the block containing the
smallest integer that is not in I1 will be the second block, I2, and so on. This naturally enumerates
all the blocks, and in general, ιl will denote the largest integer in Il for all l = 1, ..., r. Also, r will
denote the number of blocks determined by µ. For any two integers, i, j ∈ Nn we will say that
they are equivalent (with respect to µ) and write i ∼ j (or i ∼µ j) if µi = µj, that is, if they are
in the same block. Two k-indexes (i1, ..., ik) and (j1, ..., jk) are called equivalent if il ∼ jl for all
l = 1, 2, ..., n, and we will write
(i1, ..., ik) ∼ (j1, ..., jk).
Definition 2.2 Given a vector µ ∈ Rn, we say that a k-tensor, T , is (µ-)block-constant if T i1...ik =
T j1...jk whenever (i1, ..., ik) ∼ (j1, ..., jk).
A k-tensor valued map, µ ∈ Rn → F(µ) ∈ T k,n, is block-constant if F(µ) is µ-block-constant
for every µ.
The following elementary lemma motivates the definitions following it. It follows from applying
the chain rule to the equality f(µ) = f(Pµ).
Lemma 2.3 Let f : Rn → R be a symmetric function, k times differentiable at the point µ ∈ Rn,
and let P be a permutation matrix such that Pµ = µ. Then
(i) ∇f(µ) = P T∇f(µ),
(ii) ∇2f(µ) = P T∇2f(µ)P , and in general
(iii) ∇sf(µ)[h1, ..., hs] = ∇
sf(µ)[Ph1, ..., Phs], for any h1, ..., hs ∈ R
n, and s ∈ Nk.
Definition 2.4 Given a vector µ ∈ Rn, we will say that T ∈ T k,n is µ-symmetric if for any
permutation P ∈ P n, such that Pµ = µ, we have
T [Ph1, ..., Phk] = T [h1, ..., hk], for any h1, ..., hk ∈ R
n.
A k-tensor valued map, µ ∈ Rn → F(µ) ∈ T k,n, is µ-symmetric if for every µ ∈ Rn and permutation
matrix P we have
F(Pµ)[Ph1, ..., Phk] = F(µ)[h1, ..., hk], for any h1, ..., hk ∈ R
n.
Clearly, every µ-block-constant tensor is µ-symmetric, the opposite is not true. There is a
slight abuse of terminology since µ-symmetric means different things for a k-tensor and for a k-
tensor valued map. If the map µ ∈ Rn → F(µ) ∈ T k,n is µ-symmetric, then for a fixed µ the tensor
F(µ) is µ-symmetric. This makes sure there will be no confusion.
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By Lemma 2.3, for any differentiable enough, symmetric function f : Rn → R the mapping
µ ∈ Rn → ∇f(µ) ∈ Rn is a µ-symmetric, µ-block-constant, 1-tensor valued mapping. In general,
for every s ∈ Nk the mapping µ ∈ R
n → ∇sf(µ) is a µ-symmetric, s-tensor-valued map, and if
continuous, then every tensor is also symmetric.
We conclude this section with the following easy lemma.
Lemma 2.5 If a k-tensor valued map, µ ∈ Rn → T (µ) ∈ T k,n, is µ-symmetric and differentiable,
then its differential is also µ-symmetric.
Proof. We use the first-order Taylor expansion formula. Let vm be a sequence of vectors
approaching zero such that vm/‖vm‖ approaches h as m→∞.
T (µ+ vm)[h1, ..., hk] = T (µ)[h1, ..., hk] +∇T (µ)[h1, ..., hk, vm] + o(‖vm‖).
On the other hand, for any permutation P we have
T (µ+ vm)[h1, ..., hk] = T (Pµ+ Pvm)[Ph1, ..., Phk]
= T (Pµ)[Ph1, ..., Phk] +∇T (Pµ)[Ph1, ..., Phk, P vm] + o(‖Pvm‖)
= T (µ)[h1, ..., hk] +∇T (Pµ)[Ph1, ..., Phk, P vm] + o(‖vm‖).
Subtracting the two equalities, dividing by ‖vm‖ and letting m go to infinity, we get
∇T (Pµ)[Ph1, ..., Phk, Ph] = T (µ)[h1, ..., hk, h].
Since the vectors h1,...,hk, and h are arbitrary, the result follows. 
3 Generalized Hadamard product
In this section we will quote briefly several definitions and results from [8] that are crucial for
the development in this work. Recall that the Hadamard product of two matrices A = [Aij ] and
B = [Bij ] of the same size is the matrix of their element-wise product A ◦ B = [AijBij ]. The
standard basis on the space Mn is given by the set {Hpq ∈ M
n |H ijpq = δipδjq for all i, j ∈ Nn},
where δij is the Kronecker delta function, equal to one if i = j, and zero otherwise.
Definition 3.1 For each permutation σ on Nk, we define σ-Hadamard product between k matrices
to be a k-tensor on Rn as follows. Given any k basic matrices Hp1q1 , Hp2q2,...,Hpkqk
(Hp1q1 ◦σ Hp2q2 ◦σ · · · ◦σ Hpkqk)
i1i2...ik =
{
1, if is = ps = qσ(s), ∀s = 1, ..., k,
0, otherwise.
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Extend this product to a multi-linear map on k matrix arguments:
(H1 ◦σ H2 ◦σ · · · ◦σ Hk)
i1i2...ik = H
i1iσ−1(1)
1 · · ·H
ikiσ−1(k)
k .(2)
Let T be an arbitrary k-tensor on Rn and let σ be a permutation on Nk. We define Diag
σT to
be a 2k-tensor on Rn in the following way
(Diag σT )
i1...ik
j1...jk =
{
T i1...ik , if is = jσ(s), ∀s = 1, ..., k,
0, otherwise.
Notice that any 2k-tensor, T , on Rn can naturally be viewed as a k-tensor on Mn in the following
way
T [H1, ..., Hk] =
n∑
p1,q1=1
· · ·
n∑
pk,qk=1
T
p1...pk
q1...qkHp1q11 · · ·H
pkqk
k .
Define dot product between two tensors in T k,n in the usual way:
〈T1, T2〉 =
n∑
p1,...,pk=1
T p1...pk1 T
p1...pk
2 .
We define an action (called conjugation) of the orthogonal group On on the space of all k-tensors
on Rn. For any k-tensor, T , and U ∈ On this action will be denoted by UTUT ∈ T k,n:
(3) (UTUT )i1...ik =
n∑
p1=1
· · ·
n∑
pk=1
(
T p1...pkU i1p1 · · ·U ikpk
)
.
It was shown in [8] that this action is norm preserving and associative: V (UTUT )V T = (V U)T (V U)T
for all U, V ∈ On.
The Diag σ operator, the σ-Hadamard product, and conjugation by an orthogonal matrix are
connected by the following formula, see [8].
Theorem 3.2 For any k-tensor T , any matrices H1,...,Hk, any orthogonal matrix V , and any
permutation σ in P k we have the identity
(4) 〈T, H˜1 ◦σ · · · ◦σ H˜k〉 =
(
V (Diag σT )V T
)
[H1, ..., Hk],
where H˜i = V
THiV , i = 1, ..., k.
Lemma 3.3 Let T be a k-tensor on Rn, and H be a matrix in Mn. Let Hi1j1,...,Hik−1jk−1 be basic
matrices in Mn, and let σ be a permutation on Nk. Then the following identities hold.
(i) If σ−1(k) = k, then
〈T,Hi1j1 ◦σ · · · ◦σ Hik−1jk−1 ◦σ H〉 =
( k−1∏
t=1
δitjσ(t)
) n∑
t=1
T i1...ik−1tH tt.
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(ii) If σ−1(k) = l, where l 6= k, then
〈T,Hi1j1 ◦σ · · · ◦σ Hik−1jk−1 ◦σ H〉 =
( k−1∏
t=1
t6=l
δitjσ(t)
)
T i1...ik−1jσ(k)Hjσ(k)iσ−1(k) .
4 A refinement of a perturbation result for eigenvectors
The main limiting tool in [7] was Lemma 2.4. The statement of the lemma was broken down into
nine different parts, and that lead to the consideration of variety of cases when deriving the formula
for the Hessian of spectral functions. For general situations, that we aim to tackle later, such case
studies will quickly become unmanageable. That is why the goal of this section is to transform
Lemma 2.4 from [7] into a form more suitable for computations. We begin with a lemma (the proof
is a simple combination of Lemma 5.10 in [6] and Theorem 3.12 in [2]) that will alow us to define
some of the necessary notation.
Lemma 4.1 Let µ ∈ Rn↓ and let (1) be the partition defined by µ. For any sequence of symmetric
matrices Mm → 0 we have that
(5) λ(Diagµ+Mm)
T = µT +
(
λ(XT1 MmX1)
T , ..., λ(XTr MmXr)
T
)T
+ o(‖Mm‖),
where Xl := [e
kl−1+1, ..., ekl], for all l = 1, ..., r.
We need some additional notation that will be used later as well. For a fixed µ ∈ Rn and any
square matrix H , we define
H ijin =
{
H ij, if i ∼ j,
0, otherwise,
H ijout =
{
H ij, if i 6∼ j,
0, otherwise.
In other words, Hin extracts the diagonal blocks from the matrix H and puts zeros everywhere else,
while Hout extracts the off diagonal blocks and fills the diagonal blocks with zeros. Clearly for any
matrix H we have
H = Hin +Hout.
Throughout the whole paper, we denote
(6) hm :=
(
λ(XT1 MmX1)
T , ..., λ(XTr MmXr)
T
)T
.
If also Mm/‖Mm‖ converges to M as m goes to infinity, since the eigenvalues are continuous func-
tions, we can define
(7) h := lim
m→∞
hm
‖Mm‖
=
(
λ(XT1 MX1)
T , ..., λ(XTr MXr)
T
)T
.
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We reserve the symbols hm and h to denote the above two vectors throughout the paper, unless
stated otherwise. With this notation Lemma 4.1 says that if Mm → 0, then
(8) λ(Diagµ+Mm)
T = µT + hm + o(‖Mm‖).
Below is the main result of this section.
Theorem 4.2 Let {Mm} be a sequence of symmetric matrices converging to 0, such thatMm/‖Mm‖
converges to M . Let µ be in Rn↓ and Um → U ∈ O
n be a sequence of orthogonal matrices such that
Diagµ+Mm = Um
(
Diagλ(Diagµ+Mm)
)
UTm, for all m = 1, 2, ....
Then:
(i) The orthogonal matrix U has the form
U =


V1 0 · · · 0
0 V2 · · · 0
...
...
. . .
...
0 0 · · · Vr

 ,
where Vl is an orthogonal matrix with dimensions |Il| × |Il| for all l.
(ii) The following identity holds
(9) UTMinU = Diag h,
(iii) For any indexes i ∈ Il, j ∈ Is, and t ∈ {1, ..., r} we have the (strong) first-order expansion
(10)
∑
p∈It
U ipmU
jp
m = δijδlt +
δlt − δst
µi − µj
M ij‖Mm‖+ o(‖Mm‖),
with the understanding that the fraction is zero whenever δlt = δst no matter what the denom-
inator is.
Proof. This lemma is essentially Lemma 2.4 in [7]. Indeed, Part (i) is [7, Lemma 2.4 Part (i)],
and Part (ii) is an aggregate version of Parts (iv) and (vii) from there as well. To prove Part (iii)
we consider several cases.
Case 1. If i = j ∈ Il and t = l, then Formula (10) becomes
∑
p∈Il
(
U ipm
)2
= 1 + o(‖Mm‖), which is
exactly Part (ii) of Lemma 2.4 in [7].
Case 2. If i 6= j ∈ Il and t = l, then Formula (10) becomes
∑
p∈Il
(
U ipm
)2
= o(‖Mm‖), which is exactly
Part (vi) of Lemma 2.4 in [7].
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Case 3. If i 6= j ∈ Il and t 6= l, then Formula (10) becomes
∑
p∈It
U ipmU
jp
m = o(‖Mm‖), which is a
consequence of Part (v) of Lemma 2.4 in [7].
Case 4. If i ∈ Il, j ∈ Is, with l 6= s 6= t 6= l, then Formula (10) becomes
∑
p∈It
U ipmU
jp
m = o(‖Mm‖),
which is a consequence of Part (viii) of Lemma 2.4 in [7].
Case 5. If i ∈ Il, j ∈ Is, with l 6= s and t = l, then Formula (10) becomes
∑
p∈It
U ipmU
jp
m =
1
µi − µj
M ij‖Mm‖+ o(‖Mm‖).
This formula requires a proof. It will be presented together with the proof of the next, last,
case below.
Case 6. If i ∈ Il, j ∈ Is, with l 6= s and t = s, then Formula (10) becomes
∑
p∈It
U ipmU
jp
m = −
1
µi − µj
M ij‖Mm‖+ o(‖Mm‖).
We now show that the expressions in both Case 5 and Case 6 are valid. Recall that Part (ix)
from Lemma 2.4 in [7] says that in case when i ∈ Il, j ∈ Is with l 6= s, we have
lim
m→∞
(
µkl
∑
p∈Il
U ipmU
jp
m
‖Mm‖
+ µks
∑
p∈Is
U ipmU
jp
m
‖Mm‖
)
= M ij .
Introduce the notation
βlm :=
∑
p∈Il
U ipmU
jp
m
‖Mm‖
, for all l = 1, 2, ..., r,
and notice that
r∑
l=1
βlm = 0, for all m,
because Um is an orthogonal matrix and the numerator of the above sum is the product of its
i-th and the j-th row. Next, Case 4 above says that
lim
m→∞
∑
t6=l,s
βtm = 0,
so
lim
m→∞
(βlm + β
s
m) = 0.
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For arbitrary reals a and b we compute
(aβlm + bβ
s
m)−
a− b
µkl − µks
(
µklβ
l
m + µksβ
s
m
)
= (βlm + β
s
m)
bµkl − aµks
µkl − µks
→ 0,
as m→∞. This shows that
lim
m→∞
(aβlm + bβ
s
m) =
a− b
µkl − µks
M ij .
When (a, b) = (1, 0) we obtain Case 5, and when (a, b) = (0, 1) we obtain Case 6. 
5 Interactions between tensors and eigenvalues
The interactions that we will investigate between the types of tensors defined in Section 2 and the
eigenvalues of symmetric matrices lead naturally to two families of linear maps. Each of the next
two subsections focuses on one of these families and explains how it arises.
5.1 A family of linear maps: divided differences
Fix a vector µ ∈ Rn. In what follows, the equivalence relation between numbers from Nn will be
determined by vector µ. We define k linear maps
T ∈ T k,n → T
(l)
out ∈ T
k+1,n, for l = 1, 2, ..., k.
as follows:
(11)
(
T
(l)
out
)i1...ikik+1 =


0, if il ∼ ik+1,
T i1...il−1ik+1il+1...ik − T i1...il−1ilil+1...ik
µik+1 − µil
, if il 6∼ ik+1.
Notice that if T is a µ-block-constant tensor, then so is T
(l)
out for each l = 1, ..., k. The easy-to-check
claim that these maps are linear means that for any two tensors T1, T2 ∈ T
k,n and α, β ∈ R we have
(12) (αT1 + βT2)
(l)
out = α(T1)
(l)
out + β(T2)
(l)
out, for all l = 1, ..., k.
One can of course iterate this definition: on the space T k+1,n we can define k + 1 liner maps
into T k+2,n, and so on. We will need a way to keep track of that chain process somehow. A good
enumerating tool for our needs turns out to be the set of permutations on Nk, Nk+1,....
Given a permutation σ on Nk we can naturally view it as a permutation on Nk+1 fixing the last
element. Let τl be the transposition (l, k + 1), for all l = 1, ..., k, k + 1. Define k + 1 permutations,
σ(l), on Nk+1, as follows:
(13) σ(l) = στl, for l = 1, ..., k, k + 1.
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Informally speaking, given the cycle decomposition of σ, we obtain σ(l), for each l = 1, ..., k, by
inserting the element k + 1 immediately after the element l, and when l = k + 1, the permutation
σ(k+1) fixes the element k + 1. Clearly σ
−1
(l) (k + 1) = l for all l, and
{All permutations on Nk+1} = {στl | σ is a permutation on Nk, l = 1, ..., k, k + 1}.
Theorem 5.1 Let {Mm} be a sequence of symmetric matrices converging to 0, such thatMm/‖Mm‖
converges to M . Let µ be in Rn↓ and Um → U ∈ O
n be a sequence of orthogonal matrices such that
Diagµ+Mm = Um
(
Diagλ(Diagµ+Mm)
)
UTm, for all m = 1, 2, ....
Then for every block-constant k-tensor T on Rn, any matrices H1,...,Hk, and any permutation σ
on Nk we have
(14) lim
m→∞
(Um(Diag σT )UTm −Diag σT
‖Mm‖
)
[H1, ..., Hk] =
k∑
l=1
(
Diag σ(l)T
(l)
out
)
[H1, ..., Hk,Mout].
Proof. Both sides of Equation (19) are linear in each argument Hs. That is why it is enough to
prove the result when Hs, for s = 1, ..., k, is an arbitrary matrix, Hisjs, from the standard basis on
Mn. Since we have that(
Um(Diag
σT )UTm − Diag
σT
)
[Hi1j1, ..., Hikjk ] = (Um(Diag
σT )UTm)
i1...ik
j1...jk − (Diag σT )
i1...ik
j1...jk ,
we begin by developing the first term on the right-hand side.
By the definition of the conjugate action and the fact that T is block-constant, we have
(Um(Diag
σT )UTm)
i1...ik
j1...jk =
n,...,n∑
pη,qη=1
η=1,...,k
(Diag σT )
p1...pk
q1...qk
k∏
ν=1
U iνpνm U
jνqν
m
=
n,...,n∑
pη=1
η=1,...,k
T p1...pk
k∏
ν=1
U iνpνm U
jνpσ−1(ν)
m
=
n,...,n∑
pη=1
η=1,...,k
T p1...pk
k∏
ν=1
U iνpνm U
jσ(ν)pν
m
=
r,...,r∑
tη=1
η=1,...,k
T ιt1 ...ιtk
k∏
ν=1
( ∑
pν∈Itν
U iνpνm U
jσ(ν)pν
m
)
.
Thus, we have to take the limit as m approaches infinity of the expression:
(Um(Diag
σT )UTm − Diag
σT )
i1...ik
j1...jk
‖Mm‖
=
r,...,r∑
t1,...,tk=1
T ιt1 ...ιtk
k∏
ν=1
( ∑
pν∈Itν
U iνpνm U
jσ(ν)pν
m
)
− (Diag σT )
i1...ik
j1...jk
‖Mm‖
.
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Assume that il ∈ Ivl and jσ(l) ∈ Isl for all l = 1, ..., k.
We investigate several possibilities. Suppose first that among the pairs
(15) (i1, jσ(1)), (i2, jσ(2)), ..., (ik, jσ(k))
at least two have nonequal entries. It will become clear, that without loss of generality we may
assume they are (i1, jσ(1)) and (i2, jσ(2)), that is, i1 6= jσ(1) and i2 6= jσ(2). Using Expansion (10), for
any t1, t2 we observe that:
lim
m→∞
1
‖Mm‖
( ∑
p1∈It1
U i1p1m U
jσ(1)p1
m
)( ∑
p2∈It2
U i2p2m U
jσ(2)p2
m
)
= lim
m→∞
1
‖Mm‖
(
δi1jσ(1)δv1t1 +
δv1t1 − δs1t1
µi1 − µjσ(1)
M i1jσ(1)‖Mm‖+ o(‖Mm‖)
)
×
(
δi2jσ(2)δv2t2 +
δv2t2 − δs2t2
µi2 − µjσ(2)
M i2jσ(2)‖Mm‖+ o(‖Mm‖)
)
= lim
m→∞
1
‖Mm‖
(δv1t1 − δs1t1
µi1 − µjσ(1)
M i1jσ(1)‖Mm‖+ o(‖Mm‖)
)(δv2t2 − δs2t2
µi2 − µjσ(2)
M i2jσ(2)‖Mm‖+ o(‖Mm‖)
)
= 0.
Since in this case by definition (Diag σT )
i1...ik
j1...jk = 0 we see that the whole limit above in zero.
Suppose now, that exactly one pair has unequal entries and let it be (il, jσ(l)). We consider two
subcases depending on whether or not il and jσ(l) are in the same block.
If both il and jσ(l) are in one block, that is vl = sl, then using Expansion (10), for arbitrary t,
we obtain:
lim
m→∞
1
‖Mm‖
(∑
p∈It
U ilpm U
jσ(l)p
m
)
= lim
m→∞
1
‖Mm‖
(
δiljσ(l)δvlt +
δvlt − δslt
µil − µjσ(l)
M iljσ(l)‖Mm‖+ o(‖Mm‖)
)
= lim
m→∞
o(‖Mm‖)
‖Mm‖
= 0.
In this subcase we again have (Diag σT )
i1...ik
j1...jk = 0, thus the whole limit above is zero.
If il and jσ(l) are in different blocks, vl 6= sl, then (Diag
σT )
i1...ik
j1...jk = 0 and by Expansion (10) we
obtain:
lim
m→∞
1
‖Mm‖
( r,...,r∑
t1,...,tk=1
T ιt1 ...ιtk
k∏
ν=1
( ∑
pν∈Itν
U iνpνm U
jσ(ν)pν
m
))
= lim
m→∞
1
‖Mm‖
( r,...,r∑
t1,...,tk=1
T ιt1 ...ιtk
k∏
ν=1
(
δiνjσ(ν)δvν tν +
δvν tν − δsνtν
µiν − µjσ(ν)
M iνjσ(ν)‖Mm‖+ o(‖Mm‖)
))
.
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We show that the limit of at most two terms in the above sum are non-zero. Indeed, summands
corresponding to k-tuples (t1, ..., tk) with tl 6∈ {vl, sl} are equal to zero, because δiljσ(l) = 0, δvltl =
δsltl = 0, and therefore
δiljσ(l)δvltl +
δvltl − δsltl
µil − µjσ(l)
M iljσ(l)‖Mm‖+ o(‖Mm‖) = o(‖Mm‖).
Similarly, summands corresponding to k-tuples (t1, ..., tk) with tν 6= vν for some ν 6= l are equal to
zero, since then δvν tν = δsν tν = 0 (recall that vν = sν for all ν 6= l). Thus, the summands with possi-
ble nonzero limit correspond to the k-tuples (v1, ..., vl−1, vl, vl+1, ..., vk) and (v1, ..., vl−1, sl, vl+1, ..., vk).
On the other hand, if tν = vν(= sν) for some ν 6= l, then
δiνjσ(ν)δvν tν +
δvν tν − δsνtν
µiν − µjσ(ν)
M iν jσ(ν)‖Mm‖+ o(‖Mm‖) = 1 + o(‖Mm‖).
Thus, we can calculate that the above limit is equal to
T ιv1 ...ιvl−1 ιvl ιvl+1 ...ιvk − T ιv1 ...ιvl−1ιsl ιvl+1 ...ιvk
µil − µjσ(l)
M iljσ(l) =
T i1...il−1ilil+1...ik − T i1...il−1jσ(l)il+1...ik
µil − µjσ(l)
M iljσ(l)
=
T i1...il−1ilil+1...ik − T i1...il−1jσ(l)il+1...ik
µil − µjσ(l)
M
iljσ(l)
out
where the first equality follows from the block-constant structure of T and the second from the
premise in this case that il and jσ(l) are in different blocks.
In the last case when iν = jσ(ν) for all ν = 1, ..., k, the limit is equal to
lim
m→∞
1
‖Mm‖
(
T i1...ik(1 + o(‖Mm‖))− T
i1...ik
)
= 0.
With that we finished calculating the limit in the left-hand side of Equation (19).
We now compute the right-hand side of Equation (19) and compare with the results above.
Suppose that σ(l) = m, then by the definition of σ(l) we have σ
−1
(l) (m) = k + 1, σ
−1
(l) (k + 1) = l, and
for any integer i ∈ Nk+1\{k + 1, m} we have σ
−1
(l) (i) = σ
−1(i). Below we use the standard notation
that a “hat” above a term in a product means that the term is omitted. Since σ−1(l) (k+1) = l 6= k+1
we use the second part of Lemma 3.3 to compute:
k∑
l=1
(
Diag σ(l)T
(l)
out
)
[Hi1j1 , ..., Hikjk ,Mout] =
k∑
l=1
〈T
(l)
out, Hi1j1 ◦σ(l) · · · ◦σ(l) Hikjk ◦σ(l) Mout〉
=
k∑
l=1
(
T
(l)
out
)i1...ikjσ(l)(k+1)(δi1jσ(l)(1) · · · ̂δiljσ(l)(l) · · · δikjσ(l)(k))M
jσ(l)(k+1)
i
σ
−1
(l)
(k+1)
out
=
k∑
l=1
(
T
(l)
out
)i1...ikjσ(l)(δi1jσ(1) · · · δ̂iljσ(l) · · · δikjσ(k))M jσ(l)ilout .
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It is clear that if at least two of the pairs (i1, jσ(1)), (i2, jσ(2)), ..., (ik, jσ(k)) have different entries, then
the sum is zero. Let now exactly on of the pairs have unequal entries, say il 6= jσ(l), then the above
sum will be equal to (
T
(l)
out
)i1...ikjσ(l)(δi1jσ(1) · · · δ̂iljσ(l) · · · δikjσ(k))M jσ(l)ilout .
If il and jσ(l) are in the same block, then
(
T
(l)
out
)i1...ikjσ(l) = 0 by the definition of T (l)out. If il and jσ(l)
are not in the same block, then the last expression above is equal to
(
T
(l)
out
)i1...ikjσ(l)M jσ(l)ilout = T
i1...il−1ilil+1...ik − T i1...il−1jσ(l)il+1...ik
µil − µjσ(l)
M
iljσ(l)
out ,
becauseM is a symmetric matrix. Finally, if iν = jσ(ν) for all ν = 1, ..., k, then again
(
T
(l)
out
)i1...ikjσ(l) =
0. These outcomes are equal to the results in the corresponding cases in the first part of the proof,
the theorem follows. 
5.2 A second family of linear maps: “inflating” diagonal hyper-planes
Recall that τl denotes the transposition (l, k + 1) on Nk+1. Fix a vector µ ∈ R
n defining the
equivalence relation on Nn. We define k linear maps
T ∈ T k,n → T
(l)
in ∈ T
k+1,n, for l = 1, 2, ..., k.
as follows:
(16)
(
T τlin
)i1...ikik+1 =
{
T i1...il−1ik+1il+1...ik , if il ∼ ik+1,
0, if il 6∼ ik+1.
Notice that if T is a block-constant tensor, then so is T τlin for each l = 1, ..., k. In that case, we
clearly have (
T τlin
)i1...ikik+1 =
{
T i1...il−1ilil+1...ik , if il ∼ ik+1,
0, if il 6∼ ik+1.
It is again easy to check that these maps are linear, that is, for any two tensors T1, T2 ∈ T
k,n and
α, β ∈ R we have
(αT1 + βT2)
(l)
in = α(T1)
(l)
in + β(T2)
(l)
in , for all l = 1, ..., k.
Define also
(17)
(
T τl
)i1...ikik+1 =
{
T i1...il−1ilil+1...ik , if il = ik+1,
0, if il 6= ik+1.
In other words, T τl is a (k + 1)-tensor with entries off the hyper plane il = ik+1 equal to zero. On
the hyper plane il = ik+1 we have placed the original tensor T .
Before we formulate the main result or this subsection we need two technical lemmas.
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Proposition 5.2 Let T be any k+1-tensor, x be any vector in Rn, let V be any orthogonal matrix,
and σ a permutation on Nk. Then the following identity holds:
V
(
Diag σ(T [x])
)
V T =
(
V (Diag σ(k+1)T )V T
)
[V (Diag x)V T ].
Proof. Let Hi1j1 ,...,Hikjk be any k basic matrices. Recall that σ(k+1)(i) = σ(i) for all i ∈ Nk and
σ(k+1)(k + 1) = k + 1. Using Theorem 3.2 twice, we compute
(
V
(
Diag σ(T [x])
)
V T
)i1...ik
j1...jk =
(
V
(
Diag σ(T [x])
)
V T
)
[Hi1j1, ..., Hikjk ]
= 〈T [x], H˜i1j1 ◦σ ... ◦σ H˜ikjk〉
=
n,...,n∑
p1,...,pk=1
(T [x])p1...pkH˜
p1pσ−1(1)
i1j1
· · · H˜
pkpσ−1(k)
ikjk
=
n,...,n∑
p1,...,pk,pk+1=1
T p1...pk+1xpk+1H˜
p1pσ−1(1)
i1j1
· · · H˜
pkpσ−1(k)
ikjk
=
n,...,n∑
p1,...,pk,pk+1=1
T p1...pk+1H˜
p1p
σ
−1
(k+1)
(1)
i1j1
· · · H˜
pkpσ−1
(k+1)
(k)
ikjk
(Diag x)
pk+1pσ−1
(k+1)
(k+1)
= 〈T, H˜i1j1 ◦σ(k+1) ... ◦σ(k+1) H˜ikjk ◦σ(k+1) Diag x〉
=
(
V (Diag σ(k+1)T )V T
)
[Hi1j1, ..., Hikjk , V (Diag x)V
T ]
=
((
V (Diag σ(k+1)T )V T
)
[V (Diag x)V T ]
)i1...ik
j1...jk.
Since these equalities hold for all i1...ik and j1...jk we are done. 
The next lemma says that for any block-constant tensor T , Diag σT is invariant under conju-
gations with a block-diagonal orthogonal matrix.
Lemma 5.3 Let T be a block-constant k-tensor on Rn, let U ∈ On be a block-diagonal matrix (both
with respect to one and the same partitioning of Nn). Then for any permutation σ in Nk we have
the identity
U(Diag σT )UT = Diag σT.
Proof. Let {I1,...,Ir} be the partitioning of the integers Nn that determines the block structure.
Notice that U ipU jp = 0 whenever i 6∼ j or i 6∼ p, and that
∑
p∈Is
U ipU jp = δij whenever i ∈ Is. Let
(i1, ..., ik) be an arbitrary multi index and suppose that is ∈ Iνs for s = 1, ..., k. We expand the
left-hand side of the identity:
(
U(Diag σT )UT
)i1...ik
j1...jk =
n,...,n∑
ps,qs=1
s=1,...,k
(Diag σT )
p1...pk
q1...qkU i1p1U j1q1 · · ·U ikpkU jkqk
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=n,...,n∑
p1,...,pk=1
T p1...pkU i1p1U j1pσ−1(1) · · ·U ikpkU jkpσ−1(k)
=
n,...,n∑
p1,...,pk=1
T p1...pkU i1p1U jσ(1)p1 · · ·U ikpkU jσ(k)pk
=
r,...,r∑
t1,...,tk=1
T ιt1 ...ιtk
∑
pl∈Itl
l=1,...,k
U i1p1U jσ(1)p1 · · ·U ikpkU jσ(k)pk
= T ιν1 ...ινk
∑
pl∈Iνl
l=1,...,k
U i1p1U jσ(1)p1 · · ·U ikpkU jσ(k)pk
= T ιν1 ...ινkδi1jσ(1) · · · δikjσ(k)
= T i1...ikδi1jσ(1) · · · δikjσ(k)
=
(
Diag σT
)i1...ik
j1...jk .
The next to the last equality follows from the fact that T is block-constant. Since the multi index
(i1, ..., ik, j1, ..., jk) was arbitrary, the claim in the lemma follows. 
Theorem 5.4 Let U ∈ On be a block-diagonal orthogonal matrix. Let M be an arbitrary symmetric
matrix, and let h ∈ Rn be a vector, such that
(18) UTMinU = Diag h.
Let H1,...,Hk be arbitrary matrices, and let σ be a permutation on Nk. Then
(i) for any block-constant (k + 1)-tensor T on Rn,
〈T [h], H˜1 ◦σ · · · ◦σ H˜k〉 = 〈T,H1 ◦σ(k+1) · · · ◦σ(k+1) Hk ◦σ(k+1) Min〉
(ii) for any block-constant k-tensor T on Rn
〈T τl[h], H˜1 ◦σ · · · ◦σ H˜k〉 = 〈T
τl
in , H1 ◦σ(l) · · · ◦σ(l) Hk ◦σ(l) Min〉, for all l = 1, ..., k,
where the permutations σ(l), for l = 0, 1, ..., k are defined by (13), H˜i = U
THiU for all i = 1, ..., k.
Proof. To see that the first identity holds we use Theorem 3.2, Proposition 5.2, Formula (18),
and Lemma 5.3 in that order, as follows:
〈T [h], H˜1 ◦σ · · · ◦σ H˜k〉 =
(
U(Diag σT [h])UT
)
[H1, ..., Hk]
=
(
U(Diag σ(k+1)T )UT
)
[H1, ..., Hk, U(Diag h)U
T ]
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=
(
U(Diag σ(k+1)T )UT
)
[H1, ..., Hk,Min]
=
(
Diag σ(k+1)T
)
[H1, ..., Hk,Min]
= 〈T,H1 ◦σ(k+1) · · · ◦σ(k+1) Hk ◦σ(k+1) Min〉.
The last equality follows again from Theorem 3.2.
To show the second identity, since both sides are linear in Hs for every s = 1, ..., k, it is enough
to prove it only in the case when Hs is an arbitrary basic matrix Hisjs. Fix k basic matrices
Hi1j1 ,...,Hikjk and suppose that is ∈ Iνs for s = 1, ..., k. The left-hand side is equal to
〈T τl[h], H˜i1j1 ◦σ · · · ◦σ H˜ikjk〉 =
(
U(Diag σT τl [h])UT
)
[Hi1j1, ..., Hikjk ]
=
(
U(Diag σT τl [h])UT
)i1...ik
j1...jk
=
n,...,n∑
p1,...,pk=1
q1,...,qk=1
(Diag σT τl[h])
p1...pk
q1...qkU i1p1U j1q1 · · ·U ikpkU jkqk
=
n,...,n∑
p1,...,pk=1
(T τl[h])p1...pkU i1p1U j1pσ−1(1) · · ·U ikpkU jkpσ−1(k)
=
n,...,n∑
p1,...,pk=1
(T τl[h])p1...pkU i1p1U jσ(1)p1 · · ·U ikpkU jσ(k)pk
=
n,...,n∑
p1,...,pk=1
n∑
pk+1=1
(T τl)p1...pkpk+1hpk+1U i1p1U jσ(1)p1 · · ·U ikpkU jσ(k)pk
=
n,...,n∑
p1,...,pk=1
T p1...pkhplU i1p1U jσ(1)p1 · · ·U ikpkU jσ(k)pk
=
r,...,r∑
s1,...,sk=1
T ιs1 ...ιsk
∑
pη∈Isη
η=1,...,k
hplU i1p1U jσ(1)p1 · · ·U ikpkU jσ(k)pk
= T i1...ikδi1jσ(1) · · · δ̂iljσ(l) · · · δikjσ(k)
∑
pl∈Iνl
hplU ilplU jσ(l)pl
= T i1...ikδi1jσ(1) · · · δ̂iljσ(l) · · · δikjσ(k)M
iljσ(l)
in .
Now we evaluate the right-hand side of the identity. We will use the second part of Lemma 3.3 since
σ−1(l) (k+1) = l 6= k+1. Recall also that σ(l)(s) = σ(s) for s ∈ Nk+1\{l, k+1} and σ(l)(k+1) = σ(l)
for all l = 1, ..., k.
〈T τlin , Hi1j1 ◦σ(l) · · · ◦σ(l) Hikjk◦σ(l)Min〉
=
(
T τlin
)i1...ikjσ(l)(k+1)δi1jσ(l)(1) · · · δ̂iljσ(l)(l) · · · δikjσ(l)(k)M
jσ(l)(k+1)
i
σ
−1
(l)
(k+1)
in
=
(
T τlin
)i1...ikjσ(l)δi1jσ(1) · · · δ̂iljk+1 · · · δikjσ(k)M jσ(l)ilin
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= T i1...ikδi1jσ(1) · · · δ̂iljk+1 · · · δikjσ(k)M
jσ(l)il
in
= T i1...ikδi1jσ(1) · · · δ̂iljk+1 · · · δikjσ(k)M
iljσ(l)
in
= T i1...ikδi1jσ(1) · · · δ̂iljσ(l) · · · δikjσ(k)M
iljσ(l)
in .
In the third equality above we used the fact that T is block-constant, plus the fact that M
jσ(l)il
in = 0
if jσ(l) 6∼ il. In the fourth we used the fact that M is a symmetric matrix. The last equality holds
because we changed the format of the missing multiple, while keeping the present multiples the
same. 
Proposition 5.5 Let U ∈ O(n) be an block-diagonal orthogonal matrix, let H be an arbitrary
n× n matrix, and σ an arbitrary permutation on Nk.
(i) If T is a (k + 1)-tensor such that for some fixed l ∈ Nk we have T
p1...pl...pk+1 = 0 whenever
pl ∼ pk+1, then (
U(Diag σ(l)T )UT
)
[Hin] = 0.
(ii) If T is a (k + 1)-tensor such that for some fixed l ∈ Nk we have T
p1...pl...pk+1 = 0 whenever
pl 6∼ pk+1, then (
U(Diag σ(l)T )UT
)
[Hout] = 0.
(iii) If T is any (k + 1)-tensor, then
(
U(Diag σ(k+1)T )UT
)
[Hout] = 0.
Proof. Fix an index l in Nk. Let Hi1j1,...,Hikjk be arbitrary basic matrices, and let H be an
arbitrary matrix. Using the definitions we compute.
(
U(Diag σ(l)T )UT
)
[Hi1j1, ..., Hikjk , H ] =
n,n∑
ik+1,jk+1=1
(
U(Diag σ(l)T )UT
)i1...ik+1
j1...jk+1H ik+1jk+1
=
n,n∑
ik+1,jk+1=1
n,...,n∑
ps,qs=1
s=1,...,k+1
(Diag σ(l)T )
p1...pk+1
q1...qk+1U i1p1U j1q1 · · ·U ik+1pk+1U jk+1qk+1H ik+1jk+1
=
n,n∑
ik+1,jk+1=1
n,...,n∑
ps=1
s=1,...,k+1
T p1...pk+1U i1p1U
j1p
σ
−1
(l)
(1)
· · ·U ik+1pk+1U
jk+1pσ−1
(l)
(k+1)
H ik+1jk+1
=
n,n∑
ik+1,jk+1=1
n,...,n∑
ps=1
s=1,...,k+1
T p1...pk+1U i1p1U
jσ(l)(1)
p1 · · ·U ilplU
jσ(l)(l)
pl · · ·U ik+1pk+1U
jσ(l)(k+1)
pk+1H ik+1jk+1
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=n,n∑
ik+1,jk+1=1
n,...,n∑
ps=1
s=1,...,k+1
T p1...pk+1U i1p1U jσ(1)p1 · · ·U ilplU jk+1pl · · ·U ik+1pk+1U jσ(l)pk+1H ik+1jk+1.
Suppose now that T is a (k+1)-tensor with T p1...pl...pk+1 = 0 whenever pl ∼ pk+1 and that H = Hin.
Then H ik+1jk+1 6= 0 implies that ik+1 ∼ jk+1. In that case, by the fact that U is block diagonal,
U jk+1plU ik+1pk+1 6= 0 implies that pl ∼ pk+1, which implies that T
p1...pl...pk+1 = 0. Thus every
summand in the double sum above is zero.
In the second case, suppose T is a (k + 1)-tensor with T p1...pl...pk+1 = 0 whenever pl 6∼ pk+1 and
H = Hout. Then H
ik+1jk+1 6= 0 implies that ik+1 6∼ jk+1. In that case, by the fact that U is block
diagonal, U jk+1plU ik+1pk+1 6= 0 implies that pl 6∼ pk+1, which implies that T
p1...pl...pk+1 = 0. The sum
is zero.
In the third case, suppose that T is any (k + 1)-tensor and H = Hout. A calculation almost
identical to the above one (it differs only in the last step) shows that(
U(Diag σ(k+1)T )UT
)
[Hi1j1 , ..., Hikjk , H ] =
n,n∑
ik+1,jk+1=1
n,...,n∑
ps=1
s=1,...,k+1
T p1...pk+1U i1p1U jσ(1)p1 · · ·U ikpkU jσ(k)pkU ik+1pk+1U jk+1pk+1H ik+1jk+1.
Then H ik+1jk+1 6= 0 implies that ik+1 6∼ jk+1. In that case, by the fact that U is block diagonal,
U jk+1pk+1U ik+1pk+1 = 0. Again the sum is zero. 
The next result is a consequence of Theorem 3.2, Theorem 5.4, and Proposition 5.5 applied
with U = I and using the fact that M =Min +Mout.
Corollary 5.6 Let U ∈ On be a block-diagonal orthogonal matrix and let σ be a permutation on
Nk. Let M be an arbitrary symmetric matrix, and h ∈ R
n be a vector, such that UTMinU = Diag h.
Then
(i) for any block-constant (k + 1)-tensor T on Rn,
U
(
Diag σ(T [h])
)
UT =
(
Diag σ(k+1)T
)
[M ];
(ii) for any block-constant k-tensor T on Rn
U
(
Diag σ(T τl[h])
)
UT =
(
Diag σ(l)T τlin
)
[M ], for all l = 1, ..., k,
where the permutations σ(l), for l ∈ Nk, are defined by (13).
Notice that if the vector µ, defining the equivalence relation on Nn, has distinct coordinates,
then every tensor from T k,n is block-constant and the block-diagonal orthogonal matrices are pre-
cisely the signed identity matrices (those with plus or minus one on the main diagonal and zeros
everywhere else). In this case we also have i ∼ j if, and only if, i = j and thus T τlin = T
τl. Moreover,
since Proposition 5.5 holds for arbitrary matrices (symmetric or not), we obtain the next result,
valid for an arbitrary matrix H .
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Corollary 5.7 Let σ be a permutation on Nk and let H be an arbitrary matrix. Then
(i) for any (k + 1)-tensor T on Rn,
Diag σ(T [diagH ]) =
(
Diag σ(k+1)T
)
[H ];
(ii) for any k-tensor T on Rn
Diag σ(T τl[diagH ]) =
(
Diag σ(l)T τl
)
[H ], for all l = 1, ..., k,
where the permutations σ(l), for l ∈ Nk, are defined by (13).
Finally, combining Theorem 5.1 and Proposition 5.5 we get the next corollary.
Corollary 5.8 Let {Mm} be a sequence of symmetric matrices converging to 0, such thatMm/‖Mm‖
converges to M . Let µ be in Rn↓ and Um → U ∈ O
n be a sequence of orthogonal matrices such that
Diagµ+Mm = Um
(
Diagλ(Diagµ+Mm)
)
UTm, for all m = 1, 2, ....
Then for every block-constant k-tensor T on Rn, and any permutation σ on Nk we have
(19) lim
m→∞
Um(Diag
σT )UTm − Diag
σT
‖Mm‖
=
k∑
l=1
(
Diag σ(l)T
(l)
out
)
[M ].
6 A determinant connection
Let T ∈ T k,n be any µ-symmetric tensor on Rn. A little bit of thought shows that T can be
decomposed into T = A + B, where A,B ∈ T k,n, A is a block-constant tensor and B has the
following property: for every multi index (i1, ..., ik) with pairwise distinct entries, B
i1...ik = 0. In
this section we investigate a rather curious fact about tensors with the last property.
For any two vectors x, y ∈ Rk, we say that y refines x (or that x is refined by y), and write
x  y, if yi = yj implies xi = xj for any i, j ∈ Nk.
Lemma 6.1 Let T1, T2,...,Ts be s-tensors on R
n with the following two properties:
(i) for every multi index (i1, ..., is) we have
(T i1...is1 , T
i1...is
2 , ..., T
i1...is
s )  (i1, ..., is).
(ii) Whenever the multi index (i1, ..., is) has pairwise distinct entries, then T
i1...is
l = 0 for all l.
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For any two multi indexes (i1, ..., is), (j1, ..., js) with entries from the set Nn we define the s × s
matrix, ∆(i1...isj1...js), as follows:
∆(i1...isj1...js)
pq =
{
δipjq , if q < s,
T i1...isp δipjq , if q = s,
then det(∆(i1...isj1...js)) = 0.
Proof. Fix a multi index (i1, ..., is). If it has pairwise distinct entries, then by the second property,
the last column in the matrix ∆(i1...isj1...js) will be zero. If two of its entries is1 and is2 are equal, then
by the first property, row s1 will be equal to row s2 and again the determinant will be zero. 
Note 6.2 The second condition in the preceding lemma in trivially satisfied if s > n.
Proposition 6.3 Suppose that T1, T2,...,Ts be s-tensors on R
n with the two properties in Lemma 6.1,
then the following identity holds:
(20)
∑
σ∈P s−1
s∑
l=1
sign (σ(l))Diag
σ(l)Tl = 0.
Proof. Fix an arbitrary multi index (i1...isj1...js). In the following calculation, the third equality uses
the facts P s = {σ(l) | σ ∈ P
s−1, l ∈ Ns} and σ(l)(l) = s for l ∈ Ns, σ ∈ P
s−1.
( ∑
σ∈P s−1
s∑
l=1
sign (σ(l))Diag
σ(l)Tl
)i1...is
j1...js =
∑
σ∈P s−1
s∑
l=1
sign (σ(l))T
i1...is
l δi1jσ(l)(1) · · · δisjσ(l)(s)
= det(∆(i1...isj1...js))
= 0,
where ∆(i1...isj1...js) is defined in Lemma 6.1 for the family of tensors T1, T2, ..., Ts. 
Recall the definitions of the linear maps T ∈ T k,n → T
(l)
out ∈ T
k+1,n, for l ∈ Nk. For convenience
in this section we also define
T
(k+1)
out ≡ 0, for every T ∈ T
k,n.
Lemma 6.4 Suppose that T ∈ T k,n is a symmetric tensor such that T i1...ik = 0 for any multi index
(i1, ..., ik) with pairwise distinct entries. Then the k + 1 (k + 1)-tensors
T
(1)
out, T
(2)
out, ..., T
(k)
out , T
(k+1)
out
satisfy the two conditions in Lemma 6.1 (with s = k + 1).
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Proof. To show the first property, fix a multi index (i1, ..., ik+1) and suppose that ip = iq for
some 1 ≤ p < q ≤ k + 1. If q = k + 1, then
(
T
(p)
out
)i1...ik+1 = (T (q)out)i1...ik+1 = 0. If q < k + 1, then
(
T
(p)
out
)i1...ik+1 = T i1...ip−1ik+1ip+1...iq−1iqiq+1...ik − T i1...ik
µik+1 − µip
=
T i1...ip−1iqip+1...iq−1ik+1iq+1...ik − T i1...ik
µik+1 − µip
=
T i1...ip−1ipip+1...iq−1ik+1iq+1...ik − T i1...ik
µik+1 − µiq
=
(
T
(q)
out
)i1...ik+1,
where in the second equality we used the fact that T is symmetric, while in the third we used
ip = iq.
The verification of the second condition in Lemma 6.1 follows immediately from the fact that
T has that property. 
Using the fact that T
(k+1)
out ≡ 0, we obtain the next corollary from Proposition 6.3.
Corollary 6.5 Suppose that T ∈ T k,n is a symmetric tensor such that T i1...ik = 0 for any multi
index (i1, ..., ik) with pairwise distinct entries. Then we have the following identity:
(21)
∑
σ∈P k
k∑
l=1
sign (σ(l))Diag
σ(l)T
(l)
out = 0.
7 Lifting of a tensor determined by the cycle type of a
permutation
The goal of this final section is to prove a result in the spirit of Corollary 5.6.
It is well known that every permutation ν on Nk has a unique decomposition into a product
of disjoint cycles. Denote by s the number of disjoint cycles. These cycles partition the set of
integers, Nk, in a natural way: two integers j, i ∈ Nk are in the same partition if ν
l(i) = j for some
l. We enumerate the sets in the partition in the natural way: let Iν,1 be the set of the partition
that contains the integer 1; let Iν,2 be the set that contains the smallest integer not in Iν,1; let Iν,3
be the set containing the smallest integer not in Iν,1 ∪ Iν,2, and so on.
Take a vector x ∈ Rk. We will say that the permutation ν refines vector x (or that x is refined
by ν), and write x  ν, if xl = xν(l) for every l = 1, 2, ..., k. In order to know a vector x, refined
by ν, it is enough to know the value of one coordinate with index from every cycle of ν. In other
words, for a fixed x, refined by ν, the vector (p1, ..., ps) defined by
pl := xi, for every l ∈ Ns and some i ∈ Iν,l,
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completely specifies x given ν. The ordering on the cycles of ν, we agreed on above, makes sure
that this is a one-to-one correspondence between Rs and the set {x ∈ Rk | x  ν}.
Let now T be a tensor from T s,n. (Notice that the dimension of the tensor is equal to the number
of cycles of ν ∈ P k.) Clearly s ≤ k with equality if, and only if, ν is the identity permutation. We
define T ν to be a tensor from T k,n defined component wise by
(T ν)i1...ik =
{
T p1...ps, if (i1, ..., ik)  ν,
0, otherwise,
where (p1, ..., ps) is the vector that specifies (i1, ..., ik) given ν. Informally speaking, T
ν has the
tensor T placed on the diagonal “subspace” defined by the coordinate equalities {il = iν(l) | l ∈ Nk}
and zeros every where else.
When τl is the transposition (l, k + 1) on Nk+1, this definition coincides with the definition of
T τl given by Equation (17).
Fix a vector µ ∈ Rn. For the rest of this section, when a block-constant tensor or a block-
diagonal matrix is mentioned, it will be understood that the blocks are determined by the vector µ
as explained in Section 2. Let M be a symmetric matrix and h ∈ Rn be such that
(22) UTMinU = Diag h,
for some block-diagonal orthogonal matrix U ∈ On.
Lemma 7.1 For any block-constant tensor, T , on Rn we have
T [h] = T [diagM ],
where vector h and matrix M are defined by Equation (22).
Proof. Suppose that T is a k-tensor. The proof is a direct calculation from the definitions:
(T [h])i1...ik−1 =
n∑
ik=1
T i1...ik−1ikhik
=
r∑
l=1
T i1...ik−1ιl
∑
i∈Il
hi
=
r∑
l=1
T i1...ik−1ιl
∑
i∈Il
M ii
=
n∑
ik=1
T i1...ik−1ikM ikik
= (T [diagM ])i1...ik−1.

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Proposition 7.2 Let ν be a permutation on Nk+1 with s disjoint cycles such that ν(k+1) = k+1.
Then for any block-constant tensor T in T s,n we have the identity:
(23) T ν [h] = T ν [diagM ],
where vector h and matrix M are defined by Equation (22).
Proof. If the multi index (i1, ..., ik, ik+1) is refined by ν, then (i1, ..., ik, j) is also refined by ν
for any j ∈ Nn. Moreover, the vector that specifies it (given ν) will look like (p1, p2, ..., ps−1, ik+1)
because ν(k + 1) = k + 1 and the cycle containing the integer k + 1 has one element. There-
fore, as (i1, ..., ik, ik+1) goes over all possible multi indexes of dimension k + 1, refined by ν,
(p1, p2, ..., ps−1, ik+1) will go over all multi indexes of dimension s. This correspondence is one-
to-one. Fix an arbitrary multi index, (i1, ..., ik, ik+1). If it is not refined by ν, then
(T ν [h])i1...ik =
n∑
ik+1=1
(T ν)i1...ikik+1hik+1 = 0,
and similarly the right-hand side of (23) is equal to zero. If the multi index is refined by ν, then
using the previous lemma we compute:
(T ν [h])i1...ik =
n∑
ik+1=1
(T ν)i1...ikik+1hik+1
=
n∑
ik+1=1
T p1...ps−1ik+1hik+1
= (T [h])p1...ps−1
= (T [diagM ])p1...ps−1
=
n∑
ik+1=1
T p1...ps−1ik+1(diagM)ik+1
= (T ν [diagM ])i1...ik . 
The following result complements Corollary 5.6. It follows by combining Proposition 7.2 and
Corollary 5.7.
Corollary 7.3 Let ν be a permutation on Nk+1 with s disjoint cycles such that ν(k + 1) = k + 1.
Then for any block-constant tensor T in T s,n and permutation σ on Nk we have the identity:
(24) Diag σ
(
T ν [h]
)
=
(
Diag σ(k+1)T ν
)
[M ],
where vector h and matrix M are defined by Equation (22).
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