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ABSTRACT
This work centers around employing magnetic tight binding to study
defects in body centred cubic iron, a material of potentially great
importance as a structural component in hydrogen fusion power plants.
An existing d-band tight binding model was extended to include charge.
The first task was to develop a working scheme for calculating spins and
charges self consistently. This was achieved using an extended form of
the Harris-Foulkes functional and implemented with a generalisation of
the Newton-Raphson minimisation procedure. Having established such
a scheme it was tested on bulk structures, point defects and straight
dislocations. The motion of dislocations and the opposition to this was
also considered though calculation of Peierls barriers.
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1
INTRODUCTION
1.1 the problem? - hydrogen fusion power plants
This work is motivated by its applications to hydrogen fusion power
plants and their aim to provide clean energy. The problem of radiation
damage caused to materials used in the fusion reactor in this process is
a complex one. Seeking a better understanding of this problem through
simulation is extremely necessary as it has important consequences for
the mechanical properties of the materials [22]. There is a limit to what
can be learnt experimentally at the current time because of the need
to recreate the extreme conditions in a fusion power plant. The fusion
process being considered is indicated in eqn 1.1.
2
1H+
3
1H→42 He+n (1.1)
Essentially the isotopes of hydrogen (deuterium and tritium) fuse
to form helium nuclei and emit fast neutrons (14.1 MeV) as happens
in the sun. The helium nuclei remain inside the plasma heating it up
and allowing the reaction to continue. The neutrons, however, can
escape and are primarily responsible for the structural damage to the
walls of the reactor. They can also produce hydrogen and helium which
contribute to the damage. The neutrons do have a useful function which
is to breed a supply of tritium from a lithium blanket as described in
eqn 1.2.
1
0n+
7
3 Li→ 42He+ 31H+10 n (1.2)
Much thought needs to be given to the choice of material used
in the fusion reactor. The plasma is to be confined magnetically for
a significant amount of time (around 400s) in the toroidal vacuum
which is common to the Tokomak design of reactors. This is important
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because for the fusion power plant to function the energy produced
by the reaction including losses must be great enough to keep the
reaction going without any external power. The Lawson criterion [42]
for this to occur depends on the product of three things: the density of
electrons ne, the time for which the plasma can be confined tp and the
temperature of the plasma Tp as indicated in eqn 1.3.
neTptp !
T2p
〈σv〉
12kB
Ecp
(1.3)
where kB is the Boltzmann constant, Ecp is the energy of the charged
particles, v is the relative velocity of the particles and σ is the fusion
cross section.
Body centred cubic (bcc) transitions metals are prime candidates
to be used in the plasma facing components [11, 12] as illustrated in
Figure 1 and the divertor in particular. The function of the divertor is
to remove heat and helium from the reactor and it is placed around
the bottom of the vessel. The bcc transition metals have a high atomic
density without being too heavy. This means that they can stop the
neutrons from escaping and still be used realistically as structural
materials. The Joint European Torus (JET) is the current experimental
device of this type and the ITER reactor is planned for the future. High
temperatures (>600oC) and stresses (300GPa) are experienced by the
plasma facing components and the materials employed must be able
to withstand these extreme conditions. The materials of a reactor also
feel stress under their own weight. To prevent deformation in response
to this stress, a high creep strength is required. The specific class of
materials which are currently being investigated for use in the reactor
are ferritic/martensitic steels with 9% chromium added.
The damage to these materials from the fast neutrons is measured in
displacements per atom (dpa). This refers to the number of times on
average that an atom has been displaced from its equilibrium position
from the beginning of the reaction. This is estimated to be 150 dpa
for a fusion reactor. This results in both point defects and line defects
including edge and screw dislocations. The point defects produced can
move and come together with the helium produced by the neutron
damage, leading to embrittlement of the material. An edge dislocation
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Figure 1: Diagram of ITER fusion machine [1].
is created when an extra half plane of atoms is inserted in the crystal.
Irradiation produces dislocation loops which have the same effect. The
transition between the brittle and ductile regime is of utmost importance
in choosing the material. It is desired to have the lowest brittle to ductile
transition temperature that is possible, as brittle fracture of a power
plant would be catastrophic. For this reason chromium is added to
the steel, as at a certain concentration (9%) it lowers the brittle-ductile
transition temperature under irradiation [58]. It is also added as it has
the property of making steel stainless, thus reducing the propensity to
rust and corrode.
This is where dislocations become important in the general picture. It
is the motion of screw dislocations which controls the plasticity of the
material, as edge dislocations are much more mobile in bcc materials.
Without the presence of dislocations the applied stress required for slip
is very high. Slip is the process whereby applying an external force
causes planes of the crystal to glide over each other. It is the motion
of screw dislocations via the mechanism of double kink nucleation
(Chapter 2) which allows slip to occur and hence affects the plasticity.
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Dislocations can interact with defects caused by irradiation and other
alloying elements in the iron such as the added chromium. Screw dislo-
cations can become pinned by these defects, while edge dislocations
remain more mobile, emphasising why screw dislocations are the cru-
cial factor in controlling the plasticity. The questions to be answered
ultimately relate to the motion of dislocations and how this is affected
by their interaction with defects.
Iron is a magnetic material and it is necessary to account for this. This
is achieved using a tight binding framework for magnetic iron using
a d-band Stoner model. The short range covalent type bonds in iron
make it a good candidate for tight binding. In iron there is a narrow
d-band and a broad s-p band. The d-band dominates the magnetism
and variation of bonding with atomic coordination, justifying our use of
the d band model. Point defects such as vacancies and self interstitials
and static 12 〈111〉 screw dislocations are considered in detail in this
work. However, the goal for the future is to understand what affects
the motion of dislocations, so values for the formation and migration
energy of kinks will also be important.
Figure 2 is an idealised plot of stress against strain. As indicated,
at low strains it is expected that the stress and strain will be linearly
proportional to each other (red region of graph). This is simply an
expression of Hooke’s law familiar within everyday life, i.e the greater
the load applied the greater the extension. However, at a certain value
of strain this is is no longer the case and two situations can result. Either
the material can snap, a phenomenon known as brittle fracture (green
cross on graph) or it can deform plastically i.e. in a non-linear fashion
(blue region of graph). Materials which are ductile deform plastically to
a large extent before they fracture whereas brittle materials demonstrate
very little plastic deformation before this occurs.
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Figure 2: Idealised Stress-Strain Graph
1.2 summary of thesis
This work can be split into two broad areas. The first relates to
developing a methodology for finding the atomic charges and spins
self consistently using an existing d-band tight binding model for iron,
extended to include charge as well as spin. The second involves utilising
this novel method to investigate defects in iron, both point defects and
the 12 < 111 > screw dislocation.
Initially a brief literature review is conducted which surveys existing
work in the area of both point defects and the structure of 12 < 111 >
screw dislocations and their movement. Studies using a variety of meth-
ods are considered, from the most accurate density functional theory
methods (DFT) and tight binding through to interatomic potentials and
elasticity theory. The final section of this review deals with with these
methods in detail. In particular the derivation of non-self consistent
tight binding from DFT is illustrated. The Finnis-Sinclair interatomic
potential is looked at as an example of empirical potentials and the
merits of this simple method are considered. Finally recent applications
of elasticity theory are described.
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Chapter 3 describes the technical details of the new self consistency
method. Initially the parts of the tight binding model are discussed,
in particular the magnetic Stoner model and the description of atomic
charge using the Hubbard U. The problems with the original method
of convergency using linear mixing are highlighted. The Harris-Foulkes
functional initially described in the literature review in Chapter 2 is
extended to include both charge and spin. This is done in such as way
as to include input and output spin and charge. Minimising the total
energy given by this functional, correctly gives a solution in which the
input and output charges and input and output spins are equal to each
other. In this way achieving self consistency now becomes a variational
problem which can be placed on a sound mathematical footing using a
generalisation of the Newton-Raphson procedure.
Chapter 4 essentially tests the work from Chapter 3 on various bulk
structures and point defects. For the bulk structures the variation in
energy and magnetic moment with volume are ascertained. The point
defects considered are the mono-vacancy and the three self interstitials,
and it is found that there is good agreement with DFT in all cases. Fi-
nally any further difficulties with convergence due to spin in particular
are investigated.
Having established the efficacy of the method on small test problems,
the 12 < 111 > screw dislocation is then considered in chapter 5. There
are two geometrically different type of dislocation possible termed hard
and easy core, the easy being the lower in energy. Initial calculations
establish the atomic core structure of the easy core dislocation both
visually by using differential displacement maps and though use of
gamma surfaces. It is found that the easy core structure obtained upon
relaxation is non-degenerate in agreement with DFT. The philosophy
behind using the geometry which we set-up is discussed, resulting in
the choice of a hexagonal whisker with free surfaces. The atoms are dis-
placed isotropically and the three outer layers are frozen in an attempt
to eliminate the affect of the surface. The use of a whisker requires a
modification of the method described in Chapter 3 to deal with a one
dimensional system. The difficulties of using 1-D electrostatics with
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a full inter-site description of charge are discussed. The relationship
between the radius of the whisker and the easy core formation energy is
considered. Also the relationship between the radius and the difference
in the hard core and easy core energy is investigated.
Chapter 6 investigates the barrier to dislocation motion. Whiskers
are constructed such that an easy core dislocation can be placed in two
geometrically equivalent positions and the energy at these two positions
is found to be identical. The dislocation is then moved between these
positions and the energy at a series of intermediate positions is noted.
Two shapes of whisker are considered, one hexagonal and one roughly
elliptical. The shape of the barrier is not what would be expected from
DFT, however. This is possibly due to the parameterisation of the pair
potential in the tight binding model used; further details of this are
given in the chapter 6.
The final chapter sums up the major conclusions of the project and
provides suggestion for future work, both in terms of improving the
scaling with number of atoms of the method described in Chapter 3
and in considering more complicated systems for analysis.
2
COMPUTATIONAL METHODOLOGY OF STUDYING
DEFECTS IN BCC IRON
Having motivated the study of ferritic-martensitic steels as structural
materials for hydrogen fusion power plants in Chapter 1, a more de-
tailed discussion of the possible defects that can occur in iron and the
methods of modelling them is now embarked upon. Initially point
defects are considered and various conclusions about their stability and
migration using different methods of analysis are drawn. The discus-
sion is then extended to screw dislocations. In particular the nature of
their core structure and the mechanism of their motion are considered.
Finally the computational methodology of calculation of these defects
is dealt with going from the most accurate to the least accurate.
2.1 what is known about defects in bcc iron?
2.1.1 Point Defects
These are the simplest defects in bcc iron. They are of two types,
known as vacancies and interstitials. Vacancies involve the removal of an
existing atom, whilst interstitials involve removing an atom and placing
two atoms equidistant on either side of the position of the original
atom. These two atoms are known as a dumbbell and three types of
interstitials are considered depending on the line along which the two
atoms making up the dumbbell lie. In this work the atoms that make up
the dumbbell are both iron, so the interstitials are sometimes referred to
as self interstitials. Formation energies are important quantities that can
be calculated for point defects from both experiment and simulation.
The formation energies of these dumbbells have a specific order which
24
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is agreed upon by experiment [88] and simulation carried out using
both DFT (density functional theory) [37] and tight binding [59]. The
〈100〉 interstitial is the highest in energy, followed by the 〈111〉, with
the lowest being the 〈110〉. There is a certain range in the value of
the vacancy formation energy depending on the method used. The
experimental, interatomic potential [10] and tight binding method give
values around 1.5eV to 1.6eV and DFT a higher value of roughly 2eV.
Where DFT simulations becomes particularly useful is in gaining
information about the magnetic structure of the defects. In the case
of the dumbbell atoms it is indicated by DFT that the magnitude of
the magnetic moment on all dumbbell atoms is much less than in the
bulk, around 0.2µb compared to 2.62µb. In addition the moment on
the 〈110〉 atoms is antiparallel to that of the bulk [20] surrounding it.
Tight binding simulations also register the same effect [59].
Whilst mainly vacancies are present in equilibrium conditions in bcc
iron, interstitials become as common under irradiation. This is because
Frenkel pairs consisting of a single vacancy and single interstitial are
produced. The movement of these defects created by irradiation is
extremely pertinent to the use of iron as a structural material for
hydrogen fusion power plants as described in the introductory chapter.
Studies to determine the migration energy of single vacancies are
conducted using both experiment [79, 90] and simulation. There is some
argument between the two approaches as experimentally it is difficult
to obtain a completely pure sample of iron without the presence of
impurities. These impurity atoms can trap the vacancies and contribute
to a fairly wide range of migration energies. A study by Ackland et al.
[4] considered the introduction of copper atoms in particular, using
an interatomic potential for an Fe-Cu system. The study of copper
precipitates is important as they can contribute to hardening of the
metal. Ackland found that in dilute solutions the vacancy and the
copper atom are attracted to each other, as is the interstitial to the
copper atom. However, for the interstitial the binding energy is found
to be less than half of that of the vacancy.
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In the case of interstitials it is found that their migration energy de-
pends on the energy difference between the 〈111〉 and 〈110〉 interstitials.
The actual steps in the migration process are complicated but rotations
between these two types of interstitial strongly affect the path taken.
Whilst the energetic ordering of the interstitials is well established, there
is some disagreement over the magnitude of the 〈111〉/ 〈110〉 energy
difference. Experiment seems to obtain a far larger value than empir-
ical potentials [69]. The work from DFT fits in with what is observed
experimentally.
As well as existing as single defects, vacancies and self interstitials
are attracted to each other and migrate to form cluster of defects as
documented by TEM (Transmission Electron Microscopy) [56]. Molecu-
lar dynamics studies of Soneda and de la Rubia [83] and Osetsky et al.
[73] show that under irradiation, vacancy clusters are found to be less
mobile than self interstitial ones but much more mobile than single
vacancies. Experiment is not in complete agreement on this issue, with
work by Yao et al. [100] suggesting that motion of vacancy clusters was
relatively common and that of Arakawa et al. [7] concluding that self
interstitial clusters migration was far more significant.
The actual nature of the self interstitial motion can be broadly split
into two categories. One suggests a one dimensional scheme gaining
support from work using interatomic potentials [23, 9] and the second
a three dimensional migration indicated by DFT calculations [37]. This
is linked to the earlier discussion about the disparity in the energy
difference of the two interstitials using DFT and empirical potentials.
The effect on cluster migration of adding copper atoms to pure iron
is considered in the molecular dynamics calculations of [62] using the
Ackland potential. This finds that the motion of interstitial clusters in
pure iron is only three dimensional in character for a small number
of constituent interstitials in a cluster (< 5) and above this number
is found to be purely one dimensional. However, the introduction
of copper is found to increase the three dimensional nature of the
mechanism.
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It seems that an approach is needed which uses the accuracy of ab
initio calculations and the ability to consider many atoms and their
dynamics to obtain an accurate picture of cluster motion. Recent work
by Fu et al. [38] attempts to do this, by taking ab initio data and feeding
it into kinetic Monte Carlo simulations. This approach agrees with DFT
calculations whilst enabling more atoms to be considered.
2.1.2 Dislocations
Before launching in to a detailed discussion of calculations performed
on dislocations it is necessary to understand the answer to the basic
question: what is a dislocation? Dislocations are essentially line defects
within a crystal of which there are two types: edge and screw. This
work is primarily concerned with screw dislocations, the definition of
which is illustrated in Figure 3. The dislocation line is perpendicular
to the top crystal face. Any atom to atom path which encloses this line
is referred to as a Burgers circuit. A similar path drawn in a perfect
crystal would not close and the amount by which it does not close is
called the Burgers vector. In the case of a screw dislocation this vector
is parallel to the dislocation line, whilst for an edge dislocation the two
are perpendicular.
Static Dislocations
Studies of dislocations in iron have been primarily conducted using
simulation. These concentrate first on establishing the core structure
of straight dislocations and then consider dislocation motion via kink
propagation. One possible definition of what constitutes the core region
of a dislocation relates to where linear elasticity theory breaks down,
i.e. the atomic displacements become too large for the linear approxi-
mation. Images of dislocations have been obtained using transmission
electron microscopy (TEM). However, it is not possible to resolve the
core structure using this method.
There are two possible geometrical configurations of the core of the
1
2 〈111〉 screw dislocation. These two dislocation core types are referred
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Figure 3: Schematic diagram of Screw Dislocation. The purple arrow is an
atom to atom path around the centre of a dislocation. The red cross
indicates the centre of the dislocation; the dark blue arrow indicates
the dislocation line and the small red arrow the Burgers vector. .
Adapted from [2].
to as hard and easy [99]. The structure of the easy core, which has
been found to be consistently lower in formation energy than the hard
[36, 17], has been a subject of some debate. There are two possibilities:
a degenerate structure predicted by empirical potentials in which there
are two atomic configurations that have the same formation energy or
a symmetric non-degenerate core resulting from DFT and tight binding
calculations. This is discussed fully in Chapter 5.
It is possible for the dislocation core to interact with impurity atoms.
such as chromium as documented in [89], using a Fe-Cr interatomic
potential [72] which predicts the non-degenerate core structure. This
suggests that there is a weak interaction between the core and a single
chromium atom and a strong repulsion between the core and a pair of
chromium atoms. Earlier work of Farkas et al. [29] using an embedded
atom potential which predicts a degenerate core also considers the
introduction of impurity chromium atoms to dislocations in pure bcc
iron. This mentions that the three fold symmetry of the core in pure iron
is lost by the introduction of chromium. In terms of application to the
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material properties of iron for use in fusion power plants the effect on
double kink nucleation by the chromium atoms is of greater importance
and is discussed in the next section on dislocation motion. Other studies
consider the interaction of the dislocation core with copper. In particular
the work of Harry and Bacon [44], which again uses a potential which
predicts the degenerate core structure and suggests that the dislocation
formation energy is reduced by the addition of copper precipitates.
Dislocation Motion
An understanding of the movement of screw dislocations in bcc
metals is essential in a discussion about their plasticity. Dislocation
motion occurs by the process of glide in which the dislocation moves
in a plane containing both its Burgers vector and line. However, a
significant amount of applied stress is required before the 12 〈111〉 screw
dislocations move [46]. This high degree of immobility is due to their
non-planar structure and means that they are the controlling factor
in the plastic deformation of the iron used as a structural material
in hydrogen fusion power plants. The precise mechanism of glide is
provided by a double kink nucleation and propagation. Long straight
dislocations do not glide as a whole as this would be energetically
unfavorable. Instead as a result of random thermal fluctuations short
segments of the dislocation move to a neighbouring position forming
a double kink. This double kink then expands out dragging the rest
of the dislocation with it as illustrated in Figure 4. The move is from
an energetically favourable easy core position to a double kink in an
energetically unstable hard core position. The same process then repeats
itself to put the dislocation back in an easy core position. In this way
the kink is propagated as indicated in Figure 4.
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Figure 4: Schematic diagram of double kink nucleation and propagation. The
green arrows indicate the direction in which the kinks expand.
Before beginning a discussion on kink motion via this mechanism
it is instructive to consider static single kinks. Initial studies on these
structures were conducted using interatomic potentials that result in a
degenerate core structure. The two possible degenerate atomic configu-
rations feed in to the possible types of kink. This results in a complicated
situation where there were six possible types of kink [95, 68]. How-
ever, assuming a non-degenerate core structure, two types of kink can
occur which are referred to as vacancy and interstitial. These can be
differentiated by their effect on the row of atoms in the [111] direction,
which are affected by the kink. In the case of the interstitial kink these
atoms become closer by an amount that is a third of the Burgers vector
and in that of the vacancy kink they become further apart by the same
amount. A recent study by Ventelon et al. [92] has been carried out
using the Ackland-Mendelev [5] empirical potential, and calculates the
formation energies of both of these types of kink. It is found that the
interstitial kink has a much higher energy than the vacancy, i.e. 0.57
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eV in comparison to 0.08eV, the sum of these giving a total formation
energy for a double kink of 0.65eV per kink which fits in well with ex-
periment [14]. Use of the Ackland-Mendelev potential for this purpose
does, however, have its limitations. Magnetism is not explicitly included
and the shape of the Peierls barrier is double humped as opposed to
single peaked. This results in a kink width which is significantly lower
than experiment.
As well as the more sophisticated methods discussed above, there
is still some scope for elasticity theory in the calculation of the forma-
tion energy of double kinks. The work of Terentyev and Malerba [89]
considers the formation energy of double kinks in two situations, one
where the connecting segment between the two single kinks is easy
core in character and the other hard using an interatomic potential [72].
Now let E represent a section of easy core dislocation and H represent a
section of hard core dislocation. Then it is found that the E-E-E double
kink structure agrees well with elasticity theory, while the E-H-E does
not because of the inability of elasticity theory to take proper account
of the difference in core structures.
Whilst the nature of single kinks has been established, there are still
questions to be answered about the exact mechanism of the motion
of kinks. What is not known is the route the dislocation takes and
where it ends up. Experimental observation of the accepted double
kink nucleation mechanism is difficult. Recent work by Marian et al.
[63] using molecular dynamics does however provide support for this
model for dislocation movement. The Ackland potential [4] is used
which incorrectly makes the easy core structures degenerate. This work
is however significant because it extends this well established notion
of dislocation motion over a range of stress and temperature regimes.
Separate stress regimes are defined. Low stresses correspond to the
established nucleation and propagation model. This flow of dislocations
is defined as laminar (smooth) whilst at a higher range of stresses there
is a very rough flow, resulting in phenomena such as cross kinks and
debris loops. This work seeks to establish the qualitative concepts,
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but is lacking a quantitative description of the effects of stress and
temperature.
Extensions to these molecular dynamics (MD) simulations are pro-
vided by Domain and Monnet [21] who attempted to quantify the link
between MD simulations and experimental results. Contrary to the
study of Marian et al. [62], the Mendelev potential [64] is employed
instead of that of Ackland. This predicts the correct non-degenerate
structure of the easy core as this potential was partly designed to fit ab
initio results. Differences may occur between the ab initio and Mendelev
potential as it does not take into account the magnetic properties of
iron. These are crucial to measuring accurately quantities such as the
formation and migration energies of kinks. Domain and Monnet [21]
found that screw dislocations only glide on {110} planes over the whole
range of considered temperatures. Marian et al. [63] also predicted
glide on the {110} planes. The motion of the dislocations described in
Domain and Monnet [21], uses the traditional picture of double kink
nucleation. However, further insights are provided concerning the path
of the dislocation in relation to the correct hard and easy core structures.
It is proposed that the double kink would move from an easy position
to an unstable hard core position, resulting in the immediate nucleation
of a second double kink to another easy core position.
The simulation set up in Domain and Monnet [21] consists of a
screw dislocation in the centre of the simulation cell, periodic in the
[111] direction. The novelty in this work comes from the attempt made
to quantify the effect of having free surfaces in the
[
112¯
]
direction.
Calculations with free surfaces do not have the disadvantage of those
with dislocation dipoles and the interactions introduced by these; this
is discussed in Chapter 5. Fixed planes of atoms were used in the upper
and lower
(
1¯10
)
sufaces. Moving from the centre of the simulation box
the dislocation would be attracted by the free surfaces. This is included
in the simulation by adding in an extra stress component. A constant
strain rate is applied, producing an initially elastic region in the stress
strain curve followed by a plastic region in which there are several
local maxima due to the probabilistic nature of double kink nucleation.
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This probability is proportional to the length of the dislocation line and
hence the number of nucleation sites. This approach to free surfaces
seems reasonable and produces good agreement with compressive
tensile tests carried out in experiment.
Chaussidon et al. [16] consider the differences between this type of
boundary condition, known as rigid, in which free surfaces are only
kept in one direction and those where all surfaces are kept free. A
stress is applied parallel to the {112} planes and dislocation motion
observed. In the case of rigid boundary conditions, glide occurred on
the {112} planes in contrast to non-rigid boundary conditions which
suggests glide on the {110} planes. The Peierls stress (stress required for
a straight dislocation to overcome the energy barrier stopping it moving
to a neighbouring equivalent lattice position) is found to be lower than
in the non rigid boundary condition case. More recent work by Gilbert
et al. [39] using MD simulations also suggests that the movement on the
{112} planes is an artifact of the boundary conditions. In actuality the
kink nucleation and propagation is only occurring on the {110} planes.
Impurity atoms can have an effect on dislocation motion. For example
introduction of impurity elements such as chromium is reported by
Terentyev and Malerba [89] to favour the formation of kinks as a result
of the core splitting from interaction of the dislocation with chromium
atoms. Earlier work by Farkas et al. [29] finds that the mobility of kinks
is decreased in the presence of high chromium concentration although
this conclusion may not be completely valid as the interatomic potential
used predicts the degenerate core structure.
Whilst the story for static dislocations is relatively clear, the motion
of dislocations over different stress regimes and in impure iron still
requires more investigation for the potential use of iron as a structural
material in fission and fusion power plants.
2.2 methodology
The approach to the examination of the techniques is discussed in
two broad categories. The first deals with electronic structure methods;
that is DFT (density functional theory) and the derivation of tight bind-
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ing from this via the Harris-Foulkes functional. The second considers
both potentials and elasticity theory. The philosophy is to move system-
atically from the most accurate ab initio methods which can be used to
study dislocations through to empirical potentials and to look at the
relative merits of these.
2.2.1 Techniques Part 1: Electronic Structure Methods
The essential aim of density functional theory and tight binding is
to solve the time independent Schrödinger equation for a system of
atoms.
Hˆ |Ψ〉 = E |Ψ〉 (2.1)
Hˆ = Tˆe + T̂n + Vn−n + Ve−n + Ve−e
=
∑
i
−
!h2
2me
∇2i +
∑
I
−
!h2
2MI
∇2I +
1
2
∑
I"=J
ZIZJe
2
4pi$0
∣∣∣ !RI − !RJ∣∣∣
−
∑
Ii
ZIe
2
4pi$0
∣∣∣ !RI − !ri∣∣∣ +
1
2
∑
i"=j
e2
4pi$0
∣∣!ri − !rj∣∣
where Hˆ is the hamiltonian operator and |Ψ〉 the wavefunction for all
the electrons and nuclei in the system. The terms in the Hamiltonian
are the kinetic energy of the electrons Tˆe, the kinetic energy of the
nuclei Tˆn, the nucleus-nucleus interaction Vn−n, the nucleus-electron
interaction Ve−n and the electron-electron interaction Ve−e. !RI is the
position vector of a nucleus, ZI is the nuclear charge on atomic site
I, !ri is the position vector of electron i, e is the charge on an electron,
me is the mass of an electron, MI is the mass of nucleus I and $0 is
the permittivity of free space. Certain helpful approximations can be
made, the first being the Born-Oppenheimer approximation. As the
nuclei are so much more massive than electrons, their motion can be
ignored as the electrons adapt almost instantaneously to changes in the
nuclear position. This is also known as the adiabatic approximation and
means the kinetic energy of the nuclei can be ignored. The simplified
Hamiltonian just for the electrons Hˆe can now be written as:
Hˆe = Tˆe +
∑
Ii
−
e2
4pi$0
ZI∣∣∣ !RI − !ri∣∣∣ +
1
2
∑
i "=j
e2
4pi$0
1∣∣!ri − !rj∣∣
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= Tˆe +
∑
i
Vext(!ri) +
1
2
∑
i"=j
e2
4pi$0
1∣∣!ri − !rj∣∣ (2.2)
Vext(!ri) is the external potential from the nuclei acting on an electron.
It is possible to put an upper bound on the energy of the system,
from the Ritz variational principle. This states that the energy E of any
trial wavefunction |ψ〉 is greater than or equal to the exact ground state
energy.
E =
〈ψ| Hˆe |ψ〉
〈ψ|ψ〉 ! E0 (2.3)
So in principle this problem can be approximately solved by choosing an
appropriate trial wave function and minimising the energy with respect
to it. The first attempts at expressing this can be grouped into single
particle theories in which the electrons are considered as independent
particles in an effective potential. This is made up of the contribution
from the external potential and a mean field contribution of all of
the electrons. In the Hartree approximation this effective potential is
described in eqn 2.4
Veff (!r) = Vext(!r) +
∫
e2
4pi$0
n(!r ′)
|!r−!r ′|
d3!r ′ (2.4)
where n(!r) is the electron number density. The term including n(!r ′)
in eqn 2.4 approximates the Coulomb potential experienced by one
electron due to the presence of the others. The trial many body wave-
function is written as the product of the wavefunctions of all the N
electrons in the system as illustrated in eqn 2.5.
|ψ〉 = φ1( !r1)φ2( !r2)φ3( !r3)........φN( !rN) (2.5)
Using the trial ansatz in eqn 2.5, n(!r) can be written as eqn 2.6.
n(!r) =
N∑
i=1
|φi(!r)|
2 (2.6)
The electrons stack from the lowest energy upwards according to the
Pauli exclusion principle, with one electron of each spin in each orbital.
The index i is defined to include spin as well and N is the total number
of electrons.
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The next stage is to minimise the energy E subject to the constraint
that the wavefunctions of the single electrons are orthogonal to each
other as in eqn 2.7.
δ
δφi
〈ψ| Hˆe |ψ〉− N∑
ij
µij
[∫
φ∗i (!r)φj(!r)d
3!r− δij
] = 0 (2.7)
Inserting the expression for the Hamiltonian in eqn 2.2 into eqn 2.7,
results in N single particle Schrödinger equations which have to be
solved simultaneously for the N orbitals.
(Tˆe + Vext(!r) +
∑
j"=i
∫ ∣∣∣φj(!r ′)∣∣∣2 1
|!r−!r ′|
d3!r ′)φi(!r) = $iφi(!r) (2.8)
This approach has several salient omissions. Firstly it does not con-
sider fully that electrons are fermions and hence their wavefunctions are
antisymmetric upon exchange of a pair of particles and secondly it does
not consider correlation. A more sophisticated method is to consider
a trial ansatz for the many body wavefunction that is antisymmetric
under exchange. This is achieved using the properties of determinants
where the exchange of two rows or two columns changes the sign of the
determinant. This is given in the expression for the Slater determinant
in eqn 2.9.
|ψ〉 = 1
(N!)
1
2
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
φ1(r1) φ1(r2) φ1(r3) · · · φ1(rN)
φ2(r1) φ2(r2) φ2(r3) · · ·
...
φ3(r1) φ3(r2) φ3(r3) · · ·
...
...
...
...
. . .
...
φN(r1) · · · · · · · · · φN(rN)
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
(2.9)
It is now possible to go through a similar minimisation process to
the Hartree case, resulting in a series of N single particle Schrödinger
equations as detailed in eqn 2.10.
Tˆe + Vext(!r) + ∫ e2
4pi$0
∑
j
∣∣φj(!r ′)∣∣2 1
|!r−!r ′|
d3!r ′
φi(!r) (2.10)
−
∫
e2
4pi$0
∑
j
φ∗j (!r ′)φj(!r)
1
|!r−!r ′|
φi(!r ′)d3!r ′ = $iφi(!r)
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The first term of the single particle Schrödinger equation in this case
looks similar to the Hartree case, the only difference being that the sum
over j does not exclude the possibility of an electron interacting with
itself. The second term is new and is a result of the exchange inter-
action introduced by taking account of the spin statistics of fermions.
This is still not a complete description as, despite taking into account
antisymmetry, it does not include the Coulomb repulsion between the
electrons. As mentioned previously both effects are required for an
accurate inclusion of the correlation of electrons.
The question arises: what if it were possible to describe all the elec-
trons using the electron number density n(!r) instead of in terms of
the many body wavefunction? The two Hohenberg-Kohn theorems
provide a basis for the answer to this. The first theorem states that
the external potential and the ground state electron number density
uniquely determine each other. So if the electron number density is
known, then the external potential is known and it should in principle
be possible to solve the Schrödinger equation to find the many particle
wavefunction. Therefore the expectation value of the kinetic energy
and electron-electron interaction can be written as a functional of the
electron number density n(!r) as described in eqn 2.11.
F [n(!r)] = 〈ψ| Tˆe + Ve−e |ψ〉 (2.11)
The second Hohenberg-Kohn theorem derives from the variational
principle and the first theorem and states that the energy as a function
of the density is greater than or equal to the ground state energy E0.
E [n(!r)] = F [n(!r)] +
∫
Vext(!r)n(!r)d
3!r ! E0 (2.12)
This should then just be an energy minimisation problem as encoun-
tered previously, subject to the constraint that the total number of
electrons remains constant.
δ
(
F [n(!r)] +
∫
Vext(!r)n(!r)d
3!r− µ
(∫
n(!r)d3!r−N
))
= 0 (2.13)
Carrying out the minimisation leads to the expression in eqn 2.14.
δ
δn (!r)
F [n(!r)] + Vext(!r) = µ (2.14)
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The problem is that the form of the functional F [n(!r)] is not known.
The pioneering approach of Kohn and Sham [57] is to consider a non-
interacting system of electrons in an effective potential whose charge
density is exactly the same as that of the fully interacting system. For
this auxiliary system it is well known how to write the kinetic energy
and the Hartree term (representing the Coulomb interaction) using
Slater determinants as discussed above. The remainder of the energy
for the interacting system that is not included in the non-interacting
solution can be grouped into a term known as the exchange-correlation
energy. The Euler-Lagrange eqn 2.14 is then reduced to eqn 2.15.
δTe
δn (!r)
+ VH(!r) + Vext(!r) + Vxc(!r) = µ (2.15)
where VH(!r) =
∫ n(!r ′)
|!r−!r ′|d
3!r ′ is the Hartree potential and Vext(!r) is
the external potential. Vxc(!r) is the exchange correlation potential,
which is the functional derivative of the exchange correlation energy:
Vxc(!r) = δExc/δn(!r). The form of the exchange correlation energy is
not known, so approximations must be made. The form of eqn 2.15
is essentially describing a system of non-interacting electrons in an
effective potential, where
Veff(!r) = VH(!r) + Vext(!r) + Vxc(!r) (2.16)
All that now needs to be done is to solve the single particle Schrödinger
equations for a system of non-interacting electrons with Hamiltonian
Hˆks = Tˆe + Veff. The solution gives the total energy for the interacting
system by construction. The single-particle wave functions are the
Kohn-Sham eigenstates and they represent the electron number density
through eqn 2.6.
However, there is a complexity to consider. It can be seen that the
effective potential depends on the density, and that the Schrödinger
equations have to be solved to get the density. This results in the need
for a self consistent iterative process to get the best possible density.
This process can be computationally expensive and does not always
scale well with system size [6]. There is a way in which it is possible
not to have to calculate the solution iteratively. This is provided by the
ideas of Harris and Foulkes which were worked out independently
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[43, 34]. The total energy of the interacting system using the Kohn-Sham
eigenstates is expressed in eqn 2.17.
Etotal =
∑
i
〈φi|Hˆks|φi〉− 1
2
∫ ∫
n(!r)n(!r ′)
|!r−!r ′|
d3!rd3!r ′ (2.17)
−
∫
Vxc [n (!r)]n (!r)d
3!r+ Exc [n (!r)] + Enuc
If we evaluate eqn 2.17 using a guess for the density n0 (!r) we get
eqn 2.18
Etotal ≈
∑
i
〈φi|Hˆ0|φi〉− 1
2
∫ ∫
n0 (!r)n0 (!r
′)
|r− r ′|
d3rd3r ′ (2.18)
−
∫
Vxc [n0 (!r)]n0d
3r+ Exc [n0] + Enuc
where Hˆ0 is Hˆks evaluated with density n0 (!r) and the functions φi
are eigenfunctions of Ĥ0. This is the Harris-Foulkes functional. It can
be shown that the error in the Harris-Foulkes expression for the total
energy is second order in the error in the electron density.
2.2.2 Tight Binding
Tight binding can be derived from the Harris-Foulkes functional. Firstly
the total energy eqn 2.17 is split into the attractive band energy of
the first term and the remaining terms are grouped together into a
repulsive energy term. The approach then used by tight binding is to
express the Kohn-Sham eigenstates as a linear combination of atomic
orbitals (LCAO) [49, 48, 47, 87, 40, 35]. The trial ansatz is indicated in
eqn 2.19
|ψ〉 =
∑
Iα
aIα|Iασ〉 (2.19)
where I is an atomic index, α is an orbital index and σ is a spin index.
If this is substituted into the single-particle Schrödinger equation (eqn
2.1) it results in eqn 2.20.
Hˆ0
∑
Iα
aIα|Iασ〉 = En
∑
Iα
aIα|Iασ〉 (2.20)
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Multiplying both sides of eqn 2.20 by 〈Jβσ| and then integrating over
the spatial coordinate of the atomic orbitals gives eqn 2.21, which is
known as the secular equation:
∑
Iα
aIα〈Jβσ|Hˆ|Iασ〉 = En
∑
Iα
aIα〈Jβσ|Iασ〉 (2.21)
The term 〈Jβσ|Hˆ|Iασ〉 is referred to as the hopping integral when I %= J
and an on-site integral when I = J. The term 〈Jβσ|Iασ〉 is called the
overlap integral. As the electrons are basically confined to quantum
wells (the influence of the electron-nucleus attraction), the overlap
integral decreases exponentially with distance.
The hopping integral determines the rate at which an electron moves
from atom to atom. Hopping integrals are restricted to neighbouring
atoms only in most tight binding approaches and the overlap between
atomic orbitals is often ignored (orthogonal tight binding). Classically
electrons on the individual atoms would be unable to move between
atoms in this way; however, quantum mechanically, these electrons
tunnel out of their individual quantum wells.
Solving the Schrödinger equation for the many-atom system it is
found that the energy levels are split with respect to the energy levels of
the isolated atoms. The extent of the splitting depends on the magnitude
of the hopping integral. Electrons inhabit the lowest energy or bonding
states as far as the Pauli exclusion principle will allow.
The first term in the total energy of the system as given in eqn 2.22
is a sum of the occupied eigenvalues (En), with a factor of 2 for spin
degeneracy. This term (known as the band energy) is attractive (other-
wise bonding would not occur), whilst the second term is described by
a sum of pair potentials and is repulsive. RIJ is the distance between a
pair of atoms I and J.
Etotal = 2
∑
n(occ)
En +
1
2
∑
"I=J
φIJ(RIJ) (2.22)
At this stage it is necessary to include the effect of magnetism as
the tight binding method is going to be used to model iron which is a
magnetic material. This is a simple generalisation of the non-magnetic
case in which the starting point is also the single particle Schrödinger
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equation. As in the non-magnetic case the band energy part of the total
energy is given by the sum of the eigenvalues of the occupied orbitals.
However, in this case it is split into a sum over up-spins and sum over
down-spins. This is illustrated in eqn 2.23.
Eband =
∑
n↑
En↑ +
∑
n↓
En↓ (2.23)
The matrix elements of the spin-up or spin-down Hamiltonian can be
expressed in terms of the non-magnetic Hamiltonian matrix elements
〈Jβσ|Hσ|Iασ〉 = 〈Jβσ|H0|Iασ〉+∆EIσδIJδαβ (2.24)
where the index σ can indicate either spin-up or spin-down. The term
∆EIσδIJδαβ represents the splitting in the energy on a single site due
to an imbalance in the number of up and down spins. It is assumed
that this splitting only affects on-site terms (hence the presence of the
δIJ delta function). Hopping can only occur from spin-up to spin-up or
spin-down to spin-down states.
The energy splitting on each site is expressed in eqn 2.25
∆EI = ∆EI↑ −∆EI↓ (2.25)
where ∆EI↑ and ∆EI↓ are the changes in the spin-up and spin-down
on-site energies relative to the non-spin polarised case. These shifts are
given by eqns 2.26 and 2.27.
∆EI↑ = −
1
2
IIs(nI↑ −nI↓) (2.26)
∆EI↓ = −∆EI↑ (2.27)
IIs is a positive constant known as the Stoner integral on at atom I [87]
and qI↑ and qI↓ are the numbers of electrons with spin up and down
respectively.
The work included in Chapter 3 seeks to extend the existing non-self
consistent Harris-Foulkes tight binding scheme in order to calculate
both charge and spin self consistently in an efficient manner. The nature
of the Stoner model is also described in more detail.
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2.2.3 Techniques Part 2: Empirical potentials and linear elasticity
There are limits placed on the number of atoms in a metallic system
that can be studied using DFT and tight binding, in the former case
around 100 atoms and in the latter around 1000. An approach that
bridges the gap between tight binding and empirical potentials is that
of bond order potentials (BOP’s). These attempt to derive potentials
from the principles of tight binding [76, 66]. Empirical potentials can
deal with millions of atoms and are thus of great use in considering
extended defects.
Empirical Potentials
The need for interatomic potentials is motivated by a need for algo-
rithms to calculate energies and forces on atoms in a quick and efficient
way. It is then possible to minimise the energy and allow the forces to
go to zero in order to determine the relaxed structures of defects in
crystals. The functional forms of the potentials are based on approx-
imations to tight binding and density functional theory. Atoms are
treated as point-like and loosely speaking the potential is the “glue”
that binds them together. To parametrize the model, it is necessary to fit
to physical properties obtained experimentally such as elastic constants
and vacancy formation energies. A simple but extremely effective in-
teratomic potential is that of Finnis and Sinclair [31], which is used to
model transition metals.
There are two parts to the form of the energy of a Finnis-Sinclair
potential. The first term is a many body attraction term and the sec-
ond term is a pair potential part which describes the nucleus-nucleus
repulsion between atoms as described in eqn 2.28, where RIJ is the
distance between a pair of atoms I and J, η(RIJ) is a pair term that can
be related to tight binding hopping integrals and φ(RIJ) is the repulsive
pair potential. The mathematical forms of the cohesive and many-body
potentials are fitted by comparison with cohesive energy, equilibrium
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volume and the elastic moduli for various transition metals. The square
root in the many body term is important in correctly reproducing the
bonding in solids. If the coordination number of an atom is Z it can
be seen from eqn 2.28 that there will be a
√
Z multiplying the energy
from the many body term. If this is divided by Z, the energy per bond
obtained is proportional to 1/
√
Z. This means that atoms at the surface
of a material with a lower coordination number will be more strongly
bonded than atoms deep in the material further from the surface. In this
way Finnis-Sinclair potentials take into account the local environment
of an atom.
E = −A
∑
I
√∑
J"=I
η(RIJ) +
1
2
∑
I,J
φ(RIJ) (2.28)
The form of the potential means that there is a simple algorithm to
calculate the forces on atoms. Differentiating the expression for the
energy in eqn 2.28 the final expressions for the x components of the
attractive and repulsive parts of the total forces are
Frep,x = −
∂
∂xM
1
2
∑
IJ
φ(RIJ)
= −
1
2
∑
I
∑
J
φ ′(RIJ)
RIJ
(xI − xJ)(δIM − δJM)
= −
1
2
∑
J"=M
φ ′(RJM)
RJM
(xM − xJ)−
1
2
∑
I "=M
φ ′(RIM)
RIM
(xM − xI)
= −
∑
I "=M
φ ′(RIM)
RIM
(xM − xI) (2.29)
Fatt,x = −
∂
∂xM
−A∑
I
√∑
J"=I
η(RIJ)

=
A
2
∑
I
(
∑
L"=I
η(RIL))
−1
2
∑
J"=I
η ′(RIJ)(xI − xJ)(δIM − δJM)R−1IJ
=
A
2
(
∑
L=M
η(RML))
−1
2
∑
J"=M
η ′(RMJ)(xM − xJ)R−1MJ
+
A
2
∑
I=M
(
∑
L"=I
η(RIL))
−1
2 η ′(RMI)(xM − xI)R−1MI
=
A
2
∑
J"=M
η ′(RJM)
(
1√
νM
+
1√
νJ
)
(xM − xJ)
rJM
(2.30)
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where νM =
∑
L"=M η(RML). The attractive force on the central atom
m depends not only on its environment as illustrated in the 1√νM term
but also on the environment of the other atoms J in its cutoff radius
through 1√νJ . In the model of Finnis and Sinclair the cutoff is chosen
between second and third nearest neighbours.
Variations on this early potential came later with the Ackland [4] and
Mendelev [64] potentials. The Mendelev potential for iron does predict
a non-degenerate dislocation core in agreement with DFT calculations
whilst the Ackland potential does not. The main problem with such
potentials is that they underestimate the value of the Peierls barrier and
do not recreate its characteristic single hump shape, which has been
determined by DFT calculations [91].
The above mentioned works do not treat magnetism which is im-
portant for studies on iron to be used in fusion power plants. This is
considered in recent tight binding models, such as those that are for
pure iron [59] and modified versions which are for Fe-Cr systems [71],
in which calculations are carried out using a spin polarised tight bind-
ing framework using the Stoner model. Magnetic bond order potentials
are also employed in recent studies [67], to reporduce the structure of
the easy core provided by DFT.
It is necessary to mention briefly the Dudarev-Derlet potential [21]
as this is an interatomic potential which attempts to take into account
magnetism by using a combination of a Stoner model (a simple band
model for 3d transition metal, described in Chapter 3) and the Ginzburg-
Landau approach to the study of second-order phase transitions [75].
A second order phase transition occurs when there is a discontinuity
in the second derivative of the free energy of a system as happens
in ferromagnetic iron. The Ginzburg Landau model correctly predicts
the distribution of densities of atomic states, which is related to the
magnetism of a material. Using a combination of these two models a
many-body empirical potential is formed like the earlier Finnis-Sinclair
potential. The embedding part of it is based on a combination of the
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two models mentioned. A good agreement with DFT and tight binding
for the magnetization curves of iron is obtained.
Elasticity theory
Whilst elasticity theory is at the bottom of the hierarchy of methods
discussed above it can still provide much useful information with very
little computational effort. For example it can give the displacements
of atoms outside the core and general trends in energies with system
size can be established. It can also manage more complicated situations
such as the interaction between a dislocation and a point defect and the
interaction between a pair of dislocations. The groundbreaking paper of
Eshelby et al. [28] derives a method for calculating the fully anisotropic
displacement solution for an extended body and then deals with a
particular screw and edge dislocation to illustrate this formalism. More
recent work considers defects called dislocation loops created by radi-
ation damage using anisotropic elasticity theory. Work by Fitzgerald
and Yao [33] considers the shape of these loops and compares them
to images obtained using transmission electron microscopy and finds
good agreement. The formation energy of these loops is also considered
by Dudarev et al. [25] and found to be in good agreement with values
obtained using the Dudarev-Derlet potential. Straight dislocation seg-
ments are also considered [32] and their self force using full anisotropic
elasticity theory calculated.
In this work the isotropic elastic solution is used. This is described in
eqn 2.31
uz ′ =
bθ
2pi
(2.31)
where uz ′ is the displacement in the [111] direction, b is the magni-
tude of the Burgers vector and θ is the angle between a general point
and an arbitrarily defined line from the centre of the dislocation to a
point in the x ′y ′plane.
The form of the displacement can be derived from the Navier Lame´
equation (eqn 2.32), which is the basic equation of elasticity theory.
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This is essentially the equation of motion for the components of a
displacement !u in a cartesian coordinate system. The σij,j term is the
divergence of the stress tensor, Fi a body force and ρ
∂2ui
∂t2
the time
dependence of the displacement. The Einstein summation convention
is used throughout this discussion.
σij,j + Fi = ρ
∂2ui
∂t2
(2.32)
The first index of the stress tensor σij is the ith component of a
force vector per unit area (where i${1, 2, 3}) acting on a plane whose
outward pointing normal is parallel to the positive xjth direction. ui is
the component of the displacement vector in the ith direction, Fi is the
component of the body force per unit volume in the ith direction and ρ
is the mass density. In this problem time dependence can be ignored as
equilibrium conditions are imposed.
It is necessary to couch the governing equation in terms of the dis-
placement to be able to solve for it. To do this the concept of strain must
be introduced. The strain tensor ekl is a purely geometrical concept
which describes changes in shape to a material upon deformation.
ekl =
1
2
(uk,l + ul,k) (2.33)
where uk is the displacement in the kth direction. The relationship
between stress and strain is linear and is expressed as
σij = cijklekl (2.34)
cijkl is known as the stiffness tensor. It represents the elastic constants
and has the following symmetries:
cijkl = cjikl = cijlk = cjilk (2.35)
In the isotropic case under consideration the direction in which a
force is applied makes no difference to the resulting displacements. This
enables certain simplifications to be made to the form of the stiffness
tensor. The relationship between stress and strain can then be written
as:
σij = λδijekk + 2µeij (2.36)
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where λ and µ are known as Lame´ parameters. Inserting the expression
for the strain from eqn 2.33 into eqn 2.36 provides an expression for the
stress tensor in terms of displacement.
σij = λδijuk,k + µ(ui,j + uj,i) (2.37)
Differentiating eqn 2.37 and inserting into eqn 2.32 provides a soluble
equation for the displacement.
(λ+ µ)uj,ij+µui,jj + Fi = 0 (2.38)
The general framework for obtaining the displacement field of an
isotropic body has now been fully developed. Applying this to the case
of a screw dislocation is fairly simple as the displacement depends only
on the angle θ. There are also no body forces to consider so Fi can be
ignored. Eqn 2.38 now reduces to a second order ordinary differential
equation for the displacement uz = u(θ). It is assumed there is no
displacement in the x− y plane, so only uz needs to be considered.
d2uz
dθ2
= 0 (2.39)
The solution is of the form:
uz = Aθ+B (2.40)
Applying the two conditions that at θ = 0, uz = 0 and at θ = 2pi,
uz = b (where b is the magnitude of the Burgers vector), the final
expression for the displacement field of an isotropic screw dislocation
is then bθ2pi .
3
EFF IC IENT SELF CONS ISTENCY FOR MAGNET IC
T IGHT B INDING
3.1 the model
The parameters employed to investigate the defect properties of
ferromagnetic bcc iron are obtained from a d-band Stoner tight binding
model first published in Liu et al. [59]. Whilst the original model
assumed local charge neutrality (LCN), this work seeks to extend this
by adapting it to include the process of charge transfer. The expectation
is that this would provide a more realistic picture of the behaviour of
defects in iron. The constituents of the energy in the original scheme
are the band energy, the repulsive contribution and the Stoner exchange
energy [86].
The d band in iron is relatively narrow in comparison to the s-p band.
A narrower band implies that the interaction between atoms is less
strong and that the orbitals on atoms are highly localised making it
a prime candidate for a tight binding description. In this case the s
and p electrons are included in the pair potential as they are strongly
delocalised and their effect on the structure is thought to be small.
There are other models which include s, p and d orbitals. For example,
the model of Paxton and Finnis [74], also considers orbital overlap and
multipolar charges on each site. Spin is dealt with similarly to the model
used in this work by a simple Stoner description. More complicated
magnetic descriptions can be considered. Cohen and Mukherjee [18]
included non-collinear magnetism in iron using tight binding.
The basis for the Stoner band model of magnetism reduces to a com-
petition between the kinetic energy lost and exchange energy gained
when a certain number of electrons of one spin swap their spin spon-
taneously to the opposite orientation. This is best understood from
48
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Figure 5: Explaining Stoner model of magnetism - a simplistic picture. The right
hand section of the figure indicates spin up density of states, and the
left hand section the spin down. µ labels the chemical potential.
Figure 5 where the energy change ('W) from the change in spin of the
electrons in the shaded area can be written as:
'W = kinetic+ exchange
∆W = D(µ)∆E∆E−
1
4
Is(2D(µ)'E}2 (3.1)
where D(µ) labels the density of states of the electrons at the chemical
potential µ, 'E is the range of energies of the electrons which change
spin and Is is the Stoner parameter which measures the strength of the
exchange interaction . The sign of 'W dictates whether a system is
magnetic or not.
'W < 0⇒ magnetism (3.2)
'W > 0⇒ non−magnetic (3.3)
Setting eqn 3.1 equal to zero, and canceling through by the common
factors 'E and D(E), in conjunction with the conditions specified
in the inequalities 3.2 and 3.3 leads to the following condition for
ferromagnetism behaviour
Is D (µ) > 1 (3.4)
The total energy of the system is written as an extended form of the
Harris-Foulkes functional; extended to include spin and charge.
3.1 the model 50
Etot =
1
Nk
∑
σn!k
〈
σn!k
∣∣∣Hˆ0∣∣∣σn!k〉 fσn!k + Epair
+
∑
IJ
(nI − zI)VIJqJ −
1
2
∑
IJ
qIVIJqJ
−
1
2
∑
I
IIs(nI↑ −nI↓)mI +
1
4
∑
I
IIsm
2
I (3.5)
Ĥ0 is the reference Hamiltonian which does not include spin or charge,
σ labels the spin, n is the band index, !k is a Bloch vector, Nk is the
number of k-points used in the Brillouin zone sum and !R is the trans-
lation vector for a periodically repeated computational cell. Certain
simplifications with regard to the hopping integrals [40, 87] are made at
this stage. Only on-site and two centre hopping integrals are considered,
crystal field terms and three centre integrals are neglected. This was
considered to be sufficient for the task required.
The Bloch states are represented as a linear combination of atomic
orbitals (LCAO) [40] as described in eqn 3.6.
| σn!k〉 = 1√
Nk
∑
i!R
cσn
!k
i exp(i!k · !R) | σi!R〉 (3.6)
The atomic orbital | σi!R〉 for an electron of spin σ in cell with position
!R is indexed by i, with the orbital being centered on atomic site I. The
expansion coefficients cσn!ki are normalised such that
〈
σn!k | σn!k
〉
= 1,
and fσn!k is the occupation number for state | σn!k〉. Epair is a repulsive
pairwise potential. The various charges and magnetic moments (spins)
on site I are: zI is the core charge, qI is the input charge, mI is the
input magnetic moment, and nI = nI↑ + nI↓ is the total number of
output electrons, where nI↑ and nI↓ are the output number of up and
down spin electrons respectively. At self-consistency, when the input
and output spin and charge densities are identical, qI = nI −ZI and
mI = n
↑
I −n
↓
I .
The output number of electrons nI is obtained from the wavefunc-
tions.
nI =
1
Nk
∑
i(I
∑
n!kσ
| cσn
!k
i |
2 fσn!k (3.7)
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IIS is the Stoner integral [86] for the atom on site I, and VIJ is the
potential between the charges on sites I and J.
The extension implemented in this present work to the d band stoner
model of Liu et al. [59] is to include charge explicitly instead of as-
suming LCN. We assume monopolar charges on each atomic site and
describe these charges using Gaussian distributions. At long range this
reduces the inter-site interactions (I %= J) to Coulomb’s law whilst at
short range the width of the Gaussian ensures that the on-site energy
(I = J) is equal to the value of the Hubbard U [51] for a particular
atomic site.
Echarge =
1
2
∑
IJ
qIVIJqJ
VII = U (3.8)
VIJ =
∑
!R
γIJ(
∣∣∣!rI −!rJ − !R∣∣∣) (3.9)
γIJ is defined below (eqn 3.10). It is assumed that there are spherical
Gaussian shaped charge distributions ρI(!r) on each atomic site allowing
the program PLATO to compute the inter-site terms [47, 55]. This
charge distribution is given by ρI(!r) = qINI exp(−αI(!r−!rI)2), and is
normalised such that NI = (αI/pi)3/2 guaranteeing the integral of ρI
is qI. !rI is the position of site I and αI is a constant selected to make
certain the on-site terms are correct i.e. VII = U. For periodic systems,
VIJ includes a sum over periodic images as described in eqn 3.9 where
!R is the translation vector.
The interaction between a pair of atoms (γIJ(r)) can be calculated
using a Gaussian integral [13], resulting in eqn 3.10,
γIJ(r) =
e2
4pi$0r
erf
(√
αIαJ
αI +αJ
r
)
(3.10)
where e is the charge on an electron and $0 is the permittivity of free
space. For the on-site terms it is known that γII(0) = UI and hence
αI =
pi
2 (4pi$0UI/e
2)2.
There are five types of d orbital on each iron atom which form
sigma, pi and and delta bonds. The distance dependence of these bond
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Figure 6: The three bond integrals
integrals are all described by a power law relation, with different values
of the exponent.
t(r) = t (r0)
(
r
r0
)−s
It was found necessary to add a cubic spline to these functions in order
for them to decay smoothly to zero at a suitable distance r. Plots of the
bond integrals are provided in Figure 6.
The repulsive energy Epair in eqn 3.11 is comprised of both a long
range exponential term and short range Yukawa term which tails off
much faster than the long range term due to the BrmIJ factor. The rela-
tionship is plotted in Figure 7. A,B,a,b and m are all fitted parameters
provided by the original model.
Epair =
1
2
(
B
rmIJ
exp(−arIJ) +A exp(−brIJ)
)
(3.11)
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Figure 7: Repulsive Energy
3.2 the problem
A set of initial simulations for bulk iron encountered two unexpected
difficulties. The first relates to the slow speed of convergence. The speed
of convergence is itself dependent on two factors: the first is the number
of computational loops required and the second is the time taken for
each loop. The second and more serious problem is the possibility that
on some occasions convergence can never be reached. To begin with
simulations were conducted using an extremely simplistic linear mixing
scheme indicated in eqn 3.12. The input and output refer to either spin
or charge and Mf is the mixfactor .
inputnew = inputold +Mf(outputold − inputold) (3.12)
Conducting tests on a 3 x 3 x 3 cell of bulk bcc ferromagnetic iron it is
found that convergence is not attained and that the simulation
becomes numerically unstable. This is illustrated in Figure 8. The bulk
is uncharged by symmetry so only spin convergence is considered in
this case. The residue plotted is the difference in input and output spin
which ideally we want to go to zero. It can be seen that for
approximately the first 30 self consistent iterations the residue remains
extremely low and decreases slowly. This situation then abruptly
changes and the residue increases rapidly before oscillating indefinitely.
3.2 the problem 54
It can be supposed there will be a certain amount of statistical noise
and that once the simulation is ’nudged’ slightly from its correct course
there is no mechanism for bringing the convergence back on track.
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Figure 8: Linear mixing
Other possible alternatives involved using a Pulay type mixing
scheme [77] for charge and spin. Whilst this is not plagued by the
instabilities of linear mixing, it is quite slow as it requires a large num-
ber of loops for convergence. Improvements were made to the original
Pulay scheme, in that it was found it was better to mix charge and
spin separately. That is, to keep updating the charge until completely
converged (with a tolerance of 10−7e) and only then to allow charge
and spin to be mixed together. If the convergence on charge goes below
the tolerance the simulation reverts back to mixing charge only.
This is still not ideal, particularly not with larger numbers of atoms
hence motivating the development of the Newton mixing scheme de-
scribed in the next section.
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3.3 the solution
3.3.1 Charge/Spin self consistency using the extended Harris-Foulkes func-
tional
The novelty in this scheme arises from the need to achieve self
consistency for both spin and charge. Methods for implementing this in
density functional theory (DFT) have received much attention. However,
the problem has been largely neglected in tight binding. This novel
approach is motivated by the difficulties encountered in using existing
DFT methods (Pulay and linear mixing) for self consistency in tight
binding. The result is a robust and efficient scheme anchored on firm
mathematical algorithms.
The original form of the Harris-Foulkes functional is obtained (as
explained in Chapter 2) by expanding to second order the exact DFT
energy functional about a certain input charge density. If the second
order terms in this expansion are then ignored, the magnitude of the
error in the energy is second order in the error in the density. The
energy can then be calculated non self-consistently using a suitable
input charge density. The Stoner magnetic tight binding model used
here, extended to include charge transfer between atoms, provides an
opportunity to formulate the method of achieving self consistency as
a variational problem. The two terms which describe the electrostatic
and magnetic contributions along with their double counting terms
are added on to the original form of the Harris-Foulkes functional.
These terms include both input and output spin and charge. Upon
minimisation of this extended functional it is found to be stationary
with respect to changes in the wavefunction given that Schrödinger’s
equation is satisfied. It is also found to be stationary with respect to
input and output spins and charges when they are equal. That is, the
problem of reaching self consistency has now been reduced to an energy
minimisation problem. In the following sections the implementation of
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this minimization via a Newton-Raphson [78] type scheme is discussed
in detail.
Upon minimising the energy functional in eqn 3.5 with respect to the
expansion coefficients, the Schrödinger equation for the system results.
The solution of this equation allows the output spins and charges to
be calculated from the eigenstates. The values of output spins and
charges and in turn the energy are now known unequivocally, given
fixed values of input spins and charges. That is, the energy is now just
a function of the input charges and spins.
Hˆσ | σnk〉 = $σnk | σnk〉 (3.13)
where $σnk is the eigenvalue and the spin dependent Hamiltonian Hˆ
σ
is given in terms of its matrix elements Hσ
i!R,j!R ′ = 〈σi!R | Hˆσ | σj!R ′〉 by
eqn 3.14
Hσ
i!R,j!R ′ = H
0
i!R,j!R ′ +δijδ!R!R ′
UIqI + ∑
M("=I)
VIMqM −
1
2
IIsmI(1− 2δσ↑)
 (3.14)
where Ho
i!R,j!R ′ = 〈σi!R | Hˆ0 | σj!R ′〉. If σ =↑ then δσ↑ = 1; if σ =↓ then 0.
The energy function that uses the optimised expansion coefficients
is labelled EM(qI,mI). Input charge and spin can now be treated as
variational parameters with respect to which the minimised functional
must be optimised. Derivatives with respect to these parameters are
calculated by differentiating eqn 3.5, which results in eqns 3.15 and
3.16. As the expansion coefficients have already been optimised their
derivatives disappear.
∂EM/∂qI =
∑
J
(nJ − zJ)VIJ −
∑
J
VIJqJ (3.15)
∂EM/∂mI = −
1
2
IIs(nI↑ −nI↓) +
1
2
IIsmI (3.16)
Setting the derivatives in eqns 3.15 and 3.16 to zero and canceling
through by common factors results in:
qI = nI − zI
mI = n
↑
I −n
↓
I
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It is now evident that finding a stationary point EM is equivalent to
achieving self consistency. This is an extremely useful result.
After the charge and spins are fully converged and the energy calcu-
lated it is necessary to calculate a value of the atomic forces. These are
given by Hellman-Feyman forces [30].
!FK =
∑
ij!R!R ′
ρi!R,j!R ′
∂H0
i!R,j!R ′
∂!rK
+
∂Epair
∂!rK
+
1
2
∑
IJ
qIqJ
∂VIJ
∂!rK
(3.17)
Here ρi!R,j!R ′ =
1
Nk
∑
σn!k fσn!kc
σn!k∗
i c
σn!k
j exp(i!k · [!R ′ − !R]) are the on-
site elements of the density matrix. Forces are minimised to a prescribed
tolerance to optimise the atomic coordinates.
In the context of energy minimisation, the relationship between this
scheme and the local charge neutrality of the original model can now
be understood. If the value of the Hubbard U is increased, then in order
for the energy to be minimised the charges must become very small, in
effect recreating local charge neutrality.
3.3.2 Newton-Raphson Mixing
To utilize this variational property the usual techniques for locating
the minima and maxima of functions are employed. First the minimised
energy is expanded as a Taylor expansion about some initial values of
charge and spin (q0I and m
0
I ) up to and including quadratic terms as
described in eqn 3.18. Ideally it would be better to expand to higher
order than this. However, the constraint is the excessive computational
expense.
EM(q
0
I +∆qI,m
0
I +∆mI) ≈ EM(q0I ,m0I ) (3.18)
+
∑
I
(
∂EM
∂qI
∣∣∣∣
0
∆qI +
∂EM
∂mI
∣∣∣∣
0
∆mI
)
+
1
2
∑
IJ
(
∂2EM
∂qI∂qJ
∣∣∣∣
0
∆qI∆qJ +
∂2EM
∂mI∂mJ
∣∣∣∣
0
∆mI∆mJ + 2
∂2EM
∂qI∂mJ
∣∣∣∣
0
∆qI∆mJ
)
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Minimising this expanded functional with respect to input charge and
spin produces a linear relationship between the difference in the input
and output spins and charges (spin and charge residues) and the input
spins and charges. These are related by a linear response matrix, the
calculation of which is discussed in the next section. It is the calculation
of this which takes the majority of the computational effort. This is
achieved using Green’s functions. In order to reach self consistency
values of input charges and spins qI = q0I +∆qI and mI = m
0
I +∆mI
must be found that satisfy the conditions ∂EM/∂qI = ∂EM/∂mI = 0.
Setting the derivatives of eqn 3.18 to zero results in eqn 3.19.
∂EM
∂qI
∣∣∣∣
0
+
∑
J
∂2EM
∂qI∂qJ
∣∣∣∣
0
∆qJ +
∑
J
∂2EM
∂qI∂mJ
∣∣∣∣
0
∆mJ = 0
∂EM
∂mI
∣∣∣∣
0
+
∑
J
∂2EM
∂mI∂mJ
∣∣∣∣
0
∆mJ +
∑
J
∂2EM
∂mI∂qJ
∣∣∣∣
0
∆qJ = 0 (3.19)
At this stage it makes sense to simplify the notation and adopt a
combined notation for both spin and charge. New quantities are defined
as: λI ∈ {mI,qI} and ∆λI ∈ {∆mI,∆qI}. The first (gλI ) and second (Xλλ
′
IJ )
derivatives of EM are now defined. We call Xλλ
′
IJ the linear response
matrix; it has dimensions 2N× 2N, and as will be seen below, it can be
computed straightforwardly. From this notation the form of a Newton-
Raphson type equation immediately becomes apparent (eqn 3.21).
gλI =
∂EM
∂λI
∣∣∣∣
0
Xλλ
′
IJ =
∂2EM
∂λI∂λ
′
J
∣∣∣∣∣
0
(3.20)
gλI +
∑
λ ′J
Xλλ
′
IJ ∆λ
′
J = 0 (3.21)
This linear matrix equation can easily be solved. Differentiating eqn
3.5, eqns 3.22 and 3.23 result.
∂EM
∂qI
=
∑
J
VIJ(nJ − zJ − qJ) =
∑
J
VIJR
q
J (3.22)
∂EM
∂mI
= −
1
2
IIs(n
↑
I −n
↓
I −mI) = −
1
2
IIsR
m
I (3.23)
3.3 the solution 59
where RqJ = (nJ − zJ − qJ) is defined as the charge residue and R
m
J =
(n↑J −n
↓
J −mJ) the spin residue. To obtain the second derivatives, eqns
3.22 and 3.23 are differentiated with respect to both charge and magnetic
moment to give
∂2EM
∂qI∂qK
=
∑
J
VKJ
∂RqJ
∂qI
(3.24)
∂2EM
∂qI∂mK
= −
1
2
IKs
∂RmK
∂qI
=
∑
J
VIJ
∂RqJ
∂mK
(3.25)
∂2EM
∂mI∂mK
= −
1
2
IKs
∂RmK
∂mI
(3.26)
Substituting eqns 3.22, 3.23, 3.24, 3.25 and 3.26 into Eq. 3.21 and
factoring out VIJ results in the final expressions:
0 = RqJ +
∑
K
(
∂RqJ
∂qK
∆qK +
∂RqJ
∂mK
∆mK
)
(3.27)
0 = RmJ +
∑
K
(
∂RmJ
∂qK
∆qK +
∂RmJ
∂mK
∆mK
)
(3.28)
These equations are easily interpreted. Together they constitute a
linear extrapolation to find where the residues go to zero, i.e when
self-consistency is achieved. To illustrate this point, it is instructive
to consider a ’one-dimensional’ situation in which the atoms in a
configuration are charged but non magnetic. The problem then reduces
to the simplest case of Newton-Raphson minimisation and the charge
residue will reach zero swiftly in a very few computational steps. When
both charge and spin are considered, the simple Newton-Raphson
numerical method can be generalised. So instead of minimising a curve
which is a function of one variable only there is a surface which is a
function of two variables to which a plane will touch tangentially. If
the energy surface were exactly quadratic in both charge and spin, self
consistency would be reached in one step. However, the tight binding
energy surface is naturally rough, making it necessary to carry out
several iterations before self-consistency is reached. To construct an
overall measure of the total residue at each step it is convenient to
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define a quantity that is called R¯. For each atom the charge and spin
residues are calculated at each step and N is the number of atoms. The
length of the vector formed of these quantities is then calculated.
R¯ =
 1N∑
J
((
RqJ
)2
+
(
RmJ
)2)
0.5
(3.29)
3.4 calculating the linear response matrix
The Newton-Raphson method appears to be a transparent and
straightforward method for reaching spin and charge self consistency.
However, there is the difficult problem of calculating the linear response
matrix Xλλ ′IJ to tackle. As a minimal basis set is used, it is expected
that simulations containing a larger number of atoms than in similar
DFT calculations can be completed. However a bottleneck in the system
arises from the dependence of the linear response matrix on the number
of atoms. Following through with the algebra it can be seen that the
dependence is actually on the fourth power of the number of atoms.
There are four derivatives that must be calculated to obtain the full
form on the linear response matrix as both λ and λ ′ represent both
magnetic moment and charge. These are detailed in eqn 3.30.
∂RqJ
∂qI
=
∂n↑J
∂qI
+
∂n↓J
∂qI
− 1
∂RqJ
∂mI
=
∂n↑J
∂mI
+
∂n↓J
∂mI
∂RmJ
∂qI
=
∂n↑J
∂qI
−
∂n↓J
∂qI
∂RmJ
∂mI
=
∂n↑J
∂mI
−
∂n↓J
∂mI
− 1 (3.30)
It it apparent that the job of calculating the linear response matrix
reduces to finding the derivative ∂nσI /∂λJ, where λJ ∈ {qJ,mJ}. It
can be demonstrated that the non-trivial aspects of the process of
calculating this derivative can be reduced to the calculation of one
particular derivative. This is defined in eqn 3.31.
KσIJ = ∂n
σ
I /∂$
σ
J (3.31)
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where $σJ labels the diagonal matrix elements of the HamiltonianH
σ
i!R,i!R
.
The most straightforward method of doing this is through the use of
Green’s functions.
The number of output electrons depends only on the chemical po-
tential and the Hamiltonian. The starting assumption is that elec-
tron levels are thermally populated according to Fermi-Dirac statis-
tics. So the occupation number is given by: fσn!k = f($
σ
nk − µ) and
f($− µ) = 1/[1+ exp(($− µ)/kBT)] where kB is Boltzmann’s constant,
T labels the temperature, µ the electron chemical potential.
∂nσI
∂λJ
=
∂nσI
∂µ
∂µ
∂λJ
+
∑
!R!R ′ij
∂nσI
∂Hσ
i!R,j!R ′
∂Hσ
i!R,j!R ′
∂λJ
(3.32)
where λJ ∈ {qJ,mJ}.
The dependence of the Hamiltonian on charge and spin is completely
contained in its on-site elements $σI = H
σ
i!R,i!R
(see eqn 3.14) . As the
parameters from the tight binding model used are for d band orbitals
only, there is only one on-site energy per atom. (Whilst the details
here are only given for d-orbitals, this scheme is equally applicable to
models which include s, p and d orbitals.) However the algebra is not
as simple. Therefore consider the derivative of the Hamiltonian with
respect to charge and spin in eqn 3.32, the only derivative required is
given in eqn 3.33.
WσλIJ = ∂$
σ
I /∂λJ (3.33)
In the same way finding the derivative of the number of electrons nσI
with respect to the Hamiltonian reduces to ∂nσI /∂$
σ
J . Differentiating
the expression for the Hamiltonian given in eqns 3.14, the derivatives
in eqns 3.34 and 3.35 result.
WσmIJ = −
IIs
2
(1− 2δσ↑) (3.34)
WσqIJ = UIδIJ + VIJ(1− δIJ) (3.35)
There are now only the terms in eqn 3.32 containing the chemical
potential to consider. It will now be demonstrated that these quantities
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can be completely described in terms of KσIJ andW
σλ
IJ . The total number
of electrons nσI can be expressed using the expression for the occupation
number in eqn 3.36.
nσI =
∑
i∈I
〈iσ!R|f(Hˆ− µ)|iσ!R〉 (3.36)
Considering the derivative of this with respect to the chemical po-
tential it becomes apparent how this depends on the crucial derivative
KσIJ.
∂nσI
∂µ
=
∑
jl!R ′
∂nσI
∂(Hσ
j!Rl!R ′ − µδj!Rl!R ′)
∂(Hj!Rl!R ′ − µδj!Rl!R ′)
∂µ
= −
∑
j
∂nσI
∂(Hσ
j!Rj!R
− µ)
= −
∑
J
∂nσI
∂$σJ
= −
∑
J
KσIJ (3.37)
where the sums over j and l are independent of each other. The last
remaining term to evaluate in eqn 3.32 is ∂µ/∂λJ, which can be found
from the obvious condition that the total number of electrons (Ne) does
not change.
∂Ne
∂λL
=
∑
Iσ
∂nσI
∂λL
= 0 (3.38)
Using the total derivative to expand the expression for ∂n
σ
I
∂λL
results
in eqn 3.39
∑
Iσ
∂nσI
∂λL
=
∑
Iσ
{(
∂nσI
∂λL
)
µ
+
∂nσI
∂µ
∂µ
∂λL
}
=
∑
Iσ
∑
J
(
∂nσI
∂$σJ
)
µ
∂$σJ
∂λL
+
∂nσI
∂µ
∂µ
∂λL

=
∑
JIσ
KσIJW
σλ
JL −
∂µ
∂λL
∑
JIσ
KσIJ (3.39)
using previous definitions of KσIJ andW
σλ
JL . Applying the condition in
eqn 3.38 and performing some rearrangement the form of the required
derivative results.
∂µ
∂λL
=
∑
IJσ K
σ
IJW
σλ
JL∑
IJσ K
σ
IJ
(3.40)
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Having systematically demonstrated how the four terms in eqn 3.14
depend on KσIJ, all that remains is to find an exact expression for it.
The primary step is to re-write eqn 3.36 for the number of output
electrons using Green’s functions. Expressing the occupation number
as f($σnk − µ) =
∫
f(E− µ)δ(E− $σnk)dE and inserting a complete set
of the Hamiltonian eigenstates , eqn 3.36 now gives:
nσI =
∫
f(E− µ)
1
Nk
∑
n!k,i(I
∣∣∣cσn!ki ∣∣∣2 δ(E− $σnk)dE (3.41)
A more useful form of the delta function is given by:
δ(E− $σnk) = −
1
pi
Im
{
lim
η→0
1
E+ iη− $σnk
}
(3.42)
and the Green’s function in this case is written as eqn 3.43
Gσi!Rj!R ′(E+ i0
+) = lim
η→0
∑
n!k
1
Nk
cσn
!k
i c
σn!k∗
j exp
(
i!k · (!R− !R ′)
)
E+ iη− $σnk
(3.43)
Inserting the expressions from eqns 3.42 and 3.43 into 3.41 and rear-
ranging results in the eqn 3.44 for the number of output electrons.
nσI =
∑
i∈I
−
1
pi
Im
∫
Gσi!Ri!R(E+ i0
+)f(E− µ)dE (3.44)
It is necessary to find the derivative of the Green’s function with respect
to the on-site Hamiltonian terms in order to reach an expression for KσIJ.
The first order change in the Green’s function is sufficient to calculate
this. From the definition of a Green’s function G0 it is known that from
an arbitrary complex energy Z.
(Z−H0)G0 = 1 (3.45)
Defining the change in a Hamiltonian matrix as ν means that:
(Z−H0 − ν)(G+'G) = 1 (3.46)
Using eqn 3.45 and ignoring second order terms leaves the expression
∆G0 = G0νG0 for the change in the Green’s function. So the change in
nσI is:
∆nσI =
∑
J!R ′,i∈I,j∈J
−
1
pi
Im
∫
Gσi!Rj!R ′(E+ i0
+)∆$σJGσj!R ′i!R(E+ i0
+)f(E−µ)dE(3.47)
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Differentiating eqn 3.47 with respect to the on-site energy results in eqn
3.48:
KσIJ =
∑
i∈I,j∈J
−
1
pi
Im
∫
f(E−µ)
∑
!R ′
Gσi!Rj!R ′(E+ i0
+)Gσj!R ′i!R(E+ i0
+)dE(3.48)
Calculating the product of the Green’s functions in eqn 3.48 using the
definition from (3.43) results in eqn 3.49.
∑
!R ′
Gσi!Rj!R ′(E+ i0
+)Gσj!R ′i!R(E+ i0
+) (3.49)
=
1
N2k
∑
n!k
cσn
!k
i c
σn!k∗
j
E+ iη− $σ
n!k
∑
m!k ′
cσm
!k ′
j c
σm!k ′∗
i
E+ iη− $σ
m!k ′
∑
!R ′
exp
(
i(!k−!k ′) · (!R− !R ′)
)
=
1
Nk
∑
!knm
cσn
!k
i c
σn!k∗
j c
σm!k
j c
σm!k∗
i
(E+ iη− $σ
n!k
)(E+ iη− $σ
m!k
)
The full expression for KσIJ is thus:
KσIJ = −
1
pi
Im
∫
f(E−µ) lim
η→0
1
Nk
∑
!knm
∑
i∈I cσn
!k
i c
σm!k∗
i
∑
j∈I cσn
!k∗
j c
σm!k
j
(E+ iη− $σ
n!k
)(E+ iη− $σ
m!k
)
dE(3.50)
which upon evaluation of the integral leads to the final expression in
eqn 3.51.
KσIJ =
1
Nk
∑
!knm
f($σ
n!k
− µ)− f($σ
m!k
− µ)
$σ
n!k
− $σ
m!k
(
∑
i∈I
cσn
!k
i c
σm!k∗
i )(
∑
j∈J
cσn
!k∗
j c
σm!k
j )(3.51)
From the expression for KσIJ in eqn 3.51, it can be seen that there is a
double sum over the band indices and sums over the orbitals i and j.
The double sum over the bands is for each I and J. If N is the number
of atoms, there are N2 terms, and each term requires N2 operations
to compute. The sums over i and j are over the number of orbitals
per site, and so are independent of the number of atoms. The overall
dependence on the calculation of KσIJ (the most crucial quantity in the
calculation of the linear response matrix) is therefore dependent on the
fourth power of the number of atoms.
3.5 pulay mixing and the linear response matrix 65
3.5 pulay mixing and the linear response matrix
Pulay mixing can be slotted into the formalism of the linear response
matrix quite neatly. Instead of calculating this matrix exactly an as-
sumption is made about its form. The starting assumption of Pulay
mixing is that input quantities are optimized by updating them as a
linear combination of a specified number of previous inputs. This is
described using magnetic moments as an example in eqn 3.52.
'm(p+1)I =
Ns−1∑
r=0
ar'm(p−r)I (3.52)
where p is the iteration number, Ns is the number of previous mag-
netic moments that are to be included, m(p)I is the input magnetic
moment on a site I , ∆m(p)I = m
(p)
I −m
(p−1)
I , and ar unknown coef-
ficients to be calculated. A first order Taylor expansion of the residue
with respect to the change in magnetic moments gives eqn 3.53. Note
that this gives eqn 3.28 if we take the final residue to be zero.
R
m(p+1)
I = R
m(p)
I +
∑
J
∂R
m(p)
I
∂mJ
'm(p+1)J (3.53)
Inserting eqn 3.52 into eqn 3.53 gives
R
m(p+1)
I = R
m(p)
I +
Ns−1∑
r=0
ar
∑
J
∂R
m(p)
I
∂mJ
'm(p−r)I (3.54)
Assuming that ∂Rm(p)I /∂mJ is independent of the iteration number,
eqn 3.53 can be substituted into eqn 3.54 giving:
R
m(p+1)
I = R
m(p)
I +
Ns−1∑
r=0
ar
(
R
m(p−r)
I − R
m(p−r−1)
I
)
(3.55)
The residues Rm(p+1)I form a vector whose magnitude is minimised
with respect to the coefficients ar.
∂
∂ar
∑
I
(R
m(p+1)
I R
m(p+1)
I ) = 0 (3.56)
Inserting Eq. 3.55 into Eq. 3.56 and following through with the differ-
entiation results in a set of simultaneous linear equations.
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0 =
∑
I
R
m(p)
I (R
m(p−r)
I − R
m(p−r−1)
I )
+
Ns−1∑
r ′=0
ar ′
∑
I
(R
m(p−r)
I − R
m(p−r−1)
I )(R
m(p ′−r ′)
I − R
m(p ′−r ′−1)
I )]
Solving this set of simultaneous equations provides the values of the
coefficients ar and in turn the now optimized input magnetic moments.
To make the residue still lower and obtain information about the output
magnetic moments, one step of linear mixing is required:
'm(p+1) ′I = 'm(p+1)I +CRm(p+1)I (3.57)
where Rm(p+1)I is found from Eq. 3.55 and C simply a constant. The
time taken for calculations should scale linearly with the system size.
3.6 the newton-raphson mixing scheme in action
The efficacy of the Newton mixing scheme is exemplified in a com-
parison of the various mixing schemes used on a 3x3x3 cell of bulk
bcc ferromagnetic iron (Table 1). It can be seen that the Newton Mix-
ing scheme can achieve convergence in only 4 loops. From this test it
seems that Newton mixing is definitely the answer to reaching a speedy
convergence.
However there are situations in which Newton mixing cannot achieve
convergence even with an indefinite number of loops. This is the case
for a cell of bulk fcc ferromagnetic iron of atomic volume 10.65A˙3 using
a 24 x 24 x 24 mesh of k-points and an electron temperature of 0.001Ry.
Despite all efforts the residue does not go to zero and at a certain stage
the residues at each step begin to form a repeating pattern. Starting
from an unfortunate choice of input spin no solution is found, instead
the algorithm just oscillates. The mystery is elucidated by considering
the magnetic moment residue against magnetic moment. This analysis
is possible as the charge on all four atoms on the fcc basis cell is zero
by symmetry, immensely simplifying the picture and allowing the
problem to be reduced to one dimension. In more complex simulations
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Method Number of scf Loops
Linear infinite
Pulay 7
Newton 4
Table 1: Number of loops to converge bulk
where there is both charge and spin, a more complicated version of the
problem will occur. The energy surface as a function of both spin and
charge is ’bumpy’ leading to similar difficulties in convergence.
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Figure 9: The left panel shows the variation of the first and second derivatives
of energy with magnetic moment for the low spin state of bulk ferro-
magnetic fcc iron at a volume per atom of 10.65A˙3. The first derivative
is labelled E ′ and the second derivative E ′′. The right panel shows
the spin residue which determines by how much the input spin is
adjusted for one update. First published in [82]
From the plot of the magnetic moment residue against magnetic
moment per atom in the right panel of Figure 9 the reason for the
difficulties is illuminated. A minimum point exists before the residue
reaches zero. This is at the root of the problem. Considering applying
the graphical application of the Newton-Raphson procedure it is obvi-
ous that drawing tangents at points near the minimum of the graph
will result in a process which can carry on indefinitely if left. From
eqn 3.22 it is understood that the magnetic moment residue RqJ is pro-
portional to the first derivative of the energy ∂EM∂mI as show in Figure
9. Any difficulties should therefore also occur in the first derivative of
the energy as well as the residue and sure enough there are minima
present in Figure 9.
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Mix factor No. Loops (min) No. Loops Total
0.2 42 69
0.1 24 70
0.05 20 53
0.02 20 56
Table 2: Finding an efficient mix factor. The number of loops (min) refers to the
number of loops required to leave the local energy minimum.
To extricate simulations from this predicament it is necessary to em-
ploy Pulay mixing [77] for spin. The basic premise of Pulay mixing
is that it uses several previous input spins allowing widely spaced
points on either side of the local minimum to be chosen. It then interpo-
lates between them avoiding becoming trapped by the local minimum.
With more complicated defects the same explanation still holds except
extended to consider multi-dimensional, ’rough’ surfaces instead of
curves. An empirical approach is taken to find the most efficient spin
mix factor for Pulay mixing. The quantity taken into account is the
number of loops taken for the residue to ’climb out’ of the local mini-
mum in Figure 9. During these tests the electron temperature is kept at
0.001 Ry and the number of k points is 24x24x24. From Table 2 it can
be seen that the highest values of the mix factor are the least efficient
but that this effect levels off at a value of about 0.05. The total number
of loops is also the lowest at this mix factor.
It is instructive to consider the differences between Newton charge
mixing and Pulay charge mixing, whilst using Pulay spin mixing in
both cases. It can be seen that there is a dramatic improvement in the
number of loops needed for convergence using Newton charge mixing
in comparison with Pulay charge mixing as can be seen in Figure 10.
The shallow regions in the graph are where the charge is being slowly
converged and the steeper sections where charge and spin are being
mixed together.
Deciding which combination of methods to employ in general re-
duces to a competition between the number of loops and the time taken
for each loop. In most small cell bulk calculations it is quickest to use
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Figure 10: Newton Charge mixing verses Pulay charge mixing for a 137 atom
bulk bcc iron wire
Newton mixing for both charge and spin as the number of loops will
be the minimum achievable and the time taken for each loop will be
negligible. In more complex simulations of point defects with approx-
imately 150 atoms or less, we reach a compromise and use Newton
mixing for charge and Pulay mixing for spin. This allows us to be sure
of reaching convergence, which is achieved within around 50 loops
while the time for each loop is still reasonable at 35s. As we get to larger
configurations of atoms (150-500 atoms) containing line defects such as
dislocations, we find that using Pulay mixing for both spin and charge
is preferable given the time taken for each loop.
Obtaining a fast and reliable method of reaching charge and spin
convergence for a variety of defect simulations has provided the driving
motivation behind the development of the Newton-Raphson scheme.
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3.7 conclusions
Charge transfer has successfully been added to an existing tight binding
model which previously worked on the assumption of local charge
neutrality. This has been implemented using an efficient mixing scheme
based on the simple idea of the Newton-Raphson minimisation proce-
dure. Difficulties achieving convergence with this method have been
investigated and can be attributed to the shape of the tight binding
energy surface. Computationally, the main challenge faced is calculat-
ing the linear response matrix, and it is this which provides the time
and memory constraints on simulations that can be carried out. In the
following chapter this method is applied to simple bulk structures and
point defects.
4
POINT DEFECTS
4.1 bulk calculations
Having established a lucid and efficient scheme for achieving charge
and spin self consistency, the next logical step is to test it on all manner
of bulk calculations. The significant relationships to establish for the
various bulk structures are between energy and volume, and magnetic
moment and volume. Comparison with the existing tight binding model
which uses local charge neutrality (LCN) [59] (extended in this work to
include charge) and DFT calculations [53, 45] is favourable. In addition
consideration of the variation in energy with magnetic moment for
bulk bcc ferromagnetic iron highlights some of the imperfections and
potential pitfalls in the Newton-Raphson method. Establishing the
values of certain elastic constants gives further verification of the ability
of the method to be used to study iron and its defects.
4.1.1 Variation of energy with volume
The binding energy curves for all the bcc (body centered cubic) and
fcc (face centered cubic) cases required are produced by varying the
cell vector, and then at each cell vector allowing the atoms to fully relax.
For the hcp (hexagonal close packed) case, there are two cell vectors
a and c as indicated in Figure 13. To begin with the value of a is kept
static and c is varied methodically. A curve is then fitted to the plot of
energy against c. The optimum c depends on a, so it is necessary to
optimise c for a range of a. To be fully confident of the accuracy of the
results it was necessary to apply much tighter convergence conditions
for self-consistency than in previous tight binding calculations which
assumed LCN [59] and used the OXON code [50]. A tolerance in the
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Figure 11: The axes in an hcp structure
spin of 10−8µb and in the charge of 10−8e was considered suitable. The
binding energy curves are constructed for non-magnetic, ferromagnetic
and antiferromagnetic cases. The k point mesh is extremely fine. For all
bulk calculations this is set to 24× 24× 24. Atoms in the perfect bulk are
of course uncharged by symmetry and so the value of the Hubbard U
parameter is not relevant. The electron temperature is always 0.001Ry;
a low temperature is chosen as we do not want temperature to have a
significant effect.
The binding energy curves of bcc, fcc and hcp iron are shown in
Figures 12 and 13 with bcc curves included in both figures for ease
of comparison. The ferromagnetic bcc structure has been found to
be the most stable from previous studies [84, 45, 85, 53]. In the bcc
structure it is possible to have non magnetic (nm), ferromagnetic (fm)
and antiferromagnetic (afm) states. The bcc antiferromagnetic case has
a cubic primitive cell with a basis of two atoms at positions (0, 0, 0)
and (a2 ,
a
2 ,
a
2 ) which have equal and opposite spins; a is the lattice
constant. For both the fcc and hcp structures there is a non magnetic
state, an antiferromagnetic state and two ferromagnetic states (high
spin and low spin) characterised by different lattice constants (high spin
occurs at the larger lattice constant as it reduces the overlap between
the d-orbitals). In the hcp case the low spin ferromagnetic case is very
unstable and it was not possible to perform complete calculations on it.
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For the antiferromagnetic states the spins are arranged with the two
atoms in the unit cell at positions (0, 0, 0) and (2a3 ,
a
3 ,
c
2 ) which have
equal and opposite spins.
The curves obtained agree qualitatively with those computed using
DFT [53, 45], reproducing the high and low spin ferromagnetic curves
of fcc and hcp. A comparison of the equilibrium atomic volumes for the
different structures with those found from DFT [45] and tight binding
[59] is given in Table 3. The tight binding values compared to are those
obtained using the same tight binding model but with LCN imposed.
For perfect solids, symmetry ensures the atoms are neutral, so these
results should be identical to those obtained. Any differences must be
due to k−point sampling, electron temperature, self-consistency conver-
gence criteria or the technique for finding the minimum energy lattice
constant. The PLATO code used for the Newton-Raphson method auto-
matically searches for the zero pressure configuration. The equilibrium
atomic values for the various structures are close to both DFT and
OXON values, highlighting the success of both the tight binding model
and the new mixing scheme.
Instructive comparisons can also be gained by considering the min-
ima of the above graphs, that is the volume of the basis cell at equilib-
rium as detailed in Table 3.
4.1.2 Variation of magnetic moment with volume
The curves of magnetic moment against atomic volume are all in good
agreement with previous studies using both DFT and charge neutral
tight binding. These are illustrated in Figure 14 for fcc structures and
Figure 15 for hcp with bcc structures included in both figures. The most
striking features of the ferromagnetic curves is the fcc high spin case,
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Figure 12: Binding energy curves for fcc and bcc iron for a variety of magnetic
structures. First published in [82]
which has a sharp step between the non-magnetic and magnetic. This
is also true for the hcp ferromagnetic and antiferromagnetic structures.
4.1.3 Variation of energy with magnetic moment
It is instructive to consider the variation in energy with the magnetic
moment of a bulk system to gain an understanding of the obstacles
to obtaining spin convergence. Theoretically self consistency could be
achieved in a single step using the Newton-Raphson procedure provid-
ing that the energy surface of the test system were exactly quadratic.
From experience with bulk calculations it is found that this is not so
and that a number of iterations are necessary. These iterations must
be conducted in a specific manner. In the case of magnetic systems it
is discovered that mixing charges first (at fixed input moments) until
they are converged is both more efficient and reliable than updating the
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Figure 13: Binding energy curves of for hcp and bcc iron for a variety of
magnetic structures. First published in [82]
charge and moments in a combined step. A charge tolerance is defined
so that if the residue exceeds this the code returns to updating charges
only. To prevent the changes in spin and charge becoming too great in
one step a maximum change in the charge of 0.01e and in the spin of
0.1µb is imposed.
Body centred cubic BCC
The example of bulk ferromagnetic bcc iron is considered in detail to
illustrate the origin of some of the complexities. As it is a bulk system,
symmetry ensures charge transfer between atoms does not occur and
the magnetic moment is the same on every atom. The magnetic moment
per atom is therefore the only remaining degree of freedom that can
change through the self-consistency cycles. All calculations are con-
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Figure 14: Variation of magnetic moment per atom with atomic volume for fcc
and bcc iron. First published in [82]
ducted at the experimental equilibrium lattice parameter 2.8665A˙ with
a 24 x 24 x 24 k-point mesh and an electronic temperature of 0.001Ry.
The standard Newton-Raphson update equation introduced in eqn
3.21 can be specialised to the situation where there is only one magnetic
moment that can be varied leading to eqn 4.1.
∆mI = −
∂EM
∂mI
∣∣∣∣
0
/
∂2EM
∂m2I
∣∣∣∣∣
0
(4.1)
In the left panel of Figure 16 are plotted the first and second deriva-
tives of EM and in the right panel the negative of their ratio. The four
magnetic moments where ∂2EM/∂m2I = 0 are all points where ∆mI
diverges. The values of magnetic moment at which the divergences
occur indicate boundaries between regions that asymptotically take
the calculations to different solutions as indicated in the right panel
of Figure 16. Two important technical points emerge from this. Firstly
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Figure 15: Variation of magnetic moment per atom with atomic volume of high
spin hcp and bcc iron. First published in [82]
that the initial choices for the input moments must be close to the final
solution and secondly that an upper bound to the magnitude of any
single update be imposed to guard against massive variations in the
input magnetic moments.
To the naked eye the variation of total energy with input magnetic
moment per atom looks like a quartic polynomial as can be seen from
the black dotted curve in the left panel of Figure 17. However, it is
necessary to use a polynomial of higher order to obtain an acceptable
fit to the computed data points. A 10th order polynomial of which the
coefficients of the odd powers are negligible is sufficient. A 4th order
polynomial is fitted to the actual curve in the left panel of Figure 17
of which the first and second derivatives are calculated in the right
panel of Figure 17. This illustrates how simple they are in comparison
with those of the 10th order fit in the left panel of Fig. 16. Employing
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the quartic fit it can be seen that the second derivative of the energy
with respect to magnetic moment is just a simple parabola and that it
is therefore the higher order corrections to the quartic that introduce
the difficulties with the convergence of magnetic moment.
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Figure 16: The left panel shows the variation of the first and second derivatives
of energy with magnetic moment for bulk ferromagnetic bcc iron.
The first derivative is labelled E ′ and the second derivative E ′′. The
right panel shows the ratio −E ′/E ′′ which determines by how much
the input spin is adjusted for one update. The red and green vertical
asymptotes in the right panel separate regions where the Newton-
Raphson iteration tends to different solutions. First published in
[82]
4.1.4 Elastic Constants
The remaining bulk quantities to verify are the elastic constants.
These provide information about how a material behaves under strain
and how it returns to its original shape. The transformation matrix Tβη
acts on the basis vectors ajη of a simulation cell by an amount γ to
produces the new basis vectors ajβ ′ . The transformation matrix defines
the nature of the applied strain.
ajβ ′ = ajβ + γ
∑
η
Tβηajη (4.2)
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Figure 17: Left Panel: Variation in energy with magnetic moment for bulk bcc
ferromagnetic iron. The black dots represent the real curve and the
red line is the fourth order fit to this. Right Panel: The first and
second derivatives of the fourth order.First published in [82]
Bulk modulus
The bulk modulus is obtained by varying the volume of the cell
according to the matrix T which is the unit matrix.
B =
1
9Va
∂2Etotal
∂γ2
(4.3)
To evalate B, the value of γ is varied and the energy at each point
plotted. A polynomial is then fitted to the resulting curve and the
second derivative calculated from the coefficient of the second order
term at γ = 0. Va is the volume of the minimised cell in A˙3.
C44
This describes a shear on the (100) plane.
T =

0 1 0
1 0 0
0 0 0
 (4.4)
C44 =
1
4Va
∂2Etotal
∂γ2
(4.5)
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C’
This describes a shear on the (110) plane.
T =

1 0 0
0 −1 0
0 0 0
 (4.6)
C ′ = 1
4Va
∂2Etotal
∂γ2
(4.7)
The resulting elastic constants are then compared to corresponding
values from tight binding with LCN and DFT. From Table 4 it can be
seen that the comparison is quite favourable.
Elastic Constant DFT (GPa) Tight Binding with
LCN (GPa)
Tight Binding with
charge (GPa)
B 174 168 162
C44 69 36 35
C ′ 99 118 123
Table 4: Comparison of Elastic Constants in GPaDFT values from [41] and tight
binding with LCN values from [59]. Tight binding with charge values
first published in [82].
4.2 point defects
The results from bulk calculations being encouraging, the next test for
both the Newton-Raphson mixing scheme and the charge modifications
to the original tight binding model is point defects. Calculations on
these defects challenge the method far more rigorously than simple bulk
structures as the condition of LCN does not automatically follow from
symmetry considerations. It is expected that the inclusion of monopolar
charges on every atomic site will result in some difference in the atomic
configuration and electronic structure and hence the defect energies in
comparison with LCN. The types of defects considered are vacancies
and interstitials.
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As the original tight binding model employed is constructed for LCN,
a large value of the Hubbard U is selected. This is chosen to be 1Ry in
agreement with [74]. The variation of the energy of the vacancy with the
value of U is considered and it is found to change very little. A smaller
value of U actually pushes the energy marginally further away from
the value provided by DFT [20]. The complete effect of U is discussed
in detail in the following section.
4.2.1 The Vacancy and the effect of the Hubbard U
The most simple point defect to consider is the single vacancy. This is
created by removing the central atom in a cubic cell and then allowing
both the atomic positions and the cell vectors to relax, keeping the
shape of the cell fixed. The energies of a vacancy in 54 and 128 atom
cell are calculated and then compared with values from DFT and tight
binding using LCN. The charge self-consistent TB results agree well
with the LCN TB results but less well with the DFT results. The TB
results with and without charge self-consistency are almost unchanged
when the cell size is increased from 53 to 127 atoms, although the DFT
results change significantly. This is detailed in Table 5. The agreement
with tight binding using LCN is closest to our results indicating that
the effect of monopolar charge is small. To keep the density of the
k-point mesh the same, 8× 8× 8 k-points were used in calculations
on the 54 atom cell and 6× 6× 6 k-points for the 128 atom cell. The
electron temperature is kept at 0.001Ry and a value for Hubbard U of
1Ry is used in all calculations.
From Table 6 it can be seen that there is a very small change in
vacancy formation energy for three values of U. It is also worth consid-
ering the relationship between charge and distance from the vacancy
for the three values of U chosen. The radial shells of atoms around the
central vacancy are labelled by neighbour index, with 1 being the shell
closest to the vacancy site. This is illustrated in Figure 18.
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Method No. Atoms Ef (eV)
DFT 53 1.95
Tight Binding with LCN 53 1.68
Tight Binding with charge 53 1.63
DFT 127 2.07
Tight Binding with LCN 127 1.68
Tight Binding with charge 127 1.63
Table 5: Comparison of Formation Energy of Single Vacancy. DFT values from
[45] and tight binding with LCN values from [59]. Tight binding with
charge values first published in [82]
Value of U (Ry) No. Atoms Ef (eV) Tight Binding with
charge (Inter-site description)
1.0 53 1.63
0.5 53 1.62
0.25 53 1.61
1.0 127 1.63
Table 6: Variation in Formation Energy of Vacancy with value of Hubbard U.
First published in [82]
The results are as expected. The greatest fluctuations in charge occur
with the lowest value of U considered (0.25Ry). For the largest value of
U (1Ry) the charge is almost exactly zero across all radial shells, whilst
the intermediate value of U displays a behaviour somewhere between
these two extremes. Overall, however, the magnitude of the charges
is small for all values of U. This is unsurprising when it is borne in
mind that the original tight binding model was built for local charge
neutrality (LCN).
As a sanity check on the behaviour of the vacancy, the displacement of
the atoms surrounding the vacancy was detailed. For each of these shells
the percentage displacement relative to the perfect crystal positions of
the atoms is calculated. As expected further away from the vacancy the
atoms return to their undisturbed positions. As can be seen from Figure
19 it is only the two first nearest shells that are affected. Reassuringly,
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Figure 18: Variation in charge around a single vacancy in a 53 atom cell. The
neighbour index indicates the shell around the vacancy with increas-
ing radius. First published in [82]
there is also little difference indicated by changing the value of the
Hubbard U
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Figure 19: Percentage Displacement around the 53 atom vacancy
The relationship between the magnetic moment and the neighbour
index as shown in Figure 20, tallies well with that of the percentage
displacement. For the third neighbour shell and beyond, the magnetic
moment levels off to the bulk value as expected. Close to the vacancy
it has the highest value which decreases sharply between shells one
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and three. This is readily understood by appreciation of the fact that
around the vacancy the atoms have fewer neighbours, meaning that the
density of states will be taller and narrower and which in turn means
that magnetism is favoured.
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Figure 20: Magnetic moment around the 53 atom vacancy
4.3 interstitials
An interstitial is an entirely more challenging form of defect to
simulate. It consists of removing an atom and replacing it by two atoms
which are equidistant from either side of the position of the original
atom. It is possible to place the pairs of atoms in different directions,
enabling different interstitials to be produced. The three interstitials
considered in this study are the 〈100〉, 〈110〉 and 〈111〉.
4.3.1 Energetic ordering of interstitials
The same numbers of k-points, electron temperature and relaxation
strategy are used as for the vacancy. As well as including the monopole
interactions as discussed above, the effect of only allowing Coulomb in-
teractions on-site was considered; that is a finite value of UI but VIJ = 0
when I %= J. The energies found using the two different descriptions (on-
4.3 interstitials 86
site and inter-site) of VIJ are similar, though including all the inter-site
terms generally lowers the energy slightly. The same relative ordering
of the formation energies of the interstitials is obtained compared with
tight binding using LCN [59] and DFT [20] as indicated in Table 7.
As was the case for the vacancy, the charges on the atoms around the
interstitial are small in all cases. There is, however, some disagreement
between our results and those obtained from tight binding using LCN,
especially in the magnetic moments as can be seen in Table 8. This
requires further investigation, but the finer k point sampling may be
the reason for this. The magnetic moment is sensitive to the density of
states at the Fermi surface which is better sampled when more k points
are used. For the 55 atom interstitials 8× 8× 8 k points are used and
for the 129 atom interstitials 6× 6× 6 k points, thus keeping the density
of the k point mesh the same. This is significantly more than those
used in the tight binding calculations using LCN which use 6× 6× 6 k
points for the 55 atoms interstitials and 5× 5× 5 k points for the 129
atom interstitials. The DFT calculations used a 5× 5× 5 k point mesh
for 55 atom calculations, and a 3× 3× 3 k point mesh for 129 atom
calculations. It is also found that in the case of the on-site description
of a 〈111〉 intersitial, the interstitial seeks to become a 〈110〉 interstitial
upon cell relaxation. Hence the value for the energy before this occurs
is chosen. On-site only Coulomb interactions are not considered sepa-
rately to the full inter-site description for the 129 atom interstitials. This
is because from Table 7 it can be seen that there is little difference in the
results in the formation energies of the 55 atom interstitials between
the two descriptions. Therefore inter-site calculations for the 129 atoms
intersitials would not be profitable.
4.3.2 A close look at the spins
Variation in spin with distance from the interstitial
The variation in magnetic moment with distance from the position
of the removed central atom is plotted for the three interstitials. The
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dumbbell atoms are the ones closest to this position. In the case of the
〈100〉 interstitial it can be seen that the closest atoms to the dumbbell
pair have a negative magnetic moment (i.e displaying antiferromagnetic
behaviour). The magnetic moment of subsequent shells increases steeply
until leveling off to the bulk value of 2.6µb. This is illustrated in Figure
21. The behaviour of the 〈111〉 and 〈110〉 interstitials is less simple. The
atoms furthest from the dumbbell are roughly bulk in character and
the magnetic moments of those nearest to it are negative in sign as in
the 〈100〉 case. However, instead of increasing quickly to bulk values,
there is a significant ’dip’ in the magnetic moment at about 3.1Å from
the interstitial where this becomes almost as negative as the atoms
closest to the dumbbell. The reason for this is not obvious. However, by
considering the illustrations of the atomic positions of the dumbbell and
surrounding atoms in Figures 22 and 23 certain displacements could
contribute to the magnetic moment againt distance characteristic. The
pink atoms illustrated in these figures show a larger displacement from
their equilibrium position than all of the rest of the atoms (excluding
the dumbell atoms) indicated in orange. The two dumbbell atoms are
included in blue. It is these pink atoms that correspond to the dip in
the magnetic moments. Figures 22 and 23 are orientated to show the
positions of the pink atoms clearly.
Sensitivity to initial spin
Whilst the energetic ordering is consistent with DFT calculations
and tight binding calculations conducted using LCN, there is some
discrepancy between the final values of the magnetic moments on the
dumbbell atoms of all three of the 129 atom interstitials as indicated
in Table 8. It is unknown if this is the case for the 55 atom interstitials
as there is no data available for these examples. An insight into the
root cause of the difference in spins is gained by using the final atomic
positions of the interstitial calculations and making these the starting
point for further simulations. These calculations are then restarted but
with the magnetic moments on the dumbbell atoms not being the same
as on the other atoms in the configuration. In these further calculations
4.3 interstitials 90
there are noticeable differences in the final magnetic moments on the
dumbbell atoms, depending on the initial values as detailed in Table 9.
The most significant difference is for the 〈110〉 interstitial where there
is a change of 0.46µb in the magnetic moment. Whilst the reason for
this extreme sensitivity to the initial spin is unclear, it can possibly be
attributed to the ’roughness’ of the energy surface as a function of spin
and charge. As well as changes in the final magnetic moments there
are necessarily changes in the formation energies. It can be seen that
there are reasonably large differences in energy corresponding to the
different final spin configurations.
4.3.3 Technical difficulties presented by the interstitials
The relaxation of interstitials presented one main technical difficulty.
After the atomic forces have reached their prescribed tolerance the
minimisation of the cell vector begins. Whilst the atomic relaxation was
relatively straight forward, relaxing the cell vector resulted in subse-
quent cell relaxations being “bounced” from one extreme value to the
other. This problem was removed by introducing a simple precondi-
tioning scheme.
The minimisation of the energy of the cell Ec with respect to the cell
vector a, is achieved using the basic Newton-Raphson technique, where
the change in the cell vector is given by a˜ = − 1
∂2Ec
∂a2
∂Ec
∂a . The PLATO
code originally calculated this using the expression −∂Ec∂a only. It was
therefore necessary to calculate ∂
2Ec
∂a2
using the bulk modulus B which
had already been calculated. The expression for the bulk modulus in
terms of the energy is described in eqn 4.8.
B = −V
∂P
∂V
= V
∂2Ec
∂V2
(4.8)
where P represents the pressure. The aim is to find the relationship
between the bulk modulus and the second derivative of the energy
with respect to the cell vector.
∂Ec
∂V
=
∂a
∂V
∂Ec
∂a
(4.9)
In
te
rs
tit
ia
l
in
iti
al
m
ag
ne
tic
m
om
en
t
on
al
la
to
m
s
(µ
b
/a
to
m
*n
o.
at
om
s)
fin
al
m
ag
ne
tic
m
om
en
t(
µ
b
)
on
du
m
bb
el
la
to
m
s
on
ly
E
f
(e
V
)
〈 10
0
〉
(1
.0
*5
3)
(0
*2
)
-1
.6
6
6.
26
〈 10
0
〉
(2
.6
*5
3)
(0
.2
*2
)
-1
.6
8
6.
19
〈 10
0
〉
2.
6*
55
-1
.6
0
5.
71
〈 11
0
〉
(1
.0
*5
3)
(0
*2
)
-0
.9
0
4.
42
〈 11
0
〉
2.
6*
55
-1
.3
6
4.
23
〈 11
1
〉
(1
.0
*5
3)
(0
*2
)
-1
.8
4
5.
50
〈 11
1
〉
(2
.6
*5
3)
(0
.2
*2
)
-1
.8
4
5.
50
〈 11
1
〉
(1
.0
*5
3)
(2
.6
*2
)
-1
.6
8
6.
14
〈 11
1
〉
2.
6*
55
-1
.9
5
5.
31
Ta
bl
e
9:
Se
ns
iti
vi
ty
to
in
iti
al
sp
in
fo
r
th
e
th
re
e
in
te
rs
tit
ia
ls
.A
ll
ca
lc
ul
at
io
ns
ca
rr
ie
d
ou
tu
si
ng
th
e
tig
ht
bi
nd
in
g
in
te
r-
si
te
de
sc
ri
pt
io
n
of
ch
ar
ge
.
91
4.3 interstitials 92
The relationship between the volume of the cell and the cell vector is
of course V = a3, for the cubic cell. Differentiating eqn 4.9 using this
relationship results in eqn 4.10.
∂2Ec
∂V2
=
(
−
2
3a2
∂Ec
∂a
+
∂2Ec
∂a2
1
3a2
)
1
3a2
(4.10)
Assuming that ∂Ec∂a = 0, the final relationship required is given by
eqn 4.11
∂2Ec
∂a2
= 9aB (4.11)
By including the factor ∂
2Ec
∂a2
calculated from the value of the bulk
modulus, it is found that the energy relaxes smoothly to a value within
the specified tolerance for the change in the cell vector.
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(b) 〈111〉 interstitial
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(c) 〈110〉 interstitial
Figure 21: Variation in magnetic moment with distance from each of the three
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Figure 22: Jmol illustration of 〈110〉 interstitial. The dumbbell atoms are show in
blue, the atoms corresponding to the sharp dip in spins corresponds
to the pink atoms. All other atoms are shown in orange. The x, y
and z axis form a right handed cartesian coordinate system.
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Figure 23: Jmol illustration of 〈111〉 interstitial. The dumbbell atoms are show in
blue, the atoms corresponding to the sharp dip in spins corresponds
to the pink atoms. All other atoms are shown in orange. The x, y
and z axis form right handed cartesian coordinate system.
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4.4 conclusions
The Newton-Raphson scheme developed in Chapter 3 has success-
fully been applied to bulk calculations and point defects, providing
results in good agreement with both DFT and tight binding using LCN.
The main difficulties encountered can be attributed to the ’roughness’
of the energy surface with spin. The obvious next step is to consider
line defects and in particular the 12 〈111〉 screw dislocation. The success
of this method in dealing with static dislocations is discussed in the
following chapter.
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2 < 111 > SCREW DISLOCATIONS
5.1 simulating the 12 < 111 > screw dislocation in bcc iron
The first task is to establish the geometry required for the simulation.
The unit cell vectors (x,y, z) orientated with the [100], [010] and [001]
directions used in the previous chapter on point defects are not con-
ducive to an investigation of the 12 〈111〉 screw dislocation. The Burgers
vector in this case is 12a [111], where a is the lattice parameter of iron.
It therefore makes more sense to define the z axis along the direction
of the Burgers vector. The axes must therefore be rotated to another
orthogonal system (x ′,y ′, z ′) along the
[
112¯
]
,
[
11¯0
]
and [111] directions.
The basis of the bcc unit cell in this new coordinate system is found by
applying the condition given in eqn 5.1.
(x,y, z) = x ′(112¯) + y ′(11¯0) + z ′(111) (5.1)
The positions of the atoms in this new coordinate system are:
x ′ y ′ z ′
0 0 0
0 0 12
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All coordinates are multiplied by the lattice vector a. It is clear
that there are six values of the coordinate z ′ along the [111] direction:
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0, 16 ,
1
3 ,
1
2 ,
2
3 ,
5
6 . It can also be seen that there are always two atomic
positions with the same x ′ and y ′ coordinates, whose z ′ coordinates
differ by 12 . This results in a repeated layer half way along the [111]
direction. It is therefore only necessary to consider one of these layers
and consider the z ′ coordinates of the atoms in this layer as fractions of
1
2 [111] axis, which are 0,
1
3 ,
2
3 . Looking along this direction the view is
of a hexagonal arrangement of triangles as illustrated in Figure 24. The
three values of z ′ are differentiated by colour .
Figure 24: [111] view of bcc iron. The pink atoms correspond to a coordinate
of 0 along the 12 [111] axis, the blue to a coordinate of
1
3 and the
green to a coordinate of 23 . The white arrows indicate the direction of
spiral of the atoms in adjacent triangles. A clockwise arrow indicates
spiralling out of the page and an anticlockwise arrow spiralling into
the page.
The next issue to resolve is where to insert the dislocation. This is
placed in the exact centre of one of these triangles so as to minimise
interaction between the dislocation and the surrounding three columns
of atoms [27]. In this work a dislocation is introduced using the isotropic
solution expressed uz ′ = bθ2pi where uz ′ is the displacement in the [111]
direction, b is the magnitude of the Burgers vector and θ is the angle
between a general point and an arbitrarily defined line from the centre
of the dislocation to a point in the x ′y ′plane. The full derivation of this
was given in Chapter 2.
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5.2 easy and hard core dislocations
There are two possible types of dislocation core that can result when
dislocation is inserted into the centre of a triangle [26]. The atoms which
are the vertices of the triangles shown in Figure 24 can either spiral
in to or out of the page, in the [111] direction. As the Burgers vector
can be either parallel or antiparallel to the direction in which the atoms
making up the triangle in the bulk spiral there are two alternative cores.
These can be created by either keeping the centre of the triangle fixed
and exchanging the sign of the Burgers vector or by holding the sign of
the Burgers vector fixed and moving the centre of the dislocation to an
adjacent triangle in which the atoms spiral in the opposite direction. The
two resulting kinds of dislocation core are referred to as easy and hard
[98]. The easy is consistently lower in energy. Geometrically the stacking
of the atoms close to the core is different and can be understood by
considering the profile of the core in the
[
11¯0
]
direction. For clarity just
one row of atoms along the
[
112¯
]
direction is shown (marked by the
white arrow in Figure 25a). The centre of the dislocation is indicated by
the bright pink dot. Beginning with the bulk in Figure 25b the repeating
pattern of three atoms with three different values of the [111] coordinate
is apparent. However, introducing the screw dislocation results in two
very different stacking sequences close to the dislocation core.
(a) View in the [111] direction of bulk bcc iron. Bright pink dot marks the centre of the dislocation. White arrow: row of interest.
(b) Bulk stacking sequence abcabc
(c) Easy core stacking sequence abcbca
(d) Hard core stacking sequence abccab
Figure 25: Bulk, easy and hard core dislocations profile along the
[
11¯0
]
direc-
tion.
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5.3 is the easy core structure degenerate or non-degen-
erate?
The answer to this question provides the most crucial test of the
ability of the tight binding method under consideration to model screw
dislocations. For many years the conventional wisdom was that the easy
core of bcc metal atoms did exhibit degeneracy. This was used as an
explanation of the high degree of immobility of the screw dislocations
in bcc metals [26] and was supported by studies [98, 99] using different
empirical potentials. However, more recent density functional theory
studies [36, 52, 97, 96] have dispelled this notion and showed that the
core structure is in fact non-degenerate with no preferential spreading
in the 〈112〉 directions in the {110} planes. Recent bond order potential
(BOP) studies agree with DFT about the non-degenerate nature of the
core [65, 70]. This work is significant as it allows relaxation to occur,
which the early DFT studies did not. The idea of degeneracy can be vi-
sualised using a differential displacement diagram (DD diagram). A DD
diagram essentially plots the displacement in the [111] direction relative
to the bulk structure and projects this onto the plane perpendicular to
this. That is the length of the arrows between atoms is proportional to
the extra displacement between the atoms in the [111] direction. If an
arrow between two atoms covers the complete distance between them,
then by normalisation the displacement between the atoms is !b3 in the
[111] direction. When a dislocation is introduced into the geometric
centre of one of the triangles according to the elastic solution, the atoms
are displaced in such a way that the total displacement vector around
the triangle is equal to the Burgers vector, each side of the triangle
contributing !b3 .
The easy core structure obtained from calculations using interactomic
potentials [3, 4, 60, 24, 19, 31] has a threefold rotational symmetry about
the centre of its triangle in the [111] direction. The plane perpendicular
to the [111] direction is defined by the
[
11¯0
]
and
[
112¯
]
directions. There
are six possible symmetrically equivalent 〈112〉 directions along which
the core could spread. In the case of the degenerate core only three
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of the directions are selected. There are two possible ways in which
this can occur. The three directions of spreading in the two cases are
rotated by pi3 relative to each other as indicated in Figure 26. The DD
plots for the two atomic configurations with the same formation energy
are given in Figure 27. Comparison with the left panel of Figure 27 and
the bold lines in Figure 26 and the right panel of Figure 27 and the
dashed lines in Figure 26 indicate how the spreading occurs. However,
using more accurate ab initio techniques it is possible to observe that
spreading does not occur on any of the equivalent 〈112〉 directions. It
is this core which is obtained in the present tight binding calculations
by relaxing the initial atomic configuration as illustrated in Figure 28,
which is consistent with DFT.
The condition for degeneracy can be formulated more exactly in
terms of the useful concept of gamma surfaces as given in inequality
5.2. This is known as the Duesbery-Vitek Criterion [26]. The notation
γ(11¯0)
(
b
3
)
, refers to the energy at a point b3 along the cross section of
the
(
11¯0
)
gamma surface in the [111] direction. The energy at b3 and
b
6
along this curve can be inserted into the condition to determine whether
a certain core structure is degenerate. The basis for this idea comes
from the differences in symmetry between the two types of core. The
non-degenerate core has a six fold symmetry, whereas the degenerate
core has a three fold symmetry. This means the displacement field in
the [111] direction in the non-degenerate case is in six small steps in the
displacement per Burgers vector and in the degenerate case in three
larger steps.
γ(11¯0)
(
b
3
)
< 2γ(11¯0)
(
b
6
)
(5.2)
It is first necessary to gain an understanding of the nature of gamma
surfaces. A gamma surface is constructed by sliding two parallel planes
over each other and noting how the energy changes as a function
of the relative displacement. In practice, the two-dimensional energy
landscape is investigated by calculating the energy at every point on
a two-dimensional grid of relative displacements in the sliding plane.
Figure 29 illustrates this idea in two dimensions. The angle between the
cell vectors a1 and a2 is varied to create sliding. The gamma surface
Figure 26: The equivalent < 112 >and < 110 > directions in bcc crystals.
Dashed lines represent one possible set of directions for spreading
to occur and the bold lines the other.
energy of the quadruple to obtain the equilibrium dislocation
configuration. We find for 1/2a!111" screw dislocations that
qEAM1 FF leads to an asymmetric screw dislocation core
while both the qEAM2 and qEAM3 FFs lead to symmetric
dislocation core configurations. In the following we show the
difference between two types of core structures by using dif-
ferential displacement maps, relaxation maps, planar dis-
placement maps, and atomic strain energy distributions.
1. Differential displacement maps
The differential displacement #DD$ maps20 in Fig. 2 show
the strain field generated by the screw dislocations. In these
plots, the circles represent atomic positions projected in the
#111$ plane and the arrows indicate the relative displace-
ments in the %111& direction of the neighboring atoms with
reference to their positions in the perfect bcc crystal. Among
the projected atoms, black circles stand for the atoms farthest
from the reader while shaded circles represent the atoms
closest to the reader in the %111& direction, which is perpen-
dicular to the map. The direction of the arrow represents the
sign of the relative displacement and the magnitude is pro-
portional to the relative displacement between the corre-
sponding atoms. When the arrow touches the centers of the
two atoms, the relative displacement between these two at-
oms is b/3.
Figures 2#a$ and 2#b$ show the DD maps for two equilib-
rium asymmetric dislocation cores from the qEAM1 FF
simulations. These figures show that the asymmetric core
spreads out in three !112" directions on the '110( planes.
There are six equivalent !112" directions on the projected
#111$ plane, leading to two kinds of asymmetric core con-
figurations that are energy degenerate. In contrast, Fig. 2#c$
shows that the equilibrium dislocation core predicted from
both qEAM2 and qEAM3 FFs are symmetric and compact
with no preferential extension in any direction. Thus, this
type of the dislocation core is called symmetric core.
In bcc crystals, the asymmetric core breaks the twofold
rotation symmetries (C2) around the three !110" directions
perpendicular to the dislocation axis while the symmetric
core has full D3 symmetry.
23
2. Relaxation maps
Figures 3#a$ and 3#b$ depict the differences in the %111&
displacement for each atom between the relaxed positions
obtained with qEAM1 FF and those calculated using elastic-
ity theory. In these plots, the circles represent the same pro-
jected atoms in the #111$ plane as those in Figs. 2#a$ and 2#b$
and only the direction and magnitude of the %111& displace-
ment differences for the central six columns of atoms are
displayed. The magnitude of the %111& displacement differ-
ences for all other atoms except the six columns closest to
FIG. 2. The differential displacement maps for the equilibrium
dislocation core configurations: #a$ N-type asymmetric core, #b$
P-type asymmetric core, and #c$ symmetric core. The %111& direc-
tion is normal to the paper. For clarity, the relative displacements
less than 1/12 b are not shown in the figures.
FIG. 3. The relaxation maps for the equilibrium dislocation core
configurations: #a$ N-type asymmetric core, #b$ P-type asymmetric
core, and #c$ symmetric core. The %111& direction is normal to the
paper. The magnitudes of such relaxation #in Å$ for the central six
columns of atoms #the relaxation for the other atoms is less than
0.05 Å$ are printed next to the corresponding atom.
WANG, STRACHAN, C¸AG˘IN, AND GODDARD PHYSICAL REVIEW B 68, 224101 #2003$
224101-4
Figure 27: Degenerate core structure DD diagram Wang et al. [94]. The shades
of gray represent the three displacements in the [111] direction of
the bulk as described in section 3.1.
Figure 28: Easy Core (DD) plot for non-degenerate structure generated by
simulations conducted in this work. The colours represent the three
displacements in the [111] direction of the bulk as described in
section 3.1. Axis are as in Figure 25.
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sampling points are on a fine 16x16 grid. Each of the points on the grid
is labelled by a pair of coordinates between 0 and 15, one for each of
the two perpendicular axes of the surface.
Figure 29: Schematic picture of 2D projection of cells sliding over each other to
produce gamma surfaces
The number of k-points used in each direction is selected to be in-
versely proportional to the length of the cell vector in that direction.
Cross sections of this surface along certain key directions can be ob-
tained, and it is these that are referred to in eqn 5.2. This equation is
concerned with the (11¯0) gamma surface in the [111] direction. The
values of the energy at b3 and
b
6 along this curve can be inserted into
the condition to determine whether a certain core structure is degener-
ate. In the calculations conducted relaxation was allowed in the [111]
direction only. The reason for the unrelaxed and relaxed energies being
so similar along the [111] direction is unclear and could possibly be an
artifact of the model.
The relaxed gamma surface cross section obtained from the tight
binding model used indicates that the core is definitely non-degenerate
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Figure 30:
(
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gamma surface in the [111] direction
which is consistent with the DD plot. From Figure 30 the values of the
excess energy in (eV/A˙2) are:
0.013 at
b
6
0.028 at
b
3
Inserting these numbers into eqn 5.2, it is clear that the condition for
degeneracy is not met.
5.4 the hard core structure
This hard core dislocation has essentially the same symmetries as
the non-degenerate easy core structure when relaxed. From Figure 31
obtained in this work it can be seen that the three arrows around the
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centre of the dislocation point in the opposite direction to the easy core
in Figure 28.
Figure 31: Hard Core differential displacement (DD) plot. The colours represent
the three displacements in the [111] direction of the bulk as described
in section 3.1.
5.5 further gamma surface calculations
Whilst the (11¯0) gamma surface is directly useful in establishing
the non-degenerate state or the easy core screw dislocation, it is also
interesting to consider other gamma surface calculations as they provide
more information about the relaxed structure of dislocations. To begin
with the simplest case of the (001) gamma surface is considered. The
axes perpendicular to this surface are in the [100] and [010] directions
and it is expected that there will be a maximum in the energy when the
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two sliding surfaces of the cell are displaced half way along each of these
axes relative to each other. At this point the atoms of the surfaces will be
closest together. This is confirmed by Figure 32 below. The calculations
are conducted by allowing the cell to relax, but constraining the nature
of this relaxation to be perpendicular to the (001) plane. In this case
only 8x8 sampling points are used as this is sufficient for the shape of
the gamma surface to become apparent.
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Figure 32: (100) gamma surface. The x axis in in the [010] direction and the y
axis in the [001] direction.
5.5 further gamma surface calculations 108
It is necessary to check the validity of the k points sampling used by
considering the effect on the initial energy per atom in various gamma
surface calculations. Calculating this for the (001), (11¯0) and (112¯)
gamma surfaces it can be seen from Table 10 that there is an agreement
of 3 d.p. The number of k points is chosen to be inversely proportional
to the length of the cell vectors. In the case of the (11¯0) gamma surface
the k point mesh 15x10x9 for the [111],
[
112¯
]
and
[
11¯0
]
directions
respectively is used. The number of k points is therefore sufficient
at the initial calculation when the cell vectors are still all mutually
perpendicular. However, the same notion of k points sampling does
not apply as soon as one surface begins to slide over the other and the
angles between the cell vectors begin to change. To be certain there are
enough k points it is necessary to increase the density of the k point
mesh and observe any significant change in the energy for all points in
the mesh. Thus the number of k points in all directions for the
(
11¯0
)
gamma surface is doubled to 30x20x18 and all energies agree to within
3 d.p. The k point sampling is therefore completely sound and puts all
calculations on a solid foundation.
Gamma Surface Total Energy (eV) No. Atoms Energy/Atom (eV) (3.d.p)
001 -17.78711 4 -4.447
110 -106.72966 24 -4.447
112 -106.72671 24 -4.447
Table 10: Initial energy per atom
5.5.1 (11¯0) Gamma surface
So far the cross section in the [111] of the (11¯0) gamma surface has
been considered to ascertain that the easy core dislocation structure
is non-degenerate. However, it is also interesting to plot the cross
section for this surface in the
[
112¯
]
to understand any differences in the
behaviour as illustrated in Figure 33 for both the unrelaxed and relaxed
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calculations. This energy is significantly different in the unrelaxed case
but the overall shape of the curve is not altered.
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Figure 33:
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gamma surface -
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direction
Explaining the shape of the cross section in the
[
112¯
]
direction of the (11¯0)
gamma surface
It can be seen that there are minima either side of the expected central
maximum. That is where the atoms on the two sliding planes are closest
to each other. These minima are not observed in the cross section in
the [111] direction illustrated in Figure 30. Looking in detail at the
individual spins of all the atoms it was noticed that at each coordinate
the atoms displayed one of two possible spins.
The basic cell used to create the gamma surface has four layers in
the
[
11¯0
]
direction. The atoms which have the magnetic moment S1 are
on the surface of this cell, whilst the atoms with the magnetic moment
S2 are the inner two layers of atoms. The variation of these magnetic
moments for both the unrelaxed and the relaxed case are plotted below.
Considering the unrelaxed case in Figure 34 it is observed that S2
remains more or less constant around the bulk value of 2.6µb, which
make sense as the unrelaxed, inner atoms will display bulk properties.
5.5 further gamma surface calculations 110
In contrast the variation in the value of S1 is far more dramatic and
in shape resembles a mirror image of the variation in the gamma
curve energy in Figure 33. The atoms on the surface form fewer bonds,
favouring magnetism, which could possibly explain why the energy
curve and the plots of spins are mirror images of each other.
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Figure 34: The magnetic moments across the gamma surface for an atom on
the surface of the simulation cell (S1) and for an inner atom (S2) in
both unrelaxed and relaxed cases. The coordinate labels the step in
the gamma surface.
The explanation in the relaxed case is very different as the value of S1
is consistently greater than that of S2. There is also significant variation
in the magnetic moment with configuration, but it is not as obvious
a comparison to make as with the energy of the gamma surface. The
shape of the magnetic moment curve for the surface atom in a cell
that has been relaxed in Figure 34 (S1 relaxed) is possibly explained
by considering bond length. The bonds the surface atom forms vary in
length along the cross section of the gamma surface as illustrated in
Figure 35. Bonds 1 and 2 refer to the two lengths of bonds that are made
by a surface atom at each coordinate. However, as a surface atom will
form a different number of bonds at different points along the curve, it
is necessary to consider the average bond length as shown in Figure
35. It is a combination of these two effects that result in the S1 relaxed
curve in Figure 34, with the peak at coordinate 5. Longer bond lengths
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favour magnetism, which explains the similarities in shape between S1
relaxed curve in Figure 34 and the average bond length characteristic
in Figure 35.
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Figure 35: Variation of first nearest neighbour bond lengths and the averge of
these bond lengths for a surface atom at each reaction coordinate
of the fully relaxed (11¯0) gamma surface in the
[
112¯
]
direction. The
coordinate labels the step in the gamma surface.
A possible explanation for the variation for the magnetic moment of
an inner atom of the simulation cell as shown Figure 34 can be obtained
by considering the local density of states at each reaction coordinate in
Figure 36. Moving along the curve, it can be seen that the up and down
densities of state overlap more and more, resulting in the magnetism
dropping off. The change in the local densities of states is much less
pronounced between coordinates 2 and 6, which is consistent with the
flat section in the blue curve of Figure 34.
5.5.2 (112¯) Gamma Surface
The shape of the (112¯) gamma surface along the
[
11¯0
]
direction is
symmetric as indicated in Figure 37 and of a shape consistent with cal-
culations carried out using both DFT [91] and the Mendelev empirical
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Figure 36: Local density of states at each reaction coordinate of the fully relaxed
(11¯0) gamma surface in the
[
112¯
]
direction for an inner atom of the
simulation cell with spin S2. The red curve is the up spin density of
states and the black curve the down spin density of states.
potential [64]. An interesting feature is the degree to which relaxation
affects the magnitude of the energy across the gamma surface. This
is made abundantly clear by Figure 37, and it can be seen that the
maximum energy of the unrelaxed surface is roughly 15 times that of
the relaxed surface which corresponds to significant movement of the
atoms upon relaxation.
In order to view the shape of the relaxed gamma surface this is
plotted separately in Figure 38. This has a broad peak shape and is
again symmetric.
The situation in the [111] direction is slightly more complicated as
illustrated in Figure 39. A certain amount of asymmetry is detected in
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Figure 37: (112¯) gamma surface in the
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direction
both the unrelaxed and relaxed cases, although it is more pronounced
in the former. This is again consistent with published work on gamma
surfaces conducted using both DFT [91] and the Mendelev empirial
potential [64]. As with the (11¯0) gamma surface in the [111] direction, at
the central position along the [111] direction the unrelaxed and relaxed
energies are very similar. This could just be a feature of the tight binding
model used.
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Cluster or periodic boundaries?
The first decision to make is between two clear approaches to the
geometrical set up of dislocation calculations. The first is to employ
periodic boundary conditions in all directions. The essence of this
approach is to create multiple images of the dislocation [91, 15]. For ge-
ometrical reasons it is necessary to have two dislocations with opposite
Burgers vectors in a dislocation dipole. These dipoles are then repeated
periodically. The most evident advantage of this is that there are no
surfaces of the dislocation to be concerned about. However, this is set
against the need to work out the interactions between the dislocations
in the dipole as well as the interactions between their periodic images.
It is also necessary to have twice as many atoms than are going to be
studied as there are two dislocations in the dipole. Extensions to this
method involve using quadrupolar arrays in order to reduce image
effects [80].
The second approach, and the one favoured in this work, is to use
the cluster method [98, 96]. In this a dislocation is inserted down the
centre of an isolated infinitely long cylinder of bulk bcc iron. The cell is
periodic in one dimension along the dislocation direction. This intro-
duces the problem of surface effects, where the atoms on the surface of
the cylinder are not in the same environment as the atoms closer to the
centre (i.e. the ones at surface have a lower coordination number). To
avoid this problem a buffer zone of atoms around the central cylinder
in introduced. All atoms in the configuration are initially displaced
according to the isotropic elastic solution. The atoms in the buffer zone
are then frozen throughout any calculations. Using a cluster set-up
avoids the need to consider any dislocation interactions and therefore
theoretically allows simulations with a larger number of atoms to be
conducted. This means more complicated situations involving dislo-
cations can be considered, for example, their interaction with both
impurity atoms and other dislocations.
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Which cross sectional shape to use?
To begin with, a dislocation is placed in a block of bulk bcc iron
at the centre of a triangle whose points are columns of atoms in the
[111] direction. To create a dislocation whisker along the [111] direction,
the centre of the dislocation is treated as the centre of a cylinder cut
out from an infinite solid. The need to freeze a ring of outer atoms,
means that we require an outer and inner radius. The inner radius
marks the boundary between the relaxed and frozen atoms whilst at
the outer radius there is a free surface (Figure 40) . As the cross sectional
area of the whisker is increased the difference between the inner and
outer radii is kept fixed. Due to the geometry of the bcc structure it
is not possible to achieve an exactly circular cross sectional area and
there is a rough edge to the shape. The first attempts at simulation use
these configurations and with most calculations we find that they work
reasonably well, i.e surface effects are not significant. However, we find
that with certain shapes it is not possible to achieve spin and charge
convergence.
In later calculations the condition that all edges of the shapes are
smooth was imposed, resulting in a hexagonal type shape. The position
of the centre of the dislocation means that three of the edges will be
one length and the other three another. For consistency, three layers of
frozen atoms are used in all calculations as illustrated in Figure 41.
It is possible to isolate the energy of the relaxed atoms only. If the
orbitals of the atoms in the relaxed region are labelled α or α ′ and
those in the frozen region β or β ′ then their total energy can be written
as eqn 5.3.
U = UA +UB (5.3)
where UA is the energy of the relaxed region and UB that of the frozen
region. An arbitrary decision to assign half of the cross over energy to
the frozen atoms and half to the relaxed atoms is taken. The expressions
for the energies of the individual atoms are hence given as
UA = ραα ′Hα ′α + ραβHβα +
1
2
∑
aa ′
φaa +
1
2
∑
ab
φab (5.4)
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Figure 40: Cylindrical shape whisker. Orange atoms are allowed to relax, purple
atoms are frozen.
UB = ρββ ′Hβ ′β + ρβαHαβ +
1
2
∑
bb ′
φbb +
1
2
∑
ab
φab (5.5)
However, from Figures 42 and 43 it can be seen there is no noticeable
improvement in the relationship between formation energy and whisker
radius (which should vary linearly with the logarithm of the radius) and
the difference in hard-easy core formation energy with whisker radius
(which should level off with radius) when the energy of the unfrozen
atoms only is considered, instead of all the atoms in the simulation.
Therefore it was decided that the total energy will always be considered
and calculations will be carried out with hexagonal shapes, with 3
layers of frozen atoms.
Figure 41: Hexagonal Cross sectional whisker. Orange atoms are allowed to
relax, purple atoms are frozen.
2.5 2.6 2.7 2.8 2.9
ln (outer radius in Angstroms)
0.08
0.1
0.12
0.14
Ea
sy
 c
or
e 
fo
rm
at
io
n 
en
er
gy
 (R
y)
All Atoms
Unpinned atoms 
Figure 42: Variation in easy core formation energy with outer radius (defined
as half the distance between two diagonally opposite corners)
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5.7 1-d electrostatics
The whisker-like nature of the simulations of screw dislocations
means that one dimensional electrostatics are very pertinent. This effect
is included by using a cuboid simulation cell in which the radius of the
cylinder is small in comparison to the lengths of the x and y axis. This
cell can then either be repeated in the z direction only and treated using
1-D electrostatics or repeated in all directions, creating a ’toothbrush’
like array in which the ’bristles’ are the screw dislocation whiskers.
These are far enough apart so that they do not interact with each other.
The two approaches are compared later in the section.
It is first necessary to understand the scheme for including 1-D
electrostatics. There is a unit cell of atoms indexed with I, where atom
I has position !rI and net charge qI. To illustrate the point a 1-D infinite
array of Gaussian charges qJ and its interaction with a test charge qI is
considered. This is depicted in Figure 44.
Figure 44: 1-D Boundary conditions
The form of the Gaussian charge density for an atom on site I at a
position !rI is
ρI(!r) = qIe
(αI
pi
)3/2
exp
(
−αI[!r−!rI]
2
)
(5.6)
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The cells are repeated periodically along the z direction with period
c. The net Coulomb interaction between the charge at site I and the
charge at site J and all its periodic images is then
qIqJγIJ = lim
N→∞
N∑
m=−N
∫
d!rd!r ′ ρI(!r)ρJ(!r
′ −meˆz)
4pi$0 |!r−!r ′|
(5.7)
= qIqJ lim
N→∞
N∑
m=−N
gIJ(!rI −!rJ −mceˆz) (5.8)
where
gIJ(!R) =
e2
4pi$0
(√
αIαJ
pi
)3 ∫
d!rd!r ′
exp
(
−αIr
2
)
exp
(
−αj[!r
′ + !R]2
)
|!r−!r ′|
(5.9)
and !R = !rJ −!rI +mceˆz. Now, this sum diverges as N→∞. However,∑
J γIJ does not, provided the cells are charge neutral overall, and this
is the quantity required. Initially it is fine to work with γIJ and consider
the divergences later. The easiest way to perform the integral in Eq. 5.9
is to use Fourier transforms. The Gaussian functions are replaced by
their Fourier transforms to give:
gIJ(!R) =
e2
4pi$0R
erf(
√
αIJR) (5.10)
This result, however, cannot be summed (see Eq. 5.8), so a different
strategy is needed. The details of achieving this are arduous and so
left out for simplicity. We use 1-D Ewald sums and follow a procedure
similar to Smith [81].
Several tests using both Newton-Raphson and Pulay mixing with
1-D and 3-D boundary conditions are conducted. In some cases it was
possible to reach self consistency and others it was not. The possible
permutations and their success are presented in Table 11.
On-site(3-D) On-site (1-D) Inter-site (3-D) Inter-site (1-D)
Newton Yes Yes No No
Pulay Yes Yes Yes Yes
Table 11: Success of both Newton and Pulay Mixing with different boundary
conditions. Yes = successful calculation
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The tests were conducted on a particular cylindrical whisker contain-
ing 42 atoms. Using Pulay mixing convergence is achieved with both
types of boundary conditions for the inter-site charge description. How-
ever, it is found that the 1-D boundary conditions are more efficient,
as convergence is achieved in approximately a third of the number of
self consistency (scf) loops required with 3-D boundary conditions. As
well as this obvious technical advantage in favour of 1-D boundary
conditions there is absolutely no ambiguity in the physical description
of the interaction of charges in the whiskers of the simulations.
Newton Mixing is unfortunately not able to achieve convergence for
the inter-site description for the cylindrical wire set-up as the energy
escalates rapidly with each scf loop. The reason for this is not imme-
diately obvious and to diagnose the cause of this a particular atom is
selected and the change in its spin and charge charted as the calculation
proceeds. The results of this are plotted in Figure 45.
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Figure 45: Change in the charge on an atom in a cylindrical whisker as inter-site
calculation progresses
Both types of boundary conditions and two different values of initial
spin are considered. In all cases the spin rapidly approaches zero and
the size of the charge becomes very large and then levels off to a large
negative value. Figures 45 and 46 comparing 1-D and 3-D boundary
conditions show that there is a minimal difference in how the spin and
charge on a particular atom progress with scf loops. Comparing two
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Figure 46: Change in magnetic moment on an atom in a cylindrical whisker as
inter-site calculation progresses
different initial values of magnetic moment (2.6 and 0.4µb) using 1-D
boundary conditions only, it can be seen that the general trends for spin
and charge are the same and they reach their final value at roughly the
same number of scf loops (i.e. at the same point in the calculation).
Further light is shed on why the 1-D Newton mixing has problems
with convergence by considering the density of states. An 84 atom
cylindrical wire is chosen for the simulations and the calculation is
allowed to run until two scf loops have been completed. Two atoms are
then selected; one close to the centre and one close to the surface of the
wire and the density of states is projected on to each of these atoms.
There is a marked difference between the shapes of the densities of
states between the on-site and inter-site cases as illustrated in Figures
47 and 48. For the inter-site case, the surface and central atoms have
very different densities of states indicating that using Newton mixing
and 1-D boundary conditions does not give a realistic solution using
the configuration in question.
Results from simulations carried out using the full inter-site descip-
tion of charge are compared with the results of those using only the
on-site terms. It is found that the energies and charges are very similar
to each other. This is possibly because the parameters of the model
employed [59] are all intended for calculations assuming local charge
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Figure 47: Inter-site local densites of states using 1-D boundary conditions
neutrality. It is also possible that on-site calculations might be more
realistic as we have thrown away the s and p orbitals which move freely.
These would screen the charge in the d orbitals, making it more like the
on-site only calculations. Therefore in the majority of the simulations
on dislocations a simpler on-site description of the charge is used.
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Figure 48: On-site local densities of states using 1-D boundary conditions
5.8 variation in spins around dislocation centre
The spins around an easy core dislocation have three fold symmetry
as can be seen from Figure 49, which matches the geometric symmetry.
The difference in magnetic moments between the bulk and easy core
dislocation for the coloured atoms are included in Table 12. Enough
atoms were considered to make the pattern obvious. The results are
similar to those recently obtained using bond order potentials [67].
There are small variations in the different values of spin as the distances
between the atoms are similar to the perfect bcc structure, unlike for
point defects which have much bigger variations.
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Figure 49: Spins around an easy core dislocation. Excluding orange atoms, all
other atoms with the same colour have the same magnetic moment.
Centre of dislocation in centre of triangle of pale pink atoms.
Colour of atom Magnetic moment difference (bulk - dislocation) (µb)
pale pink -0.03052
red +0.08396
bright pink -0.02194
blue -0.09662
Table 12: Change in magnetic moments from bulk values around an easy core
dislocation
5.9 variation in formation energy of easy core disloca-
tion with radius of wire
As hexagonal shapes are used it is first necessary to define what is
meant by the radius. This is chosen to be half the distance between two
atoms at diagonally opposite vertices of the shape. Using this definition
an approximately linear relationship between the easy core formation
energy and the logarithm of the wire radius results, in agreement with
both DFT and empirical potential calculations [89, 17]. The formation
energy is defined as the difference in energy between a bulk wire
and the same whisker with a dislocation inserted through its centre.
Both the unrelaxed and relaxed formation energies are plotted and
as expected there is little difference in the two curves, except perhaps
that the unrelaxed line is steeper. For completeness the resulting graph
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using the cylindrical shapes is included. This is much higher in energy
than that of the hexagonal shape and is also slightly more noisy. This
linear relationship does not continue indefinitely with smaller and
smaller radius and there is a cut-off radius as the limits of elasticity
theory have been reached.
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Figure 50: Variation in easy core dislocation energy with ln of outer radius (R)
of hexagonal whisker
5.10 convergence of hard and easy core energies
The hard core dislocation is consistently higher in energy than the
easy core. The variation in the difference between hard core and easy
core energy with dislocation radius is of interest. The expectation is
that after a certain radius convergence is achieved and the value of
the energy difference levels off [17]. This general trend is observed;
however, there is a large amount of noise as can be observed in Figure
51. Ideally it would have been preferable to go to higher radii to
observe true convergence but this was not possible due to constraints
on computational time. A comparison is included between the cases
where outer shell atoms were frozen and where they were not frozen.
There does not seem to be an appreciable decrease in the noise present.
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Figure 51: Hard/easy core energy convergence with ln of outer radius (R) of
whisker
5.11 conclusions
This chapter has been primarily concerned with static straight dislo-
cations using the tight binding method. The correct geometry and the
one-dimensional boundary conditions necessary for successful calcu-
lations have been established. The resulting non-degenerate easy core
structure is consistent with existing density functional theory calcula-
tions and the relationship between the whisker radius and easy core
formation energy and hard/easy core energy difference are as expected
from similar studies using DFT.
6
PE IERLS BARRIERS
6.1 peierls barrier calculations
6.1.1 What is a Peierls Barrier?
Having established an efficient method for dealing with static dis-
locations in whiskers, the next logical step is to consider the motion
of dislocations and the Peierls barrier, defined as the energy barrier
along a path taken by a dislocation between two identical positions in
a crystal. The dislocation itself moves as a straight line, and at each
specified point along the path atomic relaxation is implemented to
optimise the geometry. In this work the shape of the resulting energy
profile is obtained using the ’generalised drag method’. Two adjacent
easy core positions are used as the end points of the dislocation path
and the dislocation passes through an intermediate hard core position
along the
[
112¯
]
direction. The position of the straight dislocation is
simply moved along the line connecting the end points. Originally, the
term Peierls barrier referred to the maximum stress along the stress
versus displacement characteristic, as this indicates the applied stress
required to initiate plastic flow.
In reality the motion of the 12 〈111〉 screw dislocation occurs via dou-
ble kink propagation [21, 89, 92]; whereby a portion of the dislocation
along the [111] direction moves from its stable easy core position to
another position. The two edges of the kink then move away from each
other dragging the entire dislocation over as described in Chapter 2.
The Peierls barrier provides some insight into this process as it maps
out the change in energy of a straight dislocation from its most stable
position to the higher energy hard core position and gives an idea of
the energy barrier the kink has to overcome.
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6.1.2 Initial Setup and the drag method
The position vectors of the initial and final equivalent dislocation
configurations are known. Linear interpolation is used to define the
reaction coordinate λ, and to initialise the configurations along the
pathway in 6.1.
!R (λ) = !RI + λ
(
!RF − !RI
)
(6.1)
!RI and !RF are the position vectors of the initial and final configu-
rations of the dislocation. λ, the reaction coordinate, is a measure of
how far the dislocation has been dragged between the initial and final
configurations and !R (λ) is the position vector corresponding to this. If
the value of !R (λ) is known then the value of λ can be determined as
can be seen by rearranging eqn 6.1 to give the expression in eqn 6.2.
λ = Λ
(
!R
)
=
(
!R− !RI
)
.
(
!RF − !RI
)
(
!RF − !RI
)
.
(
!RF − !RI
) (6.2)
At each value of λ it is necessary to obtain the minimum total energy
E for each configuration of the atoms whilst keeping the reaction
coordinate fixed. To this end Lagrange multiplier α is introduced and
the quantity Ω is minimised.
Ω = E+α
[
Λ
(
!R
)
− λ
]
(6.3)
Differentiating the expression for Ω with respect to the position
vector !R, gives eqn 6.4
∂Ω
∂!R
= ∂E
∂!R
+α∂Λ
∂!R
(6.4)
= −!F+α
( !RF− !RI)
|( !RF− !RI)|
2
where the derivative of the total energy is related to !F, a Hellman-
Feynman force. It should be noted that this expression had to be slightly
modified in practice in the implementation in the PLATO code [54] to
prevent translation of the atoms. It is now possible to set eqn 6.4 to zero
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and rearrange to find the value of α, resulting in the expression in eqn
6.5.
α =
(
!RF − !RI
)
.!F (6.5)
Substituting back into the expression for ∂Ω
∂!R
in eqn 6.4 gives
∂Ω
∂!R
= −!F+
(
!RF − !RI
)
.!F
(
!RF − !RI
)
(
!RF − !RI
)2 (6.6)
The minimisation is carried out at a fixed value of λ, and so it is
necessary that the changes in the positions of the atoms do not change
the reaction coordinate. Some insight can be gained into how this
condition is fulfilled by defining the normalised vector ∆ˆ.
∆ˆ =
!∆
|∆|
=
(
!RF − !RI
)
[(
!RF − !RI
)
.
(
!RF − !RI
)]0.5 (6.7)
Using the definition in eqn 6.7, the expression for the derivative of the
energy is given in eqn 6.8.
−
∂Ω
∂!R
= !F− (∆ˆ.!F)∆ˆ (6.8)
It can see from Eq. 6.8 that the component of force parallel to the
reaction coordinate is subtracted from the total force, ensuring that
the reaction coordinate remains fixed. In the following calculations
a relative reaction coordinate is plotted; that is the initial and final
reaction coordinates are labelled 0 and 1 respectively.
Which shape wire to use?
The aim is to obtain the Peierls barrier for a 12 〈111〉 screw dislocation
in bcc ferromagnetic iron. It is now necessary to establish the shape
of the whisker in which the dislocation will be inserted and the sim-
ulations carried out. The imperative constraint that must be fulfilled
is that the initial and final positions of the path the dislocation takes
give the same total energy for the whole whisker. Two possible shapes
are considered. The first is an elliptical shape with completely smooth
sides in which the positions of its focal points provide the starting and
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end points for the dislocation. These focal points are at the centre of
two triangles whose direction of spiral is the same. The Burgers vector
is then chosen so that these two sites are both easy core in character.
The equilibrium position of the dislocation should be in the geometric
centre of the three columns of atoms in the [111] direction, which form
the vertices of a triangle [93, 26]. The distance between the focal points
is chosen such that there is only one triangle in between them. Naturally
the atoms in this triangle spiral in the opposite direction resulting in
a hard core dislocation site. The vertices of the easy core triangles are
labelled by atoms (26, 28, 53) and (53, 55, 57) and those of the hard core
triangle by (28, 53, 55) in Figure 52. By dragging the dislocation from
one easy core site to another through a hard core site, it is expected
that the shape of the Peierls barrier will be correctly established. The
initial and final dislocation positions are energetically exactly equiva-
lent as they are both geometrically equivalent. This can be observed by
considering the symmetry of the wire. The ellipse configuration used
contains 85 atoms in total.
The second shape considered is an exactly hexagonal shape as illus-
trated in Figure 53 and is made up of 169 atoms. The vertices of the
easy core triangles are labelled by atoms (57, 61, 103) and (99, 103, 107)
and those of the hard core triangle by (57, 99, 103). The difference in
the resultant Peierls barriers between this configuration and the ellipse
is of interest in indicating if the elongated nature of the ellipse has an
unforeseen effect on their shape.
6.1.3 The Shape of the Peierls Barrier
The expected behavior of the shape of the Peierls barrier is that its
minima correspond to the initial and final positions of the dislocation
with a maximum at the central hard core position as produced by
BOP (bond order potentials)[67] and DFT studies [91][80, 52]. Initial
calculations of the Peierls barrier, however, indicate that the minima are
shifted slightly away from the centre of the easy core triangle towards
the hard core site for both the hexagonal and elliptical shapes. In the
hexagonal case this is slightly closer to the hard core site than for the
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Figure 52: Jmol picture showing ellipse configuration. Dislocation is dragged
between the centres of the left and right most purple triangles.
elliptical case. For both shapes there is a sharp peak in the energy when
the dislocation is in the hard core position which has the highest energy
as expected and there is an extremely shallow downward slope from
the initial position of the dislocation, until just before the energy peaks.
This is illustrated in Figure 54, the energy is given in meV/b, where b is
the magnitude of the Burgers vector. One possible explanation of these
is that the end points are not sufficiently minimised. This is discussed
further in the section on minimised barriers.
6.1.4 DD plots - a closer look at what is happening
A closer look at what is happening using differential displacement
plots (DD plots) can provide some insight into what is happening.
Figures 55 to 59, which show the motion of a dislocation in an elliptical
whisker, are labeled from 0 to 4, corresponding to the 5 points sampled
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Figure 53: Jmol picture showing hexagon configuration. Dislocation is dragged
between the centres of the left and right most purple triangles
between the easy- and hard-core positions. Configuration 0 is one
endpoint and configuration 4 is the central hard core position. From
Figure 55 (configuration 0), the dislocation has been placed in the
exact centre of a triangle, which is expected to be the minimum energy
configuration but turns out not to be. The direction of spiral indicates
whether the dislocation is easy or hard core in character. There is very
little difference between Figures 56, 57 and 58. All that can be seen is
that the position of the easy core dislocation moves further to the left.
In Figure 59 the dislocation is hard core in character, although it can be
seen by the unequal length of the arrows forming the triangle around it
that its centre does not correspond exactly to the centre of the triangle.
The differences in energy between configurations 1,2 and 3 are so
tiny they are not noticeable in the DD plots for them. One possible
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Figure 54: Comparison of the Peierls barrier of elliptical and hexagonal shapes
Figure 55: DD plot of configuration 0 for original ellipse Peierls barrier
explanation of the behaviour of the energies is discussed in the section
on minimised barriers, in which configurations 1 and 2 are minimised
further. The resulting energies are lower than all other previous values
indicating that incomplete minimisation may have occurred.
Difficulties in obtaining the expected profile of the Peierls barrier
could also be attributed to cancellations between the various contribu-
tions to the energy, for example the pair potential and band energy.
Close to the endpoints the pair potential seems to dominate slightly as
can be seen from Figure 60. This form of the pair potential could play a
role in the curious profile of the Peierls barrier close to the endpoints.
The potential becomes slightly negative at a distance of about 4.9ao.
Figure 56: DD plot of configuration 1 for original ellipse Peierls barrier
Figure 57: DD plot of configuration 2 for original ellipse Peierls barrier
Figure 58: DD plot of configuration 3 for original ellipse Peierls barrier
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Figure 59: DD plot of configuration 4 for original ellipse Peierls barrier
Particular bond lengths fall into this region and this could have an effect
as detailed in Table 13. Between the configurations 0 and 1, and 7 and
8 the bond length of the bond between atoms 57 and 55 on one end of
the barrier and 26 and 28 on the other end jumps into the range where
the pair potential is negative. These bonds are important as indicated
by the purple atoms in Figure 52 and form the sides of the triangles
between which the dislocation moves.
Configuration Number Bond Bond Length (ao)
0 57-55 4.80923
1 57-55 4.97299
2 57-55 4.94937
3 57-55 4.93836
4 26-53, 53-57 4.91134 4.91128
5 26-28 4.93870
6 26-28 4.94937
7 26-28 4.97275
8 26-28 4.80923
Table 13: Bond lengths in the negative region of the pair potential for all possible
configurations of the original Peierls barrier from the elliptical shape
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Figure 60: Contributions to the shape of the Peierls barrier for the original
elliptical shape
6.2 parameters that can be varied
6.2.1 The effect of freezing
Having displaced all atoms according to the elastic solution, the effect
of freezing different numbers of layers of atoms is considered. It is of
paramount importance that the atoms are frozen such that the initial
and final dislocation sites give the same total energy as in earlier calcu-
lations conducted without freezing. This can be achieved by ensuring
that all previous symmetries are still imposed on the new arrangement.
The case of the ellipse structure with 85 atoms is chosen to understand
this effect.
The single outer layer of atoms is frozen first followed by the outer
two layers and the Peierls barrier is recalculated in both cases as illus-
trate in Figure 61. Interestingly the shape of the barrier does not change;
however, there are relative energy differences in the barriers between
each initial set up as shown in Figure 62. This is most apparent between
the completely unrestricted case and the two cases where a certain
degree of freezing is implemented. This seems a reasonable outcome
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as the outer atoms of the completely free ellipse can move and reach
the lowest energy solution. As the profile of the Peierls barrier is not
altered by the degree of freezing it is considered simpler for further
calculations to be conducted allowing all the atoms to relax in the [111]
direction.
6.2.2 The effect of k point sampling
As with freezing different numbers of layers of atoms, the effect of k
point sampling on the Peierls barrier does not seem to alter its shape
but only to shift its energy. The number of k points are defined in
the [111] direction only as free boundaries are used in the other two
directions. It can be seen from Figure 63, that increasing the number of
k points, reduces the energy of the Peierls barrier.
(a) No freezing
(b) One frozen layer
(c) Two frozen layers
Figure 61: Method of freezing atoms in ellipse calculations
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Figure 62: Effect of Freezing for ellipse calculations
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Figure 63: Peierls barrier for 169 atom hexagon with both 16 and 32 k points in
the < 111 > direction.
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The original barriers in Figure 54 make it clear that the minima do not
occur at the initial and final points as specified. The difference in energy
between the first few reaction coordinates before the hard core peak
is very small, so the misplaced minima could possibly be attributed
to incomplete minimisation. To investigate this, the final coordinates
of the configurations corresponding to the minima were allowed to
relax further. There is a small reduction in energy indicating that the
original energy minimisation was not completely efficient. To rectify
this the newly minimised configurations were used as the start and end
points of the dislocation path, and the Peierls barrier recalculated. The
result confirms that the minima are now at the endpoints; however, a
new and unexpected feature emerges. There is a small local minimum
at the central reaction coordinate. This is the case for both elliptical
and hexagonal whisker shapes as indicated in Figures 52 and 53. An
understanding of what is happening can be gained by looking at the
DD plots between the initial and central configuration.
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Figure 64: Minimised barrier using ellipse shape
6.3 minimised barriers 143
0 0.2 0.4 0.6 0.8 1
Reaction coordinate
0
20
40
60
80
En
er
gy
 (m
eV
/b)
Figure 65: Minimised barrier using hexagon shape
6.3.1 A closer look at what is happening
Differential displacement plots are constructed from the atomic config-
uration corresponding to reaction coordinates of the minimised Peierls
barrier for the 85 atom ellipse displayed in Figure 65; the dislocation is
dragged from right to left. The initial configuration is labelled 0 and
the central configuration 4. The three arrows around the position of
the dislocation in the starting configuration of the DD plot (Figure
66) are almost of the same length as expected for the easy core case.
The fact that they are not exactly equal, points to the position of the
dislocation in the minimised atomic configurations having drifted from
the exact centre of the triangle of atoms surrounding it. The first two
configurations (0 and 1) indicated in Figures 66 and 67 are very similar
and easy core in nature. There is then a pronounced change between
configuration 1 and 2 (Figures 67 and 68) as the dislocation moves
closer to the central hard core position. There is very little difference
between configurations 2,3 and 4 (Figures 68, 69 and 70). This all fits in
well with the shape of the Peierls barrer in Figure 65.
Figure 66: DD plot of configuration 0
Figure 67: DD plot of configuration 1
Figure 68: DD plot of configuration 2
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Figure 69: DD plot of configuration 3
Figure 70: DD plot of configuration 4
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6.4 motion of the five significant atoms
It is necessary to obtain an understanding of the motion of atoms as the
dislocation is dragged from the initial to the final point of the calculation.
In order to achieve this the displacement in the x
[
112¯
]
,y
[
11¯0
]
and
z [111] directions relative to the initial configuration is considered. Only
the 5 significant atoms in the dislocation arrangement are considered
(these are the purple atoms in Figures 52 and 53). Each of the five atoms
in the hexagon and ellipse correspond to each other. Details of the atom
numbers which correspond are given in Table 14.
Ellipse 26 28 53 55 57
Hexagon 61 57 103 99 107
Table 14: Equivalent atoms in hexagonal and elliptical shapes
A prominent feature of the minimised Peierls barrier plots is the
sudden jump in energy between configurations 1 and 2 in Figure 52
and 2 and 3 in Figure 64. This displays itself in a large change in the
relative displacement for the atoms in the x,y and z directions at the
corresponding configurations as illustrated in Figures 71 and 72. It can
be seen that the corresponding atoms in each shape behave in a similar
way in terms of their relative displacement. They are given the same
colours to make this feature clearer.
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Figure 71: Relative change in displacement of atoms of each atomic configura-
tion along the Peierls barrier for the ellipse shape whose endpoints
have been minimised.
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Figure 72: Relative change in displacement of atoms of each atomic configura-
tion along the Peierls barrier for the hexagon shape whose endpoint
have been minimised.
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6.5 magnetic contribution to the energy of the five sig-
nificant atoms
Whilst the DD plots and relative displacement diagrams provide useful
clues about the abrupt changes in energy in the Peierls barriers in
Figures 64 and 65, a more quantitive approach is needed to understand
what is going on. It is found that the magnetic contribution to the
energy is very significant (given by the expression 14 Ism
2
I , where Is is
the Stoner parameter and mI the magnetic moment on an atom I as
detailed in Chapter 3). This energy is plotted for the five significant
atoms in both shapes for both the original Peierls barriers in Figure 54
and the Peierls barriers with minimised endpoints in Figures 64 and 65.
Looking at the magnetic energy contributions in Figures 73a and 74a,
it can be seen that the sharp peak corresponds to the similar peaks in
the Peierls barriers of the ellipse and hexagon in Figure 54. However,
the rest of the magnetic energy contribution does not share any salient
features with the corresponding Peierls barriers. The explanation for
the Peierls barrier where the endpoints have been minimised is quite
different. The shapes of the magnetic contributions strongly mirrors
the Peierls barriers in Figures 52 and 53 for both the ellipse and the
hexagon. There are corresponding sharp increases in energy between
the minima and the level plateau in the Peierls barrier and they occur at
the same configurations. Also summing the change in magnetic energy
for the five significant atoms gives a value comparable to the height of
the Peierls barrier, confirming that it is the magnetic behaviour of those
five atoms which creates the distinctive barrier shape.
Similar atoms in the ellipse and hexagon are given the same colour
in the graphs. From this it can be seen that the central atoms (53 in the
ellipse shape and 103 in the hexagon case) behave independently, but
that the other four atoms form pairs which mirror each other around
the central hard core configuration. This is reassuring as the energy of
the two endpoints is equivalent and symmetry is preserved.
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(a) Change in magnetic contribution to the energy of each atomic configuration along the
Peierls barrier for the ellipse shape whose endpoints have not been minimised.
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(b) Change in magnetic contribution to the energy of each atomic configuration along the
Peierls barrier for the ellipse shape whose endpoints have been minimised.
Figure 73: Ellipse - Magnetic contribution to the energy of the five significant
atoms
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(a) Change in magnetic contribution to the energy of each atomic configuration along the
Peierls barrier for the hexagon shape whose endpoints have not been minimised.
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(b) Change in magnetic contribution to the energy of each atomic configuration along the
Peierls barrier for the hexagon shape whose endpoints have been minimised.
Figure 74: Hexagon - Magnetic contribution to the energy of the five significant
atoms
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6.6 what is the structure?
From the discussion of the Peierls barrier calculations it is clear that
there is some ambiguity in the nature of the structure which we need to
investigate. One possibility is that the centre of a dislocation has moved
to the middle of a bond instead of the initial position in the centre
of a triangle in the [111] direction. The atoms in a structure with the
dislocation at the position indicated in Figure 75 are allowed to relax in
the z direction and the final energy noted. A comparison of the energy
of this structure with the energies of the other initial configurations
tried is included in Table 15. Its energy is higher than the energy of
the minimum of the Peierls barrier, ruling out the possibility of the
dislocation centre having moved to the middle of a bond. The resulting
DD plot in Figure 75 can be compared to that in Figure 66 (the zero
configuration of the Peierls barrier with minimised endpoints) and it
can be seen that they are similar but not identical.
Figure 75: Dislocation in the middle of a bond. The bright pink dot marks the
centre of a bond.
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Low energy points Energy (Ry)
Minimum of initial Peierls barrier -26.7205633
Minimised endpoint of new Peierls barrier -26.7206259
Mid-point of bond -26.7149576
Table 15: Comparison of relaxed energies for ellipse with dislocations at differ-
ent initial positions
Figure 76: DD plot for dislocation placed initially in the middle of a bond
6.7 calculation of peierls barrier using new parameters
The tight binding parameters employed to calculate the original barriers
were the best available at the time. Very recent parameters published
by Madsen et al. [61] were used as a final check on the shape of the
barrier. It was found that using these new parameters and the same
charge and spin self consistency method the shape of the barrier is more
similar to that predicted by DFT and that the energy minima are now
at the endpoints of the dislocation drag as expected. The height of the
barrier is 32meV/b which is in good agreement with the DFT study by
Ventelon and Willaime [91]. In these calculations the cell vector was also
relaxed in the z direction only. It was found that this had minimal effect
on the shape of the barrier as illustrated in Figure 77. The peculiarities
concerning the barrier calculated with the earlier parameters discussed
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Figure 77: Peierls barrier using latest tight binding parameters.
above have been confirmed to be an artifact of the model and not an
inherent feature of tight binding.
6.8 conclusions
The initial calculation of Peierls barriers resulted in profiles where the
energies of the endpoints at the focal points of the easy core triangles
were not the minima. Taking the minimum of these original barriers and
minimising them further provides new endpoints for the Peierls barrier
calculation. The shape of this new barrier is unexpected, having a level
plateau with a small local minimum in the central hard core positions
where a maximum is expected. Explaining this shape is a complex task,
but through a combination of looking at the changes in the positions
of the atoms and the magnetic energy a coherent picture begins to
emerge. The contribution of the five main atoms to the magnetic energy
of each configuration is perhaps the most significant because of the
similarity between this relationship and the shape of the Peierls barriers
for both the hexagon and ellipse shapes used in the calculations. Results
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obtained using elliptical and hexagonal whisker shapes are very similar,
differing only in small details of the Peierls barrier shape. The unusual
shapes of the barriers are not a feature of tight binding, but an artifact
of the model itself, possibly due to the form of the pair potential as
discussed previously.
7
CONCLUS IONS AND SUGGEST IONS FOR FUTURE
WORK
The major contribution of this work was the method for determining
atomic spin and chage self-consistently using a form of the Harris-
Foulkes functional extended to include both charge and spin explicitly.
This method was developed for use in self-consistent tight-binding
calculations, in which the interaction of charges on different atomic
sites is expressed by Coulomb’s law and a Hubbard U is used to model
on-site charge interactions. Magnetism is included via the Stoner model
of ferromagnetism. The computational task of achieving self-consistency
is reduced to finding the stationary points of this novel functional, a
task placed on a sound mathematical footing via a generalisation of
the Newton-Raphson minimisation procedure. If exploited properly,
tight binding is an efficient and accurate method of studying the spin
structure of many atom systems without the computational constraints
placed on the number of atoms that can be studied using DFT.
The tight binding model from which the parameters are obtained
was originally built on the principle of local charge neutrality (LCN).
Therefore a large value of the Hubbard U is selected to recreate this.
Reducing the value of the Hubbard U makes little difference to the
vacancy formation energy and whilst the charges on the atoms increase
the magnitude of these charges is very small. This could be interpreted
as a demonstration that the LCN assumption is a good one, or, alterna-
tively, that the tight-binding model used forces the atomic charges to be
small. It would be instructive if the method for achieving charge and
spin self consistency via the extended Harris-Foulkes functional were
applied to a model which does not assume that the atoms are charge
neutral.
Tests conducted on simple systems during the construction of this
method elucidate the complicated spin surface of iron. It is found that,
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if Newton-Raphson mixing is used for spin then, even for simple bulk
bcc iron, an appropriate choice of initial spin is required to prevent the
simulation reaching the wrong solution. For each stage of spin mixing a
constraint has to be placed on the maximum allowed change in the spin
if convergence is to be attained. For some structures, such as fcc iron at
certain lattice parameters, the spin simply oscillates as there is a ’dip’
or valley in the energy surface as a function of spin. The solution to this
problem is to use Newton-Raphson mixing for charge only and to use
Pulay mixing for spin. This combination of mixing schemes is found to
be efficient in almost all situations, requiring only a small number of
loops to reach convergence. Pulay mixing and Newton-Raphson mixing
are related via the linear response matrix, which is calculated exactly in
the Newton-Raphson scheme but approximated in the Pulay approach.
It should be possible to further improve the intersite charge-mixing
convergence by employing a degree of preconditioning. This is an idea
for the future. Improvements were made to the implementation of Pulay
mixing, so that every time charge and spin were mixed together, the
previous spin was remembered and spin mixing started again from this
point.
The first extensions to the bulk systems considered involved point
defects, in particular the vacancy and the three dumbbell interstitials.
It was found that while the ordering and magnitude of the formation
energies of the interstitials were in reasonable agreement with density
functional theory, the spin structure of the < 110 > and < 111 > dumb-
bell interstitials was not as expected. The spins on the two dumbbell
atoms were found to be lower than the bulk spin, as in DFT, and far
from the interstitial atoms a bulk structure was again established. The
peculiarity in the case of the < 110 > and < 111 > interstitials was
a sudden dip of the spins at a distance from the interstitial when it
seemed bulk character had already been established. The < 100 >
interstitial behaves more or less as expected, although the magnitude of
the spin on the interstitial atoms is larger than in DFT. This is consistent
with the observation that the displacements of the atoms surrounding
the interstitial are greater than in DFT. It would be interesting to feed
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these final structures obtained from tight binding into DFT and to find
the energies and spins produced.
The limitations placed on the work thus far are related to compu-
tational requirements of the method presented in Chapter 3 and the
number of atoms that can be considered as a result. Currently the
scaling goes as the fourth power of the number of atoms. The ideal
solution would be to develop a linear scaling technique for the Newton-
Raphson scheme, enabling the time for each loop to be reduced whilst
still achieving charge and spin self consistency in very few loops.
The defects already considered could be investigated more fully if
more atoms could be considered and the time taken for each loop
reduced. For example, in the case of straight dislocations investigated
in chapter 5, it would be possible to conduct cell relaxation in the z
direction as well as the existing atomic relaxation. Results with atomic
relaxation only produce a non-degenerate core structure in agreement
with DFT and a roughly linear relationship between the natural loga-
rithm of the radius and the easy core formation energy as predicted by
elasticity theory. However, the convergence of hard-easy core energy
difference with radius is quite noisy and it would be interesting to see
if this relationship was improved by conducting cell relaxation.
In order to deal with the one dimensional nature of the screw disloca-
tion simulation cell it was necessary to adapt the mixing scheme using
1-D Ewald sums. However, it was still not possible to implement inter-
site charge mixing in this method as described in Chapter 5. Future
effort is definitely required to meet this challenge and create a working
scheme for 1-D inter-site calculations.
Work on the motion of dislocations has so far been limited to the
calculation of Peierls barriers. The tight-binding parameters used for
the repulsive potential produce a barrier shape that is inconsistent
with DFT. In the future other tight-binding models could be tried and
variations in the shape of the barrier observed. Being able to conduct
calculations in shorter times would be useful in this task. As well as
straight dislocations the formation of both single and double static
kinks could also be investigated as these are of interest to the process of
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dislocation motion via double kink nucleation. Screw dislocations have
received the majority of the scrutiny of the possible defects in fusion
power plants as they are the least mobile and have the greatest effect
on plasticity. Edge dislocations have been more neglected and it might
be worth looking at these using the methods developed in this work
using tight binding.
Defects until this point have been considered singly, and the natural
extension to this would be to consider interactions between defects.
The simplest examples that spring to mind are di-vacancies and di-
interstitials. Following this, clusters of defects or vacancy and intersitial
loops could then be studied. The interaction of straight dislocations
with impurity atoms such as chromium would be particularly pertinent
to the use of ferritic/martensitic steels in fusion power plants. Work
has been conducted in this area employing both DFT and empirical
potentials but not tight binding. The ellipse set up designed to cope
with Peierls barrier calculations could be developed so that the focal
points of the ellipse were further apart rather than in two adjacent
triangles. A single dislocation could then be placed in the centre of each
of these triangles simultaneously and their interaction investigated. The
different cases that could be looked into are easy-easy, hard-easy and
hard-hard core dislocations.
A potentially challenging issue to the correct functioning of a hydro-
gen fusion power plant relates to the phenomena of grain boundaries
and their effect on plasticity. Grain boundaries are important for sev-
eral reasons. At low temperatures they impede dislocation motion; the
smaller the size of the individual grains the greater this effect and
the stronger the material becomes (Hall-Petch Effect [8]). At high tem-
peratures recrystallisation and grain growth occurs. In this process
dislocations and other defects are ’swallowed’ by the grains as they
expand. Finally, embrittlement can also occur because of segregation of
impurities (such as helium) at grain boundaries; this is obviously unde-
sirable in the case of load bearing components in a power plant. This
multi-faceted problem could be tackled using an improved and more
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developed version of the tight binding convergency scheme discussed
in this research.
The entire project has been extremely technically challenging due in
the most part to the spin structure of iron and its complexities. Hav-
ing developed a working scheme, it was possible to consider certain
point defects and the 12 [111] screw dislocation and gain important in-
formation about their geometric and magnetic structures. Tight binding
has been shown to be a useful tool in considering magnetic materials
containing extended defects. With the further developments suggested
above, the efficiency of tight-binding calculations of extended defects
could be improved substantially.
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