Abstract Multisensory integration involves combining information from different senses to create a perception. The diverse characteristics of different sensory systems make it interesting to determine how cooperation and competition contribute to emotional experiences. Therefore, the aim of this study were to estimate the bias from the match attributes of the auditory and visual modalities and to depict specific brain activity frequency (theta, alpha, beta, and gamma) patterns related to a peaceful mood by using magnetoencephalography. The present study provides evidence of auditory domination in perceptual bias during multimodality processing of peaceful consciousness. Coherence analysis suggested that the theta oscillations are a transmitter of emotion signals, with the left and right brains being active in peaceful and fearful moods, respectively. Notably, hemispheric lateralization was also apparent in the alpha and beta oscillations, which might govern simple or pure information (e.g. from single modality) in the right brain but complex or mixed information (e.g. from multiple modalities) in the left brain.
Introduction
Our environment is full of diverse stimuli (e.g., sound and light) that can be perceived by separate human physical senses to induce affective states. A successful social life requires the multitude of information from different sensory systems to be collected, analyzed, and interpreted to form unified percepts (Tanaka et al. 2009 ). Recent investigations of multisensory integration suggest that responses to a stimulus in one modality (e.g., auditory, visual, or touch) can be influenced by the occurrence of a stimulus in another modality (Logeswaran and Bhattacharya 2009; Stekelenburg and Vroomen 2009 ). Integrating such sensory inputs is critically dependent on the congruency relation of interest, which may enhance or degrade the linkage of environmental events (Doehrmann et al. 2010) . For example, when a subject views peaceful scenery accompanied by peaceful music, this is most likely to be perceived as peaceful, whereas when a subject views fearful scenery accompanied by peaceful music, it may be perceived as either fearful or peaceful. In other words, conflicting information from two modalities will be combined into an ambiguous affection.
Because of the divergence among different sensory systems, the weightings from each modality may not be equal in the fusion process (Esposito 2009 ). Some studies have suggested that visual information is more important in the decoding of emotional meaning (e.g., Dolan et al. 2001) , whereas others have suggested that auditory information is more efficient for communicating emotional state (e.g., Logeswaran and Bhattacharya 2009 ). All these contradictions have demonstrated that the influences of the senses depend on both the stimulus properties and the task necessaries in everyday life (Latinus et al. 2010; Schifferstein et al. 2010) . Moreover, descriptions of the dominant modality probe the importance of intermodality discrepancies, which may vary with the situation (Fenko et al. 2010) . Since auditory and visual sensory systems usually provide redundant information, the presence of cooperation and competition in the audiovisual modality is an interesting issue in emotional experiences.
Emotion is an essential part of the human life. It stores in our bodies, impacts our life in helping us to become aware of our needs and take our decisions, and also sets boundaries to protect us from others. It has been said that emotions are designed to ensure that we are paying attention so we can respond to what is happening around us. For example, when we feel afraid, the heart beat faster and the blood pressure increases. This body's reaction to fear, called the ''fight or flight'' response, would let us focus on the situation and quickly choose a way to safety. Because of the significance, emotion studies have gained great interest in the late two decades which involve subjective experience, physiology and behavior. And one opposite of fear among all the emotions is peace. It is important to maintain peaceful mind in any situation, even when experiencing dread or uncertainty, since it can help to keep brain function works properly. However, previous studies on emotion have focused more on basic emotions including happiness, anger, sadness, surprise, disgust, and fear (Dolan et al. 2001; Pourtois et al. 2005; Zhao and Chen 2009) , and have seldom assessed the calm state, namely peace.
As we know from the study of resting-state, high-frequency oscillatory potentials are associated with information processing, perception, learning, and cognitive tasks (Wu et al. 2010) . Whether the low resting-state frequencies could be observed in peaceful state is another interesting issue. Therefore, the aim of this study were to estimate the bias from the match attributes of the auditory and visual modalities and to depict specific brain activity frequency (theta, alpha, beta, and gamma) patterns related to a peaceful mood by using magnetoencephalography (MEG). In the latter part, we tried to investigate (1) the role of theta oscillations during peaceful mood, (2) the relations of varied modalities with alpha and beta oscillations, respectively, and (3) the increase of gamma oscillations to the audiovisual modality. Besides, although some behavioral studies used dynamic visual and vocal clips of affect expressions and found those more appropriate in real life (Massaro and Egan 1996; Campanella and Belin 2007; Collignon et al. 2008) , most related psychophysiological and electrophysiological studies have compared static pictures with dynamic sound (Pourtois et al. 2002; Koelewijn et al. 2010) , which have incompatible dimensions. According to that, the present study focused on how inner quiet information is processed in the human brain with both dynamic materials (i.e. music and video) extracted from movies.
Methods

Subjects
Ten healthy males who were ophthalmologically and neurologically normal participated in this study. Their ages ranged from 22 to 42 years (28.0 ± 6.0 years, mean ± SD). The visual acuity of all subjects was corrected, where necessary, to the normal range. Informed consents that had been approved by the local Ethics Committee of Yang-Ming University were obtained from all the participants.
Stimuli and stimulation procedure
Before the recording session, 94 healthy males constituting another group of subjects were asked to rate their perceived feelings from 1 to 10 points, with one being the lowest and ten being the highest, of 10 (5 peaceful natural scenery and 5 fearful natural disaster) 90-s video clips and 10 (5 peaceful and 5 fearful) 90-s music clips. Clips of both emotional states that received scores of similar and at least 5 points were used in the subsequent MEG experiments. These stimuli formed a total of seven stimulus paradigms that consisted of three modalities (auditory, visual, and audiovisual) and two feelings (peaceful and fearful) as follows: (1) listening to peaceful (Ap) or fearful (Af) music without watching a film, (2) watching a peaceful (Vp) or fearful (Vf) film without listening to music, (3) watching a peaceful film while listening to peaceful music (ApVp) or watching a fearful film while listening to fearful music (AfVf), (4) watching a peaceful film while listening to fearful music (AfVp), and (5) watching a fearful film while listening to peaceful music (ApVf). The experimental procedure was separated into four blocks (see Fig. 1 ) by a break interval of about 1.5 min. During the entire experiment, the subject lay supine in a comfortable and stable position. A 1,000-Hz pure tone was presented for 10 s (250 ms on/250 ms off) prior to listening to the music clip, while a checkerboard pattern was presented for 10 s (250 ms on/250 ms off) prior to watching the film clip. Thereafter, in block one, the paradigms (Ap), (Vp), and (ApVp) were applied sequentially, each followed by a 15-s response time for labeling the emotional expressions of peacefulness, fear, other, or no emotion, and for scaling the score (ranging from 1 to 4 points). The participants were instructed to indicate their scores as accurately and quickly as possible after the paradigm had been presented. Similar procedures were followed in block two [i.e., (Af) ? (Vp) ? (AfVp)], block three [i.e., (Ap) ? (Vf) ? (ApVf)] and block four [i.e., (Af) ? (Vf) ? (AfVf)]. These visual and auditory stimuli were generated in MATLAB (The MathWorks, Natick, MA) using functions provided by the Psychophysics Toolbox (Brainard 1997; Pelli 1997 ) on a personal computer, and projected onto a mirror by a projector and delivered with binaurally inserted earphones via a silicone-tube system, respectively.
Data acquisition
Visual evoked fields were recorded with a whole-head 160-channel coaxial gradiometer (PQ1160C, Yokogawa Electric, Tokyo, Japan). The magnetic responses were filtered by a bandpass filter from 0.1 to 200 Hz and digitized at a sampling rate of 1,000 Hz. For off-line analysis, the nonperiodic low-frequency noise in the MEG raw data was reduced using a continuously adjusted least-squares method (Adachi et al. 2001 ). The resulting data were then filtered by a bandpass FIR filter from 0.5 to 50 Hz after removing artifacts with amplitudes exceeding 3,000 fT/cm in the MEG signals.
Anatomic image data was acquired from human subjects using a GE Healthcare Signa 1.5-T Excite scanner (General Electric, Milwaukee, WI) with an eight-channel head coil. The imaging parameters were as follows: TR = 8.548 ms, TE = 1.836 ms, TI = 400 ms, flip angle = 15°, field of view = 256 9 256 mm 2 , matrix size = 256 9 256, and no gaps. This gave an in-plane resolution of 1 mm 2 and a slice thickness of 1.5 mm.
The subject's head shape and position relative to the MEG sensor were measured using a three-dimensional digitizer and five markers. Three predetermined landmarks (nasion and bilateral preauricular points) on the scalp were also used to match and coregister MEG source signals on the anatomic MRI scans to ensure realistic source reconstruction according to the coordinate systems.
Data analysis
The exported MEG data were preprocessed to remove eye movements, blink artifacts, and ECG activity by the FastICA algorithm (Hyvärinen et al. 1999 ). The cleaned data were then segmented into epochs of 2 s beginning at the start of the segment (the first 10 s of the original data in each paradigm from all subjects were ignored to eliminate the possibility of attention transients associated with stimulus initiation). For each segment, two types of analysis were applied to the epoched data. The first produced an averaged spectrum by using wavelet transformation for each channel. The spectral power was calculated on a per-0.5-Hz basis and then classified into the following ten brain regions: (1) left frontal; (2) right frontal; (3) left frontotemporal; (4) right frontotemporal; (5) left temporal; (6) right temporal; (7) left central; (8) right central; (9) left occipital; and (10) right occipital. All these values were transformed into percentage, divided by total power, for each frequency band in order to compare different types of stimulations. Statistical differences were analyzed by a two-way repeated-measures ANOVA (with GreenhouseGeisser adjustment) with within-subject factors [auditory stimulus type (none, peace and fear) 9 visual stimulus type (none, peace and fear)] for various brain waves (four frequency bands) and areas (ten regions). Bonferroni corrected post hoc tests (paired t test) were conducted only when preceded by significant main effects (p \ 0.05). The second type of analysis was designed to reveal functional connectivity between different brain areas by applying coherence estimation for each channel. From a number of 11,520 calculations (i.e., 160 channels 9 (160 -16) channels in other areas/2 repetitions = 11,520), grand coherences were averaged for the above classification regions. In total, 25 connections were calculated (between brain regions 1 and 2, 1 and 3, 1 and 5, 1 and 7, 1 and 9, 2 and 4, 2 and 6, 2 and 8, 2 and 10, 3 and 4, 3 and 5, 3 and 7, 3 and 9, 4 and 6, 4 and 8, 4 and 10, 5 and 6, 5 and 7, 5 and 9, 6 and 8, 6 and 10, 7 and 8, 7 and 9, 8 and 10, and 9 and 10). Coherence values (ranging between 0 and 1) for each subject were sifted to a binary digit (0 or 1) with a threshold of the mean plus 2 SDs (i.e., the width of the 95 % confidence interval with a = 0.05) through the theta, alpha, beta, and gamma bands. Those binary digits of 1 (significant candidate) for each subject were then stacked to form a connecting map. We considered that assembled values in the grand map greater than 8 (indicating at least 80 % of the subjects, 8/10, had) were indicative of significant interaction between two brain regions. These criterions used to ensure a valid linkage were similar with our previous study for estimating mutual information (Yang et al. 2011) .
Results
Behavioral measures
Before the recording session, the behavioral analyses revealed that more than 80 % of the 94 participants in the rating group correctly assigned the peaceful and fearful clips to the corresponding emotional states. The scores (with a maximum of 10) for the clips were 7.1 ± 1.7 and 6.7 ± 2.5, respectively, validating the affective contrast (p [ 0.05). The responses measured in the MEG experiments revealed that all 10 subjects had the same feelings about the unimodal stimulus clips (i.e., feeling peaceful about Ap (2.7 ± 0.4, in strength with a maximum of 4) or Vp (2.5 ± 0.5), and feeling fearful about Af (2.4 ± 0.5) or Vf (2.5 ± 0.7)), and rated the same scores for different modalities in the same states. However, four of the subjects considered ApVf to be peaceful (2.5 ± 0.7) and AfVp to be fearful (2.0 ± 0.8), while four of them made the opposite assignments. The remnant two considered ApVf and AfVp to be fearful (2.0 ± 0.0) and ApVf and AfVp to be peaceful (1.5 ± 0.7), respectively. Table 1 lists the significances of the brain rhythms from different measures. Auditory modality differed significantly (p \ 0.05) in the alpha and gamma bands, which produced a positive and a negative shift by the peaceful stimulus compared to the no-stimulus condition, respectively, around the right frontotemporal, temporal, central and occipital areas. There was also a reliable significant interaction (i.e. audiovisual modality) around the right temporal, central and occipital areas. However, no significant difference was found in visual modality (i.e. main effect). To get a closer look to the peaceful effect, Fig. 2 shows mean values of theta, alpha, beta, and gamma activity from the subjects to Ap, Vp and ApVp modalities in ten different regions. Each bar represents the percentage ratio between power in one frequency band and total power across all bands for one modality. Ap induced stronger theta and alpha power in the frontotemporal and temporal areas, respectively, whereas Vp induced stronger beta and gamma power in the left temporal and right occipital areas. It is interesting to note that ApVp only induced strongest power in the beta and gamma bands around few areas as compared to the other two unimodalities.
Frequency analysis
Coherence analysis
The grand functional connection maps for each coherent frequency band are illustrated in Fig. 3 . In the pure auditory modality (Ap), coherent theta oscillations were found in the left hemisphere areas, whereas coherent alpha oscillations were found in the right hemisphere. Coherent oscillations of higher frequencies ([30 Hz) were found in both hemispheres. The interhemispheric connection was only observed for alpha activity in the frontal area. In the pure visual modality (Vp), coherent alpha and beta oscillations were found in the right hemisphere areas while coherent gamma oscillations were found in both hemispheres around the frontotemporal, temporal and right posterior areas. The interhemispheric connection was only observed for alpha activity in the occipital area. In the audiovisual modality of congruent conditions (ApVp and AfVf), coherent theta oscillations were found in the left and right hemisphere areas, respectively, while coherent beta and gamma oscillations were found in both hemispheres, but more in the left hemisphere areas for coherent beta oscillations. The interhemispheric connections were observed with higher activity in the posterior areas. Notably, in the audiovisual modality of incongruent conditions (AfVp or ApVf), coherent oscillations were found in the left hemisphere areas or none. The interhemispheric connections were observed with higher activity in the frontal and temporal areas in the former condition but not in the latter condition.
Discussion
Magnetophysiological analysis
Auditory effect was significantly (positively/negatively) related to the alpha and gamma activity, so was the interaction. In peaceful mode, auditory stimulus could induce higher percentage of low frequency power in the temporal area, while visual stimulus could induce that of high frequency power in the temporal and occipital areas. These observations suggest that information extraction in a single modality can be completely dependent on its own pathway (Zhao and Chen 2009 ). However, the various types of information elicited by a multimodality from different pathways may exert competitive effects, especially in incongruent conditions, and a bias sensation that would manifest finally after fusion (Stekelenburg and Vroomen 2009; Koelewijn et al. 2010) . The event-related potential research of Fort et al. (2002) revealed that the magnitude of early interactions in recognition partly depended on the dominant sensory modality of the subjects, with those who were considered to be auditory dominant being faster to recognize auditory objects than visual objects, and visual dominant individuals recognizing visual objects more rapidly than auditory objects. In the present study, auditory modality had a relatively large influence on emotion than visual modality and approached more to audiovisual modality. This bias was in line with the study of Most and Michaelis (2012) , which showed that the accuracy of emotion perception among children with hearing loss was lower than that of the normal hearing children in all three conditions: auditory, visual, and auditory-visual. Baumgartner et al. (2006) also demonstrated that music can markedly enhance the emotional experience evoked by affective pictures. However, the dominance can depend on the period and quality of the stimulus usage as well (Fenko et al. 2010) . Our results just suggest the presence of auditory modality may be easier to facilitate within peaceful state. And appropriate stimuli could exploit the existence of a specific dominance in individual subjects to enhance his/her mental condition in clinical practice (Fenko et al. 2010) .
Coherences
Statistical comparisons between ApVp and other modalities (i.e., Ap, Vp, and ApVf) revealed significant differences in the theta, alpha, beta, and gamma bands around the frontotemporal and occipital areas. This prompted the drawing of coherence maps in order to reveal the method of frequency processing for each modality.
Theta coherence
Linkages in the theta connectivity patterns were more frequent in the left hemisphere for Ap, whereas they were more common in the right hemisphere (especially in the frontotemporal areas) for Vf. This observation is similar to that reported by Pourtois et al. (2005) , whose analyses of emotional happiness and fear revealed supplementary convergence areas situated mainly anteriorly in the left hemisphere for happy pairings and in the right hemisphere for fear pairings. Also, Dolan et al. (2001) showed that perceptual facilitation when processing fearful faces is expressed through modulation of neuronal responses in the fusiform cortex, which is associated with the processing of face identity, and the amygdale, which matches our findings in the frontotemporal area. The importance of lowfrequency neural activity was addressed in the MEG study of Luo et al. (2010) , which revealed out that a delta-theta phase modulation across early sensory areas plays an essential ''active'' role in continuously tracking naturalistic audiovisual streams, carrying dynamic multisensory information, and reflecting cross-sensory interaction in real time.
Alpha coherence
Linkages in the alpha connectivity patterns were more frequent in the left hemisphere for AfVp, whereas they were more common in the right hemisphere for unimodalities. A notable result was the absence of significant alpha coherence for ApVp and ApVf, which constitutes a condition of strong peacefulness. Chen et al. (2010) observed early alpha suppression in both the AV [ A and AV [ V contrasts, which implies that alpha activity may be associated with the ascending specific sensory information in each pathway (Yang et al. 2008 ).
Beta coherence
Linkages in the beta connectivity patterns arose more frequently in the left hemisphere for the bimodality, except ApVf), but more in the right hemisphere for the unimodalities. Senkowski et al. (2009) concluded that the association between oscillatory beta activity and integrative multisensory processing is directly linked to the effects of multisensory reaction-time facilitation, which means that beta activity plays an important role in early multisensory integrative processing.
Gamma coherence
Linkages in the gamma connectivity arose in both hemispheres for each modality, except ApVf. The involvement of activity at higher frequencies has been discussed in many reports on multimodality. For example, Mishra et al. (2007) showed that short-latency ERP activity localized to the auditory cortex and polymodal cortex of the temporal lobe, concurrent with gamma bursts in the visual cortex, were associated with perception of the double-flash illusion in early cross-modal interactions. Moreover, dynamic coupling of neural populations in the gamma frequency range might be a crucial mechanism for integrative multisensory processes (Senkowski et al. 2009 ).
Conclusion
The present study provides evidence of auditory domination in perceptual bias during multimodality processing of peaceful consciousness. Coherence analysis suggested that the theta oscillations are a transmitter of emotion signals, with the left and right brains being active in peaceful and fearful moods, respectively. Notably, cerebral hemispheric lateralization was also apparent in the alpha and beta oscillations as asymmetric communications that might handle simple or pure information in the right brain but complex or mixed information in the left brain.
