There are several domain specific languages to represent matrices and related linear algebra algorithms as multiplication, transforms and Gaussian elimination. These arise as dialects with no formal foundations and lack of semantic richness as types. Interestingly a successful language [1] , used in generation of automatic programs, created by digital signal processing engineers envisaged the same principles as the purist computer scientist advocates: composition as a basilar way of connecting programs and point-free abstraction [2] .
In order to automatically generate the fast running code there was the need to use matrix product as the basic matrix composition operator and matrices are viewed and transformed index-free. This matches the categorical characterization of matrices which can be traced back to [3] whereas each matrix is denoted as an arrow between its dimensions i.e. the natural numbers, objects of the category.
Because the Hom-Sets which are all matrices with the same dimensions form an additive group for which the composition is bilinear we are in the presence of an abelian category, property we found while trying to unveil how products and coproducts form in the category of matrices. What we found shook our computer scientist's perspective about products/coproducts which we tend to use to capture heterogeneous concepts as tupling/alternative, conjunction/dijunction . . . [4] . The point is, in abelian categories the two concepts merge into one notion, a biproduct which is defined as the following diagram
satisfying the axioms (1) to (3), which can be interpreted either as a product or a coproduct [3] . After analyzing the biproduct axioms we concluded that there are many possible ways of doing products and co-products arising from the multiplicity of solutions of a system containing the three equations. These solutions correspond to algebras for building matrices from smaller ones. A particular solution provides us with an explicit operator for building matrices line-wise or column-wise using the product or coproduct diagram respectively. As an example lets consider following operators which can be derived from the universal law and the biproduct equations.
But this is not the only interesting solution we've found so far, there are other ways of partitioning matrices where you can have either disjoint block partition or both blocks affecting the results of the constructed matrix.
We will show such different combinators and use them in the derivation of neat equational proofs connecting them with matrix-matrix multiplication divide and conquer algorithms resorting to the laws that emerge from the different diagrams, as an example we show on the calculational derivation of a traditional blocked algorithm for matrix-matrix multiplication. Interestingly the categorical formalization of the operation that represents a matrix as a linear structure, usually termed vectorization, resembles an exponential construction. Such categorical formulation turned into a more general operator, which we term as k-thinning [5] .
In summary we target an algebra of matrices and its algorithms and expect to add type information and an equational theory to the existing frameworks.
