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Abstract
Data augmentation (DA) is fundamental to prevent large
convolutional neural networks from overfitting, especially
with a limited amount of training samples. In images, DA is
usually based on heuristic transformations, such as image
flip, crop, rotation or color transformations. Instead of us-
ing predefined transformations, DA can be learned directly
from the data. Existing methods either learn how to com-
bine a set of predefined transformations or train a genera-
tive model used for DA. Our work combines the advantages
of the two approaches. It learns to transform images with
a spatial transformer network combined with an encoder-
decoder architecture in a single end-to-end fully differen-
tiable network architecture. Both parts are trained in an
adversarial way so that the transformed images still belong
to the same class, but are new, more complex samples for
the classifier. Our experiments show that, when training an
image classifier, our approach is better than previous gener-
ative data augmentation methods, and comparable to meth-
ods using predefined transformations, which require prior
knowledge.
1. Introduction
Convolutional neural networks have shown impressive
results in visual recognition tasks [12]. However, for a
proper training and good performance, they require large
labeled datasets [20, 34]. If the amount of training data is
small, regularization techniques [33, 17] can help the model
avoid overfitting. Among these techniques, data augmenta-
tion seems to be the most effective in improving the final
performance of the network [10, 26].
In images, data augmentation consists in applying pre-
(a) Predefined transformations (b) GAN image generation
(c) Our approach
Figure 1: Automatic data augmentation approaches.
(a) Sequence of predefined transformations are automati-
cally selected. (b) GAN model generates new images from
the same distribution. (c) Our approach combines the ad-
vantages of the these two methods by combining affine
transformations generated by a spatial transformer network
and a transformation generated by a convolutional encoder
decoder model.
defined transformations such as geometric transformations
like flip or rotations and color changes [16, 4]. This ap-
proach works quite well and provides a consistent improve-
ment of the accuracy when training a classifier. However,
selecting the right transformations require prior knowledge
and chosen transformations are dataset dependent. For in-
stance, if flipping an image horizontally makes sense for
natural images, it produces ambiguities (e.g. 2 and 5) on
number datasets.
Several recent studies have investigated automatic data
augmentation learning, to avoid the manual selection of
transformations. [27] defines a large set of transformations
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and learns how to combine them (Fig.1(a)). This approach
shows good results, but is based on predefined transforma-
tions, which prevents the learning of other transformations
that could be useful for the classifier. Alternatively , [3] and
[35] generate new samples via a generative adversarial net-
works (GAN) based model from the probability distribution
of the data p(X) (Fig.1(b)). Those methods show their limit
when the number of training samples is low, as it is difficult
to train a good generative model with a reduced training
dataset. [9] learn the natural transformations existing in a
dataset by aligning pairs of samples from the same class.
This approach is efficient on easy datasets like MNIST but
seems not applicable on more complex datasets.
Our work combines the advantages of generative models
and transformations learning approaches in a single end-to-
end network architecture. First of all, instead of learning
to generate samples, our model learns to generate trans-
formations of a given sample. In other words, instead of
generating samples from p(X), we learn to generate sam-
ples from p(Xˆ|X), with X a training data point, which is
easier, especially when the training data is reduced. As
shown in Fig. 1(c), we propose an approach that combines a
first transformation defined by an affine matrix with a trans-
formation defined by a convolutional encoder-decoder ar-
chitecture. In practice, we find that the affine transforma-
tion learns global image transformations, while the encoder-
decoder architecture learns more localized transformations
regarding local image distortions and color changes. Thus,
the combination of the two leads to a general distribution of
transformation that can be applied to any image-based train-
ing data and is not specific to a given domain or application.
Secondly, affine transformations are learned by an adap-
tation of spatial transformer network STN [13], so that the
entire architecture is differentiable and can be learned with
standard back-propagation. In its original use, the purpose
of STN is to learn to transform the input data so that it be-
comes invariant to certain transformations. In contrast, our
approach uses STN to generate a distribution of augmented
samples in an adversarial way. We experimentally show that
our approach is more effective in improving the classifier
accuracy. Finally, we show that for optimal performance, it
is important to jointly train the generator of the augmented
samples with the classifier in an end-to-end fashion. By do-
ing that, we can also add an adversarial loss between the
generator and classifier such that the generated samples are
difficult, or adversarial, for the classifier. This further in-
creases the final classifier accuracy.
We test our approach on MNIST, fashion MNIST, SVHN
and CIFAR-10 datasets, both in full dataset and low-data
regime. Our empirical results show that (i) each component
of the network is important for optimal performance; and
that (ii) for a given classifier architecture, our method out-
performs the hand-defined data augmentation and most of
the previous methods.
To summarize, the contributions of this paper are: i) We
propose a data augmentation network that is fully differen-
tiable, trainable end-to-end, and can significantly improve
the performance of any image-based classifier; ii) We devise
STN in an adversarial way that together with an encoder-
decoder architecture is able to learn a distribution of gen-
eral transformations for augmenting the training data; iii)
We experimentally show that, for data augmentation, learn-
ing image transformations is better than generating images
from scratch and that learning data augmentation and classi-
fication jointly is more effective than in two separate tasks.
2. Related Work
Standard Data Augmentation. Data augmentation is an
efficient regularizer for improving the performance of vi-
sual recognition methods [11], especially when dealing with
small training sets prone to overfitting [36]. Data augmen-
tation is based on specific domain knowledge about data
transformations useful for an end task while keeping the se-
mantic meaning of the data. For natural image classifica-
tion, the standard form of data augmentation is affine trans-
formations like flip, rotation or color changes [26]. How-
ever, more complex transformations such as occluding parts
of an image [7] or blending two or more images [38, 19]
were also proposed. Finally, [6] uses a form of data aug-
mentation by adding noise, interpolating, or extrapolating
between samples in the feature space, instead of in the in-
put space. Adding the transformed samples in the training
data can highly improve the end task performance, but, es-
pecially with new tasks and datasets, it is not clear which
transformations are helpful or, on the opposite, harmful.
Model-based Transformations. Recently, some ap-
proaches tried to make the data augmentation automatic, to
avoid the manual selection of transformations. Ratner et
al. [27] propose to learn a sequence of predefined transfor-
mations to generate new samples. By using a generative
adversarial network (GAN), the generated samples are
enforced to be close to the training data distribution. This
approach works well, but is limited to a set of predefined
transformations, which prevents other possibly helpful
transformations to be learned. Additionally, as transforma-
tions might not be differentiable, optimization is performed
with a reinforcement learning approach. This can make the
training more difficult and slow.
Sixt et al. [31] and Shrivastava et al. [30] generate aug-
mented samples from initial 3D models of the data and re-
fine them with GANs. These approaches work quite well,
but need a strong prior knowledge of how to generate the
initial 3D view. We follow a similar approach of first gener-
ating a global transformation and then refining it, but with-
out using any domain specific 3D model. Instead, we learn a
transformation from the given samples with a spatial trans-
former network [13]. This is more difficult because the
transformations are learned, but more generic and applica-
ble to any dataset.
Hauberg et al. [9] learn class specific transformations by
considering pairs of samples within a class and learning the
distribution of the transformations morphing one element of
the pair to the other. This approach seems applicable only
to simple datasets like MNIST.
In the context of medical imaging, Zhao et al. [40] learn
distributions of spatial and appearance transformations by
aligning labeled and unlabeled samples to create new syn-
thetized labeled samples. Those new labeled samples are
used to improve the performance of an image segmentation
models for brain MRIs. Finally, Peng et al. [25] propose to
train jointly a data augmenter (again based on pre-defined
transformations) and an end-task network for human pose
estimation.
Adversarial Training. Goodfellow et al. [8] showed how
to induce a trained neural network to perform a wrong clas-
sification by minimally changing the image. They compute
the gradient of the loss of the network with respect to the
image pixels and use it to modify only the most influen-
tial pixels. This results in new images (adversarial) that are
almost indistinguishable for humans, but wrongly classified
by the net. Miyato et al. [22] extended the approach to unla-
belled samples. The adversarial images can be added to the
training data to improve the robustness to adversarial exam-
ples. This also improves the classifier accuracy and can be
seen as a form of data augmentation. However, this method
does not fully exploit the data augmentation power as the
learned transformations are constrained to small changes in
order to maintain unaltered the appearance of the image.
Generic Transformations with GANs. Multiple ap-
proaches use generative models to generate the augmented
samples at pixel level with a convolutional encoder-decoder
architecture. In theory, this is more powerful and flexi-
ble than defining a set of predefined transformations, pro-
vided that the dataset is large enough to learn the genera-
tive model. For instance, Mirza et al. [21] and Odena et
al. [24] proposed to generate images conditioned on their
class, which could be directly used to augment a dataset.
CatGAN [32] on the other hand, performs unsupervised and
semi-supervised learning as a regularized information max-
imization problem [14] with a regularization based on the
generated samples. Also based on GAN, but directly used
for data augmentation is the model proposed by Antoniou et
al. [1]. In this case the authors condition directly on a given
image. From our experiments this method seems to produce
sub-optimal results because the generation is performed in-
dependently from the classification. [29] trains a discrim-
inator coupled to a classifier by adding an additional class
to the classifier for generated images. In this case, the un-
labeled data generated by the generator can be seen as a
form of data augmentation. [39] extends this idea to low
data regime by using a finer grain for the classifier. Instead
of using K+1 classes as in [29], the classifier in this model
uses in 2K classes, K classes for real data and K classes for
generated data.
Triple GAN [3] and Bayesian Data Augmentation [35]
train a classifier jointly with the generator. We follow the
same strategy. However, these models are based on the di-
rect generation of samples from noise, and, as we show in
our experiments, this seems more difficult than transform-
ing a given image (as we do), especially when the training
data is reduced. Notice that most of the presented GAN
models are designed for semi-supervised learning. Instead,
our aim is to train with a reduced dataset, without additional
(non annotated) images. This is a more challenging task
and therefore a direct comparison is difficult and out of the
scope of this work.
3. Our model
In this work, we aim to improve the performance of an
image classifier by augmenting the training dataset with
samples synthetized by transforming the initial dataset with
learned transformations.
Our goal is to learn a distribution of image transforma-
tions T , so that given an input image xi, T (xi) represents
all image transformations such that the semantic meaning
of the image, i.e. its class yi, is preserved. We expect this
distribution to be the optimal set of transformations in order
to augment the training data of a given classifier C.
To learn this distribution, we propose the GAN based
architecture shown in Fig. 2(a). This architecture involves
four modules: a generator G to transform an input image,
two discriminators DC and DD to impose constraints on
the generated samples and a classifier C that will perform
the final classification task. In the following paragraphs we
formally describe in detail each part of the model.
Generation of augmented samples. The role of the gener-
ator G, is to learn the distribution T of the transformations
of the input images that are the most useful to train the clas-
sifier C. In our intuition, learning an image transformation
instead of learning a mapping from noise to image to gener-
ate new samples (as previous work), is an easier task in low
data regime.
As shown in Fig. 2(b) the generator is composed of two
elements: a Spatial Transformer Network (STN) that learns
global affine transformations and a U-Net ([28]) variant that
can learn, in principle, any other transformation. While in
the original paper the spatial transformer module was used
for removing invariances from the input data, the proposed
model generates transformed samples (controlled by z) in
(a) Model architecture. (b) Architecture of G.
Figure 2: Our model. (a) A classifier C receives aug-
mented images from a generator G challenged by two dis-
criminators DC and DD. The class discriminator DC en-
sures that the generated imageG(xi, z) belongs to the same
class as the input image xi with label yi. The dissimilar-
ity discriminator DD ensures that the transformed sample
G(xi, z) is dissimilar from the input sample xi but similar
to a sample xj from the same class. (b) Given an input im-
age xi and a noise vector z, our generator first performs a
global transformation using a spatial transformer network
followed by more localized transformations using a convo-
lutional encoder-decoder network.
an adversarial way.
The entire transformations of an input image xi and a
random noise vector z can be formulated as:
G(xi, z) = DEC(ENC(T (xi, ENC(xi, z)), z)). (1)
The input image xi and noise zi are encoded into a vectorial
representation through ENC . This representation is then
passed to the spatial transformer network T , that generates
an affine transformation and uses it to transform xi. Finally,
the transformed image is passed to a U-Net, composed of a
convolutional encoder ENC and decoder DEC .
The loss function of the generator can be formulated as
the weighted sum of three terms:
LG = −αExi,yi∼pdata,z∼pz
[
log (DC(G(xi, z), yi))
]
−βExi∼pdata,z∼pz
[
log (DD(xi, G(xi, z)))
]
−γExi,yi∼pdata [log (1− Cyi(G(xi, z))] ,
(2)
in which DC , DD are respectively the class and dissimi-
larity discriminator. Their role is to enforce constraints on
the transformed image. More details will be given in the
following paragraphs. Cyi is the softmax output of the clas-
sification network for the class yi, i.e. the probability that
the given image belongs to the class yi. Finally, α, β and
γ are hyper-parameters introduced to balance the three loss
terms and stabilize the training of the model.
The first term of the loss function increases the probabil-
ity DC that a transformed sample G(xi, z) does belongs to
the same class yi as the original sample. The second term
increases the probability DD that the transformed sample
G(xi, z) and the original sample xi are different. Finally,
the third term reduces the probability of a correct classifi-
cation Cyi of the transformed sample G(xi, z). This loss
pushes the generator to produce images that are difficult to
classify and, if properly balanced, helps to improve the clas-
sifier (see Sec. 4.6 Adversarial loss).
Constraints on transformations. To enforce transforma-
tions that do not alter the class of an image, the generator
is supported by two discriminators. The first one, the class
discriminatorDC , ensures that the generated image belongs
to the same class as the original image. The second, the
dissimilarity discriminator DD, ensures that the generated
sample is different from the original sample.
The first discriminator, DC , receives as input an image
(either a real image xi or a transformed imageG(xi, z)) and
a class label yi and outputs the probability of the image to
belong to that class. Its loss function can be formulated as:
LDC = −Exi,yi∼pdata
[
log (DC(xi, yi))
]
−Exi,yi∼pdata,z∼pz
[
log (1−DC(G(xi, z), yi))
]
.
(3)
The first term increases the probability DC(xi, yi) that a
real sample xi belongs to class yi, whereas the second term
reduces the probability DC(G(xi, z), yi) that a generated
sample G(xi, z) belongs to the same class yi. In this way
the discriminator learns to distinguish between real and gen-
erated samples of a certain class.
The second discriminator,DD, takes a pair of samples as
input (either two different samples of the same class xi, xj
or a sample xi and its transformationG(xi, z)), and outputs
a dissimilarity probability between the two samples. Its loss
function can be formulated as:
LDD = −Exi,xj∼pdata
[
log (DD(xi, xj))
]
−Exi∼pdata,z∼pz
[
log (1−DD(xi, G(xi, z)))
] (4)
In the first term of the loss function increases the probabil-
ity DD(xi, xj) of a sample xi and another different sample
from the same class xj , whereas the second term reduces the
probability DD(xi, G(xi, z)) between the same sample xi
and the corresponding transformed sample G(xi, z). In this
way this discriminator enforces that the transformed sample
G(xi, z) belong to the same class as xi while being different
(as we never use xj = xi). Thus, it enforces dissimilarity
between the transformed sample and the original one.
Classification. The image classifier C is trained jointly
with the generator and the two discriminators. C is fed with
real samples xi as well as augmented samples, i.e. samples
transformed by G. Its loss function can be formulated as:
LC = −Exi,yi∼pdata [log (Cyi(xi))]
−Exi,yi∼pdata,z∼pz [log (Cyi(G(xi, z)))]
(5)
This loss is a classical cross-entropy loss that enforces the
classifier to give higher probability to the correct classifica-
tion class in case of real xi or augmented samples G(xi, z)
Global Loss. Training our model consists in finding the
equilibrium in a multiple two-player game. Indeed we solve
jointly the adversarial game betweenG andDC ,G andDD
and finally between G and C. The global loss can be for-
mulated as:
L = LG + LDC + LDD + LC (6)
During optimization, we sequentially minimize a mini-
batch of each loss. Notice that LG tries to maximize DC of
the transformed samples G(xi, z), while LDC tries to max-
imize 1 − DC , which corresponds to minimize DC . The
same also for DD and C. This is not a problem, in fact
it shows that the defined loss is adversarial, in the sense
that generator and discriminator/classifier “fight” to push
the losses in different directions. This mechanism gener-
ates augmented samples that help the training of the classi-
fier, i.e. samples that belongs to the right class but are close
to the decision boundaries.
Similar Approaches. Our model has some similarities
with Data Augmentation GAN [1], as we also generate
transformations of images, instead of generating images
from scratch. In our approach, however, we learn this trans-
formation together with the classifier in a joint learning set-
ting, allowing for improved classification performance, as
show in Sec. 4.5.
The joint training of a classifier and discriminator is not
novel. If the aim is to produce a good classifier, having
a separate classifier from the discriminator is important as
pointed in [5]. Similarly to our approach, Triple GAN [3]
and Bayesian Data Augmentation GAN [35] use a classifier
separated from the discriminator and learned jointly with
the generator. In our case however, instead of generating
new images from scratch, we produce image transforma-
tions using two discriminators, one for the class, and a sec-
ond one to avoid identity transformation. Additionally, we
introduce a term in the loss (third term of LG in equ. 2) to
push the generator to produce images that are difficult to
classify, and this also helps to improve the classifier. Fi-
nally, we are the first to show that a spatial transformer net-
work [13] can be used in an adversarial way to improve the
classification performance.
4. Experiments
We present several experiments to better understand our
model and compare it with the state-of-the-art in automatic
data augmentation. In a first set of experiments, we com-
pare the performance of learning data transformations to
standard data augmentation for different sizes of the train-
ing datasets. In a second one, we compare the performance
of our model to other state-of-the-art models. In a third
one, we show the importance of learning jointly the data
augmentation and the classifier, and finally, we analyze the
contribution of each model component to the classifier ac-
curacy.
4.1. Datasets
For our experiments, we tested our model on four well
known datasets. MNIST [18] is a dataset of handwritten
grayscale digits. The full dataset contains 70,000 samples,
60,000 training samples and 10,000 test samples. In our
experiments with reduced dataset, we use a subset of 550
samples as in [27]. SVHN [23] (Street View House Num-
bers) is a dataset of 32 x 32 pixels images of real world color
photos of house numbers. It is composed of 73257 training
samples and 26032 test samples. In our experiments with
reduced dataset, we use a subset of 1000 training samples.
CIFAR10 [15] is a dataset of 10 classes color natural im-
ages of size 32 x 32. The full dataset is composed of 60,000
images, 50,000 training images and 10,000 training images.
In our experiments with reduced dataset, we use a subset of
4000 training samples as in [27]. Fashion-MNIST [37] is
a dataset of grayscale fashion articles. The full dataset is
composed of 70,000 samples, 60,000 training samples and
10,000 test samples. Similarly to MNIST, we use a subset
of 550 samples in our experiments with reduced dataset. We
did not experiment on datasets with high resolution images
due to the known difficulties of standard GAN models to
generate good quality high resolution images. We leave ex-
periments with more advanced GAN optimization and mod-
els as a future work.
4.2. Implementation Details
In all our experiments, we apply a basic pre-processing
to the images, which consists in subtracting the mean pixel
value, and then dividing by the pixel standard deviation.
The generator network takes as input an image and a Gaus-
sian noise vector (100 dimensions), which are concatenated
in the first layer of the network. The three parameters α, β
and γ of the generator loss are estimated on a validation set.
For the class discriminator DC , we use the same architec-
ture as in [5]. The network is adapted to take as input an im-
age and a label (as a one hot vector). These are concatenated
and given as input to the first layer of the architecture. For
the dissimilarity discriminator DD, we also use the same
architecture. The network is adapted to take as input a pair
of images, which are concatenated in the first layer of the
architecture. For the classifier, we use the architecture used
in [5]. We use Adam as optimizer.
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Figure 3: Classification Accuracy vs number of training
samples on CIFAR10. Our method is effective when the
number of samples is reduced. However for too few sam-
ples, normal data augmentation it is still slightly better.
4.3. Comparison with Standard Data Augmentation
In this series of experiments, we compare the data aug-
mentation learned by our model to a standard pre-defined
data augmentation. In order to do this, we define two differ-
ent levels of data augmentation. Light DA refers to random
padding of 4 pixels on each side of the image, followed by
a crop back to the original image dimensions. Strong DA
includes the same augmentation as light DA but also rota-
tion in range [-10, 10] degrees, scaling, with factor in range
[0.5, 2]. For CIFAR10, strong DA also includes a horizontal
image flip.
In a first experiment we compare the accuracy of the
baseline classifier without any data augmentation (Base-
line), the baseline with two levels of pre-defined data aug-
mentation (Baseline + light DA or Baseline + Strong DA),
and our data augmentation model (Our Model) while in-
creasing the number of training samples. For very few sam-
ples (1000) the predefined data augmentation is still bet-
ter than our approach. When the generation of the samples
is learned with a dataset too small, the generator produces
poor samples that are not helpful for the classifier. When
the number of samples increases, our approach obtains a
much better accuracy than the approach with standard data
augmentation. For instance, at 4000 training samples, the
baseline obtains an accuracy of 66%, the predefined data
augmentation obtains an accuracy of 76% and our model
reaches an accuracy of 80.5%, thus a net gain of 14 points
compared with the baseline and 4 points compared to the
data augmented model. If we add more examples, the gap
between our learned data augmentation and the standard
data augmentation tends to reduce. With the full dataset
we reach about a half a point better than the standard data
augmentation.
MNIST FMNIST SVHN CIFAR10
Method 550 550 1000 4000
Baseline 90.81 79.02 79.55 66.73
Baseline + light DA 97.55 78.96 84.48 74.76
Baseline + strong DA 98.50 80.37 84.33 77.74
Our model 98.61 82.43 86.07 80.5
Table 1: Comparison with DA on different datasets. In
low regime, our model performs better than light DA and
strong DA on the four considered datasets. For more train-
ing data we expect a saturation of the improvement similar
to Fig. 3 for CIFAR10.
In a second experiment, we compare different types of
data augmentation on four datasets with a reduced num-
ber of samples. As shown in Tab. 1, our best model is al-
ways performing better than light DA and strong DA. This
means that our data augmentation model learns transforma-
tions that are more useful for the final classifier. Notice that
on FMNIST, light DA decreases performance of the final
classifier. This suggests that data augmentation is dataset
dependent and transformations producing useful new sam-
ples in some domains might not be usable in others.
4.4. Comparison with State of the Art
MNIST CIFAR10 CIFAR10
Method Model 550 4000 Full
Baseline ConvNet 90.81 66.23 89.88
Bayesian DA [35] ResNet18 - - 91.0
DADA [39] ResNet56 - 79.3 -
TANDA [27](MF) ResNet56 96.5 79.5 94.4
TANDA [27](LSTM) ResNet56 96.7 81.5 94.0
Our model ConvNet 96.0 80.50 93.0
Table 2: Comparison to other automatic DA Methods.
We compare the accuracy of our model with other methods
performing automatic data augmentation on MNIST and
CIFAR10. Notice that we use only labelled samples for the
training, therefore the task is harder than in semi-supervised
learning.
In Tab. 2 we compare our method with other ap-
proaches for automatic data augmentation. Compared with
TANDA[27], our method obtains slightly lower accuracies.
However, TANDA is based on the selection of predefined
transformations. This means that its learning is reduced to
a set of manually selected transformation, which facilitates
the task. Also, TANDA uses an additional standard data aug-
mentation based on image crop, while our method does not
need any additional data augmentation. On the other hand,
our method compares favorably to Bayesian DA [35] and
DADA [39], both based on GAN models with a larger neu-
ral network as classifier. This shows that our combination
of global and local transformations helps to improve the fi-
nal performance of the method. Notice that our approach
considers only fully supervised data, thus a direct compari-
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Figure 4: Classification Accuracy over epochs on 4000
samples of CIFAR10 for a baseline classifier and our joint
training. We compare them with a separate data augmenta-
tion training at 200, 500, 700 and 1000 training epochs.
son with semi-supervised methods, such as [3, 32, 22], that
make use of unlabelled data, would not be fair.
4.5. Joint Training
In this experiment, we compare the performance of our
method, in case of joint and separate training. In joint train-
ing the generator of augmented images and the classifier
are trained simultaneously in an end-to-end training as ex-
plained in our method. In separate training instead, the gen-
erator is first trained to generate augmented images, and
these images are then used as data augmentation to improve
the classifier. In case of separate training, we collect sam-
ples from different phases of the training: at epochs 200,
500, 700, 1000. On Fig. 4, it is interesting to notice the dif-
ferent behaviour of the two methods. In the early phase of
training, at epochs 200, both the Separate training (beige
line) and the Joint training (red line) perform above 70%,
whereas the Baseline (blue line) is much lower. However,
with additional training epochs, the performance of Sepa-
rate training decreases, while baseline and joint training ac-
curacies increase. From this experiment, it seems clear that
for sample generation based on generic transformations (in
contrast to predefined transformations as in [27]), the joint
training of the generator and the classifier is important for
optimal performance. This may be why Data Augmenta-
tion GAN [1] seems to work only with a very reduced set of
examples.
We believe that for good performance in data augmenta-
tion it is not just about generating plausible augmented sam-
ples, but also about generating the right samples at the right
moment, as in curriculum learning [2]. Our understanding
is that in the beginning of training, even poor generated
samples can help to improve the optimization. However,
towards the end of the training, only realistic samples are
needed for improved accuracy. Notice also that if we use
samples generated towards the end of training, the perfor-
mance of the classifier drops even below the baseline model.
This is probably due to the fact that the generated samples
are too complex for the classifier and it cannot learn how
to generalize on them. Also, consider that in case of sepa-
rate training, it would not be possible to use the adversarial
loss on the classifier GADV , which also helps to improve
the final performance.
4.6. Ablation Study
Conf. Components Acc.
(a) C 66.73
(b) C + T 64.75
(c) C + T + DC + DD 70.62
(d) C + DEC + DC 68.03
(e) C + ENC + DEC + DC 67.24
(f) C + ENC + DEC + DD 67.11
(g) C + ENC + DEC + DC + DD 73.82
(h) C + ENC + DEC + T + DC + DD 80.14
(l) C + ENC + DEC + T + DC + DD + GADV 80.51
Table 3: Ablation Study on CIFAR-10 with 4000 training
samples. C = CNN classifier; T = standard spatial trans-
former network applied to the image;DEC = CNN decoder,
from noise or small code to image; ENC +DEC = combi-
nation of CNN encoder and decoder to obtain a new image;
T +ENC+DEC = adversarial use of the STN;DC = Class
Discriminator; DD = Dissimilarity Discriminator; GADV =
adversarial loss on the classifier. For more detail read the
text.
In Tab. 3 we evaluate the importance of the different
components of our network on CIFAR10 with 4,000 train-
ing samples. First we evaluate the impact of each basic
module used for data augmentation and then consider their
combination. Notice how the classification accuracy goes
from 66% of a normal classifier (a) to 80.5% for our best
model (l), without using any predefined data augmentation.
STN and U-Net. First, we compare the standard use of
spatial transformer network C + T (b) as a transformation
invariant approach with our adversarial approach C + T +
DC + DD (c) to generate augmented samples. In our ap-
proach the input image, together with a noise vector are en-
coded into a small representation that is passed to the spatial
transformer network T , producing an affine matrix. The in-
put image transformed with this affine matrix is then used
as data augmentation for the classifier. While the standard
spatial transformer network (STN) does not really help to
improve results, our adversarial STN already improves the
baseline accuracy by 4%. The transformations generated
by our adversarial STN are simply affine transformations
that can help to improve the classifier. For more general
transformations, able to independently change every pixel
of an image we use a convolutional encoder-decoder model
ENC+DEC (g) based on U-Net, thus improving model ac-
curacy to 73.82%. Finally, combining both transformations
(h) further improves the classification accuracy to 80.14%.
Discriminators. We assess the contribution of the two dis-
criminators,DC andDD used in our final model. As shown
in Tab. 3,DC alone (e) slightly improves performance. This
is probably because using only a class discriminator does
not prevent the generator to generate the identity transfor-
mation, thus hindering the classifier. When using only the
dissimilarity discriminatorDD (f), the accuracy is also only
slightly improved. The best performance is reached when
the two discriminators work together (g), boosting the ac-
curacy to 73.82%.
Generation vs. Transformation. We compare our ap-
proach based on transforming an image with the direct gen-
eration of a new sample DEC+DC (d) as in Bayesian Data
Augmentation [35]. We see that this model is better than the
basic classifier (a) but still far from the performance levels
obtained by our approach (g). This results makes us believe
that transforming an image is simpler than generating an
image from scratch.
Adversarial loss. Finally, we evaluate the effect of adding
a loss that enforces the generator to be adversarial to the
classifier, i.e. generate samples that are difficult for the clas-
sifier. This corresponds to the last term of LG in equ. 2. As
shown in Tab. 3 (l) the contribution of this additional loss
helps to further improve the final accuracy.
4.7. Generated Transformations
In Fig. 5 we show some samples (left) with the associated
learned transformations (right) for the four datasets con-
sidered. On MNIST, notice how the transformed numbers
sometimes seem adversarial, in the sense that the applied
transformation makes them look almost like another num-
ber. This is because hard samples are close to the bound-
aries between two or more classes and they are the most in-
formative for improving the classification performance. For
Fashion-MNIST it is interesting to notice that the transfor-
mation seems to reduce the variability of the dataset, trans-
forming the objects into a set of simpler templates. Never-
theless, these transformations still help to improve the per-
formance. On SVHN, only the digit in the center is used for
classification. Interestingly, our model seems to learn that
the generated samples are all zoomed to the central digit.
Eventually, on CIFAR10 it is interesting to notice how the
image colors and contrast are changed in a meaningful way.
5. Conclusion
In this work we have presented a new approach for im-
proving the learning of a classifier through an automatic
generation of augmented samples. The presented method
(a) Real samples (b) Transformed samples
Figure 5: Real and transformed images from MNIST,
Fashion-MNIST, SVHN and CIFAR10. Our approach
learns to apply the right transformations for each dataset.
For instance on MNIST and Fashion-MNIST there is no
flip, nor zoom, because not useful, while on SVHN zoom
is often used and on CIFAR10, both zoom, flip and color
changes are applied.
learns general transformations end-to-end and is fully dif-
ferentiable. In our experiments, we have shown that sev-
eral elements are important to obtain the best performance.
First, the generator and the classifier should be trained
jointly. Second, it is important to transform the given im-
ages instead of generating samples from scratch. Finally,
the combined use of global transformations with STN and
local transformation with U-Net is also essential to obtain
the best data augmentation.
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