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Introduction
Oscillations are ubiquitous in a wide range of biological processes [20]. Some classical ex-
amples are the cardiac pacemakers [58], the flashing fireflies [22] or the circadian rhythms [54].
In this Thesis, we focus on oscillations in neuroscience. Oscillatory activity in the brain is widely
observed at different levels of organization. At the single cell level, neurons show oscillatory activ-
ity of their membrane potential [21]. Indeed, neurons integrate inputs from neighbouring neurons
across dendrites. When these inputs cause the neuron membrane potential to reach a certain criti-
cal value or threshold, the neuron responds with a characteristic voltage change of large amplitude
and short time duration (≈ 1 ms) known as action potential or spike. The generation of an action
potential is the result of a mechanism involving an accurate concatenation of opening and closing
of ionic channels. Under the appropriate conditions, the neurons can show sustained oscillatory
activity, either subthreshold oscillations of the membrane potential or repetitive firing [51].
Macroscopic oscillatory activity in the brain arises from the activity of individual neurons and
its interactions through synapses. When a neuron is excited it emits an action potential which
travels along the axon of the neuron to the axon or pre-synaptic terminal causing the release of
neurotransmitters in the synaptic cleft. These neurotransmitters bind to the receiver in the post-
synaptic terminals of other neurons. The binding between neurotransmitter and receiver leads to
the opening of ionic channels. Neurons can be excitatory or inhibitory, depending on the effect
of the connection (synapse) on the receiving neuron: inputs from an excitatory (E) (inhibitory (I))
neuron depolarize (hyperpolarize) the membrane potential of the receiving neuron [26].
Macroscopic neural oscillations were first observed in 1929 by Hans Berger [8], and, nowadays,
are classified in the following bands: delta (1-4 Hz), theta (4-8 Hz), alpha (8-13), beta (13-30 Hz)
and gamma (30-70 Hz). Although some of these oscillations have been associated to specific tasks
or behaviours, their functional role is not completely understood [10].
Many mechanisms have been proposed to explain macroscopic oscillatory activity, which re-
mains an active area of research [77, 83]. In this Thesis, we focus on those mechanisms involving
the interaction between excitation and inhibition (E-I). Consider a neuronal network consisting
of a single population of excitatory neurons and a single population of inhibitory neurons (E-I
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network). Under the appropriate stimulus, the firing of the excitatory population activates the in-
hibitory population that, on its turn, suppresses the excitatory activity. Once the inhibitory effect
has vanished, if the stimulus remains, the excitatory neurons will fire again generating an oscilla-
tory pattern [78]. As a consequence of this oscillatory mechanism, due to the inhibitory action,
the excitability of the excitatory population is not the same for all the phases of the cycle. Indeed,
when the excitatory population receives an external input at the phase in which the inhibition is
not present, the excitatory cells can respond effectively, while if the inhibition is present, the input
might be ignored.
The communication through coherence (CTC) theory [30] proposes that repetitive changes in
the excitability of neuronal populations, as the one described above, might play a role in neuronal
communication. In particular, it conjectures that for an effective communication between an emit-
ting population and a receiving population, the input from the emitting population must arrive at
a time in which the receiving population is at its excitable phase. Thus, the CTC theory proposes
a flexible mechanism on top of the fixed brain connectivity for an effective communication. The
mathematical community has explored different approaches to implement the CTC mechanism in
computational models [79]. In this Thesis we propose a mathematical set-up based on mean field
models [87] to study this phenomenon. Mathematically, oscillations correspond to limit cycles.
In this Thesis we study how different types of perturbations affect the ongoing oscillatory activity
of a neural population with different intrinsic properties. To tackle this problem, we use different
tools from dynamical systems: classical perturbation theory, the stroboscopic map of a time peri-
odically forced system, the parameterization method to compute invariant manifolds [13], as well
as recent tools such as the phase-amplitude reduction [39, 82, 85]. Next, we describe in detail the
organization and main results of this Thesis.
In Chapter 1 we introduce the Wilson-Cowan model [87] (§1.1) and review its bifurcations
(§1.2). This model describes the generation of oscillatory activity across the E-I mechanism via
two different types of bifurcations: a Hopf and a SNIC bifurcation (§1.3) [9]. These cycles re-
spond qualitatively different to external perturbations. For this reason most of the studies carried
out along this Thesis will be applied to oscillators near these bifurcation regimes, which will be
denoted by ΓHB and ΓSN , respectively (§1.4).
According to the CTC theory, two neuronal groups with underlying oscillatory activity commu-
nicate much effectively when they are properly phase-locked so that the windows for inputs and
outputs are open at the same times. To explore this scenario, in Chapter 2 we consider the follow-
ing mathematical setting: we take the Wilson-Cowan equations and choose parameters so that the
system is in an oscillatory regime, either ΓHB and ΓSN , modelling the receiving population, and
we perturb it with an external time periodic perturbation p(t) modelling the input from the emitting
population.
We consider the stroboscopic map for this system (§2.1) and compute the bifurcation diagram
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for its fixed points and periodic points as the amplitude and the frequency of the perturbation
are varied (§2.2). We highlight that we have developed the numerical software to compute the
bifurcation diagram instead of relying on existing software packages, thus providing more control
on the calculations performed.
The techniques that we use to do the bifurcation analysis have no restriction neither on the am-
plitude nor on the frequency of the perturbation. From the bifurcation diagram, we can identify the
phase-locked states as well as different areas involving bistablility between two invariant objects
(§2.3). We discuss the possible implications of the phase-locked states and the bistable scenarios
that we find for the mathematical implementations of the CTC theory (§2.4).
Studying the phase response of an oscillator to an external input is related to the CTC frame-
work. Indeed, phase shifts of the receiving population may create/destroy effective windows for
communication. This is the motivation underlying Chapter 3. This Chapter starts by introducing
the phase reduction for oscillators (§3.1), and exploits recent techniques based on phase-amplitude
variables to describe the phase dynamics of an oscillator under different perturbations [5]. More
precisely, we extend the applications of the parameterization method to compute a change of vari-
ables x = K(θ, σ), x ∈ Rn that describes correctly the dynamics near a limit cycle in terms of
the phase θ ∈ T and the amplitude σ ∈ Rn−1 [39, 49] (§3.2). This change provides two remark-
able manifolds used in neuroscience: the sets of constant phase (the isochrons Iθ) and the sets of
constant amplitude (the A-curves/surfaces or isostables Aσ). Moreover, we compute the functions
describing the phase and amplitude changes caused by a perturbation arriving at different phases
of the cycle, known as Phase and Amplitude Response Curves, PRCs and ARCs, respectively.
The parameterization K(θ, σ) provides also the extension of these curves outside of the limit cy-
cle, defined as the Phase and Amplitude Response Functions, PRFs and ARFs, respectively (§3.3)
[17].
For the 2-dimensional case (§3.4), we consider the same perturbed Wilson-Cowan model as in
Chapter 2 and we study its dynamics by means of the phase and phase-amplitude variables. We
check that the phase-amplitude approach description of the dynamics is more accurate than the
classical phase reduction. Combining results from Chapters 2 and 3, it allows us to understand the
differences in the phase-locking areas that we found in Chapter 2 for ΓHB and ΓSN . Furthermore,
we use the diagrams in Chapter 2 to understand the domains of applicability of the phase-amplitude
description in the considered problem.
Next, as the isochrons foliate the attracting manifold of the limit cycle [38], we use the pa-
rameterization method to compute the local approximation of the isochrons and their globalization
for d = 3 for different models in neuroscience (§3.5). Namely, a thalamic spiking model [72], a
reduced Hodgkin-Huxley model [47], an extended Wilson-Cowan model with dynamic synaptic
input and an exact neural mean field model [19]. An important point to successfully extend these
methods to dimension d > 2 is the use of Floquet theory [49, 18] to diagonalize the linear part of
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the equation. Moreover, for a spiking neuron model we explore the performance of two possible
dynamical reductions, namely, the phase reduction and the reduction to the slow manifold in the
description of the dynamics resulting from a periodic perturbation consisting of a train of pulsatile
inputs followed by a resting period.
In Chapter 4 we focus on the applications of the parameterization method to the computation
of the Phase Response Curves (PRCs) for a transient stimulus of arbitrary amplitude and duration.
The underlying idea for the method is to construct a particular periodic perturbation consisting
of the repetition of the transient stimulus followed by a resting period when no perturbation acts
(§4.2). For this periodic system we consider the corresponding stroboscopic map and we prove
that, under certain conditions, the map has an invariant curve. The core mathematical result of
this Chapter is Theorem 4.2.2, which gives the existence of the invariant curve and provides the
relationship between the PRC and the internal dynamics of the curve. Moreover, we link the
existence properties of this invariant curve as the amplitude of the perturbation is increased with
changes in the PRC waveform and with the geometry of isochrons. The theorem provides a method
to numerically compute the PRCs alternative to the adjoint method (§4.3). The invariant curve and
its dynamics will be computed by means of the parameterization method consisting of solving
an invariance equation [15]. We show that the method to compute the PRC can be extended
beyond the breakdown of the curve by means of introducing a modified invariance equation. The
method also computes the amplitude response functions (ARCs) which provide information on the
displacement away from the oscillator due to the effects of the perturbation. Finally, we apply
the method to several classical models in neuroscience (§4.4) to illustrate how the results herein
extend the framework of computation and interpretation of the PRC and ARC for perturbations of
large amplitude and not necessarily pulsatile.
In Chapter 5 we study the dynamics arising when two identical oscillators are coupled near a
Hopf bifurcation, where we assume a parameter ε uncouples the system at ε = 0. Using the trun-
cated normal form forN = 2 identical systems undergoing a Hopf bifurcation (§5.1) introduced in
[6], we perform a theoretical dynamical analysis (§5.2) and study its possible bifurcations (§5.3).
Matching the normal form coefficients to a coupled Wilson-Cowan oscillator network gives an
understanding of different types of behaviour that arise in a model of perceptual bistability [69].
Notably, we find bistability between in-phase and anti-phase solutions. Using numerical continua-
tion (§5.4) we confirm our theoretical analysis for small coupling strength and explore the bifurca-
tion diagrams for large coupling strength, where the normal form approximation breaks down. We
finally discuss the implications of this dynamical study in models of perceptual bistability (§5.5).
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We conclude by summarizing the main achievements of this Thesis as well as some open ques-
tions for future work.
For Chapter 2, concerning periodically forced oscillators beyond the weak coupled limit,
• we have proposed a setting based on mean field models that implements mathematically
some aspects of the CTC theory,
• we have identified the 1:1 and 1:2 phase-locked areas with no restrictions on the frequency
nor on the amplitude of the perturbation,
• we have found areas of bistability corresponding to different communication regimes in the
CTC context.
• As future work, we plan to repeat the analysis for a perturbation consisting of an active and
a silent phase. We propose to use these results to deepen in the analysis of the effects onto
the receiving population of two pulses arriving with a phase shift using the 1:1 and 1:2 phase
locking states. Furthermore, we aim to consider perturbations in the inhibitory population.
For Chapter 3, concerning the phase-amplitude descriptions of 2 and 3-dimensional limit cycles,
• we have used the phase-amplitude variables to describe the oscillatory dynamics for the
Wilson-Cowan equations under a continuous periodic perturbation,
• we have extended the computation of the parameterization K(θ, σ) to R3 and used these
results to obtain the isochrons and the A-surfaces for several 3-dimensional neural models,
• we have proposed several reductions of the dynamics based on phase and phase amplitude
variables and have quantified its performance in a perturbed 3-dimensional single neuron
model.
• As future work, we aim to study the applicability of the proposed dynamical reductions for
different perturbations and 3-dimensional models.
For Chapter 4, concerning the computation of PRCs by means of the parameterization method,
• we have presented a new approach to PRCs based on the parameterization method with solid
theoretical results, which extends the framework of computation and geometrical interpreta-
tion of the PRC and ARC for perturbations of large amplitude and not necessarily pulsatile.
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• As future work, we plan to extend the results, both theoretical and computational, to Rn,
n ≥ 2.
For Chapter 5, concerning the uncoupled limit of two identical Hopf bifurcations,
• we have proven analytically, using the normal form, the bifurcations occurring for small
coupling strength,
• we have performed a numerical bifurcation analysis for two coupled Wilson-Cowan oscil-
lators that confirms the theoretical predictions and extends the analysis beyond the weak
coupling.




The aim of this Chapter is to introduce the seminal Wilson-Cowan model for an excitatory-
inhibitory network, and some basic terminology about bifurcations to address the problems in the
next Chapters.
Spiking models of networks of large numbers of neurons, although being biologically realis-
tic models, thus generating accurate results, are computationally expensive, especially when the
number of neurons is large. Moreover, the analytical treatment becomes unpractical due to its high
dimensionality. As an alternative to this approach, the mean field models provide a macroscopic
description of the average activity of large ensembles of neurons by means of a few differential
equations, so they can be studied using techniques from dynamical systems theory. Examples of
these models can be found in [26, 60].
The seminal Wilson-Cowan model [87, 52] provides a heuristic description of the dynamics
for a neural network consisting of a single population of excitatory neurons and a single popu-
lation of inhibitory neurons (E-I network). The model robustly produce oscillations via a Hopf
or a Saddle-Node on an invariant curve (SNIC) bifurcation [9]. The underlying mechanism for
generating oscillations is the E-I loop: when drive to excitatory population is strong enough, the
excitatory population activates the inhibitory population that, on its turn, suppresses the excitatory
activity. Once the inhibitory effect has vanished, if the stimulus remains, the excitatory neurons
will fire again generating an oscillatory pattern [78]. In most of the problems considered along
this manuscript, we will consider oscillations generated by means of a mechanism based on E-I
interaction.
In this Chapter, we will review the typical bifurcations that give rise to oscillatory dynamics,
namely the Hopf and the Saddle-Node in an invariant curve (SNIC) bifurcations. Moreover, we
12
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will also introduce continuation techniques to compute bifurcation diagrams and we will apply
them to the Wilson-Cowan model.
1.1 The Wilson-Cowan equations
We introduce a classical rate model, describing the average activity of two mutually coupled









= −I + (1− riI)Si(c3E − c4I +Q).
(1.1)
whose dynamics and bifurcations will be reviewed in this Chapter.
The model describes the dynamics of the variables E(t) and I(t), corresponding to the fraction
of neurons of the excitatory and the inhibitory populations respectively, which is emitting an action
potential at time t. The coupling constants ci determine the strength of the connexions between
neuronal populations. The constants re and ri represent the refractory time of the E and I popula-
tion individual cells, respectively. Parameters P and Q are the (constant) external inputs which are
injected to the E and I populations, respectively (see Fig. 1.1). Coupling constants ci are positive,
whereas external currents P and Q can be either positive or negative, depending whether its action
is excitatory or inhibitory.
Figure 1.1: Schematic of a neuronal network modelled by the mean field model (1.1).
Assuming that a population k = e, i is receiving an input x, the proportion of cells which will
fire as a result of this input is modelled by the response function Sk(x). The function Sk(x) is a




, with k = e, i, (1.2)
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where the parameters θk and ak are the position of the maximum slope and the value of this maxi-
mum slope, respectively. They are related through the relationship
max
x∈R







On the role of refractory-time constants re and ri
Neurons have a refractory period rk (k = e, i) during which they can not respond to external
inputs. The factor (1− rkK) in equations (1.1) represents the proportion of neurons of the popula-
tion k which are able to be excited. In [68] it is shown how this term only rescales the parameters
on Sk(x) and its value does not change the qualitative behaviour of the system. Next, we will
provide insight into the role of parameter rk on the model dynamics. The nullclines Ė = 0, İ = 0,
of system (1.1) are given, respectively by:








+ P ], (1.4)








+ c4I −Q], (1.5)










As the logarithm is defined between (0,+∞) the function S−1k (x) has a restricted domain, rang-
ing between (0, 1). Since the inverse of the response function (see (1.6)) appearing in equations
(1.4) and (1.5) has arguments of the form k
1−rkk
, the values for k are restricted between (kmin,
kmax) = (0, 11+rk ).
So, as the above expression for kmax shows, the values of re and ri will bound the phase space,
but as they appear in the argument of the function (1.6), their values will not affect qualitatively the
shape of the nullclines and therefore, neither the number of critical points nor their stability. For
this reason, we will perform our mathematical analysis considering refractory time-constants equal
to zero. Thus, for the rest of the manuscript, when we work with the Wilson-Cowan equations, we
CHAPTER 1. MEAN FIELD MODELS 15








= −I + Si(c3E − c4I +Q).
(1.7)
Nullclines
The E-nullcline is given by the equation





[c1E − S−1e (E) + P ], (1.9)
whereas the I-nullcline is given by





[S−1i (I) + c4I −Q]. (1.11)
Along this work we assume that constants c2 and c3 do not vanish in order to keep the coupling
between E and I populations always present. From now on when referring to the derivatives of
the functions (1.9) and (1.11), we will assume that parameters P and Q are fixed and therefore
derivatives will be with respect to the variables E and I , respectively.
As the sigmoid’s inverse is a function which increases monotonically, the function fe defined in
(1.11) is monotonically increasing as a function of I . By contrast, the shape for the gi function in
(1.9) is not so straightforward to foretell because of the sigmoid’s negative sign. As the derivative
of function gi in (1.9) is negative for E → 0 and E → 1, gi has vertical asymptotes at E = 0 and
E = 1, if the maximum of the derivative of gi is positive, then the derivative will be zero for two
values of E. The necessary condition for this to happen comes from the fact that the derivative of





As one can see in Fig. 1.2 (right), this change of the derivative’s sign will create what is called
in [87] a ’kink’. Moreover, these ’kinks’ will always appear in pairs because of the symmetry with
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Figure 1.2: I-Nullcline given by equation E = fe(I, 0) (red curve) and E-Nullcline given by
equation I = gi(E,P ) (blue curve) for the Wilson-Cowan model (1.7). In order to show how the
appearance of a kink in the E-nullcline depends on c1, the parameters for both images are the same
except for c1 and P which were c1 = 2 and P = 8 for the left plot and c1 = 13 and P = 2.5 for
the right one. As equations (1.9) and (1.11) show, P and Q translate E and I nullclines along the I
and E axes, respectively. Therefore, for some (P,Q) configurations, the E-nullcline can intersect
several times the I-nullcline near its kinks (see right plot).
respect to the point of maximum slope in the derivative of the sigmoidal function (1.2). As fixed
points correspond to the intersection of nullclines, the kinks may have important implications in
the appearance and disappearance of critical points of system (1.7) and therefore in its dynamics
(see Fig. 1.3).
Generation of Limit Cycles
As we are interested in oscillatory behaviour, we will review the work done in [87], which
establishes conditions on the parameter set under which there will exist limit cycles. As we con-
sider a 2D system and its phase space is bounded, the Poincaré-Bendixon theorem guarantees the
existence of a limit cycle (and therefore oscillations) if the system has a unique unstable critical
point.
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Using linear system analysis we can see that a sufficient condition for the critical point to be
unstable is to require the trace of the Jacobian matrix of system (1.7) given by




















to be positive for (E, I, P,Q) values which are also a solution of equations (1.8) and (1.10). As
one can see, all the terms in the trace are negative, except for c1S
′
e(c1E − c2I + P ), which is
positive. As a consequence, S ′e(c1E − c2I + P ) has to be large enough in order that (1.13) has a
positive trace.
Furthermore, besides constants, the trace depends on the derivative of the response functions
Se(x) and Si(x) defined in (1.3), which has a maximum. Therefore, a sufficient (but not necessary)
condition for the trace to be positive is to choose P and Q so that the derivatives of the sigmoidal
response functions Se(x), Si(x) in (1.13) are evaluated at their maximum values. Mathematically,
this condition is written as:
c1ae − 4 >
τe
τi
(4 + c4ai). (1.14)
As the terms on the right hand side of inequality (1.14) are strictly positive, the term c1ae − 4
must be positive too. Recalling condition (1.12), this implies that the E-nullcline will have kinks.
As it was previously stated, the existence of ’kinks’ for the E-nullcline allows for the possibility of
having more than one equilibrium point. Therefore, we need to find extra conditions on parameters
to ensure the existence of a single equilibrium point (for some pair of P , Q values). Using a
geometric approach, we will see that we need to impose two requirements to ensure uniqueness.
The first one is to require that the minimum slope of the function fe(I,Q) in (1.11) is smaller
than the inverse value of the maximum slope of the function gi(E,P ) in (1.9). As fe(I,Q) has
asymptotes at I = 0 and I = 1, if this condition is not satisfied, extra-crossings between both
nullclines will appear (see Fig. 1.3). Mathematically, this condition is written as:
c2c3aeai > (c1ae − 4)(4 + c4ai). (1.15)
The second one is to impose that the distance between the images of E1, E2 which correspond
to the values where the derivative of the function gi(E,P ) is 0 (see Fig 1.4) must be less than the
distance between the asymptotes of the function fe(I,Q). As the distance between both asymptotes
is 1, if we define I2 = gi(E2, P ) and I1 = gi(E1, P ), we have to impose that 1 > I2 − I1.
In order to express this condition in a more simplified way let us define the line I = m(E)
which passes through the point where the derivative of the function gi(E,P ) is maximum, and it
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Figure 1.3: Nullclines for the Wilson-Cowan model showing condition (1.15) which requires that
the minimum slope of the function fe(I,Q) is smaller than the inverse value of the maximum slope
of the function gi(E,P ). Left figure corresponds to a set of constants and P,Q values satisfying
condition (1.15) whereas right figure corresponds to a set of constants which does not satisfy it.
has a slope value equal to that maximum value. Then it is straightforward to see that |m(E2, P )−
m(E1, P )| > |gi(E2, P )−gi(E1, P )| and thus all we need to impose is 1 > |m(E2, P )−m(E1, P )|.
As m(E2, P )−m(E1, P ) = c1ae−4c2ae (E2 −E1) and the distance |E2 −E1| can not be bigger that 1,




Conditions (1.14)-(1.15)-(1.16) guarantee the existence of a limit cycle for system (1.7) for
appropriate (P , Q) values. Thus, the following set of parameters P which satisfies the above
mentioned conditions will be used for the rest of the manuscript when we work with the Wilson-
Cowan equations (1.7):
P = {c1 = 13, c2 = 12, ae = 1.3, θe = 4, re = 0, τe = 1
c3 = 6, c4 = 3, ai = 2, θi = 1.5, ri = 0, τi = 1}.
(1.17)
1.3 Bifurcation Diagram
As we have shown in Section 1.2, parameters P and Q in system (1.7) translate nullclines given
by equations (1.8) and (1.10), making the number and position of critical points vary. Therefore,
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Figure 1.4: Nullclines for the Wilson-Cowan model (1.7) showing the strategy to prove a single
crossing. The distance between kinks on the red curve must be smaller than the distance between
the asymptotes of the blue curve. In order to stablish a simple formulation for this condition, the
central part of the E-nullcline will be approximated by a line (green dashed line). The image
corresponds to the set of values P given in (1.17) and (P , Q) = (3.5, 0).
the Wilson-Cowan model will undergo different bifurcations when parameters P and Q are varied,
that will yield the appearance of oscillations. Such oscillations are going to appear across Hopf,
Saddle Node on Invariant Circle (SNIC) and homoclinic bifurcations [9, 48]. Next, we review
them.
Andronov-Hopf bifurcations (Hopf bifurcations in the following) occur when an equilibrium
point of focus type changes its stability, that is, the real part of its complex eigenvalues changes
from negative (stable) to positive (unstable) or viceversa as the bifurcation parameter is varied. This
change of stability is accompanied either by the appearance of a stable limit cycle (supercritical
Hopf) or by the disappearance of an unstable limit cycle (subcritical Hopf) (see Fig. 1.5).
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Figure 1.5: Subcritical and supercritical Andronov-Hopf bifurcation. Image adapted from [51].
Besides Hopf bifurcations we are interested in other bifurcations of fixed points. Although the
Saddle-Node (SN) bifurcation is a bifurcation of fixed points, in some cases it can be associated
to the emergence of an oscillatory behaviour. The system (1.7) that we are considering is planar
and the dynamics is confined in a compact domain. Consider a situation in which we have 3 fixed
points: an unstable focus, a saddle and a stable node. If the stable node and the saddle collide in
a SN bifurcation, due to the Poincaré-Bendixon theorem a limit cycle appears. The bifurcation is
then called a SNIC (Saddle Node on Invariant Circle) bifurcation (see Fig. 1.6). Before the SNIC
bifurcation there exists a heteroclinic connection between the saddle and the attracting node. At
the bifurcation, the saddle and the node collide and the connection becomes homoclinic. As a
result, an invariant circle without fixed points appears after the bifurcation.
Another bifurcation involving limit cycles that occurs for the Wilson-Cowan model is the homo-
clinic bifurcation (see Fig. 1.7). The homoclinic bifurcation occurs when the stable and unstable
manifolds of the saddle coincide and a limit cycle is born from this homoclinic connection. When
comparing with the SNIC bifurcation, the main difference is the persistence of a saddle and a node
after the appearance of the limit cycle.
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Figure 1.6: Saddle-Node on Invariant Circle (SNIC) bifurcation. Image from [51].
Figure 1.7: Homoclinic bifurcation. Image from [51].
We will only compute Hopf and Saddle-Node bifurcations, which are bifurcations of the critical
points of the system. As we consider a 2D system, we have to look for points (E, I, P,Q) satisfying
equations (1.8) and (1.10) and condition Tr(DX(E, I, P,Q)) = 0 for the Hopf bifurcation and
Det(DX(E, I, P,Q)) = 0 for the Saddle Node bifurcation, where DX is the matrix defined in
(1.13). Three equations define a curve on the (E, I, P,Q) space, which will be projected on the
(P , Q) parameter space. We will refer to these curves as the Hopf and SN-curves respectively.
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Continuation of Bifurcation Curves
Computing the Hopf and SN bifurcation curves presented in the previous Section 1.3, requires
to solve a system F (y) = 0 of n equations and n + 1 unknowns. In these conditions we use a
predictor-corrector method to compute the curve. The corrector step is based on a Newton method
and Lagrange multipliers (see [2]). Start by considering the classical Newton’s method: given an
approximate solution y, one must look for ∆y such that
F (y + ∆y) = F (y) +DyF (y) ·∆y +O(‖ ∆y ‖2) = 0. (1.18)
Using only the linear order terms in (1.18), we are left with the following system of equations
DyF (y)∆y = −F (y). The system has n equations and n + 1 unknowns. In order to obtain
the extra equation needed to solve the system uniquely, we impose ∆y to minimize ‖ ∆y ‖2.
The problem then becomes a Lagrange extreme conditioned problem that we can solve using the
Lagrange multipliers method.
As we look for the minimum of ‖ ∆y ‖2, with the restriction DyF (y)∆y+F (y) = 0, we write
the Lagrange function L(∆y, µ) = ‖ ∆y ‖2 +µ(DyF (y)∆y+F (y)) = 0 where µ is the Lagrange
multiplier.
Once a solution y∗ for system F (y) = 0 has been found, the implicit function theorem assures
that, if Rank DyF (y∗) = n, there exists a solution for F (y) = 0 in a neighbourhood of y∗. This
ensures the existence of a curve of solutions for system F (y) = 0. Moreover, using a predictor
method we can repeat the procedure and compute the next point of the curve.
The best estimate for the next point of the curve will be given by the tangent vector to the curve
at the known point y∗. The assumption that system F (y) = 0 is regular enough allows us to define
a parametrized curve by c(t), where c : R → Rn+1 such that y∗ = c(t0) and F (c(t)) = 0, ∀ t.










∗) · c′(t0) = 0. (1.19)
Thus, we can obtain the tangent vector c′(t0) to the curve at the point y∗ as an element of the
kernel of the matrix DyF (y∗). Let v =
c′(t0)
||c′(t0)|| be the normalized vector, using the new estimate
ynew = y
∗ + h · v (where h ∈ R is the continuation step) we can find a new solution for system
F (y) = 0 by means of the extreme conditioned Newton’s method described above. Using this
procedure we have computed the Hopf and SN bifurcation curves depicted in Fig. 1.8.
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Figure 1.8: Bifurcation diagram for the Wilson-Cowan model (1.7) as a function of external stim-
ulii P and Q for the set of parameters P given in (1.17). Note that a simple rate model can show
oscillations that emerge across different bifurcations (Hopf, SNIC and homoclinic (not shown, see
[9])) which are qualitatively different.
1.4 Periodic orbits ΓHB and ΓSN
In this Chapter we have reviewed the bifurcation analysis of the Wilson-Cowan equations. The
analysis performed allows us to choose the set of parameters P in (1.17) for which the system (1.7)
shows oscillations. As the bifurcation diagram in Fig. 1.8 shows, oscillations can appear trough
different types of bifurcations.
For the rest of the manuscript we introduce the notation ΓHB and ΓSN to denote the limit cycles
of system (1.7) close to a Hopf or a SNIC bifurcation, respectively. In particular, these limit cycles
correspond to the choice of parameters (P , Q) = (2.5, 0) for ΓHB and (P , Q) = (1.4, -0.75) for
ΓSN . Fig. 1.9 shows the phase portraits of system (1.7) for the considered parameters. In all the
qualitative and quantitative analysis that we will do in Chapters 2, 3 and 4, we will use these limit
cycles. Of course, all the results obtained in these chapters apply for different models near these
bifurcations.
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Figure 1.9: Limit cycles ΓHB and ΓSN and nullclines of system (1.7) for (P , Q) = (2.5, 0) (left)
and (P , Q) = (1.4, -0.75) (right). Notice that in both cases there exists a unique equilibrium point
labelled by P1, which is an unstable focus.

Chapter 2
Periodically forced oscillators beyond the
weak coupling limit
Background oscillations, reflecting the excitability of neurons, are ubiquitous in the brain [10].
Although the role of oscillations is still unknown, several studies have conjectured that oscilla-
tions may play a role in neural communication. For instance, Communication Through Coherence
(CTC) theory conjectures that oscillations provide a flexible mechanism of communication be-
tween brain areas. More precisely, when spikes sent by one population reach the other population
in its peaks of excitability, then information transmission between two oscillating neuronal groups
is more effective. In this context, two neuronal groups with underlying oscillatory activity commu-
nicate much effectively when they are properly phase-locked so that the windows for inputs and
outputs are open at the same times.
Oscillations generated by the excitatory-inhibitory (E-I) interaction cause that the excitability of
the excitatory population is not the same for all the phases of the cycle due to the inhibitory action
[30]. Indeed, when the excitatory population receives an external input at the phase in which
the inhibition is not present, the excitatory cells can respond effectively, while if the inhibition is
present, the input might be ignored (see Fig. 2.1).
This mechanism is highly dependent on the existence of phase-locking between the emitting and
receiving neuronal groups. A simplified framework for studying this mechanism is to consider the
effect of an external oscillatory input onto a network model consisting of excitatory and inhibitory
oscillating neural populations and study the phase-locked states. For such network we consider
the simplest canonical model describing the mean firing rates of the excitatory and inhibitory
populations: the Wilson-Cowan equations [87] which were profusely reviewed in the previous
Chapter 1. The parameters of this model will be chosen so that the system shows oscillations.
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Figure 2.1: Oscillations arise from the interaction between the inhibition and the excitation. We
illustrate how different phases of the oscillation may have different excitability properties due to
the inhibition as suggested in [78]
In this Chapter, we want to understand the different mechanisms which give rise to synchronous
activity between the E-I network and the external T ′-periodic input. As we study a periodic pertur-
bation, we consider the stroboscopic map (i.e. the time-T ′ map of the flow) and we look for fixed
and periodic points of this map. As the autonomous system has an attracting periodic orbit we
know that for small enough perturbations it persists as an attracting invariant curve of the map. To
provide a full understanding of the dynamics beyond the appearance/breakdown of the invariant
curve, we compute the fixed points of the map as well as their bifurcations.








= −I + Si(c3E − c4I +Q),
(2.1)
where A is the amplitude of the perturbation, and p(t) is the T ′-periodic function given by:






modelling the activity of an external excitatory population. The analysis in this Chapter will be
performed by using the set of parameters P given in (1.17). We will consider two different dy-
namical regimes displayed by system (1.7) as the bifurcation parameters P and Q, are varied to
study the effect of the perturbation on the limit cycle near different bifurcations. In particular,
we will consider the limit cycles ΓHB and ΓSN defined in Chapter 1 (see Fig. 1.9). In order to
study the effect of a periodic forcing, we introduce first the stroboscopic map (Section 2.1), as it is
the most natural approach when considering periodic perturbations. Next, in Section 2.2 we will
study its bifurcations which in turn separate synchronous from asynchronous dynamics and reveal
the existence of bistable areas showing rich dynamics. A full description of the dynamics of the
non-autonomous system (2.1) is given in Section 2.3.
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2.1 The stroboscopic map
Consider a system of the form
ẋ = X(x) + Ap(x, t;A), (2.3)
where p is a smooth T ′-periodic function in t, that is: p(x, t;A) = p(x, t+ T ′;A).
The stroboscopic map is defined by
FA : R2 → R2,
x → FA(x) = φA(t0 + T ′; t0, x), (2.4)
where φA(t; t0, x) is the solution of (2.3) such that φA(t0; t0, x) = x.
As it is well known, the fixed and periodic points and the invariant curves of the stroboscopic
map (2.4) (which we will explain how to compute in the following Sections) will correspond to pe-
riodic and quasiperiodic solutions of system (2.3), respectively. For instance, if γ(t) = φA(t; t0, x)
is a solution of system (2.3) and [FA(x)]q = x, then by definition φA(t0 +qT ′; t0, x) = x and there-
fore γ(t) is a periodic orbit of system (2.3) with period qT ′. Analogously, if γ(t) = φA(t; t0, x) is





, p, q ∈ N, then
[FA(x)]
q = φA(t0 + qT
′; t0, x) = φA(t0 + pT ; t0, x) = x, (2.5)
that is, fixed or periodic points of the map FA(x) correspond to periodic orbits of the system (2.3).
Otherwise, if T ′/T ∈ R \Q, then the iterates of FA fill densely an invariant curve.
The relationship (2.5) indicates that a p:q phase locked state has been established between
the population and the perturbation. In the perturbed Wilson-Cowan model (2.1) this means that
the neuronal population variables E and I have completed p revolutions in the same time that the
perturbation p(t) has completed q revolutions. Later, we will see that depending on the amplitudeA
and the period T ′ of the perturbation, the system in (2.3) can display oscillations, which are either
p:q phase-locked (synchronous) or fill densely an invariant curve (asynchronous). Calculations
performed along this Chapter assume that the initial time t0 = 0.
2.2 Bifurcation Analysis for the fixed points of the Stroboscopic
Map
As it was stated in the previous Section 2.1, the fixed points of map (2.4) correspond to T ′-
periodic periodic solutions of system (2.3), and thus 1:1 phase-locking between the periodic orbit
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of the system and the perturbation. For this reason, computing the bifurcations of the fixed points
of the stroboscopic map becomes relevant for our analysis, as they will separate synchronous from
asynchronous regimes.
Consider a map Fα depending on a parameter α ∈ R of the form:
Fα : Rn → Rn
x→ Fα(x),
(2.6)
if there exists (α0, x0) ∈ R× Rn such that:
1. Fα0(x0) = x0,
2. DFα0(x0) has eigenvalues λi with |λi| 6= 1, i = 1, ..., n
then x0 is a hyperbolic fixed point and it is known that, for α close to α0, there exists xα fixed point
of Fα(xα) of the same topological type of x0. Otherwise, when 2) fails we call α0 a bifurcation
value.
Thus, to compute the bifurcation values of fixed points of the map Fα we impose the existence
of a fixed point together with a bifurcation condition ΦBIF = 0. Mathematically,
Gα(x) =
{
Fα(x)− x = 0
ΦBIF (x) = 0.
(2.7)
We look for bifurcations of the fixed points of the map defined in (2.4). We will consider three
bifurcations of fixed points: Saddle-Node (SN), Period Doubling (PD) and Neimark-Sacker (NS).
At it is well known, SN and PD bifurcations occur generically when one of the real eigenvalues
of the fixed point equals +1 or −1, respectively, whereas a NS bifurcation occurs when the fixed
point has a pair of complex eigenvalues whose modulus equals one. In a 2D map the conditions
which must be satisfied at the bifurcation values are written as
ΦSN = det(DFα − Id) = 0,
ΦPD = det(DFα + Id) = 0,
ΦNS = det(DFα)− 1 = 0,
where we denote by DFα the Jacobian matrix of the map Fα evaluated at the fixed point, whose
computation requires the solving of the variational equations of system (1.1) [75].
Using these techniques we compute the bifurcation diagrams for the stable fixed points of the
stroboscopic map (2.4) as the amplitude and the frequency are varied for the system (2.1) with
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Figure 2.2: Bifurcation diagram for the fixed points of the stroboscopic map (2.4) as the frequency
and the amplitude of the perturbation are varied. Solid lines correspond to bifurcations of stable
fixed points whereas dashed ones correspond to bifurcations of unstable fixed points. The unper-
turbed case (A = 0) corresponds the system (1.7) displaying a limit cycle ΓHB.
parameters chosen so that the limit cycle ΓHB or ΓSN is close to a Hopf or a SNIC bifurcations,
respectively. Results are shown in Figs. 2.2 and 2.3, respectively. In these Figures, there appear
different coloured areas: the yellow and pink areas correspond to 1:1 and 1:2 phase locked states of
the system (2.1), respectively. We recall that they correspond to fixed points (1:1) and 2-periodic-
points (1:2) of the map FA. The white areas, may contain other p:q phase-locked states, as well as
asynchronous states. Areas in orange contain more than one stable invariant for the map FA.
As one can see, the diagram in Fig. 2.2 corresponding to the ΓHB limit cycle near a Hopf
bifurcation differs quantitatively from the diagram corresponding to ΓSN limit cycle in Fig. 2.3.
Indeed, one can observe that p:q phase locked states are wider for ΓHB (Fig. 2.2) than for ΓSN
(Fig. 2.3). This, as we will justify in Section 3.4.3 (see Fig. 3.8), is due to the different shape of
the PRCs for the limit cycles arising from Hopf and SNIC bifurcations. Nevertheless, a detailed
analysis of both figures, allows to perform a qualitative comparison of both diagrams. Thus, in both
cases, the phase-locking areas are bounded by Saddle-Node bifurcation curves (for small values
of A) and Neimark-Sacker bifurcation curves and Period-Doubling bifurcation curves for other
values of the amplitude. For this reason, we will focus the analysis on the bifurcation diagram for
ΓHB in Fig. 2.2, as the numerical computations suggest the same dynamics is observed for ΓSN in
Fig. 2.3.
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Figure 2.3: Bifurcation diagram for the stable points of the stroboscopic map (2.4) as the frequency
and the amplitude of the perturbation are varied. The unperturbed case (A = 0) corresponds the
system (1.7) displaying a limit cycle ΓSN .
2.3 Dynamics of the stroboscopic map FA
In this Section we study in detail the bifurcation diagram in Fig. 2.2 corresponding the strobo-
scopic map (2.4) as the amplitude and the frequency of the perturbation are varied. By choosing
the set of parameters P given in (1.17), (P , Q) = (2.5, 0) and A = 0, the phase space for system
(2.1) shows the limit cycle ΓHB and the unstable focus P1 (see Fig. 1.9 left). As both objects are
normally hyperbolic we expect them to persist for amplitudes weak enough as an invariant curve
ΓA and a fixed point P1, respectively, for the corresponding stroboscopic map FA in (2.4). The
study that we perform in this Section focuses on 1:1 and 1:2 phase-locked states which occupy the
largest regions of the parameter space.
Dynamics when crossing a Saddle-Node bifurcation
For values of T ′ such that 0.9388 < T
′
T
< 1.07, the phase portrait for system (2.4) is shown
in Fig. 2.4. In region A1, the attracting invariant curve ΓA generated from the unperturbed limit
cycle ΓHB has no fixed points, and an unstable focus P1 exists inside ΓA. Once the saddle-node
bifurcation (solid blue line) is crossed (region B), there appear two fixed points on the invariant
curve ΓA: a stable node P2 and a saddle P3 giving rise to a SNIC bifurcation. The invariant curve
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consists of the union of the saddle P3, its unstable invariant manifolds, and the stable node P2.
When increasing the amplitude (region C), P1 becomes an unstable node (dashed gray line). If
the amplitude is increased further, P1 will coalesce with P3 in a unstable saddle-node bifurcation
(dashed blue line). This causes the disappearance of the invariant curve ΓA and leaves the stable
node P2 as the unique fixed point (region D). As one may note it is possible to pass from area A1
to area C, without passing through region B. When entering in the area A2 the unstable focus P1
becomes an unstable node before crossing the SN bifurcation curve.
Figure 2.4: Dynamics when a Saddle-Node bifurcation is crossed.
Dynamics when crossing a Neimark-Sacker bifurcation
For values of T ′ such that 0.51 < T
′
T
< 0.9388, the phase portrait for system (2.4) is shown in
Fig. 2.5. For A small, the attracting invariant curve ΓA has no fixed points of FA, and an unstable
focus P1 exists inside ΓA (region A). As the amplitude A is increased, this situation persists until
it reaches the Neimark-Sacker bifurcation (green curve), where the curve ΓA collapses to P1 and
disappears while P1 becomes a stable focus (region B).
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Figure 2.5: Dynamics when a Neimark-Sacker bifurcation is crossed.
Right hand side of the 1:2 Phase-Locking Area
For values of T ′ such that 0.48 < T
′
T
< 0.51, the phase portrait for system (2.4) is shown
in Fig. 2.6. For A small, the attracting invariant curve ΓA has no fixed points of FA, and an
unstable focus P1 exists inside ΓA (region A). When the saddle-node bifurcation curve (blue curve)
is crossed, there appear four fixed points on the invariant curve (Region B) for the map F 2A: two
stable nodes (P2 and P4), and two saddles (P3 and P5). The invariant curve ΓA consists of both
saddles P3 and P5 and then unstable invariant manifolds and the two stable nodes P2 and P4. As
the amplitude is increased P2, P3, P4 and P5 pair-collide again on a saddle-node bifurcation (blue
curve) and disappear leaving an attracting invariant curve without periodic points and the unstable
fixed point P1 (Region A). The amplitude of this invariant curve decreases as the amplitude A
increases until it reaches a supercritical Neimark-Sacker bifurcation (green curve) for the map FA
leaving just a stable focus as the unique fixed point P1 (Region C).
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Figure 2.6: Dynamics generated on the right hand side of the 1:2 phase-locking area (see Fig. 2.2).
Central part of the 1:2 Phase-Locking Area
For values of T ′ such that 0.42 < T
′
T
< 0.48, the phase portrait for system (2.4) is shown in
Fig. 2.7. Once the saddle node bifurcation of F 2A is crossed (blue curve), there appear four fixed
points on the invariant curve for the map [FA(x)]2: two stable nodes (P2 and P4), and two saddles
(P3 and P5) (Region B). The invariant curve consists of the union of both saddles and their unstable
invariant manifolds with the fixed points P2 and P4. As amplitude A keeps increasing, very close
to this saddle node bifurcation P2 and P4 become stable focuses (brown dashed curve), causing
the invariant curve to disappear (Region C). In this area the only stable objects are the focuses P2
and P4. As the amplitude is increased, this situation is maintained until P2 and P4 cross again the
brown dashed curve and become stable nodes, causing the invariant curve to reappear as the union
of the unstable invariant manifolds of P3 and P5 with the fixed points P2 and P4 and P3 and P5
(Region B’).
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Figure 2.7: Dynamics on the central part of the 1:2 phase-locking area (see Fig. 2.2). For the sake
of clarity we include a sketch of the bifurcations in the orange area.
As the amplitude is increased further, a homoclinic bifurcation is crossed (red curve) and a new
invariant curve appears (Region D). Therefore, we have found a region where our system presents
bistability between an attracting invariant curve and the fixed points P2 and P4 for F 2A. If the
amplitude is increased further, a Neimark-Sacker bifurcation is crossed (green curve) making the
invariant curve disappear and changing the stability of P1 (Region E), leaving a situation where
there exists coexistence between fixed points of F 2A (P2, P3, P4, P5) and FA (P1). This bistable sit-
uation between a 2-periodic orbit and a fixed point P1 of FA(x) persists as the amplitude increases
further until it reaches a Saddle-Node bifurcation (blue curve) for F 2A when the stable focus P1
remains as the only fixed point (Region F).
For the sake of completeness we explain the method we have used to compute the homoclinic
bifurcation curve. We integrate system (2.1) using an initial condition near the unstable focus P1.
If an attracting invariant curve exists, this initial condition will tend to it for a large enough time of
integration. Otherwise, the fixed points P2 or P4 will be the asymptotic solution. We consider then
different values of the fraction T
′
T
, and vary the amplitude while checking which is the asymptotic
solution. We delimit the bifurcation when we detect a qualitative change in the asymptotic solution.
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Left hand side of the 1:2 Phase-Locking Area
Figure 2.8: Dynamics on the left hand side of the 1:2 phase-locking area (see Fig. 2.2). For the
sake of clarity we include a sketch of the bifurcations in the orange area.
For values of T ′ such that 0.32 < T
′
T
< 0.4, the phase portrait is shown in Fig. 2.8. For A
small a stable invariant curve and an unstable focus P1 appear (Region A). When the amplitude
increases, P1 becomes an unstable node (dashed gray curve) (Region B). If the amplitude increases
more, then one finds depending on the T’ value considered, different bifurcation curves generating
the appearance of unstable fixed points for F 2A. For 0.355 <
T ′
T
< 0.4, one finds that an unstable
Saddle-Node bifurcation for F 2A is crossed (dashed blue curve) and two saddles (P3 and P5) and two
unstable nodes (P2 and P4) appear as fixed points for the F 2A map (Region I). By contrast for 0.32




< 0.355, one finds a period doubling bifurcation (dashed purple curve), from which there
appear two unstable nodes (P2 and P4) (Region K). In both cases, a slightly increase of amplitude
A causes the unstable node of F 2A to become an unstable focus (dashed gray line) (Regions H
and K, respectively), which changes its stability at a subcritical Neimark-Sacker bifurcation (green
curve). Thus an unstable invariant curve appears surrounding each of the stable focus (regions
C and G, respectively), generating a situation of bistability between the invariant curve and the
fixed points (P2 and P4). These invariant curves collide with the stable invariant curve collide in
a saddle-node bifurcation of invariant curves, leaving the stable focus P2 and P4 as the unique
attractors (brown-dashed curve) (regions D and J) respectively. Additionally there exists a tiny
range of T ′/T values for which, the one can see how unstable saddles (P3 and P5) disappear at a
period doubling bifurcation.
So, for certain amplitude values and across different bifurcations, one ends up with the situation
depicted in region D: the phase space is composed by a unstable node P1 and two stable focus (P2
and P4 as fixed points for the map F 2A. Finally, for strong enough amplitudes, P2 and P4, the stable
focus for the map F 2A, become stable nodes (dashed gray line) (region E). Increasing the amplitude
further, both points collapse at a period doubling bifurcation (solid purple line) where saddle P1
becomes a stable node (region F).
Left hand side of the 1:1 Phase-Locking Area
Figure 2.9: Dynamics on the left hand side of the 1:1 Phase-Locking Area (see Fig. 2.2). For the
sake of clarity we include a sketch of bifurcations in the orange area.
For values of T ′ such that 1.04 < T
′
T
< 1.125, the phase portrait for system (2.4) can be seen
in Fig. 2.9. As Fig. 2.9 shows, the invariant curve ΓA (Region A) evolves until crossing a Saddle-
Node bifurcation (blue curve). From this bifurcation a stable node P2 and a saddle P3 are born and
the invariant curve consists of the saddle P2 and the union of its unstable invariant manifolds with
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the stable node (Region B). Increasing the amplitude, dynamics over the invariant curve bifurcate
through a homoclinic bifurcation (red curve) and there appears a stable invariant curve without
fixed points, generating a bistable area where we have two attractors: the invariant curve and the
fixed point P2 (Region C). This invariant curve collapses at a Neimark-Sacker bifurcation (green
curve), making the focus stable, and generating bistability between two fixed points (P1 and P2)
(Region D). This situation persists until P1 becomes a stable node (brown dashed line) (Region
E) which coalesces with the saddle P3 at a saddle node bifurcation (blue curve) and disappears
leaving P2 as the unique (stable) fixed point (Region F).
Right hand side of the 1:2 Phase-Locking Area
Figure 2.10: Dynamics on the right hand side of the 1:1 Phase-Locking Area. For the sake of
clarity we include a sketch of bifurcations in the orange area.
For values of T ′ such that 1.125< T
′
T
< 1.255, the phase portrait for system (2.4) can be seen in
Fig. 2.10. As the amplitude is increased, the invariant curve generated from the unperturbed limit
cycle Γ (Region A) collapses at a Neimark-Sacker bifurcation (green curve), where the stability of
the focus P1 changes (Region B). If the amplitude is increased, a stable node P2 and a saddle P3 will
appear at a Saddle-Node bifurcation (blue curve), generating a situation of bistability between the
focus P1 and the node P2 (Region C). If the amplitude A increases further, P1 will become a stable
node (brown dashed line) (Region D) which will coalesce with P3 at a Saddle-Node bifurcation,
leaving node P2 as the unique (stable) fixed point (Region E).
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2.4 Discussion
In this Chapter we have performed a dynamical analysis of a periodic perturbation of the
Wilson-Cowan equations. We have considered the stroboscopic map and performed a bifurcation
analysis as a function of the perturbation parameters amplitude and frequency. We remark that the
analysis performed does not have restrictions regarding the size of the amplitude or the value of
the frequency. By computing the bifurcations of the stroboscopic map we obtained a diagram of
the possible synchronous and asynchronous regions in the parameter space. We have focused in
areas corresponding to 1:1 and 1:2 phase locking, and by performing a detailed dynamical analysis
of the areas, we have found rich dynamics.
In general, our analysis revealed the existence in the parameter space of only one attracting
object, either a fixed point for the map F (or F 2) or an invariant curve without fixed points on it,
which correspond to stable synchronous or asynchronous regimes, respectively. In Fig. 2.11 we
show the stable solutions corresponding to a synchronous and an asynchronous state. Notice that,
the phase or time lag between the oscillations of the system and the perturbation is constant in the
synchronous regime whereas it is not the case in the asynchronous regime.
Furthermore, the analysis in Section 2.3 revealed the existence of many different bistable areas.
Namely,
• Bistability between a 2-periodic orbit and an invariant curve for the map FA (panel D in
Fig. 2.7 and panels C and G in Fig. 2.8).
• Bistability between a 2-periodic orbit and a fixed point of FA (panel E in Fig. 2.7).
• Bistability between a fixed point and an invariant curve of the map FA (panel C in Fig. 2.9).
• Bistability between two stable fixed points of the map FA (panels D and E in Fig. 2.9 and
panels C and D in Fig. 2.10).
These bistable areas can be interpreted in terms of the CTC framework. Bistability suggests
that, for a given input, the population may operate in different regimes depending on the initial
conditions (which in fact correspond to the initial phase between oscillators). More interestingly,
the bistability areas that we have found can generate situations in which two different synchronous
regimes are possible or co-existence of synchronous and asynchronous regimes.
In particular, as Fig. 2.12 illustrates, bistable situations between fixed points imply a defined
phase locking relationship, suggesting that there can exist different encodings of the input by the
receiving population depending on the initial phase difference. In this case, one of the solutions
causes a larger variation in the activity of the E cells.
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Figure 2.11: (Top)
Synchronous solu-
tion of system (2.1)





tion of system (2.1)




By contrast, as Fig. 2.13 illustrates, bistable situations between fixed points and attracting in-
variant curves, suggest that there might exist or not coherence between emitting and receiving neu-
ral groups depending on the initial condition. The absence of coherence (asynchronous regimes)
prevents the communication between them.
Alongside, there are other results in this Chapter which can be related to the computational
questions posed by the CTC theory, more precisely, the 1:2 phase-locking area. Indeed, one can
interpret the 1:2 region as two identical inputs, I1(t) and I2(t), corresponding to different emitting
neural populations, arriving to the receiving population separated by a half-period, so they are
arriving in different phases of the oscillation (see Fig. 2.14 left). The effect of input I1(t) is to
increase the firing rate of the population, while input I2(t) is mainly ignored (See Fig. 2.14 right).
This observation opens the door to explore more thoroughly the effects of two emitting populations
onto a receiving oscillatory population.
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Figure 2.12: For a perturbation of A = 0.24 and T ′/T = 1.12 system (2.1) shows bistability
between two fixed points. This situation correspond to panel D in Fig. 2.10.
Figure 2.13: For a perturbation of A = 0.1795 and T ′/T = 1.1 system (2.1) shows bistability
between a fixed point and an invariant curve. This situation correspond to panel C in Fig. 2.9.
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Figure 2.14: Left panel: 1:2 phase locked states can be thought as the sum of two identical inputs
in anti-phase. Right panel: Time evolution of the activity of the E population (red) and the I
population (blue) over one period under the forcing p(t) = I1(t)+I2(t) described in the left panel.

Chapter 3
Neural Oscillations, phase and isochrons
In the previous Chapter, we have addressed a problem concerning the possible phase-locked
states of a system due to a non-autonomous perturbation (a periodic forcing). To perform that
study we used the stroboscopic map in terms of the original system variables. In this Chapter, we
will motivate a change of variables which provides an alternative and complementary approach
to the one performed previously. From the mathematical perspective, oscillations correspond to
attracting limit cycles in the phase space whose dynamics can be described by a single variable:
the phase. This phase variable will be the key concept of this Chapter.
Since perturbations displace trajectories away from the limit cycle, one may need to extend the
phase variable out of the limit cycle. This extension can be done under generic conditions via the
concepts of asymptotic phase and isochrons [37, 88]. An isochron is the sets of points in the basin
of attraction of a limit cycle whose orbit approaches asymptotically the orbit of a given point on
the limit cycle. We associate to these points the same phase as the base point on the limit cycle.
Isochron distribution is important because when the oscillator is perturbed with a transient ex-
ternal stimulus, the trajectory of each point is displaced away from the limit cycle and is send to
the isochron of a different point, thus causing a change in the phase of the oscillation. Phase dis-
placements due to perturbations of the oscillator that act at different phases of the limit cycle are
described by the so-called phase response curves (PRC) [24, 73]. PRCs constitute a useful tool to
reduce the dynamics of the oscillator –which can appear in a system of higher dimension– to a sin-
gle equation for the phase. This approach, based on the phase reduction, has been extensively used
to study weakly perturbed nonlinear oscillators and predict synchronization properties in neuronal
networks [16, 48].
44
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Nevertheless, perturbations acting over an oscillation can occur during the transient state, in
which trajectories have not relaxed yet to the limit cycle. Therefore, to predict correctly phase
changes in the transient state, one needs to extend the PRC concept to a neighbourhood of the limit
cycle. To that aim one needs to consider a extra variable: the amplitude variable (also known as
isostable [84, 86]). This variable is transverse to the periodic orbit and controls the “distance” to
the limit cycle [17, 82]. By using this variable one can define the phase response functions (PRFs)
and the amplitude response functions (ARFs) which measure the change in phase and amplitude
due to a perturbation acting over trajectories not necessarily on the limit cycle.
Therefore, the study of a given oscillatory system by means of the phase or phase-amplitude
variables is of special interest. On one hand, it allows to interpret synchronization from a simple
and more intuitive point of view since synchronization can easily read from the relationship be-
tween phase variables.. On the other hand, as we will show in this Chapter, it may allow to study
a large dimensional system using a reduced set of equations.
In this Chapter we will review some of the main theory developed in the context of phase-
amplitude variables (Sections 3.1 and 3.2) and how it can be used to describe the effects of per-
turbations over an oscillator (Section 3.3). Sections 3.4 and 3.5 will be devoted to study some
models in neuroscience in 2 and 3 dimensions, respectively. The structure of Sections 3.4 and 3.5
will be similar: we start by computing a change of variables from the original system variables to
phase amplitude variables that is valid on a neighbourhood of the limit cycle. Then, we will use
this computation to obtain a local approximation of the isochrons and we use a numerical method
to globalize them. Finally, we study the domains of applicability of some dimensional reductions
when considering non autonomous perturbations.
Part of the work done in this Chapter has been published in [67].
3.1 Phase Variable and Isochrons
In this Section we introduce the phase variable. Start by considering an autonomous system of
ODEs
ẋ = X(x), x ∈ U ⊆ Rd , d ≥ 2, (3.1)
and let us denote its flow by φt(x).
Assume thatX is an analytic vector field and that system (3.1) has a T -periodic hyperbolic limit
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cycle Γ, parameterized by θ = t/T as
γ : T := R/Z→ Rd
θ 7→ γ(θ),
(3.2)
so that it has period 1, that is, γ(θ) = γ(θ + 1) and x(t) = γ( t
T
) satisfies (3.1). So, as one can see,




, θ ∈ T. (3.3)
As we study attracting limit cycles, it follows that any point in a neighbourhood Ω of the limit
cycle Γ will tend to it as time tends to infinity. We will say that two points p and q ∈ Ω have the
same asymptotic phase if
lim
t→∞
|φt(q)− φt(p)| = 0. (3.4)
Therefore, we define the isochron Iθ as the set of points having the same asymptotic phase θ [37],
that is,






| → 0 as t→∞}. (3.5)
When Γ is a normally hyperbolic attracting periodic orbit, isochrons are the leaves of the stable
manifoldM of Γ, which coincides with its basin of attraction Ω.
3.2 Phase-Amplitude Variables, Isochrons and A-Curves
We look for a parameterization that allows us to extend the phase variable out of the limit cycle.
To do so, we will look for a change of coordinates expressing the vector field X in (3.1) in the
normal form for a d-dimensional vector field around an hyperbolic limit cycle. To that aim, we use
the parameterization method introduced in [11, 12, 13] to obtain a parameterization of the limit
cycle Γ and its stable invariant manifold M (which in this case is the d-dimensional). The new
coordinates will be the phase variable θ ∈ T introduced in (3.1) and the amplitude variables σ1, ...,




, σ̇ = Λ · σ, with Λ =
λ1 . . .
λd−1
 , (3.6)
where σ = (σ1, ..., σd−1) ∈ Rd−1, and λ1, ..., λd−1 are the characteristic exponents of the limit
cycle Γ. For simplicity we assume that the matrix Λ diagonalizes.
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In this Chapter we will use the variational equations of system (3.1) along the solution γ(θ) as
Φ̇ = DX(γ(t/T ))Φ, with Φ(0) = Id, (3.7)
whose solution Φ(t) evaluated at t = T , Φ(T ), is known as the Monodromy matrix. The eigenval-
ues of Φ(T ), namely µi = eλiT , i = 0, ..., d − 1, are known as the Floquet multipliers of the limit
cycle Γ and the values λi as the characteristic exponents. The index i = 0 will be assigned from
now on to the trivial multiplier µ0 = 1, so λ0 = 0.
From [13], we know that there exists an analytic map
K : T× Rd−1 → Rd
(θ, σ)→ K(θ, σ),
(3.8)
such that the flow of the vector field X in (3.1) onM ⊂ Rd expressed in the new variables (θ, σ)
satisfies








That is, the dynamics for θ consists on a rigid rotation, whereas the dynamics for σi consists of
a contraction whose rate is given by λi. Furthermore, since Φt(K(θ, σ)) is a solution of system











K(θ, σ) = X(K(θ, σ)). (3.10)
Once it has been found, we can use the map K to define a scalar function Θ(x) such that it
assigns a phase to any point in a neighbourhood Ω of the limit cycle Γ:
Θ : Ω ⊂ Rd → T = [0, 1),
x 7→ Θ(x) = θ if x ∈ Iθ.
(3.11)
Analogously, Θ(x) = θ if ∃ σ ∈ R such that x = K(θ, σ). This function Θ(x) satisfies:
Θ(φt(x)) = Θ(x) +
t
T
. Isochrons Iθ given in (3.5) will be the level curves of Θ(x):
Iθ = {x ∈ Ω | Θ(x) = θ}. (3.12)
Analogously, we can define a function Σ that assigns a value for the amplitude variable to any
point x ∈ Ω:
Σi : Ω ⊂ Rd → R,
x 7→ Σi(x) = σi,
(3.13)
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where Σ(x) = σ if ∃ θ ∈ T such that x = K(θ, σ). This function Σ(x) satisfies: Σ(φt(x)) =
Σ(x)e
λt
T . The level curves of Σ will be called, A-curves in [17] and are referred to isostables in
[56, 57].
Aic = {x ∈ Ω | Σi(x) = c}. (3.14)
From its definition, for x ∈ Ω, one has K−1(x) = (Θ(x),Σ(x)).
3.3 Non Autonomous Perturbation
In this Section we consider perturbed systems of the form
ẋ = XA(x, t) = X(x) + Ap(x, t;A), (3.15)
and we discuss how they can be written in terms of the phase amplitude variables.
3.3.1 Phase Reduction Approach
When considering perturbations over trajectories on a limit cycle, the classical approach is
using the phase reduction [89]. This approach assumes that, for weak enough perturbations, the
dynamics can be described by the phase variable defined on the oscillator.
Let us start by considering that the perturbation acting over a T -periodic limit cycle is an in-
stantaneous pulse,
p(x, t;A) = δ(t− ts), (3.16)
where δ(t) is the Dirac delta function. The perturbation will move trajectories from one isochron
to another, causing a phase shift. The phase shift will depend on the amplitude of the pulse and
on the phase at which it was applied. Thus, one can define the so called Phase Response Curves
(PRCs). They are calculated by applying the same pulse to the limit cycle at different phases and
registering how much the phase is advanced (or delayed) (See Fig. 3.1). Let x = γ(θ) be a point on
the limit cycle. Note that Θ(x) = θ by definition. If we consider an arbitrary pulsatile perturbation,
it is clear that it will move x to xnew = x + ∆x. Thus, the PRC is defined as
PRC(A, θ) = θnew − θ, (3.17)
where θnew = Θ(xnew).
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Figure 3.1: The phase of a neuronal oscillator changes due a pulsatile perturbation. The dashed
voltage trace is the free-running trajectory, while the solid line shows the perturbed trajectory.
PRCs show the phase shift as a function of the phase of perturbation. Picture from [51].
The expression for the PRCs given in (3.17) is a general expression. One can consider the case
in which the perturbation is small, and derive an approximate expression for it. The new phase is
θnew = Θ(x+ ∆x) = Θ(x) +∇Θ(x) ·∆x+O(|∆x|2), (3.18)
and therefore, for small amplitude pulse-like perturbations
θnew − θ = PRC(∆x, θ) ' ∇Θ(γ(θ)) ·∆x. (3.19)
Thus, for small ∆x, one can relate the PRCs and the phase function Θ introduced in (3.11) by
means of ∇Θ(γ(θ)), which is usually known as the Infinitesimal Phase Response Curve (iPRC).
Although it has d components, usually one just considers the x-component, as it usually corre-
sponds to the voltage of the neuron, the physical magnitude which is usually perturbed.
There are some methods to calculate the iPRC ∇Θ(γ(θ)). The classical one is the so-called
adjoint method [25], that we briefly review here. Let γ(t/T ) be the T -periodic solution of the
system (3.1), then∇Θ(γ(t/T )) is a T -periodic solution of the system:
dQ
dt
= −DXT (γ(t/T ))Q, (3.20)
satisfying the normalization condition 〈Q(t), X(γ(t/T ))〉 = 1
T
. In next Section we provide an
alternative method to compute iPRC in terms of the parameterization K(θ, σ) defined in (3.8).
Applications of the iPRC and PRC
The PRC can be used to study the dynamical effect of a periodic train of pulses of period Ts
onto an oscillator. The stroboscopic map, also called the Poincaré Phase Map, describing the phase
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at the impact times, has the following expression as a function of the PRC:




For weak amplitude stimulus it can be approximated by




If we consider the case of a general continuous perturbation, the phase dynamics for the unper-
turbed system (3.15) (case A = 0) is given by the equation
dΘ(x)
dt
= ∇Θ(x) · dx
dt
= ∇Θ(x) ·X(x), (3.23)
and as phase dynamics satisfies θ̇ = 1
T
, we have
∇Θ(x) ·X(x) = 1
T
for x = γ(θ). (3.24)
Then, for A 6= 0, we have (see [53])
θ̇ = ∇Θ(x) ·XA(x, t) = ∇Θ(x) · {X(x) + Ap(x, t;A)} =
1
T
+ A∇Θ(x) · p(x, t;A), (3.25)
which provides an equation that describes the effects of a perturbation p(x, t;A) on the phase.
Recall that∇Θ(γ(θ)) is the iPRC.
3.3.2 Phase-Amplitude Approach and Phase-Amplitude Response Functions
The phase approach assumes that during the interval in which the perturbation is acting, the
trajectories are close to the limit cycle. This approach is suitable for continuous perturbations of
weak amplitude or trains of pulses whose interpulse interval is large enough. It turns out that this
will not be the case for a general perturbation Ap(x, t;A) in (3.15), specially as the amplitude A
is increased. This makes clear the interest of considering the phase-amplitude approach to study
the dynamics in a neighbourhood Ω ∈ M. Next, we will explain how to compute the perturbed
dynamics in this framework.
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Let us start by considering a pulsatile perturbation acting over a point x = K(θ, σ) ∈ Ω and
thus displacing it from x to x+∆x. Therefore the new phase θnew and the new amplitude variables
σnew are given by:
θnew = Θ(x) + PRF (A, θ, σ),
σnew = Σ(x) + ARF (A, θ, σ),
(3.26)
where, following [17, 39], we have introduced the Phase Response Functions (PRFs) and the
Amplitude Response Functions (ARFs). Analogously to the PRC concept for the phase reduction
in (3.17), they quantify how the phase and the amplitude change due to the effect of the perturbation
at a given point x = K(θ, σ) ∈ Ω, respectively. Notice that PRC is just the PRF restricted to the
limit cycle (σ = 0). Analogously, one can define the Amplitude Response Curves (ARCs) as:
ARC(A, θ) = ARF (A, θ, σ)|Γ. (3.27)
For the case of a pulse of weak amplitude we have
θnew = Θ(x+ ∆x) = Θ(x) +∇Θ(x) ·∆x+O(|∆x|2),
σnew = Σ(x+ ∆x) = Σ(x) +∇Σ(x) ·∆x+O(|∆x|2),
(3.28)
for x ∈ Ω. Thus, one can define, analogously to the iPRCs in (3.19), the iPRFs and the iARFs as
∇Θ(x) and ∇Σ(x), respectively.
Analogously to the adjoint equation for the iPRC given in (3.20), one can compute the iPRF
and the iARF using the adjoint methods. The iPRF∇Θ(x) satisfies the following adjoint equation
dQ
dt
= −DXT (φ(x, t))Q, (3.29)
with the normalization condition 〈Q(t), X(φ(x, t))〉 = 1
T
.





λi −DXT (φ(x, t))
)
Q, (3.30)
with the normalization condition 〈Q(t), vi)〉 = 1, where vi is the eigenvector associated to the
i− th multiplier of the Monodromy matrix (see Eq. (3.7)).
An alternative method to compute the iPRF, ∇Θ and the iARF ∇Σ can be found in [17]. By
using K(Θ(x),Σ1(x), ...,Σd−1(x)) = x, where K is the parameterization in (3.37), and taking
derivatives, we have 1 . . .
1













 = [DK(θ, σ)]−1, (3.31)
for x = K(θ, σ) ∈ Ω:
Applications of the PRF and the ARF
For perturbations that are pulsatile and Ts-periodic, the stroboscopic map at time Ts can be
written explicitly as (see [17]):










which in the case of weak enough perturbations can be approximated by










For the general case of p(t) being a continuous perturbation, the phase-amplitude approach
describes the perturbed dynamics in the following way:
θ̇ = ∇Θ(x) ·XA(x, t) = ∇Θ(x) · {X(x) + Ap(x, t;A)} =
1
T
+ A∇Θ(x) · p(x, t;A),
σ̇i = ∇Σi(x) ·XA(x, t) = ∇Σi(x) · {X(x) + Ap(x, t;A)} = λiσi + A∇Σi(x) · p(x, t;A),
(3.34)
for i = 1, ..., d− 1 and x = K(θ, σ).
3.4 The 2D case
In this Section we apply the general framework described in Sections 3.1, 3.2 and 3.3 to a
2D planar system: the Wilson-Cowan equations. Methodology to obtain the parameterization
K(θ, σ) in (3.8) near a limit cycle Γ for a 2D planar system was studied in [39]. Next, we review
the methods introduced in [39] for computing numerically K(θ, σ). Then, we will use K(θ, σ) to
globalize the isochrons Iθ and the A-curvesAσ for the limit cycles of the Wilson-Cowan equations
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(1.7), ΓHB and ΓSN , which arise from Hopf and SNIC bifurcations, respectively. Our main goal,
is to apply a T ′-periodic non-autonomous perturbation to system (1.7) and study the perturbed
dynamics in terms of phase amplitude variables and the phase reduction.
3.4.1 Numerical computation of K(θ, σ)











where T is the period of the limit cycle Γ and λ is the characteristic exponent of Γ; since the limit
cycle is hyperbolic stable, we will have that λ < 0.
Remark 3.4.1. Notice that in (3.35) in order to avoid stodgy notation, we have defined σ1 = σ
and λ1 = λ. In general in the 2D case we avoid the i subscripts. We also will follow the notation













K(θ, σ) = X(K(θ, σ)), (3.36)
to solve it and obtain an expression for K(θ, σ).





where Kn(θ) are 1-periodic real functions in θ:
Kn(θ) = an0 +
∑
k>0
ank cos(2πkθ) + b
n
k sin(2πkθ). (3.38)
CHAPTER 3. NEURAL OSCILLATIONS, PHASE AND ISOCHRONS 54
Substituting (3.37) in (3.36) and matching similar coefficients in σn, we are left with the fol-





















Kn = DX(K0)Kn +Rn, for n ≥ 2






. Notice that Rn is an
explicit polynomial depending on the functions K0, K1 ... Kn−1, whose coefficients are the deriva-
tives of X evaluated at K0, which will be numerically computed using automatic differentiation
techniques [41]. Automatic differentiation (see [36] and [42]) consists in a set of algorithms for
computing the derivatives of arbitrary order of a multivariate function evaluated at a fixed value.
By writing the vector field X as a combination of algebraic operations and elementary functions
(exp, log, sin, cos, ...) and using the chain rule we compute efficiently the terms in Rn.
The numerical implementation requires to choose some valuesN , L > 0 and truncate the power
series at order L and the corresponding Fourier series at order N . As a consequence, we can only
compute a local approximate solution K̄ of the invariance equation (3.36). Given a fixed tolerance
E, the approximate solution K̄, will have a domain of accuracy Ωloc(E) defined as:
Ωloc(E) := {(θ, σ) ∈ T× R |‖ DK̄(θ, σ)X (θ, σ)−X(K̄(θ, σ)) ‖< E}, (3.39)





Table 3.1 shows the numerical values at which we have truncated the series for the two dynam-
ical regimes exhibited by system (1.7). Notice the difference on the number of Fourier coefficients
used in the computations for each case. As it is discussed in [39], the periodic orbit ΓSN needs a
larger number of points to discretize it properly due to the inhomogeneous dynamics over the limit
cycle. Fig. 3.2 shows the limit cycles and the error in the set Ωloc(E) with E = 10−3 for the two
cases studied.
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P Q Dynamic Regime T λ L N
2.5 0 ΓHB 5.26 0.825 15 28 = 256
1.4 -0.75 ΓSN 23.54 16.95 5 211 = 2048
Table 3.1: Parameter values for the limit cycles of system (1.7), ΓHB and ΓSN arising from Hopf
and SNIC bifurcations, respectively. T and λ are the computed period and the characteristic expo-
nent respectively of the periodic orbit Γ. L and N represent the truncation order of the Taylor and
the Fourier series, respectively.
Figure 3.2: Limit cycles ΓHB (left) and ΓSN (right) (blue curves) and error of the computed local
parameterizations for the Wilson-Cowan equations (1.7)
3.4.2 Globalizing Iθ, Aσ and K(θ, σ)
Once we have computed K(θ, σ) for θ, σ ∈ Ωloc(E), we can obtain the local isochons Iθ and
the A-curves Aσ by fixing the parameters θ and σ, respectively.
In this Section we propose a method to globalize simultaneously the isochrons Iθ, and the A-
curves Aσ. Start by considering a value of σ = σ∗ such that the corresponding A-curve, Aσ∗
defined in (3.14) is contained in Ωloc(E) defined in (3.39) for E small enough. We parameterize
Aσ∗ by Kσ∗ := K(·, σ∗). We will extend the local isochron Iθ∗ loc = {x ∈ Ω | x = K(θ∗, σ) for
σ ≤ σ∗}. Consider the point on the A-curve Aσ∗ given by K(θ∗ + ∆tT , σ
∗). It is straightforward
to see that the point φ−∆t(K(θ∗ + ∆tT , σ
∗)) = K(θ∗, σ∗e
−λ∆t
T ) will belong to the isochron Iθ∗ (see
Fig. 3.3). Therefore, varying ∆t and repeating the procedure described above one can globalize
the isochron Iθ∗ and furthermore, its parametrization by σ. More precisely we obtain xj ∈ Iθ∗ and
σj for j = 0, ...,M such that xj = K(θ∗, σj) for σj = σ∗e
−jλ∆t
T for j = 0, ...,M . By repeating the
same procedure for θ in T one can globalize the isochron Iθ∗ .
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Figure 3.3: Sketch for the globalization method.
Moreover, if the isochrons are globalized using the same set of discrete values σ, one can easily
obtain the A-curves Aσj where σj = σ∗e
−jλ∆t
T . It is important to remark that this method is a
different from the one introduced in [39]. The one presented in this Section considers the use
of the A-curves to globalize the isochrons. As the A-curve Aσ∗ used to globalize is discrete, we
make use of interpolation. Although this interpolation introduces certain errors, thus making it
less precise than the method in [39] which relays only on the computed local isochrons, it has the
advantage of having better control of its parameterization by σ.
The numerical method preserves the main numerical controls used in [39]. In particular, by
means of changing ∆t it is possible to control the distance ||∆x|| between points of the same
isochron. This allows us to ensure that the distance between points globalizing a given isochron
is always smaller that a certain value. Alternative strategies to compute isochrons can be found in
[55, 56, 65].
As one can see the globalization of Iθ and Aσ allows a better knowledge of the attracting
dynamics near the limit cycle. By globalizing the isochrons one can see the phase distribution
around the limit cycle. Moreover, by globalizing the A-curves one can see how different is the
contraction towards the limit cycle.
In Figures 3.4, 3.5, 3.6, 3.7, we show, as an example of application of the techniques in [39] and
the globalization methods introduced in this Section, the numerical computation of the isochrons
Iθ and the A-curves Aσ for system (1.7) with limit cycles ΓHB and ΓSN .
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Figure 3.4: Isochrons Iθ for ΓHB.
Figure 3.5: A-curves Aσ for ΓHB.
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Figure 3.6: Isochrons Iθ for ΓSN .
Figure 3.7: A-curves Aσ for ΓSN .
Notice that the distribution of isochrons is quite regular for the Hopf case (see Fig. 3.4), whereas
it is inhomogeneous in the SNIC case (see Fig. 3.6). Concerning the A-curves, the attraction of
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both limit cycles is homogeneously distributed (see Figs. 3.5 and 3.7) although it is larger for ΓSN
than for ΓHB.
3.4.3 Study of perturbations: the rotation number
This Section is devoted to use the rotation number to understand the dynamics near a limit
cycle after a periodic perturbation. We will show that the use of phase-amplitude variables is
more accurate that the classical phase reduction. We will consider the dynamics generated by the
periodic perturbation






as the frequency 1/T ′ and the amplitude of the perturbation are varied. To that aim, we will use the
phase variable to compute a rotation number ρ. Whereas the comparison between the phase and the
phase-amplitude approach will allow us to asses the range of applicability of the phase reduction,
we will also asses the range of applicability of the phase-amplitude variables by computing ρ in
the natural variables of the system as described below.
As we want to link the results from this analysis with the work in previous Chapter 2, we will
also consider the perturbed Wilson-Cowan equations in (2.1). Nevertheless, as the derivation of
the study of perturbations (see Section 3.3), was done for systems of the form
ẋ = XA(x, t) = X(x) + Ap(x, t;A), (3.41)




= −E + Se(c1E − c2I + P + Ap(t))




= −I + Si(c3E − c4I +Q),
(3.42)
where p(t) is given in (3.40).
The rotation number
The rotation number is defined for any continuous orientation preserving map of the circle
f : T→ T
φ 7→ f(φ)






, φn = f
n(φ0). (3.43)
As it is well known, ρ exists and is independent of the point φ0 (see [4]). Moreover, if ρ = pq ∈
Q, the map f has at least one periodic orbit of period q. On the other hand, under some regularity
assumptions, if ρ ∈ R \ Q, by Denjoy theorem, the map f is conjugated to a rotation of angle ρ
and the orbit of every point θ fills densely T.
When computing ρ numerically, the limit to infinity is substituted by a large enough number of
iterations but the convergence to ρ is very slow. We use the methods presented in [74], which refine
the computation of rotation numbers saving computational effort and accelerating the convergence
of the method.
When no perturbation acts (A = 0) in system (3.42) the phase portrait is described by the
stroboscopic map F0 given in (2.4) and is the same as the one generated by the unperturbed system.
In particular, if Γ is a limit cycle for (3.42) for A = 0, we have F0(Γ) ⊆ Γ, ∀ T ′, that is, Γ is an
attracting invariant curve for the map (2.4). As we saw in Chapter 2, when applying a T ′-periodic
continuous perturbation, as Γ is normally hyperbolic, it will continue existing for small amplitude
perturbations, and it can be studied as an invariant object for the stroboscopic map FA whenA 6= 0.
In particular, the attracting limit cycle Γ will become an attracting invariant curve ΓA over which
we can define and compute the rotation number ρ. Notice that Γ = Γ0.
To compute the rotation number using the original variables of system (3.42), we will take
fA := FA|ΓA and proceed as follows: given a point x ∈ ΓA, define the angle ϕ between the
segment from P1(A) to x and the positive E-axis. Then, given a point x0 ∈ ΓA for xn = F nA(x0)
being ϕn its angle, one can compute the rotation number in (3.43) using ϕn.
Alternatively to this method, we may have used the parameterization method that we explain
in detail in Chapter 4. This method provides a parameterization KA for the invariant curve
ΓA = {x = KA(θ), θ ∈ T} satisfying the invariance equation FA(KA(θ)) = KA(fA(θ)). Us-
ing methodology described in Section 4.3.1, we can obtain unknowns KA and fA. As fA gives the
dynamics on the curve ΓA we can use it to compute the rotation number in (3.43).
To compute the rotation number in the variables (θ, σ), we define the stroboscopic map in these
variables:
FA : T× R→ T× R
(θ, σ) 7→ ΨA(T ′, 0, θ, σ),
(3.44)
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where ΨA(t, t0, θ, σ) is the solution of (3.34), which in the 2D case becomes
θ̇ = ∇Θ(x) ·XA(x, t) = ∇Θ(x) · {X(x) + Ap(x, t;A)} =
1
T
+ A∇Θ(x) · p(x, t;A),
σ̇ = ∇Σ(x) ·XA(x, t) = ∇Σ(x) · {X(x) + Ap(x, t;A)} =
λσ
T
+ A∇Σ(x) · p(x, t;A),
(3.45)
with initial condition ΨA(0, 0, θ, σ) = (θ, σ).
Thus, one has that Γ̃0 = {(θ, 0), θ ∈ T} is an invariant circle of (3.34) when A = 0. Moreover
as λ < 0 it is an attracting invariant curve. Therefore, for small perturbations an invariant circle




(θ0, σ0) ∈ Γ̃A and computing its orbit (θn, σn) = FnA(θ0, σ0) we can define a circle map from which






where θn is the θ component of FnA(θ0, σ0). Moreover, as Γ̃A is attracting and close to Γ̃0, one can
take (θ0, σ0) with σ0 small (even σ0 = 0) and the method will also converge to ρ. We remark that
this method is different from the one used in the phase approach, which consists in considering
σ = 0 in all iterates (θn, σn) = FA(θn−1, 0).
As a final remark, notice that the computation of the rotation number ρ either in the phase am-
plitude framework or the phase reduction, requires the computation of∇Θ(x) and∇Σ(x). Instead
of the adjoint methods (see Eqs. (3.20) and (3.30)), as we have computed the parameterization












∂σKx2(θ, σ) −∂σKx1(θ, σ)
−∂θKx2(θ, σ) ∂θKx1(θ, σ)
]
, (3.47)
for (x1, x2) = K(θ, σ).
For the phase reduction, we just need to compute∇Θ(x) restricted to the limit cycle. Following













and K1(θ) = ∂σK(θ, σ)|σ=0.
In Fig. 3.8 we show the iPRC for ΓHB and ΓSN computing used the expression (3.48). Notice
that, a perturbation onto ΓHB can advance or delay the phase depending on the phase at which
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the perturbation is applied. By contrast, a perturbation onto ΓSN mainly advances or delays the
phase for the whole phase interval. Following the criteria established in [40] iPRC for ΓSN is of
Type 1, whereas the iPRC for ΓHB is of Type 2. Using these results one can interpret the shape
of bifurcation diagrams in Figs.2.2 and 2.3 for ΓHB and ΓSN for weak enough perturbations. As
iPRC for ΓHB can either advance or delay its phase it is possible for the oscillator to synchronizes
with frequencies lower or higher that the resonant one. By contrast as iPRC for ΓSN shows, this
oscillator only can advance its phase, so it can only synchronize with inputs of higher frequencies.
Figure 3.8: Infinitesimal phase response curves (iPRCs) for ΓHB and ΓSN (left and right panels,
respectively) of system (1.7).
Computing the rotation Number for ΓHB and ΓSN
In this Section we present computations of the rotation number for system (3.42) using the
original variables of the system (2.1) and the phase and phase-amplitude variables (see Figs. 3.9
and 3.10). We recall that when A = 0, by considering the set of parameters P in (1.17), and
choosing (P,Q) = (2.5, 0) and (P,Q) = (1.4,−0.75) the phase space of system (3.42) will consist
on an unstable focus (P1) and the limit cycles ΓHB and ΓSN , respectively (see Fig. 1.9).
Figs. 3.9 and 3.10 for ΓHB and ΓSN respectively, show the classical Devil’s Staircase [4] for the
rotation number ρ as a function of T
′
T
. The function shows intervals on the x-axis (showing the ratio
T ′
T
) for which the rotation number ρ is constant. That is, there exists a solution of (3.42) which
is phase-locked to the periodic perturbation. For small positive amplitudes, the largest intervals
correspond to the phase locked states 1:1 (ρ = 1) and 1:2 (ρ = 1
2
). The phase-locked intervals
widen as the amplitude is increased. As it was expected, the precision of the computations of the
rotation number ρ using the phase approach is worse as the amplitudeA of the forcing is increased.
By contrast, as the amplitude A of the forcing is increased the phase-amplitude description in
general provides an accurate description of ρ.
Interestingly, for the ΓHB case, the rotation number displays a discontinuity at some values of
CHAPTER 3. NEURAL OSCILLATIONS, PHASE AND ISOCHRONS 63
Figure 3.9: Rotation number for the perturbed Wilson-Cowan model near a Hopf bifurcation ΓHB.
For different amplitudes we show the rotation number using the phase, the phase-amplitude, and
the spatial variables.
T ′ jumping suddenly to ρ = 1 as the amplitude is increased. As the rotation number is defined over
an invariant curve of the stroboscopic map FA, this discontinuity may indicate its breakdown for
non-weak amplitudes. These discontinuities can be explained computing the bifurcation diagrams
for the fixed points of the stroboscopic map FA, using the procedure described in Chapter 2. As left
panel in Fig. 3.11 shows, near the point (A, T
′
T
) ≈ (0.023, 0.9388) emanate two bifurcation curves.
Namely, a Saddle-Node (SN) and Neimark-Sacker (NS) bifurcations. As it is widely known,
SN bifurcations imply the birth/disappearance of two fixed points (a saddle and a node) over an
invariant curve. By contrast Neimark-Sacker (NS) bifurcations, coinciding with the amplitude
values for which ρ shows discontinuities, imply the appearance/disappearance of the invariant
curve.
Furthermore, the crossing of NS bifurcation has implications in numerics. For values of T ′ near
this discontinuity the numerical computation of ρ in the phase-amplitude variables fails. This is
because near a Neimark-Sacker bifurcation the invariant curve shrinks and collapses around an
unstable focus. As we are considering small amplitude values, this fixed unstable focus may be lo-
cated nearby the focus P1 for the unperturbed system. This causes two numerical drawbacks which
we illustrate using Fig. 3.14. First, is that near this point the error of the parameterization K(θ, σ)
is large. Second, drawback is due to the fact that near this focus, the distribution of isochrons and
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Figure 3.10: Rotation number for the perturbed Wilson-Cowan model near a Hopf bifurcation
ΓSN . For different amplitudes we show the rotation number using the phase, the phase-amplitude,
and the spatial variables.
A-Curves tends to pack, so∇Θ(x) and ∇Σ(x) have large values and enhance numerical errors.
As bifurcation digram for the stroboscopic map FA in the right panel of Fig. 3.11 shows, there
are no Neimark-Sacker bifurcations for the amplitude values of the perturbations considered over
ΓSN . Because of this, there are no discontinuities or numerical gaps for the computed values of
the rotation number ρ in this case. Nevertheless, as Fig. 3.10 shows, for high values of frequency
and amplitude, the error of the numerical computation of ρ for phase amplitude variables is bigger
than the one computed for the ΓHB case. In Fig. 3.15, we observe that the invariant curve of the
map FA lies outside the area Ωloc(E) in (3.39) where the error of the parameterization K̄(θ, σ) for
ΓSN is high (bigger than 10−3) and thus cause the numerical errors.
In Figs. 3.12 and 3.13 we illustrate the Saddle-Node and Neimark-Sacker bifurcations by com-
puting the invariant curve by the parameterization method explained in Section 4.3.1, obtaining a
parameterization KA(θ) of the invariant curve such that FA(KA(θ)) = KA(fA(θ)). The SN bifur-
cation in Fig. 3.12 fA(θ) is tangent to the identity line. Fig. 3.13 show the disappearance of the
invariant curve at the NS bifurcation.
As a first conclusion, as we expected, for the case of periodic continuous perturbations the
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Figure 3.11: Bifurcation diagrams for the stroboscopic map FA of the perturbed Wilson-Cowan
system (2.1) with limit cycles ΓHB (left) and ΓSN (right). Saddle-Node and Neimark-Sacker bifur-
cations (cyan and green curves respectively) were found. Constant amplitudes for which rotation
numbers in Figs. 3.9 and 3.10 were computed are drawn respecting the same colour code. Inside
the yellow area there exists a stable fixed point for the map FA corresponding to a 1:1 phase lock-
ing with the external input, whereas inside the violet area there exists a 2-periodic orbit of the map
FA corresponding to a 1:2 phase locking relationship with the external input.
Figure 3.12: For different val-
ues of the Amplitude and a




for perturbations over ΓHB we
show: (Left) Invariant curve
ΓA for the stroboscopic map.
(Right) Dynamics fA(θ) over




0.965 there is Saddle-Node bi-
furcation for ASN ≈ 0.014.
For A = 0.01 < ASN , there
exists an invariant curve ΓA
whose dynamics have no cross-
ings with the identity line. By
contrast for A = 0.02 > ASN ,
two crossings appear between
fA and the identity line, indict-
ing the presence of two fixed
points over ΓA. Computations
of ΓA and fA were done and
using the algorithms introduced
in Section 4.3.1.
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Figure 3.13: For different val-
ues of the Amplitude and a
fixed value of T
′
T
= 0.85 for per-
turbations over ΓHB we show:
(Left) Invariant curve ΓA for
the stroboscopic map. (Right)
Dynamics fA(θ) over the in-




there is Neimark-Sacker bifur-
cation for ANS ≈ 0.062. For
A = 0.05 < ANS , there
exists an invariant curve ΓA
whose dynamics have no cross-
ings with the identity line. No-
tice how ΓA shrinks for ampli-
tude values A = 0.061 < ANS
near the bifurcation Computa-
tions of ΓA and fA were done
and using the algorithms intro-
duced in Section 4.3.1.
Figure 3.14: Limit cycle ΓHB, their isochrons and the error of the parameterization K. We show
two invariant curves of the stroboscopic map for different values of amplitude and frequency of
the perturbation.
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Figure 3.15: Limit cycle ΓSN , their isochrons and the error of the parameterization K. We show
two invariant curves of the stroboscopic map FA corresponding to two values of the amplitude and
frequency of the perturbation.
phase approach is also restricted to very small values of the amplitude. This domain of applica-
bility can be enlarged by means of the phase-amplitude variables. Nevertheless, the study that we
have performed also focused in how the computations in terms of the phase-amplitude variables
respond to different bifurcations. We have seen how near Neimark-Sacker bifurcations, numerical
calculations fail as the invariant curve shrinks near the focus of the unperturbed system, an area
in which ∇Θ and ∇Σ are large. We also have related errors in computations with the errors of
the parameterization K(θ, σ). Thus, we aimed not just to illustrate how phase-amplitude variables
enlarge the phase approach, but also to illustrate some numerical drawbacks.
3.5 The 3D case
In this Section we apply the general framework described in the previous Sections 3.1, 3.2
and 3.3 to a 3D system. The methodology to obtain the map K(θ, σ) = K(θ, σ1, σ2) introduced
in (3.8) near a limit cycle Γ for a 3D system was studied in [18]. Although this work considers a
more general situation (systems having stable and unstable manifolds), next we review the methods
introduced in [18] for computing numerically K(θ, σ) in the context of a 3D normally hyperbolic
attracting periodic orbit. Next, we will use K(θ, σ) to propose some strategies to globalize the
isochrons Iθ and the A-surfaces Aσ. We will apply these methods to compute the isochrons for
single neuron and neural population models. Finally, we will consider the study of perturbations
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by using the phase amplitude variables with the aim of exploring also some useful reductions.











where σ = (σ1, σ2) ∈ R2, and λ1 and λ2 are the characteristic exponents of Γ.












K(θ, σ) = X(K(θ, σ)), (3.50)
to solve it and obtain K(θ, σ).
3.5.1 A formal solution for the invariance equation
Similarly to the 2D case in Section 3.4.1, we will solve Eq. (3.50) for K(θ, σ) by assuming that











To compute the function K, we substitute (3.51) into the invariance equation (3.10) and expand
the vector field X(K(θ, σ)) in Taylor series with respect σ around σ = 0. Then one just has to
collect terms with the same power of σ and solve the resulting equations.





K0(θ) = X(K0(θ)). (3.52)
Clearly, the solution of (3.52) is the limit cycle itself, that is K0(θ) = γ(θ).










K01(θ) + λ2K01(θ) = DX(K0(θ))K01(θ),
(3.53)
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respectively. The solutions for these equations are given by
K10(θ) = Φ(θT )e
−λ1θTv1, K01(θ) = Φ(θT )e
−λ2θTv2, (3.54)
where Φ(θT ) = Φ(t) is the solution of the variational equations (3.7) and vi is the eigenvector of
the Monodromy matrix Φ(T ) associated to the i-th Floquet multiplier µi, for i = 1, 2 (discarding
the trivial eigenvalue µ0 = 1).






+ (αλ1 + (m−α)λ2)Kα,m−α(θ) = DX(K0(θ))Kα,m−α(θ) +Bα,m−α(θ), (3.55)
where Bα,m−α(θ) is the coefficient of the term σα1 σ
m−α














Notice that Bα,m−α(θ) is an explicit polynomial depending on the terms Kα,n−α(θ) for n < m and
whose coefficients are the derivatives of X evaluated at K0. They can be numerically computed
using automatic differentiation techniques [42].
Notice that equations (3.55) can be solved assuming that Kα,m−α(θ) can be written in Fourier
series so its coefficients are the unknowns. The resulting system of equations for the Fourier coef-
ficients is linear, but it involves a large dimensional matrix which can make calculations tedious.
To avoid this numerical drawback, in the next Section, we review the method proposed in [18] to
solve the homological equation (3.55) in a faster way using the Floquet normal form.
Reducibility of the homological equations via Floquet normal form
By Floquet theory [29], the solution Φ(t) of system (3.7) can be written as
Φ(t) = Q(t)etR, (3.57)
where Q(t) is a T -periodic matrix and R is a constant matrix.
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where Q(θ) = Q(θT ).
Then, writing Kα,m−α(θ) in (3.55) as
Kα,m−α(θ) = Q(θ)w(θ), (3.59)










+ ΣQ(θ)w(θ) = DX(K0(θ))Q(θ)w(θ) +Bα,m−α(θ), (3.60)
where we have introduced the constant matrix Σ := (αλ1 + (m− α)λ2) · Id.







+ ΣQ(θ)w(θ) = Bα,m−α(θ), (3.61)





= (−Σ +R)w(θ) +Q−1(θ)Bα,m−α(θ). (3.62)
Finally, we assume that the matrix R in (3.57) can be diagonalized
J = C−1RC =
λ0 0 00 λ1 0
0 0 λ2
 , (3.63)





= (−Σ + J)u(θ) + Aα,m−α(θ), (3.64)
where Aα,m−α(θ) = C−1Q−1(θ)Bα,m−α(θ).









2πikθ (Ak, uk ∈ C2), (3.65)
and substitute expressions (3.65) in Eq. (3.64). We obtain a linear system for the Fourier co-
efficients uk which is diagonal and can be solved component wise, thus obtaining the following
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for j = 1, 2, 3. Finally, the solution Kα,m−α(θ) is given by
Kα,m−α(θ) = Q(θ)Cu(θ). (3.67)
Remark 3.5.1. The Fourier coefficients u(j)k in (3.66) are formally well defined to all orders pro-
vided there are no resonances, that is 2πik
T
+ αλ1 + (m− α)λ2 − λj−1 6= 0 (for j = 1, 2, 3).
Computation of the Floquet normal form
By Floquet theory [29], the monodromy matrix satisfies
M = Φ(T ) = Q(T )eTR = Q(0)eTR = Φ(0)eTR = eTR, (3.68)
where we have used Φ(0) = Id and Q(T ) is a T-periodic matrix.
Then, if there exists a matrix C such that
Φ(T ) = CDC−1 where D = diag(1, µ1, µ2), (3.69)







C−1 = CJC−1, (3.70)
where J is given in (3.63), with λ0 = 0, λi = ln(µi)/T i = 1, 2. Therefore the matrix Q in (3.57)
is given by











We recall that µ1 and µ2 are usually called Floquet multipliers and λ1 and λ2 the Floquet exponents.
3.5.2 Numerical Implementation
For numerical proposes we will truncate the power series at order L and the Fourier expansion
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K̄(θ, σ)−X(K̄(θ, σ)). (3.73)
Therefore, for a given error tolerance E > 0, the approximate solution will have a domain of
accuracy Ωloc(E) defined as
Ωloc(E) := {(θ, σ) ∈ T× R2 | ‖ E(θ, σ) ‖< E}, (3.74)
where ‖ · ‖ is the euclidean norm in R3.
Next Sections are devoted to explain how to compute the approximate solution K̄ of (3.10).
Moreover, we explain how to use the local approximation K̄ which is valid in the domain Ωloc(E)
in (3.74) to globalize the isochrons Iθ to a larger domain. From now on, to avoid stodgy notation,
we skip the bar in K̄.
Numerical Computation of K(θ, σ)
In this Section we discuss how to numerically solve Eqs. (3.52), (3.53) and (3.55).
First, we compute the periodic solution Γ = {γ(t/T ), θ ∈ [0, 1)}. To do so, we construct a
Poincaré Section and use a Newton method to find a fixed point of the corresponding Poincaré
map. By doing this, we find a point x0 ∈ Γ and the value T of the period.
We integrate system (3.1) with initial condition x(0) = x0 and system (3.7) altogether for a
time T to obtain γ(t/T ) = K0(θ) and Φ(θT ) for θ ∈ [0, 1). We store them for equidistant values
of θ; that is θi = i/N for i = 0, ..., N−1 which is equivalent to store the coefficients of the Fourier
series up to order N . Indeed, we can switch between them by means of a FFT algorithm.
We consider the monodromy matrix Φ(T ) and obtain its eigenvalues µi, called Floquet multi-
pliers, and the Floquet exponents λi = 1T ln(µi) and its associate eigenvectors vi for i = 1, 2 to
compute K10 and K01 according to the formulas in (3.54).
We use the scheme described in Section 3.5.1 to compute Kα,m−α for m ≥ 2 and α = 0, ...,m.
So, we compute first the matrices Q and R in (3.57) (see Section 3.5.1). To obtain the functions
Bα,m−α we need to compute the Taylor expansion of X(f((σ1, σ2))), where f((σ1, σ2)) is a Taylor
polynomial in σ1, σ2 up to order m− 1. As X consists of a combination of elementary functions,
we can use automatic differentiation to compute the coefficients Bα,m−α of the Taylor expansion
CHAPTER 3. NEURAL OSCILLATIONS, PHASE AND ISOCHRONS 73
of X up to arbitrary order. Finally, we use formula (3.66) to obtain the Fourier coefficients of
Kα,m−α.
To decide how many Fourier coefficients N we have to consider, we use a similar criteria to the
one given in [39]. Namely, we pick a value N such that the norm of the series with the last 10%




|ck| < Etail. (3.75)
To check the accuracy of the solutions Kα,m−α obtained, we substitute them in the correspond-
ing equation (Eq. (3.52) for m = 0, Eq. (3.53) for m = 1 and Eq. (3.55) for m ≥ 2) for discrete
values of θ, that is, θi = i/N for i = 0, ..., N − 1. For each value θi, this substitution provides an
evaluation of the error Eα,m−α(θi). Finally, we compute the discrete `1 norm of {Eα,m−α(θi)}N−1i=0







3.5.3 Globalizing Iθ, Aσ and K(θ, σ)
In this Section we explain how to globalize the isochrons Iθ and the A-surfaces Aiσ using the
approximation given by K̄ in Ωloc(E) (see Eq. (3.74)). The strategy used in what follows, adapted
from [75] and depicted in Fig. 3.16, proposes a method to globalize isochrons with a homogeneous
distribution of points. From now on, we will assume |λ1| > |λ2|.
We perform te following steps:
• Look for a point x00 such that: x00 = K(θ, 0, σ02), satisfying x00 ∈ Ωθloc = Ωloc ∩ {θ} (see
Eq. (3.74)). Observe that Ωθloc is the local approximation of the isochron Iθ. Integrate it
backwards by the flow a time nT , thus getting the point x10 = φ−nT (x
0
0). Check that the
euclidean distance ∆x between x00 and x
1
0 is lower than a threshold ∆xmax. If it is not, try
either a lower value of n or choose a point x00 closer to the limit cycle Γ and repeat the
computation.
• Once we obtain the point x10, notice that it satisfies Σ1(x10) = 0, and Σ2(x10) = σ02e−λ2nT :=
c. As x10 ∈ Iθ (the isochron of phase θ), we have obtained a new point on the isochron Iθ
with σ2 = c.
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• Then, the strategy is to fix the constant value c for σ2 and vary σ1, thus extending the
isochron along the curve Σ2(x) = c. To do so, consider a σ1 value such that the point




2) ∈ Ωθloc and integrate backwards by the flow φt. If the point x11 = φ−nT (x01)
is at a distance from x10 smaller than the tolerance ∆xmax we add it to the isochron. If not,
take a point x01 closer to x
0
0 and repeat the computations.
• Continue extending the isochron Iθ by repeating the previous step for values of σ1 such that




2) ∈ Ωθloc. When integrated backwards by the flow, x1k+1 =
φ−nT (x
0
k+1) is at a distance from x
1
k smaller than ∆xmax.
• It might happen that the next σ1 value to continue extending the isochron lies outside the
accuracy domain Ωθloc, that is x
0




2) /∈ Ωθloc. Then, if we denote by x0k =
K(θ, σk1 , σ
0
2) ∈ Ωθloc the last point used to globalize the isochron Iθ, we need to look for the




−λ2∆θT ) ∈ Ωθ+∆θloc . Then, one
just has to continue varying σ1 and continue extending the isochron by integrating backwards
a time (n+ ∆θ)T .
• Once we have globalized the isochron Iθ along Σ2(x) = c, continue globalizing the isochron
by repeating the same procedure for a different value c. Look for a new x00 ∈ Ωθloc such that
the point xk+10 = φ−nT (x
0
0) is at a distance of x
k
0 lower than ∆xmax. Then repeat the previous
steps.
Figure 3.16: Sketch of the method. As we want to globalize points on the Isochron Iθ having a σ2
constant value
(
Σ2(x) = c, c ∈ R
)
, one just has to look for points x = K(θ, σ1, c) ∈ Ωθloc and
vary σ1 to extend the isochron along the curves Σ2(x) = c. If the required value to continue ex-
tending the isochron lies outside the local domain Ωloc we use neighbouring local approximations
to continue extending the isochron.
It is important to remark that this method requires a good numerical precision to extend the
isochrons to a larger domain. The reason is that the globalization starts at a point x00 = K(θ, 0, σ
0
2)
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but numerically it corresponds to a valueK(θ, E1, σ02), whereE1 is a small error. Since |λ1| > |λ2|,
this error dramatically grows as we integrate backwards in time
φ−t(x
0
0) = K(θ + t/T,E1e
λ1t, σ2e
λ2t), (3.77)
and thus generates isochrons not accurate enough and the homogeneous coverage of the space,
specially for points near the manifold Σ1(x) = 0, is not possible.
Concerning the computation of A-surfaces in the 3D case, the method described previously
provides the A-surfaces A2σ defined in (3.14).
Moreover, the slow manifold
S = {x ∈ Ω | Σ1(x) = 0}, (3.78)
can also be computed using the method described in Section 3.5.3. This manifold is important
because the orbits approach the limit cycle along this manifold.
Numerical Examples
In this Section we will apply the methodology described in the previous Sections to different
models in neuroscience, both for single neuron and neural populations.
• A single neuron model introduced in [72] that we refer to as RT :










where V describes the membrane potential and h and r are the gating variables.
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For the single neuron model (3.79) we have used the following functions
IL = gL(V − VL), INa = gNam3∞h(V − VNa),
IK = gK(.75(1− h))4(V − VK), IT = gTp2∞r(V − VT ),
h∞(V ) =
1
1 + exp((v + 41)/4)
, r∞(V ) =
1




1 + exp(−(v + 37)/7)
, p∞(V ) =
1
1 + exp(−(v + 60)/6.2)
,
τr(V ) = 28 + exp(−(v + 25)/10.5), τh(V ) = 1/(ah(V ) + bh(V )),
ah(V ) = 0.128 exp(−(v + 46)/18), bh(V ) =
4
1 + exp(−(v + 23)/5)
,
and the following set of parameters
PRT = {Cm = 1, gL = 0.05, VL = −70, gNa = 3, VNa = 50,
gK = 5, VK = −90, gT = 5, VT = 0}.
• A reduced Hodgkin-Huxley-like system that we refer to as HH:










where V describes the membrane potential and n and h are the gating variables.
For the HH model (3.80) we have used the following functions
IL = gL(V − VL), INa = gNam3∞h(V − VNa), IK = gKn4(V − VK),
n∞(V ) =
1
1 + exp(−(v + 53)/15)
, h∞(V ) =
1
1 + exp((v + 62)/7)
,
τh(V ) = 7.4 exp(−((67 + V )/20)2) + 1.2, τn(V ) = 4.7 exp(−((79 + V )/50)2) + 1.1,
and the following set of parameters
PHH = {Cm = 1, gL = 0.1, VL = −75.6, gNa = 30, VNa = 55, gK = 9, VK = −77}.
• An extension of the Wilson-Cowan equations including synaptic dynamics that we refer to
as WCSyn:
τeĖ = −E + δE(c1E − c2s+ P ),
τiİ = −I + δI(c3E − c4s+Q),
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where E and I are the mean firing rates of excitatory and inhibitory populations, whereas s
describes the synaptic dynamics.




1 + exp(−aE(v − θE))
, δI(x) =
1
1 + exp(−aI(v − θI))
,
for the following parameters
PWC = {P = 4.5, τe = 3, a = 8, b = 16, aE = 3, θE = 4, Q = 0,
d = 3, τi = 3, c = 7, aI = 2, θI = 3, τr = 1, τd = 6}.
• A model for the mean field activity of a population of heterogeneous quadratic integrate-






2 − (πτmR)2 − JτmS + Θ,
τdṠ = −S +R,
(3.82)
where R is the mean firing rate of the population, V is the mean membrane potential and S
is the synaptic activation.
For the QIF-FRE model (3.82) we used the following parameters
PQF = {τm = 10,∆ = 0.3, J = 21,Θ = 4, τd = 5}.
Numerical computation
For the four cases considered, we study the dynamics in a neighbourhood of a T -periodic hy-
perbolic attracting limit cycle Γ, which surrounds an unstable fixed point. We set the zero phase
value at the maximum of the voltage value V (in the WCSyn model it will be the maximum of
the E variable). Each limit cycle Γ has two characteristic exponents, λ1 and λ2. The computation
of the periodic orbits has been performed using a Runge-Kutta method with a tolerance of 10−14.
In the neighbourhood of Γ we have performed a Taylor expansion as in (3.72) up to order L and
we have considered N + 1 Fourier coefficients for the coefficient Kα,m−α. Using this coefficients
we have computed the residuals defined in (3.75) which are smaller than Etail. The local approx-
imation for the isochrons defined in (3.74) is computed with an error smaller than Eloc, while the
globalization of the manifold, has been performed using the method in Section 3.5.3 and using a
Runge-Kutta method with a tolerance of 10−14. In the globalization we require a distance of order
∆xmax < 0.01. Table 3.2 lists for each model the values of the parameters described above.
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Model Figure T ≈ λ1 ≈ λ2 ≈ L = N = Etail Eloc
RT 3.17 8.395 −0.368 −0.022 15 2048 10−10 10−8
HH 3.18 7.586 −1.73 −0.2 5 2048 10−10 10−6
WCSyn 3.19 24.43 −0.445 −0.246 10 2048 10−10 10−8
QIF − FRE 3.20 27.58 −0.408 −0.06 10 2048 10−10 10−8
Table 3.2: Numerical values for the different models considered; T = period of the periodic orbit
Γ; λ1, λ2 characteristic exponents associated to Γ; L order of the Taylor expansion; N + 1 number
of Fourier coefficients; tolerance Etail defined in (3.75); maximal error Eloc when computing local
approximation of the isochrons.
For each model, we present a Figure (Figs. 3.17 to 3.20) having different panels, that we de-
scribe and compare below. In the four figures, panel A shows the variables of each model during
a period. Panel B shows the xyz coordinates over a period for K10 and K01. Notice since the
attraction to the limit cycle is not homogeneous along the cycle the functions K10 and K01 show
dramatic changes along a period, specially for the RT and HH models (see Figs. 3.17 and 3.18).
Panel C shows the isochrons using the local approximation for K(θ, σ1, σ2). Notice that for the
phases for which K01 or K01 is close to zero show smaller domains of accuracy for their local
approximations of K(θ, σ1, σ2) noticeable by the size of the isochrons. This difference in size can
be easily seen comparing panel C for HH equations (Fig. 3.18) and WCSyn (Fig.3.19) and their
respective values of K01 and K10. Panel D shows the slow manifold. Finally, panel E shows the
global of the isochrons. Notice that they are not homogeneously distributed along the cycle. The
isochron computation has been restricted to values that are biophysically plausible. Namely, for
the HH model, the gating variables n and h are allowed to vary between 0 and 1. The same cri-
terion was applied to the gating variables h and r in RT model. For the WCSyn model, the three
variables E, I and s are restricted between 0 and 1. Finally, for QIF − FRE model, R and S
variables can not be negative.
3.5.4 A 3 dimensional study of perturbations
As we discussed in Section 3.3, the extension of the phase function to a neighbourhood Ω of
an attracting limit cycle Γ by means of the amplitude variables σ1 and σ2, is specially useful to
account for an accurate description of the dynamics far from the limit cycle Γ. Using our method,
by means of the parameterization K(θ, σ) in Ω and allows us to define the functions Θ, Σ1 and
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Figure 3.17: For RT model (3.79) we show: (A) the coordinates of V, h, and r of the periodic orbit
as functions of the phase θ. (B) The coordinates of V, h, and r of K10 and K01 as functions of the
phase θ. (C) Domain of accuracy for the local approximation of K(θ, σ1, σ2). (D) Slow attractive
manifold of Γ, corresponding to σ1 = 0. (E) Two perspectives of the globalized isochrons Iθ. Here
xyz refer to V, h and r, respectively.
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Figure 3.18: For HH equations (3.80) we show: (A) the coordinates of V, n, and n of the periodic
orbit as functions of the phase θ. (B) The coordinates of V, n, and h of K10 and K01 as functions
of the phase θ. (C) Domain of accuracy for the local approximation of K(θ, σ1, σ2). (D) Slow
attractive manifold of Γ, corresponding to σ1 = 0. (E) Two perspectives of the globalized isochrons
Iθ. Here xyz refer to V, n and h, respectively.
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Figure 3.19: For the WCSyn equations (3.81) we show: (A) the coordinates of E, I, and s of the
periodic orbit as functions of the phase θ. (B) The coordinates of E, I, and s of K10 and K01 as
functions of the phase θ. (C) Domain of accuracy for the local approximation of K(θ, σ1, σ2). (D)
Slow attractive manifold of Γ, corresponding to σ1 = 0. (E) Two perspectives of the globalized
isochrons Iθ. Here xyz refer to E, I and s, respectively.
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Figure 3.20: For the QIF-FRE model (3.82) we show: (A) the coordinates of R, V, and s of the
periodic orbit as functions of the phase θ. (B) The coordinates of R, V, and s of K10 and K01 as
functions of the phase θ. (C) Domain of accuracy for the local approximation of K(θ, σ1, σ2). (D)
Slow attractive manifold of Γ, corresponding to σ1 = 0. (E) Two perspectives of the globalized
isochrons Iθ. Here xyz refer to R, V and s, respectively.
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Σ2 (see Eqs. (3.11), (3.13)) which provide a description of the effects of a perturbation onto the
oscillation.
Following the general derivation in Section 3.3, for the 3D case (d = 3), a perturbed system of
the form
ẋ = XA(x, t) = X(x) + Ap(x, t;A), (3.83)




+ A∇Θ(K(θ, σ)) · p(t),
σ̇i = λiσi + A∇Σi(K(θ, σ)) · p(t), i = 1, 2,
(3.84)
with θ ∈ T, σ = (σ1, σ2) ∈ R2. We recall (see (3.34)), that the functions∇Θ and∇Σi are the first
order approximation of the phase response functions (PRF) and the amplitude response functions
(ARF), respectively.
We also recall that if p(t) is a Ts-periodic pulsatile perturbation, dynamics can be described by
the following stroboscopic map
θk+1 = θk + A∇Θ(K(θk, σk)) · ~v + Ts
T
, (mod 1) k ∈ N
σk+1i =
(
σki + A∇Σi(K(θk, σk)) · ~v
)
eλiTs i = 1, 2,
(3.85)
where v is a 3D vector representing the direction of the pulsatile perturbation.
Analogously to (3.31), we can compute the PRF and the ARFs in the 3D case using that
K(Θ(x),Σ1(x),Σ2(x)) = x; thus differentiating we have for x = (x1, x2, x3) ∈ Ω:1 0 00 1 0
0 0 1






 = [DK(θ, σ)]−1 =
∂θKx1(θ, σ) ∂σ1Kx1(θ, σ) ∂σ2Kx1(θ, σ)∂θKx2(θ, σ) ∂σ1Kx2(θ, σ) ∂σ2Kx2(θ, σ)
∂θKx3(θ, σ) ∂σ1Kx3(θ, σ) ∂σ2Kx3(θ, σ)
−1 (3.86)
where Kxi i = 1, 2, 3 denotes the i− th component of the parameterization K(θ, σ).
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Slow manifold reduction
As discussed in Section 3.4.3, the phase approach was limited to very weak perturbations. For
an accurate description of the perturbed dynamics it was necessary to consider the amplitude vari-
able σ. In the 3D case, apart from the phase reduction (see Section 3.3.1), we can explore the slow
manifold reduction. This reduction is based on the fact that the amplitude variables σ1 and σ2,
decay to zero at a rate that depends on its associated Floquet multiplier. If we have |λ1| >> |λ2|,
we can assume that σ1 = 0 and the dynamics occurs on the slow manifold S defined in (3.78).




+ A∇Θ(K(θ, 0, σ2)) · p(t)
σ̇2 = λ2σ2 + A∇Σ2(K(θ, 0, σ2)) · p(t),
(3.87)
and similarly the stroboscopic map in (3.32) writes as
θk+1 = θk + A∇Θ(K(θk, 0, σk2)) · ~v +
Ts
T
, (mod 1) k ∈ N
σk+12 =
(




3.5.5 Preliminary study of perturbations
We study the perturbed dynamics by means of the phase reduction, the slow manifold reduction
and using the full phase-amplitude variables for a particular example. We consider a train of n
pulses of size ε separated by a time Ts (see Fig. 3.21). Each train of pulses is separated by a time
Tp. We expect for this perturbation the dynamics to occur near but not on the limit cycle.
We consider a pulse of amplitude weak enough so the dynamics can be described by the fol-
lowing map
F (x) := ϕTp ◦ f ◦ · ◦ f︸ ︷︷ ︸
n
(x), (3.89)
where f(x) := ϕTs(x+ ε).
As an example of application, we will apply the perturbation (3.89) described above to the limit
cycle of the RT model (3.79). In particular, we will consider a train of n = 50 pulses of amplitude
ε = −0.15, separated by a time interval Ts = 0.01. The interval between input trains will be set to
Tp = T = 8.395, where T is the period of the unperturbed limit cycle.
The phase-amplitude variables coincide with the description of the state variables at multiples
of the period (see Fig. 3.22A). In Fig. 3.22B we show the phase coordinate for several iterates using
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Figure 3.21: We will consider a train of n pulses of size ε separated by a time Ts. Each train
of pulses will be separated by a time Tp (left panel). By using this perturbation, we expect the
dynamics to occur near but not on the limit cycle (right panel).
Figure 3.22: For the map (3.89) applied to the RT model (3.79) we show: (A) the voltage coordi-
nate provided by the dynamics of the full system in the state variables (blue) and the dynamics of
the full system in the phase-amplitude variables (red). The dashed curve represents the evolution
of the voltage provided by the original system. (B) Phase coordinate for several iterates using the
dynamics provided by the phase reduction (yellow), the slow manifold reduction (green) and the
full system in phase-amplitude variables (red).
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the dynamics provided by the phase reduction, the slow manifold reduction and the full system in
phase-amplitude variables. Dynamics seems to tend to a fixed point which is specially different
for the phase reduction.
3.6 Discussion
In this Chapter we extend the relationship between the parameterization method and the phase
reduction framework initiated in [17, 39, 49] where it was applied to pulsatile perturbations of 2D
systems. Here we extend these results to continuous time dependent perturbations and beyond the
2D case.
For the 2D case we have applied the methods in [39] to obtain the parameterization K(θ, σ)
of the Wilson-Cowan equations and use it to compute its iPRCs, isochrons and A-Curves. The
calculation of these objects near two different bifurcations, namely a Hopf and a SNIC, allowed us
to understand how a given oscillator may respond differently to the same perturbation and to relate
this response with some features which can be easily seen when looking either to the iPRCs (that
is if are of type I or II) or how packed is their isochron distribution. Then, we have studied the
domain of applicability of phase and phase-amplitude variables when forcing the Wilson-Cowan
equations with a T’-periodic continuous perturbation.
The main achievement of this Chapter is the efficient extension of the method in [39, 49] to
the computation of isochrons for a d-dimensional dynamical system, d ≥ 2 with the Floquet
normal form (see [18]) which provides powerful and fast methods to compute the parameterization
K(θ, σ).
The parameterizationK(θ, σ) provided an accurate computation of the isochrons and A-surfaces
of a given limit cycle. We remark that several features require an accurate numerical precision in
order to globalize the global isochrons to a larger domain. Namely, when the ratio λmax/λmin is
large or the domain for the local approximation is small. Both features are typically a consequence
of the slow-fast dynamics.
The parameterization K(θ, σ) can also be used to compute iPRFs and iARFs of limit cycles
of d-dimensional systems. Furthermore, it allows to compute in phase-amplitude variables the
effect of discrete and continuous perturbations with high accuracy. We have carried out an initial
exploration of how the slow manifold reduction can explain the effect of perturbations for the case
d > 2. Thus, the work performed in this Chapter opens the door for further studies and applications
in the context of optimal control strategies for periodic dynamics.

Chapter 4
Computation of PRCs by means of the
parameterization method
The goal of this Chapter will be to present a methodology, merging concepts introduced in
previous Chapters 2 and 3, such as the invariant curves for the stroboscopic map ΓA, the phase-
amplitude variables and the isochrons, to compute the PRCs for perturbations of large amplitude
and not necessarily pulsatile.
In general, PRCs can be measured, both experimentally and numerically, in individual neurons
and in neuronal populations, and for arbitrary stimuli, assuming that there is enough time to allow
the perturbed trajectory to relax back to the limit cycle. As we have seen in previous Chapter, for
perturbations that are infinitesimally small in duration (pulsatile) and amplitude, one obtains the
so called infinitesimal PRC (iPRC). The iPRC corresponds to the first order approximation of the
PRC with respect to the amplitude and it can be easily computed by means of solving the Adjoint
equation [25]. Perturbations of small amplitude but longer duration are assumed to sum linearly,
thus the phase resetting experienced by the oscillator is obtained by convolving the input waveform
with the iPRC. Of course, this approximation fails when the perturbation is strong.
There exists different alternatives to the Adjoint method for the computation of PRCs [51, 35].
The underlying idea for the method we present here is to construct a particular periodic pertur-
bation consisting of the repetition of the transient stimulus followed by a resting period when no
perturbation acts. For this periodic system we consider the corresponding stroboscopic map and
we prove that, under certain conditions, the map has an invariant curve. The core mathematical re-
sult of this Chapter is Theorem 4.2.2, which gives the existence of the invariant curve and provides
the relationship between the PRC and the internal dynamics of the curve. The proof of the Theo-
rem relies on using the coordinate system given by the previously defined phase and the amplitude
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variables (see Chapter 3). In these variables, the map is contracting in the amplitude direction and
one can apply results about the existence of invariant curves from [62, 63]. In fact, working in the
original variables, one could also use theorems on the persistence of normally hyperbolic invariant
manifolds with a posteriori format [7, 43]. That is, one formulates a functional equation for the
parameterization of the invariant curve and its internal dynamics. Then, if there exists an approxi-
mate solution of this invariance equation, which satisfies some explicit nondegeneracy conditions,
there is a true solution nearby.
Furthermore, these a posteriori theorems provide a numerical algorithm to compute the invari-
ant curve and its internal dynamics based on a ’quasi-Newton’ method. We will implement this
algorithm and compute the PRC using the result in Theorem 4.2.2. We also present an extension
of the algorithm to compute the PRC for those cases in which the invariant curve of the strobo-
scopic map does not exist (possibly because it loses its normal hyperbolic properties). In this case,
it is possible to write an invariance equation which can be solved approximately using similar
algorithms and still obtain the PRC. Our methods can also be used to find the ARC.
We apply our methodology to some representative examples in the literature, namely the Morris-
Lecar model and the Wilson-Cowan equations, with a sinusoidal type of stimulus. As the amplitude
is increased, we detect the breakdown of the curve, which we can relate with the geometry of the
isochrons. Moreover, we compute the PRC beyond the breakdown of the invariant curve with a
modified version of the algorithms. We compare the results for the PRC using our methodology
with the one obtained using the standard approach, showing a good agreement. This accuracy is
maintained for all the amplitudes, including the transition from type 0 to type 1 PRC [32, 33],
which occurs when the perturbation sends points of the limit cycle to the phaseless sets.
The Chapter is organized as follows: in Section 4.1 we set the mathematical formalism. In
Section 4.2.1 we state the main result: Theorem 4.2.2. In Section 4.3 we describe the numerical
algorithms based on Theorem 4.2.2 and present an extension for the case when the invariant curve
does not exist but the PRC can still be computed. In Section 4.4 we present numerical results for
some representative examples. We finish with a discussion in Section 4.5.
Results in this Chapter have been submitted for publication [50].
4.1 Mathematical Formalism
Let us consider a smooth system of ODEs given by
ẋ = X(x) + Ap(t;A), x ∈ Rn (4.1)
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where p(t;A) is a function with compact support satisfying p(t;A) = 0 everywhere except for
0 ≤ t ≤ Tpert and max
t∈R
|p(t;A)| = 1, therefore A determines the amplitude of the perturbation.
We assume that when A = 0 (i.e the unperturbed case) system (4.1) has a hyperbolic attracting
limit cycle Γ0 of period T
Γ0 := {γ0(t), t ∈ [0, T )},
being γ0 a T -periodic solution of (4.1).
In the following we will denote by ψA(t; t0, x) the general solution of system (4.1). As system
(4.1) is autonomous for A = 0, we know that ψ0(t; t0, x) = φ0(t− t0;x), where φ0(t;x) is the flow
of the unperturbed system. Moreover, abusing of notation we will denote by φA(t;x) = ψA(t; 0, x).
For the unperturbed case, we can define a parameterization K0 for Γ0 by means of the phase
variable θ = t
T
, that is,
K0 : T := [0, 1)→ Rn, (4.2)
such that K0(θ) = γ0(θT ). Thus, the dynamics for θ satisfies




Observe that φ0(t;K0(θ)) = K0(θ + tT ) = K0(Ψ0(t; θ)).
Consider a point x in the basin of attractionM (stable manifold) of the limit cycle Γ0. Since Γ0
is a Normally Hyperbolic Invariant Manifold (NHIM), by NHIM theory (see [27, 37, 46]), there
exists a unique point on the limit cycle, K0(θ) ∈ Γ0, such that
d(φ0(t;x), φ0(t;K0(θ)) ≤ Ce−λt for t ≥ 0, (4.4)
where −λ < 0 is the maximal Lyapunov exponent of Γ0. Analogously to Chapter 3, this property
allows us to assign a phase θ to any point x ∈ M. Indeed, the phase function is defined as (see
[37]):
Θ :M⊂ Rn → T,
x 7→ Θ(x) = θ,
(4.5)
such that equation (4.4) is satisfied. The sets of points with the same asymptotic phase are called
isochrons [88] (previously defined in Eq. (3.5)). The sets of points where the asymptotic phase is
not defined are called phaseless sets [37]. Clearly, for an attracting Normally Hyperbolic Invariant
Manifold the phaseless sets are contained in Rn \M.
In this context, the definition of the PRC (see [24]) for the general perturbationAp(t;A) in (4.1)
is defined as
PRC(θ, A) = Θ(φA(Tpert, K0(θ)))−Θ(φ0(Tpert, K0(θ))), (4.6)
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if φA(Tpert, K0(θ)) ∈M.
In the sequel, abusing notation, we will denote byM a bounded neighbourhood of the periodic
orbit Γ0 such that M̄ is contained in the basin of attraction of Γ0.
If we denote by
xpert := φA(Tpert;K0(θ)), θpert := Θ(xpert), (4.7)
from (4.3) and (4.6) we have that







Moreover, since φA(Tpert + t;K0(θ)) = φ0(t;xpert) and by the definition of phase function given
in (4.5) we have that
PRC(θ, A) = Θ(φA(Tpert + t;K0(θ)))−Θ(φ0(Tpert + t;K0(θ))), (4.9)
for all t ≥ 0.
The standard method to compute the PRC
In order to compute the PRC either experimentally or numerically, usually one finds the time
t1  Tpert at which some xi-coordinate of the perturbed trajectory φA(t;K0(θ)) reaches the maxi-
mum after the perturbation is turned off and compares this value with the time t0 which is closest to
t1 at which the unperturbed trajectory φ0(t;K0(θ)) reaches this maximum (see Figure 4.1). Then,





This approach (that we will refer to as the standard method) provides a good approximation of
the PRC if the time to relax back to the oscillator Γ0 is short either because there is a strong con-
traction (the maximal Lyapunov exponent −λ in (4.4) is sufficiently negative) or the perturbation
is weak (A  1 in (4.1)). Otherwise, one should wait several periods (kT , k ∈ N sufficiently
large) before computing the phase difference.
In the next Sections we present theoretical and numerical results based on the parameterization
method to compute the PRC.
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Figure 4.1: After the perturbation is turned off (t > Tpert), the trajectories relax back to the limit
cycle and a phase shift ∆θ is experienced.
4.2 Computation of the PRC by means of the parameterization
method. Theoretical results
4.2.1 Stroboscopic approach
The perturbation p(t;A) in (4.1) is not periodic. However, we will introduce a periodic pertur-
bation p̄(t;A) of period T ′ := Tpert + Trel, with Trel  Tpert which coincides with p(t;A) for
0 ≤ t ≤ T ′. Then, we consider the T ′-periodic system
ẋ = X(x) + Ap̄(t;A), x ∈ Rn (4.11)
whose solutions coincide with the solutions of (4.1) for 0 ≤ t ≤ T ′. Since p̄(t;A) is periodic, we
can define the stroboscopic map given by the flow of (4.11) at time T ′ starting at t = 0, i.e.
FA : Rn → Rn,
x → FA(x) = φA(T ′;x) = φA(Tpert + Trel;x). (4.12)
Using this approach the formula for the PRC given in (4.9) for t = Trel writes as
PRC(θ, A) = Θ(FA(K0(θ)))−Θ(F0(K0(θ))). (4.13)
Note that for A = 0, one has
F0(K0(θ)) = φ0(T
′;K0(θ)) = K0(θ + T
′/T ), (4.14)
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therefore
Γ0 = {K0(θ), θ ∈ [0, 1)} (4.15)
is an invariant curve of the map F0. Moreover, for any x ∈M, by (4.4) we have
|F0(x)− F0(K0(θ))| ≤ Ce−λT
′
,
where θ = Θ(x). Therefore, Γ0 is a normally hyperbolic attracting invariant curve of the map F0.
Let us recall here, following [27, 28, 46], the definition of normally hyperbolic attracting invari-
ant curve adapted to our problem.
Definition 4.2.1. Let F : M → M a Cr map on a Cr-differentiable manifold M . Assume that
there exists a manifold Γ ⊆M that is invariant for F . We say that Γ ⊂M is a hyperbolic attracting
manifold if there exist a splitting of the tangent bundle of TM into DF -invariant sub-bundles, i.e,
TM = Es ⊕ TΓ,
and constants C > 0 and
0 < λ+ < η
−1 ≤ 1, (4.16)
such that for all x ∈ Γ we have
v ∈ Esx ⇔ ‖DF k(x) v‖ ≤ Cλk+‖v‖, for all k ≥ 0,
v ∈ TxΓ⇔ ‖DF k(x) v‖ ≤ Cη|k|‖v‖, for all k ∈ Z.
(4.17)


















Therefore, for any x = K0(θ) ∈ Γ0, there is a splitting R2 =< DK0(θ) > ⊕ < N(θ) > and rates
λ+ = e
−λT ′ and η = 1, thus showing that Γ0 is a normally hyperbolic attracting manifold.
This can be generalized to n ≥ 2 (see Remark 4.2.4) using the information of the variational
equations along the periodic orbit Γ0.
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Next, we present the main result of this Chapter which provides the existence of an invariant
curve ΓA of the stroboscopic map FA of system (4.11) which isO(Ae−λTrel)-close to Γ0 and relates
its internal dynamics with the PRC of Γ0 in system (4.1) (see Fig. 4.2). The proof of this Theorem
is postponed to Section 4.2.2.
Theorem 4.2.2. Consider the stroboscopic map FA of the T ′-periodic system (4.11) defined in
(4.12) with T ′ = Tpert + Trel and let Γ0 be the normally hyperbolic attracting invariant curve of
the map F0, parameterized by K0 such that
F0 ◦K0 = K0 ◦ f0,
where f0(θ) = θ + T ′/T .
Take A > 0. If A is small or A = O(1) and the following hypothesis are satisfied:
H1 φA(Tpert;x) ∈M for any x ∈ Γ0,
H2 The function PRC(θ, A) + θ is a monotone function,
H3 Trel is sufficiently large,
then, there exists an invariant curve ΓA of the map FA. Moreover, there exists a parameterization
KA of ΓA and a periodic function fA such that
FA(KA(θ)) = KA(fA(θ)), (4.20)
KA(θ) = K0(θ) +O(Ae−λTrel),
PRC(θ, A) = fA(θ)− f0(θ) +O(Ae−λTrel).
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Figure 4.2: Sketch of the results of Theorem 4.2.2. The perturbation acting on a point K0(θ) ∈ Γ0
for a time T ′ = Tpert + Trel displaces it to a point FA(K0(θ)). In Theorem 4.2.2 we show that
the phase difference between the perturbed and unperturbed trajectories is given up to an error
O(Ae−λTrel) by the difference between the internal dynamics fA(θ) on ΓA and f0(θ) on Γ0. For
the sake of clarity we have located points K0(θ) and KA(θ) (resp. FA(K0(θ)) and KA(fA(θ))) on
the same isochron Iθ (resp. Iθ∗ , where θ∗ := fA(θ)) although they are O(Ae−λTrel)-close.
4.2.2 Proof of Theorem 4.2.2
The case A small
In this Section we will prove Theorem 4.2.2 for A small. We first prove the following lemma
which shows that the map FA has an invariant curve ΓA which is O(Ae−λTrel) close to Γ0.
Lemma 4.2.3. Consider the stroboscopic map FA of the T ′-periodic system (4.11) defined in (4.12)
and let Γ0 be the normally hyperbolic invariant curve of the map F0, parameterized by K0 (see
(4.2)). Then, for A small enough there exists an invariant curve ΓA of the map FA. Moreover,
there exist a parameterization KA : T → Rn and a periodic function fA : T → T satisfying the
invariance equation
FA(KA(θ)) = KA(fA(θ)),
such that KA(θ) satisfies
|KA(θ)−K0(θ)| = O(Ae−λTrel), (4.21)
where −λ < 0 is the maximal Lyapunov exponent of Γ0.
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Proof. When n = 2, since, by (4.18) and (4.19), Γ0 is a normally hyperbolic attracting invariant
manifold of F0, the existence of the invariant curve for A small enough follows from Fenichel’s
Theorem [27, 28]. We will perform the rest of the proof for n = 2 but it can be easily generalized
to arbitrary n (see Remark 4.2.4). Using results in [39] (see [13, 18] for higher dimensions) , we
can describe a point (x, y) ∈ M in terms of the so called phase-amplitude variables (more details
about this change were given in Chapter 3). More precisely, consider the change of coordinates
K : Ω ⊂ T× R→M⊂ R2
(θ, σ)→ K(θ, σ) = (x, y),
(4.22)
where Ω := T × U and U ⊂ R, such that system (4.11) for A = 0, expressed in the variables







Moreover, system (4.11) for A 6= 0 small enough, expressed in the variables (θ, σ), writes as





σ̇ = −λσ +O(A),
(4.24)
and we will denote by ΨA(t; t0, θ, σ) the general solution of (4.24).
Consider now the stroboscopic map FA in the variables (θ, σ), i.e. F̃A : Ω → Ω, such that
F̃A = K
−1 ◦ FA ◦K. We have
F̃A(θ, σ) = ΨA(T









where K(θpert, σpert) = φA(Tpert, K(θ, σ)) ∈M. Therefore, for A small enough we have














+O(A), σe−λT ′ +O(Ae−λTrel)
)
= F̃0 +O(A). (4.26)
The unperturbed invariant curve Γ0 for F̃0 in the variables (θ, σ) is given by
Γ̃0 = {(θ, σ) | θ ∈ T, σ = 0}.
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Therefore, by Fenichel’s Theorem, for A 6= 0 small enough, there exists a function
SA : T→ R
θ → SA(θ),
(4.27)
such that SA(θ) = O(A) and the perturbed invariant curve for F̃A is given by
Γ̃A = {(θ, σ) | θ ∈ T, σ = SA(θ)}. (4.28)
Analogously, K̃A(θ) = (θ, SA(θ)) is a parameterization of the invariant curve Γ̃A. Hence, using
the invariance property, we have
F̃A(K̃A(θ)) = F̃A(θ, SA(θ))
= (F̃ 1A(θ, SA(θ)), F̃
2
A(θ, SA(θ)))











and F̃ 1A and F̃
2
A correspond to the θ and σ component of F̃A, respectively.










−λT ′ +O(Ae−λTrel), ∀θ ∈ T.
Therefore, since SA(θ) = O(A) and T ′ = Tpert + Trel we get an improved bound for SA
SA = O(Ae−λTrel).
Returning to the original variables (x, y) using the change of variables given in (4.22) and assuming
(x, y) ∈ ΓA ⊂M, if A is small enough, one has
(x, y) = K(θ, σ) = K(θ, SA(θ)) = K ◦ K̃A(θ) =: KA(θ). (4.29)
Thus, the invariant curve can be parameterized by KA and
FA(KA(θ)) = FA ◦K ◦ K̃A(θ) = K ◦ F̃A ◦ K̃A(θ) = K ◦ K̃A(fA(θ)) = KA(fA(θ)),
that is, the internal dynamics over the invariant curve ΓA is the same for both parameterizations.
Therefore,




≤ C̄|SA(θ)| ≤ CAe−λTrel ,
(4.30)
where C is a constant independent of Trel and A.
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Remark 4.2.4. Notice that the proof can be generalized to any n, just considering σ = (σ1, . . . , σn−1) ∈
Rn−1 and
σ̇ = Λσ,
where Λ is the real canonical form of the projection onto the stable subspace of the monodromy
matrix of the first variational equation along the periodic orbit:
ẋ = DX(γ(t))x .
The proof can be derived analogously using that σ(t) = σ(0)eΛt and |σ0eΛt| < |σ0|e−λt, where
−λ < 0 is the maximal Lyapunov exponent of Γ0.
End of the Proof of Theorem 4.2.2 for A small
To finish the proof of Theorem 4.2.2 we need to show that the internal dynamics fA in ΓA is close
to the PRC of Γ0 under system (4.1).
Consider the parameterization KA of the invariant curve ΓA given in Lemma 4.2.3, we have
KA(fA(θ)) = FA(KA(θ)) = FA(K0(θ)) + FA(KA(θ))− FA(K0(θ)).
Assuming that supx∈M̄ |DFA| ≤ C and using that |KA(θ)−K0(θ)| = O(Ae−λTrel) (see Lemma 4.2.3),
we have
FA(K0(θ)) = KA(fA(θ)) +O(Ae−λTrel). (4.31)
Moreover, using the formula for the PRC given in (4.13), we have




= fA(θ)− f0(θ) + Θ[KA(fA(θ)) +O(Ae−λTrel)]−Θ[KA(fA(θ))].
(4.32)
Now using that supx∈M̄ |∇Θ| ≤ C we have
PRC(A, θ) = fA(θ)− f0(θ) +O(Ae−λTrel).
The case A = O(1)
To prove Theorem 4.2.2 for A = O(1) one could use the results in [7], which state that if a
map has an approximately invariant manifold which is approximately normally hyperbolic, then
the map has a true invariant manifold nearby.
CHAPTER 4. COMPUTATION OF PRCS BY MEANS OF THE PARAM METHOD 99
Due to the strong attracting properties of the invariant curve Γ0, it is straightforward to see that
Γ0 is approximately invariant for the map FA, even if A = O(1).
Consider the intermediate map
Fpert(x) = φA(Tpert;x), (4.33)
we will use the hypothesis H1 that states that Fpert maps the curve Γ0 into its basin of attraction
M. Then, given a point x = K0(θ) ∈ Γ0, if xpert = Fpert(x) = φA(Tpert;x) ∈ M, (see (4.7)), by
equation (4.4), there exists a point K0(θpert) ∈ Γ0 such that, for t ≥ 0∣∣∣∣FA(K0(θ))−K0(θpert + TrelT
)∣∣∣∣ = |φ0(Trel;xpert)− φ0(Trel, K0(θpert))| ≤ Ce−λTrel . (4.34)










= PRC(θ, A) + f0(θ), (4.35)
where f0(θ) = θ + T ′/T . Hence, defining
f̄A(θ) := PRC(θ, A) + f0(θ), (4.36)
expression (4.34) reads as
|FA(K0(θ))−K0(f̄A(θ))| ≤ Ce−λTrel . (4.37)
In other words, the curve Γ0 with inner dynamics f̄A is approximately invariant with respect to FA
with an error O(e−λTrel) that can be made as small as we want taking Trel large enough. To apply
the results in [7] one needs to show that Γ0 is approximately normally hyperbolic for FA. That is,
for each point x ∈ Γ0 there exists a decomposition Γ0,x = Γc0,x ⊕ Γs0,x, with Γc0 an approximation
of the tangent space to Γ0 at x and such that
• This splitting is approximately invariant under the linearized map, DFA,
• DFA(x)|Γs0 expands and does so at a greater rate than does DFA(x)|Γc0 .
Again, we will work in the 2-dimensional case, but results can be generalized to arbitrary dimen-
sion (see Remark 4.2.4). Using the change of variablesK introduced in (4.22) the map FA satisfies
(see equation (4.25))
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where K(θpert, σpert) = Fpert(K(θ, σ)) (see (4.33)). Notice that θpert and σpert are correctly de-
fined as long as Fpert(K(θ, σ)) ∈ M, which is satisfied for points (θ, 0) on the invariant curve Γ0
by hypothesis H1 and therefore in a small neighbourhood of Γ0. Taking derivatives with respect to
θ and σ in expression (4.38) we have



























and evaluating on points (θ, 0), we have

















where f̄A is defined in (4.36) (see also (4.35)) and
K1(θ) := DσK(θ, σ)|σ=0. (4.41)
























Moreover, as the functions θpert(θ, σ) and σpert(θ, σ) are smooth functions at the points (θ, 0) we











Therefore calling ε = e−λTrel , we have
DFA(K0(θ))DK0(θ) = ΛT (θ)DK0(f̄A(θ)) +O(ε),
DFA(K0(θ))Z(θ) = O(ε),
(4.43)






and as long as
dθpert
dθ
(θ, 0) 6= 0, θ ∈ T, (4.45)
which is guaranteed by hypothesis H2, one could produce an iteration procedure to construct an
approximated splitting which makes Γ0 to be approximately Normally Hyperbolic (see Defini-
tion 4.2.1) and apply the results in [7], which give that FA will have an invariant curve ΓA near
Γ0.
A more direct argument consists in considering the map FA in the variables (θ, σ) in (4.22),
denoted by F̃A in (4.25) and apply the results in [62] (see also [63]) to this map. Thanks to
hypothesis H1, one can consider a neighbourhood of Γ0 where the change of variables (x, y) =
K(θ, σ) is defined and therefore the map F̃A is a smooth diffeomorphism
F̃A : Dρ := T× Iρ → T× R,
where Iρ = {σ ∈ R, |σ| ≤ ρ}, with ρ > 0 small, and has the form
F̃A(θ, σ) =
(





f0(θ) = θpert(θ, 0) +
Trel
T
, f̂(θ, σ) = θpert(θ, σ)− θpert(θ, 0), g(θ, σ) = σpert(θ, σ)e−λTrel .
Hypothesis H2 ensures that f0 is a smooth diffeomorphism (and therefore invertible) and, taking
Trel large enough, the map F̃A strongly contracts in the σ direction. Moreover, for (θ, σ) ∈ Dρ, we
have ∣∣∣∣∂f̂∂θ
∣∣∣∣ ≤ L11, ∣∣∣∣∂f̂∂σ
∣∣∣∣ ≤ L12, ∣∣∣∣∂g∂θ
∣∣∣∣ ≤ L21, ∣∣∣∣∂g∂σ
∣∣∣∣ ≤ L22,
where L11, L12 = O(ρ), L21, L22 = O(e−λTrel) can be made small by taking ρ small and Trel large.
One can then apply Theorem 3 in [62], which gives, for Trel large enough (hypothesis H3), the
existence of the invariant curve in the form (4.28), where the function SA must satisfy
F̃ 2A(θ, SA(θ)) = SA(F̃
1
A(θ, SA(θ))),
and SA = O(e−λTrel). Again F̃ 1A and F̃
2
A correspond to the θ and σ component of F̃A, respectively.
Returning to the original variables x = K(θ, σ) defined in (4.22) and using that ΓA ⊂ M, we
obtain the parameterization KA of ΓA as in (4.29). Moreover, an analogous reasoning to (4.30),
once we have bounded the size of SA, gives
|KA(θ)−K0(θ)| ≤ Ce−Trel . (4.46)
CHAPTER 4. COMPUTATION OF PRCS BY MEANS OF THE PARAM METHOD 102
End of the Proof of Theorem 4.2.2 for A = O(1)
To finish the proof of Theorem 4.2.2 we need to show that the internal dynamics fA in ΓA is close
to the PRC of Γ0 for system (4.1).
This can be done analogously to the case A small using (4.46) instead of (4.21) arriving to
PRC(A, θ) = fA(θ)− f0(θ) +O(e−λTrel). (4.47)
This concludes the proof, using that for A = O(1), O(e−λTrel) = O(Ae−λTrel).
4.3 Computation of the PRC by means of the parameterization
method. Computational results
4.3.1 Computation of the invariant curve
Theorem 4.2.2 establishes that the PRC can be obtained from the dynamics on the invariant
curve ΓA of the stroboscopic map FA. This allows us to take advantage of the existing algorithms
based on the parameterization method [13, 42] to compute the parameterization of the invariant
curve KA as well as its internal dynamics fA. The algorithms, which we describe in what follows,
are based on a Newton-like method to solve the invariance equation (4.20) for the unknowns KA
and fA. Indeed, given an approximation of the parameterization KA of the invariant curve ΓA
and its internal dynamics fA, the method provides improved solutions that solve the invariance
equation up to an error which is quadratic with respect to the initial one at each step. Moreover,
the method requires to compute alongside the invariant normal bundle of the invariant curve and
its linearised dynamics.
Given a map F : R2 → R2 having an invariant curve ΓA, we look for a parameterization of the
invariant curve K : T→ R2 by solving the following invariance equation
F (K(θ)) = K(f(θ)), (4.48)
where both, the parametrization of the curve K(θ) and the dynamics inside the curve f(θ) are
unknown. Differentiating (4.48) we find the invariance equation for the tangent bundle DK(θ):
DF (K(θ))DK(θ) = DK(f(θ))Df(θ) = DK(f(θ))ΛT (θ), (4.49)
where we have defined ΛT (θ) := Df(θ). Besides this, by imposing the invariance of the normal
(stable) bundle of K(θ), denoted by N(θ), we have the following invariance equation
DF (K(θ))N(θ) = N(f(θ))ΛN(θ), (4.50)
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where ΛN(θ) denotes the linearised dynamics over N(θ).







Λ(θ) = diag(ΛT (θ),ΛN(θ)), (4.52)
in order to express in a more compact way the invariance equations (4.49) and (4.50):
DF (K(θ))P (θ) = P (f(θ))Λ(θ). (4.53)
Therefore, if we express the linear map DF (K(θ)) in the basis provided by P (θ), it becomes
the diagonal matrix Λ(θ). One can use this adapted invariant frame to design an efficient Newton
method to solve (4.48). As it is usual in the Newton method, we assume an approximation for the
unknowns K(θ), f(θ), N(θ) and ΛN(θ) is known and we compute improved approximations:
K̄(θ) = K(θ) + ∆K(θ), (4.54)
f̄(θ) = f(θ) + ∆f(θ), (4.55)
N̄(θ) = N(θ) + ∆N(θ), (4.56)
Λ̄N(θ) = ΛN(θ) + ∆ΛN(θ). (4.57)
To determine the correction terms ∆K(θ), ∆f(θ), ∆N(θ), ∆ΛN(θ), the Newton method is split in
two substeps. In the first one, we look for corrections ∆K(θ) and ∆f(θ). We begin by substituting
expressions (4.54) and (4.55) into the invariance equation (4.48), and then expanding in Taylor
series around K and f , obtaining
0 = F (K̄(θ))− K̄(f̄(θ))
= F (K(θ) + ∆K(θ))−K(f(θ) + ∆f(θ))−∆K(f(θ) + ∆f(θ))
= F (K(θ)) +DF (K(θ))∆K(θ)−K(f(θ))−DK(f(θ))∆f(θ)−∆K(f(θ)) +O2
= E(θ) +DF (K(θ))∆K(θ)−DK(f(θ))∆f(θ)−∆K(f(θ)) +O2,
where E(θ) = F (K(θ))−K(f(θ)) is the error for the approximated solution. Neglecting quadrat-
ically small terms O2 and writing the resulting equations in the adapted frame provided by P (θ),
that is, writing ∆K(θ) = P (θ)ξ(θ), we get the cohomological equation






where η(θ) = −(P (f(θ)))−1E(θ) is the error of the approximate solution in the adapted frame. If
we express η(θ) in (4.58) in tangent and normal components, we have
ηT (θ) = ΛT (θ)ξ
T (θ)− ξT (f(θ))−∆f(θ), (4.59)
ηN(θ) = ΛN(θ)ξ
N(θ)− ξN(f(θ)), (4.60)
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whose solutions ∆f(θ), ξT and ξN will be computed separately. The normal cohomological equa-
tion will be solved by means of a fixed point method. As K(θ) is normally attracting hyperbolic,
ΛN(θ) must satisfy ‖ ΛN(θ) ‖< 1. Therefore, iterating the fixed point equation
ξN(θ) = ΛN(f
−1(θ))ξN(f−1(θ))− ηN(f−1(θ)),
with ξN = 0 as initial seed, it will converge to its solution ξN(θ).
By contrast, the tangent cohomological equation has two unknowns, ξT (θ) and ∆f(θ). Observe
that the tangent homological equation (4.59) has not an unique solution. This reflects the fact that,
even if the invariant curve is unique, this is not the case for the parameterization K(θ), which has
several possibilities. To solve this undetermined system we choose the simplest solution:
ξT (θ) = 0, ∆f(θ) = −ηT (θ).
After all these computations one finds that K̄(θ) and f̄(θ) are defined as
K̄(θ) = K(θ) +N(θ)ξN(θ),
f̄(θ) = f(θ)− ηT (θ).
The first substep of the method ends by computing an expression of f̄−1(θ). Defining
e(θ) = f−1(f̄(θ))− θ,
and writing f̄−1(θ) as f−1(θ) + ∆f−1(θ), we use that f̄−1(f̄(θ))− θ = 0, to obtain the following
expression for f̄−1(θ):
f̄−1(θ) = f−1(θ)− e(f−1(θ)).
In the second substep, we use K̄(θ), f̄(θ) and f̄−1(θ) for the computation of N̄(θ) and Λ̄N(θ).
To avoid stodgy notation, from now on we redefine K := K̄, f := f̄ , DK := DK̄ and ΛT :=
Λ̄T = Df̄(θ). We define the error EN(θ) from the invariance equation (4.50) as
EN(θ) = DF (K(θ))N(θ)−N(f(θ))ΛN(θ),
and look for N̄(θ) and Λ̄N(θ) of the following form:
N̄(θ) = N(θ) + ∆N(θ),
Λ̄N(θ) = ΛN(θ) + ∆ΛN(θ).
Working analogously as in the previous substep we have
0 = DF (K(θ))N̄(θ)− N̄(f(θ))Λ̄N(θ),
= DF (K(θ))(N(θ) + ∆N(θ))− (N(f(θ)) + ∆N(f(θ)))(ΛN(θ) + ∆ΛN(θ)),
= EN(θ) +DF (K(θ))∆N(θ))−N(f(θ))∆ΛN(θ)−∆N(f(θ)))ΛN(θ) +O2,
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and neglecting quadratically small terms and working again in the frame provided by P (θ) =














This cohomological equation can be split in components. Analogously to the first substep pro-








we obtain that QT (θ) can be found by solving the fixed point equation






Thus N̄(θ) and Λ̄N(θ) are obtained as follows:
N̄(θ) = N(θ) +DK(θ)QT (θ),
Λ̄N(θ) = ΛN(θ) + Ẽ
N
N (θ).
Continuation of Invariant Curves
In order to obtain accurate seeds for the Newton’s method, one can use expansions of the solu-
tions with respect to the parameters. In [14] a continuation scheme for the parameterization KA(θ)
of the curve ΓA and its internal dynamics fA(θ) is proposed. The aim will be to solve the equation:
FA(KA(θ))−KA(fA(θ)) = 0. (4.61)
Assume that for a given A∗ we have computed KA∗(θ) and fA∗(θ), and we want to compute the
corresponding solutions for A∗ + h. We can take as seeds for the Newton’s method the first order
approximations of KA∗+h(θ) and fA∗+h(θ), that is
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(θ) is discussed below.












Then, we write ∂KA
∂A











, ẼA(θ) = (PA(fA(θ)))
−1EA(θ).
Then, multiplying both sides of (4.62) by PA(f(θ)) and performing the standard computations of




ηNA (θ) = ΛNA(fA
−1(θ))ηNA (fA





Again, as ΓA is normally hyperbolic, the fixed point equation for ηNA (θ) given in (4.63) has an
unique solution. Finally, after computing the corrections, we can take the following initial seeds
for KA∗+h(θ) and fA∗+h(θ):
KA∗+h(θ) = KA∗(θ) +NA∗(θ)η
N
A∗(θ)h,
fA∗+h(θ) = fA∗(θ) + Ẽ
T
A∗(θ)h,
and then proceed with the Newton-like method described above.
We have reviewed the principal steps of the method. Next, we provide some details on the
computation of the initial seeds for the Newton’s method. That is, to find an invariant curve for the
stroboscopic map (2.4) near the limit cycle of (2.1) for A = 0. For a small value of A, we use as
initial seed the invariant curve of the unperturbed system. More precisely, having an unperturbed
system which displays a limit cycle γ̄(t) of period T , we can define θ = t
T
as an angular variable




initial seed for the parameterization K and the dynamics f on it, for A is small.
In order to find an initial seed for the normal bundle and its dynamics, we need to compute the
derivative of the limit cycle with respect to its normal bundle direction. To that aim we use the
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methods in [39], which provide an analytical solution for the value of that derivative. Although
these methods will be profusely reviewed in Chapter 3, we introduce them briefly here in order to
explain how to find the initial seeds. The stable manifoldM, in our case, the domain of attraction
of the unperturbed limit cycle Γ, can be parameterized by using an angular variable θ corresponding
to the phase on the limit cycle and a variable σ called amplitude which moves along the transverse




where T and λ are the period and the characteristic exponent of the limit cycle Γ, respectively. The








K(θ, σ) = X(K(θ, σ)), (4.66)
where X is the vector field. Expanding K(θ, σ) in σ one gets
K(θ, σ) = K0(θ) + σK1(θ) +O(σ2), (4.67)
where it is clear that the invariant curve Γ0 = {K0(θ) | θ ∈ T}. Using equations (4.65) it is easy
to see that the stroboscopic map (2.4) with A = 0 satisfies:

















= DF0(K0(θ))K1(θ) = e
λT ′
T K1(θ). (4.69)
Comparing expressions (4.69) and (4.50) it is clear that over the unperturbed limit cycle, N(θ) =
K1(θ) and ΛN(θ) = e
λT ′
T .
In order to obtain K1(θ), it is only necessary to compute the fundamental matrix Φ(t) (Φ(0) =
Id) of the variational equations of system (2.1) along the periodic orbit γ̄(t). Indeed, if we denote
by v the eigenvector of the monodromy matrix Φ(T ) associated to the eigenvalue eλ, K1(θ) is
given by K1(θ) = e−λθΦ(Tθ)v and ΛN(θ) = eλ.
4.3.2 Computation of PRCs beyond the existence of the invariant curve
The results of Theorem 4.2.2 rely on the computation of an invariant curve for the stroboscopic
map FA of an ’artificially’ constructed periodic perturbation (4.11). In some cases, as we will see
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in the numerical examples presented in Section 4.4, the invariant curve ΓA does not exist. This can
happen if Fpert(Γ0) leaves the basin of attractionM of the limit cycle Γ0 (breaking hypothesis H1)
or if θpert(θ, 0) has a critical point θ∗ and therefore dθpert/dθ(θ∗, σ) = 0 (breaking hypothesis H2).
However, in the case that hypothesis H2 fails it is still possible to design an algorithm based on the
parameterization method [15] to compute the PRC with enough accuracy by means of solving an
approximate invariance equation which provide fast algorithms. This is also advantageous as for
values near the breakdown of the curve, techniques in [42] have a very high computational cost.










where f̄A(θ) is given in (4.36) and
C̄A(θ) := σpert(θ, 0)e
−λTrel . (4.70)
Taylor expanding K(θ, σ) with respect to sigma we obtain
FA(K0(θ)) = K0(f̄A(θ)) +O(e−λTrel). (4.71)
Of course, expression (4.71) only has sense if Fpert(Γ0) ∈ M (hypothesis H1), but we do
not impose that Γ0 is approximately normally hyperbolic. Nevertheless, we will use the ideas in
the algorithms reviewed in previous Section 4.3.1 and we will design a quasi-Newton method to
compute a function gA that satisfies
FA(K0(θ))−K0(gA(θ)) = E(θ), (4.72)
where the error E will not be smaller than the terms O(e−λTrel) that we have dropped.
Assume that gA satisfies the equation (4.72), then we look for an improved solution ĝA(θ) =
gA(θ) + ∆gA(θ) such that ĝA solves the approximate invariance equation up to an error which is
quadratic in E. Thus, if we linearise about gA we have
FA(K0(θ))−K0(ĝA(θ)) = FA(K0(θ))−K0(gA(θ))−DK0(gA(θ))∆gA(θ) +O(|∆gA|2)
= E(θ)−DK0(gA(θ))∆gA(θ) +O(|∆gA|2).
(4.73)
Therefore, we look for ∆gA satisfying the equation
E(θ) = DK0(gA(θ))∆gA(θ),
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which provides
∆gA(θ) =
< DK0(gA(θ)), E(θ) >
< DK0(gA(θ)), DK0(gA(θ)) >
, (4.74)
where < ·, · > denotes the dot product.
The algorithm to compute the PRC is then:
Algorithm 4.3.1. Computation of the PRC. Given K0(θ) a parameterization of the limit cycle,
and gA(θ) an approximate solution of equation (4.72) perform the following operations:
1. Compute E(θ) = FA(K0(θ))−K0(gA(θ)).
2. Compute DK0(gA(θ)).




4. Set gA(θ)← gA(θ) + ∆gA(θ).
5. Repeat steps 1-4 until the errorE is smaller than the established tolerance. Then PRC(θ) =
gA(θ)− (θ + T ′/T ).
In Section 4.4, we apply Algorithm 4.3.1 to several numerical examples illustrating the conver-
gence of the method and the good agreement of the results with the standard approach.
4.3.3 Computation of the PRC and ARC
In the previous Section 4.3.2 we have used that K0 satisfies equation (4.71). Notice that we
could be more precise and include the exact expression for the terms of O(e−λTrel). That is,
FA(K0(θ)) = K0(f̄A(θ)) +K1(f̄A(θ))C̄A(θ) +O(e−2λTrel),
with K1(θ) as in (4.41).
We already know that the function f̄A(θ) provides the PRC through the relation (4.36). We
would like to emphasize here that the function C̄A(θ) defined in (4.70) provides the Amplitude
Response Curve [17, 85] (ARC) defined in (3.27) and use it to obtain an analogous curve to the
PRC for the amplitude value σ, where ARC(θ) = σpert(θ, 0), that is the value of σ at xpert (see
(4.7)). Therefore, since σpert(θ, 0) = C̄A(θ)eλTrel , the function C̄A(θ) provides the ARC through
ARC(θ) = C̄A(θ)e
−λTrel .
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As in the previous Section, it is possible to design a quasi-Newton method to compute the
functions gA and CA that satisfy
FA(K0(θ))−K0(gA(θ))− CA(θ)K1(gA(θ)) = E(θ), (4.75)
where the error E will not be smaller than the terms of order O(e−2λTrel) that we have dropped.
Proceeding as in the previous Section, we assume that gA and CA satisfy equation (4.75) and
we look for an improved solution ĝA(θ) = gA(θ) + ∆gA(θ) and ĈA(θ) = CA(θ) + ∆CA(θ) such
that ĝA and ĈA solve the approximate invariance equation up to an error which is quadratic in E.







Thus, we are left with the following equation for ∆gA and ∆CA,
E(θ) = [DK0(gA(θ)) +DK1(gA(θ))CA(θ)]∆gA(θ) +K1(gA(θ))∆CA(θ). (4.77)
Therefore, the unknown ∆gA corresponds to the projection of the error E onto the direction
R := DK0 ◦ gA +CA ·DK1 ◦ gA and ∆CA(θ) corresponds to the projection onto the K1 direction.
Of course, DK0 and K1 are transversal since K1 is tangent to the isochrons of the unperturbed
limit cycle which are always transversal to the limit cycle. Since CA = O(e−λTrel), assuming that
Trel is large enough we can always guarantee thatR andK1 are transversal. Therefore, multiplying
(4.77) by K⊥1 (gA(θ)) we have
∆gA(θ) =
< K⊥1 (gA(θ)), E(θ) >
< K⊥1 (gA(θ)), R(θ) >
, (4.78)
whereas by multiplying by R(θ)⊥ we obtain
∆CA(θ) =
< R⊥(θ), E(θ) >
< R⊥(θ), K1(gA(θ)) >
, (4.79)
where < ·, · > denotes the dot product.
Remark 4.3.2. Notice that CA(θ) = O(e−λTrel), and if we disregard the terms of orderO(e−λTrel)
in expression (4.78) we obtain
∆gA(θ) =
< K⊥1 (gA(θ)), E(θ) >
< K⊥1 (gA(θ)), DK0(gA(θ)) >
, (4.80)
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which is equivalent to the expression obtained in (4.74). Indeed, in this case E and DK0 have the





where v can be any vector as long as v is not perpendicular to DK0(gA(θ)).
Thus, the algorithm to compute the PRC and the ARC is:
Algorithm 4.3.3. Computation of the PRC and the ARC. Given K0(θ) a parameterization of
the limit cycle, K1(θ) the tangent vector to the isochrons of the limit cycle, and gA(θ), CA(θ) an
approximate solution of equation (4.75), perform the following operations:
1. Compute E(θ) = FA(K0(θ))−K0(gA(θ))− CA(θ)K1(gA(θ)).
2. Compute R(θ) = DK0(gA(θ)) +DK1(gA(θ))CA(θ).








5. Set gA(θ)← gA(θ) + ∆gA(θ).
6. Set CA(θ)← CA(θ) + ∆CA(θ).
7. Repeat steps 1-6 until the error E is smaller than the established tolerance. Then,





In this Section we apply the algorithms based on the parameterization method introduced in
Section 4.3 to compute the PRC to some relevant models in neuroscience, namely the Wilson-
Cowan model [87] and the Morris-Lecar model [61].
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for 0 ≤ t ≤ Tpert and Tpert = 10. The value of Trel is different for each model and its value will
be indicated later together with other parameters of the model.
In order to validate the results we will compare the results obtained using the parameterization
method with the standard method using formula (4.10). We remark the good agreement between
both methods.
The Wilson-Cowan model. As we discussed in Chapter 1, the Wilson-Cowan model describes
the behaviour of a coupled network of excitatory and inhibitory neurons. The perturbed model has
the form (see [87]):
Ė = −E + Se(c1E − c2I + P + Ap(t)),
İ = −I + Si(c3E − c4I +Q),
(4.81)





, for k = E, I (4.82)
is the input-output function. As we did in Chapter 1, we choose the parameters for the model
(4.81) from the set P in (1.17)
P = {c1 = 13, c2 = 12, ae = 1.3, θe = 4, c3 = 6, c4 = 3, ai = 2, θi = 1.5}. (4.83)
as we know that for that parameters’ choice, the system (4.81) displays a limit cycle for A = 0.
Similarly as we did in Chapters 2 and 3, we consider two sets of parameters (P,Q) for which
the system displays a limit cycle. For the first set of parameters the limit cycle is born from a Hopf
bifurcation and for the second one from a saddle-node on invariant circle (SNIC) bifurcation. As
the choice of P,Q is slightly different from the choice we did for ΓHB and ΓSN in Chapter 1, in this
Section we refer to them as WC-Hopf and WC-SNIC, respectively. Table 4.1, lists P,Q values,
together with the period T , the characteristic exponent λ of each periodic orbit, and the relaxation
time Trel of the perturbation.
In Figs. 4.3 and 4.4 we show the comparison between the standard method and the param-
eterization method for parameters (P,Q) close to a Hopf bifurcation and a SNIC bifurcation,
respectively. We remark the good agreement between both methods.







Table 4.1: (P,Q) parameter values for the Wilson-Cowan model close to the corresponding type
of bifurcation. For the indicated parameter values and A = 0, the system (4.81) has a stable limit
cycle of period T and characteristic exponent −λ.
Other elements of the computation of the PRCs obtained using the parameterization method,
namely the invariant curve ΓA, the internal dynamics fA and the derivative of fA are shown in Fig.
4.5 for the WC-Hopf and in Fig. 4.6 for the WC-SNIC. Notice that as A increases, the shape of the
PRCs shows a sudden increase for certain phase values (see panel A in Figs. 4.5 and 4.6). A more
detailed discussion about this phenomenon will be given in Section 4.4.1.
Figure 4.3: PRCs for the Wilson-Cowan model near a Hopf bifurcation (WC-Hopf) for differ-
ent values of the amplitude A (as indicated in each panel) showing the comparison between the
parameterization method (solid blue line) and the standard method (red dots).
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Figure 4.4: PRCs for the Wilson-Cowan near a SNIC bifurcation (WC-SNIC) for different values
of the amplitude A (as indicated in each panel) showing the comparison between the parameteri-
zation method (solid blue line) and the standard method (red dots).
Figure 4.5: For the Wilson-Cowan model near a Hopf bifurcation (WC-Hopf) and different ampli-
tude values A we show: (A) the PRCs, (B) the dynamics fA(θ) on the invariant curve ΓA, (C) the
invariant curve ΓA, (D) the derivative of fA(θ). The blue dashed line in panel B corresponds to the
identity function.
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Figure 4.6: For the Wilson-Cowan model near a SNIC bifurcation (WC-SNIC) and different am-
plitude values we show: (A) the PRCs, (B) the dynamics fA(θ) on the invariant curve ΓA, (C) the
invariant curve ΓA, (D) the derivative of fA(θ). The blue dashed line in panel B corresponds to the
identity function.
The Morris-Lecar model. It was originally developed as a model to study the changes in
excitability properties for the muscle fiber of the giant barnacle, and it has been established as a
paradigm for the study of different neuronal excitability types [70]. The perturbed model has the
form (see [61]):














(1 + tanh((V − V3)/V4)),
τw(V ) = (cosh((V − V3)/(2V4)))−1.
(4.85)










Table 4.2: Parameter values for the Morris-Lecar model close to the corresponding type of bifur-
cation. For the indicated parameter values and A = 0, the system (4.84) has a stable periodic orbit
of period T and characteristic exponent −λ.
As in the previous example, we consider two sets of parameters for which the system displays a
limit cycle across a Hopf and a SNIC bifurcation [24, 71]. We will refer to them as MC-Hopf and
MC-SNIC, respectively. Some parameters of the model will be common for both cases, namely
PML = {C = 20, VL = −60, VK = −84, VCa = 120,
V1 = −1.2, V2 = 18, gL = 2, gK = 8}.
(4.86)
The other parameter values are listed in Table 4.2.
We compute the PRC for the limit cycle of the Morris-Lecar model and for different values of
the amplitude A. In Figs. 4.7 and 4.8 we show the comparison between the standard method and
the parameterization method for parameters close to a Hopf bifurcation and a SNIC bifurcation,
respectively. Again, we remark the good agreement between both methods. Other elements of the
computation of the PRCs using the parameterization method are shown in Figures 4.9 and 4.10.
Again, both cases show a sharp rise in the PRC for certain phase values as the amplitude increases.
We refer the reader to Section 4.4.1 for a more detailed discussion.
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Figure 4.7: PRCs for the Morris-Lecar model near a Hopf bifurcation (ML-Hopf) for different
values of the amplitude (indicated in each panel) showing the comparison between the parameter-
ization method (solid blue line) and the standard method (red dots).
Figure 4.8: PRCs for the Morris-Lecar model near a SNIC bifurcation (ML-SNIC) for different
values of the amplitude (indicated in each panel) showing the comparison between the parameter-
ization method (solid blue line) and the standard method (red dots).
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Figure 4.9: For the Morris-Lecar near a Hopf bifurcation (ML-Hopf) and different amplitudes we
show: (A) the PRCs, (B) the dynamics fA(θ) on the invariant curve ΓA, (C) the invariant curve ΓA,
(D) the derivative of fA(θ). The blue dashed line in panel B corresponds to the identity function.
Figure 4.10: For the Morris-Lecar near a SNIC bifurcation (ML-SNIC) and different amplitudes
we show: (A) the PRCs, (B) the dynamics fA(θ) on the invariant curve ΓA, (C) the invariant
curve ΓA, (D) the derivative of fA(θ). The blue dashed line in panel B corresponds to the identity
function.
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4.4.1 Large Amplitude Perturbations
The application of the parameterization method (see Section 4.3.1) strongly relies on the ex-
istence of an invariant curve ΓA for the stroboscopic map of an ’artificially’ constructed periodic
perturbation (see Theorem 4.2.2). In the numerical examples shown in Figs. 4.5, 4.6, 4.9 and 4.10
the computation of the invariant curve fails when the amplitude becomes large and approaches a
certain value A∗ (which is different for each example), and so does the computation of the PRC us-
ing this method. In this Section we will discuss how changes in the waveform of the PRC might be
related to normally hyperbolic properties of the invariant curve. We will first focus our discussion
on the WC-Hopf model.
First, notice that as the amplitude A increases, the PRC becomes steeper (see Fig 4.5A). By
looking at the internal dynamics fA on the invariant curve ΓA (see Fig. 4.5B), we observe that,
as the amplitude increases, the curve fA shows a sharp rise followed by a flat region. Moreover,
there appear a stable and an unstable fixed point on the invariant curve ΓA (intersection of fA
with the identity line on Fig. 4.5B). Thus, the curve ΓA preserves its normal hyperbolicity as long
as the contraction/expansion rates on the invariant curve are weaker than the contraction rates on
the normal directions (see equation (4.45)). Since the contraction rate is O(e−λTrel), see (4.44),
this means that DfA(θ) = dθpert/dθ must remain bounded away from 0. However, we observe
that as A increases the value of DfA approaches 0 for a certain θ (see Fig. 4.5D), thus causing
the loss of the normal hyperbolicity property and the breakdown of the curve. For values of A
slightly smaller than the one for which DfA(θ) vanishes, the numerical method in Section 4.3.1
fails to converge. However, we can apply the modified parameterization method provided by the
algorithms in Appendix 4.3 and compute the function gA (see equation (4.72)) and the PRC beyond
the existence of an invariant curve (see Figs. 4.11 B, C, D right).
Notice that the method also works if the invariant curve exists (see Fig. 4.11A right). In this case
gA is O(e−λTrel)-close to fA (see equations (4.36), (4.47),(4.71), (4.75)). Therefore, for practical
purposes, the modified method is faster and accurate enough to compute the PRC.
It is possible to describe the phenomenon of the breakdown of the curve in a geometric way us-
ing the concept of isochrons (curves of constant phase) and phaseless sets of the original limit cy-
cle. For the model considered, the isochrons for the unperturbed limit cycle are shown in Fig. 4.11
left. Notice that the unperturbed system has an unstable focus P for which the isochrons are not
defined (the phaseless set). Now, we consider the image of the curve Γ0 under the map Fpert intro-
duced in (4.33) for different values of A. Of course, the intersection of the curve Γpert = Fpert(Γ0)
with the isochrons provides the new phases. For small values of A, Γpert will intersect all the
isochrons transversally leading to every possible new phase in a one-to-one correspondence (see
Fig. 4.11A). Accordingly, the functions fA(θ) and gA(θ) are diffeomorphisms.
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However, as A increases, there exists a value A∗ for which the curve Γpert becomes tangent
to some isochrons and therefore the curve Γpert intersects some isochrons more than once (see
Fig. 4.11B). Thus, the map gA is no longer one-to-one, which means that DgA vanishes for certain
phases, causing the loss of normal hyperbolicity and the breakdown of the curve.
Clearly, the function gA for A = 0.95 shows a local maximum and minimum (see Fig. 4.11B),
thus corresponding to an isochron tangency. When A is increased further the function gA splits in
two. Indeed, the curve Γpert will first intersect the phaseless point P for a certain valueA ≈ 1.0355
(see Fig. 4.11 C) and after that it will no longer enclose the point P , thus it will not cross all the
isochrons of the limit cycle (see Figure 4.11D). The map gA will then be discontinuous at the point
where the curve Γpert intersects the phaseless set. After that, the function gA will be continuous
again when we take modulus 1, but, of course, the images will not span the whole interval [0, 1).
Regarding to the winding number classification for PRCs, defined as the number of times the curve
Γpert traverses a complete cycle as defined by the isochrons of the unperturbed limit cycle [32, 33],
for A ≈ 1.0355 there is a transition from a type 1 PRC to a type 0 PRC.
The modified parameterization method introduced in Section 4.3.2 also allows for the computa-
tion of the Amplitude Response Curve (ARC) (see Algorithm 4.3.3). The ARCs for the amplitude
values considered in Fig. 4.11 are shown in Fig. 4.12. The ARC provides information about how
”far” in time the perturbation displaces the trajectory away from the limit cycle. That is, the larger
the value of the ARC, the longer it will take for the displaced trajectory to relax back to the limit
cycle (and therefore one should consider a larger Trel).
Notice that when the curve Γpert intersects the phaseless set (point P ), which occurs for a critical
amplitude Ac ≈ 1.035, there exists a perturbed trajectory which never returns to the limit cycle,
and the ARC would show an essential discontinuity. Thus, the ARC, for smaller values of the
amplitude A < Ac shows a peak at this phase whose size increases as the amplitude A is increased
towards Ac (see Figs 4.12A,B,C). However, for amplitude values larger than Ac (Fig 4.12D), the
ARC magnitude decreases again with A, because Γpert moves away from the neighbourhood of
the phaseless point P .
A similar phenomenon as discussed for the WC-Hopf occurs for the WC-SNIC and ML-SNIC
examples. The Morris-Lecar model near a Hopf bifurcation (ML-Hopf) is slightly different, since
in this case the phaseless set is larger compared to the WC-Hopf case: it is a positive measure set
bounded by an unstable limit cycle Γu which determines the basin of attraction of the equilibrium
point which is in its interior (see Fig.4.13A). As in the WC-Hopf case, the invariant curve ΓA for
the ML-Hopf disappears due to an isochron tangency of Γpert. Consistently with this tangency
Γpert for A = 33 crosses some isochrons more than once (see Fig.4.13A and zoom in B) and as
Figs.4.13 C, D show, the function gA changes its monotonicity. Nevertheless one can still compute
the PRC by means of Algorithm 4.3.1. By contrast, for larger amplitude values several points
of Γpert leave the basis of attraction of the stable limit cycle (see Fig.4.13A and zoom in B for
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Figure 4.11: For different values of the amplitude (indicated in each panel) we show the isochrons
of the unperturbed limit cycle for the Wilson-Cowan model near a Hopf bifurcation (WC-Hopf),
together with the curves Γpert (left) and the functions gA obtained with the modified parameteriza-
tion method. The amplitudes selected cover the breakdown of the curve ΓA and a transition from
type 1 to type 0 PRCs (see text).
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Figure 4.12: ARCs for the Wilson-Cowan model near a Hopf bifurcation (WC-Hopf) and different
values of the amplitude (same as in Fig. 4.11).
A = 40). Thus, the PRC can be no longer computed even with the modified method.
4.5 Discussion
In this Chapter we have introduced a new approach to PRCs based on the parameterization
method. The main idea of the method is to introduce a periodic perturbation consisting of the actual
perturbation followed by a relaxation time Trel that repeats periodically. This periodic perturbation
allows us to define the corresponding stroboscopic map FA of the periodically perturbed system.
The main result of this paper is Theorem 4.2.2, where we prove the existence of an invariant
curve ΓA for the map FA and we link its internal dynamics fA with the PRC. The proof relies on
the parameterization method, which defines an invariance equation for the invariant curve and its
internal dynamics [13, 14, 44, 45], and provides a numerical algorithm to compute both.
Moreover, Theorem 4.2.2 establishes conditions for the existence of the curve ΓA. More pre-
cisely, although the range of amplitude values A for which the invariant curve exists can be in-
creased by considering a sufficiently large Trel, there is a limitation established by the geometry of
the isochrons. Indeed, whenever the curve Γpert (the displacement of the limit cycle due to the ac-
tive part of the perturbation) becomes tangent to some isochron of Γ0, the invariant curve ΓA loses
its normal hyperbolic properties and breaks down. Moreover, we can explain how the isochrons
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Figure 4.13: ML-Hopf phase space showing the stable limit cycle Γ, its isochrons, and the unstable
limit cycle Γu determining the basin of attraction of a stable focus P . For different values of the
amplitude we show the curves Γpert (A) and a zoom close to the isochron tangency (B). Panels C
and D show the functions gA obtained with the modified parameterization method for A = 20 (C)
and A = 33 (D). For A = 40 some points on Γpert intersect the basin of attraction of the stable
focus P , and the function gA can not be computed.
of the unperturbed system and the perturbation interact to shape the waveform of the PRC as the
amplitude of the perturbation is increased.
Besides theoretical results, we present some strategies to compute the PRC. In [42] one can
find algorithms that implement a quasi-Newton method to solve the above mentioned invariance
equation. The method though relies on the existence of an invariant curve. Nevertheless, as the
PRC still exists beyond the breakdown of the curve ΓA, we have developed a modified numerical
method to compute PRCs inspired by the parameterization method. This method solves a mod-
ified invariance equation, which avoids the computation of the invariant curve (thus making the
computations faster), and is able to compute PRCs beyond the breakdown of the curve ΓA and
the transition from type 1 to type 0 PRCs. In addition, this algorithm computes not only PRCs
but also ARCs, which provide information about the effects of the perturbation onto the amplitude
variables (or alternatively, the displacement away from the limit cycle). We show examples of
the computed ARCs and the relationship between its shape and the transitions experienced by the
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PRC.
In order to assess the validity of the method, we have applied it to two models in neuroscience:
a neural population model (Wilson-Cowan) and a single neuron model (Morris-Lecar). Moreover,
we have studied both of them for values of the parameters near two different bifurcations: Hopf
and Saddle Node on Invariant Circle (SNIC) bifurcations. Recall that PRCs are classified as type
1 or type 2 according to their shape, and this property if linked to a particular bifurcation: type 1
PRCs mainly advance phase, and they are related to a SNIC bifurcation, while type 2 PRCs can
either advance or delay the phase and they are related to a Hopf bifurcation [23, 64, 76]. The
numerical examples presented show the evolution of both PRC shapes for large amplitude values.
In all examples PRCs preserve its type as the amplitude is increased but the phase shifts tend to
increase.
In this work, we have mainly developed the theory and numerical examples for two-dimensional
systems. However, the underlying theorems and numerical algorithms have an straightforward
extension for the case n > 2.

Chapter 5
The uncoupled limit of identical Hopf
bifurcations
In the previous Chapters 2, 3 and 4 we perturbed an oscillator with external non-autonomous
perturbations. In this Chapter, we consider a more realistic model: the case of two mutually
coupled oscillators. The main difference with the previous Chapters is that now both oscillators
can influence each other.
The study of coupled oscillators has been widely studied in the context of neuroscience [80, 5]
and it can address a wide range of brain functions including memory and attention [59, 81], among
others. The reason why these models are so useful is because under the assumption of weak
coupling one can perform reductions to a phase oscillator description suitable for answering several
questions about synchronization of system oscillations [1, 48].
We will consider a system composed by two identical subsystems undergoing a Hopf bifurca-
tion that have an uncoupling limit. As noted by several authors, networks of oscillators near a
Hopf bifurcation allow one to explore not just the collective phase dynamics but also amplitude
behaviour, [3, 34] where richer dynamics can be found. To study this problem we will use the
results from a recent paper [6] presenting the normal form near a Hopf bifurcation for N identical
and identically interacting smooth (C∞) vector fields.
We use these results to understand the behaviour of a pair of Wilson-Cowan oscillators, with
special interest in the possible synchronization regimes that may arise depending on the nature
of the coupling. The study of this system may find applications in perceptual bistability as the
synchrony of oscillatory activity is known to play a role in the encoding of perceptually ambiguous
stimulii [31].
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The structure of the Chapter is as follows: in Section 5.1 we review theoretical results in [6]
and write the normal form of a system of two weakly coupled identical oscillators near a Hopf
bifurcation. In Section 5.2 we perform a qualitative analysis of the system given by the dominant
terms of the normal form. We give a dimension reduction via group-invariant coordinates in order
to simplify dynamics. In Section 5.3 we identify different dynamical regimes depending on specific
coefficients of the normal form and study the bifurcation diagrams. In particular we follow the
appearance and stability of the periodic orbits arising at Hopf bifurcations. We also discuss some
invariant tori which appear in the system through several bifurcations. In particular we find some
bistility situations between periodic orbits.
In Section 5.4 we write the equations for two mutually inhibiting Wilson-Cowan oscillators
near a Hopf bifurcation and we perform a change of coordinates to put the system in the normal
form discussed in Section 5.1. For this example, we compare the theoretical predictions given by
the normal form analysis with a bifurcation diagram computed numerically. Finally, we note that
the results are of broad interest, extending beyond the study of neural oscillators and perceptual
bistability to the study of any system involving two coupled oscillators.
This work has been developed in collaboration with Peter Ashwin and James Rankin at the
University of Exeter during a research stay of A. Pérez Cervera during summer 2017 and it has
been submitted for publication [66].
5.1 Study of two coupled indentical systems undergoing Hopf
Bifurcations
In this Chapter, we will consider systems of the form:
dx1
dt
= Hλ(x1) + εhλ,ε(x1;x2),
dx2
dt
= Hλ(x2) + εhλ,ε(x2;x1).
xi ∈ R2, i = 1, 2 ε, λ ∈ R (5.1)
Observe that system (5.1) has S2 permutation symmetry. Notice that when ε = 0, system (5.1)
consists of two identical uncoupled subsystems.
We assume that for the uncoupled system (5.1) (ε = 0), each subsystem undergoes a Hopf




= Hλ(x), x ∈ R2
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has a stable focus at x = 0 for λ < 0 that undergoes a supercritical Hopf bifurcation for λ = 0
which gives rise to a small amplitude stable limit cycle for λ > 0. For simplicity, we assume that
the eigenvalues ofDHλ(0) are λ±iω with ω 6= 0. Moreover, without loss of generality, we assume
that (x1, x2) = (0, 0) is an equilibrium point of system (5.1) for (λ, ε) in some neighbourhood of
(0, 0).
5.1.1 Normal Form of system (5.1)
In Ashwin & Rodrigues [6] it is shown that systems as in (5.1) having S2 symmetry and under-
going a supercritical Hopf bifurcation for λ = 0, can be written in the following normal form
ż1 = z1Φ
1
λ,ε(|z1|2, |z2|2, z1z̄2) + z2Φ2λ,ε(|z1|2, |z2|2, z̄1z2),
ż2 = z2Φ
1
λ,ε(|z2|2, |z1|2, z2z̄1) + z1Φ2λ,ε(|z2|2, |z1|2, z̄2z1),
(5.2)
where the functions Φ1λ,ε and Φ
2
λ,ε are given by
Φ1λ,ε = α0(λ, ε) + α1(λ, ε)|z1|2 + α2(λ, ε)|z2|2 + α3(λ, ε)z̄2z1 +O4(z1, z2, z̄1, z̄2),
Φ2λ,ε = β0(λ, ε) + β1(λ, ε)|z1|2 + β2(λ, ε)|z2|2 + β3(λ, ε)z̄1z2 +O4(z1, z2, z̄1, z̄2).
(5.3)
Moreover, we assume that the coefficients αi(λ, ε) and βi(λ, ε) for i = 0, ..., 3, are complex and
are written as
αi(λ, ε) = α0i + λαλi + εαεi +O2(λ, ε),
βi(λ, ε) = β0i + λβλi + εβεi +O2(λ, ε).
(5.4)
From now on and to avoid stodgy notation we skip the (λ, ε) dependence of the coefficients αi, βi.
By substituting the expansion (5.3) in (5.2), we have
ż1 = z1
(

















Then, as the system (5.1) has two independent Hopf bifurcations for ε = 0 at λ = 0, it follows







where Uλ(z) = z
(
λ+ iω + a1|z|2
)
+O4(z) (5.6)
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and a1 ∈ C.
Therefore, from Uλ(z) in (5.6) and using (5.4) we have α0(λ, 0) = λ + iω = α00 + λαλ0, and
α1(λ, 0) = α01 + λαλ1 = a1, thus
α00 = iω, α01 = a1,
αλ0 = 1, αλ1 = 0.
(5.7)
Since for ε 6= 0 the normal form has to be O(ε)-close to (5.6), we also can match the following
coefficients
α0i = αλi = 0 for i = 2, 3,
β0i = βλi = 0 for i = 0, 1, 2, 3.
(5.8)




































where the constants α01, αεi, βεi ∈ C (i = 0, ..., 3) with the restriction Re(α01) < 0 because the
Hopf bifurcation is supercritical.
5.1.2 Normal Form Computation
In this Section is to derive the formal procedure to compute the change of variables which from
(5.1) to the normal form in (5.9). To start, as we will work with complex coordinates, we perform
















Then, expressing system (5.1) in power series expansion
ẏ = Ay + P2(y, ȳ) + P3(y, ȳ) +O4(y, ȳ),
˙̄y = Āȳ + P̄2(y, ȳ) + P̄3(y, ȳ) +O4(y, ȳ),
(5.11)
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where A = diag(iω, iω,−iω,−iω) is a diagonal matrix and Pi = (P 1i , P 2i )> are homogeneous
polynomial of degree i. We remark that P2 and P3 in (5.11) have the following expressions,
P2(y, ȳ) = Π
4
i,j=1aijyiyj,




where y3 = ȳ1 and y4 = ȳ2.
The goal in the normal form theory is to find a change of variables
y = z +Q2(z, z̄) +Q3(z, z̄), (5.13)
such that the vector field in the new variables is as simple as possible. That is, we impose that the
vector field given by
ż = Az + f2(z, z̄) + f3(z, z̄) +O4(z, z̄) (5.14)
satisfies that the polynomials f2 and f3 have as many monomials as possible that are zero.
We introduce the following notation for the polynomials Q2(z, z̄) and Q3(z, z̄):
Q2(z, z̄) = Π
4
i,j=1qijzizj,




where again z3 = z̄1 and z4 = z̄2.
By substituting the change of coordinates in (5.13) in equation (5.11) we have the following
equation
ẏ = A(z +Q2(z, z̄) +Q3(z, z̄))
+ P2(z +Q2(z, z̄) +Q3(z, z̄), z̄ + Q̄2(z, z̄) + Q̄3(z, z̄))
+ P3(z +Q2(z, z̄) +Q3(z, z̄), z̄ + Q̄2(z, z̄) + Q̄3(z, z̄)) +O4(z, z̄)
= A(z +Q2(z, z̄) +Q3(z, z̄))
+ P2(z, z̄) +DzP2(z, z̄)Q2(z, z̄) +Dz̄P2(z, z̄)Q̄2(z, z̄) + P3(z, z̄) +O4(z, z̄).
(5.16)
On the other hand, differentiating (5.13) with respect to time and using (5.14) we have
ẏ = ż +DzQ2(z, z̄)ż +Dz̄Q2(z, z̄) ˙̄z +DzQ3(z, z̄)ż +Dz̄Q3(z, z̄) ˙̄z +O4(z, z̄)
= (Az + f2(z, z̄) + f3(z, z̄))
+DzQ2(z, z̄)(Az + f2(z, z̄)) +Dz̄Q2(z, z̄)(Āz̄ + f̄2(z, z̄))
+DzQ3(z, z̄)Az +Dz̄Q3(z, z̄)Āz̄ +O4(z, z̄).
(5.17)
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So in order to find the coefficients qij and qijk in (5.15), we equal the right hand side of equalities
(5.16) and (5.17) and solve order by order. Thus the equation for order two is given by
AQ2(z, z̄)−DzQ2(z, z̄)Az −Dz̄Q2(z, z̄)Āz̄ = f2(z, z̄)− P2(z, z̄). (5.18)
Notice that it is possible to select all the qij coefficients in Q2(z, z̄) such that all the coefficients
fij for f2(z, z̄) in (5.14) are equal to zero.
Once we have found an expression for Q2, we proceed to obtain the equation for order three,
which, using that f2(z, z̄) = f̄2(z, z̄) = 0 is given by
AQ3(z, z̄)−DzQ3(z, z̄)Az −Dz̄Q3(z, z̄)Āz̄ = f3(z, z̄)− P3(z, z̄)
−DzP2(z, z̄)Q2(z, z̄)−Dz̄P2(z, z̄)Q̄2(z, z̄).
(5.19)
In this case, for some monomials, the combinationAQ3(z, z̄)−DzQ3(z, z̄)Az−Dz̄Q3(z, z̄)Āz̄
is equal to zero. Because of this, it is not possible to determine the qijk values which make zero its
corresponding fijk coefficients. In particular, writing f3(z, z̄) = (f 13 , f
2
3 )
>, the following monomi-
als in f i3 survive: zi|zi|2, z2i z̄j , zj|zi|2, zi|zj|2, z2j z̄i, zj|zj|2, i, j = 1, 2 and can be found using the
following expression
f3(z, z̄) = DzP2(z, z̄)Q2(z, z̄) +Dz̄P2(z, z̄)Q̄2(z, z̄) + P3(z, z̄). (5.20)
after these changes of variables the system (5.1) has the form (5.5).
It is important to remark that some of the surviving monomials could be suppressed if the
imaginary part of the eigenvalues (the frequencies) at the Hopf bifurcations were not the same. In
particular one could get rid of all the monomials except zi|zi|2 and zi|zj|2 i, j = 1, 2.
5.1.3 Numerical computations
In this Section, we explain how to find numerically the coefficients of the normal form (5.5).
That is, we explain how to compute the change of variables (5.13) that transforms system (5.1) in
system (5.5).
We start by considering the case when ε = 0. Notice that in this case both systems, (5.1) and
(5.5), are uncoupled. This means that the Jacobian matrices are block diagonal. Moreover, as the
uncoupled systems are identical those blocks will be identical as well.
Let us denote by M the Jacobian matrix of the original system (5.1) for λ = ε = 0. There-
fore, there exists a matrix S such that A = S−1MS where A is diagonal and has the following
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eigenvectors
v1 = (a, b, 0, 0) with associated eigenvalue iω,
v̄1 = (ā, b̄, 0, 0) with associated eigenvalue − iω,
v2 = (0, 0, a, b) with associated eigenvalue iω,
v̄2 = (0, 0, ā, b̄) with associated eigenvalue − iω,
(5.21)
where a, b ∈ C.
Notice that, since the eigenvalues have multiplicity 2, the matrix is not only diagonal for this
basis, but also for any linear combination of eigenvectors v1 and v2, v̄1 and v̄2 in (5.21), that is,
w01 = αv1 + βv2 with associated eigenvalue iω,
w̄01 = ᾱv̄1 + β̄v̄2 with associated eigenvalue − iω,
w02 = γv1 + µv2 with associated eigenvalue iω,
w̄02 = γ̄v̄1 + µ̄v̄2 with associated eigenvalue − iω,
(5.22)
for any α, β, γ, µ ∈ C.
For ε 6= 0, one can see that the Jacobian matrix has the following eigenvectors and eigenvalues,
vε1 = αv1 + βv2 + εu1 with associated eigenvalue i(ω + εω1),
v̄ε1 = ᾱv̄1 + β̄v̄2 + εū1 with associated eigenvalue − i(ω + εω1),
vε2 = γv1 + µv2 + εu2 with associated eigenvalue i(ω + εω2),
v̄ε2 = γ̄v̄1 + µ̄v̄2 + εū2 with associated eigenvalue − i(ω + εω2),
(5.23)
for some unique (up to normalization) α, β, γ, µ ∈ C and u1, u2 ∈ C4.
Then, from all possible eigenvector combinations in the uncoupled case (see (5.22)), there exists
only one which is O(ε)-close to the one in the perturbed case (see (5.23)).
Remark As we discussed in Section 5.1.2, for ε = 0, one can not find a change of coordinates
that eliminates the following monomials in f i3: zi|zi|2, z2i z̄j , zj|zi|2, zi|zj|2, z2j z̄i and zj|zj|2 i, j =
1, 2. By contrast, for ε 6= 0 and fixed, one could eliminate all of them except zi|zi|2 and zi|zj|2.
Nevertheless, when we consider the coupled system (ε 6= 0), in order to have a normal form which
is O(ε)-close to the uncoupled one, one must retain the same monomials although it is possible to
kill some of them.
Thus, to obtain the coefficients in (5.5) one just has to consider the coupled case and follow the
steps in Section 5.1.2 to obtain a system
ż = A(ε)z + f i3(z, z̄; ε) +O4(z, z̄), (5.24)
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where A(ε) is a diagonal matrix having the eigenvectors and eigenvalues in (5.23) and f i3(z, z̄; ε)
is a third order polynomial containing the monomial terms zi|zi|2, z2i z̄j , zj|zi|2, zi|zj|2, z2j z̄i and
zj|zj|2 i, j = 1, 2.
Notice that the linear part of the normal form in (5.9) at z1 = z2 = z̄1 = z̄2 = 0 is given by
λ+ iω + εαε0 εβε0 0 0
εβε0 λ+ iω + εαε0 0 0
0 0 λ− iω + εᾱε0 εβ̄ε0
0 0 εβ̄ε0 λ− iω + εᾱε0
 , (5.25)






1 1 0 0
1 −1 0 0
0 0 1 1
0 0 1 −1
 . (5.26)
Then, we obtain a system which is exactly in the form (5.9) and from which one can extract the
value of the coefficients.
5.2 Dynamical analysis of the truncated normal form
This Section is devoted to analyse the dynamics of system (5.9) taking (λ, ε) as bifurcation
parameters. In particular, we will analyse its oscillatory solutions.
5.2.1 Normal Form in Polar Coordinates
As it is known, using polar coordinates simplifies the analysis of oscillatory solutions. To
express the truncated normal form given in (5.9), in polar coordinates we write zn = rneiϕn with
rn > 0 and ϕn ∈ T, so that




iϕ3−n , ε) n = 1, 2. (5.27)
Matching imaginary and real parts in (5.27), we obtain the following set of equations for rn and































where ∆ϕ = ϕ2 − ϕ1 and the subscript X = R, I in α01 refers to its real and imaginary parts,
respectively. The expression for the functions fr and fϕ is
fr(r1, r2,∆ϕ) = r
2
1r2 [(βε1R + αε3R) cos(∆ϕ)− (βε1I − αε3I) sin(∆ϕ)]
+ r22r1 [αε2R + βε3R cos(2∆ϕ)− βε3I sin(2∆ϕ)] + r1αε0R + r31αε1R
+ r32 [βε2R cos(∆ϕ)− βε2I sin(∆ϕ)] + r2 [βε0R cos(∆ϕ)− βε0I sin(∆ϕ)] ,
fϕ(r1, r2,∆ϕ) = r
2
1r2 [(βε1I + αε3I) cos(∆ϕ) + (βε1R − αε3R) sin(∆ϕ)]
+ r22r1 [αε2I + βε3I cos(2∆ϕ) + βε3R sin(2∆ϕ)] + r1αε0I + r
3
1αε1I
+ r32 [βε2I cos(∆ϕ) + βε2R sin(∆ϕ)] + r2 [βε0I cos(∆ϕ) + βε0R sin(∆ϕ)] .
(5.29)
where again the subscriptX = R, I refers to the real and imaginary parts of the coefficients αεi, βεi
i = 0, ..., 3.

















2 − r21) + εf∆ϕ(r1, r2,∆ϕ),







where the expression for the function f∆ϕ is:
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5.2.2 The uncoupled system (ε = 0)






















As we consider two identical systems having a supercritical Hopf bifurcation for λ = 0, the
solutions of system (5.32) for λ > 0 will correspond to all the Cartesian product of the solutions
of each 2-dimensional system.
We observe that, even if the solutions r1 = 0 or r2 = 0 are admissible for system (5.32), they
will be singular when we consider the whole system (5.30). For this reason, when we work with
these solutions, we refer to system (5.9). Thus, the solution r1 = r2 = 0 (∀ ϕ2, ϕ1 ∈ T) will be
denoted by S0 and correspond to the fixed point of system (5.9)
S0 =
{
z1 = z2 = 0
}
, (5.33)
the eigenvalues of the linearization of system (5.9) at S0 are λ± iω with multiplicity 2. Therefore,
the origin will be a stable focus for λ < 0 and an unstable focus for λ > 0.
As α01R < 0, for λ > 0, we have ∀ ϕ02, ϕ01 ∈ T,
S1(ϕ02) =
{




, ∆ϕ = ϕ02 − ϕ01, ϕ1(t) = ϕ01 +
(












































, ϕ1, ϕ2 ∈ T2
}
, (5.35)
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to the two first equations of system (5.32), which are −2λ double. Therefore, T0 is a normally
hyperbolic attracting torus of system (5.9) for λ > 0.
There exists another periodic solution of system (5.9) denoted by S2 corresponding to r1 =√
−λ
α01R

















which has characteristic exponents−2λ, λ± iω. Therefore, it is a unstable periodic orbit of saddle
type.


















which is also of saddle type having characteristic exponents λ± iω,−2λ.
As the torus T0 and the periodic orbits S2 and S3 are hyperbolic for λ > 0, we have the
following result thanks to Fenichel’s theorem [27]:
Lemma 5.2.1. For a fixed value of λ > 0, there exists ε0 = ε0(λ), such that for any 0 ≤ ε ≤ ε0,
system (5.9) has a stable 2-dimensional torus Tε and two periodic orbits of saddle type S2ε and
S3ε which are ε-close to T0, S2 and S3 respectively. Moreover, the origin S0 also persists as an
unstable focus.
5.2.3 Hopf bifurcations of the origin for ε > 0
In the previous Section we have shown that the uncoupled system (5.32) has 4 solutions which
we expect to subsist for a small enough coupling ε > 0 thanks to Fenichel’s theorem. Let us start
by analysing the stability of the origin S0 given in (5.33). The Jacobian matrix of system (5.9)
evaluated at the origin is
λ+ iω + εαε0 0 εβε0 0
0 λ− iω + εᾱε0 0 εβ̄ε0
εβε0 0 λ+ iω + εαε0 0
0 εβ̄ε0 0 λ− iω + εᾱε0
 , (5.38)
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whose its eigenvalues are given by
µ+ = λ+ iω + ε(αε0 + βε0), µ− = λ+ iω + ε(αε0 − βε0), (5.39)
and its complex conjugate pairs (µ̄+, µ̄−). Therefore, the origin of system (5.9) can undergo two
independent Hopf bifurcations, given by Re(µ+) = 0 and Re(µ−) = 0. These conditions define
the following Hopf bifurcation curves C±HB in the (λ, ε) parameter space
C+HB =
{









at each curve C±HB, it will appear a limit cycle denoted in what follows by S±osc.
To study the stability of the origin of system (5.9), we analyse the sign of the real part of its
eigenvalues µ+ and µ− given in (5.39) at the previously defined Hopf bifurcation curves C±HB (see
Eq. (5.40)),
if (λ, ε) ∈ C+HB → Re(µ+) = 0, Re(µ−) = −2εβε0R,
if (λ, ε) ∈ C−HB → Re(µ+) = 2εβε0R, Re(µ−) = 0.
(5.41)
Therefore, we conclude that (see Fig. 5.1):
• If βε0R > 0, for (λ, ε) ∈ C+HB the solution S0 changes from a stable-stable focus to unstable-
stable focus and a stable limit cycle S+osc emerges from C+HB. Moreover, when (λ, ε) ∈ C
−
HB,
the solution S0 changes from a unstable-stable focus to an unstable-unstable focus and an
unstable limit cycle S−osc appears.
• If βε0R < 0, for (λ, ε) ∈ C−HB the solution S0 changes from a stable-stable focus to unstable-
stable focus and a stable limit cycle S−osc emerges from C−HB. Moreover, when (λ, ε) ∈ C
+
HB,
the solution S0 changes from a stable-unstable focus to an unstable-unstable focus and an
unstable limit cycle S+osc appears.
• If βε0R = 0, for (λ, ε) ∈ C−HB = C
+
HB, the solution S0 changes from a stable-stable focus to
an unstable-unstable focus and two stable limit cycles S+osc and S−osc, appear.
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Figure 5.1: Sketch for the curves C±HB in (5.9). If βε0R > 0 an stable limit cycle emerges from
C+HB whereas an unstable limit cycle emerges from C
−
HB. For the case βε0R < 0 situation will be
the same just reversing± by∓. For the special case βε0R = 0, two stable limit cycles emerge from
coincident curves C+HB and C
−
HB. A βε0R > αε0R > 0 value for αε0R was chosen to generate this
plot.
5.2.4 The Oscillating Solutions S±osc
For the coupled case, we have shown the existence of two periodic orbits S±osc arising at the Hopf
bifurcation curves C±HB. Furthermore, Lemma 5.2.1 ensures that the attracting torus T0, which was
foliated by the periodic orbits S1(ϕ02), persists as a torus Tε when ε > 0. The aim of this Section is
to relate the existence of the torus Tε and the limit cycles S±osc in the coupled case.
To simplify the analysis we exploit the S2 permutation symmetry of the system. Let us define
the following permutation map
K(r1, r2,∆ϕ)→ (r2, r1,−∆ϕ) and K2 = Id, (5.42)
which in the basis s = r1 + r2, d = r1 − r2, ∆ϕ, with s, d ∈ R+ × R writes as
K̃(s, d,∆ϕ)→ (s,−d,−∆ϕ), (5.43)
so we have it diagonal. Thus, we take advantage of this symmetry and express the three first
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∆̇ϕ = −α01Isd+ εg∆ϕ(s, d,∆ϕ).
(5.44)
System (5.44), which will be referred to as the reduced system, considers only the first three
equations of system (5.30) as they are independent of the variableϕ1. The expressions for functions
gs, gd and g∆ϕ are given by:





























































































































− (βε1R − αε3R) sin(∆φ)
(s2 − d2)
2
+ (αε2I + βε3I cos(2∆φ)− αε1I)sd.
(5.45)
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Dynamical analysis of the reduced system for ε = 0



















Notice that in this case, the first two equations uncouple from the third one and can be studied
independently. As the variables (s, d) are defined in R+ × R, the fixed points of the two first





























































are λ and −2λ.
Thus, when λ = 0, the origin undergoes a bifurcation and change from stable to unstable while

















Figure 5.2: Bifurcation diagram of system (5.46) for ε = 0 as a function of λ. For the critical value
λ = 0 the system undergoes a bifurcation.
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s = d = 0, ∆ϕ ∈ T
}
, (5.49)
with eigenvalues λ > 0 double, which corresponds to the origin of system (5.9), which is a focus,
with eigenvalues λ± iω (double).







, d = 0, ∆ϕ = ∆ϕ0
}
, (5.50)







, d = 0, ∆ϕ ∈ T
}
, (5.51)
whose characteristic exponents are−2λ (double). Then, S̄1(∆ϕ0) and T̄0 correspond in the system
(5.9) to the periodic orbits S1(ϕ20) which foliate the torus T0.
The other two fixed points give rise to the following periodic orbits
S̄2 =
{




















whose characteristic exponents are λ and −2λ so they are unstable. These solutions correspond to
solutions S2 and S3 of system (5.9).
In conclusion, (see Fig. 5.3), the phase space for system (5.46) shows for λ > 0, two invariant
curves filled of fixed points, S̄0 and T̄0, and two unstable periodic orbits denoted by S̄2 and S̄3.
Dynamical analysis of the reduced system in the coupled case (ε > 0)
We can take advantage of the S2 symmetry of the system (5.44) to look for solutions which
remain invariant under the application of the permutation map K̄ in (5.43). Then, if we write these
curves in the (s, d) coordinates
Ξ+ =
{




(s, d,∆ϕ) = (s, 0, π)
}
, (5.53)
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Figure 5.3: Phase space for the unperturbed system (5.46) for λ > 0. There appear 2 invariant
curves, S̄0 (which is unstable) and T̄0 (which is stable), filled of fixed points. Moreover there exist
two unstable limit cycles S̄2 and S̄3.

















where the ± sign corresponds to ∆ϕ = 0, π, respectively.
It is straightforward to check that Eq. for s in (5.54) has three steady solutions, namely, s = 0,
which corresponds to the previously studied solution S̄0, and s±osc given by
s±osc =
√





Notice that since s ∈ R+, we have discarded the negative solutions for the square root.
Taking into account that α01R < 0, solutions s±osc in (5.55) are only admissible when ᾱ
± =
λ+ ε(αε0R ± βε0R) > 0. This restriction defines the following conditions for the bifurcation
ᾱ+ = ε(αε0R + βε0R) + λ = 0 for ∆ϕ = 0,
ᾱ− = ε(αε0R − βε0R) + λ = 0 for ∆ϕ = π,
(5.56)
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which are exactly the conditions defining curves C±HB in (5.40) corresponding to the Hopf bifurca-
tions of the origin.
Therefore, for (λ, ε) values on the right-hand-side of curves C±HB we can define, respectively,
the following fixed points of system (5.44)
S̄+osc = (s, d,∆ϕ) = (s+osc, 0, 0),
S̄−osc = (s, d,∆ϕ) = (s−osc, 0, π),
(5.57)
which appear across a pitchfork bifurcation (whose character will be discussed below) of the origin
in the s direction. Fixed points in (5.57) correspond to the periodic orbits S±osc of system (5.9) that
appear at the Hopf bifurcation curves. Next, we will study its stability and possible bifurcations by
using the reduced system (5.44).













∆ϕ are different from zero, and their precise expressions are given
by




α01R + ε(αε1R ± (βε2R + βε1R + αε3R) + αε2R + βε3R)
)
,












(2βε3I ± (βε1I − αε3I)± βε2I)∓ βε0Is
)
,
c∆ϕd = −α01Is+ ε
(













where s = s±osc.
Because of the block diagonal form of the Jacobian matrix, it is straightforward to check the




s = −2(ε(αε0R ± βε0R) + λ), (5.60)
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and therefore, the solutions S̄±osc are always stable in the s direction as they appear for ᾱ± =
ε(αε0R ± βε0R) + λ > 0. Therefore, the pitchfork bifurcations of the origin are supercritical (see
Fig. 5.4).
Figure 5.4: Solutions s±osc appear through a supercritical pitchfork bifurcation of the origin in the
s direction which takes place at the critical value ᾱ± = 0 of the bifurcation parameter ᾱ± =
λ+ ε(αε0R ± βε0R).
As the solutions S̄±osc are always stable in the s direction, one has to study the eigenvalues of the
2x2 block, corresponding to the transverse directions, in order to study possible bifurcations of the
symmetric solutions S̄±osc. The trace (Tr±) and the determinant (Det±) of the 2x2 block of (5.58)
at S̄±osc are given up to order 2 in (λ, ε) by:




λ+ ε(αε0R ± 3βε0R)
)
, (5.61)
Det±(λ, ε) = ±4ε
(
λ+ ε(αε0R ± βε0R)
)









So, computing the discriminant
∆± = (Tr±)2− 4Det± = (λ+ ε(αε0R ± βε0R))(λ+ ε(αε0R ± βε0R)∓ 4εCdet)− 4ε2β2ε0I , (5.64)
we find that the eigenvalues of the 2x2 block of the Jacobian matrix (5.58) writes as,
µ̄±2 = −(λ+ ε(αε0R ± 3βε0R))−
√(
λ+ ε(αε0R ± βε0R)
)(
λ+ ε(αε0R ± βε0R)∓ 4εCdet
)
− 4ε2β2ε0I ,
µ̄±3 = −(λ+ ε(αε0R ± 3βε0R)) +
√(
λ+ ε(αε0R ± βε0R)
)(








(λ, ε) ∈ R2 | ᾱ± ≥ 0, ε > 0
}
, (5.66)
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which correspond to the region between the right hand side of curves C±HB and the horizontal axis
(see Fig. 5.1 left).
In particular, for ᾱ± = 0, that is (ε, λ) ∈ C±HB, the eigenvalues of the Jacobian matrix (5.58) at
the fixed points S̄±osc are given by
µ̄±1 = 0,
µ̄±2 = ∓2βε0R − i2εβε0I ,
µ̄±3 = ∓2βε0R + i2εβε0I .
(5.67)
Therefore, when the parameters (λ, ε) cross the curves C±HB from left to right, if βε0R > 0, S̄+osc is
a stable focus whereas S̄−osc is a saddle-focus with a 1-dimensional stable manifold (corresponding
to the s dimension which is always stable) and vice versa if βε0R < 0.




µ̄±3 = ∓2ε(βε0R + Cdet) +O(ε2),
(5.68)
which are O(ε) close to the ones for the uncoupled case, −2λ (double) and 0. In particular,
depending on the sign of (βε0R+Cdet), one fixed point is a stable node whereas the other is a saddle
with a 1-dimensional unstable manifold. We remark that consistently with Fenichel’s theory we
can show that the invariant curve T̄ε persists for ε small as a perturbation of the unperturbed one T̄0
in (5.51). Indeed, by using the variables (s, d,∆ϕ), we show that for βε0R > 0, T̄ε consists of the
union of the saddle point S̄−osc, its unstable 1-dimensional manifold and the stable node S̄+osc (and
vice versa if βε0R < 0), so S̄±osc ∈ T̄ε for ε > 0 small (see Fig. 5.5).
To conclude, we link the results for the reduced 3D system (5.44) with the full system (5.9).
In this Section we have shown that fixed points S̄±osc of system (5.44) correspond to the periodic
orbits S±osc of the full system (5.28). Therefore, as we have argued that for ε small S̄+osc and S̄−osc are
contained in an invariant curve T̄ε, for the 4D system there exists a torus Tε. That torus contains
two periodic orbits, S+osc and S−osc with ∆ϕ = 0 and ∆ϕ = π, respectively whose stability depends
on the sign of βε0R + Cdet. Furthermore, these periodic orbits collapse to a fixed point at different
Hopf bifurcation curves C+HB and C
−
HB given in (5.40), and the stability of these periodic orbits
before the bifurcation depends on the sign of βε0R.
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In the next Section we will study the evolution of fixed points S̄+osc and S̄−osc in the area A in
(5.66) for different combinations of the signs βε0R + Cdet and βε0R.
Figure 5.5: Phase space of system (5.44) for ε 6= 0, βε0R + Cdet > 0 and λ + ε(αε0R ± βε0R) >
0. There exist two fixed points S̄±osc, a stable node and a saddle point whose unstable invariant
manifold form the invariant curve T̄ε. Due to the coupling term there are only two fixed points on
T̄ε whereas we had an infinite number in the unperturbed case. Notice that the dynamics on the s
direction is always attracting.
5.3 Bifurcation diagrams of the reduced system
In the previous Sections we have shown that when ε is small and ᾱ± ≥ 0 there exist two critical
points S̄±osc belonging to the curve T̄ε which disappear at curves C±HB. The points S̄±osc undergo sev-
eral bifurcations in the parameter regionA defined in (5.66). Table 5.1 shows which are the values
for the trace Tr± in (5.61), the determinant Det± in (5.62) and the discriminant ∆± in (5.64) of
the 2x2 block of the Jacobian matrix (5.58) of system (5.44) at S̄±osc near the curves C±HB (given by
the condition ᾱ± = 0) and for ᾱ± ≥ 0 and ε small.
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S̄+osc
ᾱ+ → 0+ ε→ 0+
Tr+ −4εβε0R −2λ
Det+ 4ε2(β2ε0I + β
2
ε0R) 4ελ(Cdet + βε0R)
∆+ −4ε2β2ε0I λ2
S̄−osc




ε0R) −4ελ(Cdet + βε0R) Det−
−4ε2β2ε0I λ2 ∆−
Table 5.1: Values for the trace, the determinant and the discriminant of the linearisation of the 2x2
block of the Jacobian matrix (5.58) of system (5.44) at S̄±osc near the curves C±HB and in the limit
ε→ 0 and ᾱ± = λ+ ε(αε0R ± βε0R) ≥ 0.
Notice that the sign of the constants βε0R and Cdet + βε0R is relevant to determine the local
dynamics around fixed points. In particular,
• βε0R determines which of the two solutions S̄±osc can have a null trace. For βε0R > 0, is S̄+osc,
whereas for βε0R < 0 is S̄−osc.
• The sign of Cdet + βε0R determines which of the two solutions S̄±osc can have a null determi-
nant. For Cdet + βε0R > 0, is S̄−osc, whereas for Cdet + βε0R < 0 is S̄+osc.
• Moreover, as ε increases the discriminant always changes from negative to positive. That is,
consistently with the eigenvalues obtained in (5.67) and (5.68), the fixed points S̄±osc change
from a stable node and a saddle point to stable focus and a saddle-focus.
Depending on the sign of βε0R and Cdet + βε0R we consider three different cases: (1) βε0R > 0,
Cdet + βε0R > 0; (2) βε0R < 0, Cdet + βε0R > 0 and (3) βε0R = 0, Cdet > 0. The cases βε0R < 0,
Cdet + βε0R < 0; βε0R > 0, Cdet + βε0R < 0 and βε0R = 0, Cdet < 0 are analogous to (1), (2)
and (3), respectively just replacing S̄±osc by S̄∓osc. For each case, we study in detail the different
bifurcations of the solutions S̄±osc in the (λ, ε) parameter space, we link results obtained for the 3D
system (5.44) with the complete 4D system (5.9) and we discuss the areas of bistability.
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5.3.1 Case βε0R > 0 and Cdet + βε0R > 0
(
or βε0R < 0 and Cdet + βε0R < 0
)
Dynamics of S̄+osc
For ᾱ+ ≥ 0, λ fixed and ε small (see Fig. 5.6), the fixed point S̄+osc for system (5.44) is a stable
node contained in the invariant curve T̄ε (region B in Fig. 5.6), and as ε increases it becomes a
stable focus at the curve ∆+ = 0 (region A in Fig. 5.6). It disappears at a pitchfork bifurcation of
the origin in the s-direction at C+HB.
Figure 5.6: Bifurcation diagram for S̄+osc in the case βε0R > 0 and Cdet+βε0R > 0. In this case S̄+osc
has a supercritical pitchfork bifurcation of the origin in the s direction coinciding with the curve
C+HB.
Going back to the original 4D system (5.9) we have that for ε small there exists a stable periodic
orbit S+osc, (which belongs to the invariant torus Tε) which disappears at a Hopf bifurcation of the
origin in C+HB.
Dynamics of S̄−osc
S̄−osc changes from a saddle-focus with a 1-dimensional stable manifold near C−HB to a saddle
with a 2-dimensional stable manifold for ε small and ᾱ− > 0. Moreover, in this case the trace for
S̄−osc vanishes (Tr− = 0). Therefore, if





then Tr− = 0 and ∆− < 0 and S̄−osc undergoes a Hopf bifurcation.
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So, we will distinguish two cases:





For ᾱ+ ≥ 0, λ fixed and ε small (see Fig. 5.7) S̄−osc is a saddle with a 1-dimensional unstable
manifold (in the ∆ϕ direction) contained in the invariant curve T̄ε (region D). When crossing the
curve Det− = 0 (region C), the point S̄−osc becomes a stable node. As the coupling ε is increased,
S̄−osc crosses the curve ∆− = 0 and S̄−osc becomes a stable focus. When the parameters cross the
curve Tr− = 0, S̄−osc undergoes a Hopf bifurcation H̄ in the d,∆ϕ directions and S̄−osc becomes a
saddle focus with a 1-dimensional unstable manifold (region A). At this bifurcation there appears
or disappears a periodic orbit T̄ − depending whether the Hopf bifurcation is supercritical or sub-
critical. Finally the fixed point disappears at a pitchfork bifurcation of the origin in the s-direction
at the curve C−HB.





ε0I . In this case S̄−osc has a supercritical pitchfork bifurcation from the origin in
the s direction coinciding with the curve C−HB, a Hopf bifurcation H̄ of undetermined type at the
curve Tr− = 0, and a bifurcation at the curve Det− = 0.
Going back to the original full 4D system (5.9), for ε small enough, there exists an unstable
periodic orbit S−osc, belonging to the torus Tε, which will become stable at the curve Det− = 0.
The periodic orbit undergoes a Torus bifurcation and S−osc becomes unstable at the curve Tr− = 0
and a new torus T − appears or disappears depending whether the Torus bifurcation is subcritical
or supercritical. Finally, S−osc will disappear at a Hopf bifurcation of the origin occurring at C−HB.
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For ᾱ+ ≥ 0, λ fixed and ε small (see Fig. 5.8) S̄−osc is a saddle with a 1-dimensional unstable
manifold (in the ∆ϕ direction) contained in the invariant curve T̄ε (region C). As ε increases, S̄−osc
becomes a saddle with a 2-dimensional unstable manifold at the curveDet− = 0 (region B). When
further increasing the coupling ε, S̄−osc becomes a saddle-focus point at the curve ∆− = 0 which
disappears at a pitchfork bifurcation of the origin in the s-direction at the curve C−HB.





ε0I . In this case S̄−osc has a supercritical pitchfork bifurcation from the origin in
the s direction coinciding with the curve C−HB and a bifurcation at the curve Det
− = 0.
Going back to the original full 4D system (5.9), for ε small enough, there exists an unstable
periodic orbit S−osc, belonging to the torus Tε. The periodic orbit undergoes a bifurcation and the
curve Det− = 0 in which a stable manifold becomes unstable. Finally, S−osc will disappear at a
Hopf bifurcation of the origin occurring at C−HB.
Bistability Areas
Since S̄+osc is always stable, bistability between fixed points will appear in those regions where




ε0I , the fixed point S̄−osc is never stable,




ε0I , there exist
a region in the (ε, λ)-plane given by
Tr−(λ, ε) < 0 and Det−(λ, ε) > 0, (5.70)
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for which S̄−osc can be either a stable node or a stable focus (see Fig. 5.7). So the system is bistable
in region (5.70).




ε0I , the point S̄−osc undergoes a Hopf bifurcation
H̄. If the Hopf bifurcation is supercritical, then S̄−osc becomes unstable and a stable limit cycle T̄ −
appears. This generates a bistability situation between S̄+osc and T̄ − whose detailed analysis is
beyond of the scope of this paper.
Finally we remark that the same bistability scenarios can be found in the full system (5.9) by
changing the fixed points S̄±osc by the limit cycles S±osc and the periodic orbit T̄ − by the torus T −.
5.3.2 Case βε0R < 0 and Cdet + βε0R > 0
(
or βε0R > 0 and Cdet + βε0R < 0
)
Dynamics of S̄+osc
In this case the trace for S̄+osc vanishes (Tr+ = 0). Therefore, as





then Tr+ = 0 and ∆+ < 0 and S̄+osc will always undergo a Hopf bifurcation H̄.
For ᾱ+ ≥ 0, λ fixed and ε small (see Fig. 5.9), the fixed point S̄+osc is a stable node (region C)
and becomes a stable focus when the parameters cross the curve ∆+ = 0 (region B). For larger
ε values S̄+osc undergoes a Hopf bifurcation H̄ at the curve Tr+ = 0 and becomes a saddle-focus
(region A). At this bifurcation there appears or disappears a limit cycle T̄ + depending whether this
Hopf bifurcation is subcritical or supercritical. For larger values of ε, S̄+osc disappears at a pitchfork
bifurcation of the origin in the s-direction at the curve C+HB.
Going back to the original 4D system (5.9), for ε small enough there exists a stable periodic
orbit S+osc. This stable periodic orbit will lose its stability across a torus bifurcation occurring at
the curve Tr+ = 0 line. At this bifurcation there appears or disappears a new torus T + depending
whether the Torus bifurcation is subcritical or supercritical. Finally the unstable limit cycle S+osc
collapses to the origin at across a Hopf bifurcation occurring at the curve C+HB.
Dynamics of S̄−osc
For ᾱ− ≥ 0, λ fixed and ε small (see Fig. 5.10), the fixed point S̄−osc of system (5.44) is a
saddle point with a 1-dimensional unstable manifold in the ∆ϕ direction contained in T̄ε (region
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Figure 5.9: Phase space for S̄+osc in the case βε0R < 0 and Cdet + βε0R > 0. In this case S̄+osc
has a supercritical pitchfork bifurcation from the origin in the s direction coinciding with the C+HB
curve, and a Hopf bifurcation H̄ of undetermined type at the curve Tr+ = 0.
C), and as ε increases it becomes a stable node when ε crosses the curve Det− = 0 (region B). For
larger values of ε, S̄−osc becomes a stable focus at the curve ∆− = 0 (region A) and disappears at a
pitchfork bifurcation of the origin in the s direction at the curve C−HB.
Figure 5.10: Bifurcation diagram for S̄−osc in the case βε0R < 0 and Cdet + βε0R > 0. In this case
S̄−osc has a supercritical pitchfork bifurcation from the origin in the s direction coinciding with C−HB
line, and a bifurcation at Det− = 0.
Going back to the original 4D system (5.9), for ε small there exists an unstable periodic orbit
S−osc. This unstable periodic orbit becomes stable at the curve Det− = 0. Finally, the stable limit
cycle S−osc collapses to the origin at a Hopf bifurcation occurring at the curve C−HB.
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Bistability Areas
There exist a region in the (λ, ε)-plane given by
Tr+(λ, ε) < 0 and Det−(λ, ε) > 0, (5.72)
in which both fixed points S̄±osc are stable. If the Hopf bifurcation is supercritical, then S̄+osc becomes
unstable and a stable limit cycle T̄ + appears. This generates a bistability situation between S̄−osc
and T̄ + whose detailed analysis is beyond of the scope of this paper.
Finally we remark that the same bistability scenarios can be found in the full system (5.9) by
changing the fixed points S̄±osc by the limit cycles S±osc and the periodic orbit T̄ + by the torus T +.
5.3.3 Case βε0R = 0 and Cdet > 0
(
or βε0R = 0 and Cdet < 0
)
In this case, the curves C±HB coincide. Moreover, the trace in (5.61) is identically zero for
(λ, ε) ∈ C±HB. To obtain the sign of Tr±, we compute Tr± when λ+ εαε0R → 0+. We have





so, near the C±HB curves, both fixed points S̄±osc are stable.
Dynamics of S̄+osc
For ᾱ+ ≥ 0, λ fixed and ε small (see Fig. 5.11) S̄+osc is a stable node (region B), and as ε
increases becomes a stable focus when the parameters cross the curve ∆+ = 0 (region A). For
larger ε values S̄+osc disappear at a pitchfork bifurcation of the origin in the s direction at the curve
C+HB.
Going back to the original 4D system (5.9), for ε small there exists a stable periodic orbit S+osc,
which collapses at Hopf bifurcation occurring at the curve C+HB.
Dynamics of S̄−osc
For ᾱ+ ≥ 0, λ fixed and ε small (see Fig. 5.12), the fixed point S̄−osc appears as a 1 dimensional
unstable saddle (region C), and as ε increases becomes a stable node when the parameters cross
the curve Det− = 0 (region B). For larger ε values the fixed point S̄−osc becomes a stable focus at
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Figure 5.11: Bifurcation diagram for S̄+osc in the case βε0R = 0 and Cdet > 0. The fixed point S̄+osc
has a supercritical pitchfork bifurcation from the origin in the s direction coinciding with the curve
C+HB.
∆− = 0 (region A) which collapses at a pitchfork bifurcation of the origin in the s direction at the
curve C−HB.
Figure 5.12: Phase space for the S̄−osc fixed point in the case βε0R = 0 and Cdet > 0. The fixed point
S̄−osc has a supercritical pitchfork bifurcation from the origin in the s direction coinciding with the
curve C−HB, and a bifurcation at the curve Det
− = 0.
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Going back to the original 4D system (5.9), for ε small there exists a unstable periodic orbit S−osc
whose stability changes at a bifurcation coinciding with the curve Det− = 0. Finally the stable
periodic orbit S−osc collapses to the origin at a Hopf bifurcation at the curve C−HB.
Bistability Areas
In the region in the (λ, ε)-plane given by
Det−(λ, ε) > 0, (5.74)
both fixed points S̄+osc and S̄−osc are stable.
We remark that the same bistability scenarios can be found in the full system (5.9) by changing
the fixed points S̄±osc by the limit cycles S±osc.
5.4 Application to two coupled Wilson-Cowan oscillators
In this Section, we will consider a 4D system consisting of a pair of Wilson-Cowan oscillators
(E-I pair) coupled with strength ε:
τĖ1 = −E1 + S(c1E1 − c2I1),
τ İ1 = −I1 + S(c3E1 − c4I1 + ε(E2 − bspI2)),
τ Ė2 = −E2 + S(c1E2 − c2I2),
τ İ2 = −I2 + S(c3E2 − c4I2 + ε(E1 − bspI1)).
(5.75)











Therefore, for the uncoupled case (ε = 0), each subsystem generically has a steady state (E, I) =
(0, 0) which undergoes a Hopf bifurcation at λc = 2(a−d)S1 .
For this study, we will consider the following set of parameters:
P̄ = {c1 = 7, c2 = 5.25, c3 = 5, c4 = 0.7, θ = 2, τ = 1}, (5.77)
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whereas λ and ε will be the bifurcation parameters. By considering bsp = −0.03, 0.03, 0.0 we will
study different types of dynamics. For each case we will write system (5.75) in the normal form
(5.9) by numerically computing its corresponding coefficients (see Section 5.1.3). Next, by using
numerical continuation we will compute bifurcation diagrams for system (5.75), so we can check
the theoretical predictions in Section 5.3 and complete the bifurcation diagrams for large values of
λ and ε, where the normal form approximation breaks down.
bsp
-0.03 0.03 0
α01R -21.94 -21.94 -21.94
α01I -20.94 -20.94 -20.94
αε0R 0 0 0
αε0I 0 0 0
αε1R 0 0 0
αε1I 0 0 0
αε2R 8.4 9.02 8.72
αε2I 6.34 6.8 6.57
αε3R -24.02 -22.3 -23.2
αε3I -46.36 -44.92 -45.46
bsp
-0.03 0.03 0
ω 1.073 1.073 1.073
βε0R 0.0047 -0.0047 0
βε0I 0.252 0.241 0.246
βε1R -12.91 -13.18 -13.05
βε1I 19.36 16.76 18.06
βε2R 7.16 6.46 6.52
βε2I -5.56 -5.47 -5.52
βε3R 14.29 13.33 13.81
βε3I 10.02 10.3 10.16
Table 5.2: Coefficients of the normal form (5.9) for the three considered cases, namely bsp =
−0.03, 0.03 and 0. These coefficients have been computed using the procedure described in Section
5.1.3.
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5.4.1 Case bsp < 0
We consider the case bsp = −0.03. The coefficients of the normal form, which were computed
using the techniques described in Section 5.1.3, are given in Table 5.2 and satisfy the conditions




ε0I . Therefore, this case corresponds
to the one considered in Section 5.3.1. Fig. 5.13 shows the bifurcation diagram of system (5.75)
for bsp = −0.03 obtained numerically. The results match the theoretical predictions obtained in
Section 5.3.1. More precisely, for a fixed ε value and varying the bifurcation parameter λ we have:
• A stable in-phase (IP) solution corresponding to S+osc will emerge from the Hopf bifurcation
at C+HB. Moreover when varying the bifurcation parameter, the IP solution will maintain its
stability (see Fig. 5.6).
• An unstable anti-phase (AP) solution corresponding to S−osc will emerge from the Hopf bi-
furcation at C−HB. For a fixed ε and varying the bifurcation parameter AP solution gains
stability across a Torus bifurcation, but when further increasing the bifurcation parameter
it will loose it again across a pitchfork bifurcation (corresponding respectively to the lines
Tr− = 0 and Det− = 0 in Fig. 5.7).
5.4.2 Case bsp > 0
We consider the case bsp = 0.03. The coefficients of the normal form, which were computed
using the techniques described in Section 5.1.3, are given in Table 5.2 and satisfy the conditions
βε0R < 0 and Cdet + βε0R > 0. Therefore, this case corresponds to the one considered in Section
5.3.2. Fig. 5.14 shows the bifurcation diagram of system (5.75) for bsp = 0.03 obtained numeri-
cally. The results match the theoretical predictions in Section 5.3.2. More precisely, for a fixed ε
value and varying the bifurcation parameter λ we have:
• A stable anti-phase (AP) solution corresponding to S−osc will emerge from a Hopf bifurcation
at C−HB whereas an unstable in-phase (IP) solution corresponding to S+osc will emerge from
the Hopf bifurcation at C+HB
• The stability of both solutions is reversed as the bifurcation parameter grows. Moreover, the
bifurcations giving rise to these stability changes are of the same type as we predicted: IP
solution becomes stable across a torus bifurcation (corresponding to the Hopf bifurcation H̄
at the Tr+ = 0 line in Fig. 5.9) whereas the AP solution looses stability across a pitchfork
bifurcation of limit cycles (corresponding to the Det− = 0 line in Fig. 5.10).
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Figure 5.13: Bifurcation diagram with parameters P̄ and bsp = −0.03 in (5.75) (corresponding to





in Section 5.3.1). A: Two-parameter bifurcation diagram in the (λ, ε)-plane. The legend indicates
bifurcations of a fixed point (FP) or a limit cycle (LC) giving rise to or involving the ∆ϕ = 0 in-
phase (IP) or ∆ϕ = π anti-phase (AP) solution branches; PD: period doubling; PF: pitchfork; TR:
torus bifurcation. Text labels indicate the solutions that are stable in a given region, e.g. ‘IP+AP’
is a region with coexisting, stable IP and AP solutions. B: One-parameter bifurcation diagram at
ε = 0.05 showing the FP branch, IP branch and AP branch; dashed segments are unstable. The
IP and AP branches bifurcate from the FP branch in subsequent Hopf bifurcations (bullet) for λ
increasing. The IP branch emerges stable and remains stable. For increasing λ the AP branch
is initially unstable, gains stability at a torus bifurcation (star) and loses stability at a pitchfork
bifurcation (diamond). C: Coexisting solutions at λ ≈ 3.05 and ε = 0.05 in the (E1, E2)-plane.
Motion on the diagonal (blue) corresponds to in-phase oscillations. D: As C in the (E1, I1)-plane
for one E-I oscillator. E: As C at ε = 0.5, where a torus bifurcation (star) is on an unstable branch
that gains stability at a Fold of limit cycle (square).
CHAPTER 5. THE UNCOUPLED LIMIT OF IDENTICAL HOPF BIFURCATIONS 159
A B































Figure 5.14: Bifurcation diagram with parameters P̄ and bsp = 0.03 in (5.75) (corresponding to
the case βε0R < 0 and Cdet + βε0R > 0, as described in 5.3.2). A: Two-parameter bifurcation
diagram in the (µ, ε)-plane. Legends and labelling as in Fig. 5.15; TR: torus bifurcation. B: One-
parameter bifurcation diagram showing the FP branch, IP branch and AP branch; dashed segments
are unstable. The AP and IP branches bifurcate from the FP branch in subsequent Hopf bifurcations
(bullet) for µ increasing. The AP branch loses stability in a pitchfork bifurcation (diamond). The
IP branch is initially unstable and gains stability at a torus bifurcation (star).
5.4.3 Case bsp = 0
We consider the case bsp = 0.0. The coefficients of the normal form, which were computed
using the techniques described in Section 5.1.3, are given in Table 5.2 and satisfy the conditions
βε0R = 0 and Cdet > 0. Therefore, this case corresponds to the “degenerated case” discussed
in Section 5.3.3. Fig. 5.15 shows the bifurcation diagram of system (5.75) for bsp = 0 obtained
numerically. Notice that it matches the theoretical predictions, namely:
• Both Hopf bifurcation curves C±HB coincide and give rise to a bistable situation. On one side
of the double Hopf curve there exists bistability between the in-phase (IP) solution ∆ϕ = 0
corresponding to S+osc and the anti-phase (AP) ∆ϕ = π solution corresponding to S−osc.
• For ε fixed and increasing the bifurcation parameter λ, the S−osc (AP) solution loses stability
across a Pitchfork bifurcation of limit cycles that we found for the 3D system as the line
having Det− = 0 (see Fig. 5.12).
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Figure 5.15: Bifurcation diagram with parameters P̄ and bsp = 0 in (5.75) (corresponding to
the case in Section 5.3.3). A: Two-parameter bifurcation diagram where curves are the locus of
bifurcations in the (µ, ε)-plane. The legend indicates bifurcations of a fixed point (FP) or a limit
cycle (LC) giving rise to or involving the ∆ϕ = 0 in-phase (IP) or ∆ϕ = π anti-phase (AP)
solution branches; PD: period doubling; PF: pitchfork. Text labels indicate the solutions that are
stable in a given region, e.g. ‘IP+AP’ is a region with coexisting, stable IP and AP solutions. B:
One-parameter bifurcation diagram for fixed ε = 0.05 showing the fixed point branch, IP branch
and AP branch; dashed segments are unstable. The IP and AP branches bifurcation from the FP
branch at a degenerate Hopf bifurcation (bullet). The AP branch loses stability in a pitchfork
bifurcation (diamond).
5.4.4 Dynamics beyond the weak coupling limit
Our numerical bifurcation analysis has revealed the possibility for richer dynamics, whilst not-
ing a wide range of parameters for which the IP and AP solutions are stable and coexist. Further-
more, a Bautin bifurcation on the AP Hopf branch for εBT ≈ 0.4 as seen in Figures 5.13, 5.14
and 5.15 gives rise to a region of parameter space for λ . λc where a stable AP solution coexists
with a stable fixed point. The bifurcation point εBT separates branches of sub- and supercritical
Hopf bifurcations in the parameter space. As we can see, for nearby λ, ε parameter values, the
system has two limit cycles which collide and disappear via a Fold bifurcation of periodic orbits.
Although the analysis done in Sections 5.2 and 5.3 is restricted to the weak coupling case, we
briefly discuss how the reduced system (5.44) can provide some insight about this bifurcation.
In the weak coupling regime, the denominator in the formula (5.55) for the s±osc solutions, is
given by α01R+εK±stb and is assumed to be negative. Therefore, s
±
osc solutions appear for α
± = λ+
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ε(αε0R±βε0R) > 0 at a supercritical pitchfork bifurcation of the origin (see Fig. 5.4). Nevertheless,
writing the equation for s in (5.54) in the following way
ṡ = A(λ, ε)s+B(λ, ε)s3,
we clearly see that at the curve A(λ, ε) = 0, the origin undergoes a pitchfork bifurcation that
it supercritical or subcritical depending on the sign of B(λ, ε). Consequently, the point (λ, ε)
satisfying A(λ, ε) = 0 and B(λ, ε) = 0 corresponds to a Bautin bifurcation. Thus, using the
expression for A and B (which are known up to first order in ε and λ), we can estimate that a





assuming that K−stb > 0 and for λBT such that (λBT , εBT ) ∈ C
−
HB. Although an accurate deriva-
tion is beyond the scope of this work, this transition from subcritical to supercritical involves the
appearance of a curve of saddle-node bifurcations of fixed points for the system (5.44) for nearby
values of the parameters. More precisely, if we consider the exact expression of the determinant of










where the constants are given by Eqs. (5.59) with s = s−osc in (5.55), one can see that it is singular
at B(λ, ε) = 0. Therefore, we consider the curve
B(λ, ε)Det(s−osc) = 0,
and one can see that the Bautin point (λBT , εBT ) belongs to it. Moreover, for ε > εBT as B(λ, ε) >




Using the numerical values given in Table 5.2, K−stb > 0. Thus, we can estimate from the
normal form that the Bautin bifurcation occurs for εBT ≈ 0.42, 0.43, 0.42 for bsp = −0.03, 0.03, 0,
respectively, which matches the results obtained numerically (see Figures 5.13, 5.14 and 5.15).
Recall that in the original 4D system (5.9) the pitchfork and saddle-node bifurcations correspond
to Hopf and fold of limit cycles bifurcations, respectively.
Besides this previous behaviour, we also remark that the IP solution undergoes a period-doubling
bifurcation for large ε and λ leading to richer dynamical behaviour away from the analytically-
investigated uncoupling limit.
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5.5 Discussion
The study of identical coupled oscillators near a Hopf bifurcation is applicable to a wide range
of systems where near-identical units undergo oscillatory instability. These systems may in general
be represented by very different vector fields. Using the normal form theory in [6], we are able to
predict universal aspects of the mathematical behaviour for such systems. The analysis performed
in this work for two oscillators reveals that, as is often the case in normal forms, although (5.9)
involves a big number of parameters, in the weak coupling limit, just a few of them govern and
determine the possible bifurcations of the system.
We have seen that, because of the symmetry of the system, there appears naturally two oscillat-
ing solutions: an in-phase (∆ϕ = 0) and anti-phase (∆ϕ = π). As theoretical and computational
analysis shows, depending on parameters all the possible combinations between different stabili-
ties of both solutions are possible. Our numerical analysis has shown that away from the coupling
limit, richer dynamical behaviour is possible, with secondary bifurcations from the anti-phase
branch and regions of coexistence between fixed-point and anti-phase solutions mediated by a fold
of cycles.
We finally discuss the possible implications of this work for models of perceptual bistability and
neural competition. These models are widely based on the assumption of strong mutual inhibition
between populations of neurons that encode different perceptual interpretations of ambiguous stim-
ulus. In general, this assumes that populations associated with different percepts are separated in
some featured spaces (e.g. orientation in binocular rivalry) and that these populations enter into
competition through mutual inhibition. However, when stimuli are periodic and the two possible
perceptual interpretations involve the same features, it is less clear how competition between per-
cepts might arise. In this work we explored how synchrony properties of oscillations entrained at
the rate of a rapidly alternating stimulus could be the mechanism by which different perceptual in-
terpretations emerge and coexist as bistable states. Indeed, encoding of perceptual interpretations
through oscillations allows for complete synchronisation of the network with all incoming inputs
(in-phase) or for partial synchronisation of different parts of a network with separate elements
(here in anti-phase). This encoding mechanism does not rely on strong mutual inhibition, widely
assumed between the abstracted percept-based neural populations in competition models.
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