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Zusammenfassung 
Die vorliegende Arbeit befasst sich mit der Gestaltung von multimedialen Lernum-
gebungen und fokussiert die Fragestellung, unter welchen Bedingungen eine audio-
visuelle Aufbereitung von Lernmaterialien lernförderlicher ist als eine rein visuelle. 
In der Multimedia-Forschung wird die Überlegenheit multimodaler Lernapplikatio-
nen in zahlreichen Studien belegt (Clark & Mayer, 2008). Die dabei gewonnenen 
Erkenntnisse werden unter dem so genannten Modalitätsprinzip zusammengefasst 
(Mayer, 2001). Es besagt, dass zur Erläuterung einer Abbildung der Text besser 
gesprochen anstatt geschrieben dargeboten werden sollte, da dies zu einer adäqua-
teren Nutzung der begrenzten modalitätsspezifischen Kapazitäten führt und da-
durch die kognitive Belastung reduziert wird. Dies stellt einen wesentlichen Ein-
flussfaktor für den Lernprozess dar und wird in der Theorie der kognitiven Belas-
tung (Sweller & Chandler, 1994) näher betrachtet. Allerdings gibt es auch abwei-
chende Befunde, die gegen eine generelle Lernförderlichkeit audiovisueller Lern-
umgebungen sprechen (Stiller, 2007; Tabbers, 2002). Deswegen war es das Ziel der 
vorliegenden Forschungsarbeit, das Modalitätsprinzip weiter zu spezifizieren und 
u.a. den Einfluss individueller Faktoren zu untersuchen. Dazu wurden die aufge-
stellten Hypothesen in zwei Studien empirisch überprüft. In beiden Untersuchungen 
wurde die Art der Informationspräsentation manipuliert und vermutet, dass Lernen-
de bei einer audiovisuellen Präsentation einen größeren Wissenszuwachs und eine 
geringere kognitive Belastung aufweisen als bei einer rein visuellen. Die kognitive 
Belastung wurde dabei unter Zuhilfenahme des Dual-Task Paradigmas erfasst, bei 
dem Lernende neben der primären Lernaufgabe parallel eine sekundäre Reaktions-
aufgabe erfüllen mussten. In Studie 1 konnte der Modalitätseffekt nicht nachgewie-
sen werden. Es zeigten sich jedoch signifikante Unterschiede zwischen den zuerst 
präsentierten Überblicksseiten und den darauffolgenden Lernseiten mit Detailin-
formationen. Das wurde mit der Konstruktion eines neuen mentalen Modells er-
klärt. Deshalb wurde in Studie 2 die Sequenzierung des Lernmaterials manipuliert. 
Hier zeigte sich der Modalitätseffekt in den Reaktionszeiten, nicht aber im Wis-
senszuwachs. Dies wird zusammen mit den nicht eindeutigen Ergebnissen der indi-
viduellen Faktoren Modalitätspräferenz und räumliches Vorstellungsvermögen zum 
Abschluss der Arbeit kritisch diskutiert und Perspektiven für zukünftige Forschung 
aufgezeigt.    
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Anhand der rasanten Entwicklung und Optimierung von neuen Informations- und 
Kommunikationstechnologien, die alle Lebensbereiche des Menschen durchdringen 
und Veränderungen sowohl im Arbeits- als auch Freizeitverhalten hervorbringen, wer-
den neue Medien zum zentralen Untersuchungsgegenstand verschiedenster Wissen-
schaftsgebiete wie der Informatik, den Rechtswissenschaften oder der Psychologie . Ein 
Untersuchungsbereich in der pädagogischen Psychologie ist dabei das multimodale 
Lernen, bei dem der Lernende multiple Sinne für die Informationsrezeption einsetzt, 
was den Lernprozess fördern soll. Die Erkenntnisse darüber manifestieren sich im so 
genannten Modalitätsprinzip respektive Modalitätseffekt
1
 (Mayer, 1997, 2001), wel-
ches besagt, dass bei der Darbietung von Bildern eine auditive Textpräsentation lern-
förderlicher ist, als eine visuelle, da die modalitätsspezifischen kognitiven Ressourcen 
effizienter genutzt werden (Moreno & Mayer, 1999).  
Betrachtet man allerdings die aktuelle Ausgestaltung von computerunterstützten Lern-
materialien, muss konstatiert werden, dass in einem Großteil der Lernapplikationen die 
Informationen, trotz der vielfältigen Möglichkeiten, die die neuen Medien offerieren, 
vorwiegend visuell dargeboten werden und auditive Elemente wenig eingesetzt bzw. 
vollkommen vernachlässigt werden. Für die Nichtbeachtung des Modalitätsprinzips 
werden oft technische oder finanzielle Grenzen als Ursachen angeführt (Niegemann et 
al., 2004). Dies steht im Widerspruch zum allgemeinen Wunsch nach effektiven und 
effizienten Lernmaterialien und der Ansicht der einfachen Umsetzung von lernunter-
stützenden Maßnahmen durch die Möglichkeiten, die die neuen Informations- und 
Kommunikationstechnologien bereitstellen. Lassen sich auditive Elemente tendenziell 
einfach integrieren, sollten finanzielle Gründe einer Lernförderlichkeit nicht vorstehen. 
Andererseits offenbart sich die Problematik, dass die multimodale Darstellung nicht per 
se einer monomodalen Darbietung überlegen ist (Kühl, Scheiter, Gerjets & Edelmann, 
2011) und diese ambivalenten Ergebnisse die Bedeutung und Akzeptanz und demzu-
folge auch die Befolgung des Instruktionsprinzips vermindern. Daher liegt die Motiva-
tion dieser Forschungsarbeit in der weiterführenden Klärung der Bedingungen, unter 
welchen Umständen eine multimodale Präsentation nicht nur notwendig, sondern hin-
                                                 
1
 Innerhalb der Forschungsgemeinschaft und auch in der vorliegenden Arbeit werden die Begriffe teils syno-
nym verwendet, wobei jedoch ein entscheidender Unterschied besteht. Effekt rekurriert eher auf Untersu-
chungsergebnisse, wohingegen Prinzip sich auf die Anwendung dieser Erkenntnisse bezieht. 
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reichend ist, um einen erfolgreichen Lernprozess zu ermöglichen. Dies soll vor dem 
Hintergrund der Theorie der kognitiven Belastung (Sweller, 1994) erfolgen, da diese 
neben u.a. motivationalen Aspekten einen der essenziellen Einflussfaktoren für den 
Lernprozess darstellt. Daher soll die kognitive Belastung beim Lernen mit Multimedia 
näher betrachtet und ihre Auswirkungen identifiziert werden, um daraus ableitend eine 
detaillierte Bestimmung des Modalitätsprinzips zu erstellen. Die methodische Umset-
zung erfolgt mittels ‚Dual-Task Paradigma„ (Zweitaufgaben-Methodik), bei dem Ler-
nende simultan zwei Aufgaben bewältigen müssen, die miteinander interferieren (z. B. 
Brünken, Steinbacher, Plass & Leutner, 2002). Hierbei wird die Erfüllung einer Reak-
tionsaufgabe als Sekundäraufgabe einer Lernaufgabe als Primäraufgabe entgegenge-
setzt. Durch die den gleichen Ressourcenpool beanspruchenden Aufgaben lässt sich die 
kognitive Belastung online als Differenz zwischen Dual-Task Bedingung und der vorab 
erfassten Single-Task Bedingung der Sekundäraufgabe erfassen und mögliche Implika-
tionen für zukünftige Gestaltungsansätze formulieren. Zusätzlich werden die individu-
ellen Faktoren Modalitätspräferenz und räumliches Vorstellungsvermögen als Diffe-
renzierungskomponenten des Modalitätseffekts gemessen, die für eine detailliertere 
Betrachtung des Gestaltungsprinzips beitragen sollen.               
Die vorliegende Arbeit gliedert sich in einen theoretischen Teil und einen empirischen 
Teil. Während sich die ersten Kapitel mit der theoretischen Auseinandersetzung mit 
Multimedia, basalen kognitionspsychologischen Theorien und Modellen, multimoda-
lem Lernen sowie dessen Erfassung befassen, werden im empirischen Teil der Arbeit 
zwei Studien präsentiert, die die abgeleiteten Forschungsfragen untersuchen. In einer 
kurzen Einführung in das multimediale respektive multimodale Lernen werden in Kapi-
tel 2.1 zunächst, für ein grundlegendes Verständnis von Multimedia, verschiedene De-
finitionen und Charakteristika von neuen Medien vorgestellt und die für die vorliegen-
de Forschungsarbeit herangezogene Begriffsbestimmung abgebildet.  
In Kapitel 2.2 wird weiterhin auf grundlegende Theorien und Modelle des Lernens mit 
Multimedia eingegangen, um ein Verständnis des in Kapitel 3 dargestellten Modalitäts-
prinzips, seinen zugrunde liegenden kognitionspsychologischen Ursachen und angren-
zenden Gestaltungsprinzipien zu gewährleisten. Dafür wird zuerst die kognitive Archi-
tektur der menschlichen Informationsverarbeitung betrachtet, wobei zwei wesentliche 
Komponenten eine Rolle spielen: zum einen das Kurzzeitgedächtnis und zum anderen 
das Langzeitgedächtnis. Ersteres stellt den Schwerpunkt der Betrachtungen dar und 
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wird ausführlich im Arbeitsgedächtnismodell von Baddeley (1986, 1992) beschrieben. 
Anschließend wird darauf aufbauend auf eine grundlegende Theorie der Instruktions-
psychologie detailliert eingegangen, die für die vorliegende Arbeit einen hohen Stel-
lenwert besitzt: die Theorie der kognitiven Belastung (CLT, Chandler & Sweller, 
1991). Sie verknüpft für eine effiziente Förderung von erfolgreichem Lernen die basa-
len kognitionspsychologischen Erkenntnisse über die humane Architektur und Funkti-
onsweise der Informationsverarbeitung mit Gestaltungsausprägungen von Lernmaterial 
aus diversen Inhaltsbereichen. In Kapitel 2.3 wird anschließend, neben der differenzier-
ten Darstellung der drei Belastungsarten und den daraus resultierenden instruktionspsy-
chologischen Effekten, ein Überblick über die Forschungsschwerpunkte und 
Neukonzeptionalisierungen der letzten 20 Jahre skizziert. Die kontinuierlichen Erweite-
rungen und Spezifizierungen der CLT werden jeweils durch kritische Positionen und 
Interpretationen ergänzt, die neue Sichtweisen und Forschungsansätze im Rahmen der 
CL-Forschung hervorbrachten. Daran anschließend wird in Kapitel 2.4 die kognitive 
Theorie des multimedialen Lernens von Mayer (2001) vorgestellt, die explizit als Er-
klärungsansatz für das Modalitätsprinzip dient. 
Kapitel 3 widmet sich dem Modalitätsprinzip und beinhaltet, neben einer Begriffsbe-
stimmung und der für die Untersuchungen wichtigen Abgrenzung des Modalitätseffekts 
vom Split Attention Effekt (Sweller & Chandler, 1994), einen aktuellen Forschungs-
überblick, der die ambivalenten Befunde offenlegt. Dabei wird, ausgehend von ersten 
Untersuchungsergebnissen, eine Begriffsbestimmung des Modalitätsprinzips mit seinen 
Ursachen vorgenommen (Kapitel 3.1). In Kapitel 3.2 werden die essenziellen Erkennt-
nisse im Forschungsbereich des multimodalen Lernens skizziert.  
Das vierte Kapitel beschreibt verschiedene Methoden zur Erfassung der kognitiven Be-
lastung beim Lernen mit Multimedia. Ferner wird in Kapitel 4 die Fragestellungen für 
die empirischen Studien in Kapitel 5 und 6 hingeführt. Beide Studien befassen sich mit 
der mono- respektive multimodalen Aufbereitung der Informationen und deren Aus-
wirkungen auf den Wissenszuwachs und sind experimentell angelegt. Den Abschluss 
der Arbeit bilden eine zusammenfassende Gesamtdiskussion und ein Ausblick auf zu-
künftige Forschungsmöglichkeiten in Kapitel 7. 
2 Lernen mit Multimedia: grundlegende Theorien und Modelle 9 
 
 
2 Lernen mit Multimedia: grundlegende Theorien und 
Modelle 
Für das Lernen mit Multimedia ist ein wesentlicher Forschungsbereich die empirische 
Lehr-Lernforschung, die u. a. der Frage nachgeht, wie die menschliche Informations-
verarbeitung beim Lernen (mit neuen Medien) abläuft und welche Einflussfaktoren 
diesen Prozess bestimmen (Hense & Mandl, 2009). Von zentraler Bedeutung sind dabei 
nicht nur Fragen hinsichtlich der ablaufenden Prozesse zur Verarbeitung multimedial 
präsentierter Informationen, sondern auch die Anforderungen an die Lernenden, die 
dabei entstehen und welche Voraussetzungen sie mitbringen müssen. Gleichzeitig gilt 
es, die dadurch auftretenden Wechselwirkungen näher zu betrachten und die Beeinflus-
sungen unterschiedlicher Gestaltungsmerkmale von multimedialen Lerneinheiten auf 
den Lernprozess zu untersuchen (Zander & Brünken, 2005). Dies ist von besonderer 
Relevanz, da darüber wichtige Erkenntnisse gewonnen werden, wie verschiedene 
instruktionale Maßnahmen in unterschiedlichem Ausmaß auf die limitierten Kapazitä-
ten des Arbeitsgedächtnisses bei der  Informationsverarbeitung wirken und von diesen 
Begrenzungen betroffen sind (Renkl, Gruber, Weber, Lerche & Schweizer,  2003). 
2.1 Lernen mit Multimedia 
Bevor allerdings einige wichtige Theorien und Modelle der Informationsverarbeitung 
sowie des multimedialen Lernens vorgestellt werden, soll an dieser Stelle geklärt wer-
den, welches Begriffsverständnis von Multimedia dieser Arbeit zugrunde liegt. Im wis-
senschaftlichen Diskurs existieren zahlreiche Definitionen (Rey, 2009). Jedoch sind 
drei wesentliche Merkmale charakteristisch für die Definition von Multimedia: Multi-
media wird durch die Dimensionen von Multimedialiät, Multicodalität und Multimoda-
lität definiert, wobei diese jeweils in mono (‚einzig„) und multi (‚vielfach„) klassifiziert 
werden können (Weidenmann, 2002). Demzufolge wird die Ausprägung der einzelnen 
Dimensionen dadurch unterschieden, ob jeweils ein Element der Dimension integriert 
ist oder mehrere. Medialität bezieht sich dabei auf die technische Ebene „der Produkti-
on, Speicherung, Präsentation und Nutzung des medialen Angebotes“ (Weidenmann, 
1997, S. 200). Wenn Informationen über verschiedene Präsentations- und Speicherme-
dien dargestellt werden (z. B. wenn eine Präsentation auf einem USB-Stick gespeichert 
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wird, diese aber dann über einen PC und Beamer dargestellt wird), handelt es sich um 
eine multimediale Gestaltung. Die zweite Dimension bezieht sich auf unterschiedliche 
Symbolsysteme oder Codes, die verwendet werden können. Demnach erfolgt die Wis-
sensvermittlung über unterschiedliche Zeichensysteme, wobei die Informationen ver-
schiedenartig encodiert werden (Schnotz, 2001). Differenziert werden auf dieser semio-
tischen Ebene im deutschen Sprach- und Kulturraum verbale (Sprache oder Text) und 
imaginale (bildhafte Informationen) Kodierungen sowie Zahlen (Weidenmann, 2002). 
Auf der sensorischen Ebene werden die verschiedenen Sinnesmodalitäten betrachtet. 
Dabei spielen vorwiegend der Seh- und der Hörsinn eine Rolle, da Informationen beim 
Lernen zumeist visuell oder auditiv dargeboten werden (Mayer, 1997). So kann der 
Lernende einen Text lesen, bei dem er die Informationen visuell wahrnimmt. Wird der 
gleiche Text vorgelesen, nimmt der Lernende die Information auditiv wahr. An dieser 
Stelle ist anzumerken, dass die beiden letztgenannten Dimensionen oft nicht klar von-
einander differenziert und teilweise vermischt werden (Weidenmann, 2002). Obwohl 
sie miteinander interagieren, beziehen sie sich auf unterschiedliche Aspekte. Ein ge-
schriebener Text und ein Bild weisen beispielsweise unterschiedliche Codierungen 
(verbal und imaginal) auf und sind somit multicodal, werden aber in ein und derselben 
Modalität dargeboten (visuell) und sind somit monomodal. 
Als Ergänzung zu diesen drei Dimensionen wird häufig der Faktor der Interaktivität als 
weiteres Merkmal von Multimedia genannt (Rey, 2009). Dieses Attribut wird an dieser 
Stelle nicht weiter erörtert, da Interaktivität keine Relevanz für die vorliegende Arbeit 
besitzt. Dennoch wird die vorgestellte Definition als dienlich für das weitere Vorgehen 
angesehen, da bereits hier Merkmale, die für den weiteren Verlauf der Arbeit eine be-
deutende Rolle spielen, erörtert wurden. Dabei wird vornehmlich der sensorische As-
pekt fokussiert, da die modalitätsspezifische Aufbereitung von Lernmaterialien von 
zentralem Interesse ist. 
Um zu verstehen, wie die Beachtung des Modalitätsprinzips einen erfolgreichen Lern-
prozess fördern kann, wird im Folgenden auf Erklärungsansätze des Modalitätsprinzips 
eingegangen. Zuerst wird die humane kognitive Architektur erläutert und anhand des 
Arbeitsgedächtnismodells von Baddeley (1986) die Informationsverarbeitung darge-
stellt. Anschließend wird mit der Erläuterung der Theorie der kognitiven Belastung 
(Sweller & Chandler, 1994) die Fokussierung auf die Ressourcenverteilung im Arbeits-
gedächtnis gelegt und welche Auswirkungen spezielle Gestaltungsmängel auf den 
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Lernerfolg haben können. Zum Schluss wird mit der kognitiven Theorie de multimedia-
len Lernens (Mayer, 2001) der Erklärungsansatz präsentiert, aus dem das Modalitäts-
prinzip abgeleitet wird. 
2.2 Die humane kognitive Architektur der Informationsverarbeitung 
Um Lernprozesse zu optimieren, ist es unerlässlich, sich mit der menschlichen Infor-
mationsverarbeitung auseinander zu setzen. Deshalb muss die kognitive Architektur, 
seine Komponenten und deren Zusammenwirken sowie vorhandene Grenzen berück-
sichtigt werden. Dies impliziert bereits die Annahme eines Mehrspeichermodells, wie 
von Atkinson und Shiffrin (1968) postuliert. Sie benennen drei Gedächtniseinheiten: 
das sensorische, das Kurzzeit- und das Langzeitgedächtnis. Vor allem die letzten bei-
den Komponenten sind für die Zielstellung der vorliegenden Arbeit, die Spezifizierung 
des Lernens mit Multimedia unter Beachtung der kognitiven Belastung von besonde-
rem Interesse und sollen folgend näher betrachtet werden. 
2.2.1 Das Kurzzeitgedächtnis 
Im Mittelpunkt steht im Weiteren zuerst das Kurzzeitgedächtnis, welches durch seine 
limitierten Kapazitäten begrenzt ist und nur wenige Informationen simultan verarbeiten 
kann (Miller, 1956). Durch diese Beschränkung sowohl in der Speicherdauer als auch 
in der Kapazität, wird es als Flaschenhals der Informationsverarbeitung bezeichnet 
(Ayres, 2007; Schnotz & Kürschner, 2007). Diese Limitierung wurde in verschiedenen 
Studien bestätigt, in denen Probanden eine Reihe vorher gelernter Ziffern, Buchstaben 
oder Wörter nur begrenzt richtig wiedergeben konnten (Broadbent, 1954, Experiment 
2; Craik, 1971; Craik & Lockhart, 1972; Crannell & Parrish, 1957; Miller, 1956; 
Tulving & Patterson, 1968). Dieser Radius liegt zwischen fünf und neun Items und dif-
feriert zwischen Lernenden. Bereits 1956 postulierte Miller mit seiner magischen Zahl 
sieben (engl. ‚magical number seven„), dass das menschliche Kurzzeitgedächtnis ma-
ximal sieben, plus/minus zwei Informationseinheiten parallel verarbeiten kann (Miller, 
1956). „We are dealing here with a process of organizing or grouping the input into 
familiar units or chunks, and a great deal of learning has gone into the formation of 
these familiar units.” (Miller, 1956, S. 90). Das Fassungsvermögen des Kurzzeitge-
dächtnisses kann dabei erhöht werden, wenn die Informationen zu so genannten chunks 
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zusammengeführt werden (Bower, 1969). Unter einem chunk werden demzufolge zu-
sammengefasste Informationseinheiten verstanden, die im Kurzzeitgedächtnis als eine 
Einheit behandelt werden und dadurch nur einen einzelnen ‚Kapazitätsplatz„ einneh-
men, selbst wenn sie verschiedene Informationen subsumieren (Bower, 1969; Tulving 
& Patterson, 1968). Diese Informationseinheit kann interindividuell variieren, da dies 
u.a. durch das Vorwissen beeinflusst und kulturspezifisch geprägt wird (Jones, 2002). 
Beispielsweise sollte es einem Informatikstudenten gelingen, die drei Ziffernfolgen 
0010 1000 1001 durch einfaches Konvertieren der Zahlen vom Binärcode ins Dezimal-
system, also 2 8 9, und dem anschließenden Gruppieren dieser drei Informationseinhei-
ten, zu einem chunk zusammenzufassen, so dass er noch durchschnittlich sechs weitere 
Informationseinheiten aufnehmen und im Kurzzeitgedächtnis verarbeiten kann 
(Kearsley, 2010).  
Die allgemein anerkannte Millersche Annahme erhält allerdings u.a. bei Jones (2002) 
eine kritische Interpretation als ‚urban legend„, der die Limitierung des Kurzzeitge-
dächtnis auf das Klangbild der einzelnen Items zurückführt und dabei auf die auditive 
Komponente des Modell des Arbeitsgedächtnisses von Baddeley und Hitch (1974) re-
kurriert. Auch Baddeley, Thomson und Buchanan (1975) diskutieren die Limitierung 
auf sieben plus/minus zwei Einheiten des Arbeitsgedächtnisses hinsichtlich temporaler 
und nicht struktureller Ursachen. Durch die hohe Aussagekraft des Arbeitsgedächtnis-
Modells von Baddeley (1986, 1999) in Bezug auf die menschliche Informationsverar-
beitung im Kurzeitgedächtnis sollen im Folgenden detailliertere Ausführungen über 
seine Komponenten und Auswirkungen erfolgen. 
2.2.2 Das Modell des Arbeitsgedächtnisses nach Baddeley (1986) 
Durch die zentrale Bedeutung des Kurzzeitgedächtnisses für die Verarbeitung der In-
formationen spricht Baddeley in seinem Modell von ‚Arbeitsgedächtnis„ und  nicht von 
Kurzzeitgedächtnis und verweist damit nicht nur auf die Speicherdauer, sondern viel-
mehr auf die Verarbeitungsprozesse. Im Arbeitsgedächtnis-Modell von Baddeley 
(1986, 1995, 1999) wird dieses nicht als monolithische Struktur beschrieben, sondern 
es klassifiziert sich durch die Annahme eines Multikomponentenmodells, welches mo-
dalitätsspezifische Speicher- und Verarbeitungssysteme differenziert. Untersuchungen 
im Bereich der Arbeitsgedächtnisleistung lieferten erste Anhaltspunkte für diese modu-
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lare Trennung. Verbale Arbeitsgedächtnisaufgaben wurden stärker durch auditive als 
durch visuelle Zusatzaufgaben gestört (Müsseler & Prinz, 2002). Visuelle Aufgaben 
wurden hingegen durch visuelle Zusatzaufgaben mehr behindert als durch auditive. In 
Auseinandersetzung mit diesen Erkenntnissen postuliert Baddeley (1986) ein struktu-
relles Modell mit zwei differenten Informationsspeichern: zum einen die phonologische 
Schleife für alle auditiven bzw. verbalen Informationen und zum anderen den visuell -
räumlichen Skizzenblock als Speichersystem für visuelle und räumliche Informationen. 
Diesen beiden subsidiären Systemen übergeordnet, ist die zentrale Exekutive, die als 
Kontrolleinheit ohne Speicherkapazität verstanden wird. Im Jahr 2000 erweiterte Bad-
deley sein Modell um die Komponente des episodischen Puffers (Baddeley, 2000). 
Nachfolgend sollen kurz die wichtigsten Aspekte der einzelnen Komponenten darge-
stellt werden, da das Modell als Grundlage und Erklärungsansatz sowohl für die Theo-
rie der kognitiven Belastung (Sweller & Chandler, 1991) als auch für weitere relevante 
Modelle des multimedialen Lernens, auf die im späteren Verlauf der Arbeit noch ein-
gegangen wird, dient.  
Die phonologische Schleife 
Die phonologische Schleife oder phonological loop gliedert sich in zwei Einheiten: 
einen passiven phonologischen Speicher und einen artikulatorischen Kontrollprozess 
(Baddeley, 2000, 2001; Baddeley et al.; 1984; Smith & Jonides, 1997). In diesem Zu-
sammenhang werden demnach nicht nur akustische Informationen verarbeitet, sondern 
auch visuell-sprachlich präsentierte, wie z. B. Text. Dieser wird beim Lesen durch sub-
vokales Memorieren in einen artikulatorischen Code konvertiert und ebenfalls im pho-
nologischen Speicher abgelegt. Die Speicherdauer bzw. Kapazitätsgrenze beträgt dabei  
ca. ein bis zwei Sekunden. Danach zerfallen die Gedächtnisspuren, wenn sie nicht er-
neuert werden. Anhand dieser Annahme lassen sich die Befunde über den Wortlängen-
effekt (Baddeley, 2001; Baddeley et al., 1984; Baddeley et al., 1975; Watkins & Wat-
kins, 1973) oder den Effekt der phonologischen Ähnlichkeit erklären (Baddeley, 1966, 
Baddeley, Lewis & Vallar, 1984). Im Forschungsfeld zum Wortlängeneffekt konstatier-
ten Baddeley und Kollegen (1975) in Gedächtnisspannen-Untersuchungen, dass diese 
invertiert verbunden sind mit der Wortlänge der präsentierten Items. Kurze Wörter 
konnten bei gleichbleibender Anzahl von Silben und Phonemen (Bus, Tal, Sinn) besser 
wiedergegeben werden als längere Wörter (Feiertage, Regenbogen, majestätisch). Spe-
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zifizierte Studien hinsichtlich gleicher Silbenanzahl, aber unterschiedlicher Ausspra-
chedauer der Wörter bestätigten einen beachtenswerten Einfluss der Dauer der Aus-
sprache auf die Gedächtnisspanne (Baddeley et al., 1975). Bereits Watkins und Wat-
kins (1973) wiesen dieses Phänomen nach. Dabei fokussierten sie sich aber auf die 
Darbietungsmodalität, wobei sich eine Überlegenheit für die auditive Darbietung her-
ausstellte, was dem klassischen Modalitätseffekt in der gedächtnispsychologischen 
Forschung entspricht, der auf einen akustischen Nachhall basiert (Watkins &Watkins, 
1973). Der Effekt der phonologischen Ähnlichkeit referiert auf Ergebnisse von Recall-
Studien, bei denen ähnlich klingende Items (Buchstabenfolgen wie B, D, G, T) schlech-
ter wiedergegeben werden konnten als im Klang divergierende Items (Buchstabenfol-
gen wie F, K, Y, R). Dies führt Baddeley auf die schwierigere Gedächtnisspurdiskrimi-
nation von gleichklingenden Items zurück, bei denen die Encodierung ähnlich erfolgt 
(Baddeley, 2001).  
Der Forschungskorpus zum Konzept der phonologischen Schleife ist sehr umfangreich 
und untergliedert sich in zwei Teilbereiche: einerseits in den phonologischen Speicher, 
der sich verantwortlich für den Effekt der phonologischen Ähnlichkeit zeigt, und ande-
rerseits den artikulatorischen Kontrollprozess, der den Wortlängeneffekt verursacht 
(Baddeley, 1986; Baddeley et al., 1984). Insgesamt lassen sich die Forschungsbefunde 
als stabil und übergreifend bezeichnen und die Annahmen über dieses Subsystem im 
Arbeitsgedächtnis als evident erscheinen.  
Der visuell-räumliche Skizzenblock 
Neben der phonologischen Schleife existiert ein zweites Subsystem, welches für die 
temporäre Speicherung und Verarbeitung von visuellen Informationen verantwortlich 
ist: der visuell-räumliche Skizzenblock oder visuo-spatial scatch-pad
2
 (Baddeley, 2001; 
2002). Für diesen visuellen Speicher werden ebenfalls multiple Komponenten identif i-
ziert. So wird neben einem für Farben, Formen und anderen Objektmerkmalen zustän-
digen Bestandteil, eine weitere Komponente für räumliche Informationen angenom-
men. Insbesondere Untersuchungen im Bereich der visuellen Vorstellung können hier 
eingeordnet werden, die beim Lernen mit verbalem Material eine wichtige Rolle spie-
len (Baddeley, 1999; Logie, Zucco & Baddeley, 1990). An dieser Stelle seien zwei For-
                                                 
2
 Je nach inhaltlicher Fokussierung auch scratchpad (‚Notizblock„) oder sketchpad (‚Skizzenblock„; Badde-
ley, 1986; Rey, 2010) 
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schungsbereiche hervorgehoben, die beide visuelle und räumliche Informationen kom-
biniert betrachten. Zum einen sind das Arbeiten zur mentalen Rotation (Shepard & 
Feng, 1972) und zum anderen Studien über die Beeinflussung von visuellen Vorstel-
lungsprozessen (Brooks, 1968): so zeigten Shepard und Feng (1972) in Studien zur 
mentalen Rotation von Faltvorlagen, dass Probanden bei Aufgaben mit auseinanderge-
klappten geometrischen Figuren, die sie mental zusammenfalten sollten, länger benö-
tigten, je mehr Faltschritte sie durchführen mussten (Shepard & Feng, 1972). Dies im-
pliziert, dass die Probanden anscheinend tatsächlich die Vorlage ‚im Kopf„ zusammen-
klappen. Ähnliche zeitliche Anstiege ließen sich beim Vergleich von Würfelfiguren 
nachweisen. Hierbei wurde festgestellt, dass je größer die Winkeldifferenz der beiden 
Figuren ist, desto länger dauert deren Gegenüberstellung (Shepard & Metzler, 1971).  
Andere Untersuchungen beinhalteten die Vorstellung eines Buchstabens, dessen Eck-
punkte Probanden hinsichtlich Boden- und Deckenlinien bewerten sollten (Brooks, 
1968). Dabei sollten sie ihre ‚Ja/Nein„-Entscheidungen einmal verbal und einmal durch 
Zeigen ausdrücken. Ergebnis dieser Studien war, dass Probanden bei ihren ‚Ja/Nein„-
Entscheidungen mehr Schwierigkeiten beim Zeigen als beim Sprechen besaßen, was 
auf Interferenzen mit dem Prozess der mentalen räumlichen Vorstellung hindeutete. 
Dieser Effekt dreht sich um, wenn die Aufgabe dahin abgewandelt wird, dass verbale 
Ausdrücke und nicht mehr räumliche Informationen präsentiert werden. Mussten Pro-
banden einen Satz erinnern und Wort für Wort entscheiden, ob es sich um ein Nomen 
handelt, zeigten sie bei den ‚Ja/Nein„-Entscheidungen beim Zeigen bessere Ergebnisse 
als beim Aussprechen der Antwort (Brooks, 1968). Demzufolge benötigt ‚auf etwas 
zeigen„ als visuell-räumliche Aufgabe mehr räumliche Vorstellungs-Ressourcen und 
weniger Ressourcen für sprachliche Prozesse, so dass dafür weiterhin Ressourcen zur 
Verfügung stehen. Im Gegensatz dazu steigt der Anteil benötigter Ressourcen für ver-
bale Verarbeitungsprozesse bei verbalen Aufgaben und erleichtert die Beantwortung 
der Aufgaben durch visuell-räumliche Aktivitäten (Baddeley, 1999). Im Unterschied 
zur phonologischen Schleife ist der visuell-räumliche Skizzenblock weniger elaboriert 
und erforscht (Quinn & McConnell, 1996) und wird häufig in Untersuchungen zu visu-
eller Vorstellung weiter differenziert (Baddeley, 1996).  
Nachdem die beiden Speichersysteme phonologische Schleife und visuell-räumlicher 
Skizzenblock betrachtet wurden, wird im Folgenden die zentrale Exekutive näher be-
leuchtet. 
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Die zentrale Exekutive 
Baddeley postuliert in seinem Rahmenmodell eine dritte Komponente, welche als über-
geordnete Kontrollinstanz fungiert und als zentrale Exekutive bezeichnet wird (Badde-
ley, 1996, 2001, 2002). Ursprünglich existierten nur sehr ungenaue Vorstellungen über 
dieses Konstrukt und sie wurde für alle nicht den zwei subsidiären Speichersystemen 
zuordenbaren Aufgaben herangezogen. Diese dritte Komponente erfüllt vor allem 
Funktionen wie Aufmerksamkeits(ver)teilung und -wechsel zwischen divergenten Auf-
gaben, aber auch Überwachungs- und Koordinationsprozesse sind wesentliche Heraus-
forderungen, mit denen die zentrale Exekutive konfrontiert wird. Untersuchungen im 
Bereich der Alzheimer-Krankheit reflektierten die Auswirkungen von defizitären Pro-
zessen der Aufmerksamkeitsteilung (Baddeley, 1996; Baddeley, Bressi, Della Sala, 
Logie & Spinnler, 1991). Bei Dual-Task Aufgaben, die sowohl die phonologische 
Schleife als auch den visuell-räumlichen Skizzenblock einbezogen, erzielten Alzhei-
mer-Patienten schlechtere Ergebnisse als gesunde Gleichaltrige, wohingegen die Ein-
zelbearbeitung keine nachteiligen Resultate erbrachten, da für die Ausführung der Be-
arbeitung keine Kontrolle der Aufmerksamkeit(sverteilung) benötigt wurde (Baddeley, 
1996; Baddeley et al., 1991; Logie, Cocchini, Della Sala & Baddeley, 2004). Weitere 
Forschungsarbeiten zur zentralen Exekutive wurden mittels Dual-Task zum Einfluss 
auf die zufällige Generierung von Ziffern oder Buchstaben sowie über selektive Auf-
merksamkeitsprozesse durchgeführt und zeigten korrespondierende Erkenntnisse über 
den Aufbau und die Funktionsweise der zentralen Exekutive. Baddeley (1996) berich-
tet, dass ältere Versuchspersonen langsamer bei Reaktionszeitstudien waren, wenn sie 
bei einer Aufgabe eine zweite ignorieren oder auf eine zweite in einer konträren Moda-
lität vorliegenden Aufgabe reagieren mussten. Dieser Wechsel der Aufmerksamkeits-
verteilung wird generell der zentralen Exekutive zugeschrieben. 
Der episodische Puffer 
Obwohl das Dreikomponentenmodell als Erklärungsansatz für verschiedenartige For-
schungsdaten im gedächtnis- und neuropsychologischen sowie im entwicklungspsycho-
logischen Bereich herangezogen wird und als bestätigt angesehen werden kann, zeigten 
sich auch Schwachstellen und mit dem Modell nicht fassbare Ergebnisse (Baddeley, 
2000). Von zentraler Bedeutung war es u.a. zu klären, in welcher Form Informationen 
aus unterschiedlichen Quellen integriert und wo diese gespeichert werden. Das Lang-
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zeitgedächtnis konnte in Untersuchungen mit Patienten, die ein geschädigtes Kurzzei t-
gedächtnis, aber ein voll funktionstüchtiges Langzeitgedächtnis haben, dafür ausge-
schlossen werden (Baddeley, 2000). Daher kam es zu einer Reformulierung des Mo-
dells und der episodische Puffer als substanzielles Vermittlersystem wurde in das Ar-
beitsgedächtnismodell integriert (Baddeley, 2000, 2001). Die Komplementierung des 
Arbeitsgedächtnismodells durch den episodischen Puffer erschien essenziell, da Phä-
nomene mit dem bis dato verwendeten Modell nicht erklärt werden konnte, wie z. B. 
dass die Erinnerungsleistung von einzelnen, syntaktisch und semantisch nicht verbun-
denen Wörtern deutlich unter der von ganzen Sätzen lag. Dies impliziert, dass Erinne-
rungen auch in Episodenform mit semantisch-syntaktischer Verbindung vorliegen, wel-
che die Leistung des Arbeitsgedächtnisses beeinflussen können (Müsseler & Prinz, 
2002). Weiterhin konnte die Annahme über ein dreigliedriges Komponentenmodell 
Chunking-Prozesse nicht erklären, die ebenfalls die Arbeitsgedächtnisleistung steigern 
konnten. Ein weiterer Schwachpunkt im ursprünglichen Dreikomponentenmodell ist 
das Zusammenspiel zwischen phonologischer Schleife und visuell-räumlichen Skizzen-
block. In beiden Komponenten liegen die Informationen unimodal, entweder auditiv 
oder visuell, vor. Jedoch werden im Langzeitgedächtnis Episoden multimodal abgelegt. 
Der Schritt der Zusammenführung beider Modalitäten obliegt dem episodischen Puffer. 
Er repräsentiert die Informationen nicht mehr separiert nach visuellen und auditiven 
Informationen, sondern kombiniert diese in einem multimodalen Format. Damit wirkt 
der episodische Speicher als Schnittstelle zwischen den beiden Teilsystemen.  
Durch die Integration des episodischen Puffers als substanzielles Vermittlersystem mit 
limitierten temporären Speichermöglichkeiten konnten die vorher dargestellten Prob-
leme gelöst werden (Baddeley, 2000, 2001). Außerdem beleuchtet der episodische Puf-
fer die Wechselbeziehung zwischen Arbeits- und Langzeitgedächtnis und verstärkt da-
durch die Existenz eines Multikomponentenmodells. Aufgrund ihres multimodalen 
Speicherformats könnte diese Komponente jedoch beim multimedialen Lernen relevant 
sein (Rey, 2010). Da die Prüfung des episodischen Puffers in seiner Funktion bis dato 
nicht abgeschlossen ist und zahlreiche Unsicherheiten bestehen, sollte an dieser Stelle 
angesetzt werden und weitere Analysen realisiert werden. Im Folgenden wird auf eine 
zweite Gedächtniskomponente eingegangen, die für Lernprozesse relevant ist.  
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2.2.3 Das Langzeitgedächtnis 
Dem Kurzzeitgedächtnis gegenüber steht ein nahezu unbegrenztes Langzeitgedächtnis, 
welches mit einem unerschöpflichen Speichersystem attribuiert wird (Kirschner, 2002; 
Sweller & Chandler, 1994). Erste Untersuchungsergebnisse zur Bedeutung des Lang-
zeitgedächtnisses postulierte DeGroot (1965) bereits in den 60er Jahren des 20. Jahr-
hunderts. Er studierte die intellektuellen Fähigkeiten von Schachmeistern gegenüber 
Novizen und stellte fest, dass diese durch langjährige Expertise Spielkonstellationen 
besser wiedererkannten und angemessener reagieren konnten als Novizen (DeGroot, 
1965; Saariluoma, 1995; Sweller & Cooper, 1985; Sweller, Chandler, Tierney & Coo-
per, 1990). Dies wird darauf zurückgeführt, dass erfahrenere Spieler ein überlegeneres 
Schema über die Zeit akquirieren konnten und dadurch in der Lage sind, adäquate 
Spielzüge auf eine Vielzahl von Kontexten zu absolvieren (Sweller, van Merriënboer & 
Paas, 1998). Durch die vorher erlernten schachspezifischen Muster konnten Schachex-
perten ihre Diskriminationsfähigkeit in diesem Zusammenhang erhöhen (Saariluoma, 
1995). Auch Egan und Schwartz (1979) sowie Sweller und Cooper (1985) konnten die-
se Ergebnisse in anderen Wissensdomänen, wie Elektrotechnik und Geometrie, bestäti-
gen. 
Neben dem Chunking im Arbeitsgedächtnis gibt es weitere Prozesse, die die restriktive 
Struktur des Kurzzeitgedächtnisses umgehen und die Verknüpfung zum Langzeitge-
dächtnis akzentuieren. Dazu zählen Schemaakquise und Automatisierung (Sweller & 
Chandler, 1994). Sweller und Chandler definieren Schema innerhalb der Theorie der 
kognitiven Belastung als „a cognitive construct that organizes information according to 
the manner in which it will be dealt” (1994, S.186). Demzufolge sind Schemata Wis-
sensstrukturen, mit deren Hilfe neues Wissen und Erfahrungen in bereits existierende 
Schemata integriert und situationsspezifisch modifiziert wird (Mandl, Friedrich & 
Hron, 1988). Schemata beinhalten domänenspezifisches Wissen, welches es erlaubt, 
konkrete Entitäten den dazugehörigen Klassen bzw. Kategorien zuzuordnen (Sweller et 
al., 1990). So erkennt ein Individuum einen Hund als Hund, auch wenn es nur einige 
Teile davon sieht bzw. diese spezielle Rasse ihm unbekannt ist. Einzelne Charakterist i-
ka des bestimmten Exemplars sind irrelevant. Durch das bereits im Langzeitgedächtnis 
abgespeicherte Schema Hund können die abundant einfließenden Informationen einer 
einzigen Quelle ignoriert werden und reduzieren dadurch die kognitive Belastung 
(Sweller & Chandler, 1994). Mit fortgeschrittener Fähigkeit werden auch die Schemata 
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immer komplexer, da mehrere niedrig-komplexe in ein hoch-komplexes Schema kom-
biniert werden können (Kirschner, 2002; Schnotz & Kürschner, 2007). Vor allem zwei 
kognitive Prozesse sind für die Konstruktion von Schemata von Bedeutung: zum einen 
die Elaboration und zum anderen die Induktion (van Merriënboer, 1997; van 
Merriënboer, Kirschner & Kester, 2003; Wouters, Tabbers & Paas, 2007). Bei der Ela-
boration integriert der Lernende die neuen Informationen mit bereits vorhandenen. 
Neues Wissen wird so durch Umstrukturierung und Verknüpfung mit dem Vorwissen 
elaboriert verarbeitet und führt zu einem komplexeren Schema. Bei dem zweiten wich-
tigen Prozess, der Induktion, werden konkrete Lernerfahrungen verallgemeinert und in 
abstraktere Schemata konvertiert (Wouters et al., 2007). Dies ermöglicht es dem Ler-
ner, sein erworbenes Schema auf eine größere Breite an Aufgaben anzuwenden. 
Gleichzeitig unterstützt der Induktionsprozess die Diskrimination von ausgebildeten 
Schemata, so dass ein Schema nur unter spezifischen Umständen angewendet wird 
(Rey, 2009). 
Eine zweite Form an mentalen Kapazitäten entlastenden Prozesse ist die Automatisie-
rung von sowohl kognitiv durchgeführten (z. B. Algebra-Aufgabe lösen), als auch mo-
torisch ausgeführten Handlungen (z. B. Autofahren), die durch wiederholende Ausfüh-
rung soweit internalisiert und automatisiert sind, dass sie keine respektive wenig kogni-
tiven Ressourcen mehr erfordern (Sweller, 1994). Daher sind Automatisierungsprozes-
se ebenfalls wichtige Faktoren für den Lernprozess, da sie freie Kapazitäten für andere 
kognitive Aktivitäten im Arbeitsgedächtnis schaffen (Sweller et al., 1998). Auch für 
die Schemaautomatisierung werden verschiedene Prozesse angenommen, vor allem die 
aus der Adaptive Control of Thought (ACT-) Theorie von Anderson (1983) bekannte 
‚Kompilierung„ und zusätzlich die ‚Stärkung„ (van Merriënboer et al., 2003). Durch 
Kompilierung entstehen spezifische Schemata, bei denen die charakteristischen Kriter i-
en eng mit den Handlungen verbunden sind, so dass die Erfüllung der Schemabedin-
gungen die verknüpften Handlungen umgehend initiiert. Dadurch werden kaum kogni-
tive Ressourcen gebunden, da eine (bewusste) Einschätzung bzw. Verarbeitung der 
Informationen nicht notwendig ist. Durch verstärkte Anwendung des Schemas nach 
Erwerb wird dieses weiter automatisiert und seine Aktivierungswahrscheinlichkeit er-
höht (Wouters et al., 2007). Summarisch kann über das Zusammenwirken von Schema-
konstruktion und Automatisierung im Zeitverlauf Folgendes resümiert werden: 
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[…] when a complex intellectual skill is first acquired, it may be usable only by 
devoting considerable cognitive effort to the process. With time and practice, the 
skill may become automatic to the point where it may require minimal thought for 
its operation. It is only then that intellectual performance can attain its full poten-
tial. Without automation, performance is slow, clumsy and prone to error. It is an 
essential mechanism of learning. (Sweller, 1994, S. 298) 
Das vorgestellte System des limitierten Kurzzeitgedächtnisses, das unbegrenzte Lang-
zeitgedächtnis sowie die Prozesse des Chunking, der Schematisierung und die Automa-
tion sind die Grundpfeiler der kognitiven Architektur und bilden die Rahmenbedingun-
gen für die menschliche Informationsverarbeitung. Im nachfolgenden Abschnitt werden 
diese Grundannahmen in Bezug zur kognitiven Belastung gesetzt, die durch verschie-
dene Gestaltungsmöglichkeiten von Lernmaterialien entsteht und in der Theorie der 
kognitiven Belastung von Sweller und Chandler (1991, 1994) Betrachtung finden.  
2.3 Die Theorie der kognitiven Belastung (1991) 
Insbesondere die vielfältigen Möglichkeiten, die sich beim technologieunterstützten 
Lernen eröffnen, bergen oftmals die Gefahr der hohen Belastung respektive Überlas-
tung von Lernenden. Neben unterschiedlichen Codierungsarten wie Text und Bild, 
spielen zunehmend auch differenzierende Modalitätsausprägungen eine Rolle, die die 
Informationen auf unterschiedliche Art und Weise darbieten können. Da die multime-
dial präsentierten Informationen aber zusätzliche kognitive Anforderungen an den Ler-
nenden stellen, darf dies nicht losgelöst von der kognitiven Architektur des Lernenden 
und deren Limitierungen geschehen. Eine marginalisierte Kenntnisnahme und Beach-
tung der menschlichen Informationsverarbeitung bei der instruktionalen Umsetzung des 
Lernmaterials kann zur Beeinträchtigung des Lernens führen. 
Eine der elementarsten Theorien im Bereich des multimedialen Lernens ist die Theorie 
der kognitiven Belastung oder Cognitive Load Theory (Chandler & Sweller, 1991). Sie 
trifft Aussagen über die Ressourcenverteilung im Arbeitsgedächtnis und bietet Richtl i-
nien für die Aufbereitung von Instruktionsmaterial, sowohl in klassischen Lernsettings, 
als auch später im E-Learning. Durch die Integration von Erkenntnissen über die 
menschliche Informationsverarbeitung mit den darauf aufbauenden instruktionspsycho-
logischen Gestaltungsprinzipien (Kirschner, 2002; Schnotz & Kürschner, 2007) erweist 
sich die Theorie der kognitiven Belastung als geeigneter theoretischer Ausgangspunkt 
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für die Lehr- und Lernforschung. Da die Theorie der kognitiven Belastung auch für das 
in der vorliegenden Arbeit zu untersuchende Prinzip der modalitätsspezifischen Ausar-
beitung von Lernmaterialien als zentraler Erklärungsansatz dient, ist es von essenzieller 
Relevanz, die Grundannahmen darzulegen und auf deren heutige Auslegung und An-
wendbarkeit hin zu erörtern. Auch Sweller und Chandler (1994) gehen von einem limi-
tierten Arbeitsgedächtnis und einen unbegrenzten Langzeitgedächtnis aus und beziehen 
sich auf die in Kapitel 2.2 dargestellten Ansätze. Zusätzlich unterscheiden sie aber ver-
schiedene Belastungsquellen, die das Lernen beeinflussen können. 
Bereits in den 70er Jahren existierten erste Forschungsansätze zur kognitiven Belastung 
beim Problemlösen, bei denen u.a. untersucht wurde, welchen Einfluss Aufgaben-
schwierigkeit und Präsentationsreihenfolge auf den Lernerfolg und Zeit für die Aufga-
benlösung haben (Sweller, 1976). Verschiedene alternative Lösungsansätze, wie bspw. 
zielfreie Problemstellungen (engl. goal-free problems; Owen & Sweller, 1985; Voll-
meyer, Burns & Holyoak, 1996) oder ausgearbeitete Lösungsbeispiele (engl. worked-
out examples; Sweller & Cooper, 1985; Ward & Sweller, 1990), wiesen im Vergleich 
zum traditionellen Problemlösen-Ansatz mittels Ziel-Mittel-Verfahren höhere Lerner-
folge auf (Sweller, 1988; Sweller & Cooper, 1985; Sweller & Levine, 1982). Der Theo-
rie der kognitiven Belastung entsprechend, benötigen konventionelle Lösungsverfahren 
eine große Menge an freien kognitiven Ressourcen, die dann bei der (vertiefenden) 
Schemakonstruktion und Automatisierung fehlen (Sweller, 1988; für einen Überblick 
siehe Atkinson, Derry, Renkl & Wortham, 2000). Durch zahlreiche Forschungsarbeiten 
auf dem Gebiet etablierte sich der Lösungsbeispiele-Ansatz im Instruktionsdesign der 
80er Jahre (Atkinson, 2000), wurde jedoch in späteren Studien differenziert, da kein 
höherer Lernerfolg per se erreicht wurde, sondern dieser u.a. von Lerneraktivitäten so-
wie Anzahl und Präsentationsformat bedingt wird (Renkl, Stark, Gruber & Mandl, 
1998; Ward & Sweller, 1990). Ward und Sweller (1990) variierten die Darbietung von 
ausgearbeiteten Lösungsbeispielen in Untersuchungen zwischen einer integrierten und 
separierten Informationspräsentation und identifizierten lediglich das integrierte Format 
als lernförderlich, wohingegen die separierte Darstellung lernhemmende Resultate auf-
zeigte (siehe Effekt der geteilten Aufmerksamkeit, engl. ‚Split Attention„, Kapitel 
2.3.1.2). Für die Erklärung dieser Ergebnisse der Studien im Bereich des Problemlö-
sens und der dabei auftretenden kognitiven Be- oder Entlastung postulierten Chandler 
und Sweller (1991) die Theorie der kognitiven Belastung. 
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2.3.1 Arten der kognitiven Belastung 
Generell umfasst die kognitive Belastung sowohl alle Anforderungen, die an die be-
grenzten Ressourcen des Arbeitsgedächtnisses adressiert sind, als auch alle Informa-
tionsverarbeitungsprozesse (Schnotz & Kürschner, 2007). Nach einer anfangs undiffe-
renzierten Belastungsquellen-Annahme (Sweller, 1988) unterschieden Sweller und 
Chandler zunächst zwei unterschiedliche, additive Arten der kognitiven Belastung 
(Chandler & Sweller, 1991; Sweller & Chandler, 1994): zum einen die intrinsische 
kognitive Belastung und zum anderen die extrinsische kognitive Belastung. Aus späte-
ren Forschungen bildete sich dann eine weitere Belastungsart heraus, die als 
lernerbezogene Belastung bezeichnet wird (Sweller et al., 1998). 
2.3.1.1 Intrinsische kognitive Belastung 
Die intrinsische kognitive Belastung (‚intrinsic cognitive load„) wird als Material-
inhärente Belastung bezeichnet (Chandler & Sweller, 1991), da sie direkt vom ‚Schwie-
rigkeitsgrad„ des Lernmaterials bedingt wird. Ausschlaggebend für die intrinsische Be-
lastung ist die Elementinteraktivität oder ‚element interactivity„, welche die simultane 
Verarbeitung und Bereithaltung von einzelnen Informationen im Arbeitsgedächtnis 
beschreibt: „[…] learning difficulty is not just a function of the number of elements 
that must be learned but also a function of the number of elements that must be learned 
simultaneously” (Sweller & Chandler, 1994, S. 189). 
Können die Fakten isoliert voneinander gelernt werden, wird von einer geringen Ele-
mentinteraktivität gesprochen. Bei hoher Elementinteraktivität müssen mehrere Items 
simultan verarbeitet und in Relation gesetzt werden, da nur dadurch der eigentliche 
Lerngegenstand angeeignet wird (Ayres, 2006a). Dies zeigte sich schon bei Studien 
von Maybery, Bain und Halford (1986), die die Ressourcenbeanspruchung bei transiti-
ven Inferenzaufgaben untersuchten (z. B. Feststellung der Reihenfolge, bei Vorgaben 
wie die folgenden: A > B & C < B). Diese Form der Aufgaben weist eine sehr hohe 
Elementinteraktivität auf, da sie ohne eine parallele interaktive Bearbeitung beider 
Items nur sehr schwer lösbar ist. Sweller und Chandler (1991) sprechen hier von einer 
hohen intrinsischen Belastung. Niedrig ist die Elementinteraktivität, beispielsweise 
beim Vokabellernen, da die Items zum Verständnis nicht simultan im Arbeitsgedächt-
nis gehalten werden müssen, sondern einzeln verarbeitet werden können (Schnotz & 
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Kürschner, 2007). Die einzelnen Wörter werden getrennt für sich und ohne Bezug zu 
anderen Wörtern erlernt, wofür keinerlei andere Informationen gleichzeitig im Arbeits-
gedächtnis behalten und/oder verarbeitet werden müssen (Sweller, 1994). 
Wie bereits erläutert, handelt es sich bei der intrinsischen kognitiven Belastung um eine 
natürliche und durch die Anzahl der enthaltenen Elemente und deren Interaktivitätsgrad 
determinierte Belastungsquelle (Paas, Renkl & Sweller, 2003). Manipulationsmöglich-
keiten sind daher kaum gegeben. Allerdings hängt die intrinsische Belastung stark vom 
domänenspezifischen Vorwissen
3
 ab, da die Elementinteraktivität eine untergeordnete 
Form eines Schemas darstellt und dieses Schema unterschiedlich elaboriert vorliegen 
kann (Sweller & Chandler, 1994). Je nach Expertise des Lerners variiert demnach der 
Schwierigkeitsgrad und kann nicht als lernerübergreifend angesehen werden, „the mag-
nitude of the intrinsic cognitive load experienced by a learner is determined by the de-
gree of interactivity between individual learning elements relative to the level of learn-
er expertise in the domain” (Kalyuga, 2010, S.52). So kann eine komplexe 
chemikalische Verbindung für einen Chemie-Studenten ein einziges Element sein, für 
einen Lehramtsstudenten ohne Interessen auf diesem Gebiet hingegen ein mehrgliedri-
ges Konstrukt, welches er in Einzelkomponenten zerlegen muss, um diese danach wie-
der zu kombinieren. Durch dieses domänenspezifische Vorwissen ist der Lernende in 
der Lage, mehrere interagierende Informationen als eine einzelne Informationseinheit 
zu handhaben und somit die intrinsische Belastung zu reduzieren (Ayres, 2006a). Da-
her ist die Elementaktivität nicht allein von dem Lernmaterial abhängig, sondern eben-
falls von der Expertise des Lernenden (Schnotz & Kürschner, 2007). Weitere Möglich-
keiten, wie die intrinsische kognitive Belastung partiell dezimiert werden kann, sind 
vorangestellte Trainingseinheiten (Mayer & Moreno, 2003) bzw. eine spezielle Se-
quenzierung vom Einfachen zum Komplexen, die eine gleichzeitige Erhöhung der 
lernerbezogenen Belastung induzieren soll (van Merriënboer, Kester & Paas, 2006). 
Ausgehend von diesen Erkenntnissen differenzieren Seufert, Jänchen und Brünken 
(2007) die intrinsische kognitive Belastung nochmals in eine external determinierte 
(EICL) und eine internal determinierte (IICL) intrinsische kognitive Belastung. Als 
external determiniert sehen sie die Material-inhärente Komplexität des Lernmaterials 
respektive der Aufgabe. Die internal determinierte Komponente umfasst die Fähigkeit, 
                                                 
3
 Weitere Ausführungen zur Stellung des Vorwissens bei der kognitiven Belastung sind bei Valcke (2002) zu 
finden. 
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mehrere Informationen zusammenzufassen und als eine Informationseinheit zu betrach-
ten (siehe Chunking, Kapitel 2.2.1). Dies rekurriert auf den oben erwähnten Einfluss 
des Vorwissens auf den Komplexitätsgrad der Information. Wenn kognitive Schemata 
für die Informationsverarbeitung bereits verfügbar sind, wirkt sich dies zusätzlich posi-
tiv auf die lernerbezogene Belastung aus, der für tiefergehende Verarbeitungsprozesse 
verantwortlich ist (Seufert et al., 2007).   
Dennoch ist eine Manipulation der intrinsischen Belastung durch pädagogisch-
psychologische Gestaltungsprinzipien nur begrenzt möglich, da sie von aufgabenspezi-
fischen (in Form der Elementinteraktivität) und lernerspezifischen (Vorwissen) Fakto-
ren abhängt (van Merriënboer et al, 2006). Im eigentlichen Sinne wird bei den meisten 
Instruktionsmaßnahmen nicht die intrinsische Belastung reduziert, sondern die Aufgabe 
respektive der Lernstoff per se (Gerjets, Scheiter & Catrambone, 2004). Eine Belas-
tungsquelle, die durch instruktionale Maßnahmen reguliert werden kann, ist die extrin-
sische kognitive Belastung. 
2.3.1.2 Extrinsische kognitive Belastung  
Ausgehend von den eingangs beschriebenen Restriktionen der menschlichen Informati-
onsverarbeitung in Form eines Ressourcen limitierten Arbeitsgedächtnisses stehen In-
struktionsdesigner vor der Herausforderung, Lernmaterialien so aufzubereiten, dass 
keine irrelevanten Such-, Organisations- und Integrationsprozesse beim Lernen not-
wendig sind, wodurch eine zusätzliche Belastung entsteht (‚extraneous cognitive 
load„). Diese unnötigen kognitiven Aktivitäten hindern den Lernenden bei der Schema-
akquise oder Automatisierung des Wissens und damit am Lernen (Paas et al., 2003; 
Sweller & Chandler, 1994; Sweller, et al., 1990). Ziel der Gestalter sollte es sein, diese 
gestaltungsbedingte Belastung durch instruktionale Interventionen soweit zu reduzie-
ren, dass möglichst wenig Ressourcen dafür benötigt werden und ausreichend kognitive 
Kapazitäten für die Bewältigung der Material-inhärenten Belastung zur Verfügung ste-
hen. Entstehungsquellen extrinsischer Belastung können sowohl die Unausgeglichen-
heit zwischen Wissensstand der Lernenden und instruktionalen Maßnahmen sein
4
 als 
auch eine simultane Präsentation von zu vielen Informationseinheiten respektive eine 
                                                 
4
 Dies kann einerseits bedeuten, dass bspw. Novizen keine entsprechende instruktionale Unterstützung erfah-
ren und sie dadurch unangebrachte Lösungswege nutzen; andererseits erhöht sich für fortgeschrittene Lerner 
bei zu vielen Instruktionen ebenfalls die extrinsische Belastung (siehe Expertise Reversal Effect; Kalyuga et 
al., 2003).   
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separierte Darstellung der Informationen (siehe Split Attention Effect), die extensive 
Such- und Integrationsprozesse zur Folge haben (Kalyuga, 2010).  
In der Forschung lassen sich zahlreiche Effekte finden, deren Beachtung und prospek-
tive Umsetzung die extrinsische Belastung mindern können. Die wichtigsten sollen im 
Folgenden dargelegt werden, damit eine klare Abgrenzung zum im Kapitel 3 dargeleg-
ten Modalitätseffekt erfolgen kann. An dieser Stelle sei darauf hingewiesen, dass die 
Berücksichtigung der dargestellten Effekte vorwiegend bei hoher intrinsischer Belas-
tung von erheblicher Bedeutung sind, da die wenigen Ressourcen für die Verarbeitung 
benötigt werden und irrelevante Organisations- und Verzahnungsprozesse kapazitäts-
überfordernd und somit lernhemmend bzw. lernhinderlich wirken. 
Split Attention Effekt 
Eines der häufigsten Probleme, mit denen Lernende konfrontiert werden, ist, dass sie 
ihre Aufmerksamkeit zwischen mehreren Informationsquellen (z. B. Text und Grafik) 
aufteilen und diese dann mental integrieren müssen (Chandler & Sweller, 1991; 
Schnotz & Kürschner, 2007; Sweller & Chandler, 1992; 1994; Sweller et al., 1990; 
Sweller et al., 1998). Das bedeutet, dass beide Quellen inhaltlich erfasst, im Arbeitsge-
dächtnis gehalten und in Relation zueinander gesetzt werden müssen, um das zu ver-
mittelnde Wissen extrahieren zu können. Dieser Prozess der mentalen Integration ist 
nicht direkt mit Lernprozessen verbunden, sondern stellt vielmehr eine Vorstufe dar 
(Kalyuga, Chandler & Sweller, 1999). Irrelevante Integrationsprozesse durch die räum-
lich oder zeitlich disparate Präsentation von zwei individuell nicht verständlichen In-
formationsdarstellungen erfordern zusätzliche kognitive Kapazitäten, die der tieferge-
henden Elaboration der Fakten und der Schemaakquise fehlen. Sweller und Kollegen 
(1990) untersuchten dies in einer Serie von Experimenten für Geometrieaufgaben und 
technische Fragestellungen und konstatierten, dass die integrierte Präsentation, von 
sowohl textuellen als auch piktoralen Instruktionen, ausgearbeiteten Lösungsbeispielen 
und folgenden Übungsaufgaben der separierten Darstellung überlegen ist. Dies zeigte 
sich für die benötigte Zeit bei der Lösung der Testaufgaben ebenso wie für die 
Transferierbarkeit des Wissens auf andere Problemstellungen. Auch in Studien, die 
über einen Zeitraum von drei Monaten angelegt waren, zeigte die Experimentalgruppe, 
die mit integriertem Material lernte, höhere Lernerfolge als die Gruppe mit konventio-
nell aufgebauten Lernstoff (Chandler & Sweller, 1991). Analoges zeigte sich für Unter-
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suchungen von Sweller und Chandler (1994), die in vier konsekutiv durchgeführten 
Experimenten konstatierten, dass Lernmaterial zur Benutzung des Computers oder Ta-
bellenkalkulationsprogrammen als integriertes Format lernförderlicher war als in ge-
trennter Darstellung. Neben einer integrierten Darstellung reduzieren u.a. auch Kohä-
renzbildungshilfen die sonst auftretende Split Attention und können somit im Weiteren 
die kognitive Belastung beim Lernen mit multiplen Repräsentationen senken (Seufert 
& Brünken, 2006). 
Einschränkend sei vermerkt, dass dies nur bei Aufgaben mit hoher intrinsischer Belas-
tung signifikant unterschiedlich war. Auch diese Ergebnisse lassen sich mithilfe der 
Theorie der kognitiven Belastung begründen, da bei Problemstellungen mit niedriger 
Elementinteraktivität die Probanden die unangemessene Darstellung mit den noch ge-
nügend zur Verfügung stehenden Ressourcen kompensieren können (Sweller & Chand-
ler, 1994). Der Effekt der geteilten Aufmerksamkeit konnte in weiteren Studien zumin-
dest teilweise bestätigt werden (Brünken & Leutner, 2001; Kalyuga et al., 1999; Kester, 
Kirschner & van Merriënboer, 2005; Florax & Ploetzner, 2010). Ähnliche Befunde hin-
sichtlich des Lernens unter Split Attention-Bedingungen berichtete auch Mayer, der 
diese Ergebnisse als ‚spatial contiguity effect„ (räumlicher Kontiguitätseffekt) bzw. 
‚temporal contiguity effect„ (zeitlicher Kontiguitätseffekt) bezeichnet (Mayer, 2001, 
2005).  
In engen Zusammenhang mit dem Split Attention Effekt steht eine weitere, lernhem-
mende Art der Informationspräsentation durch multiple Darstellungen, die die extrinsi-
sche Belastung erhöht: der Redundanzeffekt. 
Redundanzeffekt 
Ein zweites Phänomen, welches mit einer hohen extrinsischen Belastung verbunden 
wird, ist der Redundanzeffekt (Mayer & Moreno, 2010; Moreno & Mayer, 2002). Im 
Gegensatz zum Split Attention Effekt, bei dem zwei verschiedene Informationsquellen 
für das Verstehen integriert werden müssen, bezieht sich der Redundanzeffekt auf die 
pleonastische Darbietung ein und derselben Information durch zwei verschiedene In-
formationsquellen. Das bedeutet, jedes Element ist selbsterklärend und bedürfte keiner 
zweiten, alternativen Erklärung (Mayer, Heiser & Lonn, 2001; Sweller et al., 1998). 
Dennoch setzen sich Lernende mit beiden Elementen auseinander und versuchen sie 
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unnötigerweise in eine interaktive Beziehung zu bringen (Sweller & Chandler, 1994). 
Dies kann die kognitive Belastung durch unnötige Verarbeitungsprozesse erhöhen. Zu-
sätzlich fokussieren sich die Lernenden auf die redundante Information und ver-
schwenden wichtige Ressourcen, die für eine elaborierte Verarbeitung fehlen. Bestätigt 
wurde dies durch Untersuchungen von Chandler und Sweller (1991) mit Lernmateria-
lien aus dem Biologiebereich (Blutkreislauf) und der Elektrotechnik (Schaltkreis), bei 
denen die Eliminierung der redundanten (Text-)Information zu den besten Lernerfolgen 
führte. Hier zeigten sich separierte Informationen in Diagramm und Text konstant als 
lernförderlicher. Die Ergebnisse lassen sich ebenfalls im Rahmen der Theorie der kog-
nitiven Belastung deuten: die zu vermittelnden Informationen im Diagramm bedürfen 
keiner weiteren textuellen Erläuterung. Durch das in diesem Fall unangemessene inte-
grierte Darstellungsformat müssen diese Probanden unweigerlich den Text wahrneh-
men und verarbeiten. Dies führt zu einer höheren kognitiven Belastung. Die Probanden, 
die mit der geteilten Informationsquelle lernten, konnten ihre Aufmerksamkeit und ihre 
mentalen Ressourcen auf das selbsterklärende Diagramm fokussieren (Chandler & 
Sweller, 1991). Die Beachtung des Redundanzeffektes ist bei der Gestaltung von 
Lernmaterialien demnach unerlässlich, auch wenn die negativen Konsequenzen einer 
doppelten (im Sinne einer überflüssigen) Informationsdarbietung eher kontraintuitiv 
sind, da für jeden Lerner das richtige Format dargestellt werden soll (Chandler & 
Sweller, 1991; Sweller & Chandler, 1991; Sweller et al., 1998). 
Expertise-Umkehr-Effekt 
Beide vorgestellten Effekte erhöhen die extrinsische kognitive Belastung. In Untersu-
chungen von Kalyuga, Chandler und Sweller (1999) konnte die enge Relation zwischen 
Split Attention Effekt und Redundanzeffekt verdeutlicht werden. Bei der Präsentation 
eines Schaltkreises in Diagrammform und zusätzlicher Textbeschreibung profitierten 
die Lernenden, die thematische Novizen waren, von der weiteren Erklärung, so dass 
sich die integrierte Darstellung als die vorteilhaftere herausstellte. Mit zunehmender 
Expertise invertierte sich dieses Ergebnis dahingehend, dass die Textbeschreibung re-
dundant war und den Lernprozess behinderte (Kalyuga et al, 1999). Daher sprechen 
Kalyuga und Kollegen vom so genannten Expertise Reversal Effect, dem Expertise-
Umkehr-Effekt. Ähnliche Ergebnisse postulierten auch Yeung, Jin und Sweller (1998) 
in Studien zum Textverstehen mit Anmerkungen. In fünf Studien wurde neben dem 
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Format (separiertes vs. integriertes) auch das Wissensniveau (Schüler vs. Erwachsene 
vs. Erwachsene, aber Anfänger in einer Fremdsprache) und somit die Expertise variiert. 
Dabei zeigten sich Lernvorteile für das integrierte Format lediglich bei Novizen und 
nicht bei fortgeschrittenen Lernern. Ihnen diente eine getrennte Darstellung von Text 
und Anmerkung (z. B. Wortdefinition bzw. –übersetzung) deutlich mehr als deren 
räumlich nahe Kombination (Yeung, Jin & Sweller, 1998). Denn durch die gemeinsame 
Darstellung erhöht sich die kognitive Belastung der Sachkundigen, da sie die redundan-
ten Informationen nicht ignorieren können und verarbeiten müssen. Yeung und Kolle-
gen (1998) zufolge zeigte sich diese Format-x-Expertise Interaktion als stabil und 
grundlegend für die Gestaltung von Lernmaterialien. Daher implizieren die vorgestell-
ten Ergebnisse, dass sich Instruktionsdesigner mit der schwierigen Aufgabe konfron-
tiert sehen, das Wissensniveau der zukünftigen Lerner akkurat einzuschätzen. 
Eine weitere Differenzierung innerhalb der extrinsischen Belastung schlagen Schnotz 
und Kürschner (2007) vor. Sie postulieren, dass die extrinsische Belastung durch ein 
Missverhältnis zwischen Expertise und Aufgabenschwierigkeit entsteht, wobei dies in 
zwei Varianten auftreten kann: zum einen überschreitet die Aufgabenschwierigkeit die 
Expertise des Lernenden, zum anderen ist aber auch ein umgekehrtes Verhältnis mög-
lich, so dass Lernende ein höheres Wissens- und Fähigkeitsniveau haben als es die 
Aufgabe erfordert. Der Redundanzeffekt oder auch der Expertise-Umkehr-Effekt be-
kräftigen diese Annahmen der Erhöhung der extrinsischen Belastung durch unange-
brachte Gestaltungsmaßnahmen bei hoher Expertise und niedriger Komplexität 
(Schnotz & Kürschner, 2007). Die Autoren spezifizieren weitergehend nach den Ursa-
chen der Überlastung, die u.a. in einer zu hohen Interaktivität zwischen den relevanten 
Informationen und einer mangelhaft umgesetzten Gestaltung begründet liegen kann 
(Aufgabenschwierigkeit über Expertise) oder aber in einer Verschwendung von Zeit 
und kognitiven Ressourcen durch die Auseinandersetzung mit verschiedenen, den 
Lernprozess nicht dienlichen Informationsquellen und/oder Instruktionen (Expertise 
über Aufgabenkomplexität).  
Die Befunde zu inadäquaten, den Lernprozess nicht fördernden Informationen stimmen 
ebenfalls mit Untersuchungen zum Kohärenzprinzip (auch Effekt der verführerischen 
Details, engl. Seductive Detail Effect, Harp & Mayer, 1998; Garner, Gillingham & 
White, 1989; Park, 2010) überein, bei denen interessante, aber irrelevante Informatio-
nen das Lernen negativ beeinflussen können (Mayer, 2001, 2005). Dabei wird durch 
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die Integration von spannenden Informationen die extrinsische Belastung erhöht, da sie 
zusätzliche Ressourcen verbrauchen, die aufgrund der restriktiven Gedächtniskapazität 
einer tiefergehenden Verarbeitung der wesentlichen Informationen letztendlich fehlen 
(Sanchez & Wiley, 2006). Dies geschieht einerseits durch die Ablenkung von den rele-
vanten Informationen und der Zuwendung der Aufmerksamkeit auf lernirrelevante Fak-
ten, andererseits können interessante Details auch den Aufbau eines kohärenten menta-
len Modells stören oder sogar unterbrechen (Mayer, Griffith, Jurkowitz & Rothman, 
2008). Obwohl in der Literatur verschiedene Ursachen für den Effekt der verführeri-
schen Details postuliert werden und eine endgültige Klärung noch nicht erreicht wurde, 
sprechen aktuelle Studien indes für die Ablenkungshypothese, da zudem der Grad der 
Interessantheit (hoch interessant vs. wenig interessant) den Lernerfolg zu determinieren 
scheint (Mayer et al., 2008). Hoch interessantes Material führt dabei zu einem geringe-
ren Lernerfolg, da diese Informationen Ressourcen verbrauchen, die der tiefergehenden 
Verarbeitung von lernrelevantem Lernmaterial fehlen. 
Nachdem sowohl die intrinsische als auch die extrinsische Belastungsquelle erläutert 
wurden, wird im Folgenden resümierend auf Schlussfolgerungen eingegangen, welche 
sich durch die bisher dargestellten Erkenntnisse zur intrinsischen kognitiven Belastung 
und extrinsischen kognitiven Belastung ableiten lassen. Wird der Lernende mit Material 
konfrontiert, welches durch eine hohe Elementinteraktivität charakterisiert ist , die eine 
erhebliche intrinsische Belastung evoziert und gleichzeitig eine inadäquate Informati-
onsaufbereitung aufweist, die eine zusätzliche extrinsische Belastung verursacht, kann 
dies leicht zur Überforderung führen. Ist die intrinsische Belastung durch eine geringe 
elementare Verknüpfung der Informationen niedrig, so führt auch eine extrem hohe 
gestaltungsbedingte implizierte Belastung nicht zur Überforderung des Lernenden, da 
genügend kognitive Ressourcen zur Verfügung stehen. Demzufolge wirkt sich eine un-
angemessene Aufbereitung der Information nur bei hoher intrinsischer Belastung nega-
tiv aus, da diese nicht kompensiert werden kann. Ausgehend von diesen Erkenntnissen 
ist es von immenser Bedeutung, das Instruktionsmaterial hinsichtlich der Elementinter-
aktivität beurteilen zu können. 
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2.3.1.3 Lernerbezogene kognitive Belastung 
Eine weitere, allerdings als positiv oder effektiv betrachtete Quelle der kognitiven Be-
lastung, welche ebenfalls, in Abhängigkeit von der extrinsischen kognitiven Belastung, 
durch instruktionale Interventionen determiniert wird, ist die lernerbezogene kognitive 
Belastung oder germane cognitive load. Im Gegensatz zur extrinsischen Belastung, die 
durch entsprechende Gestaltungsmaßnahmen reduziert werden soll, gilt es, die 
lernerbezogene Belastung zu erhöhen, da er für die adäquate Konstruktion und Spei-
cherung von Schemata im Langzeitgedächtnis benötigt wird (Kirschner, 2002; Paas et 
al., 2003). Allerdings blieb lange Zeit unklar, was darunter konkret verstanden werden 
kann und was nicht. Die lernerbezogene Belastung wird deshalb wie folgt definiert als 
„[…] cognitive load of some specific cognitive activities that are performed in addition 
[Hervorhebung i.O.] to the ordinary performance of a learning task and which aim at 
the further improvement of learning“ (Schnotz & Kürschner, 2007, S. 497). Essenziell 
an dieser Begriffsbestimmung ist die Betonung der zusätzlichen Leistung, die der Ler-
nende vollzieht, wobei ein Lernprozess ohne lernerbezogene Belastung möglich ist, 
diese spezielle Belastung aber das Lernen fördern kann. Prozesse der Nutzung speziel-
ler Lernstrategien, Abstraktion von Schemata oder auch metakognitives Monitoring 
werden unter lernerbezogener kognitiver Belastung subsumiert. Die Erhöhung der 
lernerbezogenen Belastung ist allerdings nur bei niedriger intrinsischer und/oder nied-
riger extrinsischer Belastung möglich, da nur verbleibende ‚ungenutzte„ kognitive Res-
sourcen für die vertiefende Schemakonstruktion und Automatisierung Verwendung 
finden können (Sweller et al., 1998). Inwieweit die freien Ressourcen jedoch direkt der 
lernerbezogenen Belastung zugewiesen werden, muss noch näher spezifiziert werden 
(Bannert, 2002). Erste Untersuchungen zur Erhöhung der lernerbezogenen Belastung 
zeigten indes, dass die Förderung der Schemakonstruktion, z. B. durch hohe kontextab-
hängige Interferenz in höheren Behaltens- und Transferleistungen bei Lernenden resul-
tiert (van Merriënboer, de Croock, Schuurman & Paas, 2002). Andere Strategien zur 
Steigerung der lernerbezogenen kognitiven Belastung sind vor allem in Verbindung mit 
ausgearbeiteten Lösungsbeispielen
5
 untersucht worden und fokussieren die Verände-
rung der Abfolge von Lösungsbeispielen (Paas & van Merriënboer, 1994) oder den 
                                                 
5
 Bei einigen, neueren Publikationen wird der Einsatz von Lösungsbeispielen auch als Methode zur Reduzie-
rung der intrinsischen Belastung angesehen, da sie die Komplexität der Aufgabe reduzieren sollen (z. B. 
Gerjets, Scheiter & Catrambone, 2006; Park, 2010). In anfänglichen Studien dienten sie als Maßnahme zur 
Reduzierung der extrinsischen Belastung im Vergleich zur Ziel-Mittel-Methode (Sweller & Cooper, 1985, 
für einen Überblick Moreno, 2006). 
2 Lernen mit Multimedia: grundlegende Theorien und Modelle 31 
 
 
Einsatz von zusätzlichen Hinweisreizen (‚Prompting„, Atkinson & Renkl, 2007). Die 
Wirksamkeit dieser Strategien für die Steigerung der lernerbezogenen Belastung resul-
tiert aus dem besseren Verständnis für den Lösungsprozess, da die einzelnen Lösungs-
schritte besser verstanden werden und diese somit flexibel auf neue Problemstellungen 
angewendet werden können (Paas & van Gog, 2006). Ebenso scheint das Lernen mit 
Lösungsbeispielen diese positiven Entlastungseffekte zu haben, da Lernende von einer 
Vielzahl von Problemlöseaktivitäten, wie sie beim Problemlösen in Form von Mittel -
Ziel-Analysen erforderlich sind, befreit sind und diese freien kognitiven Ressourcen 
zur optimierten Vertiefung des Verständnisses eingesetzt werden können (Renkl et al.,  
2003). Allerdings sollte die Induktion von zusätzlicher, lernerbezogener Belastung mit 
Bedacht umgesetzt werden, da dies vor allem bei Novizen, mit wenig Vorwissen und 
einer dadurch höheren intrinsischen Belastung, zur Steigerung der extrinsischen Belas-
tung führen kann, die das Lernen nicht fördert, sondern im Gegenteil behindert. Glei-
ches gilt für Experten, die keiner expliziten Hinweise bedürfen, da diese in diesem 
Kontext eine redundante und somit lernhemmende Wirkung haben (Expertise-Umkehr-
Effekt, siehe Kalyuga, Ayres, Chandler & Sweller, 2003, Plass, Kalyuga & Leutner, 
2010). 
Variabilitätseffekt 
Im Zusammenhang mit Studien zur Erhöhung der lernerbezogenen Belastung hat sich 
gezeigt, dass veränderbare Übungsaufgaben in höheren Transferergebnissen resultieren. 
Durch die Variation von Problemstellungen sollen Lernende ein elaborierteres Schema 
entwickeln und dieses in unterschiedlichen Anforderungssituationen abrufen können 
(Sweller et al., 1998). So zeigte sich, dass Lernende beim Lösen von Aufgaben mit 
vorgegebenen Lösungsbeispielen von einer hohen Aufgabenvariabilität mehr profitier-
ten als Lernende mit einer niedrigen. Allerdings nivellierte sich dieser Unterschied bei 
anderen, konventionellen Problemlöseformaten. Dies wird darauf zurückgeführt, dass 
bei ausgearbeiteten Lösungsbeispielen, die die extrinsische Belastung senken, freie 
Kapazitäten in die nachhaltige Schemaakquise und die Aneignung von flexiblem, 
transferierbarem Wissen überführt werden und damit die Übertragung auf andere Fra-
gestellungen optimiert werden (Paas & van Merriënboer, 1994). Die Ergebnisse er-
schienen anfänglich gegen die Annahmen der Theorie der kognitiven Belastung zu 
sprechen, da eine höhere Variabilität in einer höheren kognitiven Belastung resultierte, 
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sich dies aber in einem besseren Lerntransfer manifestierte. Schlussfolgend wurde an-
genommen, dass die zusätzliche Belastung teilweise unmittelbar dem Lernprozess zu-
träglich war und nicht in einer höheren extrinsischen Belastung mündete (Paas & van 
Merriënboer, 1994; Renkl et al., 1998). Instruktionspsychologisch implizieren diese 
Ergebnisse, nicht nur die extrinsische Belastung zu verringern, sondern gleichzeitig die 
lernerbezogene Belastung im Rahmen der noch verbleibenden Ressourcen zu fördern. 
Weitere Möglichkeiten zur Induzierung von lernerbezogener kognitiver Belastung 
Eine weitere Möglichkeit Lernprozesse zu aktivieren und zu stärken, ist die Integration 
von Kohärenzbildungshilfen. Da in multimedialen Lernsettings verschiedene Repräsen-
tationsformen wie z. B. gesprochener und geschriebener Text sowie Bilder kombiniert 
werden, ist zumeist eine Integration der verschiedenen Informationsquellen für die Bil-
dung eines kohärenten mentalen Modells und damit für einen erfolgreichen Wissenser-
werbsprozess obligat (Seufert, 2003; Seufert & Brünken, 2006). Die Kohärenzbildung 
muss auf zwei Ebenen realisiert werden: erstens auf einer lokalen Ebene, d. h. Text- 
und Bildinformation der multimedialen Lerneinheit müssen jeweils zu einem mentalen 
Modell formiert werden und zweitens auf globaler Ebene, wo beide Modelle zu einem 
einheitlichen integriert werden (Park, 2010)
6
.  
Es werden verschiedene Formate von Kohärenzbildungshilfen unterschieden. Zum ei-
nen gibt es situative Kohärenzbildungshilfen, die in konkret vorliegenden Lernumge-
bungen angeboten werden. Beispiele für situative Kohärenzbildungshilfen sind color 
coding (Kalyuga et al., 1998) oder intertextuelle Hyperlinks. Sie wirken eher kurzfris-
tig und sind auf bestimmte Lernsituationen angepasst. Zum anderen werden verstärkt 
auch Übungs- und Trainingsprogramme entwickelt, die Lernende auf allgemeiner Ebe-
ne die Anwendung von Lernstrategien lehren.  
Allerdings hat sich gezeigt, dass nicht alle Lerner diesen zusätzlichen Anforderungen 
gewachsen sind und dadurch eher am Lernen gehindert werden (Ainsworth, 1999; Seu-
fert et al., 2007). So scheinen vor allem Lernende mit einem mittleren Wissensniveau 
von integrierten Hilfen zu profitieren, wohingegen Lernende mit hohen oder niedrigen 
Wissensständen weniger davon profitieren. Dies ähnelt der von Wygotski (1987) vor-
                                                 
6
 Die Unterscheidung von lokaler und globaler Kohärenz existiert auch in anderen Wissenschaftsgebieten (z. 
B. der Textlinguistik) allerdings mit einer abweichenden Begriffsdefinition. 
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gestellten Zone der nächsten Entwicklung, die für eine effektive und effiziente, an die 
Lernenden angepasste Lernunterstützung bereitstellen soll.  
Weiterhin bieten sich auch Lernfragen, Selbsterklärungen, Analogien sowie die Unter-
stützung metakognitiver Aktivitäten zur Induzierung von lernerbezogener kognitiver 
Belastung an (Bannert, 2002; Seufert, Leutner & Brünken, 2004). Dabei soll vor allem 
das Verstehen der Informationen erleichtert werden, so dass der Lernende eine kohä-
rente Wissensstruktur aufbauen kann. Lernfragen können vorangestellt zur Strukturie-
rung und pointierten Hervorhebung der wichtigsten Inhalte oder nachgestellt zur geziel-
ten Wiederholung und Festigung dienen, wohingegen Selbsterklärungen Wissenslücken 
durch Verbalisierung des neu Erlernten aufdecken sollen. Dies verhindert eine ‚illusion 
of understanding„ (Stark, Mandl, Gruber & Renkl, 2002), da der Lernende bestrebt sein 
sollte, die Kohärenzlücken durch eine erneute Informationssuche zu schließen. Einen 
etwas anderen Fokus besitzt die Förderung metakognitiver Aktivitäten, die erhöhte An-
forderungen an den Lernenden stellt, da er seinen Lernprozess aktiv überwachen und 
steuern muss (Hasselhorn, 1992). Im Zentrum metakognitiver Unterstützung steht die 
Erhöhung der Lernkompetenzen von Lernenden selbst, die durch gezielte und systema-
tische Instruktion gefördert werden soll (Bannert, Hildebrand & Mengelkamp, 2009). 
Eine Möglichkeit der indirekten Anregung wäre bspw. die Implementierung von meta-
kognitiven Prompts, die Lernende beim Reflektieren und Überwachen ihres eigenen 
Lernprozesses unterstützen sollen (Bannert, 2006). 
2.3.2 Zwanzig Jahre Theorie der kognitiven Belastung: Forschungsschwer-
punkte von 1991 bis 2011 
Die Theorie der kognitiven Belastung ist eine der bekanntesten Ansätze in der Multi-
media-Forschung (Paas, van Gog & Sweller, 2010; Plass, Moreno & Brünken, 2010). 
Seit ihrer Vorstellung Ende der 1980er Jahre wurde sie kontinuierlich evaluiert, aber 
auch als grundlegendes Rahmengerüst für Forschungsfragen herangezogen (Chandler 
& Sweller 1991; de Jong, 2010; Dixon, 1991; Schnotz & Kürschner, 2007; Sweller, 
1988; Sweller et al., 1990). Allerdings zeigen aktuelle Publikationen, dass die Theorie 
der kognitiven Belastung weder als theoretisches Rahmenkonzept, noch die aus ihr her-
aus abgeleiteten Implikationen für die optimierte Gestaltung von Lernmaterialien all-
umfassend ergründet sind. Gleichzeitig werden zunehmend die traditionellen For-
schungsgebiete um neue, innovative Perspektiven ergänzt (Kirschner, Kester & 
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Corbalan, 2011). Deswegen wird an dieser Stelle der Versuch unternommen, die wich-
tigsten Stationen in der Weiterentwicklung der Theorie der kognitiven Belastung sowie 
den aktuellen Forschungsstand darzulegen, um damit die Fragestellungen der beiden 
empirischen Studien zu markieren. 
Bereits nach Aufstellung der ersten zentralen Annahmen und Demonstration von Studi-
energebnissen gab es zahlreiche Reaktionen im Wissenschaftsfeld (Dixon, 1991; 
Goldman, 1991). Kritisch merkte Dixon (1991) in den vorgestellten Untersuchungser-
gebnissen an, dass die Theorie keine Aussagen über die Verarbeitung der unterschiedli-
chen Darstellungsformate (separiert vs. integriert) trifft und somit eine 
Generalisierbarkeit für folgende Studien mit anderen Instruktionsmaterialien nicht ge-
geben ist. Er rekurriert auf eigene Studien ähnlichen Formats, bei denen Probanden ihre 
Informationen vorwiegend aus den gegebenen Beispielen bezogen anstatt aus dem 
Text, obwohl beide Informationsquellen bereitgestellt wurden (LeFevre & Dixon, 
1986). Daher interpretiert er die Ergebnisse von Chandler und Sweller dahingehend, 
dass die Lernenden den als schwieriger eingestuften Text ignorieren und sich auf  die 
grafische Abbildungen konzentrieren, wobei die nicht-redundanten Textinformationen 
nicht verarbeitet werden, was das schlechtere Abschneiden des separierten gegenüber 
dem integrierten Format erklärt (Dixon, 1991).  
Weitere Fragen, auf die Chandler und Sweller (1991) laut Dixon (1991) nicht explizit 
eingehen, sind u.a. die Stärke der potentiellen Vorteile eines integrierten Formates und 
dessen Aufbau sowie im Gegenzug, worin die Defizite der separierten Darstellung 
exakt liegen. Es wird auf die Tatsache verwiesen, dass die Theorie der kognitiven Be-
lastung kein Prozessmodell darstellt, welches weder die Interaktionen zwischen Ler-
nenden und Instruktionsmaterial reflektiert, noch die stattfindenden mentalen Prozesse 
betrachtet (Bannert, 2002). Daher empfiehlt Dixon, die Auswirkungen der als vorteil-
haft geschilderten Formate auf die Informationsverarbeitung zu fokussieren, um daraus 
praktische Implikationen ableiten zu können (Dixon, 1991). Auch Goldman (1991) of-
fenbarte Insuffizienzen in den anfänglichen Mutmaßungen und kritisierte die unzuläng-
liche Spezifizierung der möglichen Lernresultate. Dies führte ihrer Meinung nach wei-
terhin dazu, dass eine konkrete Begriffsbestimmung von intrinsischer (im Sinne von 
zentral für die Lernaufgabe) und extrinsischer (im Sinne von unnötiger) Belastung 
nicht erfolgen kann (Goldman, 1991). Ferner sieht sie in den verwendeten Materialien 
eine Informationsverzerrung zugunsten der Abbildung, wodurch die Aufmerksamkeits-
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verteilung auf Text und Abbildung in getrennten Formaten als wenig nutzbringend cha-
rakterisiert ist und daraus der mangelnde Lernerfolg hervorgeht.  Sweller und Chandler 
(1991) begegnen allen Kritikpunkten, u.a. Goldmans, durch die erneute Definition von 
Schemaakquise und Automatisierung als zentrale Aufgaben. Sie wiesen gleichzeitig 
auch den vermeintlichen Mangel an Generalisierbarkeit zurück, da sie umfassende Stu-
dien mit unterschiedlichen Materialien in ihren Forschungsarbeiten eingesetzt haben 
und konstante Ergebnisse aufweisen konnten (Chandler & Sweller, 1991; Sweller et al., 
1990; Ward & Sweller, 1990). Hinsichtlich des Spezifizierungseinwandes von intrinsi-
scher und extrinsischer Belastung berufen sich Sweller und Chandler auf ihre explizite 
Unterscheidung der Belastungsquelle: intrinsische Belastung ist Material-inhärent, ex-
trinsische wird verursacht durch eine inadäquate Gestaltung. 
Im Gegensatz zu der eher statischen Linie der CL-Forschung, in der es vorwiegend um 
die Verringerung der ineffektiven extrinsischen Belastung in Kombination mit der Er-
höhung der effektiven lernerbezogenen Belastung ging, bildete sich Ende der 90er eine 
zweite, dynamischere Forschungslinie heraus, die sich von der starren Annahme der 
Invarianz intrinsischer Belastung löste (Sweller, et al., 1998). Je nach Wissensniveau 
der Lernenden können die präsentierten Informationen als singuläre Einheit im Ar-
beitsgedächtnis behandelt werden, wobei noch freie Kapazitäten vorhanden wären (bei 
Experten) oder als viele einzelne Informationseinheiten, die erst in ein Schema inte-
griert werden müssen und somit das Arbeitsgedächtnis bereits vollständig auslasten 
(bei Novizen). Diese Interaktion des Aufgabenniveaus mit dem Vorwissen des Lernen-
den kann instruktional kontrolliert werden, so dass eine gewisse Beeinflussung der in-
trinsischen Belastung ermöglicht wird (Schnotz & Kürschner, 2007). Auch verschiede-
ne Strukturierungs- und Sequenzierungsmuster sind geeignet, die intrinsische Belas-
tung (ICL) partiell zu verringern, indem sie die Anzahl der interagierenden Elemente 
minimieren oder das Vorwissensniveau schrittweise durch das Einüben von Teilaufga-
ben erhöhen (Gerjets, Scheiter & Catrambone 2004; van Merriënboer et al., 2003).  
Im Kern resultierten die verschiedenen Studien in Erkenntnissen über den Expertise-
Umkehr-Effekt (Kalyuga et al., 2003; Paas et al., 2003; van Merriënboer et al., 2003). 
In Bezug auf das Level der Expertise zeigten Studien weiterhin, dass eine Zunahme der 
Lernerkontrolle positive Auswirkungen auf den Lernerfolg haben können (Gerjets & 
Scheiter, 2003), da zum Beispiel Lernziele und Verarbeitungsstrategien individuell 
festgelegt werden und als moderierende Variablen im Instruktionsdesign Berücksichti-
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gung finden sollten (Gerjets & Scheiter, 2003; Paas et al., 2003). Weiterhin führt auch 
de Jong (2010) Instruktionstechniken auf, die eine Beeinflussung der intrinsischen Be-
lastung, welche ursprünglich als Material-inhärent und damit als nicht manipulierbar 
galt, ermöglichen. Diese werden nicht nur durch die Anzahl und Interaktionen der ein-
zelnen Elemente determiniert, sondern u.a. auch durch domänenspezifisches Vorwissen 
(de Jong, 2010). 
Valcke (2002) regt die Integration einer metakognitiven Perspektive an, die einen As-
pekt betont, den er in den bisherigen Annahmen der Theorie vernachlässigt sieht: die 
der Überwachung der eigenen kognitiven Aktivitäten, die so genannten Monitoring-
fProzesse. Dies bezieht sich u.a. auf die Kontrolle der Selektion und Organisation der 
einströmenden sensorischen Informationen ins Arbeitsgedächtnis sowie die Überwa-
chung von Speicherung und Wiederabrufen der Informationen aus dem Langzeitge-
dächtnis (Valcke, 2002). Valcke verortet diese metakognitive Belastung als einen Teil 
der lernerbezogenen Belastung, der neben der tiefer reichenden Schemakonstruktion 
auch für metakognitive Kontrollprozesse verantwortlich ist. Instruktionen sollten so 
aufbereitet sein, dass die Lernenden explizit dazu angeregt werden, ihre Aktivitäten 
und Strategien zu reflektieren, um eine intensivierte Elaboration zu fördern. Einen ähn-
lichen Ansatz vertritt Bannert (2002), die ebenfalls für die verstärkte Förderung von 
selbstregulierten Kompetenzen zur Überwachung der eigenen Fähigkeiten plädiert  
(Bannert, 2002). In diesem Zusammenhang betont Bannert (2002) eine ganzheitliche 
Betrachtungsweise des Managements von kognitiver Belastung durch sowohl externe, 
instruktionspsychologische Gestaltungsaspekte als auch internen Faktoren, wie bei-
spielsweise Anregung der verstärkten Reflexion eigener Lernstrategien. Daher ermög-
licht es den Lernenden nur die Kombination aus optimaler Instruktionsgestaltung und 
ausreichender selbstregulatorischer Fähigkeit, eine hohe kognitive Belastung erfolg-
reich zu bewältigen. Der Einfluss des selbstregulierten Lernens konstatierten auch 
Gerjets und Scheiter (2003) in ihrer Studie, bei der die verschiedenen Lerner variieren-
de Lernziele aufwiesen, die mediatierende Auswirkungen auf Lernstrategien und damit 
verbunden, auf die kognitive Belastung und Lernerfolg besitzen. Moreno (2004) sieht 
im Einsatz von pädagogischen Agenten, die erläuterndes Feedback geben, eine Mög-
lichkeit, die (extrinsische) Belastung zu verringern, da diese dem Lernenden durch in-
formative Rückmeldungen unnötige Suchprozesse ersparen, die für die Überprüfung 
ihrer Problemlösungen in entdeckenden Lernumgebungen notwendig sind. Dies zeigte 
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sich aber nur beim erläuternden und nicht für das korrigierende Feedback (Moreno, 
2004). Die freien Ressourcen können überdies in die Schemakonstruktion investiert 
werden. 
Eine Übersicht über neuere, interdisziplinäre Perspektiven liefern Ayres und Paas 
(2009). Sie zeigen wichtige Hinweise zu neuen Forschungsfeldern auf, was zu einem 
verbesserten Entwicklungs- und Applikationsprozess der Theorie der kognitiven Belas-
tung beiträgt. Zum einen erörtert Sweller (2008) erstmals eine Verbindung von Kreati-
vitätsprozessen, wie Brainstorming, zu zielfreien Problemen. Weiterhin wird sie auch 
verstärkt zur Erforschung des kooperativen und kollaborativen Lernens herangezogen, 
um Fragen nach den genauen Umständen und Rahmenbedingungen für ein erfolgrei-
ches Gruppenlernen zu klären, indem auch die mentale Belastung im Lernprozess be-
leuchtet und die Aufmerksamkeit nicht nur auf Performanzwerte gerichtet wird (Jans-
sen, Kirschner, Erkens, Kirschner, Paas, 2010; Kirschner, Paas, Kirschner, 2009). Zu-
sätzliche Untersuchungen, inwiefern Gruppenlernprozesse positive Auswirkungen im 
Sinne der Förderung der lernerbezogenen Belastung oder eher lernhinderlich durch 
eine Erhöhung der extrinsischen Belastung sind, erscheinen daher notwendig. Anforde-
rungen, die eine Lernaufgabe an die kognitive Kapazität von Lernenden stellt, als auch 
Lernereigenschaften und Gruppeneffekte sind als Determinanten für erfolgreiches oder 
nicht erfolgreiches Gruppenlernen einzubeziehen (Janssen et al., 2010).  
Allerdings entwickelte sich in den letzten Jahren eine verstärkt kritische Haltung ge-
genüber den bisherigen Postulaten der Theorie der kognitiven Belastung, die sich auf 
konzeptioneller und methodologischer Ebene zeigte und somit eine Neubetrachtung des 
Ansatzes hervorbrachte (Moreno, 2010). Neben Schnotz und Kürschner (2007), die 
Kritik an der konzeptionellen Klarheit der Theorie übten, und Moreno und Park (2010), 
die ebenfalls nicht unbegründet anmerkten, dass „[…] it does not take into 
consideration the psychological effects that induviduals´ beliefs, expectations, and 
goals have on their load perceptions“ (Moreno & Park, 2010, S. 10), bemängelt auch de 
Jong (2010) terminologische Unzulänglichkeiten der Theorie. So werden Schwach-
punkte in der weithin adaptierten Differenzierung der drei Belastungsarten offen gelegt, 
da eine genaue Zuordnung der kognitiven Beanspruchung zu einer der involvierten Be-
lastungsquellen stellenweise nicht möglich ist. Die Zuordnung der kognitiven Ressour-
cen zur intrinsischen oder lernerbezogenen Belastung ist dahingehend problematisch, 
dass Prozesse wie die Organisation und Integration von Wörtern sowie grafischen Ele-
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menten zur inhaltlichen Erarbeitung und Sinnstiftung des Lernmaterials und damit e i-
ner intrinsischen Belastung zuzuordnen sind. Allerdings ist eine klare Abgrenzung zu 
Prozessen der Schemakonstruktion und Integration mit dem Vorwissen, die der 
lernerbezogenen Belastung zugeschrieben werden, nur schwer realisierbar (de Jong, 
2010). Zusätzlich rekurriert de Jong auf die ursprünglichen Werke von Sweller und 
Kollegen (Sweller et al., 1990, Sweller und Chandler, 1994), in denen noch keine Un-
terscheidung von intrinsischer und lernerbezogener Belastung getroffen wurde.  
Ähnliche Abgrenzungsschwierigkeiten lassen sich zwischen extrinsischer und 
lernerbezogener Belastung feststellen, da die Zuordnung, wie bei der oben dargelegten 
Problematik, vorwissensabhängig scheint und je nach Expertisegrad variiert (Schnotz 
& Kürschner, 2007). Auch die zugrundeliegenden Belastungsursachen werden zuneh-
mend als nicht eindeutig zuordenbar herausgestellt. Sweller (2010) äußert in Bezug auf 
die Elementinteraktivität Möglichkeiten, wie diese nicht allein für die intrinsische Be-
lastung als Quelle der Belastung fungiert, sondern auch die Höhe der beiden anderen 
Belastungsarten determiniert (Sweller, 2010). Er begründet seine Überlegungen dahin-
gehend, dass es davon anhängig gemacht werden sollte, ob die Elementinteraktivität 
reduziert werden kann, ohne den Inhalt des zu lernenden Materials zu verändern oder 
ob ein Alternieren notwendig ist. Im ersten Fall spräche dies für die Zugehörigkeit zur 
extrinsischen Belastung, im letztgenannten zur intrinsischen kognitiven Belastung. 
Fortführend lässt sich auch eine Verbindung zur lernerbezogenen Belastung ziehen, 
welche als einzige durch die anderen Belastungsarten bedingt wird und keine selbst-
ständige und unabhängige Belastungsart darstellt. Da diese durch die Auslastung auf 
intrinsischer und extrinsischer Ebene determiniert wird, ist sie in letzter Konsequenz 
ebenfalls abhängig von der Elementinteraktivität (Sweller, 2010).  Diese 
Neukonzeptualisierung könnte somit zu besser vorhersagbaren Ergebnissen in Studien 
führen sowie neue instruktionspsychologische Maßnahmen hervorbringen (Sweller, 
2010).  
Im Zusammenhang mit den oben geäußerten neuen Forschungsinteressen und neben 
den erörterten Differenzierungsschwierigkeiten der einzelnen Belastungsquellen nach 
de Jong (2010) sollte auch die Additivitätsannahme einer sorgfältigen Überprüfung 
unterzogen werden. Diese besagt, dass die drei Belastungsquellen in einem additiven 
Zusammenhang stehen und zu einer kognitiven Gesamtbelastung summiert werden 
(Sweller et al., 1998). Ist diese Summe der benötigten Ressourcen höher als die der 
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vorhandene, kommt es zur kognitiven Überlastung. Die Additivitätshypothese war bis 
dato weithin akzeptiert, wird aber, wie oben erwähnt, zunehmend differenziert betrach-
tet. Ansätze dazu zeigen u.a. Park und Kollegen (Park, 2010; Park, Münzer, Seufert & 
Brünken, 2010), die die in der Theorie der kognitiven Belastung aufgestellte Hypothese 
der Addition der drei Belastungsarten einer empirischen Prüfung unterzogen. Aller-
dings gelang es bislang nicht, die Additivitätshypothese zu bestätigen (Park, Moreno, 
Seufert & Brünken, 2011; Park et al, 2010).  
Kalyuga (2011) argumentiert darüber hinausgehend, dass eine Unterscheidung zwi-
schen intrinsischer und lernerbezogener Belastung generell sehr vage erscheint und 
eine Dreiteilung womöglich unnötig sei, da „[...] the effects of increasing presumed 
germane cognitive load, […] are nothing else but effects of increased intrinsic load and 
could be fully explained by the increased intrinsic load“ (Kalyuga, 2011, S. 9). Er be-
zieht sich dabei u.a. auf die Neukonzeptionierung von Schnotz und Kürschner (2007), 
die unter der intrinsischen Belastung die grundlegenden und essenziellen Verarbei-
tungsanforderungen der Aufgabe verstehen und unter lernerbezogener kognitiver Be-
lastung zusätzliche, lernförderliche Aktivitäten. Dennoch sehen auch sie Unzulänglich-
keiten im Konzept der lernerbezogenen Belastung (Schnotz & Kürschner, 2007).  
Bei der Anwendung dieser Begriffsbestimmungen sieht Kalyuga (2011) alle kognitiven 
Operationen, die zur Lernzielerreichung und einer neuen oder modifizierten Wissens-
struktur im Langzeitgedächtnis führen, der intrinsischen Belastung zugeordnet, selbst 
wenn es sich um Selbsterklärungen o.ä. handelt, die bisher zur vertieften Schemaakqui-
se und damit mit der lernerbezogenen Belastung zugerechnet wurde. Er unterstützt in 
diesem Zusammengang die Idee von Sweller, Ayres und Kalyuga (2011), die in neue-
ren Publikationen nicht mehr von einem getrennten und eigenständigen 
lernerbezogenen Belastung sprechen, sondern eine neue Facette lernrelevanten Res-
sourcen, sog. ‚germane resources„ entwickelten (S. 57). 
Ein weiterer Kritikpunkt in neueren Betrachtungsweisen der CLT manifestiert sich in 
der Annahme von idealen Lernern, die freie Ressourcen zur tieferen Elaboration nut-
zen. Dies setzt die Bereitschaft des Lernenden voraus, kognitive Ressourcen in lernför-
derliche Aktivitäten bewusst zu investieren (Kalyuga, 2011; Schnotz & Kürschner, 
2007). Die Frage, inwiefern dies tatsächlich der Fall ist, wurde bereits von Bannert 
(2002) thematisiert und ist bisher wenig beachtet worden.  
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Eine erst in neueren Ansätzen betrachtete Einflusskomponente stellt die Motivation 
dar, die sich ebenfalls auf die kognitive Belastung auswirken kann (Schnotz, Fries & 
Horz, 2009; Zander, 2010). So zeigen Untersuchungen, dass nicht nur das Vorwissen 
oder das räumliche Vorstellungsvermögen die kognitive Belastung entscheidend beein-
flussen können, sondern dass auch motivationale Voraussetzungen von Lernenden die 
kognitive Belastung beeinflussen. So wird angenommen, dass zum Beispiel durch die 
Erhöhung der Motivation mehr mentale Anstrengung in die Aufgabe investiert wird, 
was u.a. durch Selbststeuerung erreicht werden kann (Corbalan et al., 2009). Demnach 
wägen Lernende ab, wie viel Anstrengung und ‚mentale Energie„ sie in die Informat i-
onsverarbeitung investieren wollen und beurteilen dabei gleichzeitig, ob der Aufwand 
lohnenswert ist (Schnotz, 2010). Höhere Motivation impliziert daher eine höhere Per-
sistenz beim Lernvorgang, was in besseren Lernergebnissen resultieren kann. Weitere 
Forschungen dieses Ansatzes scheinen lohnenswert und sollten zukünftig verstärkt fo-
kussiert werden.  
Die aufgezeigten Entwicklungslinien zeigen eindeutig, dass das Konstrukt der kogniti-
ven Belastung als Untersuchungsgegenstand und Rahmengerüst weiterhin eine bedeu-
tende Rolle in der pädagogischen Psychologie und zunehmend auch in anderen For-
schungsbereichen spielt. Vor allem im Bereich der konzeptuellen Grundlagen als auch 
im Bereich interdisziplinärer Forschung findet seit wenigen Jahren ein Umdenken bzw. 
eine Neuorientierung statt, die zu einer Belebung alter und Stimulierung neuer Ansätze 
führt. Eine Theorie, aus der das Modalitätsprinzip direkt abgeleitet wird, ist die von 
Mayer (2001) postulierte kognitive Theorie des multimedialen Lernens, die sowohl die 
in Kapitel 3.1 dargestellten Aspekte über die humane kognitive Architektur als auch die 
Theorie der kognitiven Belastung als grundlegende Annahmen heranzieht und ver-
schiedene Gestaltungsprinzipien aufstellt. Aus diesem Grund ist es essenziell, die Pos-
tulate der ‚Cognitive Theory of Multimedia Learning„7 näher zu beschreiben. 
                                                 
7
 Als Erweiterung dieser Theorie existiert die Cognitive-Affective Theory of Learning with Media (CATLM) 
von Moreno (2005). Diese ergänzt die Cognitive Theory of Multimedia Learning (CTML) um affektive, 
metakognitive und motivationale Aspekte und dient als Basis für das Lernen in virtuellen Realitäten, Agen-
ten-basierten oder fallbasierten Lernumgebungen (Moreno, 2006, 2007). Da solche hochkomplexen Lernset-
tings weniger verbreitet sind und in der vorliegenden Dissertation eine relative einfache Anwendung genutzt 
wird, scheint es der Autorin als hinreichend, auf die CTML zu rekurrieren. Jedoch wird betont, dass auch 
motivationale und affektive Aspekte erheblichen Einfluss auf den Lernprozess haben können (Park et al., 
2011). 
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2.4 Die kognitive Theorie des multimedialen Lernens nach Mayer (2001) 
Die kognitive Theorie des multimedialen Lernens von Mayer (2001, 2005) fungiert als 
Bindeglied zwischen Erkenntnissen aus der kognitionspsychologischen Forschung und 
instruktionspsychologischen Implikationen. So werden Ansätze über die menschliche 
Informationsverarbeitung wie die Theorie der kognitiven Belastung (Sweller & Chand-
ler, 1991, 1994) oder die Theorie der dualen Kodierung (Paivio, 1986) herangezogen 
und zu einem Modell integriert, die Schlussfolgerungen für die Gestaltung von mult i-
medialen Lernapplikationen ermöglichen. Mayer definiert diese als „presentations in-
volving words (such as spoken or printed text) and pictures (such as animation, video, 
illustrations, and photographs) in which the goal is to promote learning“ (Mayer, 2002, 
S. 55). Bedeutsam ist hierbei die Fokussierung auf zwei wesentliche Elemente: dies 
sind Text, der sowohl gesprochen als auch geschrieben betrachtet werden kann, und 
Bilder, die statisch oder animiert in verschiedenen Abbildungsformaten dargestellt 
werden können. Zu beachten ist, dass Mayer innerhalb seines Modells nicht zwischen 
Modalitäten und Codalitäten der Informationsverarbeitung unterscheidet, sondern diese 
kombiniert betrachtet, wodurch es zu einer Vermischung mehrerer Ansätze kommt, 
insbesondere von Baddeleys Arbeitsgedächtnis-Modell (1999) und Paivios dualer Ko-
dierung (1986). Während Baddeley in seinem Modell ein modalitätsspezifisches Spei-
chersystem postuliert, welches in eine phonologische Schleife für auditive Informatio-
nen und einen visuell-räumlichen Skizzenblock für visuelle Informationen eingeteilt 
wird, steht bei Paivio eine codespezifische Bearbeitung im Mittelpunkt, die verschiede-
ne Symbolsysteme als Differenzierungskriterium heranzieht. Die Symbolsysteme glie-
dern sich in piktorale-bildhafte Informationen auf der einen Seite und textuell-verbale 
Informationen auf der anderen Seite. In Mayers kognitiven Theorie des multimedialen 
Lernens (2001) wird, ausgehend von einer multimedialen Präsentation, zuerst zwischen 
verschiedenen ‚representational modes„ (Mayer & Moreno, 2002; entspricht den 
Codalitäten) unterschieden (Text vs. Bild), die unterschiedlichen ‚sensory modalities„, 
Sinneswahrnehmungen (Ohren vs. Augen) zugewiesen werden (vgl. Abb. 1). So kann 
Text, der codal eindeutig definiert ist, in zwei unterschiedlichen Modalitäten dargestellt 
werden: einmal auditiv als gesprochener Text und einmal visuell als geschriebener. 
Bilder sind explizit dem visuellen Sinn zugeordnet und damit modalitätsspezifisch. Für 
die bessere Beachtung beider Theorien wird im Folgenden von auditiv-verbalen und 
visuell-piktoralen Prozessen gesprochen, so dass beide Terminologien beachtet werden. 
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Zentral für die kognitive Theorie des multimedialen Lernens sind drei Annahmen aus 
der Kognitionsforschung, die folgend näher spezifiziert werden: zum einen die Vermu-
tung einer Zwei-Kanal-Verarbeitung, zum zweiten die damit verbundene Annahme der 
ressourcenbezogenen Limitierung eines jeden Kanals und schlussendlich der Ansatz 
der Involvierung von aktiven Verarbeitungsprozessen für ein bedeutungsvolles Lernen 
im Unterschied zu einer passiven Wissensakkumulation (Mayer, 1999; 2001; 2002; 
Mayer & Moreno, 2003; Moreno & Mayer, 2007; Unterbruner, 2007; Wittrock, 1990). 
Bedeutungsvolles Lernen tritt auf, wenn ein Lerner kohärente mentale Modelle im au-
ditiv-verbalen und im visuell-piktoralen Kurzzeitgedächtnis bildet und diese Repräsen-
tationen zu einem mentalen Modell integriert, das mit dem Vorwissen abgeglichen wird 
(Mayer, 1997, 2002). Die einzelnen Verarbeitungsschritte werden im so genannten Se-







Abbildung 1:  Selektion-Organisation-Integrations-Modell (SOI-Modell; in Anlehnung an Clark &  
         Mayer, 2008, S.35).  
 
 
Nachdem die Text- und Bildinformationen einer multimedialen Präsentation über die 
menschlichen Sinnesorgane aufgenommen und in das Arbeitsgedächtnis transferiert 
worden sind, beginnt der erste Konstruktionsprozess, das Selektieren, indem relevante 
Wörter und Bilder herausgefiltert und in das Arbeitsgedächtnis transferiert werden 
(Mayer & Moreno, 2003). Die Selektion ist notwendig, da wie bereits dargelegt, das 
Arbeitsgedächtnis nur über eine begrenzte Verarbeitungskapazität verfügt und eine Fi l-
terung von als relevant angesehenen Informationen dadurch unumgänglich wird. Dabei 
wird im Sinne einer dualen Kodierung zwischen zwei unterschiedlichen Selektionspro-












wissen I O S 
Arbeitsgedächtnis Langzeitgedächtnis Sinne Multimedia-Präsentation 
2 Lernen mit Multimedia: grundlegende Theorien und Modelle 43 
 
 
einer verbalen Repräsentation und zum anderen die Auswahl von relevanten Bildinfor-
mationen für die Entwicklung einer piktoralen Repräsentation (Mayer, 1997). An dieser 
Stelle sei noch auf ein bedeutsames Charakteristikum bei der Verarbeitung von Wör-
tern hingewiesen: geschriebene Wörter evozieren sowohl eine piktorale Repräsentation 
als auch durch Subvokalisierung (unterschwelliges Mitsprechen) eine verbale. Dies 
führt dazu, dass im Arbeitsgedächtnis Wörter ein verbales als auch eine Art piktorales 
mentales Modell bilden können (Mayer, 2002). Das Wort ROSE wird gelesen und die 
Buchstaben als visuelle Information aufgenommen, wobei es dazu kommen kann, dass 
sich Lernende eine Rose bildhaft vorstellen (piktorales Modell). Zusätzlich produzieren 
Lernende durch ein internes Sprechen des Wortes Rose ein verbales Modell, welches 
später mit dem piktoralen integriert wird. Dieser Zusammenhang wird jedoch in der 
hier vorgestellten Theorie nicht ausreichend konzeptionell abgebildet, da Mayer im 
SOI-Modell lediglich die zwei Gestaltungscodes für Wörter beim Übergang in das sen-
sorische Gedächtnis beachtet, das oben beschriebene Spezifikum aber bei der Transfe-
rierung von den Sinnesorganen in das Arbeitsgedächtnis vernachlässigt. Daher muss 







Abbildung 2:  Ergänzung des SOI-Modells. 
 
Sobald die relevanten Text- und Bildinformationen selektiert wurden, erfolgt danach 
im Arbeitsgedächtnis der zweite Konstruktionsprozess, das Organisieren und Trans-
formieren zu einem kohärenten mentalen Modell (Mayer, 1997, 2002). Auch hier wird 
erneut zwischen verbalem und piktoralem mentalen Modell innerhalb der kognitiven 
Theorie des multimedialen Lernens (2001) differenziert. Alle auditiv-verbalen Informa-
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Informationen zu einem piktoralen mentalen Modell. Im dritten und finalen Konstruk-
tionsprozess werden Verbindungen zwischen den beiden mentalen Modellen gebildet 
und diese durch Abgleich mit dem Vorwissen zu einem einheitlichen mentalen Modell 
integriert (Mayer & Moreno, 2003; 2010). Dabei bewirkt dieser gesamte Integrations-
prozess eine hohe kognitive Belastung, da sowohl die auditiv-verbalen als auch die 
visuell-piktoralen Informationen für die Zusammenführung aktiv im Arbeitsgedächtnis 
gehalten werden müssen (Mayer, 1997). Trotz (oder wegen) dieser hohen kognitiven 
Belastung hebt die Theorie vor allem die aktive Wissenskonstruktion hervor und betont 
somit konstruktivistisches Lernen. Lernende engagieren sich aktiv bei der Konstruktion 
von bedeutungshaltigen mentalen Repräsentationen bei allen drei Prozessen: der Selek-
tion, der Organisation und der Integration, so dass vertieftes Lernen gefördert werden 
soll (Mayer, 1999; Mayer, Moreno, Boire & Vagge, 1999).  
Für die erste Annahme einer differenzierten Informationsaufnahme und -verarbeitung 
in zwei separaten Kanälen rekurriert Mayer (1997) auf Paivios Theorie der dualen Ko-
dierung und Erweiterungen dieser durch Baddeley (1992) und Mayer (1992a; 1993b) 
sowie Schnotz (1993b). Belege für duale Verarbeitungsprozesse im Arbeitsgedächtnis 
konnten in zahlreichen Studien mit unterschiedlichen Untersuchungsinhalten wie Wet-
terphänomenen oder mechanischen Wirkprozeduren erbracht werden (Mayer & More-
no, 1998). Allerdings wird die angenommene Verarbeitungsparallelität auch kritisch 
betrachtet, da Bild und Text u.a. auf unterschiedlichen Symbolsystemen basieren und 
ihnen verschiedene Repräsentationsprinzipien zugrunde liegen (Schnotz, 2002). 
2.5 Zusammenfassung 
Voranstehend wurden die wichtigsten Annahmen und Erkenntnisse der menschlichen 
Informationsverarbeitung, die humane kognitive Architektur mit dem Arbeits- und dem 
Langzeitgedächtnis, die Theorie der kognitiven Belastung (Chandler & Sweller, 1991; 
Sweller & Chandler, 1994) und die kognitive Theorie des multimedialen Lernens 
(Mayer, 2001) dargelegt. Dabei standen zentrale Aussagen über die kognitive mensch-
liche Architektur und deren instruktionspsychologische Implikationen im Fokus der 
Betrachtungen. Ubiquitär wird ein limitiertes Arbeitsgedächtnis angenommen, in dem 
nur wenige Elemente simultan verarbeitet werden können, dies aber durch die Inan-
spruchnahme der visuellen und auditiven Ressourcen verstärkt werden kann (Baddeley, 
2 Lernen mit Multimedia: grundlegende Theorien und Modelle 45 
 
 
1992). Die verarbeiteten Informationen werden dann in ein unbegrenztes Langzeitge-
dächtnis transferiert, wo sie in Form von Schemata abgelegt werden. Neben der Struk-
tur der humanen Architektur postuliert die Theorie der kognitiven Belastung drei addi-
tive Belastungsarten (Ayres, 2009). Die Elementinteraktivität bestimmt das Niveau der 
intrinsischen kognitiven Belastung, einer Material-inhärenten Belastung. Diese ist nicht 
durch gestaltungstechnische Maßnahmen manipulierbar, lässt sich aber durch Einbet-
tung mehrerer Elemente in ein Schema reduzieren, da es als ein Item im Arbeitsge-
dächtnis gehandhabt wird und dies eine Kapazitäten befreiende Wirkung hat (Sweller, 
1994). Um dennoch einen Lernerfolg bei vor allem hoher intrinsischer Belastung zu 
gewährleisten, implizieren die vorangestellten Annahmen die Notwendigkeit eines an-
gemessenen Instruktionsdesigns. Die Nichtbeachtung kann zu einer unnötigen hohen 
extrinsischen Belastung führen, die das Lernen beeinträchtigen kann, da kognitive Ka-
pazitäten für redundante Such- und Organisationsprozesse eingesetzt werden müssen. 
Neben dem Split Attention Effekt, der durch die Notwendigkeit der Aufteilung der 
Aufmerksamkeit auf mehrere Informationsquellen und anschließende Integration der 
Informationen mit einem hohen extrinsischen Belastung verbunden ist, wurde der Re-
dundanz-Effekt betrachtet, der als Konsequenz einer redundanten Darstellung multip-
ler, einzeln verständlicher Informationsquellen ebenfalls in einer erhöhten kognitiven 
Belastung resultiert (Sweller, et al., 1998). Die Bedeutsamkeit dieser Beobachtungen 
zeigt sich vor allem bei hoher intrinsischer und/oder extrinsischer Belastung, da dies 
schnell zur Überlastung der Lernenden führen kann.  
Die dargestellten Maßnahmen mit der Fokussierung auf die Verringerung der extrinsi-
schen Belastung sind kennzeichnend für die erste Dekade der CL-Forschung und wer-
den erst später durch Methoden der Förderung der lernerbezogenen Belastung, die für 
die notwendigen Lernprozesse genutzt wird, ergänzt (Hollender, Hofmann, Deneke & 
Schmitz, 2010). Denn existieren noch freie Kapazitäten durch eine geringe Element-
interaktivität und/oder durch ein adäquates Design, werden diese Ressourcen in die 
tiefergehende Schemaelaboration investiert, die zu einer positiven Lernerbelastung 
führt. Durch die Anwendung von Forschungsergebnissen zum Variabilitätseffekt 
(Renkl et al., 1998) oder Kohärenzbildungshilfen (Seufert & Brünken, 2006) kann die-
se Belastungsart beispielsweise erhöht und damit das Lernen vertieft werden.  Aus den 
dargestellten Forschungsergebnissen ableitend, lässt sich feststellen, dass die vorwie-
gende Prämisse der Theorie der kognitiven Belastung nicht allgemein die Minimierung 
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der kognitiven Belastung ist, sondern vielmehr Optimierungsbestrebungen für den 
Lernprozess im Mittelpunkt stehen. Dies soll erreicht werden, indem bei kaum manipu-
lierbarer intrinsischer Belastung vor allem die extrinsische verringert und die 
lernerbezogene erhöht wird (Kirschner, Ayres & Chandler, 2011). Schlussfolgernd 
lässt sich aus der dargestellten Literatur konstatieren, dass es durchaus möglich ist, die 
kognitive Gesamtbelastung zu reduzieren, indem man die bestätigten instruktionspsy-
chologische Gestaltungsprinzipien beachtet und in Abhängigkeit der 
Lernereigenschaften und situationalen Bedingungen umsetzt. Weiterhin wurde auf die 
kognitive Theorie des multimedialen Lernens (Mayer, 2005) näher eingegangen, die 
sich auf drei wesentliche Prozesse fokussiert: die Selektion, Organisation und Integra-
tion von Informationen, die in getrennten Kanälen zunächst aufgenommen, ins Arbeits-
gedächtnis geleitet und dort zu textuellen respektive bildhaften mentalen Modellen ver-
arbeitet werden. Danach werden diese beiden mentalen Modelle zu einem gemeinsa-
men mentalen Modell zusammengefügt und mit dem Vorwissen abgeglichen (Mayer, 
2002). 
Im Fokus der vorliegenden Arbeit steht ein weiterer Effekt, der die (extrinsische) Be-
lastung reduzieren und damit die Freistellung von kognitiven Kapazitäten für weiter-
führende Elaborationsprozesse begünstigen soll: der Modalitätseffekt. Deshalb soll 
dieser im Folgenden detailliert dargelegt und eine Zusammenfassung der Forschungs-
arbeiten zum Modalitätsprinzip vorgestellt werden.  
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3 Das Modalitätsprinzip 
Technologische Neuerungen bieten Instruktionsdesignern die Möglichkeit, multimedia-
le Elemente in Lernumgebungen zu integrieren, die den Lernprozess fördern und 
gleichzeitig die Lernenden motivieren sollen. Dabei bieten sich sowohl multicodale 
(Text, Grafiken, Zahlen) als auch multimodale Darstellungen in Form von Videos, 
Sounddateien und Animationen an. Multimodale Darstellungen sollen im Folgenden 
besondere Beachtung finden.  
Beim multimedialen Lernen können Informationen über mehrere Sinne aufgenommen 
werden (Rey, 2010). Dabei stehen vorwiegend zwei Sinnesmodalitäten im Fokus der 
Betrachtungen: einerseits die visuelle, bei der Informationen über die Augen rezipiert 
werden, anderseits die auditive, bei der die Informationsaufnahme über die Ohren er-
folgt. In technologiebasierten Lernsettings besteht die Option, dass Informationen rein 
visuell, rein auditiv oder aber audio-visuell präsentiert werden können, wodurch In-
struktionsdesigner entscheiden müssen, welche Präsentationsmodalität für welche In-
formationen am geeignetsten erscheint. Da eine Integration multimodaler Elemente 
nicht per se lernförderlich ist (Kühl et al., 2011), sondern nur unter spezifischen Rah-
menbedingungen das Lernen fördern, wurden daraus zahlreiche instruktionspsychologi-
sche Implikationen für die Gestaltung von multimedialen Lerneinheiten abgeleitet, die 
negative Auswirkungen, wie bspw. die kognitive Überlastung (siehe Kapitel 2.3), ver-
meiden und die Schemakonstruktion und Automation fördern. Zu diesen zählen Er-
kenntnisse über den Split Attention Effekt und Redundanzeffekt, die bereits ausführlich 
diskutiert wurden. Die Reduzierung der kognitiven Belastung, die durch eine subopti-
male Aufbereitung der Lernmaterialien entsteht, kann z. B. durch ein integriertes Dar-
stellungsformat bewirkt werden. Eine andere Möglichkeit wäre die Steigerung der Ar-
beitsgedächtniskapazität durch Inanspruchnahme von mehreren Sinnesmodalitäten 
(Jeung, Chandler & Sweller, 1997). Daher soll nachfolgend der Modalitätseffekt be-
trachtet werden, der zentraler Untersuchungsgegenstand der Forschungsarbeit ist. 
3.1 Das Modalitätsprinzip – eine Begriffsbestimmung 
Mayer (2001) postulierte mit dem Modalitätsprinzip respektive Modalitätseffekt, ein 
Gestaltungsprinzip, welches vor allem beim elektronisch unterstützen Lernen für die 
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Informationspräsentation zentral ist und sich in höheren Lernerfolgen manifestieren 
kann (Clark & Mayer, 2008; Mayer, 2001, 2005). Insbesondere die Realisierbarkeit von 
auditiven Erklärungen, die Option der Visualisierung und Erläuterung schwer 
beschreibbarer Phänomene und Prozesse durch Animationen sowie eine authentischere 
Darstellung des zu vermittelnden Lernstoffes sind Vorteile von multimodalen Präsenta-
tionen. Demzufolge ist das Modalitätsprinzip eines der meistbeachtesten Multimedia-
prinzipien (Hollender et al., 2010, Mayer & Moreno, 2010). Es besagt, dass zur Erklä-
rung einer Abbildung gesprochener Text lernförderlicher ist als geschriebener Text 
(Mayer, 2001; Moreno & Mayer, 1999). Das bedeutet, dass bei der Aufbereitung der 
Lernmaterialien darauf geachtet werden sollte, die vorhandenen Grafiken und Abbil-
dungen, wenn möglich, anhand von Narrationen, simultan erläutern zu lassen, anstatt 
diese in geschriebener Textform visuell zu präsentieren. Diese instruktionale Aufberei-
tung zeigte positive Resultate sowohl beim Problemlösen (Jeung, Chandler & Sweller, 
1997, Mousavi, Low & Sweller, 1995) als auch in höheren Wissenstestergebnissen 
(Mayer & Moreno; 1998; Moreno & Mayer, 1999). 
Das Modalitätsprinzip ist dabei vom bereits erwähnten Split Attention Prinzip bzw. 
dem temporalen Kontiguitätsprinzip (Mayer, 2005; Mayer & Sims, 1994) zu unter-
scheiden, da sie aus unterschiedlichen Erklärungsansätzen resultieren (Mayer, 2001; 
Rummer, Schweppe, Fürstenberg, Seufert & Brünken, 2010; Schoor, Bannert & 
Brünken, 2010b). Zur Erläuterung des Split Attention Effekts werden die verschiede-
nen Informationsquellen herangezogen, die bei einer integrierten Darstellung lernför-
derlich sind. Der Modalitätseffekt zeigt sich als dem Lernen zuträglich, da beide ange-
nommenen modalitätsspezifischen Kanäle genutzt werden und somit die Kapazitäten 
optimal eingesetzt werden. Eine alternative Darlegung, die die oben erwähnten Effekte 
vereint, beschreiben Ayres und Sweller (2005) und Tabbers (2002), die den Modalitäts-
effekt nicht auf die effizientere Nutzung der Arbeitsgedächtniskapazität zurückführen, 
sondern auf die Vermeidung einer Split Attention (Ayres & Sweller, 2005; Tabbers, 
2002). Auf die architektonischen Gegebenheiten des Arbeitsgedächtnismodells von 
Baddeley (2000) rekurrierend, wird dies so begründet, dass geschriebener Text nicht 
vollständig im visuellen Skizzenblock verarbeitet wird, sondern in die phonologische 
Schleife transferiert wird. Jedoch sprechen gegen die Split Attention Erklärung Unter-
suchungen von Moreno und Mayer (1999, Experiment 2), die eine simultane mit einer 
sequentiellen Präsentation von Bild und geschriebenen Text respektive Bild und ge-
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sprochenen Text gegenüberstellten und der Modalitätseffekt dennoch in allen Bedin-
gungen nachgewiesen wurde (Moreno & Mayer, 1999). Allerdings zeigen Rummer und 
Kollegen (2010), dass die Hypothese der visuell-räumlichen Belastung (engl. ‚visual-
spatial load hypothesis„), wie sie beispielsweise von Moreno und Mayer (1999) oder 
Low und Sweller (2005) vertreten wird, dahingehend kritisch zu betrachten ist, da sie 
auf Postulate über das Arbeitsgedächtnismodell von Baddeley (1986) zurückgreift und 
aussagt, dass die Überlegenheit von audiovisuellen, gegenüber rein visuellen, auf die 
Überlastung der visuellen Ressourcen zurückzuführen ist. Durch die Darstellung von 
(visuellen) Bildinformationen und geschriebenen (und damit ebenfalls visuellen) Text-
informationen ist der Anteil von visuellen Kapazitäten erschöpft, auditive Kapazitäten 
sind weniger genutzt und stehen noch zur Verfügung. Diese Annahme der (modalitäts-
spezifisch) getrennten Verarbeitungskanäle und Ressourcen wird in dem Modell postu-
liert, allerdings verweist Baddeley (2000) darauf, dass sowohl geschriebene (visuelle) 
als auch gesprochene (auditive) Texte in der phonologischen Schleife verarbeitet wer-
den, so dass eine Überlastung des visuell-räumlichen Skizzenblocks und damit der vi-
suellen Ressourcen als Erklärungsansatz für den Modalitätseffekt als nicht hinreichend 
angesehen werden kann (Rummer et al., 2008; Rummer et al., 2010). Dies scheint sich 
in den von den Autoren durchgeführten Experimenten auch zu bestätigen und wird 
durch einen alternativen Erklärungsansatz der Interferenz des visuell-räumlichen Skiz-
zenblock mit den Augenbewegungen beim Leseprozess ergänzt, gleichwohl das Design 
und der Aufbau der Experimente von Rummer und Kollegen von Studien von Moreno 
und Mayer (1999) stark abweicht. Des Weiteren stellt sich bei den neueren Postulaten 
auch die Frage, ob die Überlastung allein durch die Textinformationen evoziert werden 
oder auch zu viele Bildinformationen eine Überlastung verursachen können. Dies wür-
de für die in Frage gestellten ‚visual-spatial load hypothesis„ sprechen. Ungeachtet des-
sen verdeutlicht die oben aufgeführte Divergenz die Notwendigkeit der weiterführen-
den Erforschung und (abschließenden) Erklärung der Wirkmechanismen. Zudem wird 
aus den Darstellungen ersichtlich, dass ein Zusammenhang der Ansätze besteht, da die 
Präsentation audiovisuellen Materials von vornherein eine geteilte Aufmerksamkeit auf 
verschiedene, in der gleichen Modalität vorliegende Informationsquellen vermeidet und 
das Auftreten des Split Attention Effekts verhindert werden kann (Schmidt-Weigand, 
Kohnert & Glowalla, 2010).      
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Ferner muss genau zwischen Modalitätseffekt und Split Attention Effekt unterschieden 
werden. Den Split Attention Effekt betreffend, sehen Moreno und Mayer (1999) aller-
dings Ungenauigkeiten bei der Bezeichnung, der aus der CL-Forschung stammt 
(Sweller & Chandler, 1994). So erfolgt keine Differenzierung, ob er auf temporäre, 
räumliche oder modale Ursachen referiert. Daher differenzieren sie nochmals in tempo-
rales und räumliches Kontiguitätsprinzip sowie Modalitätsprinzip und umgehen damit 
die terminologische Ungenauigkeit, die im Folgenden ebenfalls vermieden wird. Das 
räumliche Kontiguitätsprinzip rekurriert auf die Unmöglichkeit, zwei visuelle Informa-
tionsquellen parallel wahrzunehmen, d.h. die Aufmerksamkeit auf beide Quellen zu 
richten und die Informationen simultan zu verarbeiten, so dass Lernende einen Teil der 
Informationen im Arbeitsgedächtnis präsent halten müssen, wohingegen der Modali-
tätseffekt auf die gesteigerte Arbeitsgedächtnisleistung durch Nutzung zweier unter-
schiedlicher Kanäle (visuell und auditiv) zurückgeführt wird (Moreno & Mayer, 1999). 
In einer direkten Überprüfung von Kontiguitätsprinzip und Modalitätsprinzip wurden 
beide Prinzipien gegenübergestellt (Moreno & Mayer, 1999). Die Probanden wurden in 
drei Gruppen eingeteilt (Animation mit separiertem on-screen Text, Animation mit in-
tegriertem on-screen Text und Animation mit Narration). Dabei zeigte sich ein überle-
generer Modalitätseffekt sowohl für die Behaltensleistung und Zuordnungsaufgaben als 
auch für Transfertests. Die integrierte Darstellung zeigte sich der separierten allerdings 
nur in der Behaltensleistung und beim Transfer als überlegen. Damit konnte in dieser 
Studie der Modalitätseffekt weiter bestätigt, der Split Attention Effekt respektive das 
räumliche Kontiguitätsprinzip nur zu Teilen belegt werden. Allerdings stützen die Er-
gebnisse weitgehend beide Gestaltungsprinzipien (Moreno & Mayer, 1999). 
3.2 Aktueller Stand der Forschung 
Die Vorteile von audiovisuellen Materialien wurden bereits in den 50er Jahren erkannt 
und hinsichtlich eines Einsatzes in Lehr- und Lernmedien untersucht (Laner, 1954, 
1955). In diesen frühen Studien standen die aufkommende Fernsehtechnologie sowie 
die Filmforschung im Fokus der Betrachtungen, die mit statischem Text- und Bildmate-
rial verglichen wurden. Auch wenn es zu diesem Zeitpunkt noch keine eindeutigen Be-
lege für die Lernförderlichkeit von audiovisuellen gegenüber rein visuellen Lernstoffen 
gab, etablierten sich erste Ansätze, die bis dato für die Erklärung der Forschungsergeb-
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nisse im Bereich der Multimodalität herangezogen werden. Laner (1955) diskutiert, 
wenn auch in dem Kontext von Realitätsnähe und Bewegung (im Sinne von dynami-
schen Bildern), u.a. die simultane Verarbeitung der Informationen in einem visuellen 
und auditiven Kanal und die zusätzliche Belastung bei schlechter Materialaufbereitung.  
Doch nicht nur die ‚klassischen„ Medien, auch die neueren sind für eine multimodale 
Darstellung geeignet, so dass es zu einer kontinuierlichen Weiterentwicklung und Er-
forschung kam und der Modalitätseffekt einer der meist untersuchtesten Multimediaef-
fekte ist (Clark & Mayer, 2008). Das zeigt u.a. eine Metaanalyse von Ginns (2005), der 
43 Primäruntersuchungen zusammenfasste. Dabei konnte die zugrunde liegende An-
nahme der Modalitätseffekt-Forschung über ein breites Feld an Themengebieten, Al-
tersgruppen und Lernresultaten hinweg bestätigt werden. Ginns (2005) identifizierte 
zwei Moderatorvariablen, die die Ausprägung des Modalitätseffektes beeinflussten: 
zum einen zeigte sich der Modalitätseffekt bei hoher Elementinteraktivität stärker  als 
bei niedriger Elementinteraktivität. Zum anderen moderiert auch die Art der Steuerung 
den Modalitätseffekt dahingehend, dass dieser stärker bei systemgesteuerten Lernum-
gebungen ausprägt ist, bei lernergesteuerten Applikationen aber zu verschwinden bzw. 
sich zu verkehren scheint (Ginns, 2005). Auch das Vorwissen scheint einen Einfluss 
auf den Modalitätseffekt zu haben, da dieser sich bei Novizen zeigte, sich aber bei Ex-
perten umkehrte (Kalyuga, Chandler & Sweller, 2000). Dies kann als konsistent mit der 
bereits herausgestellten Moderatorvariable Elementinteraktivität betrachtet werden, da 
die Elementinteraktivität vom domänenspezifischen Vorwissen bedingt wird. Auch 
Mayer und Moreno (2010) betonen, dass die Beachtung des Modalitätsprinzips vor al-
lem bei schwierigem Lernstoff, also hoher intrinsischer Belastung, und schneller In-
formationspräsentation entscheidend für den Lernerfolg sein kann. Allerdings sehen sie 
die Anwendung eher unter dem Aspekt der Steuerung bzw. Regulierung der intrinsi-
schen Belastung, wohingegen der Modalitätseffekt beispielsweise bei Low und Sweller 
(2005) der Reduzierung der extrinsischen Belastung zugeordnet wird. Beide Sichtwei-
sen lassen sich argumentativ mit der Theorie der kognitiven Belastung beziehungswei-
se der kognitiven Theorie des multimedialen Lernens begründen. Referiert man auf die 
Vermeidung einer ungünstigen Gestaltung durch Integration von gesprochenem Text 
anstelle geschriebenen Texts, so geschieht dies im Sinne einer Verringerung der extrin-
sischen Belastung. Im Falle der intrinsischen Belastung, wie Mayer und Kollegen dies 
diskutieren, entlastet eine multimodale Präsentation selbst bei entsprechend gut gestal-
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teten Lernumgebungen den visuellen Kanal, welcher sonst überlastet wäre, was zu 
schlechteren Lernergebnissen führen kann (Mayer & Moreno, 2010). Zusätzlich konnte 
bestätigt werden, dass das Modalitätsprinzip über diverse Medien (Moreno, 2006) und 
Settings (Harskamp, Mayer & Suhre, 2007; Tabbers, 2002) sowie bei Medien mit un-
terschiedlichen Immersionsgraden (Moreno, 2002) hinweg sich als Gestaltungsprinzip 
bewährt. 
Ausgangspunkt für Untersuchungen sind Erkenntnisse über die Grenzen des Arbeitsge-
dächtnisses und die angenommenen modalitätsspezifischen Speicher- und Verarbei-
tungssysteme, die bei der Gestaltung von multimedialen Instruktionen von Relevanz 
sind (vor allem Baddeley, 1992, 2001, siehe Kapitel 2). Die getrennten Systeme deter-
minieren die Menge der zu verarbeitenden Informationen dahingehend, dass die Über-
lastung eines Sinneskanals
8
 ausreichend für eine komplette Überlastung des Arbeitsge-
dächtnisses ist, obwohl in dem nicht oder weniger belasteten Kanal noch freie Kapazi-
täten verfügbar wären. Daher erscheint eine Aufbereitung von Lernmaterialien in ver-
schiedenen Modalitäten als adäquat für die bestmögliche Nutzung der Ressourcen. Ers-
te Bestätigungen für die Modalitätsannahme konnte Penney (1989)
9
 in ihrem Über-
blicksartikel für Dual-Task Aufgaben zeigen, bei denen sich die Performanz verbesser-
te, wenn die parallel zu bearbeitenden Aufgaben in verschiedenen Modalitäten darge-
boten wurde, wohingegen die Lösung von zwei verschiedenen Aufgaben in derselben 
Modalität zu schlechteren Leistungen führte. Dabei rekurriert sie vor allem auf Unter-
suchungen von Frick (1984), Treisman und Davies (1973) sowie Martin (1980), die mit 
ihren Studienergebnissen die Annahmen über eine modalitätsspezifische Informations-
verarbeitung in zwei getrennten Speichern bekräftigten. So hatten Probanden in Studien 
von Frick (1984) beispielsweise signifikant höhere Erinnerungsraten von Ziffernreihen 
in einer Präsentation mit beiden Modalitäten als mit einer singulären Modalität. Dabei 
wurden Lernenden entweder eine rein auditive, eine rein visuelle oder eine gemischte 
Präsentation gezeigt, die zuerst vier auditive Items enthielt und dann weitere vier visu-
elle Items darbot (Frick, 1984). Frick unterschied zusätzlich, ob die Probanden die 
Items in identischer Präsentationsreihenfolge oder in invertierter wiedergeben sollten. 
                                                 
8
 Auch hier ist die Terminologie nicht einheitlich und variiert zwischen Speicher, Kanälen oder Prozessoren 
(Mousavi et al., 1995). In Anlehnung an Mayer (2001) wird folgend von Kanal gesprochen. 
9
 Der von Penney (1989) untersuchte Modalitätseffekt bezieht sich auf Erkenntnisse der Gedächtnispsycho-
logie und nicht, wie in der vorliegenden Dissertation, auf instruktionspsychologische Grundlagen. Auch 
wenn eine Verbindung zwischen beiden Effekten besteht, sollte dieser Unterschied Beachtung finden. Weite-
re Erkenntnisse und Reflexionen zum auditiven Recency-Effekt lassen sich in Martin & Jones (1979), 
Rummer, Fürstenberg und Schweppe (2008) sowie Rummer, Schweppe, Scheiter und Gerjets (2008) finden. 
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Das bedeutet, eine Gruppe sollte die Items in der gleichen Reihenfolge aus ihrem Ge-
dächtnis abrufen, die zweite Gruppe sollte das letztgenannte Item als erstes wiederge-
ben u.s.w. In diesem Kontext zeigte sich die multimodale Präsentation mit umgekehrter 
Wiedergabe als den anderen Varianten überlegen.  
Mousavi, Low und Sweller (1995) konstatierten in einer Reihe von Studien mit papier-
basierten Lernumgebungen ebenfalls die Überlegenheit von Darstellungen, die multiple 
Modalitäten aufwiesen. Beim Lösen von Geometrieaufgaben benötigten Lernende, bei 
denen die Erläuterung zu einem Diagramm auditiv erfolgte, signifikant weniger Zeit als 
Probanden, die mit monomodalem Material arbeiteten (Mousavi et al., 1995). Dabei 
führten sie die Ergebnisse auf die gesteigerte Kapazität des Arbeitsgedächtnisses durch 
die Anwendung zweier Sinnesmodalitäten zurück. Gleichzeitig schlossen sie aus, dass 
die Performanzvorteile aus der bei einer rein visuellen Präsentation unmöglichen simul-
tanen Verarbeitung der Informationen resultierten. Dabei müssen die Lernenden Infor-
mationen aus dem Text im Arbeitsgedächtnis präsent halten und mit Informationen aus 
dem Diagramm abgleichen, was zu einer Aufmerksamkeitsaufteilung (Split Attention) 
führt. Durch Überprüfung dieses alternativen Erklärungsansatzes durch zeitliche Se-
quenzierung der Informationen in der multimodalen Darstellung konnte nachgewiesen 
werden, dass die Überlegenheit der multimodalen Präsentation bestehen bleibt 
(Mousavi et al., 1995). Gleiche Ergebnisse zeigten sich auch bei der Variation der In-
formationsquellen hinsichtlich differenzierter Kodierungsformen wie textueller und 
bildhafter Information. Auch Jeung, Chandler und Sweller (1997) konnten den Modali-
tätseffekt nachweisen. Sie untersuchten in ihren Studien visuelle Indikatoren bei In-
struktionen, die entweder nur einen, den visuellen, oder aber zwei, den visuellen und 
auditiven Sinneskanal beanspruchten. Dabei variierten sie neben der modalen Präsenta-
tion auch die Komplexität der visuellen Suche zwischen niedrig und hoch komplexem 
Material. Bei Instruktionen mit hoher Suchleistung (hohe Komplexität) zeigte sich der 
Modalitätseffekt für die audio-visuelle Gruppe mit visuellen Indikatoren, die die Leis-
tungen der Gruppe mit einer rein visuellen Darstellung und der Gruppe mit audiovisu-
eller Präsentation ohne visuelle Unterstützung übertrafen (Jeung et al., 1997). An-
schließende Studien wurden in Bezug auf den Schwierigkeitsgrad der visuellen Suche 
modifiziert und wiesen lediglich bei niedriger Komplexität einen Modalitätseffekt auch 
in der audiovisuellen Variante ohne Unterstützung auf. Zurückzuführen ist dies darauf, 
dass bei niedrigen Suchanforderungen keine Unterstützung benötigt wird, da durch die 
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Verwendung von zwei Modalitäten genügend freie Kapazitäten zur Verfügung stehen.  
Diese Abhängigkeit von der Komplexität und Anforderung der Informationspräsentat i-
on konnte in anderen Studien bestätigen werden (Cao, Theune & Nijholt, 2009). 
Neben dem domänenspezifischen Vorwissen scheinen auch weitere Lerner-
eigenschaften, wie die Fähigkeit, adäquate Erinnerungsstrategien einzusetzen, Einfluss 
zu haben (Seufert, Schütze & Brünken, 2009). Dies bedeutet, dass diese individuellen, 
kognitiven Fähigkeiten im Zusammenhang mit Darstellungsmöglichkeiten zu betrach-
ten sind, um stichhaltige Aussagen über die Lernwirksamkeit zu treffen (Austin, 2009).  
Weitere individuelle Einflussgrößen, deren Wirkung noch nicht vollständig geklärt 
sind, sind das räumliche Vorstellungsvermögen und die Selbstregulation (Plass et al., 
2010). Das räumliche Vorstellungsvermögen zum Beispiel, welches verschiedene As-
pekte wie räumliche Visualisierung und räumliche Orientierung umfasst, scheint den 
Lernerfolg zu determinieren, wobei es allerdings keine übereinstimmende Definition 
des Konstrukts noch von den dazu zählenden Unterdimensionen in der Fachliteratur 
gibt (Carroll, 1993; McGee, 1979). Den Definitionen gemein ist die Involvierung von 
verschiedenen Subfaktoren, die mit anderen kognitiven Fähigkeiten wie Lese- und 
Hörverständnis eng verknüpft sind und verschiedene Verarbeitungsprozesse wie das 
Generien, Behalten, Abgleichen und Manipulieren von visuellen Objekten und Vorstel-
lungen umfasst (Hegarty & Waller, 2005; Lindwarm Alonso, 1998). Lohman (1979) 
differenziert zum Beispiel drei grundlegende Faktoren: räumliche Beziehungen 
(‚spatial relations„), räumliche Orientierung (‚spatial orientation„) und Veranschauli-
chung (‚visualization„), die weiter unterteilt werden können. McGee (1979) unterschei-
det zwei Hauptfaktoren, Carroll (1993) hingegen fünf.     
Spatial and other visual perceptual abilities have to do with individuals´ abilities in 
searching the visual field, apprehending the forms, shapes, and positions of objects 
as visually perceived, forming mental representations of those forms, shapes, and 
positions, and manipulating such representations „mentally‟. (Carroll, 1993, S. 304) 
Aufgrund der unklaren Befunde wird in der vorliegenden Arbeit untersucht, ob das 
räumliche Vorstellungsvermögen einen Einfluss besitzt. 
Einschränkend sei darauf verwiesen, dass die Anwendung des Modalitätsprinzips nur 
zweckgemäß ist, wenn erläuternder Text und Abbildung zeitgleich präsentiert werden, 
da es in einer nicht parallelen Darstellung nicht zu der zugrunde liegenden rivalisieren-
den Zuteilung von visuellen Kapazitäten kommt, die leicht zu einer kognitiven Überlas-
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tung der Lernenden führt. Weiterhin sollten komplexe Sachverhalte wie mathematische 
Formeln konstant visuell vorliegen, da aufgrund des hohen Informationsgehalt und 
Komplexität eine visuelle Unterstützung zur Verarbeitung der Information beiträgt. 
Ferner zeigten Leahy, Chandler und Sweller (2003), dass die multimodale Präsentation 
nur vorteilhaft ist, wenn die bildliche Darstellung ohne erläuternden Text nicht ver-
ständlich ist (Leahy, Chandler & Sweller, 2003). Bei einer experimentellen Untersu-
chung wiesen sie nach, dass eine auditive Erklärung einer Abbildung, die selbsterklä-
rend ist und keiner weiteren Explikation bedarf, eher lernhinderlich wirkt. Dies trifft im 
Besonderen im Sinne des Redundanzeffektes zu, wenn der Text zusätzlich noch visuell 
präsentiert wird.  
Eine weitere multimediale Form der Informationspräsentation, bei der oftmals zwei 
verschiedene Modalitäten verwendet werden, ist die Animation im Sinne einer dynami-
schen Repräsentation bzw. Visualisierungen (Ayres & Paas, 2007a). Daher sind auch 
Animationen ein interessanter Forschungsbereich innerhalb der Modalitätsforschung. 
Bei Animationen werden Einzelbilder so zusammengefügt, dass sie vom Lernenden als 
flüssige Bewegtbilder mit einem kontinuierlichen Bewegungsablauf wahrgenommen 
werden, da die aneinandergefügten Einzelbilder sich nur durch kleine Veränderungen 
unterscheiden und dadurch die Illusion einer Bewegung entsteht (Betrancourt & 
Tversky, 2000; Schnotz & Lowe, 2008). Sie werden vor allem zur Visualisierung von 
Bewegungsabläufen oder schwer beschreibbaren Phänomenen eingesetzt (Ayres, Mar-
cus, Chan & Qian, 2009; Mayer, 2001; Wong et al., 2009). Doch der Forschungsstand 
zu dynamischen Repräsentationen zeigt sich in seinen Ergebnissen ambivalent, so dass 
die intuitive Annahme einer lernförderlichen Wirkung von Animationen gegenüber 
statischen Abbildern bisher nicht vollkommen bestätigt werden konnte (Ayres & Paas, 
2007a; Koroghlanian & Klein, 2004; Tversky, Bauer-Morrison & Betrancourt, 2002). 
Vielmehr zeigten sich teilweise keine Vorteile für Animationen gegenüber statischen 
Grafiken bzw. sind diese in manchen Wissensdomänen Bewegtbildern überlegen (He-
garty, Kriz & Cate, 2003; Mayer, Hegarty, Mayer & Campbell, 2005). Mögliche Ursa-
chen dafür werden vor allem in der Flüchtigkeit der Informationen und in dem vom 
eigentlichen Lernmaterial ablenkenden Charakter (Lowe, 2003) gesehen, die die kogni-
tive Belastung dadurch erhöhen (Ayres, Kalyuga, Marcus & Sweller, 2005).  
Das Vorwissen wurde dabei ebenfalls als ausschlaggebender Faktor für die Verarbei-
tung und Lernwirksamkeit von Animationen untersucht (Jarodzka, Scheiter, Gerjets & 
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van Gog, 2010; Kalyuga, 2008). Zusätzlich zeigen neuere Untersuchungen, dass Ani-
mationen (bzw. generell visualisierte Informationen) oberflächlicher betrachtet und 
verarbeitet werden als textuelle Informationen (Schmidt-Weigand et al., 2010), was mit 
Erkenntnissen der Medienforschung übereinstimmt, da (Bewegt)Bilder durch ihre Rea-
litätsnähe als leichter rezipierbar wahrgenommen, weniger mentale Anstrengung in die 
Verarbeitung der Informationen investiert und somit (Bewegt)Bilder weniger tief ver-
arbeitet werden als gedruckte Texte (‚subjektive Leichtigkeit der Enkodierung„ siehe 
Peeck, 1993, S.85; ‚Amount of Invested Mental Effort„ siehe Salomon, 1984, zum 
Thema ‚Flüchtigkeitsfehler beim Lernen mit Bildern„ siehe Weidenmann, 1988). Durch 
Beachtung einiger grundlegender Gestaltungsprinzipien lassen sich allerdings negative 
Effekte von Animationen (z. B. eine höhere extrinsische Belastung) reduzieren bzw. 
beseitigen (für einen Überblick Ayres & Paas, 2007b). 
Ferner beeinflusst die Steuerungsmöglichkeit einer Lernumgebung die Wirkung des 
Modalitätseffektes (Ginns, 2005; Stiller, Freitag, Zinnbauer & Freitag, 2009; Tabbers, 
2002; Tabbers, Martens & van Merriënboer, 2001). Bei selbstgesteuerten Lerneinhei-
ten, bei denen Lernende die Geschwindigkeit der Präsentation individuell bestimmen 
können, verschwand bzw. verkehrte sich der Modalitätseffekt nachweislich, so dass 
sich eine visuelle Präsentation unter diesen Bedingungen als lernförderlich erwies (Stil-
ler et al., 2009, Tabbers, 2002). Bei Gegenüberstellungen von system- und 
lernergesteuerten Lernmaterialien zeigte sich dennoch die Überlegenheit der audiovisu-
ellen Aufbereitung im Sinne eines Modalitätseffekts in der systemgesteuerten Lernum-
gebung, wobei sich dieser beim strukturellen Wissen und bei Aufgaben der Bildbe-
schriftung zeigte (Stiller et al., 2009). Zusätzlich kam es interessanterweise in dieser 
Studie bei der selbstgesteuerten Bedingung zur Verlängerung der Lernzeiten in der au-
diovisuellen Darstellung, aber zu einer Verkürzung der Lernzeiten in der visuellen, 
welche sich sogar verglichen mit der systemgesteuerten Bedingung manifestierten. Das 
bedeutet, dass Lernende selbstgesteuert lerneffizienter, erkennbar durch kürzere Lern-
zeiten sowie bessere Lernergebnisse, die rein visuellen Lernmaterialien bearbeiteten als 
Lernenden in einer der beiden fremdgesteuerten Konditionen und der selbstgesteuerten, 
audiovisuellen Variante (Stiller et al., 2009). Hier fallen allerdings die kürzeren Lern-
zeiten der visuellen Selbststeuerungsgruppe auf, die in ähnlichen Studien nicht festge-
stellt wurden (Tabbers, 2002). Ein möglicher Erklärungsansatz wäre, dass die Komple-
xität der Informationen generell eher gering war, so dass Lernende keine Probleme bei 
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der Integration der beiden visuellen Informationsquellen, im Sinne von Split Attention, 
hatten und schnell die nächste Informationsseite bearbeiten konnten, da der Text im 
individuellen Lesetempo bearbeitet werden konnte. Bei den audiovisuellen Bedingun-
gen wurde die Textinformation in einer vorher definierten Geschwindigkeit abgespielt, 
so dass die Präsentationszeit gar nicht oder nur durch Abbrechen beschleunigt werden 
konnte, wobei relevante Informationen womöglich verloren gegangen wären. Zur Ex-
plikation der schnelleren Bearbeitung gegenüber der fremdgesteuerten Lernumgebung 
sei angemerkt, dass Lernende in der dargestellten Studie durchaus schneller als ihre 
audiovisuelle Vergleichsgruppe gewesen sein könnten, aber unnötige und möglicher-
weise auch lernprozessunterbrechende Wartezeiten bis zur folgenden Informationsein-
heit hinnehmen mussten, da keine Steuerungsmöglichkeiten gegeben waren. Außerdem 
berichten Stiller und Kollegen (2009), dass sich bei der Selbststeuerung die audiovisu-
elle Überlegenheit zu einer visuellen Überlegenheit invertierte, weil Probanden unter 
diesen Gegebenheiten einen höheren Lernerfolg sowohl beim Struktur- als auch beim 
Bildwissen vorweisen konnten (Stiller, Freitag, Zinnbauer & Freitag, 2009). Ähnliches 
konnte bereits Tabbers (2002) aufzeigen, der ebenfalls einen umgekehrten Modalitäts-
effekt fand, bei der die visuelle Lerngruppe die audiovisuelle bei Selbststeuerung der 
Lernseiten in Behaltenstests übertraf (Tabbers, 2002). Weiterhin wurde festgestellt, 
dass der (umgekehrte) Modalitätseffekt nur bei kurzen Präsentationszeiten auftrat, bei 
einer Verdopplung der Präsentationsdauer zeigten sich keine Effekte (Tabbers, 2002). 
Auch Leahy und Sweller (2011) wiesen nach, dass die Überlegenheit der audiovisuel-
len Variante nur bei kurzen Informationseinheiten auftritt. Sie zeigten, dass bei sehr 
komplexen Informationen die audiovisuelle der visuellen unterlegen ist, da durch die 
Flüchtigkeit der Information die komplexen Informationen nicht gleichzeitig im Ar-
beitsgedächtnis gehalten werden können. Bei der visuellen Variante hingegen können 
die Lernenden die Informationen wiederholend rezipieren und müssen diese nicht im 
Arbeitsgedächtnis halten (sog. ‚Transient Information Effect„; Leahy & Sweller, 2011).  
Weitere interessante Erkenntnisse zeigten sich auch bei Kühl und Kollegen (2011), die 
den Einfluss der Textmodalität beim Lernen mit dynamischen und statischen Visuali-
sierungen untersuchten, welche ebenfalls einen aktuell sehr dominanten Forschungs-
zweig der pädagogischen Psychologie darstellt (Boucheix & Schneider, 2009; Höffler 
& Leutner, 2007; Schnotz & Lowe, 2008; Wong, Marcus, Ayres, Smith, Cooper, Paas 
& Sweller, 2009). Sie konnten in ihrer Studie auch keine Überlegenheit für gesproche-
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nen Text gegenüber geschriebenem Text finden, wobei sie dies sowohl auf den Komp-
lexitätsgrad der Visualisierung zurückführen, als auch durch den Informationsgehalt 
von Text und Visualisierung erklären, die in der beschriebenen Studie eine kongruente 
Relation beinhaltete. Dies bedeutet, dass nicht zwingend beide Informationsquellen 
beachtet werden müssen, um die Informationen adäquat zu verarbeiten. Hasler, Kersten 
und Sweller (2007) wiesen jedoch darauf hin, dass bei selbstgesteuerten Lernumgebun-
gen der Lernerfolg u.a. auch von reflexiven Entscheidungsprozessen über die Steue-
rung und der bewussten Auseinandersetzung damit einhergeht, da dies zur Erhöhung 
der lernerbezogenen Belastung führen könnte. In ihrer Untersuchung hat sich gezeigt, 
dass Lernende Steuerungselemente eher selten nutzten, dies aber durch instruktionale 
Hinweise verstärkt werden konnte (Hasler et al., 2007). Zusammenfassend kann gesagt 
werden, dass Aspekte der Selbststeuerung oder die Aktionsart der Bildinformation ent-
scheidenden Einfluss auf den Modalitätseffekt haben kann. Schnotz (2005) reflektiert 
die Unterlegenheit von audiovisuellen Darstellungen gegenüber rein visuellen, also die 
Verkehrung der Modalitätsannahme, unter dem Prinzip der Verarbeitungskontrolle 
(engl. ‚Control-of-Processing Principle„), welches besagt, dass bei der Präsentation von 
statischen Bildern mit Texten, bei denen die Texte einen hohen Schwierigkeitsgrad 
besitzen und die Lernzeit limitiert ist, geschriebener Text lernförderlicher ist als ge-
sprochener Text (Schnotz, 2005). Dies begründet sich durch die Stabilität der geschrie-
benen Textinformationen, die dem Lernenden eine höhere Kontrolle über die kognitive 
Verarbeitung der Information ermöglicht. Insgesamt implizieren diese Ergebnisse die 
Bedeutung der Lernsteuerung im Instruktionsdesign, da bei selbstgesteuerten Lernum-
gebungen eine multimodale Darbietung weniger lernförderlich scheint, wohingegen 
diese bei systemgesteuerten Applikationen weiterhin als essenziell für das Lernen an-
gesehen werden kann. Da bei den Studien der vorliegenden Forschungsarbeit eine sys-
temgesteuerte Lernumgebung genutzt wird, kann weiterhin von der höheren Lernförde-
rung durch eine audiovisuelle Darbietung ausgegangen werden.  
Nachdem nun ausführlich das Modalitätsprinzip erörtert wurde, soll im folgenden Ka-
pitel auf die Messung der kognitiven Belastung beim multimodalen Lernen eingegan-
gen werden. Da eine Vielzahl an unterschiedlichen Messmethoden existiert und diese 
Auswirkungen auf die Befunde haben können, ist es wichtig, die verschiedenen Metho-
den hinsichtlich ihrer Vor- und Nachteile zu betrachten und die für die vorliegende Ar-
beit verwendete Methode näher zu beleuchten. 
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4 Die Messung der kognitiven Belastung beim multimo-
dalen Lernen 
Mit zunehmender Erforschung des Modalitätseffektes spielt auch die Frage nach der 
Erfassung der kognitiven Belastung beim multimodalen Lernen eine zentrale Rolle. Für 
die dargestellten Studien ist es wichtig, wie die kognitive Belastung erfasst wird, da die 
Methodenwahl Auswirkungen auf die Befunde haben kann. Außerdem ermöglicht es 
eine genaue Operationalisierung, die verschiedenen Studienergebnisse zu vergleichen.   
Generell wird mit dem Modalitätsprinzip postuliert, dass zur Erläuterung von Grafiken 
und Abbildern ein gesprochener Text lernförderlicher ist als ein geschriebener, da die 
modalitätsspezifischen limitierten Kapazitäten im Arbeitsgedächtnis effizienter genutzt 
werden und eine Aufteilung auf mehrere einheitlich monomodale Informationsquellen 
vermieden wird (Mayer, 2001; Moreno & Mayer, 1999; Sweller et al., 1998, Tabbers, 
2002). Eine Spezifizierung zeigt sich allerdings als notwendig, da bisher zwar eine all-
gemeine Bestätigung einer Lernförderlichkeit bei einer audiovisuellen Aufbereitung 
des Lernmaterials im Vergleich zu einer rein visuellen Informationspräsentation sys-
temgesteuerter Lernumgebungen erwiesen wurde (siehe Modalitätsprinzip, Kapitel 3; 
Mayer, 2001, 2005; Mousavi et al., 1995), über die aktuelle kognitive Belastung im 
Lernprozess existieren es allerdings wenig empirische Erkenntnisse (Brünken, Plass & 
Leutner, 2003b; Brünken et al., 2002). Es gibt verschiedene indirekte Bewertungsme-
thoden wie Items in Posttestfragebögen (Paas & van Merriënboer, 2003), die retrospek-
tiv die kognitive Belastung durch subjektive Einschätzungen des Lernenden zu erfassen 
versuchen. Eine Möglichkeit der direkten Messung der kognitiven Belastung während 
des Lernprozess zeigten erstmals Brünken und Kollegen (Brünken et al., 2002).  
Neben der Ableitung von diversen Gestaltungsprinzipien, die die effiziente Nutzung 
der menschlichen Informationsverarbeitung ermöglichen sollen, steht zur Überprüfung 
der Theorie auch die Messung der kognitiven Belastung im Interessensfeld der CL-
Forschung (Brünken, Plass & Leutner, 2003a, Kirschner et al., 2011). Da eine der 
Grundannahmen der Theorie ist, dass die drei verschiedenen Belastungsarten einen 
additiven Zusammenhang haben, ist die Messung der kognitiven Gesamtbelastung res-
pektive der einzelnen Belastungsarten zunehmend zentraler Forschungsgegenstand, 
auch wenn die Additivitätshypothese in diversen Studien bis dato nicht empirisch be-
stätigt werden konnte (Park, 2010; Park et al., 2010). Weiterhin gibt es verschiedene 
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Methoden, die sich zwar innerhalb der letzten Jahrzehnte etabliert haben, allerdings 
mangelt es der CL-Forschung an einer standardisierten Messmethode bzw. einem all-
gemeingültigen Paradigma für die Messung der kognitiven Belastung beim multimedia-
len Lernen (Brünken, Seufert & Paas, 2010).    
Einen umfassenden Überblick eingesetzter Messmethoden, die sich auf die Messung 
der Gesamtbelastung beziehen, bieten Paas, Tuovinen, Tabbers und van Gerven (2003). 
Eine differenzierte Messung der einzelnen Belastungsarten erweist sich immer noch als 
problematisch, u.a. deswegen, da diese Individuum-spezifisch determiniert sind 
(Beckmann, 2010). So wird die Zuordnung der mentalen Aktivität zur intrinsischen, 
extrinsischen oder lernerbezogenen Belastung u.a. durch die Aufgabe bestimmt, die 
wiederum abhängig von der Elementinteraktivität ist. Wie bereits dargelegt, können je 
nach Expertisegrad einzelne Elemente als singuläre oder als multiple Informationsein-
heit(en) verarbeitet werden, wodurch dieselben mentalen Prozesse unterschiedlichen 
Belastungsquellen zuzuordnen sind (Beckmann, 2010).  
Neben der Bestimmung der verschiedenen Belastungsquellen können auch innerhalb 
der allgemeinen kognitiven Belastung verschiedene Konzepte definiert werden, um den 
Ursprung der Belastung zu bestimmen (Paas & van Merriënboer, 1994; Paas et al., 
2003). Die mentale Belastung oder ‚mental load„ wird als Interaktion zwischen Aufga-
be und Personeneigenschaften verstanden und lässt Aussagen über die benötigten kog-
nitiven Ressourcen zu (Moray, 1979). Im Gegensatz dazu bezieht sich die mentale An-
strengung oder ‚mental effort„ auf die kognitive Kapazitäten, die für eine adäquate Be-
arbeitung der aktuellen Aufgabe investiert werden (Paas et al., 2003). An dieser Stelle 
sei darauf verwiesen, dass die Begriffe mentale Belastung und kognitive Belastung oft 
synonym verwendet und dabei als austauschbare Termini verstanden werden, wobei 
bereits aus der oben aufgezeigten Definition deutlich wird, dass die beiden Konzepte 
nicht vollkommen identisch sind (Camp, Paas, Rikers & van Merriënboer, 2001; 
Sweller et al.; 1998). Ebenfalls muss die Performanz betrachtet werden, die sich in den 
erzielten Leistungen der Lernenden wiederspiegelt. Als Maß, welches sich aus den 
kognitiven Anstrengungen und der Performanz in einer von Paas und van Merriënboer 
(1993) aufgestellten Berechnungsformel ausdrücken lässt, wird letztendlich die mental 
Auslastung (‚mental efficiency„) innerhalb des Konzepts der kognitiven Belastung un-
terschieden, die für unterschiedliche instruktionale Bedingungen gemessen werden 
kann. Bei hohen Performanzwerten und niedrigen mentaler Anstrengung kann auf eine 
4 Die Messung der kognitiven Belastung beim multimodalen Lernen 61 
 
 
effiziente Gestaltung geschlossen werden, bei niedrigen Leistungswerten verbunden 
mit hoher mentaler Anstrengung kann von einer schlechten mentalen Auslastung und 
damit einer ineffizienten Gestaltung ausgegangen werden (Camp et al., 2001). In die-
sem Fall kommt es durch eine ungünstige Aufbereitung der Materialien zu einem ge-
ringen Wissenszuwachs bei der Investition von vielen kognitiven Ressourcen. Auch 
wenn weitere Einflussfaktoren existieren und die Bemessung der mentalen Auslastung 
nur als Grobschätzung der kognitiven Belastung und damit einer adäquaten Materialge-
staltung herangezogen werden können, ist sie dennoch als richtungsweisend zu inter-
pretieren. Gängige empirische Methoden, um diese Dimensionen der kognitiven Belas-
tung festzustellen, sind subjektive Rating-Skalen, Leistungsüberprüfungen (z. B. Wis-
senszuwachswerte), die mit Sekundäraufgaben verbunden sein können, und biophysio-
logische und psychophysiologische Messungen (z. B. mittels Eye Tracking, EEG) 
(Fisk, Derrick & Schneider, 1986). 
4.1 Methoden für die Messung der kognitiven Belastung 
Eine Dimensionierung, die die Methoden klassifiziert und ergänzt, unterbreiten 
Brünken und Kollegen (2003a), die als zwei Unterscheidungskriterien die Objektivität 
und den kausalen Zusammenhang betrachten. Objektivität untergliedert sich in subjek-
tive (z. B. subjektive Rating-Skalen) und objektive Methoden (z. B. physiologische 
Messungen), Kausalität in direkte (konkreter Zusammenhang mit Untersuchungsaspekt, 
im vorliegenden Fall die kognitive Belastung) und indirekte (mittelbarer Zusammen-
hang, über dritte, Mediatorvariable). Daraus ergibt sich ein Klassifikationsschema, 
welches vier Dimensionen unterscheidet: subjektive-indirekte, subjektive-direkte sowie 
objektiv-indirekte und objektiv-direkte Methoden der kognitiven Erfassung (Brünken et 
al., 2003a). Im Folgenden sollen nun die Methoden detailliert vorgestellt und ihre Vor- 
und Nachteile eingeschätzt werden. Begonnen wird mit der subjektiv-indirekten Di-
mension. 
4.1.1 Subjektive Ratingskalen 
Bei der Verwendung von Rating-Skalen als subjektive Methode sollen Lernende in ei-
nem Fragebogen nachträglich ihre kognitive Belastung mittels semantischen Differen-
tials oder einer mehrstufigen (Likert)Skala numerisch einschätzen. Paas (1992) konzi-
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pierte dafür ein Item mit einer neunstufigen Ratingskala, auf der Probanden in einer 
Studie über Statistik-Grundlagen introspektiv ihre mentalen Anstrengungen angeben 
sollten. Auch wenn die unterstellte Fähigkeit einer akkuraten Selbsteinschätzung zuerst 
zweifelhaft erscheint, konnte in mehreren Studien die Aussagekraft von subjektiven 
Rating-Skalen durch eine hohe interne Konsistenz bestätigt werden (Paas, van 
Merriënboer & Adam, 1994).  
Auch Ayres (2006b) konnte in einer Reihe von Studien für subjektive Maße zeigen, 
dass sie sich als gute Prädiktoren für Performanzwerte eignen, da sie in dieser Studie 
Änderungen in der Elementinteraktivität zu reflektieren scheinen, die mit der intrinsi-
schen Belastung assoziiert wird (Ayres, 2006b). Aber auch aufgrund ihrer einfachen 
und kostengünstigen Anwendung sowie die Unabhängigkeit von der Aufgabenstellung 
sind subjektive Rating-Skala weithin gebräuchlich (Paas et al., 2003). Cierniak, Schei-
ter und Gerjets (2009) zeigten in ihrer Untersuchung erste Ansätze, dass es sogar mög-
lich ist, die unterschiedlichen Belastungsarten getrennt voneinander mit verschiedenen 
Items zu erfassen, wobei eine klare Differenzierung fehlt und offen bleibt, ob mit den 
Items wirklich die jeweilige Belastungsart gemessen wird. Dies wird auch in neueren 
Publikationen verstärkt kritisch gesehen, da zunehmend methodische Unzulänglichkei-
ten bei der Messung der kognitiven Belastung, vor allem der drei Belastungsarten, pos-
tuliert werden (de Jong, 2010; Moreno, 2010). Da die drei verschiedenen Belastungs-
quellen unterschiedlichen Einfluss auf das Lernen ausüben und der Lernende nicht in 
der Lage ist, die spezielle Quelle zu benennen, bleibt bei der Anwendung von subjekti-
ven Rating-Skalen offen, welche Prozesse die mentale Belastung verursacht hat.  
Auch wird die vielfach verwendete Ein-Item-Skala von Paas (1992) als insuffizient 
angesehen, insbesondere die interne Konsistenz betreffend, da für ihre Bestimmung 
mehrere Kennwerte von Nöten sind. Außerdem erfolgt die Einschätzung zumeist retro-
spektiv nach der Bearbeitung der Lernaufgaben, so dass eine zuverlässige Einschätzung 
durch den Lernenden verstärkt angezweifelt wird. Allerdings zeigen einige wenige Stu-
dien, wie dieser Nachteil relativiert werden kann (Tabbers, Martens & van 
Merriënboer, 2004). So integrierten Tabbers und Kollegen (2004) sowohl in das Lern-
material als auch in die nachfolgende Befragung Pop-Up-Fenster, die im Verlauf der 
Bearbeitung erschienen und die aktuelle mentale Belastung erfassen sollten. So können 
differenziertere Ergebnisse über den Zusammenhang zwischen Lernmaterial respektive 
Aufgabe und mentaler Belastung gewonnen werden, wobei allerdings in der vorliegen-
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den Studie nur ein signifikanter Unterschied während der Testbearbeitung festgestellt 
werden konnte, nicht jedoch während der Bearbeitungsphase. Auch wurde kein Modali-
tätseffekt nachgewiesen, was aber vermutlich an der Selbststeuerung der Lernumge-
bung lag.  
Zusätzlich adressiert das Item nur die mentale Anstrengung, die lediglich eine Teil-
komponente der kognitiven Belastung darstellt (Moreno, 2010). Ratings über die emp-
fundene Aufgabenschwierigkeit gelten als weiterer Parameter zur Bestimmung der 
kognitiven Belastung. Die Zuordnung zu einer bestimmten Quelle zeigt s ich aber auch 
hier wieder ambivalent. Es können sowohl Aussagen über die intrinsische als auch die 
extrinsische Belastung getroffen werden (Brünken et al., 2010). So wurde in einer Stu-
die von Seufert und Kollegen (2007) sowohl die Expertise (als Determinante für die 
intrinsische Belastung durch unterschiedliches Vorwissen) als auch die Präsentations-
weise (als Bestimmungsgröße für die extrinsische Belastungsquelle) variiert, die beide 
Einfluss auf die empfundene Aufgabenschwierigkeit hatten.  
4.1.2 Performanzwerte 
Performanzwerte dienen als weitere Möglichkeit der Messung der kognitiven Belastung 
(Paas et al., 2003). So kann durch Einsatz von Pre- und Posttests der Wissenszuwachs 
innerhalb einer Lernaufgabe festgehalten werden, der Aufschluss über die mentale Be-
lastung geben soll. Dabei reflektiert ein hoher Wissenszuwachs eine niedrige kognitive 
Belastung und entgegengesetzt ein niedriger Zuwachs in der Wissensdomäne eine hohe 
mentale Belastung. Defizitär an der Orientierung an Leistungsmaßen ist , dass die kog-
nitive Belastung nicht eindeutig auf eine spezifische Belastungsquelle zurückgeführt 
werden kann. Außerdem wäre eine konträre Deutung des Zusammenhangs zwischen 
Wissenszuwachs und der Belastungswerte möglich, so dass gesagt werden könnte, dass 
ein hoher Wissenszuwachs mit einer hohen kognitiven Belastung einhergeht und ein 
niedriger Wissenszuwachs mit einer niedrigen. Je nach herangezogener Belastungs-
quelle lassen sich die Ergebnisse unterschiedlich interpretieren. 
4.1.3 Sekundäraufgaben 
Alternativ können auch Sekundäraufgaben eingesetzt werden, deren Ergebnisse die 
Auslastung der Ressourcen durch eine Primäraufgabe aufzeigen (Brünken et al., 2003a; 
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Brünken, Steinbacher, Plass & Leutner, 2002, Marcus, Cooper & Sweller, 1996, Expe-
riment 2a/b). Bei diesen Sekundäraufgaben handelt es sich um einfache Reaktionsauf-
gaben, bei denen Reaktionszeit oder Fehlerrate erfasst werden. Hohe Reaktionszeiten 
und Fehlerraten lassen auf eine hohe kognitive Belastung durch die Primäraufgabe 
schließen, wohingegen schnelle Reaktionen und wenige Fehler auf eine wenig Res-
sourcen beanspruchende Erstaufgabe hindeuten (Paas et al., 2003). Grundlegend für die 
Verwendung des Dual-Task Paradigmas ist die Annahme, dass bei zwei simultan zu 
bearbeitenden Aufgaben, die beide denselben Ressourcenpool beanspruchen, es zu ei-
ner Aufteilung dieser kommt. Durch die Aufsplittung der Kapazitäten stehen für beide 
Aufgaben jeweils weniger Ressourcen zur Verfügung als bei Ausführung von nur einer 
der beiden Aufgaben, was zu einer schlechteren Leistung der Sekundäraufgabe führen 
sollte, da dieser weniger Ressourcen zugeteilt werden sollten als der Erstaufgabe (Bad-
deley & Logie, 1999; Brünken et al., 2002). Dabei geben die gezeigten Leistungen in 
Reaktionszeitmessungen Auskunft über die kognitive Belastung, die durch die Primär-
aufgabe entsteht (Brünken, et al., 2002). Allerdings muss die Auswahl und Umsetzung 
der Dual-Task mit Bedacht gewählt werden (Schoor, Bannert & Jahn, 2010). Während 
Brünken und Kollegen (2003, 2004) ein Buchstabenfeld im oberen Teil des Bildschir-
mes platzierten und die Probanden auf den Farbwechsel des Buchstabens von schwarz 
auf rot mittels Tastendruck reagieren sollten, nutzten DeLeeuw und Mayer (2008) den 
gesamten Hintergrund, bei dem der Farbwechsel sich sukzessive von pink nach 
schwarz vollzog. Welche Bedeutung die Ausprägung des Designs der Sekundäraufgabe 
hat, wird noch zu diskutieren sein. 
Fisk und Kollegen (1986) stellen drei Hauptkriterien für Dual-Task Aufgaben auf, die 
erfüllt werden müssen, damit die Resultate nicht zu fehlerhaften Ergebnissen führen. 
Die erste Anforderung ist, dass die Sekundäraufgabe während des gesamten Untersu-
chungsprozesses eine konstante Belastung beinhalten muss. Schneider und Shiffrin 
(1977) konnten bereits zeigen, dass ein gleichmäßiger Stimulus-Input zu Gewöhnungs- 
und Automatisierungseffekten führen kann, so dass infolgedessen die Ergebnisse über 
die kognitive Belastung inkorrekt sind. Weiterhin betonen die Autoren die Gefahr, dass 
Probanden bei der simultanen Ausführung von zwei Aufgaben Ressourcen strategisch 
den Aufgaben zuteilen. Das bedeutet, dass die Zuordnung zu primärer und sekundärer 
Aufgabe bei der Durchführung variieren kann. Dies sollte aber konstant gehalten wer-
den, so dass die Belastung der Primäraufgabe bei der Single-Task als auch bei der Du-
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al-Task Bedingung gleich bleibt, um die Belastung durch die Sekundäraufgabe ermit-
teln zu können. Als dritte Anforderung explizieren Fisk und Kollegen (1986) die Not-
wendigkeit, dass Primär- und Sekundäraufgabe die gleichen kognitiven Ressourcen 
beanspruchen, um aussagekräftige Befunde zu erhalten. Sie gehen, im Gegensatz zu 
Kahneman (1973), von multiplen Ressourcenpools aus, die je nach Verarbeitungsstadi-
um, Kodierung und Modalität der Informationen unterschiedliche mentale Ressourcen 
beanspruchen. Dies entspricht auch den von Mayer (2005) in der kognitiven Theorie 
des multimedialen Lernens postulierten Ansätzen. 
Vorteilhaft an dem Dual-Task-Verfahren, wie es auch in den Studien der vorliegenden 
Forschungsarbeit Verwendung findet, ist die eindeutige Messung einer spezifischen 
Belastungsquelle, der extrinsischen Belastung. Die Ergebnisse der Sekundäraufgabe 
dienen dabei als direktes Unterscheidungskriterium zwischen zwei verschiedenen ge-
stalterischen Aufbereitungen des Lernmaterials, welches inhaltlich identisch ist. Somit 
wird nicht die intrinsische oder die lernerbezogene Belastung variiert, sondern die ex-
trinsische, die sich in unterschiedlichen Reaktionszeitwerten der Zweitaufgabe wider-
spiegelt. Ein weiterer positiver Aspekt von Zweitaufgaben ist die Erfassung der aktuel-
len kognitiven Belastung (Brünken et al., 2003a), die während des Lernprozesses auf-
tritt. Bei subjektiven Rating-Skalen z. B. wird oft die mentale Belastung lediglich ret-
rospektiv eingeschätzt, was durch verzerrte Erinnerungen zu Fehleinschätzungen füh-
ren kann und nur den gesamten Lernprozess reflektiert. Dadurch ist die Abschätzung 
der Belastung einzelner Verarbeitungsschritte nicht möglich. Bei Sekundäraufgaben 
besteht allerdings die Gefahr, dass sie mit den Primäraufgaben interferieren können 
oder andere Ressourcen verbrauchen (Brünken et al., 2003a; Paas et al., 2003). Gleich-
zeitig ist die Verwendung des Dual-Task Paradigma aufwändig und eher an Laborstu-
dien gebunden und kann somit nur schwierig in realistischen Lernsettings integriert 
werden.  
4.1.4 Physiologische Messungen 
Physiologische Methoden basieren auf der Annahme, dass sie kognitive Veränderun-
gen, z. B. durch eine steigende Belastung in physiologischen Werten wiedergeben. Ein 
wesentlicher Vorteil von physiologischen Maßen
10
, der sich daraus ergibt, ist, dass sie 
                                                 
10
 Dies trifft neben physiologischen Daten also auch auf Time-on-Task und Dual-Task-Methoden zu. 
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durch die online-Messung einen direkten Zusammenhang mit dem konkreten Lernpro-
zess aufweisen (Brünken et al., 2010). Allerdings hat sich gezeigt, dass physiologische 
Messungen durch ihre Apparaturen sehr intrusiv sind und dadurch verfälschte Ergeb-
nisse liefern können (Paas & van Merriënboer, 1994b). So werden Messungen der 
elektrodermalen Aktivität (EDA), des Pulsvolumens oder Eye Tracking als eher störend 
und unangenehm wahrgenommen und der Proband wird fortlaufend an die Untersu-
chungssituation erinnert. Ferner sind die Apparaturen meist kostenintensiv und entspre-
chen nicht dem natürlichen Lernkontext. Ein weiteres Defizit bei physiologischen 
Messmethoden ist die Frage nach der Validität der Maße, da oft multiple Ursachen 
(Nervosität, körperliche Verfassung) als Erklärung in Frage kommen können.   
4.2 Die Messung der kognitiven Belastung in der vorliegenden Arbeit 
Wie aus der vorangegangenen Darstellung derzeit existierenden Messmethoden der CL-
Forschung hervorgeht, gibt es keine standardisierte und allgemeingültige Verfahrens-
weise, um die kognitive Belastung zu erfassen. Jede der aufgeführten Ansätze weist 
Vor- und Nachteile auf, die in Abhängigkeit des Untersuchungsvorhabens, der zentra-
len Fragestellung sowie zeitlicher und finanzieller Ressourcen beachtet und abgewogen 
werden müssen.  
Einen interessanten Ansatz, der für die vorliegende Arbeit ebenfalls genutzt wurde, 
zeigten Brünken und Kollegen (Brünken et al., 2002, 2003a). Sie nutzten für Studien 
Dual-Task Aufgaben, um die Verteilung der restriktiven Arbeitsgedächtnisressourcen 
auf Primär- und Sekundäraufgabe näher zu bestimmen. Das verwendete Dual-Task Pa-
radigma wurde mittels visueller Monitoring-Aufgabe realisiert, indem in der oberen 
Mitte ein kleines Kästchen mit einem Buchstaben platziert wurde, der seine Farbe än-
derte und die Probanden bei Farbwechsel dies mit der Leertaste bestätigen sollten (Se-
kundäraufgabe). Währenddessen bearbeiteten sie kontinuierlich ein Lernmodul, was 
den restlichen Bildschirm ausfüllte und die Primäraufgabe darstellte (Brünken et al., 
2002). Es wird davon ausgegangen, dass sich bei einer audiovisuellen Präsentation kür-
zere Reaktionszeiten in der visuellen Zweitaufgabe zeigen als in einer rein visuellen 
Darstellung, da bei ersterem mehr freie kognitive Kapazitäten zur Verfügung stehen. 
Dies konnte experimentell bestätigt werden, da Probanden bei den audiovisuellen Lern-
seiten signifikant schneller auf den Buchstabenfarbwechsel reagierten als bei den rein 
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visuellen (Brünken et al., 2002). Zusätzlich zeigten sich bei Untersuchungen mit einer 
auditiven Sekundäraufgabe vergleichbare Ergebnisse (Brünken et al. , 2003a). 
Dieser beachtenswerte Ansatz der Messung der kognitiven Belastung beim mono- res-
pektive multimodalen Lernen eröffnet neue Ansätze der Präzisierung instruktionspsy-
chologischer Gestaltungsprinzipien. Aus diesem Grund soll er in den beiden der Arbeit 
durchgeführten Studien überprüft werden. Studie 1 dient der Replikation und Überprü-
fung der Transferierbarkeit der bei Brünken und Kollegen (2002, 2003a) gefundenen 
Ergebnisse hinsichtlich der adäquaten Messung kognitiver Belastung im Forschungs-
feld des Modalitätsprinzips. Ferner werden nicht nur alternative Erklärungsansätze auf-
gezeigt, die die Art der Sekundäraufgabe als methodisch ambivalent erscheinen lassen 
(Studie 2), sondern es wird auch eine Spezifizierung des Erkenntnisse über den Modal i-
tätseffekt erfolgen (Studie 1 und 2). 
In der hier vorgestellten Arbeit werden verschiedene Methoden kombiniert. So werden 
in Bezug auf die dargelegte Dimensionierung objektiv-indirekte Leistungsmaße in 
Form von Wissenserwerb respektive –zuwachs erfasst, die zur generellen Überprüfung 
der Hypothese des höheren Lernerfolgs durch eine multimodale Aufbereitung der 
Lernmaterialien gegenüber einer monomodalen Informationspräsentation herangezogen 
werden (sog. Modalitätsprinzip, siehe Kapitel 3 und Hypothesen, siehe Kapitel 5). Fer-
ner wird durch den Einsatz des Dual-Task Paradigmas mit Hilfe von einer visuellen 
Monitoring-Aufgabe objektiv-direkt die kognitive Belastung beim multimedialen Ler-
nen erfasst, da die zugrunde liegenden Untersuchungen ein within-subject Design auf-
weisen (Brünken et al., 2003a). Die Belastung durch Zweitaufgaben kann beim vorlie-
genden Design der Erhöhung der extrinsischen Belastung zugeordnet werden, da diese 
weder auf eine gesteigerte Komplexität des Lernstoffes noch auf zusätzliche lernförder-
liche Aktivitäten beruht, sondern einzig und allein auf wissenserwerbsirrelevante Pro-
zesse (Renkl et al., 2003).  In einer zusätzlichen introspektiven Einschätzung der Kom-
plexität des Lernmaterials anhand von subjektiv-indirekten Ratingskalen wird eine drit-
te Methode appliziert, die allerdings nur Aussagen über die allgemeine mentale Belas-
tung treffen kann. Eine Ableitung von modalitätsspezifischen Belastungsempfindungen 
ist durch das zugrunde liegende within-subject Design nicht möglich, da alle Probanden 
abwechselnd mit rein visuellen und audiovisuellen Lernseiten konfrontiert werden.   
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4.3 Fragestellungen für die empirischen Studien 
Aus den vorgestellten Erkenntnissen des Modalitätseffektes, der Bedeutung der kogni-
tiven Belastung für das multimodale Lernen sowie dessen Erfassung werden die Frage-
stellungen für den nun folgenden empirischen Teil der Arbeit abgeleitet.  Als zentrale 
Zielstellung der vorliegenden Arbeit soll der Einfluss der modalitätsspezifischen Auf-
bereitung von Lernmaterialien untersucht werden und welche kognitive Belastung da-
mit verbunden ist. Dies soll zur genaueren Klärung lernunterstützender Maßnahmen 
führen, da gerade im Bereich des Modalitätseffektes sehr ambivalente Untersuchungs-
ergebnisse gefunden wurden (siehe Kapitel 3.2) und noch keine hinreichenden Be-
stimmungen für allgemeingültige Empfehlungen existieren. Dafür soll in Studie 1 eine 
Replikation der Studie von Brünken und Kollegen (2002) erfolgen, die in Studie 2 um 
Aspekte der Materialgestaltung und individueller Einflussfaktoren ergänzt werden und 
soll zur weiteren Spezifizierung des Modalitätsprinzips beitragen, unter welchen Um-
ständen eine multimodale Aufbereitung lernförderlicher ist.  
Im Einzelnen sind folgende Fragestellungen für beide Studien von Untersuchungsinte-
resse: 
1. Welche Rolle spielt die Präsentationsmodalität hinsichtlich der kognitiven Be-
lastung, die durch das Lernen auftritt (operationalisiert über die Reaktionszeiten 
der Sekundäraufgabe)?  
2. Welchen Einfluss hat die Präsentationsmodalität auf den Wissenszuwachs und 
unter welchen Umständen ist eine audiovisuelle Informationsdarbietung dabei 
lernförderlicher als eine rein visuelle? 
3. Zudem soll erstmalig die Modalitätspräferenz der Lernenden explorativ mit un-
tersucht werden, ob sie einen entscheidenden Einfluss auf die kognitive Belas-
tung respektive den Wissenszuwachs hat.  
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5. Studie 1: Der Modalitätseffekt und die Erfassung der 
kognitiven Belastung  
Ziel der ersten Studie ist es, den mehrfach nachgewiesenen Modalitätseffekt zu unter-
suchen. Dabei wurde durch experimentelle Variation der Präsentationsmodalität ge-
prüft, welchen Einfluss diese auf die kognitive Belastung hat, welche mittels Dual-Task 
Paradigma gemessen wurde. Gleichzeitig sollte der Wissenszuwachs beim Lernen mit 
rein visuellen und audiovisuellen Lernumgebungen erfasst werden. 
5.1 Fragestellungen und Hypothesen 
Dem Modalitätsprinzip entsprechend, haben multimodale Lernumgebungen im Ver-
gleich zu rein visuellen Lernumgebungen einen positiven Einfluss auf den Wissens-
zuwachs (vgl. Kapitel 3). In Studie 1 soll dieser lernförderliche Effekt audiovisueller 
Lerneinheiten im Vergleich zu visuellen überprüft werden. Die folgenden Fragestel-
lungen und Hypothesen dieser Studie beschäftigen sich mit der Frage, ob Lernende mit 
einer rein visuellen Präsentation eine höhere kognitive Belastung in Form von länge-
ren Reaktionszeiten bei Bearbeitung einer Zweitaufgabe aufweisen, als Lernende mit 
einer audiovisuellen Darstellung. Diese Fragestellung soll mittels der Dual-Task Me-
thode untersucht werden. Eine weitere Forschungsfrage richtet sich darauf nachzuwei-
sen, welchen Einfluss die Präsentationsmodalität auf den Wissenszuwachs hat. Zusätz-
lich soll erstmalig untersucht werden, welchen Einfluss die Modalitätspräferenz der 
Probanden auf die Reaktionszeiten und den Wissenszuwachs möglicherweise haben 
können. Da in diesem Forschungsbereich noch keine Ergebnisse existieren, wird keine 
gerichtete Hypothese dafür formuliert. Insgesamt lassen sich folgende Hypothesen 
ableiten, die experimentell untersucht werden sollen: 
Hypothese 1: 
Lernende weisen kürzere Reaktionszeiten bei einer Sekundäraufgabe auf, wenn sie mit 
audiovisuellem Lernmaterial lernen, als wenn ihnen rein visuelles Material dargeboten 
wird. 
 




Lernende weisen einen höheren Wissenszuwachs auf, wenn sie mit audiovisuellem 
Lernmaterial lernen, als wenn ihnen rein visuelles Material dargeboten wird.  
5.2 Methodik 
Im Weiteren soll das Untersuchungsdesign genauer vorgestellt werden. Dabei wird so-
wohl auf das Design und die Stichprobe, den Ablauf als auch auf das Untersuchungs-
material und die verwendeten Untersuchungsinstrumente eingegangen. 
5.2.1 Design und Stichprobe 
In der experimentell angelegten Studie wurde in Anlehnung an Brünken und Kollegen 
(Brünken et al., 2002, 2003) ein within-subject-Design Ansatz verfolgt.  Dabei sollten 
alle Probanden sowohl mit visuellen als auch mit audiovisuellen Seiten lernen, die ab-
wechselnd präsentiert wurden, d.h. jedem Probanden wurden Lernseiten gezeigt, in 
denen die Text- und Bildinformation in derselben Modalität erfolgten und welche, in 
den Text- und Bildinformation in unterschiedlichen Modalitäten vorlagen. Diese wur-
den alternierend dargestellt. Experimentell variiert wurde der Beginn der Lernumge-
bung hinsichtlich der Modalität, woraus sich zwei Untersuchungsgruppen ergaben. Die 
erste Gruppe erhielt als Startseite eine rein visuelle Lernseite, die zweite Gruppe be-
gann das Lernen mit einer audiovisuellen Präsentationsseite. Untersucht werden sollte  
dabei der Wissenszuwachs bei rein visuellem und bei audiovisuellem Lernmaterial. Die 
Startmodalität wurde zur statistischen Kontrolle ausbalanciert. Das bedeutet, eine 
Gruppe beginnt mit einer visuellen Lernseite (GruppeVB) und die andere beginnt mit 
einer audiovisuellen Lernseite (GruppeAVB). 
Gleichzeitig war von Interesse, welchen Einfluss die Lernaufgabe (Primäraufgabe: 
Lernen der Arbeitsweise des Viertakt-Ottomotors) auf die Lösung einer Reaktionsauf-
gabe hat (Sekundäraufgabe: Buchstabenfarbveränderung). Dies sollte mittels Dual-
Task-Paradigma gemessen werden. Die Reaktionszeiterfassung erfolgte simultan zum 
Lernvorgang, der Wissenszuwachs wurde durch einen selbst konstruierten Fragebogen 
erfasst, der vor und nach der Bearbeitung auszufüllen war. 
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Daraus ergeben sich folgende unabhängige und abhängige Variablen:  
 UV1: Modalität (visuell vs. audiovisuell; within-subject) 
 AV1: Reaktionszeiten (Sekundäraufgabe) 
 AV2: Wissenszuwachs (Primäraufgabe) 
An der Studie nahmen 60 Studierende der Medienkommunikation an der TU Chemnitz 
teil. Die Teilnehmer wurden im Seminar „Lernen mit Neuen Medien“ akquiriert und 
erhielten für die Beteiligung an der Untersuchung einen Schein, den sie im Rahmen 
ihres Studiums erwerben mussten. Bei den Teilnehmern handelte es sich um 48 Frauen 
(80 %) und 12 Männern (20 %). Dies entspricht in etwa der geschlechtlichen Vertei-
lung im betreffenden Studiengang. Im Schnitt waren die Teilnehmer 20.07 Jahre (SD = 
1.52) alt und studierten im zweiten Semester (M = 1.47; SD = 0.67). Die Teilnehmer-
zahl pro Untersuchungsdurchlauf wurde auf acht Probanden beschränkt, da das Lernla-
bor, wo die Untersuchung stattfand, auf acht Computer (Pentium 4, 17''-Monitor mit 
einer Auflösung von 1024x768px, Betriebssystem: Windows XP) begrenzt war.  
5.2.2 Ablauf 
Der zeitliche Untersuchungsablauf der Studie ist in Abbildung 3 zusammengefasst: 







             Abbildung 3: Untersuchungsablauf der Studie 1. 
 
Nachdem die Teilnehmer durch die Versuchsleiterin begrüßt wurden, wurde ein pa-
pierbasierter Fragebogen ausgeteilt, der demografische Informationen sowie das domä-
nenspezifische Vorwissen über den Aufbau und die Funktionsweise des Viertakt-
Phase 1:  
Vortest 
Phase 2:  
Lernen 
Phase 3:  
Nachtest 
ca. 10 min ca. 10 min ca. 25 min 
- Demografie 
- Vorwissenstest 
- Lernphase am PC - Nachwissenstest 
- Lernverhalten und  
  Mod.-präferenzen 
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Ottomotors erfasste (Vortest). Anschließend begannen die Probanden mit dem Durch-
arbeiten der multimedialen Lerneinheit zum Ottomotor, die am Bildschirm präsentiert 
wurde. Neben der Bearbeitung des Lernmaterials mussten die Probanden gleichzeitig 
eine zweite Aufgabe bewältigen. Dies war eine Reaktionsaufgabe in Form eines die 
Farbe wechselnden Buchstabens in der oberen Mitte des Bildschirmes. Durch Betät i-
gung der Leertaste konnte die Farbe in die Ausgangsfarbe zurückgewechselt werden. 
Da in der Untersuchung Informationen auch auditive vermittelt wurden, stand jedem 
Probanden ein Headset zur Verfügung, welches er nach Ausfüllen des ersten Fragebo-
gens aufsetzen sollte, um die anderen Teilnehmer nicht zu stören. Durch ein kleines 
Kontrollrädchen konnte nach individuellen Bedürfnissen die Lautstärke reguliert wer-
den. Nach Beendigung der Lerneinheit füllten die Teilnehmer erneut einen Fragebogen 
aus, der den aktuellen Wissensstand zum Themenbereich des Ottomotors abfragte so-
wie einige zusätzliche Items hinsichtlich Lernverhalten und Lernpräferenzen enthielt 
(Nachtest). Die Papier-Fragebögen wurden eingesammelt und die Studienteilnehmer 
verabschiedet. Insgesamt dauerte die Untersuchung ca. 45 Minuten.  
Im Folgenden werden nun die zugrundeliegenden Untersuchungsmaterialien und die 
Instrumente erläutert. Das komplette Material inklusive aller Instruktionen ist im An-
hang A.1 zusammengestellt. 
5.2.3 Untersuchungsmaterial  
Als Untersuchungsmaterial diente die modifizierte Version einer multimediale Lern-
umgebung zum Thema „Viertakt-Ottomotor“ von Bannert (o. J.). Die Lernumgebung 
bestand aus insgesamt neun inhaltlichen Lernseiten, die den Ottomotor, seinen Aufbau 
und Bestandteile, seine Funktionsweise im Überblick sowie alle vier Einzeltakte inklu-
sive des Zündvorgangs beinhaltete. Die Reihenfolge der Seiten war konstant und be-
gann mit der Vorstellung der einzelnen Komponenten des Motors. Danach folgte eine 
erste grobe Zusammenfassung der Arbeitsweise auf drei Lernseiten und im Anschluss 
dann eine detailliertere Aufführung der separaten Einzeltakte (Ansaugen, Verdichten, 
Arbeiten, Ausschieben), wobei zwischen zweiten und dritten Takt noch eine weitere 
Seite zum Zündvorgang eingefügt wurde. Dies stellt den tatsächlichen Ablauf beim 
Viertakt-Ottomotor dar. Beispielhaft ist in Abbildung 4 die Lernseite zum zweiten Takt 
dargestellt, aus dem der Aufbau der Lernseiten ersichtlich wird.  
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 Abbildung 4:  Seitenaufbau der Lernumgebung, Takt 2: Das Verdichten (rein visuelle Variante). 
 
Auf der linken Seite befand sich die Abbildung, auf der rechten Seite der Titel und der 
dazugehörige beschreibende Text. Bei der audiovisuellen Variante wurde der geschrie-
bene Text entfernt und durch eine Audiodatei ersetzt, die den identischen Text wieder-
gab. Diese wurde automatisch gestartet und einmal abgespielt. Die Probanden hatten 
keine Möglichkeit diese zu steuern oder erneut anzuhören. Deswegen wurde die Prä-
sentationslänge der einzelnen Seiten durch die Dauer der eingesprochenen Texte fest-
gelegt.  
Allerdings wich bei den ersten vier Lernseiten die Anordnung von Text und Bild von 
dem eben vorgestellten  Schema ab, was in der Anzahl und Art der Bilder begründet 
lag. So wurde sowohl bei der Seite „Der Aufbau des Viertakt-Ottomotors“ als auch bei 
den drei folgenden Seiten „Die Arbeitsweise des Viertakt-Ottomotors“ das respektive 
die Bild(er) oben angeordnet, der Text wurde darunter abgebildet (siehe Abbildung 5). 
Bei den audiovisuellen wurde der Text wieder durch eine Audiodatei ersetzt. Die An-
5. Studie 1: Der Modalitätseffekt und die Erfassung der kognitiven Belastung 74 
 
 
ordnung des Buchstabens in der oberen Mitte blieb davon unberührt  und wurde kon-
stant gehalten. 
Abbildung 5:  Seitenaufbau der Lernumgebung, „Die Arbeitsweise des Viertakt-Ottomotors“ (rein  
         visuelle Variante). 
 
Zusätzlich befand sich in der Mitte des oberen Teils der Lernseite ein 3x3cm großes 
Quadrat, in dem sich der Buchstabe „A“ befand. Dieses Feld existierte sowohl in der 
rein visuellen als auch der audiovisuellen Variante und fungierte als Stimulus für die 
Sekundäraufgabe. Als Sekundäraufgabe wurde die Form des visuellen Monitoring-
Elements von Brünken und Kollegen (2002, 2003) übernommen, welches die Proban-
den kontinuierlich während des Lernens beobachten sollten. Der Anfangszustand war, 
wie aus Abbildung 5 ebenfalls ersichtlich wird, ein schwarzer Buchstabe auf weißem 
Hintergrund. In unregelmäßigen Intervallen wechselte das „A“ die Farbe von schwarz 
zu rot (siehe Abbildung 6), worauf die Probanden reagieren sollten.  
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Abbildung 6:  Seitenaufbau der Lernumgebung, Takt 2: Das Verdichten (audiovisuelle Variante mit  
         rotem Buchstaben). 
 
Das gesamte Lernmaterial der multimedialen Lernumgebung, inklusive aller Instrukti-
onsseiten, die die Aufgabenstellung und Hinweise beinhalteten, ist in beiden Varianten 
im Anhang A.1 der Arbeit zu finden. Für einen besseren Überblick über die Gesamtheit 
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Tabelle 1:  Ablauf, Inhalt und Anordnung der gesamten Lernumgebung. 
Seite Inhalt Elemente/Anordnung 
Instruktionsseite 1 - Begrüßung und Information 
- Festlegung des individuellen und nicht 
rückschließbaren Codes 
Textseite 
Instruktionsseite 2 - Zwischeninstruktion 
- Instruktion für Baseline-Erhebung 
Textseite 
Baseline 1 - Single-Task Bedingung ohne zusätzliche 
Elemente 
nur Buchstabe auf weißer Seite 
Baseline 2 - visuelle Baseline, d.h. Platzhalter-Element 
für visuellen Elemente 
Buchstabe und Platzhalter, analog 
zu rein visuellen Lernseiten 
Baseline 3 - audiovisuelle Baseline, d.h. Platzhalter-
Element für alle audiovisuellen Elemente 
Buchstabe und Platzhalter, analog 
zu audiovisuellen Lernseiten 
Instruktionsseite 3 - Zwischeninstruktion 
- Instruktion für Start der eigentlichen 
Lernumgebung 
Textseite 
Lernseite 1 - „Der Aufbau des Viertakt-Ottomotors“ Bilder oben, Text unten (rein 
visuelle Variante) 
Lernseite 2 - „Die Arbeitsweise des Viertakt-
Ottomotors“ (1) 
Bilder oben, Text unten (rein 
visuelle Variante) 
Lernseite 3 - „Die Arbeitsweise des Viertakt-
Ottomotors“ (2) 
Bilder oben, Text unten (rein 
visuelle Variante) 
Lernseite 4 - „Die Arbeitsweise des Viertakt-
Ottomotors“ (3) 
Bilder oben, Text unten (rein 
visuelle Variante) 
Lernseite 5 - „Takt 1: Das Ansaugen“ Bild links, Text rechts (rein visu-
elle Variante) 
Lernseite 6 - „Takt 2: Das Verdichten“ Bild links, Text rechts (rein visu-
elle Variante) 
Lernseite 7 - „Das Zünden“ Bild links, Text rechts (rein visu-
elle Variante) 
Lernseite 8 - „Takt 3: Das Arbeiten“ Bild links, Text rechts (rein visu-
elle Variante) 
Lernseite 9 - „Takt 4: Das Ausschieben“ Bild links, Text rechts (rein visu-
elle Variante) 
Instruktionsseite 4 - Instruktion und Verabschiedung 




Als Untersuchungsinstrumente wurden neben der Reaktionszeitmessung, die Erfassung 
des Wissenszuwachses durch Fragebögen und die Erfassung der Modalitätspräferenzen 
umgesetzt. 
5.2.4.1 Reaktionszeiten 
Da die Lernumgebung nicht nur zur inhaltlichen Präsentation der Informationen über 
den Ottomotor genutzt wurde, sondern durch den Einsatz des Dual-Task-Paradigmas 
zeitgleich die Reaktionszeiten auf die Sekundäraufgabe erfasst und aufgezeichnet wer-
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den sollten, wurde die Programmierung und Umsetzung der Lernumgebung mit dem 
psychologischen Softwaretool zur Generierung von Experimenten E-Prime 1.1 ver-
wendet (Psychology Software Tools, Inc., 1996). Dieses zeichnet sich vor allem durch 
seine millisekundengenaue Messung im Programmablauf und bei der Reaktionszeiter-
fassung aus und entsprach dadurch den Ansprüchen für die zugrunde liegende Untersu-
chung. Außerdem wurde dadurch sichergestellt, dass die systemgesteuerte Lernumge-
bung bei allen Probanden passgenau ablief und die Reaktionszeiten den einzelnen 
Lernseiten zugeordnet werden konnten. Dies war entscheidend, da den aufgestellten 
Hypothesen zufolge, ein Reaktionszeitunterschied vermutet wurde, der in Abhängigkeit 
mit der modalitätsspezifischen Präsentation der Information erwartet wurde. Durch die 
alternierende Präsentation von rein visuellen und audiovisuellen Seiten war es daher 
essenziell, die Reaktionszeiten seitenweise zu erfassen, um mögliche intraindividuelle 
Diskrepanzen später gut identifizieren zu können. Die Reaktionszeiterfassung wurde so 
realisiert, dass zufällig in Intervallen von vier bis sieben Sekunden eine Reaktion erfor-
derlich wurde. Auf eine exakt gleiche Zeitdifferenz (z. B. eine Reaktion alle fünf Se-
kunden) wurde mit Bedacht verzichtet, um Gewöhnungs- und Automatisierungseffekte 
zu vermeiden (Schneider & Shiffrin, 1977). Zeigte der Proband keine Reaktion, wurde 
der ursprüngliche Zustand des Reizes der Zweitaufgabe automatisch nach fünf Sekun-
den wieder hergestellt, um eine erneute Reaktion zu provozieren.  
Primäraufgabe ist das Bearbeiten der vorgegebenen Lernmaterialien über den Viertakt-
Ottomotor, Sekundäraufgabe ist eine visuelle Monitoringaufgabe, auf die bei Farb-
wechsel reagiert werden soll. Durch eine vorherige Erfassung der Reaktionszeit unter 
Single-Task Bedingung (so genannte Baseline) kann die individuelle kognitive Belas-
tung im Vergleich der Dual-Task Kondition, bei der beide Aufgaben mit einander inter-
ferieren, bestimmt und daraus die Belastung durch die Lernaufgabe indirekt abgeleitet 
werden. Dieser Dual-Task Ansatz wurde bereits von Brünken und Kollegen (2002, 
2003a) für Studien zum Modalitätseffekt eingesetzt und wurde für die beiden vorlie-
genden Studien übernommen. 
Ergänzend zu der Beschreibung der Sekundäraufgabe sei gesagt, dass für die Bestim-
mung der Baseline zu Beginn der Lernumgebung eine weitere Seite integriert wurde. 
Diese bestand aus drei unterschiedlichen Versionen. Zur Ermittlung der Single-Task 
Baseline, bei der keine zweite Aufgabe erledigt werden sollte und die zusätzlich als 
Übungseinheit für die Reaktion auf den Farbwechsel wirkte, war lediglich eine weiße 
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Seite dargestellt, die das Buchstabenquadrat enthielt. Da dies aber weniger dem Lern-
material entsprach, wurden noch eine visuelle Baseline und eine audiovisuelle Baseline 
erhoben. Dabei entsprachen die Lernseiten dem Seitenaufbau der Lernumgebung. Je-
doch wurden die Bild- bzw. visuellen und auditiven Textelemente durch neutrale Platz-
halter ersetzt. Dadurch erhielten die Probanden die Möglichkeit, die Reaktionsaufgabe 
unter ‚natürlicheren„ Lernbedingungen durchzuführen.  
Außerdem wurden die Baseline-Werte von allen Probanden dahingehend korrigiert, 
dass für Baseline 1 nur die Reaktionswerte 2-7 und für Baseline 2 und 3 jeweils die 
Werte 2-4 in die Berechnungen einbezogen wurden. Der Grund für den Ausschluss für 
den ersten Reaktionszeitpunkt ist, dass viele Probanden bei der ersten Reaktion zöger-
lich reagierten, da ihnen die Aufgabe noch nicht geläufig war. Um Verzerrungen durch 
diese Anfangsverzögerungen auszuschließen, wurde bei jedem Probanden der Wert der 
ersten Reaktion pro Baseline exkludiert. Der Grund für den Ausschluss der letzten 
Baselinewerte ist die Tatsache, dass durch die Intervall-Festlegung des Buchstaben-
farbwechsels auf vier bis sieben Sekunden und die unterschiedlichen Reaktionszeiten 
der Probanden es eine unterschiedliche Anzahl an Werten gab. Um das zu normieren, 
wurden nur Werte in die Auswertung einbezogen, die bei allen Teilnehmern vorhanden 
waren. 
7.2.4.2 Wissenstests 
In Studie 1 wurde ein modifizierter mehrteiliger Wissenstest von Bannert (o. J.) einge-
setzt, der sowohl als Vortest als auch als Nachtest Verwendung fand. Im Nachtest wur-
de dieser um einen Bildwissenstest ergänzt. Alle Fragebögen mit Instruktionen und 
Wissenstest wurden in papierbasierter Form dargereicht. Aus den verschiedenen Frage-
bögen wurde dann der Wissenszuwachs als Differenz zwischen Nachtest und Vortest 
errechnet. 
Im Vortest bestand der Wissenstest aus drei verschiedenen Aufgabenbereichen mit ins-
gesamt 25 Fragen, die zu beantworten waren und wovon 21 in die Auswertung inte-
griert wurden. Der erste Teil beinhaltete zehn Fragen mit zwei Antwortalternativen 
(ja/nein) über das technische Wissen der Probanden, wobei vier Fragen eine Selbstein-
schätzung über das eigene technische Verständnis und die Technikaffinität erforderten 
(z. B. Item 4: „Ich weiß, wie ein Otto-Motor funktioniert.“). Diese vier Items dienten 
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nur der Erfassung der generellen Erfahrung und Einstellung gegenüber technischen 
Vorgängen und Auto-bezogenen Themen und wurden nicht für die Erfassung des Wis-
senszuwachses herangezogen. Der zweite Abschnitt des Vortest-Fragebogens enthielt 
acht Aussagen, die hinsichtlich ihres Wahrheitsgehalts zu überprüfen waren (zwei 
Antwortalternativen: richtig/falsch). Die Aussagen bezogen sich vorwiegend auf die 
Arbeitsweise und die einzelnen Arbeitsprozesse der vier Takte (z. B. Item 5: „Beim 
Verdichten wird das Einlassventil geöffnet.“). Im dritten Teil des Fragebogens wurden 
weitere sieben Fragen gestellt, wobei es sich um sechs Multiple-Choice-Fragen mit vier 
Antwortalternativen handelte, der denen jeweils nur eine Antwortalternative richtig war  
(z. B. Item 3: „Wann zündet die Zündkerze?“). Bei Item 2 wurden die Probanden auf-
gefordert, die richtige Takt-Reihenfolge zu bestimmen, wo ebenfalls nur eine Abfolge 
als richtig gewertet wurde. Der Test bestand in der Gesamtheit aus 18 Fakten- und drei 
Anwendungsfragen. Es wurde jeweils ein Punkt pro Item vergeben, so dass im Vortest 
insgesamt 21 Punkte erreicht werden konnten.  
Die eben beschriebenen Aufgaben wurden gleichermaßen im Nachtest eingesetzt, der 
noch durch einen neu erstellten Bildtest erweitert wurde. Alle Bilder waren Bestandteil 
der zuvor bearbeiteten Lernumgebung gewesen und sollten Erkenntnisse über die In-
formationsverarbeitung der Bilder liefern. Dies ist vor allem bei der vorliegenden For-
schungsfrage nach der modalitätsspezifischen Ausprägung von Lernmaterialien interes-
sant, da die Bilder naturgemäß immer visuell vorliegen und ein Unterschied der Bild-
wahrnehmung und –verarbeitung bei multimodal aufbereiteten Lernseiten gegenüber 
rein visuellen Lernapplikationen erwartet wird, da bei den rein visuellen Lernseiten 
Bild- und Textinformation um die begrenzten visuellen Ressourcen konkurrieren. Diese 
Annahme begründet sich auf das von Mayer und Kollegen (Mayer, 2001, 2005; Moreno 
& Mayer, 1999) postulierte Modalitätsprinzip, welches bereits ausführlich in Kapitel 3 
erläutert wurde.  
Der Bildtest bestand insgesamt aus neun Aufgabenbereichen, wobei vier Aufgabenbe-
reiche aus mehreren (Teil-)Aufgaben zusammengesetzt waren, so dass die Probanden 
in der Summe 16 Punkte im Bildtest erreichen konnten. Dies ergibt eine Gesamtpunkt-
zahl im Nachwissenstest von 37 Punkten. Der Bildtest enthielt in den neuen Aufgaben-
bereichen 12 Multiple-Choice-Fragen mit zwei, vier respektive fünf Antwortalternati-
ven, wobei jeweils nur eine Antwortalternative korrekt war (z. B. Item 7: „Wo befindet 
sich die Zündkerze?“, dazu ein Bild von einem beliebigen Takt mit vier ankreuzbaren 
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Bestandteilen, siehe Abbildung 7). Außerdem wurden drei Zuordnungsaufgaben inte-
griert, bei denen einzelne Bestandteile den entsprechenden Nummern einer Abbildung 
zugeordnet werden musste. Eine Aufgabe umfasste, analog zur verbalen Festlegung der 
Taktreihenfolge, die Bestimmung der Takte anhand der vier vorgegebenen Taktbilder.   
 
 
1.) Wo befindet sich die Zündkerze? Kreuzen Sie das richtige Feld an. 
     
      Abbildung 7:     Beispiel für Frage aus Bildtest. 
 
Für die Beantwortung der Wissenstests gab es keine zeitlichen Vorgaben. Die Proban-
den konnten sich für den Vor- als auch für den Nachtest so viel Zeit lassen, wie sie be-
nötigten. Der Wissenszuwachs wurde über die Differenz zwischen Nachwissen und 
Vorwissen operationalisiert. Der komplette Wissenstest mit kenntlich gemachten Lö-
sungen ist in Anhang A.1 zu finden.   
5.2.4.3 Modalitätspräferenzen beim Lernen 
Im Nachtest wurde der Fragebogen noch um eine Variable, die erweiterte Version des 
Fragebogens zur Erfassung der Präferenz für auditives oder visuelles Sprachmaterial 
(PAVS, Hauck, 2005) ergänzt, der durch eigene Items zusätzlich modifiziert wurde. 
Hintergrund für die Integration des PAVS ist die Diskussion, dass auch interindividuel-
le Unterschiede Einfluss auf den Lernprozess nehmen können. Unter Modalitätspräfe-
renz versteht man „Bevorzugungen von entweder auditiv oder visuell präsentierten 
Lernmaterialien“ (Hauck, 2005, S. 60). Die Generierung dieser Passung zwischen Mo-
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de beim multimedialen Lernen relativ einfach, wenn auch teilweise kostenintensiv, um-
setzbar. So lassen sich Texte einerseits geschrieben darstellen, andererseits lassen sich 
die gleichen Informationen auch gesprochen und in Lernmaterial implementieren 
(Kürschner, Schnotz, Eid & Hauck, 2005). Dadurch erhält der Lernende die Möglich-
keit, seine präferierte Modalität zu nutzen, da durch die Adaption von Lern- und Moda-
litätspräferenzen u.a. die Motivation der Lernenden erhöht und dadurch die Lernleis-
tungen verbessert werden kann (Kürschner, Schnotz & Eid, 2007). Da der ursprünglich 
von Vester (1978) vorgeschlagene Ansatz der Lernpräferenz wissenschaftlich sehr um-
stritten ist (Hauck, 2005; Looß, 2001) und es  bisher an grundlegenden Theorien und 
Modellen über die Bedeutung von Modalitätspräferenzen bei der Verarbeitung von 
Texten mangelt sowie erste Studien ambivalente Ergebnisse des Einflusses von Moda-
litätspräferenzen auf die Lernleistung zeigen (Kürschner et al., 2007), scheint es wich-
tig, die Modalitätspräferenz beim Lernen als Kontrollvariable zu erfassen und ihren 
Einfluss auf den Lernprozess weiter zu spezifizieren.  
Kritisch anzumerken sei, dass die Zuverlässigkeit von Selbsteinschätzungsskalen für 
eine auditive oder visuelle Präferenz oft als fragwürdig angesehen wird und eher für 
eine Erhebung von direkt beobachtbarem Verhalten in authentischen Lernsituationen 
plädiert wird (Leutner & Plass, 1998). Dies ist aber im Rahmen der vorliegenden Ar-
beit aufgrund ihres Fokus nicht vorgesehen, da die Erfassung als zusätzliches Element 
eingeführt wird. Daher soll die Modalitätspräferenz über die subjektive Selbsteinschät-
zung mittels modifiziertem PAVS operationalisieren werden. Zusätzlich bestätigen Un-
tersuchungen von Kürschner und Kollegen (2005) dem PAVS eine hohe Validität und  
Reliabilität, wodurch sein Einsatz für die Untersuchungsziele als geeignet betrachtet 
wird. 
Der PAVS-Fragebogen enthält zehn Items, die modalitätsvergleichend formuliert sind. 
Das bedeutet, dass eindeutige Lernsituationen dargestellt werden, bei denen die Infor-
mationsaufnahme sowohl visuell als auch auditiv erfolgen kann und der Lernende sein 
präferiertes Präsentationsformat wählen soll, in dem er auf einer sechs-stufigen Skala 
die Präferenzausprägung ankreuzen soll (Beispiel: Item 2: „Wenn ich etwas verstehen 
will, dann lasse ich es mir lieber von jemanden vortragen, als dass ich einen Text 
durchlese.“ 1 – „trifft völlig zu“ bis 6 – „trifft gar nicht zu“). Der Fragebogen enthält 
zeitgleich Items zum Lernverhalten (Beispiel „Beim Lernen höre ich gern Musik.“), um 
die Gewohnheiten der Studierenden beim Lernen zu erfassen. Daher wurden zuerst die 
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Items mittels Faktorenanalyse herauskristallisiert, die auf dem Faktor 1 - Modalitäts-
präferenz laden, anschließend wurden diese gegebenenfalls auf die visuelle Modalitäts-
präferenz umcodiert und jeweils zu einem Gesamtwert zusammengefügt. Für die Bi l-
dung der Präferenzwerte wurden insgesamt elf der 18 Items einbezogen, darunter Item 
1-8, 14, 16-17. Da die Probanden auf einer Skala von 1 (trifft völlig zu) – 6 (trifft gar 
nicht zu) ihre Antworten ankreuzen sollten, wurde aus den integrierten Items der Mit-
telwert gebildet. In Abhängigkeit davon wurden sie danach einer Modalitätspräferenz 
zugeordnet, wobei 1 für visuelle Präferenz steht und 2 für auditive. Die für die Arbeit 
modifizierte Version des Fragebogens zur Erfassung der Präferenz für auditives oder 
visuelles Sprachmaterial (PAVS) sowie die Faktorenanalyse werden in Anhang A.1 und 
Anhang A.2 dargestellt. 
5.3 Ergebnisse 
Nachfolgend werden zunächst deskriptiv die Ergebnisse der Reaktionszeitmessung (erst 
Baseline, dann Lernseiten) und des Wissenszuwachses der in Studie 1 erhobenen Daten 
dargestellt und in Bezug auf die aufgestellten Hypothesen ausgewertet. Die Berichtle-
gung der Modalitätspräferenzen erfolgt am Ende. Danach erfolgt eine zusammenfas-
sende Diskussion, in der Schlussfolgerungen für Studie 2 gezogen werden. Sowohl für 
Studie 1 als auch für Studie 2 wird ein Signifikanzniveau von α = .05 zugrundegelegt.  
Zunächst wurde die Datensammlung noch einer explorativen Datenanalyse unterzogen, 
die zum Ausschluss von extremen Ausreißern führte, so dass letztendlich die Daten von 
N = 54 Probanden in die Auswertung integriert wurden. Ein Proband wurde aufgrund 
von zu hohem Vorwissen ausgeschlossen, die restlichen fünf wurden für die Auswer-
tung der Daten als Ausreißer wegen zu langsamen Reaktionszeiten exkludiert.  
5.3.1 Reaktionszeiten in den Baselines 
Zur Überprüfung der ersten Hypothesen wurden vorab die Baseline-Werte analysiert, 
die Aussagen über die basalen Reaktionszeiten eines Probanden in der Single-Task Be-
dingung ermöglichen. Der Lernende muss nur die Sekundäraufgabe aus dem applizier-
ten Dual-Task Paradigma bearbeiten. Insgesamt wurden drei verschiedene Baselines 
erhoben: 
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 Baseline 1: nur der Buchstabe „A“ war zu sehen, keine weiteren Elemente 
(„Grundbaseline“) 
 Baseline 2: Buchstabe „A“, visueller Platzhalter für das Bild und auditiver Platzha l-
ter für den gesprochenen Text („audiovisuelle Baseline“) 
 Baseline 3: Buchstabe „A“, visueller Platzhalter für das Bild und visueller Platzhal-
ter für den Text („visuelle Baseline“)  
Um sicherzustellen, dass die Probanden nicht generell ein unterschiedliches Reaktions-
verhalten auf den verschieden gestalteten Lernseiten zeigen, wurde überprüft, ob die 
Reaktionszeiten der drei Baselines sich unterscheiden. Aus Tabelle 2 werden die de-
skriptiven Kennwerte der verschiedenen Baselines ersichtlich.  
Tabelle 2:  Deskriptive Kennwerte der mittleren Reaktionszeiten für die Baselines in ms (N=54).  
 Mittelwert Standardabweichung 
Baseline 1 329,55 53,38 
Baseline 2 384,18 335,27 
Baseline 3 452,57 200,67 
 
Da die Anforderungen in den drei Baselines identisch waren (reagieren auf den Buch-
stabenfarbwechsel) und die Platzhalter-Elemente keinerlei Informationsverarbeitung 
verlangten, sondern lediglich die Gestaltung der Lernumgebung verdeutlichen, sollte 
es keine Reaktionszeitunterschiede zwischen den Baselines geben. 
Bei der Überprüfung auf Baseline-Unterschiede wurde festgestellt, dass sich die drei 
Baselines signifikant voneinander unterscheiden (F(1,53) = 17.31; p < .001; ηp² = .24). 
Es einen signifikanten Unterschied zwischen Baseline 1 (nur Buchstabe „A“) und 
Baseline 3 („visuelle“ Baseline) (F(1,53) = 17.31, p < .001, ηp² = .24), wohingegen 
Baseline 1 und 2 (F(1,53) = 1.39, p > .24, ηp² = .02) sowie Baseline 2 und 3 (F(1,53) = 
1.56, p > .22, ηp² = .02) sich nicht signifikant unterscheiden. Dieses Ergebnis wirft na-
türlich die Frage auf, woraus dieser Unterschied resultiert, dass selbst in der Single-
Task Bedingung die rein visuelle Bedingung signifikant längere Reaktionszeiten auf-
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zeigt, was mit einer höheren kognitiven Belastung assoziiert wird als die Baseline 1. 
Der lineare Anstieg in den Baselines wird in Abbildung 8 visualisiert.  
 
Abbildung 8:  Vergleich der Mittelwerte der Baselines in ms. 
 
Bevor auf die Beantwortung von Hypothese 1 eingegangen werden soll, muss eben-
falls noch geprüft werden, ob die Single-Task Bedingung wie vermutet kürzere Reak-
tionszeiten hat als in der Dual-Task Bedingung (Brünken et al., 2002). Dafür werden 
die Baselinewerte als Single-Task Bedingung mit den Reaktionszeiten für die Dual-
Task Bedingung, also den eigentlichen Lernseiten, bei denen ebenfalls die Sekundär-
aufgabe erfüllt werden soll, verglichen (siehe Tabelle 3).  
Tabelle 3:  Deskriptive Kennwerte der mittleren Reaktionszeiten der Single- (Baselines) und Dual-
Task Bedingung (Lernseiten) in ms (N=54). 
 Mittelwert Standardabweichung 
Baselines 388,77 124,42 
Lernseiten 878,56 446,93 
 
Dabei ergaben sich erwartungskonform signifikante Unterschiede zwischen den beiden 
Bedingungen (F(1, 53) = 66.17; p < .001; ηp² = .55), so dass postuliert werden kann, 
dass erwartungsgemäß eine geringere kognitive Belastung in der Single-Task Bedin-
gung auftritt und entsprechend dem Dual-Task Paradigma die kognitive Belastung in 











Baseline 1 Baseline 2 Baseline 3
Mittelwerte der Baselines
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5.3.2 Reaktionszeiten während des multimedialen Lernens 
Nachfolgend soll sich nun der Auswertung von Hypothese 1 gewidmet werden. Diese 
besagt, dass Lernende schnellere Reaktionszeiten bei der Sekundäraufgabe aufweisen, 
wenn sie mit audiovisuellem Lernmaterial lernen, als wenn ihnen rein visuelles Mate-
rial dargeboten wird. Da die Probanden während der Informationspräsentation durch 
das applizierte within-subject Design sowohl rein visuelle als auch audiovisuelle Lern-
seiten erhielten, wurde für jeden Probanden zunächst ein Mittelwert für alle rein visu-
ellen Lernseiten gebildet, äquivalent erfolgte die Bestimmung der durchschnittlichen 
Reaktionszeit für die audiovisuellen Lernabschnitte (Tabelle 4).  
Tabelle 4 :  Deskriptive Kennwerte der mittleren Reaktionszeiten der visuellen und audiovisuellen 
Lernseiten in ms (N=54). 
 Mittelwert Standardabweichung 
visuelle Lernseiten 893,45  506,05  
audiovisuelle Lernseiten 873,37  511,04  
 
Bereits aus den deskriptiven Statistiken lässt sich die Vermutung ableiten, dass es ke i-
nen statistisch signifikanten Unterschied zwischen den rein visuellen und den audiovi-
suellen Präsentationen gibt, auch wenn ein minimaler numerischer Vorteil für die au-
diovisuellen Lernseiten (hypothesenkonform) sichtbar wird. Nach Überprüfung mittels 
varianzanalytischer Auswertung wurde die augenscheinliche Vermutung bestätigt, es 
gibt keinen signifikanten Unterschied zwischen den modalitätsspezifischen Lernseiten 
gibt, so dass Hypothese 1 nicht bestätigt werden kann (F(1, 53) = 0.10, p > .74; ηp² = 
.002). 
Die Reaktionszeiten der Probanden unterscheiden sich demnach nicht wie angenommen 
bei den visuellen und audiovisuellen Lernseiten. Somit scheint es keinen Vorteil der 
Aufbereitung von audiovisuellen Lernmaterialien gegenüber rein visuellen Lernmater i-
alien zu geben, d. h. der Modalitätseffekt konnte in dem Fall nicht nachgewiesen wer-
den. 
Nachdem nun die Reaktionszeiten der gesamten rein visuellen und audiovisuellen 
Lernseiten hinsichtlich der Modalitätshypothese untersucht worden sind, soll eine de-
tailliertere Analyse der einzelnen neun Lernseiten weitere Erkenntnisse über die oben 
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berichteten Resultate liefern. Daher sollen nachfolgend die Reaktionszeiten der einzel-
nen Lernseiten dargestellt werden (siehe Tabelle 5).  
Tabelle 5:  Deskriptive Kennwerte der mittleren Reaktionszeiten der Einzellernseiten in ms 
(N=54), ergänzt durch Inhaltsbeschreibung. 
 Mittelwert Standardabweichung 
1. Lernseite (Aufbau) 841,43 850,05 
2. Lernseite (Arbeitsweise 1) 1106,42 934,43 
3. Lernseite (Arbeitsweise 2) 1321,56 1126,96 
4. Lernseite (Arbeitsweise 3) 1288,25 1358,43 
5. Lernseite (Takt 1) 604,82 374,86 
6. Lernseite (Takt 2) 638,81 405,09 
7. Lernseite (Zünden) 779,05 523,45 
8. Lernseite (Takt 3) 674,87 525,29 
9. Lernseite (Takt 4) 651,82 570,26 
 
 
Aus den deskriptiven Kennwerten wird deutlich, dass es vereinzelt beträchtliche Unter-
schiede zwischen den Einzellernseiten gibt. Vor allem auf den Lernseiten eins bis vier 
(Aufbau, Arbeitsweise 1-3) wurden langsamere Reaktionszeiten der Lernenden erfasst 
als auf den Seiten fünf bis neun (Einzeltakte und Zündvorgang), wobei  Lernseite sieben 
(Zünden) leicht höhere Werte, verglichen mit den Einzeltakten, aufweist (siehe Tabelle 
5). Dies ist dahingehend ein bemerkenswerter Unterschied, dass auffällig wird, dass die 
Gruppierung der Lernseiten 1-4 und 5-9 jeweils zwei verschiedenen Seitenaufbaustruk-
turen entspricht. Auf den Seiten 1-4 befindet sich der Text unterhalb des Bildes, auf 
den Lernseiten 5-9 ist der Text rechts neben dem Bild angeordnet. Zum besseren Ver-
gleich werden in Abbildung 9 beispielhaft zwei Lernseiten für jeden Seitenaufbau ge-
genübergestellt, um die strukturellen Unterschiede zu veranschaulichen.  
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Abbildung 9:  Unterschiedliche Anordnung der Lernseiten, vertikaler (li) und horizontaler (re) 
Aufbau.  
 
Um diese augenscheinlich hohe Differenz inferenzstatistisch zu analysieren, wird zu-
nächst von den Lernseiten 1-4 sowie Lernseiten 5-9 ein gemeinsamer Mittelwert gebil-
det und auf signifikante Unterschiede hin getestet. Bei der Auswertung konnte ein signi-
fikanter Unterschied zwischen den strukturell unterschiedlichen Seitenaufbau-
Lernseiten festgestellt werden (F(1,53) = 35.67; p < .001; ηp² = .402).  
Zusammenfassend lässt sich durch diese post-hoc Analysen feststellen, dass Lernseiten, 
auf denen ein vertikaler Seitenaufbau genutzt wird, d.h. der Text unterhalb des Bildes 
steht, zu signifikant längeren Reaktionszeiten führt als die horizontal strukturierten 
Lernseiten, bei denen der Text rechts vom Bild dargestellt wird. 
Um genauer zu beleuchten, wie die Ausprägungen der Reaktionszeiten der einzelnen 
Lernseiten in den jeweiligen Modalitäten ausgefallen sind, werden die Seiten nochmals 
hinsichtlich der Modalität unterteilt und kontrastiert. In Tabelle 6  werden zunächst die 
alternierenden Modalitäten der Lernseiten aufgeschlüsselt. Aus der Übersicht wird 
deutlich, dass der Gruppe mit dem visuellen Beginn insgesamt fünf visuelle (Seite 1, 3, 
5, 7, 9 – alle ungeraden Seiten) und vier audiovisuelle Lernseiten (Seite 2, 4, 6, 8 – alle 
geraden Seiten) präsentiert werden. Die Gruppe mit dem audiovisuellen Beginn lernt 
dahingehend mit vier rein visuellen (Lernseiten 2, 4, 6, 8) und fünf audiovisuellen 
Lernseiten (1, 3, 5, 7, 9).  
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Tabelle 6:  Übersicht über die Modalität der einzelnen Lernseiten, nach Gruppen getrennt . 
 LS1 LS2 LS3 LS4 LS5 LS6 LS7 LS8 LS9 
GrVB v av v av v Av v av v 
GrAVB av v av v av V av v av 
Bemerkung: LS = Lernseite 
      GrVB = Gruppe mit visuellem Beginn; GrAVB = Gruppe mit audiovisuellem Beginn 
     v = visuell, av = audiovisuell  
 
Die wichtigsten Kennwerte der durchgeführten univariaten Varianzanalysen sowie die 
Einordnung der Ergebnisse im Hinblick auf die Modalitätshypothese werden im Über-
blick in Tabelle 7 dargestellt. 
Tabelle 7:  Deskriptive und inferenzstatistische Kennwerte der einzelnen Lernseiten, obere Zeile  
   Reaktionszeit der visuellen Auspägung, untere Zeile die der audiovisuellen in ms. 








































































.28 > .59 .005 numerischer Vorteil für rein 
visuelle Präsentation 
Bemerkung: v = Reaktionszeiten für Gruppe mit visuellem Beginn 
     LS = Lernseite 
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Wie aus Tabelle 8 ersichtlich wird, unterscheiden sich die Reaktionszeiten der einzel-
nen Lernseiten nicht signifikant, so dass der Modalitätseffekt weder für die gesamte 
noch für die separaten Lernseiten bei den Reaktionszeiten nachgewiesen werden konn-
te. Ein numerischer Vorteil konnte zusätzlich nur für fünf der neun Lernseiten festge-
stellt werden. Somit konnte Hypothese 1 nicht bestätigt werden: die Probanden reagier-
ten nicht schneller bei audiovisuellen Informationspräsentationen als bei rein visuellen, 
auch nicht bei den einzelnen Lernseiten. 
5.3.3 Wissenszuwachs 
Zur Überprüfung der aufgestellten Hypothese 2, die einen höheren Wissenszuwachs bei 
Lernenden mit einer audiovisuellen im Gegensatz zu einer rein visuellen Präsentation 
postuliert, sollen zunächst die deskriptiven Statistiken der erreichten Punktzahlen der 
jeweiligen Wissenstests (getrennt nach Vortest, (identischen) Nachtest, Bildwissens-
test, Nachtest) in Tabelle 8 dargestellt werden. 
Tabelle 8:  Durchschnittlich erreichte Punktzahl in den einzelnen Wissenstests (N=54). 








Vortest, max. 21 Punkte 0 13 4,69 3,75 
identischer Nachtest, max. 
21 Punkte 
7 19 14,00 2,48 
Bildtest, max. 16 Punkte 5 16 11,31 2,72 
Nachtest, max. 37 Punkte 14 34 25,31 4,32 
 
Zuerst soll generell überprüft werden, ob Wissen mit dieser Lernumgebung erfolgreich 
erworben werden kann. Daher wird zunächst der Wissenszuwachs über die Zeit 
(Vortest und identischer Nachtest) untersucht. Es konnte ein signifikanter Wissenszu-
wachs über die Zeit festgestellt werden zwischen dem Vortest und den identischen 
Nachtest (F(1, 53) = 759,49; p < .001; ηp² = .84). Zudem kann gesagt werden, dass der 
Wissenszuwachs insgesamt hoch ausgefallen ist, da kaum Vorwissen über den Aufbau 
und die Arbeitsweise des Viertakt-Ottomotors gegeben war.  
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Zusammengefasst lässt sich damit bisher sagen, dass die Probanden erfolgreich neues 
Wissen akquirierten, d.h. sie verfügten nach Bearbeitung der multimedialen Lernumge-
bung über signifikant mehr Wissen als vor der Untersuchung.  
Im weiteren Verlauf sollen nun die Ergebnisse für die eindeutig einer Präsentationsmo-
dalität zuordenbaren Informationen näher untersucht werden. Der Modalitätshypothese 
folgend, besagt Hypothese 2, dass Probanden einen höheren Wissenszuwachs aufwei-
sen, wenn sie mit einer audiovisuellen Präsentation lernen als Probanden, die die gle i-
chen Informationen in rein visueller Form dargeboten bekommen.  
Durch das within-subject Design erhalten die Probanden sowohl rein visuelle als auch 
audiovisuelle Lernseiten. Daher muss das Untersuchungsmaterial zunächst nach Items 
getrennt werden, dessen Antworten eindeutig einer spezifischen Modalität zugewiesen 
werden können. Nur so kann sichergestellt werden, dass die Ergebnisse auf die Art der 
Informationspräsentation zurückzuführen sind und nicht auf andere Einflussfaktoren. 
Insgesamt gibt es sechs eindeutig zuordenbare Items. Es handelt sich zum einen um 
vier Aussagen aus dem zweiten Aufgabengebiet (richtig/falsch als Antwortoptionen; 
Items 1, 2, 6, 7; Beispiel: Item 6: „Die Arbeit wird von sich ausdehnenden Gasen ver-
richtet.“) und zwei Multiple Choice Fragen (mit jeweils vier Antwortalternativen, Items 
3, 7) aus dem dritten Aufgabengebiet (Beispiel: Frage 3: „Wann zündet die Zündker-
ze?“). Die kompletten Fragebögen werden im Anhang A.1 dargelegt. 
Diese Items wurden nun genauer analysiert und zuerst dahingehend überprüft, ob sich 
bereits im Vortest in einem der Items die Modalitätsgruppen unterscheiden, um in ei-
nem zweiten Schritt den Wissenszuwachs im Nachtest zu untersuchen. In diesem Zu-
sammenhang konnte festgestellt werden, dass es im Vorwissen keinen bedeutsamen 
Gruppenunterschied gab, lediglich bei Item 7 näherten sich die Ergebnisse dem 
Signifikanzniveau von α = .05 (F(1,52) = 3.25; p < .07; ηp² = .059). Alle sechs Items 
wurden deshalb in weiterführende Analysen des Nachwissens integriert. Doch auch 
diese zeigten keine signifikanten Unterschiede des Wissenszuwachses bei den eindeutig 
zuordenbaren Items in Bezug auf die verschiedene modale Informationsdarbietung auf.  
Weiterhin wurde die Gesamtpunktzahl für die eindeutig zuordenbaren rein visuellen 
und audiovisuellen Informationen gebildet und angesichts der unterschiedlichen Anzahl 
an visuellen und audiovisuellen Lernseiten (siehe Kapitel 5.3.2) der Mittelwert der er-
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reichten Punktzahl bei den eindeutig zuordenbaren Items berechnet, um den Unter-
schied an erreichbaren ‚visuellen und auditiven„ Punkten zu nivellieren und den Zu-
wachs bei den visuellen und audiovisuellen Informationen zu bestimmen. Dies erfolgt 
zunächst deskriptiv für alle Probanden (Tabelle 9).  
Tabelle 9:  Durchschnittlich erreichter Wissenszuwachs bei eindeutig visuell und audiovisuell  
    präsentierten Informationen (N=54). 
 Mittelwert Standardabweichung 
Zuwachs bei visuellen Punkten              ,48                               ,30 
Zuwachs bei audiovisuellen Punkten   ,54                                 ,27 
Bemerkung: Werte ergeben sich aus der Summe der eindeutig in einer Modalität vorliegenden Items, relativiert auf 1 
 
Wie aus Tabelle 9 ersichtlich wird, zeigt sich kein signifikanter Unterschied bei den 
Ergebnissen (F(1, 53) = 1.877; p > .17; ηp² = .034). Es bleibt zu konstatieren, dass Hy-
pothese 2 nicht bestätigt werden konnte: Probanden erzielen keinen höheren Wissens-
zuwachs von einer audiovisuellen Präsentation als von einer rein visuellen. 
5.3.4 Modalitätspräferenzen 
Auch wenn bisher keine Bestätigung für den Modalitätseffekt in der durchgeführten 
und oben berichteten Studie gefunden wurde, soll überprüft werden, welchen Einfluss 
eine mögliche Modalitätspräferenz der Probanden auf die Reaktionszeiten und auf den 
Wissenszuwachs hat. Die Frage ist, ob eine Informationspräsentation, die analog zu der 
Modalitätspräferenz der Lernenden aufbereitet ist, einerseits den Wissenszuwachs för-
dern kann (Verhaltensebene) und andererseits dass sich Lernende über diese Affinität 
für bestimmte Materialcharakteristika bewusst sind und diese auch äußern können 
(Selbsteinschätzungsebene, Hauck, 2005). In der vorliegenden Arbeit wurde deshalb 
der Einfluss der Modalitätspräferenz auf die Reaktionszeiten und den Wissenszuwachs 
als Forschungsfragen formuliert und soll folgend erstmalig analysiert werden. Dafür 
werden die Probanden anhand ihrer Antworten einer Modalitätspräferenz zugeordnet (1 
= visuelle, 2 = auditive Modalitätspräferenz).  
In Tabelle 10 werden zunächst die deskriptiven Kennwerte dargestellt, daraus abgelei-
tet wird dann die Einteilung in visuelle und auditive Präferenz.  
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Tabelle 10:  Deskriptive Kennwerte für die Modalitätspräferenz (N=54). 
Minimum Maximum Mittelwert  Standardabweichung 
1,5 5,33 3,30 ,81 
 
Dabei ergibt sich folgende Verteilung der Modalitätspräferenz wie in Tabelle 11 abge-
bildet. Die Ergebnisse zeigen, dass eine deutlich höhere Präferenz für die visuelle Mo-
dalität bei den Probanden vorliegt (ca. 60%), lediglich 
2
/5 der Probanden präferieren die 
auditive Modalität. 




auditiv (=2) Gesamt 
33 21 54 
 
Nachdem für jeden einzelnen Probanden eine Modalitätspräferenz bestimmt wurde, soll 
anschließend die Forschungsfragen analysiert werden, inwieweit die Modalitätspräfe-
renz Einfluss auf die Reaktionszeiten und den Wissenszuwachs hat.  
Modalitätspräferenz und Reaktionszeiten 
Zuerst soll untersucht werden, ob es einen Zusammenhang zwischen der Modalitätsprä-
ferenz und der Länge der Reaktionszeiten auf unterschiedlich modal ausgeprägte Lern-
seiten gibt. Die Ergebnisse der bivariaten Korrelation von Modalitätspräferenz und 
Reaktionszeit der visuellen Lernseiten sind nicht signifikant (r = .187; p > .17). Die 
Auswertung der Modalitätspräferenz und der Reaktionszeiten für die audiovisuellen 
Lernseiten ergeben einen signifikanten Zusammenhang (r = .27; p < .05). Das bedeutet, 
die Reaktionszeiten der audiovisuellen Lernseiten korrelieren positiv mit der Modal i-
tätspräferenz der Lernenden, womit gesagt werden kann, dass je mehr ein Proband eine 
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Modalitätspräferenz und Wissenszuwachs 
Weiter ist von Interesse, ob die Modalitätspräferenz mit dem Wissenszuwachs in Zu-
sammenhang steht. Bei der Analyse stehen wieder die modalitätsspezifisch dargebote-
nen Informationen im Fokus der Betrachtungen. Daher sind die Ergebnisse für den 
Wissenszuwachs für eindeutig visuell präsentierte Informationen und eindeutig audio-
visuell präsentierte Informationen überprüft worden.  
Festzuhalten gilt, dass es keinen signifikanten Zusammenhang zwischen Modalitätsprä-
ferenz und eindeutig visuell zuordenbaren Wissen gibt (r = -.003; p < .98). Für die Kor-
relation zwischen der Präferenz und eindeutig auditiv dargebotenen Informationen gibt 
es ebenfalls keine signifikanten Korrelationsergebnisse (r = .21; p < .12).  
Zusammenfassend kann postuliert werden, dass die Modalitätspräferenz in der vorlie-
genden Studie 1 nur teilweise einen Einfluss auf die kognitive Belastung, operationali-
siert über die Reaktionszeiten, hat, was nur für die audiovisuellen Reaktionszeiten gilt. 
Auf den Wissenszuwachs scheint sie keinen Einfluss zu haben, wenn Lernende mit ei-
ner konträr der Präferenz gestalteten Lernumgebung arbeiten müssen.  
5.4 Diskussion der Ergebnisse und Schlussfolgerungen für Studie 2 
Im überwiegenden Maße entsprechen die Ergebnisse nicht den aufgestellten Hypothe-
sen und der Modalitätseffekt konnte nicht bestätigt werden. Die Probanden reagierten 
einerseits nicht schneller auf die Sekundäraufgabe, die audiovisuell gestaltet waren im 
Vergleich zu Lernseiten, bei denen die Informationen rein visuell vorlagen. Anderer-
seits konnte auch kein signifikanter Unterschied beim Wissenszuwachs zwischen rein 
visuellen und audiovisuellen Lernseiten festgestellt werden. 
Damit reiht sich die vorliegende Studie in eine Reihe von Untersuchungen ein, die kei-
ne Bestätigung für den Modalitätseffekt erbrachten (für einen Überblick siehe Ginns, 
2005). Auch sie zeigten, dass eine audiovisuelle Informationsdarbietung nicht per se 
lernförderlich ist und von wesentlich mehr Faktoren determiniert wird als nur von der 
modalitätsspezifischen Aufbereitung der Lernapplikation. Die Probanden weisen zu- 
mindest eine hypothesenkonforme, wenn auch keine signifikante Ausprägung der 
Reaktionszeitunterschiede zwischen visuellen und audiovisuellen Lernseiten auf. 
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Allerdings zeigen sich teilweise signifikante Unterschiede zwischen einzelnen Lernsei-
ten, vor allem zwischen den Lernseiten 1-4 und den Lernseiten 5-9, die wie bereits er-
wähnt sich durch einen unterschiedlichen Seitenaufbau differenzieren. Die Lernseiten 
1-4 weisen ein vertikales Seitendesign auf, wobei der Text unter den Bildern platziert 
ist. Die Lernseiten 5-9 sind horizontal aufgebaut, d.h. der Text befindet sich rechts ne-
ben dem Bild. Aus den durchgeführten Analysen wurde deutlich, dass die Probanden 
auf den vertikal angeordneten Lernseiten signifikant höhere Reaktionszeiten aufweisen 
als auf den horizontalen. Wenn der Seitenaufbau für die Diskrepanz verantwortlich ist, 
wie kann dann der signifikante Reaktionszeitunterschied zwischen den horizontal an-
geordneten Lernseiten und den vertikal orientierten interpretiert und erklärt werden?  
Es gibt mehrere mögliche Erklärungsansätze, die diese Divergenz begründen können. 
Der Unterschied könnte wahrnehmungspsychologische Ursachen im Sinne der fovealen 
und peripheren Wahrnehmung haben (Schoor et al., 2010a). Das bedeutet, der größere 
Abstand zwischen Buchstabenfeld im oberen Teil des Monitors und den visuellen Tex t-
informationen im unteren Bereich führt zu einem verspäteten Wahrnehmen der Farb-
veränderung des Buchstabens (siehe Abbildung 10). Liegt der Fixationspunkt beim 
Text im unteren Teil der Seite, ist dort der Punkt des schärfsten Sehens und damit der 
größten Aufmerksamkeit (Rayner, 1992), wodurch das Buchstabenfeld in das periphere 
Sichtfeld rückt und eine Veränderung möglicherweise (zu) spät registriert wird. Zusätz-
lich liegen bei der horizontalen Anordnung weniger aufmerksamkeitsbindender Infor-
mationen zwischen Textabbildung und Sekundärreiz, so dass eine Veränderung des 
Buchstabens womöglich eher erkannt wird. Im Sinne der CL-Forschung könnte dies 
mit einer höheren räumlichen Split Attention erklärt werden, die zum Ansteigen der 
kognitiven Belastung führt. 
     
Abbildung 10:  Unterschiedliches Seitendesign. 
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Diese Erklärung ist allerdings nur für den oberen Bereich des visuell abgebildeten 
Texts der horizontal strukturierten Lernumgebung ausreichend. Sobald der Lernende im 
Textbereich fortgeschritten ist, ist die Distanz zum Buchstabenfeld ähnlich dem, der bei  
der vertikalen Ausprägung auftritt. Daher scheint es fraglich, ob der Reaktionszeitun-
terschied allein auf die Entfernung der Textelemente zum Buchstabenfeld zurückzufüh-
ren ist. Der Einsatz von Eye Tracking Techniken könnte hier Aufschluss über das 
Blickbewegungsverhalten der Probanden beim Lernen geben. 
Ein alternativer Erklärungsansatz betrifft die Anzahl der abgebildeten Elemente. Be-
trachtet man die Seiten der Arbeitsweise des Viertakt-Ottomotors fällt auf, dass neben 
dem Text, alle vier Einzeltakte sowie eine Visualisierung des Zündprozesses abgebildet 
sind, wodurch die gesamte Lernseite sehr kompakt ist und der Lernende sich zuerst 
einmal orientieren und die Bilder einordnen muss. Zudem muss er entscheiden, zu wel-
chem Takt der abgebildete Text gehört, um aus beiden Informationsquellen die kongru-
enten Informationen herauszufiltern. Dies könnte, bezogen auf die Theorie der kogniti-
ven Belastung, für eine höhere Elementinteraktivität und damit einer höheren kogniti-
ven Belastung sprechen. Hannus und Hyönä (1999) weisen darauf hin, dass diese not-
wendigen Entscheidungen hohe mentale Anstrengung vom Lernenden erfordern, die 
womöglich für die Reaktionszeitunterschiede verantwortlich ist. Auch sie nutzten in 
ihren Studien Lernmaterial, auf denen mehrere Illustrationen abgebildet waren und 
konstatieren, dass dies die Komplexität des Lernmaterials erhöht. Dadurch verblieben 
in der vorliegenden Untersuchung weniger kognitive Ressourcen für die Verarbeitung 
der Sekundäraufgabe auf Lernseiten, die mehrere Abbilder beinhalteten. Ob dies tat-
sächlich der Fall ist, dass die Anzahl der Bilder einen entscheidenden Einfluss auf die 
kognitive Beanspruchung des Lernenden hat, ist zu überprüfen. Es wird vermutet, dass 
aber nicht nur die Anzahl, sondern auch die Art der Illustration und die Ähnlichkeit 
oder Unähnlichkeit der Abbildungen einen Einfluss haben kann. Betrachtet man die 
Bilder der Takte, sind diese sehr ähnlich und Abweichungen werden erst beim genaue-
ren Hinsehen und Vergleichen von Detailinformationen offensichtlich. Dies entspricht 
auch Untersuchungen von Duncan und Humphreys (1989), die konstatierten, dass mit 
steigender Ähnlichkeit von Stimuli
11
 die Reaktionszeiten durch die höhere Komplexität 
                                                 
11
 Die Autoren nutzten in ihren Studien Buchstaben, bei denen Probanden aus einer Reihe von Objekten  
spezifische Zielobjekte (‚target„) von Distraktoren (‚non-target„) identifizieren mussten, die sich strukturell 
ähnlich oder unähnlich waren. Auch wenn sie keine Bilder wie in der vorliegenden Studie untersuchten, 
können aus den Ergebnissen wertvolle theoretische und praktische Implikationen auch auf komplexere Ob-
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der Aufgabe ansteigen. Da die fünf Abbildungen in Größe und Form identisch waren 
und die Farbinformation keine offensichtliche Rolle für die Arbeitsweise des Viertakt -
Ottomotors darstellte, musste die Unterscheidung der gerade relevanten
12
 Abbildungen 
von irrelevanten durch Betrachtung von einzelnen Komponenten geschehen, was die 
Verfügbarkeit kostbarer Ressourcen für die Verarbeitung der Informationen, im Sinne 
des Lernens, verringerte. Zudem zeigen Studien (Carney & Levin, 2002), dass Bilder 
bei geringem Vorwissen intensiver verarbeitet werden als bei einem hohen Wissens-
stand, was als weiterer Einflussfaktor hinzukommt. Zusammenfassend würde die in der 
vorliegenden Studie hohe Komplexität der Lernseiten für den Modalitätseffekt spre-
chen, da dieser nur unter hoher intrinsischer Belastung auftritt. Allerdings konnte er in 
der vorliegenden Studie nicht nachgewiesen werden. 
Die vorliegenden Ergebnisse können somit im Einklang mit den in Kapitel 2 und 3 dar-
gestellten Theorien und Modelle des multimedialen Lernens interpretiert werden. So 
lassen sich sowohl die Befunde von Duncan und Humphreys (1989) als auch die hier 
präsentierten Resultate mit dem Arbeitsgedächtnismodell von Baddeley (1986, 2001) 
bzw. durch die kognitive Theorie des multimedialen Lernens (Mayer, 2001) erklären. 
Diese postulieren beide getrennte Verarbeitungskanäle und -speicher für visuelle und 
auditive Informationen, die in ihrer Kapazität jeweils begrenzt sind. Geht man davon 
aus, dass die evident hohe Anzahl an visuellen Informationen in Form der fünf Abbil-
dungen in beiden Ausprägungen die visuellen Ressourcen vollständig erschöpfen, feh-
len für die Bearbeitung der ebenfalls visuell dargebotenen Sekundäraufgabe die dafür 
notwendigen Ressourcen. Dadurch käme es insgesamt zu einer kognitiven Überlast, 
was die signifikant längeren Reaktionszeiten erklären könnte.  
Ergänzend dazu kann auch eine Verstärkung von Split Attention durch die hohe Prä-
senz von mehreren Bildern und dadurch erforderlichen Selektions- und Organisations-
prozessen für die längeren Reaktionszeiten als Erklärungsansatz dienen (Ayres & 
Sweller, 2005). Diese lernhinderlichen Prozesse sollten durch die multimodale Darstel-
lung der audiovisuellen Ausprägung allerdings im Sinne des Modalitätseffekts redu-
ziert werden (Moreno & Mayer, 1999). Es sei nochmals betont, dass es keinen signifi-
kanten Unterschied hinsichtlich der Modalität der Lernseite an sich gab und visuelle 
                                                                                                                                                    
jekte abgeleitet werden. Daher wird angenommen, dass mit steigender Komplexität der Stimuli (z. B. Bilder) 
auch die Diskriminationsprozesse an Komplexität zunehmen. 
12
 bezogen auf die Textinformation 
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und audiovisuelle Lernseiten vergleichbare Reaktionszeitwerte aufweisen. Das heißt, 
obwohl die audiovisuelle Aufbereitung der Informationen eine zwischen mehreren mo-
dalitätsidentischen Informationsquellen entstehende geteilte Aufmerksamkeit verhin-
dert, könnten die Bilder ebenfalls solche Prozesse bewirken, die zusätzliche Ressourcen 
verbrauchen. Wie bei der ersten möglichen Erklärung für die signifikanten Unterschie-
de in den Reaktionszeiten sollte durch den Einsatz von Blickbewegungsanalysen dieser 
Vermutung in zukünftigen Arbeiten ebenfalls nachgegangen werden. 
Eine weitere Erklärung der gefundenen Unterschiede zwischen den verschieden arran-
gierten Lernseiten, die die Reaktionszeitdifferenzen auf eine erhöhte kognitive Belas-
tung bezieht, ist der unterschiedliche aktuelle Wissensstand während der Bearbeitung. 
Bei einer eingehenden Prüfung der Lernseiten in Verbindung mit den Reaktionszeiten 
der Probanden wird offensichtlich, dass es sich bei den ersten, reaktionszeitstarken 
Lernseiten um Überblicksseiten handelt, d.h. der Lernende erhält eine komplette Zu-
sammenfassung der Funktionsweise des Viertakt-Ottomotors in wenigen Lernseiten, 
bevor er dann (teils wiederholend) die Einzeltakte und den Zündvorgang dargestellt 
bekommt. Die Ergebnisse werden hierbei so interpretiert, dass der Lernende, der wenig 
domänenspezifisches Vorwissen aufweist, bei den ersten Lernseiten ein mentales Mo-
dell von den ihn bisher unbekannten Sachverhalt aufbaut und dadurch stärker intrin-
sisch belastet ist. In den Einzeltaktseiten kann er auf dieses zurückgreifen und ergänzt 
respektive erweitert es um neu dargebotenen Informationen. Die Elementinteraktivität 
ist demnach gering, die intrinsische kognitive Belastung ebenso. Dem Lernenden ste-
hen mehr Ressourcen zur Bewältigung der hohen extrinsischen Belastung in Form der 
Sekundäraufgabe zur Verfügung. Allerdings wäre dann zu erwarten gewesen, dass am 
Anfang der Lerneinheit der Modalitätseffekt nachgewiesen wird. 
Um die kognitiven Prozesse und die dafür notwendigen mentalen Anforderungen bei 
der Konstruktion mentaler Modelle aus Text- und Bildinformationen nachvollziehen zu 
können, müssen sowohl das Text- und Bildverstehen als auch die integrativen Prozesse 
bei der Bildung eines gemeinsamen mentalen Modells betrachtet werden. Schnotz 
(2005) schlägt, aufbauend auf Schnotz und Bannert (1999, 2003) ein integratives Mo-
dell des Text- und Bildverstehens vor, das sich wie die kognitive Theorie des multime-
dialen Lernens (Mayer, 1997, 2001) auch mit der Verarbeitung von Text- und Bildin-
formationen auseinandersetzt. Das Modell unterscheidet zwei Verarbeitungszweige, die 
die verschiedenen Repräsentationsstufen innerhalb der kognitiven Verarbeitung von 
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Text- und Bildinformationen abbilden (Schnotz & Bannert, 1999). Der deskriptive 
Repräsentationszweig verarbeitet vorwiegend textuelle Informationen, unabhängig von 
der Modalität. Dabei wird auf der ersten Stufe nach der externen Textinformation zu-
erst eine interne Repräsentation der Oberflächenstruktur des Textes gebildet, auf die 
dann die propositionale Repräsentation folgt, die eine tiefere, semantische Verarbei-
tungsstufe darstellt (vgl. dazu auch das Strategiemodell von van Dijk und Kintsch, 
1983). Die deskriptiven Repräsentationen beruhen auf konventionellen Symbolstruktu-
ren und Zeichen, die keine Ähnlichkeit mit dem repräsentierten Sachverhalt besitzen 
und arbiträrer Natur sind (Horz & Schnotz, 2010; Schnotz, 2002). Der depiktionale 
Repräsentationszweig hingegen besteht aus Repräsentationen bildlicher Informationen, 
die auf den referenzierten Gegenstand durch Ähnlichkeit (z. B. in struktureller Sicht) 
beruhen. Auch hier werden verschiedene Repräsentationsstufen differenziert, die von 
der externen Bildbasis ausgehend, zuerst aufgrund von Oberflächenmerkmalen eine 
visuelle Vorstellung des Bildes erzeugt und dann ein internes mentales Modell bildet 
(Schnotz & Bannert, 2003). Beide Modelle, die propositionale Repräsentation der Text-
information und das mentale Modell der Bildinformation, werden durch Modellinspek-
tion und Modellkonstruktion miteinander abgeglichen und ein gemeinsames mentales 
Modell gebildet (Schnotz, 2005). Während dieser aktiven Konstruktion finden Selekti-
ons- und Organisationsprozesse sowie eine Schemaaktivierung aus dem Langzeitge-
dächtnis statt, die kognitive Kapazitäten des Arbeitsgedächtnisses verbrauchen. For-
schungsbefunde zeigen dabei, dass vor allem die visuell-räumlichen Kapazitäten bean-
sprucht werden (Hänggi, Kintsch & Gernsbacher, 1995; Kruley, Sciama & Glenberg, 
1994; Sims & Hegarty, 1997). Soll der Lernende also simultan eine zweite, die glei-
chen (visuell-räumlichen) Ressourcen beanspruchende Aufgabe bearbeiten, kommt es 
zu Interferenzen zwischen den konkurrierenden Aufgaben (Wickens, 2002).  
Dementsprechend lassen sich die Ergebnisse auch so interpretieren, dass die Über-
blicksseiten, auch in der audiovisuellen Variante, durch die aktive Konstruktion eines 
(neuen) mentalen Modells bereits eine hohe Beanspruchung der kognitiven Ressourcen, 
vor allem der des visuell-räumlichen Skizzenblocks verursacht und nicht genügend Ka-
pazitäten für die Bearbeitung der Sekundäraufgabe zur Verfügung stehen. Zusätzlich 
erschwerend erfordert die Thematik der Arbeitsweise des Viertakt-Ottomotors die Fä-
higkeit zur mentalen Animation der verschiedenen, dynamischen Bewegungsabläufe, 
um die Funktionsweise zu verstehen. Wie bei den Untersuchungsmaterialien von Sims 
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und Hegarty (1997) erhöht dies die Anforderungen an die visuell-räumlichen Ressour-
cen und die Erfüllung der visuellen Sekundäraufgabe wird erschwert. Dieser Vermu-
tung, dass während der Bearbeitung der Überblicksseiten (die ersten vier Lernseiten) 
noch kein mentales Modell vorlag und die Reaktionszeiten deshalb signifikant höher 
lagen als bei den Einzeltaktseiten (Lernseiten 5-9) soll in Studie 2 nachgegangen wer-
den, indem die Sequenzierung der Lernseiten variiert wird.  
Zum Schluss der Diskussion von Hypothese 1 sollen noch einige Überlegungen zu den 
gefundenen signifikanten Unterschieden in den Reaktionszeiten von Baseline 1 und 
Baseline 3 erfolgen. Für die Feststellung der Reaktionszeit in der Single-Task Konditi-
on wurden insgesamt drei verschiedene Baselinewerte ermittelt. Bei Baseline 1 war nur 
der Buchstabe abgebildet und fungierte zeitgleich als Einübung der Sekundäraufgabe. 
Baseline 2 („audiovisuelle“) und Baseline 3 („rein visuelle“) dienten der Visualisierung 
der verschiedenen Präsentationsformate, um den Aufbau der Lernseiten zu verdeutl i-
chen und dem Lernenden damit vertraut zu machen. Dabei wurde vermutet, dass 
Baseline 1 die niedrigsten Werte aufweist, Baseline 2 und 3 höhere, die sich aber ins-
gesamt nicht signifikant voneinander unterscheiden, da der Proband lediglich auf die 
Farbveränderung des Buchstabens reagieren sollte und keine andere Aufgabe simultan 
ausführen musste. Entgegen dieser Vermutung zeigten die Probanden allerdings bereits 
bei Baseline 3 höhere Reaktionszeiten, die sich sogar signifikant von denen der 
Baseline 1 unterschieden. Wie kommt diese Divergenz zustande? Eine plausibel er-
scheinende Erklärung dafür ist, dass die als Single-Task Aufgabe angedachte Baseleine 
3 für die Probanden bereits eine Dual-Task Aufgabe wurde. Denn zur Verdeutlichung 
des Seitenaufbaus wurde dafür der Blindtext „Lorem ipsum“ verwendet, der rechts ne-
ben einer Schattengrafik, die auch in Baseline 2 eingesetzt wurde, als Platzhalter für 
die Bildkomponente fungierte. Nun ist zu mutmaßen, dass die Probanden dieses Stel l-
vertretersymbol respektive dessen Funktion nicht erkannten oder zu spät realisierten 
und den Versuch unternahmen, den Text zu lesen und zu verstehen, was sie von ihrer 
eigentlichen Aufgabe, auf den Buchstabenfarbwechsel zu reagieren, ablenkte.  Eigent-
lich soll dies gerade verhindert werden, da der lateinisch klingende Text inhaltlich un-
verständlich gehalten wird, um von den eigentlich wichtigen Sachverhalten nicht abzu-
lenken (Hammer & Bensmann, 2011; Seimert, 2009). Allerdings schien der Text die 
Untersuchungsteilnehmer eher zu irritieren.  
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Auch Hypothese 2 konnte nicht bestätigt werden, die besagte, dass Lernende einen hö-
heren Wissenszuwachs bei audiovisuell präsentierten Informationen erreichen als bei 
rein visuellen. Dies zeigte sich nicht in der vorliegenden Studie, da es keinen signifi-
kanten Unterschied zwischen visuell dargebotenen und audiovisuell dargebotenen In-
formationen gab. Insgesamt konnte aber ein signifikanter Wissenszuwachs verzeichnet 
werden.  
Eine Erklärung für die unerwarteten Ergebnisse könnte sein, dass Lernende daran ge-
wöhnt sind, mit rein visuellem Lernstoff zu lernen und daher mögliche negative Effekte 
kompensieren können. Bereits in der schulischen Ausbildung werden Lerner vorwie-
gend mit Lehrbüchern konfrontiert, die die Informationen visuell präsentieren. Auch 
beim multimedialen Lernen liegt der Fokus der Wissenspräsentation oft auf geschrie-
benen Texten und Abbildungen, obwohl die Möglichkeit der Integration von Animatio-
nen, kurzen Filmsequenzen oder Audiodateien besteht. Oft wird aber argumentiert, dass 
dies mit höheren Kosten verbunden ist und zusätzliche Hard- und Softwareanforderun-
gen an den Nutzer stellt. Daher wird verbreitet nach wie vor darauf verzichtet. Diese 
‚Sozialisation mit visuellen Lernmaterialien„ könnte die Resultate von Studie 1 erklä-
ren. Jedoch betrifft diese Gewohnheit des Lernens mit visuellen Lernmaterialien im 
Allgemeinen alle Lernende, so dass der Modalitätseffekt sich kaum zeigen sollte. Dem-
zufolge scheint dieser Erklärungsansatz nicht ausreichend zu sein, sondern muss um 
weitere materialbezogene Aspekte ergänzt werden. 
Der Umfang der Lernumgebung war in diesen Untersuchungen auf neun Seiten be-
schränkt, so dass die Anzahl der dargebotenen Informationen ebenfalls begrenzt ist. 
Sieht man sich nicht nur den Umfang, sondern auch die Dauer der Präsentation an, so 
fällt auf, dass diese mit ca. acht Minuten auch eher kurz ist. Im Durchschnitt weisen die 
Lernseiten eine Präsentationsdauer von 28 Sekunden auf, wobei die kürzeste Seite  19 
Sekunden und die längste 42 Sekunden lang ist. Dem entgegenzusetzen sind Studien z. 
B. von Mayer (2001), die mit drei Minuten Lernzeit wesentlich kürzer waren und der 
Modalitätseffekt dennoch nachgewiesen werden konnte. Daher scheint es fraglich, ob 
die ‚Kürze„ der hier verwendeten Lernumgebung für die nicht nachgewiesenen Modali-
tätsannahme verantwortlich ist. Die Dauer der einzelnen Seiten richtet sich dabei nach 
der Länge der auditiven Textdarbietung, so dass die Lernenden bei den visuellen Seiten 
möglicherweise Zeit haben, den Text mehrmals zu lesen und die Informationen zu ver-
arbeiten, was die defizitäre Aufbereitung ausgleicht. Dies deckt sich mit Ergebnissen 
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von Hannus und Hyöna (1999), die in Blickbewegungsexperimenten die Aufmerksam-
keitsverteilung zwischen Text und Bild untersuchten und konstatierten, dass Lernen 
eher textbasiert ist und Bilder mit einer Betrachtungszeit von nur 6% der Lernzeit teils 
stark vernachlässigt werden. In ihrer Studie lag der Fokus zusätzlich auf der Unter-
scheidung zwischen Lernenden mit hohen und niedrigen kognitiven Fähigkeiten, wobei 
Lernende mit höheren kognitiven Fähigkeiten eher von Bildinformationen profitierten, 
da sie strategischer bei der Integration von Text- und Bildinformationen vorgingen. 
Dies impliziert, dass kognitive Fähigkeiten für das Lernen im Sinne der Bildung von 
mentalen Modellen entscheidend sein können (siehe oben). Da dieser Aspekt im bishe-
rigen Verlauf unberücksichtigt blieb, soll dies in Studie 2 aufgegriffen und ergänzt 
werden.  
Explorativ untersucht wurde in Studie 1 auch der Zusammenhang zwischen Modali-
tätspräferenz der Probanden und den Reaktionszeiten respektive dem Wissenszuwachs. 
Dabei zeigten sich bei der Auswertung, dass in der vorliegenden Studie keinen Zu-
sammenhang zwischen Reaktionszeiten der visuellen Lernseiten und Modalitätspräfe-
renz gab, sondern nur für die Reaktionszeiten für die audiovisuellen Lernseiten.  Hin-
sichtlich des Wissenszuwachses zeigten sich allerdings keine bedeutenden Unterschie-
de, so dass gesagt werden kann, dass es keinen Einfluss auf den Wissenszuwachs hatte, 
ob die Lernseiten in der präferierten Modalität vorlagen oder eine konträre Ausprägung 
besaßen. Da diese Ergebnisse noch zu ungenau sind, welche Relevanz die Passung zwi-
schen Präsentationsmodalität und Modalitätspräferenz für das Lernen besitzt, sol l in 
Studie 2 die Modalitätspräferenz wieder erfasst werden. 
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6. Studie 2: Der Einfluss der Lehrstoff-Sequenzierung 
auf die kognitive Belastung  
Aus den Ergebnissen der Studie 1 wurden in der vorangegangenen Diskussion weitere 
Ansatzpunkte herauskristallisiert, um das Modalitätsprinzip weiter zu spezifizieren, da 
die Ergebnisse insgesamt nicht erwartungskonform waren und weitere Fragen aufwar-
fen. Dabei steht vor allem die Unterscheidung der Bildschirmgestaltung im Zentrum 
der Betrachtungen, um zu überprüfen, ob die Anordnung von Text- und Bildelementen 
in horizontaler oder vertikaler Ebene Einfluss auf die Reaktionszeiten respektive den 
Wissenszuwachs hat. Deshalb wird die Sequenzierung dahingehend variiert, dass eine 
Gruppe erst die Überblicksseiten und dann die Einzeltaktseiten präsentiert bekommt 
(entspricht der Präsentationsreihenfolge aus Studie 1, top-down gerichtet). Die zweite 
Gruppe erhält die Lernseiten in umgekehrter Reihenfolge und beginnt mit den Einzel-
taktseiten und danach die Überblicksseiten (bottom-up gerichtet). Diese Bezeichnung 
wurde gewählt, da beginnend bei den Überblicksseiten die Probanden vom Allgemei-
nen zum Speziellen deduktiv lernen, wohingegen die Reihenfolge Einzeltakte-
Überblick eine induktive Sequenzierung vom Speziellen zum Allgemeinen abbildet.  
Außerdem wird neben der Modalitätspräferenz auch das räumliche Vorstellungsvermö-
gen in die Untersuchung integriert, um den Einfluss von individuellen Faktoren detai l-
lierter zu bestimmen. Zudem soll überprüft werden, ob die in Studie 1 gefundenen 
Baseline-Unterschiede sich stabil zeigen. 
Es wurde aufgrund der aufgeworfenen Fragen eine Studie zur Fortschreibung und Aus-
dehnung der Erkenntnisse aus Studie 1 konzipiert, wobei das Design der vorangegan-
genen Studie erweitert und modifiziert wurde, was zu Klärung von einigen der Fragen 
beitragen soll.  
Ziel von Studie 2 ist es im Speziellen den Einfluss der Sequenzierung der Informati-
onspräsentation näher zu beleuchten. Grundlage dafür sind die in Studie 1 gewonnenen 
Erkenntnisse über die signifikant langsameren Reaktionszeiten bei den Überblickssei-
ten der Arbeitsweise des Viertakt-Ottomotors im Vergleich zu den Einzeltaktseiten 
respektive dem Zündvorgang. Daher wird das Studiendesign dahingehend verändert, 
dass die Reihenfolge der Lernseiten variiert wird. Es wird aufgrund der theoretischen 
Annahmen vermutet, dass die längeren Reaktionszeiten auf die kognitiv belastendere 
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Konstruktion von neuen mentalen Modellen am Anfang einer Lerneinheit zurückge-
führt werden kann, da die Probanden in Studie 1 wenig Vorwissen über den Ottomotor 
besaßen und dieses Wissen neu erworben werden musste. Die Einzeltaktseiten hatten 
eher eine wiederholende und ergänzende Funktion, was weniger kognitive Kapazitäten 
erforderte. Die Gruppenunterscheidung wird dahingehend erfolgen, ob sie zuerst die 
Überblicksseiten und danach die Einzeltaktseiten erhalten oder ob eine gegenteilige 
Sequenzierungsfolge präsentiert wird, bei der zuerst die einzelnen Takte dargestellt und 
danach die Überblicksseiten erläutert werden. Um feststellen zu können, ob die Se-
quenzierung einen Einfluss auf den Wissenszuwachs hat, indem die ersten Lernseiten 
der Bildung eines neuen mentalen Modells dienen und die letzteren wenig neue Infor-
mationen enthalten und damit nur ergänzenden Charakter besitzen, wird ein weiterer 
Wissenstest zwischen Überblicksseiten und Einzeltakten implementiert, um den aktuel-
len Wissensstand nach den ersten Lernseiten zu erfassen. Neben der Erfassung der Mo-
dalitätspräferenz, deren Einfluss weiter spezifiziert werden soll, wird zusätzlich das 
räumliche Vorstellungsvermögen als Faktor der kognitiven Fähigkeiten, die den Lern-
prozess ebenfalls beeinflussen sollen, in Studie 2 untersucht. 
6.1 Fragestellungen und Hypothesen 
Auch in Studie 2 sollen die bereits in Studie 1 aufgeworfenen Fragestellungen und 
Hypothesen zur Überprüfung des Modalitätseffektes Verwendung finden. Dabei sind 
in der zweiten Studie Fragen nach einer lernförderlichen Wirkung von audiovisuellen 
gegenüber rein visuellen Lernapplikationen von Interesse und werden um Sequenzie-
rungsaspekte und Baseline-Unterschieden ergänzt:   
1. Welche Rolle spielt die Präsentationsmodalität hinsichtlich der kognitiven Be-
lastung, die beim Lernen auftritt?  
2. Welchen Einfluss hat die Präsentationsmodalität auf den Wissenszuwachs? 
3. Inwieweit beeinflusst die Sequenzierung der Informationen die kognitive Belas-
tung, die beim Lernen auftritt und den Wissenszuwachs?  
4. Explorativ soll überprüft werden, ob die Modalitätspräferenz einen Einfluss auf 
die kognitive Belastung bzw. den Wissenszuwachs hat? 
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5. Ferner wäre zu fragen, welchen Einfluss das räumliche Vorstellungsvermögen 
als individueller Faktor für kognitive Fähigkeiten auf die kognitive Belastung 
und den Wissenszuwachs hat? 
Aus Studie 1 und den oben aufgeführten Fragestellungen werden wieder die folgenden 
Hypothesen abgeleitet, die anschließend experimentell zu untersuchen sind: 
Hypothese 1: 
Lernende weisen schnellere Reaktionszeiten bei einer Sekundäraufgabe auf, wenn sie 
mit audiovisuellem Lernmaterial lernen, als wenn ihnen rein visuelles Material darge-
boten wird. 
Hypothese 2: 
Lernende weisen in der ersten Lernphase durch den Aufbau eines neuen mentalen Mo-
dells eine höhere (intrinsische) kognitive Belastung auf, die sich in längeren Reakti-
onszeiten manifestiert (Sequenzierungsaspekt). 
Hypothese 3: 
Lernende weisen einen höheren Wissenszuwachs auf, wenn sie mit audiovisuellem 
Lernmaterial lernen, als wenn ihnen rein visuelles Material dargeboten wird.  
6.2 Methodik 
In den folgenden Abschnitten werden zunächst das Design und die Stichprobe, der Ab-
lauf sowie das Untersuchungsmaterial und die eingesetzten Instrumente näher vorge-
stellt. 
6.2.1 Design und Stichprobe 
Hinsichtlich der Überprüfung des Modalitätseffektes wird das grundlegende within-
subject Design von Studie 1 beibehalten. Das bedeutet, jeder Proband erhält alternie-
rend eine rein visuelle und eine audiovisuelle Lernseite präsentiert. Dadurch lernen sie 
sowohl mit rein visuellen Lernseiten als auch mit audiovisuellen. Die Startmodalität 
wird wieder ausbalanciert. 
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Ergänzend dazu wird ein between-subject Faktor realisiert, der die Sequenzierung der 
Lernmaterialien umfasst. GruppeTD beginnt analog zu allen Probanden aus Studie 1 mit 
den Überblicksseiten in Lernphase 1 und erhält danach in Lernphase 2 die Einzeltakte. 
GruppeBU erhält die invertierte Präsentationsreihenfolge und beginnt mit den Einzel-
taktseiten, gefolgt von den Überblicksseiten. Daraus ergibt sich ein 2x2-faktorielles 
Design (Modalität x Sequenzierung). 
Wie auch in der ersten Studie, wurde in Studie 2 das Dual-Task Paradigma zur Erfas-
sung der kognitiven Belastung beim multimodalen Lernen implementiert, wobei die 
Probanden sich simultan mit zwei verschiedenen Aufgaben beschäftigen sollten. Die 
Primäraufgabe bestand aus der Bearbeitung der Lernumgebung des Viertakt-
Ottomotors (Lernaufgabe), die Sekundäraufgabe entsprach wieder der visuellen 
Monitoring-Aufgabe aus Studie 1 (Reaktionsaufgabe).   
Folgende abhängige Variablen wurden für Studie 2 abgeleitet: 
 AV1: Reaktionszeiten (Sekundäraufgabe) 
 AV2: Wissenszuwachs (Primäraufgabe) 
An der Studie nahmen 70 Studierende der Studiengänge Bachelor und Master Medien-
kommunikation (N = 26; 37,1%), Bachelor Pädagogik (N = 32; 45,7%) und sonstigen 
Studiengängen, wie zum Beispiel Magister Erwachsenenbildung oder Bachelor Wirt-
schaftswissenschaften (N = 12; 17,2%) an der TU Chemnitz teil. Davon waren 71,4% 
weiblich (N = 50) und 28,6 % männlich (N = 20). Die Teilnehmer wurden über diverse 
Veranstaltungen der Professur Pädagogik des E-Learning und der Neuen Medien und 
über Mailinglisten akquiriert. Studierende der Medienkommunikation und der Pädago-
gik erhielten für die Teilnahme an der Studie einen Bestätigungsschein, den sie im 
Rahmen des Medienkommunikations- oder Pädagogikstudiums erwerben mussten. Die 
Teilnehmer hatten ein durchschnittliches Alter von 23,59 Jahren (SD = 3.83; 19-32 
Jahre) und studierten im 1. bis 13. Fachsemester (M = 3.86; SD = 3.66). Sie wurden 
durch ihre freie Platzwahl zufällig einer der zwei Versuchsbedingungen zugewiesen. 
Die Verteilung der Studie war ausgewogen und zeigte folgende Zuordnung (siehe Ta-
belle 12). 
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Tabelle 12:  Verteilung der Probanden auf die zwei Versuchsbedingungen (N=70). 
 Sequenzierung                  Top-down Bottom-up 
 35 35 
   
6.2.2 Ablauf 
Der Ablauf der Studie 2 entsprach im Allgemeinen dem von Studie 1. Sie fand von Ja-
nuar bis März 2010 statt. Im Gegensatz zur ersten Studie wurde allerdings die Lernpha-
se in zwei Abschnitte geteilt und dazwischen ein weiterer Wissenstest integriert, um 
den aktuellen Wissensstand der Probanden zu erheben. Zudem wurde vor Beginn neben 
den Vorwissenstest ein weiterer Fragebogen eingesetzt, der das räumliche Vorstel-
lungsvermögen (RVM) erfasst. Der zeitliche Ablauf von Studie 2 ist in Abbildung 11 
dargestellt:      
 
  Abbildung 11:  Untersuchungsablauf der Studie 2. 
 
Nach der Begrüßung und einleitenden Worten zur Untersuchung, wurde den Probanden 
zunächst der Fragebogen zur Erfassung des räumlichen Vorstellungsvermögens präsen-
tiert, der in zwei vorgegebenen, zeitlich begrenzten Intervallen von jeweils 3 Minuten 
zu lösen war. Danach folgten der papierbasierte Fragebogen zur Erfassung demografi-
scher Daten und des Vorwissens über den Viertakt-Ottomotor. Es begann die individu-
elle Bearbeitungsphase, in der die Probanden in ihrem eigenen Tempo, ohne Zeitlimi-
tierung arbeiten konnten. Im Anschluss begannen sie am PC mit der Lernphase 1, in 
der sie den ersten Teil der Lernseiten präsentiert bekamen (entweder die Überblickssei-
ten oder die Einzeltakte). Neben der Lernaufgabe musste zeitgleich die Sekundäraufga-
be gelöst werden. Nach Ablauf der ersten Lernphase wurden die Probanden mittels 
computerbasierter Instruktion aufgefordert, den Fragebogen zwischen den zwei Lern-
phasen auszufüllen, bevor sie mit dem zweiten Teil der Lernphase starteten. Dieser 
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beinhaltete die Wissensitems aus dem Vorwissenstest sowie Fragen zu den in dem 
Lernmodul integrierten Bildern. Nach einer zweiten kurzen Lernphase sollte dann der 
gesamte Nachwissenstest, inklusive der Angaben zu Lernverhalten und Modalitätsprä-
ferenzen ausgefüllt werden. Insgesamt dauerte die Studie ca. 60 Minuten. 
6.2.3 Untersuchungsmaterial 
Das Untersuchungsmaterial wurde für Studie 2 nur dahingehend leicht  modifiziert, als 
dass die Abfolge der Lernseiten variiert wurde. Aus Tabelle 13 werden die beiden un-
terschiedlichen Sequenzierungsfolgen ersichtlich.  
Tabelle 13:  Übersicht der Sequenzierungen. 
‚Top-Down‘ ‚Bottom-Up‘ 
Instruktionsseite 1 – Begrüßung und Codebestimmung 
Instruktionsseite 2 – Instruktion für die Baseline-Erhebung 
Baseline 1 – nur Buchstabe  
Baseline 2 – audiovisuelle Baseline 
Baseline 3 – rein visuelle Baseline 
Instruktionsseote 4 – Instruktion für die Lernumgebung 
„Der Aufbau des Viertakt-Ottomotors“ 
„Die Arbeitsweise des Viertakt-Ottomotors“ (1) „Takt 1: Das Ansaugen“ 
„Die Arbeitsweise des Viertakt-Ottomotors“ (2) „Takt 2: Das Verdichten“ 
„Die Arbeitsweise des Viertakt-Ottomotors“ (3) „Das Zünden“ 
Instruktionssete 5 – Bearbeitung Zwischentest „Takt 3: Das Arbeiten“ 
„Takt 1: Das Ansaugen“ „Takt 4: Das Ausschieben“ 
„Takt 2: Das Verdichten“ Instruktionssete 5 – Bearbeitung Zwischentest 
„Das Zünden“ „Die Arbeitsweise des Viertakt-Ottomotors“ (1) 
„Takt 3: Das Arbeiten“ „Die Arbeitsweise des Viertakt-Ottomotors“ (2) 
„Takt 4: Das Ausschieben“ „Die Arbeitsweise des Viertakt-Ottomotors“ (3) 
Instruktionsseite 6 – Bearbeitung Nachwissenstest und Verabschiedung 
6.2.4 Untersuchungsinstrumente 
Insgesamt beinhaltet Studie 2 dieselben Untersuchungsinstrumente wie Studie 1. Le-
diglich zwei Komponenten wurden hinzugefügt, die nachfolgend erläutert werden sol-
len. Dies ist zum einen der Papierfalttest von Ekstrom, French und Harman (1976), der 
zur Erfassung des räumlichen Vorstellungsvermögens eingesetzt wird und zum anderen 
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die Integration eines Fragebogens zwischen den zwei Lernphasen, der den aktuellen 
Wissensstand nach Lernphase 1 erfassen soll. Zusätzlich wurden der Vorwissenstest 
und der Zwischentest so modifiziert, dass eine weitere Antwortoption „weiß nicht“ ein-
geführt wurde, um dem Problem der hohen Ratewahrscheinlichkeit, gerade bei den di-
chotomen Antwortabschnitten (z. B. Richtig/Falsch-Antworttyp) zu begegnen (Bortz & 
Döring, 2002; Lienert, 1989). 
6.2.4.1 Räumliches Vorstellungsvermögen 
Da in dem verwendeten Material in statischer Weise Bewegungsvorgänge des Viertakt -
Ottomotors präsentiert werden, die sich die Probanden mental vorstellen müssen, um 
die komplexen Vorgänge nachzuvollziehen, soll daher in Studie 2 im Vortest ergänzend 
noch das räumliche Vorstellungsvermögen erfasst werden, um so den Einfluss auf den 
Lernerfolg und die kognitive Belastung ableiten zu können. Bereits Brünken. Steinba-
cher und Leutner (2000) konnten einen Einfluss des räumlichen Vorstellungsvermö-
gens auf die Bildung mentaler Modelle konstatieren. Daher ist es für die für Studie 2 
abgeleiteten Forschungsfragen von besonderem Interesse, das räumliche Vorstellungs-
vermögen zu erfassen. Zur Feststellung der Ausprägung des räumlichen Vorstellungs-
vermögens existieren zahlreiche Tests, bei denen zwei- und vor allem dreidimensionale 
Objekte mental rotiert oder manipuliert werden sollen (French, 1951; Guilford & Zim-
mermann, 1953). In der vorliegenden Studie wurde dafür ein Papierfalttest von 
Ekstrom und Kollegen (1976) eingesetzt, der zuvor in anderen Studien erfolgreich ein-
gesetzt wurde (Brünken et al., 2000; Münzer, Seuert & Brünken, 2009). Er enthält 20 
Items, bei denen die Probanden aufgefordert sind, sich mental das Falten eines Papier-
bogens vorzustellen, der an einer bestimmten Stelle gelocht wird. Danach sollen sie das 
Papierblatt mental wieder auseinanderfalten und von fünf vorgegebenen Alternativen 
die richtige Zielkonfiguration auswählen. Für die insgesamt 20 Items gab es eine Zeit-
vorgabe von 2x3 Minuten (drei min. für die ersten zehn Items, drei min. für die letzten 
zehn Items). In Abbildung 12 wird beispielhaft ein Item dargestellt.  
Abbildung 12:  Beispielitem aus dem Papierfaltfest. Aus Ekstrom, French & Harman (1976). 
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6.2.4.2 Wissensstand nach der ersten Lernphase 
Die Lernphase wurde, wie bereits erläutert, in zwei Teile untergliedert und um einen 
Zwischentest erweitert, um feststellen zu können, wie der individuelle Wissensstand 
nach Beendigung der ersten Lernphase ist. Es wird erwartet, dass dadurch in der Aus-
wertung Unterschiede zwischen dem Lernen mit den Überblicksseiten und dem Lernen 
mit den Einzeltaktseiten festgestellt werden können. Der Fragebogen für den Zwischen-
test entspricht dem des Nachwissenstest, wurde jedoch um die zusätzliche Antwortal-
ternative „weiß nicht“ ergänzt. Der komplette Zwischentest für die Erfassung des aktu-
ellen Wissensstands nach der ersten Lernphase kann in Anhang B.1 nachgelesen wer-
den. 
6.3 Ergebnisse 
Wie bereits bei Studie 1 werden jeweils zuerst die Ergebnisse der Reaktionszeitmes-
sung und des Wissenszuwachses deskriptiv dargestellt, bevor dann die 
inferenzstatistische Auswertung erfolgt. Die Ergebnisse sollen dabei in Bezug auf die 
in Abschnitt 6.1 aufgeworfenen Fragestellungen und Hypothesen ausgewertet werden. 
Die Modalitätspräferenz und das räumliche Vorstellungsvermögen werden zum Schluss 
berichtet, bevor eine zusammenfassende Diskussion von Studie 2 sich in Kapitel 6.4 
anschließt. 
Die erfassten Daten wurden zu Beginn der Analyse einer explorativen Datenanalyse 
unterzogen, die extreme Ausreißer aufdecken sollte, die von der Auswertung ausge-
schlossen wurden. Integriert wurden insgesamt die Daten von N = 60 Probanden. Neun 
der zehn ausgeschlossenen Probanden wurden aufgrund von zu hohen Reaktionszeiten 
ausgeschlossen, ein Proband erfüllte in der zweiten Lernphase die Sekundäraufgabe 
nicht. Die Startmodalität wurde wieder kontrolliert ausbalanciert. Die Verteilung auf 
die beiden Sequenzierungen ergab folgende Gruppenwerte (siehe Tabelle 14). 
Tabelle 14:  Gruppenverteilung nach Sequenzierung (N=60). 
Sequenzierung             Top-down Bottom-up  
 30 30 60 
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6.3.1 Reaktionszeiten in den Baselines 
Für die Auswertung der Reaktionszeiten, die in Hypothese 1 thematisiert werden, sol-
len wieder zuerst die Baseline-Werte analysiert werden, die die individuellen Grundzei-
ten der Probanden einer Single-Task Kondition darstellen. Dafür wurden die drei be-
kannten Baselines zur Überprüfung herangezogen, die wieder hinsichtlich der Anzahl 
der Reaktionszeitwerte korrigiert wurden. Für Baseline 1 wurden nur die Reaktionswer-
te 2-7 eingeschlossen, für Baseline 2 und 3 jeweils die Werte 2-4, um Verzerrungen 
durch Anfangsunsicherheiten und unausgeglichener Anzahl an Reaktionswerte zu be-
gegnen.  
Da es sich um die Ausführung der Sekundäraufgabe ohne weitere Aufgabe handelt, 
wird wieder kein signifikanter Reaktionszeitunterschied zwischen den einzelnen 
Baselines erwartet. Aus Tabelle 15 werden die deskriptiven Statistiken ersichtlich. 
Tabelle 15:  Deskriptive Kennwerte der Baselines in ms (N=60). 
 
Mittelwert Standardabweichung 
Baseline 1 348,42 65,80 
Baseline 2 381,52 79,21 
Baseline 3 421,38 103,05 
 
Bei der Überprüfung der Baselines ergab sich insgesamt wieder ein signifikanter Un-
terschied zwischen den drei Baselines (F(1,59) = 20.27; p < .001, ηp² = .25). Dieser 
zeigte sich nicht nur zwischen Baseline 1 und Baseline 2 (F(1, 59) = 6.65, p = .05, ηp² 
= .10), sondern auch zwischen Baseline 1 und 3 (F(1, 59) = 20.27, p < .001, ηp² = .26) 
sowie Baseline 2 und 3 (F(1, 59) = 7.73, p < .01, ηp² = .11). Auffällig bei den Ergeb-
nissen sind die steigende Standardabweichung sowie die doch recht geringen Reakti-
onszeitunterschiede, die dennoch signifikant werden. Woher dieser Unterschied resul-
tiert, wird noch zu diskutieren sein. 
Auch für Studie 2 soll nun folgend überprüft werden, ob die Single-Task Bedingung 
eine geringere kognitive Belastung aufweist als die Dual-Task Bedingung. Begründet 
liegt die Annahme darin, dass bei der Single-Task Bedingung die Probanden mit ledig-
lich einer (einfachen) Aufgabe konfrontiert werden und in der Dual-Task Bedingung 
mit zwei interferierenden. Dadurch der Lernende seine begrenzten Ressourcen auf 
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zwei Aufgaben aufteilen muss, die den gleichen Ressourcenpool beanspruchen (Navon 
& Gopher, 1979; Pashler, 1994). Um in späteren Analysen eine mögliche höhere kog-
nitive Belastung auf den Einsatz von zwei konkurrierenden Aufgaben zurückführen zu 
können, werden zuerst die Reaktionszeiten für die Baselines denen der Lernseiten ge-
genübergestellt und geprüft (siehe Tabelle 16).  
Tabelle 16:  Deskriptive Kennwerte der Single- (Baselines) und Dual-Task Bedingung (Lernseiten) 
     in ms. 
 Mittelwert Standardabweichung 
Baselines 383,77 53,45 




Die Probanden sind in der Single-Task Bedingung signifikant schneller und damit sig-
nifikant weniger kognitiv belastet als in der Dual-Task Bedingung (F(1, 59) = 136.93; 
p < .001; ηp² = .69). Bei der Überprüfung des Faktors Sequenzierung (F(1, 58) = .65; p 
> .43; ηp² = .01) zeigte sich keine signifikanten Unterschied zwischen den Reaktions-
zeiten für die Baselines und denen der Lernseiten. Auch ergibt sich bei der Betrachtung 
der Baselines kein signifikanter Unterschied zwischen den Gruppen der Sequenzierung 
(F(1, 58) = .96; p > .32; ηp² = .016). Aus der unten stehenden Grafik in Abbildung 13 
wird der Verlauf bei der Unterscheidung hinsichtlich der Sequenzierung ersichtlich. 
 
 











Baseline 1 Baseline 2 Baseline 3
top-down bottom-up
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6.3.1 Reaktionszeiten während des multimedialen Lernens 
Im weiteren Verlauf soll sich nun, unter Beachtung der oben berichteten Unterschiede, 
der Beantwortung von Hypothese 1 gewidmet werden. Hypothese 1 besagte, dass Ler-
nende schnellere Reaktionszeiten bei einer Sekundäraufgabe aufweisen, wenn sie mit 
audiovisuellem Lernmaterial lernen, als wenn ihnen rein visuelles Material dargeboten 
wird. Zunächst werden wieder die deskriptiven Daten präsentiert (siehe Tabelle 17) und 
danach erfolgt die inferenzstatistische Auswertung. 
Tabelle 17:  Deskriptive Kennwerte der mittleren Reaktionszeiten der visuellen und audiovisuellen  
    Lernseiten in ms (N=60).  
 
Mittelwert Standardabweichung 
visuelle Lernseiten 1104,05 519,19 
audiovisuelle Lernseiten 944,53 560,46 
 
 
Die varianzanalytische Auswertung aller Studienteilnehmer ergab, dass es einen signi-
fikanten Unterschied zwischen visuellen und audiovisuellen Lernseiten gab (F(1, 59) = 
4.07; p < .05; ηp² = .06). Das bedeutet, dass die Probanden in der vorliegenden Studie 
tatsächlich bei den rein visuellen Lernseiten signifikant langsamer reagierten als bei 
den audiovisuellen Lernseiten, womit der Modalitätseffekt hier bestätigt werden kann. 
Nun sollen nachfolgende Analysen eine differenziertere Betrachtung hinsichtlich  der 
Gruppenunterscheidungen ermöglichen.  
Tabelle 18:  Deskriptive Kennwerte der mittleren Reaktionszeiten der visuellen und audiovisuellen  
Lernseiten in ms, nach Gruppen getrennt.  








visuelle Lernseiten top down 1102,31 547,57 
 bottom up 1105,79 498,58 
audiovisuelle top down 1045,60 655,77 
Lernseiten bottom up 843,53 433,46 
 
Die Auswertung mittels ANOVA zeigte sich für die einzelnen GruppeTD und GruppeBU, 
dass es nur für die GruppeBU einen signifikanten Unterschied bei den Reaktionszeiten 
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von rein visuellen und audiovisuellen Lernseiten im Sinne des Modalitätseffektes gibt 
(F(1, 29) = 6.83; p < .05, ηp² = .19). Das bedeutet, der Modalitätseffekt konnte für 
GruppeBU nachgewiesen werden. Für GruppeTD zeigt sich dieser Unterschied nicht 
(F(1, 29) = .22; p > .64, ηp² = .008). Dennoch wurde trotz der Unterschiede kein signi-
fikanter Unterschied zwischen den Gruppen festgestellt (F(1,58) = 1.7; p > .19; ηp² = 
.02) 
Zusammenfassend kann daher konstatiert werden, dass der Modalitätseffekt nachge-
wiesen wurde und die Probanden bei den visuellen Lernseiten signifikant längere Reak-
tionszeiten aufweisen als bei den audiovisuellen. Allerdings gibt es Unterschiede zwi-
schen den einzelnen Gruppen, die zu diskutieren sind, da der Modalitätseffekt vorwie-
gend von GruppeBU getragen wird. Für eine mögliche Erklärung der gefundenen Dis-
krepanzen sollen nun die einzelnen Lernseiten eingehender geprüft werden. Dafür wer-
den für die Auswertung zunächst die deskriptiven Werte berichtet (Tabelle 19). Zu be-
achten gilt, dass zur besseren Übersicht die Daten nach dem inhaltlichen Top-Down 
Verlauf geordnet wurden, d. h. Lernseite 1 beinhaltet für beide Gruppen den Aufbau 
des Viertakt-Ottomotors, Lernseite 2 die Arbeitsweise (1) etc. 
Tabelle 19: Deskriptive Kennwerte der mittleren Reaktionszeiten der einzelnen Lernseiten (N=60). 
 
Mittelwert Standardabweichung 
1. Lernseite 945,58 1079,82 
2. Lernseite 1328,54 914,42 
3. Lernseite 1144,60 802,65 
4. Lernseite 1296,19 1300,51 
5. Lernseite 1243,95 1236,28 
6. Lernseite 946,91 867,66 
7. Lernseite 771,90 567,36 
8. Lernseite 896,43 815,58 
9. Lernseite 678,63 285,40 
 
Bereits aus den Mittelwerten ist erkennbar, dass diesmal die Lernseiten 2-5 höhere 
Werte aufweisen als Lernseite 1 und Lernseiten 6-9. Dies entspricht den schon in Stu-
die 1 gefundenen Ergebnissen, dass die Lernseiten mit der Arbeitsweise des Viertakt -
Ottomotors langsamere Reaktionen der Probanden aufweisen. Hinzu kommt diesmal 
allerdings auch eine höhere Belastung in Form von längeren Reaktionszeiten für Lern-
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seite 5, der ersten Einzeltaktbeschreibung. Dieser generellen Analyse für die gesamte 
Stichprobe soll nachfolgend die Analyse der Sequenzierung angeschlossen werden, ob 
diese einen bedeutenden Einfluss auf die Reaktionszeiten der einzelnen Seiten besitzt. 
Dafür werden zuerst wieder die deskriptiven Kennwerte für die Sequenzierung (Tabelle 
20) referiert.  
Tabelle 20:  Deskriptive Kennwerte der mittleren Reaktionszeiten der einzelnen Lernseiten in ms, 
nach Gruppen getrennt. 








1. Lernseite top down 700,88 454,80 
(Aufbau) bottom up 1190,27 1428,82 
2. Lernseite top down 1095,90 726,94 
(Arbeitsweise 1) bottom up 1561,18 1029,92 
3. Lernseite top down 1040,00 756,16 
(Arbeitsweise 2) bottom up 1249,20 846,34 
4. Lernseite top down 1260,88 1356,95 
(Arbeitsweise 3) bottom up 1331,50 1263,75 
5. Lernseite top down 1735,28 1453,71 
(Takt 1) bottom up 752,62 704,79 
6. Lernseite top down 1166,48 1060,10 
(Takt 2) bottom up 727,34 555,03 
7. Lernseite top down 835,88 541,11 
(Zünden) bottom up 707,92 594,67 
8. Lernseite top down 1046,54 977,52 
(Takt 3) bottom up 746,32 592,55 
9. Lernseite top down 715,23 277,21 
(Takt 4) bottom up 642,02 293,42 
 
Durch Auswertung mittels ANOVA wird deutlich, dass insgesamt für die Sequenzierung 
kein signifikanter Effekt (F(1, 56) = .56; p > .45; ηp² = .01) gefunden werden konnte. 
Interessant sind die Ergebnisse der Sequenzierungs-Unterscheidung für die einzelnen 
Lernseiten. Vereinzelt betrachtet, sind signifikante Unterschiede bei Lernseite 2 (F(1, 
59) = 4.08; p < .05; ηp² = .06); Lernseite 5 (F(1, 58) = 11.09; p < .01; ηp² = .16) und 
Lernseite 6 (F(1, 58) = 4.04; p < .05; ηp² = .06) zwischen GruppeTD und GruppeBU zu 
konstatieren, wobei GruppeTD nur bei Lernseite 2 schneller reagiert, bei Lernseite 5 und 
6 zeigt sie sich GruppeBU unterlegen. Schaut man sich die zusammengefassten Kenn-
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werte der Überblicksseiten und der Einzeltaktseiten genauer an (Tabelle 21), zeigt sich 
zwischen den Gruppen teilweise gegenläufige Resultate, wenn man davon ausgeht, dass 
die Lernseiten 1-4 mit den Überblicken bei GruppeTD zuerst präsentiert wurden und 
Lernseiten 5-9 (Einzeltakte) die zweite Lernphase nach dem Zwischentest darstellen.  
Tabelle 21:  Deskriptive Kennwerte der mittleren Reaktionszeiten der Überblicks- und  
Einzeltaktlernseiten in ms, nach Gruppen getrennt.  








Überblicksseiten top down 1132,26 662,73 
 bottom up 1380,63 618,97 
 gesamt 1256,44 647,98 
Einzeltaktseiten top down 1099,89 558,26 
 bottom up 715,24 302,54 
 gesamt 907,56 485,58 
 
Bei GruppeBU wurden diese Einzeltaktseiten als erstes dargeboten, bevor die Über-
blicksseiten bearbeitet werden mussten. Hinsichtlich der varianzanalytischen Auswer-
tung des Faktors Sequenzierung bei den Überblicks- und Einzeltaktseiten kann konsta-
tiert werden, dass sich die Reaktionszeitwerte für die Überblicksseiten signifikant von 
den Einzeltaktseiten unterscheiden, d.h. die Reaktionszeiten für die Einzeltaktseiten 
sind jeweils signifikant kürzer als die für die Überblicksseiten. Dies ist allerdings bei 
beiden Sequenzierungsgruppen der Fall, so dass es zwischen den Gruppen keinen signi-
fikanten Unterschied gibt (F(1, 58) = .32; p > .57; ηp² = .005). In Abbildung 14 wird 
der Verlauf der Reaktionszeiten für die einzelnen Lernseiten nach Gruppen getrennt 
visualisiert, um die verschiedenen Verläufe deutlich zu machen. 
 




Abbildung 14:  Vergleich der Reaktionszeiten der Einzelseiten, nach Gruppen getrennt. 
 
Bei der Gegenüberstellung der Reaktionszeiten der beiden Gruppen für die Überblicks-
seiten und die Einzeltaktseiten wurde festgestellt, dass bei den Überblicksseiten zwi-
schen den beiden Gruppen kein signifikanter Unterschied festgestellt werden konnte 
(F(1, 58) = 2.25; p > .13; ηp² = .03), allerdings unterschieden sich die Gruppen bei den 
Einzeltaktseiten signifikant von einander (F(1, 58) = 11.00; p < .01; ηp² = .16). Zeit-
gleich konnte ein signifikanter Haupteffekt für GruppeBU zwischen den Überblick ver-
mittelnden Lernseiten und den Einzeltakt darstellenden Lernseiten ermittelt werden 
(F(1, 29) = 36.53; p < .001; ηp² = .55). Für GruppeTD zeigte sich dieser Haupteffekt 
nicht (F(1, 29) = .09; p > .76; ηp² = .003). Wie aus Abbildung 14 deutlich wird, zeigt 
GruppeBU den gleichen Verlauf wie die Probanden in Studie 1, so zeigen sich höhere 
Reaktionszeiten bei den Lernseiten der Arbeitsweise, die bei den Einzeltakten stark 
abfällt (ab Lernseite 5). GruppeTD hingegen zeigt diesen zweigeteilten Verlauf nicht. 
6.3.3 Wissenszuwachs 
Neben den prozessgerichteten Fragestellungen der Reaktionszeitbearbeitung steht auch 
der Wissenszuwachs im Zentrum der Betrachtung. Daher soll sich im Folgenden mit 
der Analyse der Wissenserwerbsprozesse auseinandergesetzt werden und Hypothese 3 
beantwortet werden. Diese besagte, dass Lernende mit einer audiovisuellen Präsentati-
on einen höheren Wissenszuwachs erzielen als mit einer rein visuellen. In Tabelle 22 
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den neu integrierten Zwischentest, den dem Vortest entsprechenden Nachtest, den 
Bildwissenstest und den kompletten Nachwissenstest abgebildet.  
Tabelle 22:  Durchschnittlich erreichte Punktzahl in den einzelnen Wissenstests (N = 60). 
 
Minimum Maximum Mittelwert Standardabweichung 
Vortest, max. 21 Punkte 0 17 6,52 4,72 
Zwischentest, max. 37 Punkte 8 33 21,95 6,56 
Zwischentest, bezogen auf 
Vortest; max. 21 Punkte 
4 19 11,65 3,54 
Nachtest, max. 37 Punkte 17 35 27,90 4,38 
Nachtest, bezogen auf Vortest; 
max. 21 Punkte 
6 19 14,67 2,71 
Bildwissen/Nachtest; max. 16 
Punkte 
7 16 13,23 2,41 
Bildwissen/ Zwischentests, 
max. 16 Punkte 
2 16 10,30 3,73 
 
Insgesamt ist ebenfalls für die zweite Studie zu konstatieren, dass die Probanden wenig 
domänenspezifisches Vorwissen im Bereich des Viertakt-Ottomotors hatten. Daher 
ergab die Analyse wie in Studie 1 einen signifikanter Wissenszuwachs über die Zeit 
zwischen dem Vortest und den identischen Nachtest (F(1, 59) = 223.58; p < .001; ηp² = 
.79) sowie zwischen Vortest und identischem Zwischentest (F(1, 59) = 126.58; p < 
.001; ηp² = .68). Zudem kann auch ein signifikanter Haupteffekt für den identischen 
Test von Zwischen- und Nachwissen ermittelt werden (F(1, 59) = 97.92; p < .001; ηp² = 
.62). Betrachtet man den gesamten Zwischentest und Nachtest, ist ein signifikanter Un-
terschied zwischen beiden feststellbar (F(1, 59) = 123.98; p < .001; ηp² = .95). Hin-
sichtlich des Bildwissens ist ebenfalls ein signifikanter Unterschied zu identifizieren 
(F(1, 59) = 62.70; p < .001; ηp² = .51). Zusammenfassend kann gesagt werden, dass die 
Lernenden einen signifikanten Wissenszuwachs im Zwischentest, mit einem erneuten 
signifikanten Anstieg ihres Wissens im Nachtest verzeichnen können. Das bedeutet, sie 
konnten erfolgreich mit dem Lernmodul neues Wissen akquirieren. Im Folgenden wird 
untersucht, welchen Einfluss die Sequenzierung auf den Wissenszuwachs hat.  
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Vortest, max. 21 Punkte top-down 6,53 5,06 
 bottom-up 6,50 4,43 
Zwischentest, max. 37 Punkte top-down 20,53 6,87 
 bottom-up 23,37 6,02 
Zwischentest, bezogen auf  top-down 10,93 3,56 
Vortest; max. 21 Punkte bottom-up 12,37 3,43 
Nachtest, max. 37 Punkte top-down 27,90 3,81 
 bottom-up 27,90 4,95 
Nachtest, bezogen auf Vortest;  top-down 14,57 2,22 
max. 21 Punkte bottom-up 14,77 3,15 
Bildwissen/Nachtest; max. 16  top-down 13,33 2,39 
Punkte bottom-up 13,13 2,46 
Bildwissen/ Zwischentests,  top-down    9,60 3,87 
max. 16 Punkte bottom-up 11,00 3,52 
 
Während es keine signifikanten Unterschiede beim Vorwissen oder Nachwissen
13
 gibt 
(siehe Tabelle 23), soll wie bereits angedeutet der Zwischentest im Mittelpunkt der 
Betrachtungen gerückt werden. Dabei soll der Gesamtwissensstand im Zwischentest, 
der Wissensstand im Vergleich zum Vorwissen und das Bildwissen des Zwischentests 
geprüft werden. Das Gesamtwissen des Zwischentest zeigt einen numerischen Vorteil 
für die GruppeBU gegenüber der GruppeTD, dieser wird aber nicht signifikant (F(1, 58) 
= 2.88; p > .09, ηp² = .04). Das bedeutet, die Gruppe mit den Einzeltaktseiten hat im 
Zwischentest insgesamt mehr Punkte erreicht als die Gruppe, die mit den Überblicks-
seiten begonnen hat. Ähnliche Resultate zeigen sich beim Vergleich des Vortests mit 
dem identischen Zwischentest und dem Bildwissen. Bei ersterem erlangen die Proban-
den mit den Einzeltaktseiten zunächst mehr Punkte, der Unterschied zeigt sich aber als 
nicht signifikant (F(1, 58) = 2.51; p > .11; ηp² = .04). Letzteres weist ebenfalls keine 
signifikanten Werte auf (F(1, 58) = 2.14; p > .14; ηp² = .03). Sieht man sich aber kon-
kret den Wissenszuwachs zwischen Zwischentest und Nachtest an, kann ein signifikan-
ter Unterschied zwischen den Gruppen festgestellt werden (F(1, 58) = 7.84; p < .01; ηp² 
= .11). Das heißt, GruppeTD hat einen signifikant höheren Differenzwert zwischen Zwi-
                                                 
13
 Dieser ist sogar zwischen den Gruppen identisch (M = 27.90), auch wenn die Standardabweichungen leicht 
divergieren. 
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schentest und Nachtest als GruppeBU. Dies ist aber wenig überraschend, da GruppeBU 
im Zwischentest bereits mehr Wissen aufwies als GruppeTD und sich die Endwissens-
werte nicht voneinander unterschieden. Im Allgemeinen hatte demnach die Sequenzie-
rung keinen Einfluss auf den Wissenszuwachs, lediglich beim Zwischenwissen ergaben 
sich temporäre Differenzen, die im Nachtest ausgeglichen waren.  
Für die weiteren Analysen sollen nun die eindeutig einer spezifischen Lernseite zuge-
wiesen Informationen überprüft werden, da Hypothese 3 besagte, dass mit den audiovi-
suell präsentierten Informationen besser gelernt werden und ein höherer Wissenszu-
wachs verzeichnen werden kann, als mit den rein visuellen. Daher ist für die vorliegen-
de Arbeit die rein visuellen und rein audiovisuellen Informationen von besonderer Re-
levanz. Die sechs bereits in Studie 1 herauskristallisierten Items werden dafür wieder 
einer Überprüfung unterzogen. Durch eine ungleiche Verteilung der visuellen und audi-
tiven Punkte wurde für jede Gruppe die Anzahl der eindeutig der visuellen oder auditi-
ven Modalität zuordenbaren Items bestimmt und mittels Mittelwertsvergleich überprüft 
(siehe Tabelle 24). 
Tabelle 24:  Durchschnittlich erreichter Wissenszuwachs bei eindeutig visuell und audiovisuell 
präsentierten Informationen (N=60). 
 
Mittelwert Standardabweichung 
visuelle Punkte ,71 ,24 
audiovisuelle Punkte ,72 ,21 
 
Dabei zeigte sich kein signifikanter Unterschied zwischen eindeutig visuell präsentier-
ten und eindeutig auditiv präsentierten Informationen (F(1, 59) = .01; p > .89; ηp² = 
.00). Die Sequenzierung betreffend konnte ein signifikanter Unterschied von Modalität 
der Items und Sequenzierung gefunden werden (F(1, 58) = 1.34; p > .25, ηp² = .02). Es 
bleibt zu konstatieren, dass Hypothese 3 nicht bestätigt werden konnte: Probanden er-
werben nicht mehr Wissen von einer audiovisuellen Präsentation als von einer rein vi-
suellen. 




Analog zu Studie 1 soll auch für Studie 2 untersucht werden, welchen Einfluss eine 
mögliche Modalitätspräferenz der Versuchsteilnehmer auf die Reaktionszeiten und den 
Wissenszuwachs hat. Auch hier liegt die Annahme zugrunde, dass eine Modalitätsprä-
ferenz-passungsgleiche Darstellung lernförderlicher ist als eine Präsentation der Infor-
mationen in der nicht präferierten Modalität. Wie in Studie 1 wurden die auf den Faktor 
Modalitätspräferenz ladenden Items zur Analyse herangezogen und zunächst die de-
skriptiven Kennwerte ermittelt (Tabelle 25). Es wurden mittels Mediansplit wieder 
zwei Gruppen gebildet, die einer Modalität zugeordnet werden können. Der Wert 1 
steht für eine visuelle Modalitätspräferenz, der Wert 2 für ein auditive. 




auditiv (=2) Gesamt 
top down 15 15 30 
bottom up 13 17 30 
Gesamt 28 32  
 
 
Aus Tabelle 25 wird die Verteilung der visuellen und auditiven Präferenz auf die gesamte 
Stichprobe, als auch auf die zwei einzelnen Gruppen ersichtlich. Hier zeigt sich eine aus-
gewogene Verteilung der Präferenz für die auditive (53%) und für die visuelle Modalität 
(47%). Anschließend soll die Forschungsfrage überprüft werden, inwieweit die Modali-
tätspräferenz Einfluss auf die kognitive Belastung und den Wissenszuwachs hat. 
Modalitätspräferenz und Reaktionszeiten 
Zunächst werden die Modalitätspräferenzen im Zusammenhang mit den Reaktionszei-
ten für die visuellen und audiovisuellen Lernseiten überprüft. Die Analyse mittels 
bivariater Korrelation von Modalitätspräferenz und den Reaktionszeiten für die visuel-
len respektive audiovisuellen Lernseiten ergeben keinen signifikanten Zusammenhang, 
weder für die visuellen Seiten (r = -.131; p > .31) noch die audiovisuellen (r = -.04; p > 
.76). 
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Modalitätspräferenz und Wissenszuwachs 
Neben den Reaktionszeiten ist der Wissenszuwachs von Relevanz für die vorliegende 
Arbeit, daher soll nachfolgend überprüft werden, ob die Modalitätspräferenz mit dem 
Wissenszuwachs in Zusammenhang steht. Dabei wird sich auf die Items der eindeutig 
einer Modalität zuordenbaren Punkte bezogen. Auch hier kann kein signifikanter Zu-
sammengang konstatiert werden. Weder die visuellen (r = .016; p > .90) noch die audi-
tiven Punkte (r = .107; p > .41) korrelieren signifikant mit der Modalitätspräferenz. Das 
bedeutet, dass für Studie 2 kein Zusammenhang zwischen Modalitätspräferenz und 
kognitiver Belastung bzw. Modalitätspräferenz und Wissenszuwachs konstatiert wer-
den kann. 
6.3.4 Räumliches Vorstellungsvermögen 
Die Erfassung des räumlichen Vorstellungsvermögens (RVM) wurde neu in das Studi-
endesign der zweiten Untersuchung integriert, um es als Komponente der kognitiven 
Fähigkeiten zu untersuchen. In der Forschung existieren bereits Untersuchungen des 
Einflusses des räumlichen Vorstellungsvermögens auf den Wissenserwerb für unter-
schiedlich kodierte Informationen (Brünken et al., 2000), hier war der Einfluss auf den 
Wissenszuwachs bei unterschiedlich modal aufbereiteten Informationen von Interesse. 
Für die 20 im Papierfalttest aufgeführten Items wurde eine Gesamtpunktzahl für die 
richtig gelösten Aufgaben ermittelt und der Mittelwert berechnet, um zwei Gruppen 
(niedriges räumliches Vorstellungsvermögen vs. hohes räumliches Vorstellungsvermö-
gen) zu erhalten. Dies ergab eine Verteilung für die beiden Gruppen, die wie folgt aus-
sah (siehe Tabelle 26).  
Tabelle 26:  Kreuztabelle RVM und Sequenzierung (N=60). 
Sequenzierung niedriges RVM (=1) hohes RVM  (=2) Gesamt 
top down 17 13 30 
bottom up 17 13 30 
Gesamt 34 26  
 
Nachfolgend werden zunächst die deskriptiven Kennwerte für die visuellen und audio-
visuellen Punkte sowie die des räumlichen Vorstellungsvermögens betrachtet (Tabelle 
27). 
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Tabelle 27:  Deskriptive Kennwerte der visuellen und audiovisuellen Punkte und des RVM (N=60). 
 
Mittelwert Standardabweichung 
visuelle Punkte ,71 ,24 
audiovisuelle Punkte ,72 ,21 
Punktzahl RVM 12,35 3,69 
 
Das räumliche Vorstellungsvermögen wurde als Kovariate in die Berechnungen mittels 
linearer Regression einbezogen und überprüft, ob es einen signifikanten Zusammen-
hang zwischen räumlichen Vorstellungsvermögen und den visuell eindeutig zuordenba-
ren Informationen gibt (Tabelle 28).  






Quadrate F Sig. 
Regression ,585 1 ,585 11,104 ,002
a
 
Nicht standardisierte Residuen 3,054 58 ,053   
Gesamt 3,639 59    
Bem.: a. Einflussvariablen : (Konstante), Erreichte Punkte in beiden Teilen 
           b. AV: vis. Punkte, geteilt durch Gesamtanzahl visuelle Punkte, da Punkte unterschiedlich verteilt 
 
Analog wurde die Berechnung für die eindeutig der audiovisuell präsentierten Informa-
tionen vorgenommen (siehe Tabelle 29). 






Quadrate F Sig. 
Regression ,712 1 ,712 20,754 ,000
a
 
Nicht standardisierte Residuen 1,991 58 ,034   
Gesamt 2,703 59    
Bem.: a. Einflussvariablen : (Konstante), Erreichte Punkte in beiden Teilen 
           b. AV: aud. Punkte, geteilt durch Gesamtanzahl audiovis. Punkte, da Punkte unterschiedlich verteilt 
 
 
Hinsichtlich des Wissenszuwachses bei den eindeutig zuordenbaren Punkten kann so-
wohl bei den eindeutig visuell präsentierten Informationen als auch bei den eindeutig 
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auditiv dargestellten Informationen ein signifikanter Zusammenhang zwischen Infor-
mationsmodalität und räumlichen Vorstellungsvermögen festgestellt werden. In Bezug 
auf die Reaktionszeiten der visuellen und audiovisuellen Lernseiten lassen sich keine 
signifikanten Werte feststellen (für visuell: F(1,58) = .51; p > .47 und für audiovisuell: 
F(1,58) = 2.79; p > .10). Das bedeutet, die Ausprägung der kognitiven Fähigkeit räum-
liches Vorstellungsvermögen wirkt sich positiv auf den Wissenszuwachs aus rein visu-
ellen und audiovisuellen Informationen aus.  
6.4 Diskussion der Ergebnisse von Studie 2 
Studie 2 der vorliegenden Arbeit diente der Überprüfung, ob die Sequenzierung der 
Information einen entscheidenden Einfluss auf den Wissenszuwachs beim multimoda-
len Lernen hat und ob damit eine Veränderung der kognitiven Belastung einhergeht. 
Dazu muss generell gesagt werden, dass die Ergebnisse nur teilweise die aufgestellten 
Hypothesen zum Modalitätseffekt bestätigen, dieser aber in den Reaktionszeiten nach-
gewiesen werden konnte. Das bedeutet, die Probanden reagierten schneller auf Seiten, 
die audiovisuell bereitgestellt wurden im Vergleich zu rein visuellen Lernseiten. Dieser 
signifikante Unterschied konnte erstmals im Rahmen der Arbeit bei den Reaktionszei-
ten festgestellt werden. Der Unterschied wird, auf die kognitive Theorie des multime-
dialen Lernens von Mayer (2001) rekurrierend, mit der ressourcenschonenderen Aus-
lastung der modalitätsspezifischen Kanäle interpretiert, da im Falle der rein visuellen 
Präsentation der Verarbeitungskanal für die visuellen Informationen durch die rein v i-
suelle Lernaufgabe und die zusätzlich zu erfüllende visuelle Sekundäraufgabe überlas-
tet ist. Das heißt, längere Reaktionszeiten werden als höhere aktuelle Belastung gedeu-
tet, die in der audiovisuellen Darstellung durch die multimodale Präsentation niedriger 
ist, was sich in schnelleren Reaktionszeiten der Sekundäraufgabe manifestiert. Damit 
kann Hypothese 1 bestätigt werden.  
Was die in Hypothese 2 aufgestellte Vermutung des Einflusses der Sequenzierung der 
Informationen auf die aktuelle kognitive Belastung betrifft, kann diese nicht mit den 
Ergebnissen der Studie bestätigt werden. So zeigte sich auch in der zweiten Studie ein 
signifikanter Unterschied zwischen Überblicks- und Einzeltaktseiten, dieser sollte aber 
durch die in Studie 1 angestellten Überlegungen (siehe Kapitel 5.4) und die Verände-
rung der Reihenfolge des Lernmaterials sich nicht zeigen. Dennoch sind die Ergebnisse 
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der Sequenzierung sehr interessant. Es wird ersichtlich, dass in der GruppTD, die mit 
den Überblicksseiten begonnen hat, kaum ein Reaktionszeitunterschied zwischen der 
ersten Lernphase (Überblick) und der zweiten (Einzeltakte) aufweisen. Bei GruppeBU 
ist dies nicht der Fall. Da gibt es einen signifikanten Unterschied, bei dem die Über-
blicksseiten deutlich längere Reaktionszeiten aufzeigen als die Einzeltaktseiten. Ein 
anderer Erklärungsansatz könnte sein, dass GruppeBU erst in der zweiten Lernphase 
(mit den Überblicksseiten) die Informationen aus den Einzeltaktseiten und den Über-
blicksseiten integrieren kann, was ressourcenbeanspruchender ist. Die auf die Bildung 
der mentalen Modelle bezogene Interpretation sollte weiter untersucht werden, muss 
jedoch für die zugrunde liegende Studie vorerst verworfen werden, da die GruppeBU 
einen konträren Verlauf hätte zeigen sollen. Hier zeigen sich analog zu Studie 1 die 
höheren Reaktionszeiten bei den Überblicksseiten. Allerdings ist der geringe Unter-
schied in den betreffenden Reaktionszeiten von GruppeTD überraschend, da hier auch 
ein signifikanter Unterschied erwartet wurde.  
Nun stellt sich die Frage, wie die vorliegenden Ergebnisse zu interpretieren sind, da die 
ursprüngliche Erklärung der höheren kognitiven Belastung, die sich in den höheren 
Reaktionszeiten widerspiegeln, auf die Bildung des mentalen Modells über die Funkt i-
onsweise des Viertakt-Ottomotors bezog. Da GruppeBU mit den Einzeltaktseiten zu ler-
nen begann, hätten sich dort die längeren Reaktionszeiten abbilden sollen, da die Pro-
banden die Lernseiten zuerst präsentiert bekamen und anhand dieser ein neues mentales 
Modell konstruiert werden musste. Da die Informationen noch unbekannt waren, wurde 
vermutet, dass die erste Lernphase durch eine höhere Elementinteraktivität eine höhere 
kognitive Belastung reflektiert. Diese Erklärung ist aber nicht zu bestätigen, da auch 
hier die Überblicksseiten die (signifikant) längeren Reaktionszeitwerte aufweisen. Da-
her rücken wieder die zwei anderen Erklärungsansätze in den Fokus. Einerseits wurde 
vermutet, dass das Design der Lernseiten für den Unterschied entscheidend ist, da die 
Distanz zwischen Buchstabenfeld im oberen Sektor und Text auf den vertikal orientier-
ten Lernseiten größer ist, mit mehr visuellen und möglicherweise die Aufmerksamkeit 
auf sich ziehenden Informationseinheiten dazwischen als bei den horizontal orientier-
ten, was die verzögerten Reaktionszeiten begründet könnte. Wie bereits bei der Inter-
pretation der Ergebnisse von Studie 1 dargestellt, wurde diese Hypothese verworfen, da 
die Distanz zum Buchstabenfeld mit zunehmendem Textstudium sich ebenfalls vergrö-
ßert und das Argument der größeren Distanz dann nicht mehr zutrifft. 
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Eine weitere Möglichkeit, wie die Resultate ausgelegt werden können, ist die die Inter-
pretation des Unterschieds in Bezug auf die Anzahl der abgebildeten Elemente und den 
damit verbundenen Split Attention Effekt (Ayres & Sweller, 2005; Mayer & Moreno, 
1998; Rummer et al., 2010). Bei den Einzeltaktseiten ist jeweils ein Bild dargestellt, 
welches durch einige textuelle Informationen sowie richtungsweisende Pfeilbilder er-
gänzt wurde. Auch wenn vereinzelt auf den Überblicksseiten solche visuellen Hinweise 
in die Bilder integriert wurde, könnte dies für die Verarbeitung der Information ent-
scheidend sein und die kognitive Belastung dadurch schon reduzieren, dass weniger 
ressourcenverbrauchende Such- und Organisationsprozesse notwendig waren und mehr 
Ressourcen für die Sekundäraufgabe zur Verfügung stehen. 
Auch die von Hannus und Hyönä (1999) postulierten Annahmen über die Anzahl der 
abgebildeten Elemente sind für die Erklärung von Studie 2 denkbar. Die notwendigen 
Entscheidungsprozesse, welche Textinformationen sich auf welches Bild beziehen und 
welche Abbildung aktuell relevant für den Verstehensprozess ist, erfordert von den 
Lernenden bereits hohe metakognitive Anstrengungen, die wertvolle Kapazitäten für 
den eigentlichen Wissenszuwachs verbrauchen und die momentane kognitive Belastung 
erhöhen. Bezogen auf die Theorie der kognitiven Belastung (Sweller, 1994) entspre-
chen die aufgeführten Erwägungen einer erhöhten extrinsischen Belastung durch ein 
ungünstig gewähltes Design der Lernapplikation. Wird durch die komplexere Darstel-
lung der Informationen auf den Überblicksseiten auch noch die intrinsische Belastung 
durch die höhere Elementinteraktivität gesteigert, erhöht sich die gesamte kognitive 
Belastung beim Lernen. Zusammenfassend kann gesagt werden, dass Hypothese 2 nicht 
bestätigt werden kann und die Sequenzierung der Information hier keinen Unterschied 
aufweist. 
Zu Hypothese 3 ist zu sagen, dass diese auch in der zweiten Studie nicht bestätigt wer-
den konnte, da es bei den audiovisuellen Lernseiten nicht zu einem höheren Wissens-
zuwachs kam als auf den rein visuellen. Dies entspricht den Ergebnissen aus Studie 1, 
die ebenfalls keinen signifikanten Unterschied feststellen konnte. Bezogen auf Hannus 
und Hyönäs (1999) Postulate, dass die Lernenden sich vorwiegend auf die Textinfor-
mationen für den Wissenszuwachs beziehen, sprechen die Ergebnisse von Studie 2 
ebenfalls für ein textbasiertes Lernen, bei denen die Bilder weniger Beachtung finden 
und bei der rein visuellen Gestaltung eher vernachlässigt werden. Möglicherweise sind 
die Bilder auch wenig aussagefähig und werden daher ignoriert, so dass der Wissens-
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zuwachs von visuellen und auditiven Informationen identisch ist. Zudem muss gesagt 
werden, dass lediglich sechs Items eindeutig einer Modalität zuordenbar waren und 
dies womöglich für eine Unterscheidung nicht ausreichend ist. Durch eine genauere 
Abwägung von nur visuell und nur auditiv dargebotenen Informationen könnte sich die 
Aussagekraft der Resultate erhöhen und ein potentieller Unterschied identifiziert wer-
den. 
Zweitens wurde von den Erkenntnissen aus Studie 1 ein denkbarer Einfluss der kogni-
tiven Fertigkeiten der Probanden besprochen. Dies sollte durch die Integration eines 
Papierfalttest inspiziert werden, der das räumliche Vorstellungsvermögen als kogniti-
ves Fähigkeitsindiz erfasste. Die durchgeführten Regressionsanalysen implizieren, dass 
es einen Zusammenhang zwischen auditiven und visuellen Informationen und den 
räumlichen Vorstellungsvermögen gibt, die in Folgestudien noch mehr in die Untersu-
chung einfließen sollte. Dabei sollte ein hohes räumliches Vorstellungsvermögen den 
Wissenszuwachs begünstigen, da gerade bei dem vorliegenden Material die Bewe-
gungsabläufe des Viertakt-Ottomotors eine wichtige Rolle für den Aufbau eines menta-
len Modells spielt und dadurch ein erfolgreicher Lernprozess stattfinden kann. 
Abschließend soll wie in der ersten Studie noch einmal auf die Baselines eingegangen 
werden, da sich konstant Unterschiede bereits in den Single-Task Bedingungen zeigen. 
In Studie 2 zeigten die Unterschiede zwischen den Baselines noch markanter, da so-
wohl zwischen Baseline 1 und 2, Baseline 2 und 3 sowie Baseline 1 und 3 signifikante 
Unterschiede aufzuweisen waren. Für Studie 2 wurde wieder vermutet, dass es keine 
signifikante Differenz zwischen den Baselines gibt, da die Anforderung der Probanden 
in der Single-Task Bedingung identisch war und sich nur durch die vorhandenen Platz-
halter-Elemente unterschied, die aber lediglich zur Visualisierung des Designs inte-
griert wurden. Trotz der eigentlichen Informationsleere der Stellvertretersymbole wei-
sen die audiovisuelle und rein visuelle Baseline signifikant längere Reaktionszeiten auf. 
Ob dies, wie vermutet an einer aufmerksamkeitsablenkenden Eigenschaft der Platzhal-
ter liegt oder Übermüdungs- respektive Langeweile-Aspekte hier eher entscheidend 
sind, könnte beispielsweise durch Variation der Reihenfolge der Baseline ermittelt 
werden bzw. könnten auch andere, ‚offensichtlichere„ Platzhalter eingesetzt werden. Es 
ist als alternativer Erklärungsansatz denkbar, dass die Probanden die recht einfache 
Aufgabe, auf den Buchstabenwechsel zu reagieren, schnell verinnerlicht haben und 
durch die dreifache Ausführung eher unterfordert waren und die Konzentration verlo-
6. Studie 2: Der Einfluss der Lehrstoff-Sequenzierung auf die kognitive Belastung 127 
 
 
ren ging. Hilfreich wären hier Blickbewegungsanalysen, die die Augenbewegungen bei 
den Baseline-Untersuchungsseiten aufdecken können. Schlussendlich stellt sich die 
Frage, welche praktische Relevanz ein (statistisch signifikanter) Unterscheid von ledig-
lich 80 Millisekunden zwischen den Baselines besitzt. 
Für die Modalitätspräferenz konnten keine wesentlichen Erkenntnisse gewonnen wer-
den. Weder für die kognitive Belastung noch für den Wissenszuwachs wurde ein be-
deutsamer Einfluss der Modalitätspräferenz konstatiert. Ob dies methodische Ursachen 
hat, dass eine dichotome Aufteilung einen zu hohen Informationsverlust verursacht und 
so genannte Mischtypen, die keine klare Modalitätspräferenz besitzen, nicht beachtet 
werden, könnte als Ansatzpunkt für weitere Studien dienlich sein.  
Ebenfalls keine klaren Erkenntnisse ergab die Untersuchung des räumlichen Vorste l-
lungsvermögens auf den Wissenszuwachs bei unterschiedlich modal aufbereiteten In-
formationen. Obwohl hinsichtlich der Kodalität ein positiver Einfluss festgestellt wer-
den konnte, liefern Brünken und Kollegen gleichzeitig Hinweise, dass der eingesetzte 
Test eher den Umgang mit mentalen Modellen beeinflusse und nicht den Aufbau 
(Brünken et al., 2000). Die könnte die ambivalenten Ergebnisse erklären, da in der vor-
liegenden Studie der Aufbau neuer mentaler Modelle relevant war. 
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7 Zusammenfassende Diskussion und Ausblick 
Allgemeines Ziel der vorliegenden Arbeit war es, die kognitive Belastung beim multi-
modalen Lernen weiter zu spezifizieren und die Auswirkungen verschiedener Aspekte 
wie beispielsweise der Sequenzierung der Information als mögliche Einflussfaktoren zu 
untersuchen. Im Mittelpunkt stand dabei die Erforschung der modalen Aufbereitung der 
Information (ob diese rein visuell oder audiovisuell präsentiert wurde) als unabhängige 
Variable. Dafür wurden in zwei experimentell angelegten Studien mittels Dual-Task 
Methode die abhängigen Variablen kognitive Belastung, erfasst über die Reaktionszei-
ten der Sekundäraufgabe, und Wissenszuwachs, erfasst über die verschiedenen Wis-
senstests untersucht. 
Im letzten Teil dieser Forschungsarbeit werden die gewonnenen Erkenntnisse aus den 
beiden durchgeführten Untersuchungen zusammenfassend diskutiert (Kapitel 7.1) und 
die daraus resultierenden Implikationen in Verbindung mit möglichen Grenzen der Ar-
beit abgeleitet. Mit einem Ausblick auf zukünftige Forschung (Kapitel 7.2) schließt die 
vorliegende Arbeit.  
7.1 Die kognitive Belastung beim multimodalen Lernen 
In multimedialen Lernumgebungen werden oft Textinformationen mit Bildinformatio-
nen kombiniert dargestellt. Darüber hinaus bieten neue Informations- und Kommunika-
tionstechnologien die Möglichkeit, Texte nicht nur visuell, sondern auch auditiv als 
Hörtext anzubieten und somit die Informationen multimodal zu präsentieren. Diese Art 
der Informationspräsentation wird sogar als lernförderlich angesehen und als Modal i-
tätseffekt bezeichnet, da die im Arbeitsgedächtnis limitiert vorhandenen visuellen und 
auditiven Ressourcen besser genutzt werden (Mayer & Moreno, 1998; Sweller et al., 
1998).    
Betrachtet man die Ergebnisse der beiden Studien, muss zusammenfassend konstatiert 
werden, dass sie zum größten Teil nicht den Erwartungen entsprechen und von überra-
schender Natur sind. Lediglich in Studie 2 konnte der in der Arbeit fokussierte Modali-
tätseffekt nachgewiesen werden, wobei dies nur auf die Reaktionszeiten von rein visu-
ellen und audiovisuellen Lernseiten zutrifft. Im Wissenszuwachs konnte für die audio-
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visuelle Darbietung weder in Studie 1 noch in Studie 2 ein Vorteil konstatiert werden. 
Das bedeutet, dass die kognitive Belastung beim multimodalen Lernen gemäß der kür-
zeren Reaktionszeiten zwar geringer ist, dies sich aber nicht auf das Lernen im eigent-
lichen Sinne positiv auf den Wissenszuwachs auswirkte, was schlussendlich im päda-
gogisch-psychologischen Anwendungsfeld den praktischen Nutzen einer audiovisuellen 
Aufbereitung darstellt (Clark & Mayer, 2008). Folgend soll sich detaillierter mit uner-
warteten, aber wichtigen Ergebnissen der Arbeit auseinandergesetzt werden. 
Bezugnehmend auf die kognitive Belastung wurde bei den Reaktionszeiten der Modali-
tätseffekt, wie oben bereits berichtet, lediglich in Studie 2, nicht aber in Studie 1 nach-
gewiesen, obwohl das Material identisch war. Wenn man nun die Werte für die visuel-
len und die audiovisuellen Reaktionszeiten der beiden Studien einander gegenüber-
stellt, ergeben sich folgende Werte. Beide weisen eine hypothesenkonforme Tendenz 
auf, der Unterschied bei Studie 2 ist aber wesentlich höher als in Studie 1. Dennoch 
wird der Unterschied zwischen Studie 1 und Studie 2 nicht signifikant. Das bedeutet, 
die Reaktionszeiten der Probanden von Studie 1 und 2 für die visuellen und audiovisu-
ellen Lernseiten sind nicht wesentlich verschieden. Überprüft man nun genauer, die 
visuellen Seiten einerseits und die audiovisuellen andererseits, wird ersichtlich, dass 
die beiden Studien zwischen den visuellen Lernseiten einen signifikanten Unterschied 
aufweisen, die audiovisuellen Lernseiten unterscheiden sich nicht. Aufgrund des mar-
kanten Unterschieds auf den visuellen Lernseiten kann in Studie 2 der Modalitätseffekt 
nachgewiesen werden, der in Studie 1 nicht bestätigt werden kann. 
Interessant sind auch die Ergebnisse der Baseline-Betrachtungen. Obwohl das Dual-
Task Paradigma bereits in Modalitätseffekt-Studien Verwendung fand (Brünken et al., 
2002; Brünken et al, 2003a; Brünken et al, 2003b), wurde bisher wenig über mögliche 
Baseline-Unterschiede berichtet. Lediglich auf den Vergleich der Reaktionszeiten zwi-
schen der Single und Dual-Task Bedingung wurde diskutiert. Im Gegensatz dazu wur-
den aber in das vorliegende Design drei verschiedene Baselines integriert, die nach wie 
vor die Single-Task Bedingung darstellen, allerdings durch die Einbeziehung verschie-
dener Platzhalter-Elemente den verschiedenen Seitengestaltungen entsprechen und auf 
die unterschiedlichen Modalitäten hinweisen. Dadurch ergeben sich neue Untersu-
chungspunkte, die diskutiert werden müssen. Auffällig ist dabei, dass die Baseline-
Unterschiede über beide Studien hinweg konstant waren und in Studie 2 sogar noch 
dominanter auftraten als in Studie 1. Zur Erinnerung, in Studie 1 zeigte sich nur zwi-
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schen Baseline 1 (nur der Buchstabe) und Baseline 3 (rein visuell) ein signifikanter 
Unterschied, bei Studie 2 differierten alle Baselines signifikant voneinander. Der Ver-
lauf war in etwa identisch.   
Generell war die reine Single-Task Bedingung den anderen beiden Baselines überlegen 
und zeigte die schnellsten Reaktionszeiten. Die audiovisuelle Baseline mit Platzhalter-
grafik und ‚Platzhalter„-Audiodatei benötigte bereits mehr kognitive Ressourcen als 
Baseline 1, unterschied sich aber nur in Studie 2 signifikant von ihr. Die rein visuelle 
Baseline zeigte sich gegenüber Baseline 1 in beiden Studien signifikant höher und in 
Studie 2 auch im Vergleich zu Baseline 2. Betrachtet man den letztgenannten Unter-
schied, ließ sich das Ergebnis auch im Sinne des Modalitätseffekt interpretieren, bei 
dem die audiovisuelle Variante geringere Reaktionszeiten aufweist als die rein visuelle. 
Damit wäre bereits in der Single-Task Bedingung die modale Aufbereitung von Bedeu-
tung. Dennoch muss in Bezug auf alle Baselineunterschiede vermutet werden, dass die 
beiden letzteren und vor allem Baseline 3 bereits eine Dual-Task Aufgabe darstellt, da 
die Probanden alle vorhandenen Elemente wahrnehmen und auch verarbeiten, obwohl 
dies für die Erfüllung der Aufgabe nicht notwendig ist, da einzig und allein auf den 
Buchstabenfarbwechsel reagiert werden sollte. Die höheren Reaktionszeiten bei den 
Baselines mit zusätzlichen Komponenten implizieren aber, dass diese bereits verarbei-
tet werden und wertvolle Ressourcen von der Monitoring-Aufgabe abziehen.      
Ebenfalls überraschend ist die teilweise invertierte Ausprägung der Reaktionszeiten der 
modalitätsspezifischen Lernseiten, da die Probanden in einzelnen Analysen bei den 
visuellen Lernseiten kürzere Reaktionszeiten aufweisen als bei den audiovisuellen , die 
allerdings nicht signifikant sind. Dies bedeutet eine dem Modalitätseffekt widersprüch-
liche Ausprägung, die vorwiegend bei Modalitätseffekt-Studien mit Selbststeuerung 
auftreten (Schmidt-Weigand, 2007, Exp. 2;  Stiller et al., 2009; Tabbers, 2002), bei 
denen die Lernenden durch die Steuerung der Präsentationsgeschwindigkeit  die Lern-
umgebung an ihre individuellen Auffassungs- und Verarbeitungsmöglichkeiten adaptie-
ren konnten. Dadurch verschwand der Modalitätseffekt oder es zeigte sich eine Überle-
genheit der rein visuellen Präsentation. Da in den beiden berichteten Studien allerdings 
eine systemgesteuerte Lernumgebung eingesetzt wurde, kann dies nicht als Erklärung 
für den invertierten Modalitätseffekt herangezogen werden. Eine mögliche Erklärung 
bietet der von Leahy und Sweller (2011) postulierte ‚Transient Information Effect„, der 
Effekt der flüchtigen Informationen, bei dem die Länge und Komplexität der dargebo-
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tenen Informationen entscheidend sind. So zeigt sich bei ihnen ein invertierter Modali-
tätseffekt, bei dem die visuelle Präsentation lernförderlicher ist als die audiovisuelle. 
Da die auditiv präsentierten Informationen durch ihren transienten Charakter vom Ler-
nenden gleichzeitig im Arbeitsgedächtnis gehalten und verarbeitet werden müssen, 
übersteigt dies die zur Verfügung stehen Kapazitäten. Bei der visuellen Ausprägung 
können die Informationen mehrmals rezipiert werden und müssen nicht im Arbeitsge-
dächtnis gehalten werden (Leahy & Sweller, 2011). Durch die Stabilität der visuellen 
Informationen und der Bestimmung der Präsentationsdauer aufgrund auditiver Elemen-
te könnte mit den rein visuellen Lernseiten selbstgesteuert gelernt werden, wohingegen 
die audiovisuellen Lernseiten systemgesteuert sind. Bereits Paechter (1996) verweist 
darauf, dass besonders Novizen von instabilen Informationen eine höhere kognitive 
Belastung erfahren als Lernende mit hohem Vorwissen.   
Hinsichtlich des gleichbleibend signifikanten Unterschiedes hinsichtlich des Seitende-
signs soll an dieser Stelle ein paar studienübergreifende Überlegungen getroffen wer-
den. Zuerst muss nochmals konstatiert werden, dass es sowohl in Studie 1 als auch in 
Studie 2 einen signifikanten Unterschied zwischen den horizontal orientierten (Bild 
links, Text recht angeordnet) und den vertikal orientierten Lernseiten gibt (Bild oben, 
Text unten angeordnet). Die Lernseiten mit einer horizontalen Anordnung zeigten sig-
nifikant kürzere Reaktionszeiten als die vertikal strukturierten Lernseiten. Dazu wurden 
bereits mehrere Erklärungsansätze postuliert, wovon bereits einer in Studie 2 näher 
untersucht wurde. Eine denkbare Erklärung betrifft die Entfernung des Buchstabenfel-
des zu relevanten Textabschnitten, wodurch die Lernenden den Farbwechsel des Buch-
stabens erst später bemerken. Eine zweite Alternative stellte die Gesamtanzahl der vor-
handenen Elemente dar, die auf den horizontal arrangierten Seiten  zwei betrug (ein 
Bild, ein Textfeld) und auf den vertikal organisierten bis zu sechs (fünf Bilder, ein 
Textfeld). Daraus ableitend wurde diskutiert, ob deshalb die mentale Belastung durch 
notwendige Selektions- und Organisationsprozesse des Lernenden ansteigt, da er zu-
sätzlich zu der Verarbeitung der Informationen entscheiden muss, welche Bildinhalte 
relevant sind und welche nicht. Zusätzlich muss der Proband zur Orientierung viel 
mehr visuelles Material rezipieren als bei den weniger Elemente enthaltenden Lernsei-
ten. Dadurch ist ein hoher Teil der visuellen Ressourcen bereits verbraucht, die der ei-
gentlichen Informationsverarbeitung fehlen. Eine Ausführung, die aufgrund der Ergeb-
nisse der zweiten Studie verworfen werden kann, ist der Bezug der höheren Reaktions-
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zeiten auf die Bildung eines neuen mentalen Modells in der ersten Lernphase, da die 
Probanden nur wenig domänenspezifisches Wissen vor Bearbeitung der Lernumgebung 
besaßen und während der Anfangsseiten (entsprachen in Studie 1 den vertikal struktu-
rierten Seiten) zuerst ein neues mentales Modell konstruieren mussten, was eine höhere 
intrinsische kognitive Belastung darstellen würde, die zu einer höhere Gesamtbelastung 
führt. Da aber auch in Studie 2 die vertikal angeordneten Lernseiten, die erst in der 
zweiten Lernphase präsentiert wurden, eine höhere kognitive Belastung aufwiesen, 
kann als Erklärung nicht auf die Konstruktion des mentalen Modells rekurriert werden.  
In den vorliegenden Studien implizieren die Ergebnisse, dass die Belastung extrinsi-
scher Art ist, da das Design der Seite entscheidend ist und nicht intrinsischer Natur, 
wie es ein Bezug auf die Bildung eines mentalen Modells implizieren würde. Auch 
könnte es bei den vertikal arrangierten Lernseiten zu einer größeren Ausprägung von 
Split Attention kommen, da die Entfernung der aufmerksamkeitsbindenden Elemente 
‚Text„ und ‚Buchstabenfeld„ höher ist und diese bei diesen Lernseiten markant wird. 
Ferner ist auch das Phänomen der ‚Change Blindness„ (Veränderungsblindheit, 
Rensink, O´Regan & Clark, 1997) als möglicher Faktor für die Nichtentdeckung der 
Buchstabenfarbveränderungen zu beachten. Change Blindness wird als die Unfähigkeit 
bezeichnet, Änderungen von Objekten oder Szenen zu entdecken (Simons & Levin, 
1997), wobei dies auf „eine Unterbrechung der visuellen Wahrnehmung genau zum 
Zeitpunkt der Veränderung“ (Dornhöfer, 2005) zurückgeführt wird. In dem vorliegen-
den Design dient das Buchstabenfeld als Sekundäraufgabe und ist demnach nicht die 
zentrale Aufmerksamkeitsstelle, sondern das Lernmaterial steht im Mittelpunkt  (Fi-
scher & Schwan, 2010). Das wird auch in den Instruktionen betont und der Lernende 
darauf hingewiesen, dass er sich auf das Lernen konzentrieren soll. Dies betrifft aber 
beide Bedingungen, so dass dieses Phänomen nicht als alleiniger Erklärungsansatz her-
angezogen werden kann. 
Neben der Anzahl und Anordnung der Elemente auf einer Lernseite scheint auch die 
Art der Abbildungen einen Einfluss auf den Modalitätseffekt zu besitzen (Kürschner et 
al., 2007). Gerade bei visuell-räumlich bezogenen Informationen, wie sie auch bei der 
Lernumgebung des Viertakt-Ottomotors gegeben waren, fokussiert sich der Lernende 
aufgrund der höheren kognitiven Belastung nicht auf Details, was nachweislich negativ 
für den Wissenszuwachs ist. Auch Park (2010) empfiehlt eine differenzierte Betrach-
tung des Modalitätseffekts, da Untersuchungen zeigen, dass der Modalitätseffekt sich 
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nicht in allen Lernleistungen gleichsam zeigt. Sie postuliert, dass in selbstgesteuerten 
Lernumgebung beispielsweise der Modalitätseffekt eher im Transferwissen sichtbar 
wird, bei systemgesteuerten im Faktenwissen. Dies ist dahingehend neu, da bisher bei 
selbstgesteuerten Lernumgebungen kein oder ein invertierter Modalitätseffekt postu-
liert wurde (Tabbers, 2002; Tabbers et al., 2004). Dies wird dadurch begründet, dass 
durch die nicht selbstgesteuerte Präsentation der Lernende sich vorwiegend nur auf 
oberflächlichere Verarbeitungsprozesse fokussieren kann, während in selbstgesteuerten 
Lernumgebungen tiefergehende Konstruktionsprozesse stattfinden können.  
Auch auf den Wissenszuwachs soll in diesem Zusammenhang eingegangen werden. 
Generell konnte in keiner der beiden Studien ein signifikanter Unterschied zwischen 
visuell und auditiv präsentierten Informationen festgestellt werden, so dass der Modal i-
tätseffekt für den Wissenszuwachs nicht nachgewiesen werden konnte. Kritisch anzu-
merken für die vorliegenden Instrumente ist, dass sich der Anteil der eindeutig visuell 
und eindeutig auditiv dargebotenen Informationen mit sechs Items als eher gering ver-
hält. Dies ist möglicherweise nicht ausreichend, so dass vermutet wird, dass aufgrund 
des zu kleinen modalitätsspezifischen Wissenspools es zu keinem Unterschied im Wis-
senszuwachs gekommen ist. Andererseits besteht auch die Möglichkeit, dass der Wis-
senstest zu leicht war und die Probanden die Aufgaben anhand der anderen gegebenen 
Informationen erfolgreich beantworten konnten. Zudem sind Redundanzeffekte zwi-
schen Text und Bild ebenfalls nicht ausgeschlossen, da der Lernstoff gewissermaßen 
zweifach präsentiert wurde. So sind bspw. Bewegungsrichtungen des Kolbens sowohl 
im Text beschrieben als auch durch Pfeile im Bild gekennzeichnet, wodurch dieselbe 
Information in beiden Informationsquellen dargestellt wird. 
Im Hinblick auf die Modalitätspräferenzen kann kein klares Fazit gezogen werden. Da 
dieses noch junge Feld innerhalb der Modalitätsforschung weitgehend noch unbe-
stimmt ist und sollte deshalb in die vorliegenden Studien integriert werden. In Studie 1 
korreliert die Modalitätspräferenz positiv mit den Reaktionszeiten für die audiovisuel-
len Lernseiten. Das bedeutet, dass eine Modalitätspräferenz-inkongruenten Darstellung 
teilweise negative Effekte haben kann. In Studie 2 zeigen sich keinerlei signifikante 
Ergebnisse. Dies entspricht Ergebnisse aus anderen Untersuchungen, bei denen keine 
höheren Lernleistungen bei der entsprechenden Passung von Modalitätspräferenz und 
Präsentationsmodalität nachgewiesen werden konnten (Kürschner et al., 2007). Aller-
dings zeigt sich auch dort, dass Probanden mit einer Anpassung an situative Faktoren 
7 Zusammenfassende Diskussion und Ausblick 134 
 
 
gewisse Präsentationsnachteile kompensieren können. Außerdem sollte eine Erweite-
rung der Gruppeneinteilung in rein visuelle, audiovisuelle mit Tendenz zu visuellen, 
audiovisuelle mit Tendenz zur auditiven und rein auditive Modalitätspräferenz diffe-
renziert werden. 
7.2 Ausblick auf zukünftige Forschung 
Im Rahmen der Arbeit eröffnete sich ein spannendes Forschungsfeld, welches gerade in 
den letzten Jahren einen unerwartet starken Aufwind erfuhr und bisher weitläufig ak-
zeptierte Grundannahmen plötzlich in Frage gestellt, neuere Postulate überworfen und 
alte Ansätze neu belebt werden (de Jong, 2010; Moreno, 2010). 
Zum einen betrifft das die Theorie der kognitiven Belastung, die als eine der bekann-
testen Theorien der Instruktionspsychologie angesehen werden kann und vielfach als 
Erklärungsansatz für kognitive Effekte beim Wissensererb in traditionellen und ver-
stärkt auch in computerunterstützen Lernsettings herangezogen wird. Hier wird von 
einigen Autoren die Trichotomie der Belastungsquellen in Frage gestellt (de Jong; 
2010; Moreno, 2010), da in frühen Publikationen ursprünglich nur von zwei Belas-
tungsarten gesprochen wurde (Sweller & Chandler, 1994) und eine eindeutige Bestim-
mung und Zuordnung sich als schwierig herausstellt (Brünken, Plass & Moreno, 2010; 
Schnotz & Kürschner, 2007). Erst später wurde die lernerbezogene Belastung als posi-
tive Belastungsart eingeführt (Paas & van Merriënboer, 1994) und hat sich seither 
weitgehend in der CL- Forschung als eigenständige Form etabliert.  
Eine gegenwärtig ebenfalls diskutierte Annahme ist die Additivitätshypothese von in-
trinsischer, extrinsischer und lernerbezogener Belastung (Paas et al., 2003). Sie besagt, 
dass die drei postulierten Belastungsarten sich zu einer Gesamtbelastung aufsummieren 
und einen Lernen nach Erreichen der ‚100 Prozent„ nicht mehr oder nur begrenzt mög-
lich ist. Dem widersprechen neuere Forschungsarbeiten, die das Postulat eines addit i-
ven Zusammenhangs der drei Belastungsquellen bisher nicht bestätigen konnten 
(Brünken et al., 2010; Park, 2010; Rummer et al., 2010).  
Ein dritter Aspekt der Auseinandersetzung und Neukonzeptionierung der Theorie der 
kognitiven Belastung ist von methodologischer Natur. Es existieren zahlreiche Metho-
den, die zur Erfassung der kognitiven Belastung klassifiziert wurden (Brünken et al., 
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2003b). So reicht das Spektrum von subjektiven Ratingskalen (Paas et al., 2003) über 
physiologische Messungen (van Gog, Kester, Nievelstein, Giesberg & Paas, 2009) bis 
zum Einsatz des Dual-Task Paradigmas (Brünken et al., 2002; Brünken et al., 2003a) 
oder kombinierten Ansätzen (DeLeeuw & Mayer, 2008). Bisher konnte sich allerdings 
keine standardisierte und vor allem valide Methode etablieren (Moreno, 2006). In erster 
Linie werden Schwierigkeiten bei der differenzierten Messung der Belastungsarten ge-
nannt (de Jong, 2010). Dies wird zumeist durch verschiedene Items versucht, die die 
drei unterschiedlichen Belastungsquellen erfassen sollen (z. B. Cierniak et al., 2009; 
Gerjets, Scheiter & Cierniak, 2009). Dabei ist aber fraglich, ob die Selbstauskunft der 
Probanden wirklich jeweils die spezifische Belastungsquelle reflektiert. Eye Tracking 
Studien oder andere physiologischen Messungen bergen das Problem der intrusiven 
Applikation und der Unklarheit, ob sie tatsächlich die kognitive Belastung erfassen. 
Allerdings gibt es auch Ansätze, die die Pupillar-Reaktion als Indikator für die aktuelle 
kognitive Belastung nachweisen (Granholm, Asarnow, Sarkin & Dykes, 1996).  
Aber auch aus den Ergebnissen der vorliegenden Studien lassen sich Implikationen für 
zukünftige Untersuchungen ableiten. Dies betrifft beispielsweise die Umsetzung der 
Sekundäraufgabe und die Frage, ob das in den Studien verwendete Design wirklich die 
kognitive Belastung misst. Die zugrunde liegende Vermutung war bisher, dass längere 
Reaktionszeiten eine höhere kognitive Belastung implizieren. Allerdings ist bisher 
nicht überprüft wurden, ob dies tatsächlich der Fall ist und welchen Einfluss die Gestal-
tung der Dual-Task Aufgabe auf die Erfassung hat. Es wurde bereits der Reaktionszeit-
unterschied bei den unterschiedlich arrangierten Lernseiten erörtert, der womöglich 
eher wahrnehmungspsychologische Ursachen hat und durch die Distanz zwischen Se-
kundärstimulus und Textelementen evoziert wird. Sollte dies der Fall sein, würde dies 
nicht die kognitive Belastung des Lernenden reflektieren, sondern die Aufmerksam-
keitszuwendung von Probanden auf eine bestimmte Area of Interest (AOI), bei denen 
andere visuell dargebotene Entitäten aus dem Blickfeld weichen. Dies sollte in folgen-
den Studien überprüft werden, da in Untersuchungen ähnlichem Untersuchungsmateri-
al, aber verändertem Design der Sekundäraufgabe (Hintergrundfarbwechsel) keine Mo-
dalitätseffekte gezeigt werden konnten (Schoor, Bannert & Brünken, 2010b). Dabei 
war die Sekundäraufgabe nicht auf ein räumlich von der Primäraufgabe getrenntes Feld 
begrenzt, sondern erstreckte sich auf den gesamten Hintergrund. Diese eindeutig auffäl-
ligere Umsetzung führte zur keinen signifikanten Unterschieden in den Reaktionszeiten 
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der visuell und audiovisuell dargebotenen Lernseiten. Denkbar wäre, dass durch den 
sehr auffälligen und plötzlich auftretenden Hintergrundfarbwechsel der Lernende bei 
der Erfüllung der Primäraufgabe stetig unterbrochen wird oder diese sogar zur Sekun-
däraufgabe wird, was nicht mehr den Kriterien einer guten Dual-Task Aufgabe von 
Fisk und Kollegen (1986) entspräche.  
Auch die Farbgestaltung könnte für die Wahrnehmung entscheidend sein und sollten 
zukünftig fokussiert werden. Im vorliegenden Design, ebenso wie bei Brünken und 
Kollegen (2002, 2003a) wurde ein Farbwechsel von schwarz zu rot gewählt, der für 
Probanden mit einer Rot-Grün Schwäche problematisch sein könnte. Die oben berichte-
te Studie verwendete einen abrupten Hintergrundfarbwechsel von weiß zu gelb, dage-
gen benutzten DeLeeuw und Mayer (2008) einen graduell sich von pink zu schwarz 
veränderten Hintergrundfarbwechsel. Hier sollte perspektivisch weitere Forschungen 
vorangebracht werden. 
Zunehmend kritisch gesehen an der Theorie der kognitiven Belastung (Chandler & 
Sweller, 1991) oder auch der kognitiven Theorie des multimedialen Lernens (Mayer, 
2001) wird die Fokussierung auf kognitive Prozesse gesehen, wobei beispielsweise 
affektive und motivationale Komponenten vernachlässigt werden, die ebenfalls das 
Lernen beeinflussen können (Moreno, 2005). Daher sollte in Zukunft einerseits auch 
motivationale Aspekte erfasst werden, da das Thema „Viertakt-Ottomotor“ unter-
schiedlich interessant sein könnte und zu wenig motiviertem Lernen führt. Andererseits 
sollte für weiterführende Studien der Lernstoff nochmals hinsichtlich der Komplexität 
geprüft werden, da der Modalitätseffekt sich nicht beim Wissenszuwachs zeigte und 
daher der Test durch einen höheren Anteil an Transferfragen modifiziert werden sollte. 
Beziehungsweise sollte generell untersucht werden, ob durch die Aufteilung in Über-
blicks- und Einzeltaktlernseiten der Lernstoff in der zweiten Phase durch Redundanz zu 
einfach wird und die Lernenden keine Herausforderung verspüren, sich anzustrengen, 
wodurch die Motivation sinkt und der Lernprozess gehindert wird (Pintrich & Schunk, 
2002).  
Neben der kognitiven Belastung ist ein zweiter zentraler Gegenstand der Forschungsar-
beit das Modalitätsprinzip, welches eine Überlegenheit multimodal aufbereiteter Lern-
applikationen gegenüber monomodal gestalteten Lernumgebungen beinhaltet (Mayer, 
2005; Mayer & Moreno, 2003). Dies konnte in der vorliegenden Arbeit lediglich in 
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Studie 2 zu Teilen bestätigt werden, da sich eine Überlegenheit der multimodalen Dar-
stellung nur in den Reaktionszeiten von audiovisuellen und rein visuellen Lernseiten 
zeigte. Deshalb sollte für folgende Untersuchungen das Lernmaterial modifiziert wer-
den, indem die Aufbereitung der Bilder respektive die Art der Visualisierung und das 
Verhältnis von (redundanter) Text- und Bildinformation mehr Berücksichtigung findet 
(Kürschner et al., 2007). Derzeit sind in den Abbildungen textuelle Elemente integriert, 
die überflüssig sein könnten, da sie den im Text dargestellten Informationen entspre-
chen. Auch die Einteilung in Überblicks- und Einzeltaktseiten birgt die Gefahr einer 
redundanten Informationsdarbietung, so dass Folgestudien sich auf eine einzelne Lern-
phase fokussieren sollten, die informationsäquivalent aufbereitet wurde, so dass die 
Lernenden mit beiden Varianten die identischen Informationen dargeboten bekommen. 
Allerdings scheint auch eine Weiterverfolgung des Sequenzierungsaspekts lohnenswert, 
da dieser bisher in der Forschung nur unzureichend beachtet wurde (Gerjets et al., 
2004; van Merriënboer et al., 2003; van Merriënboer et al., 2006), um eine weitere Prä-
zisierung der Bedingungen bereitzustellen, wann eine multimodale Aufbereitung im 
Sinne des Modalitätseffekts lernförderlicher ist als eine monomodale. Auch wenn in 
der berichteten Studie 2 die Sequenzierung keine Wissensunterschiede aufzeigt, ist ein 
Zusammenspiel aus Segmentierungs- und Sequenzierungsaspekten, verbunden mit 
Steuermöglichkeiten als Einflusskomponenten denkbar. 
Neben der Sequenzierung ist der schon erörterte Seitenaufbau eine neue, vielverspre-
chende Facette, die sich in den Ergebnissen der Untersuchungen herauskristallisierte. 
Der Aufbau wurde generell schon bei der Erforschung des Split Attention Effekts un-
tersucht, wobei vorrangig die Frage eines integrierten versus separaten Designs fokus-
siert wurde. Die inhaltliche Anordnung der einzelnen Elemente wurde nicht themati-
siert. Lediglich bei der horizontalen Komposition von jeweils einem Text- und einem 
Bildelement ist die Überlegenheit der Anordnung Bild links – Text rechts bekannt 
(Lewalter, 1997). Welches Arrangement bei mehreren Komponenten am lernförder-
lichsten ist, wäre zu untersuchen. 
Die Thematik der Untersuchungsinstrumente bildet ebenfalls einen weiteren Ansatz-
punkt für zukünftige Forschungen, der besonders für das Auftreten des Modalitätsef-
fekts von Belang ist. Neue Studien weisen darauf hin, dass Testmaterialien unterschied-
lich stark den Modalitätseffekt reflektieren, vor allem in Abhängigkeit von der Steue-
rung der Lernumgebung, einem vielfach diskutierten Kriterium innerhalb der Modali-
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tätsforschung (für einen Überblick siehe Ginns, 2005). So postuliert Park (2010), dass 
bei systemgesteuerten Lernumgebungen der Modalitätseffekt bei einfacheren Fakten-
fragen auftritt, bei lernergesteuerten Material dagegen im Transferwissen. Sie konsta-
tiert, dass bei selbstgesteuerten Lernumgebungen der Lernende mehr Zeit für tieferge-
hende Elaborationsprozesse hat, die in systemgesteuerten Lerneinheiten aufgrund der 
determinierten Präsentationslänge ausbleiben. Daher erinnern sich die Probanden bes-
ser an terminologische Details, scheitern aber bei weiterführenden Fragen. Daher wäre 
ein weiterer Anknüpfungspunkt die Variation des Testmaterials, welches deutlicher 
nach Fakten- und Transferaufgaben analysiert werden sollte. Da der Test vorwiegend 
aus Faktenfragen bestand, sollte demnach durch die Integration von mehr Transferauf-
gaben eine exaktere Bestimmung hinsichtlich der Manifestation des Modalitätseffekts 
bei bestimmten Aufgabentypen ergeben. Dies würde gleichzeitig dazu beitragen, die 
ambivalenten Ergebnisse zu deuten, die einen invertierten Modalitätseffekt zeigen, bei 
denen sich die rein visuelle Präsentation als lernförderlicher erwiesen hat (Leahy & 
Sweller, 2011; Stiller et al., 2009). Schlussendlich sollte auch der Ansatz der Modali-
tätspräferenz weiter verfolgt werden. Da bei den vorliegenden Studien die Erfassung 
der Modalitätspräferenz nach Bearbeitung der Lerneinheit erfolgte, sollte in zukünfti-
gen Studien überlegt werden, die Modalitätspräferenz vor der Lernaufgabe zu erfassen , 
um eine mögliche Beeinflussung des Lernmaterials auf die subjektive Einschätzung der 
Modalitätspräferenz zu verhindern. 
Ein kurzer Ausblick soll auch noch für den Einfluss kognitiver Fähigkeiten wie dem 
räumlichen Vorstellungsvermögen gegeben werden. Die Beachtung dieser Faktoren 
war im Rahmen der vorliegenden Arbeit nur begrenzt möglich. Dennoch sollten zu-
künftige Forschungsvorhaben weitere individuelle Fertigkeiten in die Untersuchungen 
einbeziehen, da (meta-)kognitive Fähigkeiten wie das räumliche Vorstellungsvermögen 
oder strategisches Lernverhalten neben dem Vorwissen einer moderierenden Funktion 
haben können. Es wird davon ausgegangen, dass vor allem Lernende mit niedrigem 
räumlichen Vorstellungsvermögen von lerneffizient gestalteten Lernmaterialien profi-
tieren, da sie eine ungünstige instruktionale Gestaltung weniger kompensieren können 
als Lernende mit einem hohem räumlichen Vorstellungsvermögen. Um detailliertere 
Erkenntnisse zu gewinnen, wäre auch hier eine Abkehr von der dichotomen Einteilung 
in hohes und niedriges räumliches Vorstellungsvermögen denkbar, um wie bei der Mo-
dalitätspräferenz eine mittlere Ausprägung mehr zu beachten.   
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Da sich die Untersuchung des Modalitätseffekts komplexer erweist als ursprünglich 
angenommen, ist dieses Forschungsfeld bisher weder theoretisch noch praktisch er-
schöpfend untersucht worden. Gerade in Bezug auf die Neukonzeptionalisierung der 
Theorie der kognitiven Belastung ergeben sich neue interessante Forschungsrichtungen, 
die wegweisend für die Instruktionspsychologie und ihre Theorien werden können. Da-
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Anhang A – Studie 1 
Anhang A beinhaltet alle eingesetzten papierbasierten Fragebögen, das computerbasier-
te Lernmaterial (A.1) sowie die noch nicht in Kapitel 5 berichteten statistischen Kenn-
werte (A.2), sofern sie in der verwendeten Form noch nicht anderweitig publiziert wur-
den. Alle Instrumente und Materialien, die unverändert in Studie 2 eingesetzt wurden, 
werden nur an dieser Stelle dargelegt, um auf eine redundante Aufführung zu verzich-
ten.  
A.1  Fragebögen und Untersuchungsmaterial (inkl. Instruktionen) 
Nachfolgend werden zuerst die verwendeten Fragebögen, inkl. Lösungen und danach 
die Lernumgebung in chronologischer Reihenfolge dargestellt. 
A.1.1 Fragebogen Vortest (Vorwissen) 
 
Lieber Studienteilnehmer, liebe Studienteilnehmerin. 
 
Vielen Dank für Ihre Teilnahme an dieser Studie! 
 
In dieser Untersuchung geht es um Aspekte des multimedialen Lernens. 
Ihre Aufgabe ist es, die hier präsentierten Inhalte zu lernen. Anschließend werden wir Ihren 
Lernerfolg überprüfen. Falls Sie noch Fragen haben, können Sie sie jetzt stellen.  
 
Wir behandeln Ihre Angaben selbstverständlich anonym und vertraulich, deshalb benötigen wir 
einen Code, um die Ergebnisse der einzelnen Tests einander zuordnen zu können. 
Die Code Nummer setzt sich folgendermaßen zusammen (6 Buchstaben): 
 die ersten 2 Buchstaben des Vornamens Ihrer Mutter 
 die ersten 2 Buchstaben des Vornamens Ihres Vaters 
 die ersten 2 Buchstaben Ihres Geburtsortes 







Zuerst möchten wir Sie nun bitten, einige Angaben zu Ihrer Person zu machen. 
 
Alter:____ 
Geschlecht: männlich          weiblich 
Studienfach: ____________________ 
Semester: _____ 
Bisherige Ausbildung oder Studienfächer: ________________________ 
           
__________________________________________________________ 
 
Im Folgenden möchten wir etwas über Ihr technisches Wissen erfahren. Bitte beantworten Sie 
jede Frage und kreuzen Sie die Antwort an, die Ihnen am ehesten zutreffend erscheint.  
 
1. Ich gehe Technik im Allgemeinen so weit es geht aus dem Weg.      
 
2. Ich kenne mich gut mit technischen Fragen rund ums Auto aus. 
     
3. Ich kann leichte Reparaturen an meinem Auto selbst ausführen.   
  
4. Ich weiß, wie ein Otto-Motor funktioniert. 
 
5. Der Otto-Motor kann ohne Diesel funktionieren.  - ja 
 
6. Der Otto-Motor arbeitet mit Verbrennung. - ja 
 
7. Die Pleuelstange ist ein wesentlicher Bestandteil des Ottomotors. - ja 
 
 8. Die Zündkerze funktioniert auch dann, wenn sie verrußt ist. - ja 
 
9. Die Nockenwelle hat etwas mit den Ventilen zu tun. - ja 
 
10. Beim Verdichten wird das Einlassventil geöffnet. - nein 
 
Anmerkung: Die Aussagen im ersten Aufgabenkomplex konnten mit „Ja“ oder „Nein“ 
beantwortet werden. In Studie 2 wurde die Antwortoption „Weiß nicht“ in den Vortest 






Zunächst bitten wir Sie die folgenden Aussagen zu überprüfen, ob sie richtig (R) oder falsch (F) 
sind und dementsprechend anzukreuzen. 
                                                                                                                     
 
1. Kurz vor Erreichen des oberen Totpunktes wird das Gemisch durch einen Funken an der    
    Zündkerze gezündet. - R 
 
2. Da die Verdichtung sehr schnell erfolgt, wird nur ein geringer Teil der Wärme an die  
    Umgebung abgegeben. - R 
 
3. Am Ende des 4. Taktes öffnet sich das Auslassventil und das Einlassventil schließt sich. - F 
 
4. Beim Erreichen des unteren Totpunktes öffnet sich das Auslassventil. - R 
 
5. Beim Verdichten wird das Einlassventil geöffnet. - F 
 
6. Die Arbeit wird von sich ausdehnenden Gasen verrichtet. - R 
 
7. Die Verbrennung erfolgt in kurzer Zeit, daher ändert sich das Volumen um ein Vielfaches.- F 
 
8. Der Druck im Verbrennungsraum bleibt während der 4 Takte konstant. - F 
 
 
Anmerkung: Die Aussagen im zweiten Aufgabenkomplex konnten mit „richtig“ oder 
„falsch“ beantwortet werden. In Studie 2 wurde die Antwortoption „Weiß nicht“ in den 
Vortest integriert.  
Beantworten Sie nun die folgenden Fragen. Bitte kreuzen Sie jeweils nur ein Kästchen an, das 
Sie für richtig halten! 
 
1. Bei welchem Takt öffnet sich das Einlassventil? 
 
Beim 1. Takt             Beim 2. Takt                   
Beim 3. Takt            Beim 4. Takt             
 
2. Ordnen Sie die Takte in ihrer richtigen Reihenfolge (benutzen Sie die Zahlen 1- 4). 
                    
   3. Takt   Arbeiten  2. Takt   Verdichten 
   1. Takt   Ansaugen  4. Takt    Ausschieben 
 
3. Wann zündet die Zündkerze? 
 
Ende des 1. Taktes  Ende des 3. Taktes 






  4. Was würde passieren, wenn das Auslassventil nicht richtig schließt? 
 
Druck steigt an                 Druck sinkt zu stark 
Kolben blockiert  Funken geht aus 
 
5. Welche Wirkung hätte eine Zündkerze auf die Leistung des Motors, wenn sie feh- 
    lerhaft immer dann zünden würde, wenn der Kolben seinen oberen Totpunkt er  
    reicht hat? 
 
Leistung bleibt unverändert    Leistung steigt an 
Motor wird beschädigt   Motor springt nicht mehr an 
 
6. Wie könnte man die Leistung des Ottomotors vergrößern? 
 
Gemisch früher zünden                     Mehrere Einlass- & Auslassventile 
Ventile vergrößern                            Zündkerze vergrößern 
   
7. Um wie viel Grad hat sich die Kurbelwelle nach 4 Takten gedreht? 
 
180 Grad                   360 Grad               540 Grad               720 Grad 
Anmerkung: Die Aussagen im dritten Aufgabenkomplex waren Multiple-Choice Fra-
gen, wobei nur eine Antwort angekreuzt werden sollte. In Studie 2 wurde die Antwort-
option „Weiß nicht“ in den Vortest integriert.  
 
A.1.2 Fragebogen Nachtest (Nachwissen) 
Der Nachtest enthält neben den Items aus dem Vortest in beiden Studien noch einen 
Bildtest, der im Folgenden dargestellt wird. Die bereits im Vortest verwendeten Items 
werden nicht erneut aufgeführt. In Studie 2 entfiel zudem die Antwortoption „Weiß 





1. Takt 4. Takt 2. Takt 3. Takt 
 Teil 2: 
 
 Im Folgenden sehen Sie einige Abbildungen, die Sie aus der Lernumgebung bereits kennen.  
 Bitte lesen Sie sich die Aufgaben durch und beantworten Sie diese, in dem Sie die richtige  
Antwort ankreuzen oder die richtige Nummer in die entsprechenden Felder eintragen.  
 
 







2.) Bringen Sie die Takte in die richtige Reihenfolge! Tragen Sie die entsprechenden 























3.)  In welche Richtung bewegt sich der Kolben? Tragen Sie die Nummer des richtigen 
Bewegungspfeils jeweils in die Felder ein!  
 
a)  
                                                                      
 
 




5.) Im Verbrennungsraum verändern sich die Druck- (p), Volumen- (V) und Temperatur-
verhältnisse (T). Ordnen Sie die richtige Kombination dem folgenden Takt zu.  





















Volumen vermindert sich - Druck steigt - Temperatur steigt 
 
Volumen vermindert sich - Druck sinkt - Temperatur steigt 
 
Volumen vermindert sich - Druck sinkt  - Temperatur sinkt 
 
Volumen vergrößert sich - Druck steigt - Temperatur sinkt 
 





6.) Im Verbrennungsraum verändern sich die Druck- (p), Volumen- (V) und Temperatur-
verhältnisse (T). Ordnen Sie die richtige Kombination dem folgenden Takt zu.  






7.) Wo befindet sich die Zündkerze? Kreuzen Sie das richtige Feld an. 
     
 




























Volumen vermindert sich - Druck steigt - Temperatur steigt 
 
Volumen vermindert sich - Druck sinkt - Temperatur sinkt 
 
Volumen vergrößert sich - Druck sinkt  - Temperatur steigt 
 
Volumen vergrößert sich - Druck steigt - Temperatur sinkt 
 




9.) In welche Richtung bewegt sich der Kolben? Tragen Sie die Nummer des richtigen 
Bewegungspfeils jeweils in die Felder ein!  
 
a) 
                                                                      
 
A.1.3 Modifizierte Version des PAVS und Lernverhalten  
 
Jetzt würden wir gern etwas über Ihre Lernpräferenzen und Ihr Lernverhalten erfahren. Kreuzen 
Sie die Antwort an, die für Sie am ehesten zutrifft. Beantworten Sie bitte jede Frage wahrheitsge-
mäß, es gibt keine falschen oder schlechten Antworten. 
          
1. Wenn ich die Wahl habe, einen Text zu einem Thema zu lesen oder einen Vortrag darüber  
     zu hören, lese ich lieber einen Text.  
 
2. Wenn ich etwas verstehen will, dann lasse ich es mir lieber von jemanden erklären, als  
     dass ich einen Text durchlese.  
 
3. Jemanden zuzuhören, strengt mich weniger an, als etwas zu lesen.  
 
4. Lesen empfinde ich als angenehmer als Hören, da ich das Tempo selbst bestimmen kann.  
           
5. Beim Lesen kann ich mir etwas besser merken, als beim Zuhören.  
 
6. Wenn ich etwas gehört habe, kann ich es mir viel besser merken, als wenn ich mir  
    etwas durchgelesen habe.  
 
7. Einen Text zu lesen, finde ich nicht so spannend und lebendig, da mir die Stimmen  
    der beteiligten Personen fehlen.  
 
8. Es strengt mich weniger an, einen Text zu lesen, als einem Vortrag zu folgen.  
 
9. Um mich intensiv mit dem Lernstoff auseinandersetzen zu können, brauche ich absolute Ruhe. 
 











           
11. Es stört mich beim Lernen, wenn Radio oder Fernseher an sind. 
 
12. Mit meiner Lieblingsmusik lerne ich viel besser als bei vollkommener Ruhe.  
 
13. Wenn beim Lernen der Fernseher an ist, lenkt mich das eher ab. 
 
14. Ich lerne mehr, wenn ich mir zum besseren Bildverständnis einen Text anhöre, als wenn  
      ich mir einen Text durchlese. 
 
15. Es lenkt mich ab, wenn beim Lernen das Radio läuft. 
 
16. Ich lese lieber einen schriftlichen Text zur Erklärung von Bildern, als dass ich ihn anhöre. 
 
17. Es fällt mir leichter, etwas zu lesen als jemandem zuzuhören.  
 
18. Ich schaue lieber eine Wissenssendung im TV, als einen Artikel dazu zu lesen. 
 
 
Zum Abschluss würden wir gerne von Ihnen noch etwas darüber erfahren, wie Sie mit dem Lern-
material umgegangen sind. Beantworten Sie bitte jede Frage wahrheitsgemäß, es gibt keine fal-
schen oder schlechten Antworten. 
 
1. Ich fand die Lernzeit angemessen. 
 
2. Ich war motiviert die Fragen zu beantworten.                  
 
3. Die zusätzliche Aufgabe hat mir keine Schwierigkeiten bereitet und ich konnte mich genügend 
    auf den Lernstoff konzentrieren. 
 
4. Ich finde dieses Themengebiet interessant.            
           
5. Ich fand die Bilder hilfreich zum Textverständnis.          
 
6. Ich konnte mir die Funktionsweise des Ottomotors gut vorstellen.  
 
7. Ich habe das Gefühl, dass ich die Funktionsweise des Motors gut verstehe.  
 
8. Das Lernmaterial enthielt keine neue Information für mich.  
 
9. Ich fand es sehr störend, dass ich auf den Reiz reagieren musste.  
 
 
Vielen herzlichen Dank für Ihre Mitarbeit !! 
 
 
Anmerkung: Die Antworten konnten auf einer sechsstufigen Likert-Skala von „trifft 
völlig zu“ (1) bis „trifft gar nicht zu“ (6) gegeben werden. Für die Modalitätspräferenz 




16-17). Die wurden dann ermittelt, gegebenenfalls umcodiert (2, 3, 6) und einer Moda-
lität zugewiesen. Dabei stand 1 für „visuelle Präferenz“ und 2 für „auditive Präferenz“. 
Die Faktorenanalyse ist in Anhang A.2 zu finden.  
Nach der Darstellung der papierbasierten Fragebögen soll nun das computerbasierte 
Lernmaterial in chronologischer Reihenfolge aufgeführt werden. Dabei werden zuerst 
die Instruktionen aufgezeigt und dann die Lernseiten, wobei sowohl auf die rein visuel-
le als auch die audiovisuelle Variante verwiesen wird. Ferner werden für die rein visu-
ellen Lernseiten nur die Lernseiten mit dem schwarzen Buchstaben aufgezeigt, analog 
werden die Lernseiten mit dem roten Buchstaben nur für die audiovisuelle Darstellung 
aufgezeigt. 
 




 Vielen Dank für Ihre Mitarbeit. In dieser Studie geht es um die Gestaltung von Lern-  
 materialien und wie sich verschiedene Gestaltungsvarianten auf das Lernen auswirken.  
 
 Bitte lesen Sie sich folgende Instruktionen genau durch! 
 
 Im Folgenden wird Ihnen Lernmaterial über den Kopfhörer oder als Text auf dem Bild 
 schirm präsentiert. Ihre Aufgabe ist es, die präsentierten  Lernmaterialien durchzu- 
 arbeiten und sich möglichst viel Wissen anzueignen.  
 Während Sie dies tun, wird sich die Farbe des Buchstabens A verändern, welcher sich  
 im oberen Teil des Bildschirms befindet. Sobald Sie das bemerken, drücken Sie bitte  
 die Leertaste. Fahren Sie aber wie gewohnt mit dem Lernen fort. 
 
 Am Ende der Lektion wird Ihr Wissen zum Inhalt noch einmal abgefragt. Falls Sie  
 Fragen haben, stellen Sie sie jetzt dem Versuchsleiter. 
                  
















Die Auswertung der Daten aus dieser Untersuchung erfolgt anonym. Um die Daten zusammen- 
fügen zu können, möchten wir durch folgende Angaben von Ihnen einen Code erstellen. Bitte 
tragen Sie diesen Code in das darunter liegende Feld ein. 
 
Beispiel: TIMABE für Tina, Martin, Berlin 
 
-  die ersten zwei Buchstaben vom Vornamen der Mutter (Bsp.: Tina --> TI) 
 
-  die ersten zwei Buchstaben vom Vornamen des Vaters (Bsp.: Martin --> MA) 
 





Bitte drücken Sie die Leertaste. 
 
 
A.1.5 Lernmaterial: Instruktion für die Einübung von Baseline 1 
 
Bevor Sie zu den eigentlichen Lerninhalten gelangen, wollen wir Ihnen den Farbwechsel des 
Buchstabens A verdeutlichen. 
 
Bitte drücken Sie so schnell wie möglich die Leertaste, wenn Sie den Farbwechsel 
bemerken! 
 




A.1.6 Lernmaterial: Instruktion für die Einübung von Baseline 2 und 3 
 
Nachdem Sie den Farbwechsel des Buchstabens A ohne weitere Gestaltungselemente geprobt 
haben, bitten wir Sie jetzt, die gleiche Aufgabe noch einmal auszuführen, während auf dem 
Bildschirm ein dem Lernmaterial ähnlicherer Aufbau zu sehen ist. 
 
Zunächst folgt die Übungsversion, in der das Lernmaterial über den  Kopfhörer vermittelt wird, 
wobei der Inhalt dieser Übung für das spätere Lernen nicht von Bedeutung ist. Gleich danach 
folgt die Übungsversion, in der das Lernmaterial als Text auf dem Bildschirm präsentiert wird. 
 







A.1.7 Lernmaterial: Instruktion für die Lernumgebung 
   
Nachdem Sie in der Übung das Reagieren auf den Farbwechsel des Buchstabens A kennen 
gelernt haben, folgt nun die eigentliche Lernphase. 
 
Bitte lernen Sie konzentriert, so dass Sie im Anschluss auch Fragen zum Thema beantworten 
können. Die Lernzeit beträgt ca. 10 Minuten und kann nicht unterbrochen werden. Wenn Sie 
beim Lernen einen Farbwechsel des Buchstabens A bemerken, drücken Sie die Leertaste, aber 
konzentrieren Sie sich hauptsächlich  auf das Lernen. 
 




A.1.8 Lernmaterial: Instruktion Nachtest und Verabschiedung 
 








A.1.9 Lernmaterial: Baseline 1 
 
 































































































































A. 2 Statistik Studie 1 
Nachdem die Untersuchungsinstrumente und -materialien abgebildet worden sind, sol-
len nun die kompletten deskriptiven und inferenzstatistischen Berechnungen illustriert 
werden, deren wichtigsten Ergebnisse im Laufe der Arbeit berichtet wurden. 
 
A.2.1 Faktorladungen der Modalitätspräferenz 
Im Nachtest wurden die Modalitätspräferenz und das Lernverhalten erfasst. Für die 
Bestimmung der Items, die die Modalitätspräferenz bestimmte, wurde eine Faktoren-
analyse (Hauptkomponentenanalyse mit Varimax-Rotation) durchgeführt, deren Fakto-
renladungen aus Tabelle A.1 ersichtlich wird. Die Faktorwerte wurden mittels Regres-
sion erstellt. Die interne Konsistenz ergab einen Wert von Cronbachs Alpha α = .88. 
 




Item 1 ,71 ,11 
 Item 2, umcodiert für visuelle Präferenz ,67   
Item 3, umcodiert für visuelle Präferenz ,62   
Item 4 ,74   
Item 5 ,77 -,16 
Item 6, umcodiert für visuelle Präferenz ,73   
Item 7, umcodiert für visuelle Präferenz ,55  
Item 8 ,62 -,17 
Item 10, umcodiert für visuelle Präferenz  ,88 
Item 11 ,10 ,70 
Item 12, umcodiert für visuelle Präferenz  ,87 
Item 14, umcodiert für visuelle Präferenz ,66  
Item 15 ,16 ,82 
Item 16 ,71   
Item 17 ,69 -,18 





Anhang B – Studie 2 
Nachfolgend werden die in Studie 2 neu verwendeten und eingesetzten Instrumente und 
Materialien dargestellt, sofern diese ebenfalls nicht anderweitig veröffentlicht wurden 
(B.1).  
B.1  Fragebögen und Untersuchungsmaterial (inkl. Instruktionen) 
Da in Studie 2 vorwiegend die Materialien aus Studie 1 eingesetzt wurden, wird auf 
eine erneute Darstellung verzichtet. Da aber in Studie 2 erstmals ein Zwischentest ver-
wendet wurde und das Lernmaterial in zwei Phasen eingeteilt wurde, werden alle Ver-
änderungen in der Instruktion im Folgenden aufgeführt. 
 
B.1.1 Instruktion des Zwischentests zur Erfassung des aktuellen  
         Wissensstandes nach der ersten Lernphase im Fragebogen 
 
      Lieber Studienteilnehmer, liebe Studienteilnehmerin. 
       Bitte tragen Sie als erstes wieder Ihren Code in die dafür vorgesehene Zeile ein. 
 
Die Code Nummer setzt sich folgendermaßen zusammen (6 Buchstaben): 
 die ersten 2 Buchstaben des Vornamens Ihrer Mutter 
 die ersten 2 Buchstaben des Vornamens Ihres Vaters 
 die ersten 2 Buchstaben Ihres Geburtsortes 
 




Anmerkung: Der Zwischentest zur Erfassung des aktuellen Wissensstandes entsprach 





B.1.2 Instruktion des Zwischentests zur Erfassung des aktuellen  




Nachdem Sie den ersten Teil des Lernmaterials bearbeitet haben, füllen Sie nun bitte den nächsten 
Fragebogen aus, den Ihnen der Versuchsleiter geben wird. 
 
Sobald Sie den Fragebogen ausgefüllt haben, starten Sie mit dem zweiten Teil des Lernprogram-
mes durch Drücken der Leertaste. 
 






Anmerkung: Die computerbasierte Lernumgebung entspricht ansonsten der aus Studie  
1 verwendeten. Lediglich die Reihenfolge wurde für eine Gruppe der Studienteilneh-
mer geändert. Die „Pause“ war entweder nach der Präsentation der „Arbeitsweise des 
Viertakt-Ottomotors“ (top-down) oder nach der Darstellung des „vierten Takts“ 
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