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第1章 序論 
1.1 研究の背景および目的 
 本研究では、絶縁ゲートバイポーラトランジスタ(IGBT)やパワーMOSFET をはじめ
とする電力用半導体素子(以下、パワーデバイス)の劣化状況を推定するための手法を
提案し、SPICE シミュレーションや実測テストを用いて取得した波形データを、機械
学習およびニューラルネットワークモデルに学習させることによって、その有効性を
検討した。 
 パワーデバイスは高電圧・大電流を扱えることを特徴とし、パワーエレクトロニクス
分野において、電力制御用のスイッチとして幅広く使われている。具体的な応用例とし
て、電力自動車・鉄道車両・風力発電機のシステムの一部であるモータ駆動装置や電力
変換装置などにはパワーデバイスが含まれている。しかし、パワーデバイスは経年劣化
によって生じたさまざまな不具合は、システム効率の低下およびシステムダウンに至る
おそれがある。たとえば図 1-1 のように、IGBT モジュール経年劣化によって熱暴走を
起こし、モジュールを燃やしてしまうケースが報告されている[1]。したがって、パワー
デバイスの故障・不具合を早期警告するための手法が確立できれば、予定外のメンテナ
ンスを防ぐとともに、システムの安全性を高めることにつながる。 
 パワーデバイスに起きる故障・不具合は、それらに関係する変化を観測することによ
って、一つまたは複数の兆候から予知することができる[2]。潜在的な故障・不具合を防
止するための体系的な分析手法として、FMMEA(故障モードとそのメカニズムおよび影
響の解析)が挙げられる[3]。兆候となるパラメータ(以下、デバイスパラメータ)を特定し
モニタリングすることで、通常予想される動作条件からの逸脱や劣化の程度を評価する
ことができる。結果的に、評価結果が故障・不具合に関するは判断材料となり、パワー
デバイスの信頼性を向上させる。 
 デバイスパラメータをモニタリングするための方法論がいくつか提案されている。モ
ニタリング対象をパワーデバイスのスイッチング回路における主回路(強電部)あるい
は制御回路(弱点部)のいずれかから選択しているかによって大きく二分することがで
きる。それぞれの例を挙げると、Patil ら異常検出手法を用いて、コレクタ-エミッタ間
の電流値と電圧値から異常検出を行った[4]。一方、Baker らはパワーデバイスがターン
オン時のゲート端子電圧のピーク値を測定することで、ジャンクション温度を推定した
[5]。両者を比較すると、前者は従来的な主回路からのセンシング手法を用いているため、
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デバイスの状態は把握しやすく、複数の既知パラメータからなるデータセットを統計的
に計算することで、ロバストなモニタリングを可能としている。後者の制御回路からの
センシング手法はデバイスの動作を把握することは一般的に難しいとされているが、ゲ
ートの測定回路をゲートドライバに組み込めることができるため、高価な外付けの高電
圧センシングを必要とせず、主回路の動作に影響を及ぼすこともないなどの利点が存在
する。さらに、近年のゲートドライバ回路の高性能化・多機能化に伴い、制御回路から
のモニタリング手法は注目されつつある。 
 本研究は将来的にゲートドライバに取り入れられることを視野に、ゲート波形を用い
たモニタリング手法を提案する。複数のデバイスパラメータが同時に変動する中で取得
されたゲード電圧のターンオン波形を学習データとし、機械学習やニューラルネットワ
ークモデルに学習させる。パラメータ変動によって生じる、人間の目では見分けること
が難しい微小な変化を高い正解率で読み取ることを目的とする。 
 
1.2 パワーデバイスの劣化 
 日本工業規格(JIS)によれば、故障モードとは「故障状態の形式による分類。例えば、
断線、短絡、折損、摩耗、特性の劣化など」と定義されている[6]。FMMEA は、潜在的
な故障モードに対し、そのメカニズムを特定するための方法論である。FMMEA をパワ
ーデバイスに対して行えば、デバイスの重大な不具合につながるメカニズムがリストア
図 1-1 風力発電機用 IGBT モジュールの故障[1] 
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ップされると同時に、そのメカニズムに関係する物理現象やモニタリングすべきデバイ
スパラメータを明らかにすることができる。パワーデバイスモジュールの FMMEA で
解析した結果は図 1-2 にまとめられている。 
 典型的なパワーデバイスモジュールは図 1-3 のように、半導体チップはダイレクト
ボンド銅(DBC)セラミック基板にはんだ付けられ、さらにこれを銅ベース板にはんだ付
けしている。不具合が起き得る箇所として、チップのゲート酸化膜や、チップとセラミ
ック基板、ボンディングワイヤ、ベース板間のはんだ接触面が挙げられる。したがって、
パワーデバイスモジュールの故障モードには短絡、断続的な断線、リーク電流の増加、
またはゲート制御の喪失(ターンオフできなくなる)などが含まれている。故障の原因は
高温などの環境的な要因や熱・電気的サイクルなどの動作的な要因からなるものである
が、パワーデバイスはこれらの条件下で繰り返し動作し続けると、疲労劣化現象が現れ
る。 
 デバイスの劣化による影響は、デバイスパラメータのモニタリングで観察することが
できる。また、故障モードによって、ある特定のデバイスパラメータは他のより大きく
変化がみられることから、複数のデバイスパラメータをデバイス動作中に同時にモニタ
リングすることで、著しく変化がみられたパラメータからどの故障モードが起きたかを
特定できるようになる。 
 本研究はパワーデバイスモジュールのゲート酸化膜およびボンディングワイヤとチ
図 1-2 パワーデバイスモジュールの FMMEA [3] 
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ップ間とのはんだ接触面の劣化に注目している。ゲート酸化膜の経時絶縁破壊(TDDB)
現象は高温や高電界により衝突電離を引き起こし、生じたホット・エレクトロンがゲー
ト酸化膜を劣化させ、デバイスの電圧しきい値(𝐕𝐭𝐡)が増加する。一方、ワイヤ、チップ
および基板にはそれぞれ異なる熱膨張率を持ち、この違いと熱・電気的サイクルによる
周期的な応力はワイヤに疲労劣化させ、結果的に図 1-4 のようなボンディングワイヤ
の断線や接触面からの剥がれを引き起こし、エミッタ/ソース端子における配線の抵抗
図 1-3  パワーデバイスモジュールの断面図[1] 
図 1-4  ボンディングワイヤの劣化[1] 
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値(Re/Rs)が徐々に増加する。 
この二つの劣化を示すデバイスパラメータに動作条件であるジャンクション温度(Tj)
および主回路に流れるコレクタ/ドレイン電流(Ic/Id)を加え、合計四つのデバイスパラメ
ータを推定対象とする。 
1.3 ゲートドライバ回路の多機能化 
 シリコンを用いた半導体技術は成熟し、パワーデバイスの物理性能も理論的な限界値
に達しているといわれている。そこで、システム全体の性能をさらに向上させるために、
ゲートドライバの設計が注目され、さまざまな機能をゲートドライバ回路に組み込むこ
とが提案されているようになった。このような多機能なゲートドライバを「スマートゲ
ートドライバ」と呼ばれ、提案された機能群は図 1-5 に示すように大きく三種類に分か
れている。[7] 
 一つ目は、パワーデバイスのスイッチング動作を最適化するための機能群である。例
えば、ターンオン・ターンオフ時の電圧・電流波形を所望な形にするアクティブゲート
制御は、スイッチング速度やスイッチング損失、電磁波障害(EMI)間のトレードオフを
調節することを目的としている。これらは最適なスイッチング特性を得るのにもっとも
考慮すべき要素である。 
二つ目は、短絡保護や過電流保護、過熱保護、過電圧/不足電圧保護など、パワーデバ
イスにさまざまな保護を施すための機能群である。これらはデバイスの信頼性と安全性
を確保するのに必須であり、近年はよりロバストかつ短い反応速度を実現できるような
保護手法に着目している。 
三つ目は、温度検出や電流検出、電流調節、電流の平衡化などをはじめとするモニタ
リングと調整機能群である。これらはデバイスの機能性や順応性、信頼性を向上するた
めの比較的に新しいアプローチであり、本研究で扱っている背景である。 
 
1.4 本論文の構成 
 本論文は 7 章で構成されている。第 2 章では、パワーデバイスの動作を模擬するダ
ブルパルススイッチングテストについて解説する。第 3 章では、機械学習とニューラ
ルネットワークのオープンソースライブラリを紹介し、本研究で用いた学習データの
特徴抽出手法のアルゴリズムをまとめる。第 4 章では、デバイスパラメータの推定手
法を提案し、先行研究との比較を行う。第 5 章では、学習に使う実測とシミュレーシ
ョンデータの取得方法、および実装する際に A/D 変換回路の性能による影響の再現に
ついて説明する。第 6 章では、各学習アルゴリズムで学習した結果を示し、その考察
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を行う。最後に第 7 章で本研究のまとめを述べる。 
  
図 1-5  スマートゲートドライバに提案されたさまざまの機能[7] 
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第2章 ダブルパルススイッチングテスト 
2.1 ダブルパルス回路 
 ダブルパルス回路は、インバータ実機に組み込まれたパワーデバイスのスイッチン
グ性能を確認するために置き換えられた簡易的なテスト回路である[8]。 
 パワーデバイスのスイッチング動作は、図 2-1 に示す主なデバイス端子間の寄生容
量、すなわちゲート-コレクタ/ドレイン間容量(CGC/GD)、ゲート-エミッタ/ソース間容
量(CGE/GS)、コレクタ/ドレイン-エミッタ/ソース間容量(CCE/DS)に左右される。デバイ
スのターンオン時およびターンオフ時の寄生容量における充放電はゲート電圧の時定
数を影響し、最終的にデバイスのスイッチング速度の上限が決定される。 
ダブルパルス回路の等価回路を図 2-2 に示す。この回路は、インバータの一相分を
取り出した形になっているため、インバータ動作時と同等な条件でパワーデバイスの
スイッチング特性を見ることができる。任意の Ic/Id におけるターンオン特性とターン
オフ特性を観測するには、電流を環流させる必要がある。そのため、パワーデバイス
の上側に環流ダイオードと環流インダクタが逆並列に接続されている。 
 
2.2 ダブルパルス回路の動作 
 ダブルパルス回路の動作は以下の通りである。主回路に高電圧の DC電源を与え、試験用
デバイスのゲート端子に所望の Ic/Idになるように電圧パルスの幅(ターンオン・ターンオフの
タイミング)を印加する。図 2-3にダブルパルス回路の動作原理を示す。 
 
2.2.1 一回目のターンオンからターンオフ時まで(第一パルス) 
通常ダブルパルス回路は電流が 0の状態から起動し、図 2-4のターンオン状態になる。この
とき、電流はパワーデバイスを介してインダクタに 
𝒅𝒊
𝒅𝒕
=
𝑽𝑫𝑫
𝑳
          (1) 
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の傾きで線形的に増加していく。インダクタ電流が測定したい Ic/Idになったときに、パワーデ
バイスをターンオフする。このときのパワーデバイスの端子間電圧や電流を観測すれば、測定
したい Ic/Idにおけるターンオン特性が得られる。 
図 2-1  IGBT と MOSFET の寄生容量 
図 2-2  ダブルパルス回路 
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2.2.2 ターンオフから二回目のターンオン時まで(第二パルス) 
ターンオン特性の測定には、短いオフ期間を設けて、再度ターンオンする瞬間にパワ
ーデバイスの端子間電圧や電流を観測する。オフ期間は図 2-5 の状態で、電流はインダ
図 2-3 パワーデバイスの電圧と電流の変化 
図 2-4 スイッチオン状態 
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クタに蓄積され、ダイオードを介して環流する。このときの電流値は、オフ期間が短け
れば、オフする前の値を維持しているため、ターンオフしたときの電流値とほぼ等しい。 
パワーデバイスのスイッチング特性は、ターンオン・ターンオフするときの Ic/Idに大きく依存
するため、スイッチングを行う Ic/Idを自由に設定できるようにする必要がある。測りたい Ic/Id
を設定しスイッチング特性を観測するのは、それを可能とするダブルパルス回路の大きなメリッ
トである。 
2.2.3 パワーデバイスのターンオン特性 
パワーデバイスのターンオン特性は図 2-6 に示す[9]。まず、ゲート端子を電源電圧
に接続し、ゲート電圧𝐕𝐠が上昇しはじめる。𝐕𝐠が t1で𝐕𝐭𝐡を超えると、Ic/Id が流れはじ
め、CGE/GS.が t1~ t2間に充電される。CGE/GS.が完全に充電され、Ic/Id が第一パルスで設
定した電流値に到達すると、VCE/DSが下がり始める。次に、t2~ t3の間は Ic/Id が CGC/GD
を充電する。VCE/DS が下がり続けているため、CGC/GD の充電時間は CGE/GS より長くな
る。また、この間𝐕𝐠は一定に保たれていることから、プラトー領域とも呼ばれている。
最後に、CGE/GS と CGC/GD 充電が両方完了すると、𝐕𝐠が再び上昇し、t4 で電源電圧の値
に到達する。 
以上により、本研究の学習に用いる𝐕𝐠の波形データは二回目のターンオン時より取
得され、そのパワーデバイスのターンオン特性を学習対象としている。 
 
  
図 2-5 スイッチオフ状態 
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図 2-6 パワーデバイスのターンオン特性 
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第3章 機械学習とニューラルネットワーク 
本章では、学習の流れおよび用いられた python言語ベースの機械学習とニューラル
ネットワークライブラリ、および本研究で採用した分類と特徴抽出アルゴリズムつい
て説明する。 
機械学習の問題は教師あり学習と教師なし学習に大きく二分できる。教師あり学習
はさらに分類問題と回帰問題に分かれる。学習データセットが持つ特徴量とラベルの
入出力関係について学習し、新しいデータに対し、離散的なラベル(カテゴリ、クラ
ス)を予測する問題を分類、連続的なラベル(値、量)を予測する問題を回帰と定義され
ている。 
一方、教師なし学習はラベルを持たず、クラスタリングとデータセットの変換に分
かれる。クラスタリングはデータセット内に類似するデータ同士のグループを見つけ
る問題である。データセットの変換は、元々のデータ表現を変換し、人間や他の機械
学習アルゴリズムにとってより分かりやすいデータ表現にするアルゴリズムである。
大量の特徴量で構成されている高次元なデータを少量の本質的な特徴量でそのデータ
要約する方法を見つけることが一般的であるため、次元削減または特徴抽出とも言わ
れている。また、特徴量の数を 2 か 3 次元に減らせば、データの可視化に用いられ
る。 
 
3.1 学習の流れ/アルゴリズムの選択 
 機械学習やニューラルネットワークでの学習は、図 3-1 に示す手順で行われている。
学習に使うデータを十分に収集し、必要ならばデータの前処理を行う。目的に応じて分
類や回帰、クラスタリングに適した学習アルゴリズムを選択し、学習した結果をさまざ
まな基準で学習の出来具合を評価する。オープンライブラリでは、これらを行うに必要
なアルゴリズムが一通り揃っている。 
本研究でデバイスパラメータの推定に使用した三種類の学習フローを図 3-2 にまと
めている。分類と特徴抽出アルゴリズムは scikit-learn ライブラリより k-最近傍法
(kNN)、線形判別分析(LDA)、主成分分析(PCA)を採用した。kNN の仕組みは直観的に
理解しやすく、特徴抽出を行った後のデータの評価が行いやすいという利点で採用に至
った。PCA に関しては、特徴抽出アルゴリズムおいてに最もよく使われているため、
これを用いた学習結果を基準とした。LDA は教師ありでありながら特徴抽出に使える
ことが特徴的であるために採用した。一方、Keras ライブラリより畳み込みニューラル
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ネットワーク(CNN)を採用した。理由として、近年 CNN は画像認識において注目され
ていることから、本研究の波形データについても画像を認識するように分類できるかど
うかという観点によるものである。 
 
3.2 学習データの特徴抽出アルゴリズム 
3.2.1 主成分分析 
主成分分析(PCA)は、学習データにもっとも接近する特徴空間を見つけ、そこにデー
タを射影する特徴抽出アルゴリズムである[10]。PCA は、まずデータセットの分散を最
大限に維持する軸を見つける。次に、第一の軸と直交するもう一つの軸も見つけ、この
軸は二番目に大きな分散を持つ。もっと次元の高いデータセットでは、さらにそれまで
の二本の軸に直交する第三、第四あるいはそれ以上の軸も見つけてくる。第 i 番目の軸
を定義する単位ベクトルを i 番目の主成分と呼ぶ。 
図 3-3 に示す三次元の特徴空間に格納されているデータセットの例では、赤矢印が
図 3-2 本研究で採用した学習フロー 
図 3-1 学習の流れおよびさまざまな学習アルゴリズム 
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第一主成分に当たり、赤矢印に直交する青矢印を第二主成分、第三主成分の緑矢印まで
軸を定義することができる。第三主成分はわずかな分散しか持たないことから、データ
セットを第一・第二主成分のみで構成された二次元の新たな特徴空間(平面)に射影して
も、データセットが持つ元々情報量を最大限に維持した次元削減が行うことができる。 
3.2.2 線形判別分析 
線形判別分析(LDA)は元々分類アルゴリズムであるが、次元削減テクニックとして優
れているため、教師ありの特徴抽出アルゴリズムとして扱うこともできる[11]。LDA は
異なるラベルのデータセットをもっとも特徴的に分けられるような軸を見つけ、それら
の軸を使ってデータを射影する新たな特徴空間を定義する。利点として、射影によって
ラベルができる限り遠く引き離されることが挙げられる。 
図 3-4 に示すデータセットを二つのクラスを分類する例では、赤ラベルと緑ラベル
を持つデータのクラス間距離を最大にし、クラス内分散を最小にするように新たな軸を
定義することで、二つのクラスをもっとも離れるようにデータセットを射影することが
できる。 
 
図 3-3 PCA を用いたデータ変換 
図 3-4 LDA を用いたデータ変換 
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3.2.3 畳み込みニューラルネットワーク 
通常のニューラルネットワークの学習方法は空間的特徴、つまりデータの隣り合う
特徴量同士の関連性を捉えることができない。畳み込みニューラルネットワーク
(CNN)はこの欠点を補うためのネットワークである。CNN は畳み込みを行う畳み込み
層とサイズ圧縮を行うプーリング層が交互に重なり、最後に通常のニューラルネット
ワークに接続するように構成されたネットワークである。 
 図 3-5 のような手書き数字の例を挙げると、畳み込み層のニューロンは、入力画像の
一定領域にあるピクセルと接続するようにする[12]。この一定領域の情報を一つのニュ
ーロンに集約して接続する処理を畳み込みと呼ぶ。畳み込み領域を 1 ピクセルずつずら
して処理していくと、複数の特徴マップが作成される。次に、作成された特徴マップを
扱いやすくするためにサイズを圧縮する。圧縮には特徴マップの一定領域内の最大値を
取る(最大値プーリング)や平均を取る(平均値プーリング)という主な二つの手法がある。
畳み込みとプーリングを必要な回数だけ繰り返し、新たな特徴量が抽出される。本研究
はゲート波形の時系列データを扱っているため、図 3-6 と図 3-7 のように一次元の畳
み込み処理を行う。 
 
3.3 学習データの分類アルゴリズム 
3.3.1 k-最近傍法 
k-最近傍法アルゴリズム(kNN)は、最も単純な学習アルゴリズムであるといわれてい
る[10]。訓練データセットを特徴空間に格納するだけで構築できる。新しいデータに対
する予測は、訓練データセットの中から最も近い点「最近傍点」を見つけることで行わ
れる。k の値を設定することで、任意個の最近傍点で投票を行い、ラベルを決める。図 
3-8 の特徴空間で例を挙げると、k=3 の場合は赤三角と、k=5 の場合は青四角のように、
k の値によって異なる予測結果を得ることが考えられる。 
3.3.2 人工ニューラルネットワーク 
人工ニューラルネットワークネットワークは、隣接する層で相互接続されたニューロ
ンで構成されている[13]。より高い正確さが得られるようにニューロン同士の接続方法
を探索し、そのモデルを学習することを目的としている。図 3-9 に示す手書き数字の認
識の例を再び挙げると、画像の各ピクセルが持つ白黒の度合いを特徴量とし、一列に広 
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図 3-6 一次元畳み込みニューラルネットワークの構造 
図 3-5 二次元畳み込みニューラルネットワークの構造[12] 
図 3-7 時系列(一次元)の畳み込み 
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図 3-9 数字を分類するためのニューラルネットワーク[15] 
図 3-8  kNN アルゴリズムの予測 
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げてネットワークの入力層に入力され、最終的にラベル 0~9 のいずれかから結果が出
力される。この例では、ネットワークは数字の画像を新たな表現に変換し、それぞれの
表現は元の画像から徐々に異なるものに変化しながら、最終的な結果に関する情報を少
しずつ増やしていくように学習する。 
 
3.4 オープンソースライブラリ 
Python に実装されているライブラリでは、データを 2 次元配列または行列に格納し
ている。データ行列 X のサイズはサンプルの数(n_samples)とそれぞれのサンプルが持
つ特徴量の数(n_features)の積となっており、教師あり学習の場合、ラベルベクトル y
は n_samples と同じサイズを持つ。 
 
3.4.1 scikit-learn 
scikit-learn[14]の API は、すぐに一般的な機械学習アルゴリズムにアクセスできる
ように設計された、大学でも産業界でも広く使われている、機械学習分野において重要
なライブラリである。誰でも簡単に機械学習を行えることを可能とした scikit-learn の
主な特徴は以下のとおりである[10]。 
⚫ 一貫性：すべてのオプジェクトが推定、変換、予測の順に首尾一貫した単純なイ
ンターフェイスを持つ。 
➢ 推定器:データセットに基づいてパラメータを推定できるオプジェクトは推
定器と呼ばれる。推定自体は fit( )メソッドが呼び出されたときに行われて
おり、引数はデータセット(教師あり学習アルゴリズムの場合、データセッ
トとラベル)である。 
➢ 変換器:一部の推定器は、データセットを変換することもできる。このような
ものを変換器と呼ぶ。変換は変換対象のデータセットを引数とする
transform( )メソッドで行われる。戻り値は、変換後のデータセットである。 
➢ 予測器:一部の推定器は、データセットを与えられると、予測することができ
る。このようなものを予測器と呼ぶ。予測器には、新しいインスタンスを格
納するデータセットを引数とし、対応する予測のデータセットを返す
predict( )というメソッドがある。予測器には、テストセット(教師あり学習
アルゴリズムの場合はテストセットと対応するラベル)を引数として予測の
正確さを測定する score( )メソッドもある。 
⚫ インスペクション:推定器のハイパーパラメータは、すべて公開インスタンス変
数を通じて直接アクセスでき、推定器の学習後のパラメータは、すべてアンダー
スコアをサフィンクスとする公開インスタンス変数を介してアクセスできる。 
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⚫ クラス増加の抑制:データセットは、自家製のクラスではなく、Numpy 配列また
は SciPy 疎行列で表現される。ハイパーパラメータは、Python の通常の文字列
または数値である。 
⚫ 合成:既存のコードはできる限り再利用できるようになっている。例えば、一連
の無作為な変換器のあとに最後に推定器が続く推定器のパイプラインを簡単に
作れる。 
⚫ 妥当なデフォルト値:scikit-learn は、ほとんどのハイパーパラメータに妥当なデ
フォルト値を設定しており、動作する基本システムをすばやく作れるようになっ
ている。 
 
3.4.2 Keras 
Keras[15]は、モジュール式で、最小限で容易に拡張可能なアーキテクチャでほぼあ
らゆる種類のニューラルネットワークモデルを定義して訓練するためのフレームワー
クである。Keras の利点を以下に示す[13]。 
⚫ モジュール性:Keras のモジュールはレゴブロックのように組み合わせてニュー
ラルネットワークを構築できる。すなわち、事前に定義されたさまざまな種類
のニューラルネットワーク層、損失関数、最適化アルゴリズム、初期化方法、
活性化関数、および正則化方法を組み合わせてネットワークを定義できる。 
⚫ ミニマリズム:各モジュールは短く自己記述的になっている。 
⚫ 拡張性:ユーザーは必要に応じて Keras を拡張することができる。 
⚫ CPU でも GPU でも同じコードをシームレスに実行できる 
⚫ ニューラルネットワークモデルのプロトタイプを簡単にすばやく作成できるユ
ーザーフレンドリな API を備えている。 
⚫ 畳み込みネットワーク、リカレントネットワーク、およびそれらの組み合わせ
を組み込みでサポートしている。 
⚫ 複数入力/複数出力モデル、層の共有、モデルの共有など、任意のネットワーク
アーキテクチャをサポートしている。つまり、ほぼすべてのディープラーニン
グモデルの構築に適している。 
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第4章 パワーデバイスのパラメータ推定 
 本章では、デバイスパラメータを推定するために提案された先行研究を紹介し、本
研究の提案手法を述べる。もっとも原始的な方法として、劣化しやすい箇所にさまざ
まなセンサを直接取り付け、その後パワーデバイスのデータシートを参照しながら判
定することが行われていた。しかし、より正確的かつリアルタイムのモニタリングを
実現するために、近年は図 4-1 のように主回路から、あるいは図 4-2 のように制御回
路から取得した電圧・電流データをさまざまなデータ解析手法で間接的に推定するこ
とが一般的な傾向である。 
  
4.1 先行研究 
4.1.1 IGBTの劣化判定 
 IGBTの劣化にもっとも大きく反映にされるデバイスパラメータはターンオン時のコ
レクタ-エミッタ間電圧(VCE(ON))である。Xiong らはVCE(ON)が初期値より 15~20%ほど
増加していれば、その IGBT は寿命に達するしきい値であることを結論付けた[16]。し
かし、Sutrisno らのパワーサイクル試験結果によると、IGBT の寿命とVCE(ON)の増加関
係には個体差が存在することを示した[17]。図 4-3 のように、IGBT の寿命の 94%や
80%に時点でVCE(ON)の増加しきい値に達した場合もあれば、寿命が越えていても
VCE(ON)の増加はしきい値に達していない場合もあることから、劣化の見逃しを招く恐
れがあることを示唆した。 
 一方、Patil らはVCE(ON)およびICE(ON)を取得し、マハラノビス距離やカイ二乗分布と
いった統計学的手法に適用した[4]。まず、図 4-4 のように IGBT から初期のデータセ
ットを作り、劣化していない健康領域とする。そこから標準偏差の三倍(𝟑𝛔)を超えるマ
ハラノビス距離を持つデータ、あるいはカイ二乗分布の上側 2.5%に入るデータを持つ
IGBT を劣化と判定した。しかし、この健康領域は一定のジャンクション温度で取得し
たVCE(ON)とICE(ON)によって定められている。パワーデバイスは動作中に温度が変化し続
けているため、デバイスの温度特性が考慮されていない健康領域での判定は劣化の誤認
をする可能性が高いことを図 4-5 で示されている[17]。 
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図 4-1 主回路(強電部)からのセンシング 
 
図 4-2  制御回路(弱電部)からのセンシング 
図 4-3  𝐕𝐂𝐄(𝐎𝐍)の増加を用いた劣化判定の失敗例[17] 
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(b) マハラノビス距離の計算 
 
図 4-4 統計学的手法を用いた劣化判定[4] 
   (a) 𝐕𝐂𝐄(𝐎𝐍)と𝐈𝐂𝐄(𝐎𝐍)で定めたパワーデバイスの健康領域 
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(b) カイ二乗分布の上側 2.5%を劣化しきい値とした判定 
 
図 4-5 図 4-4 で用いた劣化判定の失敗例[17] 
(a) マハラノビス距離の𝟑𝛔を劣化しきい値とした判定 
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4.1.2 ジャンクション温度の推定 
理想的に主回路から絶縁されたゲート端子の電圧値と電流値は、パワーデバイスの
寄生容量(Cgc/Cgd, Cge/Cgs)により、主回路の動作条件に伴って変動する。この性質
を用いたジャンクション温度の推定手法が提案されている。Baker らはターンオン時
のゲート抵抗における電圧降下をセンシング箇所とし、図 4-6 に示す測定回路をゲー
トドライバに組み込み、電圧波形のピーク値を検出する[5]。図 4-7 にように、ジャン
クション温度によって電圧波形が少し変化するため、そのピーク値の違いから温度を
推定する手法である。しかし、波形の一点のみをモニタリングすることは、ノイズや
負荷変動などによる影響が受けやすいことを意味する。また、ピーク値の微小な変化
を見分けるには 12-14bit のような高性能の A/D 変換器が必要であることが問題点とし
て挙げられる。 
 
4.2 提案手法 
 以上のより、パワーデバイスのスイッチング動作は複雑であるために、デバイスパ
ラメータの推定方法やその解釈に注意を払う必要がある。そうでなければ、現実的な
結果が得られないことや、誤認や見逃しによる部品の浪費と予定外の故障など、本来
の目標であるパワーデバイスの信頼性向上が達成できなくなる。 
 したがって、本研究はゲート端子をセンシング箇所とし、ターンオン時から過渡現
象が終了するまでの電圧波形を取得する。波形の各タイミングにおける電圧値を特徴
量とした一つの高次元データを、機械学習やニューラルネットワークアルゴリズムで
学習する。ターンオン時のある特定の一点のみで判定するのではなく、波形全体の時
系列的な挙動で判定すれば、よりロバストなモニタリングが可能となると考えられ
る。 
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図 4-6 ゲート抵抗における電圧降下ピーク値の検出回路[5] 
図 4-7 電圧波形および検出回路の出力[5] 
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第5章 学習データの取得 
 図 5-1 に提案手法の波形テータを取得するダブルパルス回路を示す。パワーデバイ
スの Vth や Tj、およびボンディングワイヤにおける Rs/Re、負荷に流れる𝐈𝐋がさまざ
まな値に変化する中で取得した波形データでその有効性を検証する。さらに、将来的に
ゲートドライバ IC 内で実装することを目標に、IC 内の A/D 変換器のサンプリング間
隔や分解能を考慮した波形データを生成し、十分な正解率を得るために必要な A/D 変
換器性能を評価する。 
 
5.1 波形データの取得手順 
5.1.1 LTspiceシミュレーション 
シミュレーションで取得した波形の設定条件を表 5-1 に示す。ただし、ダブルパルス
回路の寄生インダクタンスを考慮し、6 箇所に付け加えている。 
図 5-1 提案手法のセンシング箇所と推定パラメータ 
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表 5-1 シミュレーション波形の取得条件 
回路素子・動作条件 型番・値 
パワーデバイス(SiC MOSFET) C2M0025120D 
環流ダイオード C4D20120A 
環流インダクタ DKIH-3252-40D5 
寄生インダクタンス 
𝑳𝐯𝐝𝐝 6nH 
𝐋𝐝 3nH 
𝐋𝐬 6nH 
𝐋𝐯𝐝𝐝𝐫 6nH 
𝐋𝐠 6nH 
𝐋𝐠𝐫 3nH 
固定のパラメータ 
𝐕𝐝𝐝 300V 
𝐑𝐠 6.7𝛀 
𝐕𝐏 ON:20V OFF:0V 
センシング時間/サンプリング間隔 𝟏𝛍𝐬/𝟏𝐧𝐬 
変動するパラメータ 
𝐈𝐋 1~100A 
Tj 25~150℃ 
Vth 0~5V 
Rs 0~10𝐦𝛀 
 
SiC MOSFET と環流ダイオード、環流インダクタはメーカーから提供された spice
モデルを使用した。推定対象である四つのパラメータについては、Rs の値を可変にし、
𝐈𝐋は第一パルスの ON 時間で調節した。SiC MOSFET の spice モデルでは、Tj と Vth
の設定が可能であったため、これを利用した。また、シミュレーションの動作を確認す
るための回路を図 5-2 に示す。 
 
5.1.2 高電圧測定 
高電圧測定で取得した波形の設定条件を表 5-2 に示す。今回の測定は一個の IGBT
モジュールに対して行ったため、𝐈𝐋と Re のみ推定対象にした。𝐈𝐋は同じく第一パルス
の ON 時間で調節し、Re については図 5-3 に示す取り付けパーツを入れ替えてそれぞ
れ 100 回ずつ測定した。取り付けパーツに 10𝐦𝛀の抵抗が 0 個から 5 個まで並列接続
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されているため、Re =[0,2,2.5,3.3,5,10]𝐦𝛀のときの波形を取得した。 
 
 
 
図 5-3 高電圧測定用可変 Re の取り付けパーツ 
図 5-2 シミュレーション動作確認用測定回路 
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表 5-2 実測波形の取得条件 
回路素子・動作条件 型番・値 
パワーデバイス(IGBT モジュール) 2MBI100TA-060-50 
環流ダイオード モジュール内に付属 
環流インダクタ 1.5mH 
固定のパラメータ 
𝐕𝐝𝐝 300V 
𝐕𝐏 ON:15V OFF:0V 
センシング時間/サンプリング間隔 𝟑𝛍𝐬/𝟏𝐧𝐬 
変動するパラメータ 
𝐈𝐋 2~100A 
Re 0~10𝐦𝛀 
 
5.2 取得した波形データの見た目 
5.2.1 シミュレーション波形の確認 
 図 5-4 にシミュレーションで取得した入力信号(黄)および Vg(水)、 𝐕𝐃(マゼンタ)、
 𝐈𝐃(緑)波形を示す。これにより、シミュレーション波形は実測とほぼ同等の動作を示し
ていることを確認した。 
 次に、図 5-5 にシミュレーションおよび高電圧測定で取得した Vg と 𝐕𝐃/𝐕𝐂、 𝐈𝐃/𝐈𝐂
波形を示す。他のデバイスパラメータを一定にし、𝐈𝐃/𝐈𝐂=10A と 20A のときの、第一
パルスのターンオフ直前から第二パルスのターンオン直後までの波形を比較している。
シミュレーションでは SiC MOSFET、実測では IGBT モジュールを使用しているため、
ターンオン・ターンオフ特性は異なるものの、図 2-3 のようなダブルパルステストにお
ける一般的なパワーデバイスの動作を示しており、かつパラメータや動作条件によって
ターンオン・ターンオフ時の波形が変化することが確認できる。 
5.2.1 高電圧測定波形の確認 
 図 5-6 に高電圧測定で取得したゲート電圧波形の全パターンを示す。𝐈𝐋と Re による
波形の影響を見やすくするため、片方だけ変化したときに重ねられた図を図 5-7 およ
び図 5-8 に示す。図 5-3 の取り付けパーツによる長い配線のせいで、寄生インダクタ 
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(b) 動作確認回路で取得した波形 
 
図 5-4 シミュレーション波形と実測波形の比較 
(a)  シミュレーションで取得した波形 
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(b) 高電圧測定で取得した波形 
 
図 5-5 シミュレーション波形と実測波形の比較 
(a)  シミュレーションで取得した波形 
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ンスが通常より大きくなっている。ターンオンしたときに発生する
𝑑𝑖
𝑑𝑡
はこの寄生インダ
クタンスと伴ってエミッタ端子の電圧値を一時的上昇させ、同時に𝐶𝐺𝐷に伝わってゲー
ト端子の電圧値が持ち上げられる。しかし、ゲート電圧はゲートドライバによって 15V
にクランプしているため、図 5-6 の𝐈𝐋 ≥ 𝟑𝟎𝐀の波形ではプラトー領域に到達する前に
しばらく 15V に頭打ちしていることになっている。図 5-7 から、あらかじめため込ん
図 5-6 実測ゲート電圧波形の全パターン 
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でいた𝐈𝐋が大きければ大きいほど、ターンオン後に流れ始めた𝐈𝐂が𝐈𝐋の値に到達するま
での時間が遅れることが人間の目でも観測できる。一方、図 5-8 から、Re の増加はプ
ラトー領域における振動を激しくし、𝐈𝐂を流れにくくする効果で似たような遅れがみら
れるが、低い𝐈𝐋においてこれらの変化はほとんどみられず、𝐈𝐋 ≥ 𝟑𝟎𝐀あたりからようや
く人間の目でも観測できるようになっている。したがって、このような Re による微小
な波形変化を見分けることができれば、機械学習やニューラルネットワークアルゴリズ
ムを用いる意義となると考えられる。 
図 5-7 Re が一定のときの異なる𝐈𝐋によるゲート電圧波形の変化 
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図 5-8 𝐈𝐋が一定のときの異なる Re によるゲート電圧波形の変化 
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第6章 実験結果 
 シミュレーションで取得した波形データのデバイスパラメータの変動幅を五分割し、五
クラスの分類問題とする。このとき、クラス番号が大きい順でパワーデバイスの劣化度合が
大きいことになっている。波形データの内訳を表 6-1 に示す。これを用いて学習アルゴリ
ズムで学習し、その結果について比較を行う。 
 
表 6-1 シミュレーション波形のラベル付け 
0: 𝐑𝐬 <
𝟐𝐦𝛀 
1: 𝟐𝐦𝛀 ≤
𝐑𝐬 < 𝟒𝐦𝛀  
2: 𝟒𝐦𝛀 ≤
𝐑𝐬 < 𝟔𝐦𝛀 
3: 𝟔𝐦𝛀 ≤
𝐑𝐬 < 𝟖𝐦𝛀 
4: 𝐑𝐬 ≥
𝟖𝐦𝛀 
合計 
6864 5016 5280 6864 6864 30888 
 
0: 𝐕𝐭𝐡 <
𝟏𝐕 
1: 𝟏𝐕 ≤
𝐕𝐭𝐡 < 𝟐𝐕  
2: 𝟐𝐕 ≤
𝐕𝐭𝐡 < 𝟑𝐕  
3: 𝟑𝐕 ≤
𝐕𝐭𝐡 < 𝟒𝐕  
4: 𝐕𝐭𝐡 ≥
𝟒𝐕 
合計 
4752 7128 4752 7128 7128 30888 
 
0: 𝐓𝐣 <
𝟓𝟎℃ 
1: 𝟓𝟎℃ ≤
𝐓𝐣 < 𝟕𝟓℃  
2: 𝟕𝟓℃ ≤
𝐓𝐣 < 𝟏𝟎𝟎℃ 
3: 𝟏𝟎𝟎℃ ≤
𝐓𝐣 < 𝟏𝟐𝟓℃ 
4: 𝐓𝐣 ≥
𝟏𝟐𝟓℃ 
合計 
5616 5616 5616 5616 8424 30888 
 
0: 𝐈𝐋 < 𝟐𝟎𝐀 1: 𝟐𝟎𝐀 ≤
𝐈𝐋 < 𝟒𝟎𝐀  
2: 𝟒𝟎𝐀 ≤
𝐈𝐋 < 𝟔𝟎𝐀  
3: 𝟔𝟎𝐀 ≤
𝐈𝐋 < 𝟖𝟎𝐀  
4: 𝐈𝐋 ≥ 𝟖𝟎𝐀 合計 
7722 5148 5148 5148 7722 30888 
 
一方、学習アルゴリズムの検証に使う実測データについては、同様に表 6-2 に示す。 
 
表 6-2 実測波形のラベル付け 
0: 𝐑𝐞 =
𝟎𝐦𝛀 
1: 𝐑𝐞 =
𝟐𝐦𝛀 
2: 𝐑𝐞 =
𝟐. 𝟓𝐦𝛀 
3: 𝐑𝐞 =
𝟑. 𝟑𝐦𝛀 
4: 𝐑𝐞 =
𝟓𝐦𝛀 
5: 𝐑𝐞 =
𝟏𝟎𝐦𝛀 
合計 
1100 1100 1100 1100 1100 1100 6600 
 
0: 𝐈𝐋 <
𝟏𝟓𝐀 
1: 15𝐀 ≤
𝐈𝐋 < 𝟑𝟎𝐀  
2: 𝟑𝟎𝐀 ≤
𝐈𝐋 < 𝟒𝟓𝐀  
3: 45𝐀 ≤
𝐈𝐋 < 𝟔𝟎𝐀  
4: 𝟔𝟎𝐀 ≤
𝐈𝐋 < 𝟕𝟓𝐀 
5: 𝐈𝐋 ≥
𝟕𝟓𝐀 
合計 
1200 600 1200 600 1200 1800 6600 
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また、図 6-1 のように 60：15：25 の比率で学習データと検証データ、テストデータ
に分割し、正解率や混同行列など学習結果の評価を行う。 
 
6.1 採用した三種類の学習フローの学習結果 
6.1.1 PCA+kNNを用いた学習 
PCA は元々のデータの特徴量の数までの次元削減が行えるが、まずデータを何次元
(n_components)まで削減するかを決める。図 6-2 にシミュレーションデータを第 50 主
成分までの累積寄与率を示す。これにより、採用した主成分で元々のデータの何割の情
報量を持っているかを表すことができる。例えば、n_components=10 にすると、約 80%
の寄与率を得ることができ、n_components=15 すると、約 90%の寄与率を得ることが
できる。 
n_components=15 にし、その他はハイパーパラメータをデフォルト(kNN の k=5 な
ど)としたときのテストデータの正解率および混同行列を表 6-3 に示す。𝐕𝐭𝐡と𝐈𝐋に関す
る分類は 99%の正解率を得ており、𝐑𝐬についても約 90%の正解率に達している。また、
不正解になった箇所でも、すぐ隣のラベルに分類されている場合がほとんどであること
が混同行列からみられる。しかし、𝐓𝐣に対する分類の正解率は 50%以下になっている。 
この PCA による学習結果への影響を考察するために、データの可視化および正解率
ヒートマップを用いる。第一主成分および第二主成分からなる新たな特徴平面(寄与率
図 6-1 学習データの分割 
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約 50％)に射影した結果を図 6-3 に示す。これを図 6-4 のようにラベルごとに色分け
を行う。一方、PCA の n_components=1~15、kNN の k=1,3,5,7,9,11,13,15 にそれぞ
れ変えたときの正解率を図 6-5 に示す。 
 図 6-4 から、PCA による変換は Vth> 𝐈𝐋 > 𝐑𝐬 > 𝐓𝐣の順で効果的な分類がみられ
る。Vth は図 6-5(b)で n_components≥2 からほぼ 100％を得ていることがみられる。
𝐈𝐋については、n_components=2 のとき、ラベル 2~4 のデータが分けられていないた
め、正解率は約70%であるが、n_components=3で約90%まで上がり、n_components≥4
からほぼ 100％を得ていることから、必要な次元数がやや多めに採用することでよい正
解率が得られることが 6-5(d)から見て取れる。𝐑𝐬では似た傾向がみられるが、6-5(a)か
ら n_components の値に関係なく k=1 のときに最も高い正解率を得ていることは、異
なるラベルを持つデータは所々で混在し、最も近い一個のデータ以外は別のラベルを持
ったデータが存在している場合が多いことを示している。これは𝐓𝐣についても同様で、
結果がより悪くなったことが考えられる。結論として、Vthと𝐈𝐋は成功したが、𝐑𝐬と𝐓𝐣
による変動を特徴として抽出する効果が低いことがみられる。 
  
図 6-2 主成分の累積寄与率 
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表 6-3 PCA+kNN での学習結果 
𝐑𝐬 正解率: 0.913 
予測\実際 0 1 2 3 4 適合率 
0 1714 80 0 2 0 0.954 
1 73 1118 66 2 0 0.888 
2 4 61 1074 168 1 0.821 
3 0 6 105 1542 29 0.917 
4 0 0 7 67 1603 0.956 
再現率 0.957 0.884 0.858 0.866 0.982  
𝐕𝐭𝐡 正解率: 0.993 
予測\実際 0 1 2 3 4 適合率 
0 1170 4 0 0 0 0.997 
1 0 1769 24 0 0 0.987 
2 0 2 1166 16 0 0.985 
3 0 0 0 1782 5 0.997 
4 0 0 0 0 1784 1 
再現率 1 0.997 0.980 0.991 0.997  
𝐓𝐣 正解率: 0.444 
予測\実際 0 1 2 3 4 適合率 
0 803 475 43 25 92 0.558 
1 450 600 320 58 14 0.416 
2 62 409 481 354 76 0.348 
3 24 68 414 394 470 0.288 
4 24 17 245 652 1152 0.551 
再現率 0.589 0.382 0.320 0.266 0.639  
𝐈𝐋 正解率: 0.989 
予測\実際 0 1 2 3 4 適合率 
0 1933 0 0 0 0 1 
1 0 1292 0 0 0 1 
2 0 0 1252 2 0 0.998 
3 0 0 0 1267 66 0.950 
4 0 0 0 18 1892 0.990 
再現率 1 1 1 0.984 0.966  
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図 6-3 PCA で変換したシミュレーション波形データ 
図 6-4 ラベルで色分けした変換後の波形データ 
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(b)  𝐕𝐭𝐡の正解率ヒートマップ 
(a)  𝐑𝐬の正解率ヒートマップ 
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(d)  𝐈𝐋の正解率ヒートマップ 
 
図 6-5 PCA と kNN ハイパーパラメータごとのテストデータ正解率 
(c)   𝐓𝐣の正解率ヒートマップ 
第 6 章 実験結果 
44 
 
6.1.2 LDA+kNNを用いた学習 
表 6-4 LDA+kNN での学習結果 
𝐑𝐬 正解率: 0.963 
予測\実際 0 1 2 3 4 適合率 
0 1720 15 0 0 0 0.991 
1 15 1209 38 0 0 0.958 
2 0 17 1223 72 0 0.932 
3 0 3 58 1628 16 0.954 
4 0 4 7 33 1664 0.974 
再現率 0.991 0.969 0.922 0.939 0.9  
𝐕𝐭𝐡 正解率: 0.982 
予測\実際 0 1 2 3 4 適合率 
0 1161 9 0 0 0 0.992 
1 6 1732 19 0 0 0.986 
2 0 8 1155 43 0 0.958 
3 0 0 14 1806 30 0.976 
4 0 0 0 10 1729 0.994 
再現率 0.995 0.990 0.972 0.971 0.983  
𝐓𝐣 正解率: 0.441 
予測\実際 0 1 2 3 4 適合率 
0 697 372 150 108 80 0.495 
1 419 487 214 133 115 0.356 
2 243 227 525 209 187 0.377 
3 181 171 276 436 345 0.309 
4 131 133 231 382 1260 0.590 
再現率 0.417 0.350 0.376 0.344 0.634  
𝐈𝐋 正解率: 0.959 
予測\実際 0 1 2 3 4 適合率 
0 1972 0 0 0 0 1 
1 0 1336 6 0 0 0.996 
2 0 5 1192 37 0 0.966 
3 0 0 30 1101 139 0.867 
4 0 0 0 100 1804 0.947 
再現率 1 0.996 0.971 0.889 0.928  
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LDA はラベルの数－1 まで次元削減が行える。ラベルの数は 5 のため、変換後の次
元数は最大 n_components=4 まである。n_components=4 にし、その他はハイパーパ
ラメータをデフォルトとしたときのテストデータの正解率および混同行列、さらいにデ
ータの二次元射影図と正解率ヒートマップを同様に表 6-4、図 6-6、図 6-7 に示す。
𝐑𝐬と𝐕𝐭𝐡、𝐈𝐋に関する分類は 95%以上の正解率を得ているが、𝐓𝐣については PCA のと
きと同様に 50%以下になっている。これは LDA による変換は𝐑𝐬と𝐕𝐭𝐡、𝐈𝐋についてラ
ベルごとの仕分けに成功し、𝐓𝐣については失敗しているからであることが、図 6-6 から
見て取れる。また、図 6-7 から k の値に関係なく、同じ n_components ではほぼ同じ
正解率を得ていることも、𝐑𝐬と𝐕𝐭𝐡、𝐈𝐋について分類が成功していることの裏付けとな
っている。 
  
図 6-6  LDA で変換したシミュレーション波形データ 
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(b)  𝐕𝐭𝐡の正解率ヒートマップ 
(a)  𝐑𝐬の正解率ヒートマップ 
(d)  𝐈𝐋の正解率ヒートマップ 
図 6-7  LDA と kNN ハイパーパラメータごとのテストデータ正解率 
(c)  𝐓𝐣の正解率ヒートマップ 
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6.1.3 CNNを用いた学習 
表 6-5 に用いた CNN モデルを示す。層数、フィルタ数、フィルタサイズ、プーリン
グサイズ、全結合層の数およびニューロン数などは図 3-5 のモデルを一次元に書き換
えた形になっている。このモデルでの学習結果は表 6-6 に示す。CNN を用いた学習は、
全てのデバイスパラメータの分類に 90%以上の正解率を得られた。次に、ゲート波形の
学習に対して、異なるフィルタサイズによる影響を確認する。フィルタサイズ 5～40 を
用いたときの CNN モデルで学習したとき、50 エポックが終了した時点でのテストデ
ータに対する正解率を図 6-8 に示す。結果として、フィルタサイズが 25 のときに学習
結果が総合的にもっともよかったことがみられた。 
 
表 6-5 CNN モデル 
_________________________________________________________________ 
層 (タイプ)                 出力サイズ               重みパラメータ数    
================================================================= 
conv1d_1 (一次元畳み込み)    (None, 1000, 6)            156        
_________________________________________________________________ 
max_pooling1d_1             (None, 500, 6)             0     
(一次元最大値プーリング)  
_________________________________________________________________ 
conv1d_2 (一次元畳み込み)    (None, 500, 16)            2416       
_________________________________________________________________ 
max_pooling1d_2             (None, 250, 16)            0          
(一次元最大値プーリング)  
_________________________________________________________________ 
flatten_1 (一次元変換)       (None, 4000)               0          
_________________________________________________________________ 
dense_1 (全結合)              (None, 120)               480120     
_________________________________________________________________ 
dense_2 (全結合)              (None, 84)                10164      
_________________________________________________________________ 
dense_3 (全結合)              (None, 5)                 425        
================================================================= 
Total params: 493,281 
Trainable params: 493,281 
Non-trainable params: 0 
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表 6-6 CNN での学習結果 
𝐑𝐬 終了エポック: 68 損失: 0.102 正解率: 0.963 
予測\実際 0 1 2 3 4 適合率 
0 1663 45 0 0 0 0.974 
1 4 1201 54 3 0 0.952 
2 0 4 1207 111 0 0.913 
3 0 0 33 1629 73 0.939 
4 0 0 0 5 1690 0.997 
再現率 0.998 0.961 0.933 0.932 0.959  
𝐕𝐭𝐡 終了エポック: 86 損失: 0.0107 正解率: 0.996 
予測\実際 0 1 2 3 4 適合率 
0 1160 3 0 0 0 0.997 
1 0 1764 5 0 0 0.997 
2 0 0 1185 13 0 0.989 
3 0 0 0 1814 13 0.993 
4 0 0 0 0 1765 1 
再現率 1 0.998 0.996 0.993 0.993  
𝐓𝐣 終了エポック: 95 損失: 0.163 正解率: 0.933 
予測\実際 0 1 2 3 4 適合率 
0 1253 116 7 1 0 0.910 
1 36 1318 73 0 0 0.924 
2 0 5 1322 87 12 0.927 
3 0 0 18 1232 154 0.877 
4 0 0 0 12 2076 0.994 
再現率 0.972 0.916 0.931 0.925 0.926  
𝐈𝐋 終了エポック: 53 損失: 0.00740 正解率: 0.996 
予測\実際 0 1 2 3 4 適合率 
0 1882 0 0 0 0 1 
1 0 1268 0 0 0 1 
2 0 2 1260 0 0 0.998 
3 0 0 0 1317 27 0.980 
4 0 0 0 0 1966 1 
再現率 1 0.998 1 1 0.986  
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6.2 A/D変換器性能による学習結果への影響 
 CNN を用いた学習がもっともよかったことが確認したため、続いて実装するにあた
って必要なA/D変換器性能を調べる。今までのシミュレーションデータは 1ns刻みで、
小数点 15 桁の電圧値のままで学習を行ったが、A/D 変換器のサンプリング間隔および
分解能が[1,2,4,5,10,20,25,40,50]ns と[12,10,8,6]bit のときのデータで CNN モデルに
学習させる。それぞれの条件における学習結果を図 6-9 の正解率ヒートマップおよび
図 6-10のフィッティング曲線に示す。𝐕𝐭𝐡と𝐈𝐋については正解率がほとんど下がらず、
常に 90％以上を維持している。一方、𝐑𝐬と𝐓𝐣の正解率の低下は A/D 変換器性能による
影響は明らかである。今回用いたシミュレーションデータでは 8bit 以上の分解能であ
れば、10ns より短いサンプリングの場合、𝐑𝐬が約 90％、𝐓𝐣が約 70％の正解率を得る
ことができる。 
  
  
図 6-8 CNN フィルタサイズによる学習結果への影響 
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(b)  𝐕𝐭𝐡の正解率ヒートマップ 
(a)  𝐑𝐬の正解率ヒートマップ 
(d)  𝐈𝐋の正解率ヒートマップ 
図 6-9  A/D 変換器性能による正解率依存 
 
(c)  𝐓𝐣の正解率ヒートマップ 
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(b)  𝐕𝐭𝐡の正解率依存 
(a)  𝐑𝐬の正解率依存 
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(d)  𝐈𝐋の正解率依存 
 
図 6-10 正解率のサンプリング間隔と分解能依存 
(c)   𝐓𝐣の正解率依存 
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6.3 高電圧測定データを用いた検証 
 今までの実験で得られた結果を高電圧測定で取得した波形データに適用する。つまり、表
6-5 の CNN モデル、8bit の分解能、10ns のサンプリング間隔で学習を行う。このとき
のテストデータの正解率および混同行列を表 6-7 に示す。𝐑𝐞と𝐈𝐋の学習はどちらもほぼ
100%の正解率を得ている。これはシミュレーションデータと比べて、変動するデバイ
スパラメータが少ないため、比較的に分類しやすいことが原因であると考えられる。 
 
表 6-7 高電圧測定データの学習結果 
𝐑𝐞 終了エポック: 74 損失: 0.0225 正解率: 0.995 
予測\実際 0 1 2 3 4 5 適合率 
0 275 3 0 0 0 0 0.989 
1 0 265 0 0 0 0 1 
2 0 0 264 0 0 0 1 
3 0 0 0 262 4 0 0.985 
4 0 0 0 1 279 0 0.996 
5 0 0 0 0 0 297 1 
再現率 1 0.989 1 0.996 0.986 1  
𝐈𝐋 終了エポック: 213 損失: 0.000223 正解率: 1 
予測\実際 0 1 2 3 4 5 適合率 
0 315 0 0 0 0 0 1 
1 0 144 0 0 0 0 1 
2 0 0 272 0 0 0 1 
3 0 0 0 155 0 0 1 
4 0 0 0 0 298 0 1 
5 0 0 0 0 0 466 1 
再現率 1 1 1 1 1 1  
 
この学習結果は妥当かどうかを検証するために、一部ラベルを持つデータを取り除い
たときの分類テストを行う。例えば、𝐑𝐞=2.5m𝛀のときのデータが含まれずに、残りの
データで学習したモデルは、取り除いたデータを残りのどの𝐑𝐞ラベルに分類するかテ
ストした。表 6-8 のテスト結果から、1100 個の𝐑𝐞=2.5m𝛀ときのデータのうち、701 個
が𝐑𝐞=2m𝛀に、398 個が𝐑𝐞=3.3m𝛀に、1 個だけ𝐑𝐞=5m𝛀に分類されるという結果にな
った。その他の𝐑𝐞ラベルを持つデータで同じテストをしても、すぐ隣の𝐑𝐞ラベルに分
類され、離れた𝐑𝐞ラベルに分類されることはほとんどない。これにより、CNN による
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学習はデバイスパラメータの変動による波形への影響を特徴として学習できており、学
習データに含まれなかったデバイスパラメータの値についても推定可能であることを
示せていると考えられる。 
 
表 6-8 学習に含まれないデータの分類テスト 
 含まれないデータ(n=1100) 
含
ま
れ
な
い
デ
ー
タ
が
 
分
類
さ
れ
る
ク
ラ
ス
 
 0𝐦𝛀 2𝐦𝛀 2.5𝐦𝛀 3.3𝐦𝛀 5𝐦𝛀 10𝐦𝛀 
0𝐦𝛀  434 0 0 0 0 
2𝐦𝛀 1100  701 0 0 0 
2.5𝐦𝛀 0 666  190 0 0 
3.3𝐦𝛀 0 0 398  815 53 
5𝐦𝛀 0 0 1 760  1047 
10𝐦𝛀 0 0 0 150 285  
 
6.4 実験結果のまとめと考察 
表 6-9 実験結果のまとめ 
 𝐑𝐬/𝐑𝐞 𝐕𝐭𝐡 𝐓𝐣 𝐈𝐋 
PCA+kNN △ ◎ × ◎ 
LDA+kNN ◎ ◎ × ○ 
CNN ◎ ◎ ○ ◎ 
◎:>95% ○:≥90% △:<90% ×:<70% 
 
 採用した三種類の学習フローの学習結果は表 6-9 にまとめる。本研究はパワーデバイ
スがターンオン時のゲート端子から電圧波形を取得し、それを時系列データとして学
習アルゴリズムに適用することを提案した。以上の結果により、さまざまなデバイス
パラメータが同時に変動する中でも、推定対象となったデバイスパラメータによる変
動だけ抽出し、結果としてパワーデバイスの劣化を検出することが可能であることを
示した。また、CNN を用いた学習に必要な計算をクラウドサーバーなどのメインシス
テムに任せ、出来上がった CNN モデルをゲートドライバにインプットすることで、
ローカルでの計算コストは分類を行う際のみ必要となると考えられる。しかし、同時
に以下の課題がみられた。 
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デバイスパラメータによる波形への感度の違い 
 本研究おける分類問題は、表 6-1 および表 6-2 のようにデバイスパラメータの変動
幅をそのまま分割して複数のクラスに設定した。抵抗値や温度に対しての分類は、ど
こまでの条件下では高い正解率が得られ、どこから正解率が悪くなるかの境界を明ら
かにすることができた。しかし、電流値やしきい値による変動は非常に簡単に分類で
きており、データの取得条件を悪くしても調べる範囲内では正解率がほとんど下がら
なかった。値の変動幅を小さくするか、クラスの数を多くすることなど、分類問題を
より厳しくすることが可能であることが考えられる。 
ハイパーパラメータのチューニング 
 学習に用いたアルゴリズムは、それらのハイパーパラメータをほとんどデフォルトに
したまま行った。デフォルト値はライブラリの開発者らがどんな問題でも一般的にうま
くいくように設定したものであり、本研究の分類問題についての正解率を全体的に底上
げするために、アルゴリズムを特化したパイパーパラメータにチューニングする必要が
ある。特に畳み込みニューラルネットワークについては、畳み込み層の層数やフィルタ
数、プーリング層のサイズ、全結合層の数およびニューロン数など、学習結果にもっと
も直結しやすいパイパーパラメータによる効果は今後調べる必要がある。 
劣化したパワーデバイスの波形データの取得 
 本研究で行われた高電圧測定は、IGBT のエミッタ端子に外付け抵抗を付けることで劣化
を模擬した。本来パワーデバイスの劣化を調べるためには、パワーサイクル実験を行い、複
数のパワーデバイスを実際に劣化させる必要があり、これには多くの時間と部品を要する。
しかし、より現実的なデータを得られれば、本研究での提案手法の有効性が増すだろうと思
われる。 
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第7章 結論 
 パワーデバイスの経年劣化によるパワーエレクトロニクス機器への悪影響は深刻な
問題となっている。従来はパワーデバイスの強電部からの直接センシング手法が提案
されているが、コストが高いなどの問題があった。 
 本論文では、パワーデバイスの劣化状況を弱電部から推定するため、機械学習やニュ
ーラルネットなどを用いた手法を提案し、シミュレーションや実測で取得した波形デー
タに適用することでその手法の有効性を示した。  
第 2 章でダブルパルススイッチングテストを紹介し、ダブルパルス回路の基本構成お
よびその動作ついて説明した。また、パワーデバイスがターンオン時のスイッチング特
性について詳細を示した。 
 第 3 章では機械学習やニューラルネットワークのオープンソースライブラリを取り
上げた。主成分分析、線形判別分析、畳み込みニューラルネットワークなどの特徴抽出
アルゴリズムや、k-最近傍法や人工ニューラルネットワークなどの分類アルゴリズムの
仕組みを簡略的に説明した。 
 第 4 章ではパワーデバイスの劣化を推定するための先行研究について説明し、その問
題点を明らかにした。それらの課題に踏まえて、本研究で提案した手法を述べた。 
 第 5 章ではシミュレーションデータと実測データの取得方法を示し、異なるデバイス
パラメータのときに取得した波形データを比較した。 
第 6 章では取得した波形データがさまざまな条件下で提案手法に適用したときの学
習結果を示した。 
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