Abstract. Let P be a self-adjoint positive elliptic (-pseudo) differential operator on a compact manifold M without boundary. For a function m ∈ L ∞ [0, ∞) satisfying a Hörmander-Mikhlin type condition, Seeger and Sogge [11] proved that the multiplier theorem
introduction
In this paper we study the multiplier operators on compact manfiolds without boundary. The L pboundedness property of multipliers was established by Seeger and Sogge [11] under the HormanderMikhlin type condition. We obtain a result on L p -boundedness of maximal functions of the multipliers. Let M be a compact manifold of dimension n ≥ 2 without boundary. We consider a first order elliptic pseudo-differential operator P . We assume that P is positive and self-adjoint with respect to a C ∞ density dx on M . Since the inverse operator of P is compact on L 2 (M ) = L 2 (M, dx) and P is self-adjoint, the spectral theorem implies that
where E j is an eigenspace of dimension one of the operator P with an eigenvalue λ j . Here we assume that {λ j } is arranged as 0 < λ 1 ≤ λ 2 ≤ · · · . Let e j be the projection operator onto the eigenspace E j . Then for any f ∈ L 2 (M ) we have f = Under a condition on m involving that m is a C ∞ function, the L p -bound of m(P ) for 1 < p < ∞ was a classical result (see [14] ). A sharp result was obtained later by Seeger and Sogge [11] where 2000 Mathematics Subject Classification. Primary.
they established the L p -bound result for 1 < p < ∞ under the Hörmander-Mikhlin type condition.
To state the result, we take a function β ∈ C ∞ 0 ((1/2, 2)) such that we have
Here the constant C is independent of m and f .
The aim of this paper is to obtain a L p bound of the maximal functions of any N -multipliers with N ∈ N. This is the main result.
Theorem 1.2. For r > 0 let s > n r . Then for each p ∈ (r, ∞) we have
Here the constant C p is independent of N .
For studying the mulitplier m(P ) on compact manifold it is standard to divide the multiplier m(P ) into two parts by using the method combining the Schrödinger propergator e itP . We shall handle each part separately. In local coordinates, the first part will be studied with studying properties of the kernels. On the other hand we shall bound the second part in L ∞ space using a L p − L q estimate of the spectral projection operators.
The study of this problem was motivated by the result of Grafakos-Honzik-Seeger [8] where for the maximal functions of N multipliers on the Euclidean space, they obtained the L p bound with the constant (log(N + 1)) 1/2 as in (1.4) . This growth rate of N is known to be sharp due to the example which was constructed in [5] . The rest of this paper is organized in the following way. In section 2 we divide the multipliers into a major part and a remainder part. In addition each part will be decomposed further using a dyadic cut-off functions. In section 3 we obtain the desired estimate for the remainder part first. The In Section 4 we shall further decompose the main part into a local operator and a remainder term which will be shown to be small enough. Section 5 is devoted to study the kernels of the local operator. Based on this we shall prove Theorem 1.2 in Section 6.
Preliminaries
In this section we review some basic results on the spectral decomposition associated to a selfadjoint elliptic operator on a compact manifold, and the definition of the multiplier operators. Next we review the expression of the multipliers using the Schrödinger propagator and a bound property of the spectral projection operators. We refer to the book [13] for more details. In the last part, we will decompose the multipliers in two parts which will be treated separately in the proof of the main theorem.
Let M be a compact manifold with a density dx and P be a first-order self-adjoint positive elliptic operator on L 2 (M, dx). Then, by spectral theory, the oprator P has positive eigenvalues λ 1 ≤ λ 2 ≤ · · · associated to orthonormal eigenfunctions e 1 , e 2 , · · · . By the orthonormality we have
be the projection maps onto the one-dimensional eigenspace ε j spanned by e j .
Then we have P = ∞ j=1 λ j E j and
be the kernel of m(P ). From the above we see that
Next we recall the expression using the Schrodinger propergator e itP ;
We have the following result on the operator e itP .
Theorem 2.1 ([13, Theorem 3.2.1]). Let M be a compact C ∞ manifold and let P ∈ φ 1 cl (M ) be elliptic and self-adjoint with respect to a positive C ∞ density dx. Then there is an ǫ > 0 such that
where the remainder has kernel R(t, x, y) ∈ C ∞ ([−ǫ, ǫ] × M × M ) and the kernel Q(t, x, y) is supported in a small neighborhood of the diagonal in M × M . Furthermore, suppose that local coordinate are chosen in a patch Ω ⊂ M so that dx agrees with Lebesque measure in the corresponding open subset Ω ⊂ R n ; then, if ω ⊂ Ω is relatively compact, Q(t, x, y) takes the following form when
As given in the above theorem, we shall rely heavily on the precise local formula of e itP for small |t|. On the other hand, to handle the part e itP for large t, we shall use the L p − L q bound of spectral projection operators. Hence we shall decompose m(P ) into two parts according the values of t. In addition, we also decompose the multipliers into the dyadic pieces. For the decomposition we take functions
we set m j (·) := m(·)φ j (·). Then we have
Using (2.4) we write
Let us take a function ρ ∈ S(R) satisfying ρ(t) = 1, |t| ≤ ǫ 2 and ρ(t) = 0, |t| > ǫ, and we split the integration (2.7) as follows
where
Next, we want to express m j (P ) further in a composition form with an aim to achieve a L p bound for p > 2 and a cancellation property of kernels (see Lemma 5.1 and Corollary 5.3). For this we take a C ∞ function φ supported on (
, we have φ j · φ j = φ j , and so it holds that
(2.10)
Injecting this into (2.6) we have m(P ) = A(m, P ) + R(m, P ), where
and
We shall study the maximal function of R(m, P ) and it of A(m, P ) in different ways. First we shall obtain the following result.
Proposition 2.2. We have
This result will be proved in Section 3. For the main part, we shall prove the following result in the subsequent sections.
Given these results, it is easily follows the proof of the main theorem.
Proof of Theorem 1.2. Given functions
It completes the proof.
Estimates for the remainder terms
To handle the remainder part, we shall rely on the L p − L q boundedenss result of the spectral projection operators
We recall the result from [13] . 
where the constant C is independent of λ.
To prove Proposition 2.2, we shall obtain the following L ∞ bound.
Proof. By the decomposition (2.12) it is sufficient to prove that
Applying (3.2) we have
Using the fact that |φ j |, | φ j | ≤ 1 and the orthogonality, we have
. Then, using (2.9) we have
Splitting the L 2 -norm and using Lemma 3.1 we deduce that
We claim that
To show this, applying the fundamental theorem of calculus and the Casuchy Schwartz inequality, we dominate it in the following way
(3.10)
Note that ρ(t) = 1 for |t| < ǫ/2, so we can bound this by
By condition (1.3) of m it gives the desired bound. It proves the claim (3.9).
Moreover it is easy to see that 12) for any N ∈ N if τ / ∈ 2 j−2 , 2 j+2 . Injecting (3.9) and (3.12) into (3.8) we obtain
Combining this with (3.5) gives the estimate (3.4). It completes the proof.
Modifying the proof of the above lemma, we can deduce the following result.
Lemma 3.3. Suppose that m satisfies the condition (1.3). Then we have
Proof. We have τ j (P )f = ∞ k=0 χ k τ j (P )f where χ k is the spectral projection operator. Using Lemma 3.1 we deduce that
(3.14)
We have
For j − 2 ≤ k ≤ j + 2, as in (3.9) we have 
(3.17)
It gives the desired result.
Estimates for the main term
In this section we begin to study the operator A j (m, P ) • φ j (P ) defined in Section 2. We shall divide A j (m, P ) • φ j (P ) further into a major local operator and its remainder term. We shall obtain a uniform L ∞ bound for the remainder part.
We set
Then we have the following result.
Proof. Recalling (2.5) we have
Therefore it suffices to show
Applying the Fourier transform we have
Note that the support of φ(
Hence we have
It shows (4.4) and so the proof is completed.
Let K j (x, y) be the kernel of Q(t) m j (t)ρ(t)dt for Q(t) given by (2.5). We recall the L 2 -bound result obtained by Seeger-Sogge [11] (see also (5.3.9') in [13] ). 5) where the constant C is independent of j ∈ N and x ∈ M . Remark 4.3. Applying Hölder's inequality to (4.5) and a change of variables we can deduce that
We recall the definition ψ loc j (P ) := Q(s) ψ j (s)ρ(s)ds. Now we study the properties of the kernel of the projection operators given by a smooth bump function.
Lemma 4.4. Let ψ ∈ C ∞ (1/2, 1) and set ψ j (·) := ψ(·/2 j ) for j ∈ N. For any N ∈ N the operator ψ j (P ) defined by (2.10) is of the form
Moreover, the kernel K(ψ j ) of ψ j (P ) satisfies uniformly for j ∈ N the estimate
Proof. Recalling (2.5) and (2.8) we have It proves the validitiy of (4.7). To show (4.8) we let Ψ j be the kernel of ψ loc j (P ). By (4.6) we have
From this and using (4.7) we see that
which gives (4.8). Thus the lemma is proved.
Remark 4.5. We note that the functions φ and φ defined in Section 2 satisfies the assumption of the above lemma. Therefore we may use the formula (4.7) for φ and φ.
We have the following result.
Proof. Using (4.2) we have
. We can also use (4.7) and (4.6) to see that
Combining all the above we deduce
We set the local operator associated to m(P );
Now we can deduce the following result.
Proof. Recall that
Using (4.13), (4.6) and Here we note that all the L 1 -norms of the kernels of φ j (P ), m loc j (P ), and φ loc j (P ) with respect to the second variable are bounded unfiormly for j ∈ N. Also, using Lemma 4.4, we have φ j (P ) = φ loc j (P ) + O(2 −jN ). Combining these two facts we deduce that
Bound of the localized by Hardy-Littlewood maximal funtion
We let H j be the kernel of the operator m loc j (P )• φ loc j (P ). Let Φ j be the kernel of Q(s)ˆ Φ j (s)ρ(s)ds. By Lemma 4.2 we have Φ j (x, y) = 2 jn Φ * j (2 j x, 2 j y) with Φ j satisfying
Moreover we have
Proof. We write (5.1) as
Thus it holds that
Using Lemma 4.2 and Hölder's inequality, we have
From Theorem 2.1 we see that the above two operators are both local operators, i.e., their kernels have supports on near the diagonal set in M × M . Therefore, the kernel of the operator m 
Proof. Since j ≥ 1 we have that [ψ j (P )1](x) = 0 for all x ∈ M . Recall that ψ j (P ) equals to 
Next, we may apply Lemma 3.3 for ψ with any s > 0 since ψ is smooth. Then we have
Injecting the above two estimates into (5.4) we get
Because we have the relation Ψ j (x, y)dy = Q(s)ψ j (s)ρ(s)dx 1(x), the above bound proves the lemma.
Proof. Let K j be the kernel of Q(t)m j (t)ρ(t)dt. By (4.5) and Hölder's inequality we have
Using (5.1) and Lemma 5.2, we may deduce that
Up to now, we have localized the kernel by splitting it into a major part H j and a remainder part. At this stage we concentrate on the major term H j .
Lemma 5.4. Assume that s > n r . We have
Proof. Let us take q > 2 such that
Since n r < s we can take an ǫ > 0 such that α := n r + ǫ < s. By a direct calculation we have
Now we apply (5.9) to get
It proves the lemma.
Let Φ J be the kernel of φ loc j and set
Then we have
Martingale operators and their interaction with the multipliers
For k ∈ Z we consider the set of dyadic cubes [2
Then we define the martingale by
We also define the following square function
We recall the following result on E k and S(f ). 
]).
There is a constant C d > 0 such that, for any λ > 0, and 0 < ǫ < 1 2 , the following inequality holds.
Let us introduce the following functional
We have the following ineqaulity due to Fefferman-Stein [6] .
In order to prove Proposition 2.3 we shall make use of inequality (??) with g = m loc (P )f . For this it will be requied to bound the L p -norm of S(m loc (P )f by a constant multiplier of f L p .
We need the following lemma which explains the cancellation property.
Proof. For x ∈ M we find a unique Q k α such that x ∈ Q k α . Then we have
We set d(k, j) := j − k. We first consider the case d(k, j) > 10. In (6.2) we split the domain of the variable z into the following disjoint sets:
Then we see that
We shall estimate the each three terms in the below. · Estimate f or f A1 . Substituting f with f A1 in (6.2) we have 
(6.5)
· Estimate f or f A2 . As in (6.3) we have
Observe that we have |(y − z)| ≥ 2
. Then, using (??) we deduce that
By this we get
It enable us to estimate (6.6) in the following way
ρ . Using this fact, we can estimate (6.8) as follows.
(6.9)
Now, we can combine (6.5), (6.7) and (6.8) to have
where γ = min( 
By the mean value theorem there is a constant β > 0 such that
by the assumption.
Using this we deduce that
(6.12) Combining (6.10), (6.11) and (6.12) we get
(6.13)
The same argument shows that |A 2 | (2 j δ k )M f (x). Therefore we have shown that
It finish the proof of the lemma. Proof. We have
Using the Cauchy-Schwartz inequality we have
Summing up this, we deduce that
Proof of Proposition 2.3
We need to bound 
Using a change of variables we have The above estimates completes the proof.
