Abstract-Parsimony, including sparsity and low rank, has been shown to successfully model data in numerous machine learning and signal processing tasks. Traditionally, such modeling approaches rely on an iterative algorithm that minimizes an objective function with parsimony-promoting terms. The inherently sequential structure and data-dependent complexity and latency of iterative optimization constitute a major limitation in many applications requiring real-time performance or involving large-scale data. Another limitation encountered by these modeling techniques is the difficulty of their inclusion in discriminative learning scenarios. In this work, we propose to move the emphasis from the model to the pursuit algorithm, and develop a process-centric view of parsimonious modeling, in which a learned deterministic fixed-complexity pursuit process is used in lieu of iterative optimization. We show a principled way to construct learnable pursuit process architectures for structured sparse and robust low rank models, derived from the iteration of proximal descent algorithms. These architectures learn to approximate the exact parsimonious representation at a fraction of the complexity of the standard optimization methods. We also show that appropriate training regimes allow to naturally extend parsimonious models to discriminative settings. State-of-the-art results are demonstrated on several challenging problems in image and audio processing with several orders of magnitude speed-up compared to the exact optimization algorithms.
INTRODUCTION
P ARSIMONY, preferring a simple explanation to a more complex one, is probably one of the most intuitive principles widely adopted in the modeling of nature. The past two decades of research have shown the power of parsimonious representation in a vast variety of applications from diverse domains of science.
One of the simplest among parsimonious models is sparsity, asserting that the signal has many coefficients close or equal to zero when represented in some domain, usually referred to as dictionary. The pursuit of sparse representations was shown to be possible using tools from convex optimization, in particular, via ' 1 norm minimization [1] , [2] . Works [3] , [4] , followed by many others, introduced efficient computational techniques for dictionary learning and adaptation. Sparse modeling is in the heart of modern approaches to image enhancement such as denoising, demosaicing, impainting, and super-resolution, to mention just a few.
As many classes of data are not described well by the element-wise sparsity model and the ' 1 norm inducing it, more elaborate structured sparse models have been developed, in which non-zero elements are no more unrelated, but appear in groups or hierarchies of groups [5] , [6] , [7] , [8] , [9] . Such models have been shown useful in the analysis of functional MRI and genetic data for example.
In the case of matrix-valued data, complexity is naturally measured by the rank, which also induces a notion of parsimony. A recent series of works have elucidated the beautiful relationship between sparsity and low rank representations, showing that rank minimization can be achieved through convex optimization [10] , [11] , [12] . The combination of low-rank and sparse models paved the path to new robust alternatives of principal component analysis (RPCA) [12] , [13] and nonnegative matrix factorization (RNMF) [14] , and addressing challenging matrix completion problems [12] . RPCA was also found useful in important applications such as face recognition and modeling, background modeling, and audio source separation. Another relevant low rank modeling scheme is non-negative matrix factorization (NMF) [15] , where the input vectors are represented as nonnegative linear combination of a non-negative under-complete dictionary. NMF has been particularly successful in applications such as object recognition and audio processing. [25] and NMF [15] problems. Despite the permanent progress reported in the literature, the state-of-the-art algorithms are still impractical in scenarios demanding real-time performance or involving large-scale data [17] .
In this paper, we take several steps to depart from the model-centric ideology, relying on an iterative solver, by shifting the emphasis from the model to the pursuit process. Our approach departs from the observation that, despite being highly non-linear and hard to compute, the mapping between a data vector and its parsimonious representation resulting from the optimization procedure is deterministic. The curse of dimensionality precludes the approximation of this mapping on all possible, even modestly sized input vectors; however, since real data tend to have low intrinsic dimensionality, the mapping can be inferred explicitly on the support of the distribution of the input data.
Recently, [26] , [27] have proposed to trade off precision in the sparse representation for computational speed-up by learning non-linear regressors capable of producing good approximations of sparse codes in a fixed amount of time. In their inspiring recent paper, [16] showed that a particular network architecture can be derived from the iterative shrinkage-thresholding (ISTA) [18] and proximal coordinate descent (CoD) algorithms [20] . These works were among the first to bridge between the optimizationbased sparse models and the inherently process-centric neural networks, and in particular auto-encoder networks [28] , [29] , extensively explored by the deep learning community.
Contributions
The main contribution of this paper is a comprehensive framework for process-centric parsimonious modeling. The four main contributions are:
First, we begin by proposing a principled way to construct encoders (Section 4) capable of approximating an important family of parsimonious models (Section 2). By extending the original ideas in [16] , we propose tailored pursuit architectures derived from first-order proximal descent algorithms, Section 3.
Second, this new approach allows the encoders to be trained in an online manner, making the fast encoders no more restricted to work with a fixed dictionary and a fixed distribution of input vectors known a priori (limitation existing, for example, in [16] ), and also removing the need to run the exact algorithms at training.
Third, we incorporate the parsimonious representation into higher-level optimization problems. In Section 5, we show various alternatives including registration and discriminative scenarios.
Finally, in Section 6 we demonstrate our framework in several applications, achieving similarly to or better performance compared to the model-centric approaches at a fraction of the complexity of the latter. The present paper generalizes and gives a more rigorous treatment to results previously published by the authors in conferences [30] , [31] .
PARSIMONIOUS MODELS
Let X 2 R mÂn be a give data matrix. In this work, we concentrate our attention on the general parsimonious modeling problem that can be posed as the solution of the minimization problem
optimized over Z 2 R qÂn alone or jointly with D 2 R mÂq . Here Z is the representation (parsimonious code) of the data in the dictionary D, and the penalty terms cðZÞ and fðDÞ induce a certain structure of the code and the dictionary, respectively.
We will explicitly distinguish between parsimonious coding or representation pursuit problems (representing data with a given model), and the harder parsimonious modeling problem (constructing a model describing given data, e.g., learning a dictionary). In the former, D is fixed and fðDÞ is constant. Most useful formulations use convex penalty functions. However, the modeling problem is in any case non-convex.
In many relevant applications, the entire data matrix X is not available a priori. The data samples fx x t g t2N , x x t 2 R m , arrive sequentially; the index t should be interpreted as time. Online parsimonious modeling aims at estimating and refining the model as the data come in [32] . The need for online schemes also arises when the available training data are simply too large to be handled together. When the regularized function c is vector-wise separable, cðZÞ ¼ P n i¼1 cðz i Þ, problem (1) can be solved in an online fashion using an alternating minimization scheme. As a new data vector x x t is received, we first obtain its representation z z t given the current model estimate, D D tÀ1 . This is achieved by solving the representation pursuit problem
Then, we update the model using the coefficients, fz z j g j t , computed during the previous steps of the algorithm,
where b j 2 ½0; 1 is a forgetting factor that can be added to rescale older information so that newer estimates have more weight. This can be efficiently solved without remembering all the past codes [32] .
In what follows, we detail several important instances of (1), for both modeling or pursuit, and how they can be cast as online learning problems.
Structured Sparsity
The underlying assumption of sparse models is that the input vectors can be reconstructed accurately as a linear combination of the dictionary atoms with a small number of non-zero coefficients. Sparse models are enforced by using sparsity-promoting regularizers cðZÞ. The simplest choice of such a regularizer is cðZÞ ¼ P n i¼1 kz i k 1 (with > 0), for which the pursuit problem can be split into n independent problems on the columns of Z,
This is the classical unstructured sparse coding problem, often referred to as Lasso [2] or basis pursuit [1] . Structured sparse models further assume that the pattern of the non-zero coefficients of Z exhibits a specific structure known a priori. Let A f1; . . . ; qg denote groups of indices of atoms. Then, we define a group structure, G, as a collection of groups of atoms, G ¼ fA 1 ; . . . ; A jGj g. The regularizer corresponding to the group structure is defined as the column-wise sum
and z r denotes the subvector of z corresponding to the group of atoms A r . The regularizer function c in the Lasso problem (4) arises from the special case of singleton groups G ¼ ff1g; f2g; . . . ; fqgg and setting r ¼ . As such, the effect of c G on the groups of z is a natural generalization of the one obtained with unstructured sparse coding: it "turns on" and "off" atoms in groups according to the structure imposed by G.
Several important structured sparsity settings can be cast as particular cases of (5): Group sparse coding, a generalization of the standard sparse coding to the cases in which the dictionary is sub-divided into groups [5] , in this case G is a partition of f1; . . . ; qg; Hierarchical sparse coding, assuming a hierarchical structure of the non-zero coefficients [7] , [8] , [9] . The groups in G form a hierarchy with respect to the inclusion relation (a tree structure), that is, if two groups overlap, then one is completely included in the other one; Overlapping group sparse coding, relaxing the hierarchy assumption so that groups of atoms A r are allowed to overlap [6] .
Low-Rank Models and Robust PCA
Another significant manifestation of parsimony typical to many classes of data is low rank. The classical low rank model is principal component analysis (PCA), in which the data matrix X 2 R mÂn (each column of X is an m-dimen-
where L L is a low rank matrix and E E is a perturbation matrix.
PCA is known to produce very good results when the perturbation is small [33] . However, its performance is highly sensitive to the presence of samples not following the model. The authors in [12] , [13] proposed to robustify the model by adding a new term to the decomposition to account for the presence of outliers,
where O O is an outlier matrix with a sparse number of non-zero coefficients of arbitrarily large magnitude. In one of its formulations, the robust principal component analysis can be pursued by solving the convex program
The same way the ' 1 norm is the convex surrogate of the ' 0 norm (i.e., the convex norm closest to ' 0 ), the nuclear norm, denoted as jj Á jj Ã , is the convex surrogate of matrix rank. The parameter Ã controls the trade-off between the data fitting error and the rank of the approximation.
In [10] it was shown that the nuclear norm of a matrix of L L can be reformulated as a penalty over all possible factorizations
The minimum is achieved through the SVD of
the minimizer of (7) is A A ¼ U US S 1 2 and B B ¼ S S 1 2 V V. In (6) , neither the rank of L L nor the level of sparsity in O O are assumed known a priori. However, in many applications, it is reasonable to have a rough upper bound of the rank, rankðL LÞ q. Combining this with (7), it was proposed in [34] to reformulate (6) as
with D 0 2 R mÂq , S S 2 R qÂn , and O O 2 R mÂn . The low rank component can now be thought of as an under-complete dictionary D 0 , with q atoms, multiplied by a matrix S S containing in its columns the corresponding coefficients for each data vector in X. This interpretation allows to write problem (6) in the form of our general parsimonious models (1), with Z ¼ ðS S; O OÞ, cðZÞ ¼
Furthermore, unlike the nuclear norm, this new formulation of the rank-reducing regularization is differentiable and vector-wise separable (well suited for the online setting (2)). However, problem (8) is no longer convex. Fortunately, it can be shown that any stationary point of (8), fD 0 ; S S; O Og, satisfying jjX À D 0 S S À O Ojj 2 Ã is an globally optimal solution of (8) [35] . Thus, problem (8) can be solved using an alternating minimization, as in our online setting, without the risk of falling into a stationary point that is not globally optimal. This property would not apply to the proposed encoders.
Non-Negative Matrix Factorization
Another popular low rank model is non-negative matrix factorization. Given a non-negative data matrix X 2 R mÂn , NMF aims at finding a factorization X % DZ into non-negative matrices D 2 R mÂq and Z 2 R qÂn , with q n. The smallest possible value of q that allows an exact reconstruction is called non-negative rank [36] . The non-negative rank is always greater or equal than the actual rank. In general, this factorization is obtained by manually selecting a value of q and solving the highly non-convex problem
Problem (9) can be stated as a particular instance of (1) by setting c and f to be the sum of element-wise indicator functions of the non-negative orthant. Similarly to PCA, NMF is sensitive to outliers in the data matrix. A robust variant can be obtained by adding a sparse outlier term to the decomposition, X % D 0 S S þ O O, as done in the RPCA model [14] . Again here the problem can be cast as a particular instance of (1) defining Z ¼ ðS S; O OÞ and D ¼ ðD 0 ; I I mÂm Þ. We can obtain a robust low-rank NMF problem solving [31] 
(10) The sum of the Frobenius norms of the non-negative matrices D and S S gives an upper bound on the nuclear norm of their product [31] . While not being fully equivalent to a robust low-rank NMF problem, the objective in problem (10) still achieves both robustness to outliers and rank regularization. With some abuse of terminology, we will refer to problem (10) as to RNMF. Again, (10) is a particular instance of (1) well suited for the online setting. Refer to [31] for details on this model.
PROXIMAL METHODS
Proximal splitting is a powerful optimization technique that has been extensively used by the machine learning and signal processing communities for their simplicity, convergence guarantees, and the fact that they are well suited for tackling sparse and structured sparse coding problems that can be written as (1) (refer to [23] for recent reviews). In Section 4 we will use these algorithms to construct efficient learnable pursuit processes.
The proximal splitting method with fixed constant step, applied to pursuit problems (2), defines a series of iterates,
where p p ac ðzÞ ¼ argmin
denotes the proximal operator of c. Fixed-step algorithms have been shown to have relatively slow sub-linear convergence, Oð1=kÞ, and many alternatives have been studied in the literature to improve the convergence rate [19] , [21] . Accelerated versions can reach convergence rates of Oð1=k 2 Þ which are the best possible for the class of first order methods in this type of problems. The discussion of theses methods is beyond of the scope of this paper.
Proximal splitting methods become particularly interesting when the proximal operator of c can be computed exactly and efficiently. Many important cases of structured sparsity fall into this category [23] . For the simple unstructured sparsity models induced by regularizers of the form cðz zÞ ¼ z z k k 1 ¼ P m i¼1 i z i , with denoting element-wise multiplication, the proximal operator reduces to the scalar soft-thresholding operator, ðp p ðzÞÞ i ¼ t i ðz i Þ, with t ðtÞ ¼ signðtÞmaxf0; jtj À g. In this case, the fixed step proximal splitting algorithm corresponds to the ISTA [18] summarized in Algorithm 1. Algorithm 1. Iterative shrinkage-thresholding algorithm.
If z z is furthermore constrained to be non-negative the soft thresholding is replaced by its one-sided counterpart t þ ðtÞ ¼ maxf0; t À g. The proximal operator of the indicator function i þ ðtÞ imposing the non-negativity constraint is simply t þ 0 ðtÞ ¼ maxf0; tg. The fixed-step proximal descent algorithm for the online RPCA and RNMF problems is summarized in Algorithm 2.
Algorithm 2. Proximal methods for the online RPCA, p p t t ðb bÞ ¼ t t t ðb bÞ, and online RNMF, p p t t ðb bÞ ¼ t þ t t ðb bÞ, problems with fixed D 0 .
To generalize the proximal operator to the structured sparsity case, let us first consider an individual term in the sum (5), c r ðzÞ ¼ r z r k k 2 . Its proximal operator, henceforth denoted as p p r , can be computed as,
where sub-indices r and s denote a sub-vector of the q r -dimensional vector specified by the group of atoms A r . Note that p p r applies a group soft thresholding to the coefficients belonging to the r-th group and leaves the remaining ones unaffected. For a non-overlapping collection of groups G, the proximal operator of c G is group-separable and can be computed efficiently. In general, when the groups of G overlap, there is no way of computing the proximal operator of c G in closed form [6] . An important exception to this is the hierarchical setting with tree-structured groups. Then, the proximal operator of c G can be shown to be given by the composition of the proximal operators of c G l in ascending order from the leaves to the root [8] , [9] . A particular case of the tree-structured hierarchical sparse model is the two-level HiLasso model introduced to simultaneously promote sparsity at both group and coefficient level [9] , [37] . Algorithm 1 is straightforward to generalize to the case of hierarchical sparsity by using the appropriate proximal operator [9] .
It is worthwhile noting that the update in Algorithm 1 can be applied to a single element (or group) at a time in a (block) coordinate manner. When applied to a group of coefficients, the algorithm is referred as block-coordinate descent (BCoD); the particular case of a single-element update is called coordinate descent. In some particular cases (such as the HiLasso model), the proximal operator is not element-wise separable. In such situations, it is more appropriate to use a BCoD approach, see [30] for a discussion.
Several variants of these algorithms have been proposed in the literature, see for example [20] , [38] . Typically, one proceeds as in Algorithm 1, first applying the proximal operator y y ¼ p pðb b k Þ. Next, the residual e e ¼ y y À z k is evaluated, and a group is selected e.g. according to r ¼ argmax r e e r k k 2 (in case of unstructured sparsity, r ¼ argmax r je e r j). Then, b b kþ1 is computed by applying H H only to the selected subgroup of e e, and z kþ1 is computed by replacing the subgroup of z k with the corresponding subgroup of y y.
LEARNABLE PURSUIT PROCESSES
The general parsimonious modeling problem (1) can be alternatively viewed as the minimization problem
Lðx i ;ẑ z;x xÞ;
with Lðx;ẑ z;x xÞ ¼ þcðẑ zðxÞÞ þ fðx xÞ. The optimization is now performed over an encoder z ¼ẑ zðxÞ mapping the data vector x to the representation vector z, and a decoder x ¼x xðzÞ performing the converse mapping. 1 The encoder/decoder pair is sought to make the compositionx x x ẑ ẑ z close to the identity map, with the regularity promoted by the penalties c and f.
Existing parsimonious models restrict the decoder to the class of linear functionsx x D ðzÞ ¼ Dz parametrized by the dictionary D. For a fixed dictionary D, the optimal encoder is given by
which is nothing but the solution of the representation pursuit problem obtained through and iterative optimization algorithm, such as the proximal methods described in Section 3. This interpretation is possible since the solution of the pursuit problem implicitly defines a deterministic mapping that assigns to each input vector x 2 R n a unique parsimonious code z 2 R m . Note that the pursuit problem (in general) does not admit a closed form solution and cannot be expressed as a parametric function of fixed complexity.
In contrast, the process-centric approach proposed in this work, aims at formulating a modeling scheme were both the encoder and the decoder can be explicitly stated and efficiently computed. In our proposed framework, the encoders are constructed explicitly as parametric deterministic functions,ẑ z Q Q : R n ! R m with a set of parameters collectively denoted as Q Q, while the decoders are the exact same simple linear decoders,x x D ðzÞ ¼ Dz, used in model-centric approaches (we relax this assumption in the following section). We denote by F Q Q the family of the parametric functionsẑ z Q Q . Naturally, two fundamental question arise: how to select the family F Q Q capable of defining good parsimonious models, and how to efficiently select the best parameters Q Q given a specific family. We will refer to the first problem as to selecting the architecture of the pursuit process, while the second will be referred to as process learning. We start with the latter, deferring the architecture selection to Section 4.3.
Process Learning
With the process-centric perspective in mind, problem (14) can be stated as
where the family F Q Q imposes some desired characteristics on the encoder such as continuity and almost everywhere differentiability, and certain computational complexity. As in (1), this problem can be naturally solved using an alternating minimization scheme, sequentially minimizing for ẑ ẑ z Q Q or D while leaving the other one fixed. Note that when the encoderẑ ẑ z Q Q is fixed, the problem in D remains essentially the same dictionary update problem and can be solved exactly as before. In what follows, we therefore concentrate on solving the process learning problem
given a fixed dictionary. To simplify notation, we henceforth omitx x D from L whenever D is fixed.
Observe that problem (17) attempts to find a processẑ z Q Q in the family F Q Q that minimizes the empirical risk over a finite set of training examples, as an approximation to the expected risk
over the data distribution P . While the empirical risk measures the encoder performance over the training set, the expected risk measures the expected performance over new data samples following the same distribution, that is, the generalization capabilities of the model. When the family F Q Q is sufficiently restrictive, the statistical learning theory justifies minimizing the empirical risk instead of the expected risk [39] . We will come back to this issue in Section 4.2, where we address the accuracy of the proposed encoders in approximating Lðẑ z Q Q Þ. When the functions belonging to F Q Q are almost everywhere differentiable with respect to the parameters Q Q, stochastic gradient descent (SGD) can be used to optimize (17) , with almost sure convergence to a stationary point [40] . At each iteration, a random subset of the training data, fx i 1 ; . . . ; x ir g, is selected and used to produce an estimate of the (sub)-gradient of the objective function. The parameters of z Q Q are updated as
where m k is a decaying step, repeating the process until convergence. This requires the computation of the (sub)-gradients @L=@Q Q, which is achieved by a back-propagation procedure as detailed in the sequel. SGD algorithms scale well to big data applications where the limiting factor is the 1. Note the difference in the notation: z z 2 R q represents a single coefficient vector associated with an input vector x x 2 R m (as was used throughout Section 3), whileẑ z z : R m ! R q represents a function.
computational time rather than the number of available samples [40] . We use a step size of the form m k ¼ min ðm; mk 0 =kÞ, meaning that a fixed step size is used during the first k 0 iterations, after which it decays according to the 1=k annealing strategy. As in any standard SGD scheme, the speed of convergence depends on the choice of m. We chose this parameter by running a few hundreds of iterations with several values of m and keeping the one that performs best on a small validation set. In all out experiments we used k 0 ¼ K=10, where K is the total number of SGD iterations. The close relation between the encoder architectures and the optimization algorithms provides a very good initialization of the parameters, which is non-trivial in most general learning scenarios. An illustration to the advantage of the trained pursuit process is shown in Fig. 1 . The figure shows the optimality gapLðẑ z T;Q Q Þ ÀLðẑ z Ã Þ as a function of T for the truncated proximal descent (Q ¼ Q ð0Þ set as prescribed by Algorithm 2) and for the trained encoder (Q ¼ Q Ã ). Note that at testing, after offline training of the encoders, for the same number of layers and iterations, the computational complexity of the encoder and the truncated algorithms is identical. Since the encoders aim at approximating the optimization algorithm (and the problem is convex), one can always improve performance by increasing T in the truncated algorithm. It takes about 70 iterations of the proximal method to reach the error obtained by our proposed 7-layer encoder. A further and stronger justification to the process-centric approach advocated in this paper is presented in the next section.
Approximation Accuracy
Following [40] , we split the process training approximation error into three terms, ¼ app þ est þ opt . The approximation error app ¼ EfLðẑ ẑ z Ã Q Q Þ À Lðẑ ẑ z Ã Þg measures how well the optimal unrestricted pursuit processẑ ẑ z Ã given by (15) is approximated by the optimal pursuit process restricted to The estimation error vanishes asymptotically with the increase of the training set size n. The optimization error can be made negligible (at least, in the offline setting) by simply increasing the number of SGD iterations. Consequently, the quality of the learned pursuit process largely depends on the choice of the family F Q Q , which we will address in the next section. This optimality gap in Fig. 1 represents an empirical approximation error, app , for the corresponding spaces F T;Q Q .
Process Architecture
We extend the ideas in [16] 
A generic fixed-step proximal descent algorithm can therefore be expressed as a long concatenation of such iterations,ẑ ẑ z Ã ðx xÞ ¼ Á Á Á f f H H;t t Á Á Á f f H H;t t ðW Wx; 0 0Þ; with the initialization ðb b in ; z z in Þ ¼ ðW Wx; 0 0Þ. Note that matrices W W and H H will depend on the specific problem at hand, following the general model (1) . For example, Algorithms 1 and 2 follow this structure exactly, for the appropriate choice of the parameters. Block-coordinate proximal descent algorithms operate very similarly except that the result of the application off f is substituted to a subset of the elements of the state vector, selected in a state-dependent manner at each iteration.
Following [16] , we consider the family of pursuit processes derived from truncated proximal descent algorithms with T iterations, F T;Q Q ¼ fẑ ẑ z T;Q Q ðxÞ ¼f f H H;t t Á Á Á f f H H;t t ðW Wx; 0 0Þg. For convenience, we collected all the process parameters into a single pseudo-vector Q Q ¼ fW W; H H; t tg. Also note that at the last iteration, only z z of the state vector ðb b; z zÞ is retained; with some abuse of notation, we still denote the last iteration byf f. Finally, we denote by F 1;Q Q the family of untruncated processes.
A processẑ z T;Q Q 2 F T;Q Q can be thought of as a feed-forward neural network with identical layersf f H H;t t . Flow diagrams of processes derived from the proximal descent Algorithms 1 and 2 for the Lasso and RPCA/RNMF problems are depicted in Fig. 2 . Since the processes are almost everywhere C 1 with respect to the input x and the parameters Q Q, the sub-gradients required in (18) are well-defined. The procedure for computing the sub-gradients of Lðx; z z Q Q ðxÞÞ with respect to Q Q is frequently referred to as backpropagation and is of standard use in the neural network literature. The concatenation of identical layers in the encoders and the chain rule of differentiation allow a simple recursive procedure starting at the output and propagating backward into the network. The procedure is detailed in Algorithm 3. We follow the standard notation from the neural network literature: the d prefix denotes the gradient of L with respect to the variable following it, dÃ ¼ @L=@Ã. Algorithm 3. Computation of the sub-gradients of Lðx; z T;Q Q ðxÞÞ for a pursuit process z T;Q Q 2 F T;Q Q . The reader is warned not to confuse the T th iteration index, z z ðT Þ , with the transpose, z z T .
input: Sub-gradient dz z ¼ @Lðz z ðT Þ Þ @z z .
output: Sub-gradients of L with respect to the parameters, dH H, dW W, dt t; and with respect to the input, dx x. 
Approximation Error versus Complexity Trade-Off
Since the objective minimized via proximal descent is convex, it is guaranteed that there exists some selection of the parameters Q Q Ã such that lim T !1ẑ ẑ z T;Q Q Ã ¼ẑ ẑ z Ã . This can be obtained simply by setting Q Q Ã to match the parameters given by the exact optimization algorithm. Since the number of iterations is infinite, it will reach convergence for any input vector. In other words, the optimal processẑ ẑ z Ã is contained in F 1;Q Q . Furthermore, reformulating the non-asymptotic convergence analysis from [19] (Theorem 3.1 in [19] ) in our notation, the following holds: Theorem 1 (Beck&Teboulle). For every D, there exists Q Q Ã and C > 0 such that for every x x and T ! 1, Lðx x;ẑ ẑ z T;Q Q Ã Þ À Lðx x;
This result is worst-case, in the sense that it holds for every input vector x. Assuming bounded support of the input distribution and taking expectation with respect to it, we obtain the following: Corollary 1. There exist Q Q Ã and C > 0 such that for T ! 1,
In other words, the family F T;Q Q of pursuit processes allows to set the approximation error to an arbitrarily small number by increasing T . There is, however, a trade-off between the approximation error, app , and the computational complexity of the encoder, which is proportional to T . This is shown in the experiment shown in Fig. 1 . The bound in Theorem 1 is uniform for every input x, independently of the input distribution P , while in practice we would strive for a much faster decrease of the error on more probable inputs. This implies that the bound in Corollary 1 is by no means tight, and there might be other selections of Q Q giving much lower approximation error at a fixed T . Note that these improvements come at the expense of increasing the number of parameters and the offline computational load associated with their training. While pursuit processes optimal in the sense of the expected risk can be found using the process learning approach, there is no simple way for an iterative pursuit algorithm to take the input data distribution into account.
TRAINING REGIMES
As it was described in the previous section, parsimonious modeling can be interpreted as training an encoder/ decoder pair ðẑ ẑ z;x x xÞ that minimizes the empirical lossL in problem (14) . We refer to this setting as unsupervised, as no information beside the data samples themselves is provided at training. An important characteristic of this training regime is that it can be performed online, combining online adaptation of Q Q with online dictionary update as described in Section 2. The online adaptation requires some extra computations to update the network parameters.
In many applications, one would like to train the parsimonious model comprising the encoder/decoder pair to optimally perform a specific task, e.g., source separation, object recognition, or classification. This setting can be still viewed as the solution of the modeling problem (14) , with the modification of the training objective L to include the task-specific knowledge. However, for most objectives, given a fixed linear decoderx x x D ðzÞ ¼ Dz, the encoder of the formẑ ẑ zðxÞ ¼ arg min
is no more optimal, in the sense that it is not the solution of (14) with the fixed decoder. Trainable pursuit processes provide an advantageous alternative in these cases. They have fixed complexity and latency controllable through the parameter T , and they are expected to achieve a better complexity-approximation error trade-off than the iterative pursuit processes. These trainable processes have the structure of the iterative pursuit built into the architecture on one hand, while leaving tunable degrees of freedom that can improve their modeling capabilities on the other.
In the sequel, we exemplify various training regimes (i.e., different objectives in (14) ) that can be used in combination with the architectures described in Section 4.3, leading to a comprehensive framework of process-centric parsimonious models.
Supervised Learning
In many applications, parsimonious models are used as a first order approximation to various classes of natural signals. An example is the music separation problem discussed in Section 4.1. While achieving excellent separation results, both the RPCA and RNMF models are merely a crude representation of the reality: the music is never exactly low-rank, as well as the voice does not exactly admit the na€ ıve unstructured sparse model. We propose to fill the gap between the parsimonious models and the more sophisticated (and, hence, prone to errors) domain-specific models, by incorporating learning. This can be done by designing the objective function L of (14) to incorporate the domainspecific information.
Sticking to the example of audio source separation by means of online robust PCA or NMF, let us be given a collection of n data vector, x i , representing the short-time spectrum of the mixtures, for which the clean ground-truth accompaniment l l 
Note that the architecture and the initial parameters of the encoder are already a very good starting point, yet the supervised training allows it to better model the reality that is not fully captured by the RPCA/RNMF model. Fig. 3 shows this phenomenon (see Section 6 for further details on the experimental setting). The encoders trained with the supervised setting outperform not only their unsupervisedly trained counterparts, but also the optimization based RPCA/ RNMF algorithm. Note that unlike the experiment in Fig. 1 , we do not want to approximate the solution of the algorithms but to solve a different task: a source separation problem. This illustrates the generality of the proposed framework. In a broader perspective, the sound separation example can be viewed as a particular instance of supervised encoder/decoder training regimes, in which the loss L is expressed in terms of the composite output ofx x x ẑ ẑ z, but is supervised by some y y i different from the input data, e.g.,
ky y i Àx x ẑ ẑ zðx i Þk 2 2 þ cðẑ zðx i ÞÞ þ fðx xÞ: (21) Compare this to the unsupervised setting, where essentially y y i ¼ x i , and the performance of the encoder/decoder pair is measured by their ability to reconstruct the input. The idea of [16] to train pursuit processes to approximate the output of iterative pursuit algorithms falls into this category. For each training data vector x i , let z Ã i ¼ẑ z Ã ðx i Þ be the output of the optimal encoder (15) . Setting the decoder to the identity map,x x x ¼îd id in (21) reduces the supervision to the encoder outputs,Lðẑ zÞ ¼
. While producing good results in practice, under the limiting factor that the testing data is from the same class as the training data, this training regime requires supervision yet it is unable to improve the modeling capabilities of the encoder beyond those of the underlying parsimonious model (unlike the supervision of the decoder outputs in (21)). On the other hand, we show in Section 6 that similar performance can be achieved by using unsupervised training. We refer to this regime as Approximation.
Discriminative Learning
The supervised training setting is also useful to extend parsimonious models beyond the conventional generative scenario, in which the data can be approximately recovered from the representation, to the discriminative scenario, such as classification problems, where the representation is typically non-invertible and is intended to capture various invariant properties of the data.
As an illustration, we use the activity recognition problem from [41] . A collection of action-specific dictionaries, D D 1 ; . . . ; D D k , is trained offline, and the models are fit to previously unobserved data. The lowest fitting error is then used to assign the speaker identity. See Section 6.1 for experimental evaluation with real data.
Using the process-centric methodology, we construct k encoders ðŝ s Q Q j ;ô o Q Q j ÞðxÞ, and k corresponding decoders ðD 0 s s; D j o oÞ with the shared noise dictionary D 0 . The encoder/ decoder pairs are trained by minimizing an empirical loss of the form averaged on the training set containing examples of noisy speech, x, and the corresponding labels, l 2 f1; . . . ; kg indicating which speaker is present in the sample. The loss function (22) promotes low fitting error for the encoder from the class coinciding with the ground-truth class, while favoring high fitting error for the rest of the encoders. The hinge parameter counters excessive influence of the negatives.
Data Transformations
Parsimonious models rely on the assumption that the input data vectors are "aligned" with respect to each other. This assumption might be violated in many applications. A representative example is face modeling via RPCA, where the low dimensional model only holds if the facial images are pixel-wise aligned [42] . Even small misalignments can break the structure in the data; the representation then quickly degrades as the rank of the low dimensional component increases and the matrix of outliers loses its sparsity. In [42] , it was proposed to simultaneously align the input vectors and solve RPCA by including the transformation parameters into the optimization variables. This problem is highly non-convex, yet if a good initialization of the transformation parameters is available, a solution can be found by solving a sequence of convex optimization problems, each of them being comparable to (6) . Following [42] , we propose to incorporate the optimization over geometric transformations of the input data into our modeling framework. We assume that the data are known to be subject to a certain class of parametric transformations T ¼ fĝ ĝ g a a : R m ! R m : a ag. Given a data matrix X, we search for its best alignment together with finding the best model by solving
jointly optimizing over the encoderẑ ẑ z Q Q , possibly the decoder x x x D , and the transformation parameters a a i of each of the training vectors. This approach can be used with any of the training objectives described before.
Problem (23) can be carried out as a simple extension of our general process training scheme. Transformation parameters a a can be treated on par with the encoder parameters Q Q; note that since the encoder functionsẑ ẑ z Q Q 2 F Q Q are by construction almost everywhere differentiable with respect to their input, we can find the sub-gradients of the compositionẑ ẑ z Q Q ðĝ ĝ g a a ðxÞÞ with respect to a a by simply applying the chain rule. This allows to solve (23) using SGD and the back-propagation in Algorithm 3.
The obtained encoders are conceptually very similar to the ones we had before and can still be trained in an online manner. In this particular setting, our framework presents a significant advantage over existing approaches based on iterative pursuit. In general, as the new data arrive and the model is refined or adapted, the alignment of the previously received input vectors has to be adjusted. In our settings, there is no need to recompute the alignment for the whole dataset from scratch, and it can be adjusted via online SGD. While differently motivated, in this setting, our framework is related to the sparse autoencoders [29] .
Unlike the untransformed model, the pursuit is no more given by an explicit functionẑ ẑ z Q Q , but requires the solution of a simple optimization problem in a a, a a Ã ¼ arg min a a Lðx;ẑ ẑ z Q Q ĝ ĝ g a a ;x x x D Þ. A new data vector x x is then encoded as z ¼ẑ ẑ z Q Q ðĝ ĝ g a a Ã ðxÞÞ.
EXPERIMENTAL RESULTS
In what follows, we describe experiments conducted to assess the efficiency of the proposed framework. Fast encoders were implemented in Matlab with built-in GPU acceleration and executed on a multi-Intel Xeon E5620 CPU (total 32 threads) and NVIDIA Tesla C2070 GPU. When referring to a particular encoder, we specify its architecture and the training regime; for example "CoD (Unsupervised)" stands for the CoD network trained in the unsupervised regime. We denote by Approximation, Supervised, Unsupervised and Discriminative the corresponding training regime as defined in Section 5. Untrained denotes an untrained encoder, that is, with parameters set as in the corresponding fixed-step proximal descent algorithm. The results obtained when running the proximal algorithms untill convergence are denoted by the prefix "Opt" (i.e., "Opt RNMF"), since these are optimization-based (model-centric) approaches.
Running Time Comparison
The objective of this experiment is to compare the computational efficiency of the proposed encoders. As a test case, we use the classification of human actions in video [41] . First, spatio-temporal features characterizing local changes in the frames are extracted. Then, for each action of interest, an individual dictionary is learned representing the associated spatio-temporal features as a non-negative sparse linear combination of the learned atoms. Finally, these dictionaries are combined into a single class-structured dictionary. At testing, the spatio-temporal features of the videos are coded solving a non-negative Lasso problem. The coefficients associated to each class are summed over all feature vectors, and the video is assigned to the class with the highest score. In this experiment we omit the second stage of the algorithm proposed in [41] , as we want to isolate a simple case to asses the computational benefits of using the proposed trainable encoders on a real application.
We used the UCF-Sports dataset, consisting of 150 videos with 10 different action classes [41] . In the first experiment, we select a random representative sample of 25 videos for testing and use the remaining ones for training. Fig. 4 depicts how the performance as a function of the number of iterations of ISTA and FISTA and the number of layers in the trained ISTA-encoders. Note that while each ISTA iteration has exactly the same computational cost as a layer in the learned encoders, FISTA iterations are slightly more expensive. We observe that the encodres are about an order of magnitude faster than FISTA and about two orders of magnitude faster than ISTA. More importantly, the encoders significantly outperform the truncated algorithms for a fixed computational budget (marked with black vertical lines in Fig. 4) . With the budget equivalent to 10 iterations, the encoders, FISTA and ISTA achieve an accuracy of 96, 35 and 22 percent respectively.
The USC dataset is normally evaluated using leaveone-out cross validation [41] . The one-stage algorithm in [41] , referred to as SM-1, achieves state-of-the-art performance with 10 percent improvement over its closest competitor ([41, Table 4 ]). In Table 1 we compare the performance and the execution time of SM-1 solved using the SPAMS package [32] , 70 iterations of FISTA, and ISTA (Unsupervised) encoders with T ¼ 10 learned layers, trained offline with the non-negative Lasso cost function. We observe that the networks achieve similar performance but are significantly faster than the other alternatives. While the encoders and FISTA were implemented in Matlab with GPU acceleration, SPAMS implementing the LARS algorithm is a highly-optimized, multi-thread package implemented in C++. The GPU runtime results do not include the data transfer to the GPU memory, which is an order of magnitude longer than the computation itself.
Online Sparse Encoders
To evaluate the performance of the unstructured CoD (Unsupervised) encoders in the online learning regime, we used 30 Â 10 4 randomly located 8 Â 8 patches from three images from the Brodatz texture dataset [43] . The patches were ordered in three consecutive blocks of 10 4 patches from each image. Dictionary size was fixed to q ¼ 64 atoms, and T ¼ 4 layers were used in all CoD encoders. Unsupervised online learning was performed using the Lasso objective with ¼ 1 on overlapping windows of 1;000 vectors with a step of 100 vectors. Online trained encoders were compared to an online version of Lasso with the dictionary adapted on the same data. As reference, we trained offline a CoD (Approximation) encoder and another CoD (Unsupervised) encoder. Offline training was performed on a distinct set of 6;000 patches extracted from the same images.
Performance measured in terms of the Lasso objective is reported in Fig. 5 (high error corresponds to low performance). Initially, the performance of the online trained CoD (Unsupervised) encoder is slightly inferior to the offline trained counterpart; however, the online version starts performing better after the network parameters and the dictionary adapt to the current class of data. The CoD (Approximation) encoder trained offline exhibits the lowest performance. This experiment shows that, while the drop in performance compared to the "Opt Lasso" is relatively low, the computational complexity of the online CoD (Unsupervised) encoder is tremendously lower and fixed.
Structured Sparse Encoders
In this section we investigate the relevance of the architecture used in the encoder. The idea is to asses the effect of matching architecture and objective function on the success of the framework. We use a speaker identification task reproduced from [44] . In this application the authors use hierarchical sparse coding to automatically detect the speakers in a given mixed signal. The dataset consists of recordings of five different radio speakers, two females and three males. 25 percent of the samples were used for training, and the rest for testing. Within the testing data, two sets of waveforms were created: one containing isolated speakers, and another containing all possible combinations of mixtures of two speakers. Signals were decomposed into a set of overlapping time frames of 512 samples with 75 percent overlap, such that the properties of the signal remain stable within each frame. An 80-dimensional feature vector is obtained for each audio frame as its short-time power spectrum envelope (refer to [44] for details). Five under-complete dictionaries with 50 atoms each were trained on the single speaker set minimizing the Lasso objective with ¼ 0:2 (one dictionary per speaker), and then combined into a single structured dictionary containing 250 atoms. Increasing the dictionary size exhibited negligible performance benefits. Speaker identification was performed by first encoding a test vector in the structured dictionary and measuring the ' 2 energy of each of the five groups. Energies were sum-pooled over 500 time samples selecting the labels of the highest two. To assess the importance of the process architecture, a CoD (Approximation) and a BCoD (Approximation) encoders with T ¼ 2 layers were trained offline to approximate the solution of the Opt HiLasso, with 2 ¼ 0:05 (regularizer parameter in the lower level of the hierarchy). Note that the framework would use the CoD architecture with the Lasso objective instead, to distinguish from that (standard) setting, we denote the method CoD HiLasso (Approximation). Table 2 summarizes the obtained misclassification rates. The results show that BCoD encoders following the same structure as the constructed dictionary perform much better than encoders using the "correct" objective function but with the CoD architecture, agnostic to the structure in the problem.
Encoders with Geometric Optimization
In order to evaluate the performance of robust PCA encoders, we used a face dataset consisting of 800 66 Â 48 images of a female face photographed over the timespan of 4:5 years, roughly pose-and scale-normalized and aligned. The images manifested a significant variety of hair and dressing styles, while keeping similar facial traits. Following [42] , we use RPCA to decompose a collection of faces represented as columns of the data matrix X into L L þ O O, with the low-rank term L L ¼ D 0 S S approximating the face identity (atoms of D 0 can be thought of as "eigenfaces"), while the outlier term O O capturing the appearance variability.
We trained a five layer RPCA (Unsupervised) encoder on 600 images from the faces dataset. The dictionary was initialized using standard SVD and parameters were set to q ¼ 50, Ã ¼ 0:1 and ¼ 10 À2 . To evaluate the representation capabilities of RPCA encoders in the presence of geometric transformations, as a test set, we used the remaining 200 faces, as well as a collection of geometrically transformed images from the same test set. Sub-pixel planar translations were used for geometric transformations. The encoder was applied to the misaligned set, optimizing the unsupervised objective over the transformation parameters. For reference, the encoder was also applied to the transformed and the untransformed test sets without performing optimization. Examples of the obtained representations are shown in Fig. 6 . Note the relatively larger magnitude and the bigger active set of the sparse outlier vector o o produced for the misaligned faces, and how they are re-aligned when optimization over the transformation is allowed. Since the data are only approximately aligned, performing optimal alignment during encoding frequently yields lower cost compared to the plain encoding of the data.
Robust NMF Encoders
We now evaluate the source separation problem (singingvoice/background-accompaniment), described in Section 4.4. The separation performance was evaluated on the MIR-1K dataset [45] , containing 1;000 Chinese karaoke clips performed by amateur singers. The experimental settings closely followed that of [46] , to which the reader is referred for further details. As the evaluation criteria, we used the normalized source-to-distortion ratio (NSDR) from the BSS-EVAL metrics [47] , averaged over the test set. Encoders with RNMF architecture composed by T ¼ 20 layers and q ¼ 25 were trained using different training regimes. We used ¼ ffiffiffiffiffi ffi 2n p s and Ã ¼ ffiffi ffi 2 p s with s ¼ 0:3 set following [12] . Table 3 summarizes the obtained separation performance. While (Unsupervised) training regime makes fast RNMF encoders on par with the Opt RNMF (at a fraction of the computational complexity and latency of the latter), significant improvement is achieved by using the (Supervised) regime, where the encoders are trained to approximate the ground-truth separation over a reduced training set. For further details refer to [31] .
CONCLUSIONS AND FUTURE WORK
In this work we have developed a comprehensive framework for process-centric parsimonious modeling. By combining ideas from convex optimization with multi-layer neural networks, we have shown how to produce deterministic functions capable of faithfully approximating the optimization-based solution of parsimonious models at a fraction of the computational time. Furthermore, at almost the same computational cost, the framework includes different objective functions that allow the encoders to be trained in a discriminative fashion or solve challenging alignment problems. We conducted empirical experiments in different settings and real applications such as image modeling, robust face modeling, audio sources separation and robust speaker recognition. A simple unoptimized implementation already achieves often several order of magnitude speedups when compared to exact solvers. While we limited our attention to synthesis models, the proposed framework can be naturally extended to analysis cosparse models, in which the signal is known to be sparse in a transformed domain. This is subject of our current work, see [48] and references therein.
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