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a b s t r a c t
In this paper, we study connected plane graphs with link component number equal to
the nullity and call them near-extremal graphs. We first study near-extremal graphs with
minimumdegree at least 3 andprove that a connected plane graphGwithminimumdegree
at least 3 is a near-extremal graph if and only if G is isomorphic to K4, the complete graph
with 4 vertices. The result is obtained by studying general graphs using the knowledge of
bicycle space and the Tutte polynomial. Then a simple algorithm is given to judge whether
a connected plane graph is a near-extremal graph or not. Finally we study the construction
of near-extremal graphs and prove that all near-extremal graphs can be constructed from
a loop and K4 by two graph operations.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Let G be a graph. We denote by p(G), q(G) and k(G) numbers of vertices, edges and connected components of the graph
G, respectively. The nullity n(G) of the graph G is defined to be q(G)− p(G)+ k(G). When G is a connected plane graph, n(G)
is equal to the number of bounded faces of the plane graph G by the well-known Euler formula.
Let TG(x, y) be the Tutte polynomial [15] of the graph G. Let
µ(G) = log2(|TG(−1,−1)|)+ k(G).
We call µ(G) the link component number of the graph G, since when G is a plane graph, µ(G) is exactly the number of
components of the link corresponding to G via the classical medial construction. See [8,9,11,13].
In [7], the authors proved that 1 ≤ µ(G) ≤ n(G)+ 1 for any connected plane graph G and characterized extremal graphs,
i.e connected plane graphs with µ(G) = n(G) + 1. A family of oriented links which correspond to extremal graphs was
once considered in [5]. Connected plane graphs withµ(G) = 1 (i.e. knot graphs) were studied forty years ago; see [14]. The
structure of such knot graphs was studied in [3]. The component number of links corresponding to some families of plane
graphs has been determined. See, for example, [10,12,6].
In this paper, we shall study connected plane graphs with µ(G) = n(G) and call them near-extremal graphs. We are
mainly interested in plane graphs because of its connection to alternating links. Note that different embeddings in the plane
of a planar graph may correspond to different alternating links with the same component numbers. See Fig. 1 for such an
example.
Let G1 and G2 be two graphs. We use G1 ∼= G2 to denote that G1 is isomorphic to G2. We first study near-extremal graphs
withminimumdegree at least 3 and prove that a connected plane graphGwithminimumdegree at least 3 is a near-extremal
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Fig. 1. Two different plane embeddings of a planar graph correspond to two different alternating links.
graph if and only if G ∼= K4, the complete graph with 4 vertices. The result is obtained by studying general graphs using the
knowledge of bicycle space and the Tutte polynomial [4]. Then a simple algorithm is given to judge whether a connected
plane graph is a near-extremal graph or not. Finally we study the construction of near-extremal graphs and show that all
near-extremal graphs can be constructed from a loop and K4 by two graph operations.
We point out that the components of the link formed from a plane graph correspond to the left–right paths (Petrie
circuits) of the plane graph, which play an important role in the design of CMOS VLSI circuits; see references cited in [16].
Throughout the paper, we denote by Cn the n-cycle. In particular, C1 is a loop. We denote by In the graph which consists
of two distinct vertices connected by n parallel edges. We use Kn to denote the complete graph with n vertices. Let G be a
graph and e be an edge of G. We use G− e and G/e to denote the graphs obtained from G by deleting and contracting (that is,
deleting the edge and identifying its ends) the edge e, respectively. We follow [2] for undefined terminology and notations.
2. Preliminary results
Let G be a general graph and let C(G) and C∗(G) be its cycle space and cut space respectively. Then its bicycle space B(G)
is defined to be C(G) ∩ C∗(G). Let b(G) denote the dimension of B(G). Then since the dimension of the cycle space is n(G)
(see [4]), we have the following.
Lemma 2.1. For any graph G, b(G) ≤ n(G).
We say that a general graph G is G-extremal if b(G) = n(G) and G-near-extremal if b(G) = n(G) − 1. Then G is extremal
if and only if G is G-extremal and a connected plane graph, and G is near-extremal if and only if G is G-near-extremal and a
connected plane graph.
Using the fact that b(G) = log2(|TG(−1,−1)|) = µ(G)− k(G) [13,11] and properties of the Tutte polynomial [1], we can
prove Lemmas 2.2–2.4. The proofs are similar to the proof of Theorem 4.1 in [11], so we omit the details here.
Lemma 2.2. Let Gi be a graph with vi ∈ V (Gi) for i = 1, 2. Let G be the graph obtained from G1 and G2 by identifying v1 and
v2. Then b(G) = b(G1)+ b(G2). In particular,
(1) if e is a loop, then b(G) = b(G− e);
(2) if e is a bridge, then b(G) = b(G/e).
A pair of edges of G is called a parallel pair if the pair of edges has the same endvertices; a pair of edges of G is called a
series pair if it is not a parallel pair and both edges are incident with the same vertex of degree 2.
Lemma 2.3. Let G be a graph. Then:
(1) if e and f are a series pair of G, then b(G/e/f ) = b(G);
(2) if e and f are a parallel pair of G and f is not a bridge in G− e, then b(G− e− f ) = b(G).
Let G be a graph with a vertex v of degree 3, which has three distinct neighbors. Let H be the graph obtained from G by
deleting v and adding an edge between each pair of neighbors of v. We say that H is obtained from G by a Y∆-exchange and
conversely, G is obtained from H by a∆Y -exchange.
Lemma 2.4. Suppose that G′ is obtained from G by either a Y∆ or a∆Y exchange. Then b(G) = b(G′).
Lemma 2.5. If G has an odd cycle, then G is not G-extremal.
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Fig. 2. Illustration of (2a) of the proof of Theorem 2.8.
Proof. Suppose that G contains an odd cycle C . Since every bicycle is even (see Theorem 2.4(iii) in [13]), C itself cannot be
a bicycle. So B(G) ≠ C(G) and hence b(G) < n(G). So G is not G-extremal. 
Lemma 2.6. Suppose that e and f are a parallel pair of G and f is not a bridge in G − e. Then G is neither G-extremal nor
G-near-extremal.
Proof. By Lemma 2.3(2), b(G) = b(G− e− f ). Since f is not a bridge in G− e, k(G− e− f ) = k(G) and hence by Lemma 2.1,
we have b(G) = b(G− e− f ) ≤ n(G− e− f ) = n(G)− 2. So G is neither G-extremal nor G-near-extremal. 
Lemma 2.7. Let e be an edge of G. Then b(G)− 1 ≤ b(G− e) ≤ b(G)+ 1.
Proof. If e is a bridge or a loop, then b(G) = b(G− e); and otherwise, please see the proof of Theorem 9.1 in [13]. 
Let δ(G) be the minimum degree of the graph G. Now we use Lemmas 2.5–2.7 to extend the result of Lemma 4.3 in [7] to
general graphs.
Theorem 2.8. Let G be a graph. If δ(G) ≥ 3, then G is not G-extremal.
Proof. The proof essentially follows the proof of Lemma 4.3 from [7].
We shall prove the theorem by induction on q(G), the number of edges of G. Clearly q(G) ≥ 2. If q(G) = 2, the graph G
must be a vertex with two loops incident with it. Hence, we have b(G) = 0 and n(G) = 2, and the theorem holds. Now we
suppose that the theorem holds for every graph H with δ(H) ≥ 3 and q(H) < k(k ≥ 3), and let G be a graph with δ(G) ≥ 3
and q(G) = k.
(1) G has a loop e.
In this case, we have b(G) = b(G−e) by Lemma 2.2(1) and b(G−e) ≤ n(G−e) by Lemma 2.1. Hence, b(G) = b(G−e) ≤
n(G− e) = n(G)− 1.
(2) G has a bridge e.
In this case, we have b(G) = b(G/e) by Lemma 2.2(2). Note that δ(G/e) ≥ 3. Applying the induction hypothesis, we
have b(G/e) ≤ n(G/e)− 1. Hence, b(G) = b(G/e) ≤ n(G/e)− 1 = n(G)− 1.
In the following, we suppose that G has neither loops nor bridges. Choose an edge e of G. Suppose that the two end-vertices
of e are u and v. Clearly, dG(u) ≥ 3 and dG(v) ≥ 3. Let G′ = G − e. Then n(G′) = n(G) − 1, since e is not a bridge. By
Lemma 2.7, we have b(G) ≤ b(G′)+ 1. There are three cases.
(1) dG(u) > 3 and dG(v) > 3.
In this case, it is easy to see that δ(G′) ≥ 3. By the induction hypothesis, we have b(G′) ≤ n(G′) − 1. Hence,
b(G) ≤ b(G′)+ 1 ≤ n(G′) = n(G)− 1.
(2) dG(u) = 3 and dG(v) > 3.
Suppose that the other two vertices incident with u are u1 and u2. There are two cases.
(a) u1, u2, v are all different. See Fig. 2. Let G′′ = G′/(u, u1)/(u, u2). Note that δ(G′′) ≥ 3, since dG(v) > 3. By the
induction hypothesis, we have b(G′′) ≤ n(G′′) − 1. By Lemma 2.3(1), b(G′) = b(G′′), and clearly, n(G′) = n(G′′).
Hence, b(G) ≤ b(G′)+ 1 = b(G′′)+ 1 ≤ n(G′′) = n(G′) = n(G)− 1.
(b) Otherwise, there are three different cases as shown in Fig. 3. Note that G always has a parallel pair e and f (or f and
g) and f is not a bridge in G − e (or g is not a bridge in G − f ) since we have supposed that G has no bridges. By
Lemma 2.6, we have b(G) ≤ n(G)− 2.
Note that in this case we need not use the condition dG(v) > 3.
(3) dG(u) = 3 and dG(v) = 3.
Suppose that the other two vertices incident with u are u1 and u2 and the other two vertices incident with v are v1 and
v2. In this case, we can suppose that u1, u2, u, v are all different and v1, v2, u, v are also all different. Otherwise we can
deal with it as case (2b). There are two cases.
(a) u1, u2, v1, v2 are all different. See Fig. 4. Let
G′′ = G′/(u, u1)/(u, u2)/(v, v1)/(v, v2).
By Lemma 2.3(1), b(G′) = b(G′′) and n(G′) = n(G′′). Note that δ(G′′) ≥ 3. By the induction hypothesis, we have
b(G′′) ≤ n(G′′)− 1. Hence, b(G) ≤ b(G′)+ 1 = b(G′′)+ 1 ≤ n(G′′) = n(G′) = n(G)− 1.
(b) Otherwise, Gmust contain a triangle, and by Lemma 2.5, we have b(G) ≤ n(G)− 1.
This completes the proof of Theorem 2.8. 
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Fig. 3. Illustration of (2b) of the proof of Theorem 2.8.
Fig. 4. Illustration of (3a) of the proof of Theorem 2.8.
3. The near-extremal graphs with minimum degree at least 3
In this section, we consider near-extremal graphs with minimum degree at least 3 and prove that there is only one such
graph, namely K4.
We first recall the definition of the Tutte polynomial [15]. There are several equivalent definitions [1] of the Tutte
polynomial, here we only provide the deletion–contraction one, which will be used in the next theorem. Let G be a graph,
and TG(x, y) be the Tutte polynomial of G. Then TG(x, y) can be defined as follows.
(1) If G has no edges, then TG(x, y) = 1.
(2) Otherwise, let e be an edge of G, then
(a) If e is a bridge, then TG(x, y) = xTG/e(x, y).
(b) If e is a loop, then TG(x, y) = yTG−e(x, y).
(c) If e is neither a bridge nor a loop, then TG(x, y) = TG/e(x, y)+ TG−e(x, y).
Lemma 3.1. If G has two triangles which have at most one vertex in common, then G is not G-near-extremal.
Proof. Suppose that G contains two triangles which have at most one vertex in common. Let G′ be obtained from G by
applying a ∆Y exchange to one of the triangles. Then by Lemma 2.4, b(G) = b(G′). Furthermore G′ still contains at least
one triangle, so by Lemma 2.5, G′ cannot be G-extremal. Hence b(G) = b(G′) < n(G′) = n(G) − 1 and so G cannot be
G-near-extremal. 
Theorem 3.2. If δ(G) ≥ 3 and G is G-near-extremal, then G ∼= K4.
Proof. We suppose that G is the counterexample to the theorem i.e. δ(G) ≥ 3,G is G-near-extremal and G  K4, with the
fewest edges. We shall establish Gmust have various properties and prove that no such G can exist.
Suppose that G has a bridge e. Then by Lemma 2.2(2), b(G/e) = b(G). It is clear that n(G/e) = n(G), so G/e is also G-near-
extremal. Note that δ(G/e) ≥ 3 and G/e  K4 because G/e has a cut-vertex. Consequently G/e is a counterexample to the
theorem, contradicting the minimality of G. So we may assume that G has no bridges.
Suppose that G has a pair e, f of parallel edges. It follows from Lemma 2.6 that f is a bridge of G− ewhich implies e and
f are not loops. Let u be an endvertex of e. If dG(u) = 3, suppose that the third edge incident with u is g , then g must be a
bridge of G, but we have proved that G has no bridges and so the two endvertices of e both have degree at least four. Now
TG(−1,−1) = TG−e(−1,−1)+ TG/e(−1,−1)
= −T(G−e)/f (−1,−1)− TG/e−f (−1,−1).
But (G − e)/f ∼= G/e − f and so b(G) = b((G − e)/f ) + 1. It is clear that n(G) = n((G − e)/f ) + 1 and so (G − e)/f is
G-near-extremal. Furthermore δ((G − e)/f ) ≥ 3 and (G − e)/f  K4 because (G − e)/f has a cut-vertex. So (G − e)/f is a
counterexample to the theorem, contradicting the minimality of G. Hence we may assume that G has no parallel edges.
Suppose thatG has a loop e. Then by Lemma2.2(1),G−e isG-extremal and by Lemma2.5,G−e does not contain any loops,
so G has only one loop. Suppose that e is incident with the vertex v in G. Since G has no bridges, dG(v) ≥ 4. If dG(v) ≥ 5, then
δ(G− e) ≥ 3 and G− e is G-extremal, contradicting Theorem 2.8. So dG(v) = 4. Since G has no parallel edges, v is incident
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with two edges f and g and has two distinct neighbors. Since f and g are a pair of series edges in G − e, by Lemma 2.3(1),
we have b((G − e)/f /g) = b(G − e) = b(G), but n((G − e)/f /g) = n(G) − 1 and so (G − e)/f /g is G-extremal. Note that
δ((G− e)/f /g) ≥ 3, contradicting Theorem 2.8. So we may assume that G has no loops.
Now suppose that G has an edge e joining two distinct vertices u and v. By Lemma 2.7, we have b(G− e) ≥ b(G)− 1 =
n(G)− 2 = n(G− e)− 1. By Lemma 2.1, G− e is either G-extremal or G-near-extremal.
(1) If dG(u) ≥ 4 and dG(v) ≥ 4, then δ(G−e) ≥ 3. By Theorem 2.8,G−e cannot beG-extremal. Furthermore, G−e cannot be
K4 because Gwould have parallel edges, so it is a smaller counterexample to the theorem, contradicting the minimality
of G.
(2) If dG(u) = 3 and dG(v) ≥ 4, suppose the other two edges in addition to e incident with u are f and g . Then (G− e)/f /g is
either G-extremal or G-near-extremal. Since δ((G−e)/f /g) ≥ 3, by Theorem 2.8, G cannot be G-extremal. Furthermore,
(G− e)/f /g cannot be K4 because (G− e)/f /g has a vertex of degree at least four, so it is a smaller counterexample to
the theorem, contradicting the minimality of G.
Now we may assume that G is cubic. Suppose that G has an edge e that does not lie in a triangle. Suppose that the
endvertices of e are u and v, the neighbors of u in addition to v are w and x, and the neighbors of v in addition to u are y
and z. Then, because G has no parallel edges and e does not belong to a triangle, u, v, w, x, y and z are pairwise distinct.
Then using similar arguments to those above, (G − e)/(u, w)/(u, x)/(v, y)/(v, z) is either G-extremal or G-near-extremal
and δ((G− e)/(u, w)/(u, x)/(v, y)/(v, z)) ≥ 3. Furthermore (G− e)/(u, w)/(u, x)/(v, y)/(v, z) cannot be K4 since it has at
least two vertices of degree at least four, so (G−e)/(u, w)/(u, x)/(v, y)/(v, z) either contradicts Theorem 2.8 or contradicts
the minimality of G.
Finally, we conclude that G is a cubic graph in which every edge belongs to a triangle but G  K4. So G has at least six
vertices and therefore contains two triangles meeting in at most one vertex. By Lemma 3.1, G is not G-near-extremal and so
no counterexample can exist. 
Corollary 3.3. Let G be a connected plane graph with δ(G) ≥ 3. Then G is a near-extremal graph if and only if G ∼= K4.
4. An algorithm criterion for near-extremal graphs
In Section 3, we have determined near-extremal graphs with minimum degree at least 3. In this section, we consider
general near-extremal graphs, including near-extremal graphs with minimum degree less than 3. We shall present an
algorithm to judge whether a connected plane graph is a near-extremal graph or not.
Although one can count the link component number of the plane graph G directly, the count actually depends on
information determined by the embedding of the graph G in the plane. We need not count link component number in
our algorithm and only use the degree conditions and graph operations to determine near-extremal graphs. Furthermore,
the algorithm can also be used to judge whether a general connected graph is G-near-extremal or not.
Algorithm.
Input: A connected plane graph G.
Output: G is a near-extremal graph or not.
Step 1. Judge whether G = K1. If G = K1, then stop and output G is not a near-extremal graph.
Step 2. Judge whether G has a vertex of degree 1. If v is a vertex of degree 1 of G, suppose that e is the edge incident with
v, let G = G/e.
Step 3. Judge whether G has a vertex of degree 2. If G has a vertex with degree 2, there are two cases.
(1) If G = C1, then stop and output G is a near-extremal graph.
(2) Otherwise, let x be a vertex with degree 2 of G and the two vertices adjacent to x be u and v, then we have
(a) If u = v, let G = G− x.
(b) If u ≠ v, let G = G/(x, u)/(x, v).
Step 4. Judge whether δ(G) ≥ 3. If δ(G) ≥ 3, then we have
(1) If G ∼= K4, then stop and output G is a near-extremal graph.
(2) Otherwise, then stop and output G is not a near-extremal graph.
Return to Step 1.
Theorem 4.1. Let G be a connected plane graph. Then the above algorithm works.
Proof. It is obvious that C1 is a near-extremal graph, and K1 is extremal. If G has vertices of degree 1, note that the edge e
of G incident with the vertex of degree 1 is a bridge of G, b(G) = b(G/e) and n(G) = n(G/e), and so G is a near-extremal
graph if and only if G/e is a near-extremal graph. Step 3(2) holds since in case (a) b(G) and n(G) both decrease by 1 and in
case (b) they both do not change. Step 4 directly follows from Corollary 3.3. It is worth pointing out that after Step 3(2)(a) G
may become a connected graph with vertices of degree 1. Since Steps 2 and 3 reduce the number of vertices of G,G finally
becomes K1, C1 or a graph with δ(G) ≥ 3, and hence the above algorithm works. 
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Fig. 5. Splitting the vertex v of G′ to obtain G.
5. The construction of near-extremal graphs
In this section, we discuss the construction of near-extremal graphs. Let Φ be the set of all extremal graphs. In [7],
the authors present an approach to construct all extremal graphs. Based on Φ , we give a method of constructing all near-
extremal graphs.
Let u, v ∈ V (G). Denote by G/{u, v} the graph obtained from G by identifying the two vertices u and v. Clearly if u = v,
then G/{u, v} = G.
Theorem 5.1. Let Ω be the set of all near-extremal graphs. Then the set Ω can be constructed as follows.
(1) The loop C1 ∈ Ω and K4 ∈ Ω .
(2) Let Gi be a connected plane graphwith vi ∈ V (Gi) for i = 1, 2. Let G be the plane graph obtained fromG1 andG2 by identifying
v1 and v2. If G1 ∈ Ω and G2 ∈ Φ , then G ∈ Ω .
(3) Let G be the connected plane graph obtained from a connected plane graph G′ by deforming a vertex v of G′ into a path
v1, u, v2 of length 2 as shown in Fig. 5. To be precise, let G be a connected plane graph obtained from the trivial graph K1 and
the connected plane graph G1 by adding two edges (u, v1), (u, v2), where v1, v2 ∈ V (G1) are two distinct vertices on the
boundary of some face of G1, u ∈ V (K1). Let G′ = G1/{v1, v2}. If G′ ∈ Ω , then G ∈ Ω .
Proof. First we prove that the graph C1, K4 and any graph G obtained by the above operations (2)–(3) belong toΩ , that is,
C1, K4 and G are near-extremal graphs.
(1) It is clear.
(2) It is clear that n(G) = n(G1)+ n(G2). By Lemma 2.2, b(G) = b(G1)+ b(G2). G1 ∈ Ω , so b(G1) = n(G1)− 1. G2 ∈ Φ , so
b(G2) = n(G2). Hence b(G) = n(G)− 1.
(3) It is clear that n(G′) = n(G) and by Lemma 2.3(1), b(G) = b(G′). Hence if G′ ∈ Ω , then G ∈ Ω .
Now we claim that if G is a near-extremal graph, i.e. G ∈ Ω , then G is C1, K4 or can be constructed by the above two
operations.
We shall prove the above claim by induction on the number of the vertices of G. When p(G) = 1 and G ∈ Ω , then G = C1.
Now assume that the claim holds for all near-extremal graphs with the number of the vertices less than k, where k > 1.
Now let G be a near-extremal graph with p(G) = k. Then there are two cases.
Case 1. If G has cut vertices, suppose that v is one cut vertex of G, then E(G) is partitioned into two non-empty subsets E1
and E2 such that G1 = G(E1) and G2 = G(E2) have just the vertex v in common. It follows from Lemmas 2.2 and 2.1 that one
of the G1 and G2 is a near-extremal graph and the other an extremal graph. Without loss of generality, suppose that G1 is a
near-extremal graph and G2 is an extremal graph. Since G2 is extremal and non-trivial, p(G2) > 1 and therefore p(G1) < k.
By the induction hypothesis, G1 is C1, K4 or can be constructed by the above two operations. Thus, G can be constructed by
(2).
Case 2. If G has no cut vertices, then G has no vertices with degree 1 and no loops. There are also two cases.
Case 2.1. If G has vertices with degree 2. Let u be a vertex of degree 2 and G1 = G − u. If the two edges incident with u
form a parallel pair then since G has no cut vertices, G ∼= K2 ∈ Φ . So u has distinct neighbors v1 and v2, and by Lemma 2.3
(1), G′ = G1/{v1, v2} = G/(u, v1)/(u, v2) ∈ Ω . Since p(G1/{v1, v2}) < k, by the induction hypothesis, G1/{v1, v2} is C1, K4
or can be constructed by the above two operations. Thus, G can be constructed by (3).
Case 2.2. If G has no vertices with degree 2, then by Corollary 3.3, G ∼= K4.
Thus, by the induction hypothesis, the claim holds. This completes the proof of Theorem 5.1. 
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