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Abstract
It is a common practice in the supervised machine learning community to assume that the
observed data are noise-free in the input attributes. Nevertheless, scenarios with input
noise are common in real problems, as measurements are never perfectly accurate. If this
input noise is not taken into account, a supervised machine learning method is expected
to perform sub-optimally. In this paper, we focus on multi-class classification problems
and use Gaussian processes (GPs) as the underlying classifier. Motivated by a dataset
coming from the astrophysics domain, we hypothesize that the observed data may contain
noise in the inputs. Therefore, we devise several multi-class GP classifiers that can account
for input noise. Such classifiers can be efficiently trained using variational inference to
approximate the posterior distribution of the latent variables of the model. Moreover, in
some situations, the amount of noise can be known before-hand. If this is the case, it can
be readily introduced in the proposed methods. This prior information is expected to lead
to better performance results. We have evaluated the proposed methods by carrying out
several experiments, involving synthetic and real data. These data include several datasets
from the UCI repository, the MNIST dataset and a dataset coming from astrophysics. The
results obtained show that, although the classification error is similar across methods, the
predictive distribution of the proposed methods is better, in terms of the test log-likelihood,
than the predictive distribution of a classifier based on GPs that ignores input noise.
Keywords: Gaussian Processes, Multi-class classification, Input dependent noise
1. Introduction
Multi-class classification problems involve predicting a class label y that can take values in
a discrete set of C labels {1, . . . , C} with C > 2 (Murphy, 2012). For this task, one should
use the information contained in the input attributes x ∈ Rd, with d the dimensionality
of the data. That is, we assume input attributes in the real line. In order to infer the
relation between y and x it is assumed that one can use some training data in the form
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of N pairs (x, y), namely, {(xi, yi)}Ni=1. Multi-class classification problems arise in a huge
variety of fields, from industry to science. Most of the times, however, it is common to have
datasets whose inputs x are the result of experimental measurements. These measurements
are unavoidably contaminated with noise, as a consequence of measurement error. Further-
more, in some situations, the errors in the measurement of the explaining attributes can be
well determined. See (Barford, 1985) for further details. Incorporating this inductive bias,
or prior knowledge about the particular characteristics of the inputs of the classification
problem is expected to lead to better results when training a classifier to predict y given
x. Conversely, ignoring errors or noise in the input measurements is expected to lead to
sub-optimal results when this is indeed the case. In this research work we have empirically
validated this hypothesis on several commonly used datasets extracted from the UCI repos-
itory (Bay et al., 2000), as well as on the well-known MNIST data set (LeCun et al., 1998).
Even for these commonly used datasets in the machine learning community, we find better
prediction results by assuming the presence (and learning the amount) of noise in some of
the corresponding input variables, as we will show later.
While inference tasks on data with noisy attributes have been considered since long
time in the context of regression —see for example, (Press et al., 2007), or more recently
(Mchutchon and Rasmussen, 2011), in the context of Gaussian processes— the specific case
of multi-class classification has received much less attention from the literature, with a few
exceptions (Sa´ez et al., 2014). Taking into account the presence of noise in the input is, as
we show below, potentially essential to better modeling the conditional distribution p(y|x)
giving rise to the observed labels. Considering input noise is also expected to have an im-
portant impact on the classification of points that are not far from the decision boundaries,
since those are regions of the input space in which the data is more susceptible of being
misclassified (at least in the case of additive noise with finite variance). Needless to say,
both improving the estimated underlying predictive distribution and the better confidence
in the classification of difficult points are two desirable properties for real-world problems
in generic science applications, as for example in the case of the medical domain or in
astrophysics applications (Gal, 2016).
Gaussian Processes (GPs) are machine learning methods that are inherently specified
within a Bayesian framework (Rasmussen and Williams, 2006). Therefore, they can deliver
probabilistic outputs that allow to extract uncertainty in the predictions made. This un-
certainty is specified in terms of a predictive distribution for the target variable and may
arise both from the modeling of intrinsic noise and also due to the lack of observed data.
GPs are also non-parametric models. Therefore, their expressiveness grows as the number
of data points in the training set, of size N , increases. GPs are, however, expensive to train
since their complexity is in O(N3). Specifically, they require the inversion of a covariance
matrix of size N×N . These methods also suffer from the difficulty of requiring approximate
techniques to compute the posterior distribution of the latent variables of the model in the
case of classification tasks. This posterior distribution is required to compute the predic-
tive distribution for the target variable. Nevertheless, in spite of this difficulties, GPs have
been successfully used to address multi-class classification problems and have been shown to
be competitive with other approaches such as support vector machines or neural networks
(H.-C.Kim and Ghahramani, 2006; Herna´ndez-Lobato et al., 2011; Villacampa-Calvo and
Herna´ndez-Lobato, 2017; Hensman et al., 2015c; Henao and Winther, 2012).
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To alleviate the problems of scalability of GPs several approximations have been pro-
posed in the literature. Among them, the most popular ones are based on using inducing
points representations (Snelson and Ghahramani, 2006; Titsias, 2009b). These techniques
consist in introducing a set of M  N inducing points that are carefully chosen to approx-
imate the full GP model. Specifically, the locations of the inducing points are optimized
during training alongside with any other GP hyper-parameter, by maximizing a an estimate
of the marginal likelihood (Villacampa-Calvo and Herna´ndez-Lobato, 2017; Hensman et al.,
2015c). The complexity of these approximations is in O(NM2), which is significantly better
than O(N3) when M  N . Importantly, sparse approximations based on inducing points
can be combined with stochastic optimization techniques, which allow to scale GPs to very
large datasets (Villacampa-Calvo and Herna´ndez-Lobato, 2017; Hensman et al., 2015b).
Nevertheless, in spite of this, to our knowledge, all current methods for multi-class GPs
classification assume noiseless input attributes. In this paper we extend the framework of
multi-class GP classification to account for this type of noise.
Our work is motivated by a concrete multi-class classification problem and from a dataset
coming from astrophysics, dealing with measurements, by the Fermi-LAT instrument oper-
ated by NASA, of point-like sources of photons in the gamma ray energy range all over the
sky (https://fermi.gsfc.nasa.gov/). The experimental measurements obtained from
such a system are unavoidably contaminated with noise and, in practice, the level of noise
in some of the explaining attributes is known and can be well determined. As it turns out,
at present, a significant fraction of those point-like sources are not associated to or labeled
as known astrophysical gamma rays sources as for example pulsars, blazars or quasars Ab-
dollahi et al. (2019). It is thus of paramount importance for the physics related to those
measurements to know whether those point-like sources belong to the standard astrophys-
ical classes, or instead whether they are part of other more exotic kind of sources. As
a study-case exercise, though, we train a fully supervised classifier using exclusively the
sources which do have labels already. Further details of the dataset are given when present-
ing our experimental results. These show that a GP classifier which considers input noise
can obtain better predictive distributions in terms of the test log-likelihood in this dataset.
To account for input noise in the context of multi-class GP classification, we describe
several methods. A first approach is based on considering the actual noiseless input at-
tributes (which we denote by x) as a latent variable, to then perform approximate Bayesian
inference and compute their posterior distribution. The required computations are approx-
imated using variational inference (Blei et al., 2017) combined with Monte Carlo methods
and stochastic optimization. A second approach considers a first order Taylor expansion
of the predictive mean of the GPs contained in the multi-class GP classifier (typically, one
different GP per each potential class label), following (Mchutchon and Rasmussen, 2011).
Under this linear approximation the input noise is simply translated into output noise, which
is incorporated in the modeling process. The variance of the output noise is determined by
the slope of the GP predictive mean, which can be obtained using automatic differentiation
tools. Variational inference is also used in this second method to approximate the required
computations. The two methods described to account for input noise in the context of
multi-class GP classification are validated on several experiments, including synthetic data,
datasets from the UCI repository, MNIST, and the dataset related to astrophysics that
motivated this work described above. These experiments give empirical claims supporting
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our hypothesis that our methods can effectively deal with noise in the inputs. In particular,
we have consistently observed that the predictive distribution of the methods proposed is
better, in terms of the test log-likelihood, than the one of a standard multi-class GP clas-
sifier that ignores input noise. The prediction error of the proposed method is, however,
similar.
The rest of the manuscript is organized as follows: We first introduce the fundamentals
about multi-class GP classification and sparse GPs in Section 2. Section 3 describes the
proposed models and methods to account for input noise in the observed attributes. Related
work about input noise in GPs and other machine learning methods is described in Section
4. Section 5 illustrates the empirical performance of the proposed methods. Finally, Section
6 gives the conclusions of this work.
2. Multi-class Gaussian Process Classification
In this section we describe how Gaussian processes (GPs) can be used to address multi-class
classification problems. We consider first a noiseless input setting. Next, in the following
section, we describe how noisy inputs can be incorporated into the model. Assume a dataset
consisting of N instances with X = (x1, . . . ,xN )
T the observed explaining attributes and
y = (y1, . . . , yN )
T the target class labels, where yi ∈ {1, . . . C} and C > 2 is the number of
classes. The task of interest is to make predictions about the label y∗ of a new instance x?
given the observed data X and y.
Following the representation introduced by Kim and Ghahramani (2006) for multi-class
classification with Gaussian processes, we assume that each class label has been obtained
with the labeling rule:
yi = arg max
c
f c(xi) , (1)
where f c(·), for c = 1, . . . , C, are different latent functions, each one of them corre-
sponding to a different class label. Therefore the class label has been obtained sim-
ply by considering the latent function with the largest value at the data point xi. Let
fi = (f
1(xi), . . . , f
C(xi))
T. Under this labeling rule the likelihood of the value of each
latent function at a training point is given by:
p(yi|fi) =
∏
c6=yi
Θ (fyi(xi)− f c(xi)) , (2)
where Θ(·) is a Heaviside step function. Other likelihood functions such as the soft-max
likelihood arise simply by considering and marginalizing Gumbell noise around the latent
functions f c(·) (Maddison et al., 2014). Here we instead consider Gaussian noise around
each f c, as described later on. To account for labeling errors, we consider that the actual
class label yi associated to xi could have been flipped with probability  to some other
class label (Herna´ndez-Lobato et al., 2011; Hensman et al., 2015c). Under this setting, the
likelihood becomes:
p(yi|fi) = (1− )
∏
c 6=yi
Θ (fyi(xi)− f c(xi)) + 
C − 1
1− ∏
c 6=yi
Θ (fyi(xi)− f c(xi))
 . (3)
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In order to address multi-class classification with GPs, a GP prior is assumed for each
latent function f c(·) (Rasmussen and Williams, 2006). That is, p(f c) ∼ GP(0, kθ(·, ·)),
where kθc(·, ·) is a covariance function, with hyper-parameters θc. Popular examples of
covariance functions include the squared exponential covariance function. Namely,
kθc(x,x
′) = σ2 exp
−12
d∑
j=1
(xj − x′j)2
`j
+ I[x = x′]σ20 , (4)
where I[·] is an indicator function and θc = {σ2, σ0, {`j}dj=1} are the hyper-parameters.
More precisely, σ2 is the amplitude parameter, `j are the length-scales and σ
2
0 is the level of
additive Gaussian noise around f c. See (Rasmussen and Williams, 2006) for further details.
In practice, the hyper-parameters will be different for each latent function f c(·). We have
ignored here their dependence on the latent function f c(·) for the sake of readability.
In order to make predictions about the potential class label of a new data point x?,
one would like to compute the posterior distribution of f = {fi}Ni=1. This distribution
summarizes which values of the latent functions are compatible with the observed data.
The posterior distribution can be computed using Bayes’ rule as follows:
p(f |y) = p(y|f)p(f)
p(y)
=
[∏N
i=1 p(yi|fi)
] [∏C
c=1 p(f
c)
]
p(y)
. (5)
where f c = (fc(x1), . . . , fc(xN ))
T and p(f c) = N (f c|0,Kc) is a multi-variate Gaussian distri-
bution with zero mean and covariance matrix Kc, with Kci,j = kθc(xi,xj). The denominator
in the previous expression, p(y) =
∫
p(y|f)p(f)df , is just a normalization constant and is
known as the marginal likelihood. It can be maximized to obtain the good values for the
model hyper-parameters θc, for c = 1, . . . , C. Note that in this setting, we assume indepen-
dence among the latent functions f c(·), since the prior factorizes as p(f) = ∏Cc=1 p(f c).
A practical problem, however, is that the non-Gaussian likelihood in (3) makes infeasible
the exact computation of the marginal likelihood, so one has to make use of approximate
inference methods to approximate the posterior in (5). One of the most widely used methods
for approximate inference is variational inference (VI), which will be explained in detail in
the following sections. See (Titsias, 2009b; Hensman et al., 2015b,c) for further details.
2.1 Sparse Gaussian Processes
A difficulty of the method described so far is that, even if the likelihood was Gaussian and
exact inference was tractable, the cost of computing the posterior distribution would be in
O(N3), where N is the training set size. The reason for this cost is the need of inverting
the prior covariance matrices Kc. See (Rasmussen and Williams, 2006) for further details.
As a consequence, multi-class GPs classification would only be applicable on a dataset of
at most a few thousand data points.
A popular and successful approach to reduce the previous cost, is to consider an ap-
proximation based on sparse Gaussian processes (Titsias, 2009a). Under a sparse setting, a
set of M pseudo-inputs or inducing points is introduced associated to each latent function
f c(·). Namely, Zc = (zc1, . . . , zcM ). These points Zc will lie in the same space as the training
5
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data. Namely, Rd, and their locations will be specified during training, simply by maximiz-
ing an estimate of the marginal likelihood. Associated to these inducing points Zc we will
consider some inducing outputs uc, where ucj = f
c(zcj). The process values at each xi, i.e.,
f c = (f c(x1), . . . , f
c(xN ))
T, are characterized by Zc and uc and can then be obtained from
the predictive distribution of a GP as follows:
p(f c|uc) = N (f c|KcX,Zc(KcZc,Zc)−1uc,KcX,X −KcX,Zc(KcZc,Zc)−1KcZc,X) , (6)
where KcX,Zc is a N × M matrix of covariances of f c(·) between the process values at
the observed data points X and the inducing points Zc. Similarly, KcZc,Zc is the M ×M
covariance matrix. Each entry in this matrix contains the covariances among the process
values at the inducing points Zc. Under the sparse approximation, the prior for each uc is
simply the Gaussian process prior. Namely,
p(uc) = N (uc|0,KcZc,Zc) . (7)
Importantly, now one only has to invert the matrices KcZc,Zc of size M ×M and compute
the product KcX,Zc(K
c
Zc,Zc)
−1. Therefore, the training cost will be in O(M2N), which is
significantly better if M  N .
In practice, the inducing point values uc will be unknown and they are treated as latent
variables of the model. An approximate Gaussian posterior distribution will be specified
for them. Namely, q(uc) = N (uc|mc,Sc) for c = 1, . . . , C. This uncertainty about uc can
be readily introduced in (6) simply by marginalizing these latent variables. The result is a
Gaussian distribution for f c with extra variance due to the randomness of uc. That is:
p(f c|y) ≈
∫
p(f c|uc)q(uc) = N (f c|µc,Σc) , (8)
where
µc = K
c
X,Zc(K
c
Zc,Zc)
−1mc , (9)
Σc = K
c
X,X −KcX,Zc(KcZc,Zc)−1(KcZc,Zc + Sc)(KcZc,Zc)−1KcZc,X . (10)
In the following sections we describe how to compute the parameters of each approximate
distribution q(uc), for c = 1, . . . , C, using variational inference.
3. Multi-class GP Classification with Input Noise
In this section we describe the proposed approaches for dealing with noisy inputs in the
context of multi-class GP classification. Let us consider that X˜ is the matrix of noisy
observations in which the data patterns are contaminated with additive Gaussian noise
with some mean and some variance. Again, consider that X is the matrix of noiseless
inputs. That is:
x˜i = xi + i , i ∼ N (0,Vi) , (11)
where x˜i ∈ Rd is a particular observation and Vi is a d × d diagonal matrix. That is, we
assume independent additive Gaussian noise for the inputs. For the moment, we consider
that the variance of the additive noise Vi is known beforehand. Later on, we describe
how this parameter can be inferred from the training data. Recall that we assume input
attributes in the real line.
6
Multi-class Gaussian Process Classification with Noisy Inputs
3.1 Modeling the Input Noise using Latent Variables
A first approach for taking into account noisy inputs X˜ in the context of GP multi-class
classification is based on making approximate Bayesian inference about the actual noiseless
inputs xi, for i = 1, . . . , N . Importantly, these variables will be latent. The observed
variables will be the ones contaminated with Gaussian noise x˜i, for i = 1, . . . , N . With this
goal, note that the assumption made in (11) about the generation of x˜i provides a likelihood
function for the actual observation. That is,
p(x˜i|xi) = N (x˜i|xi,Vi) . (12)
In order to make inference about the noiseless observation xi, we need to specify a prior
distribution for that variable. In practice, however, the actual prior distribution for xi is
specific of each classification problem and unknown, in general. Therefore, we set the prior
for xi to be a multi-variate Gaussian with a broad variance. Namely,
p(xi) = N (xi|0, Is) , (13)
where I is the identity matrix and s is chosen to have a large value, i.e., s = 1, 000, in order
to make it similar to a non-informative uniform distribution. This prior has shown good
results in our experiments.
3.1.1 Joint and Posterior Distribution
The first step towards making inference about xi is to describe the joint distribution of all
the variables of the model (observed and latent). This distribution is given by
p(X, X˜,y,F,U) =
[
N∏
i=1
p(yi|fi)
][
C∏
c=1
p(f c|uc)p(uc)
][
N∏
i=1
p(x˜i|xi)p(xi)
]
, (14)
where X˜ = (x˜1, . . . , x˜N )
T is the matrix of noisy observations, X = (x1, . . . ,xN )
T is the
matrix of actual noiseless inputs, y is the vector of observed labels, F = (f1, . . . , fN )
T is the
matrix of process values at the actual noiseless inputs (i.e., at each xi instead of at each
x˜i), and U = (u
1, . . . ,uC)T is the matrix of process values at the inducing points.
The posterior distribution of the latent variables, i.e., X, F and U is obtained using
Bayes’ rule:
p(X,F,U|y, X˜) = p(X˜,X,y,F,U)
p(y, X˜)
. (15)
Again, as in the case of standard multi-class classification where there is noise in the in-
puts, computing this posterior distribution is intractable and approximate inference will be
required. To approximate this distribution we employ variational inference, as described in
the next section.
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3.1.2 Approximate Inference using Variational Inference
We will use variational inference as the approximate inference method Jordan et al. (1999).
The posterior approximation that will target the exact posterior (15) is specified to be:
q(X,F,U) =
[
C∏
c=1
p(f c|uc)q(uc)
][
N∏
i=1
q(xi)
]
(16)
where
q(uc) = N (uc|mc,Sc) , q(xi) = N (xi|µxi ,Vxi ) , (17)
with Vxi a diagonal matrix. This posterior approximation assumes independence among
the different GPs of the model and the actual noiseless inputs X.
To enforce that q looks similar to the target posterior distribution, variational inference
minimizes the Kullback-Leibler divergence between q and the exact posterior p, given by
the distribution in (15). This is done indirectly by maximizing the evidence lower bound L.
See (Jordan et al., 1999) for further details. The evidence lower bound (ELBO) is given by
L = Eq
[
log
p(X, X˜,y,F,U)
q(X,F,U)
]
=
N∑
i=1
Eq [log p(yi|fi)] +
N∑
i=1
Eq[log p(x˜i|xi)]
−
C∑
c=1
KL(q(uc)|p(uc))−
N∑
i=1
KL(q(xi)|p(xi)) , (18)
where KL(·|·) is the Kullback-Leibler divergence and where we have used the fact that the
factors of the form p(f c|uc) described in (6) and present in both the joint distribution and
in q will cancel.
One problem that arises when computing the previous expression is that the first expec-
tation in (18), i.e. Eq [log p(yi|fi)], does not have a closed form solution. It can, however,
be computed using a one dimensional quadrature and Monte Carlo methods combined with
the reparametrization trick (Hensman et al., 2015a; Kingma and Welling, 2014). Con-
cerning the other factors, the second expectation,
∑N
i=1Eq[log p(xi|x˜i)], is the expecta-
tion of the logarithm of a Gaussian distribution, so it can be computed in a closed form.
We can also evaluate analytically the Kullback Leibler divergences in the lower bound,∑K
k=1 KL(q(u
k)|p(uk))−∑Ni=1 KL(q(x˜i)|p(x˜i)), since they involve Gaussian distributions.
Importantly, the ELBO in (18) is expressed as a sum across the observed data points.
This means that this objective is suitable for being optimized using mini-batches. The
required gradients can be obtained using automatic differentiation techniques such as those
implemented in frameworks such as Tensorflow (Abadi et al., 2015). Appendix A describes
the details about how to obtain an unbiased noisy estimate of the ELBO, L.
One last remark is that it is possible to show that
log p(y, X˜) = L+ KL[q||p] , (19)
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where KL[q||p] is the Kullback-Leibler (KL) divergence between q and the target posterior
distribution p in (15) (Jordan et al., 1999). After maximizing the ELBO, L, it is expected
that the KL term is fairly small and hence log p(y, X˜) ≈ L. Therefore, L can be maxi-
mized to find good values for the model hyper-parameters. This is expected to maximize
log p(y, X˜), which will correspond to a type-II maximum likelihood approach (Rasmussen
and Williams, 2006). The locations of the inducing points Zc, for c = 1, . . . , C, are found
by maximizing L, an estimate of the marginal likelihood, as in (Villacampa-Calvo and
Herna´ndez-Lobato, 2017; Hensman et al., 2015c). Note, however, that these correspond
to parameters of the posterior approximation q, defined in (16), and not of the described
probabilistic model (Titsias, 2009a).
3.1.3 Predictions
After the maximization of the lower bound (18), the approximate distribution q is fitted
to the actual posterior. The predictive distribution for the class label y? of a new instance
x? can be approximated by replacing the exact posterior by the posterior approximation in
the exact predictive distribution. Namely,
p(y?|x?) ≈
∫
p(y?|f?)
[
C∏
c=1
p(f c? |uc)q(uc)duc
]
p(x?|x˜?)dx?df? , (20)
where p(x?|x˜?) is the posterior distribution of the actual attributes of the new instance given
the observed attributes x˜?. This posterior is the normalized product of the prior times the
likelihood. Therefore, it can be computed in closed form and is a Gaussian. Namely,
p(x?|x˜?) = p(x˜?|x?)p(x?)
p(x˜?)
= N (x?|µx? ,Vx?) , (21)
where Vx? = (V
−1
? + Is
−1)−1 and µx? = Vx?(V−1? x˜?), and where V? is a diagonal matrix
with the variances of the Gaussian noise around x?.
In general, the integral in (20) is intractable. However, we can generate samples of x?
simply by drawing from p(x?|x˜?) to then compute a Monte Carlo approximation:
p(y?|x?) ≈ 1
S
S∑
s=1
∫
p(y?|f s? )
[
C∏
c=1
p(f cs,?|uc)q(uc)duc
]
df s? , (22)
where S is the number of samples, f s? = (f
1(xs?, . . . , f
C(xs?))
T, f cs,? = f
c(xs?) with x
s
? the
generated s sample of x?.
The only remaining thing is how to compute the integral in the right hand side of
(22). It turns out that the integral with respect to each uc can be computed analytically
using (8). The integral with respect to f s? can be approximated using a one-dimensional
quadrature. In particular, under the likelihood function in (3), the approximation of the
predictive distribution becomes:
p(y?|x?) ≈ 
C − 1 + (1− )
1
S
S∑
s=1
∫
N (fy?s |msy? , vsy?)
∏
c6=y?
Φ
(
f cs −msc√
vsc
)
dfy?s , (23)
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where fy?s = fy?(xs?), f
c
s = f
c(xs?), Φ(·) is the cumulative probability of a standard Gaussian
distribution and
msc = k
c
xs?,Z
c(KcZc,Zc)
−1mc , (24)
vsc = k
c
xs?,x
s
?
− kcxs?,Zc(KcZc,Zc)−1KZc,xs? + kcxs?,Zc(KcZc,Zc)−1Sc(KcZc,Zc)−1kcZc,xs? , (25)
for c = 1, . . . , C with kcxs?,xs? the variance of f
c(·) at x?, kcxs?,Zc the matrix of covariances
between the values of f c(·) at xs? and Zc, and KcZc,Zc the covariances of f c(·) among the
inducing points Zc. Note that the integral over fy?s in (23) has no closed form solution but
it can be computed using one-dimensional quadrature.
3.2 Amortized Approximate Inference
A limitation of the method described is that the approximate posterior distribution over
the noiseless inputs, i.e.,
∏N
i=1 q(xi), demands storing in memory a number of parameters
that is in O(N), where N is the number of observed instances. Of course, in the big data
regime, i.e., when N is in the order of thousands or even millions the memory resources
needed to store those parameters can be too high. To alleviate this problem, we propose to
use amortized approximate inference to reduce the number of parameters that need to be
store in memory (Kingma and Welling, 2014; Shu et al., 2018).
Amortized variational inference assumes that the parameters of each distribution q(xi),
i.e., the mean and the diagonal covariance matrix, can be obtained simply as a non-linear
function that depends on the observed data instance (x˜i, yi). This non-linear function is set
to be a neural network whose parameters are optimized during training. That is,
q(xi) = N (xi|µθ(x˜i, yi),Vθ(x˜i, yi)) , (26)
where both µθ(x˜i, yi) and Vθ(x˜i, yi) are obtained as the output of a neural network with
parameters θ (we use a one-hot encoding for the label yi). Therefore, one only has to
store in memory the neural network which has a fixed number of parameters. This number
of parameters does not depend on N . The neural network can be adjusted simply by
maximizing w.r.t θ the evidence lower bound described in (18). The computational cost of
the method is not changed, since the cost for the feed-forward pass of the network to obtain
µθ(x˜i, yi) and Vθ(x˜i, yi) is constant.
Amortized approximate inference introduces the inductive bias that points that are lo-
cated in similar regions of the input space should have similar parameters in the correspond-
ing posterior approximation q(xi). Of course, this has the benefit property of reducing the
number of parameters of the approximate distribution q. A second advantage is, however,
that the neural network can provide a beneficial regularization that is eventually trans-
lated into better generalization results (Shu et al., 2018). More precisely, our experiments
show that amortized variational inference sometimes provides better results than using an
approximate distribution q that has separate parameters per each data point x˜i.
Besides using this neural network to compute the parameters of q(xi), the model is not
changed significantly. Prediction is done in the same way, and hyper-parameter optimization
is also carried out by maximizing the evidence lower bound.
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3.3 First Order Approximation
In this section we describe an alternative method to account for input noise in the context
of multi-class classification with GPs. This method is inspired on work already done for
regression problems (Mchutchon and Rasmussen, 2011). Consider the relation between the
noisy and the noiseless input measurements given by (11). Now, consider a Taylor expansion
of a latent function f(·) around the noiseless measurement xi. Namely,
f(xi + i) = f(xi) + 
T
i
∂f(xi)
∂xi
+ · · · ≈ f(x˜i) + Ti
∂f(x˜i)
∂x˜i
+ · · · (27)
where x˜i is the noisy observation. Since we do not have access to the noiseless input vector
xi, we simply approximate it with the noisy one x˜i. Note that this last expression involves
the derivatives of the GP. Although they can be showed to be again GPs (see (Rasmussen
and Williams, 2006) for further details), we here decide to approximate these derivatives
with the derivatives of the mean of GP, as in (Mchutchon and Rasmussen, 2011). This
approximation corresponds to ignoring the uncertainty about the derivative. Let ∂f (x˜i)
denote the d-dimensional vector corresponding to the derivative of the mean of the GP
with respect to each input dimension at x˜i. If we expand the right hand side of (27) up to
the first order terms, we get a linear model. Namely,
f(xi + i) = f(x˜i) + 
T
i ∂f (x˜i) . (28)
Therefore, the input noise can be understood as output noise whose variance is proportional
to square of the derivative of the mean value of f at x˜i.
The model just described can be combined with the framework for sparse GPs described
in Section 2.1 to give an alternative posterior predictive distribution for f c to the one
described in (8). That is,
p(f c|uc) = N (f c|µc,Σc) , (29)
with
µc = K
c
X˜,Zc
(KcZc,Zc)
−1mc , (30)
Σc = K
c
X˜,X˜
−Kc
X˜,Zc
(KcZc,Zc)
−1 ((KcZc,Zc)−1 − Sc) (KcZc,Zc)−1KZc,X˜ + ∆ , (31)
where mc and Sc are the parameters of q(u
c), the covariance matrices are evaluated at the
noisy measurements X˜ and
∆i,i = ∂fc(x˜i)
TVi∂fc(x˜i) . (32)
Therefore, ∆ is a diagonal matrix whose entries account for the extra output noise that
results from the corresponding input noise. This makes sense, since the input noise is
expected to have a small effect in those regions of the input space in which the latent
function is expected to be constant. Importantly, in the sparse setting
∂fc(x˜i) =
∂µc
∂x˜i
=
∂kcx˜i,Zc(K
c
Zc,Zc)
−1mc
∂x˜i
. (33)
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This partial derivative can be easily obtained automatically in modern frameworks for im-
plementing multi-class GP classifiers such as Tensorflow (Abadi et al., 2015). The expression
in (29) can replace (8) in a standard sparse multi-class GP classifier to account for input
noise. One only has to provide the corresponding input noise variances Vi, for i = 1, . . . , N .
Approximate inference in such a model can be carried out using variational inference, as
described in (Hensman et al., 2015c).
Figure 1 shows the predictive distribution of the model described, which we refer to as
(NIMGPFO), for each latent function in a three class toy classification problem described
in Section 5.1. The figure on the left shows the predictive distribution obtained when the
extra term in the predictive variance ∆ that depends on the slope of the mean is ignored
in (29). The figure on the right shows the resulting predictive distribution when that term
is taken into account. We can observe that the produced effect is to increase the variance
of the predictive distribution by some amount that is proportional to the squared value
of slope of the predictive mean. This is particularly noticeable in the case of the latent
function corresponding to class number 2. A bigger variance in the predictive distribution
for the latent function will correspond to less confidence in the predictive distribution for
the class label. See Section 5.1 for further details.
Figure 1 also shows the learned locations of the inducing points for each latent function
(displayed at the bottom of each image). We observe that they tend to be placed uniformly
in the case of the latent functions corresponding to class labels 0 and 1. However, in the
case of the latent function corresponding to class label 2, they concentrate in specific regions
of the input space. Namely, in those regions in which the latent function changes abruptly.
Figure 1: For the NIMGPFO model, the predictive mean GP and variances (right) and original
variances (left), for each latent function, for a classification problem with three classes
shown in red, green and blue. The learned locations of the inducing points, Zc, are shown
in a row at the bottom of each figure. Best seen in color.
12
Multi-class Gaussian Process Classification with Noisy Inputs
3.4 Learning the Level of Noise in the Inputs
The previous sections assumed that the variance of Gaussian noise associated to each input
dimension, i.e., the diagonal matrix Vi, is known before-hand. This is the case of many
practical problems in which the error associated to the measurement instrument that is used
to obtain the observed attributes x˜i is well-known. However, in some certain situations it
can be the case that the variance of the error is unknown. In this case, it may still be
possible to infer this level of error from the observed data.
Typically, in this case, one will assume that the level of noise is the same across all
observed data instances. That is, Vi = V. This has the advantage of reducing the number
of parameters that have to be inferred. To estimate V one can simply treat this parameter
as a hyper-parameter of the model. Its value can be estimated simply by type-II maxi-
mum likelihood, as any other hyper-parameter of the GP (Rasmussen and Williams, 2006).
Under this setting, one simply maximizes the marginal likelihood of the model, i.e., the de-
nominator in Bayes’ theorem w.r.t the parameter of interest. This is precisely the approach
followed in (Mchutchon and Rasmussen, 2011) for regression problems.
Because evaluating the marginal likelihood is infeasible in the models described so far,
one has to use an approximation. This approximation can be the evidence lower bound
described in (18), which will be similar to the marginal likelihood if the approximate dis-
tribution q is an accurate posterior approximation. The maximization of (18) w.r.t V
can be simply done with no extra computational cost using again stochastic optimization
techniques.
In general, we will assume that Vi is known for each data instance. If that is not the
case, we will infer that level of noise using the method described in this section.
3.5 Summary of the Proposed Methods to Deal with Input Noise
Below we briefly the different methods described to deal with input noise in the context of
multi-class GP classification:
• NIMGP: This is the method described in Section 3.1 which uses latent variables
to model the original noiseless inputs. It relies on a Gaussian distribution for the
actual observation with the mean being a random variable representing the noiseless
input. We assume a non-informative Gaussian prior for the noiseless input. The joint
posterior distribution that involves non-gaussian likelihood factors for the process
values is approximated using variational inference. Quadrature and Monte Carlo
methods are combined with the reparametrization trick to obtain a noisy estimate of
the lower bound which is optimized using stochastic methods.
• NIMGPNN: A limitation of the previous method is the need of storing parameters for
each data instance. This is a disadvantage in big data applications. To circumvent this
problem, amortized approximate inference is employed in this method, as explained
in Section 3.2. We use a neural network to compute the parameters of posterior
approximation for the noiseless attributes of each data instance. This network reduces
the number of parameters of the approximate distribution and also regularizes the
model. Approximate inference is carried out as in NIMGP.
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• NIMGPFO: This is the method described in Section 3.3. In this method we adapt
for classification with sparse GPs an already proposed method for regression that
accounts for noisy inputs using GPs. This method is based on propagating the noise
found in the inputs to the variance of the GPs predictive distribution. For this, a
local linear approximation of the GP is used at each input location. This allows the
input noise to be recast as output noise proportional to the squared gradient of the
GP predictive mean.
4. Related Work
In the literature there are some works dealing with GPs and input points corrupted with
noise in the context of regression problems (Mchutchon and Rasmussen, 2011). For this, a
local linear approximation of the GP at each input point is performed. When this is done,
the input noise is translated into output noise proportional to the squared gradient of the
GP posterior mean. Therefore, the mentioned paper simplifies the problem of modeling
input noise by assuming that the input measurements are deterministic and by inflating the
corresponding output variance to compensate for the extra noise. When this operation is
performed, it leads to output noise variance varying across the input space. This property is
defined as heteroscedasticity. The model presented in the that paper can hence be described
as a heteroscedastic GP model. In our work we have extended the approach of those authors
to address multi-class classification problems since they only considered regression problems.
Furthermore, we have compared such a method (NIMGPFO) with another approach that
uses latent variables to model the noiseless inputs (NIMGP) and that, in principle, does
not rely on a linear approximation of the GP. We hypothesize that NIMGP circumvents the
bias of the linear approximation and give some empirical evidence supporting this claim.
Note that we also consider sparse GPs instead of standard GPs, which make our approach
more scalable to datasets with a larger number of instances. These differences are common
between our proposed methods and most of the techniques described in this section.
As described in the previous paragraph, one of the proposed methods can be understood
as a GP model in which the level of output noise depends on the input location, i.e., the
data can be considered to be heteroscedastic. Several works have tried to address such a
problem in the context of GPs and regression tasks. In particular, Goldberg et al. (1998)
introduce a second GP to deal with the output noise level as a function of the input location.
This approach uses a Markov chain Monte Carlo method to approximate the posterior noise
variance, which is time-consuming. An interesting extension to the described work tries to
circumvent the limitations found in the method of Goldberg et al. (1998) by replacing the
Monte Carlo method with an approximative most likely noise approach (Kersting et al.,
2007). This other work learns both the hidden noise variances and the kernel parameters
simultaneously. Furthermore, it significantly reduces the computational cost. Again, the
domain of application is different from ours since only regression problems are addressed.
Other related work concerning heteroscedasticity in the context of regression problems
is the one of La´zaro-Gredilla and Titsias (2011). This approach also relies on variational
inference for approximate inference in the context of GPs. These authors explicitly take into
account the input noise, and model it with GP priors. By using an exponential transfor-
mation of the noise process, they specify the variance of the output noise. Exact inference
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in the heteroscedastic GP is intractable and the computations need to be approximated
using variational inference. Variational inference in such a model has equivalent cost to
an analytically tractable homoscedastic GP. Importantly, this work focuses exclusively on
regression and ignores classification tasks. Furthermore, no GP sparse approximation is
considered by these authors. Therefore, the problems addressed cannot contain more than
a few thousand instances.
Copula processes are another alternative to deal with input noise in the context of re-
gression tasks and GPs (Wilson and Ghahramani, 2010). In this case, approximate inference
is carried out using the Laplace approximation and Markov chain Monte Carlo methods.
There also exists in the literature an approach for online heteroscedastic GP regression that
tackles the incorporation of new measurements in constant runtime and makes the com-
putation cheaper by considering online sparse GPs (Bijl et al., 2017). This approach has
proven to be effective in a practical applications considering, e.g., system identification.
The work of Mchutchon and Rasmussen (2011) has been employed in several practical
applications involving machine learning regression problems. For example, in a problem
concerning driving assistant systems (Armand et al., 2013), where the velocity profile that
the driver follows is modeled as the vehicle decelerates towards a stop intersection. An-
other example application can be found in the context of Bayesian optimization (Nogueira
et al., 2016; Oliveira et al., 2017), where a GP models an objective function that is being
optimized. In this scenario, the input space is contaminated with i.i.d Gaussian noise. Two
real applications are considered: safe robot grasping and safe navigation under localization
uncertainty (Nogueira et al., 2016; Oliveira et al., 2017).
Another approach that considers input noise in the context of regression problems in
arbitrary models is that of Bo´csi and Csato´ (2013). This approach corrects the bias caused
by the integration of the noise. The correction is proportional to the Hessian of the learned
model and to the variance of the input noise. The advantage of the method is that it works
for arbitrary regression models and the disadvantage is that it does not improve prediction
for high-dimensional problems, where the data are implicitly scarce, and the estimated
Hessian is considerably flattened.
Input dependent noise has also been taken into account in the context of binary classi-
fication with GPs by Herna´ndez-lobato et al. (2014). In particular, these authors describe
the use of an extra GP to model the variance of additive Gaussian noise around a latent
function that is used for binary classification. This latent function is modeled again using
a GP. Importantly, in this work the level of noise is expected to depend on privileged infor-
mation. These are extra input attributes that are only available at training time, but not
at test time. The goal is to exploit that privileged information to obtain a better classifier
during the training phase. Approximate inference is done in this case using expectation
propagation instead of variational inference (Minka, 2001). The experiments carried out
show that privileged information is indeed useful to obtain better classifiers based on GPs.
To tackle input noise in the context multi-class classification, when one does does not
rely on the use of GPs, some decomposition strategies can be used. Specifically, it is possi-
ble to decompose the problem into several binary classification subproblems, reducing the
complexity and, hence, dividing the effects caused by the noise into each of the subproblems
(Sa´ez et al., 2014). There exist several of these decomposition strategies, being the one-vs-
one scheme a method that can be applied for well known binary classification algorithms.
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The results obtained by these authors show that the one-vs-one decomposition leads to
better performances and more robust classifiers than other decompositions. A problem of
these decompositions, however, is that they can lead to ambiguous regions in which it is not
clear what class label should be predicted (Bishop, 2006). Furthermore, they do not learn
an underlying true multi-class classifier and rely on binary classifiers to solve the multi-class
problem, which is expected to be sub-optimal.
Random input attributes that follow a Gaussian distribution have been considered in
the context of GP regression in (Girard et al., 2003). That work addresses the problem of
learning in such a setting by using a Gaussian approximation that matches the mean and
the variance of the GP predictive distribution when the input attributes are noisy. The
required computations are tractable for some particular covariance functions such as the
squared exponential. In that work, however, no inference has been made about the noiseless
inputs. The approach described has been applied in the context of solving control problems
using GPs (Deisenroth and Rasmussen, 2011) and in the context of deep Gaussian processes
in which the input to a hidden layer is the output of the previous layer, which is random
(Bui et al., 2016). An alternative approximation based on Kalman filters that is potentially
more accurate has also been considered in the literature in the context of sequential state
estimation (Ko et al., 2007) and in the context of GPs with arbitrary non-linear likelihood
functions (Steinberg and Bonilla, 2014).
Other approaches to deal with input noise involve using robust features in the context
of multi-class SVMs (Rabaoui et al., 2008) or enhancements of fuzzy models (Ge and Wang,
2007). The first work can be understood as a pre-processing step in which robust features
are generated and used for training with the goal of reducing the effect of background noise
in a sound recognition system. These robust features are, however, specific of the application
domain conspired. Namely, sounds recognition. They are not expected to be useful in other
classification problems. The second work focuses exclusively on linear regression models
and hence cannot address multi-class classification problems, as the ones considered in our
work.
5. Experiments
In this section we carry out several experiments to evaluate the performance of the proposed
method for multi-class GP classification with input noise. More precisely, we compare the
performance of a standard multi-class Gaussian process that does not consider noise in
the inputs (MGP) and the three proposed methods. Namely, the approach described in
Section 3.1 (NIMGP), the variant described in Section 3.2 where the parameters of the
Gaussian posterior approximation are computed using a neural network (NIMGPNN) and
the method proposed in Section 3.3 (NIMGPFO), which is based on the work of Mchutchon
and Rasmussen (2011), and uses a first order approximation to account for input noise.
The experiments considered include both in synthetic and real data. All the experiments
carried out (except those related to the MNIST dataset) involve 100 repetitions and we
report average results. These are detailed in the following sections.
All the methods described have been implemented in Tensorflow (Abadi et al., 2015).
The source code to reproduce all the experiments carried out is available online at https:
//github.com/cvillacampa/GPInputNoise. In these experiments, for each GP, we have
16
Multi-class Gaussian Process Classification with Noisy Inputs
employed a squared exponential covariance function with automatic relevance determina-
tion (Rasmussen and Williams, 2006). All hyper-parameters, including the GP amplitude
parameter, the length-scales and the level of additive Gaussian noise have been tuned by
maximizing the ELBO. The class noise level has been set equal to 10−3, and kept fixed
during training as in (Hensman et al., 2015c). Unless indicated differently, we have set the
number of inducing points for the sparse gaussian process to the minimum of 100 and 5%
of the total number of points. For the optimization of the ELBO we have used the ADAM
optimizer with learning rate equal to 0.01, the number of epochs has been set to 750 and the
mini-batch size to 50 (Kingma and Ba, 2015). This number of epochs seems to guarantee
the convergence of the optimization process. All other ADAM parameters have been set
equal to their default value. In NIMGPNN the neural network has 50 hidden units and one
hidden layer. The activation function is set to be ReLu. Finally, the number of Monte
Carlo samples used to approximate the predictive distribution in NIMGP and NIMGPNN
is set to 300.
5.1 Illustrative Toy Problem
Before performing a fairly complete study on more realistic examples, we show here the
results of the three proposed methods on a one-dimensional synthetic dataset with three
classes. This dataset is simple enough so that in can be analyzed in detail and the optimal
predictive distribution provided by the Bayes classifier can be computed in closed-form. The
dataset is generated by sampling the latent functions from the GP prior using specific hyper-
parameter values and then applying the labeling rule in (1). The input locations have been
generated randomly by drawing from a uniform distribution in the [−3, 3] interval. Then,
we add a Gaussian noise to each observation xi to generate x˜i, with standard deviation
Vi = 0.1I for i = 1, . . . , N . We consider 1, 000 training instances and the number of
inducing points M = 100. The mini-batch size is set to 200 points. Since in this experiment
the variance of the input noise is known beforehand we do not infer its value from the
observed data and rather specify its actual value in each method. The number of test
points is 1, 000. In NIMGPNN the neural network is set to have 2 hidden layers with 50
units each.
We have trained each method on this dataset and compared the resulting predictive
distribution with that of the optimal Bayes classifier, which we can compute in closed form
since we know the generating process of the labels. Figure 2 shows, for each method, as a
function of the input value x, the predicted distribution for each of the three classes1. The
observed labels for each data point are shown at the top of each figure as small vertical bars
in green, blue and red colors, depending on the class label. We observe that each method
produces decision boundaries that agree with the optimal ones (i.e., all methods predict
the class label that has the largest probability according to the optimal Bayes classifier).
However, the predictive distributions produced differ from one method to another. More
precisely, the first method, i.e., MGP (top-left), which ignores the input noise, does produce
a predictive distribution that is significantly different from the optimal one, especially in
1. The wiggles in the prediction probability for some of the classes for the NIMGP and NIMGPNN are
produced by the Monte Carlo approximation of the predictive distribution. Here we use a Monte Carlo
average across 700 samples.
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Figure 2: Comparison of the predictive distribution computed by each method and the optimal
Bayes prediction (shown as a dashed line). The observed labels are shown as small
vertical bars at the top of the plot in green, blue and red. (Top-left) Model without
input noise (MGP), (top-right) NIMGP model, (bottom-left) NIMGP
NN
and (bottom-
right) NIMGP
FO
. While the decision boundaries of each method agree with the optimal
ones, NIMGP is the method that more accurately computes the predictive probabilities
of each class label. By contrast MGP produces predictions that are too confident.
regions of the input space that are close to the decision boundaries. This method produces
a predictive distribution that is too confident. The closest predictive distribution to the op-
timal one is obtained by NIMGP (top-right), followed by NIMGP
NN
(bottom-left). Finally,
NIMGP
FO
(bottom-right) seems to improve the results of MGP, but is far from NIMGP.
Figure 2 shows very clearly the advantage of including the input noise when estimating
the predictive distribution p(c|x) for each class label c = 1, 2, 3, given a new test point x.
Indeed, the proposed models reproduce more closely the optimal predictive distribution of
the Bayes classifier. By contrast, the model that ignores the input noise, i.e., MGP fails to
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produce an accurate predictive distribution. Therefore, we expect to obtained better results
for the proposed methods in terms of the log-likelihood of the test labels.
Table 1 shows the prediction error of each method and the corresponding negative test
log-likelihood (NLL). Standard deviations are estimated using the bootstrap. Importantly,
NLL can be understood as a measure of the quality of the predictive distribution. The
smaller the better. We observe that while the prediction error of each method is similar
(since the decision boundaries produced are similar) the NLL of the proposed methods is
significantly better than the one provided by MGP, the method that ignores input noise.
These results highlight the importance of accurately modeling the input noise to obtain
better predictive distributions, which can play a critical role when one is interested in the
confidence on the decisions to be made in terms of the classifier output.
Table 1: Test error and negative test log-likelihood (NLL) for the one-dimensional toy ex-
periment.
MGP NIMGP NIMGPNN NIMGPFO
Test error 0.125±0.011 0.129± 0.011 0.125±0.010 0.128± 0.010
Test NLL 0.884± 0.079 0.286±0.017 0.347± 0.030 0.495± 0.046
5.2 Synthetic Experiments
Next, we compare the methods on 100 synthetic two-dimensional classification problems
with three classes. As in the case of the one-dimensional dataset described above, these
problems are generated by sampling the latent functions from a GP prior with the squared
exponential function and then applying the labeling rule in (1). The GP hyper-parameters
employed are σ2 = 0.5, σ20 = 0, `j = 2,∀j. The input vectors xi are chosen uniformly in the
box [−2.5, 2.5]2. Then, we add three different levels of random noise to each observation xi,
i.e., Vi = {0.1I, 0.25I, 0.5I}. The interest of these experiments is to evaluate the proposed
methods in a controlled setting in which the expected optimal model to explain the observed
data is a multi-class GP classifier and we can control the level of input noise in the data. In
the next section we carry out experiments with real datasets. The number of training and
test instances, inducing points, mini-batch size and parameters of the ADAM optimizer are
the same as in the previous experiment. Again, since the level of injected noise is known
in these experiments, we directly codify this information in each method. Figure 3 shows a
sample dataset before and after the noise injection.
The average results obtained on the 100 datasets, for each method, are displayed in
Tables 2 and 3. We observe that in terms of the negative test log-likelihood, all the proposed
methods improve over MGP, i.e., the standard GP multi-class classifier that ignores input
noise. Among the proposed methods, the best performing one is NIMGP, closely followed
by NIMGPNN. Therefore, these experiments highlight the benefits of using a neural network
to compute the parameters of the posterior approximation q(xi). Specifically, there is no
performance degradation. The method that is based on the first order approximation,
i.e., NIMGPFO, also improves over MGP, but the differences are smaller. In terms of the
prediction error the differences are much smaller. However, in spite of this, the proposed
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Figure 3: Sample synthetic classification problem with three class labels. (left) Input data and
associated class label before the noise injection in the observed attributes. (right) Input
data and associated class labels after the noise injection. The variance of the Gaussian
noise is set equal to 0.1. Best seen in color.
methods improve the results of MGP. Among them, again NIMGP is the best method,
except when Vi = 0.5I. In that case, NIMGPFO performs best, but the differences are
very small. Summing up, the results obtained agree with the ones obtained in the one-
dimensional problem. Namely, the proposed approaches significantly improve the quality
of the predictive distribution in terms of the neg. test log-likelihood. The prediction error
is, however, similar.
Table 2: Average Neg. Test Log Likelihood for each method on the synthetic problems.
MGP NIMGP NIMGPNN NIMGPFO
Noise 0.1 0.758±0.217 0.256±0.072 0.265±0.078 0.321±0.093
Noise 0.25 1.14±0.33 0.369±0.105 0.388±0.117 0.53±0.154
Noise 0.5 1.537±0.411 0.493±0.12 0.526±0.141 0.77±0.209
Table 3: Average Test Error for each method on the synthetic problems.
MGP NIMGP NIMGPNN NIMGPFO
Noise 0.1 0.113±0.032 0.108±0.031 0.108±0.032 0.109±0.031
Noise 0.25 0.164±0.048 0.158±0.046 0.158±0.047 0.158±0.047
Noise 0.5 0.218±0.06 0.21±0.058 0.218±0.063 0.209±0.058
5.3 Experiments on Datasets Extracted from the UCI Repository
Another set of experiments evaluates the proposed methods on 8 different multi-class
datasets extracted from the UCI repository (Dua and Graff, 2017). Table 4 displays the
20
Multi-class Gaussian Process Classification with Noisy Inputs
characteristics of the datasets considered. For each of these datasets, we consider 100 splits
into train and test, containing 90% and 10% of the data respectively. Unlike in the previous
experiments, in these datasets, a GP multi-class classifier need not be optimal. Further-
more, the input attributes may already be contaminated with additive noise. To assess
the benefits of considering such noise during the learning process, we have considered four
different setups. In each one, we inject Gaussian noise in the observed attributes with dif-
ferent variances. Namely, 0.0, 0.1, 0.25 and 0.5. This will allow to evaluate the different
methods in a setting in which there may be or may be not input noise due to the particular
characteristics of the problem addressed (i.e. when the variance of the injected noise is
equal to 0.0), and also for increasing levels of input noise (i.e., when the variance of the
injected noise is equal to 0.1, 0.25 and 0.5). This noise injection process is done after a
standardization step in which the observed attributes are normalized to have zero mean
and unit variance in the training set. All methods are trained for 1, 000 epochs using a
mini-batch size of 50. In these experiments, in each of the proposed methods, the level of
noise is learned during the training process by maximizing the ELBO. The reason for this
is that the actual level of noise in the input attributes need not be equal to the injected
level of noise.
Table 4: Characteristics of the datasets extracted from the UCI repository.
Dataset #Instances #Attributes #Classes
Glass 214 9 6
New-thyroid 215 5 3
Satellite 6435 36 6
Svmguide2 391 20 3
Vehicle 846 18 4
Vowel 540 10 6
Waveform 1000 21 3
Wine 178 13 3
Table 5 shows the average results obtained for each method in terms of the negative
test log-likelihood, for each level of noise considered. We also report the mean rank for
each method across datasets and splits. If a method is always the best one, it will receive a
mean rank equal to 1. Conversely, if a method is always worst, it will receive a mean rank
equal to 4. Therefore, in general lower is better. We can see that on average, the proposed
methods improve over MGP and the method that works the best (according to the mean
rank) is NIMGPNN, even for the case where we do not introduce noise in the inputs. This
suggests that these datasets have already some noise in the inputs. Also, as we increase the
noise level the mean rank for MGP and NIMGP is worsen and NIMGPNN and NIMGPFO
both improve. The fact that NIMGPNN and NIMGPFO give better results than NIMGP
as we increase the level of noise indicates that NIMGP may be over-fitting the training
data and that the use of the neural network and the first order approximation may act as
a regularizer that alleviates this (Shu et al., 2018).
Table 6 shows the average results obtained for each method in terms of the prediction
error. In this case, we do not observe big differences among the different methods. Moreover,
the methods that take into account the noise in the inputs do not improve the prediction
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error as we increase the noise level. These small differences in terms of the error can be due
to each method having similar decision boundaries, even when we obtain better predictive
distributions in terms of the test log-likelihood, as illustrated in Section 5.1.
Table 5: Average neg. test log likelihood for the experiments on the UCI datasets.
MGP NIMGP NIMGPNN NIMGPFO
N
oi
se
=
0
.0
glass 1.63±0.048 1.28±0.04 1.17 ±0.033 1.19±0.033
new-thyroid 0.096±0.007 0.083 ±0.006 0.122±0.006 0.113±0.005
satellite 0.5±0.007 0.363±0.005 0.281 ±0.002 0.316±0.003
svmguide2 0.594±0.024 0.586±0.023 0.519 ±0.018 0.531±0.02
vehicle 0.638±0.019 0.514±0.019 0.408 ±0.005 0.497±0.006
vowel 0.415±0.025 0.278 ±0.019 0.321±0.012 0.445±0.015
waveform 0.676±0.017 0.657±0.015 0.335 ±0.006 0.451±0.01
wine 0.054 ±0.004 0.056±0.004 0.074±0.004 0.065±0.004
Mean rank 3.05±0.0429 2.39±0.0377 2.05±0.0486 2.51±0.0295
N
oi
se
=
0.
1
glass 1.71±0.051 1.91±0.055 1.33 ±0.034 1.37±0.041
new-thyroid 0.278±0.025 0.303±0.026 0.19 ±0.011 0.201±0.013
satellite 0.703±0.008 0.613±0.007 0.347 ±0.003 0.421±0.004
svmguide2 0.663±0.025 0.655±0.024 0.565 ±0.018 0.596±0.021
vehicle 1.25±0.027 1.28±0.026 0.612 ±0.007 0.795±0.014
vowel 0.836±0.026 0.815±0.025 0.656 ±0.012 0.673±0.018
waveform 0.752±0.017 0.734±0.016 0.381 ±0.006 0.52±0.011
wine 0.087 ±0.007 0.089±0.007 0.097±0.006 0.093±0.007
Mean rank 3.19±0.038 3.06±0.03 1.71±0.037 2.04±0.022
N
oi
se
=
0.
25
glass 1.89±0.053 1.96±0.06 1.36 ±0.034 1.45±0.037
new-thyroid 0.445±0.035 0.472±0.034 0.271 ±0.015 0.302±0.02
satellite 0.835±0.009 0.77±0.008 0.409 ±0.003 0.472±0.004
svmguide2 0.761±0.025 0.756±0.025 0.627 ±0.015 0.638±0.019
vehicle 1.61±0.031 1.65±0.03 0.783 ±0.008 0.967±0.017
vowel 1.37±0.037 1.38±0.033 1.04±0.013 0.943 ±0.017
waveform 0.849±0.018 0.836±0.018 0.434 ±0.006 0.519±0.009
wine 0.134 ±0.011 0.136±0.011 0.15±0.008 0.141±0.008
Mean rank 3.25±0.033 3.16±0.028 1.68±0.037 1.92±0.025
N
oi
se
=
0.
5
glass 2.03±0.053 2.01±0.051 1.45 ±0.034 1.52±0.038
new-thyroid 0.565±0.038 0.623±0.04 0.369 ±0.018 0.381±0.021
satellite 0.973±0.009 0.932±0.009 0.491 ±0.003 0.531±0.004
svmguide2 0.877±0.025 0.878±0.025 0.706±0.013 0.702 ±0.018
vehicle 1.93±0.032 1.99±0.031 0.994 ±0.006 1.1±0.016
vowel 1.99±0.038 2.08±0.037 1.33±0.012 1.25 ±0.018
waveform 1.01±0.021 0.984±0.021 0.503 ±0.006 0.565±0.01
wine 0.253±0.017 0.264±0.017 0.24±0.01 0.236 ±0.011
Mean rank 3.33±0.027 3.25±0.028 1.63±0.03 1.79±0.027
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Table 6: Average Test Error for experiments on UCI datasets
MGP NIMGP NIMGPNN NIMGPFO
N
oi
se
=
0
.0
glass 0.346±0.008 0.387±0.01 0.375±0.009 0.345 ±0.009
new-thyroid 0.041±0.004 0.031 ±0.004 0.042±0.005 0.044±0.004
satellite 0.092±0.001 0.092 ±0.001 0.118±0.001 0.093±0.001
svmguide2 0.166±0.006 0.165 ±0.006 0.174±0.006 0.165 ±0.006
vehicle 0.16±0.004 0.155 ±0.004 0.216±0.004 0.159±0.004
vowel 0.07±0.004 0.054 ±0.003 0.096±0.004 0.068±0.004
waveform 0.155±0.003 0.153±0.003 0.14 ±0.003 0.155±0.003
wine 0.024±0.003 0.024±0.003 0.019 ±0.003 0.022±0.003
Mean rank 2.37±0.0349 2.32±0.0393 2.92±0.0461 2.39±0.0326
N
oi
se
=
0.
1
glass 0.389±0.009 0.412±0.01 0.413±0.009 0.387 ±0.009
new-thyroid 0.076±0.006 0.078±0.006 0.07 ±0.005 0.075±0.006
satellite 0.128±0.001 0.127 ±0.001 0.142±0.001 0.128±0.001
svmguide2 0.198±0.006 0.198±0.006 0.192 ±0.006 0.198±0.006
vehicle 0.291±0.005 0.295±0.005 0.291 ±0.005 0.291±0.005
vowel 0.217±0.005 0.217 ±0.004 0.246±0.005 0.218±0.005
waveform 0.162±0.003 0.163±0.003 0.154 ±0.003 0.162±0.003
wine 0.034±0.004 0.036±0.004 0.033 ±0.004 0.033±0.004
Mean rank 2.44±0.036 2.51±0.04 2.64±0.0503 2.41±0.0357
N
oi
se
=
0.
25
glass 0.433±0.009 0.456±0.01 0.467±0.01 0.432 ±0.009
new-thyroid 0.101±0.007 0.106±0.006 0.093 ±0.006 0.098±0.007
satellite 0.155±0.001 0.155 ±0.001 0.163±0.001 0.155±0.001
svmguide2 0.217±0.006 0.218±0.006 0.237±0.006 0.216 ±0.006
vehicle 0.357±0.006 0.366±0.006 0.351 ±0.006 0.36±0.006
vowel 0.351±0.007 0.345 ±0.006 0.432±0.008 0.349±0.007
waveform 0.193±0.003 0.193±0.004 0.188 ±0.003 0.193±0.003
wine 0.052±0.006 0.055±0.006 0.049 ±0.005 0.052±0.005
Mean rank 2.39±0.0316 2.48±0.0377 2.71±0.0444 2.42±0.0356
N
oi
se
=
0.
5
glass 0.47 ±0.009 0.501±0.01 0.51±0.011 0.473±0.01
new-thyroid 0.125±0.007 0.148±0.008 0.139±0.007 0.122 ±0.007
satellite 0.181±0.002 0.181 ±0.002 0.188±0.002 0.181±0.001
svmguide2 0.256±0.007 0.256 ±0.007 0.288±0.006 0.256 ±0.007
vehicle 0.428±0.006 0.422 ±0.006 0.445±0.005 0.424±0.006
vowel 0.473 ±0.007 0.478±0.008 0.565±0.007 0.475±0.007
waveform 0.225±0.004 0.225±0.004 0.222 ±0.004 0.225±0.004
wine 0.092±0.006 0.092±0.006 0.093±0.006 0.088 ±0.007
Mean rank 2.35±0.0354 2.46±0.0396 2.91±0.0389 2.29±0.0353
5.4 Experiments on the MNIST Dataset
In this section we consider a dataset in which sparse GPs are needed in order to train
a multi-class classifier based on GPs. Namely, the MNIST dataset (LeCun et al., 1998).
This dataset has 10 different class labels and 60, 000 training instances lying in a 28 × 28
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dimensional space. The test set has 10, 000 data instances. We consider a similar setup to
the previous experiments and inject noise in the inputs (after a standardization to guarantee
zero mean and unit standard deviation on the input attributes) with variances equal to 0.0,
0.1, 0.25 and 0.5. The mini-batch size is set to 200 and the number of training epochs is
set to 350. This number of epochs seems to be large enough to guarantee the convergence
of the different methods evaluated. In the case of NIMGPNN the neural network has 250
units and two hidden layers. We also slightly modified the neural network so that at the
beginning of the training process it outputs as the mean the noisy observed attributes x˜i
fed at the input. The number of Monte Carlo samples used to approximate the predictive
distribution in NIMGP and NIMGPNN is set to 500. We use a bigger number of Monte
Carlo samples in these experiments because of the bigger size of the classification problem
(10 classes) and the input dimensionality, i.e., 784 dimensions. All the computations are
sped-up by using a TESLA P100 GPU for training.
The results obtained in these experiments, for each method, are displayed in Table 7.
The results obtained are similar to others reported in the literature (Villacampa-Calvo and
Herna´ndez-Lobato, 2017; Hensman et al., 2015c). We observe that the proposed methods
always outperform the MGP, i.e., the multi-class GP that ignores the input noise. Both
in terms of the test error and the negative test log-likelihood. In this case, however, the
gains are small. We believe this is because this dataset is particularly challenging for GPs
using the squared exponential covariance function (Van der Wilk et al., 2017). Table 8
shows the average training time employed on each epoch for each method. We observe that
MGP, NIMGP and NIMGPNN have similar training times. However, NIMGPFO takes a
significantly larger amount of training time on each epoch. This is an unexpected result
probably due to the over-head of having to compute gradients of the GP predictive mean,
for each latent function. Recall that the input dimensionality of this dataset is high (784
dimensions) and also the number of class labels (10 class labels).
Table 7: Average test error and neg. test log-likelihood (NLL) of each method on the
MNIST dataset.
Noise Metric MGP NIMGP NIMGPNN NIMGPFO
0
.0 NLL 0.0883 0.0875 0.0802 0.0847
Error 0.0243 0.0245 0.0234 0.0246
0.
1 NLL 0.1007 0.1008 0.0967 0.0970
Error 0.0300 0.0299 0.0281 0.0297
0.
25 NLL 0.1198 0.1198 0.1177 0.1144
Error 0.0323 0.0328 0.0322 0.0326
0.
5 NLL 0.1581 0.1579 0.1516 0.1508
Error 0.0427 0.0427 0.0423 0.0425
5.5 Experiments on a Dataset Coming from Astrophysics
In this last experimental section we describe the results obtained by each method on a three
class dataset coming from the astrophysics domain. Importantly, in this data the errors in
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Table 8: Average time per epoch, in seconds, for each method on the MNIST dataset.
MGP NIMGP NIMGPNN NIMGPFO
Avg. Time 8.61±0.021 12.57±0.014 9.19±0.15 49.78±0.19
some of the observed inputs are available at training time. Therefore, it is suited to be ana-
lyzed using the methods proposed in our paper. As briefly commented in the introduction,
the dataset consists of a series of attributes measured for a set of point-like astrophysical
sources located all over the sky which have already been identified (distinguished from the
diffuse background of photon emission) by the Fermi-LAT collaboration. Such catalogue of
sources is fully public and can be downloaded from (Collaboration, 2019), while a detailed
description can be found in (Abdollahi et al., 2019).
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Figure 4: The astrophysics dataset considered in this work, showing two of the six attributes in-
cluded in the input with their associated error bars, for the three classes of sources.
Among the available attributes of the sources, there is the position in the sky, the flux of
photons in different energy bins, the significance of detection (according to a specified test
statistics), the variability of the flux over some period of time, characteristics of the energy
spectrum, and many others. Among these, we have only taken into account the following
attributes: 1) the photon flux between 1 GeV and 100 GeV, 2) the detection significance
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(in number of sigmas), 3) the curvature significance 2, 4) the pivot energy 3, 5) the index
α 4 and 6) the index β 5. Of these attributes, the flux, the index α and the index β come
with associated estimated error bars, whereas the rest, by definition, do not. The choice
of these attributes among all the available ones is motivated from a physics point of view,
where it has been shown (See (Abdollahi et al., 2019)) that some combinations of them
offer a promising discrimination power among the classes of point-like sources considered.
Concerning the latter, the catalogue offers as well several classes of sources. Here, for
simplicity, we have chosen three classes: pulsars (in the catalogue, psr), blazars (bll) and
quasars (fsrq), which are also the most abundant classes among all the catalogue. The
final dataset, after preprocessing and preselection6 contain 454 sources (points), of which
184 are pulsars, 168 are blazars and 102 are quasars. Figure 4 shows two of the six attributes
included in the input of the models alongside with the corresponding error bars. From that
figure, one can already observe a good separability of the classes, which improves as the
other attributes are taken into account. In general, the pulsars class has larger values of β
with respect to the other two classes, whereas blazars are separable from quasars in the α
direction, but also in the pivot energy direction.
As in the previous experiments, we have estimated the prediction performance of each
method on this dataset. For this, we have generated 100 splits of the data into training
and test partitions with 90% and 10% of the instances, respectively. We have evaluated
the test error rate and negative test log-likelihood on each partition, for each method. The
average results obtained are displayed in Table 9. As expected, we obtain a significant
improvement in the test log-likelihood when using the proposed methods, which improve
on the baseline MGP, which does not take into account the input noise. On the other hand,
and consistently as well with the previous experiments, the test error rate is similar for all
methods, which is an indication that the decision boundaries among the classes are well
captured already by the MGP model.
Table 9: Average test error and neg. test log-likelihood (NLL) of each method on the
astrophysics dataset.
MGP NIMGP NIMGPNN NIMGPFO
NLL 0.377±0.0194 0.246±0.0097 0.261±0.011 0.292±0.0158
Test error 0.075±0.0043 0.088±0.0038 0.082±0.0041 0.071±0.0038
2. Defined as the significance, in number of sigmas, of the fit improvement between PowerLaw and Log-
Parabola fits of the energy spectrum.
3. Defined as the energy at which the error in the differential photon flux is minimum.
4. Defined as the spectral slope at pivot energy of a log-parabola fit of the spectrum.
5. Defined as the curvature parameter of a log-parabola fit of the spectrum.
6. Specifically, we work with sources whose significance of detection is larger than 30 sigmas, otherwise the
classes are too overlapped and some of the inputs have too large error bars.
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6. Conclusions
Multi-class classification problems involve estimating a predictive distribution for the class
label given the observed data attributes. Multi-class Gaussian process classifiers are kernel
machines that can be used to address these problems with the benefit that they will take
into account uncertainty in the estimation process. Often, the supervised machine learning
community assumes that the observed data are noise-free in the explaining inputs. Notwith-
standing, in some scenarios the measurement of the explaining variables is contaminated
with noise. Therefore, input noise is often common in many problems of interest. If this
input noise is not modeled correctly, the quality of the resulting predictive distribution can
be sub-optimal.
In this paper we have proposed several multi-class GP classifiers that can account for
input noise. All these classifiers can be efficiently trained using variational inference to
approximate the posterior distribution of the latent variables of the model. They also allow
to specify manually, or to infer from the observed data, the level of input noise. Two
approaches are based on introducing extra latent variables in the model to account for
noisy inputs. One method is, however, based on a linear approximation of the GPs of the
classifier. Under this approximation input noise is directly translated into output noise.
The inductive bias described is expected to lead to better performance results in practi-
cal datasets. To show this, we have evaluated the proposed methods on several experiments,
involving synthetic and real data. These data include several datasets from the UCI reposi-
tory, the MNIST data set and also a dataset coming from astrophysics. We have compared
the results of the proposed methods with those of a standard multi-class GP classifier that
ignores input noise. The experiments show that the predictive distribution of the proposed
methods is significantly better in terms of the test log-likelihood. The classification er-
ror is, however, similar. This means that the decision boundaries of the classifier are not
significantly changed. Only the class prediction probabilities.
We have also evaluated the proposed methods in a real dataset involving astrophysics
data with success, both in terms of error rate and negative test log-likelihood. These
experiments add empirical evidence to the hypothesis that if we model input noise the
results of multi-class classification using GPs can be enhanced. Summing up, our results
indicate that if one is interested in obtaining accurate predictive distributions, it is of
vital importance to take into account any potential input noise that has contaminated the
explaining variables of the multi-class classification problem.
We believe that the reason for the prediction error being similar is due to the fact
that it only depends on the decision boundaries. These boundaries are fully determined
by the class label with the largest posterior probability, as estimated by the corresponding
method. Therefore, an accurate decision boundary estimation does not require an accurate
class posterior probability estimation. However, if one is concerned about the quality of
the predictive distribution and the uncertainty in the predictions made by the method, an
accurate class posterior probability estimation is strictly required. The proposed methods
significantly improve the quality of class posterior probability estimation, while providing
similar prediction errors.
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Appendix A. Stochastic Approximation of the Lower Bound
In this section we describe how to compute an stochastic estimate of the ELBO, described
in (18). The stochasticity of the approximation arises from (i) using mini-batches of data
to approximate the data-dependent term, and from (ii) approximating the corresponding
expectations using Monte Carlo sampling. For this, we use the fact that the approximate
distribution q is reparametrizable in the sense that it allows to separate, in each random
sample, the dependence on the distribution parameters and the randomness.
Consider the first term in the ELBO and a mini-batch of data instances B. Then,
N∑
i=1
Eq [log p(yi|fi)] ≈ |B|
N
∑
i∈B
Eq [log p(yi|fi)] (34)
results in an un-biased estimate of the first term in (18).
Consider now the term Eq [log p(yi|fi)]. The expectation with respect to the q distribu-
tion can be computed analytically in the case of the random variables U. For this, we only
have to use (8). Furthermore, the expectation with respect to the posterior distribution of
fi can be approximated accurately using a one-dimensional quadrature. In particular,
Eq(fi)[log p(yi|fi)] = (1− e)
1
S
S∑
i=1
∫
N (fyi(xi)|myi , vyi)
∏
c 6=yi
Φ
(
fyi(xi)−mc)√
vc
)
dfyi(xi)
+
e
C − 1 , (35)
where Φ(·) is the cumulative probability of a standard Gaussian distribution and
mc = k
c
xi,Zc(KZc,Zc)
−1mc , (36)
vc = k
c
xi,xi − kcxi,Zc(KcZc,Zc)−1KZc,xi + kcxi,Zc(KcZc,Zc)−1Sc(KcZc,Zc)−1kcZc,xi , (37)
for k = 1, . . . , C with kcxi,xi the variance of f
c(xi), kxi,Zc the covariance vector between
f c(xi) and f
c(·) evaluated at Zc, and KZc,Zc the covariance matrix among the values of
28
Multi-class Gaussian Process Classification with Noisy Inputs
f c(·) at Zc. All these values and matrices can be easily computed given the correspond-
ing covariance functions {kθc(·, ·)}Cc=1. Finally, mc and Sc are the mean and covariance
parameters of q(uc), respectively. See (17) for further details.
It remains now to approximate the expectation of Eq(fi)[log p(yi|fi)] with respect to q(xi).
This is done by using a Monte Carlo approximation combined with the reparametrization
trick (Kingma and Welling, 2014). More precisely, we generate a single sample from q(xi)
by separating the randomness and the dependence on the parameters of q(xi). Namely,
xˆi = Li + µ
x
i ,  ∼ N (0, I) , (38)
where Li is a diagonal matrix whose entries contain the square root of the diagonal en-
tries of Vxi , and µ
x
i is the mean of xi. See (17) for further details. Let us define fˆi =
(f1(xˆi), . . . , f
C(xˆi))
T. Then,
Eq(xi)[Eq(fi)[log p(yi|fi)]] ≈ Eq(fˆi)[log p(yi|fˆi)] , (39)
where the right hand side is given by (35) in which we have replaced xi by xˆi. The conse-
quence is that
N∑
i=1
Eq [log p(yi|fi)] ≈ |B|
N
∑
i∈B
Eq(fˆi)
[
log p(yi|fˆi)
]
, (40)
where the right hand side of is an unbiased estimate of the left hand side.
The second term in (18) can be approximated using a mini-batch and the corresponding
expectation can be computed analytically. In particular,
N∑
i=1
Eq[log p(x˜i|xi)] ≈ |B|
N
∑
i∈B
Eq[log p(x˜i|xi)]
=
|B|
N
∑
i∈B
[
−d
2
log 2pi − 1
2
log |Vi|
−1
2
trace
(
Vi(V
x
i + µ
x
i (µ
x
i )
T)
)
+ x˜Ti Viµ
x
i −
1
2
x˜Ti Vix˜i
]
(41)
The third term in (18) is the Kullback-Leibler divergence between Gaussian distribu-
tions. This is given by,
C∑
c=1
KL(q(uc)|p(uc)) =
C∑
c=1
1
2
[
trace
(
(KcZc,Zc)
−1Sc
)
+mTc (K
c
Zc,Zc)
−1mc −M + log
|KcZc,Zc |
|Sc|
]
. (42)
where mc and Sc are the parameters of q(u
c), and KcZc,Zc is the covariance matrix of p(u
c).
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The fourth term in (18) can be approximated using a mini-batch and the corresponding
Kullback-Leibler divergence can be computed analytically. In particular,
N∑
i=1
KL(q(xi)|p(xi)) ≈ |B|
N
∑
i∈B
KL(q(xi)|p(xi))
=
|B|
N
∑
i∈B
1
2
[
trace
(
Vxi Is
−1)+ (µxi )Tµxi s−1 − d+ log sd|Vxi |
]
. (43)
Note that all these estimates are unbiased. In practice, the stochastic estimate of the
lower bound can be easily codified in a framework such as Tensorflow (Abadi et al., 2015),
and the corresponding unbiased estimate of the gradient can be computed using automatic
differentiation.
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