While in the past the primary goal to optimize software was the run time optimization, nowadays there is a growing awareness of the need to reduce energy consumption. Additionally, a growing number of developers wish to become more energy-aware when programming and feel a lack of tools and the knowledge to do so.
INTRODUCTION
The performance of computers was a main concern since their creation in the previous century. Today, this is no exception and performance is still the main goal for both computer manufacturers and software developers. In this century, however, the focus on computer performance is changing: program's execution time is no longer the only concern in terms of computer performance. The quick adoption of non-wired computer devices in recent years is making energy consumption one of the main bottlenecks when building computers and developing their software.
While computer manufacturers began developing energy efficient hardware since the very beginning of the world wide adoption of mobile computing devices, only recently has the software engineering community started to become concerned about the energy efficiency of software systems [23] . Today, this topic has become an intensive area of research, where techniques to monitor energy consumption by programs have been defined, such as the use of consumption models in mobile devices [34] , the use of estimations as provided by the Intel RAPL [6, 8, 18] , the Qualcomm TrepN frameworks 1 , or even the use of external energy measurement devices [2, 19] . Using such monitoring frameworks, several techniques have been proposed to reason about energy consumption in programming languages, for example, analyzing the energy efficiency of Java and Haskell data structures [16, 22, 25] , analyzing how different programming coding practices influence energy consumption [28] , studying the impact of testing techniques in software energy consumption [14] , etc.
An interesting question that frequently arises in the area of software energy efficiency is whether a faster program is also an energy efficient program, or not. Indeed, there are research papers pointing in completely different directions, for example [1, 16, 22, 24, 31, 33] .
This question also arises when comparing the performance of different programming languages. However, comparing programming languages performance is an extremely complex task. Programs written in different languages which implement exactly the same computing problem may use different algorithms. Moreover, the reused language libraries, the quality of the compiler, and its (aggressive) optimizations all greatly influence the performance of the resulting programs. Thus, a programming language may become faster, not by changing its programs, but by "just" improving its libraries and/or its compiler (or virtual machine). Nevertheless there is some work aiming at comparing performance of programming languages, such as the "Computer Language Benchmarks Game" (CLBG) project 2 which compares computer language performance, in terms of execution time and memory consumption. It includes a repository of programs written in different languages which implement solutions to a set of predefined computing problems. This language benchmark project was developed to provide a runtime ranking of programming languages.
In this paper we reuse the computing problems and solutions proposed in CLBG to define a ranking of energy efficiency in programming languages. We consider the computing problems of CLBG implemented in ten well-known programming languages (C, C#, Fortran, Go, Java, JRuby, Lua, OCaml, Perl, and Racket) in order to answer the following questions: Is the fastest language, the most energy efficient one? Are there languages which run slower, while consuming less energy than others?
We developed a framework using an energy measurement tool provided by Intel (RAPL), in order to monitor the the consumption when executing a program. We have used this monitoring framework to measure the energy of all executable programs included in CLBG. Our preliminary results show that the C language is both the fastest and greenest language, while also showing interesting cases where slower languages are greener than others: for example, when considering all the benchmarks, Lua is slower by, roughly 12%, than Perl, while consuming 53% less energy! The remaining of this paper is structured as follows: Section 2 presents the computer language benchmark game. Section 3 describes the methodology we use to monitor the energy consumption of the ten languages we consider in our study. We present the energy consumption of each program and we discuss the obtained results. Section 4 details the threats to the validity of our study. In Section 5 we describe related work, and in Section 6 we present the conclusions of our work.
COMPUTER LANGUAGE BENCHMARK GAME
In order to compare the performance, both in terms of execution time and energy consumption, of different programming languages, we need solutions/programs for the same problems expressed in each of those languages. Developing programs written in different programming languages (and programming paradigms) is both a complex and time consuming task. Thus, in our study we reused the repository of programs available in the "Computer Language Benchmarks Game 3 " (CLBG) project. The project compares programming language performance, in terms of runtime and memory consumption, by implementing a solution to a set of computing problems in different programming languages. The CLBG includes solutions for thirteen different problems, written in twenty eight different programming languages. These benchmarks have been used in several research works, to study the dynamic behavior of non-Java JVM languages [15] , to analyze dynamic scripting languages [32] and compiler optimizations [30] , to benchmark a JIT compiler for PHP [11] , and in the design of the R language [20] . In fact, the repository of programs included in CLBG are also particularly suitable to analyze the energy efficiency of programming languages due to the following characteristics:
• The solutions do represent the state-of-the-art on how to solve the thirteen problems in each of the programming language. Indeed, the programs in the repository were developed by experts in each of the languages considered. 3 The word game in this benchmark means that programmers from different languages contribute programs that compete (but try to remain comparable) with each others.
• The source code for the different program solutions is available as open source, and consequently the solutions (and their authors) are known. Thus, it is possible to see that each program follows common programming practices used by the respective programming language community.
• The solutions use the same underlying algorithm. Therefore they may ignore programming language features that would improve performance using a different algorithm.
• The inputs provided to the programs are known, and all programs produce the same output for similar inputs (in other words the programs are correct).
• Finally, the compiler version and options to compile/execute the program's source code in each language is also specified in the CLBG. The considered programs in the CLBG cover different computing problems, as described in Table 1 . Unfortunately, in the current state of the CLBG, not all implementations for these thirteen computing problems are available. In our study we only consider the first ten computing problems, as their implementations are the most commonly available.
ENERGY EFFICIENCY IN PROGRAMMING LANGUAGES
In this section, we present our case study for comparing the energy efficiency of different computer languages. We start by describing the followed methodology and the tools used to compare the energy efficiency of 10 different programming languages (Section 3.1). We chose to analyze the 10 following languages: C, C#, Fortran, Go, Java, JRuby, Lua, OCaml, Perl, and Racket. We used the program solutions available in the CLBG, implemented in these 10 languages, as the objects for our case study. Finally, we present the obtained results for all 10 languages (Section 3.2).
Design and Execution
The CLBG proposes 13 benchmark problems to be solved in various different languages. Of these 13 we chose the first 10 shown in Table 1 , as explained in the previous section. We gathered the source code of the most efficient (i.e., fastest) benchmark solutions for the 10 benchmark problems, for each of our considered 10 programming languages. As the CLBG lists the performance of each proposed solution, we already knew which ones were the most efficient.
These benchmark solutions were compiled and executed according to the information provided by the submission's documentation page. These documentation pages also provided information on the compiler versions, and compilation/executions options.
To obtain energy measurements, we used Intel's Running Average Power Limit (RAPL) tool [6] , which has already been proven to provide very accurate energy measurements [8, 26] . Each benchmark was measured 10 times, both energy consumption and execution time. By following this approach we aim to reduce the impact of cold starts and cache effects, while also analyzing the consistency of the measured results to check consistency and avoid outliers.
Since the RAPL tool is currently only usable within the C and Java (through jRAPL [18] ) languages, we needed to develop a measuring framework to allow the energy measurement of every language. Our goal was to measure the energy consumed by the whole program, and not by independent code blocks (such as methods), in order to properly compare the languages. Therefore, we developed a measuring framework written in the C language which measures the execution of an external program, using the system function. The overall process of this framework is described in Listing 1. As we can see, both the execution time and energy are measured for every execution of command. This variable holds a string describing how to execute a particular benchmark, in a particular language. For example, for executing the binary trees benchmark in the C language, the value of the command variable will be "./binarytrees.o 21", where binarytrees.o is the name of the executable file resulting of prior compilation, and 21 is the argument provided to the binary trees benchmark. For interpreted languages (such as Perl) or languages which require a virtual machine to be executed (such as Java), the path to the interpreter/virtual machine is also provided. To execute the fasta benchmark in Perl, the variable command would be "/usr/bin/perl fasta.perl 25000000".
Before advancing, we needed to certify that there would be minimal or no overhead from our measuring framework using the system function. To do so, we measured the energy consumption of both a C and Java language program, using RAPL and jRAPL respectively, and compared the results to the measurements from our C language energy measuring framework. The differences were insignificant, consistent, and negligible. Therefore, we may use our C language energy measurement framework without worry of overheads or imprecise measurements.
In a few cases, we were not able to generate the results for all of the 10 benchmarks solutions. This was due to one of three reasons: (1) there was no available source code for the missing benchmark, (2) the implementation contained errors, or (3) there were missing libraries which could not be found. Nevertheless, by choosing these 10 languages, we assure that every benchmark problem is implemented in at least 70% of our chosen languages, and that all programming paradigms are included.
We ran these studies on a desktop with the following specifications: Linux Ubuntu Server 16.10 operating system, kernel version 4.8.0-22-generic, with 16GB of RAM, a Haswell Intel(R) Core(TM) i5-4460 CPU @ 3.20GHz. After measuring each benchmark solution 10 times, we extracted and treated the CPU energetic consumption values and carefully analyzed the results to check for consistency and accurate measurements as described in Section 4.
Results and Discussion
This section presents the obtained results in our study, followed by an analysis and discussion of these results. Each table, from Table 2 to Table 6 , represents the results from a particular benchmark, where each row represents one of the 10 considered languages. The values in each line, from left to right, include the average values for the Energy consumed (Joules), Time of execution (milliseconds), and Ratio (ratio between Energy and Time). This ratio can also be seen as the average Power consumed in Kilowatts (kW). In these tables, the programming languages are ordered in regards to their energy consumption, from lowest to highest. Table 7 shows the global results (summation) for Energy and Time normalized to the C language. So for example, C# consumes 2.21x more energy than C, while taking 2.44x more to finish. In this table, the left side orders the programming language in regards to their energy consumption while the right orders the language in regards to their execution time.
In some cases, across all tables from Table 2 to Table 7 , the programming language name will have an ↑ x or ↓ x symbol. This states that the language would go up by x positions (↑ x ) or down by x positions (↓ x ) if ordered by the execution time. For example in Table 3 , Fortran is the most energy efficient language, but would fall off 3 positions down if ordered by the execution time.
To further understand these values, we also generated graphs for each of the benchmarks (Figures 1 -8) . Each graph contains the results of each language relative for a benchmark, consisting of a combination of three parts: a bar chart, a line chart and a scatter plot. The bars represent the energy consumed by the languages, with the left y-axis representing the average Joules. The execution time is represented by the line chart, with the right y-axis representing the average time in milliseconds. By combining the two charts we can easily understand the relationship between energy and time. Finally, the scatter plot on top of both represents the ratio between energy consumed and execution time. This plot allows us to observe if the relation between energy and time is consistent between languages. A variation in these values indicates that the energy consumed is not directly proportional to the execution time, but also dependent on the language and/or benchmark solution.
From the data presented in the aforementioned tables and plots, we can indeed draw a set of relevant and interesting observations, and answer our previous questions. For example, a common perception to the energy consumption problem is that it is a performance issue, whereby reducing execution time would bring about energy efficiency. While some works do support that claim [33] , the opposite has also been observed [16, 24, 31] , where an increase in execution time brings about a decrease in the energy consumed. We have observed both cases, as do [1, 22] .
• The results clearly show that the C language is both the fastest and greenest language. However, in certain cases there are other more energy efficient solutions.
• From our study, we can see several examples where language A consumes more energy to run a benchmark than language B, while taking less time to do so. Such an example can be seen in Figure 1 , for instance, where the Java language has higher energy consumption then the OCaml language, yet a slightly lower execution time. The same can be observed in the Lua and Perl languages, for example, in Figure 1 , 2, and 8. In these cases Lua consumes less energy while having a higher execution time.
• Energy consumption is not always directly proportional to execution time. In almost every graph/table, we can observe that execution time does not behave in the same way the energy consumption does in proportion to one another. For instance, in Table 2 we can see that the C# language consumes roughly 4 times more energy to execute the binary-trees benchmark then the C language. However, in terms of execution time, it takes the C# language around 9 times more to finish then the C language.
• By observing the ratio values (or in other words the average Power in kW), the previous discussion is further strengthened. While performance optimization would indeed (in most cases) reduce the energy consumed, the fact of the matter is we still have the Power variable in the Energy equation (Joules = Watts x Second). For this to be purely a performance issue, we would have to assume that the Power is a constant, which we clearly see that is not the case, and may even vary quite heavily in between different languages. For example in Figure 8 , JRuby and Lua have almost identical execution times, while Lua has less than half the ratio (average kW) compared to JRuby, and in turn half the energy consumed also.
• We can easily see that the three interpreted languages Lua, JRuby, and Perl have a tendency to not only be slower, but much more energy consuming (such that, we even had to show the visual data in different scales). Even so, out of the three, Lua tends to be the slowest one while also being the lowest consuming one. When compared overall to Perl (Table 7 , we can see Lua is slower by roughly 12% than Perl, while consuming 53% less energy! • Looking at Table 7 we have a better view of the overall results. When comparing all the languages together, we clearly see that C and Java are the best two, in both energy consumption and execution time. We also observe languages such as OCaml, Fortran, and Lua as being much more energy efficient than they are performance efficient, with the opposite observed for C#, Go, Jruby, and Perl.
THREATS TO VALIDITY
The goal of our study was to both measure and understand the energetic behavior of several programming languages, allowing us to bring about a greater insight on how certain languages compare to each other in terms of energy consumption. We present in this subsection some threats to the validity of our study, divided into four categories [4] , namely: conclusion validity, internal validity, construct validity, and external validity.
Conclusion Validity. From our experiment it is clear that different programming paradigms and even languages within the same paradigm have a completely different impact on energy consumption. We also see interesting cases where the most energy efficient is not the fastest, and believe these results are useful for programmers. Nevertheless, the observed energy consumption is only attributed to CPU usage, and while we have shown that energy and performance are sometimes related in non-predictable ways, the impact of other hardware components (such as memory usage and its energy impact) deserve further analysis.
Internal Validity. This category concerns itself with what factors may interfere with the results of our study. When measuring the energy consumption of the various different programming languages, other factors alongside the different implementations and actual languages themselves may contribute to variations. To avoid this, we executed every language and benchmark solution equally. In each, we measured the energy consumption and execution time 10 times, removed the furthest outliers, and calculated the median, mean, standard deviation, min, and max values. This allowed us to minimize the particular states of the tested machine, including uncontrollable system processes and software. However, the results measured are quite consistent, and thus reliable. In addition, the used measurement tool has also been proven to be very accurate.
Construct Validity. We analyzed 10 different programming languages, each with roughly 10 solutions to the proposed problems, totaling out to almost 100 different cases. These solutions were developed by experts in each of the programming languages, with the main goal of "winning" by producing the best solution for performance time. While the different languages contain different implementations, all produced the same exact output and each are implemented to be the fastest and most efficient as possible. Having these different yet efficient solutions for the same scenarios allows us to compare the different programming languages in a quite just manner as they were all placed against the same problem. Albeit certain paradigms or languages could have an advantage for certain problems, while others may be implemented in a not so traditional sense. Nevertheless, where is no basis to suspect that these projects are best or worst than any other kind we could of have used.
External Validity. We concern ourselves with the generalization of the results. The obtained solutions were the best ones at the time we set up the study. As the CLBG is an ongoing "competition", we expect that more advanced and more efficient solutions will substitute the ones we obtained as time goes on, and even the languages' compilers might evolve. Thus this, along with measurements in different systems, might produce slightly different resulting values if replicated. Nevertheless, unless there is a huge leap within the language, the comparisons might not greatly differ. The actual approach and methodology we used also favors easy replications. This can be attributed to the CLBG containing most of the important information needed to run the experiments, these being: the source code, compiler version, and compilation/execution options. Thus we believe these results can be further generalized, and other researchers can replicate our methodology for future work.
RELATED WORK
For years, the main reference when it comes to classifying a program's performance and efficiency has been its execution time. Indeed, there is a long lasting series of engineering techniques provided to software developers which aim at helping them build correct programs, while also indicating how to reduce the execution time [30, 32] . With the improvements on hardware devices, programs became more complex and robust, and another perfomance aspect became relevant: the memory usage. Soon, software developers were supplied with tools and techniques for analyzing the memory usage of their programs [3] .
With the emergence of different languages, platforms and programming paradigms, the interest in analyzing performance aspects in software has indeed increased, and execution time is no longer the only relevant performance aspect. Software related energy consumption has been gaining an increasing interest in recent years as well, especially among researchers. In fact, this interest is being extended to software developers [23] , who have been questioning how to optimize energy consumption through software improvements.
Several studies have been aimed at understanding how the energy consumption of software systems can be influenced by development aspects. In fact, it is already known that several factors, such as the use of different design patterns/coding practices [16, 17, 27, 28] , different data structures [10, 16, 18, 22] , or even code obfuscation [29] can significatively influence the energy consumed by software. This awareness of energy consumption is notorious within the software testing area, where some works aim at reducing the overall consumption in the testing phase, by reducing the number of tests while maintaining the code coverage [12, 14] .
Other energy related research works offer a more thorough energy consumption analysis of programs. While some have been focused on offering techniques able to identify, within a program, code blocks responsible for excessive energy consumption [5, 13, 21] , others try to predict the energy consumption of a program by statically analyzing it [7, 9] . The result of the latter studies is an estimate of the energy consumed by the program in a specific scenario.
Regardless of the interest in the energy consumption area, there is no study, to the best of our knowledge, which compares the energy consumption behavior of different programming languages. With this study, we aim at creating the basis for exploring the subject in more detail, by providing evidence that the energy consumption behaves differently depending not only on the program but also on the programming language, while also having different behaviors in comparison to its execution time analysis.
CONCLUSIONS AND FUTURE WORK
In this paper, we described a study on the energy efficiency of ten different programming languages, considering a corpus of ten computing problems included in the CLBG project. We monitored the energy consumed and execution time of almost hundred computer programs.
Our results show that compiled languages are, as we expected, both more energy efficient and faster than interpreted ones, while also showing that C is the fastest and greenest language in our study. However, the results also show that energy consumption is not always directly proportional to execution time. In fact, there are greener programming languages, while being slower than others.
In this study we only monitored and related the CPU energy consumption to execution time. As future work we plan to study the impact of memory consumption on the energy consumption, namely in terms of the energy consumed by the computer's RAM and hard drive. We also plan to extend our study with more programming languages, namely, languages using different execution models (for example, lazy evaluated languages).
