ABSTRACT With the rapid increase in the number of collected data samples, semi-supervised clustering (SSC) has become a useful mining tool to find an intrinsic data structure with the help of prior knowledge. The common used prior knowledge includes pair-wise constraints and cluster labels. In the past decades, many relevant methods are proposed to improve clustering performance of SSC by mining prior knowledge. In general, the prior knowledge is assumed to be beneficial to yielding desirable results. However, one can gather inappropriate prior knowledge in some scenarios, such as wrong cluster labels. In this case, prior knowledge can result in degenerating clustering performance. Therefore, how to raise safe semi-supervised clustering (S3C) should be investigated. A main goal of S3C is that the corresponding result is never inferior to that of the corresponding unsupervised clustering part. To achieve the goal, we propose safe semi-supervised Fuzzy c-Means clustering (S 3 FCM) which is extended from traditional semi-supervised FCM (SSFCM). In our algorithm, wrongly labeled samples are carefully explored by constraining the corresponding predictions to be those yielded by unsupervised clustering. Meanwhile, the predictions of the other labeled samples should approach to the given labels. Therefore the labeled samples are expected to be safely explored through a balance between unsupervised clustering and SSC. From the reported clustering results on different datasets, we can find that S 3 FCM can yield comparable, if not the best, performance among different unsupervised clustering and SSC methods even if the wrong ratio achieves 20%.
I. INTRODUCTION
With rapid increase of the number of collected data samples, Semi-Supervised Clustering (SSC) has become an useful mining tool to find the intrinsic data structure with the help of prior knowledge. The common used prior knowledge includes pair-wise constraints and cluster labels. Up to now, many SSC methods [1] - [7] have been proposed which are extended from traditional unsupervised clustering methods, such as k-means [8] , Gaussian Mixture Models (GMM) [9] , [10] , Fuzzy c-Means (FCM) [11] , [12] , Affinity Propagation (AP) [13] , spectral clustering, and so on. In general, the SSC methods can be casted into the following two types: (1) metric-based approach; (2) constraint-based approach.
The metric-based approach aims to yield a distance metric which must satisfy the given prior information. There are
The associate editor coordinating the review of this manuscript and approving it for publication was Malik Jahan Khan. many metric-based SSC methods proposed in the past years [4] , [14] , [15] . Yin et al. [4] used the pair-wise constraints to introduce an adaptive metric learning method for SSC. Yan et al. [15] proposed a semi-supervised clustering framework for multi-viewpoint based similarity measure in which the class labels were provided. Ding et al. [16] employed the prior knowledge to adaptively learn a similarity matrix and leaded to semi-supervised spectral clustering. Different from traditional SSC which used all the prior knowledge, Sanodiya et al. [17] tried to select the appropriate constraints to learn a distance through the Bregman projection and the obtained distance was used to help k-means label the datasets.
Different from the metric-based approach, the constraintbased approach concentrates on initializing cluster centers or revising objective function through the prior knowledge. Basu et al. [18] utilized the prior information to compute the initial cluster centers and further proposed semi-supervised k-means. Meanwhile, Pedryca and Waletzky [5] developed VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Semi-Supervised FCM (SSFCM) in which cluster labels of some samples were provided. SSFCM revised the objective function by adding a fidelity term between the outputs and given labels of the labeled samples. A semi-supervised version based on Gaussian Mixture Models (GMM) was proposed by Gan et al. [2] and applied in image segmentation. Ren et al. [19] developed a semi-supervised version (i.e., SSDC) of density-based clustering which was proposed by Rodriguez and Laio [20] . SSDC utilized the pairwise constraints to gradually merge the generated temporary clusters. Seeded FCM [21] which considered each labeled sample as a seed was used to detect regions of interest of medical images. This method could achieve promising detecting performance. Since deep technique has become an effective tool in the machine learning field, Ren et al. [22] extended deep embedded clustering to the semi-supervised framework which used the pairwise constraints to help learn the representations. Among different SSC methods, it is generally assumed that prior information is beneficial to performance improvement. However, one can gather inappropriate prior knowledge in some scenarios, such as wrong labels. In this case, prior knowledge can result in degenerating clustering performance. This phenomenon has been verified by Yin et al. [4] . Harmful effect of noisy pair-wise constraints has been analyzed in the literature. Therefore, how to raise Safe Semi-Supervised Clustering (S3C) should be investigated. The goal of S3C is that the corresponding result is never inferior to that of the corresponding unsupervised clustering part. Gan et al. [23] firstly proposed a S3C method based on local homogeneous consistency. The method used the results of FCM to build a local graph and further constructed a regularizer to constrain the predictions of the labeled samples. From the reported results, the method could effectively reduce the risk of the labeled samples. However, the performance depended heavily on the graph quality. Hence, it is important to investigate the other strategies to achieve S3C.
To achieve the goal, we propose a novel S3C method, called Safe Semi-Supervised FCM clustering (S 3 FCM), in which the sample labels are provided in this paper. In S 3 FCM, risky samples which are wrongly labeled are carefully explored by unsupervised clustering not SSC. Based on this, the corresponding predictions should approach to those yielded by unsupervised clustering. Meanwhile, the helpful labeled samples should be positively mined and the corresponding predictions should approach to the given labels. To a certain extent, the predictions of the labeled samples in S 3 FCM are a balance between those of unsupervised clustering and given labels. Therefore the labeled samples are safely explored and S3C is achieved.
In conclusion, the main work of this paper can be given as: 1) A novel S3L method is proposed which can enrich the S3C field and extend the applicability of SSC.
2) The exploration strategy will be easily extended to the other model-based SSC methods. The remaining structure of the paper is as follows: We firstly give the background knowledge (i.e., FCM and SSFCM) in Section 2. We then give a detailed description of S 3 FCM in Section 3. In Section 4, a series of experiments are carried out and clustering results are reported. Finally, we conclude the work and point out some future study directions in Section 5.
II. UNSUPERVISED AND SEMI-SUPERVISED FUZZY C-MEANS
Fuzzy c-Means (FCM) [11] which belongs to unsupervised clustering can be considered as an useful mining tool to explore the data structure in machine learning field. Different from k-means which is a kind of hard clustering, FCM attempts to assign different membership degrees to samples belonging to different clusters and thus is a kind of soft clustering. To cluster a given dataset, FCM intends to compute a partition matrix which denotes the membership degrees of different samples by solving an optimization problem. Formally, given a dataset X = [x 1 , x 2 , . . . , x n ] with the number of clusters c, FCM has the following objective function:
here m presents a fuzzy degree with m > 1. U = [u ik ] ∈ R c×n is a partition matrix where u ik denotes a membership degree of x k generated from the ith cluster. d ik = x k − v i 2 presents the distance between x k and v i .
Meanwhile, u ik should meet the following constraints:
One can employ the Lagrangian multiplier and alternating iterative method to solve the constrained optimization problem. By computing the derivative of the Lagrangian function, calculation formulas of u ik and v i can be given as:
By computing u ik and v i through Eq. (3) and Eq.(4), the optimal solution of J m can be yielded when the iteration process is converged.
In the past decades, FCM has acquired successfully applications in many domains since the procedure is simple and it can often achieve the desired performance [24] , [25] . Nevertheless, FCM does not embed prior knowledge which can be collected and useful in some applications. More specifically, when cluster labels of a part of samples were provided, Pedrycz and Waletzky [5] developed a semi-supervised version of FCM (i.e., SSFCM). Given a dataset X as above mentioned, the first l samples with their cluster labels y k | l k=1 ∈ {1, . . . , c} constitute a labeled subset and the remaining n − l ones constitute an unlabeled subset.
By embedding prior knowledge into FCM, SSFCM has the following objective function:
where α is a parameter which reflects the importance of the fidelity term. B = [b k ] 1×n presents a label indicator in which a entry b k = 1 for the labeled sample x k and b k = 0 otherwise. F = [f ik ] c×n presents the fuzzy degrees in which a entry f ik = 1 if i = y k for x k and f ik = 0 otherwise. In order to achieve a simple and closed-form solution, m is set to 2 in SSFCM. Based on this, the formula of u ik is shown as:
The formula of center v i is shown as:
By iteratively computing u ik and v i through Eq.(6) and Eq. (7), one can obtain the optimal solution of J s .
III. SAFE SSFCM (S 3 FCM)
Next, we will give a detailed description of S 3 FCM.
A. FORMULATION
The traditional SSC methods generally make an assumption that label information is always helpful to improve clustering performance. However, due to the negligence and fatigue of experts, wrong labels of some samples may be collected in the collection procedure. These wrongly labeled samples can hurt the performance of SSC without consideration of the risk. We thus try to carefully explore the information of the labeled samples through unsupervised analysis in order to reduce the corresponding risk. In other words, the predictions of the wrongly labeled samples are restricted to be those of FCM. Based on this idea, we construct an unsupervised output-based regularization term to realize a safe exploration of the risky labeled samples.
Firstly, we perform FCM on X by ignoring the labels and partition the dataset into c clusters. Since the cluster labels yielded by FCM are often inconsistent with the given ones, we use a mapping algorithm [26] to map the predicted cluster labels to the equivalent given ones. We can then obtain a permuted partition matrix U = [ u ik ] c×n according to the corresponding relationships between the predicted cluster labels and given ones. After that, we build the objective function of S 3 FCM as:
Subject to:
where λ 1 and λ 2 are the regularization parameters. Specifically, the latter two terms constrain the predictions of SSC to be the given labels and those of FCM, respectively. In Eq. (8), it is expected to achieve the goal of safe exploration of the labeled samples through the last term which is the unsupervised output-based regularizer.
B. SOLUTION
1) When v i is fixed, we employ the Lagrangian multiplier method to achieve the value of u ik . The Lagrangian function is written as:
One can achieve the following equation by a derivation method and setting the derivative to 0.
The value of u ik can be obtained as:
2) When u ik is fixed, the value of v i can be obtained based on the equation
The derivative of J sa with respect to v i is written as:
By setting the derivative to 0, the value of v i is obtained as (13) , shown at the bottom of this page.
VOLUME 7, 2019 FIGURE 1. A flow chart of our algorithm.
FIGURE 2. Performance comparison of the different methods over the six datasets.
By iteratively calculating u ik and v i , the optimal solution of U and V can be achieved when some convergence criterion is met, such as |J (t) sa − J (t−1) sa | < η where t is the number of iterations and η is a predefined threshold. A flow chart of S 3 FCM is shown in Fig. 1 and Algorithm 1 gives an implementation description.
IV. EXPERIMENTS
Next, we carry out our experiments on several UCI datasets [27] . In order to explain the usefulness of our algorithm, the following algorithms are used to be compared with our algorithm, including: (1) k-means [28] ; (2) FCM [11] ; (3) SSFCM [5] .
A. EXPERIMENTAL SETTING
The information of the used UCI datasets is provided in Table 1 . In the experimental setting of SSC, each dataset is divided into two subsets: (1) 20% of the samples are randomly return U and V . 9: end if 10: end for chosen to constitute a labeled subset; (2) The remaining constitutes an unlabeled subset. Moreover, since our algorithm is designed to reduce the risk of prior knowledge, some samples are wrongly labeled which means that the given labels are different from the true ones. The wrong ratio increases gradually from 0%-20% with step length 5%. The parameter α in SSFCM is fixed to 0.1. λ 1 and λ 2 in S 3 FCM are respectively set to 0.1, and 1.
B. RESULT DISCUSSION
The clustering performance of different algorithms under different wrong ratios are shown in Fig. 2 . From the plot, the main conclusions are drawn as: 1) Overall, FCM can perform comparable, if not better, than k-means. It meets our expectation and explains that FCM is selected as the base clustering method. 2) Compared to FCM, SSFCM and S 3 FCM can yield better clustering results on most datasets if the wrong ratio is set to 0%. It shows the usefulness of prior knowledge and S 3 FCM can be used for semi-supervised clustering. 3) SSFCM which uses the wrongly labeled samples is inferior to FCM in the clustering performance if the wrong ratio increases to a certain value, such as 20% on the IRIS datasets. In particular, on the Vehicle dataset, FCM is always superior to SSFCM in the case of different wrong ratios. This phenomenon indicates that the wrongly labeled samples can result in performance degradation of SSC and it verifies the importance of raising S 3 C. 4) S 3 FCM can achieve the best performance among k-means, FCM and SSFCM in most cases and perform slightly worse than unsupervised clustering with 20% on the Vehicle dataset. It illustrates the regularization approach employed in S 3 FCM is feasible and can achieve the goal of safe exploration of the risky labeled samples. Additionally, one can see that two regularization parameters λ 1 and λ 2 in Eq. (8) have important impacts on the clustering performance. Therefore, it is necessary to discuss the behaviours under different values of λ 1 and λ 2 . Since S 3 FCM tries to safely explore wrong label information, we fix the wrong ratio to 20%. The values of λ 1 and λ 2 are both selected from the set {10 −3 , 10 −2 , 10 −1 , 1, 10, 100}. The clustering performance is shown in Fig. 3 . As can be seen from this figure, one can find that the best performance of our algorithm is generally achieved when λ 2 is large. It is mainly because of the presence of the wrongly labeled samples. In this case, the risky prior knowledge should be explored through the last regularization term in J sa . Therefore, the parameter λ 2 of the last term should be large. Meanwhile, in the case of the wrongly labeled samples, our algorithm generally obtains poor performance when λ 2 is small. It further explains the reason that we use the unsupervised output-based regularization term to safely explore the wrong label information and it shows the effectiveness and importance of the proposed exploration strategy in our algorithm.
V. CONCLUSION
This paper develops S 3 FCM to safely explore the risky prior knowledge for improving the robustness of SSC. By building the unsupervised output-based regularization term, our algorithm can constrain the predictions of the labeled samples and reduce the corresponding risk. The experimental results show that S 3 FCM can outperform unsupervised clustering and SSC even if SSFCM is inferior to FCM in some scenarios. It demonstrates the effectiveness of the used strategy in S 3 FCM and the application scope of SSC can be extended. Certainly, our algorithm has its drawbacks. Therefore, we will aim to study the following directions: (1) It is important to develop novel S3C methods based on the other forms of prior knowledge (e.g., pair-wise constraints). (2) How to reduce the risk of both labeled and unlabeled samples for SSC is another interesting work.
