We introduce a modified non-linear heat equation ∂tu = ∆u + Γu as a substitute of log Ptf where Pt is the heat semigroup. We prove an exponential decay of Γu under the Bakry Emery curvature condition CD(K, ∞) and prove the Li-Yau inequality −∆ut ≤ n 2t under the Bakry Emery curvature condition CD(0, n). From this, we deduce the volume doubling property which solves a major open problem in discrete Ricci curvature. As an application, we show that there exist no expander graphs satisfying CD(0, n). * MPI MiS Leipzig, muench@mis.mpg.de
Introduction
The celebrated Li-Yau inequality on n-dimensional Riemannian manifolds with non-negative Ricci curvature states −∆ log P t f ≤ n 2t
for all positive f where P t = e ∆t denotes the heat semigroup [22] . Tremendous effort has been invested to establish a Li-Yau inequality on graphs with non-negative Ricci curvature [3, 5, 11, 15, 36] . To this end, there have been introduced several non-linear modifications of the Bakry-Emery curvature. These modified curvature notions are hard to compute or estimate in practice. Additionally, non-negative curvature in the modified sense is strictly stronger than non-negative curvature in the classical Bakry Emery sense [36, 39] . Moreover, computing Bakry curvature is computationally simple since it reduces to a semidefinite programming problem [4] .
Naturally, the question arises, if the Li-Yau inequality and its consequences are also true under nonnegative Bakry Emery curvature. Due to the lack of a chain rule for the Laplacian in discrete settings, this turned out to be a hard question and there was no significant progress in this direction for more than five years. There even seemed to be a consensus that strong curvature assumptions are necessary for proving strong analytical and geometrical results as Li-Yau inequality, Harnack inequality, volume doubling or Gaussian heat kernel estimates, as there is a growing number of articles investigating the strong curvature notions [3, 5, 7, 8, 9, 10, 11, 14, 15, 16, 23, 24, 25, 26, 28, 35, 36, 39, 44, 46, 47, 48] .
In this paper, we establish a Li-Yau inequality by modifying the heat equation instead of the curvature condition. The motivation is that the discrete Bakry Emery curvature seems not to be compatible with the logarithm, so we aim to replace log P t f by u t which satisfies a suitable differential equation. Assuming a chain rule for the Laplacian, one has
where Γu t = |∇u t | 2 . The main idea in this paper is to take (1) as a definition in the discrete setting and use it to approximate log P t f . By Picard-Lindelöf, we have uniqueness and short-time existence of the initial value problem. Long-time existence cannot be guaranteed in general since the non-linear Γ term can make the differential equation explode. However, we will prove long time existence via a gradient estimate under non-negative Bakry Emery curvature (see Theorem 2.1). Having established Li-Yau inequality (see Theorem 3.1), we deduce a parabolic Harnack inequality (see Theorem 3.2) which will be used to prove volume doubling (see Theorem 4.1). By this, we will show that there are no expander graphs satisfying the Bakry-Emery curvature condition CD(0, n) with finite dimension n (see Corollary 4.2).
Let us briefly recall some known consequences of lower bounds on the Bakry Emery curvature. Eigenvalue estimates in terms of the curvature and diameter are given in [2, 27] . Buser's inequality has been proven in [21, 31, 32, 34] . Gaussian concentration has been proven in [7, 45] . Optimal diamter bounds under positive curvature and their rigidity have been investigated in [7, 29, 30] . Graphs with non-constant lower bounds on the Bakry Emery curvature have been investigated in [33, 38] .
Setup and Notation
In this paper, we restrict ourselves to finite graphs. A finite graph G = (V, q) consists of a finite set V and a function q : V 2 → [0, ∞) with q(x, x) = 0 for all x ∈ V . The function q corresponds to the jump rates of the corresponding continuous time Markov chain. A graph is called reversible or undirected if there exists a function m : V → (0, ∞) s.t.
q(x, y)m(x) = q(y, x)m(y).
The function m is called reversible measure where we use the terminology of Markov chains. We write x ∼ y if q(x, y) > 0 or q(y, x) > 0. We remark that this definition is slightly non-standard in the non-reversible case as it might happen that q(x, y) > 0 = q(y, x). We define the minimum jump rate
Indeed, most of the results of this article do not require reversibility. We denote the maximum vertex degree by D := max
x y q(x, y).
We write C(V ) = R V . The negative semidefinite Laplacian ∆ : C(V ) → C(V ) is given by
The Laplacian generates the heat semigroup P t = e t∆ giving the unique solution to the heat equation ∂ t P t f = ∆P t f and P 0 f = f . The combinatorial graph distance for x, y ∈ V is given by
We write B r (x) := {y ∈ V : d(x, y) ≤ r}.
For reversible graphs with reversible measure m, we can define the ℓ p norms. For f ∈ C(V ), the ℓ p norm w.r.t. m is given by f p := ( x |f (x)| p m(x)) 1/p for p ∈ [1, ∞) and f ∞ := sup x∈V |f (x)|. The ℓ ∞ -norm is also well defined in the non-reversible case.
We recall the Bakry Emery calculus introduced in [1] and first adopted to discrete settings in [27, 45] .
We write Γ k f := Γ k (f, f ) and Γ := Γ 1 . A graph is said to satisfy the curvature dimension inequality CD(K, n) if for all f ∈ C(V ),
The parameter K can be seen as a lower Ricci curvature bound and n as a local upper dimension bound.
In the paper, we will assume throughout that
Since this equation has a unique solution by Picard Lindelöf, we use the semigroup notation and write L t f := u t when assuming u 0 = f .
Basics on ordinary differential equations
As we will employ a modified heat equation, we recall some basic facts about autonomous ordinary differential equations for convenience of the reader. This review is mainly based on [12] . Let (U t ) t∈R ∈ R n . Let A : R n → R n be locally Lipschitz, i.e., there exists c(R) s.t. for all x, y ∈ R n , one has A(x) − A(y) 2 ≤ c(R) x − y 2 where R = max( x 2 , y 2 ). Let u 0 ∈ R n . Then by the Picard-Lindelöf theorem, there exists an interval (a, b) with 0 ∈ (a, b) and a solution to U 0 = u 0 and ∂ t U t = A(U t ) for t ∈ (a, b) such that every other solution U t on an interval I which contains zero, satisfies U t = U t on I ⊂ (a, b). Moreover, the unique solution U t continuously depends on u 0 for fixed t. Furthermore if b < ∞, then U t leaves every compact set, i.e., the set {U t : t ∈ [0, b)} is unbounded.
A modified heat equation
In this section, we give fundamental properties of the modified heat equation. Particularly, we prove gradient estimates, long times existence, monotonicity, and we establish a precise comparison to the linear heat semigroup P t .
Gradient estimate
The following theorem is vital to ensure long time existence of u t . It states that the gradient of u t decays with rate K assuming CD(K, ∞). We will assume K ≥ 0 since otherwise we cannot ensure long time existence of u t .
Theorem 2.1 (Gradient estimate). Let G = (V, q) be a finite graph satisfying CD(K, ∞) for some K ≥ 0. Suppose Γu 0 ∞ ≤ q min /2. Then for all t ≥ 0, the solution u t exists and satisfies
In particular, |u t (y) − u t (x)| ≤ 1 for all x ∼ y and all t ≥ 0.
In case of negative curvature, the same statement can be proven under a stronger assumption on the gradient of u 0 , however, existence of u t can only be guaranteed until a fixed time depending on the curvature and the initial gradient bound.
Proof. We prove the theorem by contradiction. By the Picard Lindelöf theorem, one has short time existence and smoothness of the solution since the right side ∆+Γ is smooth. By continuity of the solution in the initial state u 0 , we can assume Γu 0 ∞ < q min /2 without loss of generality.
Then t 0 > 0 as Γu t ∞ is continuous in t for small t ≥ 0. If ε is small enough, then Γu t0 ∞ ≤ q min /2 since Γu 0 ∞ < q min /2 by assumption. We write f := u t0 and observe that inf
where ∂ − t is the left derivative and the first inequality follows from t 0 > 0. On the other hand,
Putting everything together yields
This is a contradiction proving the desired inequality for all t for which u t exists. Finally, long time existence
showing that u t stays within a compact set for all finite t. This finishes the proof.
Remark. One might be tempted to think that the above gradient estimate characterizes CD(K, ∞). This however is not true as in the proof, we use maximality of the gradient. Particularly, the graph G = ({1, 2, 3}, q) with q(1, 2) = 2 and q(2, 1) = 1 and q(2, 3) = 5 and q(3, 2) = 1 and q(1, 3) = q(3, 1) = 0 satisfies CD(0, ∞) with 0 as optimal curvature bound, but it satisfies the gradient estimate of the theorem with K = 1 as can be shown in an elementary computation.
Remark. For comparison purposes, we recall similar gradient estimates.
(i) Lower bounds of the Bakry Emery curvature can be characterized via gradient estimates for the heat semigroup, see [10, 17, 19, 23] . Particularly, CD(K, ∞) is equivalent to
(ii) Lower bounds on the Ollivier curvature (see [41, 42] ) can also be characterized via a Lipschitz decay of the heat semigroup. Particularly by [40] , Ollivier curvature bounded from below by K is equivalent to
where ∇f ∞ denotes the optimal Lipschitz constant w.r.t the canonical graph distance d. 
(iv) By [6] , the entropic Ricci curvature bounded from below by K for a reversible graph with reversible measure m is equivalent to
and the latter term is set to be ρ(x) if ρ(y) = ρ(x).
Monotonicity
We recall that L t f is the unique maximal solution to L 0 f = f and
As we know that the heat semigroup P t is monotonous, we expect the same for L t . This indeed holds true when assuming small enough gradients of the initial values as shown in the following theorem.
Remark. The condition Γf ∞ ≤ q min /2 is necessary since L t f can explode otherwise and L t g can stay constant.
Proof of Theorem 2.2. Suppose L t g(x) < L t f (x) for some x and t. Let ε > 0 be small enough s.t.
By Theorem 2.1, we have g y ≥ f y ≥ −1 for all y ∼ x 0 and thus,
for all y ∼ x 0 . This is a contradiction to the above inequality which finishes the proof.
The monotonicity gives another justification that the non-linear semigroup L t is a suitable substitute for log P t . However, the striking argument for the analogy between L t and log P t is given in the next subsection.
Semigroup and ℓ 1 -norm comparison
We now compare u t with log P t f in a precise way. Particularly, e ut can be be upper and lower bounded by (P t e αu0 ) 1/α with suitable choices of α as shown in the following theorem. 
Thus, for α ≥ 1.60, we have ∂ s G(s) ≤ 0 yielding P t e αu0 = G(0) ≥ G(t) = e αut . Analogously, we obtain P t e αu0 ≤ e αut in the case α ≤ 0.76. This finishes the proof.
As the heat semigroup of a reversible graph preserves the ℓ 1 norm, we can already conclude that e αut 1 is decreasing in t for α ≥ 1.6 and increasing for α ≤ 0.76. The following theorem improves the bounds for α to 1.1 and 1 respectively. We remark that in both Theorem 2.4 and Theorem 2.4, the bounds for α can be even improved when assuming that Γu 0 is bounded by a smaller constant. We will use the semigroup comparison together with the Harnack inequality to prove volume doubling. The Harnack inequality will be proven in the next section.
Li-Yau-Hamilton-Harnack type inequalities
The gradient estimate |u t (y) − u t (x)| ≤ 1 for y ∼ x from Theorem 2.1 turns out to be essential for proving various Li-Yau-Hamilton-Harnack type inequalities.
Li-Yau inequality
Under several curvature assumptions which seem hard to verify, a Li-Yau inequality has been proven for the heat semigroup [3, 5, 11, 15, 36] . Using the gradient estimate from Theorem 2.1, we prove a Li-Yau inequality under CD(0, n) for the modified heat equation
We recall that we consider u t as a substitute for log P t f . Theorem 3.1 (Li-Yau inequality). Let G = (V, q) be a finite graph satisfying CD(0, n) for some n < ∞.
Proof. We fix T > 0. Let F = −t∆u on V × [0, T ]. Suppose max F (x, t) > n/2. Let the maximum be attained at (x, t) which is fixed from now on. Then, t > 0 and by CD(0, n),
We observe
since ∆u t (y) − ∆u t (x) ≥ 0 for by minimality of ∆u t (x) and since 1 + u t (y) − u t (x) ≥ 0 for y ∼ x by Theorem 2.1. Thus,
Rearranging gives F (x, t) = −t∆u t (x) ≤ 2n and thus, −∆u t ≤ n 2t . This finishes the proof.
Harnack inequality
One of the main application of Li-Yau inequality is the parabolic Harnack inequality which can be considered as in integrated version of Li-Yau inequality. The proof of the following theorem follows [36] and [3] .
Theorem 3.2 (Harnack inequality). Let G = (V, q) be a finite graph satisfying CD(0, n) for some n < ∞. Suppose Γu 0 ∞ ≤ q min /2. Then, for x, y ∈ V and T 2 > T 1 > 0,
Proof. We first prove the claim for x ∼ y. We first assume q(y, x) > 0. By Li-Yau inequality (Theorem 3.1),
Minimizing over s ∈ [T 1 , T 2 ] and applying [36, Lemma 5.3] gives
as desired. In the case q(x, y) > 0 = q(y, x), we keep the s T1 Γu t (x) term instead of the T2 s Γu t (y) term, and we estimate u s (y) − u s (x) by the gradient at x instead of y. By doing so, we end up with the same inequality for u T1 (x) − u T2 (y).
The general case, i.e. when x and y are not adjacent, follows by subdividing the time interval [T 1 , T 2 ] in d(x, y) many subintervals of the same size and by applying the above inequality successively. This finishes the proof.
Hamilton type estimate
The Hamilton estimate (see [13] ) states that on Riemannian manifolds with non-negative Ricci curvature, one has for all positive functions f ,
A discrete version of this estimate under a modified Bakry Emery condition has been established in [14] .
Here, we prove the Hamilton type estimate for the modified heat equation under the CD(K, ∞) condition. 
: K > 0 t : K = 0.
Proof. W.l.o.g., we can assume that sup u 0 < 0 giving sup t u t < 0 by Theorem 2.2. Let
be defined on V × [0, T ] for some fixed T > 0. Assume the maximum of H is attained at (x, t). Denote the maximum by C. W.l.o.g., we have C > 0 and t > 0 giving ∂ t H(x, t) ≥ 0. Moreover, Γu(x) = −Cu(x)/φ(t) and Γu ≤ −Cu/φ(t). We aim to show C ≤ 1 which will be done by computing ∂ t H in the maximum point and by systematically replacing or estimating Γu by −Cu/φ(t). By Theorem 2.1, we have 1 + u(y)− u(x) ≥ 0 for y ∼ x and thus at the maximum point (x, t),
where we applied CD(0, ∞) in the first estimate and the inequality 1+u(y)−u(x) ≥ 0 in the second estimate. Hence,
We now estimate the time derivative of H at (x, t),
which clearly gives C ≤ 1. Hence, H ≤ 1 which implies
as desired. This finishes the proof.
By integrating the Hamilton estimate over space, we also get a corresponding Harnack inequality. 
Proof. For simplicity, we write u instead of u t .
We can assume x ∼ y and −u(y) ≥ −u(x) without loss of generality since we assumed q(x, y) > 0 for all x ∼ y. Thus, we have 
In case of non-negative Bakry Emery curvature, there is a corresponding gradient estimate stating
see e.g. [21, 23, 32] .
Applications
As applications of Li-Yau inequality, we prove volume doubling and show that there exist no expander graphs satisfying CD(0, n).
Volume doubling
One of the major questions regarding discrete Ricci curvature is whether non-negative Bakry-Emery curvature implies volume doubling. An affirmative answer was given for the special case of normalized birth death chains in [18] . However the general case stayed open. In this section, we prove volume doubling. Let us briefly recall the proof idea from the Riemannian setting. We take f := 1 Br(x) .
Then with t = Cr 2 , P t f (x) ≥ 1 2 and with T = 2t and Harnack inequality,
Our proof of volume doubling follows the same idea, however we take a detour via the modified heat equation to apply Harnack inequality. Proof. Let r · qmin D ≥ C > 0, let x ∈ V and let u t ∈ C(V ) be given by ∂ t u t = ∆u t + Γu t and
We remark Γu 0 ≤ qmin 2 so we can apply the theory established in this paper. We have e αu0 ≥ αu 0 + 1 and thus, by Theorem 2.3, we have e αut ≥ P t e αu0 ≥ αP t u 0 + 1 (2) for α = 0.76. We know Γu 0 ≤ DC 2 2r 2 . Thus, by [23, Theorem 3.1],
. Combining with (2), we obtain
For d(x, y) ≤ R := 2r and t < T , we have by Theorem 3.2,
We now aim to find t and T giving the optimal estimate for u T (y). We set 
We set C := γn with γ := 2αnR r D q min and get
We remark that the assumption r ≥ 4n 2 D qmin ensures Γu 0 ≤ qmin 2 with our choice of C. Since α = 0.76 and R/r = 2 and n ≥ 2 and D/q min ≥ 2 we get γ ≥ 8.5 and n(3 + 2 log γ − γ) ≤ −2. Thus by combining (3) and (4),
Taking inverse gives
which finishes the proof.
Remark. Although the theorem only states the volume doubling for large radii, we get an a priori volume doubling constant for small radii in terms of the parameters D, q min and the maximal radius. Particularly, the global volume doubling constant can be upper bounded only in terms of the dimension n, the maximal vertex degree D and the minimum positive jump weight q min .
Fast volume growth for small radii
One might hope for a volume doubling constant only depending on the dimension and being valid also for small radii. This however does not hold true as the following example demonstrates. although the dimension and curvature in the CD condition stay same. This shows that a uniform volume doubling with a doubling constant only depending on the dimension cannot hold true, not even in case of positive curvature.
No Expander graphs with CD(0, n)
An expander graph family is a growing family of combinatorial undirected graphs (G i ) of constant degree D s.t. the first positive eigenvalue of −∆ Gi is uniformly lower bounded by some λ > 0. It is conjectured in [4] that there is no expander graph family satisfying CD(0, ∞). Using the volume doubling property, we can treat the case of finite dimension.
Corollary 4.2. Let n < ∞. Then there is no expander graph family satisfying CD(0, n).
Proof. Let Suppose (G i ) i is a graph expander family satisfying CD(0, n). By [43, Proposition 2.5], we have
where C > 1 only depends on the spectral gap and the degree. In particular, balls have exponential volume growth. This contradicts the polynomial volume growth of balls following from Theorem 4.1. This finishes the proof.
The question about expanders satisfying CD(0, ∞) seems not to be tackleable with purely analytic methods as the birth death chain with constant jump rates to one side and constant but different jump rates to the other side has all analytical properties one expects from expanders, and it satisfies CD(0, ∞).
