Introduction
The optical fiber transmission links form the backbone of the c o m unications infrastructure. Almost all of voice and data (internet) t r a c is routed through terrestrial and submarine optical fiber links. connecting the world together. Invention of the optical amplifiers (OAs) and wavelength-division multiplexing (WDM) technology enabled very high capacity optical fiber communication links that m for thousands of kilometers without any electronic repeaters, but at the same time brought many design challenges.
In WDM optical fiber communications, information bits are used to modulate the (light) carriers at many wavelengths, which are then transmitted in a single strand of fiber. The signal levels deteriorate during transmission due to the loss of the optical fiber, which need to be restored by OAs for reliable detection. OAs have veq wide bandwidths. e.g., 4 THz, they can amplify many wavelength caniers at once. As elecuonic amplifiers do, OAs add noise (-white and stationay) to the signal they amplify. A long-haul optical fiber communication link may be several thousands of kilometers long, and it may have tens of optical amplification sites placed at regular intervals (-80 km) along the link, as shown in Figure 1 . The information signals in a number of WDM channels and the noise added by the OAs travel together in the optical fiber and impinge on the electronic receiver. The optical fiber is a lossy. dispersive, and nonlineur transmission medium. Due to the nonlinearity of the fiber, the information signals at different wavelengths and noise added by the OAs mix with each other as they propagate together along the fiber. The propagation of the signals and noise in an optical fiber is govemed by a nonlinear pzutial differential equation (PDE) . the so-called generalized nonlinear Schrodinger equation (NLSE), which can be derived directly from Maxwell's equations that govem the propagation of light waves in a dielectric waveguide, i.e., the optical fiber.
In the design of an optical fiber communication link, it is essential to be able to predict the deterioration the information signals experience due to the dispersion and nonlinearity of the optical fiber, and the optical noise generated by the OAs. In this paper, we focus on the analysis of the mixing of the information signals with noise, as opposed to the mixing of the information signals with each other, due to the fiber nonlinearity.
The mixing of the information signals with each other is also of great importance in systems design. We touch upon this phenomenon on several occasions in the paper, but a detailed treatment of signalsignal mixing analysis is beyond the scope of this work. There has been considerable effort and tremendous progress made on this problem in the literature. However. the need for more efficient, semiannlyrical analysis techniques is still there.
Commonly, the prediction of noise-signal mixing is performed with a Monte Cork-type propagation simulation, where the informa-'This work was sugponcd b y a Turllrh Academy of Scicncer GEBlP Lllowrhip. U(z,t) and (1)arenormalizedinsuchawaythat IU(z,f)12 is the instantaneous optical power.
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Next, we derive a linear PDE for noise analysis, and then in Section 2.2, we describe a covariance matrix formulation for stochastic noise characterization. We also have developed and implemented a frequency-decomposed formulation for noise analysis. This altemative formulation has some benefits, its implementation can be parallelized for efficiency, and we have further developed it into a reducedorder-modeling formalism. Unfortunately, we are forced to skip the description of this formulation here due to space limitations and the prohibitive cost of the excess page fees.
Derivation of linear PDE for noise analysis
Let A(z,r be the solution of ( I ) without any noise in the system Hence A&,/) satisfies (I). We describe the,numerical computation of A(z,r) in Secuon 3. A(z = 0,r) IS the signal launched into the fiber. Note here that we do nor place a restriction on the launched signalA(0,t)'. Now, we consider the system with noise and substitute In the linear(ized) PDEs (4) and (6) perturbation due to noise.
U(z,r)

2.2
Westart bydiscretizing timet withNtimepointsIl,t2, ..., r h i , -~, f i which are not necessarily equispaced. We define the column vectors
where the bold characters and the subscript c denote that a,(z) and Ac(z are complex-valued Yeclor functions of z. The time dependence has Asappeared because of the collocation points we have introduced. We separate ac(z) and A,(z) into their real and imaginary parts adz) = a , ( z ) + j a i ( z )
A&) =A,(z)+IAi(z) (8)
and form the real-valued long column vectors
With ( Now we form wherea(z,r)isape~urbationtoA(z,r duetothenoiseoftheOAs. We
,with U ( f , z ) replace d byA(z,/), from (2) and obtain d2 d2 and let K(z) be the z-dependent covariance matrix for the time- take the expectation of both sides, and obtain 1 1 J2a(z,r) 1 J3n(z,f) collocated stochastic perturbation ----2 a n ( z , r ) -j Z~z T + g~3 F For linear(ized) noise analysis, we ignore all terms in (3) that are not linear ina(z,t),justified by the factthatn(z,r) is much "smaller"than A(z,r), otherwise, the communication link is not useful. (5) linkgiven an"initial" launch condition K(z=O). Thenumericalcomputation of K(z) is described in Section 3. Note that the stochastic formalism described above. 
Numerical methods and implementation
In this section, we will describe the numerical solution of e Equation (I) (NLSE) for the deterministic multi-channel modulated optical signal, in Section 3.1 Equation (16) (COVODE) for the covariance matrix of the timecollocated noise, i.e., stochastic perturbation, in Section 3.2 3.1 Numerical solution of NLSE ( 1 ) is a PDE which combines a low-order (zeroth) nonlinear term with higher-order (2nd and 3rd) linear terms. To obtain efficient and accurate numerical solutions for such PDEs, it is desirable to use highorder approximations in space z and timer [6]. Spectral methods offer very high rime resolution for (I) [7, 81. Once the time part of (1) is spectrally discretized and the resulting system of ordinary differential equations (ODES) is transformed into the spectral domain, one obtains
where N 15 J nonlinear operator. and L IS a diagonal matnx lopcratur~ L ha, uidel) ''q1ng YJIUC; un ihr diagmal. \incc the diagonal SICmenic are the wmniaiiun of A quadratic and cubic funAnn of the frequenq wruhle (due tu 2nd end 3rd order Jts~r,ion! Hence. the Iin. c a r pan of the <)rem ul ODEc In (171 I C r18f This c l i f f n o combined u,ith the nmlmcxit) in ,171 prcclLJcc the use of high-order ,themes for :-lniegratiun k a u w of.crcrr ,lahilit) rcmctiuns 18. 61 ?lie ,labilit) rewctim iinpo,c~ an upwr limit 011 the w c of the : c t q~ that
can be taken.
L in (17) (which is in the spectral domain) is diagonal and can be applied trivially. However, the nonlinear operator N in (17) needs to be imolemented in the time-domain. this rewires two FFTs. one to eo hack io the time-domain and another one to'come back to &e spectral domain. The nonlinear operator N is diagonal in the time-domain.
In the optical fiber communication community, the z-stepping method of choice is the so-called split-srep method 171, an explicit stepping scheme based on operator splitting. When a sufficiently small step size is not used with this method, inaccuracies due to instability in numerical inlegration manifests itself as induced spurious tones. which are called fictitious jowwave mixing in the photonics literature 191.
If an implicir scheme is used for z-stepping, larger steps can be taken compared with an explicit scheme. However, even implicit zstepping may suffer from (milder) stability restrictions on the step size when high-orders are used. One may be limited by a second-order A-stable scheme, e.g., trapezoidal formula. Moreover, an implicit scheme applied to (17) requires the solution of a system of nonlineor equarions at every z-step.
The idea behind the linearly-implicir schemes 18. 61 arises from the observation that the stiffness in (17) is due to the lineor part, and hence one can use an implicit (possibly A-stable) multi-step formula to advance the linear part and an explicit high-order scheme to advance the nonlinear part. Then, the step-size would become accuracy-limited and not stability-limited. Moreover, the solution of only a linear system of equations at every step would be needed. L in (17) is diagonol when time discretization is done with a spectral method, and hence the linear system of equations that need to be solved at every z-step is diagonal and has a trivial solution.
Fornberg and Driscoll [a] describe an extension of the linearlyimplicit scheme above. In addition to applying separate explicit and implicit integration methods for the nonlinear and the linear part, they also split the linear part into low, medium and high Fourier wavenumber regions. These wavenumber regions correspond to slow, medium and fast time scales. In the slider method they propose, they use a different integration scheme for each (Fourier wavenumber) region in the linear part. For the low Fourier wavenumber region, they use the same explicit high-order scheme used for the nonlinear part. In one version of the slider method, Fomberg and Driscoll 181 use low:AB7/AB7, medium:AB7/AM6 and high:AB7/AMZ* for the (nonlinearllinear part where ABk is the explicit kth order Adams-Bashfort formula, and AMk is the implicit kth order Adams-Moulton formula. The diagonal linear term L in (17) has a complex spectrum with a very small real part compared with the imaginary part. The (frequency-independent) real part is due to the loss of the fiber, and the (strongly frequency-dependent) imaginary part is due to 2nd and 3rd order dispersion. The boundaries between the low, medium. and high Fourier wavenumber regions are determined by the extent of the stability regions along the imaginary axis for the integration schemes used for the linear part AM1* above is a modified second-order formula, which is given by when constant step sizes are used, with h as the z-step size PI. Note that (18) is a rwo-step second-order formula in contrast with the onestep second-order AM2 (trapezoidal rule). It has an error constant of f compared with for AM2. However, its stability region (Figure 2) extends into the right-half-plane covering the imaginary axis. Fomberg and Driscoll 181 propose A M P in place of AM2 for problems with almost a purely imaginary spectrum.
We have implemented a self-starting, fully-variable step size version of Fomberg and Driscoll's linearly-implicit slider method outlined above for the numerical solution of (1):NLSE for the deterministic multi-channel modulated optical signal. Automatic step size control is performed based on an estimation of the local truncation error [IO] . Commonly used step size selection heuristics [IO] , as well as new ones we found to be useful that are specific to the linearlyimplicit slider scheme described above, have been implemented in our code. The new heuristics are involved with the coordination of truncation error computation and step size selection in the presence of different integration schemes being used for the linear and nonlinear parts of (17) and also for the low, medium and high Fourier wavenumber regions of the linear part
The numerical solution of NLSE has a computational complexity of O(N,NflogNf), where N, is the number of Fourier modes used in the spectral representation, and N, is the number of i-steps. The storage complexity is O(N,].
For a comparison of the split-step method and the linearly-implicit schemes as well as other integration schemes for solving stiff nonlinear PDEs of the form in (17), please see [S, 61.
Numerical solution of COVODE
In contrast with the nonlinear NLSE:(I), COVODE:(16) is a linear system of equations. The right-hand-side (RHS) of COVODE has terms which have z-independent coefficient matrices. These arise from the linear loss and dispersion terms in the original NLSE. RHS of COV-ODE also has terms with z-dependent coefficient matrices. These terms arise from the nonlinear term in the original NLSE. COVODE is closely related to NLSE. and the same stiffness properlies cany over. Hence, we use the same linearly-implicit slider schemes (described above) for the numerical integration of COVODE. In the context of COVODE, it is not exactly accmate to call the integration schemes as linearly-implicit. because all terms in COVODE are linear. To be precise, we use implicit sliding schemes for the medium and high wavenumber loss and dispersion terms in COVODE, and use explicit high-order. e.g., AB7, schemes for the low wavenumber loss and dispersion terms and the z-varying linear terms due to the nonlinearity of the fiber. Application of the "linearly" implicit integration schemes to COVODE in (16) is straightfonvard, except for some tinkering required on how to apply the sliding scheme with a partition of slow, medium and fast time scales.
We solve COVODE in (16) using the same spectral discretization for time f that we use for NLSE. We first transform (16) into the spectral domain. Then, the coefficient matrices'!& and & are given by (12) where 9 and Li h are now diagonal matrices.
For COVODE, we use the same z-stepping scheme and the same z-steps that is used and automatically selected for NLSE. At every zstep, we first compute the solution of NLSE, A<(z) I 
A,(z) + j A i ( z ) .
which is needed to evaluate the z-varying coefficient matrix A(z) for ~1'1"**."my.
fiberwere: a=0.25dB/km, p2 =-21.6ps2/km, p, =0.128ps3/km, y = 1.2 W-'.km-'. Thus, the loss of a fiber span with a length of 80 km is 20 dB. Hence, the OAs in the link have a power gain of20 dB.
The noise added by the OAs is modeled as a complex (with uncorrelated in-phase and quadrature components). white (constant spectral density) and stationary (constant power, i.e., variance, as a function of time) process. The channel-combining and channel-selection bandpass filters in the WDM multiplexer and WDM demultiplexer were aasiimed to he ideal hrick-wall filters. (I 1) . In the spectral domain, the evaluation of the term involving A(z) in COVODE requires the use of FITS. When we apply an explicit multistep scheme to the z-varying terms involving A(z) in COVODE. and an implicit scheme to the loss and dispersion terms involving a, 4 and , we need to solve a matrix equation, at every z-step, of the form given by
where denotes conjugate-transpose, and
For all of the examples we will present, number of Fourier modes for spectral time discretization NJ was set to 256, and 16 bits that repeat periodically were used in random pulse streams. The number of z-steps Nz depends on the truncation error tolerances and the frequency content of the signals being simulated. For signals with rich content in higher frequencies, smaller z-steps are required. For the simulations we performed, Nz ranged in 400-4Mx) for an 80 km length of fiber.
Fiber without nonlinearity If the fiber has no nonlinearity, the noise analysis becomes trivial, because no signal-noise mixing occurs. The dispersion in the fiber still causes (linear) distortion to the signal channels. However, the secondorder stochastic properties, i.e., the spectral density, of optical noise is noi affected, because dispersion is equivalent to an all-pass filter with phase distortion. When a stochastic process passes through such a filter, its spectral properties remain unchanged. Thus, without nonlinearity, the optical noise at the end of link, impinging on the receiver, is still stationary and white. The contribution from each OA to the total accumulated optical noise at the end of the link is the same, because the OAs compensate for the loss of one span of fiber. The optical noise from different OAs is assumed to he uncorrelated with each other.
where Dd and Do are z-independent diagonal matrices. The subscript f for Kf(zn) denotes that we are in the spectral domain. Fiber without dispersion, and a single unmodulated carrier
The noise analysis for this very special case can be performed analytically, as was done by Gordon and Molleanuer [I] . In this case, riences (uncolored) amplification but stays white, and also stationary (assuming that the complex envelope in NLSE is centered at the single unmodulated carrier). We compared the numerical results we obtained with our noise simulator with the analytical results3 in [I], and as expected, the agreement is exact.
Stationary vs nonstationary, white YS colored noise Stationary noise is characterized by a time-domain covariance matrix K, which is Hermitian and Tceplitz. In the spectral domain, the covaria x e matrix is diagonal, indicating that there is no specrral correlation. The spectral domain covariance matrix for nonstationary noise is nandiagonal, and in the time-domain, it is not Tceplitz. For instance, the values on the main diagonal (i.e., the variance or noise power as a function of time) of the time-domain covariance matrix are not equal for nonstationary noise. From now on and in the figures that will follow, we will use Kf to indicate the spectral domain covariance matrix. and K, for the time-domain covariance matrix. Please recall that K, is the covariance matrix for the time samples of optical noise, and both K, and KJ are a function of z. the position along the fiber link. White noise is characterized by a diagonal K, (indicating no correlation between the time samples of noise) and a Hermitian Toeplitz K,. Notice that this characterization is the dual of the characterization for stationary noise described above. Colored noise has a non-diagonal K, and hence a non-Toeplitz Kf. Note that white noise is not necessarily stationary. We can now deduce that white and stationary noise has a diagonal KJ and diagonal K, with constant entries on the diagonal4.
The model that we use far the noise added by the OAs is white and stationary.
Comb of unmodulated carriers
We first present noise analysis results for the case of unmodulated carriers. We simulated a system like in Figure 1 with I, 3 and 5 WDM channels. Fiaure 3 shows the main diagonal of Kr for the optical a" *rn. I" LllC 1Irm "I rtgurc 1 . mrrc IS an "A "el"re me IKSL span "I fiber. This OA sets the launch power for the channels, which was tho. noise before ihe bandpass channel selectfilter (WDM demux) in the sen as 10 mwlchannel for all of the simulations that we will present. receiver. Kf in all ofthe figures we are going to present is normalized
The WDM signal is launched into the link with the added by the with the Kf one would obtain without any nonlinearity in the fiber. first OA. The OAs along the link compensate far the loss of one span Hence, the y-axis in all of K r plots represents noise amplilicarion (in of fiber. They amplify the signal channels as well as the optical noise dBs) due to signal-noise mixmg. In Figure 3 , the total noise power, (which was added by the previous OAs along the link and "modified" by the fiber nonlinearity). The parameters used for the single. for all frequencies and equal to the value at f = 0. Hence, without dispersion, the effects of signal-noise mixing would have been disasrrous. Moreover, as observed in Figure 3 , the increase in noise amplification (away from the cmiers) from the I-channel to the 3-channel case is more than the increase from the 3-channel case to the 5-channel one.
This means that signal-noise mixing due to nearby channels is more severe than the noise-signal mixing due to channels further away. This is again due to dispersion. Without dispersion, the noise-signal mixing severity would be independent of the frequency separation between channels. The above is true only for noise amplification away from the carrier frequencies. The noise amplification at the carrier frequencies is not affected by dispersion and increases severely as the number of channels increase. In fact, the noise amplification at the carrier frequencies is directly proportional to the number of channels. However, the noise amplification away from the carrier frequencies has a much milder dependence on the number of channels and does not increase much more as the number of channels is increased. With unmodulated carriers, the noise before the WDM demux is nonstarionov, however it becomes stationary ofer the bandpass channel select filter. Carriers modulated with a single pulse We now present noise analysis results when the carriers are modulated with a single pulse. Upper plot in Figure 4 shows the spectrum of the signal launched into the fiber, and also the signal spectrum at the end of the span. Bottom plot in Figure 4 is the main diagonal of Kf before the channel select filter. Carriers modulated with random pulse stream We will now compare the noise analysis results for unmodulated carriers and carriers modulated with a random pulse stream. Figure 5 shows diag(Kf) for unmodulated and random pulse stream modulated cmiers. both before the channel select filter. The average carrier power was kept equal for the two cases. We observe that, with modulation, the magnitude of noise amplification at the carrier frequency decreases. However, the noise amplification at frequencies away from, and in-hetween, the carriers increases. The total integrated noise power is approximately equal for these two cases. If we focus on the noise spectrum for the channel of interest centered a1 f = 0, there is more noise power in high frequencies in the modulated case compared with the unmodulated one. This, in time domain, corresponds to a smaller correlation width for noise. In other words, if noise is sampled at the bit rate, then two consecutive samples will have a larger correlation in the unmodulated case compared with the modulated one. System design implications and performance evaluation The results we obtained above using the noise analysis methodology we developed and implemented have significant design implications, and can be used in system performance (BER) evaluations. which we briefly outline and summari7e next. Dispersion plays a significant role in the process of signal-noise mixing. The effects of noise-signal mixing would be disasrrous without dispersion in the fiber.
With dispersion and nonlinearity in the fiber, the optical noise experiences colored amplification due to signal-noise mixing, as seen in Figure 5 . Amplification is more severe around the carrier frequencies and it is proportional to the number of channels. Amplification away
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Figure 5: Comparison between tu". and mod from the carrier frequencies is much smaller and has a very mild dependence on the number of channels. The optical noise sampled at the bit rate in the receiver has much larger power (compared with the case without signal-noise mixing) but the consecutive samples of noise becomes highly correlated due to low-frequency enhanced colored amplification. However, the correlation between consecutive samples is not as large as one would predict with unmodulated carriers. The modulation of the carriers results in a relatively smaller amplification of low (around the carriers) frequency noise and a relatively larger amplification of high (around the midpoint between the carriers) frequency noise. The correlation between consecutive noise samples can be used to guide the selection of the modulation scheme in system design. For instance, modulation schemes which encode data differenriaNy between two samples at the bit rate can make use of the correlation between the noise samples to improve BER performance in the presence of signal-noise mixing. Without signal-noise mixing, the optical noise stays white and the consecutive noise samples are uncorrelated.
The full stochastic characterization, including all correlation information, of optical noise samples at the receiver is available from the noise covariance matrices that our analysis techniques produce. This information can be used in BER performance evaluation.
Futurework
More efficient numerical methods and z-stepping strategies for NLSE, a parallelized andor reduced-order-modeling based implementation of the frequency-decomposed formulation mentioned in Section 1, investigation of efficient special-structure-exploiting representations for the noise covariance matrices, as well as the use and application of the noise analysis techniques developed in this paper in the design of signal-noise-mixing immune modulation schemes and system BER estimation is part of the future work. We plan to include the implementations of the numerical techniques described in the paper in an analysis and design tool for optical fiber communication links.
