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LF GROUPS, AEC AMALGAMATION, FEW AUTOMORPHISMS
SAHARON SHELAH
Abstract. In §1 we deal with amalgamation bases, e.g. we define when an
a.e.c. k has (λ, κ)-amalgamation which means “many” M ∈ Kkλ are amalga-
mation bases. We then consider what happens for the class of lf groups. In §2
we deal with weak definability of a ∈ N\M over M , for Kexlf . In §3 we deal
with indecomposable members of Kexlf and with the existence of universal
members of Kkµ, for µ strong limit of cofinality ℵ0. Most note worthy: if Klf
has a universal model in µ then it has a canonical one similar to the special
models, (the parallel to saturated ones in this cardinality). In §4 we prove “ev-
ery G ∈ Klf≤λ can be extended to a complete (λ, θ)-full G” for many cardinals.
In a continuation we may consider “all the cardinals” or at least “almost all
the cardinals”; also, we may consider a priori fixing the outer automorphism
group.
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Anotated Content
§0 Introduction, (label w), pg.4
§1 Amalgamation Basis, (label a), pg.8
[Consider an a.e.c. k, e.g. Klf . We define AMk = {(λ, κ) : λ ≥ κ =
cf(κ), λ ≥ LSTk and the κ-majority of M ∈ Kkλ are amalgamation bases},
on “κ-majority” see below. What pairs have to be there? I.e. for all
a.e.c. k with LSTk ≤ θ. One case is when M ∈ Kkλ is (< κ)-existentially
closed, κ ∈ (LSTk, λ] is a compact cardinal or just satisfies what is needed
for M . This implies (λ, κ) ∈ AMk. A similar argument gives “κ weakly
compact > LSTk ⇒ (κ, κ) ∈ AMk”. Those results are naturally expected
but surprisingly there are considerably more cases: if λ is strong limit
singular of cofinality κ and κ is a measurable cardinal > LSTk then (λ, κ) ∈
AMk. Moreover if also θ ∈ (LSTk, λ] is a measurable cardinal then (λ, θ) ∈
AMk.]
§2 Definability, (label n), pg.14
[For an a.e.c. k, we may say b1 is k-definable in N over M when M ≤k
N, b1 ∈ N\M and for no N∗, b1, b2 do we have M ≤k N∗, b1 6= b2 ∈ N∗ and
ortp(bℓ, N,N∗) = ortp(b,M,N); there are other variants. We clarify the
situation for Klf .]
§3 Klf , (label b), pg.18
§(3A) Indecomposability, pg.18
[We say M ∈ Kk is θ-indecomposable (or θ ∈ CF(M)) when there is no
strictly <k-increasing sequence 〈Mi : i < θ〉 with union M . We clarify the
situation for Klf .]
§(3B) Universality, pg.26
[Let µ be strong limit of cofinality ℵ0. We characterize when there is a uni-
versal member of Klfµ and assuming this, prove the existence of a substitute
for “special model in µ”. This works for any suitable a.e.c.]
§4 Complete H are dense in Kexlfλ for some λ
′ s, (label c), pg.32
[Our aim is to find out when for µ = λ (or just µ ≤ λ) every G ∈ Klfµ can
be extended to a complete H ∈ Kexlfλ , moreover (λ, σ)-full one. We prove
this for many λ’s.]
§5 More Uncountable Cardinals, (label e), pg.40
[In §(5A) we outline a new proof for all λ > iω or just λ = λ〈θ;ℵ0〉, θ =
cf(θ) ∈ [ℵ1, λ]. In it we consider an increasing continuous sequence 〈Gm,i :
i ≤ θ〉 of groups; we try to get: if π is an automorphism of Gm,θ then
for some club E of θ we have i ∈ E ⇒ π(Gm,i) = Gm,i. For this we use
more group theory. Still to deal with π↾Gm,i for i ∈ Ss ∩ E we should use
Pr∗(λ, λ,ℵ0,ℵ0), colouring principle. In §(5B) we try to prove the theorem
for every λ > µ (see 3.6) compared to §(4A):
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in 4.1: weak θ = λ+(?)
in 4.2: use (S1, S3) only(?)
In the theorem we concentrate on the λ = µ+ case; works for λ > µ.]
§(5A) Regular λ, pg.40
[We prove that for “most” regular λ, the complete groups are dense in
Kexlfλ . We also give a more detailed proof of 4.7.]
§(5B) Singular λ, pg.44
[We deal with non-strong limit ones.]
§(5C) Strong Limit Singular and a New Property, pg.46
[We do this by continuing [Sh:331].]
§(5D) Continuation, pg.49
[In 5.25 we try to weaken the construction for θ-indecomposability using
two rows of k. Now 5.26, 5.27 are relatives of 5.4. Next Definition 5.28,
5.38 are relatives of Pr∗ and Claim 5.29, 5.32, 5.35, 5.41 are relatives of 5.4
inside 5.31, successor of singulars with 5.35 on singular not strong limit;
but unlike Pr∗ the uε are of cardinality < ∂ instead of finite and Definition
5.30, define M2.1 and Pr2.7 relative of Pr∗. Now Claim 5.39 a try to draw
complete 5. In the proof of 5.31 use “|uε| < ∂” appear. Question: in what
point needed?]
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§ 0. Introduction
§ 0(A). Review.
We deal mainly with the class of locally finite groups. We continue [Sh:312], see
history there.
We wonder:
Question 0.1. 1) Is there a universal G ∈ Klfλ , e.g. for λ = ℵ1 < 2
ℵ0 , i.e. consis-
tently?
2) Is there a universal G ∈ Klfλ , e.g. for λ = iω? Or just λ strong limit of cofinality
ℵ0 (which is not above a compact cardinal)?
See the end of §(3B). This leads to questions on the existence of amalgamation
bases. We give general claims on existence of amalgamation bases in §1.
That is, we ask:
Question 0.2. For an a.e.c. k or just a universal class (justified by §(0C)) we ask:
1) For λ ≥ LSTk, are the amalgamation bases (inKkλ) dense inK
k
λ? (Amalgamation
basis in kλ, of course, see 0.6).
2) For λ ≥ LSTk and κ = cf(κ) is the κ-majority of M ∈ Kkλ amalgamation bases?
(On κ-majority, see 0.2). The set of such (λ, κ) is called AMk. For weakly compact
λ > LSTk.
Using versions of existentially closed models in Kkλ, for λ weakly compact we get
(λ, λ) ∈ AMk. But surprisingly there are other cases: (λ, κ) when λ is strong limit
singular, with cf(λ) > LSTk measurable and κ = cf(λ) or just λ > κ > LSTk, κ is
measurable.
This is the the content of §1.
In §(3B) we return to the universality problem for µ = iω or just strong limit
of cofinality ℵ0. We prove for Klf and similar classes that if there is a universal
model of cardinality µ, then there is something like a special model of cardinality
µ, in particular, universal and unique up to isomorphism. This relies on §(3A),
which proves the existence of so-called θ-indecomposable (i.e. θ is not a possible
cofinality) models in Klf of various cardinalities.
Returning to Question 0.1(2), a possible avenue is to try to prove the existence
of universal members in µ when µ = Σµn each µn measurable < µ, i.e. maybe for
some reasonable classes this holds.
In §2 we deal with the number of a ∈ G2 definable over G1 ⊆ G2 in the orbital
sense and find a ZFC bound.
We consider in §4:
Question 0.3. For each pair λ ≥ µ + ℵ1 or even λ = µ > ℵ1, does every G ∈ Klf≤µ
have a complete extension in Kexlfλ .
The earlier results assume more than λ > µ, e.g. λ = µ+ ∧ µℵ0 = µ and
(λ, µ) = (ℵ1,ℵ0). Note that for Klf , the statement is stronger when fixing λ we
increase µ (because every G1 ∈ Klfµ has an extension in K
lf
λ when λ ≥ µ). We
intend to deal in §4,§5 with proving it for most pairs λ ≥ µ+ℵ1, even when λ = µ.
Note that if λ = µ+ and we construct a sequence 〈Gi : i < λ〉 of members from Kµ
increasing continuous, G0 = G with union of cardinality λ then any automorphism
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π of H =
⋃
i<λ
Gi satisfies {δ < λ : π maps Gδ onto Gδ} is a club, this helps. But
as we like to have λ = µ we can use only 〈Gi : i < θ〉, with θ = cf(θ) ≤ λ, to
be chosen appropriately. However, we have a substitute: if for unboundedly many
i < θ, θ /∈ CF(Gi), i.e. Gi is not θ-decomposable and θ = cf(θ) > ℵ0, then for any
automorphism π of Gθ =
⋃
i
Gi the set E = {δ < θ : π(Gδ) = Gδ} is a club of θ.
See, e.g. Shelah-Thomas [ShTh:524, §(3A)] on CF(G), the cofinality spectrum of
G.
An additional point is that we like our H to be more existentially closed, this is
interpreted as being (λ, θ)-full. We also need to “have a list of λ countable subsets
which is dense enough”, for this we use λ = λℵ0 or λ = λ〈θ;ℵ0〉.
See a related work with Paolini which deals with universal lf classes. Where
some of the cases here fit, we deal there with other cases.
§ 0(B). Amalgamation Spectrum. On a.e.c. see [Sh:88r], [Sh:E53]. We note
below that the versions of the amalgamation spectrum are the same (fixing λ ≥ κ)
for:
(∗) (a) a.e.c. k with κ = LSTk, λ = κ+ (τk);
(b) universal K with κ = sup{‖N‖ : N ∈ K is f.g.}, λ = κ+ |τk|;
Recall
The Representation Theorem 0.4. Let λ ≥ κ ≥ ℵ0.
1) For every a.e.c. k with |τk| ≤ λ and LSTk ≤ κ there is K such that:
(a) (α) K is a universal class;
(β) |τK| ≤ λ, τK ⊇ τk, |τK\τk| ≤ κ;
(γ) any f.g. member of K has cardinality ≤ κ.
(b) Kk = {N↾τk : N ∈ K}, moreover:
(b)+ if (α) and (β), then (γ), where:
(α) I is a well founded partial order such that s1, s2 ∈ I has a mlb (=
maximal lower bound) called s1 ∩ s2;
(β) M¯ = 〈Ms : s ∈ I〉 satifies s ≤I t ⇒ Ms ≤k Mt and Ms1 ∩Ms2 =
Ms1∩s2 ;
(γ) there is N¯ such that:
• N¯ = 〈Ns : s ∈ I〉;
• Ns ∈ K expand Ms;
• s ≤I t⇒ Ns ⊆ Nt.
(b)++ Moreover, in clause (b)+, if I0 ⊆ I is downward closed and N¯
0 = 〈N0s :
s ∈ I0〉 is as required in (b)+ on N¯↾I0, then we can demand there that
N¯↾I0 = N¯
0.
Proof. As in [Sh:88r]. 0.4
Definition 0.5. 1) We say K is a universal class when :
(a) for some vocabulary τ,K is a class of τ -models;
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(b) K is closed under isomorphisms;
(c) for a τ -modelM,M ∈ K iff every finitely generated submodel ofM belongs
to K.
Claim 0.6. For k,K as in 0.4 and see Definition 1.6.
1) If N ∈ Kλ0 ,M = N↾τk, then : N is a (λ1, λ2)-amalgamation base in K iff M is
a (λ1, λ2)-amalgamation base in k.
2) K has (λ0, λ1, λ2)-amalgamation iff k has (λ0, λ1, λ2)-amalgamation.
3) AMK = AMk see Definition 1.6(5).
Observation 0.7. If K is a universal class, κ ≥ sup{‖N‖ : N ∈ K is finitely
generated}, λ ≥ κ+ |τK|, then k = (K,⊆) and K are as in the conclusion of 0.4.
§ 0(C). Preliminaries.
Recall (this is used only in §5 and see more there)
Definition 0.8. Assume λ ≥ µ ≥ σ+ θ0 + θ1, θ¯ = (θ0, θ1); if θ0 = θ1 we may write
θ0 instead of θ¯.
1) Let Pr0(λ, µ, σ, θ¯) mean that there is c : [λ]
2 → σ witnessing it which means:
(∗)c if (a) then (b) where:
(a) (α) for ι = 0, 1 and α < λ we have ζ¯ι = 〈ζια,i : α < µ, i < iι〉, a
sequence without repetitions of ordinals < λ
(β) i0 < θ0, i1 < θ1;
(γ) h : i0 × i1 → σ
(b) for some α0 < α1 < µ we have:
• if i0 < i0 and i1 < i1 then c{ζ
0
α0,i0
, ζ1α1,i1} = h(i0, i1).
2) For ι ∈ {0, 1} let Pr0,ι(λ, µ, σ, θ¯) be defined similarly but we replace (a)(β) and
(b) by:
(a) (β)′ h : iι → σ;
(b)′ for some α0 < α1 < µ we have
• if i0 < i0 and i1 < i1 then c{ζ0α0,i0 , ζ
1
α1,i1
} = h(iι).
3) Let Pruf0,ι(λ, µ, σ, θ¯) mean that some c : [λ]
2 → σ witness it which means:
(∗)′
c
if (a) then (b) where:
(a) (α) as above
(β) h : iι → σ and D is an ultrafilter on i1−ι
(b) for some α0 < α1 < µ we have
• if i < iι then {j < i1−ι : c{ζιαι,i, ζ
1−ι
α1−ι,j
} = h(i)} belongs to D.
4) Let Pr1(λ, µ, σ, θ¯) be defined similarly to part (1) but inside (∗)c for some γ < σ
the function h is constantly γ.
4A) Let Pr∗0(λ, σ, θ) mean that there is c : [λ]
2 → σ witnessing it, which means:
(∗)1
c
like (∗)c in part (1) but
• in (a)(γ): for some γ < σ, h is constantly zero except that h(0, 0) = γ
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5) λ → [µ]2θ means some c : [λ]
2 → θ witness it which maens: if A ∈ [λ]
and i < θ then for some α1 < α2 from A¯ we have c{α1, α2} = i; follows from
Pr1(λ, λ, σ, θ), σ ≥ 1.
6) λ → [λ;λ]2θ means some c : [λ]
2 → θ witness it meaning: if A1 ∈ [λ]λ, A2 ∈ [λ]λ
and i < θ then for some α1 ∈ A,α2 ∈ A2 we have c{α1, α2} = 1 (note this follows
from Pr1(λ, λ, σ, θ), σ ≥ 1.
After Todorcevic [Tod85]:
Claim 0.9. 1) If λ > ℵ0 is regular, then Pr1(λ+, λ+, κ, κ).
2) ℵ1 9 (ℵ1;ℵ1)2ℵ1 .
Proof. 1) By [Sh:e, Ch.IV], see history there.
2) By Moore [Moo06]. 0.9
Relatives we shall use are 4.6, 5.28.
Notation 0.10. 1) For a group G let sbG(A) = sb(A,G) be the subgroup of G
generated by A.
2) Let CG(A) := {g ∈ G : ag = ga for every a ∈ G}.
The following will be used in §(3A),§4.
Definition 0.11. Let λ ≥ θ ≥ σ.
1) Let λ[θ;σ] = min{|P| : P ⊆ [λ]σ and for every u ∈ [λ]θ we can find u¯ = 〈ui : i <
i∗〉 such that i∗ < θ,∪{ui : i < i∗} = u and [ui]σ ⊆ P}; if λ = λσ then P = [λ]σ
witness λ = λ[θ;0] trivially.
2) Let λ〈θ;σ〉 = min{|P| : P ⊆ [λ]σ and for every u ∈ [λ]θ there is v ∈ [u]σ which
belongs to P}.
3) Let λ(θ;σ) = min{|P| : P ⊆ [λ]σ and for every u ∈ [λ]θ there is v ∈ P such that
|v ∩ u| = σ}.
4) If µ+ < λ and no cardinal in the interval (µ+, λ) is a fix point then for some
regular σ ≤ θ ∈ (µ, λ) we have λ〈θ;σ〉 = λ.
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§ 1. Amalgamation Bases
We try to see if there are amalgamation bases (Kkλ,≤k) and if they are dense
in a strong sense: determine for which regular κ, the κ-majority of M ∈ Kkλ are
amalgamation bases.
Another problem is Limk = {(λ, κ): there is a medium limit model in Kkλ},
see [Sh:88r]. This seems close to the existence of (λ, κ)-limit models, see [Sh:900],
[Sh:906] and [Sh:877]. In particular, can we get the following:
Question 1.1. If the set of M ∈ Kλ, which are an amalgamation base, is dense in
(Kλ,⊆), then in (Kλ,⊆) there is a (λ,ℵ0)-limit model.
We shall return to this in §(3C).
Convention 1.2. 1) k = (Kk,≤k) is an a.e.c. but for simplicity we allow an empty
model, ≤k than anybody else.
2) K = Kk, but we may write K instead of k when not said otherwise.
Definition 1.3. 1) For M ∈ Kk and µ ≥ LSTk and ordinal ε we define an equiva-
lence relation EM,µ,ε = E
M
µ,ε = E
M
ε = Eε by induction on ε.
Case 1: ε = 0.
EMε is the set of pairs (a¯1, a¯2) such that: a¯1, a¯2 ∈
µ>M have the same length and
realize the same quantifier free type, moreover, for u ⊆ ℓg(a¯1) we haveM↾(a¯1↾u) ≤k
M ⇔M↾(a¯2↾u) ≤k M .
Case 2: ε is a limit ordinal.
Eε = ∩{Eζ : ζ < ε}.
Case 3: ε = ζ + 1.
a¯1E
M
ε a¯2 iff for every ℓ ∈ {1, 2}, α < µ and b¯ℓ ∈
αM there is b¯3−ℓ ∈ αM such
that (a¯1ˆb¯1)Eζ(a¯2ˆb¯2).
Definition 1.4. For µ > LSTk and ordinal ε we defineKk,ε = Kε,Kk,µ,ε = Kµ,ε by
induction on ε by (well the notation Kε from here and Kλ = {M ∈ K : ‖M‖ = λ}
are in conflict, but usually clear from the context):
(a) Kε = Kk for ε = 0;
(b) for ε a limit ordinal Kε = ∩{Kζ : ζ < ε};
(c) for ε = ζ + 1, let Kε be the class of M1 ∈ Kζ such that: if M1 ⊆
M2 ∈ Kζ , a¯1 ∈ µ>M1, b¯2 ∈ µ>(M2) then for some b1 ∈ µ>M1 we have
a¯ˆb¯1E
M1
ζ a¯ˆb¯2.
Claim 1.5. For every ε:
(a) for every M1 ∈ Kk there is M2 ∈ Kε extending H;
(b) EMε has ≤ iε+1(µ) equivalence classes, hence in clause (a) we can
1 add
‖M2‖ ≤ ‖M1‖+ iε+1(µ);
(c) M1 ∈ Kµ,ε when Kε has amalgamation and M1 ⊆M2,M2 ∈ Kε implies:
• if ζ < ε, a¯ ∈ µ>(M1), b¯2 ∈ µ>(M2) then there is b¯1 ∈ ℓg(b¯)(M1) such
that a¯ˆb¯1E
M2
µ,ζ a¯ˆb¯2;
1We can improve the bound a little, e.g.if µ = χ+ then iε+1(χ) suffices.
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(d) if I is a (< µ)-directed partial order and Ms ∈ Kε is ⊆-increasing with
s ∈ I, then M =
⋃
s
Ms ∈ Kε;
(e) if H1 ⊆ H2 are from Kε then H1 ≺L∞,µ,ε(k) H2;
(f) if ε = µ, µ = cf(µ) or ε = µ+, and H1 ⊆ H2 are from Kµ,ε, then H1 ≺Lµ,µ
H2.
Proof. We can prove this by induction on ε. The details should be clear. 1.5
Definition 1.6. 1) We sayM0 ∈ Kλ is a χ¯-amalgamation base when : χ¯ = (χ1, χ2)
and χℓ ≥ ‖M‖ and if M0 ≤k Mℓ ∈ Kχℓ for ℓ = 1, 2, then for some M3 ∈ Kk which
≤k-extend M , both M1 and M2 can be ≤k-embedded into M3 over M0.
2) We may replace “χℓ” by “< χℓ” with obvious meaning (so χℓ > ‖M0‖). If
χ1 = χ2 we may write χ1 instead of (χ1, χ2). If χ1 = χ2 = λ we may write
“amalgamation base”.
3) We say Kk has (χ¯, λ, κ)-amalgamation bases when the κ-majority of M ∈ Kλ is
a χ¯-amalgamation base where:
3A) We say that the κ-majority of M ∈ Kλ satisfies ψ when some F witnesses it,
which means:
(∗) (a) F is a function with2 domain {M ∈ Kk : M has universe an ordinal
∈ [λ, λ+)};
(b) if M ∈ Dom(F ) then M ≤k F (M) ∈ Dom(F );
(c) if 〈Mα : α ≤ κ〉 is increasing continuous, Mα ∈ Dom(F ) and M2α+2 =
F (M2α+1) for every α < κ, then Mκ is a χ¯-amalgamation base.
4) We say the pair (M,M0) is an (χ, µ, κ)-amalgamation base (or amalgamation
pair) when : M ≤k M0 ∈ Kk, ‖M‖ = κ, ‖M0‖ = µ and if M0 ≤k Mℓ ∈ K≤χ for
ℓ = 1, 2, then for some M3, f1, f2 we have M0 ≤k M3 ∈ Kk and fℓ ≤k-embeds Mℓ
into M3 over M0.
5) Let AMK = AMk be the class of pairs (λ, κ) such that K has ((λ, λ), λ, κ)-
amalgamation bases.
Definition 1.7. 1) For k, χ¯, λ, κ as above and S ⊆ λ+ (or S ⊆ Ord but we use
S ∩ λ+) we say k has (χ¯, λ, κ, S)-amalgamation bases when there is a function F
such that:
(∗)F (a) F is a function with domain {M¯ : M¯ is a ≤k-increasing continuous
sequence of members of Kk each with universe an ordinal ∈ [λ, λ+)
and length i+ 1 for some i ∈ S};
(b) if M¯ = 〈Mi : i ≤ j〉 ∈ Dom(F ) then:
(α) F (M¯) ∈ Kk;
(β) Mj ≤k F (M¯);
(γ) F (M¯) has universe an ordinal ∈ [λ, λ+];
(c) if δ = sup(S ∩ δ) < λ+ has cofinality κ and M¯ = 〈Mi : i ≤ δ〉 is ≤k-
increasing continuous and for every j < κ we have j ∈ S ⇒ M¯j+1 =
F (M¯↾(j+1)) hence M¯↾(j+1) ∈ Dom(F ) then Mδ is a χ¯-amalgamation
base.
2We may use F with domain {M¯ : M = 〈Mi : i < j〉 is increasing, each Mi ∈ K has universe
an ordinal α ∈ [λ, λ+)}; see [Sh:88a].
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2) We say k has the weak (χ¯, λ, κ, S)-amalgamation bases when above we replace
clause (c) by:
(c)′ if 〈Mi : i < λ+〉 is ≤k-increasing and j ∈ S ∩ λ+ ⇒ Mj+1 = F (M¯↾(j + 1))
then for some club E of λ+ we have δ ∈ E and cf(δ) = κ ⇒ Mδ is a
χ¯-amalgamation base.
3) We say k has (χ¯, λ,W, S)-amalgamation bases when W ⊆ λ+ is stationary and
in part (2) we replace (in the end of (c)′, “δ ∈ E and cf(δ) = κ” by “δ ∈ E ∩W”.
Proof. Easy. 1.19
Claim 1.8. 1) If λ = κ > LSTk is a weakly compact cardinal and M ∈ Kκ,1, see
Definition 1.4 then M is a κ-amalgamation base.
2) If κ is compact cardinal and λ = λ<κ and M ∈ Kκ,1 has cardinality λ, then M
is a (<∞)-amalgamation base; so k has (<∞, λ,≥ κ)-amalgamation bases.
3) In part (2), κ has to satisfy only: if Γ is a set ≤ λ of sentences from LLST(k)+,ℵ0
and every Γ′ ∈ [Γ]<κ has a model, then Γ has a model.
Proof. Use the representation theorem for a.e.c. from [Sh:88r, §1] which is quoted
in 0.4 here and the definitions. 1.8
Conclusion 1.9. If the pair (λ, κ) is as in 1.8, then k has (λ, κ)-amalgamation
bases; see 1.6(3).
Claim 1.10. If k,K are as in 0.4 and the universal class K, i.e. (K,⊆) have
(χ¯, λ, κ) amalgamation and λ ≥ LST(k), then so does k.
Proof. Easy. 1.10
A surprising result says that in some singular cardinals we have “many” amalga-
mation bases.
Claim 1.11. If µ is a strong limit cardinal and cf(µ) > LSTk is a measurable
cardinal (so µ is measurable or µ is singular but the former case is covered by
1.8(1)) then K has (µ, cf(µ))-amagamation bases.
Proof. By 1.10 without loss of generality k is a universal class K. Without loss of
generality µ is a singular cardinal (otherwise the result follows by Claim 1.8). Let
κ = cf(µ), D a normal ultrafilter on κ and let 〈µi : i < κ〉 be an increasing sequence
of cardinals with limit µ such that µ0 ≥ LSTk + κ.
We choose u such that:
(∗)1 (a) u = 〈u¯α : α < µ+〉;
(b) u¯α = 〈uα,i : i < κ〉;
(c) uα,i ∈ [α]µi is ⊆-increasing with i;
(d) α =
⋃
i<κ
ui,κ;
(e) if α < β < µ+, then uα,i ⊆ αβ,i for every i < κ large enough
For transparency we allow =M to be non-standard, i.e. just a congruence relation
on M .
We now choose functions F,G by:
(∗)2 (a) dom(F ) = {M ∈ Kk :M has universe some α ∈ [µ, µ+)};
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(b) for α ∈ [µ, µ+) let Mα = {M ∈ Kk :M has universe α
(c) for M ∈ Mα, u ⊆ α let M [u] = M↾cℓ(u,M) and let M [i] = M [uα,i],
hence u ⊆ α⇒M [u] ≤k M ;
(d) if M ∈ dom(F ) has universe α then M+ = F (M) satisfies:
(α) M ⊆M+ ∈Mα+λ (equivalently M ≤k M+ ∈ Mα+λ)
(β) if i < κ and M [i] ≤ N ∈ Kµi , then exactly one of the following
occurs:
• there is an embedding of N into M+ over M [i]
• there is no M ′ ∈ K extending M+ and an embedding of N
into M ′ over M [i]
This is straightforward. It is enough to prove that F witnesses that k has (µ, κ)-
amalgamation bases, i.e. using F (〈Mi : i ≤ j〉) = F (Mj).
For this it suffices:
(∗)3 M1,M2 can be amalgamated over Mκ when :
(a) 〈Mi : i ≤ κ〉 is ≤k-increasing continuous;
(b) Mi ∈ Kkµ has universe αi,M2i+2 ∈ Mα2i+2 ;
(c) F (M2i+1) =M2i+2;
(d) Mκ ⊆M1 ∈ Kkµ and Mκ ⊆M
2 ∈ Kkµ.
We can find an increasing (not necessarily continuous) sequence 〈ε(i) : i < κ〉 of
ordinals < κ such that i < j < κ⇒ uαε(i),j ⊆ uαε(j),j and ui = uαε(i),i, u
∗
i ∈ [ακ]
≤µi
is ⊆-increasing.
Without loss of generality M ′,M ′′ has universe β = ακ + µ.
Now,
(∗) let 〈u∗i : i < κ〉 be ⊆-increasing with union β such that:
i < κ⇒ ui ⊆ u∗i .
Notice that:
⊞ it suffices to prove that: for every i < κ,M1[u∗i ],M
2[u∗i ] can be≤k-embedded
into Mκ over Mκ[ui] (you can use its closure); say h
ι
i is a ≤k-embedding of
M ι[u∗i ] into Mκ over Mκ[ui].
It suffices to prove⊞ by taking ultra-products, i.e. letNi be (µ
+,Mκ,M
ι,M ι[uι]ui, h
ι
i)ι=1,2
and let D be a normal ultrafilter on κ and “chase arrows” in
∏
i<κ
Ni/D. It is possible
to prove ⊞ by the choice of F . 1.11
Claim 1.12. 1) Assume κ > θ > LSTk, θ is a measurable and κ is weakly compact.
then k has (κ, θ)-amalgamation bases.
2) Assume κ, θ are measurable cardinals > LSTk and µ > κ + θ is strong limit
singular of cofinality κ. Then k has (µ, θ)-amalgamation bases.
3) If κ > θ > LSTk, θ is a measurable cardinal and {M ∈ Kkκ : M is a (χ1, χ2)-
amagamation base} is ≤k-dense in Kkκ, then k has (χ1, χ2, κ, θ)-amalgamation
bases.
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Proof. 1) As k has (κ, κ)-amalgamation bases by 1.8(1) we can apply part (3) of
1.12 with (κ, κ, κ, θ) here standing for (χ1, χ2, κ, θ) there.
2) Similarly to part (1) using 1.11 instead of 1.8(1).
3) Similar to the proof of 1.11, that is, we replace ⊞ by Claim 1.13 and (∗)2 by:
(∗)12 if M ∈ Kα, then F (M) is a member of Kk which is a χ¯-amaglamation base
and M ≤k F (M).
1.12
Claim 1.13. Assume M¯ = 〈Mi : i ≤ κ〉 is ≤k-increasing (not necessarily con-
tinuous) and Mκ :=
⋃
i<κ
Mi is of cardinality ≤ min{χ1, χ2} and each Mi is a
χ¯-amalgamation base. Then Mκ is a χ¯-amalgamation base.
Claim 1.14. 1) In 1.11, we can replace “(µ, cf(µ))−amalgamationbase”by“(µ, cf(µ), S)-
amalgamation base” for any unbounded subset S of S.
2) Similarly in 1.12.
Question 1.15. 1) What can AMk = {(λ, κ) : k has (λ, κ)-amalgamation, λ > LSTk}
be?
2) What is AMk for k = Kexlf?
3) Suppose we replace κ by stationary W ⊆ {δ < λ+ : cf(δ) = κ}. How much does
this matter?
Discussion 1.16. 1) May be helpful for analyzing AMKlf but also of self interest
is analyzing Sk,n[K] with k, n possibly infinite, see [Sh:312, §4].
2) In fact for 1.15(3) we may consider Definition 1.17.
Definition 1.17. For a regular θ and µ ≥ α let:
(A) Seq0µ,α is in the class of N¯ such that:
(a) N¯ = 〈Ni : i ≤ α〉 is ≤k-increasing continuous except for i = 0;
(b) i 6= 0⇒ ‖Ni‖ = µ;
(c) |N0| = 0;
(B) Seq1µ,α = {n = (N¯
1, N¯2) : N¯ ι ∈ Seq0µ,α+1 and β ≤ α ⇒ N
1
β = N
2
β so let
Nβ = Nn,β = N
1
β ;
(C) we define the game aN¯,n for n ∈ Seq
1
µ,α;
(a) a play last α+ 1 moves and is between AAM and AM;
(b) during a play a sequence 〈(Mi,M ′i , fi) : i ≤ α〉 is chosen such that:
(α) Mi ∈ Kλ is ≤k-increasing continuous;
(β) fi is a ≤k-embedding of Nn,i into Mi and even M ′i ;
(γ) fi is increasing continuous for limit i, fδ =
⋃
i<δ
fi and f0 is empty;
(δ) Mi ≤k M ′i+1 ≤Mi+1 and for i limit or zero M
′
i =Mi;
(c) (α) if i = 0 in the i-th move first AM chooses M0 and
second AAM chooses f0 = ∅,M ′0 =M0;
(β) if i = j+1, in the i-th move first AM chooses fi,M
′
i and second
A˚ chooses Mi;
(γ) if i is a limit ordinal: Mi, fi,M
′
i are determined;
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(δ) if i = α + 1, first AAM chooses Ni ∈ {N1α, N
2
α} and then this
continues as above;
(d) the player AMM wins when AM has no legal move;
(D) let Seqk be the set of λ, µ, θ such that there is n satisfying:
(a) n ∈ Seq1µ,θ;
(b) N1
n,θ+1, N
2
n,θ+2 cannot be amalgamated over Nn,θ(= N
ι
n,θ, ι = 1);
(c) in the game an, the player AM has a winning strategy.
Question 1.18. 1) What can be Seq
k
for k an a.e.c. with LSTk = χ?
2) What is SeqKlf ?
Claim 1.19. Let S be the class of odd ordinals.
1) If k has (χ¯, λ, κ, S)-amalgamation then k has (χ¯, λ, κ)-amalgamation.
2) If λ = λ<κ then also the inverse holds.
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§ 2. Definability
The notion of “a ∈ M2\M1 is definable over M1” is clear for first order logic,
M1 ≺M2. But in a class like Klf we may wonder.
Claim 2.1. Below (i.e. in 2.3 - 2.6) we can replace Klf by:
(∗) k is a a.e.c. and one of the following holds:
(a) k is a universal, so k1 = k↾{M ∈ Kk :M is finitely good} determine k;
(b) like (a) but k1 is closed under products;
(c) like (a), but in addition:
(α) 0k = 0k1 is an individual constant;
(β) if M1,M2 ∈ Kk1 then N =M1×M2 ∈ Kk1 ; moreover fℓ :Mℓ →
N is a ≤k1-embedding for ℓ = 1, 2 where:
• f1(a1) = (a1, 0M2);
• f2(a2) = (0M1 , a2).
Discussion 2.2. Can we in (c) define types as in 2.3 such that they behave suitably
(i.e. such that 2.5, 2.6 below works?) We need cℓ(A,M) to be well defined.
Definition 2.3. 1) For G ⊆ H ∈ Klf we let uniq(G,H) = {x ∈ H : if H ⊆ H
+ ∈
Klf , y ∈ H+ and tpbs(y,G,H
+) = tpbs(x,G,H) then y = x}.
1A) Above we let uniqα(G,H) = uniq
1
α(G,H) = {x¯ ∈
αH : if H ⊆ H+ ∈ Klf , then
no y¯ ∈ α(H+) realizes tpbs(x¯, G,H) in H
+ and satisfies Rang(y¯) ∩Rang(x¯) ⊆ G}.
1B) Let uniq2α(G,H) be defined as in (1A) but in the end “Rang(x¯) = Rang(y¯)”.
1C) Let uniq3α(G,H) be defined as in (1A) but in the end “x¯ = y¯”.
2) For G1 ⊆ G2 ⊆ G3 ∈ Klf let uniq(G1, G2, G3) = {x ∈ G2: if G3 ⊆ G ∈ Klf then
for no y ∈ G\G2 do we have tpbs(y,G1, G) = tpbs(x,G1, G2).
Question 2.4. 1) Given λ, can we bound {|uniq(G,H)| : G ⊆ H ∈ Klf and |G| ≤ λ}.
2) Can we use the definition to prove “no G ∈ Klf
iω
is universal”?
To answer 2.4(1) we prove 2λ is a bound and more; toward this:
Claim 2.5. If (A) then (B), where:
(A) (a) Gn ∈ Klf for n < n∗;n∗ may be any ordinal but the set {Gn : n < n∗}
is finite;
(b) hα,n : I → Gn for α < γ∗, n < n∗;
(c) if s ∈ I, then the set {(Gn, hα,n(s)) : α < γ∗ and n < n∗} is finite;
(B) there is (H, a¯) such that:
(a) H ∈ Klf ;
(b) a¯ = 〈as : s ∈ I〉 generates H;
(c) if s0, . . . , sk−1 ∈ I then
tpat(〈asℓ : ℓ < k〉, ∅, H) =
⋂
n,α
tpat(〈hα,n(s0), . . . , hα,n(sk−1〉, ∅, Gn);
(d) the mapping bs → as for s ∈ I∗ embeds H∗ into H when :
(∗) H∗ ⊆ Gn for n < n∗, I∗ ⊆ I, 〈bs : s ∈ I∗〉 list the elements of H∗
(or just generates it) and α < γ∗ ∧ s ∈ I∗ ∧ n < n∗ ⇒ hα,n(s) =
bs.
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Proof. Note that:
(∗)1 there are H and a¯ such that:
(a) H is a group;
(b) a¯ = 〈as : s ∈ I〉;
(c) as ∈ H ;
(d) a¯ generates H ;
(e) for any finite u ⊆ I and atomic formula ϕ(x¯[u]) we have H |= ϕ(a¯[u])
iff for every n < n∗ we have Gn |= ϕ[. . . , hα,n(s), . . .]s∈u.
[Why? Let Gα,n = Gn for α < γ∗, n < n∗ and let H = Π{Gα,n : n < n∗, α < γ∗}
and let as = 〈hα,n(s) : (α, n) ∈ (γ∗, n∗)〉 for s ∈ I and, of course, a¯ = 〈as : s ∈ I〉.]
(∗)2 Without loss of generality a¯ generates H , i.e. (B)(d) holds.
[Why? Just read (∗)1.]
(∗)3 If u ⊆ I is finite, then cℓ(a¯[u], H) is finite (and for 2.1 it belongs to Kk)
[Why? By Clause (A)(c) of Claim 2.5; and for 2.1 recalling 2.1(d).]
(∗)4 H ∈ Klf (i.e. (B)(a) holds).
[Why? By (∗)2 + (∗)3; for 2.1 use also 2.1(d).]
(∗)5 Clause (B)(c) holds.
[Why? By (∗)1(e).]
(∗)6 Clause (B)(d) holds.
[Why? Follows from our choices.] 2.5
Claim 2.6. If G1 ∈ K
lf
≤λ and G1 ⊆ G2 ∈ Klf has cardinality ≤ µ = µ
λ (e.g.
G1, G2 ∈ Klfλ , µ = 2
λ), then for some pair (G3, X) we have:
⊕ (a) G2 ⊆ G3 ∈ K
lf
µ
(b) X ⊆ G3 has cardinality ≤ 2λ
(c) if c ∈ G3, then exactly one of the following occurs:
(α) c ∈ X and {b ∈ G3 : tpat(b,G1, G3) = tpat(c,G1, G3)} is a
singleton (and this holds also in G4 when G3 ⊆ G4 ∈ Klf);
(β) there are ‖G3‖ elements of G realizing tpbs(a,G1, G3);
(d) if α < λ+, a¯ ∈ α(G3) and p(x¯[α]) = tpat(a¯, G,G3), p
′(x¯[α]) = tpbs(a¯, G,G3),
then for some non-empty P ⊆ P(α) closed under the intersection of
2 to which α belongs we have:
(α) if a¯′, a¯′′ ∈ α(G3) realizes p(x¯[α]) then u := {β < α : (a
′
β =
a′′β)} ∈ P;
(β) if u ∈ P then we can find 〈a¯ε : ε < ‖G3‖〉 a ∆-system with heart
u (i.e. a¯ε1,β1 = a¯ε2,β2 ⇔ ((ε1, β1) = (ε2, β2)) ∨ (β1 = β2 ∈ u)),
each a¯ε realizing p(x¯[α] and even p
′(x¯[α])).
Remark 2.7. 1) Can we generalize the (weak) elimination of quantifiers in modules?
2) An alternative presentation is to try GID/E , where:
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• E ⊆ {E : E is an equivalence relation on I such that I/E is finite} and
(E ≥) is directed;
• GID is G
I↾{f : f +G and there is E ∈ E such that sEt⇒ f(s) = f(t)}.
3) For suitable (I,D, E ) we have: if p is a set of ≤ µ basic formulas with parameters
from G1 = G
I
D/E we have: p is realized in G1 iff every ϕ1, . . . , ϕn,¬ϕi ∈ p, ϕℓ
atomic is realized in G1.
Proof. We can easily find G3 such that:
(∗)1 (a) G2 ⊆ G3 ∈ Klfµ ;
(b) if G3 ⊆ H ∈ Klf , γ < λ+, a¯ ∈ γH and u = {α < γ : aα ∈ G3}, then
there are a¯ε ∈ γ(G3) for ε < µ such that:
(α) tpbs(a¯
ε, G1, G3) = tpbs(a¯, G1, G3);
(β) if ε, ζ < µ and α, β < γ and aεα = a
ζ
β then ((ε, α) = (ζ, β))∨(α =
β ∧ aεα = aα = a
ζ
α).
We shall prove that
(∗)2 G3 is as required in ⊕.
Obviously this clearly suffices. Clearly clause ⊕(a) holds and clauses ⊕(b) + (c)
follows from clause ⊕(d).
[Why? Without loss of generality G1 = K
lf
λ , let 〈aβ : β < λ〉 list the elements
of G1. For c ∈ G3 let a¯c = 〈aβ : β < λ〉ˆ〈c〉 and applying clause (d) we get
Pc ⊆ P(λ+ 1) as there. We finish letting X := {c ∈ G3 : λ /∈ Pc}.]
Now let us prove clause⊕(d), so let α < λ+, a¯ ∈ α(G3) and p(x¯[α]) = tpat(a¯, G1, G3)
and p′(x¯[α]) = tpbs(a¯, G1, G3); without loss of generality a¯ is without repetitions
but this is not used.
Define:
(∗)3 P = {u ⊆ α: there are a¯′, a¯′′ ∈ α(G3) realizing p(x¯[α]) such that u = (∀β <
α)(β ∈ u ≡ a′β = a
′′
β)}.
Now
(∗)4 α ∈ P.
[Why? Let a¯′ = a¯′′ = a¯.]
(∗)5 if u1, u2 ∈ P, then u1 ∩ u2 ∈ P.
[Why? Let a¯′ℓ, a¯
′′
ℓ witness that uℓ ∈ P, i.e. both a¯
′
ℓ, a¯
′′
ℓ realize p(x¯[α]) in G3 and
uℓ = {β < α : a′ℓ,β = a
′′
ℓ,β}.
Let I = I∗ +
∑
ε<µ
Iε be linear orders (so pairwise disjoint), where we chose the
linear orders such that Iε ∼= α for ε < µ and let sε,β be the β-th member of Iε and
let 〈cs : s ∈ I∗〉 list G3 such that cs(∗) = eG3 and s(∗) ∈ I∗.
We shall now apply 2.5, so let
(a) γ∗ = 1 + α+ α and n∗ = 1
(b) for ε < µ, γ < γ∗ let 〈hγ,0(sε,β) : β < α〉 be equal to:
• a¯ if γ = 0;
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• a¯′1 if γ ∈ {1 + ζ : ζ < ε};
• a¯′′1 if γ ∈ [1 + ζ : ζ ∈ [ε, α)};
• a¯′2 if γ ∈ {1 + α+ ζ : ζ < ε};
• a¯′′2 if γ ∈ {1 + α+ ζ : ζ ∈ [ε, α)};
(c) hγ,0(s) = cs for s ∈ I, γ < γ∗;
(d) G3, G3, I, I∗ here stand for G0, H∗, I, I∗ there.
We get (H, a¯∗) as there, so by (B)(d) there essentially G3 ⊆ H and by (B)(c)
there the a¯∗↾Iε realizes p(x¯[α]); moreover, realizes p
′(x¯[α]); also 〈a¯
∗↾Iε : ε < µ〉 is a
∆-system with heart u.
The rest should be clear; we do not need to extend G3 by (∗)1.] 2.6
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§ 3. Klf
§ 3(A). Indecomposability. In this section we deal with indecomposability, equiv-
alently CF(M), see e.g. [ShTh:524]; which is meaningful and of interest also for
other classes.
Definition 3.1. 1) We say θ ∈ CF(M) or M is θ-decomposable when : θ is regular
and if 〈Mi : i < θ〉 is ⊆-increasing with union M , then M =Mi for some i.
2) We say M is Θ-indecomposable when it is θ-indecomposable for every θ ∈ Θ.
3) We sayM is (6= θ)-indecomposable when : θ is regular and if σ = cf(σ) 6= θ then
M is σ-indecomposable.
4) We say c : [λ]2 → χ is θ-indecomposable when : if 〈ui : i < θ〉 is ⊆-increasing
with union λ then χ = {c{α, β} : α 6= β ∈ ui} for some i < θ; similarly for the
other variants.
5) If we replace⊆ by≤k, k an a.e.c., then we write CFk(M) or “θ−k-indecomposable”.
Definition 3.2. We say G is θ-indecomposable inside G+ when :
(a) θ = cf(θ);
(b) G ⊆ G+;
(c) if 〈Gi : i ≤ θ〉 is ⊆-increasing continuous and G ⊆ Gθ ⊆ G+ then for some
i < θ we have G ⊆ Gi.
Discussion 3.3. 1) The point of the definition of indecomposable is the following
observation, 3.4.
2) Using cases of indecomposability, see 3.6, help here to prove density of complete
members of Klfλ and improve characterization of the existence of universal members
in e.g. cardinality iω .
Observation 3.4. 1) If 〈Mi : i < δ〉 is ≤k-increasing with union M , each Mi is
θ − k-indecomposable and cf(δ) 6= θ, then M is θ − k-indecomposable.
2) If 〈M ℓi : i < θ〉 is ≤k-increasing and for ℓ = 1, 2,
⋃
i
M1i = M =
⋃
i
M2i and each
M1i is θ − k-indecomposable, then
∧
i<θ
∨
j<θ
M1i ≤k M
2
j .
3) If 〈M ℓi : i ≤ δ〉 is ≤k-increasing continuous and each M
ℓ
i+1 is θ−k-indecomposable
for i < δ, ℓ = 1, 2 and M1δ =M
2
δ and θ = cf(δ) > ℵ0, then {i < δ :M
1
i =M
2
i } is a
club of δ.
4) If M is a Jonsson algebra of cardinality λ, then M is (6= cf(λ))-indecomposable.
5) Assume J is a directed partial order, 〈Ms : s ∈ J〉 is ⊆-increasing and J∗ := {s ∈
J :Ms is θ−t-indecomposable} is cofinal in J . Then
⋃
s∈J
Ms is θ−k-indecomposable
provided that:
(∗) if
⋃
i<θ
Ji ⊆ J is cofinal and 〈Ji : i < θ〉 is ⊆-increasing, then for some i, Ji
is cofinal in J or at least
⋃
s∈Ji
Ms =
⋃
s∈J
Ms.
Proof. Should be clear but we elaborate, e.g.:
5) Toward contradiction let 〈Ni : i < κ〉 be ⊆-increasing with union
⋃
s∈J
Ms. For
each s ∈ J∗ there is i(s) < κ such that Ni(s) ⊇ Ms. Let Ji = {t(s) : s ∈ J∗ and
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i(s) ≤ i} for i < θ. Clearly 〈Ji : i < θ〉 is as required in the assumption of (∗),
hence for some i < θ we have
⋃
s∈J
Mi =
⋃
s∈Ji
Ms, so necessarily Ni ⊇ ∪{Ms : s ∈ J},
and thus equality holds. 3.4
We turn to Klf .
Claim 3.5. 1) Assume I is a linear order and c : [I]2 → θ is θ-indecomposable,
G1 ∈ Klf and ai ∈ G1(i < θ) are
3 pairwise commuting and each of order 2.
Then there is G2 such that:
(a) G2 ∈ Klf extends G1;
(b) G2 is generated by G1 ∪ b¯ where b¯ = 〈bs : s ∈ I〉;
(c) bs commutes with G1 and has order 2 for s ∈ I
(d) if s1 6= s2 are from I then [bs1 , bs2 ] = ac{s1,s2};
(e) G2 is generated by G1 ∪ b¯ freely except the equations implicit in (a)-(d)
above;
(f) sb({ai : i < θ}, G1) is θ-indecomposable inside G2; see Definition 3.2.
2) Assume I a linear order is the disjoint union of 〈Iα : α < α∗〉, uα ⊆ Ord has
cardinality θα and cα : [Iα]
2 → uα is θα-indecomposable for α < α∗, 〈uα : α < α∗〉
is a sequence of pairwise disjoint sets with union u and 0 /∈ u and aε ∈ G1 and for
aε, aζ commute for ε, ζ ∈ uα, α < α∗ and each aε has order 2, and a0 = e.
Let c : [I]2 → u ∪ {0} extends each cα and is zero otherwise.
Then there is G2 such that:
(a)-(e) as above
(f) if α < α∗ then sb({aα,ε : ε < θα}, θ1) is θα-indecomposable inside G2.
Proof. For notational simplicity for f part (2) without loss of generality :
(∗)0 each Iα is a convex subset of I.
Let G2 be the group generated freely by G1 ∪ b¯ modulo the equations in Γ where:
(∗)1 Γ =
⋃
ℓ<4
Γℓ where
(a) Γ0 is the set of equations G1 satisfies
(b) Γ1 = {bsbs = e : s ∈ I}
(c) Γ2 = {b−1s abs = a : a ∈ G1 and s ∈ I}
(d) Γ3 = {[bs, bt] = ac{s,t} : s <I t}.
Next,
(∗)2 (a) we define the relation < on [I]<ℵ0 by u1 <I u2 ⇔ (∀s1 ∈ u1)(∀s2 ∈
u1)(s1 <I s2); we may replace uℓ by sℓ if uℓ = {sℓ}; note that by our
choice, u ∈ [I]<ℵ0 ⇒ ∅ < u < ∅
(b) if u = {s0 > . . . > sn−1}, sn−1 > s let as,u = ac{s,s0}ac{s,s1} . . . ac{s,sn−1}
so of order 2 because c{s, sℓ} < θ so ac{s,sℓ} ∈ A := {ai : i < θ}.
3The demand “the ai’s commute in G1” is used in the proof of (∗)8, and the demand “aβi has
order 2” is used in the proof of (∗)7.
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Let
(∗)3 X = {(u, a) : u ⊆ I is finite and a ∈ G1}.
Now we define a function h from the set Y = G1 ∪ b¯ of generators of G2 into
Sym(X ) as follows, we may write hx instead of h(x).
First,
(∗)4 for c ∈ G1 we choose hc ∈ Sym(X ) as follows: for a ∈ G1 let hc(u, a) =
(u, ca).
Now clearly,
(∗)5 (a) hc ∈ Sym(X ) for c ∈ G1;
(b) c 7→ hc is an embedding of G1 into Sym(X ).
Next
(∗)6 for t ∈ I we define ht : X → X by defining ht(u, a) by induction on |u|
for (u, a) ∈ X as follows:
(a) if u = ∅ then ht(u, a) = ({t}, a)
(b) if u = {s} then ht(u, a) is defined as follows:
(α) if t <I s then ht(u, a) = ({t, s}, a)
(β) if t = s then ht(u, a) = (∅, a)
(γ) if s <I t then ht(u, a) = ({s, t}, ac{s,t}a)
(c) if s1 < . . . < sn list u ∈ [I]n and k ∈ {0, . . . , n} and s ∈ (sk, sk+1)I
where we stipulate s0 = −∞, sn+1 = +∞ then
ht(u, a) = (u ∪ {t}, ac{s0,t)ac{s1,t} . . . ac{sk,t}a)
(d) if s1 < . . . < sn list u ∈ [I]n and k ∈ {0, . . . , n− 1} and t = sk+1 then
ht(u, a) = (u\{t}, ac{s1,t}ac{s2,t} . . . ac{sk,t}a).
Note that (∗)6(b)(α) is the same as (∗)6(c) for n = 1 and (∗)6(b)(γ) is the same as
(∗)6(d) for n = 1.
Now clearly
(∗)7 if t ∈ I then ht ∈ Symc(X ) has order 2.
[It is enough to prove ht(ht(η, a)) = (η, a). We divide to cases according to “by
which clause of (∗)6 is ht(η, a) defined”.
If the definition is by (∗)6(a) then ht(∅, a) = ({t}, a) and by (∗)6(b)(β)
htht(∅, a) = ht({t}, a) = (∅, a).
If the definition is by (∗)6(b)(β), the proof is similar.
If the definition is by (∗)6(b)(γ) then recalling (∗)6(d)
ht(ht(u, a)) = ht(ht({s}, a)) = ht({s, t}, ac{s,t}a) = ({s}, ac{s,t}ac{s,t}a).
But in the claim we assume ac{s,t} and every ai have order 2.
If the definition is by (∗)(b)(α), the proof is similar.
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If the definition is by (∗)6(c), then recall (∗)6(d) and compute similarly to the two
previous cases, recalling 〈ac{s,t} : s ∈ I〉 are pairwise commuting of order 2.
If the definition is by (∗)6(d) - this is just like the last case.]
(∗)8 [hs1 , hs2 ] = hac{s1,s2} in G2 for s1, s2 ∈ I.
[Why? We have to check by cases; here we use “the aε’s are pairwise commuting
for s ∈ uα” and the choice of c′.]
(∗)9 if c ∈ G1 and t ∈ I then hc, ht commute in Sym(X ).
[Why? Just read (∗)4 + (∗)6.]
(∗)10 (a) the mapping c 7→ hc from G1 ∪ {bs : s ∈ I} respects all the equations
from Γ
(b) there is a homomorphism h from G2 into Sym(X ) such that c ∈
G1 ∪ b¯⇒ h(c) = hc.
[Why? For clause (a), recalling (∗)1, for Γ0 by (∗)5(b), for Γ1 by (∗)7, for Γ2 by
(∗)9 and for Γ3 by (∗)8. Clause (b) follows by clause (a).]
(∗)11 G1 ⊆ G2.
[Why? By (∗)10(b) and (∗)5(b).]
(∗)12 sb({ai : i < θ}, G1) is θ-indecomposable inside G2.
[Why? Because the function c is θ-indecomposable by assumption.]
(∗)13 H is locally finite.
[Why? Check or see the proof of 3.6.]
Together we are done. 3.5
The following will not be used (except in the proof of 3.5).
Claim 3.6. If (A) then there is a pair (H, b¯) such that (B) holds, where:
(A) (a) c : [λ]2 → λ is Θ-indecomposable, (e.g. Θ = (6= cf(λ))) and satisfies
c({α, β}) ≤ α ∩ β;
(b) G ∈ Klf≤λ;
(c) a¯ = 〈aα : α < λ〉 is a sequence of elements of G possibly with repeti-
tions, and (used only for (B)(c), (d)(α)) it generates G;
(d) the aα’s are pairwise commuting and of order 2
(B) (a) H ∈ Klfλ ;
(b) G ⊆ H;
(c) (α) sb({aα : α < λ}, G) is Θ-indecomposable inside H;
(β) if c witness λ9 [λ]2λ then H is a Jonsson group;
(d) (α) b¯ ∈ λH generates H over G;
(β) each bα has order 2;
(γ) each bα commutes with G;
(e) if α < β < λ and c({α, β}) = 2γ then [bα, bβ] = aγ;
(f) if α < β < λ and c{α, β} = 2γ + 1 then [bα, bβ] = bγ.
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2) Like part (1), making the changes as in 3.5.
Proof. For notational simplicity we stipulate c({α, α}) = α for α < λ. Let H be
the group generated by H ∪{bα : α < λ} freely except the set Γ of equations: those
stated in (B)(b), (d)(β), (γ)(e), (f).
Clearly,
(∗)1 (a) every element of H can be represented as a product of the form
bα0 . . . bαn−1a with α0 > . . . > αn−1 all < λ and a ∈ G;
(b) there is a unique homomorphism h from H onto Hλ :=
⊕
α<λ
(Z/zZ)xα
mapping bα to xα and every a ∈ G to the unit element
(c) moreover, the representation in clause (a) is unique.
[Why? There is such a representation by the equations from (B)(d)(β), (γ) so clause
(a) holds. Considering the choice of H , obviously clause (∗)1(b) holds. Lastly, for
clause (∗)1(c) assume bα1,0 . . . bα1,n1−1a1 = c = bα2,0 . . . b2,n2−1a2, both as in (a);
using h necessarily n1 = n2, α1,ℓ = α2,ℓ (for ℓ = 0, . . . , ni − 1) and we can finish
easily as in the proof of 3.5.]
Hence,
(∗)2 G ⊆ H ;
(∗)3 H has cardinality λ.
So clause (B)(b) holds and clauses (B)(c)-(f) are easy to check. But what about
clause (a), i.e. why is H locally finite?
Clearly for any finite subset A of H we can find a finite u ⊆ λ and finitely
generated subgroup K of G such that:
(∗)4 A is included in the subgroup L of H generated by K ∪ {bα : α ∈ u}.
By clause (A)(a) of the claim’s assumption, in particular, c({α, β}) ≤ α ∩ β, there
is a finite u1 such that u ⊆ u1 ⊆ λ and α, β ∈ u1 ⇒ c({α, β}) ∈ u1; why? e.g.
prove by induction on γ that: iff u ⊆ λ is finite and α, β ∈ u\γ ⇒ c{α, β} ∈ u, then
there is a finite u1 such that u ⊆ u1 ⊆ λ, u1\γ = u\γ then α, β ∈ u1 ⇒ c({α, β}).
Let K1 be the subgroup of G generated by K ∪ {aγ : for some α 6= β ∈ u1 we
have 2γ = c({α, β})}.
Now,
(∗)5 (a) K1 is f.g. ⊆ G and hence it is finite;
(b) L1 = {bα0 . . . bαn−1a : a ∈ K1, n < ω and α0 > . . . > αn−1 belongs to
u1} is a subgroup of G which has ≤ |K1| · 2|u1| < ℵ0 members;
(c) if α, β ∈ u1 and [bα, bβ] = bγ then γ ∈ u1;
(d) if α, β ∈ u1 and [bα, bβ] = aγ ∈ G then aγ ∈ K1;
(e) L1 is a subgroup of H ;
(f) L1 is finite.
Hence,
(∗)6 L1 is a finite subgroup of H containing A.
As A was any finite subset of H , clearly H is locally finite. 3.6
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Claim 3.7. If (A) and (B) then (C) when :
(A) (a) λ ≤ µ
(b) θ = cf(θ) < λ
(c) Θ is a set of regular cardinals ≤ µ such that at least one of the following
holds:
(α) Θ = {θ} and λ = λθ and some c : [λ]2 → θ is θ-indcomposable;
(β) for every θ ∈ Θ there is ∂ ∈ (θ, λ] such that λ〈∂;θ〉 = λ and4
∂ = θ and some cθ : [λ]
2 → θ is θ-indecomposable, see Definition
0.11(c), 3.1(4) respectively;
(d) θ∗ = cf(θ∗) is ≤ µ but /∈ Θ.
(B) (G1, G
+
1 ) ∈ K
lf
λ,µ which means:
(a) G1 ⊆ G
+
1 ∈ Klf ;
(b) G1, G
+
1 is of cardinality λ, µ respectively
(C) there are G2, G
+
2 such that:
(a) (G2, G
+
2 ) ∈ K
lf
λ,µ and even (G2, G
+
2 ) ∈ K
exlf
λ,µ ;
(b) (G1, G
+
1 ) ⊆ (G2, G
+
2 ), i.e. G1 ⊆ G2 and G
+
1 ⊆ G
+
2 ;
(c) G1 is Θ-indecomposable inside G2;
Remark 3.8. The exact construction inside the proof probably will be used in §4,
but the present version of the claim is enough for §(3B).
Proof. Stage A: If (A)(c)(α) holds then easily ∂ = θ+ is as required in (A)(c)(β)
so without loss of generality (A)(c)(β) holds.
(∗)1 It suffices to prove the following apparently weaker version of (C):
(C)′ assume in addition that (G1, G
+
1 ) ∈ K
exlf
λ,µ ; for each θ ∈ Θ there are
G2, G
+
2 such that (a),(b) there hold and
(c)′ G1 is θ-indecomposable inside G2.
[Why? Let Θ = {θi : i < i∗} and without loss of generality i∗ is a limit ordinal ≤ µ
(so possibly with repetitions and 2i∗ = i∗) and we choose (G2,j , G
+
2,j) by induction
on j ≤ θ∗(2i∗) such that:
• (G2,j , G
+
2,j) ∈ K
lf
λ,µ is increasing continuous;
• (G2,0, G
+
2,0) = (G1, G
+
1 );
• if j = i∗ι+ 2i+ 2 and i < i∗, ι < θ∗ then G2,j is θ∗-indecomposable inside
G+;
• if j = i∗ι+ 2i+ 1 and i < i∗, ι < θ∗, then (G2,j+1, G
+
2,j+1) ∈ K
exlf
λ,µ .
Clearly possible and by 3.4(1) the pair (G2,i∗,θ, G
+
2,i∗,θ
) is as required.]
So we can fix θ ∈ Θ, (G1, G
+
1 ) ∈ K
exlf
λ,µ and let ∂ ≤ λ be such that λ
(∂;θ) = λ and
c : λ→ θ is θ-indecomposable and ∂ = θ.
Now,
4This formulation is to stress that it would be better if we can omit “∂ = θ” but this requires
strengthening 3.5 which we do not know how to do for Klf .
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(∗)2 there is (G2, G
+
2 ) ∈ K
lf
λ,µ above (G1, G
+
1 ) and aε ∈ G2 for ε < ∂ satis-
fies 〈aε(G1) : ε < ∂〉 are pairwise commuting and sb(∪{aζ (G1) : ζ ∈
∂\{ε}}) ∩aε(G1) = {e}.
[Why? Using s = scg, see [Sh:312, 2.17=Lc50(1),2.18=Lc52(2)]. That is, we can
find an increasing continuous sequence 〈G+2,ε : ε ≤ ∂〉 of members of Kexlf (hence
with trivial center) and as ∈ G
+
2,ε+1 realizing in G
+
2,ε+1 the type qcg(〈〉, G
+
2,ε), hence
aε(G1) = a
−1
ε G
+
2,εaε commute with G
+
2,ε. So the “pairwise commuting” follows
and the demand on the intersection holds by G1 being from Kexlf .]
(∗)3 there is (G3, G
+
3 ) ∈ K
lf
λ,µ above (G2, G
+
2 ) such that:
• if b¯ = 〈bi : i < ∂〉 is a sequence of pairwise commuting elements of order
2, independent, then for some c¯ = 〈cγ : γ < λ〉 and increasing sequence
〈ε(i) : i < θ〉 of ordinals < ∂ we have γ1 < γ2 < λ ∧ cθ{γ1, γ2} = i⇒
[cγ1 , cγ2 ] = bε(i).
[Why? As λ〈∂;θ〉 = λ, there is a sequence 〈d¯α : α < λ〉 such that:
• for each α, d¯α = 〈dα,i : i < θ〉, where dα,i ∈ G2 are pairwise commuting,
each of order 2 for i < θ and are independent;
• if 〈bε : ε < ∂〉 is as in • of (∗)3 above so bε ∈ G2, then for some α < λ and
increasing sequence 〈ε(i) : ε < θ〉 of ordinals < ∂ we have dα,i = bε(i) for
i < θ.
Now we shall take care of each by 3.5, i.e. we choose (G2,α, G
+
2,α) ∈ K
lf
λ,µ by
induction on α < λ, increasing continuous with α, such that sb({dα,i : i < θ}, G2)
is θ-indecomposable inside G+2,α+1.
Lastly, let (G3, G
+
3 ) = (G2,λ, G
+
2,λ); clearly we are done proving (∗)3.]
It suffices to show that (G3, G
+
3 ) is as required, so toward contradiction assume
H¯ = 〈Hi : i < θ〉 is increasing continuous with union G
+
3 and 〈Hi ∩ G1 : i < θ〉 is
not eventually constant.
Now we shall use (∗)2. So for each ε < ∂, for some jε < θ, aε ∈ Hjε hence
〈aε(G1)∩Hi : i < θ〉 cannot be eventually constant, hence there is bi ∈ ai(G1)\Hi
and we apply (∗)3 above to find 〈cα : α < λ〉 as there. As c : [λ]2 → θ is θ-
indecomposable we are done. 3.7
Discussion 3.9. We discuss some variants of §4 when we use 3.7 (instead of the
version with ∂ = θ).
1) For the case |G| = µ, λ = µ+ we can waive S2, but we still use λ = λ(θ;σ), σ = ℵ0.
2) For the case λ = µ having θ copies can be done in i ∈ S1, this is the first step
in the proof of 3.7, the 〈aε : ε < ∂ = θ〉. For the second step, for i ∈ S1, we have
“tasks”: 〈bi,α+θ : ε < θ〉 which is the basis of a vector space over Z/2Z, and we
add a coy using the θ-indecomposable c : [λ]2 → θ. So we use λ = λ〈∂;θ〉; can we
weaken this?
3) Comparing (1) and (2) above, certainly λ = µ+ of (1) is improved by λ = µ of
(2), but there is a price: instead λ(∂,θ) we need λ〈θ;θ〉 = λ which almost say λ ≥ 2θ.
The former is essentially almost always true but not the second. Still, if λ ≥ iω,
for every regular large enough θ < iω, we have λ = λ〈θ;θ〉.
4) But for §(3B) the present version of 3.7 is more than sufficient.
5) What occurs if we know only that λ[θ;θ] = λ? As we naturally assume λθ > λ.
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We have to deal with the following:
(∗) (a) G1 ∈ Kexlfλ ;
(b) ai ∈ G is of order 2 for i < θ;
(c) we try to find G2 ∈ K lfλ extending G1 such that: if u ∈ [θ]
θ, 〈ai : i ∈ u〉
are pairwise commuting and independent, then sb({ai : i ∈ u}, Gi) is
θ-indecomposable inside G2.
Discussion 3.10. So we wonder:
(∗) for which c : [λ]k → λ do we have:
• for every G ∈ Kexlfλ , a¯ ∈
λ(G1) is there G2 ∈ Kexlfλ such that:
(a) G2 generated by G1 ∪ {bα : α < λ};
(b) G1 ⊆ G2
(c) bα of order 2;
(d) ac(u) ∈ sb({bα : α ∈ u}, G1) for u ∈ [λ]
k such that c(u) 6= 0.
Conclusion 3.11. 1) Assume λ uncountable, θ = cf(θ) ≤ λ and let Θλ = Θλ,θ =
{cf(λ), θ} except when λ = µ+, µ > cf(µ) in which case Θλ = {cf(λ), cf(µ), θ} and
Θ′λ = {σ < λ : σ = cf(λ) and λ
〈λ;σ〉 = λ. If G ∈ Klfλ , then there is a (Θ
′
λ\Θλ)-
indecomposable H ∈ Klfλ extending G.
2) If G ∈ Klfλ , λ > ℵ0, then we can find H¯ = 〈Hi : i ≤ cf(λ)〉 increasing con-
tinuous such that G ⊆ Hcf(λ), i < cf(λ) ⇒ |Hi| < λ and Hi is (Θ
′
‖H2‖
,Θ‖Hi‖)-
indecomposable.
Proof. We prove this by induction on λ using 3.5, 3.7 and 0.9, 3.4(1); well for
successor of singular we use also 3.4(5) arriving to λ.
1) For part (1) it suffices to find c : [λ]2 → λ which is θ-indecomposable for every
θ = cf(θ) /∈ Θλ (as in the proof of 3.7).
Case 1: λ = µ+, µ regular
Use 3.7 with (λ, λ, λ,Θ) standing for (λ, µ, θ∗,Θ) there and 0.9(1).
Case 2: λ a limit cardinal
As in Case 1, we can find c : [λ]2 → λ such that if µ < λ then c↾[µ++\µ+]2 →
µ++ witness µ++ 9 [µ++]2
µ+
. Now check.
Case 3: λ a successor of a singular cardinal
Let λ = µ+, µ > cf(µ)
Let 〈λi : i < cf(µ)〉 be increasing with limit µ, for α ∈ [µ, λ) let u¯α = 〈uα,i : i <
cf(µ)〉 be increasing continuous with union α such that uα,0 = ∅, |uα,i+1| = λ
++
i .
We define c : [λ]2 → λ such that:
(∗) if α ∈ [µ, λ) then :
(a) c maps [{µα+ ε : ε ∈ uα,i+1\uα,i}]
2 into uα,i;
(b) if u ⊆ {µα+ε : ε ∈ uα,i+1\uα,i} has cardinality λ
++
i then Rang(c↾[u]
2) =
uα,i.
It is easy to find such a c. Now assume 〈vε : ε < δ〉 is ⊆-increasing with union λ
and cf(δ) /∈ Θλ. For each α ∈ [µ, λ), for every large enough i < cf(µ), λ
++
i 6= cf(δ),
so as |uα,i+1\uα,i| = λ
++
i , for some ε = ε(α, i) < δ the set (uα,i+1\uα,i) ∩ vε has
cardinality λ++i , hence Rang(c↾[vζ ]
ε) ⊇ Rang(c↾[(uα,i+1\uα,i) ∩ vε]
2) ⊇ uα,i.
26 SAHARON SHELAH
Lastly, for each α for some ε(α) < δ, cf(µ) = sup{i : ε(α, i) < ε(α)} and for some
ζ < δ we have λ = µ+ = sup{α : α ∈ [µ, λ) and ε(α) < ζ}.
2) Should be clear. 3.11
Remark 3.12. Claim 3.11 implies Kexlfλ densely has (Θλ)-indecomposable models
and may help in:
(a) strengthening [Sh:312, 5.1], see §4,§5
(b) proving Klf
iω
has no universal member and see §(3B).
§ 3(B). Universality.
For quite many classes, there are universal members in any (large enough) µ
which is strong limit of cofinality ℵ0, see [Sh:820] which include history. Below we
investigate “is there a universal member of Klfµ for such µ”. We prove that if there
is a universal member, e.g. in Klfµ , then there is a canonical one.
Theorem 3.13. 1) Let µ be strong limit of cofinality ℵ0.
The following conditions are equivalent:
(A) there is a universal G ∈ Klfµ
(B) if H ∈ Klfλ is ℵ0-indecomposable (see existence in 3.7(B) + 3.11) for some
λ < µ, then there is a sequence G¯ = 〈Gα : α < α∗ ≤ µ〉 such that:
(a) H ⊆ Gα ∈ Klfµ
(b) if G ∈ Klfµ extend H, then for some α,G is embeddable into Gα over
H.
(B)+ We can add in (B)
(c) if α1 < α2 < α∗, then there are no G, f1, f2 such that H ⊆ G ∈ Klf
and fℓ embeds Gαℓ into G over H for ℓ = 1, 2.
(d) (H,Gα) is an amalgamation pair (see Definition 1.6(4), i.e. with χ1 =
χ2 = µ = ‖Gα‖); moreover if Gα ⊆ G′ ∈ Klfµ , then G
′ is embeddable
into Gα over H.
2) We can add in part (1):
(C) there is G∗ such that:
(a) G∗ ∈ Klfµ is universal in K
lf
<µ;
(b) E ℵ0G∗,<µ, see below, is an equivalence relation with ≤ µ equivalence
classes;
(c) G∗ is ℵ0 − E
ℵ0
G∗,<µ
-indecomposably homogeneous, see below.
Before we prove 3.13,
Definition 3.14. For θ = cf(θ) < µ and k = Klf or any a.e.c. with LSTk < µ, we
define for M∗ ∈ K
k
µ:
(A) INDθM∗,<µ = {N : N ≤k M∗ has cardinality < µ and is θ-indecomposable}.
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(B) F θM∗,<µ = {f : for some θ-indecomposable N = Nf ∈ K
k
<µ with universe
an ordinal, f is a ≤k-embedding of N into M∗}.
(C) E θM∗,<µ = {(f1, f2) : f1, f2 ∈ F
θ
M∗,<µ
, Nf1 = Nf2 and there are ≤k-
embeddings g1, g2 ofM∗ into some≤k-extensionM ofM∗ such that g1◦f1 =
g2 ◦ f2}.
(D) M∗ is θ − E θM∗,<µ-indecomposably homogeneous when : if f1, f2 ∈ F
θ
M∗,<µ
and (f1, f2) ∈ E θM∗,<µ and A ⊆ M∗ has cardinality < µ then there is
(g1, g2) ∈ E θM∗,<µ such that f1 ⊆ g1∧f2 ⊆ g2 and A ⊆ Rang(g1)∩Rang(g2);
it follows that if cf(µ) = ℵ0 then for some g ∈ aut(M∗) we have f2 = g ◦ f1.
Remark 3.15. We may consider in 3.13 also (A)0 ⇒ (A) where
(A)0 if λ < µ,H ⊆ G1 ∈ Klf<µ and |H | ≤ λ, then for some G2 we have G1 ⊆
G2 ∈ K
lf
<µ and (H,G2) is a (µ, µ, λ)-amalgamation base.
Proof. It suffices to prove the following implications:
(A)⇒ (B):
Let G∗ ∈ Klfµ be universal and choose a sequence 〈G
∗
n : n < ω〉 such that
G∗ =
⋃
n
G∗n, G
∗
n ⊆ G
∗
n+1, |G
∗
n| < µ.
Let H be as in 3.13(B) and let G = {g : g embed H into G∗n for some n}. So
clearly |G | ≤
∑
n
|G∗n|
|H| ≤
∑
λ<µ
2λ = µ (an over-kill).
Let 〈g∗α : α < α∗ ≤ µ〉 list G and let (Gα, gα) be such that:
(∗)1 (a) H ⊆ Gα ∈ K
lf
µ ;
(b) gα is an isomorphism from Gα onto G∗ extending g
∗
α.
It suffices to prove that G¯ = 〈Gα : α < α∗〉 is as required in (B). Now clause
(B)(a) holds by (∗)1(a) above. As for clause (B)(b), let G satisfy H ⊆ G ∈ Klf≤µ,
hence there is an embedding g of G into G∗. We know g(H) ⊆ G =
⋃
n
Gn hence
〈g(H)∩Gn : n < ω〉 is ⊆-increasing with union g(H); but g(H) by the assumption
on H is ℵ0-indecomposable, hence g(H) = g(H)∩G∗n ⊆ G
∗
n for some n, so g↾H ∈ G
and the rest should be clear.
(B)⇒ (B)+:
What about (B)+(c)? while G¯ does not necessarily satisfy it, we can “correct
it”, e.g. we choose uα, vα and if α /∈ ∪{vβ : β < α} also G′α by induction on α < α∗
such that (the idea is that if β ∈ vα, Gβ is discarded being embeddable into some
G′ and G′α is the “corrected” member):
(∗)2α (a) Gα ⊆ G
′
α ∈ K
lf
µ if α /∈ ∪{vβ : β < α};
(b) uα ⊆ α and vα ⊆ α∗\α;
(c) if β < α then uβ = uα ∩ β and uα ∩ vβ = ∅;
(d) if α = β + 1 then β ∈ uα iff β /∈ ∪{vγ : γ < β};
(e) if α /∈ ∪{vγ : γ < α}, then :
•1 γ ∈ vα iff Gγ is embeddable into G′α over H ;
•2 if γ ∈ α∗\(α + 1)\ ∪ {vβ : β ≤ α} then Gγ is not embeddable
over H into any G′ satisfying G′α ⊆ G
′ ∈ Klf ;
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(f) if α = β + 1 and β /∈ uα then vβ = ∅.
This suffices because if we let uα∗ = α∗\ ∪ {vγ : γ < α∗}, then 〈G
′
α : α ∈ uα∗〉 is as
required. Why can we carry the induction?
For α = 0, α limit we have nothing to do because uα is determined by (∗)2α(c)
and (∗)2α(d). For α = β + 1, if β ∈
⋃
γ<β
vγ we have nothing to do, in the remaining
case we choose G′β,i ∈ K
lf
µ by induction on i ∈ [α, α∗], increasing continuous with
i, G′β,α = Gα, G
′
β,i+1 make clause (e) true, i.e. if G
′
β,i has an extension into which
Gi is embeddable over H , then there is such an extension of cardinality µ and
choose G′β,i+1 as such an extension.
Lastly, let G′α = G
′
α,α∗
and uα = uβ∪{α} and vα = {i : i ∈ α∗, i /∈ ∪{vγ : γ < β}
and Gi is embeddable into Gβ over H}.
So clause (B)+(c) holds; and clause (B)+(d) follows from (B)(b) + (B)+(c), so
we are done.
(B)+ ⇒ (A):
We prove below more: there is something like “special model”, i.e. part (2), now
(C)⇒ (A) is trivial so we are left with the following.
(B)+ ⇒ (C):
Choose λ¯ = 〈λn : n < ω〉, λn ∈ {ℵα+2 : α ∈ Ord} such that 2λn < λn+1 and
µ =
∑
n
λn.
Let Kslf
λ¯
be the class of G¯ such that:
(∗)3
G¯
(a) G¯ = 〈Gn : n < ω〉 is increasing (hence ifH ⊆
⋃
n
Gn is ℵ0-indecomposable
then (∃n)(H ⊆ Gn))
(b) Gn ∈ Klf has cardinality 2λn
(c) if H ⊆ Gn, |H | = λn, then there is ℵ0-indecomposable H ′ ∈ Klfλn , e.g.
as in 3.7 such that H ⊆ H ′ ⊆ Gn
(d) ifH ⊆ Gn is ℵ0-indecomposable andH ∈ K
lf
≤λn
then the pair (H,
⋃
m
Gm)
is an amalgamation base (see Definition 1.6(2)); moreover, it is as in
(B)+(d);
(e) if H ⊆ Gn is ℵ0-indecomposable of cardinality ≤ λn, H ⊆ H ′ ⊆ G′ ∈
Klfµ , H
′ is ℵ0-indecomposable
5, |H ′| ≤ λn and
⋃
n
Gn, G
′ are compatible
over H (in Klfµ), then G
′ is embeddable into
⋃
m
Gm over H , noting the
necessarily H ′ mapped into some Gm.
Now we can finish because clearly:
(∗)4 if G ∈ Klf≤µ then for some G¯ ∈ K
slf
λ¯
, G is embeddable into
⋃
n
Gn;
(∗)5 (a) if G¯1, G¯2 ∈ Kslfλ¯ then
⋃
n
G1n,
⋃
n
G2n are isomorphic;
5The ℵ0-indecomposability is not always necessary, but we need it sometimes.
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(b) if G¯1, G¯2 ∈ Kslf
λ¯
, H ∈ Klf is ℵ0-indecomposable and fℓ embeds H into
Gℓn, for ℓ = 1, 2, and this diagram can be completed, (i.e. there are
G ∈ K lfµ and embedding gℓ :
⋃
k
Gℓk → G∗ such that g1 ◦ f1 = g2 ◦ f2)
then there is h such that:
(α) h is an isomorphism from
⋃
k
G1k onto
⋃
k
G2k;
(β) h ◦ f1 = f2;
(γ) h maps G1n+k into G
2
n+ℓ for some ℓ;
(δ) h−1 maps G2n+k into G
1
n+ℓ for some ℓ.
??
Discussion 3.16. We can sort out which claims of this section holds for any
suitable a.e.c. E.g. K is a universal class with |τK| < µ and the parallel of 3.7
holds.
Claim 3.17. 1) We can generalize 3.13(1)(2) to any k such that:
(a) k is an a.e.c. with LSTk < µ
(b) every M ∈ Kk<µ has an ℵ0 − k-indecomposable ≤k-extension from K
k
<µ
(c) k≤µ has the JEP.
2) We can in 3.13(1) (A) ⇒ (B) ⇒ (B)+ replace ℵ0 by ∂ = cf(∂) = cf(µ) so µ
strong limit.
Proof. As above. 3.17
Claim 3.18. 1) For every n ≥ 2 (n = 2 is eough). There is s ∈ S such that: if
G ⊆ H ∈ Klf and a ∈ G has order n and qs(a,G) = tp(γ〈b0, b1〉, G,H), then bℓ
commutes with G and [b0, b1] = a.
2) Assume G ∈ Klf , aα ∈ G for α < λ has order 2, aγ = eG, then there are H, b¯0, b¯1
such that:
(a) G ⊆ H ∈ Klf
(b) b¯0, b¯2 ∈ λH
(c) H is generated by b¯0 ∪ b¯1 ∪G
(d) [b0,s, b1,s) = as
(e) bℓ,α commute with ∪{bι,α,β : ι < 2, β ∈ λ\{α}} ∪G
(f) 〈b0,α, b1,α〉 ∈ 2H realizes qs(aα, G) and even gs(aα, Gα) where Gα = sbH({aι,β :
ι < 2, β < λ, β 6= α} ∪G).
§ 3(C). Universal in iω.
In §(3B) we have special models in K of cardinality, e.g. iω . Our intention is to
first investigate kfnq (the class structures consisting of a set and a directed family
of equivalence relations on it, each with a finite bound on the size of equivalence
classes). So kfnq is similar to Klf but seems easier to analyze. We consider some
partial orders on k = kfnq.
First, under the substructure order, ≤1=⊆, this class fails amalgamation. Sec-
ond, another order, ≤2 demanding TV for countably many points, finitely many
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equivalence relations, we have amalgamation. Third, we add: if M ≤3 N then
M ≤1 N and the union of (Pn, Ed)d∈Q(M) is the disjoint union of models iso-
morphic to (PM , Ed)d∈Q(M), the equivalence relation is EM,N . This is intended
to connect to locally finite groups. So we may instead look at {f ∈ Sym(N): if
a ∈ N\M and a/EM,N ≇ M then f↾(a/EM,N ) = id(a/EM,N ); no need of repre-
sentations.
The model in iω will be
⋃
n
Mn, ‖Mn‖ = in+1, gotten by smooth directed
unions of members of cardinality iω by In ⊆ PMn+1 is a set of representatives
for EMn,Mn+1 .
Definition 3.19. Let K = Kfnq be the class of structures M such that (the
vocabulary is defined implicitly and is τK, i.e. depends just on K):
(a) PM , QM is a partition of M,PM non-empty;
(b) EM ⊆ PM × PM ×QM (is a three-place relation) and we write aEMc b for
(a, b, c) ∈ EM ;
(c) for c ∈ QM , EMc is an equivalence relation on P
M with sup{|a/EMc | : a ∈
PM} finite (see more later);
(d) QMn,k ⊆ (Q
M )n for n, k ≥ 1
(e) if c¯ = 〈cℓ : ℓ < n〉 ∈ n(QM ) we let EMc¯ be the closure of
⋃
ℓ
Eℓ to an
equivalence relation;
(f) n(QM ) =
⋃
k≥1
QMn,k;
(g) if c¯ ∈ QMn,k then k ≥ |a/E
M
c¯ | for every a ∈ P
M .
Definition 3.20. We define some partial order on K.
1) ≤1=≤1K=≤
1
fnq is being a sub-model.
2) ≤3=≤3K=≤
3
fnq is the following: M ≤3 N iff:
(a) M,N ∈ K
(b) M ⊆ N
(c) if A ⊆ N is countable and A ∩QN is finite, then there is an embedding of
N↾A into M over A ∩M or just a one-to-one homomorphism.
3) ≤2=≤2K=≤
2
fnq is defined like ≤3 but in clause (c), A is finite.
Claim 3.21. 1) K is a universal class, so (K,⊆) is an a.e.c.
2) ≤3
K
,≤2
K
,≤1
K
are partial oders on K.
3) (K,≤2
K
) is an a.e.c.
4) (K,≤2
K
) has disjoint amalgamation.
Proof. 1),2),3) Easy.
4) By 3.22 below. 3.21
Claim 3.22. If M0 ≤1K M1,M0 ≤
3
K
M2 and M1 ∩M2 =M0, then M =M1+M2,
the disjoint sum of M1,M2 belongs to K and extends Mℓ for ℓ = 0, 1, 2 and even
M1 ≤
3
fnq M and M0 ≤
2
K
M1 ⇒M2 ≤
2
K
M when :
(∗) M =M1 +M2 which means M is defined by:
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(a) |M | = |M1| ∪ |M2|;
(b) PM = PM1 ∪ PM2 ;
(c) Q = QM1 ∪QM2 ;
(d) we define EM by defining EMc for c ∈ Q
M by cases:
(α) if c ∈ QM0 then EMc is the closure of E
M1
ℓ ∪ E
M2
ℓ to an equiva-
lence relation;
(β) if c ∈ QMℓ\QM0 and ℓ ∈ {1, 2} then EMc is defined by
• aEMc b iff a = b ∈ P
M3−ℓ\M0 or aEMℓc b so a, b ∈ P
Mℓ ;
(e) QMn,k = Q
M1
n,k ∪Q
M2
n,k ∪ {c¯ : c¯ ∈
n(QM )\(n(QM1)) ∪ n(QM2)}.
Proof. Clearly M is a well defined structure, extends M0,M1,M2 and satisfies
clauses (a),(b),(c) of Definition 3.19. There are two points to be checked: a ∈
PM , c¯ ∈ QMn,k ⇒ |a/E
M
c¯ | ≤ k and
n(QM ) =
⋃
k≥1
QMn,k
(∗)1 if a ∈ PM and c¯ ∈ QMn,k then |a/E
M
c¯ | ≤ k.
Why? If c¯ ∈ QMn,k\(Q
M1
n,k ∪ Q
M2
n,k) this holds by the definition, so assume c¯ ∈ Q
Mι
n,k.
If this fails, then there is a finite set A ⊆ M such that c¯ ⊆ A, a ∈ A and letting
N = M↾A we have |a/ENc¯ | > k. By M0 ≤
1
K
M1,M0 ≤3K M2 (really M0 ≤
2
K
M2 suffice) there is a one-to-one homomorphism f from A ∩ M2 into M0. Let
B′ = (A ∪M1) ∪ f(A ∩M2) and N ′ = M↾B and let g = f ∪ idA∩M1 . So g is a
homomorphism from N onto N ′ and g(a)/EN
′
g(c¯) has > k members, which implies
g′(a)/EM1
g′(c¯) has > k members. Also g(c¯) ∈ Q
M1
n,k. (Why? If ι = 1 trivially, if ι = 2
by the choice of f , contradiction to M ∈ K.)]
(∗)2 if c¯ ∈ n(QM ) then c¯ ∈
⋃
k
QMn,k.
Why? If c¯ ∈M1 or c¯ ⊆M2, this is obvious by the definition of M , so assume that
they fail. By the definition of theQMn,k’s we have to prove that sup{a/E
M
c¯ : a ∈ P
M}
is infinite. Toward contradiction assume this fails for each k ≥ 1 there is ak ∈ PM
such that ak/E
M
c¯ has ≥ k elements hence there is a finite Ak ⊆ M such that
ak/E
M↾Ak
c¯ has ≥ k elements. Let A =
⋃
k≥1
Ak, so Ak is a countable subset of M
and we continue as in the proof of (∗)1.
Additional points (not really used) are proved like (∗)2:
(∗)3 M1 ≤3K M ;
(∗)4 M0 ≤2K M1 ⇒M2 ≤
2
K
M ;
(∗)5 M1 +M0 M2 is equal to M2 +M0 M1.
3.22
Claim 3.23. If λ = λ<µ and M ∈ K has cardinality ≤ λ then there is N such
that:
(a) N ∈ Kλ extend M ;
(b) if N0 ≤3K N1 and N0 has cardinality < µ and f0 embeds N0 into N , then
there is an embedding f1 of N1 into N extending f0.
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§ 4. Density of being Complete in Klfλ
We prove here that for quite many cardinals λ, the complete G ∈ Kexlfλ are dense
in (Kexlfλ , c); e.g. every λ successor of regular satisying λ = λ
ℵ0 ∨ λ ≥ iω.
Discussion 4.1. We would like to prove for as many cardinals µ = λ or at least
pairs µ ≤ λ of cardinals we can prove that (∀G ∈ Klfµ)(∃H ∈ K
exlf
λ )(G ⊆ H ∧ H
complete). We necessarily have to assume λ ≥ µ + ℵ1. So far we have known it
only for λ = µ+, µ = µℵ0 , (and λ = ℵ1, µ = ℵ0, see the introduction of [Sh:312]).
We would like to prove it also for as many pairs of cardinals as we can and even for
λ = µ. In this section, we shall consider using Pr0(λ, λ, λ,ℵ0).
In this section, in particular in 4.2(2) we rely on [Sh:312].
Hypothesis 4.2. 1) λ > θ = cf(θ) > ℵ0.
2) K = Klf .
3) S a set of schemes consisting of all of them or is just of cardinality ≤ λ, is dense
and containing enough of those mentioned in [Sh:312, §2]. Also cℓ(S) = S, i.e. S is
closed, see [Sh:312, 1.6=La21,1.8=La22] hence by [Sh:312] there is such countable
S. Recall G ≤S H means that G ⊆ H and for every b¯ ∈ ω>H for some a¯ ∈ ω>G
and s ∈ cℓ(S) we have tpbs(b¯, G,H) = qs(a¯, G).
4) S = 〈S1, S2, S3〉 is a partition of θ\{0} to stationary subsets, S3 ⊆ Sθℵ0 := {δ <
θ : cf(δ) = ℵ0} and {ε + 1 : ε ∈ (0, θ)} ⊆ S1 and ζ ∈ S2 ⇒ ω2|ζ; we may let
S0 = {0}.
Definition 4.3. Let M1 =M
1
λ,θ,S¯
be the class of objects m which consists of:
(a) Gi = Gm,i for i ≤ θ is increasing continuous, G0 is the trivial group with
universe {0}, G1 ∈ K≤λ and for i ∈ (θ + 1)\{0, 1} the group Gi ∈ Kλ has
universe {θα+ j : α < λ and j < 1 + i} and so eGi = 0;
(b) if i < θ, then we have:
(α) • sequences bi = 〈b¯i,s : s ∈ Ii〉, ai = 〈a¯i,s : s ∈ Ji〉;
• each a¯i,s is a finite sequence from Gi;
• each b¯i,s is a finite sequence from Gi+1;
• Ii is a linear order of cardinality λ with a first element;
• Ji is a set or linear order of cardinality ≤ λ;
• if i = 0 then Ji = λ = Ii ⊆ λ and 〈b¯i,s = 〈bi,s〉 : s ∈ I0〉 lists the
members of G1 and a¯i,s = 〈〉;
(β) Gi+1 is generated by ∪{b¯i,s : s ∈ Ii} ∪Gi;
(γ) a¯i,s ∈ ω>(Gi) and a¯i,min(Ii) = eGi ;
(δ) ci : [Ii]
2 → λ;
(c) [toward being inKexlf ] if i ∈ S1, then Ji = Ii and we also have 〈si,s : s ∈ Ii〉
such that:
(α) si,s ∈ S;
(β) tpbs(b¯i,s, Gi, Gi+1) = qsi,s(a¯i,s, Gi) so ℓg(b¯i,s) = n(si,s) and ℓg(a¯i,s) =
k(si,s);
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(γ) if s0 <Ii . . . <Ii sn−1 then tpbs(b¯i,s0ˆ . . . ˆb¯i,sn−1 , Gi, Gi+1) is gotten
by (si,s0 , a¯i,s0), . . . , (si,sn−1 , a¯i,sn−1) by one of the following two ways:
Option 1: we use the linear order Ii on λ so tpqf(b¯i,s, Gi,s, Gi,t) is
equal to qsi,s(a¯i,s, Gi,s) where Gi,s is the subgroup of Gi+1 generated
by Gi ∪ {b¯i,t : t <Ii s}, see [Sh:312, §(1C),1.28=La58];
but6 we choose:
Option 2: intersect the atomic types over all orders on {α0, . . . , αn−1}
each gotten as in Option 1, so Ii can be a set of cardinality λ, see
[Sh:312, §3];
(δ) ci is constantly zero;
(d) [toward indecomposability] if i ∈ S2 then :
(α) Ji ⊆ λ and Ji =
⋃
α<λ
Ji,α, disjoint union
(β) 〈Ii,α : α < λ〉 is a partition of Ii ⊆ λ;
(γ) a¯i,α = 〈ai,α〉, b¯i,s = 〈bi,s〉 and ai,0 = eGi;
(δ) Gi is generated by {ai,α : α < λ};
(ε) if s < t and ci{s, t} = α < λ then in Gi+1 we have [bi,s, bi,t] = ai,α;
(ζ) •1 if β1, β2 ∈ Ji,α then bi,β1 , bi,β2 are commuting each of order 2;
•2 if s ∈ Ii then bi,s commutes with Gi (in Gi+1);
(η) •1 if s 6= t ∈ Ii,α then ci{s, t} ∈ Ji,α and
•2 if s ∈ Ii,α, t ∈ Ii,β and α 6= β then ci{s, t} = 0;
(θ) ci,α = ci↾[Ii,α]
2;
(e) [against external automorphism] if i ∈ S3 then cf(i) = ℵ0 and j¯i, 〈Ii,α : α <
λ〉, 〈ai,α : α < λ〉 satisfies:
(α) j¯i = 〈ji,n : n < ω〉 is increasing with limit i;
(β) ai,ωα+ℓ ∈ Gji,ℓ+1 commutes with Gji,ℓ and if ℓ 6= 0 then it has order 2,
and /∈ Gji,ℓ and ai,ωα ≡ eGi; moreover:
• for some infinite v ⊆ ω\{0} we7 have ℓ ∈ ω\v ⇒ ai,ωα+ℓ =
eGi, ℓ ∈ v ⇒ ai,ωα+ℓ ∈ C(Gj[i,ωα+ℓ], Gj[i,ωα+ℓ]+1), where:
• j[i, ωα+ ℓ) ∈ [ji,ℓ, ji,ℓ+1);
(γ) I¯i = 〈Ii,α : α < λ〉 is a partition of Ii; for s ∈ Ii let αi(s) be the α < λ
such that s ∈ Ii,α and let ci,α = ci↾[Ii,α]2;
(δ) if s, t ∈ Ii,α then [bi,s, bi,t] = ai,ci{s,t} and ci{s, t} ∈ {ωα+ ℓ : ℓ < ω};
(ε) if s, t ∈ Ii and αi(s) 6= αi(t) then [bi,s, bi,t] = eGi .
Convention 4.4. If the identity of m is not clear, we may write Gm,i, etc., but if
clear from the context we may not add it.
Definition 4.5. 1) Let M2 = M
2
λ,θ,S¯
be the set of m ∈ M1 when we add in
Definition 4.3:
6Option 1 is useful in some generalizations to Kk not closed under products.
7An alternative is v = ω\{0}, ai,ωα+ℓ ∈ C(Gji,ℓ , Gji,ℓ+1 ). In this case in 4.5(e)(ε) we naturally
have cε ∈ C(Giε , Giε+1) and ℓ0 = 1, ℓ1 = 2, . . .. But then we have to be more careful in 4.7, e.g.
in 4.7(1) if we assume, e.g. λ = λ〈θ;θ〉 and θ > ℵ1 all is O.K. (recalling we have guessing clubs on
Sθℵ0
). However, using scg, see ([Sh:312, 2.17=Lc50]), the present is enough here.
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(c) (ε) if s ∈ S, i ∈ S1, a¯ ∈ n(s)(Gi) and k = k(s), then for λ elements s ∈ Ii
we have (si,s, a¯i,s) = (s, a¯);
(d) (ι) if i ∈ S2 and 〈I ′j : j < θ〉 is increasing with union Ii then for some
j < θ,Gi ⊆ sb({bi,s : s ∈ I ′j}, Gi+1); this follows from (κ) + (µ) below;
(κ) if i ∈ S2 and α < λ then ci,α, a function from [Ii,α]2 onto Ji,α, is
θ-indecomposable;
(λ) if i ∈ S2 and α ∈ λ then |Ji,α| = θ and 〈bi,s : s ∈ Ji,α〉 pairwise
commute, each has order 2 and are independent;
(µ) if i ∈ S2 and 〈aε : ε < θ〉 ∈
θ(Gi) is a sequence of pairwise commuting
independent elements of order 2 (as in 3.7) then for some α < λ, {bi,γ :
γ ∈ Ji,α} ∩ {aε : ε < θ} has cardinality θ;
(e) (ζ) if 〈iε : ε < θ〉 is increasing continuous and iε < θ and cε ∈ C′(Giε , Giε+1)
has order 2 and for transparency cε /∈ Giε then for some
(i, α, v, ℓ0, ℓ1, . . . , ε0, ε1, . . .) we have:
•1 i < θ, α < λ and v ⊆ w\{0} is infinite;
•2 ε0 < ε1 < . . . < θ and 1 ≤ ℓ0 < ℓ1 < . . .;
•3 i = ∪{εn : n < ω};
•4 ji,ωα+ℓn ≤ iεn < ji,θ,α+ℓn+1 and am,i,ωα+ℓn = cεn ;
(f) 〈Ii : i < θ〉 are pairwise disjoint with union I.
1A) Let M1.5 =M
1.5
λ,θ,S¯
be the set ofm ∈M1 such that in part (1) weakening some
clauses:
(M)′ (α)⇒ (β) where
(α) if i ∈ S2, j < i, j ∈ S1, I
cg
j = {s ∈ Ii : sj,s = scg}, Hj,s = b
−1
j,sGjbj,s
hence (see below) 〈Hj,s : s ∈ I
cg
j 〉 are pairwise commuting subgroups
of Gi and as ∈ CHj,s\{e} for s ∈ I
cg
j
(β) for some α < λ and sequence 〈s(ε) : ε < θ〉 of pairwise distinct mem-
bers of Icgj we have {bi,t : t ∈ Ji,α} ∩ {as(ε) : ε < θ} has cardinality
θ.
[Pre 17.05.30 version: Retain? (2017.10.30)
2) Let M3 =M
3
λ,θ,S¯
be the class of m ∈M2 such that in addition:
(g) (α) the linear order I is the disjoint sum of 〈Ii : i < θ, i 6= 0〉, each Ii of
cardinality λ;
(β) c is a function from [I]2 to λ such that ci,α = c↾[Ii,α]
2 for every
i ∈ S2 ∪ S3 and α < λ;
(h) c witnesses Pr0(λ, λ, λ,ℵ0); see Definition 0.8(1).
3) Let M2.5 =M
2.5
λ,θ,S¯
be the class of m ∈M1.5 such that in addition:
(g),(h) as in part (2).
The following definition is just to hint at what we need to get more cardinals, not
to be used in §4.
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Definition 4.6. Let Pr2.5(λ, µ, σ, ∂, θ) mean that θ = cf(θ), λ ≥ µ, σ, ∂, θ and some
pair (c, W¯ ) witness it, which means (if λ = µ we may omit λ, if σ = ∂ ∧λ = µ then
we can omit σ, λ):
(a) W¯ = 〈Wi : i < µ〉 is a sequence of pairwise disjoint subsets of λ;
(b) c : [λ]2 → σ;
(c) if i < µ is even and ε ∈ uε ∈ [λ]<∂ for ε ∈ Wi and γ < σ then for some
ε < ζ < λ we have:
(α) ε /∈ uζ, ζ /∈ uε;
(β) c{ε, ζ} = γ;
(γ) if ξ1 ∈ uζ\uε and ξ2 ∈ uε\uζ and {ξ1, ξ2} 6= {ε, ζ} then c{ξ1, ξ2} = 0;
(δ) optional (uε, uζ) is a ∆-system pair (see proof);
(d) if 〈Uζ : ζ < θ〉 is ⊆-increasing with union Wi where < µ, i is odd then for
some ζ < θ we have Rang(c↾[Uζ ]
2) = σ.
Claim 4.7. 1) Assume λ = λ〈θ;ℵ0〉, and moreover λ = λ〈θ;θ〉, see Definition 0.11
recalling (see 4.2) that θ = cf(θ) ∈ (ℵ0, λ). If G ∈ K≤λ, then there is m ∈M2λ,θ,S¯
such that Gm,1 ∼= G.
1A) If in addition Pr0(λ, λ, λ,ℵ0) or just Pr0(λ, λ,ℵ0,ℵ0) then we can add m ∈
M3
λ,θ,S¯
.
1B) If λ ≥ 2ℵ0 then in part (1) we can strengthen Definition 4.5 adding in clause
(e)(ε)•1, •2 that v = ω\{0} hence ℓ0 = 1, ℓ1 = 2, . . ..
2) Assume λ = λ〈θ;ℵ0〉 and λ = λ(λ;θ) then there is m ∈M1.5λ,θ,S such that Gm,1
∼=
G.
3) In part (2), if in addition Pr0(λ, λ,ℵ0,ℵ0) then we can add m ∈M2.5λ,θ,5.
4) If λ ≥ µ := iω (or just µ strong limit) then for every large enough regular θ < µ,
the assumption of part (1) holds.
5) If above θ = ℵ1 < λ = λθ, then the assumption of part (1) holds.
Proof. See more details in the proof of 5.6.
1) For clause (d) of Definition 4.5 recall the proof of 3.5 and the assumption λ =
λ〈λ;θ〉 (considering the phrasing of 4.5(d)(η), why is not λ = λ〈λ;θ〉 enough? Because
in repeating §(3A) we have to get a set of pairwise commuting elements). For clause
(e) of Definition 4.5 recall the assumption λ = λ〈θ;ℵ0〉 and the proof of 3.11(1).
1A) For clause (c) of Definition 4.3, by [Sh:312, §(1C),§3] this should be clear.
1B) Should be similar.
2),3) Straightforward.
4) By [Sh:460] or see [Sh:829, §1].
5) Check the definitions. 4.7
Remark 4.8. 1) Concerning the use in 4.7(2) of Definition 0.11 note that conceivably
(∀λ > 2ℵ0)(∃θ < ℵω)(ℵ0 < θ = cf(θ) < λ∧λ〈θ;ℵ0〉 = λ∧λ(θ;θ) = λ), i.e. conceivably
this is provable in ZFC.
2) Concerning 4.7 recall 0.9.
Claim 4.9. Let m ∈M1.
1) If i < j ≤ θ then Gm,i ≤S Gm,j, see 4.2(3).
2) For every finite A ⊆ Gm,θ there is a sequence u¯ = 〈ui : i ∈ v〉 such that:
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(∗)1u¯ (a) v ⊆ θ is finite and 0 ∈ v for notational simplicity;
(b) ui ⊆ Ii is finite
8 for i ∈ v;
(c) if i ∈ v, then tpqf(〈b¯i,s : s ∈ ui〉, Gi, Gθ) does not split over ∪{b¯j,s :
j ∈ v ∩ i and s ∈ uj};
(d) if i ∈ S1 and s ∈ ui then a¯i,s ⊆ sb({b¯j,s : j ∈ v ∩ i, s ∈ uj}, Gi);
(e) if i ∈ S2 ∪ S3 and s, t ∈ ui then a¯i,c{s,t} ⊆ sb({b¯j,s : j ∈ v ∩ i, s ∈
uj}, Gi);
(f) if A ⊆ Gm,i and i ∈ (0, θ) then v ⊆ i;
(∗)2 A is included in sb({b¯i,s : i ∈ v, s ∈ ui}, Gθ).
3) We have u¯ = 〈u1i ∪u
2
i : i ∈ v〉 satisfies (∗)1, i.e. (∗)
1
u¯ from part (2) holds when :
⊕ (a) u¯ℓ = 〈uℓi : i ∈ v〉 for ℓ = 1, 2;
(b) we have (∗)1u¯ℓ for ℓ = 1, 2;
(c) if i ∈ v, s1 ∈ u1i \u
2
i and s2 ∈ u
2
i \u
1
i then ci{s1, s2} = 0.
3A) If v1 ⊆ v2, u¯
2 = 〈ui : i ∈ v2〉, u¯
1 = u¯2↾v1 and i ∈ v2\v1 ⇒ ui = ∅ then
(∗)1
u¯1
⇔ (∗)1
u¯2
.
4) The type tpqf(〈b¯
ℓ
i,s : s ∈ u
ℓ
i , ℓ ∈ {1, 2}〉, Gi, Gi+1) does not split over {b¯
ℓ
j,s : j ∈
v ∩ i, s ∈ uℓj, ℓ ∈ {1, 2}} ∪ {ai,α} when :
(a) u¯ℓ = 〈u
ℓ
j : j ∈ v〉;
(b) (∗)1u¯ℓ holds for ℓ = 1, 2;
(c) i ∈ S3 ∩ v;
(d) s∗ ∈ u1i \u
2
i , t∗ ∈ u
2
i \u
1
i ;
(e) α = ci{s∗, t∗};
(f) clause (c) from part (3) holds when {s1, s2} 6= {s∗, t∗}.
Proof. 1) By part (2).
2) By induction on min{j < θ : A ⊆ Gm,j}. Note that for A ⊆ G1 clause (∗)1u¯(c) is
trivial.
3),4) Easy, too. 4.9
Claim 4.10. If m ∈M2 or just m ∈M1.5, then Gm,θ ∈ Kexlfλ is complete and is
(λ, θ,S)-full and extend Gm,1.
Proof. Being in Klfλ is obvious as well as extending Gm,1; being (λ, θ,S)-full is
witnessed by 〈Gm,i : i < θ〉, S1 being unbounded in θ and clauses 4.3(c), 4.5(c)(ε).
The main point is proving Gm,θ is complete, so assume π is an automorphism
of Gm,θ.
Now
(∗)1 if ∂ = θ
+, i < θ is a limit ordinal and j ∈ S2\(i + 2), then Gi is θ-
indecomposable inside Gj+1.
8Note that in 4.9(2) we allow “ui is empty”.
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[Why? Toward contradiction assume 〈Hε : ε < θ〉 is increasing with union Gj+1
but ε < ∂ ⇒ Gi * Hε. Recall that by 4.2(4), i = sup(S1 ∩ i) hence by 4.3(c),
4.5(c) we have Gi ∈ Kexlf . Also there is I• ⊆ Ij+1 of cardinality λ such that
s ∈ I• ⇒ sj+1,s = scg. Hence 〈bj,s(Gi) : s ∈ I
•〉 is a sequence of pairwise
commuting subgroups of Gi+1. For each s ∈ I
•, bj,s belongs to Hε(s) for some
ε(s) < θ, hence 〈bj,s(Gi) ∩ Hε : ε < θ〉 is not eventually constant and choose
cs,ε ∈ bj,s(Gi))\Hε of order 2 for ε < ∂.
As |I•| ≥ θ we can find pairwise distinct s(ε) ∈ I• for ε < θ. Hence 〈cs(ε),ε :
ε < θ〉 is a sequence of members of Gj+1, pairwise commuting (recall the choice
of I•!) each of order two and independent. By 4.5(d)(η) there is α < λ such that
A = {cs(ε),ε : ε < θ} ∩ {aj,γ : γ ∈ Jj,α} has cardinality θ. By 4.5(d)(ε) applied on
the pair (j, α), the function cj,α from [Ij,α]
2 into Jj,α is θ-indecomposable.
For ε < θ let Ij,α,ε = {s ∈ Ij,α : bj,s ∈ Hε}, so 〈Ij,α,ε : ε < θ〉 is ⊆-increasing
with union Ij,α hence for some ε(∗) < θ, the set {cj{s, t} : s 6= t ∈ Ij,α,ε(∗)}, in
fact, is equal to Jj,α. Now the set X = {[bj,s, bj,t] : s 6= t ∈ Ij,α,ε(∗)} is included
in Hε(∗) by the choice of Ij,α,ε(∗). Moreover, recalling [bj,s, bs,t] = aj,cj{s,t} and the
choice of ε(∗), the set X includes a subset of {cs(ε),ε : ε < θ} is of cardinality θ.
But this contradicts the choice of the cs(ε),ε’s. So Gi is indeed θ-indecomposable
inside Gj+1.]
So 〈π(Gm,i) : i < θ〉 is ≤Klf -increasing with union Gm,θ hence by (∗)1 above,
if i ∈ S2 then (∀∞j < θ)(Gm,i ⊆ π(Gm,j)). The parallel statement holds for π−1
hence E is a club of θ where E := {i < θ : i is a limit ordinal, hence i = sup(S1 ∩ i)
and π maps Gm,i ontoGm,i}; note that by the middle demand, i ∈ E ⇒ Gi ∈ Kexlf .
Next we define:
(∗)2 S
• is the set of i ∈ E∩S1 such that π is not the identity onC
′(Gm,i, Gm,i+ω).
Case 1: S• is unbounded in θ
So for i ∈ S• choose ci ∈ C′(Gm,i, Gm,i+1) such that π(ci) 6= ci. Without
loss of generality ci has roder 2, because the set of elements of order 2 from
C(Gm,i, Gm,i+ω) generates it, see [Sh:312, 4.1=Ld36,4.10=Ld93]. Choose 〈iε =
i(ε) : ε < θ〉 increasing, iε ∈ S• and so as iε+ω ≤ iε+1 ∈ E clearly π(cε) ∈ Gm,i(ε+1).
Now we apply 4.5(e), 0.8(1) and get contradiction by 4.9(4) recalling 4.5(2)(h) and
4.3(e); but we elaborate.
Now we apply 4.5(1)(e) (indirectly 4.7(1), 0.11). So there are (i, α, v, ℓ0, ℓ1, . . . , ε0, ε1, . . .)
as there, in particular i ∈ S3 and here v = ω\{0}. Now for every s ∈ Ii,α we apply
4.9(2), getting u¯s = 〈us,ι : ι ∈ vs〉 and let ℓs be such that vs ⊆ ji,ωα+ℓs , without
loss of generality i ∈ vs, s ∈ us,i.
Now consider the statement:
(∗)3 there are s1 6= s2 ∈ Ii,α and k such that:
(a) c{s1, s2} = ℓk;
(b) ℓk > ℓs1 , ℓs2 ;
(c) if t1 ∈ ∪{us1,ι : ι ∈ vt1\i}, t2 ∈ ∪{us2,ι : ι ∈ vt2\i} and {t1, t2} 6=
{s1, s2} then c{t1, t2} = 0;
or for later proofs:
(c)′ (α) if t1 ∈ us1,i\us2,i and t2 ∈ us2,i\us1,i and
• {t1, t2} 6= {s1, s2} then c{t1, t2} = 0, or just
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• t1, t2 ∈ Ii,α ⇒ c{t1, t2} < ℓk;
• t1, t2 ∈ Ii,β , β < λ;β 6= α then ji,ωβ+c{t1,t2} < ji,ωα+ℓ(k)
(we use ji,ωα+ℓ ∈ (j∗i,ℓ, j
∗
i,ℓ+1) - check);
(β) if ι ∈ v1 ∩ v2 and ι > i, (ι ∈ S3), β < λ and t1 ∈ vs1,ι, t2 ∈ vs2,ι
then c{t1, t2} = 0.
Now why is (∗)3 true? This is by the choice of c, that is, as c exmplifies Pr0(λ, λ, λ,ℵ0)
(in later proofs9 we use less).
Now to get a contradiction we would like to prove:
(∗)4 the type tp((π(bs1 ), π(bs2)), Gm,i, Gm,θ) does not split over Gm,ji,ωα+ℓ(k) ∪
{ci(εk)} hence over Gm,i(εk) ∪ {ci(ε(k))}.
It follows from (∗)4 that tp((bs1 , bs2), π
−1(Gm,i), π
−1(Gm,θ)) does not split over
π−1(Gm,i(εk)) ∪ {π
−1(ci(ε))}). But i(εk), i ∈ E have it follows that π(Gm,i) =
Gm,i and π
−1(Gi(εk) = Gi(εk)) has tp((bs1 , bs2), Gm,i, Gm,θ) does not split over
Gi(εk) ∪ {π
−1(ci(εk))}.
Now [bs1 , bs2 ] = π
1([bs1 , bs2 ]) = π
−1(ci(εk)) which is 6= ci(εk). But as ci(εk) ∈
C(Gm,i(εk), Gm,θ) clearly also π
−1(ci(εk)) belongs to it, hence it follows that π
−1(ci(εk)) ∈
sb({ci(εk)};Gθ), but as ci(εk) has order two, the latter belongs to {ci(εk), eGσ}.
However π−1(ci(εk)) too has order 2 hence is equal to ci(εk); applying π we get
ci(εk) = π(ci(εk)) a contradiction to the choice of the ci’s.
[Pre 16.11.11 proof: as ci(εk) 6= Gm,ji,ωα+ℓ(k) (see above), contradiction.
Why does it hold? By 4.9(3) and (∗)3(c), in later proofs by finer versions (for
more cardinals) we have to do more.]
Case 2: i∗ = sup(S
•) + 1 is < θ.
Now for any i ∈ S′ := E∩S1\i∗ by [Sh:312, 2.18=Lc62] there is gi ∈ Gm,i+1 such
that gi(Gm,i) ⊆ C(Gmi , Gm,i+1). So if a ∈ Gm,i then g
−1
i agi ∈ C
′(Gm,i, Gm,i+1)
and a = gi(g
−1
i agi)g
−1
i hence π(a) = π(gi)π(g
−1
i agi)π(g
−1
i ) = π(gi)(g
−1
i agi)π(gi)
−1
recalling i /∈ S• being ≥ i∗ hence π(a) = (giπ(gi)−1)−1agiπ(g
−1
i ). If for some g the
set {i ∈ S′ : gi = g} is unbounded in θ we are easily done, so toward contradiction
assume this fails.
But for every δ ∈ acc(E) ∩ S1\i∗, we can by 4.9(1) choose a finite a¯δ ⊆ Gδ and
sδ ∈ S such that tpbs(π(gδ)g
−1
δ , Gδ, Gθ) = qsδ (a¯δ, Gδ) and let i(δ) ∈ E ∩ δ be such
that a¯δ ⊆ Gi(δ).
Clearly:
⊛ if d1, d2 ∈ Gδ, d2 6= π(d1) then tpbs(〈d1, d2〉, a¯δ, Gδ) 6= tpbs(〈d1, π(d1)〉, a¯δ, Gδ).
[Why? Because π(d1) = π(gδ)g
−1
i d1giπ(gδ)
−1 and the choice of a¯δ.]
Hence for some group term σd1(x¯1+ℓg(b¯δ)) we have π(d1) = σ
Gδ
d1
(d1, a¯δ) and σd1
depends only on tpbs(d1, a¯δ, Gδ). By Fodor Lemma for some i(∗) the set S = {δ :
δ ∈ acc(E) ∩ S1\i∗ and i(δ) = i(∗)} is a stationary subset of θ.
Now we can finish easily, e.g. as Gδ for δ ∈ S belongs to Kexlf and we know that
it can be extended to a complete G′ ∈ Kexlf or just see that all the definitions in
⊛ agree and should be one conjugation. 5.10
9Notice we have used λ(θ;ℵ0) = λ then Pr∗ from Definition 5.3 suffice, whereas if we have used
λ = λ〈θ;ℵ0〉 then Pr∗∗ is needed because this also has to fit the version of M we use.
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Conclusion 4.11. Assume λ > iω is a successor of a regular and G ∈ Klf≤λ and
θ = cf(θ) ∈ (ℵ0,iω) is large enough and S is as in 4.2(3).
Then there is a complete (λ, θ,S)-full H ∈ Kexlfλ extending G.
Proof. Fixing λ and θ by 5.10 it suffices to find m ∈M3λ,θ such that Gm,1 = G. As
λ ≥ iω, the assumption of 4.7(1) holds for every sufficiently large θ < iω; hence
there is m ∈M2
λ,θ,S¯
such that Gm,1 is isomorphic to G and S¯ as there.
As λ is a successor of a regular, the assumption of 4.7(1A) holds (by 0.9) hence
m ∈M3
λ,θ,S¯
. So by 5.10 we indeed are done. 4.11
Remark 4.12. The assumption “λ > iω” comes from quoting 4.7(2) hence it is
“hard” for λ < iω to fail. Similarly below.
Of course we have:
Observation 4.13. If m ∈M1.5 then Gm,θ is (λ, θ,S)-full and extends Gm,0.
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§ 5. More uncountable cardinals
§ 5(A). Regular λ.
Discussion 5.1. 1) [Saharon: beginning of explanation of what we intend to do
was lost - FILL.]
2) Clearly this helps because if c : ”[λ]2 → λ is θ-indecomposable by §(3A) we can
find G3 ∈ Klf extending G2 such that for each ℓ < 2, the subgroup sb({bα,ℓ : α <
λ}, G2) is θ-indecomposable in G3 and this implies G ∈ sb({aα : α < λ}, G1) is
θ-indecomposable in G3.
3) How shall we prove this? We use [Sh:312, 4.1=Ld36] and more in [Sh:312, §(4A)].
For the proof in §4 to work, we need also that G1 ≤S G3, but the proof in §4 seems
to use more. That is, assume that in Definition 4.2 we have S¯ = 〈Sℓ : ℓ = 1, . . . , 4〉
for δ ∈ S4 we apply the above. We need that the case i ∈ S4 will be similar to
i ∈ S2, in the sense of putting together the tp(b¯i,s, Gi, Gi+1)’s for s ∈ I1.
4) Why have we not used the above in §4? Note that for the final result in §4, this
does not make a real change and may well be for the other universe K, the proof
in §4 works but not the proof here.
5) Now in the results of §4, if ℵ0 < θ = cf(θ) ≤ λ, we really need just λ = λ〈θ;ℵ0〉.
The point is the above helps to prove E = {i : π(Gm,i) = Gm,i} is a club of θ. We
still have to use λ = λ〈θ;ℵ0〉. Also the use of Pr0(λ, λ,ℵ0,ℵ0) is as before replacing
it by Pr∗0(λ, λ,ℵ0,ℵ0).
(A) Restricting ourselves to λ = cf(λ) > ℵ0, we can partition Sλℵ0 into λ-
stationary sets 〈S+ε : ε < λ〉, and C¯ = 〈Cδ : δ ∈ S
λ
ℵ0
〉 satisfies Cδ ⊆ δ =
sup(Cδ), otp(Cδ) = ω and each C¯↾S
∗
ε guesses clubs and let c : [λ]
2 → ℵ0 be
c(α, β) = otp(Cβ ∩ α) for α < β < λ.
(B) if λ is singular, µ = µℵ0 < λ ≤ 2µ then as in [Sh:331] but simpler, we use
Sα ⊆ S
µ+
ℵ0
stationary for α < λ, no one inducted in the countable union of
others.
(C) λ singular, λ = sup{χ : cf(χ) = ℵ0} work as in [Sh:331].
(D) cf(χ) = ℵ0 < χ ... FILL.
Discussion 5.2. (17.05.31)
1) Do we need in §4 the property Pr∗ or Pr∗∗ defined in 5.3, 5.8 below? We need it
in Case 1 of the proof. So if we have used λ(θ;ℵ0) = λ, then Pr∗ suffices (as we really
“know” the sequence of elements used for Ii,α, i ∈ S3 in but if we use λ〈θ;ℵ0〉 = λ.
This reflects on the choice of the version of M and proof of completeness.
2) It is nicer if we allow σ < θ < λ. For this we may have c : [λ] → λ and for the
demands on σ we “ignore” values of c which are ≥ σ, etc.
3) If Definition 5.3, 5.8 it is not enough in (d)(β)•2 to demand only
• c{ε1, ζ1} 6= j.
That is, is it not enough in the proof of completeness in §4.
4) See §(5B) - trying to use [Sh:331].
Central here (see a relative Pr∗∗ in 5.8).
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Definition 5.3. (was ??)
Assume λ ≥ µ ≥ κ + θ0 + θ1, κ regular, θ¯ = (θ0, θ1), if θ0 = θ we may write θ0
and then below without loss of generality uε,0 = uε,1; if we omit κ we mean κ = σ.
Let Pr∗(λ, µ, σ, κ¯, θ) mean that there is c : [λ]
2 → σ witnessing it, which means:
(∗)2c for some S¯ we have:
(a) S¯ is a sequence of the form 〈(Sα, δ∗α) : α < λ〉, the Sα pairwise disjoint:
(b) δ∗α = sup(Sα) and cf(δ
∗
α) ∈ (ℵ0, λ];
(c) Sα is stationary;
(d) if (α) then (β), where:
(α) α < λ, S ⊆ Sα is stationary in δ∗α = sup(Sα) and 〈uε,0, uε,1 :
ε ∈ S〉 satisfies uε,0 ∩ uε,1 = uε,ι ⊆ [λ]<κι for ε ∈ S, ι < 2; if
uε,0 = uεi we may write uε,ι = uε;
(β) for some A ⊆ σ of cardinality < κ0 + κ1, arbitrarily large j < σ
there are ε < ζ from S such that such that:
•1 c{ε, ζ} = j
•2 if α ∈ uε,0\(uζ,0 ∪ uζ,1) and β ∈ uζ,1\(uε,0 ∪ uε,1) and
{α, β} 6= {ε, ζ} then c{α, β} ∈ A
(earlier version: (∃j∗)(∀j > j∗) and in •2 only c{α, β} < j
(e) c↾Sα is θ-indecomposable regular κ /∈ {σ, λ}.
Claim 5.4. If λ = cf(λ) > σ+, λ > θ = cf(θ) 6= σ = cf(σ) and ε < λ⇒ |ε|<σ < λ,
then Pr∗(λ, λ, σ, θ).
Proof. Let 〈Sα : α < λ〉 be a partition of S
λ
σ := {δ < λ : cf(δ) = σ} to stationary
sets. By [Sh:g, Ch.III] we can find C¯ such that:
(∗)1 (a) C¯ = 〈Cδ : δ ∈ Sλσ 〉;
(b) Cδ ⊆ δ = sup(Cδ) and otp(Cδ) = σ if θ ≤ σ, and the ordinal product
θ, σ othewise (check proof of this version);
(c) for each α < λ, C¯↾Sα guesses clubs.
We define c : [λ]2 → σ by:
• if ε < ζ are from Sα then c{ε, ζ} = otp(Cζ ∩ ε);
• if ε < ζ < λ and ¬(∃α)({ε, ζ} ⊆ Sα) then c{ε, ζ} = 0.
Clearly in Definition 5.3, Clauses (a),(b),(c) holds; to prove clause (d) assume:
(∗)2 α < λ and S ⊆ Sα is stationary and uε ∈ [λ]<θ for ε ∈ S.
We should find j∗, etc. as in the definition. For each ε ∈ W let ξ1ε = sup(uε∩ε) and
ξ2ε = sup{Cζ ∩ ε : ζ ∈ uε ∩ S
λ
σ\{ε}+ 1. Now ξ
1
ε < ε because |uε| < θ ≤ σ = cf(σ)
and ξ2ε < ε because ζ ∈ S
λ
σ ⇒ otp(Cζ) = σ ∧ sup(Cζ) = ζ hence ζ ∈ S
λ
σ\{ε} ⇒
sup(Cζ ∩ ε) < ε.
For ε ∈ S let jε be sup[{c{ζ1, ζ2} : ζ1 6= ζ2, uε}, it is < ε for some ξ∗ < λ and
j∗ < σ the set S
′ := {ε ∈ W : ξ1ε , ξ
2
ε ≤ ξ∗} is stationary. Recalling σ ≥ θ, |vε| < σ
and |ξ∗|<σ < λ then for some u∗ the set S′′ := {ε ∈ W1 : uε ∩ u∗ and ζ < ε⇒ uζ ⊆
ε} is stationary.
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Let E = {δ < λ; δ = sup(S′′ ∩ δ)}, clearly a club of λ, hence we can choose
ζ ∈ E ∩ S′′. We shall show that:
(∗) for arbitrarily large j < σ there is ε ∈ S′′ ∩ ζ such that (j∗, j, ε, ζ) is as
required in (d)(β) of Definition ??, and more.
This clearly suffices; but why it holds? Let j0 < σ. As otp(Cζ) = σ there is ε1 ∈ Cζ
such that otp(Cζ ∩ε1) > j0, so as ζ ∈ E and the choice of E there is ε ∈ S′′∩ [ε1, ζ).
Now
⊕2.1 c{ε, ζ} = otp(Cζ ∩ ε) > otp(Cζ ∩ ε1) > j0
⊕2.2 assume α ∈ uε\uζ, β ∈ uζ\uε and {α, β} 6= {ε, ζ}, then c{α, β} = 0.
[Why? By the choices of S′, S′′.]
⊕2.3 α 6= β ∈ uε or α 6= β ∈ uζ then c{α, β} < j∗.
[Why? By the choice of S′.]
This is more than required.
We are left with clasue
(∗)3 assume α < λ, κ = cf(κ) /∈ {σ, λ}, 〈Sα,i : i < κ〉 is ⊆-incraesing with union
Sα.
We should prove that for some i < κ,Rang(c↾[Sα,i]
2) = σ. Now if κ > λ necessarily
Sα,i = Sα for i < κ large enough so without loss of generality κ < λi.
Now
⊕3.1 for some i < κ, C¯↾Sα,i guess clubs, i.e. Sα,i is stationary and for every
club E of λ, for some ζ ∈ Sα,i we have Cζ ⊆ E (e.g. for stationarily many
ζ ∈ Sα,i).
[Why? See [Sh:g, Ch.III] or just if Ei is a counter-example for Sα,i, then
⋂
i<κ
Ei is
a club of λ such that ζ ∈ Sα ⇒
∨
i<κ
ζ ∈ Sα,1 ⇒
∨
i<κ
(ζ ∈ Sα,i ∧Cζ * Ei)⇒ Cζ * Ei,
contradicting the choice of C¯ in (∗)1.]
Having chosen i < κ in ⊕3.1, let E = {δ < λ : δ = sup(Sα,i ∩ δ)} hence there is
ζ ∈ Sα,i such that Cζ ⊆ E. Letting 〈βζ,j : j < σ〉 list Cζ is an increasing cardinal,
clearly there are εj for j < σ such that εj ∈ [βζ,j, βζ,j+1) ∩ Sα,i.]
So
⊕3.2 if j < σ, then εj < ζ are from Sα,i ⊆ Sα and c{εj , ζ}, otp(εj ∩ ζ) − 1 =
(j + 1)− 1 = j.
5.4
Remark 5.5. 1) For λ singular: try as in [Sh:e, Ch.V] - divide to coset?, i.e. λ = µ+ω
or λ = ℵδ↾ω2|δ or ?
2) Maybe weaken Pr∗ as in [Sh:e, Ch.V], i.e. not “for every α < λ and stationary
S ⊆ Sα” but “for every α if S = Sα (but maybe more than the uα’s).
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Claim 5.6. (was n09) In Claim 4.7, we can replace Pr0(λ, λ, λ,ℵ0,ℵ0) by Pr∗(λ, λ,ℵ0, θ).
1) Assume λ = λ〈θ;ℵ0〉, and moreover λ = λ〈θ;θ〉, see Definition 0.11 recalling (see
4.2) that θ = cf(θ) ∈ (ℵ0, λ). If G ∈ K≤λ, then there is m ∈ M
2
λ,θ,S¯
such that
Gm,1 ∼= G.
1A) If in addition Pr∗(λ, λ,ℵ0, θ) or just Pr0(λ, λ,ℵ0,ℵ0) then we can add m ∈
M3
λ,θ,S¯
.
1B) If λ ≥ 2ℵ0 then in part (1) we can strengthen Definition 4.5 adding in clause
(e)(ε)•1, •2 that v = ω\{0} hence ℓ0 = 1, ℓ1 = 2, . . ..
2) Assume λ = λ〈θ;ℵ0〉 and λ = λ(λ;θ) then there ism ∈M1.5λ,θ,S such that Gm,1
∼= G.
3) In part (2), if in addition Pr∗(λ, λ,ℵ0, θ) then we can add m ∈M2.5λ,θ,5.
4) If λ ≥ µ := iω (or just µ strong limit) then for every large enough regular θ < µ,
the assumption of part (1) holds.
5) If above θ = ℵ1 < λ = λθ, then the assumption of part (1) holds.
Proof. Let
(∗)1 (a) σ = ℵ0 and c : [λ]2 → σ and S¯ witness Pr∗(λ, λ, σ, θ)
(b) P1 = {vα : α < λ} ⊆ [λ]ℵ0 witness λ〈θ;ℵ0〉 = λ
(c) P2 = {uα : α < λ} witness λ
(λ;θ) = λ when this is assumed and
witness λ〈λ;θ〉 = λ when this is assumed so |uα| = θ.
1) We define (Gi, Ii, Ji, ai,bi, ci) by induction on i < θ such that:
(∗)2i (a) the relevant parts of Definition 4.3 holds
(b) for i ∈ S1, clause (c)(ε) of Definition 4.5 holds and let I
cg
i = {α ∈ Ii :
si,α = scg}
(c) {Ii,α : i < θ, α < λ〉 is a partition of λ, each Ii,α is from {Sβ : β < λ}
and Ii =
⋃
α<λ
Ii,α
(d) if i ∈ S2, 〈(si,α, ai,α) : α < λ〉 is as in clause (c)(ε) of Definition 4.5
(e) assume i ∈ S2; j ∈ i ∩ S2 and α < λ, then for some β < λ we have
u′′j,α = {bi,s : s ∈ Ji,β} where
• u′j,α = {γ < λ: there is a ∈ uα such that a ∈ (b
−1
j,γGjbj,γ)\{e}
an a has order 2 in Gi}
• u′′j,α = {a: for some γ ∈ u
′
j,α, a ∈ (b
−1
j,γGjbj,γ)\{e} has order 2
(in Qi) is minimal (in λ) under those conditions
(f) if i ∈ S3, a parallel condition to clause (c) above using P2 (instead
P2, i.e. vα instead of uα) - FILL?
Clearly
(∗)3 (a) we can carry the induction
(b) the m defined naturally by the above belongs to M1.
[Why? For i = 0 see Definition 4.3. For i = 1, Gi is well defined; for i limit we let
Gi =
⋃
j<i
Gj and for i = j + 1, by our choices in (∗)2j and Definition 4.3, Gi is well
defined. More elaborately, if j ∈ S1, see [Sh:312]; if j ∈ S2, see §(3A) and if j ∈ S3,
see xxx to choose 〈bj,s : s ∈ Ij,α〉 again act as in 3.5(1), 3.6(2) and we can put all
of them together, see 3.5(2), 3.6(2).]
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So arriving to i, Gi is well defined and the other objects are yet to be chosen.
Case 1: i ∈ S1
The number of relevant (s, a¯) is ≤ λ if i = 1 and = λ if i ∈ (1, θ), so there is no
problem to choose 〈si,s : s ∈ Ji = Ii〉, 〈ai,s : s ∈ Ii〉.
Case 2: i ∈ S2
Use the choice of Pj .
Case 3: i ∈ S3
Use the choice of P2. 5.6
Conclusion 5.7. (was n011) Assume θ = cf(θ) ≥ ℵ1, λ〈θ;ℵ0〉 = λ and λ(λ;θ) =
λ,S ⊆ Ω[Klf ] as in xx of cardinality ≤ λ.
If G ∈ Klf≤λ then there is a (λ, θ,S)-full, complete full H ∈ K
exlf
λ extending G.
Proof. If λ is regular, use 5.5, 5.6. For λ singular not strong limit, see §(5B). 5.7
§ 5(B). Singular λ.
In 5.8, 5.9 we define and use the alternative Pr∗∗ for λ singular not strongly limit.
Pr∗∗ is slightly stronger (and enables us to use λ
〈θ;ℵ0〉 = λ instead of λ〈θ;ℵ0〉 = λ,
i.e. to deal with cardinals < 2ℵ0 (e.g. λ < ℵω or even < first fix point in which
case we can prove the pcf demand. We also prove the ...?
A relative of Pr∗ is
Definition 5.8. We define Pr∗∗(λ, µ, σ, κ¯, θ) for cardinals λ as in 5.3:
(a)′ S¯ = 〈Sα : α < λ〉 is a partition of λ
(d)′ if (α) then (β) when:
(α) α < λ, S = Sα, uε,ι ⊆ [λ]<κι for ε ∈ S, ι < 2
(β) for some A ⊆ σ of cardinality < κ0 + κ1, for every j < σ there are
ε < ζ from S such that:
• c{ε, ζ} = j
• if ε1 ∈ uε\uζ, ζ1 ∈ uζ\uε and {ε1, ζ1} 6= {ε, ζ}, then c{ε1, ζ1} =
0
(e) c↾[Sα]
2 is indecomposable.
Claim 5.9. 1) If λ is singular, not strong limit and σ < λ, then Pr∗∗(λ, λ, σ,ℵ0).
2) If α < λ⇒ |α|<κ < λ, λ singular, not strongly limit, σ < λ, θ = cf(θ) ≤ σ, then
Pr∗∗(λ, λ, σ, κ¯, θ).
Proof. We can find by Chernikov-Shelah [CeSh:1035] a µ < λ and sub-tree T
of µ>µ (or µ>2) with µ nodes and ≥ λ branches (note that Ded(µ) ≥ λ means
sup{| lim(T ) : T a tree with ≤ µ nodes}; but λ is singular hence if µ ∈ [cf(λ), λ),
the supremum is obtained.
We may demand µ is ergular, though this is not essential. Let 〈να : α < µ〉 list
T each appearing µ times. Let 〈ηα : α < λ〉 list different branches: we shall use,
e.g. ∂ = µ++, guess clubs, i.e. let C¯ = 〈Cδ : δ ∈ S〉 be such that S ⊆ {δ < ∂ :
cf(δ) = cf(µ)}, Cδ a club of δ of order type µ such that C¯ guesses clubs, exists ([Sh:g,
Ch.III,§1]). Let h : µ→ σ be such that (∀i < σ)(∀α < µ)(∃µξ)(h(ξ) = i ∧ νξ = να)
for i odd Ii,α ∼= µ
+7.
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Recall ida(C¯) is the guessing club ideal, the normal version on Dom(C¯) (check
notation). Let Sα = [∂α, ∂α+ ∂) and we define c : [λ]
2 → σ as follows:
(∗) (a) c({∂α+ ε, ∂α+ ζ}) = j when
(α) α < λ
(β) ε < ζ < ∂
(γ) ζ ∈ S hence cf(ζ) = cf(δ)
(δ) νotp(Cζ∩ε) ⊳ ηα
(ε) j = h(otp(Cζ ∩ ε)).
Let us check Definition 5.3; trivially clauses (a),(b),(c) hold.
Clause (d): So assume α < λ, S = Sα is stationary in sup(Sα) = δ
∗
α = ∂α + ∂ or
col(S∗) = {ε : ∂α+ ε ∈ S} ∈ id
+
a (C¯) and uε ∈ [λ]
<σ for ε ∈ S and j < σ.
We have to find ε < ζ from S such that c{ε, ζ} = 0 and [ε1 ∈ uε\uζ ∧ ζ1 ∈
uζ\uε ∧ {ε1, ζ1} 6= {ε, ζ} ⇒ c{ε, ζ} = 0.
For each ε ∈ S let vε = {α < λ : [∂α, ∂α + δ) ∩ uε 6= 0}, hence thre is S
′ ⊆ S
such that col(S′) ∈ ida+(c¯) and 〈vε : ε ∈ S′〉 is a ∆-system with heart v∗, for some
v∗ ⊆ λ. For ε ∈ S′ let u′ε = {∂α+ ξ : ξ < γ and for some β, ∂β + ξ ∈ uε}, so u
′
ε is
a finite subset of [∂α, ∂α+ ∂).
Similarly there is S′′ ⊆ S′ such that col(S′′) ∈ id+a (C¯) and 〈u
′
ε : ε ∈ S
′′〉 is a
∆-system. With hard u∗ such that ε ∈ S′′ ⇒ u′ε∩ε = u∗ and ζ ∈ S
′′∧ε ∈ S′′∩ζ ⇒
u′ε ⊆ ζ.
Next choose ν ⊳ ηα (hence ν ∈ T ) such that β ∈ v∗\{α} ⇒ ¬(ν ⊳ ηβ), possible
because:
• if β < α then ηβ ∈ µ>µ has length a limit ordinal, ηβ /∈ T and (∀i <
ℓg(ηβ))(ηβ↾i ∈ T ).
Next, choose i < µ such that (νi, ji) = (ν, j) and let E := {δ < ∂ : δ a limit ordinal
such that S′′ ∩ δ is an unbounded subset of δ}, clearly E is a club of ∂ hence by
the choice of c¯. So we can choose ζ ∈ E ∩ S′′ such that Cζ ⊆ E.
Clause (e): 1) Simpler.
2) Similarly only choose µ such that µ<κ = µ. 5.9
Claim 5.10. 1) Assume λ is singular not strong limit, σ = cf(σ) < λ, θ = cf(θ) <
λ. Then Pr∗(λ, λ, σ, θ).
2) Similarly with κ¯ as in 5.9.
Proof. Combine the proof of 5.4 and 5.9. 5.10
Claim 5.11. Like 5.9 for regular λ.
Proof. Combine the proof of 5.4, 5.9 (differently). 5.11
Question 5.12. 1) Does 5.32 fit this frame?
2) Can we, as in [Sh:312, 4.9=La2,4.1=Ld36,pg.44,4.4=Ld38,pg.46] assume the
object x consists of K0 ⊆ K1 ⊆ K2 are finite group, K1 with trivial center, a¯ℓ
generate Kℓ for ℓ = 0, 1, 2 and a¯0 ⊳ a¯1.
Then there is s = scm[x] such that:
(a) s ∈ Ω[Klf ]
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(b) ks = ℓg(a¯1) and ns = ℓg(a¯2)
(c) ps(x¯s) = tpbs(a¯1, ∅,K1)
(d) if (α) then (β) where:
(α)
• G1 ⊆ G3
• tpbs(a¯
′
1, ∅, G1) = tpbs(a¯1, ∅,K1)
• c¯ realizes qs(a¯
′
1, G1) ∈ G3
• we let G0 = sb(a¯′1, G3)
• G2 = sb(a¯′1ˆc¯, G3)
• H2 = CG2(cℓ(a¯0), G2)
• H1 = CG0(cℓ(a¯0))
• L = C(G0, G1) and H1 = L⊕H0
(β) NF3(〈Gℓ : ℓ ≤ 3〉,C(a¯b, G1),C(a¯0).
3) Maybe we can find a s acting on a pair of groups (G′1 ⊆ G1)?
§ 5(C). Strong Limit Singular and [Sh:331].
Here we generalize [Sh:331] but ignore the “θ-indecomposable” in the definition
of Pr∗ /Pr∗∗. The results are stronger than in §(5A) and §(5B) coverall all λ > ℵ0,
but the main proof tells us to change the proof in [Sh:331] in some points; not such
a good choice, but also to repeat it, is not a great one either.
∗ ∗ ∗
It seems we remain with the case λ strong limit. As earlier, it seems tempting
to use [Sh:331]. A problem is there considering η ∈ Jα,M or 〈Mn, Nn : n < κ〉, we
are consider interference from Σ{Jβ : β 6= α}, whereas now we consider interference
from Σ{Jβ : β}\{η} a point neglected in [Sh:331]. If for transparency the answer
to the question above to “only 6= j” is yes, then we may
⊞ in Definition [Sh:331, 1.5=L7.3]; here µ = ℵ0 = κ suffice
Clause (D): i.e. ℓ = 4: in clause (vii) replacing “ν ∈ P Jω ” by ν ∈ P
J
ω ∪
(P Iω\{η}).
Similarly for (D−), (D+), (E), etc. Does [Sh:331, 1.1=L7.1] essentially suffice? Yes,
use langle . . . , η(n,η(n) + 1 . . . : n < ω〉! So let us look at the various claims and
lemmas in [Sh:312] which deals with some case, i.e. “if λ satisfies ...”.
We naturaly let 〈(ηi, iε) : ε < λ〉 list (η, i) such that i < λ, η ∈ P Iiω , c{ε, ζ) is 0 if
iε 6= iε and if Pr1(ℓg(ηε ∩ ηζ)), pr-pairing.
Notation 5.13. 1) Kωtr is up to isomorphism the class of subtrees of (
ω≥α, ⊳) for
some α, expanded by <lex and Pn = I ∩ nα.
2) Let Kλ = {I :
ω>λ ⊆ I ⊆ ω≥λ}, I has cardinality λ, expanded as above.
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Definition 5.14. We say I ∈ Kωtr is (µ, κ)-duper-unembeddable into J ∈ K
ω
tr if :
for every regular large enough χ∗ (for which {I, J, µ, κ} ⊆ H (χ∗)), for simplicity
a well ordering <∗χ∗ of H (χ
∗) and x ∈ H (χ∗) we have (compared to [Sh:331,
1.1=L7.1] we strengthen clause (vi) and add Mn = Nn retaining both to case
quotation):
(∗) there are η,Mn, Nn (for n < ω) such that:
(i) Mn = Nn ≺Mn+1 ≺ (H (χ∗),∈, <∗χ∗)
(ii) Mn ∩ µ =M0 ∩ µ and κ ⊆M0
(iii) I, J, µ, κ and x belong to M0
(iv) η ∈ P Iω
(v) for each n for some k, η↾k ∈Mn, η↾(k + 1) ∈ Nn\Mn
(vi) for each ν ∈ P Jω or ν ∈ P
I
ω\{η}, the sequence |{k < n : {ν↾ℓ : ℓ <
ω} ∩Nω+1 * Nk}|/n converge to zero.
Notation 5.15. We may write µ instead (µ, µ) and may omit it if µ = ℵ0.
Remark 5.16. 1) The x can be omitted (and we get equivalent definition using
a bigger χ∗) but in using the definition, with x it is more natural: we construct
something from a sequence of I’s, we would like to show that there are no objects
such that ... and x will be such undesirable object in a proof by contradiction.
2) We can also omit <∗κ at the price of increasing χ
∗.
3) Here we use µ = κ = ℵ0.
4) We can deal also with the more general properties from [Sh:331, 1.5=L7.3].
Definition 5.17. 1) Kωtr has the (χ, λ, µ, κ)-duper-bigness property if : there are
Iα ∈ (K
ω
tr)λ for α < χ such that for α 6= β, Iα is (µ, κ)-duper unembeddable into
Iβ .
2) Kωtr has the full (χ, λ, µ, κ)-duper-bigness property if :
there are Iα ∈ (Kωtr)λ for α < χ such that:
(a) for every α < χ, Iα is (µ, κ)-duper unembeddable into
∑
β<χ,β 6=α
Iβ
(b) for eery odd α < χ.
3) We may omit κ if κ = ℵ0.
Fact 5.18. 1) If I ∈ Kωtr is (µ, κ)-duper
m-unembeddable into J ∈ Kωtr then I
is (µ, κ)-duperℓ-unembeddable into J when 1 ≤ ℓ ≤ m ≤ 7, (ℓ,m) 6= (5, 6), ℓ,m ∈
{1, 2, 3, 4, 5, 6, 7} and when (ℓ,m) ∈ {(3, 4−), (4−, 4), (4, 4+), (4+, 6), (6, 6+), (4+, 7−),
(7−, 7), (7, 7+), (7−, 7±), (7±, 7+), (6+, 7+), (6, 7), (6−, 6±), (6±, 6+)}.
2) If Kωtr has the (χ, λ, µ, κ)-duper
m-bigness property then Kωtr has the (χ, λ, µ, κ)-
duperℓ-bigness property for (ℓ,m) as above.
3) If Kωtr has the full (χ, λ, µ, κ)-duper
m-bigness property then Kωtr has the full
(χ, λ, µ, κ)-duperℓ-bigness property for (ℓ,m) as above.
4) All those properties has obvious monotonicity properties: we can decrease µ, κ
and χ and increase λ (if we add to I a well ordered set in level 1, nothing happens).
Theorem 5.19. If λ > µ then Kωtr has the full (λ, λ, µ)-duper-bigness property,
hence the (2λ, λ,mu)-duper-bigness property.
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Proof. We have to go over the proof in [Sh:331, §2,§3] and say how to adapt this.
Case A: λ regular > µ, [Sh:312, 1.11=L7.6(1)], more [Sh:312, 2.13=L7.8I].
Obviously fine for Pr∗, for Pr∗∗ we need λ > κ
+ to guess clubs of Sλℵ0 , i.e. the
second citation seems to work for Ktr(θ), λ > θ
+.
Case B: λ singular, χ = χκ < λ ≤ 2χ, [Sh:331, 1.11=L76(2)].
The proof as stated fails. However, if χ = χµ we can let B be a model with
universe χ+, countable vocabulary such that cℓB({α} ∪ µ) ≥ α. Let 〈uε : ε < χ〉
list [χ]≤µ, even length χ+ is O.K. Now we partition Sζ to 〈Sζ,ε : ε < χ〉, each a
stationary subset of χ+.
For each (ζ, ε) let C¯ζ,ε = 〈Cδ : δ ∈ Sζ,ε〉 guess clubs. Now if δ+ζ,ε, let Mδ =
{M :M ⊆ B,M∩µ = uε, α ∈ Cζ,ε ⇒M↾α ⊆ B and α ∈ Cζ,ε∧β = suc(α,Cζ,ε)⇒
M ∩ (α, β) 6= ∅}. For each M ∈ Mζ,ε let ηM ∈ ωδ be, e.g. η(n) = min{β ∈ M :
|β ∩M ∩ Cδ| = n}.
Lastly, Iα = (
ω>λ) ∨ {ηµ: there are M, ζ, ε, δ such that ζ < χ, ε < χ, δ ∈
Sζ,ε,M ∈Mδ and ζ ∈ Aα}.
Case C: λ strong limit singular, cf(λ) > ℵ0, [Sh:331, 1.11=L7.6(3)].
Considering the use of [Sh:331, 1.13=L7.6A], [Sh:331, 1.13=L7.6B] this should
be clear, similar changes to case 2 (more details needed)?
Case D: λ singular and equal to sup{θ : θ singular and pp(θ) > θ+}, [Sh:331,
1.16=L7.7], add there Si = {δ : δ ∈ θi, θi+1) and cf(δ) = ℵ0}.
The proof is like the regular case, the treatment of ν ∈ P Iiω rather than ν ∈
P
Σ{Ij :j 6=i}
ω , as in case 1.
Case E: χℵ0 ≥ λ > µ+2+χ+2, see [Sh:331, 2.1=L7.8], proof after [Sh:331, 2.13=L7.8I]
which improves the work if:
(a) we double the η’s, i.e. η′ = dbl(η) where η′(n2 + ℓ) = η(n) for ℓ ∈ [0, (n+
1)2 = n2]? doubtful
(b) we use the property of [Sh:331, 1.1=L7.1].
Case F: λ singular, there aε(ε < cf(λ), otp(aε) = ω, (Πaε, <Jbdω ) has true cofinality,
θ = sup(aε), pairwise almost disjoint, see [Sh:331, 2.15=L7.9].
remark: seems to cover λ = iω(µ1), µ1 > µ. The non-coverd case seemed ...?
Case G: λ = iω(µ), see [Sh:331, 2.17=L7.10]. 5.19
Claim 5.20. If Kωtr has the full (λ, λ,ℵ0,ℵ0)-duper bigness property, then Pr∗∗(λ,ℵ0,ℵ0).
Proof. Let 〈Iα : α < λ〉 witness the property, without loss of generality ω>λ ⊆ Ii ⊆
ω≥λ. Let {(ηε, αε) : ε < λ} list {(η, α) : α < λ and η ∈ P Iαω }, i.e. η ∈ II i ∩
ωλ and
let:
• Sℓ = {ε < λ : αε = α}
• c{ε, ζ} is: pr1(ℓg(ηε ∩ ηζ) if (∃α)(ζ, ε ∈ Iα)
0 otherwise
5.20
∗ ∗ ∗
However, we still like to cover the indecomposable.
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Definition 5.21. 1) Cλ,µ is the set of c : [λ]
2 → σ.
2) We say c or (c, S¯) exemplifies Pr(λ, µ, θ, κ, σ) when (λ ≥ µ ≥ θ, σ, θ regular):
(a) S¯ = 〈Sα : alpha < λ〉 are pairwise disjoint subsets of λ
(b) d : [λ]2 → µ but ε ∈ Sα ∧ ζ ∈ Sβ ∧ ε± ζ ⇒ c{ε, ζ} = 0
(c) if χ large eough, λ ∈ H(χ), α < λ and ι = 1∧ jι < σ or ι = 2∧ jι < θ, then
there is a pair (N¯ , ζ∗) such that:
(i) M¯ = 〈Nn : n < ω〉, Nn ≺ B = (H (χ+), θ, <∗∗) is increasing with n
(ii) Mn ∩ µ =M0 ∩ µ and κ+ 1 ⊆M0
(iii) S¯, c, α, jι ∈M0
(iv) ζ∗ ∈ Sα
(v) (α) + (β)⇒ (γ) where
(α) z¯eta = 〈ζ0, . . . , ζn〉, ξn = ζ∗, n < κ and ζ0, . . . , ζn−1 ∈ λ\{ζ∗}
(β) ϕ(x¯, y¯) a formula in L(τB), a¯ ∈ ℓg(y¯)M and B |= ϕ[ζ¯, a¯].
3) Versions:
(γ) there is z¯eta = 〈ζ′ℓ : ℓ ≤ n〉 such that:
•1 |= ϕ(ζ¯′, a¯] and ζ¯′ ∈ n+1M
•2 if ℓ < n and ζ′ℓ = ζℓ
•3 if ℓ < n and ζℓ /∈M then c{ζ′ℓ, ζℓ} = 0
•+3 moreover, if ℓ1, ℓ2 ≤ n, ζ
′
ℓ1
6= ζℓ1 , ζ
′
ℓ2
6= ζℓ2 and (ℓ1, ℓ2) 6= (ζℓ1 , ζℓ2) 6=
(ζn, ζ
′
n) then c{ζℓ1 , ζ
′
ℓ2
} = 0
•4 if ι = 1 then c{ζ
′
n, ζ∗} = j1
•5 if ι = 2 then c{ζ′n, ζ∗} ∈ [j2, θ).
Remark 5.22. This is parallel to Definition 5.19, we could have defined a parallel
of ... ?
Claim 5.23. If Pr••(λ, λ, σ,ℵ0, θ), then Pr∗∗(λ, λ, σ, κ, θ) (check).
Proof. Should be clear. 5.23
Theorem 5.24. Assume λ > µ ≥ κ+ σ + θ and θ regular.
Then Pr••(λ, µ, σ, κ, θ), at least for κ = ℵ0 which suffices.
Proof. Like the proof of ??, i.e. [Sh:331] - FILL. 5.24
§ 5(D). Continuation.
Claim 5.25. (?) Let G1 ∈ Klf and aα ∈ G1 of order 2 for, α < λ. We can find
G2, b¯ such that:
(a) G1 ⊆ G2 ∈ Klf and G2 has cardinality |G1|+ λ;
(b) b¯ = 〈bα,ι : α < λ, ι < 2〉 is a sequence of elements of G2;
(c) bα,ι ∈ G2 and G2 = sb(G1 ∪ {bα,ι : α < λ, ι < 2}, G2);
(d) 〈bα,ι : α < λ〉 is a sequence of pairwise commuting members of G2, each of
order 2;
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(e) aα ∈ sb({bα,0, bα,1}, G2);
(f) G1 ≤S G2;
(g) tpqf(bα, 〈bα,ι : α ∈ u, ι < 2〉, G1, G2) = qs(〈aα : α ∈ u〉, G1) with s computed
from tpqf(〈aα : α ∈ u〉, G1).
Proof. Use [Sh:312, §4]. 5.25
Claim 5.26. (?) Assume G ∈ Klf≤λ,ℵ1 ≤ θ = cf(θ) ≤ λ and λ = λ
〈θ;ℵ0〉 and
Pr∗(λ, λ,ℵ0,ℵ0). Then there is a complete H ∈ Klfλ extending ν.
Proof. See ??, or see the above, or see 5.39, a copy of 5.10. 5.26
Our aim is to omit in Conclusion 4.11 the assumption “λ is a successor of a
regular”, though we retain “λ ≥ iω” or at least some consequences of this. So
the problem is having a weaker colouring theorem (than Pr0(λ, λ, λ,ℵ0)) in the
proof of 5.10, while still having θ-indecomposability (recalling Pr∗0 is from Definition
0.8(4A)).
Claim 5.27. 1) Pr′0(λ,ℵ0,ℵ0) when : (check Pr or Pr
′?)
(a) λ = cf(λ) > ℵ1.
Proof. Let S ⊆ Sλℵ0 be stationary. Let c¯ = 〈cδ : δ :∈ S〉 guess clubs, that is:
(∗) Cδ ⊆ δ = sup(Cδ), otp(Cδ) = ω and for every club E of λ for stationarily
many δ ∈ S ∩E we have Cδ ⊆ S (question: adding a regressive function is
constant in Cδ ∪ {δ}?).
Given 〈uε : ε < λ〉 as in Pr∗ for some club E of λ, ε < δ ∈ E ⇒ uε ⊆ δ. 5.27
Maybe more suitable than Pr2.5 is another colouring specifically needed here.
Definition 5.28. 1) Let Pr2.6.1(χ, λ, µ, θ, ∂, σ) means that some (c, W¯ ) witness it
which means that (if χ = λ we may omit χ and if χ = λ = µ we may omit χ and
λ):
(∗) (a) W¯ = 〈Wi : i < χ〉 is a partition λ to χ sets each of cardinality λ;
(b) c : [λ]2 → µ;
(c) if i is even, then c↾[Wi]
2 is θ-indecomposable, that is, if 〈Uε : i < θ〉
is ⊆-increasing with union Wi then for some ε < θ we have µ =
Rang(c↾[Uε]
2);
(d) we have ⊞1 ⇒ ⊞2 where for ℓ = 1, 2;
⊞ℓ (α) i is odd;
(β) Uℓ ∈ [Wi]λ stationary;
(γ) ε ∈ uℓε ∈ [χ]
<σ for ε ∈ Uℓ;
(δ) 〈uℓε : ε ∈ Uℓ〉 is a ∆-system with heart uℓ;
(ε) Uℓ ∩ uℓ = ∅,U1 ∩U2 = ∅;
(ζ) γ < ∂.
Then for some ε1, ε2 we have for ℓ = 1, 2:
(α) εℓ ∈ Uℓ;
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(β) c{ε1, ε2} ∈ [γ, ∂);
(γ) u1ε1\u1, u
2
ε2
\u2 are disjoint;
(δ) if ζ1 ∈ u
1
ε1
\u1 and ζ2 ∈ u
2
ε2
\uζ2 and {ζ1, ζ1} 6= {ε1, ε2} then c{ε1, ζ1} = 0.
2) We define Pr2.6.2(χ, λ, µ, θ, ∂, σ) similarly but replacing clause (d) by:
(d)′ we have ⊞1 ⇒ ⊞2 when:
⊞1 (α) i is odd;
(β) U1 ∈ [Wi]λ;
(γ) ε ∈ u1ε ∈ [λ]
<σ for ε ∈ U1;
(δ) 〈u1ε : ε ∈ U1〉 is a ∆-system with heart u1;
(ε) ε ∈ u2ε ∈ [λ]
<σ for ε ∈Wi;
(ζ) γ < ∂;
⊞2 for some ε1, ε2 we have:
(α) ε1 ∈ U1, ε2 ∈Wi;
(β) c{ε1, ε2} ≥ γ;
(γ) u1ε1\u1, u
2
ε2
are disjoint;
(δ) if ζ1 ∈ u1ε1\u1, ζ2 ∈ u
2
ε2
and {ζ1, ζ2} 6= {ε1, ε2} then c{ζ1, ζ2} =
0.
We need the following in proving Pr2.7(λ,ℵ0,ℵ0) for λ > ℵ1.
Claim 5.29. If λ > ℵ1 is regular, then Pr2.7(λ,ℵ0,ℵ0).
Proof. Let σ = ℵ0, θ = ℵ0 and we prove more.
Case 1: λ successor of regular.
Follow by 0.2(1).
Case 2: λ = cf(λ) > ∂+, ∂ = cf(∂), λ > θ, cf(θ).
(∗)1 Let 〈Wi,ε : i < λ, ε < λ〉 be a sequence of pairwise disjoint stationary
subsets of λ such that:
(a) if δ ∈Wi,ε, i is even then cf(δ) = θ
(b) if δ ∈Wi,ε, i is odd then cf(δ) = ∂.
Let Wi =
⋃
ε<λ
Wi,ε and consider:
(∗)2 for each i < λ, ε < λ let W
′
i = {δ ∈ Wi,ε : δ = sup(Wi ∩ δ)} and for each
δ ∈ W ′i,ε choose Cδ ⊆ δ ∩Wi of order type cf(δ), unbounded in δ.
We define c as follows. FILL. 5.29
Definition 5.30. 1) Let M2.7 =M
2.7
λ,∂,S¯
be the class of m ∈M2
λ,θ,S¯
such that c is
as in Pr2.7(λ, θ, ∂) where ∂ = θ, see below.
3) We define Pr2.7(χ, λ, θ, ∂, σ) as in 5.28(1) but replace clause (d) by:
(d)′′ for some µ, µ = cf(µ) < θ if cℓ : [λ]<ℵ0 → [λ]<µ we have:
• for each i odd, α < λ,Wi,α ∩ {δ < λ : cf(δ) = µ} is stationary;
• if U1 ⊆ Wi,α is stationary 〈u1ε : ε ∈ U1〉, ε ∈ u
1
ε ∈ [λ]
<µ and ε ∈ u2ε ∈
[λ]<µ and ξ < σ (maybe σ = µ) we can find ε < ζ, u1, u2 such that:
(α) ζ ∈ U1, ε < ζ, ε ∈Wi,α;
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(β) u1ε ⊆ u1 and u
2
ε ⊆ u2;
(γ) u1, u2 are cℓ-closed;
(δ) ε ∈ u1\u2, ζ ∈ u2\u1;
(ε) if ε1 ∈ u1\u2, ζ1 ∈ u2\u1 and {ε1, ζ1} 6= {ε, ζ} then c{ε1, ζ1} = 0;
(ζ) c{ε, ζ} = ξ.
Claim 5.31. Assume λ > iω is a successor cardinal and θ = cf(θ) < iω large
enough (or just λ = λ〈θ;θ〉).
1) If G ∈ Klf≤λ and S is as in 4.2(3), then there is a complete (λ, θ,S)-full H ∈
Kexlfλ extending G.
2) Pr2.7(λ, θ, ∂) holds for some θ, ∂ ∈ (ℵ0, λ).
Proof. By 0.9 and 4.11, without loss of generality λ = µ+, µ singular. Let θ = ∂ =
cf(θ) ∈ (ℵ0, λ). We shall choose c differently such that:
(∗)1 letting Iℓ = ∪{Ii : i ∈ Sℓ} for ℓ = 0, 1, 2, 3 we have:
(a) c↾I3 witness Pr0(λ, λ,ℵ0,ℵ0) if possible or at least Pr2.7(λ, θ, ∂,ℵ0),
see 5.30, for some θ, ∂;
(b) c↾I2 satisfies:
(α) for some club E of λ such that if ε < ζ are from I2 and (ε, ζ]∩E 6=
∅ then c{ε, ζ} = 0;
(β) if i ∈ S2, c↾[Ii]2 has range λ and is θ-indecomposable;
(c) if ε ∈ Ii, ζ ∈ Ij , i 6= j then c{ε, ζ} = 0.
Why exist? For (∗)2(b) do as in 3.2. Now in (∗)1(a) we have a problem as in [Sh:g],
concentrate on Pr1. So we have to repeat the proof of 5.10.
How do we choose c↾[I3]2? We choose θ = ∂ = ℵ1, δ ∈ I3 ⇒ cf(δ) = ℵ1 and each
Ii,α(i ∈ S3 odd, α < λ) is stationary. Also we choose C¯ = 〈Cδ : δ ∈ I
3〉 such that
cδ ⊆ δ = sup(cδ) and otp(Cδ) = ω. We define:
(∗)2 for ε < ζ from I
3, c{ε, ζ} is:
• otp(Cζ ∩ ε) when (∃i, α)(ε ∈ Ii,α ∧ ζ ∈ Ii,α ∧ ε ∈ Cζ);
• 0 when otherwise.
We have to prove clause (d) of Definition 5.30. So we define:
(∗)3 cℓ1 : [λ]<ℵ0 → [λ]<∂ is such that:
• if u ∈ [λ]<ℵ0 , δ1 < δ2 belongs to I3 ∩ u then Cδ2 ∩ δ2 ⊆ cℓ1(u);
• if α < δ ∈ I3, {α, δ} ⊆ u then cδ ∩ α ⊆ cℓ1(u).
In our case Ii,α is a stationary subset of {δ < λ : cf(δ) = ∂} so we can find U1, n∗
such that:
(∗)4 (a) U1 ⊆ Ii,α is stationary;
(b) vδ(δ ∈ U1) is constantly v∗;
(c) uδ ∩ δ = u∗ where us = ∪{us,ι : ι ∈ vs};
(d) u∗∗ := ∪{Cα ∩ δ : α ∈ uδ, α > δ} does not depend on δ;
(e) U1 ⊆ E where E is from (∗)1(b);
(f) δ ∈ U1 ⇒ γ∗ = min{γ ∈ Cδ : γ > ji,ωα+n(∗)} for n(∗) such that
ji,ωα+n(∗) > sup(v∗).
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If λ > 2ℵ0 , without loss of generality above (ℓ0, ℓ1, . . .) = (1, . . .) and choose s2 ∈
U1, s1 = min(Cδ\(u∗ ∪ u∗∗ ∪ γ∗)), see the proof in §5.
This is not full. We have to repeat the intersecting with a club and adding a set
to all the uℓε’s and after ω steps we are done. See details later. So assume λ ≤ 2
ℵ0 .
This is helpful only if the conclusion of 4.7(1) holds. In this case Pr1(λ, λ,ℵ0,ℵ0)
is enough because it implies Pr0(λ, λ,ℵ0,ℵ0); see [Sh:g] but we elaborate.
Let 〈ηα : α < λ〉 be a sequence of pairwise distinct members of ω2 and c0 :
[λ]2 → ω.
Let 〈hn : n < ω〉 list {h: for some k, h is a function from k2 × k2 into ω}
exemplify Pr1(λ, λ,ℵ0,ℵ0). We define c : [λ]2 → ω by: if ε < ζ < λ, c0{ε, ζ} = n
and hn :
k(n)2→ ω then c{ε, ζ} = hn(ηε↾k(n), ηζ↾k(n)).
Let 〈uα : α ∈ U0,U0 ∈ [λ]λ, α ∈ uα ∈ [λ]η(∗) and n∗ < ω pairwise disjoint and
h : η(∗)× n(∗)→ ω〉.
For every α let 〈γα,ℓ : ℓ < mα〉 list uα in increasing order. Let kα(α) be minimal
such that h(ηα,ℓ(α), ηα,ℓ(2)) = h(ℓ(1), ℓ(2)). For some U1 ∈ [U0]
λ, α ∈ U1 ⇒ kα =
k∗ ∧
∧
ℓ<n∗
ηγα,ℓ↾kα = η
∗
ℓ .
Now apply the choice of c∗. 5.31
Claim 5.32. If µ++ < λ, λ regular then Pr2.5(λ, θ, ∂) for some θ, ∂. Hence the
conclusion of 4.11 and 4.12 holds.
Remark 5.33. Check reference inside.
Proof. Let Sα ⊆ {δ < λ : cf(δ) ≤ µ
+} be pairwise disjoint with union S and choose
C¯ = 〈Cδ : δ ∈ S〉 such that (Sα contains a club of δ) ⇒ sup(Cδ) = δ, Cδ a set of
even ordinals10 and Cδ ⊆ δ ∩Sα and otp(Cδ) ≤ µ+, see [Sh:g, Ch.III] for existence.
Let 〈hα : α < µ+〉 list the functions h such that for some u = uh ∈ [µ]<ℵ0 , h is a
function from u2 into µ+.
Define a µ-closure operation cℓ∗ by:
(∗)2 for u ∈ [λ]≤µ Grantica question: we have: such that S′α = {δ ∈ Sα : Cδ
includes a club of δ} is stationary and C¯ if α < δ are from S ∩ u then
Cδ ∩ α ⊆ cℓ(u)].
Choose Wi,Wi,α as in xxx above such that:
(∗)3 α < λ ∧ i odd⇒Wi,α ∈ {Sβ : β < λ}.
We define c as in 4.12 above using h : µ+ → µ+, see below. Let α < λ,U1 ⊆ Sα be
stationary 〈u1ε : ε ∈ U1〉, 〈u
2
ε : ε ∈ S〉 and cℓ∗ : [λ]
<ℵ0 → [λ]≤µ and ξ < σ and we
should find ε1, u1, ε2, u2 as in the definition.
We may try by induction on n to chose (En, fn, S¯
∗
n, fn, v¯n) but (S¯
∗
n, fn, vn) are
chosen after (En, S¯n) were chosen:
(∗)4 (a) En is a club of λ decreasing with n;
(b) E0 is E from clause (b) of (∗)3, see 4.12;
(c) fn is a regressive function on Sα ∩ En;
10Formally we need 〈Cδ ∪ {0} : δ ∈ Sα, α < λ〉 be pairwise disjoint. Can arrange but also get
it by renaming so ∪{wi : i even} will be the set of odd ordinals and can use {wi,α : i odd} by
S′β = {γ: for some ξ, ξ
ω + 1 + β = γ or γ ∈ Sα and is divisible by ξω for every ξ < γ}.
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(d) (α) S¯∗ = 〈S∗η : η ∈
nλ〉 is a partition of S ∩ En;
(β) v¯n = 〈vη : η ∈ nλ〉;
(e) (α) S∗η = {δ ∈ S
∗
α :
∧
ℓ<ℓg(η)
fℓ(δ) = η
(ℓ)} ∩Eℓg(η);
(β) vη ∈ [λ]≤µ is increasing with η;
(f) En+1 ⊆ En is such that η ∈ nλ∧(S∗η not stationary)⇒ En+1∩Sη = ∅.
Way 1:
(∗) Let E1 be a club of λ such that:
(a) E1 ⊆ E from (∗)3(b);
(b) if δ ∈ E and v ∈ [δ1]<ℵ0 , then cℓ∗(v) ⊆ δ;
(c) ε < δ ∈ E ⇒ u2ε, u
1
ε ⊆ δ when defined.
Let 〈Bδ,i : i < µ
+〉 list the closure of Cδ in increasing order. By the choice of
〈Cδ : δ ∈ Sα〉 there is ε2 ∈ Sα such that Z = {i < µ+ : βδ,i+1 ∈ E} contains a club
of µ+. Let vi be the {cℓ∗, cℓ}-closure of u1ε2∪{βδ,jj < i}, 〈vi : i < µ
+〉 is⊆-increasing
continuous and vi ∈ [λ]≤µ. So for some limit i, h(i) = ξ and vi ∩ ε2 ⊆ αε2,j.
Let uj = vi, ε2 = αε2,iu1 = the cℓ∗-closure of u
2
ε1
∪ (u1 ∩ ε2). We have to check
the conditions:
•1 ε2 ∈ u1 ∈ [λ]≤µ, ε2 ∈ u2 ∈ [λ]≤µ.
[Why? Check.]
•2 u1, u2 are cℓ∗-closed.
[Why? By their choice.]
•3 ε2 ∈ u2\u1.
[Why? ε1 ∈ u1 obviously and u2 ⊆ ε2 because ε2 ∈ E1.]
•4 ε1 ∈ u1\u2.
[Why? By the choice of ε1.]
•5 c{ε1, ε2} = ξ.
[Why? ε1 = αε2,i+1 and h(i) = ξ by the choice of i we arrive to the main point.]
•6 if ζ1 + u1\u2, ζ2 ∈ u2\u1 and {ζ1, ζ2} 6= {ε2, ε1} then c{ε2, ζ2} = 0.
[Why? If ζ2 = ε2 and ζ1 /∈ Sα - trivial by the definition of c. If ζ2 = ε2 and recall
vi ∩Cδ ⊆ αε2,i and so u
2
ε1
⊆ αε2,i+1 hence u2 ⊆ αε1,is, u2\u1 is disjoint to Cδ. But
(∀ε < ε2)(c{ε, ε2} 6= 0⇒ ε ∈ Cδ, so we are done.]
If ζ2 ∈ S\{ε2}, then Cζ2 ∩ δ ⊆ cℓ (the cℓ-closure of u2) ∩δ = vi = δ hence is
disjoint to u1\u2 to which ζ2 belongs hence c{ζ1, ζ2} = 0.
If ζ2 /∈ S, recalling ζ2 ≥ ε2 > ε1 ∧ ε2 ∈ E1 ∧ E ⊆ t, by the choice of E we are
done. 5.33
Discussion 5.34. (16.10.29)
1) Addition to 4.12: For successor of singular but having added u∗ ∪ u∗ ∪ {γ∗} to
? we have to close again u1ε, u
2
ε. So change as follows:
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(a) I3 ⊆ {δ < λ : cf(δ) = ∂+}, ∂+ < λ (can use ∂ instead ∂ = cf(∂) ∈ (ℵ0, λ));
(b) each Ii,α (i ∈ S3, α < λ) is stationary;
(c) C¯ = 〈Cδ : δ ∈ I3〉.
We use the u1ε, u
2
ε, γ,ℵ0 times and they are of cardinality ≤ ∂. To formulate the
Pr2.8 have to add cℓ : ([I
3]≤∂)→ [I3]≤∂ a closure operation.
2) For inaccessible, without loss of generality Mahlo (by [Sh:365]), we have to
separate into strong limit or not. For strong limit cardinals see 5.32. Strong limit,
let S = {κ < λ : κ inaccessible not Mahlo}. Build a sequence of regressive function
and closure operations.
Claim 5.35. If λ is singular not strong limit then Pr2.7(λ, θ, ∂) for θ = ∂ = µ
+7, µ
large enough.
Proof. We can find by Chernikov-Shelah [CeSh:1035] a µ < λ and sub-tree T
of µ>µ (or µ>2) with µ nodes and ≥ λ branches (note that Ded(µ) ≥ λ means
sup{| lim(T ) : T a tree with ≤ µ nodes}; but λ is singular hence if µ ∈ [cf(λ), λ),
the supremum is obtained).
We may demand µ is regular, though this is not essential. Let 〈να : α < µ〉 list
T each appearing µ times. Let 〈ηα : α < λ〉 list different branches: we shall use,
e.g. ∂ = µ++, guess clubs, i.e. let C¯ = 〈Cδ : δ ∈ S〉 be such that S ⊆ {δ < ∂ :
cf(δ) = cf(µ)}, Cδ a club of δ of order type µ such that C¯ guesses clubs, exists ([Sh:g,
Ch.III,§1]). Let h : µ→ σ be such that (∀i < σ)(∀α < µ)(∃µξ)(h(ξ) = i ∧ νξ = να)
for i odd Ii,α ∼= µ+7 but c↾[Ii,α]2 is such that:
• if δ ∈ S, νξ ⊳ ηα and γ is the ξ-th member of Cδ then c{πi,α(γ), πi,α(δ)} =
hα(ξ).
We can continue as in ??. [Alternative: use 〈Sε : ε < ε∗〉, each for one height,
〈∪{Cδ ∪ {δ} : δ ∈ Sε} : ε < ε∗〉 pairwise disjoint, in each we use branches of the
same height.]
But what about the indecomposability? Is it enough to find S ⊆ [λ]µ
+7
, |S | = λ
such that if f : S → θ then for some i < θ, λ = ∪{u ∈ S : f(u) < i}? We need
λ = λ〈µ
+7,θ〉. So no additional requirements. 5.35
Discussion 5.36. (16.10.29) For λ strong limit singular can we use [Sh:E59]? Can
we use [Sh:331, §1,§2]? Can we use [Sh:E81]? We may use complicated linear
orders; the point is then given G ∈ Klfλ there are only ≤ λ of them realized in it.
For a group G ∈ Klf , a¯ = λG a linear order I and c : [I]2 → λ we can define H
such that:
(∗) (a) H is generated by G ∪ {bs,ℓ : s ∈ I, ℓ < 2} ∪ {c∗};
(b) H ⊆ θ;
(c) C∗ has order 3 and commute with even members of G ∪ {bs,ℓ : s ∈
I, ℓ = 1, 2};
(d) if s <I t then [bs,1, bt,2] = ac{s,t};
(e) if s <I t then [bs,2, bs,1) = c∗;
(f) bs,1, bs,2 commute;
(g) H ∈ Klf has cardinality |G|+ |I|+ ℵ0;
(h) G ≤s H ;
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(i) letting b¯s = (bs,1, bs,2) the sequence 〈b¯s : s ∈ I〉 is skeleton-like inside
for quantifier free formulas inside H and hence inside any H ′ when
H ⊆S H ′.
Discussion 5.37. For λ strong limit singular or really any λ we can look again at
what we need:
(∗) for any i, α < λ and g : [λ]<ℵ0 such that u ⊆ g(u) = g(g(u)) we can find
s1 = s2 ∈ I2, etc.
Problem: Now in [Sh:331], [Sh:E82] we have similar/non-similar. Here we need
w colours. In fact, we get them η2 ∈ Ti,α of length ω and ν1 = η↾(n + 1), ν2 ∈
suc(η↾n)\{v1} such that the image in Σ{Ii2,α2 : (i1, α1) 6= (i, α)} of (η, ν1), (η, ν2)
are similar. But this is not what we need.
Definition 5.38. 1) Let Pr2.6(χ, λ, µ, θ, ∂, σ) mean that some (c, W¯ ) witnesses it,
which means that (if χ = λ we may omit χ and if χ = λ = µ we may omit χ and
λ):
(∗) (a) W¯ = 〈Wi : i < χ〉 is a partition λ to χ sets each of cardinality λ
(b) c : [λ]2 → µ
(c) if i is even, then c↾[Wi]
2 is θ-indecomposable, that is, if 〈Uε : i < θ〉
is ⊆-increasing with union Wi then for some ε < θ we have µ =
Rang(c↾[Uε]
2)
(d) if ⊞1 then ⊞2 when :
⊞1 (α) i < λ is odd;
(β) cℓ : [λ]<σ → [λ]<µ;
(γ) ε ∈ uε ∈ [λ]<σ;
(δ) ξ < ∂;
⊞2 for some (ε, u
′
ε, ζ, u
′
ζ) we have:
(α) ε < ζ are from Wi;
(β) uε ⊆ u′ε and uζ ⊆ u
′
ζ ;
(γ) u′ε and u
′
ζ are cℓ-closed;
(δ) ε ∈ u′ε\u
′
ζ;
(ε) c{ε, ζ} ∈ [ξ, ∂);
(ζ) if ε1 ∈ u′ε\u
′
ζ and ζ1 ∈ u
′
ζ\u
′
ε but {ε1, ζ1} 6= {ε, ζ} then
c{ε1, ζ1} = 0.
2) We define Pr2.6.2(χ, λ, µ, θ, ∂, σ) similarly but replacing clause (d) by:
(d)′ we have ⊞1 ⇒ ⊞2 when :
⊞1 (α) i is odd;
(β) U1 ∈ [Wi]λ;
(γ) ε ∈ u1ε ∈ [λ]
<σ for ε ∈ U1;
(δ) 〈u1ε : ε ∈ U1〉 is a ∆-system with heart u1;
(ε) ε ∈ u2ε ∈ [λ]
<σ for ε ∈Wi;
(ζ) γ < ∂;
⊞2 for some ε1, ε2 we have:
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(α) ε1 ∈ U1, ε2 ∈Wi;
(β) c{ε1, ε2} ≥ γ;
(γ) u1ε1\u1, u
2
ε2
are disjoint;
(δ) if ζ1 ∈ u1ε1\u1, ζ2 ∈ u
2
ε2
and {ζ1, ζ2} 6= {ε1, ε2} then c{ζ1, ζ2} =
0.
Claim 5.39. If m ∈ M2.6
λ,θ,S¯
and Pr2.6(λ, λ, θ, θ,ℵ1,ℵ0), then Gm,θ ∈ Kexlfλ is
complete, (λ, θ,S)-full and extends Gm1 .
Remark 5.40. (16.11.13) 1) Check.
Note: we define cℓ : [λ]≤ℵ0 → [λ]<ℵ0 as in 4.9(2).
2) The proof below is copied!
3) The Ii,α ∈ {wj : j < λ and i ∈ S2 ⇒ j even and i ∈ S3 ⇒ j odd }.
Proof. We repeat the proof of 5.10 but replacing “Case 1” in the proof by:
Case 1: S• is unbounded in θ
So for i ∈ S• choose ci ∈ C(Gm,i, Gm,i+ω) such that π(ci) 6= ci hence ci /∈
C(Gm,i). Without loss of generality ci has order 2 because recalling Gi ∈ Kexlf
and so the set of elements of order 2 from C(Gm,i, Gm,i+ω) generates it, see [Sh:312,
4.1=Ld36,4.10=Ld93]. Choose 〈iε = i(ε) : ε < θ〉 increasing, iε ∈ S• and so as
iε + ω ≤ iε+1 ∈ E clearly π(cε) ∈ Gm,i(ε+1). Now we apply 4.5(e), 0.8(1) and get
contradiction by 4.9(4) recalling 4.5(2)(h) and 4.3(e); but we elaborate.
Now we apply 4.5(1)(e) (indirectly 4.7(1), ??). So there are (i, α, v, ℓ0, ℓ1, . . . , ε0, ε1, . . .)
as there in particular i ∈ S3 and here v = ω\{0}. Now for every s ∈ Ii,α we apply
4.9(2), getting u¯s = 〈us,ι : ι ∈ vs〉 and let ℓs be such that vs ⊆ ji,ωα+ℓs , without
loss of generality i ∈ vs, s ∈ us,i.
Now consider the statement:
(∗)3 there are s1 6= s2 ∈ Ii,α and k such that
(a) c{s1, s2} = ℓk
(b) ℓs > ℓs1 , ℓs2
(c) if t1 ∈ ∪{us1,ι : ι ∈ vt1\i}, t2 ∈ ∪{us2,ι : ι ∈ vt2\i} and {t1, t2} 6=
{s1, s2} then c{t1, t2} = 0
or for later proofs
(c)′ (α) if t1 ∈ us1,i\us2,i and t2 ∈ us2,i\us1,i and
• {t1, t2} 6= {s1, s2} then c{t1, t2} = 0 or just
• t1, t2 ∈ Ii,α ⇒ c{t1, t2} < ℓk
• t1, t2 ∈ Ii,β , β < λ;β 6= α then ji,ωβ+c{t1,t2} < ji,ωα+ℓ(k)
(we use ji,ωα+ℓ ∈ (j∗i,ℓ, j
∗
i,ℓ+1) - check
(β) if ι ∈ v1 ∩ v2 and ι > i, (ι ∈ S3)?, β < λ and t1 ∈ vs1,ι, t2 ∈ vs2,ι
then c{t1, t2} = 0.
Now why (∗)3 is true? This is by the choice of c, that is, as c exmplifies Pr0(λ, λ, λ,ℵ0)
(in later proofs we use less).
Now to get a contradiction we like to prove
(∗)4 the type tp((π(bs1 ), π(bs2), Gm,i, Gm,θ) does not split over Gm,ji,ωα+ℓ(k) ∪
{ci(εk)} hence over Gm,i(εk) ∪ {ci(ε(k)).
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It gives that tp((bs1 , (bs2), π
−1(Gm,i), π
−1(Gm,θ) does not split over π
−1(Gm,i(εk))∪
{π−1(ci(ε)). But i(εk), i ∈ E has it follows that π(Gm,i) = Gm,i and π
−1(Gi(εk) =
Gi(εk)) has tp(bs1 , bs2), Gm,i, Gm,θ) does not split over Gi(εk) ∪ {π
−1(ci(εk))}.
Now [bs1 , bs2 ] = [bs1 , bs2 ] = π
−1(ci(εk)) which is 6= ci(εk). But as ci(εk) ∈
C(Gm,i(εk), Gm,θ) clearly also π
−1(ci(εk)) belongs to it, hence it follows that π
−1(ci(εk)) ∈
cℓ({ci(εk)};Gθ), but as ci(εk) has order two, the latter is {ci(εk), eGσ}.
However π−1(ci(εk)) too has order 2 hence is equal to ci(εk); applying π we get
ci(εk) = π(ci(εk)) a contradiction to the choice of the ci’s.
[Pre 16.11.11 proof: as ci(εk) 6= Gm,ji,ωα+ℓ(k) (see above), contradiction.
Why does it hold? By 4.9(3) and (∗)3(c), in later proofs by finer versions (for
more cardinals) we have to do more.] 5.39
Claim 5.41. 1) If λ is regular ≥ iω and θ < iω is regular large enough, then
Pr2.6(λ, λ, θ, θ, ∂, σ).
1A) In (1) if λ is regular, λ〈θ;θ〉 = λ the conclusion holds.
2) If λ is singular not strong limit and θ < iω is regular large enough, then
Pr2.6(λ, λ, θ, θ, ∂, σ).
Proof. 1) Choose E such that:
(∗)1 (a) E is a club of λ;
(b) (α) if λ is a successor cardinal, e.g. λ = µ+ then δ ∈ E ⇒ µω|δ;
(β) if λ is a limit cardinal, then E is a set of limit cardinals.
Let “θ large enough” mean:
(∗)2 (a) θ < iω is regular;
(b) λ[θ;θ] = λ or just λ〈λ;λ〉 = λ;
(even if λ is a successor of a singular, its cofinality is taken care of
later).
(∗)3 We choose W¯ such that:
(a) W¯ = 〈Wi : i < λ〉 is a partition of λ;
(b) if i is odd, then Wi ⊆ {δ < λ : cf(δ) = σ} is stationary;
(c) each Wi is unbounded in λ.
How do we choose the ci?
(∗)4 c : [λ]2 → θ is such that
(a) if ε ∈ Wi,ζ , ζ ∈Wj and i < j < λ, then c{ε, ζ} = 0;
(b) if ε < ζ < λ are fromWi and i is even and sucE(ε) < ζ, i.e. (ε, ζ]∩E 6=
∅ then c{ε, ζ} = 0;
(c) if ε < ζ are successive members of E then c↾[{ξ : ε < ξ < ζ}]2 → θ is
θ-indecomposable;
(d) for i odd:
(α) choose C¯ = 〈Cδ : δ ∈ Wi〉, Cδ ⊆ δ = sup(Cδ), otp(Cδ) = σ
guesses clubs;
(β) if ε < ζ are from Wi then c{ε, ζ} = otp(Cζ ∩ ε) when ε ∈ Cδ
and c{ε, ζ} = 0 otherwise.
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[Why possible? For clause (c) do as in §(3A) and for clause (d)(α) recall [Sh:g,
Ch.III]. Now in Definition 5.38, clause (a),(b),(c) should be clear and we shall
prove clause (d). So we are given cℓ : [λ]<ℵ0 → [λ]<σ ; (in the main case - as in
4.9(2)). We shall choose cℓ1 “extending it” (Saharon: rest of the proof is copied).]
(∗)3 cℓ1 : [λ]<ℵ0 → [λ]<∂ is such that:
• if u ∈ [λ]<ℵ0 , δ1 < δ2 belong to I3 ∩ u then Cδ2 ∩ δ2 ⊆ cℓ1(u);
• if α < δ ∈ I3, {α, δ} ⊆ u then cδ ∩ α ⊆ cℓ1(u).
In our case Ii,α is a stationary subset of {δ < λ : cf(δ) = ∂} so we can find U1, n∗
such that:
(∗)4 (a) U1 ⊆ Ii,α is stationary;
(b) vδ(δ ∈ U1) is constantly v∗;
(c) uδ ∩ δ = u∗ where us = ∪{us,ι : ι ∈ vs};
(d) u∗∗ := ∪{Cα ∩ δ : α ∈ uδ, α > δ} does not depend on δ;
(e) U1 ⊆ E where E is from (∗)1(b);
(f) δ ∈ U1 ⇒ γ∗ = min{γ ∈ Cδ : γ > ji,ωα+n(∗)} for n(∗) such that
ji,ωα+n(∗) > sup(v∗).
If λ > 2ℵ0 , without loss of generality above (ℓ0, ℓ1, . . .) = (1, . . .) and choose s2 ∈
U1, s1 = min(Cδ\(u∗ ∪ u∗∗ ∪ γ∗)), see the proof in §5.
This is not full. We have to repeat the intersecting with a club and adding a set
to all the uℓε’s after ω step we are done. See details later. So assume λ ≤ 2
ℵ0
This is helpful only if the conclusion of 4.7(1) holds. In this case Pr1(λ, λ,ℵ0,ℵ0)
is enough because it implies Pr0(λ, λ,ℵ0,ℵ0); see [Sh:g] but we elaborate.
Let 〈ηα : α < λ〉 be a sequence of pairwise distinct members of ω2 and c0 :
[λ]2 → ω.
Let 〈hn : n < ω〉 list {h: for some k, h is a function from k2×k2 into ω} exemplify
Pr1(λ, λ,ℵ0,ℵ0). We define c : [λ]2 → ω by: if varp < ζ < λ, c0{ε, ζ} = n and
hn :
k(n)2→ ω then c{ε, ζ} = hn(ηε↾k(n), ηζ↾k(n)).
Let 〈uα : α ∈ U0,U0 ∈ [λ]λ, α ∈ uα ∈ [λ]η(∗) and n∗ < ω pairwise disjoint and
h : η(∗)× n(∗)→ ω.
For every α let 〈γα,ℓ : ℓ < mα} list uα in increasing order. Let kα(α) be minimal
such that h(ηα,ℓ(α), ηα,ℓ(2)) = h(ℓ(1), ℓ(2)). For some U1 ∈ [U0]
λ, α ∈ U1 ⇒ kα =
k∗ ∧
∧
ℓ<n∗
ηγα,ℓ↾kα = η
∗
ℓ .
Now apply the choice of c∗.
1A) Similarly.
2) (16.11.13) - copied)
We can find by Chernikov-Shelah [CeSh:1035] a regular µ < λ and tree T with
µ nodes µ-levels and ≥ λ branches, (of finitely many heights).
Let 〈να : α < µ〉 list T such that να ⊳ νβ ⇒ α < β each appearing µ times.
Let 〈ηα : α < λ〉 list different branches: we shall use, e.g. ∂ = µ++, guess clubs,
i.e. let C¯ = 〈Cδ : δ ∈ S〉 is such that S ⊆ {δ < ∂ : cf(δ) = µ}, Cδ a club of δ of
order type µ such that C¯ guess clubs. Let h : µ → σ be such that (∀i < σ)(∀α <
µ)(∃µξ)(h(ξ) = i ∧ νξ = να) for i odd Ii,α ∼= µ
+7 but c↾[Ii,α]
2 is such that:
• if δ ∈ S, νξ ⊳ ηα and γ is the ξ-th member of Cδ then c{πi,α(γ), πi,α(δ)} =
hα(ξ).
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Can continue as in 5.30. [Alternative: use 〈Sε : ε < ε∗〉, each for one height,
〈∪{Cδ ∪ {δ} : δ ∈ Sε} : ε < ε∗〉 pairwise disjoint, in each we use branches of same
height.]
But what about the indecomposable? It is enough to find S ⊆ [λ]µ
+7
, |S | = λ
such that if f : S → θ then for some i < θ, λ = ∪{u ∈ S : f(u) < i}? We need
λ = λ〈µ
+7,θ〉. So no additional requirements.
3) See [Sh:331, §2] - FILL. 5.41
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