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Abstract
In style-constrained classiﬁcation often there are only
a few samples of each style and class, and the correspon-
dences between styles in the training set and the test set
are unknown. To avoid gross misestimates of the classiﬁer
parameters it is therefore important to model the pattern
distributions accurately. We offer empirical evidence for in-
tuitivelyappealingassumptions,infeaturespacesappropri-
ate for symbolic patterns, for (1) tetrahedral conﬁgurations
of class means that suggests linear style-adaptive classiﬁ-
cation, (2) improved estimates of classiﬁcation boundaries
by taking into account the asymmetric conﬁguration of the
patterns with respect to the directions toward other classes,
and (3) pattern-correlated style variability.
1. Introduction
To improve the classiﬁcation of multi-source data we
consider it necessary to extend statistical analysis beyond
principal components, class means and class-conditional
covariances. While we have not yet succeeded in incor-
porating all our ﬁndings into new classiﬁers, we hope that
our conjectures and observations will stimulate the devel-
opment of new models for classiﬁcation of complex data
sets.
In our training sets, each object is labeled by both source
(or style) and class labels, but we must classify a test set
where objects from the same source are grouped together,
but neither source nor class labels are available. We wish
to assign only class labels, not style labels, to the patterns
of the test set. In our previous work, we have called such
a scenario style-consistent or style-constrained classiﬁca-
tion, and showed that different classiﬁcation methods are
appropriate when the number of patterns from each source
is small (2-6 patterns), or large (50 or more), and when
the number of styles is small (2-6 styles), or large (hun-
dreds) [7][8][9][10]
As in our earlier work, we assume that the objects of in-
terest are intended for communicating messages. Examples
are printed and hand-printed digits and letters of alphabetic
scripts, glyphs designed speciﬁcally for ease of machine
reading(grafﬁtiandOCR fonts),andthephonemerepertory
of various languages. We believe that different techniques
may apply to the classiﬁcation of glyphs of communica-
tions symbols than to pictures of “natural” patterns (ﬂow-
ers, chromosomes, tissue cells, ﬁngerprints, faces) because
communications symbols have either evolved, or were en-
gineered, to maintain high separation between classes. We
have no reason to believe that measurements of natural ob-
jects exhibit this property.
Given ﬁnite resources for producing each symbol (size
and stroke-width limitations for print [5], limited ability
to manipulate a stylus for hand print [6], energy budget
and a ﬁxed articulatory musculature for phonemes [2], we
would expect the distance between any pair of classes to
be approximately the same. (If it weren’t, then it would
be possible to change the symbols to separate neighboring
classesatthecostofreducingtheseparationbetweendistant
pairs.) “Appropriate” features would maintain this equidis-
tance property. The ten digits in a variety of scripts sug-
gest that in a given alphabet most pairs are, in fact, roughly
equally distinguishable (Figure 1). Exceptions may occur
for high frequency symbols, such as ‘0’,‘1’, and ‘2’ (ac-
cording to Benford’s Law, these digits account for 60% of
all the leading digits in numerical ﬁelds), ‘e’ in written En-
glish, and ‘schwa’ in speech. An information-theoretic jus-
tiﬁcation based on maximal entropy would, of course, also
have to take into account linguistic context, but here we ne-
glect inter-symbol class dependence in order to concentrate
on modeling styles (inter-symbol feature dependence).
Multimodal class-conditional feature distributions have
been modeled for at least 30 years [1]. Previous models
have not, however, taken into account the correlation be-
tween the parameters of the modes arising from multiple
pattern sources. The presence of such correlations reduces
the uncertainty of the class-conditional feature distribution
of a pattern if another pattern (of the same or of a different
class) from the same source has already been observed. We
attempt to model this phenomenon.
1Figure 1. Numerals in different scripts.
2. Proposed constraints on style distributions
The curse of dimensionality impacts the estimation of
style-constrained classiﬁers more than that of singlet classi-
ﬁers because often only a few labeled samples of each style
are available. This suggests applying as much prior knowl-
edge as possible, including constraints on the expected con-
ﬁguration of the feature distributions.
We propose to restrict the conﬁguration of the class
means according to the equidistant-class hypothesis elabo-
rated in the Introduction. The class means should be nearly
uniformly distributed on a
(
c
￿
1
) dimensional sphere, i.e.,
at the vertices of a
(
c
￿
1
) dimensional simplex.
We further note that the class-style means in each class
are dispersed about the class means in a manner similar to
the dispersion of individual patterns about the class-style
means. More speciﬁcally, the class-mean-centered style-
mean vectors are signiﬁcantly correlated. Therefore know-
ing how Ann writes “4” provides measurable information
about how she writes “5”. This phenomenon is called
strong style. It allows classifying several patterns of the
same source (in a single ﬁeld) more accurately than classi-
fying them individually [8][9]. We emphasize that this phe-
nomenon is different from the more commonly exploited
weak style, where patterns of the same class from a given
source are similar (i.e., Ann always crosses her 7s), but may
co-occur in arbitrary combinations (i.e., crossed 7s are as
likely to be found in ﬁelds with open 4s as with closed 4s).
We conjecture that the correlation coefﬁcients among
features depend more on the speciﬁc feature set than on the
classes and styles. This suggests pooling samples of differ-
ent styles and class to estimate correlation coefﬁcient, then
rescaling the correlations into the class-speciﬁc covariance
matrices according to individual variance estimates (which
are more stable than covariance estimates).
The last model constraint suggested by our observations
is that patterns are not distributed symmetrically about their
class means. Their dispersion in the direction of the other
classes is smaller than away from other classes.
We attempt to illustrate the above notions by visualizing
the distributions in feature space (Figure 2). There are two
features, three classes, and four styles. The class means are
at the vertices of an equilateral triangle (2-D simplex). The
correlationamongthestylemeansis indicatedbytheiriden-
Figure 2. Model for class, style and feature
distribution.
tical placement about their class means. The class means
are not at the center of their equiprobability contours, be-
cause the feature distributions are skewed away from each
other. We don’t attempt to indicate the putative similarity of
the correlation matrices.
3. Database for experimentation
Databases SD3 and SD7, which are part of the NIST
Special Database SD19 [3] contain handwritten numeral
samples labeled by writer and class (but not of course by
style). We constructed four datasets (with different writ-
ers in the training and test sets), two from each of SD3 and
SD7, as shown in Table 1. We extracted 100 blurred direc-
tional (chaincode) features from each sample [4]. We then
computedtheprincipalcomponentsoftheSD3-Train+SD7-
Train data onto which the features of all samples were pro-
jected to obtain 100 principal-component (PCA) features
for each sample.
2Table 1. Handwritten numeral datasets.
No. of Writers No. of samples
SD3-Train 395 42698
SD7-Train 99 11495
SD3-Test 399 42821
SD7-Test 100 11660
4. Observations and justiﬁcation of the model
Means of classes are indeed almost equally spaced from
one another, at the vertices of a
(
c
￿
1
)-simplex (a tetrahe-
dron in 3-D) The distribution of the Euclidean distance be-
tween class means is more uniform than the distribution of
their “average” Mahalanobis distance (Figure 3). The dis-
tribution cannot be uniform in a space of lower than
c
￿
1
dimensions (Figure 4).
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Figure 3. Bar chart of distances between all
pairs of class means in 100-dimensional fea-
ture space.
The tetrahedral arrangement, which means that no class
mean is a convex combination of any other class means
(i.e., that the class means are on the “outside” of the feature
space), coupled with the similar dispersion of the patterns
about the class means, suggests that there exist “external re-
gions” that contain mostly patterns of a single class. (These
external regions are deﬁned by hyperplanes through each
class mean and normal to the vector pointing to the centroid
of the other classes. The external region for each class is
on the side of its own hyperplane away from the centroid,
and on the side of the other hyperplanes towards the cen-
troid.) Our experiments show that the average impurity of
the external regions is only 2%.
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Figure 4. Bar chart of distances between all
pairs of class means in top 2 principal com-
ponent feature space.
If each class mean can be separated from all the other
class means by means of a single hyperplane, and the dis-
persion of the patterns about the class means is relatively
small, then a linear discriminant will be adequate. In statis-
tical pattern recognition this is achieved in practice by us-
ing the same “average” covariance matrix for every class.
In style-constrained classiﬁcation the number of patterns
from a single source tends to be small, therefore it is ad-
vantageous to have to estimate fewer parameters. The vari-
ance of the features does, however, change signiﬁcantly
from class to class, therefore we estimate the style vari-
ances, then rescale the pooled correlation coefﬁcients (Ta-
ble 2, from [9]). Class or class-and-style conditional cor-
relations may improve classiﬁcation, but only if there are
enough samples to estimate them accurately.
Table 2. Character error rates on handwritten
data for quadratic singlet classiﬁcation and
style-adaptive linear classiﬁcation.
Character error rate (%)
Quadratic Style-adaptive
Training set Test set singlet linear
SD3-Train SD3-Test 2.2 0.8
SD7-Test 8.0 3.0
SD7-Train SD3-Test 3.7 1.1
SD7-Test 3.6 1.8
SD3-Train SD3-Test 1.7 0.6
+SD7-Train SD7-Test 4.7 1.9
3The largest sourceof variation amongpatterns is the sep-
aration between class means. The minimum distance be-
tween classes increases rapidly with dimensionality in ei-
ther the space of principal components of all the patterns or
theprincipal componentsof the class means (Figure5). The
feature subspace spanned by the class means affords better
classiﬁcation than the correspondingsubspace of the largest
(
c
￿
1
) principal components.
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Figure 5. Minimum distance between class
pairs as function of the number of features
for regular PCA features and PCA features
computed on the means.
The patterns are not distributed symmetrically about
their class means. The variance in the direction of the other
classes is smaller than away from other classes. In Table 3
“Outside” refers to patterns on the external side of the hy-
perplane through the class mean, and “Inside” refers to the
patterns towards the centroid of the other classes. The co-
variances are estimated by reﬂecting either half of the pat-
terns about the class mean. The error rate of a quadratic
discriminant varies by a factor of ﬁve depending on which
half of the patterns of each class is used for estimating
the class-conditional covariance matrices. This observation
may eventually lead to improved methods of regularization
for estimating covariance matrices.
Table 3. Quadratic discrimination error rates
(in %) with different covariance estimates.
Training Test Full Inside Outside
set set covariance reﬂected reﬂected
SD3-Train SD3-Test 2.2 1.6 8.2
SD7-Train SD7-Test 3.6 2.8 12.3
SD3-Train+ SD3-Test 1.7 1.4 7.0
SD7-Train SD7-Test 4.7 3.4 16.2
The class-style means within each style are correlated,
giving rise to “strong style”. This implies that the mean
vector of one class is predictable from the mean vector of
another class from the same style. Therefore classifying
several patterns of the same source as a single ﬁeld yields a
lower error rate than classifying them individually [8][9].
Even though the patterns do not obey a Gaussian dis-
tribution, various covariance matrices provide useful infor-
mation for classiﬁcation. The covariance of the patterns
centered about their class-and-style means describes the
“within-style variation.” The covariance of the class-and-
style means about their class mean represents the “style-
to-style” variation. Each overall class-conditional covari-
ance matrix is the sum of the style covariance matrix and
the within-style noise covariance matrix (Figure 6).
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Figure 6. Within-style noise, style and total
variance for the top 30 PCA features.
The ratios of the within-style to between-style variances
are close to unity in the original feature space (Figure 7).
The principal components that discriminate best between
classes are also most effective for separating styles.
A) Original features B) PCA features
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Figure 7. Ratio of the within-style noise vari-
ance to the style variance (variances aver-
aged over all classes) for each feature.
The stylemeansof thepatternsofdifferent styles aredis-
tributed in a roughly Gaussian fashion about overall class
4Table 4. Correlations between means of class-pairs. The correlation coefﬁcients with the maximum
absolute value over all feature pairs are shown.
0 1 2 3 4 5 6 7 8 9
0 1.00 -0.79 0.61 0.71 0.74 0.65 0.80 0.75 0.68 0.80
1 -0.79 1.00 0.64 -0.70 0.84 0.71 -0.75 -0.84 0.75 -0.85
2 0.61 0.64 1.00 0.67 -0.55 0.55 0.55 0.59 -0.53 0.61
3 0.71 -0.70 0.67 1.00 0.65 0.63 0.64 0.66 0.66 0.74
4 0.74 0.84 -0.55 0.65 1.00 0.68 0.72 0.81 0.70 0.79
5 0.65 0.71 0.55 0.63 0.68 1.00 0.63 0.67 0.63 0.64
6 0.80 -0.75 0.55 0.64 0.72 0.63 1.00 0.71 0.64 0.70
7 0.75 -0.84 0.59 0.66 0.81 0.67 0.71 1.00 -0.69 0.81
8 0.68 0.75 -0.53 0.66 0.70 0.63 0.64 -0.69 1.00 0.72
9 0.80 -0.85 0.61 0.74 0.79 0.64 0.70 0.81 0.72 1.00
Figure 8. Scatter plot of the top two PCA fea-
tures of writer-speciﬁc class means.
means (Figure 8). Correlation coefﬁcients between style
means are shown in Table 4 . If there were no strong style,
all the off-diagonal elements would be zero.
The concept of style can be extended to a deeper hi-
erarchy. For instance, we can consider NIST SD3 and
SD7, which exhibit signiﬁcantly different appearances,
class means, covariance matrices, and error rates, as two
super-styles. In print, we could consider serif and sans serif
fonts as different super-styles.
5. Conclusions
We are working towards accurate, widely applicable
prior information that can be used as a sanity check by par-
tially supervised style-adaptive classiﬁers. We argued that
appropriate feature representation of symbolic patterns in-
tended for communication between individuals must max-
imize the minimum separation between classes. We have
shown experimentally that this is preserved by a tetrahedral
conﬁguration of the class means in feature space. We pre-
sented evidence for the asymmetric distribution of patterns
about their means and showed how this can be exploited for
improved classiﬁcation boundaries. We demonstrated that
the style means are closely grouped about their respective
style means, and that at least some feature values are highly
correlated between patterns of the same style, which is use-
ful for style classiﬁcation.
We thank Dr. Hiromichi Fujisawa and Dr. Cheng-Lin
Liu for their valuable suggestions and advice.
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