Let observations come from an infinite-order autoregressive (AR) process. For predicting the future of the observed time series (referred to as the same-realization prediction), we use the least-squares predictor obtained by fitting a finite-order AR model. We also allow the order to become infinite as the number of observations does in order to obtain a better approximation. Moment bounds for the inverse sample covariance matrix with an increasing dimension are established under various conditions. We then apply these results to obtain an asymptotic expression for the mean-squared prediction error of the least-squares predictor in same-realization and increasing-order settings. The second-order term of this expression is the sum of two terms which measure both the goodness of fit and model complexity. It forms the foundation for a companion paper by Ing and Wei (Order selection for same-realization predictions in autoregressive processes, Technical report C-00-09, Institute of Statistical Science, Academia Sinica, Taipei, Taiwan, ROC, 2000) which provides the first theoretical verification that AIC is asymptotically efficient for same-realization predictions. Finally, some comparisons between the least-squares predictor and the ridge regression predictor are also given. r
Introduction
Let observations x 1 ; y; x n come from a stationary autoregressive (AR) process fx t g;
a i x tÀi ¼ e t ; t ¼ ?; À1; 0; 1; y ð1:1Þ
where fe t g is a sequence of independent random variables with zero means and variances s 2 : In the literature, there are two different kinds of predictions under model (1.1). For independent-realization predictions, the aim is to predict another future independent series which has exactly the same probabilistic structure as the observed one. One of the special features of this type of prediction is that its mathematical analysis is relatively easy. This is because after conditioning on the observed series, the related prediction problem can be reduced to an estimation problem (see (4.3) ). But for the practitioner, the emphasis is usually placed on samerealization predictions, that is, on the prediction of x nþh ; hX1: In the following, we concentrate on the performance of same-realization predictions. For a related discussion on independent-realization predictions, see [2] [3] [4] 17] .
When model (1.1) is a Gaussian AR process with finite known order, Fuller and Hasza [9] provided an expression for the mean-squared prediction error (MSPE) of the least-squares predictor of x nþh ; hX1; up to terms of order n À1 : For predicting x nþh in general ARðNÞ processes, Kunitomo and Yamamoto [15] used the leastsquares predictor obtained by fitting a finite-order autoregressive (AR) model. They also gave an expression for the corresponding MSPE, up to terms of order n À1 in non-Gaussian settings.
Notice that when the underlying process is truly an ARðNÞ process, all finiteorder AR models are wrong. To reduce approximation errors, it is reasonable to increase the complexity (or the order) of the assumed model as more and more observations become available. This approach was first taken by Gerencse´r [10] in the same-realization setting. He used the ridge regression predictor with increasing (AR) order to forecast x nþ1 ; and obtained an expression for the corresponding MSPE (see (4.5) ). The second-order term in his expression can explain how the MSPE is affected by the adopted model. However, the conditions imposed on the AR coefficients and the order's increasing rate are rather restrictive. As a result, he cannot obtain a similar expression for the MSPE of the optimal ridge regression predictor in the situation where AR coefficients decay exponentially or algebraically (see the discussion preceding Corollary 1 in Section 4). In addition, the performance of the least-squares predictor in same-realization and increasing-order settings is still left unanswered.
Our article provides resolutions the above questions. To fix ideas, let us first introduce some notations and assumptions. In the following, we assume that in model (1.1) the coefficients a i 's are absolutely summable, and the polynomial
is bounded away from zero for jzjp1: By Weiner's theorem ( [19, p. 245] ), these assumptions are equivalent to requiring that x t has a one-sided infinite movingaverage representation
b i e nÀi ; ð1:3Þ
where b i 's are absolutely summable with b 0 ¼ 1; and the polynomial
is bounded away from zero for jzjp1: The spectral density function of fx t g; f ðlÞ; can be expressed as For predicting x nþ1 ; we consider finite-order approximations. For each stage n; let models ARð1Þ; y; ARðK n Þ be the family of approximation models, where K n increases to infinity with n at a rate to be specified later. When a model ARðkÞ; 1pkpK n ; is considered, we use # aðkÞ to estimate the model's coefficient vector, where exists. Here, x j ðkÞ ¼ ðx j ; y; x jÀkþ1 Þ 0 and N ¼ n À K n : We note that the difference between # aðkÞ and the least-squares estimator # a L ðkÞ will be asymptotically negligible under the assumptions on K n and x t we are using, where
Throughout this paper, we consider only # aðkÞ in order to simplify the discussion. The resulting one-step-ahead predictor isx nþ1 ðkÞ ¼ Àx 0 n ðkÞ# aðkÞ; which will be referred to as the least-squares predictor. Our goal is to find an asymptotic expression for the MSPE ofx nþ1 ðkÞ; namely, E½fx nþ1 Àx nþ1 ðkÞg 2 with 1pkpK n : As observed in (1.5) and (1.6), the major difficulty for this task lies in the fact that as k-N; the dimension ofR À1 n ðkÞ becomes infinite. For related finite-dimensional results (i.e., K n ¼ K being fixed with n), Fuller and Hasza [9] , under a Gaussian assumption on fe t g; showed that for any q40;
where jjCjj 2 ¼ l max ðC 0 CÞ is the maximum eigenvalue of the matrix C 0 C: Bhansali and Papangelou [5] and Papangelou [16] extended this identity to more general cases. However, their bounds for the left-hand side of (1.7) involve some unbounded functions of K: Their bounds no longer guarantee (1.7), when K is replaced by K n and K n tends to infinity with n: See Remark 2 in Section 2 for further details.
To (see (3. 3)), which decreases as k increases, measures the goodness of fit for the assumed model. In Section 4, we compare the MSPEs of least-squares predictors in same-and independent-realization settings. We show in Theorem 4 that these MSPEs have the same asymptotic expression. One important implication of this result is that it offers a theoretical basis for believing that a model with a small MSPE in an independentrealization setting will also perform well in a same-realization setting. For independent-realization predictions, Shibata [17] showed that the MSPE of the least-squares predictor with order selected by AIC [1] will ultimately achieve the best compromise between ðk=NÞs 2 and jja À aðkÞjj 2 R : Motivated by Shibata's result and the asymptotic equivalence just mentioned, we show in a companion paper [13] that AIC still possesses a similar property for same-realization predictions. To the authors' knowledge, this is the first result that confirms AIC's validity in samerealization settings. It is also worth noting that the asymptotic equivalence between these two types of MSPEs should not be taken for granted because some recent studies showed that this equivalence does not hold in some other situations. (For more details, see the discussion after Theorem 4.)
In addition, we also apply the analysis for the least-squares predictor to improve the result of the ridge regression predictor given by Gerencse´r [10] . Under rather mild conditions, we show in Corollary 1 that the MSPEs of the ridge regression and least-squares predictors have the same asymptotic expression. In the end of Section 4, a multi-step-ahead generalization of the result obtained in Theorem 3 (which focuses on a one-step-ahead prediction) is also given.
Moment bounds
Before establishing moment bounds for jjR À1 n ðK n Þjj q ; q40; we first introduce the first moment bound theorem given by Findley and Wei [7] . The following assumptions on the underlying process, fx t g; and the corresponding noise process, fe t g; are also essential to our analysis. [16] to replace condition (III) in [5] . This latter condition is difficult to verify except for Gaussian processes. For a multivariate generalization of (K.2), see [8, Section 4] ).
Lemma 1 below establishes an upper bound for El
Àq min ðR n ðK n ÞÞ with q40; where l min ðAÞ denotes the minimum eigenvalue of matrix A: In the sequel, we use C to denote a generic positive constant independent of sample size n and of any index with an upper (or lower) limit depending on n: But C may depend on the distributional properties of x t : It also may have different values in different places. Proof. Define x j ¼ x j ðK n Þ ¼ ðx j ; y; x jÀK n þ1 Þ 0 ; and
Consider the following transformation of x j ; / j ¼ Ax j ¼ e j þ g j ; where e j ¼ ðe j ; y; e jÀK n þ1 Þ 0 ; and g j ¼ ðZ j 1 ; y; Z j Kn Þ 0 with Z j i ; 1pipK n ; being a linear combination of e l ; lpj À K n : It is not difficult to check the following facts:
(F1) e j is independent of fg l 1 ; e l 2 for l 1 pj; and l 2 pj À K n g;
where (F3) is ensured by P N i¼1 ja i joN: In view of (F2) and (F.3), (2.5) follows from
Let q; y40 be arbitrarily given. To obtain (2.6), it suffices to show that for sufficiently large n;
for all integers 0pjpK n À 1 and 0pl 0 pIN=K n m À tK n ; where t; independent of n; is some positive integer to be specified later, and for real number a; Iam denotes the largest integer pa: The reason why (2.7) is sufficient for (2.6) to be true is explained as follows. By the convexity of x Àq ; x40; and some elementary matrix algebra, one has
ð2:8Þ
The same reasoning also ensures that for 0pjpK n À 1;
where C N ¼ IIN=K n m=ðtK n Þm: In view of (2.8) and (2.9), (2.6) follows from (2.7).
In the following, we only prove (2.7) for the case of l 0 ¼ 0 and j ¼ 0 because other cases can be obtained similarly. To simplify the notation, define z i ¼ / iK n : Then, the left-hand side of (2.7) (with l 0 ¼ 0 and j ¼ 0) is bounded by
with l4ð3 þ qÞ=2; and D C n ðuÞ denotes the complement of D n ðuÞ: Notice that by Chebyshev's inequality, V 1n pC for all nX1: In view of this fact and (2.10), (2.7) (with l 0 ¼ 0 and j ¼ 0) is guaranteed by showing that for all large n; V 2n pC:
To deal with V 2n ; first consider the hypersphere S n ¼ fy: jjyjj ¼ 1gCR K n and the
each of which has an edge of length 2u
Àðlþ1=2Þq
À1 and a circumscribed hypersphere of
: Let these subhypercubes be denoted by B i for 1pipm n : Then, it can be seen that the number of B i 's, m n ; does not exceed ðIu
PðQ nj ðuÞÞ; ð2:11Þ
where This gives for any l j AG j and all 1pjpm n ;
ð2:13Þ
where I A denotes the indicator function for event A: Denote the ith component of l j by l j;i : Since jjl j jj 2 ¼ 1; there is a positive integer 1ps j pK n such that jl j;s j jXðK n Þ À1=2 :
Without loss of generality, we also assume l j;s j 40: Then, by (K.2) and (F.1), all with probability 1,
þ apl j;s j e tK 2 n Às j þ1 p3u
where
This fact and (2.13) yield
Repeating this argument tK n À 1 times, the left-hand side of (2.13) is bounded by
This bound, (2.11), (2.12) and the upper bound for m n mentioned above imply that the left-hand side of (2.11) is dominated by
À1
:
ð2:14Þ
Now, by taking tXmaxfIð2l þ 1Þð1 þ yÞ=ðayÞm; Ið2l þ 1 þ 2qÞ=amg þ 1; V 2n pC follows from integrating (2.14) over u; and hence the proof is complete. & Remark 2. The proof for Lemma 1 was inspired by Bhansali and Papangelou [5] . It is also closely related to Papangelou [16] 
provided K 2 n ogn; for some positive number g: Here,K n is a positive number satisfying aK n 4ð4K n þ 2q À 2Þ with a defined in (K.2). When K n is bounded by a finite positive number, (2.15) ensures that El Àq min ðR n ðK n ÞÞ is also bounded. However, if K n tends to infinity with n; then the boundedness of El Àq min ðR n ðK n ÞÞ is no longer guaranteed by (2.15). Moreover, since for large K n ; (2.15) is not less than ðZK n Þ 10K n for some positive number Z (independent of K n ), even if K n increases to infinity at a very slow rate, (2.15) still provides an extremely large value. For example, if K n ¼ g 1 log n; g 1 40; then it is easy to see that n=ðZK n Þ 10K n ¼ oð1Þ:
Equality (2.5) guarantees thatR À1 n ðK n Þ almost surely exists for all large n: Therefore, we are allowed to defineR À1 n ðK n Þ as any generalized inverse ofR n ðK n Þ without affecting the related asymptotic results. Hence, (2.5) can be rewritten as follows: for q40;
holds for all large n and any y40: Although the upper bound given by the righthand side of (2.16) is still not bounded as K n tends to infinity, its moderate value (in comparison with (2.15)) provides a foundation for further improvement. We now begin with the following lemma.
Lemma 2. Assume (K.1) and sup ÀNotoN Eðje t j 2 maxfq;2g ÞoN; for some q40: Then,
Proof. We only prove (2.17) for qX2 because this and Jensen's inequality can easily yield the result for qo2: First observe that
Ejr i;j À r iÀj j q ; ð2:18Þ wherer i;j and r iÀj denote the ði; jÞ components ofR n ðK n Þ and RðK n Þ; respectively. We also have 
for all large n: This, (2.17), (2.25), and Remark 1 imply that
Repeating this argument s À 1 times, one has for all large n; If, in place of the right-hand side of (2.16), (2.15) is used as a bound, then with an argument similar to that used for verifying Theorem 2, (2.20) and (2.21) hold with a very stringent limitation on K n ; namely, K n log K n ¼ Oðlog nÞ (which implies that K n ¼ oðlog nÞÞ: Since K n represents the order of the largest model in the approximating family, this limitation is problematic from a model selection point of view because it will ultimately rule out optimal models in many important situations (e.g., in which AR coefficients decay exponentially or algebraically). See
when n is large enough. Inequality (2.27), together with (2.17), further ensures that for large n and all 1pkpK n ;
(Notice that the C's in (2.27) and (2.28) are independent of both n and k:) These uniform moment bounds are important tools for establishing the main results in Section 3. Note that although Papangelou [16, Corollary 2.5] had shown that the term on the left-hand side of (2.21) converges to 0 when K n is a fixed constant, no rate of convergence has been reported in the existing publications, particularly not in the situation where K n mN: Inequality (2.21) seems to be the first result that provides a rate. On the other hand, under conditions (K.1) with P N i¼1 jia i joN; and (K.3), Gerencse´r [10, Lemmas 3 and 4] showed that for qX1;
Nd n q ; ð2:29Þ where 1pkpK n ; K n ¼ oð ffiffi ffi n p Þ; I k denotes the k Â k identity matrix, and d n is any positive number. Observe that if one chooses d n to satisfy d n Bk= ffiffiffiffi ffi N p ; then the lefthand side of (2.29) has the same rate of convergence as that of (2.28). Inequality (2.29) allows us to approximate the inverse ofR n ðkÞ þ d n I by R À1 ðkÞ in an increasing-order setting. This approximation is especially useful in evaluating the MSPE of the ridge regression predictor For more details onx n nþ1 ðkÞ; see Corollary 1, Remark 6 and the discussion preceding them.
The MSPE of the least-squares predictor
In this section, our goal is to give an asymptotic expression for the MSPE of the least-squares predictorx nþ1 ðkÞ with 1pkpK n : First notice that 
and with a i ðkÞ ¼ 0 for i4k;
In the following, aðkÞ is sometimes viewed as an infinite-dimensional vector with entries a i ðkÞ; i ¼ where a n ðkÞ ¼ ða 1 ; y; a k ; 0; yÞ 0 ; and f 2 can be read from Remark 1.
Lemma 3. If (K.1) holds and sup ÀNotoN Eðje t j 2q ÞoN for some qX2; then for 1pkpK n with K n pn À 1;
by the convexity of x q ; x40;
for l ¼ 0; 1; y; k À 1: This fact and Theorem 1 yield that the summand (with respect to index l) on the right-hand side of (3.6) is bounded by
where the second inequality is ensured by P N j¼0 jb j joN: As a result, (3.5) follows from these facts and (3.6). & To obtain the main result of this section, Theorem 3, the following lemma is also needed.
Lemma 4. If (K.1) holds and sup ÀNotoN Efje t j q goN for qX2; then for 1pkpK n with K n pn À 1;
Proof. By an argument similar to that used for showing (3.6),
j¼K n
x jÀl e jþ1 q ( ) :
ð3:8Þ
In view of Wei [18, Lemma 2] and the convexity of x q=2 ; x40; the summand (with respect to index l) on the right-hand side of (3.8) is bounded by
Efjx jÀl j q g: In view of (3.12), our proof is divided into four steps.
Step 1: Prove that andR n 1 À1 ðkÞ is defined by the same conventions asR À1 n ðkÞ: Without loss of generality, we assume that qX2=3; since the result for qo2=3 can be obtained from the result for qX2=3 and Jensen's inequality. Observe that for all 1pkpK n : By (2.27), (3.17) , and arguments similar to those used for verifying Lemma 2 and Theorem 2, we obtain for large n and all 1pkpK n ;
Furthermore, by Lemmas 3 and 4 for all 1pkpK n ;
Similarly, for all 1pkpK n ;
Consequently, (3.13) follows from Ho¨lder's inequality, (3.4), (3.14)-(3.20), and the fact that P N i¼1 ji 1=2 b i joN; which is ensured by P N i¼1 ji 1=2 a i joN (see [6, Theorem 3.8.4 
]).
Step 2: Prove that
for all q40; where
Assume qX2: It is easy to see that for all 1pkpK n ;
j¼K n x j ðkÞðe jþ1;k À e jþ1 Þ where F x n n ðkÞ ðÁÞ denotes the joint distribution function of x n n ðkÞ;
j¼K n x j ðkÞe jþ1;k and
j¼K n x j ðkÞðe jþ1;k À e jþ1 Þ: 
Since sup kX1 jjR n ðkÞjjpC is ensured by the absolute summability of b i 's, this fact, (3.17), and Lemmas 3 and 4 together imply that for large n and all 1pkpK n ; In view of (3.22)-(3.26), one obtains that for large n and all 1pkpK n ;
This yields (3.21) with qX2; and hence for all q40 by the Jensen inequality.
Step 
where the last equality is ensured by (K.1), the condition on K n ; and P N i¼1 ji 1=2 a i joN: Now drawing a conclusion from (3.13), (3.21) and (3.27), we have for all q40; The final step deals with the cross-product term.
Step 4: Prove that , the divergence rate of the maximal order K n must be confined to oðlog nÞ; as shown in Remark 3. This limitation ultimately excludes the optimal order, k n n ; in the examples given previously. Therefore, if our analysis had started from (2.15), it would not be clear whether (3.9) holds for thesex nþ1 ðk n n Þ's.
Some comparisons
In this section, we first compare the MSPEs of the least-squares predictors for same-and independent-realizations. For independent-realization predictions, Shibata [ where y 1 ; y; y n are observations from an independent replicate of fx t g;ŷ nþ1 ðkÞ ¼ Ày 0 n ðkÞ# aðkÞ; # aðkÞ; defined in (1.5), is the least-squares estimator obtained from x 1 ; y; x n ; and y n ðkÞ ¼ ðy n ; y; y nÀkþ1 Þ 0 : As observed in (4.1), L n ðkÞ can be used for uniformly approximating the conditional MSPE ofŷ nþ1 ðkÞ: However, since (3.9) focuses on the unconditional MSPE in a same-realization setting, for the purpose of comparison, we now provide an unconditional version of (4.1). where # aðkÞ and aðkÞ are now viewed as infinite-dimensional vectors with undefined entries set to 0. Therefore,
Following an argument similar to that used for verifying Theorem 3, it can be shown that
which yields the desired result. & From (3.9) and (4.2), it can be seen that both types of second-order MSPEs can be uniformly approximated by the same function, L n ðkÞ: This result suggests that an estimated AR model that has good ability to forecast the future of an independent replicate will also perform well in predicting the future of the observed time series. This further leads us to conjecture that the second-order MSPE of the predictor with order selected by AIC will ultimately achieve the minimal L n ðkÞ value in the samerealization setting (this property is referred to as the asymptotic efficiency), because Shibata [17] had shown that AIC possesses a similar property for independentrealization predictions. Through clarifying the dependence structures among the model-order selectors, the estimated parameters, and future observations in samerealization and increasing-order settings, we provide the first theoretical verification that AIC is asymptotically efficient for same-realization predictions in a companion paper [13] .
It is worth noting that the asymptotic equivalence between second-order MSPEs in same-and independent-realization settings, as shown in Theorems 3 and 4, should not be taken for granted. To see this, Ing [11] recently showed that if the underlying process is a random walk model, and the assumed model is correctly specified, then As observed, the second-order MSPE for same-realization predictions is much smaller than that for independent-realization predictions. Therefore, the equivalence just mentioned does not hold in this example. Under stationary AR processes, Kunitomo and Yamamoto [15, pp. 946-947 ] also considered a comparison between these MSPEs in the situation where the assumed fixed-order AR model is underspecified. They showed that the difference between the terms of order 1=n in two types of MSPEs can be substantial, but neither of them is uniformly better. (Note that their conclusion does not contradict those obtained from Theorems 3 and 4, because their main concern is with the terms of order 1=n; but the second-order MSPEs are of order Oð1Þ in the underspecified and fixed-order case (see (3.9)).) The above results show that the difference between the MSPEs in two types of forecasting settings should be carefully examined in each different situation, and that it can be erroneous to directly assume that the results for samerealization predictions will be the same as those for corresponding independent cases without theoretical justification.
When the smoothness condition on e t ; (K.2), is removed from our analysis, one may encounter the possibly ill-conditioned matrix,R n ðkÞ; in dealing with the moment properties of the least-squares predictor,x nþ1 ðkÞ: This problem becomes more serious in increasing-order settings. To overcome this difficulty, the ridge regression predictor,x n nþ1 ðkÞ (see (2.30)), is a possible remedy. In the following, we investigate the performance ofx n nþ1 ðkÞ in increasing-order settings. Assume (K.1) with First observe that the expression for the second-order MSPE ofx n nþ1 ðkÞ in (4.5) is the same as that ofx nþ1 ðkÞ in (3.9). Therefore, k n n (see Section 3) is the common optimal order for these two predictors. Although (4.5) holds without (K.2), condition (4.4) is too stringent. To see this, consider the ARMA case (3.10). In this case, k n n Bð1=bÞlog n; and hence nk * The same difficulty also arises in the algebraic-decay case (3.11). We also note that Gerencse´r's expression for the MSPE ofx n nþ1 ðkÞ does not hold uniformly for all 1pkpK n :
To remove these difficulties, we can use (2.29) instead of (2.28) and follow the same line of argument as that used for verifying Theorem 3.1 to obtain the following result. Remark 6. Since this corollary does not need condition (4.4), which imposes a strong connection between k and jja À aðkÞjj 2 R ; the difficulties mentioned above are avoided. Moreover, the asymptotic equivalence between the MSPEs of least square and ridge regression predictors is also established by Theorem 3 and Corollary 1 under their rather mild conditions.
Before leaving this section, we consider multi-step-ahead generalizations of (3.9). First notice that from model (1.1), x tþh for hX1 can be expressed as 
:
Under the assumptions of Theorem 3, a multi-step-ahead generalization of (3.9) is given as follows: 
