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ABSTRACT 
Modern technology allows for increasingly dense SoCs with more and more embedded 
processors, leading to greater software flexibility for application design and implementation. 
Systems must be able to use the capabilities of chips for execution of various application 
tasks, which poses the problem of task scheduling. Research in this area bas produced a 
tremendous amount of diversified knowledge. This work addresses the extraction and 
efficient representation of this knowledge for designers who use SoC and creators of 
scheduling algorithms. 
We propose to use formai concept analysis and data-mining techniques to extract knowledge 
about scheduling algorithms from a variety of sources such as bench tests and intrinsic 
characteristics of algorithms. Our research shows how to retrieve performance information 
for a variety of application contexts, allowing the efficient selection of the best scheduling 
algorithm for a user application. The information is extracted without recourse to statistical 
tool, thus avoiding the drawing of general conclusions that may be inappropriate for the 
specifie problem of the user. Knowledge representation is done on severallevels and is based 
on software patterns and languages. Everything is integrated in a platform for knowledge 
management that can be used to design algorithms and appl ications more quickly and 
efficient! y. 
The formai concept analysis unlocks the capacity of the presented methodology to provide a 
structured knowledge representation about task scheduling. As a first step, the raw 
knowledge is transformed into association rules between application attributes and 
performance metrics for task scheduling. This allows not only the formai manipulation of 
scheduling knowledge, but also increasing the knowledge of the designer about specifie 
scheduling cases. 
A method is also proposed for the visualisation of the obtained knowledge. We show how to 
automate the knowledge extraction and make a representation in a pattern language. We 
present a platform for documentation and ways to produce patterns and combine them to help 
the software architect in the use of scheduling algorithms. In addition, we present different 
perspectives that combine patterns, association rules and data mining. Finally, a new class of 
scheduling algorithms is presented, based on mining of association rules and offers improved 
algorithms. 
Our approach helps designers develop their applications and experts to improve and create 
scheduling methods. Moreover, it can be used to integrate documentation tools in the design 
pro cess. 
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RÉSUMÉ 
Mots clefs : Extraction, analyse formelle, connaissance, multi-cœur, patrons, grammaire, 
forage, ordonnancement. 
La technologie moderne permet d'avoir des systèmes sur puce de plus en plus denses et 
comportant de plus en plus de processeurs, menant ainsi à une grande fl ex ibilité logicielle 
pour la conception et la réalisation d 'applications. Les systèmes doivent pouvoir utili ser les 
capacités des puces pour l' exécution de tâches applicatives diverses, ce qui pose le problème 
de l'ordonnancement des tâches. La recherche dans ce domaine a produit une quantité 
phénoménale et diversifiée de connaissances. Notre travail porte sur l'extraction et la 
représentation efficace des connaissances pour les concepteurs qui utili sent les puces et les 
créateurs d'algo rithmes d ' ordonnancement. 
Nous proposons d 'utili ser 1 'analyse formelle de concept et les techniques du forage de 
données pour 1 'extraction de connaissances sur les a lgorithmes d 'ordonnancement, en partant 
de diverses sources telles les bancs d 'essai et les caractéristiques intrinsèques des 
algorithmes. Notre recherche montre comment extraire efficacement les informations de 
performance dans un ensemble d 'applications, permettant ainsi la sélection efficace du 
meilleur algorithme d 'ordonnancement pour l'application de l' usager. L'extraction de 
l' information se fait sans outil stati stique, évitant ainsi de tirer des conclusions générales qui 
peuvent être inappropriées pour le probl ème spécifique de 1 'usager. La représentation des 
connaissances est faite sur plusieurs niveaux et se base sur les patrons logiciels et les 
langages-patrons. Le tout est intégré dans une plateforme de connaissance qui peut être 
utili sée pour concevoir plus rapidement et efficacement de nouveaux algorithmes 
d ' ordonnancement et des applications. 
L'usage de l'analyse formell e de concepts permet à la méthodologie présentée d ' offrir une 
représentation structurée des connaissances sur 1 'ordonnancement de tâches . Dans un premi er 
temps, les connaissances brutes sont transformées en règles d'associations entre les attributs 
applicatifs et des métriques de performance pour l'ordonnancement des tâches. Ceci permet 
non seulement la manipulation formelle du savoir obtenu, mais aussi d 'accroître la 
connaissance du concepteur au sujet d 'ordonnancement précis. 
Une méthode pour cartographier des connaissances obtenues est proposée pour une 
visualisation rapide. Nous montrons aussi comment automatiser 1 'extraction et 1 'exploitation 
du savoir à l'aide d ' une représentation en langage-patron. En particulier, nous présentons une 
plateforme de documentation et des façons de produire des patrons et de les regrouper pour 
aider 1 ' architecte logiciel dans l'utilisation des algorithmes d'ordonnancement. En plus, nous 
exposons différentes perspectives qui combinent les patrons, les règles associatives et 
l'extraction de données. Finalement, une nouvelle classe d'a lgorithmes d'ordonnancement est 
présentée, basée sur le forage des règles d 'association pour proposer des algorithmes à la 
performance améliorée. 
XI 
Notre approche aide les concepteurs à développer leurs applications et les experts à améliorer 
et créer des méthodes d'ordonnancement. De plus, elle peut servir à intégrer des outils 
documentaires dans le cycle de design. 
- ------
CHAPITRE 
INTRODUCTION 
Les systèmes électroniques et informatiques d'aujourd'hui sont de plus en plus complexes et 
doivent répondre à des critères de performance de plus en plus élevés. Des exemples 
typiques sont les cartes graphiques pour les applications vidéo, les ordinateurs de poche de 
plus en plus intelligents, les circuits d'accès à 1 'Internet de plus en plus rapides, les centres 
multimédias et les mécanismes d'annulation d'écho dans les circuits de communication. Au 
début, le matériel des systèmes reposait sur des portes logiques. Ensuite, ont été ajoutés les 
microprocesseurs à cœur simple, puis ceux à cœur double. Aujourd'hui , on utili se des 
processeurs à cœur quadruples, sextuples, octuples, et les puces renfermant 64 processeurs et 
plus ne sont plus un rêve [!]. En fait, on peut séparer les ordinateurs aujourd'hui selon le 
nombre de processeurs qu'il s utilisent. On a ainsi ceux relativement simples d' un à deux 
processeurs, ceux à multiprocesseurs comprenant de trois à une centaine de processeurs et 
ceux à plusieurs centaines de processeurs comme les produits en développement chez la 
compagnie Tilera [1]. Il est également question d'employer des puces avec 1000 processeurs 
et plus dans un futur rapproché [2] , [3]. Cela est poss ible grâce à l'évolution continue des 
processus de fabrication qui permet de réduire régulièrement les dimensions physiques des 
puces et d'augmenter ainsi leur densité. Ces avancées technologiques permettent de réali ser 
de nombreuses architectures matérielles et logicielles, adaptées à divers domaines 
d'application. Par exemple, la compagnie Octasic [ 4] utili se 15 DSPs sur une puce pour les 
applications multimédias évolutives; Nvidia propose le Telsa qui possède 240 processeurs à 
flux de données, répartis en 10 puces de 24 unités chacune, pour créer un super ordinateur 
graphique [5], et Tilera propose une puce avec 64 processeurs de 64 bits pour des 
applications générales [ 1] . 
Le secteur d'aide à la conception par ordinateur suit de près les avancées précédentes et est 
soumis à la press ion de développer des outils de plus en plus complexes et performants pour 
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la réalisation des applications. Dans l'aide à la conception, plusieurs tendances ont vu le jour. 
Dans les années 1980, les outils disponibles visaient directement l'utilisation de portes 
logiques pour réaliser des circuits portes logiques; on cherchait alors des moyens 
d'automatiser le placement des portes. Dans les années 1990, on parlait d'avoir des langages 
de représentation matérielle au niveau du transfert de registres (RTL en anglais) [6]. Cela a 
donné lieu à la création des langages VHDL et Veri log [6] qui sont devenus la norme pour la 
synthèse matérielle. Vers les années 2000, des spécialistes ont introduit le concept de 
synthèse fonctionnelle. Celu i-ci est modélisé par une méthodologie à plusieurs niveaux qui 
inclut RTL et portes logiques, auxquels on ajoute des couches supérieures plus abstraites. Les 
niveaux supérieurs tentent de modéliser autant les fonctions matérielles que logicielles. Le 
premier niveau supérieur à RTL est le niveau transactionnel. À ce niveau, on retrouve par 
exemple des modèles de computation et des langages tel s CSP, Systeme, E-sys et Cossap 
[7] [8]. Un niveau encore plus haut est le niveau messages avec, par exemple, des langages 
de modélisation comme MCSE, SOL et UML [9]. Pour finir, on identifie des technologies 
orientées composantes telles Corba [8]. 
L' introduction des systèmes faits de logiciel et de matériel amena aussi l'avènement du 
codesign et de la cosimulation. Ceux-ci permettent de partitionner une application en 
composantes logicielles et matéri elles. L'approche cherche à bénéficier de la flexibilité du 
logiciel et des performances du matériel. Les outils disponibles, comme Seamless de 
Cadence, permettent de simuler au niveau RTL de bas niveau plusieurs types de processeurs 
et aussi du matériel modélisé en YHDL. Le concepteur peut ainsi simuler l'i nteraction entre 
les parties logicie lles et matérielles. L'outil de Seamless peut traiter quelques processeurs. On 
retrouve à chaque niveau des outils d'abstraction spécialisés, capables de prendre une 
spécification à ce niveau et d'amener celle-ci vers un niveau plus bas. 
On utilise à haut niveau le langage Cou C++ et les outi ls tentent de convertir une description 
en une réalisation sur puce programmable automatiquement; c'est ce que fait Catapult-e [9] 
de Mentor Graphies par exemple, qui opère sur un programme rédigé en C. L'usager fournit 
un code C qui représente son système et l'outil le convertit en VHDL, avec sa partie 
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logicielle. On utilise des bibliothèques en C pour représenter le système. Le système généré 
est généralement appelé un système sur puce (SoC en anglais) [9] . 
Donc, d'un côté, on a les applications et, de l'autre, des systèmes avec des modules et des 
interconnexions. Par ail leurs, le concepteur doit être capable de décrire une application en un 
système sans pour autant avoir une idée préconçue de son implémentation. Une fois cette 
étape franchie , le concepteur se retrouve devant tro is approches de réali sation possib les qu ' il 
doit être en mesure d'évaluer. 
Dans le premier cas, on réutili se des modules existants. Les outils d'aide à la conception 
comprennent des bibliothèques de modules et des plateformes que l'on peut réutiliser au 
niveau matériel. Du côté logiciel , on cherche à réutili ser des parties de code source déjà 
disponibles . On regroupe les parties sous forme d'artéfacts et on utili se des méthodes de 
butinage de données, ceci afin de récupérer et réuti li ser ce qui existe en vue de réduire le 
temps de conception. Les arch itectes de systèmes fournisse nt et conçoivent les plateformes 
pour les rendre disponibles sur les marchés de compagnies comme Nvdia, Octasic et Tilera. 
Les architectes fournissent aux outils de conception des modèles architecturaux qui t iennent 
compte des modules et de leurs interconnexions. Les plateformes sont caractérisées en 
matière de débit, de puissance et d'efficacité. Les architectures fournissent une modéli sation 
de plateformes de réali sation et des outils d'analyse de performance. Le concepteur doit 
définir les paramètres de sa plateforme et avoir une idée des performances de cell e-ci pour 
son application. L'exploration du design demeure aussi une préoccupation avec des choix de 
plateformes, de modules et de réseaux d'interconnexion. 
Dans le deuxième cas, il n'existe pas de matériel. On doit concevoir l'architecture à partir de 
zéro. Le dernier cas est un hybride des deux premiers cas, par exemple l'utili sation d'un 
FPGA programmable avec des modules dédiés. Les défis à relever sont la capacité 
d'exploiter dans un temps de des ign de plus en plus court une architecture matérielle qui 
demande parfoi s un long temps d'apprentissages pour la connaître en profondeur. De plus, les 
designs sont de plus en plus gros et complexes, avec une multitude de possibilités 
d'optimisation et de réali sation. Par exemple, nous pouvons optimiser un design en temps 
d'exécution , en consommation d' énergie, ou les deux en même temps. Le concepteur doit 
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être capable d'estimer les capacités de la plateforme cible par rapport aux applications qu'il 
doit réaliser. li existe une étape intermédiaire, un lien, entre les fournisseurs de matériel et les 
applications. Ce lien consiste en la réalisation d'une application pour un matériel ciblé. On 
doit passer nécessairement par une phase d'exploration. Par conséquent, on dispose d'une 
application sous forme d'une représentation quelconque, en mesure d'avoir les paramètres des 
niveaux supérieurs ; en même temps, on doit connaître suffisamment les performances de 
l'architecture cible choisie. L'exploration architecturale doit avoir impérativement une 
fonctionnalité séparée de la représentation du système. Elle doit aussi se faire rapidement, 
être interactive et pouvoir être simulée de façon comportementale à l'aide de modèles 
architecturaux réalisables. 
De façon générale, un réseau de processeurs offre de hautes performances, une flexibilité de 
conception et une rapidité d'utilisation.-Par contre, il possède une longue période de 
conception, une consommation d'énergie accrue et une large surface. Il est important de 
disposer d'outils capables d'exploiter ce genre de puce tout en minimisant le temps de 
conception. D'un côté, le concepteur possède une description fonctionnelle des modules et il 
identifie des tâches qu'il souhaite réali ser et, de l'autre côté, il se retrouve devant une 
architecture cible qui peut comprendre des centaines de processeurs. Dans ce contexte, 
déterminer comment répartir et ordonnancer les tâches sur un ensemble de processeurs est 
devenu un défi courant. 
Motivation 
Avec les progrès technologiques récents, l'ordonnancement d'une description fonctionnelle et 
sa caractérisation architecturale dans un système à multiprocesseurs sont devenus des 
problèmes importants et évoluant en complexité. Une recherche rapide sur le sujet indique 
des milliers de références qui touchent autant à l'architecture à utiliser qu'à, la gestion de 
paramètres tels la préemption, la redondance des tâches, la décision d'un ordonnancement 
statique ou dynamique, 1 'uti li sation d' unités de traitement homogènes ou hétérogènes, etc. 
Ces questions n'ont pas de réponses simples au regard de la diversité de plateformes 
d' exécution, car les processeurs sur puces peuvent être synchrones ou asynchrones, 
homogène ou hétérogènes, avoir des mémoires locales distribuées ou externes, des interfaces 
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de communications diverses, et des fréquences d'opération et tensions d'alimentation 
programmables. On dispose également de différentes architectures de processeurs telles que 
celles de Intel , AMD, ARM et Freescale [ 1 0]. Dans ce contexte, les algorithmes 
d'ordonnancement ont à réali ser une tâche importante de planification de 1 'exécution des 
modules en tenant compte, entre autres, du temps maximal d'une application, du nombre de 
processeurs, et de l' efficacité énergétique. 
Devant la perspective d' être inondé d ' informations diverses concernant les algorithmes et de 
leurs conditions d'utilisation , il est devenu difficile de choisir le bon algorithme pour 
ordonnancer une application donnée, et documenter les résultats pour une exploitation 
ultérieure. La réponse à ces problèmes passe par des manières efficaces de formali ser et 
d' automatiser l' acquisition des connai ssances pertinentes, de les gérer et de les documenter. 
Nous proposons l'environnement présenté à la fi gure 0. 1 pour répondre à ce besoin. 
L ' environnement manipule différents types de données et un moteur de connaissance qui 
interagit avec troi s types d' usagers: l' expert qui connaît les al gorithmes, le 
concepteur/architecte qui veut implémenter son application, et un/des outil(s) automatique(s) 
dans le but d' une intégration poussée et cohérente de la gestion du savoir di sponible sur 
l' ordonnancement. 
Figure 0.1 : Environnement de connaissances 
Dans la suite de cette thèse, nous progresserons au fur et à mesure pour couvrir les principaux 
éléments d' automatisation et d' analyse formelle des informations pour choisir un algorithme 
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dans un vaste ensemble de données mal documentées. Ensu ite, nous discuterons la manière 
de garder les connaissances de façon structurée pour une réutilisation plus faci le. Dans un 
premier temps, nous tracerons une version de l'environnement de connaissance avec 
1 'analyse formelle des trois types de clients. Ensuite, nous introduirons les règles 
d'association comme outil d'extraction du savoir sur un algorithme d'ordonnancement et 
verrons comment elles peuvent aussi servir à comparer deux a lgorithmes. Nous étudierons 
ensuite comment comparer plus que deux algorithmes en les répertoriant et classifiant 
d'abord à l'aide de patrons et d'un langage de manipulation. Nous terminerons avec une 
plateforme de connaissance incluant toutes les capacités proposées en mettant 1 'accent sur la 
documentation et la réutilisation des décisions prises et des nouvelles possibilités pour les 
experts, les concepteurs et les autres outils. La thèse vise particulièrement le savoir sur 
l'ordonnancement logiciel à partir d'un graphe représentant des tâches avec les métriques 
associées, en se limitant à l'ordonnancement statique, sans préemption, parmi un ensemble 
d'algorithmes de référence. 
Du point de vue applicatif, la thèse répond à un certain nombre de questions: Comment 
choisir les bons algorithmes d ' ordonnancement en tenant compte de la panoplie de 
paramètres associés à 1 'appli cation? Comment les documenter pour la réutilisation et la 
création de nouveaux algorithmes ? Comment représenter les algorithmes ? Les réponses à 
ces questions se feront par plusieurs approches novatrices résumées ci-dessous et présentées 
plus en détail dans différents chapitres. 
Techniques principales proposées 
• Représentation des connaissances par le concept d ' attributs 
Une donnée primaire est un attribut tel que défini dans une base de données et dans l'analyse 
de concepts. Son usage permet de spécifier l'ensemble des caractéristiques d'un algorithme, 
d'une plateforme, d'une application et des performances sous forme d'attributs. Dans ce 
travail , les attributs peuvent être groupés dans une liste binaire dont chaque élément spécifie 
la présence ou absence de 1 'attribut correspondant. Ceci permettra de passer des données 
brutes vers des données binaires et organisées 
----------------- --- --------------------------------------, 
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• Forage de données et utilisation de données brutes 
Le forage permet d'extraire les informations à partir de la représentation précédente. On peut 
obtenir, à partir d'un ensemble d'attributs, des connaissances plus spécifiques tout en 
recoupant l'application, les performances et les algorithmes. L ' information recherchée est 
sous forme des règles d'association. L'algorithme fp-growth [Il] est utili sé dans ce travail. 
La fouille de données crée un champ d'exploration. Cette approche permet d'ouvrir une 
nouvelle approche d'exploration automatique. L'usage des données brutes d'une application 
permet, à l'opposé de ce qui a été communiqué dans la littérature, de ne pas avoir de 
préconceptions statiques sur un ensemble; ceci permet à l'usager un plus grand éventail 
d'analyse avec la fouille de données, comme celui possible avec les patrons de conception. 
Cette proposition aborde la notion d 'extraction de connaissance pour un algorithme. 
• Exploration et représentation des connaissances 
Cette technique est utilisée pour comparer plus d'un algorithme. Une exploration et une 
représentation sont effectuées à partir des données extraites du forage de données. La 
cartographie algorithmique est rendue possible ainsi que l'usage de langages-patrons (définis 
plus loin) pour accroître les connaissances sur l' ordonnancement de tâches spécifiques. Cette 
technique montre une nouvelle façon de représenter un design, elle permet d'avoir une vue 
d'ensemble plus grande des mises en œuvre poss ibles, et cela, par une approche 
essentiellement visuell e. Les différents paramètres de graphe sont utilisés pour extraire un 
patron. L'utilisation des concepts de patron et d 'antipatron de conception donne une 
représentation efficace. En fait, les concepts de patron de conception et de langages-patrons 
procurent des phases d'exploration de solutions et des analyses plus fines. 
• Choix du bon algorithme 
Le modèle de développement du système Vee [12] peut être utilisé par un usager afin de 
déterminer un ensemble d' algorithmes pour son application. L'emploi de méthodes tirées du 
génie logiciel et des systèmes de développement logiciel permet une interaction plus grande 
entre l'usager et le processus d'optimisation. Il permet au concepteur de système d 'avoir une 
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méthode qui permet, du début à la fin du processus de développement, d'avoir entre autres 
les documents, les manuels d ' usager, Je logiciel et pouvoir répondre aux questions : 
Comment ?, Pourquoi ? Et Qui ? Concernant l' architecture choisie. Par exemple, pour avoir 
choisi ce type de composante, pour avoir fait cette classe logicielle et par qui. Le modèle 
rassemble l' ensemble des connai ssances sur un proj et de déve loppement. La méthode peut 
être étendue et vue en troi s dimensions : Vee tridimensionnelle. 
L'approche Vee tridimensionnelle donne l'exploration et l'a llocation de tâches; cela favori se 
l'utilisation de méthodes existantes, comme l'ordonnancement par li ste, sans avoir à effectuer 
un ordonnancement variab le selon l'algorithme utili sé pour le design considéré, ce qui revient 
à utili ser un algorithme dans sa pl age d'opération la plus efficace . 
• Documentation 
À partir des informations extraites et des patrons, l' utilisation des techniques de diagramme 
de Hasse et des patrons permet d ' offrir des outi ls de documentation efficace pour garder une 
trace des déci sions et options di sponibles. Ainsi, le pourquoi et le comment des déci s ions 
pourront être documentés . 
Con tri butions 
Dans cette recherche, une plateforme de connaissance sur 1 ' ordonnancement des tâches est 
réali sée et présentée. Ce nouvel outil permet une représentation efficace et structurée des 
algorithmes d ' ordonnancement. Tl permet 1 ' usage de langage-patron et de méthode de 
vi suali sation pour fournir des connaissances structurées à des usagers non experts, des 
experts ou des outils. Il permet auss i de documenter les connaissances apprises et de savoir 
pourquoi on choisit un algorithme ou un autre. Finalement, il élargit les possibilités 
concernant la conception d'un algorithme particulier et l'analyse du domaine de 
l' ordonnancement. Tout ceci permet d 'accroître et de gérer la connaissance sur 
l'ordonnancement de tâches en y contribuant avec des nouve ll es approches et techniques. À 
cet égard, la plateforme étudiée possède plusieurs traits innovateurs : 
• Une représentation des connaissances homogènes 
L'usage et l'adaptation formelle des attributs dans la représentation des connaissances 
permettent d 'obtenir une homogénéisation des divers savoirs et d 'aller plus loin dans 
l'extraction et la compréhension des mécanismes dans l' ordonnancement de tâches. 
• Cartographie algorithmique sur l'ordonnancement pour une vue élargie 
Une nouvelle vue d 'ensemble d ' un groupe d'algorithmes permet d 'ajouter des connaissances 
par rapport à l ' analyse stati stique et d 'établir facilement des comparaisons. Ceci apporte aussi 
une compréhension plus ciblée des algorithmes. 
• Adaptation des patrons logiciels du génie logiciel pour une meilleure compréhension 
Les patrons logiciel s dans l'ordonnancement permettent une technique de représentation plus 
efficace des connaissances. Ce formali sme aide à la compréhension des données. 
L 'adaptation de celui-ci dans notre contexte permet de tirer le maximum de l' expérience des 
algorithmes à partir d'une base de données. Ce concept, jumelé à l'analyse formelle de 
concept, procure un avantage considérable pour automatiser l'ordonnancement des tâches. 
• Adaptation du langage-patron pour une centralisation sur l' usager 
L 'usage de langages-patrons pour l' ordonnancement permet d'établir une collection 
hiérarchique des patrons logiciels adaptés dans le cadre de cette recherche. Ceci amène une 
meilleure compréhension de l'o rdonnancement des tâches pour un non-expert. Cette 
collection peut être utili sée dans un outil d'exploration automati sée ou pour donner des 
informations ciblées à un utili sateur. 
• Création d ' un outil interactif de connaissance 
La plateforme de savoir n'est pas limitée à un banc d'essai et progresse dans le temps. Celle-
ci donne du savoir ciblé selon les besoins d ' un expert, d ' un novice ou d 'un programme 
automatisé . L'interaction permet une compréhension sur les besoins du client. De plus, ce 
cadre peut être intégré facilement dans une méthode plus large de développement système 
comme Vee++, une variante de la méthodologie Vee. 
• Création, extraction et adaptation de méthode pour augmenter les connaissances 
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Nous introduisons un système à deux filtres de connaissance pour obtenir des informations 
pour la résolution de problèmes ciblés d'ordonnancement. Le premier filtre sélectionne les 
algorithmes potentiels et le second les classes. 
• Représentation des algorithmes de quatre différentes classes sous forme de patrons à 
partir des données disponibles donnant un autre point de vue sur les connaissances 
algorithmes. 
Organisation de la thèse 
Cette thèse contient six chapitres. Le premier chapitre introduit les concepts clés qui seront 
couverts dans cette recherche. Le chapitre 1 présente une revue de 1 ittérature concernant les 
algorithmes d'ordonnancement. Le chapitre Il introduit le concept de plateforme de 
connaissances et de modélisation des algorithmes d'ordonnancement. Le chapitre Ill présente 
entres autres 1 'analyse de concept pour 1 'ordonnancement, les règles delta et la fouille de 
données. Ensuite, le chapitre IV introduit la notion de cartographie algorithmique, permettant 
d'avoir une vue d'ensemble d'un ensemble de techniques. Le chapitre V couvre l'usage de 
langage-patron et explique plus en profondeur les techniques des patrons appliquées à 
l'ordonnancement des tâches. Le chapitre VI approfondit la notion de deux filtres de 
connaissance et de la documentation (des décisions pri ses et les alternatives disponibles), 
ainsi que la synergie de 1 'environnement proposé. Le dernier chapitre comporte une 
conclusion générale quant aux notions développées et présentées. 
CHAPITRE 1 
REVUE DE LITTERATURE SUR LES ALGORITHMES D'ORDONNANCEMENT 
STATIQUE 
Dans ce chapitre, nous présentons différents algorithmes d ' ordonnancement et une revue de 
différents concepts pour la représentation et la manipulation des connaissances. Nous 
décrivons dans un premier temps un groupe d'algorithmes populaires et leur approche à 
l'ordonnancement, afin de mettre en relief les différentes informations et connaissances 
pettinentes. Dans un deuxième temps, nous regardons les différents mécanismes utilisés pour 
la représentation du savoir dans le but de modéliser et documenter les algorithmes et les 
décisions prises. 
1.1 La problématique des algorithmes d'ordonnancement 
Dans plusieurs domaines, nous avons des applications logicielles de télécommunication de 
pharmaceutique et de l 'infonuagique, pour effectuer des tâches courantes. Ces tâches peuvent 
être séparées en plusieurs tâches atomiques qui peuvent être réalisées en un moment donné. 
Nous devons être capables de les segmenter en modules logiciels distribués sur un ensemble 
de processeurs. 
Par exemple, un routeur L TE qui comporte des modules de traitements pour chaque usager 
doit avoir un délai d ' exécution maximal et être mis sur un processeur. Ce choix peut être fait 
manuellement ou par des outils d'ordonnancement. Cette affectation des modules sur un 
processeur doit tenir compte de plusieurs facteurs, dont les ressources disponibles et la 
capacité d 'exécution du système, pour rencontrer les performances voulues . Par conséquent, 
les concepteurs ont recours à des ordonnanceurs. Ceux-ci permettent donc de piloté 
l'exécution d'une liste de modules logiciels atomiques sur un ensemble de processeurs tout 
en considérant les critères de performances souhaités. 
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Il existe deux types d'ordonnanceurs : les statiques et les dynamiques. Le premier type pilote 
l' exécution pendant le lancement de l'application. Dans le cadre de ce travail , nous 
concentrons nos efforts sur les méthodes statiques de pilotages de modules avant 1 ' exécution 
de l'application. Il existe une panoplie de méthodes d' ordonnancement statique dans 
littérature, le concepteur doit alors choisir et utilisé un ordonnanceur quelconque pour trouver 
un ordre d'exécution des processus du programme. De plus, il doit être un expert des 
ordonnanceurs statiques pour savoir celui qui est le mieux pour son application. 
Dans cette optique, de quelle manière, devrions-nous représenter les connaissances 
hétérogènes sur les ordonnanceurs pour aider notre concepteur d' applications à faire son 
choix selon son application et l' architecture ciblée. Dans un second temps, est-ce que nous 
pouvons mettre en place une méthodologie, une approche pour choisir automatiquement un 
ordonnanceur statique pour notre concepteur tout en fournissant de façon effective les raisons 
de ce choix de conception logiciel. 
Dans la conception des systèmes informatiques ou électroniques tels un système téléphonique 
ou un système d'imagerie médicale, on utilise un modèle pour réaliser ces systèmes. Le 
modèle vise généralement une architecture technologique cible et répond à une liste de 
contraintes. Dans les systèmes parallèles, la version simplifiée de Topcuoglu et al. [ 13] 
montre que leur programmation comporte des tâches qui doivent être ordonnancées 
dynamiquement ou statiquement, selon un graphe interactif ou de préséance. Pour définir 
l' ordonnancement, on représente couramment l 'application à l' aide un graphe acyclique 
dirigé (GAD) G = {M, E} , où M est un ensemble de tâches atomiques etE un ensemble 
d' arcs entre chaque paire de tâches où chaque arc représente une communication entre les 
tâches. Par ailleurs, un nœud d' entrée et un de sortie peuvent constituer des pseudo-nœuds. 
Ceux-ci sont des nœuds ajoutés artificiellement pour n'avoir qu'un seul nœud qui rattache les 
derniers ou les premiers nœuds de l'application. Par exemple, une application avec 3 nœuds 
sans sortie peut être reliée artificiellement à un pseudo-nœud de sortie ayant ces trois nœuds 
comme entrée. 
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La profondeur du GAD affecte la performance en termes du temps d' exécution. Un arc 
possède une source, un nœud parent, et sa cible est un nœud enfant. Un nœud qui n' a pas de 
parent est un nœud racine ou d'entrée. Un nœud qui n' a pas d'enfant est un nœud de sortie. 
Chaque nœud possède un coût d'exécution. Celui-ci estime le temps que la tâche prend sur 
une unité d'exécution. L'arc dans l'ensemble E possède aussi un poids qui représente le coût 
de communication entre deux nœuds. Une unité de traitement peut être un processeur 
possédant des caractéristiques telles la surface S, le temps d'exécution C, l' efficacité 
énergétique E, etc. Ces caractéristiques doivent toutes être considérées lors de la réalisation 
du système. En plus, l'ensemble M peut être exécuté sur une architecture technologique 
variable. Celle-ci peut être définie par un ensemble Q de P unités de traitement. Q possède 
trois paramètres principaux : S, V, et P5. S est la surface, V est la cadence et Ps est la 
consommation d' énergie. L ' architecture peut aussi contenir des caractéristiques 
additionnelles telles Fla fréquence d'opération , T la tension d' alimentation et R la topologie. 
Chaque unité de traitement peut comporter des spécifications distinctes. Le concepteur est 
donc appelé à optimiser un ensemble de paramètres visant un ensemble de contraintes. De 
plus, des contraintes de robustesse peuvent apparaître. Kwai et Parhami [14] ont déjà montré 
que le problème de l' ordonnancement de multiprocesseurs est un problème d'optimisation 
NP-Complet. 
Les approches utilisées sont presque aussi nombreuses que les applications et les cibles 
architecturales ou technologiques. Tout d' abord, on sépare les approches d' ordonnancement 
et d'allocation en deux groupes selon l'architecture cibl e :les plateformes homogènes Ho et 
hétérogènes He. Un réseau homogène possède un ensemble Q uniforme de processeurs P 
ayant des caractéristiques de communication variables et d' exécution fixes selon le type 
d'instruction. Un système hétérogène est un ensemble Q variable, avec P pouvant être des 
processeurs différents ayant des communications variables et des coûts de communication 
variables d'un P à 1 ' autre pour un type d ' instruction. Une architecture peut avoir des 
topologies variables pour connecter les P dans l'ensemble Q. 
- ----- - ----------------------------------------~ 
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Les topologies peuvent être pleinement connectées ou arbitrairement connectées tel que le 
montrent les réseaux en étoile, en chordal , en hyper cube et en bus de Saldafîa et al. [ 15]. 
Selon Ali et Rewini [16], les topologies peuvent être caractérisées par le degré des nœuds, le 
diamètre, la complexité des liens, la largeur bissectrice et la régularité . L'ordonnancement est 
également conçu à partir de perspectives architecturales diverses et variées : les systèmes 
homogènes caractérisent des processeurs identiques tandis que les systèmes hétérogènes 
utilisent des processeurs différents et peuvent être divi sés en groupes de processeurs [17] 
incompatibles, partiellement incompatibles ou compatibles, en fonction du rapport de coût 
des différents processeurs. D'autre part, il existe plusieurs méthodes de calcul du coût d'un 
nœud ou d'un arc [ 18]. Dans la mesure où el les ont recours à des politiques 
d 'ordonnancement différentes en matière de GAD, les approches peuvent générer des 
performances distinctes pour un seul et même algorithme. 
L'ordonnancement est étudié et mis en œuvre par plusieurs auteurs [19], [20] , [21] , [22] , 
[23] , [24] , [25] , [18] , [26]. L'uti li sateur a \a charge d' exécuter une application ainsi qu 'une 
architecture et se doit d'optimiser au maximum le processus tout en respectant une ou 
plusieurs contraintes. Différentes méthodes permettent de planifier l' exécution des nœuds en 
fonction d'un ensemble de processeurs [19], [22] , [27] , [26] , [18]. Les techniques utili sées se 
concentrent le plus souvent sur l'optimisation d'une quantité limitée de paramètres tels que la 
vitesse, le nombre de processeurs ou le conflit de transmiss ion. 
On regroupe plusieurs approches algorithmiques pour mettre les tâches sur un réseau 
homogène de processeurs se lon la structure du GAD. Toutes les approches mentionnées dans 
cette section visent principalement à optimiser le temps max imum d 'exécution avec des 
tâches non préemptives. Certains auteurs [28] , [29] , [ 16] proposent des algorithmes 
d 'ordonnancement de G à structure spécifique comme un arbre, un complément de graphe 
chordal et d 'ordre d' intervall e. Hu (28] et Coffman [30] créent des méthodes pour des 
graphes avec des structures arbitraires, mais avec des tâches unitaires d 'exécution . 
De leur côté, Adam et al. (31] et Kasahara et Narita (32] considèrent des arbres et des coûts 
de tâches arbitraires, mais sans communication. D'autres spécialistes [33], [34] , [35] , [36] 
ajoutent la possibilité de dupliquer les tâches avec des coûts de communication. Ces troi s 
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groupes ont tenu compte des GADs, des communications et des tâches sous différents aspects 
sans l' utilisation de la duplication. 
Certains auteurs [37] , [38], [39] regardent l'aspect des tolérances aux pannes d'un ou 
plusieurs liens de communication ou de processeurs. Le premier groupe [40] , [41], [42] , [43] 
introduit la notion de nombre de processeurs infini . Le deuxième groupe et le troisième 
groupe ont travaillé sur un nombre fini de processeurs en utili sant deux approchent 
différentes. Plusieurs concepteurs (31 ], [ 44 ], [ 45], [ 46], [ 41] considèrent le réseau de 
processeurs pleinement connecté-alors que Sih et al. et [ 47] ainsi que Mehdiratta et autres 
[ 48] considèrent une approche avec des connexions arbitraires. Sakellariou et Zhao [ 18] 
utilisent quatre types de GAD : les graphes aléatoires, les FFTs, les graphes Fourche-loin et 
les graphes Laplace. Kwok et Ahmad [25] comparent 27 algorithmes pour des systèmes 
homogènes, mais ne tiennent pas compte des algorithmes génétiques et de la recherche 
guidée. K wok et Ahmad [ 49] examinent 15 algorithmes et démontrent que certains 
algorithmes de certains types sont meilleurs que d'autres selon l'architecture cible pour un G 
donné. 
Les types peuvent être des algorithmes basés sur le chemin critique, vorace ou non. Les types 
sont groupés principalement en un ensemble d' heuristiques et de méthodologie de conception 
algorithmique tels que l'ordonnancement par li ste et les algorithmes génétiques. Le principal 
défaut de l' analyse est qu 'elle est réalisée sur des moyennes et des cas spécifiques, mais elle 
introduit la notion de ratio du coût de communication sur le coût d'exécution qu'on nomme 
CCR d'un DAG. Le CCR et le nombre de tâches du GAD ont un impact sur les résultats. 11 
existe aussi d'autres méthodes basées sur le recuit simulé [50] , les colonies de fourmis [51], 
la recherche locale (52] et les essaims particulaires [53]. Elles ont comme objectif de 
minimiser le temps d'exécution d'un ensemble de tâches, comme c'est le cas pour les 
algorithmes génétiques [54], [55] , [56] , [57], [58], [59], [60] , [61] qui donnent une bonne 
qualité d'ordonnancement, mais avec un temps d'exécution plus long que les autres 
méthodes. Plusieurs paramètres doivent être considérés et ceux-ci influencent les résultats. 
Comme alternative, Harik et Lobo [62] proposent une méthode d'adaptation automatique des 
paramètres. 
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Des chercheurs [63] , [64], [65] utilisent l'optimisation extrême généralisée. Cette approche 
permet d'utiliser le concept d'espèce et de considérer beaucoup moins de paramètres que les 
algorithmes génétiques. Hou et al. [66] optimisent spécifiquement une application de 
virtualisation d'applications. D'autres encore [67], [68] , [69] se préoccupent de la dissipation 
thermique de la puce. De leur côté, Shroff et autres [70] conçoivent un algorithme pour une 
architecture maître esclave. 
On peut élargir toutefoi s la caractérisation. Sakellariou et Zhao [ 18] distinguent trois types de 
systèmes hétérogènes. Ce point est important dans la modéli sation d'un DAG. Le premier 
type est le système hétérogène consistant : n' importe quelle tâche qui s'exécute sur une 
machine i est plus vite que sur une machine j. Le deuxième type possède une consistance 
partielle, définie par le fait que n'importe quelle tâche qui s'exécute sur une machine i est 
plus vite que sur une machine j mai s seulement pour la moitié des tâches. Le dernier type est 
le système hétérogène incons istant: les tâches ont un temps d 'exécution aléatoire et n 'ont pas 
de consistance. Dans tous les cas, on utili sera des poids aléatoires répartis sur une plage de 
données. Cela affectera les différents résultats et, dans certains cas, détériorera les 
performances des algorithmes. On définit la sensibilité des algorithmes comme étant la 
variation des performances de ces derniers versus la façon de pondérer les poids. 
Au moins quatre classes d 'algorithmes ont été proposées dans le cadre du problème 
d 'ordonnancement : li ste, regroupement, duplication et randomisation. Les méthodes 
relatives à 1 'ordonnancement de 1 iste comprennent PETS (Exécution de 1' ordonnancement de 
la tâche effective), HEFT (hétérogène à durée totale d ' exécution minimale) ainsi que CPOP 
(chemin critique sur un processeur) [ 13], [22] et reposent sur les différents niveaux de 
coordination des tâches et la priorité accordée aux nœuds ; chaque nœud est doté d ' une 
priorité et 1 'algorithme planifie ces derniers en commençant par celui dont la priorité est la 
plus élevée. La méthode CASS (Système de regroupement et d'ordonnancement) [71] 
rassemble les nœuds en groupes et tire profit du fait de disposer de plus de processeurs pour 
réduire la longueur de l'ordonnancement. La méthode concernant l'algorithme de duplication 
CPFD (Chemin critique à duplication rapide) [72] permet le clonage de nœuds; la multiplicité 
des nœuds en résultant permet de minimiser les retards de communication. Les méthodes de 
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randomisation utilisent principalement le recuit simulé ou génétique [73] , [74] , [75] ; leur 
mise en œuvre est simple et elles peuvent mener à des résultants performants en termes de 
temps d'exécution. 
L'ensemble des techniques énumérées ci-dessus suppose l'utilisation d ' architectures précises 
et se révèle particulièrement efficace pour certaines architectures spécifiques. La valeur finale 
de leurs solutions dépend par conséquent du graphe et des critères de performances utilisés, 
de l' architecture ciblée, etc. 
1.1 .1 Métriques de performance et estimateurs 
Pour comparer les algorithmes, on utilise plusieurs métriques. De nombreux outils de mesure 
de performances ont été proposés pour la comparaison des algorithmes. Les outils de mesure 
peuvent être séparés en deux groupes. Le premier évalue l' algorithme en lui-même. La durée 
du programme normalisée (NSL - Normalized Schedule Length), le rapport de la durée 
d'ordonnancement (SLR- Scheduling Length Ratio) et le taux d'accélération [49] , [22] , sont 
des exemples de ces outils de mesure. NSL définit la durée du système, à savoir le temps le 
plus long entre la première et la dernière tâche; SLR représente le rapport entre la durée et le 
chemin critique défini comme le plus long chemin dans un GAD, y compris tous les coûts des 
arcs et les coûts du nœud de calcul; le taux d' accélération pour une application ou un graphe 
donné est le rapport du temps d 'exécution entre une exécution séquentielle et une exécution 
parallèle. 
Le second groupe d'outils de mesure sert à comparer les algorithmes. Le pourcentage de 
dégradation moyen (APD - Average Percentage Degradation) et le nombre de solutions 
meilleures (NB - Number of Best Solutions) [18] sont des exemples types . APD évalue 
combien les performances d'un algorithme sont inférieures par rapport à un autre et NB est le 
nombre de fois où un algorithme affichera une performance supérieure par rapport à un autre. 
D 'autres facteurs influencent les résultats, tels que le fait de prendre la moyenne : Sakellariou 
et Zhao [ 18] montrent que la pondération des poids peut affecter les résultats. Par exemple, 
on peut prendre la valeur moyenne, la valeur médiane, la pire valeur; 1 'algorithme donnera 
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des résultats différents. La conclusion a été de segmenter G en sous-graphes afin de diminuer 
les effets des variations des performances dues aux méthodes d'esti mation des métriques. 
Plus précisément, la variabilité des résultats est diminuée par rapport aux choix de la méthode 
de pondération des poids (i.e., valeur moyenne, valeur pire, valeur médiane) par l'algorithme 
d'ordonnancement. Les auteurs utili sent les métriques précédentes pour comparer leurs 
approches à d'autres. Chacun choisit un ensemble d'algorithmes et tire une conclusion qui 
varie selon le cas en utilisant des moyennes et des approximations. Il faut recommencer 
l'analyse à chaque fois que de nouveaux algorithmes générali stes sont trouvés. Par ailleurs, 
ces outils de mesure sont efficaces pour 1 'évaluation globale des performances d' un 
algorithme, mais ils ne sont pas nécessairement à l' échelle d'une application particulière. 
Dans ce cas, il peut être plus utile de dériver les connaissances désirées à partir 
d' informations sur le profil GAD. En particulier, le profil GAD peut contenir sa largeur, sa 
profondeur et son rapport communication-calcul (CCR ·· Communication-ta-Computation 
Ratio), défini comme le coût de communication total de chaque arc sur le coût de calcul total 
de chaque nœud. Cette information permet le profilage d ' un algorithme et permet d 'extraire 
ses points forts et ses faiblesses. L'usage de patron peut intervenir pour mettre cette 
information en évidence. 
1.1.2 Autres considérations 
Différentes contraintes sont utilisées pour optimiser l' ordonnancement. Demiroz et al. [26] 
optimisent le temps d' exécution et le nombre de processeurs. D'autres auteurs [76] , [77], [78] , 
[79] maximisent à la fois le temps d 'exécution et l' énergie utilisée par la modulation de la 
tension. Switalski et Seredynski [80] utilisent la variation de tension avec la variation de 
fréquences dans le but d'obtenir des ordonnancements qui consomment le moins. D'autres 
spécialistes [81 ], [82] , [83] tiennent compte des pannes qui peuvent survenir sur le réseau 
multiprocesseur. En pratique, le coüt de communication varie selon l'architecture, la 
fréquence d 'opération et la possibilité d'extension du lien . La densité d'un GAD est définie 
par rapport au nombre d'arcs versus le nombre de nœuds. Le ratio communication versus 
exécution CCR d'un GAD est obtenu par la moyenne des poids de chaque arc sur la moyenne 
des poids des temps d'exécution. Ce ratio donne la dominance pour savoir si le GAD est plus 
------------------~----------------------
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en mode communication ou en mode exécution . Nous avons vu les principaux groupes, les 
heuristiques et les aléatoires . 
Comme mentionné plus haut, dans la littérature, il existe presque autant d'algorithmes que 
d'applications. L'analyse des algorithmes est faite avec des métriques variées et donne des 
résultats différents selon les hypothèses. Pour ces raisons, la documentation est devenue 
importante dans le processus de des ign. Capilla et al. [84] montrent qu ' il y a un manque 
d'outi ls pour l'enregistrement et l 'exploitation des décis ions de conception architecturales, 
menant à des coûts de maintenance élevés et des pertes de connaissance à propos des 
décis ions prises qui auraient pu être bénéfiques pour leur réuti lisation. Ils ont proposé un 
système de support de décision qui traite de ces questions en définissant la connaissance 
architecturale perti nente avec les contraintes d'attributs obligatoires et facultatifs. En outre, 
les modèles sont uti lisés comme des ensembles de décisions de conception. Ces 
considérations peuvent servir à réuti liser et partager les connaissances architecturales comme 
expliqué par Lago et Avgeriou [85] qu i traitent des méthodes et des outi ls qui peuvent 
extraire, découvrir et partager les connaissances. Keutzer et Mattson [86] affirment que l'aide 
d'un langage de modè le de conception pour les logiciels d' ingén ierie conduit à un logiciel 
parallèle de haute qualité et la conception de logiciels robuste. Dans cette perspective, les 
techniques d'ordonnancement peuvent être vues à la fois comme une stratégie d'algorithme et 
un patron. L'ordonnancement peut alors être considéré comme un élément obligatoire. Nous 
devons être capables de choisir un algorithme d'ordonnancement et de conserver les traces de 
ce choix avec toutes les informations spécifiques qui nous a gu idés vers la déc ision. 
Guidés par les considérations précédentes, nous proposons un environnement qui utilise des 
langages de modèle et des règles d 'association pour modé liser et documenter les algorithmes 
d'ordonnancement. La prochaine section couvre les différentes façons de représenter des 
connaissances. Notre but est de modéli ser et d' accroître les connaissances des algorithmes 
d'ordonnancement. 
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1.2 La problématique de la représentation des connaissances 
Cette section couvre les différentes recherches pour la représentation du savoir à 1 'aide de 
patrons. Alexander [87] présente le concept de modèle appliqué à un problème d'architecture 
urbaine. Il explique comment un problème récurrent dans la construction et l'environnement 
dans une vi lie peut être un motif, par exemple relatif à la représentation de la construction 
d'une porte. Il montre comment une collection de patrons peut créer un ensemble de modèles. 
Ainsi , un groupe de patrons de portes représenterait différentes façons de construire une 
porte. De plus, un ensemble de patrons peut être lié à un autre patron. Un langage de patrons 
formalise ces opérations. En d'autres termes, il s'agit d'une méthode structurée pour exprimer 
des connaissances sur une ou plusieurs solutions éprouvées à un problème récurrent. 
En 1987, ces concepts ont été transposés à la conception de logiciels. Beek et Cunningham 
[88] ont appliqué un patron à la conception d'une interface utilisateur. Depuis lors, les patrons 
ont été utilisés dans différents domaines. Roberts et al. [89] utilisent des patrons pour 
capturer l'architecture logicielle. Gordon [90] utilise la connaissance des patrons pour fournir 
à un professionnel une idée claire et concise d'un ensemble de logiciels d'architecture. En 
outre, un patron fournit aux utilisateurs une expérience de cas d'affaires distinctifs et des 
attentes de travail existant sur l'architecture logicielle. Zdun [91] propose une méthode pour 
trouver et classer systématiquement les patrons de différentes sources. Il a construit son 
approche de façon à ce qu'elle soit compatible avec différentes grammaires et les modèles 
linguistiques avec l'analyse de l'espace de conception. Celle-ci repose sur la manipulation du 
format des patrons distincts et leur transformation en une seule grammaire et langage. En 
outre, le procédé a introduit la notion de patron, des séquences de patrons et un diagramme 
de séquence avec les patrons. Harrison et al. [92] ont proposé d'utiliser des patrons pour 
capturer les décisions architecturales : les modèles architecturaux permettent un 
enregistrement de l'information et une meilleure compréhension de la justification et des 
conséquences des décisions prises par le développeur du logiciel. 
Gordon [90] utilise les patrons pour documenter structurellement un ensemble d'architectures 
logicielles de façon claire et précise tout en fournissant plus de connaissances pour les 
professionnels de l'informatique. Les patrons peuvent donner une solution à une 
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problématique récurrente tout en donnant l'expectative des résultats obtenus en se basant sur 
les réalisations antérieures. Le concepteur possédant les connaissances des patrons pourrait 
choisir un patron en particulier pour ses besoins. Zdun [91] propose une méthode pour 
trouver et classer systématiquement les patrons de différentes sources pour les objets 
distribués par intergiciel. Sa méthode consiste à chercher un patron qui résout un problème 
particulier et à utiliser une grammaire de langage de patrons avec une analyse de l'espace de 
design. La grammaire peut être utilisée pour manipuler des patrons et permet de traiter des 
séquences de patrons. Elle permet de définir et de représenter les options, les exigences ou les 
variations des patrons pour un problème donné. Par exemple, la séquence 
<Patron A, Patron B, Patron C> peut représenter trois patrons alternatifs, trois solutions 
différentes, pour Je même problème. Cette opération pourrait être effectuée par une 
grammaire flexible qui extrairait des connaissances à partir des patrons. L'analyse de l'espace 
de conception saisit la logique du design. La conception peut être structurée avec une 
représentation explicite de la raison pour laquelle on a choisi une so lution et toutes les 
options qui pourraient être utilisées. 
Zhu et al. [93] introduisent Je concept de modèles d'exploration de données pour améliorer et 
soutenir l'évaluation des arch itectures logicie lles, le but étant d'utiliser un modèle de qualité 
pour améliorer la qualité et de prévoir les attentes pour une solution avec des paramètres 
différents à l'aide de la conception orientée modèle. Selon certains auteurs [91], [93], nous 
devons déterminer par une méthode qualitative la performance d ' un patron pour pouvoir 
déterminer sa valeur pour rapport à d ' autres patrons ; nous proposons donc la notion de la 
qualité d'un patron. Santos et Koskimies [94] ajoutent une couche supplémentaire de 
modules réutilisables comme patron. Cela a facilité le développement des interfaces 
réutilisables et a permis de créer une abstraction plus élevée des interfaces tout en créant des 
app lications de référence. Borchers [95] propose une approche pour capturer les 
connaissances des développeurs et des experts du domaine de l'application dans le 
développement de logiciels, l'interaction humain-ordinateur et le domaine d'application. 
Roberts et autres [89] montrent comment les modèles de conception peuvent être utilisés dans 
des éléments logiciels réutilisables. Keutzer et Mattson [86] , de leur côté, proposent le 
langage Our Pattern Language (OPL) et cinq catégories de modèles de conception : 
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structure, calcul, stratégie algorithmique, mise en œuvre et modèles d'exécution parallèles. Ils 
ont également présenté un modèle pour le parallélisme de tâches dans les catégories de la 
stratégie de 1 'algorithme, le modèle parallèle embarrassant. Enfin, Borchers [95] montre que 
la réalisation d' une exposition interactive de musique peut être représentée sous forme de 
patrons. 
Les études antérieures ont défini de multiples langages-patrons et les ont utilisés pour 
augmenter et faciliter la connaissance dans divers domaines. Certains auteurs ont également 
présenté des grammaires pour manipuler des modèles et effectuer de l'extraction de données 
afin d' obtenir des informations précieuses sur des groupes de motifs en vue de résoudre des 
problèmes particuliers. Toutefois, les grammaires, l'extraction de données et les groupements 
diffèrent entre les chercheurs et il n'existe pas de pratique constante. 
De plus, dans un contexte général , la documentation est devenue un enjeu important dans le 
processus de design. Comme indiqué ci -dessus, les patrons peuvent être utilisés dans 
différents domaines. Santos et Koskimies [94] indiquent qu'il existe un manque de méthodes 
et d'outils pour enregistrer et exploiter les décisions de conception architecturale. Capi ll a et 
al. [84] proposent un système d'aide à la décision de conception par rapport au fait d'avoir le 
bon algorithme avec une architecture ciblée. Comme l'indiquent Keutzer et Mattson [86] , les 
techniques d ' ordonnancement peuvent être une stratégie et sous forme de patron stratégique. 
Capi ll a et al. [84] définiraient alors les connaissances pertinentes arch itecturales avec leurs 
contraintes d'attributs obligato ires et facultatifs. L'ordonnancement peut être considéré 
comme un é lément ob ligatoire; en effet, la raison d'être est de savoir pourquoi nous utilisons 
cet algorithme et les informations reliées à cette décision. En outre, ces auteurs [84] utilisent 
des motifs comme un ensemble de décisions de conception. Ces considérations peuvent être 
utilisées pour réutiliser et partager les connaissances arch itecturales comme l'ont expliqué 
Lago et Avgeriou [85], qui traitent des méthodes et des outil s qui peuvent extraire, découvrir 
et partager les connaissances. 
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1.3 Sommaire et contribution 
La recherche sur l'ordonnancement des GADs a principalement eu comme objectif de 
minimiser le temps maximal d'exécution. De plus, chaque a lgorithme est pensé en fonction 
d'une architecture, d 'une application ou une caractéristique donnée. Dans ce contexte, on 
dispose d'une bibliothèque d'algorithmes qui couvrent diverses architectures et technologies. 
Plusieurs chercheurs proposent des algorithmes génériques qui s ' appliquent à un grand 
nombre d'applications, mais qui posent la question de leur efficacité dans tous les cas . 
Récemment, les concepteurs d ' algorithmes ont noté que le fait de segmenter le GAD en 
morceaux réduisait l' impact des métriques sur des paramètres te ls le temps d'exécution 
estimé d ' une tâche sur un processeur. Par ailleurs, la façon de comparer les résultats de 
différents algorithmes mène à différentes conclusions selon les critères de comparaison. 
Certains auteurs ont élargi 1 'ordonnancement à plusieurs variables en ajoutant le nombre de 
processeurs en plus du temps maximal d 'exécution. Dans la littérature, nous ne trouvons pas 
de méthode qui détermine l' a lgorithme à utiliser pour ordonnancer un design particulier. La 
plupart des approches reportées font des comparaisons de performances par rapport à 
d'autres, mais elles ne donnent pas pour autant le type de graphe qui est le mieux adapté pour 
un design arbitraire. 
De nom breux algorithmes d'ordonnancement ont été présentés. Les concepteurs 
d ' algorithmes comparent généralement leurs algorithmes à ceux des autres par le biais de 
mesures statistiques et de quelques exemples de conceptions [ 13], [ 19], [24] , [ 1 7]. Mais les 
algorithmes d'un groupe ont leurs propres objectifs en matière d'optimisation et ne sont 
souvent comparés qu'aux autres membres du groupe. Un a lgorithme d 'ordonnancement de 
type li ste sera ainsi comparé aux algorithmes d'ordonnancement de type liste, un algorithme 
génétique sera comparé aux autres algorithmes génétiques, etc. Cependant, le fait que les 
algorithmes et autres architectures parmi lesquels il faut choisir sont nombreux, que chaque 
algorithme dispose de ses propres paramètres et qu ' il peut être divisé en sous-algorithmes 
(définis en tant que variations dotées de diverses propriétés et puissances) , rend complexe le 
choix de celui qui est le plus adapté à une application. Différents travaux suggèrent de 
prévoir des boîtes à outils d'ordonnancement [96] qui se focalisent sur un nombre limité 
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d ' algorithmes, sachant que le seul moyen de sélectionner le plus approprié pour une 
application donnée est de les essayer tous et de comparer les résultats . Les nombreux 
algorithmes devant être évalués et une méthodologie de sélection plus efficace étant requis, 
cette approche nécessite des calculs intensifs. 
Dans ce travail , nous proposons une méthode générale pour l'ordonnancement de tâches qui 
est basée sur l'exploitation de connaissances historiques et qui tient compte des métriques 
d'un design et vise l'optimisation d'un ensemble de paramètres. L'architecture sous-j acente 
tient compte du type de système, des algorithmes disponibles et du type d'application. La 
méthode est basée sur la décomposition, 1 'analyse et la réso lution de problème dans la partie 
gauche de la méthode Vee et de la technique de base d 'analyse par compromis [12] , [97]. 
Elle se résume ainsi : dans un premier temps, le concepteur fournit à 1 ' outil une 
représentation du projet; celui-ci générera alors un ordonnancement qui répond aux critères 
énoncés. La nouveauté de la méthode repose sur un sélecteur d' algorithme qui détermine un 
patron du graphe et va choisir l' algorithme le plus approprié tout en utilisant des patrons de 
conception, tirés de la fouille de données et des méthodes de gestion de projet [12], [97]. La 
notion de patrons de conception sera utilisée avec un langage de patrons [95]. La plateforme 
proposée repose sur la création d'un référentiel de travail unique et des connaissances 
validées provenant de différentes sources. Les sources peuvent venir d'articles, de simulations 
ou d'analyses. L'environnement utilise le concept de modèle pour représenter un algorithme 
d'ordonnancement en fourni ssant des informations sur ses forces et ses faiblesses dans un 
dossier de définition. 
L 'utilisation de la fouille de données aidera à obtenir une vue d'ensemble des algorithmes 
sans avoir à effectuer d 'analyse statistique sur un grand nombre de cas. Elle permet entre 
autres d'utiliser les connaissances brutes et d'extraire de nouvelles connaissances. De plus, 
une nouvelle méthode sur la cartographie des graphes sera mise en œuvre; cette nouveauté 
permet de représenter de grands graphes dans un espace réduit, donnant ainsi une vue 
d'ensemble du design au concepteur. En plus des nouvelles connaissances, de nouvelles 
approches de documentation vont être présentées. 
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Nous proposons donc de réunir les règles d'association, les langages de patrons et les 
grammaires pour modéliser et faciliter l'exploitation de l'algorithme d'ordonnancement avec 
une méthodol ogie cohérente. Nous proposons un nouveau modèle de données pour les 
algorithmes de planification, une méthode pour créer des modèles de planification 
personnali sée qui introduit également la notion de séquences de moti fs pour les algorithmes 
d 'ordonnancement. En outre, nous proposons quelques concepts sur la représentation des 
connaissances de 1 'ordonnancement qui ne sont pas 1 iés directement aux motifs. 
En résumé, nous nous concentrons sur un nouveau moteur de gesti on des connaissances qui 
peut répondre à plusieurs problématiques d 'ordonnancement, aidant ainsi les concepteurs à 
réaliser leurs applications et les experts à élaborer des stratégies sur des algorithmes 
d'ordonnancement. 
Le chapitre suivant donne un aperçu général de l'environnement et de son opération. 
CHAPITRE Il 
VERS UNE AUTOMATISATION DE L'ORDONNANCEMENT DES TACHES 
Ce chapitre reprend une partie d'article publié dans les actes de International Conference on 
Microelectronics (ICM '2010) [98]. Il décrit une nouvelle méthodologie de représentation des 
connaissances des techniques d'ordonnancement et explore l' utilisation et la possibilité 
d' inclure cette méthodologie dans le cadre de développement de système\ . Il présente une 
nouvelle perspective de représentation des données des algorithmes d'ordonnancement. Y est 
abordée l'importance d'une nouvelle vision des données sur les algorithmes 
d'ordonnancement, en particulier la proposition d'exploiter les données brutes d' un GAD 
d'application comme complément d' information à l'analyse statistique. De nouvelles 
techniques d'acquisition et d' utilisation des données brutes sont présentées et celles-ci 
facilitent l' usage des outi ls automatisés tout en permettant à un non-expert de faire de 
l'exploration de design. En particulier, l'usage de l'analyse formelle de concepts ouvre la 
porte à de nouvelles possibilités d'organisation des connaissances et peut être employé par 
l'usager qui n'est pas spécialiste et par 1 'expert des algorithmes de planification des tâches. 
Les propositions telles que l' analyse formelle de concepts sont considérées à l'intérieur d'une 
nouvelle plateforme. Celle-ci permet, entre autres, de trouver un algorithme efficace pour le 
designer ou l'expeii qui veut créer et optimiser ses algorithmes d'ordonnancement. 
Dans un premier temps, la section qui traite de l'expert montre comment modéli ser un 
ensemble d' algorithmes sous forme de diagramme de Hasse. Dans un deuxième temps, la 
section qui traite de 1 'usager qui veut choisir un algorithme élabore la nouvelle méthode 
d'organisation des connaissances. Un système de deux filtres est proposé en utilisant la 
méthode Vee [12] pour aider le concepteur à choisir l'algorithme, même s' il n'est pas 
spécialiste du domaine d'ordonnancement. La nouvelle plateforme de connaissance permet 
donc d'acquérir et de présenter les algorithmes efficacement. 
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2. l Méthodologie proposée 
Notre propos est de trouver l' algorithme d'ordonnancement le plus oppo1iun pom le 
concepteur. L ' idéal serait d ' avoir une méthode d 'évaluation des performances efficace, 
neutre et rentable pour l'ensembl e des diffé rentes applications. 
2. 1.1 Envi ronnement 
La méthodologie proposée prend en considération auss i bien les contraintes du concepteur 
que cell es imposées par la technologie, l' impact métrique et l'ordonnancement des tâches. 
Elle fonctionne comme suit : après avoir créé une représentation graphique de sa conception, 
le concepteur défini t les entrées et sorti es, l' archi tecture de mise en œuvre ainsi que les 
contraintes requi ses par le système te lles que la marge de défaillance, les limites des 
processeurs et leurs vi tesses (l'associ ati on de multiples algorithmes à plusieurs GAD est 
éga lement possible) . Ces informations permettent de trouver l'algorithme d'ordonnancement 
approprié au GAD donné, a insi que le montrent les explications suivantes. 
Les algorithmes d 'ordonnancement di sponibles sont créés par des experts qui savent que ll es 
plateformes utili ser en fonction de leurs parti cularités (par exemple la fréquence de 
foncti onnement, la tension d ' alimentati on, etc .) . Les algori thmes sont habitue ll ement 
développés pour optimiser des types d'architecture et d'autres paramètres spécifiques; les 
interfaces frontales « Expert » et « Utili sateur » permettent de gérer et d 'exploiter ces 
informat ions. L 'ut ili sateur est une personne qui souhaite mettre en œuvre une application et 
utili se pour ce fa ire un <. nvironnement de développement intégré (IDE). L'expe1i est, quant à 
lui , responsable de l'optimisation et de l'ordonnancement des applications. Il ou ell e uti li se 
l' interface frontale « Expert » afin de modifi er et mettre à jour la base de données des 
algorithmes relati fs aux IDE dont les utili sateurs di sposent. Les deux paragraphes suivants 
présentent les interfaces frontales« Utili sateur » et « Expert ». 
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2.1 .2 Interface frontale « Expert » 
Une interface « Expert » permet d'acquérir et d ' organiser les informations relatives aux 
algorithmes et à la technologie. Elle sert à tester et à valider les algorithmes avant leur 
inclusion dans une base de données structurée disponible pour l' interface frontale 
«Utili sateur ». La figure 2.1 montre une version simplifiée de l' interface. 
Figure 2.1 : Version simplifiée de 1' interface frontale« Expe1i » 
(~~~~;f?) --~~,-~ 
/ "'-,__ / 
......... ,.,..- ,_." \, "-'~J- ------------------ " -:--~~ ···~~···· _j 1 ~/ . ::::::::.::~::::-- ··)·-, / ,_." .... / 
Tools · <!----] \, • Choisir la plateforme() 1\. 
' 1 "'- • Mettre les critères de performances() ./ Description ~ 
·x ---------············  ·:======~-----------... ~ ~--:--·"··~-----a--... i--~--~----·--:·--n--~----!- ~s~:~sés 
• A / ~ 
Efpen -~ • / Informations ~ 1 ! + ~Jouter information() \ 
------------... 1~· A/Outer patron() ) ..... _
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____ Description 
_/ __ .--- -- • Analyse formelle de concepts / 
· ~ i Recherche dans les 
/ Alogrithmes ) ., .. -~"' i connaissances clas sés 
c~/ ------ 1 
L_ _____ _ 
Ajouter des informations à cette interface peut présenter multiples facettes. Nous nous 
concentrons essentiellement, dans le présent chapitre, sur 1 'acquisition d' algorithmes 
d' ordonnancement. La figure 2.1 détaille l'organigramme de l' interface frontale« Expeii » 
correspondante. L'expert utili se cette interface pour entrer des informations concernant les 
algorithmes d' ordonnancement. Ces informations brutes sont structurées en patrons de 
logiciels pouvant être appliqués pour résoudre certaines catégories de problèmes et sont 
décrites en langage de schéma détaillant leurs structures et contenus. Nous avons défini un 
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langage de schéma pour les algorithmes d 'ordonnancement, en commençant par la 
sémantique proposée en [95] (où le mécanisme est actionné manuellement). Nous adaptons 
par conséquent la structure et contenu d'un modèle de conception à l' acquisition des 
algorithmes d'ordonnancement. Les informations brutes émanant des experts peuvent 
comprendre le nom, le rang, 1 'ensemble de problèmes applicables, la puissance et des 
exemples de déploiement. Le rang définit habituellement la validité de l' information (par 
exemple un seuil de confiance comme il sera vu plus loin), mais il peut également servir de 
critère de couplage. Ainsi , si plusieurs algorithmes s' avèrent compatibles avec une 
application, un rarig plus élevé indique un algorithme doté d' un degré de compatibilité plus 
important avec le problème. 
Afin d'automatiser le processus, les caractéristiques appropriées de chaque modèle décrit 
dans le langage de schéma sont mémorisées dans une base de données. Par exemple, si A a 
été testé afin d'être utilisé dans une plateforme de 2 à 16 processeurs et de 2 à 100 tâches, 
cette information servira éventuellement d'indicateur de puissance. Le tableau 2.1 figurant ci-
dessous illustre ce processus. 
Al 
A2 
A3 
A4 
A 
x 
x 
x 
Tableau 2.1 
Représentation tabulaire d'un ensemble d' algorithmes 
B c D E F 
x x x 
x x x 
x 
x x 
(A,B(CCR), C(Système hétérogène),D(Système homogène),E(Nombre de tâches), F(2 
processeurs)) 
Les rangées A1 à A4 correspondent à quatre algorithmes d'ordonnancement potentiels, chacun 
d'entre eux pourvu de propriétés différentes indiquées dans le contenu des colonnes A à F. 
Les colonnes A et B représentent ici respectivement CCR < 1 et CCR entre 1 et 5; C indique 
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un système hétérogène, D un système homogène, E un système hétérogène; E montre une 
capacité de 2 à 100 tâches et F désigne deux processeurs. La création d'un tableau identique 
pour chaque plateforme cible permettra de synthétiser les informations relatives aux 
algorithmes d'ordonnancement disponibles. Son but est d' utiliser ces informations et d' aider 
l'utilisateur à sélectionner l' algorithme (à partir d' un ensemble d' algorithmes) et la 
plateforme adéquats sans qu'il connaisse les spécificités des algorithmes d' ordonnancement 
ou de la plateforme ciblée. 
Les algorithmes se rapportent généralement à des architectures spécifiques et peuvent 
disposer de sous-algorithmes pour certaines applications particulières (nous considérons les 
sous-algorithmes comme des algorithmes différents afin de simplifier les choses). 
L'utili sateur peut donc avoir à choisir parmi des milliers de possibilités algorithmiques dotées 
de nombreux paramètres technologiques et liés à l'application. Cette opération requiert le 
regroupement et 1' ordonnancement des informations. 
L'analyse formelle de concepts (FCA) permet de structurer la variété algorithmique 
disponible en groupes conceptuels. Par exemple, un groupe d 'algorithmes et un groupe de 
concepts peuvent amener à définir deux groupes conceptuels, 1 ' un pour les systèmes 
homogènes et 1 'autre pour les systèmes hétérogènes. Nous créons alors un treillis de concepts 
avec 1 'algorithme Bord at [99] qui tisse les liens entre des éléments issus de relations binaires. 
Un résumé de FCA suit: concrètement, un concept C est un triple composant qui comprend 
un objet F, un attribut P et une relation R établie entre eux . Par conséquent, C == (F, P, R). 
Une paire (F, P) forme un concept si T 1(F) = Pet Tl(P) == F, où Tl(F) est le sous-ensemble de 
P dont les éléments sont en relation avec les éléments de F et T2(P) le sous-ensemble de F 
dont les éléments sont en relation avec ceux de P. Un concept représenté par une paire (F, P) 
est un nœud; F est appelé « extension » et P « intention » du concept; ils sont duaux. Un 
ensemble de nœuds est un treillis de concepts L. 
Ainsi, dans le Tableau 2.1 , L compte 9 concepts panni lesquels se trouve celui reliant les 
attributs (A, C, E) aux algorithmes (A~, A4) , comme le montrent les entrées surlignées ou, 
plus clairement encore, le graphe conceptuel (Diagramme de Hasse) de la figure 2.2. Un 
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treillis de concepts est créé pour tous les algorithmes d'ordonnancement et les graphiques 
conceptuels correspondants produits permettent de structurer les concepts qui généralisent et 
spécifient les relations entre les algorithmes. Chaque nœud de la fi gure 2.2 correspond donc à 
un concept doté d ' une liste d'algorithmes et d'une liste d'attributs. 
Figure 2 .2 : Diagramme de Hasse d ' un ensemble d'a lgorithmes d'ordonnancement 
{A,C,E,I} 
{A1} 
{A,B,C,D.E.i} 
{} 
Ces informations sont classées puis enregistrées et l' interface frontale « Utilisateur » les 
exploite afin d 'apporter les solutions d' ordonnancement. La section suivante donne les 
détails. 
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2. 1.3 Interface frontale « Utilisateur» 
L ' interface « Utilisateur » permet à 1 ' utilisateur non spécialiste en algorithmes 
d ' ordonnancement de profiter d'informations déjà emmagasinées relatives à 
1 ' ordonnancement. 
Figure 2.3 :Version simplifiée de l' interface frontale« Utilisateur» 
'\. 
Usager ·\g '\ ~-··-----··---.... 
// ___ .• Définir la pwiJiématique - -"-•• ...._, 
(/ + Définir application DAG() ) 
+Chois ir la plateforme() 
"-- .... ~- +Mettre les critères cJe performances () _.--/ 
--... ..--
------ .-----· ----~ 
Description 
Recherche dans les 
connaissances classés 
La figure 2.3 détaille l' organigramme de l' interface frontale« Utilisateur ». L'utilisateur (ou 
outil de conception) entre une architecture et un GAD à employer dans le cadre de la 
conception, mai s également une 1 iste de paramètres représentant les exigences de 
l' application telles que la marge de défaillance, les limites des processeurs et leurs vitesses. 
Un algorithme répondant aux besoins énoncés lui est alors suggéré grâce à l' exploitation des 
contenus de la base de données dans laquelle se trouvent les informations classées. Pour ce 
faire, une première étape consiste à extraire les caractéristiques du GAD et à identifier les 
algorithmes d'ordonnancement compatibles dans la base de données . Deux étapes de filtrage 
basées sur des analyses de décomposition, des processus de résolution [12] et une exploration 
conceptuelle [97] permettent ensuite de sélectionner 1 ' algorithme définitif. 
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Filtre 1 transforme \es caractéristiques du GAD, \'architecture et \es contraintes en li ste 
d'attributs. Un diagramme de Hasse est alors généré pour extraire un groupe conceptuel GA' 
qui tire ~es attributs de l' ensemble GA des algorithmes disponibles. Donc, si le graphique 
compte 25 tâches, que CCR < 1 et qu'une plateforme hétérogène est utilisée, le filtre 
commence par trouver chaque algorithme susceptible de traiter 25 tâches et pouvant être 
utilisé sur une plateforme hétérogène. Le concept correspondant dans le Tableau 2.1 à la page 
30 et la Figure 2.2 est (A, C, E); (A 1, A4) et GA' = {A" A4}. Cette phase de filtrage 
comprend également un antipatron qui permet d ' exclure les algorithmes non app licables au 
problème de conception donné, ceci grâce aux informations relatives à la faiblesse des 
algorithmes et à la vérification des antipatrons associés. À la suite de cet élagage, GA' 
deviendra GA". 
Filtre 2 fourni des mesures telles que le temps d 'exécution avec certaines métriques de 
mesures et de modèle-pour chaque algorithme candidat dans GA" (A 1 et A4 dans l'exemple 
précédent). Différentes estimations sont effectuées afin d'établir les valeurs médianes ainsi 
que les pires en matière de coût de calculs. L'utilisateur peut se servi r de ces mesures pour 
sé lectionner l'algorithme le plus adapté à sa conception. L'algorithme sé lectionné offre à 
l'uti li sateur ou à l'outil de conception la meilleure solution qui soit pour mettre en œuvre la 
conception. 
L 'algorithme utilisé est inspiré du modèle en V pour le développement de systèmes [12]. Les 
modèles en V tels Vee, Vee+, Vee++ sont des modèles de développements logiciels séparés 
en une séquence de phase de développement. Le modèle en V comporte une partie droite et 
une partie gauche. La partie gauche sert principalement à la spécification et les 
décompositions de diverses composantes avec le maximum de détails. La partie gauche 
illustre la partie intégration, l' assemblage, des composants et des vérifications. Les modèles 
peuvent être évolutionnaires en procurant une amélioration de la solution par le livrable de 
plusieurs versions. Ces modèles peuvent aussi servir dans un contexte d'un ou plusieurs 
livrables. 
Vee est le premier modèle de base développé en 1987 par la NASA. En 1990, Vee+ ajoute 
la notion des actionnaires et utilisateurs qui sont impliqués dans le processus de 
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développement avec les notions d'opportunités, de gestion de risques et de résolution de 
problèmes de vérification. 
En 1991, Vee++, ajoute à Vee+ des processus pour avoir une représentation compréhensible 
des processus d'intégration qui font partie typiquement du développement système. Cet ajout 
prend la forme de trois dimensions. L'axe vertical est le temps présent, l'axe horizontal est le 
temps de réalisation ainsi que la maturité du développement. Le dernier axe comporte 
l'intersection entre plusieurs processus de développement. 
Par conséquent, un ingénieur système utili se le modèle Vee pour expliquer les différentes 
approches prises lors de la réalisation de projets tout en mentionnant les conséquences de 
ce ll es aux non-initiés. La représentation, la conservation des informations concernant le 
développement sont importantes et est prise en compte dans le modèle Vee. Dans ce sens , 
1 'interface usager doit être capable de mettre en évidence les choix algorithmes pris. 
2.2 Complexité de la mise en œuvre de la méthodologie 
La mise en œuvre de la méthodologie est essentiellement attribuable aux interfaces frontales 
« Expert» et« Uti li sateur» et au fait que l'interface frontale « Expert» gère l' acquisition 
d'informations. Nous utilisons l' algorithme Bordat pour créer un treillis de concepts [99] 
[ 1 00] qui a une complexité O(n2m22k), où n correspond au nombre d'algorithmes, m au 
nombre d'attributs et k au nombre maximum d ' attributs par objet. 
L'interface frontale« Uti lisateur» se sert des filtres 1 et 2. La complexité de Filtre 1 réside 
dans le nombre de tâches ou d'attributs utilisés par le concepteur; Filtre 2, quant à lui, 
n'utilise que les algorithmes candidats dans le groupe GA", au lieu de tester la totalité des 
algorithmes. Le degré de complexité en découlant dépend des candidats sélectionnés. 
2.3 Sommaire 
L'ordonnancement et les problèmes d'attribution sont bien connus. Leur complexité s ' avère 
malheureusement exponentielle. Les algorithmes disponibles utilisent des estimations de 
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valeurs telles que la valeur médiane, le pire et le meilleur des cas pour évaluer les coûts de 
calculs et de communication. Ces valeurs estimées sont imparfaites, voire approximatives, et 
affecteront de ce fait les résultats algorithmiques obtenus. Les architectures ainsi que le type 
d ' application sont également susceptibles d ' exercer une influence. Nous avons par 
conséquent besoin d 'un algorithme généraliste avec des performances constantes, peu 
importe le modèle utili sé pour représenter l' architecture. Nous avons décrit dans ce chapitre 
le recours à une analyse formelle de concepts en tant qu'outil d 'analyse de haut niveau pour 
réduire la complexité du problème d ' ordonnancement et l' impact des valeurs estimées. 
Notre approche ne repose pas sur 1 ' utili sation de stati stiques, mais sur des analyses 
d'informations provenant de données brutes liées aux applications individuelles. Nous avons 
adopté un environnement flexible qui exploite les informations technologiques et 
architecturales classées pour les applications d 'ordonnancement sur multiprocesseurs SoCs, 
privilégiant une approche de conception descendante. Les chapitres suivants fourni ssent des 
exemples d ' utili sation et décrivent le langage de patrons qui permet l' apprenti ssage du savoir 
sur les algorithmes d 'ordonnancement avec les règles d ' association pour exploitation 
subséquente . Mais avant, le prochain chapitre s ' attaque au problème de l' extraction des 
connaissances à partir des informations disponibles en vue de construire les règles 
d ' association. 
CHAPITRE III 
APPRENTISSAGE PAR RÈGLES D'ASSOCIATION 
POUR L'EXPLOITATION DES CONNA ISSANCES SUR LES PERFORMANCES 
D'UN L'ALGORITHME D'ORDONNANCEMENT 
Pour donner suite au chapitre précédent, une nouve ll e approche de forage de données sur les 
a lgorithmes d ' ordonnancement est proposée ic i. Une part ie d ' article publié dans les actes de 
International New Circuits and Systems Conference (NEW CAS '20 Il ) [ 101] est reprise. Une 
nouvell e approche basée sur l'utili sation des techniques d ' apprentissage de règles 
d ' associations y est suggérée. En combinaison avec le forage de données, ell e offre de 
nouvelles possibilités pour trouver des informations pertinentes sur les performances 
algorithmiques pour l' expert en ordonnancement. Nous montrons l' importance de trouver les 
forces et les lacunes d ' un algorithme d'ordonnancement. Une méthodologie d 'extraction de 
données est proposée avec une méthode de comparaison entre deux algorithmes. Dans un 
premier temps, une introduction au forage de données est présentée. Ensuite, une proposition 
de représentation binaire des informati ons est brossée. Cette représentation permet 1 ' usage de 
forage et l' utilisation de règles associat ives afin d 'extraire les connaissances di sponibles sur 
les capacités d ' un algo rithme d ' ordonnancement. La méthodologie présentée offre de 
nouvell es perspectives sur le repérage des forces et lacunes d'une technique 
d 'ordonnancement et faci lite l'exploitat ion des données brutes. L ' utilisation de deux 
algorithmes différents permet d ' illustrer l' extraction de nouve lles connaissances. De plus, la 
proposition d 'utili ser la différence de règles d ' association permet de comparer deux 
algorithmes se lon la signature d ' un graphe. 
Ce chapitre examine également la façon d'extraire efficacement des informations quant à la 
performance d ' un algorithme d 'ordonnancement dans le cadre d ' un ensemble d'applications 
par 1 'apprenti ssage des règles d 'associat ion entre les attributs des app lications et les mesures 
de performances des applications. La nouvelle méthodologie présentée permettra à la fois 
d'accroître les conna issances du concepteur à propos d ' un algorithme d 'ordonnancement 
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particulier, mais aussi de comparer les algorithmes. Enfin, la nouvelle méthode d'extraction 
et de comparaison des connaissances concernant les algorithmes d ' ordonnancement conduit à 
une nouvelle perspective sur la sélection de ces algorithmes, en donnant un aperçu sur leurs 
capacités et en permettant des comparaisons entre eux pour des attributs d ' application 
donnés. Ell e s'appuie sur la recherche de règles d 'association [ 1 02] pour des mesures de 
performances données. 
Le chapitre commence avec la méthodologie d ' extraction des connaissances sur un 
algorithme, puis expose les résultats expérimentaux pour deux techniques d'ordonnancement 
que nous avons testées. 
3.1 Méthode proposée 
Au dernier chapitre, nous avons proposé un env ironnement automatisé qui assiste le 
concepteur pour sé lectionner l' algorithme d' ordonnancement à partir d ' un ensemble 
d'alternatives. Cet environnement s' appui e sur la création d ' un référenti el de connaissances 
uniformément formatées et val idées à partir de différentes sources. Les sources doivent 
provenir de documents, de simulations ou bien d 'analyses. Le patron log iciel peut être utilisé 
pour représenter les forces et faib lesses d 'un algorithme. Ici , nous suggérons d 'utili ser 
l'apprentissage de règles d ' association afin d 'extraire ces informations, donnant ainsi des 
indications précieuses sur les techniques d 'ordonnancement au concepteur. Ces 
connaissances sont destinées aux utili sateurs expérimentés qui créent et possèdent des 
connaissances sur 1 ' algorithme d'ordonnancement et 1 ' architecture. 
3.1.1 Exploration des règles d ' assoc iation 
Nous défini ssons dans un premier temps les concepts utilisés dans ce travail. Soit un 
ensemble d'attributs binaires A = {a;}i=I,L,N désignant un modèle; une règle d 'association est 
une implication x=> y, où x et y sont des sous-ensembles disjoints de A. En d'autres termes, 
la présence de certains attributs dans le modèle est concomitante avec celle d'autres attributs, 
dans notre cas pour la recherche d ' indicateurs des points forts et des faiblesses. 
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Le niveau de confiance en une règle (Confidence) est la mesure relative du nombre de foi s où 
le résultat de la règle est vrai lorsque 1 ' antécédent est vrai : 
C ,-r;d ( ) Supp ort(x u y ) 0 11; , ence x==> y = - "--'-------'--_::___:__ 
Support(x ) 
Pour un ensemble de modèles P = {p" p2, .. . , pM}, chacun caractérisé par un ensemble 
d'attributs spécifiques A;; Support(x) est la fréquence relative de x dans P. Ainsi, la confiance 
(x ==> y) peut être considérée comme l' estimation de la probabilité conditionnelle de y étant 
donné x. Tl ex iste des règles d'association fréquentes et rares [103] en fonction d'un seuil de 
support minimal. 
Le lift d'une règle d'association compare sa fréquence relative observée par rapport à celle 
attendue en supposant des termes indépendants, antécédents et suivants. Il est défini par : 
L ift ( ) Conjidence (x ==>y) l x==> y = ----"-------'----'-"-
Support(y ) 
Nous proposons d ' utili ser l' apprenti ssage de règles d' association pour extraire les points forts 
et les faiblesses d ' un algorithme. La fi gure 3.1 résume la méthodologie. 
Figure 3.1 :Découverte de connai ssances à l' aide d 'extraction de règles d' association 
5. Classificate~u r 
Connaissances découvertes en réglês tf'~'ssgciàt\Rtî: , 
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JI existe cmq étapes pour découvrir les règles d ' association pour un algorithme 
d'ordonnancement: 
1. Créer une base de données des applications, composée des GAD produits de façon 
pseudo-aléatoire [13] avec des définitions d ' attributs, comme décrit au chapitre 
précédent, et des mesures appropriées calculées après avoir appliqué l'algorithme 
d ' ordonnancement pour chaque GAD. Les informations obtenues (attributs du GAD 
plus les mesures des performances) pour chaque application sont stockées comme 
éléments d ' information. 
2. Pour chaque attribut de GAD, créer une séquence binaire où chaque position de bit 
représente la présence ou absence de valeurs données ou de plages de valeurs d ' un 
attribut, de manière à générer une représentation binaire de la signature du GAD. 
Pour cela, les attributs du GAD sont considérés comme pris à partir d 'un ensemble 
d ' ensembles Ri , chacun représentant les valeurs possibles- singletons ou domaines-
pour un attribut. Par exemple, si la signature du GAD est E = (N, C, a , ~ ' D), où N 
est le nombre de nœuds dans le GAD, CCR le rapport communication-calcul , a le 
taux de parallélisme, ~ la portée du calcul pour chaque nœud et D la densité du GAD, 
alors avec la référence R = (RN, RC, Ra, R~, RD) qui fournit le domaine de chacun 
des attributs du GAD, une signature de de E peut être créée et signaler la présence et 
l'absence de sous-domai nes relatifs de Ri (voir exemple plus bas). 
3. Répéter l'étape 2 avec les mesures calculées à l' étape 1 afin d'avoir les métriques et 
les signatures de chaque GAD. Si une métrique est positive, nous avons une forme 
de résultats binaires positifs (patron) ou si la métrique est négative, nous parlons 
d ' anti-patrons. 
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4. Obtenir les règles d'association des séquences obtenues lors des étapes 2 et 3. Pour 
cela, nous employons l'outi l Rapid Miner [II], qui uti lise l'algorithme fp-growth 1 
[ 1 04] pour trouver les ensembles d'éléments appropriés à partir des données et, 
ensuite, crée les règles d'association (nous uti lisons 75 % de confiance pour les 
éléments de bloc pour la réalisation de l' exploration des données). 
5. Après l'exploration des données, un classificateur trie les règles d'association 
obtenues selon les catégories sur la base des conclusions. Lorsque la conclusion 
révèle une ou plusieurs mesures en relation avec la mesure pertinente, la performance 
de l 'algorithme est évaluée; sinon, dans la mesure où ell e est uniquement relative à la 
portée des éléments E, elle peut être utili sée pour accroître les connaissances à propos 
des caractéristiques d'un ensemble d'app lications. 
L'exemple ci-après démontre 1 'uti lisation de la méthodologie : considérer un profil GAD E 
avec les paramètres suivants {20, 0.12, 0.56, 0.25, 0.13} et une mesure de performance m de 
valeur 2.66, m pouvant être le gain entre le temps d'exécution sur un processeur par rapport à 
l'exécution sur 3 processeurs. Supposer également que nous ayons RN = {20,40,80} (un 
nombre de tâches dans une certaine plage.), Re= {0.5, 1 ,2} , R~ = {0.5, 1 ,2} , RD= {0.1,0.5 , 1} 
et R0 = {0.25,0.5,0.75,1} pour E et Rm = {1 , 2, 3} pour m. Alors, les éléments E 
possèdent aussi des représentations binaires, sous forme de zéros et de uns, RN = 100, 
Re = 100, Ra = 0 1 0, Rp = 0 1 0 et R0 = 00 1 0, et la valeur de la mesure est codée Rm = 001. Par 
conséquent, la représentation binaire de la liste des attributs sera 100 100 010 010 0010 001. 
Si on note les bits successifs de cette séquence N 1, N2, N3 , C 1, C2, C3, a 1, a2, a3 , ~ 1, ~2 , 
1 L'algorithme fp -growth est un algorithme capable d'apprendre rapidement et de trouver tous les 
ensembles d'éléments fréquents dans un ensemble de données en uti lisant une représentation 
extrêmement compressée des données de manière à se loger dans la mémoire principale, même pour 
les grandes bases de données. li amorce sa recherche avec un support élevé et décroît de manière 
itérative de 20 % en tentant de trouver suffisamment d'ensembles d'éléments, environ 100 ou plus, 
pour générer des règles avec Rapid Miner. 
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~3 , Dl,D2,D3,D4,Ml,M2,M3 en fonction des différents attributs qu'ils représentent et de 
leurs valeurs respectives, on peut aussi représenter E par la signature N 1 C 1 a2~2D3M3 , 
signifiant qu'on y retrouve les attributs NI , Cl, a2, ~2, D3 et M3 avec les classes de valeurs 
spécifiées. 
Avec la méthodologie décrite, 1 'expert peut considérer un groupe d' applications et utiliser les 
règles d'association obtenues pour modifier les paramètres d'un algorithme 
d'ordonnancement particulier ou en créer un nouveau. Dans la prochaine section, nous nous 
concentrerons sur une règle d'association ayant une mesure de performance comme 
conclusion. 
3.2 Résultats expérimentaux 
Nous démontrons ici comment 1 'apprentissage des règles d'association peut être effectué sur 
deux algorithmes d ' ordonnancement nommés HEFT et CPOP, et permettre leur 
comparaison. Du point de vue de 1 'algorithme, 1 ' hypothèse de la règle représente un GAD 
(caractéristique de l' application) et la conclusion est une mesure. Nous avons utilisé une 
mesure d'accélération pour les expériences, mais d 'autres mesures peuvent être également 
utilisées (par exemple APD, SLR, contention, puissance, etc.). Nous avons déterminé un 
facteur d'accélération pour trois processeurs à 20 % ou plus afin de représenter un intérêt 
pour nous. Nous désirons savoi r si 1 'un des algorithmes conduit à une valeur d'accélération 
supérieure ou égale à 20% que nous indiquons par SUP et quand la valeur est inférieure à 20 
%que nous indiquons !SUP. Supposons que M = {SUP, !SUP} do1me les représentations 
logiques correspondantes, où !SUP est la négation de SUP. Le Tableau 3.1 indique certaines 
de ces règles d'association, extraites à partir de la base de données du test créée par 
l' utilisation du HEFT. 
Comme 1 ' indique le Tableau 3. 1, la valeur Lift est plus grande que 1 et la valeur de confiance 
est élevée pour chacune des règles. Les règles 1 à 6 indiquent là où 1 'algorithme est fort en 
fonction du SUP et les règles 7 à Il montrent où il est faible. En particulier, nous notons que 
HEFT obtient de faibles résultats lorsque a , le facteur de parallélisme, se trouve dans le 
domaine al (al représente une application avec un parallélisme faible, par exemple de 0 à 
42 
0.5). Le Tableau 3.1 montre que, dans ce cas (règle 8), 96.1 % des applications dans la base 
de données échouent à obtenir une accélération de 20 % lors de 1 'ordonnancement avec 
HEFT. Pour le profil de GAD décrit dans la section précédente, nous constatons que E est 
soumis aux règles 2, 3 et 6 et, par conséquent, nous nous attendons à un indice de confiance 
supérieur à 95 % tandis que HEFT 1 'ordonnancera avec une accélération de 20 %. En effet, 
l'accélération dans ce cas était de 2.66. 
Tableau 3.1 
Certaines règles HEFT extraites par l'utilisation de l'algorithme fp -growth 
Règle Prémisses Conclusion Support Confiance Lift 
1 a2, ~3 , Cl SUP 0.063 0.974 1.542 
2 a2, C I SUP 0.159 0.964 1.526 
3 a2,~2, C I SUP 0.067 0.957 1.515 
4 a2 ,C3 SUP 0.143 0.955 1.515 
5 a 2, ~2. C3 SUP 0.062 0.953 1.509 
6 C l SUP 0.175 0.799 1.264 
7 ai ,C4 !SUP 0.042 0.974 2.644 
8 al !SUP 0.177 0.961 2.609 
9 ~2, a l !SUP 0.077 0.960 2.607 
10 83 , al !SUP 0.067 0.958 2.607 
11 Nl , a1 !SUP 0.043 0.876 2.380 
(N(Nombre de noeuds),a(le taux de parallélisme), C(le rapport communication-calcul), ~ (la 
portée du calcul pour chaque nœud)) 
La règle 6 indique également que HEFT répond à l'exigence SUP 79.9 %du temps lorsque 
Cl seul est présent. Ce pourcentage grimpe à 96.4% lorsque Cl et a2 sont tous deux présents 
(règle 2), a2 représentant un facteur de parallélisme entre 0.5 et \ .0. 
Le Tableau 3.2 indique les règles extraites lors de l' utilisation du CPOP. Comme pour le 
Tableau 3.1 , nous pouvons en tirer des conclusions. D 'une part, les valeurs de confiance pour 
la force de 1 ' algorithme sont inférieures par rapport au tableau 3.1. De même que pour HEFT, 
CPOP n'est pas approprié pour les applications avec a = a , (avec une valeur de confiance de 
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98.8 %). Sa valeur de confiance la plus élevée est 85.8% et elle se produit pour l'hypothèse 
a2, ~3 , Cl. 
Tableau 3.2 
Certaines règles CPOP extraites utilisant l' algorithme fp-growth 
Règle Prémisses Conclusion Suppoti Confiance Lift 
1 a2, ~}, cl SUP 0.055 0.858 1.856 
2 a2, cl SUP 0.136 0.825 1.784 
3 a2, ~}, c3 SUP 0.046 0.811 1.755 
4 a2, ~2, cl SUP 0.057 0.804 1.740 
5 a 2, c3 SUP 0.117 0.785 1.699 
6 a 1 !SUP 0.182 0.989 1.838 
7 a ~, ~ ~ !SUP 0.079 0.988 1.836 
8 a1 , ~2 !S UP 0.069 0.988 1.836 
9 N1, a1 !SUP 0.047 0.964 1.792 
(N(Nombre de nœuds),a(le taux de paralléltsme), C(le rappo1i communtcatJon-calcul), ~ (la 
portée du calcul pour chaque nœud)) 
Dans nos résultats, nous utilisons une accélération supérieure et inférieure à 20 % comme 
métrique de performance ; nous avons pu utiliser également l'ensemble échec, passable, bon 
et excellent comme domaine de valeurs. Les hypothèses et les conclusions subséquentes sont 
modifiées en conséquence. 
Le Tableau 3.3 indique la façon dont nous pouvons exploiter les ensembles d ' éléments pour 
comparer les algorithmes d ' ordonnancement utilisant la même base de données d' application. 
Les règles marquées 6. représentent les mêmes règles d'association pour les deux 
algorithmes. Les quatre premières règles 6. représentent la force . et la cinquième règle, la 
faiblesse. Avec a 1 comme hypothèse, HEFT n'est meilleur que CPOP que de 2.8 %; 
néanmoins, avec Uz, C3 ] 'écart s ' accroît à ]7 o/o. Il est également important de noter que 
CPOP est un ordonnanceur de chemin critique. Ainsi, de la même manière que pour les 
mesures APD et NB, notre approche est capable d'évaluer la dégradation globale ou le 
44 
nombre de solutions meilleures des deux algorithmes; elle offre aussi un meilleur aperçu et 
nous pouvons utili ser toutes les hypothèses et les conclusions jugées utiles. 
Tableau 3.3 
Comparaison de la confiance 6 des algorithmes HEFT et CPOP 
Règle L\ Règle Règle Prémisses Conclusion 11 confiance HEFT CPOP 
1 1 1 a2, ~), cl SUP 11.6% 
2 2 2 Oz, Cl SUP 13.9% 
3 3 4 Oz, ~z, Cl SUP 15.3% 
4 4 5 az,C3 SUP 17.0% 
5 8 6 a1 !SUP -2 .8% 
(N(Nombre de noeuds),a(le taux de parallélisme), C(le rapport communication-calcul), ~ (l a 
portée du calcul pour chaque nœud)) 
3.3 Complexité de la méthodologie 
Cette méthode nécessite des informations sur les résultats de chaque algorithme 
d'ordonnancement, une fois extraits par l'outil d'évaluation à l'étape 1 de la figure 3.1. Pour 
extraire les règles, il existe plusieurs algorithmes. Certains algorithmes utilisent la génération 
de candidats [105] , mais ils sont coüteux pour les grands ensembles de données et peuvent 
être exponentiels. Dans nos expérimentations, plus de cinquante mille profils GAD et 
mesures associées ont été générés, chacun avec une représentation binaire de 26 bits de 
longueur. Cela a conduit à plus de 1.5 million de possibilités examinées. Heureusement, 
Rapid Miner avec fp-growth ont généré les règles en moins de 15 s. En outre, fp-growth est 
efficace dans l' extraction des ensembles d' éléments fréquents sans génération de candidat ou 
en explorant les ensembles de données eux-mêmes. Cela permet au concepteur d'extraire une 
règle à la demande. Par exemple, si une règle d'association avec une hypothèse a3 C 1 est 
souhaitée, les outils peuvent extraire cette règle particulière. 
--- - ---- ---- -----------------------------------------. 
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Les limitations principales de 1 ' algorithme sont celles du fp-growth pour 1 'extraction des 
règles avec un nombre fixe d ' itérations et la taille de la base de données de l'application. 
Aussi , 1 'exploration des données ne garantit pas de générer toutes les règles. 
3.4 Conclusion 
Nous avons proposé d ' utiliser l'exploration de données pour extraire des connaissances sur 
des ensembles de données d' application et évaluer l' impact de l'algorithme 
d'ordonnancement sur les applications. Notre approche n'utili se pas de statistiques comme 
d'autres le font : elle analyse et extrait plutôt les connaissances à partir des données brutes. 
Nous avo ns montré que les règles extraites pouvaient être utiles de plusieurs manières afin 
d 'évaluer les ensemb les de données et la performance d ' un algorithme d'ordonnancement. 
Nous avons aussi introduit le concept d ' une Règ le~ pour comparer les algorithmes. Le but 
consistait à repérer les points forts et les faib lesses de chaq ue algorithme et à apporter ces 
informations à l' expert. À cet égard, la méthodologie d ' introduction est flexibl e et exploite 
efficacement les règles afin d' accroître les connaissances sur les algorithmes 
d 'ordonnancement. 
Le prochain chapitre introduit une façon efficace de vi suali ser et comparer un ensemble 
d 'algorithmes avec des règles d 'association et de montre les possibilités de cette nouvelle 
approche lorsque des algo rithmes multiples sont considérés. 
CHAPITRE IV 
CARTOGRAPHIE DE REGLES POUR LA CONNAISSANCE DES ALGORITHMES 
DE PLANIFICATION 
Jusqu 'à maintenant, plusieurs méthodes de représentation et de comparaison de données ont 
été proposées pour un ou deux algorithmes. Ce chapitre présente une approche pour la 
visualisation et la comparaison de plusieurs techniques d'ordonnancement. Dans cette 
section, nous proposons les cartes de règles comme outil d'analyse et de comparaison. Cette 
section présente du matériel qui a été publié dans un article paru dans les actes de IEEE 
International Symposium on Circuits and Systems (ISCAS ' 20 13) [ 1 06]. 
Dans ce chapitre, nous décrivons une approche de visualisation qui permet de comparer un 
nombre arbitraire d'algorithmes, en montrant les données pertinentes dans les différents 
points de vue, grâce à une carte de règles. Les cartes expriment les patrons d'attributs suivant 
une carte où des couleurs donnent une représentation visuelle des degrés de confiance des 
règles d'association correspondantes (analogie avec une carte thermique). Nous attribuons 
différents niveaux de couleurs selon les degrés de confiance pour chaque attribut et différents 
algorithmes ou métriques. Trois exemples de carte illustrent l'efficacité de la méthode avec 
21 attributs. Le premier exemple illustre la comparaison de trois algorithmes. La deuxième 
carte montre comme utiliser 1 'approche avec un sous-ensemble de 15 sous-algorithmes d'un 
même algorithme. Cette carte permet de comparer les résultats de plusieurs sous-algorithmes 
d'un seul algorithme. La dernière carte montre comment nous pouvons visualiser l'impact de 
différentes métriques sur un algorithme. Nous décrivons une approche de visualisation qui 
permet de comparer un nombre arbitraire d ' algorithmes~ en montrant les données pertinentes 
sous des perspectives différentes grâce à une carte de règles. 
Ce chapitre présente donc, dans un premier temps, notre méthodologie de cartographie pour 
extraire des informations sur les algorithmes de planification. Puis, nous exposons des 
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résultats expérimentaux montrant le potentiel des techniques de cartographie de règles que 
nous avons utilisées. Nous concluons sur la perspective qu'apporte cette méthodologie. 
4.1 Méthodologie proposée 
Prenons un DAG, dont nous voulons une image des performances lorsqu 'une li ste 
d' algorithmes d'ordonnancement s'y applique. Pour cela, nous proposons une approche 
visuelle inspirée des ca1tes thermiques où les couleurs remplacent les entrées d'une matrice. 
Soit une liste d'algorithmes LA, pour laquelle nous définissons une carte de règles en tant 
que matrice scalaire RM = [R;,J] 1 9s:m.I ~s:n où chaque élément représente une information 
pertinente (généralement un indice de confiance) à propos d' un algorithme 
d'ordonnancement et d' une règle d'association. La carte de règles est ensuite convertie en 
une carte thermique en cartographiant ses éléments en gradients de zones de couleur grâce à 
un vecteur de cartographie que nous nommons GC. Dans cette section, nous montrons trois 
règles différentes permettant d' exploiter cette technique de visualisation : les règles, les 
règles f'..., les sous-algorithmes. 
La première étape de construction de RM est la création de deux li stes d'association de 
règles. La première est la li ste de règles d'association d'algorithmes (AAR) contenant les 
règles d'associations pour un algorithme particulier A, appelé A.AAR. Tl existe une li ste 
comme celle-ci pour chaque algorithme d'ordonnancement. La deuxième liste est la liste de 
règle d'association (AR) qui est l' union de toutes les li stes A.AAR. Les deux listes sont 
créées à partir du pseudocode suivant qui réalise l'union des ensembles: 
1) Pour chaque algorithme d 'ordonnancement A, lui créer un ensemble 
d'association de règle A.AAR pour une mesure de performance d'intérêt comme 
indiqué au chapitre 4. 
2) À partir d'une liste vide AR, pour chaque algorithme A dans LA et chaque règle 
eR dans A.AAR: ajouter eR dans AR si eR n'en fait pas partie. 
Par exemple, soit quatre algorithmes d'ordonnancement A, B, C et D avec l'ensemble de 
règles suivant : 
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A. AAR = {N I, NlC2, NlC3} 
B. AAR = {N I, N 1C2, N3C4 } 
C. AAR = {N I, NIC2} 
O. AAR = {N I} 
Nous avons AR = {N l , N 1C2, NlC3, N3C4}. 
Normalement, les li stes AAR sont générées automatiquement au cours de l' étape 1) ci-
dessus, mais il est aussi possible de créer une li ste personnalisée nommée CAR, permettant 
de commencer avec une liste spécifique de règles d ' association, par exempl e CAR = {N l , 
NlC2}. 
Une fois les li stes AAR (ou CAR) et AR défini es, il existe de nombreuses façons d' exploiter 
les cartes de règles et de créer RM. La plus évidente utili se l' indi ce de confiance de règle 
comme informati on à afficher. Le pseudocode su ivant montre comme le créer avec AR ou 
CAR: 
Cartes de règles courantes ou personnalisées 
La première méthode utilise AR ou CAR en cinq étapes : 
1. Choisir des règles de AR ou CA R pour définir la li ste LR. 
2. Pour chaq ue règle dans LR qui n' appartient à aucune li ste AAR2, appliquer 
l'équation de confiance pour déterminer son niveau d ' indice de confiance pour les 
mesures de performances intéressantes et mettre à jour ses entrées de description. 
3. Classer RM de manière à ce que l'antécédent de chaque règ le dans LR soit l'absc isse 
2 Cela peut arriver avec une li ste personnali sée ou un algorith me d'ordonnancem ent qui ne partage pas 
de règles avec celles qui ont déjà été étudiées. 
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i et que le nom de l' algorithme soit dans l'ordonnée}. 
4. Associer chaque élément RMiJ à l' indice de confiance de règle correspondant. 
5. Afficher chaque RMu en prenant du vecteur CG le gradient de couleur correspondant. 
Le gradient de couleur correspond normalement à une plage de données pour 1 'indice de 
confiance d'une règle . Cela est utile pour montrer son niveau de sûreté en termes de patrons 
et d'antipatrons. Tl s'agit d'identifier facilement des points dans RM qui indiquent quand un 
algorithme d'ordonnancement peut être appliqué en toute certitude ou non. Par exemple, la 
zone du bon patron suivra un dégradé de vert pour montrer les valeurs à fort indice de 
confiance, tandis que les zones antipatrons suivront un dégradé de rouge. 
4.1.1 Règle des Cartes de règles!:,. 
Il est également possible d' utiliser une carte avec des règles !:,. afin de mieux comprendre les 
performances des algorithmes en fonction d' une référence. Cette méthode est similaire à la 
précédente, sauf pour l'utilisation de l' indice de confiance !:,. pour les éléments de RM à 
l'étape 4. Cela permet une identification aisée des algorithmes qui sont meilleurs ou pires 
qu 'une référence, pour chaque ensemble de règles. Par exemple, on peut afficher une règle!:,. 
meilleure de 15% en vert et une règle t:,. moins bonne de 15% en rouge. Ainsi , lorsqu 'on se 
trouve dans la zone verte, cela signifie qu ' il vaut mieux garder 1 'algorithme de référence; ou 
bien, on peut améliorer la situation en utilisant les données de la zone rouge pour fusionner 
des algorithmes ou créer un algorithme de classe de règles comme dans 1 'article [ 1 08]. 
4.1.2 Carte de règles de sous-algorithmes 
Nous définissons un sous-algorithme comme la même technique appliquée de manière 
différente. Une méthode d'ordonnancement comme HEFT possède plus de dix déclinaisons. 
On peut montrer l'impact que produit l'utilisation de différentes variations algorithmiques en 
créant et en visualisant les cartes de règles correspondantes. La procédure est la même qu 'en 
première sous-section, mais nous utili serons les noms des sous-algorithmes à la place de ceux 
des algorithmes. Chaque rangée représente alors une approche d'implémentation différente. 
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4.1.3 L'impact des estimateurs 
Nous savons déjà que le choix des mesures et la manière dont nous les calculons ont un 
impact sur la détermination des performances d'un algorithme d'ordonnancement. Pour 
visualiser cette situation, nous utilisons une liste d'estimateurs de performance qui 
remplacent le nom des algorithmes. En prenant un algorithme intéressant, cela montrera 
1 'impact de chaque mesure sur 1 'indice de confiance des différentes règles. Cette liste de 
règles peut provenir de AR ou de CAR et une colonne dotée de la même couleur indique que 
1 ' algorithme intéressant est cohérent avec les différents estimateurs. 
4.2 Résultats expérimentaux 
Nous avons utilisé l' approche de Topcuoglu et autres [13] pour générer des données à 
afficher grâce à notre technique de visualisation par carte thermique. La figure 4.1 illustre la 
comparaison de trois algorithmes d' ordonnancement, CPOP, PETS et HEFT, grâce à une 
carte thermique. L'axe x représente des valeurs attributs différentes provenant des signatures 
d'un groupe de DAG et l'axe y identifie ces algorithmes (cela aurait aussi fonctionné pour 
des valeurs de mesures de performances). La partie gauche de la figure 4.1 apporte l'indice 
de confiance de la règle pour la cartographie en couleur. Une zone rouge indique une règle 
avec un indice de confiance faible et une zone verte (près de 1 00) indique une règle avec un 
indice de confiance fort. 
La figure 4.2 illustre la comparaison d 'un ensemble de sous-algorithmes pour HEFT. Enfin, 
la figure 4.3 illustre l'impact de l'utilisation de différents estimateurs dans un algorithme 
d' ordonnancement. Dans cette figure, HEFT, HEFTB, HEFTW et HEFTME sont les coûts 
moyens, les meilleurs, les pires et médians utilisés par HEFT. Comme le montre chaque 
figure, l'utilisation d'une carte thermique facilite l'estimation de la performance d'un 
algorithme (ou l'efficacité d'une mesure de performance) en fonction de la présence d'une ou 
plusieurs valeurs attributs dans la signature du GAD. 
----- ---------------------------------------------~ 
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Figure 4.1 :Exemple d'une carte de règles pour la comparaison d'algorithmes 
100 
80 
60 
40 
20 
0 
Figure 4.2 : Exemple de carte de règles pour la comparaison de sous-algorithmes 
100 
HEFTA3B3 
HEFTA3B2 
HEFTA3B1 80 
HEFTA3BO 
HEFTA283 
HEFTA282 60 
HEFTA2B1 
HEFTA280 
HEFTA 183 40 
HEFTA182 
HEFTA1B1 
HEFTA1BO 
HEFTAOB3 20 
HEFTAOB2 
HEFTA081 0 
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Figure 4.3 : Exemple de carte de règles pour la comparaison des effets des paramètres 
100 
HEFTB 
80 
HEF1W 60 
HEFTME 40 
20 
HEFT 
0 
Nous pouvons remarquer que les règles d ' association de ces cartes nous permettent d ' obtenir 
des granularités di fférentes des informations, les valeurs de 1 'axe x pouvant représenter des 
valeurs attributs s imples ou multipl es. Par exemple, la méthodologie peut n' utili ser que deux 
attributs importants, N et CCR, et le concepteur peut séparer un ensemble d'applicati ons en n 
groupes qui sont représentés par les colonnes de la carte. C'est une manière de représenter les 
données de performance plus effi cace que l' utili sation d' un form at texte. 
4.3 Conclusion 
Nous avons exposé une technique de vi suali sation de cartes de règles afi n de comparer des 
algorithmes d'ordonnancement et apporter des exempl es d' utili sation. La méthodologie est 
applicable à un algorithme unique ou à un groupe et elle permet notamment d ' identifi er 
facilement des points posant problème sur la carte de règ les. L 'axe y sur la carte thermique 
peut représenter des algorithmes ou des mesures pour évaluer leurs performances, 
individuellement ou en groupes. Par conséquent, l' interprétation de la carte thermique dépend 
du type de données utilisé dans la carte de règles . 
L ' utili sat ion d ' une carte thermique apporte au concepteur une connaissance accrue des 
différents algorithmes d'ordonnancement et les combinaisons possibles des vari ables des 
axes x et y sont presque infinies. En conclusion, 1 ' utili sation de 1 'apprenti ssage d 'associ ations 
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de règles pour en tirer des cartes de règles et la méthode de visualisation décrite dans ce 
chapitre apporte une perspective nouvelle sur les algorithmes d'ordonnancement; cela peut 
être un complément utile aux références traditionnelles. 
Jusqu ' à maintenant, nous avons utilisé les règles d 'associations avec plusieurs nouvelles 
techniques en vue de comparer et d' exploiter les nouvelles connaissances. Bien que ce soit 
efficace en termes de règles d'association, nous devons trouver une façon de représenter et 
manipuler les connaissances algorithmiques sous forme de collection. Le prochain chapitre 
ajoute la notion des langages-patrons pour représenter plus efficacement encore les 
algorithmes d ' ordonnancement. 
CHAPITRE V 
LANGAGE DE PATRONS POUR REPRESENTER LES CONNAISSANCES 
DES ALGORITHMES D'ORDONNANCEMENT 
Dans le chapitre Il, nous avons introduit l'usage de langage de patrons. 
Dans l' optique de représentation des connaissances hétérogènes sur les ordonnanceurs 
statiques pour aider notre concepteur d'applications à faire son choix selon son architecture 
ciblée, nous allons utiliser les patrons pour pouvoir encapsuler les connaissances des 
algorithmes statiques, car ceux-ci permettent de faire des catalogues de solutions. De plus, 
chaque patron ou ensemble de patrons peut être modélisé avec un langage de modélisation de 
patrons et une grammaire. 
Dans cette perspective, nous montrons l'utilité et la flexibilité des langages de patrons et leurs 
grammaires et comment utiliser ceux-ci pour saisir et manipuler les connaissances au sujet 
des algorithmes d ' ordonnancement. Nous montrons comment à partir des connaissances 
disponibles comment les représenter sous forme de patrons. Nous utilisons des algorithmes 
de quatre classes: liste, aléatoire, duplication et partition. Nous utilisons des applications 
comme la FFT et la factorisation Cholesky. 
Ce chapitre débute par la méthodologie que nous proposons, il est suivi de l'exposé de 
l'environnement de connaissance, des résultats que cela génère et d'une discussion portant 
sur ceux-ci. Nous concluons sur les impacts d'une telle approche. 
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5.1 Méthodologie proposée 
Dans cette section, nous nous concentrons sur les modèles et étendons certains concepts et 
résultats que nous avons proposés aux chapitres II et III. Nous discutons des langages de 
patrons avec les règles d'association et de la grammaire. La section suivante détaille nos 
définitions de patrons et de grammaire. 
5.1.1 Langage de patrons pour 1 'ordonnancement et les patrons connexes 
Nous définissons un langage de modèle d'ordonnancement en utilisant une définition 
syntaxique formelle [95]. Un DAG SPL = <SP, SR> où SP = {SP 1 ... SP11 } est un ensemble de 
nœuds qui représentent des patrons sur des algorithmes d'ordonnancement et où 
SR = {SR1 ... SRM} est un ensemble d'arêtes dirigées entre les nœuds(patrons). L'ensemble 
des arêtes sortant d'un nœud est appelé références et l'ensemble des arêtes qui entrent d'un 
nœud est nommé contexte. Avec cette définition, un algorithme d'ordonnancement est 
considéré comme un sous-ensemble de SPL avec des éléments de SP et de référence des liens 
de SR, et où les nœuds sont tels que : 
• Chaque élément sp E SP est appelé un patron. 
• Pour chaque patron sp dans SP, Q E SP, sp références Q <=> ::3 sr = (sp, Q) E SR. 
• Chaque nœud représente un patron. 
Un patron d'ordonnanceur se compose d'un n-uplet incluant un nom n, un contexte c, un 
classement r, une illustration i , un problème p avec les forces f 1 ... f;, exemples e1 .. . ej, une 
solutions et un schéma d. 
Plus précisément: 
• Le nom du patron fait rapidement référence à une situation donnée, une solution. 
• Le contexte résume la performance d' un patron - par exemple soit le temps 
d'exécution ou sa consommation d'énergie- et l'implémentation de l'architecture(s) 
------ - - --
- ----- - --- ----- --------------, 
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où il est pertinent- par exemple, trois processeurs ou plus, connectés pleinement·"" , 
L'information est définie par deux ensembles : CapabilitySet et Tech. En bref, le 
champ contextuel indique les cas de conception où le modèle peut être utilisé. 
• Le classement est utilisé dans le sens de Liou et Palis [95t Il exprime notre 
confiance sur l'applicabilité du modèle à un algorithme d'ordonnancement. Dans 
notre environnement nous utilisons le niveau des règles d'association obtenues entre 
un DAG, la signature ou des éléments d'une application de celui -ci et les résultats de 
performance pertinente comme métrique pour la fiabilité et la confiance du patron. 
Cette information est stockée dans deux ensembles, FSET et WSET, qui énumèrent 
les signatures avec des niveaux de confiance forts et bas respect ivement pour les 
règles d'association. Différents seuils et des conditions peuvent être uti li sés pour plus 
de polyvalence. 
• L' illustration identifie une situation typique d'application de cette solution. Le 
problème identifie les applications dans lesquelles le modèle s'applique. Le problème 
d'ordonnancement est décrit en termes de règles d'association entre les propriétés de 
l'application et les résultats de performance. Normalement, la prémisse de chaque 
règle d'association est la signature d'un DAG ou d'une partie. Ensuite, nous mettons 
dans FSET et WSET les signatures d'app lication DAG, qui représentent les 
ensembles des forces et des faib lesses des applications selon notre classement. 
• Des exemples sont des situations qui peuvent nécessiter le modèle et la façon dont le 
modèle peut résoudre le prob lème. Des mesures, métriques, pourraient être 
également possibles. 
• La solution identifie une solution éprouvée au problème basé sur une généralisation à 
partir des exemples qui équilibrent les forces . Solutions : généraliser à partir 
3 Tang et autres [ 17] définissent le classement comme "Le classement montre comment 
universe ll ement valide l'auteur du patron croit en son patron. Il aide le lecteur à distinguer les 
premières idées des modèles qui ont été confirmés à maintes reprises." 
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d'exemples éprouvés pour équilibrer les forces et apporter des solutions à un 
problème. Ceci est l'algorithme de planification, notre solution sous forme de patron, 
dans notre cas. Nous définissons !'!SET {L, BNiveau, CP} , qui fournit des propriétés 
intrinsèques de l'algorithme. L est un ordonnancement de liste (une classe 
d'algorithme). BNiveau indique que l'algorithme utilise cette métrique de calcul et le 
CP considère le chemin critique. 
• Schema soutenant la solution de manière graphique. 
Par définition, un patron fait usage d'un certain nombre de sémantiques qui permettent de 
capturer un problème de design récurrent et suggèrent une solution éprouvée pour elle. 
5.1.2 Grammaire 
En dehors d'un langage de patrons, nous avons besoin d'une grammaire pour manipuler les 
connaissances. Nous définissons notre grammaire selon Zdun [91]. D'où une grammaire non 
contextuelle G d'un langage SPL est définie comme le n-uplet G = (V, T, P, S) où : 
• V est un ensemble de variables syntaxiques (non-terminaux). 
• Test un ensemble de symboles terminaux qui sont un sous-ensemble de l'alphabet A 
du langage L. Dans notre cas, les symboles de fermeture peuvent être des modèles, 
des alternatives et des architectures. 
• Pest un ensemble de règles de production X--.Y, ce qui signifie que X peut être 
transformé en Y. X et Y peuvent contenir des variables syntaxiques et des symboles 
terminaux. 
• S est un symbole de départ, S E V, qui commence l'application de règles de 
production. Nous utilisons le terminal Départ. 
En utilisant la notation Backus Naur Form (BNF) pour notre grammaire, nous obtenons: 
58 
Identifiant::= Lettre {Lettre! Chiffre} 
Signature : := Identifiant 
Approche ::=Identifiant«;» [Options] «;» Requis 
[FSET FSET] 
[WSET WSET] 
[Classement Classement] 
[Tech Tech] 
[CapabilitySet CapabilitySet] 
[JSET !SET] 
Départ::= Départ Approche 
Architecture ::= Identifiant 
Requis::= Architecture 
Options ::= Approche { «,» Approche} 
Production ::= Variables «---->»Approche 1 Options 1 Requis 1 
Architecture 1 Identifiant 1 Signature 
Variables ::= Approche 1 Options 1 Départ 1 Requis 1 Architecture 1 
FSET 1 WSET 1 Classement 
FSET ::= Signature { «,» Signature } 
WSET : := Signature { «,» Signature } 
Tech ::= Architecture {«,»Architecture} 
Classement::= Identifiant 
Application::= Identifiant; Signature; Requis; Classement 
Capability ::= Identifiant 
CapabilitySet ::= Capability { «,» Capa bi 1 ity } 
!SET::= Identifiant {«,»Identifiant } 
L'identifiant est une représentation de lettres et de chiffres. L'approche consiste à un 
identifiant, des options et un requis (une architecture ciblée). La sélection initiale Départ 
permet de démarrer 1 'application des règles. Les règles de production produisent une 
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approche, des options, un requis. Nous arrêtons la production de règles lorsque tous les 
éléments sont des identifiants. L'approche contient les éléments importants que nous 
utilisons tel s que FSET, WSET, etc. Les accolades indiquent les champs qui peuvent être 
omis. 
Nous utilisons cette grammaire pour manipuler les patrons des algorithmes de planification, 
la recherche d'options alternatives, etc. avec la définition de l' application de l'usager. La 
grammaire crée également une couche d'abstraction supérieure pour la représentation des 
algorithmes d'ordonnancement et applications où les opérations grammaticales sont 
génériques. La prochaine section montre un exemple simple d'application de la grammaire 
avec des séquences de patrons produits par les règles de production comme décrits par Zdun 
[91]. 
5.1 .3 Exemples :grammaire et séquences 
Par exemple, étant donnée une approche al gorithmique nommée AlgoA permettant 
1 'ordonnancement sur une architecture à trois processeurs nommé ArchA avec des options 
d'ordonnancement AlgoB et AlgoC. Nous utilisons la grammaire sui vante: 
Arch 1 = «Architecture3Processeurs» 
Algo2 = «AigoB » ; Arch 1 
Algo3 = «AigoC » ; Arch 1 
Algol = «AlgoA »; {Algo2, Algo3 }; Archl 
Départ Al go 1 
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À noter que les signatures des GADs permettent d'avoir les options compatibles selon notre 
approche, des patrons compatibles. 
d'autres patrons. 
Les options représentent également des liens vers 
Pour obtenir une séquence, une liste de chaînes d'options, avec les règles de production , nous 
parcourons les approches ainsi que les options et le requis. 
Nous démarrons avec Départ Al go 1 : 
1. Départ Al go 1 
2. «Al goA» Algo2 Algo3 Arch 1 
3. «A1goA» «A1goB» «A1goC» «Architecture3Processeurs » 
La ligne 3 contient alors seulement des identifiants avec une architecture cible et une liste 
d'algorithmes compatibles. 
Nous pouvons filtrer la séquence obtenue dans la séquence précédente pour n'obtenir que des 
informations d'intérêt. En effet, la grammaire permet l'extraction de tout ou d'une partie 
seulement des éléments : les options, les variables, etc. Par exemple, nous pouvons ignorer 
les exigences et les options des balises lors de l'exécution de la grammaire et obtenir: 
1. Départ Al go 1 
2. «A igoA» Algo2 Algo3 
3. «A igoA» «AigoB» «AigoC» 
La séquence représente un ensemble d'algorithmes de planification qui sont soit des solutions 
soit des options de la même séquence. 
5.2 Environnement de connaissance 
5.2.1 Vue d'ensemble 
L'usage des règles d'association, d'un langage de patrons d'ordonnanceur et d'une 
grammaire qui permet la création efficace d' un environnement de gestion de connaissance 
pour l'ordonnancement comme le montre la fi gure 5.1 (où les littéraux et les numéros de 
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blocs sont uti lisés pour identifier les différents composants). Il y a deux blocs fonctionne ls 
principaux : le bloc de connaissances (bloc 9) et le générateur de patrons (bloc 5). Le bloc de 
connaissance est l' interface entre un usager-concepteur ou un outil- qui a une application à 
ordonnancer sans être expert sur les algorithmes d'ordonnancement. Les connaissances 
patrons et les techniques de visualisation sont utili sées pour donner à l' usager des 
renseignements à propos des algorithmes d'ordonnancement. Le second bloc important est le 
générateur de patrons (bloc 5) qui construit des modèles personnali sés à partir d'informations 
recueillies auprès de différentes sources et permet la modélisation des algorithmes 
d'ordonnancement. 
Figure 5.1 : Environnement de connaissance de patrons 
J [systèmemuÎticoê~rsl'l 
Les autres blocs sont : bloc 1 qui teste les algorithmes de planification pour la performance et 
met les résultats dans le bloc 4. Le bloc 2 extrait les informations du banc de test pour créer 
et gérer les règles d'association du bloc 3, et ce dernier extrait les données pour le générateur 
de patrons du banc d'essai du bloc 1. Le générateur de patron peut exploiter les données 
brutes de connaissances entreposées et/ou les règles d'association. 
Le générateur de collection de patrons (bloc 7) étend le générateur de patron en groupant et, 
éventuellement, en affichant des patrons de signature de GAD par rapport à un contexte 
L...----------------------------- --- - --- - - - --
-- - -- - - --- - - --- - --------------, 
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d'application. Par exemple, il est possible de regrouper tous les algorithmes qui ordonnancent 
sur trois processeurs pleinement connectés comme une collection. En somme, le générateur 
de modèle génère des patrons à partir des algorithmes et le générateur de collections groupe 
ceux-ci. 
5.2.2 Usage d ' un patron 
Comme mentionné plus tôt, un patron d 'ordonnancement consiste en un n-up let qui identifie 
les propriétés d'un algorithme d ' ordonnancement et met en évidence son champ 
d'applications. Plus de détails sur les champs importants de 1 ' environnement sont décrits : 
• Nom: fait référence à une technique d ' ordonnancement unique, comme HEFTA3B2. 
Dans ce cas, HEFT représente un algorithme principal et A3B2 indique une variante . 
Chaque sous-algorithme peut avoir un nom di stinct et est considéré comme un 
algorithme. 
• Contexte : contient les considérations pertinentes au sujet de l'utili sation du patron, 
typiquement une architecture cible et une attente sur les performances (les patrons 
d'architectures ne sont pas le sujet de ce travail). Ceci inclut des variables requises 
dans la grammaire. 
• Classement : spécifie le niveau de confiance du patron quand les signatures GAD 
contenues dans FSET (ensemble des forces) et WSET (ensemble des faiblesses) 
identifient les situations où l'algorithme d'ordonnancement performe bien ou moins 
bien. WSET joue un rôle opposé en indiquant quand le patron n' est pas bon pour 
1 'application. 
• Le classement d' un patron peut être réalisé avec le forage de données sur 
1 'ordonnancement comme présenté à la fi gure 5. 1, blocs 1 à 3. 
5.2.3 Sélection d'algorithme d 'ordonnancement 
11 y a deux principales méthodes pour fournir des patrons de technique à l' usager. La 
première consiste à balayer la base de données des patrons (bloc 6 de figure 5.1) pour un 
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match d'ensemble; la seconde consiste à créer un patron basé sur les données de 1 'usager. Ces 
méthodes vont être présentées dans les deux prochaines sous-sections. 
a) Ensembles assortis 
Nous commençons par définir un ensemble U en utilisant notre grammaire avec une 
application: 
Tech ::= Architecture {«,»Architecture} 
Application::= Identifiant; Signature; Requis 
Ceci résume la demande de l'utilisateur en deux sous-ensembles U.DAG (l 'application) et 
U.TECH(Tech). U.DAG contient la signature de la demande et U.TECH contient le type 
d'architecture que l'utilisateur souhaite, le requis. Ainsi, U spécifie l'application, l'architecture 
cible et les indicateurs de performance choisis. Cette information est ensuite convertie en 
règles d'association. 
Appelons SP, une approche, un ensemble composé de sous-ensembles TECH, FSET, WSET 
et CapabilitySet, où les sous-ensembles sont tels que définis précédemment. Nous voulons un 
ensemble de modèles SS qui peut résoudre le problème de l'utilisateur tout en répondant aux 
exigences : 
• SSESPL 
• U.TECH n SP.TECH i- {} 
• (U.DAG n SP.FSET) \ SP.WSET i- {} 
Cependant, cette méthode peut fournir SS = {}.L'autre solution consiste à générer un modèle 
personnalisé avec des données fournies par l'utili sateur. 
b) Génération de modèle personnalisé 
Cette procédure peut être utilisée pour enrichir la base de données avec les connaissances 
patrons. Les informations nécessaires pour acquérir de nouvelles connaissances sont 
l'algorithme lui-même et le type d'optimisation qui peut être fait, CapabilitySet et la liste de 
compatibilité de Tech. Nous avons aussi besoin de récupérer les indicateurs de performance 
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souhaités. Tech peut être défini manuellement ou affecté lorsque nous testons l'algorithme sur 
une nouvelle configuration automatiquement. 
L'aspect important est que le champ problème dans un patron représente des antécédents de 
règles illustrant un ensemble d'expériences GAD. 
La conséquence de l'association est un ensemble d'attributs binaires qui représente les 
métriques. Il comporte trois étapes : 
1. Construire la liste des prémisses voulues (appelons-la PL), les métriques utili sées et 
tous les paramètres pour valider le classement. Par exemple, nous allons utili ser SUP. 
2. Retirer des PL toutes les prémisses qui ne se qualifi ent pas dans le classement. 
3. Compacter les attributs . Ceci fournira des informations-raccourci pour l'utili sateur. 
Il existe différents cas dont il faut tenir compte pour une prémisse. Celle-ci peut être filtrée 
avec certains paramètres tels que la valeur du lift ou d'un minimum de données. Ces 
considérations peuvent être énoncées dans l'élément de classement. 
5.2.4 Exemples : Grammaire et Environnement 
Cette section comporte quelques exemples sur l' environnement et la grammaire. 
Soit un patron défini pour une méthode X concernant des applications ayant de 1 à 20 nœuds 
et 21 à 40 nœuds, respectivement, et pour des situations où les algorithmes donnent des gains 
de vitesse de 20% avec un niveau de confi ance de 80%. Étiquetons les nœuds requis N , et H , 
avec la performance algorithmique SUP pour simplifier. Le générateur de patrons commence 
par chercher au bloc 3 la li ste des règles d 'association compatibles. S ' il n'y en a pas, il vérifie 
dans le bloc 4 pour des résultats entreposés de GAD qui ont un gain de 20% avec 
l' algorithme X. S' il n'y a rien , il peut aller au bloc 1 et commencer à générer des résultats à 
partir de banc de tests. À la fin , le générateur de patron met N 1 ou/et N2 dans FSET du 
patron de l' algorithme X s' il y a assez de GADs ou l'algorithme X rencontre le classement 
spécifié pour SUP. Après cela, le générateur de patrons met Je patron dans le bloc 6. De plus, 
--- - -------------------------------------------, 
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supposer que l'algorithme X a FSET= {N1} et algorithme Y a le même FSET, le générateur 
de collection de patrons peut regrouper X et Y dans un concept parce qu' ils partagent N 1. 
Le classement est un élément important de notre approche car elle est basée sur les règles 
d ' association et peut manipuler celle-ci par les signatures. Par exemple, supposons que le 
champ de contexte stipule 20% en gain d 'accélération, mais le classement spécifie 80% de 
niveau de confiance pour les signatures : N0C0, N 1C0, et N2C0 et seulement 3 % pour la 
signature GAD N3C0. Nous pouvons écrire FSET= {N0C0, N 1C0 , N2C0 } et WSET= {N3C0}, 
ou alternativement FSET={C0 } et WSET={N3C0 }. Ceci veut dire que quand C0 est présent 
dans la signature GAD, le patron a une bonne perspective pour le cas N3C0 . 
Par exemple, N 1C2 ::::> SUP2 pourrait indiquer qu' un algorithme a une accélération de 40% 
lorsqu'il est appliqué à GAD signature N 1C2. FSET est construit à partir des règles 
d'association (3) à la figure 5.1. 
Pour construire le classement avec FSET et WSET, nous pouvons utiliser la méthode de 
modèle personnalisé. 
1. Supposons N 1 et C1 à C3 avec une prémisse de ces règles : {N1 (80), N1C1 (85), N 1C2 
(90) et N 1C3 (40)}. 80, 85, 90 et 40 représentent le niveau de confiance. Nous 
pouvons écrire FSET {NJ} et {WSET N1C3} ou {FSET N 1 C~, N 1C2, et N 1C3}. Ceci 
permet une flexibilité de représentation et de visualisation des modèles pour 
l'utilisateur. 
2. WSET est construit de la même manière que FSET, mais il utilise de faibles niveaux 
de confiance. Un exemple de la génération d'un modèle pour un algorithme 
d'ordonnancement suit : soit un algorithme A du type de la classe d'algorithme liste 
et a été testé sur trois processeurs connectés dans un système hétérogène (donc 
TECH = {3FCP} , où 3FCP résume l'architecture). Nous utilisons une banque de 
signatures applications dans la liste {N~, N2, N 1C0, N2C~, C0, C 1} à partir desquelles, 
avec 80 % de confiance, certaines applications auront une vitesse d'au moins 20 % 
lors de l'application de l'algorithme tandis que d'autres connaîtront un ralentissement. 
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L'algorithme utilise le calcul du coût moyen (MA métrique) et l'accélération, d'au 
moins 20 % avec un niveau de confiance de 80 %, est représentée par un attribut 
binaire SUP. Cela conduit à la définition suivante: 
Nom : Algorithme A 
Contexte : Système hétérogène avec trois processeurs et une architecture 
pleinement connectée; un gain d'accélération de 20% et plus. 
Classement : FSET niveau de confiance :2: 80 %; WSET niveau de confiance ~ 
20 %; gain d'accélération :2: 20% (SUP = vrai) quand l'estimateur 
est MA. 
Problème: FSET= {N2, C0}, ceci veut dire que N2 et C0 ont le classement de 
20% de gain d'accélération avec un niveau de confiance de 80 %. 
WSET= {C 1} , ceci veut dire que C1 a un classement de moins de 
20% de gain d'accélération avec un niveau de confiance de 80 %. 
Solution : Technique d'ordonnancement algorithmique. 
fSET={L} (L pour type d'ordonnancement par liste) 
Exemples : Applications qui rencontrent le classement du patron. 
Pour un utilisateur qui souhaite ordonnancer une application avec U.DAG = N1C2 et 
U.TECH = 3FCP (ce qui signifie un déploiement sur trois processeurs connectés), avec une 
accélération du temps d'exécution d'au moins 40 %, les règles d'association seront N 1C2 => 
SUP2 où SUP2 représente la métrique pour une accélération de 40 %. La grammaire suivante 
peut être utilisée. 
Requis = «3FCP» 
Classement = SUP2 
U= «MonApplicatiom> ; N2Cl ; Requis; Classement 
Nous pourrions extraire des patrons qui peuvent répondre à la spécification d'un niveau de 80 
%de confiance fixé par un expert ou l'utilisateur. 
--- ---·-- .. ---------- -------------, 
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Dans la section suivante, nous montrons des résultats différents de l'application de nos outils. 
5.3 Résultats :patrons pour les algorithmes d'ordonnancement 
Cette section montre comment appliquer notre méthodologie et la grammaire à cinq 
algorithmes. La première sous-section porte sur la modé li sation des méthodes de 
planification HEFT, PETS, CPOP, HEFTA 1 B 1 et HEFTA2B2; les deux derniers sont deux 
variations de HEFT. La première étape consiste à entrer des informations sur les méthodes. 
Nous montrons des informations contenues dans les modèles, avec des commentaires 
explicatifs au besoin en italiques. 
5.3.1 Patrons 
Les trois premiers patrons sont décrits ici : 
Nom: HEFT (Pt) 
Contexte: Système hétérogène avec plusieurs processeurs et architecture 
entièrement connectée 
TECH : {3FCP} 
Gain de vitesse de 20 % 
Capabi li tySet = {SUP} 
Classement : Configuration : Confiance > = 80 % pour FSET et < = 20 % 
pour WSET, gain de 20 %. Estimateurs utilisés :MA 
Problème : FSET = {N3, N4, Co, N2C1, N3C1, N4Ct, N1C2, N4C2} 
WSET = {N tC2} 
Solution: L'algorithme d'ordonnancement lSET = {L, RU} 
(L pour type d 'ordonnanceur par liste et RU indique qu'il 
utilise une méthode de priorité ascendante) 
Exemples: Banc d'essai fi ltré et application des connaissances 
d'applications passée 
Nom : PETS (P2) 
Contexte : Même que le patron HEFT 
Classement : Même que le patron HEFT 
Problème: FSET = {N3, N4, C0, N2C1, N3C~, N4C1, N3C2, N4C2} WSET = 
{} 
Solution: L'algorithme d'ordonnancement lSET = {L, DRC, DTC, 
ACC}(DRC, DTC et ACC sont trois jàrmules qu'utilise 
l'algorithme) 
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Nom : CPOP (P3) 
Contexte : Même que le patron HEFT 
Classement : Même que le patron HEFT 
Problème: FSET = {N3, N4, Co, N2C1, N3C1, N4C1} 
WSET = {N1Cz} 
Solution: L'algorithme d'ordonnancement ISET {L, CP, RU} CP 
spécifie que l 'algorithme utilise une approche par chemin 
critique. 
Les deux patrons suivants correspondent à deux variantes de l'algorithme HEFT : 
Nom 
HEFTAI B l(P4) 
Contexte : Même que le patron HEFT 
Classement : Même que le patron HEFT 
Problème : FSET = {N2C0, N3C0} 
WSET = {N 1Cz} 
Solution: L'algorithme d'ordonnancement ISET {L, RU, TAI, 
TB 1 }(TAI et TEl représentent différentes politiques utilisées) 
Nom HEFT A2B2 
(Ps) 
Contexte : Même que le patron HEFT 
Classement : Même que le patron HEFT 
Problème : FSET = { C0, N3C1} 
WSET = {} 
Solution : L' algorithme d'ordonnancement ISET {L, RU, TA2, TB2} 
(TA2 et TB2 indiquent des politiques utilisées) 
Dans tous ces modèles, il importe de savoir que lorsqu'une composante de la signature DAG 
est présente dans FSET- dire que nous avons C0 dans la liste des attributs de HEFTA2B2 -, 
nous savons que l'algorithme d'ordonnancement répond à l'exigence du classement pour 
1 'application. Cependant, l'absence d'un tel composant- dire que nous n'avons pas N2C0 dans 
FSET pour HEFT A 1 B 1 - ne signifie pas nécessairement que nous nous retrouvons devant un 
mauvais choix, mais seulement que nous ne savons pas . Le mauvais cl assement ne peut être 
utilisé que si la composante a été spécifiquement incluse dans WSET. Ceci dit, ISET est 
également utile si nous voulons chercher des propriétés intrinsèques d'un algorithme. 
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5.3.2 Construction de séquences 
Cette section illustre la construction de séquences de patrons pour répondre à toutes les 
options et les exigences appropriées à une application donnée. Cet exemple consiste en un 
graphique DAG avec N2CO dans la signature et HEFT comme algorithme d'ordonnancement. 
Nous commençons avec une grammaire contenant les éléments suivants : 
Requis = «3FCP» 
P3 = «CPOP» ; Requis 
P2 = «PETS» ; Requis 
P4 = «HEFTA 181 »; Requis 
PS = «HEFT A282» ; Requis 
Pl = «HEFT»; {P2, P3, P4, P5} ; Requis 
Départ Pl 
Ensuite, en commençant par P 1 et en appliquant les règles de production sans le requis, la 
séquence suivante peut être obtenue : 
1. Pl 
2. «HEFT» P2 P3 P4 PS 
3. «HEFT» «PETS» «CPOP» «HEFTA 181 » «HEFTA282» 
La séquence est finale avec les terminaux est : 
«HEFT» «PETS» «CPOP» «HEFTA 181 » «HEFT A282». 
Ceci permet à l'uti li sateur de sélectionner l'algorithme d'ordonnancement avec une liste de 
variations compatibles et les options disponibles, dont les algorithmes d'ordonnancement qui 
s'y appliquent, étant donné le classement de performance sélectionné. Il existe un grand 
nombre de possibi lités dans notre environnement pour améliorer la représentation et la 
manipulation des connaissances. La décision d'utiliser un algorithme ou une autre peut être 
capturée par le modèle choisi. En outre, nous pouvons facilement développer des alternatives 
et des options de perspective et de production de règles d'une règle d'association. 
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Les deux prochaines sous sections présentent des résultats concernant l'exploitation des 
modèles en termes d'algorithme d'ordonnancement par rapport à nos cinq patrons. La 
première partie utilise une approche de graphes d'applications aléatoires et, pour la sélection 
d'algorithme, des modèles décrits dans la dernière section. La seconde section montre notre 
méthode avec une structure de GAD du type utilisé pour le calcul parallèle d'un papillon dans 
une transformée de Fourier rapide (FFT), avec différentes valeurs de CCR. 
Applications aléatoires 
Notre méthode permet de sélectionner les algorithmes en fonction de leur motif au lieu d'un 
algorithme générique. Pour illustrer notre propos, nous avons utilisé dix applications 
graphiques aléatoires avec des paramètres différents. Chaque modèle P1 à P5 comporte des 
forces et faiblesses. Le tableau suivant 5.1 montre la métrique d'accélération pour chaque 
algorithme, liée à cinq modèles. Le symbole * indique que le patron correspondant répond au 
niveau d'une accélération de 20% requi s comme entendu de chaque règle d'association et de 
niveau de confiance entre le patron et la signature GAD (précédemment établie dans une 
expérience séparée) et, par conséquent, peut être une solution potentielle. 
Le tableau montre que la signature N 1C2 constitue une faiblesse pour P1 à P4 et n'est pas la 
force de P5 non plus. En effet, ces modèles ne sont pas de bons candidats. Inversement, les 
modèles P1 à P3 sont de bons candidats pour N4C2; en effet, N4 est dans FSET pour ces 
motifs. 
Tableau 5.1 
Applications aléatoires 
DAG signatures pl p2 p3 p4 Ps 
No Co 72* 68* 74* 57* 23* 
No Ct 32* 24* 13 -15 10 
N1C1 55* 95* 51 * -4 45* 
N3CI 162* 144* 106* 20* 84* 
N4CI 174* 197* 104* 15 87* 
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N1C2 -17 -11 -32 -36 -53 
N 1C2 -24 -14 -26 -60 -57 
N4C2 70* 100* 61* -19 22 
N4Co 189* 344* 112* 72* 97* 
N3CI 138* 252* 101* 27* 59* 
Applications particulières 
Cette section traite le cas où une application spécifique d' un usager est d'ordonnancer un 
GAD avec trois différentes valeurs de CCR, avec trois designs possibles comme résultat. Ici, 
le but est de trouver un algorithme prometteur pour l'ordonnancement de trois GAD 
structurés pour la même application. Le tableau 6.2 montre une accélération différente pour 
chacun des cinq patrons algorithmiques, lorsque nous les appliquons à nos trois structures de 
GAD. JI semble que les signatures NOCI et NOC2 n'ont pas déclenché de patron parce 
qu 'elles ne sont pas dans le FSET. Même chose concernant P4 avec la signature NOCO; d' un 
autre côté, P1, P2, P3 et P5 sont candidats pour le classement, parce que les algorithmes 
correspondants donnent un gain d' accélération de 20 %. 
Tableau 5.2 
Application avec différentes valeurs CCR 
DAG pl Pz p3 p4 Ps 
signatures 
NoCo 117* 177* 119* 12 59* 
NoC2 -9 14 8 -33 -50 
N1Co -29 -22 -9 -39 -Il 
(Chiffres en%) 
Les chiffres positifs indiquent le gain du temps d'exécution et les chiffres négatifs signifient 
une perte du temps d' exécution par rapport à la référence, sur un seul processeur. 
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5.3.3 Applications diverses avec algorithmes de divers types 
À partir de différents algorithmes d'ordonnancement et de données disponibles, nous allons 
montrer que notre approche est non seulement bon pour les algorithmes de type liste, mais 
bon pour les méthodes basées sur la recherche aléatoire, les partitions et la duplication. Vous 
allez comprendre que l' usage de patron dans le contexte de l ' ordonnancement est une 
pratique nécessaire afin de conserver et d'expliquer les choix algorithmiques et 
architecturaux. Ainsi , un concepteur dispose des informations nécessaires pour justifier ses 
choix. Notre méthode permet dans un environnement de design de complémenter et 
d'expliquer les choix entrepris. Prenons des algorithmes de 4 classes : 
liste(CPOP,MCP,ETF), partition(MD,DCP,CPFD), aléatoire(MPQGA), duplication(DCP) 
avec deux types d'applications: la factorisation Cholesky [49] d'une matrice de grandeur 
variable jusqu'à 64 utilisée dans le domaine de l' analyse chimique quantique et le traitement 
de signal FFT. Un NSL ratio variable et des architectures variables qui sont définis comme 
suit: 
M 1 = indique une matrice <=30 
M2 = indique une matrice entre 30 et 39 
M3 = indique une matrice entre 39 et 64 
NSL\ = indique une NSL < 2.5 
NSL2 =indique une NSL entre 2.5 inclusivement et 3 
NSL3 =indique une NSL entre 3 inclusivement et 3.5 
NSL4 =indique une NSL entre 3.5 et 30 
CPU8 qui indique une architecture jusqu' à 8 processeurs et ProcesseursNonBornées indique 
une architecture flexible de processeurs illimités. Nous créons cinq patrons pour la 
factorisation Cholesky suivants avec les informations dont nous disposons pour la 
factorisation de Cholesky. 
---- -------
Nom: MD(C 1) 
Contexte : Factorisation Cholesky 
TECH: {ProcesseursNonBornées} 
CapabilitySet = {NSL 1} 
Classement: Configuration: NSL < 3.5 pour FSET 
Problème : FSET = {M 1} 
Solution: L'algorithme d' ordonnancement IS ET = {C} 
(C pour type d' ordonnanceur par cluster) 
Nom: DCP(C2) 
Contexte: Factorisation Cholesky 
TECH: {ProcesseursNonBornées} 
CapabilitySet = {NSL2, NSL3} 
Classement: Configuration: NSL entre 2.5 et 3.5 pour FSET 
Problème : FSET = {M2, M3} 
Solution: L'algorithme d' ordonnancement TSET {C} 
(C pour type d 'ordonnanceur par cluster) 
Nom : MCP(C3) 
Contexte : Factorisation Cholesky 
TECH: {CPU8} 
Capa bi 1 itySet = {NSL 1} 
Classement : Configuration : NSL entre < 2.5 pour FSET 
Problème : FSET = {M 1} 
Solution: L'algorithme d'ordonnancement ISET {BNP} 
(BNP pour type d' ordonnanceur par processeurs bornées) 
Nom : ETF(C4) 
Contexte : Factorisation Cholesky 
TECH: {CPU8} 
CapabilitySet = {NSL 1, NSL2, NSL3} 
Classement : Configuration : NSL entre < 3.5 pour FSET 
Problème : FSET = {M l , M2} 
Solution : L'algorithme d' ordonnancement ISET {BNP} 
(BNP pour type d'ordonnanceur par processeurs bornées) 
Nom : BSA(C5) 
Contexte : Factorisation Cholesky 
TECH: {CPU8} 
CapabilitySet = { NSL4} 
Classement : Configuration : NSL entre < 30 pour FSET 
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Problème: FSET = {Ml, M2, M3} 
Solution: L'algorithme d'ordonnancement ISET {APN} 
(APN pour type d'ordonnanceur par processeur arbitrairement 
connectés) 
L'utilisateur peut fouiller les patrons pour trouver les algorithmes compatibles avec les 
technologies souhaitées. Nous pouvons remarquer que selon le type d'algorithme utilisé (ie: 
BNP, APN, ProcesseursNonBornées) le classement est différent. Effectivement, la capacité 
d'avoir des gains de performances varie selon les algorithmes, mais avec les patrons, nous 
avons le type d'optimisation que nous pourrions avoir ainsi Je type d'architecture utilisé. 
L'utilisation des patrons permet de conserver et de documenter le choix des architectures et 
des algorithmes avec les ententes de performance. La méthode des patrons permet auss i une 
manipuiation plus facile des connaissances avec les ordonnanceurs. 
À partir des patrons, nous pouvons créer un algorithme de type règle [ 1 08]. En effet, en 
regroupant les patrons Cl et C2 avec la signature indiquant la dimension de la matrice Ml , 
M2 ou M3 pour choisir l'algorithme à utiliser. Nous utiliserons, par exemple, l'algorithme 
MD avec des matrices inférieures ou égales à 30. Avec des matrices plus grandes, nous 
utiliserons l'algorithme DCP. Noter que les patrons peuvent être avec n' importe qu 'elle 
nombre de processeurs. 
Nous pouvons utiliser l'approche pour le traitement de signal avec les FFTs. 
SRL 1 = indique SRL entre 3 et 3.5 
SRL2 = indique SRL entre 4 et 4.5 
Nom : MPQGA(F 1) 
Contexte : FFT 16 points 
TECH: {CPU8} 
CapabilitySet = {SRLJ} 
Classement : Configuration : SRL 1 pour FSET 
Problème : FSET = {FFT 16} 
Solution : L'algorithme d'ordonnancement ISET {Aléatoire} 
(Aléatoire pour type d'ordonnanceur) 
Nom: MPQGA(F2) 
Contexte : FFT 32 points 
TECH: {CPU8} 
CapabilitySet = {SRL2} 
Classement : Configuration : SRL2 pour FSET 
Problème: FSET = {FFT3z} 
Solution: L'algorithme d'ordonnancement TS ET {A léatoire} 
(Aléatoire pour type d'ordonnanceur) 
Nom: CPOP(F3) 
Contexte : FFT 16 points 
TECH: {CPUs} 
CapabilitySet = {SRL1} 
Classement: Configuration : SRL1 pour FSET 
Problème: FSET = {FFT16} 
Solution : L'algorithme d'ordonnancement TSET {List} 
(List pour type d'ordonnanceur) 
Nom : CPOP (F4) 
Contexte : FFT 32 points 
TECH: {CPU8} 
CapabilitySet = {SRL2} 
Classement: Configuration : SRL2 pour FSET 
Problème: FSET = {FFT32} 
Solution : L'algorithme d'ordonnancement ISET {List} 
(List pour type d'ordonnanceur) 
Le dernier exemple montre l'utilisation d'algorithmes par duplication: 
NSL5 =indique une NSL < 1.5 
NSL6 =indique une NSL 1.5 et 2 
NSL7 = indique une NSL 2 et 2.5 
N50 = indique application avec 50 noeuds. 
Nom : CPFD(GI) 
Contexte : 50 noeuds 
TECH : { ProcesseursNonBornées } 
CapabilitySet = {NSL5 } 
Classement : Configuration : NSL5 pour FSET 
Problème : FSET = {N50 } 
Solution: L'algorithme d'ordonnancement TSET {C} 
(C pour type d'ordonnanceur par cluster) 
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Nom : DCP(G2) 
Contexte : 50 noeuds 
TECH : { Generique } 
CapabilitySet = { NSL6 } 
Classement : Configuration : NSL6 pour FSET 
Problème : FSET = {N5o} 
Solution: L 'algorithme d' ordonnancement ISET {TDB} 
(TDB pour type d 'ordonnanceur par duplication) 
Nom: MCP(G3) 
Contexte : 50 noeuds 
TECH : { CPU8 } 
CapabilitySet = { NSL7 } 
Classement : Configuration : NSL7 pour FSET 
Problème: FSET = {N50 } 
Solution : L 'algorithme d' ordonnancement ISET {BNP} 
(BNP pour type d ' ordonnanceur par processeurs bornées) 
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À partir de G 1 à G3, nous pouvons remarquer qu ' il y a différentes approches pour 
ordonnancer un graphe de 50 nœuds selon [ 112]. Nous remarquons que NSL5 peut être 
obtenu avec des algorithmes de type cluster. Nous pouvons donc utili ser la grammaire pour 
stocker les patrons et extraire des informations pertinentes. L'importance est mise sur 
1 'usage des patrons pour représenter les connaissances sur les algorithmes pour un non-
expert. F1 à F4 indiquent des patrons capables d' ordonnancer des FFTs avec des métriques 
SRL allant de 3 à 4.5. 
Nous avons aussi représenté les patrons sur connaissance apprise d 'une plateforme [ 113] 
comportant plusieurs méthodes d ' ordonnancement. Cette plateforme utilise les DAGs pour 
modéliser et ordonnancer 1 'algorithme de codage vidéo pour un ou plusieurs groupes 
d ' images GOP. La signature, une caractéristique disponible qu'on appe ll e GPO peut être 
utilisée. 
Nous utilisons les connaissances sur cinq méthodes d ' ordonnancement d 'un algorithme de 
codage vidéo à multiple vue. Celles-ci utilisent cinq approches différentes: la trame la plus 
prête (EF), la trame la plus référée (MRF), les trames les plus courtes en premier(SFF), le 
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plus court temps d'exécution attendu sur le chemin de référence(EE). Les trames les plus 
référées sur le chemin de référence (MR). FSET peut être GP02, GP03 selon la 
caractéristique de 1 'application à ordonnancer. Les résultats entendus est un facteur 
d'accélération (VAI) = {VA2, VA3, VA3, VA4, VAS, VA6, VA7, VAS, VA9} où [ 
représente le facteur d' accélération. Par exemple, V A2 indique un facteur d'accélération de 2. 
Nous avons extrait 7 patrons (H 1 à H7) à partir des informations disponibles : 
Nom: Proc(H 1) 
Contexte: Codage vidéo à multiple vue 
TECH : { CPU4} 
CapabilitySet = {V A4} 
Classement : Configuration : V A <= 4 pour FSET 
Problème: FSET = {GP02, GP03} 
Solution: L 'algorithme d 'ordonnancement TSET = {EF} 
Nom : Proc(H2) 
Contexte: Codage vidéo à multiple vue 
TECH: {CPU8} 
CapabilitySet = {V A6} 
Classement: Configuration : V A <= 8 pour FSET 
Problème: FSET = {GP02} 
Solution: L ' algorithme d' ordonnancement ISET = {EF} 
Nom : Proc(HJ) 
Contexte: Codage vidéo à multiple vue 
TECH: {CPU8} 
CapabilitySet = {V A 7} 
Classement : Configuration : V A <= 8 pour FSET 
Problème : FSET = { GP03} 
Solution: L ' algorithme d'ordonnancement rSET = {EF} 
Nom: Refs(H4) 
Contexte : Codage vidéo à multiple vue 
TECH: {CPUIO} 
Capa bi 1 itySet = {V A 9} 
Classement : Configuration : V A <= 9 pour FSET 
Problème: FSET = {GP03} 
Solution : L ' algorithme d 'ordonnancement JSET {MRF} 
Nom : Ex(Hs) 
Contexte : Codage vidéo à multiple vue 
TECH : {CPUIO} 
CapabilitySet = {VA9} 
Classement : Configuration : V A <= 9 pour FSET 
Problème: FSET = {GP02} 
Solution : L' algorithme d'ordonnancement ISET {SSF} 
Nom: SUM(H6) 
Contexte: Codage vidéo à multiple vue 
TECH: {CPUlO} 
CapabilitySet = { V A9 } 
Classement : Configuration : V A <= 9 pour FSET 
Problème: FSET = {GP02} 
Solution: L'algorithme d'ordonnancement TSET {EE} 
Nom: LEFT(H7) 
Contexte: Codage vidéo à multiple vue 
TECH: {CPUlO} 
CapabilitySet = { V A9 } 
Classement : Configuration : V A <= 9 pour FSET 
Problème: FSET = {GP02} 
Solution: L'algorithme d'ordonnancement ISET {MR} 
78 
Nous remarquons que nous disposons plusieurs technologies CPU4, CPU8 et CPU 10 avec 
certains résultats de gain d'accélération. Nous voyons que pour GP03 , nous pouvons avoir 
un gain de 9 avec 10 processeurs, un gain de 7 avec 8 processeurs et un gain de 4 avec 4 
processeurs. Nous remarquons qu'avec 4 processeurs, nous obtenons un gain de 4 avec un 
GP02 et GP03.Nous pouvons avoir sous forme de patron, les algorithmes à utiliser selon le 
groupe d'images. Nous amenons une nouvelle façon de voir et de manipuler J'i nformation 
par rapport à l'ordonnancement. Un utilisateur peut filtrer les patrons selon l' architecture 
choisi , le facteur d'accélération. Les patrons montrent aussi leurs caractéristiques propres Par 
exemple H7 utilise 
Nous pouvons donc conserver une trace des choix d'architectures et algorithmiques. Les 
patrons sont utiles pour faire une première sélection d'algorithmes capables de résoudre la 
problématique. Les patrons sont utilisés pour la phase du filtre 1 avec les méthodes 
mentionnées dans la section 5.2.3 . De plus, nous pouvons faire des choix d'architectures 
avec les patrons. 
,-------------- ----------- -----
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5.4 Conclusion 
Nous avons montré comment l'utili sation de langages et des grammaires des patrons peut 
capturer et manipuler des connaissances au sujet de la résolution des problèmes 
d ' ordonnancement de tâches. D'après notre expérience, c'est la première tentative globa le 
pour gérer l'ordonnancement des connaissances de l'algorithme avec des motifs. D'autres 
travaux ne couvrent pas cet aspect particulier ou proposent des études sur les modèles qui 
étaient trop génériques ou applicables à des domaines autres que les algorithmes de 
planification. Notre méthodologie peut être appliquée pour capturer des connaissances sur 
des algorithmes de planification et peut aussi être employée pour d'autres patrons externes 
non reliés à 1 'ordonnancement, tels que les modes de capture décisionnelle d'architectures 
décrits par Harrison et autres [92]. La grammaire choisie est polyvalente et peut représenter 
les algorithmes, les architectures et d'autres modèles. Cette utilisation des langages de patrons 
avec la grammaire et les règles d'association ouvre des possibilités infinies. Ce système est un 
complément parfait à l'analyse comparative, et il peut être facilement intégré dans les outils 
de conception. 
Nous avons présenté cinq modèles qui peuvent être produits par nos méthodes, mais les 
possibilités sont infinies. Nous avons montrés différents patrons pour résoudre des types 
d ' applications telles que FFT, factorisation et encodage vidéo avec différent type 
d ' algorithmes. 
Nous nous sommes concentrés sur la souplesse de 1 'environnement qui peut être intégré avec 
d'autres modèles ou environnements. Une grammaire flexible peut être utili sée à cette fin. 
Cependant, les langages de patrons sont généralement représentés dans un format textuel, 
parfois avec des graphiques. Nous avons par ai lleurs introduit des ensembles d'informations 
dans le langage des patrons. Chaque ensemble représente une li ste de règles d'association. 
Ces ensembles sont utiles dans la production de patrons. Nous utilisons une méthode de 
classement qui peut être associée à un outil de filtrage d'informations appliqué aux règles 
d ' association. De plus, nous employons deux ensembles représentant les forces et les 
faiblesses d'un modèle. Cette approche offre une flexibilité en matière de principe de règles 
d'association. Nous pouvons utiliser une séquence de patrons qui peut représenter des 
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alternatives, les options et les arcrutectures. Toutefois, l'utilisateur ou les outils doivent 
connaître les limites de notre méthodologie. Le classement dont nous nous servons représente 
un guide pour un patron; les classements doivent être basés sur des estimations et des 
spécifications déterminées par un expert. 
Le prochain chapitre revient sur les concepts présentés jusqu'à maintenant et montre les 
possibilités et la synergie des modules proposés dans un nouvel engin d 'extraction et de 
gestion des connaissances. La synergie des modules avec les intervenants y est démontrée. 
CHAPITRE VI 
MODELISATION ET EXTRACTION DE CONNAISSANCES A LA DOCUM ENTATION 
POUR LES ALGORITHMES D'ORDONNANCEMENT DE TYPE LISTE 
Ce chapitre revient sur les concepts relatifs à l'extraction et la représentation des méthodes 
d'ordonnancement en présentant un engin de connaissance plus élaboré que la proposition du 
chapitre Il. Nous présentons donc ici un outi l capable de manipuler et de présenter les 
connaissances avec la combinaison de langage de patrons et des règles d'associations. 
Nous proposons un moteur d'extraction et de gestion des connaissances pour ce domaine 
d'activité et une autre considération importante, celle d'enregistrer et de tracer les 
connaissances utilisées lors de la sélection et l'application des algorithmes. Notre stratégie 
consiste à montrer qu 'en plus de réaliser la gestion de connaissance, la plateforme peut être 
intégrée aux outils documentaires. Nous montrons un métamodèle pour modéliser et 
documenter les décisions avec différents points de vue qui incluent les patrons, les 
spécifications et les solutions. Éventue llement, cet engin peut être utilisé dans des 
plateformes automatisées de conception et procurer des ensembles de solutions. 
Nous dévoilons différents ensembles de données qui peuvent être manipulés : les données 
brutes, les règles d'association, les patrons et les diagrammes. Nous illustrons comment un 
processus à deux phases, deux filtres de connaissance, peut chercher les informations 
pertinentes à un problème tout en donnant différentes vues sur les possibilités offertes. Le 
premier filtre ut il ise trois méthodes pour extraire les candidats pour le deuxième filtre : règle 
de concept, assortiment et séquences de patrons. Les séquences de patrons peuvent 
représenter les alternatives, les options et les architectures requises. Le deuxième filtre ut il ise 
les informations recueillies par le premier filtre pour effectuer un banc d'essai. Nous 
proposons d'ajouter la cartographie par règles avec le deuxième filtre . De plus, nous 
montrons comment enregistrer les décisions prises par les filtres . Ceci permet une intégration 
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de connaissances dans un système documentaire. En fait, nous proposons d'utiliser des 
diagrammes de Hasse qui peuvent guider les usagers de notre plateforme. Les experts en 
ordonnancement disposent aussi de notre plateforme et bénéficient de nouvelles méthodes 
pour comparer les algorithmes sur la base de règles d'association, de patrons ou des deux. 
L'interface de notre outil fournit une façon d'enregistrer et d'extraire les connaissances pour 
d'autres outils qui peuvent être intégrés. Nous focalisons sur la flexibilité de notre engin qui 
peut être intégré avec les autres patrons et outils. 
Dans ce chapitre, nous commençons donc par examiner les approches que nous avons 
utilisées dans le travail passé; ensuite, nous fournissons et élaborons quelques exemples. Par 
conséquent, nous cherchons à tirer parti de notre travail avant de présenter un moteur de 
connaissances complet conçu pour les algorithmes d'ordonnancement. Cet outil peut être 
considéré comme un complément de bancs d'essai et les outils de documentation actuels pour 
aider le concepteur et l'expert dans la zone de planification de tâches. 
Dans cette optique, de quelle manière devrions-nous représenter les connaissances 
hétérogènes sur les ordonnanceurs pour aider notre concepteur d'applications à faire son 
choix selon son application et 1 'architecture ciblée? Dans un second temps, est-ce que nous 
pouvons mettre en place une méthodologie, une approche pour choisir automatiquement un 
ordonnanceur statique pour notre concepteur tout en fournissant de façon efficace les raisons 
de ce choix de conception logiciel ? 
6.1 Environnement et exemples proposés 
Nous commençons avec un aperçu de notre environnement et de ses capacités les plus 
saillantes. Nous revenons sur notre motivation et proposons un engin avec trois types 
d'usagers. 
6.1 .1 Motivation 
L'outil proposé reflète les connaissances sur la planification des tâches et la façon de la gérer. 
Comme indiqué précédemment, il existe un grand nombre de connaissances sur les 
techniques d'ordonnancement des tâches. En outre, il existe une courbe d'apprentissage 
,---------------------------------------- -
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abrupte pour un nouvel utilisateur dans ce domaine qui cherche à obtenir des informations 
par des moyens simples (c'est-à-dire sans avoir à gérer une quantité excessive 
d'informations). Chaque algorithme peut avoir ses propres forces et faiblesses et peut cibler 
une architecture spécifique. Les concepteurs disposent de nombreuses possibilités. Toutefois , 
nous voulons donner de nouvelles méthodes aux experts pour repérer faci lement les 
informations relativement aux algorithmes d'ordonnancement. Nous voulons un moteur qui 
soit souple et évolutif concernant la connaissance des techniques de planification. 
6.1.2 [ntroduction applicative 
Avant de présenter notre moteur, nous introduisons quelques concepts employés dans notre 
environnement. Supposons que la nécessité du concepteur est de réaliser des app lications 
variées et particulières sur un groupe de trois processeurs entièrement reliés. Nous 
définissons ces applications App 1 et App2, notre concepteur Dl et un expert en planification 
SEl. Ce concepteur travaille au sein d'une équipe avec l'actionnaire SH l qui est propriétaire 
de l'entreprise. Une décision doit être prise quant à la mise en œuvre de ces app lications dans 
un délai donné tout en enregistrant les informations sur le détail des implémentations choisies 
pour référence ultérieure. Lors de la planification des tâches, le concepteur doit savoir quelles 
techniques utiliser; ce n'est pas une tâche faci le. Actuellement, les outils ne sont pas flexibles, 
ils doivent traiter un grand nombre de connaissances ou en sont à un stade de recherche 
préliminaire [86]. L'objectif de ce chapitre est de montrer de quelle façon nous pouvons aider 
la conception, mais aussi comment le moteur proposé améliore la connaissance des 
techniques de planification et est évolutif. 
6. 1.3 Moteur 
La figure 6.1 de la page suivante présente le schéma du moteur et de l'environnement de 
connaissances. Trois types d'utilisateurs sont pris en charge: expert, concepteur et outils. Six 
éléments clefs doivent être considérés : 
1. Données brutes : comprend les données d'essai au banc, conceptions passées, tendances, 
documents et autres connaissances relatives aux connaissances d'experts comme SEl . 
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2. Designer : fournit l'application pour planifier avec ses contraintes. Cela peut être Dl , 
notre concepteur décrit précédemment. 
3. Expert :réalise les algorithmes d'ordonnancement ou il a une connaissance approfondie à 
leur sujet. Cela peut être SE 1• 
Figure 6.1 : Survol du moteur et son interaction 
Concepteur! Architecte Outils-API 
4. Outils : environnement de conception, outil de conception et de documentation dans 
lequel la plateforme peut être incorporée. Notre approche peut être utilisée en conjonction 
avec d'autres outils. 
S. Données binaires : données brutes qui sont utilisées dans Je processus de découverte. Un 
format interne que nous avons proposé et qui peut être employé par nos outils. 
6. Données de connaissances organisées : informations algorithmiques dans des formats tels 
que des règles, des modèles et des cartes de règles. 
Le but du moteur est d'interagir avec l'environnement pour extraire des informations au sujet 
des algorithmes d'ordonnancement. De plus, il donne un aperçu des méthodes de planification 
qui peuvent être utilisées de manière efficace par l'utilisateur non-expert D1 et SHI· La 
plateforme peut être utilisée pour implémenter des applications, créer des algorithmes et 
documente ses décisions sur les algorithmes d'ordonnancement. 
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Les règles d'association peuvent être fixées à l'avance par un expert comme SE 1 ou être 
découvertes. La section suivante traite de la méthodologie de découverte vue au chapitre IV . 
6.1.4 Découverte des connaissances 
Supposons que SEt dispose d'une centaine d'algorithmes d'ordonnancement. SEt sait que les 
algorithmes et les critères conduisent à des résultats génériques, mais quel algorithme répond 
à l'exigence de Appt et App2 de notre designer Dt? Comment manipuler et extraire des 
connaissances à propos de ces algorithmes de façon structurée? L'outil peut être réglé en 
mode de découverte pour en savoir plus sur les algorithmes d'ordonnancement. 
Les signatures peuvent être groupées pour créer des ensembles d ' applications avec des 
métriques de performances communes. Avec la méthode décrite, SE 1 expert peut envisager 
un groupe d'applications et les analyser du point de vue des règles d'association pour tester et 
améliorer les algorithmes d'ordonnancement pour le groupe. Toutefois, la règle d'association 
est considérée comme une connaissance gérée. Dans la section suivante, nous nous 
concentrons sur l'interface utilisateur et sur ce que Dt peut faire avec notre environnement. 
6.1.5 Point de vue designer/architecte 
La méthodologie proposée considère à la fois le concepteur et les contraintes technologiques 
imposées, l'impact des métriques et la hiérarchie des tâches . Elle fonctionne comme suit : 
après la création d'une représentation graphique de sa conception, le concepteur spécifie les 
entrées et sorties, l'architecture de mise en œuvre et les caractéristiques souhaitées du système 
telles la tolérance de panne, le nombre de processeurs et la vitesse. Cette information sert 
ensuite à trouver un algorithme d'ordonnancement approprié pour un GAD donné, comme 
décrit ci -dessous. 
L'utilisateur est une personne qui veut mettre en œuvre une application et qui utilise un 
environnement de développement intégré (IDE) pour le faire . Ainsi , l'interface utilisateur 
permet au non-expert d'exploiter efficacement la connaissance d'ordonnancement organisée. 
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Le concepteur, D1, entre une architecture et un GAD à utiliser pour la conception ainsi que la 
liste des paramètres tels que les exigences d'application comme la tolérance de panne, les 
processeurs et la vitesse limite. Ensuite, un algorithme qui répond aux besoins exprimés lui 
est retourné à partir du contenu de la base de connaissances. Pour atteindre cet objectif, la 
première étape extrait les caractéristiques de la GAD et identifie les algorithmes 
d'ordonnancement compatibles dans la base de connaissances. Puis, deux étages de filtrage 
sélectionnent les candidats retenus, ils utilisent l'analyse de décomposition, la résolution des 
processus [ 12] et le concept d'exploration [97]. Les deux premières techniques permettent de 
trouver des candidats qui répondent aux exigences et d'élaborer un tableau de bord pour 
obtenir la meilleure solution; la troisième consiste à générer des données avec des candidats 
potentiels en vue de résoudre un problème donné. Puis, un candidat est sélectionné. 
Filtre 1 
Filtre 1 transforme d'abord les caractéristiques du GAD, l'architecture et les contraintes dans 
une liste d'attributs. Trois méthodes existent pour extraire des connaissances des algorithmes 
supportés : concepts de règles (chapitre Il), ensemble assorti (chapitre V) et séquences 
(chapitre V). 
a) Concepts de règles 
Pour identifier les règles, nous utilisons l'algorithme Bordat [99] qui établit les relations entre 
des éléments de relations binaires. Ensuite, les graphes conceptuels correspondants 
(diagrammes de Hasse) sont produits pour structurer les concepts généralisateurs et préciser 
les relations entre les algorithmes. Enfin, un diagramme de Hasse est conçu pour extraire un 
groupe concept GA' qui possède des attributs communs de l'ensemble GA de tous les 
algorithmes disponibles. 
Cette phase de filtrage comprend également des anti-patrons pour exclure des algorithmes 
connus pour ne pas s'appliquer au problème proposé. Ceci est accompli grâce à la 
connaissance des faiblesses des algorithmes et la vérification des antimodèles associés. Après 
cet élagage, GA' deviendra GA" : une liste de candidats. La figure 6.2 illustre plusieurs 
concepts extraits de la matrice de 18 techniques et des GAD signature. Notez que la dernière 
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ligne de la figure 6.2 n'a pas d'algorithme. Ceci indique qu'il n'y a pas de technique qui 
rencontre le classement pour les signatures GAD qui sont considérées. 
Par exemple, la figure 6.2 montre que, compte tenu de notre première application A pp 1 qui 
possède une signature GAD N4 (ce qui signifie une demande de 80 à 99 nœuds), n'importe 
lequel des algorithmes CPOP, HEFT, HE FTA 180, HEFTA280, HEFTA3 80 et PETS peut 
être utilisé pour planifier l'application. La seconde application App2, qui possède une 
signature GAD C0, donne 12 candidats. 
Figure 6.2 :Vue d'un diagramme de Hasse avec 80% de niveau de confiance 
NZCDNZCD 
CPOPfjEFT '!jy-ïAI)lll ''HEFTAŒl~ ' kEF.A0$3'HEFTA'IOO' HEHA1S1 'HEFTA1SZ ' 'HEFTA11>l ' HEFTA200 HEFTA281 flEHA2Jl?. 
HEFTA2~H!\31l>J HEHA361 HEFTA382 HEFTA363 PETS 
CONtCON2CtJNlC-JN4C>J : 
,PJQEJ:!Sf1'hEfJ&®L:bW'b9u:ns:i~J:lft7AJ.I~tl:l.EEJAZOO!:JE~~~WAJlliliffJAml!mJ 
CO N1C>J NZCD N2CtJ N3C1 N4C>J l 
CPCP HËFf 1iËFïA0>31 ' 'HEFIAOOl ' HEî't/0133 'hEI'lA1BO' HS"1 A200 HEFTA2B 1 HEI'TA2S2 HEFJA3ll9 HEFTASB2 Pi;)§) 
b) Ensemble ass01ti 
CON1ŒN2C\l N3C1 N3 N3CO N3C1 N~ N4CU N4C1 1 
CPOPH~EFTMOOHEFTASOOPETS 
ŒN1C\1N2N3CON2C11t3N3CON3C1 N4N4CON4G1 j 
~j~llQJiEFJbmfEJl _ _j 
OlN1C\l N2N2C0~'3C1 N3N3CON3C1 N3C2 N4 N40l N4CI N4C21 
HEFT kEFTA21!Q HtrîA3SO PETS 
w 
OlC1 WCO N2 N3CO N2C1 N3 N3C0 N3C1 N3C2M N4CON4C1 MC21 
HtFIA200 HEFiA3ôll 
La seconde approche, l'ensemble assorti , étend les possibilités et la flexibilité de la première 
méthode. Plus précisément, Filtre 1 peut définir et exploiter un classement des modèles de 
planification disponibles comme présenté au chapitre VI. Ce classement spécifie la façon 
dont nous faisons confiance à un algorithme d'ordonnancement de fournir un résultat de 
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performance donné. Nous recueillons des informations sur les performances et les règles pour 
établir le classement. Nous pouvons définir différents seuils et conditions de classement. Par 
exemple, un facteur d'accélération de 20 % avec un niveau de confiance à 80 % de la règle 
peut être choisi. Le problème d'ordonnancement devient alors le traitement d'un ensemble 
d'attributs de règles d'association où la prémisse de chaque règle est prise à partir de la 
signature GAD et un niveau de confiance de 80 %. Nous pouvons définir un ensemble FSET 
qui répertorie les modèles de signature pour lesquels l'algorithme s'applique, par PETS qui 
réponds au classement pour les signatures suivantes : {N3, N4, C0, N2C~, N3C1, N4C" N3C2, 
N4C2} . Ainsi , en ce qui concerne App 1 = { N4C2} et App2 = { NoC0 } , PETS peut être choisis 
en raison de N4 et C0 respectivement. Nous pouvons également définir un ensemble WSET 
pour la liste des motifs de signature GAD dont l'algorithme fonctionne mal , FSET et WSET 
peuvent être utili sés pour filtrer les algorithmes. Nous appliquons la procédure d'ensemble 
assorti proposée au chapitre V dans Filtre 1. En bref, la méthode cherche les signatures GAD 
présentes dans FSET et non dans WSET. En prenant l'application de la factorisation 
Cholesky pour une matrice de grandeur 35, le filtre 1 donne deux patrons (C2 et C4) sur les 
cinq disponibles avec différentes performances avec un classement NSL<3.5. 
c) Séquences 
La dernière méthode pour extraire les algorithmes candidats consiste à utiliser l'approche de 
séquence de patrons du chapitre V. Pour obtenir une séquence, nous avons besoin d'un 
algorithme de référence. Nous pouvons rechercher la première compatibilité avec la signature 
de l'application et chercher une séquence de motif. Le programme va exécuter la grammaire 
associée pour produire une règle en vue d'obtenir des informations sur les options, les 
alternatives et les architectures compatibles. Par exemple, en utilisant HEFT comme premier 
algorithme, nous obtenons la séquence 'HEFT: HEFT A 1 B 1' 'HEFT: HEFT A2B2', 'CPOP', 
'PETS' comme illustré à la figure 6.4, basé sur [91] . Les deux premiers éléments constituent 
deux variantes de HEFT et les troisième et quatrième éléments sont des options comme 
illustré avec les patrons du dernier chapitre. La figure 6.3 montre les candidats ci-dessus sous 
forme de diagramme de séquence. 
Figure 6.3 : Diagramme de séquence 
[options] 
[v.ariantes) 
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Chaque élément dans le diagramme peut être un modèl e en dehors d'une technique 
d'ordonnancement. Notez que le diagramme fournit des informations sur les variantes et les 
options de planification pour le concepteur et peut facilement enregistrer la décision prise à 
propos de la sélection d'une approche algorithmique. 
Les trois méthodes peuvent sauvegarder les déci sions prises. En outre, nous pouvons extraire 
un diagramme de Hasse des deux dernières méthodes. Extraire les concepts à partir d'une 
matrice composée de chaque patron comme objet à l'aide de chaque FSET. La fi gure 6.4 
montre l'exemple d'un diagramme de Hasse obtenu à partir d'un ensemble de motifs de FSET 
présenté au chapitre précédent. 
Il est à noter que Filtre 1 ne garantit pas un candidat. En effet, il recherche des candidats au 
sein de contraintes telles que le niveau de confiance, le classement et la base de la 
connaissance. 
Lorsque Filtre 1 est terminé, tous les candidats sont propagés à la phase de Filtre 2 où il s sont 
comparés et éventuellement comparés. Ensuite, nous sélectionnons 1 ' algorithme final retenu. 
Le tableau 6.1 montre les candidats pour nos deux applications. 
Figure 6.4 : Diagramme de Hasse sur les FSET 
'co N3Ci . ... .. . . . 1 
i CPOP H EFT 'HEFTA787 'PETS; 
i cLc·t N3 N3C1 N4 N4C1 1 
i CPOP HËFT PETS 
; CO N2C1 N 3 N 3C1 N3C2 N4 N4 C 1 N4 C2J 
iJ;;LgFT P~ETB. --·--·--
; co 'N2Cci • N2C1 N3 N3CO N 3C1 i'J3è2 ~J4 i'ÜC1 .N4C2) 
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Nous remarquons que HEFT, PETS et CPOP sont candidats pour les deux applications parce 
que leurs patrons matchent les signatures d'application (voir la di scuss ion sur les ensembles 
assortis avec PETS). D ' un autre côté, HEFTA2B2 = {Co, N3C 1} n'est pas un bon candidat 
pour App 1 parce qu'il n 'y a pas de compatibilité entre les patrons et la signature App 1= 
{N4C2}. 
Tableau 6.1 Choix des candidatures de Filtre 1 
Application Choix du filtre avec cinq patrons algorithmes 
Appl HEFT,PETS,CPOP 
App2 HEFT, PETS, CPOP, HEFTA2B2 
Filtre 2 et solution proposée 
Filtre 2 produit des indicateurs tels que le gain, NSL, SRL, ADP et NB pour chaque candidat. 
Différentes estimations sont réalisées. Elles peuvent comprendre les valeurs pire, médiane et 
moyenne pour les coûts de calcul. Le concepteur peut alors utiliser ces paramètres pour 
choisir un algorithme vainqueur pour son design. Les informations de Filtre 2 peuvent 
également être utilisées pour la documentation sur un GAD et toute application particulière. 
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Le tableau 6.2 montre la métrique d'accélération pour les applications Appl et App2 pour nos 
candidats patrons choisis au filtre 1. (NS) indique que ce modèle n'a pas été candidat. 
L'astérisque * indique le vainqueur sur la base de la métrique de vitesse. 
Tableau 6.2 Filtre 2 avec métrique de vitesse 
Pl P2 P3 PS Application HEFT CPOP PETS HEFT A2B2 
Appl 157 106 200* 85 (NS) 
Ap_Q2 122 84 128* 26 
Le principe est applicable pour l'application factorisation Cholesky. Nous pouvons choisir 
les algorithmes DCP(C2) et ETF(C4) selon les besoins de 1 ' usager. Le DCP possède une 
moyenne NSL plus basse que l'algorithme ETF pour une matrice de 35. 
Nous verrons à la section suivante la capture de la décision finale . 
6.1.6 Capture de la décision finale 
Comme les deux dernières approches - ensemble assorti et séquence - permettent de fournir 
des algorithmes candidats avec une représentation de patron, nous pouvons tirer parti de la 
notion de langage de patrons pour fournir au concepteur D1 beaucoup d'informations 
supp lémentaires et utiles d'une manière efficace. En effet, le modèle Vee peut également 
aider à gérer la complexité de la phase de développement. En particulier, il peut gérer les 
questions quoi? pourquoi? qui? relatives à un système et ses sous-éléments (par exemple, 
pourquoi utilisons-nous cet algorithme ou ce type d'architecture?). De plus, le modèle peut 
rendre compte des parties prenantes SH :, de la gestion des risques et de la résolut ion de 
problème. Notre moteur de connaissances peut facilement fournir des informations sur les 
techniques d'ordonnancement utilisées et leurs options. Nous pouvons inclure le diagramme 
de séquence et le diagramme de Hasse dans le processus de documentation. Cela peut fournir 
à l'architecte une meilleure compréhension des techniques d'ordonnancement et du pourquoi, 
et le moteur de connaissance peut fournir des traces de la décision. Dans le modèle Vee+, les 
étapes d'entrée et sortie sont deux étapes importantes pour l'analyse de décomposition et la 
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résolution des processus. La première étape nécessite des spécifications comme critères 
d'entrée et certaines sorties sont nécessaires en tant que documentation. Les cri tères d'entrée 
peuvent être passés au filtre comme des éléments des prémisses de règles ou conséquents. 
Lago et A vgeriou [85] ont défini deux types de connaissances : 
• Applicati on générique : l' expett ise qui s'applique à un ou plusieurs domaines 
et qui peut venir de leurs expériences antérieures. 
• Appli cation spécifique comme Appl et App2 : la connaissance des solutions et 
procédés utilisés pour mettre en œuvre un système particuli er. 
Notons que l'interface utilisateur peut fo urni r des informations complémentaires sur les 
décisions d'appl ication spécifiques. Notre approche tente de faire correspondre un ensemble 
de connaissances spécifiques de l'application et de créer des connaissances génériques. En 
outre, nous fo urnissons l'interface expert pour améli orer la base de connaissances. 
6.2 Interface Expert 
L'expert est préoccupé par l'optimisation et l'ordonnancement des applications. Cette 
personne utilise l' interface expert pour modifier et mettre à jour la base de données 
d'algorithmes di sponibles pour l'utilisateur ou un outil. L' interface fournit également un 
mécanisme pour améliorer et valider des méthodes de planification. Une interface expert est 
uti lisée pour acquérir et organiser les connaissances sur les algorithmes et les technologies. 
Elle est employée pour tester et valider les algorithmes avant leur inclusion dans une base de 
connaissances structurée qui est disponible pour le concepteur et les outil s. Il ex iste de 
nombreuses facettes à l'ajout de connaissances à cette interface. Les algorithmes 
d'ordonnancement disponibl es sont créés par des experts qui connaissent les plateformes 
utilisées avec leurs particularités (par exemple, la fréquence de foncti onnement, la tension 
d'alimentati on, etc.). Les algorithmes sont normalement conçus pour des types spécifiques 
d'architecture et de paramètres à optimiser, et une interface expert et une interface utilisateur 
de première ligne sont utilisées pour gérer et expl oiter ces connaissances. 
L'expert peut utili ser une carte de règles pour comparer des algorithmes. Nous avons présenté 
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au chapitre V le concept de carte de règles et son application aux algorithmes 
d'ordonnancement consultés individuellement ou en groupes . Cette représentation 
bidimensionnelle des forces et des faiblesses d'un algorithme d'ordonnancement par une carte 
de couleur permet l'identification facile de problème quand nous l'utilisons. En plus, la même 
technique présentée dans la phase Filtre l peut être utilisée par l'interface expert pour afficher 
des informations sur le diagramme de Hasse. En effet, nous pouvons nous concentrer sur 
l'ensemble des éléments GA' et produire une carte de règles pour ce groupe d'algorithmes. 
Ces outils fournissent une flexibilité pour afficher et accroître la compréhension de l'expert. 
Nous verrons maintenant comment créer de nouveaux algorithmes basés sur notre moteur. 
6.3 Classe d'algorithme par règles 
Nous avons proposé une approche de classe de règles pour créer de nouveaux algorithmes 
[ 1 08]. SE 1 peut utiliser cette approche pour créer de nouveaux algorithmes pour ses besoins. 
Nous pouvons étendre l'approche avec des patrons de signature. Comme indiqué 
précédemment au chapitre VI, nous avons FSET et WSET qui contiennent des modèles de 
signature lorsque l'algorithme s'applique ou non. Supposons que nous voulons créer un 
nouvel algorithme de classe de règle. Nous adoptons une approche de planification et nous 
considérons son FSET pour déterminer quand il faut utiliser l'algorithme de référence d'une 
application donnée. Ensuite, nous pouvons ajouter de l'information complémentaire qui tient 
compte des autres FSET d'autres algorithmes qui ne sont pas dans le FSET ou WSET de la 
technique de référence. Cette méthode tente de créer un algorithme générique. Nous prenons 
cette information et les règles du groupe avant d'appliquer les méthodes illustrées dans 
[ l 08], Par exemple, si nous avons deux algorithmes avec leurs FSET correspondantes : 
Al go_ A avec FSET = {N0 } et Al go B avec FSET = {N J}. Ensuite, nous pouvons créer un 
nouvel algorithme Al go_ C qui exécutera ALGO _A quand l'entrée DAG aura une signature 
de N0 et exécutera Algo_B lorsque la signature DAG sera N1• Ainsi, nous créons une 
exécution de l'algorithme conditionnelle basée sur les antécédents correspondants. Cela crée 
un algorithme composite à base de modèles. 
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6.4 Interface Outils 
Les techniques d'ordonnancement sont principalement utilisées pour la planification des 
tâches, mais une autre question apparaît à propos de l'enregistrement et la traçabilité. Comme 
le moteur proposé extrait et gère le savoir, il peut être utilisé à l'intérieur d'un outil 
d'organisation. Capilla et autres [84] présentent un métamodèle pour modéliser et documenter 
les décisions d'architecture avec différentes perspectives qui comprennent les modèles, les 
exigences et les solutions d'architecture. Par la suite, le moteur peut être utilisé dans un 
environnement de conception automatique pour fournir des solutions. 
6.5 Conclusion 
Dans ce chapitre, nous avons présenté un moteur de connaissances pour les algorithmes 
d'ordonnancement. Selon notre expérience, notre approche differe des autres travaux, car elle 
se concentre sur la gestion des connaissances pour la sélection de l'algorithme 
d'ordonnancement et la création. Les auteurs les plus proches sont les suivants : Santos et 
Koskimies [94] ont montré qu'il existe un manque de méthodes et d'outils pour enregistrer et 
exploiter les décisions de conception architecturale; Ils ont proposé aussi une couche 
supplémentaire de langage-patron pour des modules réutilisables; Lago et Avgeriou [85] 
traitent des méthodes et des outils qui peuvent extraire, découvrir et partager les 
connaissances, mais pour un usage général ; Borchers [95] introduit une approche pour 
capturer les connaissances des développeurs et des experts du domaine de l'application dans 
le développement de logiciels, l'interaction humain-ordinateur et les domaines d'application; 
Keutzer et Mattson [86] montrent comment les modèles de conception peuvent être utilisés 
dans les éléments logiciels réutilisables. Afin de comparer des algorithmes, la majorité des 
auteurs d'ordonnancement utilise nt des graphiques et des indicateurs pour montrer les 
performances [ 19], [20], [21 ], [22], [26], [ 18], mais ils ne proposent pas de techniques de 
documentation et de cadre de gestion des connaissances. 
Nous avons montré différents types de données qui pourraient être manipulés : crues, 
binaires, règles, modèles et diagrammes. Nous avons utilisé les données brutes pour 
construire des règles d'association qui pourraient être utilisées pour identifier les tendances et 
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produire des diagrammes. Nous avons montré comment les processus de découverte 
fonctionnent en présentant un processus en deux étapes avec deux filtres de connaissances, 
où le premier fournit des solutions candidates à la seconde. Les candidats peuvent être 
extraits avec trois méthodes : les règles de concepts, les ensembles correspondant et les 
séquences. Nous pouvons utiliser la séquence de motifs qui peut représenter l'alternative, 
l'option et l'architecture utilisées. D'autre part, nous avons montré comment enregistrer le 
processus de prise de décision par les filtres. Ainsi, il est facile d'intégrer les conclusions de 
connaissances dans un système de documentation. En fait, des diagrammes et des schémas de 
Hasse peuvent guider et diriger l' utilisateur. 
L'expert dispose des mêmes outils que l'utilisateur et profite de nouvelles méthodes pour 
comparer les algorithmes basés sur des règles d'association, les modèles ou les deux. 
L'interface de l'outil fournit un moyen facile pour enregistrer et extraire des connaissances de 
données pour d'autres outils qui peuvent être intégrés dans notre moteur. Nous nous sommes 
concentrés sur la souplesse d'un environnement qui peut être intégré avec d'autres modèles et 
outils. 
En conclusion, nous avons expliqué comment utiliser des règles d'association et l'extraction 
de données pour trouver et représenter de nouvelles connaissances. Notre méthodologie peut 
être utilisée dans d'autres travaux qui incluent un aspect global de conception et d'autres 
patrons qu 'algorithmiques. Les trois interfaces de notre moteur peuvent être utilisées pour 
exploiter et accroître les connaissances concernant les algorithmes d'ordonnancement. Notre 
moteur permet la gestion et la création de connaissances. C'est le complément idéal de 
référence et d'analyse des outils, outils de conception et IDE. 
Le dernier chapitre récapitule l'ensemble du travail de recherche présenté et conclut ce 
document en donnant les nouvelles possibilités offertes pour la manipulation, la gestion et la 
représentation des algorithmes d'ordonnancement. 
-------~~-------·· - -~ - - · -- --~ --~·--
CHAPITRE 
DISCUSSION ET CONCLUSION 
L'ordonnancement et l'allocation des tâches sont des problèmes bien connus. 
Malheureusement, les solutions à ces problèmes elles sont d'une complexité exponentielle. 
Les algorithmes disponibles utilisent les valeurs estimées comme médianes, pires des cas, et 
meilleures valeurs de cas pour l'évaluation des coûts d'exécution et de communication. Ces 
valeurs estimées ne sont pas parfaites et auront une incidence sur les résultats algorithmiques 
obtenus. De plus, les architectures et le type d'application peuvent avoir un effet. Nous avons 
proposé d'utiliser l'analyse formelle de concept comme un outil d'analyse de haut niveau afin 
de réduire la complexité du problème d'ordonnancement et l'impact des valeurs estimées. 
Notre approche diffère des autres auteurs parce qu'au lieu de l'approche statistiques, nous 
explorons d'autres méthodes d'analyse et d'extraction de connaissances à partir des données 
brutes. Nous avons introduit un cadre qui est flexible et qui exploite des connaissances 
organisées quant aux algorithmes d'ordonnancement. 
Nous avons également proposé d'utiliser l'exploration de données pour extraire des 
connaissances des données d'application et évaluer l'impact d'un algorithme 
d'ordonnancement sur elles. Nous avons montré que les règles extraites peuvent être utiles 
dans de nombreuses façons d'évaluer l'ensemble des données et les performances d'un 
algorithme d'ordonnancement. Nous avons ensuite introduit le concept d'une règle !J. pour 
comparer les algorithmes; notre objectif était de repérer les forces et les faiblesses de chaque 
algorithme et de fournir ces informations à l'expert. À cet égard, la méthodologie mise en 
place est souple et exploite efficacement les règles visant à accroître les connaissances au 
sujet des algorithmes d'ordonnancement. 
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Nous avons montré comment utiliser les connaissances à propos des forces et faiblesses des 
algorithmes pour créer une nouvelle classe d'algorithmes d'ordonnancement basée sur les 
règles d'association. Cette classe pouvait être utile à bien des égards pour améliorer la 
performance d'un algorithme d'ordonnancement. Nous avons utilisé la règle 6. pour comparer 
les algorithmes et extraire des informations concernant les anti-patrons. À cet effet, cette 
nouvelle méthode d'ordonnancement est souple et efficace et elle permettait de produire des 
algorithmes pour réduire les ressources makespan et les processeurs [ 1 08]. 
Par ailleurs, nous avons proposé une technique, la carte de règles, pour la comparaison 
d'algorithmes d'ordonnancement et nous avons fourni des exemples d'utilisation. Elle 
comporte l'identification facile des signatures des applications sur 1 'axe x et les algorithmes 
ou des métriques sur l' axe y sous forme de matrice avec différents niveaux de couleur selon 
le niveau de confiance. En conséquence, l'interprétation de la carte de règles dépend de la 
nature des données que nous utilisons. 
L'utilisation de visualisation de la carte de règles augmente la connaissance du concepteur 
quant aux différents algorithmes d'ordonnancement et les différentes combinaisons de 
variables x et y sont presque infinies. L'utilisation de règles d'association pour créer des listes 
de règles et la méthode de visualisation proposées avec la cartographie des règles fournit une 
nouvelle perspective pour comprendre les algorithmes d'ordonnancement; elles peuvent être 
un complément bienvenu aux repères traditionnels. 
Nous avons montré ensuite comment l'utilisation des langages et des grammaires de patrons 
permettent de capturer et de manipuler des connaissances relatives à la résolution de 
problèmes d'ordonnancement des tâches. D'après notre expérience, il s'agit de la première 
tentative globale pour gérer les connaissances des algorithmes d'ordonnancement avec des 
patrons. D'autres travaux ne couvraient pas cet aspect particulier ou proposaient des modèles 
qui sont trop génériques ou seulement applicables à d'autres domaines. La grammaire qui a 
été choisie est polyvalente et peut représenter 1 'algorithme, les modèles architecturaux et 
autres. Cette utilisation des langages de patrons avec les règles de grammaire et d'association 
ouvre des possibilités infinies. Nous avons présenté cinq patrons qui peuvent être produits par 
nos méthodes. Nous avons adapté certains concepts de langage de patrons et de grammaire. 
- -----------------
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Cependant, les patrons sont généralement dans un format textuel , parfois avec des 
graphiques; nous avons introduit quelques ensembles. Chaque ensemble représente une liste 
de règles d'association. Ces ensembles sont utiles pour la réalisation de patrons. Nous avons 
montré une méthode de classement qui peut être utilisée avec un outil pour filtrer les 
informations à partir des règles d'association. De plus, les deux ensembl es proposés 
représentent les forces et faiblesses d'un patron. Cette approche offre une souplesse à l'égard 
des règles d'association. Nous pouvons employer une séquence de patrons qui peuvent 
représenter les alternatives, les options et les architectures requises. Toutefois, l'utilisateur ou 
les outils doivent connaître les limites de notre méthodologie. Le classement utili sé est un 
guide et est basé sur des estimations et devis d'un expert. 
Nous avons présenté un moteur de connaissances pour la planification de tâches. Selon notre 
expérience, notre approche diffère des autres travaux et se concentre sur les méthodes de 
pl anification. Nous avons montré différents types de données qui peuvent être manipulés : 
premières, binaires, règles, modèles et diagrammes. Nous avons utilisé les données brutes 
pour construire des règles d'association qui peuvent être utilisées pour identifier les patrons et 
produire des diagrammes. Nous avons illustré comment un processus de découverte peut être 
réalisé en deux étapes de deux filtres de connaissances, où le premier filtre donne les 
candidats au second filtre. Les candidats sont extraits par trois méthodes : les concepts de 
règles, l'assortiment d'ensembles et les séquences. Nous avons utilisé les séquences de patron 
pour donner les alternatives, options et architectures requi ses. Nous avons démontré que nous 
pouvions ajouter une carte de règles pour augmenter les connaissances. De plus, nous avons 
montré comment enregistrer le processus décisionnel par les filtres, ce qui facilite 
l' intégration des résultats des connaissances dans un système de documentation. En fait, les 
diagrammes de Hasse et les modèles peuvent guider et orienter l'utilisateur. L'expert dispose 
des mêmes outils que l'utilisateur et détient de nouvelles méthodes pour comparer des 
algorithmes basés sur des règles d'association, des modèles ou les deux. L'interface de l'outil 
proposé fournit un moyen simple pour extraire des données pour la connaissance d'autres 
outils. Nous nous sommes concentrés sur la flexibilité d'une plateforme qui peut être intégrée 
avec d'autres modèles et outils. 
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En conclusion, nous avons expliqué comment utiliser des règles d'association et d'exploration 
de données à extraire et représenter de nouve lles connaissances. Notre méthodologie peut être 
appliquée pour saisir les connaissances sur les algorithmes d'ordonnancement et être utilisée 
dans d 'autres travaux couvrant un contexte plus global tel que les patrons pour capturer les 
décisions architecturales. Les trois interfaces de notre moteur de connaissance peuvent être 
utilisées pour exploiter et accroître les connaissances au suj et des algorithmes 
d'ordonnancement. 
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