Abstract. We obtain a formula for the density of the free convolution of an arbitrary probability measure on the unit circle of C with the free multiplicative analogues of the normal distribution on the unit circle. This description relies on a characterization of the image of the unit disc under the subordination function, which also allows us to prove some regularity properties of the measures obtained in this way. As an application, we give a new proof for Biane's classic result on the densities of the free multiplicative analogue of the normal distributions. We obtain analogue results for probability measures on R + . Finally, we describe the density of the free multiplicative analogue of the normal distributions as an example and prove unimodality and some symmetry properties of these measures.
Introduction
Given probability measures µ, ν on either the unit circle T ⊂ C, or the positive half line R + = [0, +∞), we denote by µ ⊠ ν their free multiplicative convolution. Free multiplicative Brownian motion is a noncommutative stochastic process with stationary increments, which have the same distribution as the free multiplicative analogue of the normal distributions. For t > 0, we denote by λ t the free multiplicative analogue of the normal distribution on T, with Σ-transform Σ λt (z) = e t 2 1+z 1−z . Given a probability measure µ on T, the free Brownian motion with initial distribution µ is the noncommutative stochastic process with distribution {µ ⊠ λ t : t ≥ 0}. For t > 0, we denote by σ t the free multiplicative analogue of the normal distribution of the positive half line with Σ-transform Σ σt (z) = e t 2 1+z z−1 . Given a probability measure ν on the positive half line, similarly, the free Brownian motion with initial distribution ν is the noncommutative stochastic process with distribution {ν ⊠ σ t : t ≥ 0}.
Biane studied free multiplicative Brownian motion in his pioneering papers [6, 8] . For example, in [6] he proved that the free unitary Brownian motion can be approximated by matrix valued Brownian motions, and calculated the moments of λ t and σ t (see also [19, 20] ). In [8] he gave a description of the density of λ t and σ t (see also [13, 24] for different approaches). Voiculescu introduced free liberation processes by using free unitary Brownian motion in his study on free entropy and Fisher information theory [22] . He also proved some regularity results of the spectral measure of free unitary Brownian motions with arbitrary initial conditions in the same paper. These results play important roles in recent works by Collins and Kemp [12] , Izumi and Ueda [16] , where these authors partially proved so called Unification Conjecture in free entropy and information theory. Kemp [18] and Cébron [11] showed that free positive Brownian can also be approximated by matrix valued Brownian motions (see [14, 17] for other relevant work). In this article we use 1 by Σ µ (z) = η −1 µ (z) z for z in a neighborhood of zero. The binary operation ⊠ on M T , introduced in [21, 4] , represents the distribution of the product of free unitary random variables. If µ, ν ∈ M T both have nonzero first moment, then µ ⊠ ν is uniquely determined by Σ µ⊠ν (z) = Σ µ (z)Σ ν (z) for z in some domain where all three functions involved are defined. Given µ, ν ∈ M T , it is proved in [9, Theorem 3.5] that there exists an analytic map η : D → D, which we call the subordination function of η µ⊠ν with respect to η µ , such that η(0) = 0 and η µ⊠ν (z) = η µ (η(z)) holds for all z ∈ D. If both µ and ν have zero first moment, then µ ⊠ ν = P 0 , the Haar measure on T. We are interested in the case when ν has nonzero first moment, and in particular ν = λ t . As it was pointed out in [24, Example 3.5] , when µ has zero fist moment, the subordination function of η µ⊠ν with respect to η µ is generally not unique. However, if we require a subordination function satisfying one additional property, then there is a unique one, which we call the principal subordination function. The next result was first proved in [9] , and then in [3] by a different method. In [24] , we proved the uniqueness of the subordination functions for the case when one of the measures has zero first moment.
Theorem 2.1 ( [3, 9] ). Given µ, ν ∈ M T such that µ is different from P 0 and ν has nonzero first moment, there exist two unique analytic functions ω 1 , ω 2 : D → D such that
Given µ ∈ M T \P 0 , we set µ t = µ ⊠ λ t . We also denote by η t and ζ t the unique subordination functions satisfying the equations
By a characterization of the η-transforms of measures on T in [2, Proposition 3.2], for any t > 0 there exists a unique measure ρ t ∈ M T such that
holds for all z ∈ D. We now recall a result in [24, Lemma 3.4 and Corollary 3.13].
Lemma 2.2 ([24]
). The probability measure ρ t is ⊠-infinitely divisible and its Σ-transform is given by
Let Φ t,µ (z) = zΣ ρt (z) and let Ω t,µ = {z ∈ D : |Φ t,µ (z)| < 1}, then since ρ t ∈ ID(⊠, T), we have that Φ t,µ (η ρt (z)) = z for all z ∈ D. The function Φ t,µ satisfies the properties in [2, Theorem 4.4, Proposition 4.5], thus the function η t (z) = η ρt (z) can be extended continuously to the boundary ∂D.
Proposition 2.3 ([2]). (1)
The function η t is a conformal map with image Ω t,µ , and its inverse is the restriction of Φ t,µ to Ω t,µ . In addition, η t extends to be a continuous function on D and η t is one-to-one on D. (2) Ω t,µ is a simply connected domain bounded by a simple closed curve. (3) If ξ ∈ T satisfies η t (ξ) ∈ D, then η t can be continued analytically to a neighborhood of ξ.
We close this section with a formula which allows us to recover µ from its η-transform. For µ ∈ M T , we have that
The real part of this function is the Poisson integral of the measure dµ(e −iθ ), and then µ can be recovered from (2.3) by the Stieltjes inversion formula. The functions
converge to the density of dµ(e −iθ ) a.e. relative to Lebesgue measure dθ, and they converge to infinity a.e. relative to the singular part of this measure.
2.2.
Free multiplicative convolution of measures on R + . Given µ ∈ M R + , we define
The case when µ = δ 0 , the Dirac measure at 0, is trivial, we thus set M * R + = M R + \{δ 0 }. Given µ ∈ M * R + , it is shown in [5] that the function η µ is univalent in the left half plane iC + . The Σ-transform of µ is defined by
. Given µ, ν ∈ M * R + , the free multiplicative convolution of µ and ν, denoted by µ ⊠ ν, is uniquely determined by
in some domain where all three functions involved are defined. It is also known from [3, 9] that there exist two analytic functions, which are called subordination functions,
Fix ν ∈ M * R + and let ω t be the subordination function of η ν⊠σt with respect to η ν , that is η ν⊠σt (z) = η ν (ω t (z)). Due to [5, Proposition 6.1], there exists a measure τ t ∈ M * R + , such that ω t (z) = η τt (z) for z ∈ C\R + . We then recall [24, Proposition 4.3] as follows.
Proposition 2.4. The measure τ t is ⊠-infinitely divisible and its Σ-transform is given by
Let H t,ν (z) = zΣ τt (z), and let Γ t,ν be the connected component of the set {z ∈ C + : ℑ(H t,ν (z)) > 0} whose boundary contains the negative half line (−∞, 0). We then have that H t,ν (ω t (z)) = z for z ∈ C + and that ω t (H t,ν (z)) = z for z ∈ Γ t,ν . The following result deduces that this definition of Γ t,ν agrees with the one given in the introduction.
The restriction of ω t to C + is a conformal map with image Γ t,ν , and its inverse is the restriction of H t,ν to Γ t,ν . In addition, ω t extends to be a continuous function on C + ∪ R, and ω t is one to one on this set. (2) If ξ ∈ (0, +∞) satisfies ℑ(ω t (ξ)) > 0, then ω t can be continued analytically to a neighborhood of ξ.
Proof. Since ω t is the η-transform of τ t and τ t ∈ ID(⊠, R + ), we have that ω t = η τ t/2 ⊠τ t/2 . Then by [2, Proposition 5.2] and its proof, we see that ω t extended continuous to C + ∪R\{0}, and the extended function is analytic at points ξ ∈ (0, +∞) at which the extended function is not real. This proves (2) and part of (1).
Recall that ω t is the subordination function of η ν⊠σt with respect to η ν , from a general result concerning subordination functions for free multiplicative convolution of arbitrary measures on R + in [1, Remark 3.3], we deduce that ω t extends continuously to 0 as well if ν is not a Dirac measure at one point. Note that λ t is compactly supported, thus τ t is compactly supported as well if ν is a Dirac measure at one point, we conclude that ω t also extends continuously to 0 for this case. This finishes the proof.
The unit circle case
In this section, we prove some regularity properties of Ω t,µ and then prove our main results regarding distributions of free multiplicative Brownian motion on T. We use polar coordinates in our discussion and parametrize T as T = {e iθ : −π ≤ θ ≤ π}. For fixed t > 0, define
To study the boundary of Ω t,µ , we need the following lemma.
The substitution x = − ln r implies that it suffices to prove f ′ (x) < 0 for x ∈ (0, +∞), where
We have
By Taylor expansion, we can check that −2xe 3x + 2e 3x − 2xe x − 2e x < 0 for all x > 0; thus, to prove f ′ (x) < 0, it is enough to show that
It is easy to check that (3.2) holds for all x ∈ (0, +∞) by calculating the Taylor expansions in both sides of (3.2).
Lemma 3.1 implies that the function h t (r, θ) is a decreasing function of r on (0,1) for fixed θ. Define h t : [−π, π] → R ∪ {−∞} as follows:
dµ(e ix ).
We now let
The next result regarding regularity of Ω t,µ is fundamental to our discussion. Note that this type of result was proved in [24] in the study of the density of λ t . Theorem 3.2. The sets Ω t,µ and ∂Ω t,µ can be characterized by the functions h t (r, θ) and v t (θ) as follows.
Proof. From Proposition 2.3 and (3.1), we see that
Since h t,θ (r) := h t (r, θ) is a decreasing function of r, we then deduce the following assertions:
(ii) If θ ∈ U c t,µ , then {re iθ : 0 ≤ r < 1} ⊂ Ω t,µ and e iθ ∈ ∂Ω t,µ . Notice that for θ ∈ U c t,µ , we have that v t (θ) = 1, we thus proved (1) and (2).
Corollary 3.3. The function η µ has a continuous extension to Ω t,µ , and the function η µt has a continuous extension to D.
Proof. From Lemma 2.2, we see that
The identity η ρt (z)Σ ρt (η ρt (z)) = Φ t,µ (η ρt (z)) = z and (3.4) imply that
holds for z ∈ D. The identity Φ t,µ (η ρt (z)) = z also implies that the function η ρt is never zero in D\{0}, and thus z/η ρt (z) is never zero on D. Since η ρt = η t , it follows from Proposition 2.3 that η ρt extends continuously to D.
Note that the exponent in the right hand side of (3.5) equals h(η µ (η ρt (z))). Given z ∈ D, we set η ρt (z) = re iθ , where r < v t (θ) ≤ 1 according to Theorem 3.2. We then have that
where we used the definition of v t in (3.3). Thus we can take logarithms in both sides of (3.5). The assertion follows easily by continuous extension and the fact that η ρt (D) = Ω t,µ .
Lemma 3.4. The support of µ is contained in the closure of the set U −1 t,µ which is defined by
Proof. Let θ 0 ∈ [−π, π]\U t,µ , where U t,µ is the closure of U t,µ . Without loss of generality, we may assume that θ 0 is different from π and −π, then there is some ǫ > 0, such that
For any integer n ≥ 2, we define
, then we have that
This implies that
Notice that
and our assertion follows.
Proof. We notice that
from Lemma 3.4, we deduce that f is analytic on (α, β). We calculate its second derivative
which implies the strict convexity of f .
Remark 1. Proposition 3.5 implies that
|1−e i(θ+x) | 2 dµ(e ix ) < 1/t for θ in the interior of U c t,µ . We are now ready to discuss the density of the measure µ t = µ ⊠ λ t . Proposition 3.6. The measure µ t is absolutely continuous with respect to Lebesgue measure. Moreover, the density is analytic whenever it is positive. is bounded, which implies that µ t has no singular part with respect to Lebesgue measure, and thus µ t is absolutely continuous with respect to Lebesgue measure.
We rewrite (3.5) as z η t (z) = exp t 2
If the density of µ t is positive at e −iθ , then by (2.4), we have |η µt (e iθ )| < 1, which implies that |η t (e iθ )| < 1. The analyticity of the density follows from part (3) of Proposition 2.3.
Define a map Ψ t,µ : T → T by
Recall that |Φ t,µ (v t (θ)e iθ )| = 1, we calculate
Proposition 3.7. The map e iθ → v t (θ)e iθ is a homeomorphism from T onto ∂Ω t,µ ; and the map Ψ t,µ is a homeomorphism from T onto T.
Proof. Only continuity of the functions needs to prove. The function h t (r, θ) is continuous on [0, 1) × [−π, π] and h t (r, π) = h t (r, −π). It follows easily from the definition of v t that the function v t is continuous on [−π, π], which yields the first part. The function Φ t,µ has a continuous extension to Ω t,µ by Proposition 2.3, thus the map Ψ t,µ is continuous.
Theorem 3.8. The measure µ t has a density given by
Proof. We prove it by a direct calculation.
The equality (1) is due to (2.4) and the fact η t (Φ t,µ (z)) = z for z ∈ Ω t,µ ; the equality (2) follows from (2.3); and the equality (3) follows from the definition of v t (θ).
Corollary 3.9. Let A t be the support of the measure µ t , and let A −1
t equals to the image of the closure of U t,µ by the homeomorphism Ψ t,µ . The number of connected components of the support of µ t is a non-increasing function of t.
Proof. The map Ψ t,µ is a homeomorphism from T onto T. By Theorem 3.8, we have that p t (Ψ t,µ (e iθ )) > 0 if and only if v t (θ) = 1. By the definitions of U t,µ and v t (θ), we have
Therefore, the support of µ t is the conjugate of the set Ψ t,µ (U t,µ ), which implies the first assertion.
From Theorem 3.8, to prove the second assertion, it is enough to prove that the number of connected components of U t,µ is a non-increasing function of t, which is a consequence of Proposition 3.5. and thus the density of µ t is bounded above by − ln a t /πt. Moreover, the density of µ t tends to 1/2π uniformly as t → ∞; in particular, the support of µ t is T when t is sufficiently large.
.
By taking y = 1 for Lemma 3.1, we see that the right hand side of (3.8) is also an increasing function of r, which yields that v t (θ) ≥ a t . The last assertion is a consequence of [24, Corollary 3.27].
Remark 2. From the description of the density of λ t in Example 3.11 below, or from [24, Theorem 5.4], we see that − ln a t /πt is the maximum of the density of λ t .
As an example, we now apply Theorem 3.8 to give a description of the density of λ t which recovers Biane's classic results regarding the density of λ t proved in [8] . See also [13, 24] for different approaches. We provide a picture of the density function of λ t for some values of t in the end of this paper.
Example 3.11. Let µ = δ 1 , the Dirac measure at 1, we denote Ω t = Ω t,δ 1 , Φ t = Φ t,δ 1 , Ψ t = Ψ t,δ 1 and U t = U t,δ 1 . Then we have that µ t = λ t and
which yields that U t = T if t > 4, and
and we have
For t ≤ 4, let θ 0 (t) = arccos(1 − t/2), then v t (θ 0 (t)) = 1, from which we deduce that (3.11) arg(Ψ t (e iθ 0 (t) )) = θ 0 (t) + sin θ 0 (t).
From Corollary 3.9 and (3.11), we see that the support of λ t is the set
if t < 4; and the support of λ t is T if t ≥ 4. By Theorem 3.8 and (3.9), we obtain that the density of λ t at Φ t (v t (θ)e iθ ) is given by (3.12) 1 2π
where we used the fact that v t (−θ) = v t (θ) due to the identity Φ t (z) = Φ t (z). Note that Φ t (z) = z exp( t 2 1+z 1−z ), then (3.12) implies that, for θ ∈ U t , at the point ω = Φ t (v t (θ)e iθ ), the density is positive and is equal to the product of 1/2π and the real part of k(t, ω), where k(t, ω) is the only solution, with positive real part, of the equation 
Proof. For given 0 < r < 1, we notice that the map θ → |Φ t,δ 1 (re iθ )| = r exp t 2 1−r 2 1−2r cos θ+r 2 is a strictly decreasing function of θ on the interval [0, π], which implies that if z = r 0 e iθ 0 ∈ ∂Ω t ∩ D ∩ C + for θ 0 ∈ [0, π), then we have that (3.13)
Note that Ω t is symmetric with respect to x-axis, then (3.13) and Theorem 3.2 yield our assertion.
Corollary 3.13. The density of λ t is symmetric with respect to x-axis; and the density of λ t has a unique local maximum at 1.
Remark 3. For 0 < t < 4, let ln v t (θ) = −x, we have
for θ close to θ 0 (t). We also have
for θ close to θ 0 (t), where we used the fact 1 − cos θ 0 (t) = t/2. From (3.9), we thus deduce that there exists a(t) > 0 such that
in a small interval (θ 0 (t) − ǫ, θ 0 ] for some ǫ > 0. By taking derivative for (3.10) and noticing (3.14), we derive that
Set θ(t) = arccos (1 − t/2) + (4 − t)t/2 be one end point of the support of λ t , then by using Theorem 3.8 we deduce that there exists b(t) > 0 such that
Let us focus on the case that t = 4. Let v 4 (θ) = 1 − x(θ), from (3.9), by applying a similar calculation for the case 0 < t < 4, we can easily obtain that x(θ) = O(|π − θ|) for θ in a small interval (π − ǫ ′ , π]. From (3.10), we can calculate that
for θ in a small interval (π − ǫ ′ , π]. By applying Theorem 3.8, we see that there exists b(4) > 0 such that
We note that the function Φ t has zeros of order one at e iθ 0 (t) and e −iθ 0 (t) for 0 < t < 4 and Φ 4 has a zero of order two at −1. The orders in (3.15) and (3.16) are essentially due to this fact.
The positive half line case
In this section, we prove some useful properties of Γ t,ν , and give a description of the density of ν t = ν ⊠ σ t .
We use polar coordinates and the parametrization C + = {re iθ : 0 < r < +∞, 0 < θ < π}. For z = re iθ ∈ C + , we calculate For 0 < r < +∞ and 0 < θ < π, we set
Lemma 4.1. For fixed 0 < r < +∞, the function f t (r, θ) is an increasing function of θ on (0, π).
Proof. We calculate sin θ θ
for all θ ∈ (0, π) and 0 < r < ∞. The assertion follows from these calculations.
We set f t (r) = lim θ→0 + f t (r, θ), then we have that
Let
V t,ν = {0 < r < +∞ : f t (r) < 0} = 0 < r < +∞ :
We also define a function u t : (0, +∞) → [0, π) as
Remark 4. If r ∈ V t,ν , then u t (r) > 0 and we have sin(u t (r)) u t (r)
The function u t depends on ν, and we always fix an arbitrary ν ∈ M * R + in this article when we discuss u t . Only in Proposition 4.14 and Lemma 4.15, we choose ν as ν = δ 1 . Theorem 4.2. The sets Γ t,ν , ∂Γ t,ν can be characterized by the functions f t (r, θ) and u t (θ) as follows.
(1) Γ t,ν = {re iθ : 0 < r < +∞, u t (r) < θ < π}. (2) ∂Γ t,ν ∩ C + = {re iθ : r ∈ V t,ν , and f t (r, θ) = 0}. (3) We have that ∂Γ t,ν ∩ (0, +∞) = {r : 0 < r < +∞, u t (r) = 0} = (0, +∞)\V t,ν = 0 < r < +∞ :
Proof. Since arg(H t,ν ) = θ · f t (r, θ), and the function f t,r (θ) := f t (r, θ) is an increasing function of θ on (0, π), notice that lim θ→π f t,r (θ) = 1 > 0, then from (4.1), we deduce that Γ t,ν = {z = re iθ : 0 < r < +∞, f t (r, θ) > 0}, which yields (1) and (2). Part (3) follows from the definition of u t and (2).
From (2.6), we have the following useful formula.
which yields the next result.
Proposition 4.3. The function η ν has a continuous extension to Γ t,ν \{0}, and the function η νt has a continuous extension to C + ∪ (R\{0}).
Proof. We first note that ω t (0) = 0 and ω t (z) = 0 for all z ∈ C + ∪ (R\{0}). Given z ∈ C + , we let ω t (z) = re iθ where u t (r) < θ < π according to Theorem 4.2. Let k(z) = 
Note that k(η ν (ω t (z))) equals the exponent involving in (4.3). We thus have
where we used the definition of u t (r) in (4.2). It is clear that ℑk(η ν (ω t (z))) ≤ 0. Thus we can take logarithms on both sides of (4.3). By applying Proposition 2.5, we deduce our assertion. t,ν , which is defined by
Proof. Let x 0 ∈ (0, +∞)\V t,ν , and choose ǫ > 0 sufficiently small such that [x 0 − ǫ, x 0 + ǫ] ⊂ (0, +∞)\V t,ν , it is enough to show that ν has no charge on the interval [1/(x 0 +ǫ), 1/(x 0 −ǫ)].
For any integer n ≥ 1, we define β k = x 0 − ǫ + 2kǫ/n for all 0 ≤ k ≤ n. Then since [β k , β k+1 ] ⊂ (0, +∞)\V t,ν , then for any r ∈ [β k , β k+1 ], we have that
where
Notice that strictly convex on (a, b) .
Proof. We first note that ν has no charge on the interval (1/b, 1/a) by Lemma 4.4, thus g is analytic on the interval (a, b). The second derivative of g is
which yields the desired conclusion.
Proposition 4.5 yields that +∞ 0 rξ (1−rξ) 2 dν(ξ) < 1/t for r in the interior of (0, +∞)\V t,ν . We now define a map Λ t,ν : (0, +∞) → (0, +∞) by
Note that arg(H t,ν (re iut(r) )) = 0, we then have
Proposition 4.6. The map r → re iut(r) is a homeomorphism from (0, +∞) onto
The map Λ t,ν is a homeomorphism from (0, +∞) onto itself.
Proof. It is enough to prove that the function u t is continuous. By the continuity of the function f t (r, θ), it is easy to see that u t is continuous at r 0 if u t (r 0 ) > 0 for r 0 ∈ R + . By the results concerning the boundary of Γ t,ν (Proposition 2.5 and Theorem 4.2), the set {r ∈ R + : u t (r) = 0} consisting of a union of closed intervals. Therefore, u t is continuous on R + .
Define the Cauchy transform of the probability measure ν by
we then have
, thus the density of the measures can be recovered by (4.5) from the Stieltjes inverse formula. We notice that 1/(1 − η ν (z)) = 1 + ψ ν (z), which implies that
where z = re iθ . From Remark 4, for z = re iut(r) , we have that
Equations (4.5) and (4.6), together with the Stieltjes inverse formula yield the following theorem.
Theorem 4.7. The measure ν t has a density given by
for r ∈ (0, +∞).
Proof. It is a direct calculation.
Corollary 4.8. Let B t be the support of the measure ν t , and let B
equals to the image of the closure of V t,ν by the homeomorphism Λ t,ν . The number of connected components of the support of ν t is a non-increasing function of t.
Proof. By the definitions of V t,ν and u t (r), we have {r : u t (r) > 0} = {r : ∃ 0 < θ < π so that f t (r, θ) = 0} = {r : f t (r) < 0} = V t,ν . Theorem 4.7 and the fact that u t (r) > 0 ⇔ r ∈ V t,ν yield the first assertion. To prove the second assertion, it is enough to show that the number of connected components of V t,ν is a non-increasing function of t, which follows from Proposition 4.5.
The following lemma was pointed out in [2] .
Lemma 4.9 ([2]
). Given a probability measure µ on [0, +∞), the point x = 0 is an atom if and only if lim x↓−∞ η µ (x) is finite and the value of the limit is
Proposition 4.10. The measure ν t is absolutely continuous with respect to Lebesgue measure and its density q t is analytic on the set {x ∈ (0, +∞) : q t (x) > 0}.
Proof. We first note that η σt (C + ) does not contain 1 (see Example 4.12). There exists a subordination function ω ′ t :
, as we know in Section 2.2. We thus deduce that η νt (C + \{0}) does contain 1 as well. From (4.5), we then see that the nontangential limit of G νt is bounded at any x ∈ (0, +∞), which implies that ν t has no singular part in (0, +∞).
If the density of ν t is positive at 1/x, then from (4.5), we deduce that η νt (x) ∈ C + . Thus the identity
implies that ω t (x) ∈ C + , and then the analyticity of the density function follows from the fact that ω t can be extended analytically to a neighborhood of x. It remains to show that ν t ({0}) = 0. Notice that H t,ν (ω t (x)) = x for x ∈ (−∞, 0) and lim x↓−∞ H t,ν (x) = −∞, we then have that lim x↓−∞ ω t (x) = −∞. Thus we have that
which also implies that lim x↓−∞ η νt (x) = −∞ by (4.8). From Lemma 4.9, we deduce that ν t ({0}) = 0.
Corollary 4.11. If ν is compactly supported on (0, +∞), then the support of ν t has only one connected component for large t.
has a positive minimum on the compact set [a, b]\V t 0 ,ν . The number of connected components of V t,ν is a non-increasing function of t and we have V t 1 ,ν ⊂ V t 2 ,ν for any t 1 < t 2 . By the definition of V t,ν , we then derive that V t,ν has only one connected component when t is large enough. Our assertion follows from the fact that u t (r) > 0 ⇔ r ∈ V t,ν and Theorem 4.7.
Finally, we apply results in this section to give a description of the density of σ t , which was first obtained in [8] . See also [24] for a different approach. We provide a picture of the density function of σ t in the end of this paper. Proposition 4.16. For t > 0, let s t (x) be the density of the measure σ t at x ∈ (0, +∞).
(1) The support of the function s t is the interval [x 3 (t), x 4 (t)]. For any x ∈ (0, +∞), we have that
Moreover, the function x → s t (x)x is strictly increasing on the interval (x 3 (t), 1]. (2) The measure σ t is invariant under the map of R : x → 1/x. In other words, for any interval [α, β] ⊂ (0, 1], we have that
(3) The function s t is a strictly decreasing function of x on the interval [1, x 4 (t)). Note that Λ t : (0, +∞) → (0, +∞) is a homeomorphism and Λ t is increasing. We also have that Λ t (V t ) = Λ t ((x 1 (t), x 2 (t))) = (x 3 (t), x 4 (t)), then (1) follows from Proposition 4.14, Lemma 4.15 and (4.17). Part (2) is a consequence of (1). Since u t is an increasing function of r on the interval (x 1 (t), 1] by Proposition 4.14, then Λ t u t is also an increasing function of r on (x 1 (t), 1] and Part (3) follows from this fact and (4.16).
Remark 5. Part (2) of Proposition 4.16 is not unexpected. In fact, for any integer n, let a n = 1 + 2t/n, b n = 1/a n and µ n = (δ an + δ bn )/2, then from [4, Lemma 7.1], we see that µ ⊠n n → σ t weakly as n → +∞. (1 + o(1)) in a small interval (x 4 (t) − δ ′ , x 4 (t)] for some δ ′ > 0. The orders in (4.18) and (4.19) are essentially due to the fact that H t has zeros of order one at x 1 (t) and x 2 (t). 
