Abstract-Successful activity recognition in patients with motor disabilities can improve patient care by informing researchers and clinicians about changes in patient mobility both in the clinic and at home. Standard machine learning approaches can improve activity recognition in patient populations by tailoring recognition models to specific populations. However, many approaches use only static machine learning classifiers, which classify each data sample individually, ignoring the temporal relationship of successive samples over time. Static classification can be augmented by integrating the output of static classifiers with a dynamic state estimation model. Here, we use a hidden Markov model (HMM) and apply the static supervised machine learning classifier results as observations. We experimentally validate the effectiveness of our model by recognizing six activities from 13 ambulatory incomplete spinal cord injury subjects who were instructed to perform a standardized set of activities while wearing a waist-worn accelerometer in a clinical setting. Activities included lying, sitting, standing, walking, wheeling, and stair climbing. Using within-subject cross validation, the highest classification accuracy from static classifiers alone was 86.3% (85.5%-87.0% and 95% confidence). By augmenting the classification model with an HMM, we were able to improve the accuracy to 88.9% (88.2%-89.6%). The additional 2.6% demonstrated a significant improvement of the classification accuracy using a hybrid static/dynamic classifier compared to the use of static classifiers alone. Such improved activity recognition can provide better outcome measures, aiding clinicians to select or refine the right physical or drug therapies to improve patient mobility.
I. INTRODUCTION
A CTIVITY tracking can provide valuable information for assessing patient outcomes [1] , [2] . Such tracking is beneficial to patients with impaired movement, such as those with a spinal cord injury, particularly in clinical/therapeutic environments [3] , [4] . Precise, continuous, and objective outcome evaluation using patient activity can help clinical providers select or refine the right physical or drug therapies to improve a patient's mobility [5] ; this can be achieved via accurate, automated recognition of patient activities [3] - [6] .
Conventional means of evaluating patient outcomes are limited. Clinical evaluation requires a patient to travel to a health care provider. The cost of evaluating a patient is expensive in terms of time and money for both patients and therapists; this prevents frequent evaluations [5] . Alternatively, for more frequent evaluations, patients may be asked to periodically document their activities in a journal at home. Patient journaling is necessarily subjective and inconvenient for patients, leading to low compliance; in some studies compliance rates have been as low as 11% for journaling of symptoms [7] . This problem can be eliminated by having patients wear activity trackers to collect their movement data for outcomes research to evaluate therapies, or to facilitate individual patient-therapist interactions with convenient, objective data.
Activity tracking devices have transitioned from being personal wellness tools to patient-centered clinical tools by becoming smaller, more affordable, and providing easier access to the data and analytics [8] . Bringing wearable activity tracking to populations with movement impairment, however, is particularly challenging [9] . For example, spinal cord injury (SCI) and Parkinson's disease (PD) affect mobility in ways that can impair accurate activity tracking [10] , [11] . Many consumer-based activity monitors currently available on the market typically perform limited analyses to estimate step counts, calories, sleep quality, or general activity levels [12] . More importantly, they are generally designed to track the movements of healthy populations, and don't necessarily account for the unique movement patterns of those with motor disabilities.
Although performing activity recognition in movementimpaired populations is challenging, algorithms can be tailored specifically for populations with unique movement patterns. Albert et al. [4] , when the models were trained using healthy subject data and tested on other healthy subjects, the model achieved an accuracy of 96.1%. However, the accuracy dropped to 60.3% when applying the same healthy-trained classifier to Parkinson's patients. However, when Parkinson's patient data was used for training, the activity recognition 1558-1748 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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model accuracy rose to 92.2%. Incorporating the unique movements of PD subjects had a dramatic impact on activity recognition performance. Similar activity recognition strategies have also been performed for other populations, including individuals with Chronic Obstructive Pulmonary Disease (COPD) [13] , Parkinson's disease [14] , Duchenne muscular dystrophy [15] , and elderly subjects [16] . By developing activity recognition strategies for specific populations, activity recognition accuracy can be greatly improved. Traditional activity tracking algorithms use what we will refer to as a static classification approach. The sensor signals are typically accelerometer signals, but can include gyroscope, magnetometer, or barometer readings as well. Static classification takes sensor readings, parses those continuous signals into clips of limited duration, extracts a set of features for each clip, and uses classification algorithms on those extracted features to predict the activity for a given clip of sensor data. It is a "static" approach as each individual clip of data is treated independently, with the preceding or later predicted activity having no influence on the prediction of a neighboring sample [2] . This can easily lead to problems where a single clip may be difficult to recognize in isolation, but is trivial in context -e.g. a since 2-second clip among minutes of walking that is misidentified as stair climbing, or a single 2-second clip identified as standing in minutes of sitting, though there were no transition movements measured. Static classification, though straightforward to apply, is a limited approach for activity recognition.
A dynamic modeling approach is a straightforward way to incorporate sequential information. One common strategy used to make inferences from observed sequential data is the hidden Markov model (HMM) [17] - [20] . HMMs involve hidden states which are not directly observable -in this case, the activities the subjects are engaged in -and observations which are directly observable, such as sensor signals, extracted features, or even static classifier output. In order to optimally estimate the sequence of states, transition probabilities between states are used. HMM algorithms can infer the sequence of hidden states based on the sequence of observed information. If the HMM model adequately captures the probabilistic nature of the observations and transitions between states, the inferences are more accurate, though many inferences are robust to a range of these parameters. Although the observations of HMMs can be the sensor signals directly, they are usually features extracted from the signal to improve state estimation. If static classifier output is available, the output of those classifiers function similar to a standard feature; however, it is an observation that is highly related to the true underlying state.
As dynamic state estimators, hidden Markov models are frequently used to classify various activities with contiguous, dependent signals, such as speech recognition, handwriting, and gesture recognition [17] . Ganapathiraju et al. [21] , speech and activity recognition were improved by using an HMM to augment static classification. Similar improvements in static classifier performance were found when using this hybrid static/dynamic model using a support vector machine (SVM) static classifier and an HMM; Based on smartphone inertial sensors, the hybrid model performed best when identifying the location of a phone on the body as well as the activity the person was performing [5] .
In this research study, our main goal is to improve upon the standard static classification methods for accelerometerbased activity recognition for our population of incomplete spinal cord injury subjects. We augmented standard machine learning classifiers with an HMM to improve the prediction accuracy compared to using only static classifiers.
II. MATERIALS AND METHODS

A. Protocol
Data was collected on thirteen ambulatory individuals with incomplete spinal cord injuries (9M/4F, ages 22-50). The individuals performed a series of activities in a laboratory setting with each activity lasting at least 30 seconds. With an accelerometer worn on the waist, subjects were instructed to perform the following six activities: lying, sitting, standing, walking, wheeling, and stair climbing. This was performed in an order that allowed for every pair of transitions between the activities, except for stair climbing, which only has transitions between walking and standing. One subject used a joystickcontrolled wheelchair, while all others were mechanical. The activity data was recorded using an Actigraph wGT3X tri-axial accelerometer. Informed, written consent was acquired for all subjects. The Northwestern University Institutional Review Board approved this study.
B. Data Preprocessing
The raw accelerometer data was first labeled for activities using an in-house developed MATLAB GUI. The accelerometer signals were then segmented into two-second data clips, windowed successively with no overlap. A series of features were extracted from each of those data clips; the 37 features selected were found to be useful in previous work [1] , [22] - [24] and are shown in Table I . Each feature was linearly normalized to a range between 0 and 1. A standard set of machine learning classifiers were applied to automatically select, weigh, and combine those features to classify each clip. To prevent ambiguous training data, clips were only included in the training set for the static classifiers if at least 80% of the clip was marked as a single activity. For the testing set and HMM analysis, we used all data clips, allowing the resulting predictions to be continuous in time. The ground truth label for each clip in this case was the activity taking up the largest percentage of time over the duration of the clip. Fig. 1 illustrates the complete hybrid static/dynamic classification process. For static classification, we used six different classifiers: support vector machine (SVM), naïve Bayes (NB), regularized logistic regression (RLR), k-nearest neighbors (k-NN), decision trees (DT), and random forest (RF). Hyperparameters were optimized to minimize cross validation error. Unless otherwise specified, the hyperparameters were found using a grid search of 10 x where x is an Fig. 1 . Classification strategy. The accelerometer data was divided into twosecond data clips. For each data clip, a standard set of n time-series features (f) was extracted; those features were then fed into a static supervised machine learning classifier which estimates the probability (p) among m different activities. Hidden Markov models used the results from the static classifier over time as input to reclassify the activities considering the nature of the defined HMM model. integer between -5 and 5. The selected hyperparameters in the sklearn python package implementation of these classifiers are as follows: For SVM radial basis functions were used for the kernel, giving us two hyperparameters-the soft slack variable, C = 10, and the size of the Gaussian kernel, γ = 0.1. For logistic regression, we selected the regularization strength, Fig. 2 . Emission probabilities used as HMM input. For an activity that was known to be sitting, the classifiers provide probabilistic estimates which are the observations of the HMM model. C = 1, with the L1 regularization penalty (Lasso regression). Naïve Bayes had no hyperparameters. With k-nearest neighbors we tested k with values from 1 to 30, with the optimal k = 6. For the decision tree classifier, the minimum samples needed to split a node was varied by 5 up to 100, and 10 was optimal. For random forest, the number of trees (n_estimators) was chosen to be 100. Although hyperparameter selection was performed using cross validation over the entire data set, the potential for overfitting hyperparameters is minimal given no more than 2 hyperparameters were fit for any model, and most classifiers performed robustly to variations of each hyperparameter.
C. Classification Algorithms
The output of the static classifiers were used as observations for the HMM model. To improve accuracy, instead of using the most likely predicted class, when available, the entire posterior probability vector was used as input (e.g. 0.84 sitting, 0.06 standing, etc. in Figure 2 ). In this way, uncertainty in static classification is propagated to the HMM, which can then more reliably reclassify a given clip based on the activities before and after.
To exploit an HMM model to infer hidden states, there are two important probability distributions which must be defined: the state transition probabilities and the emission probabilities. All these parameters were fixed across all analyses. For the transition probability matrix, we used 0.95 for the probability of self-transition (e.g., walking to walking, standing to standing), and 0.01 for transitions between activities (equation 1). These probabilities were chosen to approximately match the amount of time subjects spend in each activity according to protocol; derived using a geometric distribution, a 95% probability of remaining in the same state leads to a median of 13.5 and a mean of 20 self-transitions, which for 2 second clips would be a median of 27 seconds and a mean of 40 seconds in each state, which is a reasonable approximation to our protocol directions.
HMM activity transition probabilities, φ :
The HMM model used relies on a Gaussian emission probability model to account for the observations/output of the static classifiers [25] . Mean emission probabilities were calculated from the mean probability estimates of the static classifiers for each activity class, as can be determine directly from the static classification estimates (Fig. 2) . A fixed standard deviation, σ = 0.05, was assigned to all emission probabilities to account for potential errors in estimates (equation 2). The results were robust to a wide range of non-zero standard deviations.
HMM Gaussian emission probabilities for static classifier output, θ c :
μ c = mean probability estimate by classifier c
D. Cross Validation Strategy
To explore the influence of training context on classification accuracy, we applied two cross validation methods: withinsubject and subject-wise cross validation on both the static and hybrid static-HMM classifications.
For within-subject cross validation, each subject is trained and tested individually using 20-fold cross validation (Fig. 3a) . For each subject, the original dataset is partitioned into 20 equal-sized contiguous subsets. Of the 20 subsets, a classifier is trained on 19 of the subsets, and tested on the one remaining subset. This is repeated twenty times, and mean precision, recall, and accuracy are measured. Overall scores are the mean of the scores for each subject. Subject-wise cross validation was applied for a comparison across populations, when data for an individual is not available for training. For this type of validation, the classifier was trained on twelve of the subjects, and tested on the one remaining subject (Fig. 3b) . This is repeated thirteen times with the results averaged.
III. RESULTS
The analyzed accelerometer data was collected from 3 incomplete spinal cord injury participants who were instructed to lie, sit, stand, roll in a wheelchair, walk, and climb stairs. Once collected, the accelerometer data was broken down into two-second clips and features were extracted and analyzed by the static classifier to predict activity probabilities which were then input into the HMM model for final activity prediction.
Static supervised machine learning classifiers were able to accurately predict the activity with 86.3% (85.5-87.0) accuracy. The interval was calculated using 95% confidence with a binomial distribution (n = 8300); this highest accuracy was from the random forest (RF) classifier, followed by the support vector machine classifier (SVM) at 83.7% (82.9-84.5%). Accuracy results from multiple classifiers are presented in Table II . Static classification using RF alone achieved an average recall and precision of 83.3% and 84.1%, respectively, with an F 1 composite score of 83.6. Lying was the most accurately predicted with 93.6% recall, followed by wheeling at 91.3% and walking at 90.5% (Table IV) . Our subject-wise cross validation demonstrated a 63.1% accuracy (Table II) by the SVM classifier. Notably, the vast majority of misclassifications are from two expected misclassifications sitting vs. wheeling and walking vs. stair climbing.
The accuracies improved significantly when augmenting the RF static classifier with the HMM. Our within-subject 20-fold cross validation resulted in 88.9% accuracy (88.2-89.6), which is a significant 2.6 percentage point increase (p < 0.0001 chisquare, n = 8300) ( Table II) . The average recall, precision, and F 1 score were 87.2%, 86.9%, and 87.0% respectively. Lying was the most accurately predicted with 93.62% recall, followed by wheeling at 91.30% and walking at 90.53%. For subject-wise cross validation, the classification accuracy of the activities improved from 63.1% (62.1-64.1) to 64.3% (63.3-65.3) when augmenting static classification results with the HMM model, which indicates a marginal improvement for subject-wise classification.
IV. DISCUSSION
By augmenting static classifiers with the HMM, we were able to increase the model's accuracy by 2.6 percentage points using within-subject cross validation and by 1.2 percentage points when using subject-wise cross validation. This confirms our assumption that static classification can be improved with dynamic state estimators such as HMMs. Our results have aligned with other studies regarding the use of hidden Markov models with increased accuracy in activity recognition [2] , [5] , [26] , [27] .
The increase was subtle in part because many of the misclassifications were between activities that are inherently difficult to distinguish. As shown in the confusion matrix in Table III , the vast majority of misclassifications are between sitting and wheeling, or between walking and stair climbing. In general, sitting and wheeling are difficult to distinguish in clips where the subject is moving only minimally, because sitting and wheeling in a wheelchair on a smooth surface produce similar accelerometer readings. A similar pattern occurs with walking and stair climbing. If we did not distinguish those pairs activities, the accuracy would be 96%. The increased accuracy of this hybrid approach is further evidence of the application of multi-level, mixed learning models, such as ensemble learning, which incorporate lowlevel classifiers as input in higher-level classification tasks. The two-tier hybrid approach here has multiple advantages. Expertise and models built on static learning classifiers can be leveraged; validated systems already in use can still be used and improved incrementally when fault tolerance may be a concern. Also, intermediate results can be directly observed and understood; this can be helpful for assessing the full classifier results, attributing the source of errors, and making changes based on those assessments. This is in contrast to more advanced, integrated, multi-level strategies including deep learning or recurrent network techniques, which can be a challenge to interpret the criteria for system decisions; these techniques are also impractical in this setting with limited patient data as they require a large amount of training examples, given their flexibility and adaptability.
There are a number of future directions and improvements on this approach. Our feature set is fairly limited, but these features have been found in previous studies to be useful for activity classification in other domains. We expect a larger set of extracted features, along with additional feature selection strategies, to modestly improve accuracy at the static classification level, leading to a similar increase in accuracy of the hybrid model. Also, we have limited ourselves to clipbased activity recognition, though other wearable metrics have been applied to iSCI patient populations, such as step counts in Bowden and Behrman [28] . However, we expect that with accurate activity recognition, it becomes more practical to extract properties in the movement of automatically identified individual activities.
Our model was only trained and validated on ambulatory patients with incomplete spinal cord injury. However, the overall strategy can be applied to a variety of patient populations. To be effective as a tool in physical therapy, ample training data is necessary for the target population, and the system would have to be aware of which population the subject is a part of. This requirement is trivial for research studies, but provides a hindrance in clinical practice where subject population is less precisely defined. However, the benefit of tailoring activity recognition to specific populations with unique movement characteristics may be necessary for accurate activity data collection in practice.
V. CONCLUSION
In this paper, we developed a model that augments static classification of sensor data with an HMM dynamic state estimator. Results indicated that adding HMMs on top of static classifiers generally improved accuracy over static machine learning classifiers. As a result of better prediction accuracy, this hybrid approach may bring more advanced or tailored activity recognition closer to clinical use for movement impaired populations. With more reliable activity recognition for specific populations, such as those with incomplete spinal cord injury, the impact of therapies on subjects with impaired movement can be more objectively, conveniently, and continuously measured. Such improved outcome measures will help in selecting and tailoring therapies to specific patient populations.
