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Resumen
El estudio de los sistemas dina´micos es un tema de gran intere´s tanto en la in-
genierı´a como en las ciencias por su gran aplicabilidad a la resolucio´n de problemas
que, con frecuencia, aparecen en un sin nu´mero de a´reas. Sin embargo los me´todos
formales hasta ahora utilizados para su ana´lisis, no han tenido la flexibilidad sufi-
ciente para adaptarse a sistemas de complejidad creciente, donde la interaccio´n de
sus elementos no permite una inferencia directa del comportamiento del sistema,
en una, o varias de sus variables. Por otro lado, los nuevos avances en las te´cnicas
de Machine Learning han demostrado tener una gran capacidad de adaptacio´n en
dominios tan diversos resultando en la necesidad de cambios minoritarios para su
aplicacio´n entre uno u otro. A pesar de esto, su estudio en el modelado de sistemas
dina´micos, como tarea fundamental, ha sido pocas veces abordado.
Por las razones anteriores, este trabajo se enfoca en el desarrollo de 3 metodo-
logı´as para modelado de sistemas dina´micos desde la perspectiva del Machine Lear-
ning a partir de informacio´n incompleta de sus variables representadas como series
temporales de alta complejidad. Las propuestas son presentadas en funcio´n de los
diferentes escenarios de informacio´n disponible para el modelado, que pudieran lle-
gar a aparecer en situaciones reales. Como primera metodologı´a se propone el mo-
delamiento del sistema dina´mico con un enfoque manual de caracterizacio´n de es-
tados usando el conocimiento a-priori del sistema mediante la descomposicio´n por
Wavelet Packet y la posterior identificacio´n de patrones mediante una te´cnica cla´si-
ca de clasificacio´n llamada Random Forest. Como segunda propuesta se presenta el
aprendizaje no-supervisado del proceso de caracterizacio´n que se adapta de forma
automa´tica al sistema dina´mico en estudio mediante el modelo Stacked Convolu-
cional Autoencoder, el cual inicializa una Red Neuronal Convolucional Profunda
que luego es optimizada de forma supervisada, donde adema´s el proceso de iden-
tificacio´n de patrones se encuentra embebido, y es optimizado junto con el mode-
lo de extraccio´n de caracterı´sticas. La tercera propuesta en cambio cumple la tarea
de caracterizacio´n e identificacio´n de patrones de forma no-supervisada, lo prime-
ro mediante el aprendizaje de una representacio´n o´ptima de las series temporales
codificada en los para´metros de un Echo State Network, y lo segundo por medio
IX
de un Variational Autoencoder, un modelo capaz de aproximar la distribucio´n de
probabilidad (a menudo compleja) de los datos. En esta u´ltima aproximacio´n se eli-
mina la necesidad de conocer la etiqueta de las series de tiempo que provienen de
los estados del sistema dina´mico.
Las metodologı´as propuestas son evaluadas en tareas de mantenimiento basado
en la condicio´n como son el diagno´stico de fallos, la estimacio´n de la severidad de
dan˜o y la deteccio´n de fallos en elementos de maquinaria rotativa (concretamente
distintos tipos de engranajes y rodamientos). Los altos indices de exactitud obteni-
dos en los resultados de la evaluacio´n en cada tarea, muestran que las metodologı´as
aportadas dan un nivel elevado de confiabilidad, robustez y flexibilidad. Adema´s,
frente a comparaciones realizadas con otras metodologı´as reportadas en el estado
del arte, las propuestas presentan un desempen˜o superior en todos los casos.
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CAPI´TULO 1
INTRODUCCIO´N
La curiosidad inherente del ser humano ha provocado un deseo de compren-
sio´n de los procesos que le rodean. Entre ellos se encuentran algunos que nacen de
feno´menos naturales, como el intere´s por entender el comportamiento clima´tico, y
otros de feno´menos sociales, como los procesos de migracio´n entre paı´ses. Junto a
ellos tambie´n esta´n los procesos que nacen del dominio que ha ejercido el ser hu-
mano sobre determinadas a´reas, por ejemplo durante el desarrollo industrial, donde
busca tener un conocimiento extenso de los componentes que intervienen en los
procesos artificiales generados y sus posibles interacciones. En estos casos, el obje-
tivo sobrepasa el mero conocimiento curioso y crece con la necesidad de controlar
las diversas etapas de los procesos para optimizar resultados. De forma gene´rica, e
independientemente del proceso al que dan lugar, las diversas mediciones que se
pueden realizar del sistema, y algunas veces controlar, se conocen como variables.
Como parte de la exploracio´n y comprensio´n de un proceso se buscan formas de
cuantificar los eventos asociados a sus variables. Dependiendo de su complejidad,
estos eventos podrı´an estar asociados a una sola variable o a mu´ltiples de ellas, y
a menudo siguen una evolucio´n ordenada secuencial que podrı´a converger en uno
o varios patrones que reflejan, y a veces determinan, su comportamiento. Entende-
mos por evolucio´n ordenada secuencial a sucesos que ocurren uno a continuacio´n de
otro, tomando como referencia una o varias dimensiones espaciales y/o la dimen-
sio´n temporal. En este u´ltimo caso, en el que la dimensio´n que marca el orden de
ocurrencia es el tiempo, estaremos hablando de eventos temporales.
De acuerdo con ello, si un proceso genera eventos ordenados secuencialmente la
forma natural de capturarlos es mediante mediciones que tambie´n siguen el mismo
orden, lo que da como resultado un conjunto ordenado que, en el caso de mediciones
a lo largo del tiempo, es llamado serie de tiempo.
En consecuencia, una serie de tiempo es una sucesio´n finita o infinita de elemen-
tos que guardan un orden cronolo´gico especı´fico entre sı´. Estos elementos pueden
ser el producto de un proceso de medicio´n como el mencionado anteriormente o
pueden ser generados de forma totalmente sinte´tica. Adema´s, dependiendo de las
1
2 Capı´tulo 1. Introduccio´n
caracterı´sticas de la variable medida, estos elementos podrı´an ser representados en
un espacio de una dimensio´n o de varias dimensiones. Por ejemplo, si se desea anali-
zar el comportamiento motor de una persona comu´nmente se obtendra´ una serie de
tiempo de la medicio´n de la variable aceleracio´n, que por defecto tiene tres compo-
nentes (una en cada uno de los ejes de movimiento), lo que da como resultado una
serie de tiempo multi-dimensional. Si, por el contrario, se desea analizar el movi-
miento rectilı´neo de una partı´cula, lo ma´s habitual sera´ obtener una serie de tiempo
uni-dimensional. Desde el punto de vista del dato almacenado la diferencia en la
representacio´n de cada elemento radica en que el caso uni-dimensional vendra´ dada
por un escalar, mientras que el caso multi-dimensional vendra´ dada por una tupla
ordenada de elementos con estructura vectorial.
La complejidad de una serie de tiempo esta´ directamente relacionada con el pro-
ceso que la produce[93], y se asocia usualmente con la variabilidad del proceso y la
dificultad que se tiene para encontrar un patro´n reconocible en su comportamiento
que pueda servir para realizar inferencias sobre el proceso que la origina.
En este trabajo nos enfocamos en el ana´lisis y modelado de series de tiempo
con alta variabilidad. La perspectiva desde la cual se aborda el problema nace de
la bu´squeda de patrones mediante el ana´lisis y procesamiento de sen˜ales usando el
conocimiento experto a priori del proceso, hasta evolucionar a una metodologı´a de
modelado totalmente no supervisada y u´nicamente basada en los datos disponibles
de las mediciones. Con este fin se proponen tres me´todos para abordar el proble-
ma del modelado de una serie de tiempo. La primera propuesta[14] utiliza te´cnicas
conocidas de procesamiento de sen˜ales[12], que se seleccionan en base al conoci-
miento reportado en la literatura para la extraccio´n de caracterı´sticas representativas
(con patrones ma´s notorios) de la serie de tiempo, y que luego sera´n usadas para la
construccio´n de un modelo de clasificacio´n usando el modelo Random Forest[10] de
Aprendizaje Automa´tico. La segunda propuesta[13] da un paso adelante en relacio´n
a la bu´squeda de independencia del conocimiento del proceso, dando como resulta-
do un me´todo que evalu´a la posibilidad de usar extraccio´n no supervisada de carac-
terı´sticas con el uso de un modelo de aprendizaje basado en datos llamado Stacked
Convolutional Autoencoder[68], que desde una representacio´n de la serie de tiempo
en 2 dimensiones, obtenida con te´cnicas de procesamiento de sen˜ales, es capaz de
extraer caracterı´sticas u´tiles que posteriormente se usara´n para construir un modelo
de prediccio´n. Estos dos enfoques iniciales presentan el problema de necesitar series
de tiempo que se encuentren etiquetadas para la construccio´n del modelo de pre-
diccio´n. En consecuencia, aunque el proceso de extraccio´n de caracterı´sticas sea no
supervisado, como en el segundo caso, bajo este enfoque no es posible conseguir in-
dependencia del conocimiento a priori en los datos. Como solucio´n a este problema
se presenta la tercera propuesta, donde se elimina totalmente la dependencia de las
te´cnicas de procesamiento de sen˜ales y se plantea un enfoque basado en Echo State
Networks[41] para proyectar de forma no supervisada la serie de tiempo a un nuevo
espacio de representacio´n, desde el cual se realiza un aprendizaje de la distribucio´n
de probabilidad asociada al proceso[25], eliminando, bajo ciertas suposiciones, la
dependencia del conocimiento de la etiqueta en los datos.
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Los procesos en los que nos enfocaremos para aplicar las propuestas anteriores
pertenecen a un a´rea de la ingenierı´a meca´nica y de procesos llamada Mantenimiento
basado en la Condicio´n (CBM)[42], que se centra en el estudio de te´cnicas que ayuden
a determinar el estado general de una ma´quina y/o sus componentes para lograr
(con una buena planificacio´n del mantenimiento) alargar su vida u´til y disminuir
los costos de funcionamiento. Dentro del CBM se abordan los procesos asociados al
diagno´stico de fallos en engranajes y rodamientos de maquinaria rotativa, que han
sido los seleccionados como objeto de estudio de este trabajo. El objetivo que bus-
camos para la tarea del diagno´stico de fallos es elaborar metodologı´as que permitan
identificar dan˜os, y/o su severidad, en cajas de engranajes y rodamientos a partir
u´nicamente de sı´ntomas que se puedan captar desde mediciones en variables del
sistema meca´nico completo. Sin duda, es deseable disponer de modelos de clasifica-
cio´n de fallos, y/o nivel de severidad, construidos a partir de las series de tiempo
disponibles, que hagan uso de un conocimiento mı´nimo del proceso, y que permitan
determinar el estado del componente.
Se han elegido estos componentes meca´nicos porque son los ma´s comunes, im-
portantes y propensos a fallos en las ma´quinas rotativas, por lo que disponemos a
la vez de suficientes datos para su ana´lisis y del conocimiento previo necesario para
verificar la robustez de las soluciones obtenidas. La variable del proceso a partir de la
cual se obtienen las series de tiempo que usaremos en nuestro trabajo es la vibracio´n
de la ma´quina, que se obtiene por un proceso de discretizacio´n de las sen˜ales capta-
das por sensores llamados acelero´metros. Aunque las series de tiempo con las que
trabajaremos son una representacio´n discreta de las sen˜ales reales, los dos te´rminos
tendra´n el mismo significado a lo largo de este trabajo, a menos que explı´citamente
se diga lo contrario.
1.1. Objetivos
Los sistemas dina´micos han sido principalmente estudiados desde el a´rea de la
teorı´a de control usando me´todos de modelamiento cla´sico, sin embargo, la presen-
cia de incertidumbre con respecto a las variables del sistema, o un desconocimiento
casi total de ellas, requiere de mecanismos basados en mı´nimas mediciones de va-
riables del proceso.
Teniendo en cuentas estas consideraciones, el objetivo general del trabajo que
aquı´ se presenta es desarrollar metodologı´as para el modelado de sistemas dina´mi-
cos a partir de informacio´n incompleta de sus variables, representadas como series
temporales de alta complejidad, y adicionalmente, mostrar su aplicacio´n en tareas
del mantenimiento basado en la condicio´n.
Para cumplir con este objetivo general hemos visto necesario cumplir con los
siguientes objetivos especı´ficos:
Estudiar la viabilidad de la representacio´n de un sistema dina´mico con carac-
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terı´sticas extraı´das de una serie temporal muestreada desde una sola variable
de estado mediante una descomposicio´n cla´sica por la Transformada de Wa-
velet Packet.
Desarrollar una metodologı´a basada en el Ana´lisis de Sen˜ales y Aprendiza-
je Automa´tico cla´sico para la creacio´n de modelos predictivos de Sistemas
Dina´micos.
Presentar una metodologı´a para la generacio´n de modelos de extraccio´n de ca-
racterı´sticas adaptables de forma automa´tica que sean capaces de representar
la dina´mica del sistema mediante te´cnicas de Deep Learning.
Comparar de forma experimental la propuesta anterior con un conjunto de
metodologı´as de extraccio´n de caracterı´sticas reportadas en la literatura.
Desarrollar un me´todo de modelado de Sistemas Dina´micos basado en la re-
construccio´n de la sen˜al extraı´da de una variable del sistema.
Analizar la viabilidad de representar la dina´mica de un sistema mediante otro
modelo dina´mico parametrizado.
Presentar una metodologı´a para la creacio´n de modelos generativos de detec-
cio´n de anomalı´as en Sistemas Dina´micos mediante Deep Learning e Inferencia
Variacional.
Evaluar el desempen˜o de todas las propuestas en aplicaciones de diagno´stico
de fallos, ana´lisis de severidad de dan˜o y/o deteccio´n de fallos en maquinaria
rotativa.
1.2. Estructura de la memoria
Pasemos a ver con uno poco ma´s de detalle las diversas propuestas metodolo´gi-
cas que se presentan en esta memoria para abordar este problema de modelado y
ana´lisis de sistemas dina´micos y su aplicacio´n a tareas del mantenimiento basado en
la condicio´n.
1.2.1. Capı´tulo 2: Fundamentos
En el capı´tulo de Fundamentos se tocan cinco puntos clave que sirven como base
para el desarrollo de este trabajo: sistemas dina´micos, elementos meca´nicos y maquinaria
rotativa, sistemas de adquisicio´n de sen˜ales, ana´lisis tiempo-frecuencia y machine learning.
En la seccio´n de sistemas dina´micos se dan algunas definiciones formales relativas
a estos sistemas, y adema´s se presentan informalmente algunas ideas y resultados
como el teorema de Takens[93], fundamental para la justificacio´n de este trabajo.
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A pesar de que el trabajo que aquı´ presentamos tiene una componente teo´rica
importante, su cara´cter aplicado a tareas del mantenimiento basado en la condicio´n
hace necesario abordar las caracterı´sticas de los sistemas meca´nicos (elementos, fun-
cionamiento, posibles dan˜os y configuraciones experimentales) con los que se van
a trabajar. Es por ello que se han incluido las secciones de componentes meca´nicos,
fallos en elementos meca´nicos y configuracio´n experimental para tareas del mante-
nimiento basado en la condicio´n. Adema´s, en la seccio´n de sistemas de adquisicio´n
de datos se presenta una forma adecuada desde el punto de vista tecnolo´gico para
la obtencio´n de datos en forma de series temporales de mediciones sobre variables
concretas de los sistemas meca´nicos, y que sera´ la implementada aquı´.
El entorno en el que se desarrolla la teorı´a y la pra´ctica de este trabajo es la fron-
tera entre el procesamiento de sen˜ales y el aprendizaje automa´tico. En este sentido,
inicialmente se usan te´cnicas de procesamiento de sen˜ales cla´sicas para poder aplicar
algoritmos de aprendizaje automa´tico, pero posteriormente se hara´ uso de te´cnicas
ma´s elaboradas de aprendizaje como herramienta para procesar las sen˜ales de forma
directa, razo´n por la que se ha considerado conveniente introducir en este capı´tulo
las secciones de ana´lisis tiempo-frecuencia de sen˜ales, y una breve introduccio´n al
aprendizaje automa´tico.
1.2.2. Capı´tulo 3: Extraccio´n de caracterı´sticas y clasificacio´n con un enfo-
que cla´sico
Para la creacio´n de un modelo de clasificacio´n basado en datos es necesario que
los datos de entrada presenten de forma clara patrones reconocibles que permitan
discriminar la pertenencia a una clase. En el contexto de la clasificacio´n a estos da-
tos de entrada se les conoce como caracterı´sticas. Por ejemplo, en aplicaciones de
diagno´stico de fallos en maquinaria rotativa se desea conocer el fallo especı´fico que
tiene un componente a partir de un conjunto de entradas. Sin embargo, para los pro-
cesos que son fuente de estudio de este trabajo, los elementos de una serie de tiempo
no pueden ser vistos directamente como caracterı´sticas por su gran complejidad y
porque los patrones identificables no permanecen fijos a lo largo del tiempo a pesar
de tratarse de mediciones del mismo proceso bajo las mismas condiciones.
Por ello, en esta primera propuesta se detalla un me´todo que empieza con una
etapa de extraccio´n de caracterı´sticas a partir de series de tiempo utilizando la te´cni-
ca de descomposicio´n por Wavelet Packet (WPD)[31]. Para esto, y como se detallara´
ma´s adelante, se calcula de cada sen˜al su WPD hasta el sexto nivel de descompo-
sicio´n, obteniendo finalmente de cada sen˜al una coleccio´n de sub-sen˜ales llamadas
coeficientes de descomposicio´n. A su vez, para cada coeficiente obtenido del proceso an-
terior se calcula su energı´a. Todas estas energı´as calculadas de la descomposicio´n de
la WPD de la sen˜al son agrupadas formando un vector de caracterı´sticas represen-
tativas de dicha sen˜al. Por otro lado, como la WPD depende de una wavelet madre
especı´fica, y cada una de ellas puede aportar informacio´n distinta a las dema´s, se
han elegido cinco de ellas para su evaluacio´n: Daubechies 7 (db7), Symlet 3 (sym3),
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Coiflet 4 (coif4), Biorthogonal 6.8 (bior) y Reverse Biorthogonal (rbior). Ası´, se ob-
tiene una representacio´n compacta de 320 caracterı´sticas (64 caracterı´sticas de cada
una de las 5 wavelets madre) de una serie de tiempo que inicialmente puede tener
miles de elementos, dependiendo del tiempo de adquisicio´n y la tasa de muestreo.
Con esta nueva representacio´n de las sen˜ales se construye un modelo Random
Forest[10] para la etapa de clasificacio´n que es capaz de discriminar sen˜ales a partir
de sus caracterı´sticas representativas. Como veremos en el capı´tulo, este modelo, por
ejemplo, es capaz de decidir si una sen˜al de vibracio´n representada por un conjunto
de caracterı´sticas fue extraı´da de una ma´quina que tiene un fallo en la pista interna
de un rodamiento, o, por el contrario, que esa sen˜al representa a una ma´quina sin
fallo en ningu´n componente.
El me´todo propuesto es evaluado para tres aplicaciones de CBM. La primera es
el diagno´stico de fallos en cajas de engranajes rectos en donde se tienen 7 clases re-
presentando 7 diferentes estados de un engranaje. La segunda es la determinacio´n
de la severidad de un dan˜o por ruptura de diente en una caja de engranajes helicoi-
dales, donde se tienen 10 clases que representan los niveles de severidad de ruptura
de diente en el pin˜o´n de una caja reductora. La tercera aplicacio´n tambie´n es de se-
veridad de dan˜o, pero en este caso para los componentes de un rodamiento (pista
externa, pista interna y elemento rodante) dispuesto en un sistema rotativo de trans-
misio´n de movimiento. Para cada una de las aplicaciones se realiza una bu´squeda
exhaustiva sobre los diferentes hiperpara´metros propios del modelo de Random Fo-
rest con el fin de encontrar los valores ma´s adecuados para ellas, mostrando que el
me´todo propuesto puede ser aplicado de forma satisfactoria.
Sin embargo, esta primera aproximacio´n tiene dos debilidades fundamentales:
por una parte, requiere de un proceso manual de extraccio´n de caracterı´sticas basado
en conocimiento experto, y por otra, necesita la informacio´n de las clases en las que
se pueden clasificar las sen˜ales para generar el modelo de clasificacio´n.
1.2.3. Capı´tulo 4: Aprendizaje de caracterı´sticas de series de tiempo
Para mitigar las debilidades de la propuesta anterior presentamos una fusio´n
entre la extraccio´n de caracterı´sticas y el modelo de prediccio´n. De esta forma, el
me´todo propuesto ya no necesita te´cnicas de procesamiento de sen˜ales basadas en
el conocimiento del proceso y se logra su automatizacio´n.
Con este fin se hara´ uso de Redes Convolucionales Profundas (DCNN)[32] como
extractor de caracterı´sticas. Este modelo tiene como base fundamental el aprendiza-
je de un conjunto de kernels de convolucio´n que se aplican a un grupo de funciones
discretas en 2 dimensiones. El resultado de esta aplicacio´n es otro grupo de fun-
ciones, llamados mapas de caracterı´sticas, a las que nuevamente se aplica el proceso
de convolucio´n en una capa posterior, obteniendo un modelo que crece en profun-
didad de acuerdo al nu´mero deseado de capas de convolucio´n. En cada nivel de
iteracio´n, los mapas de caracterı´sticas obtenidos proporcionan una representacio´n
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de la informacio´n de entrada que es ma´s abstracta que la de la capa anterior, resul-
tando en la extraccio´n de caracterı´sticas representativas. El proceso de aprendizaje
de los kernels de convolucio´n esta´ basado en una modificacio´n del algoritmo de
retropropagacio´n del error para el ca´lculo del gradiente habitual en las redes neuro-
nales artificiales cla´sicas. Sin embargo, se sabe que este algoritmo de optimizacio´n
tiene el problema de que el gradiente tiende ra´pidamente a anularse cuando la red
es profunda (tiene muchas capas), por lo que el entrenamiento se hace inviable ya
que no se produce un aprendizaje significativo. En este trabajo se propone solventar
este problema mediante un pre-entrenamiento de cada capa convolucional con un
modelo denominado Convolutional Autoencoder[68] (CAE, una modificacio´n para
una capa convolucional del conocido Autoencoder Cla´sico).
Sin embargo, una DCNN en su forma tradicional necesita que la entrada a la
red sea una funcio´n binaria (habitualmente, una imagen), por lo que realizamos un
preprocesamiento que consiste en transformar cada serie de tiempo, que se encuen-
tra en una sola dimensio´n, en una representacio´n bidimensional. Para ello, haremos
uso nuevamente del ca´lculo de la WPD de cada serie de tiempo hasta el sexto ni-
vel de descomposicio´n de una wavelet madre daubechies 5 (db5), obteniendo los
coeficientes de descomposicio´n, que al ser el resultado de un proceso recursivo de
aplicacio´n de filtros espejo en cuadratura representan rangos especı´ficos de compo-
nentes frecuenciales que pueden ser ordenados de menor a mayor para construir
una representacio´n tiempo-frecuencia bidimensional de la serie de tiempo.
Las caracterı´sticas que se extraen con la DCNN sirven de entradas para un mo-
delo de clasificacio´n. En nuestro caso el modelo elegido es una red feedforward. Su
entrenamiento se realiza en conjunto con la DCNN por lo que no es posible separar
los dos modelos, lo que provoca que las caracterı´sticas se especialicen de acuerdo
a la tarea especı´fica de clasificacio´n, en vez de ser e´stas de propo´sito general como
en la primera propuesta. Sin embargo, sigue teniendo el inconveniente de que la
extraccio´n de caracterı´sticas es dependiente de la informacio´n de la clase a la que
pertenecen las instancias de entrenamiento. Ası´ pues, este me´todo elimina una de
las debilidades de la propuesta anterior, pero sigue presentando la otra.
El me´todo propuesto es evaluado para el diagno´stico de la severidad de un fallo
por ruptura de diente en engranajes helicoidales bajo condiciones de funcionamien-
to estacionarias y no-estacionarias, que tambie´n fue analizado con el me´todo pre-
sentado en el capı´tulo anterior. Adema´s, se realiza una comparacio´n entre la DCNN
con y sin el proceso de pre-entrenamiento para diferentes niveles de profundidad
de la red, mostrando que el proceso de pre-entrenamiento con SCAE tiene un efecto
positivo en el desempen˜o de la red para esta tarea. Tambie´n se muestra una compa-
racio´n exhaustiva con otros me´todos supervisados y no supervisados de extraccio´n
de caracterı´sticas reportados en la literatura, constatando que los resultados obteni-
dos en el me´todo aquı´ propuesto presenta mejor desempen˜o que las dema´s opciones
encontradas.
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1.2.4. Capı´tulo 5: Aprendizaje de la representacio´n y one-class learning
Finalmente, en nuestra u´ltima propuesta presentamos un me´todo no supervisa-
do, tanto para la extraccio´n de caracterı´sticas como para el aprendizaje del modelo
capaz de discriminar instancias. Para la extraccio´n de caracterı´sticas se utiliza un
modelo de Computacio´n por Reservorios (RC)[41], y para la discriminacio´n de clases
se reemplazan los modelos de aprendizaje supervisado por el modelado no super-
visado de la distribucio´n de probabilidad del proceso mediante un Autoencoder Va-
riacional (VAE)[25].
Los modelos de RC esta´n basados en Redes Recurrentes (RNN) que tienen como
parte fundamental de su arquitectura una seccio´n, llamada reservorio, encargada de
proyectar una entrada con dependencia temporal entre sus elementos a un conjunto
de estados. El modelo concreto de RC elegido para este trabajo es el de Echo State
Network (ESN) que restringe los estados con ciertas propiedades que garantizan la
estabilidad de la red. En general, los modelos de RC no ajustan los para´metros del
reservorio, solamente se aprenden las conexiones que van desde el reservorio has-
ta una capa de salida, que se denominan pesos de la periferia, y que, como problema
de optimizacio´n, puede ser resuelto mediante el algoritmo de ridge regression[67]. En
este capı´tulo se propone el uso de una ESN para descomponer la serie de tiempo de
entrada en un conjunto de estados, desde los cuales se optimizan los pesos de la pe-
riferia para predecir el siguiente instante de la serie de tiempo. Podemos interpretar
que estos pesos capturan una representacio´n esta´tica de la sen˜al, que es usada como
su vector de caracterı´sticas, por lo que podemos decir que hemos usado este modelo
para conseguir una codificacio´n esta´tica de la sen˜al dina´mica temporal.
Con las caracterı´sticas obtenidas se modelan las series de tiempo que pertenecen
a un mismo proceso (por ejemplo, sen˜ales obtenidas en una condicio´n especı´fica de
la ma´quina). Este proceso se realiza con un VAE que aprende una aproximacio´n a
la funcio´n no-lineal y que permite transformar muestras de una distribucio´n simple
como la gaussiana en elementos de la distribucio´n asociada al proceso que desea-
mos modelar. El modelo final es capaz de generar instancias de la representacio´n de
las series de tiempo desde un conjunto de instancias obtenidas por un proceso de
muestreo de la distribucio´n simple.
Basa´ndonos en este resultado, se propone una me´trica para la discriminacio´n de
nuevas instancias de series de tiempo. Esta me´trica usa el proceso de codificacio´n
de VAE, que normalmente es desechado en la mayorı´a de los usos reportados en
la literatura, y el error de reconstruccio´n de la entrada. Para el primero se obtiene
la proyeccio´n en un espacio simplificado de la posible distribucio´n de probabilidad
desde la cual se pudo haber extraı´do la instancia que se prueba, para luego com-
pararla con la distribucio´n gaussiana aprendida. Para el segundo se reconstruye la
instancia desde la distribucio´n gaussiana y se compara con la instancia original.
Para validar el modelo, el me´todo ha sido evaluado en la deteccio´n de fallos tan-
to de cajas de engranajes helicoidales como de rodamientos. En estas aplicaciones,
a diferencia de las presentadas anteriormente, se toma en cuenta la dificultad de
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obtener instancias de entrenamiento de una ma´quina con dan˜os (ya que hemos de
disponer de una ma´quina dan˜ada para ello, y nuestro objetivo es salvaguardar el
funcionamiento de las mismas), y sin embargo, en la mayorı´a de casos resulta senci-
llo obtener instancias en condiciones normales. Partiendo de estas consideraciones,
las aplicaciones para la deteccio´n de fallos buscan tener la capacidad de reconocer
que una ma´quina contiene algu´n componente que trabaja en condiciones alejadas
de lo normal. Nuestra propuesta permite crear un modelo de deteccio´n de fallos
que solamente necesita de instancias en condiciones normales en su fase de entrena-
miento. Las pruebas se realizaron en condiciones de operacio´n de velocidad y carga
constante y variable en los mecanismos del sistema, y los resultados muestran que
el modelo es capaz de discriminar al 100 % las instancias en condiciones normales
de las instancias que muestran algu´n tipo de fallo en las dos aplicaciones.
1.2.5. Capı´tulo 6: Conclusiones
Finalmente, y en base a los resultados obtenidos en los capı´tulos anteriores, en
este capı´tulo se presentan las conclusiones generales del trabajo realizado, tanto des-
de una perspectiva especı´fica a cada una de las propuestas estudiadas, como des-
de una perspectiva global que au´na y compara todas estas propuestas. Tambie´n se
muestran algunas posibles lı´neas de investigacio´n futuras en torno a la tema´tica aquı´
desarrollada y a los buenos resultados obtenidos, evaluando el modelado de siste-
mas dina´micos con Machine Learning, esperando motivar esta vı´a como una de las
posibles lı´neas de trabajo complementaria al resto de aproximaciones existentes en
la literatura.

CAPI´TULO 2
FUNDAMENTOS
En este capı´tulo se presentan los fundamentos correspondientes a los temas trans-
versales de la memoria, como son: Sistemas Dina´micos, elementos meca´nicos y ma-
quinaria rotativa, sistemas de adquisicio´n de sen˜ales, ana´lisis tiempo-frecuencia y
Aprendizaje Automa´tico.
En la seccio´n de Sistemas Dina´micos se proporcionara´n algunas definiciones
ba´sicas del a´rea, ası´ como una formalizacio´n de que´ entenderemos por Sistema Dina´mi-
co. Adema´s mostraremos el Teorema de Takens[93], elemento fundamental para la jus-
tificacio´n de este trabajo.
El cara´cter aplicado de este trabajo de tesis en tareas del mantenimiento basa-
do en la condicio´n hace necesario abordar ciertos fundamentos importantes de los
sistemas meca´nicos y las posibles fallas que en estos pueden ocurrir. Es por ello
que se han incluido las secciones de componentes meca´nicos, fallos en elementos
meca´nicos y configuracio´n experimental para tareas del mantenimiento basado en
la condicio´n. Adicionalmente, y con el objetivo de contextualizar adecuadamente la
metodologı´a completa de trabajo que se ha seguido, se presenta el sistema de adqui-
sicio´n de sen˜ales propuesto.
Como hemos indicado, este trabajo se desarrolla en la frontera entre el Proce-
samiento de Sen˜ales y el Aprendizaje Automa´tico. En este sentido, inicialmente se
usan te´cnicas de procesamiento de sen˜ales cla´sicas para poder aplicar algoritmos de
aprendizaje automa´tico, pero luego se utiliza el aprendizaje automa´tico como herra-
mienta para procesar las sen˜ales de forma directa. Por las razones anteriores se ha
visto conveniente incluir en este capı´tulo las secciones de Ana´lisis tiempo-frecuencia
y Aprendizaje Automa´tico para presentar los fundamentos de estas dos importantes
a´reas.
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2.1. Sistemas Dina´micos
Los feno´menos observables, ya sean naturales o derivados de procesos genera-
dos por el ser humano, dan como resultado un comportamiento que esta´ ı´ntimamen-
te relacionado con las caracterı´sticas de los elementos que intervienen (incluyendo
el entorno en el que tiene lugar) y de las interacciones que se producen entre ellos.
Al conjunto de elementos que interaccionan y que forman una unidad para la com-
prensio´n de un feno´meno es a lo que se llama, habitualmente y dependiendo de la
disciplina de aproximacio´n, un sistema.
Podemos encontrar sistemas que tienen asociados comportamientos que pueden
llegar a ser muy complejos, ya sea desde un punto de vista descriptivo o dina´mico,
es decir, cuya estructura no es fa´cilmente formalizable, o cuya dina´mica temporal no
se puede describir de forma sencilla haciendo uso de las herramientas disponibles1.
Sin embargo, si bajamos a un nivel descriptivo suficiente de los elementos que lo
constituyen, frecuentemente nos encontramos con que tanto la descripcio´n de e´stos
como de las interacciones que se producen entre ellos, es relativamente simple y sı´
es abordable con las herramientas cientı´ficas actuales.
Lo anterior plantea una de las inco´gnitas fundamentales en el estudio de siste-
mas, y es la de explicar co´mo es posible obtener un comportamiento macrosco´pico
(a nivel del sistema completo) que puede presentar caracterı´sticas de complejidad
cualitativamente distintas a las que se presentan a nivel microsco´pico (a nivel de
los elementos que constituyen el sistema) o incluso mesosco´pico (a un nivel inter-
medio, de subsistemas si los hubiera, que componen el sistema global). Sin duda,
la u´nica explicacio´n plausible es que la conjuncio´n de estructuras y funcionalidades
simples bajo la existencia de un suficiente nu´mero de interacciones (aunque tambie´n
sean simples) hace que los sistemas actuales de descripcio´n de dina´micas y estruc-
turas no sean lo suficientemente potentes para poder explicar los comportamientos
macrosco´picos observados. El nu´mero y diversidad de interacciones que se pueden
obtener a partir de un conjunto prefijado de elementos es exponencial en el taman˜o
del conjunto, por lo que precisamos de herramientas y lenguajes nuevos para po-
der abordar la descripcio´n del funcionamiento del sistema completo con algunas
garantı´as de e´xito.
Cuando en un sistema se produce un cambio en el tiempo, hablamos de Siste-
ma Dina´mico y, en estos casos, el ana´lisis que se realiza al estudiar la evolucio´n del
sistema segu´n esta dimensio´n temporal se denomina ana´lisis temporal. Dependiendo
de la referencia temporal necesaria para describir la dina´mica del sistema se pueden
considerar sistemas dina´micos continuos, aquellos que hacen uso de un espacio con-
tinuo como dominio de la variable temporal (normalmente, los nu´meros reales), o
discretos, aquellos que hacen uso de un espacio discreto para tal fin (normalmente,
los nu´meros naturales o enteros).
1Es interesante observar que, en muchas definiciones habituales en la literatura, la complejidad de
un sistema se mide en funcio´n de nuestra capacidad actual de abordarlo.
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Para formalizar de una manera ma´s adecuada el proceso de modelado por sis-
temas dina´micos empezaremos hablando sobre la forma de describir cada etapa de
su evolucio´n. Para ello, es necesario que el sistema sea descrito de forma completa
por un conjunto de variables que llamaremos estados, los cuales se agrupan para for-
mar un vector de estados. En la descripcio´n de la dina´mica es habitual imponer que
el vector de estados contenga el grupo de variables necesario para describir el esta-
do siguiente a uno dado desde el punto de vista temporal. Pero, adema´s, se suelen
incluir variables complementarias (no necesarias para obtener un estado siguiente)
que aportan informacio´n adicional relacionada con la tarea que se esta´ analizando.
Para facilitar la descripcio´n formal del sistema, se suele imponer la restriccio´n
de que el vector de estados debe tener estructura fija, tanto en taman˜o como en las
variables que contiene, durante todo el proceso de evolucio´n del sistema dina´mico.
Lo que quiere decir que no se puede agregar, quitar o cambiar variable alguna, sino
que su seleccio´n e inclusio´n se realiza de forma u´nica en el proceso de modelado
por un experto que define las variables ma´s importantes. De esta forma, un estado
instanta´neo puede ser visto como un punto de un espacio prefijado, llamado espacio
de estados, definido por el nu´mero y tipo de elementos del vector que lo conforma.
Al estado del que parte la dina´mica del sistema se le conoce como estado inicial, y
suele asociarse al valor 0 de la variable temporal (tanto en el caso discreto como en
el continuo).
Por otra parte, la forma en la que el sistema evoluciona de un estado a otro sue-
le formalizarse por medio de una regla de evolucio´n que nosotros interpretaremos
como una funcio´n. En este sentido, el papel que cumple esta funcio´n es la de trans-
formar un estado en un instante de tiempo determinado (definido por el vector de
estado) en otro que sea tambie´n parte del espacio de estados. Lo ma´s habitual es con-
siderar esta funcio´n de dos posibles tipos, determinista (si la regla devuelve siempre
el mismo estado a partir de las mismas condiciones de entrada), o estoca´stica (si el
estado que devuelve la regla viene dado por una distribucio´n de probabilidad, por
lo que puede devolver estado distintos bajo las mismas condiciones).
En el caso de un sistema dina´mico determinista discreto podemos escribir su
dina´mica de la siguiente forma. Si x(t) representa el vector de estado del sistema
para un tiempo t determinado, y x0 representa el estado inicial, entonces la dina´mica
viene dada por las siguientes ecuaciones:
x(0) = x0 (2.1)
x(t) = f(x(t− 1)) (2.2)
Debemos tener en cuenta que el instante inicial, t = 0, simplemente indica el
instante desde el cual se inicia el ana´lisis del sistema dina´mico como un valor de
referencia, por lo que en la evolucio´n de un sistema dina´mico tambie´n se podrı´a
considerar t < 0.
En los sistemas continuos deterministas la funcio´n f no puede representar la re-
gla de cambio de estados sucesivos, debido a que los estados cambian en un espacio
continuo con respecto al tiempo t. En este caso se suelen considerar restricciones
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adicionales, como son que el vector de estados sea una funcio´n continua y derivable
en un espacio con suficientes propiedades. De esta forma, la funcio´n f define la tasa
de cambio instanta´nea del vector de estados, y la dina´mica se puede expresar como:
x(0) = x0 (2.3)
x′(t) = f(x(t)) (2.4)
El vector de estados junto con su evolucio´n temporal puede ser usado para des-
cribir la dina´mica completa del sistema dina´mico. Una forma comu´n de representar
dicha dina´mica es mediante trayectorias representadas gra´ficamente por los valores
obtenidos en cada instante de tiempo de las variables de estado en el espacio carte-
siano formado por dichas variables. Al diagrama resultante del proceso anterior se le
conoce como diagrama de fase. Bajo ciertas condiciones, el ana´lisis de la topologı´a de
las trayectorias en el diagrama de fase permite conocer cua´l es el estado del sistema
e incluso su posible comportamiento futuro.
De cualquier forma, en muchos casos, independientemente de si el sistema es
continuo o discreto, la informacio´n correspondiente a la evolucio´n temporal de las
variables de estado es muy limitada, y en ciertas ocasiones es totalmente inaccesible,
por lo que no es posible realizar el ana´lisis en el diagrama de fase generado por las
trayectorias de las variables de estado y, por lo tanto, el estado del sistema resul-
ta desconocido. Sin embargo, Floris Takens en [93] propone un teorema que asegura
que, bajo ciertas hipo´tesis sobre el sistema, resulta posible reconstruir la dina´mica del
sistema original completo a partir de mediciones de algunas de las variables involu-
cradas y, de esta forma, conocer la evolucio´n del mismo (en realidad, no se obtiene
la evolucio´n exacta del sistema, pero se puede reconstruir una versio´n simplificada
del espacio de fase que, en general, tiene las mismas caracterı´sticas topolo´gicas que
el diagrama de fase creado por las variables de estado que se conocen).
El trabajo que aquı´ se presenta no se enfoca en el teorema de Takens ni en los
me´todos subyacentes (por ejemplo, ve´ase [91] o [106]), sin embargo, su hallazgo jus-
tifica todo intento relacionado con la estimacio´n del estado de un sistema dina´mico
a partir de mediciones limitadas de series de tiempo de algunas de sus variables. En
este sentido, los me´todos propuestos son muy diversos, partiendo desde te´cnicas de
procesamiento de sen˜ales hasta ana´lisis puramente matema´ticos. Aquı´ se exploran
metodologı´as hı´bridas entre el procesamiento de sen˜ales y el aprendizaje automa´tico
que logran, a partir de una serie temporal, estimar el estado del sistema.
2.2. Componentes meca´nicos
2.2.1. Engranes
Los engranes (o engranajes) son elementos meca´nicos que se pueden conectar y
son capaces de transmitir movimiento de rotacio´n y torque, que puede disminuir o
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aumentar dependiendo de la relacio´n de transmisio´n, rt, entre ellos. Por esta razo´n,
los engranes son elementos indispensables en maquinarias rotativas que requieran
de una velocidad especı´fica.
Si tenemos dos engranes tal y como muestra la Figura 2.1, donde el primero es
el engrane de entrada y el segundo es el engrane de salida, la relacio´n de transmisio´n
entre ellos se calcula como el ratio del nu´mero de dientes del primero de ellos, Z1, y
el nu´mero de dientes del segundo, Z2:
rt =
Z1
Z2
(2.5)
Figura 2.1: Relacio´n de transmisio´n en engranes.
Cuando la relacio´n de transmisio´n es menor que 1, se obtiene una disminucio´n
de la velocidad y un aumento del torque, como es el caso de las cajas reductoras. Por
el contrario, si la relacio´n de transmisio´n es mayor que 1, la velocidad aumentara´
y el torque disminuira´. Para calcular la velocidad resultante en el engrane 2 basta
multiplicar la relacio´n de transmisio´n entre Z1 y Z2 por la velocidad del engrane 1.
V2 =
Z1
Z2
· V1 (2.6)
Actualmente, en cajas reductoras se pueden utilizar engranes con diente recto o
helicoidal, siendo estos u´ltimos los ma´s usados por su bajo ruido y la capacidad de
soportar mayores velocidades de funcionamiento. La Figura 2.2 muestra una caja
reductora con engranes helicoidales que cuenta con una relacio´n de transmisio´n de
0,667 dada por los engranes con nu´mero de dientes Z1 = 30 y Z2 = 45.
2.2.2. Rodamientos
Se conoce como rodamiento al elemento meca´nico que se acopla en un eje con el
objetivo de reducir la friccio´n existente en el eje al transmitir cargas axiales, radiales
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Figura 2.2: Caja reductora con engranes helicoidales.
o una combinacio´n de ellas. Los principales componentes de un rodamiento son:
pista interna, pista externa, y elemento rodante (ver Figura 2.3).
La pista interna cumple la funcio´n de acople entre eje y rodamiento, por lo tanto
cuenta con un movimiento giratorio. La pista externa cumple la funcio´n de mantener
al rodamiento en una posicio´n establecida, por tanto no tiene movimiento giratorio.
El elemento rodante es el encargado de soportar las cargas que actu´an sobre el roda-
miento y adema´s posee un movimiento de traslacio´n y rotacio´n.
Pista 
Externa
Pista 
Interna
Elemento 
Rodante
Figura 2.3: Partes principales de un rodamiento.
2.3. Fallos en elementos meca´nicos
Cada pieza que forma parte de un mecanismo cumple con una tarea especı´fi-
ca, y dependiendo de cua´l sea, los elementos pueden ser sometidos a cargas axiales
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o radiales, lo que, sumado a las condiciones de trabajo como son temperatura, hu-
medad, y partı´culas en el ambiente, hacen que los elementos tiendan a fallar con el
transcurso del tiempo.
A continuacio´n damos un breve repaso a los fallos que podemos encontrar en los
elementos (engranes y rodamientos) que forman nuestros sistemas de estudio.
2.3.1. Fallo en engranes
Los engranes usados en maquinaria industrial son manufacturados en materiales
altamente resistentes a la corrosio´n, desgaste, fatiga y esfuerzos de deformacio´n con
el afa´n de soportar condiciones severas de funcionamiento. Sin embargo, defectos en
el material, mala fabricacio´n o una deficiente lubricacio´n, pueden generar un fallo
prematuro.
Tal y como muestra la Figura 2.4, las principales causas de fallo en engranes se
deben principalmente a circunstancias directamente relacionadas con el proceso de
lubricacio´n, por lo que la parte ma´s afectada en estos elementos sera´n las superficies
de contacto entre dientes.
51%
7%
6%
23%
13%
Mala lubricación
Lubricación y
mantenimiento
Contaminación de
aceite
Fallas de
rodamiento
Lubricante
equivocado
Figura 2.4: Principales causas de fallos en engranes [1].
Una clasificacio´n detallada de los fallos que pueden ocurrir en engranes por di-
ferentes causas es mostrada a continuacio´n:
Perturbaciones superficiales: Las perturbaciones superficiales son fallos que
se presentan en la cara del diente en engranes que se encuentran sometidos
a condiciones adversas de funcionamiento (como pueden ser una mala lubri-
cacio´n, presencia de sustancias extran˜as en el lubricante, descargas ele´ctricas,
o excesiva carga). Estas perturbaciones se pueden clasificar en varias familias
segu´n su origen y tipologı´a:
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• Desgaste por deslizamiento: desgaste normal, desgaste moderado, des-
gaste excesivo, pulido, desgaste abrasivo, rascado moderado, rascado se-
vero, desgaste de interferencia.
• Corrosio´n: corrosio´n quı´mica, corrosio´n por friccio´n, decapado.
• Sobrecalentamiento.
• Erosio´n: cavitacio´n, hidra´ulica, ele´ctrica.
En general, la deteccio´n temprana de este tipo de fallos evitara´ problemas futu-
ros, pero un engrane con ellos podra´ seguir en funcionamiento durante largos
periodos de tiempo.
Raspaduras: Las raspaduras son fallos generados por fatiga superficial entre
dientes de engranes, y se presenta incluso con adecuada lubricacio´n. Depen-
diendo del tiempo transcurrido desde su aparicio´n, este fallo puede presentar-
se bajo tres niveles de severidad: leve, moderada, y severa.
Deformaciones permanentes: El fallo por deformaciones permanentes se pre-
senta en engranes una vez superada la resistencia u´ltima del material causado
por una carga externa una vez que es retirada. Este tipo de fallo puede ser pre-
venido con el uso de grasas para presio´n extrema. Una posible clasificacio´n de
este tipo de fallos es:
• Abolladura.
• Deformacio´n pla´stica: por laminado, por contacto.
• Ondulacio´n.
• Deformacio´n por arista viva.
• Deformacio´n por rebaba.
Feno´meno de fatiga superficial: El feno´meno de fatiga superficial se presenta
en engranes con capa delgada de lubricacio´n o por el uso de un aceite inade-
cuado, y que adema´s se encuentran sometidos a tensiones elevadas de trabajo,
lo que provoca pe´rdida de material en la cara de los dientes. Este tipo de fallo
se subdivide en seis posibles categorı´as:
• Picaduras: picaduras iniciales, picaduras progresivas, macro-picaduras.
• Picaduras escamosas.
• Astillamiento.
• Trituracio´n.
Las picaduras iniciales se presentan en la mayor parte de engranes en eta-
pas iniciales de uso, lo cual no representa problemas para su funcionamiento.
Sin embargo, el panorama cambia cuando se trata de picaduras progresivas,
que acaban con la superficie del diente y provocan ruido durante su funciona-
miento. Las picaduras progresivas comienzan como pequen˜os agujeros bajo el
dia´metro de paso del engrane y a medida que avanza cubre toda la superficie
del diente.
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Roturas y fisuras: Las fisuras son el resultado de altas tensiones meca´nicas,
temperaturas de trabajo elevadas, o un mal tratamiento te´rmico empleado du-
rante la manufactura del engrane. Este fallo, de ser detectado en etapas tem-
pranas, no supondra´ averı´as del sistema, pero si no se trata de forma adecuada
avanzara´ llegando a generar roturas de diente que desgastara´n ra´pidamente al
sistema y provocara´ una disminucio´n abrupta en su vida u´til. Este fallo puede
clasificarse en:
• Grietas de temple.
• Grietas de rectificado.
• Grietas por fatiga.
Diente roto: El fallo por diente roto genera problemas de operacio´n en la ca-
ja de engranes debido a la exigencia que ocasionara´ en los dientes que au´n
esta´n en buen estado, pudiendo provocar el fracaso de todo el sistema. El fallo
dependera´ de factores externos como la lubricacio´n, la carga a la cual esta´n so-
metidos, e incluso su proceso de manufactura. A continuacio´n se presenta una
posible clasificacio´n de este tipo de fallos:
• Rotura por sobrecarga: fractura fra´gil, fractura du´ctil, fractura semi-fra´gil.
• Cizallado de diente.
• Rotura posterior a deformacio´n pla´stica.
• Rotura por fatiga: fatiga de dientes, rotura de dientes.
2.3.2. Fallos en rodamientos
Debido a las distintas condiciones bajo las que puede trabajar un rodamiento,
cada uno de los elementos que lo componen puede fallar con el paso del tiempo
de funcionamiento. Al igual que ocurrı´a en el caso anterior, la causa principal de
fallos en rodamientos se presenta por un defecto en el lubricante, ya sea por enveje-
cimiento (horas de funcionamiento) o por una mala eleccio´n del mismo (viscosidad,
gradiente de temperatura, etc), lo que puede provocar que los elementos del roda-
miento se deterioren y no funcionen de una manera adecuada, llegando incluso a
generar graves dan˜os al equipo y pe´rdidas econo´micas considerables a causa del
tiempo requerido para realizar un cambio del mecanismo. A continuacio´n se mues-
tran los distintos tipos de fallos que pueden aparecen en los rodamientos:
Fatiga por contacto: El movimiento continuo y giratorio al cual esta´n some-
tidos los rodamientos durante su funcionamiento hacen que la incidencia del
fallo de fatiga por contacto sea elevada incluso en condiciones normales de
carga y velocidad. Este fallo se subdivide en dos categorı´as:
• Fatiga inicial bajo la superficie.
• Fatiga superficial.
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Desgaste: Durante el funcionamiento de un rodamiento existen situaciones
que provocan una pe´rdida del material de alguno de sus elementos, que se de-
nomina desgaste. Este fallo tambie´n es causado principalmente por circunstan-
cias asociadas al lubricante y requiere especial cuidado para evitar problemas
futuros. Dependiendo de la causa externa que lo provoca el desgaste se puede
clasificar en:
• Desgaste abrasivo.
• Desgaste adhesivo.
• Desgaste por contacto: desgaste corrosivo, desgaste por partı´culas.
Corrosio´n: El fallo por corrosio´n tiene caracterı´sticas similares al desgaste. Su
u´nica diferencia es la causa que origino´ el problema. De acuerdo con esto, se
clasifica en:
• Corrosio´n por humedad.
• Corrosio´n friccionante: corrosio´n friccionante leve, corrosio´n friccionante
severa.
Erosio´n ele´ctrica: El fallo por erosio´n ele´ctrica es un problema recurrente al
utilizar variadores de frecuencia. Este fallo se debe a la corrosio´n producida
por fugas de corriente o voltajes elevados, y se produce al pasar corriente por
los elementos del rodamiento generando calor y, con ello, corrugaciones en
las pistas, de tal forma que el lubricante queda inservible y los elementos con
dan˜os permanentes. El incremento que se ha dado a partir del an˜o de 1990 en
el uso y desarrollo de variadores de velocidad para motores, hacen que este
fallo se presente con alta frecuencia a nivel industrial.
Deformacio´n pla´stica: Tras cumplir con su tiempo de vida u´til, los rodamien-
tos comienzan a experimentar fallos por deformacio´n pla´stica que se presentan
como abolladuras en la superficie tanto de la pista externa como interna. Este
proceso normal de fallo en rodamientos puede aparecer antes de cumplir con
su vida u´til cuando el elemento esta´ expuesto a cargas extremas que superen
su disen˜o, excesivas pre-cargas, o cargas axiales. Se puede clasificar como:
• Deformaciones por sobrecarga.
• Abolladura: abolladura por escombros, abolladura por manipulacio´n.
Grietas y fracturas: El fallo por grietas y fracturas se presenta en rodamientos
montados de manera inadecuada, fuerzas externas, mala lubricacio´n, o someti-
dos a cargas elevadas. En etapas iniciales de fallo se presenta en forma de grie-
tas, las cuales generara´n ruido durante su funcionamiento. Al pasar el tiempo
la grieta terminara´ en una fractura del elemento, lo que causara´ una parada
abrupta del mecanismo del cual forma parte y posibles dan˜os adicionales. Su
clasificacio´n de acuerdo al origen del fallo es:
• Fractura forzada.
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• Fractura por fatiga.
• Grieta por temperatura.
2.4. Ana´lisis Tiempo-Frecuencia
El ana´lisis de Fourier permite obtener informacio´n clara sobre las componen-
tes de frecuencia que tiene una sen˜al. Este ana´lisis es u´til, principalmente, cuando
la sen˜al es perio´dica, siendo posible representar una serie de tiempo como una su-
ma de mu´ltiples componentes senoidales y cosenoidales, lo que permite expresar
la transformada de Fourier de forma ma´s compacta haciendo uso de la exponencial
compleja.
Sin embargo, no todas las sen˜ales cumplen una condicio´n de periodicidad, algu-
nas presentan eventos que ocurren una sola vez durante todo el dominio de la sen˜al
capturada y otras responden a procesos subyacentes que evolucionan en el tiempo.
En estos casos, el ana´lisis de Fourier ma´s cla´sico no es capaz de extraer patrones de
repeticio´n locales, por lo que proporciona una herramienta limitada para mu´ltiples
aplicaciones que requieren del procesamiento de este tipo de series temporales.
Por ejemplo, la Figura 2.5 muestra una sen˜al de 3Hz (Figura 2.5a superior) en
la que se han inyectado dos componentes de 300Hz y 400Hz respectivamente (Fi-
gura 2.5a inferior). En la Figura 2.5b se muestra el espectro de la sen˜al, en la que es
apreciable la pe´rdida de informacio´n. Si bien es cierto que existen picos de frecuencia
cerca de los 300Hz y 400Hz, indicando la presencia de los transitorios, estas bandas
frecuenciales tienden a traslaparse y por tanto a confundirse. Es apreciable, adema´s,
que la informacio´n concerniente a la baja frecuencia de 3Hz ha desaparecido por
completo. Adema´s, al ser eventos que ocurren en un tiempo especı´fico y una sola
vez, serı´a interesante poder conocer en que´ instante de tiempo sucedieron, pero esta
informacio´n se encuentra completamente fuera del alcance de la transformada de
Fourier, que es capaz de decirnos que´ frecuencias ocurren, pero no cua´ndo ocurren.
2.4.1. Transformada Corta de Fourier
Debido a las limitaciones indicadas anteriormente ha sido necesario el desarro-
llo de otro tipo de herramientas para el ana´lisis de sen˜ales. E´stas debı´an ser capaces
de extraer patrones, tanto globales como locales, de las series temporales. Normal-
mente, los patrones globales se presentan en las sen˜ales como componentes de baja
frecuencia con una tasa de ocurrencia baja, mientras que los patrones locales suelen
aparecer como eventos de corta duracio´n (alta frecuencia) y de forma espora´dica,
incluso u´nica, como una parte transitoria de la sen˜al capturada.
Es ası´ como nace el ana´lisis tiempo-frecuencia con una primera propuesta de
Dennis Gabor en su artı´culo ”Theory of communication”[30], donde se bautizo´ como
ana´lisis por ventaneo de sen˜ales y que actualmente se conoce como Transformada Corta
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Figura 2.5: Sen˜al con distorsio´n de transitorios de alta frecuencia y su espectro.
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de Fourier (STFT). Este proceso dio una primera solucio´n para el descubrimiento de
patrones locales en series temporales, permitiendo conocer un rango de tiempo en
el cual puede haber ocurrido un evento de alta frecuencia.
La STFT se realiza aplicando la transformada de Fourier a trozos sucesivos y or-
denados de la sen˜al. Estos trozos son determinados por el taman˜o de una ventana
previamente definida de acuerdo a la aplicacio´n objetivo. Con la STFT se obtiene el
espectro de cada tramo de tiempo, logrando conocer de esta forma las componentes
de frecuencia para cada uno de ellos. Ası´, es posible saber que un evento de alta
frecuencia ha ocurrido en un tramo de tiempo si e´ste aparece en la transformada de
Fourier especı´fica para ese tramo de tiempo. La Figura 2.6 muestra la STFT para la
sen˜al de la Figura 2.5a, donde se pone de manifiesto su capacidad para encontrar
las componentes de alta frecuencia que ocurren en rangos de tiempo especı´ficos.
Adema´s, es posible notar que la componente de baja frecuencia permanece inaltera-
da y visible en todo instante de tiempo, evitando la pe´rdida de informacio´n.
Figura 2.6: Ejemplo de STFT.
2.4.2. Transformada Wavelet
La Transformada Corta de Fourier ha sido una herramienta muy u´til para el pro-
cesamiento de sen˜ales, sin embargo tiene dos deficiencias claves. La primera es que
para cada posicio´n de la ventana se calcula la transformada de Fourier, lo que resulta
en un procedimiento computacionalmente muy costoso y que adema´s depende del
taman˜o de la ventana seleccionada, sobre todo para aplicaciones donde se requiere
una buena resolucio´n en tiempo (ventanas angostas) para poder detectar eventos de
alta frecuencia. La segunda de las deficiencias es que el ancho de la ventana es fijo a
lo largo de todo el procedimiento, lo que produce una resolucio´n fija tanto en tiempo
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como en frecuencia, a pesar de ser conocido que los eventos de alta frecuencia nece-
sitan mayor resolucio´n en tiempo y los de baja frecuencia precisan mayor resolucio´n
en frecuencia.
Debido a las deficiencias de la transformada de Fourier y sus derivaciones, en los
an˜os 80 empiezan a sentarse las bases de una nueva teorı´a para el procesamiento de
sen˜ales, a la que llamaron Ana´lisis de Wavelet que, aunque no fue el primer intento
de abordar la representacio´n tiempo-frecuencia desde esta perspectiva, sı´ fue el ma´s
fructı´fero. Su desarrollo se debio´ principalmente a los aportes de Stephane Mallat
en su trabajo “A theory for multiresolution signal decomposition: the wavelet representa-
tion”[63], donde se presentaban algoritmos para el ca´lculo eficiente del ana´lisis de
Wavelet, y al trabajo “Orthonormal bases of compactly supported wavelets”[24] de In-
grid Daubechies, donde se propone un conjunto de bases ortonormales que definen
wavelets u´tiles para mu´ltiples aplicaciones.
Una wavelet es una sen˜al de corta duracio´n con energı´a finita, localizada en un
intervalo de tiempo especı´fico. Un ejemplo de wavelet se muestra en la Figura 2.7.
Figura 2.7: Ejemplo de wavelet.
El Ana´lisis de Wavelet, al igual que el de Fourier, esta´ basado en la descomposi-
cio´n de la sen˜al en un conjunto de componentes. Sin embargo, su principal diferencia
radica en que en este caso las funciones base utilizadas, tambie´n conocidas como wa-
velet madre, tienen una duracio´n finita y, adema´s de cambiar su frecuencia (como en
el ana´lisis cla´sico de Fourier) tambie´n cambian su posicio´n temporal. De esta forma,
la transformada wavelet permite ajustar la resolucio´n tanto en tiempo como en fre-
cuencia, obteniendo una mejor resolucio´n en tiempo para eventos de alta frecuencia
y una mejor resolucio´n en frecuencia para las componentes de baja frecuencia. Es
necesario tener en cuenta que, debido al Principio de Incertidumbre de Heisenberg[34],
traspasando un umbral no se puede tener una mejora en la resolucio´n en tiempo sin
empeorar la resolucio´n en frecuencia y viceversa.
Tomando en cuenta lo dicho, la Transformada Discreta de Wavelet (DWT) utilizada
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en sen˜ales discretas viene dada por:
c(j, k) =
∑
n∈Z
x(n)ψj,k(n) (2.7)
donde ψj,k es un elemento de la familia de wavelets definida por la base ψ que viene
dado por:
ψj,k(n) = 2
− j
2 · ψ(2−jn− k) (2.8)
Como se menciono´ anteriormente, la diferencia entre la transformada de Wavelet
y la de Fourier radica en el hecho de que en la primera la funcio´n base es sometida
a un cambio tanto en frecuencia como posicio´n en el tiempo, algo que se encuentra
implı´cito en la ecuacio´n (2.7), donde el para´metro de traslacio´n, τ , y el de escala, s
(el recı´proco de la frecuencia), vienen determinados por:
τ = 2j (2.9)
s = 2jk (2.10)
2.4.3. Ana´lisis multi-resolucio´n
El Ana´lisis Multi-resolucio´n (MRA), conocido en un principio como Algoritmo Pi-
ramidal, fue creado en 1983 por Peter J. Burt para la representacio´n compacta de
ima´genes [12]. Posteriormente, en 1989 Mallat encontro´ una relacio´n entre este algo-
ritmo, la teorı´a de filtros, y el Ana´lisis de Wavelet [63]. A partir de estos resultados
se crea un conjunto de algoritmos basados en el MRA para la descomposicio´n de
sen˜ales. El fin inmediato era disponer de un conjunto de herramientas para calcular
la DWT, equivalentes a la FFT con respecto a la disminucio´n en el coste computacio-
nal, y encontrar una representacio´n tiempo-frecuencia obtenida de forma adaptativa
con respecto a su resolucio´n en los dos dominios.
El ca´lculo de la DWT basado en el MRA establece que una sen˜al puede ser des-
compuesta en sus componentes de alta frecuencia, d, y baja frecuencia, a, mediante
la aplicacio´n de filtros con respuesta a los impulsos h(n) y g(n), respectivamente,
seguido de una operacio´n de submuestreo con factor 2. Esto es va´lido siempre y
cuando los filtros se encuentren relacionados por la ecuacio´n
g(L− 1− n) = (−1)n · h(n)
lo que determina que se llamen Filtros Espejo en Cuadratura (QMF).
Esta relacio´n se puede formalizar como:
d(k) =
∑
n
x(n) · g(2k − n) (2.11)
a(k) =
∑
n
x(n) · h(2k − n) (2.12)
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Este proceso de descomposicio´n se aplica de forma recursiva sobre la compo-
nente de alta frecuencia, a, que comu´nmente se denomina sen˜al de coeficientes de apro-
ximacio´n, de tal forma que se efectu´a la DWT mediante MRA. Con cada aplicacio´n
sucesiva de la ecuacio´n (2.11) y la ecuacio´n (2.12) se construye un nuevo nivel de
descomposicio´n. Este proceso puede continuar hasta que la componente a tenga un
u´nico elemento. Sin embargo, en la pra´ctica el nivel de descomposicio´n se limita con
algu´n criterio de optimizacio´n, o bien determinado por la aplicacio´n especı´fica. Si la
ecuacio´n (2.11) y la ecuacio´n (2.12) se aplican tambie´n a d entonces el nombre que
se le da es el de Transformada de Wavelet Packet (WPT)[31], lo que resulta en una des-
composicio´n o´ptima de la sen˜al para obtener una representacio´n tiempo-frecuencia.
Un ejemplo de la WPT aplicada a la sen˜al que hemos venido estudiando para
obtener su representacio´n tiempo-frecuencia se muestra en la Figura 2.8, donde se
puede observar que el ratio tiempo-frecuencia se encuentra mejor distribuido que
en el ana´lisis equivalente que se realizo´ con STFT.
Figura 2.8: Ejemplo de espectrograma con WPT.
2.5. Sistema de adquisicio´n de datos
Antes de la tarea de analizar series de tiempo que corresponden con mediciones
reales de sistemas meca´nicos se encuentra un proceso no trivial de captura de datos
que merece ser estudiado con mayor profundidad.
Para empezar, definiremos un sistema de adquisicio´n de datos como un conjunto
ordenado de elementos y componentes fı´sicos relacionados entre sı´ de manera que
en grupo forman una unidad completa y que pueden actuar como tal, ya sea de
manera secuencial o simulta´nea, para obtener datos de las variables de un proceso
concreto.
En los inicios de la adquisicio´n de datos, el proceso de captura de datos de una
variable se realizaba de forma manual mediante inspeccio´n de las lecturas obteni-
das en instrumentos analo´gicos de medicio´n. Los mecanismos de estos instrumen-
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tos eran capaces de reaccionar ante cambios de la variable fı´sica para los que fueron
disen˜ados, y provocaban el movimiento de un elemento de visualizacio´n, habitual-
mente de forma proporcional a los cambios percibidos en la variable observada (por
ejemplo, un mano´metro para la medicio´n de la presio´n del aire). Las lecturas eran
almacenadas en registros escritos para posteriormente ser analizados, representados
en gra´ficas, o simplemente almacenados.
Sin embargo, esta metodologı´a presenta varios inconvenientes, por ejemplo: los
errores de medicio´n por apreciacio´n, o por fallos en la calibracio´n de los instrumen-
tos, afectan a la exactitud de la medida; el ruido en la medicio´n afecta a la precisio´n
de los datos; el tiempo de captura dato a dato puede ser demasiado largo y costoso;
no es posible sincronizar las mediciones de mu´ltiples variables, y adema´s no es po-
sible obtener datos con un intervalo constante (baja latencia). Parte de estos inconve-
nientes fueron minimizados mediante el reemplazo de los elementos meca´nicos por
transductores que son capaces de transformar la variable observada en un potencial
ele´ctrico que puede ser medido. Sin embargo, a pesar de los esfuerzos en mejorar la
tecnologı´a de medicio´n de las variables, no era posible reducir el tiempo de captura,
obtener una baja latencia, o sincronizar la captura de mu´ltiples variables.
Es ası´ como, tras mu´ltiples intentos dispersos realizados por varias compan˜ı´as
tecnolo´gicas, la divisio´n de procesamiento de datos de IBM2 saca al mercado en
1963 el IBM R© 7700 R©, convirtie´ndose en el primer sistema de adquisicio´n de datos
comercial. Este era un sistema de 18 bits capaz de realizar operaciones aritme´ticas
simples en 2 ciclos de ma´quina, donde cada ciclo era ejecutado en 2 microsegun-
dos. Adema´s, era capaz de recolectar datos de forma simulta´nea desde 32 fuentes,
procesarlos y mostrar los resultados como un documento impreso o de forma vi-
sual en hasta 16 terminales diferentes. En 1964, el IBM R© 7700 R© serı´a reemplazado
por el IBM R© 1800 R©, que tenı´a la capacidad de trabajar con cientos de variables de
proceso de cualquier tipo, lo que lo convertı´a en un sistema de adquisicio´n de datos
de propo´sito general. Todos estos sistemas eran productos aislados sin compatibili-
dad con otros productos de co´mputo, de precio muy elevado, y por ende solamente
accesibles a un sector industrial reducido. En 1981, la empresa Scientific Solutions
INC crea la lı´nea LABMASTER R© de productos para la adquisicio´n de datos, compa-
tible con los ordenadores personales (PC) de IBM, con lo que se marca el inicio de
la era de los sistemas de adquisicio´n de datos basados en PC, que perdura hasta la
actualidad.
La Figura 2.9 muestra un diagrama general de un proceso de adquisicio´n de
sen˜ales (la evolucio´n temporal de las variables observadas), donde se aprecia que
la sen˜al correspondiente al proceso fı´sico es capturada por medio de sensores espe-
cializados acorde a cada variable medida. Estos sensores miden las sen˜ales fı´sicas
y las convierten en sen˜ales ele´ctricas que son enviadas a una etapa de acondiciona-
miento de la sen˜al, con la finalidad de eliminar el ruido ele´ctrico que podrı´a afectar
la medicio´n y amplificar los niveles de la sen˜al capturada en la etapa anterior. Tras
el proceso de acondicionamiento, los datos, que hasta el momento no son ma´s que
2Siglas de la empresa International Business Machines Corporation.
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niveles de voltaje continuo, son convertidos a datos digitales por medio de un pro-
ceso de conversio´n analo´gico-digital. Luego, estos datos digitales son enviados al
computador para su almacenamiento, procesamiento y ana´lisis.
A continuacio´n vamos a detallar cada etapa del sistema de adquisicio´n de sen˜ales
aquı´ mostrado. Hemos obviado la etapa Proceso o Planta, mostrado en el diagrama,
debido a que no forma parte del sistema de adquisicio´n, sino que representa la fuente
de donde se obtienen los datos.
Sensores y Transductores: El sensor es el elemento que esta´ directamente rela-
cionado con la magnitud o variable fı´sica que se desea medir. Un sensor esta´
constituido por un material o mecanismo complejo que altera sus propiedades
en funcio´n del cambio en la variable fı´sica de intere´s. Por ejemplo, un sensor
de temperatura tı´picamente cambia su resistencia ele´ctrica en funcio´n de la
temperatura a la que esta´ sometido, y esta variacio´n puede ser captada por
medidores de resistencia ele´ctrica, llamados Ohmetros.
Sin embargo, en la mayorı´a de los sistemas de adquisicio´n de datos es nece-
sario trabajar con sen˜ales ele´ctricas de voltaje o de corriente, y es aquı´ donde
interviene el transductor, un elemento que transforma la variacio´n del sensor,
provocada por la variable fı´sica, en una sen˜al de tipo ele´ctrica. Tomando como
ejemplo el sensor de temperatura antes mencionado, junto al sensor sera´ nece-
sario un transductor que tome la variacio´n de la resistencia y la transforme en
un cambio en la corriente ele´ctrica o voltaje. Lo deseado en la variacio´n, tanto
del sensor como en el transductor, es que sea proporcional a la variacio´n de
la variable fı´sica, es decir, a un cambio constante, ∆f , de la variable medida
debe corresponder un cambio constante, ∆s, en la medida ele´ctrica resultan-
te del transductor. Sin embargo, esto no es posible en todo tipo de variables,
por lo que podemos encontrar sensores que tienen un comportamiento lineal
por intervalos y otros cuyo comportamiento es enteramente no-lineal ante la
variacio´n en el proceso.
Acondicionamiento de la Sen˜al: La sen˜al ele´ctrica entregada por el transduc-
tor, ya sea de voltaje o de corriente, normalmente se encuentra contaminada
con el llamado ruido ele´ctrico. El ruido ele´ctrico en una medicio´n es el resultado
de la adicio´n, a esa medicio´n, de otras sen˜ales que se encuentran en el mismo
entorno o que se han filtrado utilizando algu´n medio de propagacio´n, como
por ejemplo el aire. Este feno´meno resulta perjudicial para el proceso de adqui-
sicio´n porque distorsiona la sen˜al original, dando como resultado informacio´n
erro´nea. La afeccio´n puede variar dependiendo del ratio entre la magnitud de
la sen˜al original y la magnitud del ruido. Si este ratio es grande, la afeccio´n es
pequen˜a, pero si es muy pequen˜o significa que el ruido opaca la mayorı´a de
la informacio´n de la sen˜al original y por lo tanto la afeccio´n es mucho mayor.
Un ejemplo de ruido ele´ctrico es la componente de 50 − 60Hz (dependiendo
del paı´s) que suele aparecer en algunas mediciones a causa del suministro de
la red ele´ctrica.
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Figura 2.9: Diagrama de un sistema de adquisicio´n de sen˜ales.
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Una de las funciones del proceso de acondicionamiento de la sen˜al es la de
eliminar el ruido ele´ctrico de la sen˜al original o, al menos, de mitigar su efecto
en caso de que la eliminacio´n completa no sea posible. Para ello, se realiza un
proceso de filtrado que elimina las componentes de frecuencia especı´fica, que
a priori se sepa que no son u´tiles, mediante filtros elimina banda. Otra forma de
resolver el problema es hacer uso de filtros pasa banda para eliminar todas las
componentes de frecuencia que no se encuentren en el rango frecuencial en el
cual la variable proporciona informacio´n u´til. Estos dos me´todos no son exclu-
yentes, y pueden ser usados en una misma etapa de acondicionamiento de la
sen˜al incluso combinados con otro tipo de filtros como los pasa bajo y pasa alto.
Todo dependera´ del tipo de ruido que se desee eliminar y de la importancia de
disponer de una sen˜al pura para la aplicacio´n posterior a la adquisicio´n de la
sen˜al.
Otra funcio´n de esta etapa es la amplificacio´n de la sen˜al original. En muchos
casos la sen˜al que se recibe tiene un nivel de amplitud muy pequen˜o, en el
orden de los mili o microvoltios (por ejemplo, las sen˜ales que se adquieren a
partir de mediciones en los mu´sculos del cuerpo humano). Para estos casos,
se captura la sen˜al original y se intenta amplificar de forma controlada con-
servando las propiedades de forma y fase que tenı´a originalmente y evitando
la inclusio´n de retardos en la sen˜al resultante. Muchas veces, este proceso se
realiza mediante amplificadores analo´gicos que en muchos casos podrı´an ser
parte de los circuitos de filtrado detallados anteriormente, realizando a la vez
la doble funcio´n de filtro y amplificador.
Conversio´n analo´gica a digital: En la actualidad, las te´cnicas y algoritmos
de ana´lisis y almacenamiento de sen˜ales esta´n implementados en dispositi-
vos de computacio´n que, como vimos, forman parte fundamental de los siste-
mas de adquisicio´n de sen˜ales. Estos dispositivos esta´n formados por circui-
tos electro´nicos que son capaces de trabajar con informacio´n que se encuentra
codificada en secuencias de bits. Por ello, para que puedan procesar o alma-
cenar sen˜ales, e´stas deben estar igualmente representadas como secuencias de
bits. Sin embargo, las sen˜ales de salida de la etapa de acondicionamiento son
analo´gicas y continuas, por lo que en un sistema de adquisicio´n de sen˜ales es
necesario disponer de una etapa dedicada a la conversio´n de sen˜ales analo´gi-
cas a su codificacio´n digital equivalente. Un diagrama del proceso de conver-
sio´n analo´gico a digital se muestra en la Figura 2.10.
El proceso de conversio´n analo´gico a digital (ADC) empieza con una etapa
de muestreo y retencio´n. Como el proceso de conversio´n tarda un periodo de
tiempo, aquı´ se captura un nivel de voltaje de la sen˜al con el circuito de mues-
treo y se mantiene fijo hasta que se termine la conversio´n con el circuito de
retencio´n, algo necesario para evitar que cambie el nivel de voltaje del cual
queremos conocer su codificacio´n digital. Una vez que la sen˜al se fija como
un voltaje de referencia (muestreo y retencio´n) empieza la etapa de conver-
sio´n analo´gica a digital. Para ello se utiliza un circuito de conversio´n digital a
analo´gico (DAC) con un co´digo digital ascendente, que da un valor de voltaje a
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Figura 2.10: Diagrama del conversor analo´gico digital.
un comparador que dispara un impulso de parada cuando el voltaje del DAC
es igual o mayor que la referencia dada por el circuito de muestreo y retencio´n.
Cuando el impulso de parada se activa, se detiene la cuenta ascendente del
co´digo digital en el DAC y se toma este valor binario como el co´digo que re-
presenta el nivel de voltaje que se mantuvo retenido. Este valor es el resultado
de la ADC para un periodo de tiempo. Posteriormente, se muestrea de nuevo
y se retiene otro nivel de voltaje y el proceso se repite.
Para la seleccio´n de los dispositivos electro´nicos que realizan la conversio´n
analo´gica a digital se deben tener en cuenta al menos dos factores fundamen-
tales: la tasa de muestreo y la resolucio´n. La primera representa el nu´mero
de ADCs que se pueden realizar en un tiempo determinado, y habitualmente
de mide en samples/s. La segunda representa la variacio´n mı´nima de voltaje
que puede ser detectada por el dispositivo de ADC y que por lo tanto cambia
el valor binario resultante. Para entender las restricciones que imponen estos
dos para´metros de forma pra´ctica se puede decir que la tasa de muestreo se
encuentra limitada en un caso extremo por el tiempo que tarda al DAC en rea-
lizar el barrido desde el co´digo binario mı´nimo al ma´ximo. Por otro lado la
resolucio´n se encuentra limitada por el nu´mero de bits que tiene el DAC.
Ordenador: Todo el proceso realizado hasta este momento tiene la finalidad
de transformar la sen˜al, que inicialmente se encontraba como niveles de vol-
taje en el tiempo, en un conjunto de cadenas de bits que forman una repre-
sentacio´n discreta de la sen˜al original. Esta versio´n digital suele ser enviada a
un ordenador usando un medio cableado, aunque hoy en dı´a tambie´n se uti-
lizan medios inala´mbricos. En cualquier caso, independientemente del medio
usado para la transferencia de los datos, se usan protocolos de comunicacio´n
avanzados, que se encargan de gestionar la transferencia de la informacio´n y
brindar robustez ante perturbaciones externas que pudiesen afectar al proce-
so de comunicacio´n. En el lado del ordenador, un software de adquisicio´n de
datos es el encargado de gestionar la recepcio´n de la sen˜al digitalizada para
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luego procesarla segu´n las necesidades de la aplicacio´n especı´fica, donde se
incluye su almacenamiento para su uso o ana´lisis posterior. Si la aplicacio´n es
comu´n en el medio industrial, se puede encontrar software comercial o inclu-
so software libre para realizar esta tarea. Sin embargo, si se desea personalizar
el software de adquisicio´n con los requerimientos de una aplicacio´n especı´fi-
ca, entonces sera´ necesario el disen˜o e implementacio´n en algu´n lenguaje de
programacio´n o framework. Ejemplos de esto son LabViewTM, de la compan˜ı´a
National Instrument R©, y Matlab[69], de la compan˜ı´a MathWorks R©.
2.5.1. Sistema de adquisicio´n de datos para una ma´quina rotativa
Para este trabajo fue necesaria la implementacio´n de un sistema de adquisicio´n
de datos que complementa a los sistemas meca´nicos de la Figura 2.22, Figura 2.23, y
Figura 2.25; y por el que se obtiene una observacio´n de lo que pasa en una caja de
engranes industrial o sistema de transmisio´n permitiendo adema´s adquirir datos de
manera que se puedan procesar y evaluar las sen˜ales obtenidas.
Parte del sistema de adquisicio´n de datos esta´ conformado por un subsistema
ele´ctrico y electro´nico que provee de energı´a a todos los componentes para su fun-
cionamiento y adema´s contiene toda la instrumentacio´n para la medicio´n de las va-
riables. El esquema general de este subsistema se muestra en la Figura 2.11, donde
se representan las conexiones ele´ctricas y electro´nicas del banco de vibraciones. A
continuacio´n pasamos a detallar cada uno de sus componentes.
Sistema de alimentacio´n de energı´a
En primer lugar describimos los elementos que proporcionan energı´a a los com-
ponentes del banco de vibraciones, es decir, aquellos que intervienen en el proceso
que va desde la toma de energı´a de la red trifa´sica hasta el motor que produce el
movimiento meca´nico. El flujo energe´tico se detalla en el diagrama de la Figura 2.12,
donde se puede apreciar que la energı´a que alimenta al sistema se toma de una red
trifa´sica para, posteriormente en un tablero de conexiones, ser acoplada por medio
de fuentes de alimentacio´n y ser distribuida segu´n la necesidad de cada componente.
A continuacio´n, esta energı´a controlada sera´ trasladada a los actuadores del sistema,
que son el motor para dar el movimiento y el freno magne´tico para simular la carga
meca´nica.
La mayorı´a de componentes del sistema de alimentacio´n de energı´a se encuen-
tran en el tablero de conexiones. Un tablero de conexiones es una caja meta´lica
con un conjunto de paneles internos que permiten realizar conexiones ele´ctricas y
electro´nicas aislando los elementos del medio en el que intervienen. Este tablero al-
berga diferentes componentes encargados de dar la respectiva energı´a a los sensores
y de asegurarlos. Esta´ provisto de un mando de emergencia que al ser presionado in-
hibe inmediatamente la energı´a y detiene cualquier proceso. Adema´s, mantiene los
componentes lejos del operario y es seguro para la distribucio´n de energı´a hacia el
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Figura 2.11: Diagrama ele´ctrico y electro´nico de un sistema de adquisicio´n de sen˜ales
de vibracio´n.
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CONEXIONES
RED TRIFÁSICA
-Fuentes
-Variador de frecuencia
-Motor
-Freno Magnético
Figura 2.12: Diagrama ele´ctrico del sistema de adquisicio´n de sen˜ales de vibracio´n.
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banco meca´nico. Un tablero ele´ctrico y sus componentes para el banco de vibracio´n
se muestran en la Figura 2.13.
Figura 2.13: Tablero ele´ctrico principal.
Los elementos ma´s importantes del tablero de conexiones y del motor son:
Medidor de corriente: El medidor de corriente consiste en una bobina de co-
rriente de montaje mu´ltiple (Multi-mount current coil, en ingle´s) disen˜ada para
obtener la medicio´n de la corriente que circula por el cable que la atraviesa por
el orificio entre sus electrodos (ve´ase Figura 2.14). El medidor de corriente uti-
lizado para el banco de vibraciones de las adquisiciones llevadas a cabo para
este trabajo tiene las siguientes caracterı´sticas:
• Marca: Camsco.
• Corriente: 60/ 5 A.
• Frecuencia: 50 - 60Hz.
El principio de funcionamiento de este sensor se basa en el efecto descubierto
en 1879 por el fı´sico Edwin Herbert Hall, y por el que fue llamado efecto Hall,
que mostro´ que si se emplea un campo magne´tico elevado sobre una la´mina
conductora (normalmente, se usa una fina la´mina de oro) por la que circula
corriente, se produce un voltaje en una direccio´n transversal a la misma, este
voltaje se llama voltaje Hall, que permite medir el voltaje de la la´mina.
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Figura 2.14: Sensor de corriente.
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Este efecto es usado para medir la cantidad de corriente que pasa por un ele-
mento conductor, y es el principio de funcionamiento de los sensores de efecto
Hall usados en el proceso de mediciones del banco de vibraciones. Se usan tres
de estos sensores para captar la cantidad de corriente que atraviesa cada lı´nea
de la red trifa´sica que ingresa en el tablero de conexiones.
Fuentes de alimentacio´n industriales: Las fuentes de alimentacio´n industria-
les (Industrial Power Supplies) son las encargadas de suministrar los diferentes
voltajes y corrientes a cada equipo. Esta´n conectadas a la red trifa´sica de entra-
da. Para dar lugar a los diferentes voltajes se tienen tres fuentes, de 24V/2.5A,
12V/2.2A y 5V/4.0A, tal y como se muestra en la Figura 2.15.
Las caracterı´sticas de las fuentes de alimentacio´n son:
• Marca: Traco Power.
• Voltajes de salida: 24V / 12V / 5V.
• Corrientes de salida: 2.5A /0.5 -0.4 A /4.0A.
• Modelo: TCL Q30-112 /TCL 060-124 / TCV 60-124.
• Frecuencia: 50Hz/60Hz.
• Potencia de salida: 60W / - /20W.
24V
5V12V
Figura 2.15: Fuentes de voltaje.
Variador de frecuencia: Un variador de frecuencia es un dispositivo que se
usa para controlar el motor con velocidades variables sin poner en riesgo la
eficiencia del sistema. La eficiencia puede ser medida de manera ra´pida y glo-
bal haciendo una relacio´n entre los resultados obtenidos y la entrada total de
energı´a al sistema:
EficienciaEnergetica =
EnergiaEntregada
EntradaTotalDeEnergia
(2.13)
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El funcionamiento de un variador de frecuencia consiste en tomar la energı´a,
en este caso trifa´sica alterna, que tiene una magnitud y frecuencia fija, transfor-
marla en un voltaje continuo para, posteriormente, transformarla nuevamen-
te en voltaje alterno que tiene magnitud y frecuencia variable. El variador de
frecuencia utilizado para el motor del banco de vibraciones se muestra en la
Figura 2.16 y sus especificaciones aparecen a continuacio´n:
• Marca: Danfoss.
• Modelo: FC 302 VLT R© AutomationDrive.
• Corriente: 0.10 – 10000.0A.
• Voltaje: 10-1000V.
• Frecuencia: 0 – 1000Hz.
Figura 2.16: Variador de frecuencia.
Motor: El motor trifa´sico es un dispositivo que transforma la energı´a ele´ctrica
en energı´a meca´nica gracias a la accio´n de campos magne´ticos generados por
bobinas. Estas ma´quinas ele´ctricas se componen de dos partes principales: el
rotor, que realiza el movimiento, y el estator, que es la parte fija de la ma´quina.
El motor utilizado es de marca Siemens, co´digo 1LA7 090-4YA60 de 2 Hp de
potencia, ve´ase Figura 2.17.
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Figura 2.17: Motor ele´ctrico.
Sistema de instrumentacio´n, adaptacio´n y captura de sen˜ales
El sistema de instrumentacio´n, adaptacio´n y captura de sen˜ales esta´ encabezado
por el ordenador, que permite la interaccio´n con el usuario, y es el encargado de
enviar y recibir los datos necesarios para que se recolecten las diferentes sen˜ales de
vibracio´n del sistema. Un esquema de la interaccio´n del ordenador con el resto de
componentes se muestra en la Figura 2.18.
Un programa que se ejecuta en el ordenador es el encargado de controlar el varia-
dor de frecuencia que modifica la velocidad del motor conectado a la caja de engra-
nes, y al mismo tiempo recibe los datos de las sen˜ales capturadas por los sensores.
La comunicacio´n entre el ordenador y el variador de frecuencia se lleva a cabo por
medio de una tarjeta de adquisicio´n de datos (DAQ) NI DAQ 6212, y el envı´o al
ordenador de los datos obtenidos de los sensores se realiza usando un chasis NI
CompactDAQ 9188.
Veamos algunos detalles de cada uno de estos componentes.
NI DAQ 6212: Es un dispositivo de adquisicio´n de datos que tiene la capacidad
de medir y generar sen˜ales en cualquier momento. Para ello, se necesita un
computador con el software adecuado instalado. Adema´s, cuenta con entradas
y salidas analo´gicas, entradas y salidas digitales, fuente de voltaje regulable de
-15V/15V, y una fuente de voltaje fija de 5V.
Se conecta con el computador mediante un cable USB y con los perife´ricos
mediante cables apantallados para la supresio´n de ruido ele´ctrico exterior (en
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Figura 2.18: Sistema electro´nico.
nuestro caso, se transmiten los datos hacia el variador de frecuencia). El soft-
ware para controlar esta tarjeta tiene compatibilidad con los sistemas operati-
vos Windows y algunas de las distribuciones Linux.
NI compactDAQ 9188: Es un chasis para la adquisicio´n de datos que tiene un
nivel ma´s robusto que los tradicionales, por lo que permite su uso en sistemas
industriales. Es fı´sicamente manejable, adema´s posee conectividad y acondi-
cionamiento de sen˜ales en entradas y salidas compuestas por diferentes mo´du-
los, que son usados para conectar directamente cualquier sensor.
Un software desarrollado en LabViewTM, de National Instrument R©(NI), se uti-
liza para modificar la manera en que se adquieren, analizan y presentan las
sen˜ales, ası´ como la forma en que se administran los datos de las medidas.
Consta de 8 ranuras para conectar los dispositivos modulares, que pueden ser
de ma´s de 50 tipos diferentes dependiendo de las prestaciones que se necesiten.
La comunicacio´n entre el chasis y el computador se realiza mediante un cable
ethernet, que ofrece mejores prestaciones que el cable USB en cuanto a robustez
en los protocolos de comunicaciones y distancia permitida.
Como elemento principal acoplado a este chasis esta´ el mo´dulo NI 9234, un
mo´dulo de adquisicio´n de datos dina´micos que consta de 4 canales con los que
se realizan mediciones de alta precisio´n. Cuenta con un rango dina´mico de
medicio´n de 102dB, e incorpora un mo´dulo de acondicionamiento para sen˜al
piezoele´ctrica (IEPE).
Estos 4 canales de entrada para las mediciones adquieren datos simulta´nea-
mente a tasas de velocidad de hasta 51,2kS/s. Algunas especificaciones de este
mo´dulo son:
• Marca: NI
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• Modelo: NI9234
• No Canales: 4, 24 bits
• Frecuencia muestreo: 51.2kS/s
• Voltaje entrada: +-5V
Sensores de vibracio´n o acelero´metros: Los acelero´metros, tambie´n llamados
sensores de aceleracio´n, son instrumentos que realizan una medida de acelera-
cio´n o vibracio´n generando una sen˜al ele´ctrica que mide una variacio´n fı´sica
como la vibracio´n. Existen diferentes modelos, producto de combinar las dife-
rentes tecnologı´as disponibles, como son los acelero´metros piezoele´ctricos, los
piezoresistivos, o los capacitivos.
El ma´s usado es el piezoele´ctrico por su precisio´n en la medicio´n, que usa un
efecto descubierto en 1880 por Jacques y Pierre Curie. Este feno´meno se en-
contro´ en los cristales de cuarzo, donde se vio que al deformarlos por la accio´n
de una fuerza se produce en ellos una polarizacio´n ele´ctrica que puede ser
medida. Adema´s, se descubrio´ que este efecto se puede realizar de manera
reversible, es decir, que si se le aplica una carga ele´ctrica entre dos caras del
material, e´ste se deforma.
El cristal de cuarzo no es el u´nico material piezoele´ctrico. Se han encontrado
estas caracterı´sticas en materiales como la turmalina o la sal de Rochelle. De-
bido a que estos materiales, a pesar de su buena estabilidad ante el cambio
y condiciones medioambientales, no producen una sen˜al muy fuerte, su me-
dicio´n se hace difı´cil, y por ello se reemplazan por materiales sinte´ticos que,
gracias a un tratamiento adecuado, son capaces de generar un potencial ma´s
fa´cil de medir bajo condiciones de deformacio´n.
El sensor utilizado para capturar las sen˜ales de vibracio´n es un acelero´metro
modelo 603C01 que tiene las siguientes caracterı´sticas:
• Marca: IMI SENSORS
• Modelo: 603C01
• Sensibilidad: 100mV/g o 10.2mV/(m/s2)
• Rango medicio´n: +-50g o +-490m/s
• Frecuencia: 3 a 600.000 cpm (ciclos por minuto) o 0.5 a 10.000Hz
Para la conexio´n de este sensor se emplea un cable BNC apantallado de 10ft.
2.5.2. Software de adquisicio´n
En la Figura 2.19 se muestra el diagrama del proceso llevado a cabo en el softwa-
re, cuyos detalles se presentan a continuacio´n:
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Figura 2.19: Software de adquisicio´n.
Configuracio´n de para´metros
La configuracio´n de los para´metros consiste en establecer cua´les sera´n los valores
de configuracio´n que se enviara´n al variador de frecuencia y a la fuente del freno
magne´tico por medio de la tarjeta NI DAQ 6212, dependiendo de las pruebas que se
vayan a realizar.
Para ello, los para´metros a establecer son:
Velocidad del motor: La velocidad de un motor se mide como velocidad an-
gular, es decir, el nu´mero de vueltas que da por unidad de tiempo, y se mide
habitualmente en revoluciones por minuto (rpm) o radianes por segundo (ra-
d/s). La velocidad del motor viene dada por la ecuacio´n:
n =
60 · f
p
(2.14)
Donde:
• f es la frecuencia de la red,
• n es el valor de la velocidad de sincronismo del motor, y
• p es el nu´mero de polos del motor.
El valor f puede ser modificado usando el variador de frecuencia y, como el
nu´mero de polos es un valor fijo, la velocidad del motor es esencialmente pro-
porcional a este valor de la frecuencia. Por ello, se usa la notacio´n F para codi-
ficar la velocidad del motor.
Carga: La carga es una resistencia al movimiento de rotacio´n que se le da al sis-
tema con la finalidad de simular el movimiento de alguna ma´quina o elemento
que pueda estar conectada a la caja de engranes. Esta resistencia se logra co-
nectando el sistema a un freno magne´tico regulable a trave´s de un sistema de
poleas. Notaremos por Ln cada nivel de carga en nuestros experimentos.
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Repeticio´n: La repeticio´n establece cua´ntos paquetes de datos con los mismos
para´metros se capturara´n. Por ejemplo, si se quieren tomar 5 muestras de 10
segundos con los mismos datos de velocidad y carga, las primeras sen˜ales ad-
quiridas en los 10 segundos tendra´n la etiqueta R1, las siguientes la etiqueta
R2, y ası´ sucesivamente.
Falla: Para cada configuracio´n experimental las fallas esta´n detalladas en la
Seccio´n 2.6. Se denotara´ por Pn para indicar el n-e´simo tipo de falla considera-
do.
Configuraciones iniciales
Las configuraciones iniciales se realizan en el momento que se hace una primera
comunicacio´n entre el software de adquisicio´n y el sistema electro´nico. La ejecu-
cio´n del software de adquisicio´n consta de dos pasos principales: el primer paso es
la inicializacio´n del programa en general, el segundo paso es la inicializacio´n del
programa de adquisicio´n. Al realizar el encendido general se cargan los controla-
dores respectivos y se envı´an los datos de configuracio´n al variador de frecuencia,
prepara´ndolo para dar inicio al programa de adquisicio´n y movimiento del sistema
meca´nico. La Figura 2.20 muestra un ejemplo del proceso de carga del para´metro de
velocidad para el motor.
Figura 2.20: Proceso de carga de para´metros.
Adquisicio´n de sen˜ales de vibraciones
Con la ejecucio´n del programa comienza el proceso de adquisicio´n de datos, para
lo cual los sensores de aceleracio´n conectados a la caja de engranes envı´an sen˜ales
a las tarjetas de medicio´n que se encuentran en cada uno de los mo´dulos de la NI
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compactDAQ, que como indicamos se comunica con el computador a trave´s de una
red ethernet. La adquisicio´n se configura a una tasa de muestreo de 50kS/s.
Debido a que los sensores utilizados tienen una sensibilidad especı´fica, en cada
sensor es necesario convertir los datos capturados para obtener la sen˜al verdadera
que el sensor esta´ midiendo (ver Figura 2.21).
Figura 2.21: Proceso de adaptacio´n de la sen˜al.
La sensibilidad de un sensor viene dada por la razo´n entre el incremento de la
lectura y el incremento de la variable que la ocasiona despue´s de haberse alcanzado
el estado de reposo. Este valor, que viene detallado en el sensor, debe ser multi-
plicado por el valor que captura el sensor para saber cua´l es la medicio´n real del
feno´meno.
Creacio´n de directorios y almacenamiento
Con el fin de guardar de forma ordenada los datos que se obtienen con las me-
diciones, se sigue un protocolo relativamente esta´ndar: se ingresa una ruta principal
donde se desea almacenar los datos, se crea una carpeta con un nombre especı´fico
(que normalmente detalla las caracterı´sticas de la prueba que se esta´ realizando, co-
mo velocidad, repeticio´n, carga y falla), y dentro de esta carpeta se crea un archivo
donde se guardara´n lo datos obtenidos por cada sensor.
El software de adquisicio´n genera un archivo .TDMS al recolectar los datos, que
posteriormente debe ser convertido a .mat (formato propietario de MATLAB), para
que sea fa´cilmente manipulable.
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2.6. Configuracio´n experimental para tareas CBM
Como hemos comentado, este trabajo muestra la aplicacio´n de distintas propues-
tas de modelado de sistemas dina´micos a tareas especı´ficas de deteccio´n y diagno´sti-
co de fallos en elementos meca´nicos. Con este fin se ha desarrollado una base ex-
perimental para la captura de datos desde un sistema meca´nico rotativo disen˜ado
e implementado en la Universidad Polite´cnica Salesiana de Cuenca (Ecuador) que
permite utilizar elementos que se pueden ubicar siguiendo distintas configuracio-
nes con el fin de simular mecanismos encontrados en la industria bajo condiciones
de funcionamiento (y que pueden ser constantes o variables a lo largo del tiempo).
2.6.1. Configuracio´n del banco de vibraciones para diagno´stico de fallos
en cajas de engranes rectos
La configuracio´n del banco de vibraciones para el diagnostico de fallos en en-
granes rectos cuenta con un motor trifa´sico de corriente alterna que se encuentra
acoplado a una caja reductora de engranes rectos con una sola etapa, y en su salida
posee una polea para acoplar un freno magne´tico que simula una carga (ver Figu-
ra 2.22).
Para la simulacio´n de fallos se cuenta con engranes rectos, en los cuales se ge-
neraron fallos por fisuras, dientes rotos, picados y desgaste, abarcando ası´ la mayor
parte de fallos que se presentan en estos elementos (ver Tabla 2.1).
2.6.2. Configuracio´n del banco de vibraciones para severidad en engranes
helicoidales
Para el ana´lisis de severidad se ha utilizado un motor trifa´sico de corriente alter-
na acoplado a una caja reductora de una etapa y transmisio´n al freno magne´tico por
medio de bandas, como se muestra en la Figura 2.23.
La simulacio´n de dan˜os en engranes helicoidales se realizo´ con fallos por diente
roto, que es el fallo ma´s comu´n en cajas reductoras y que normalmente se presenta
en el engrane de menor nu´mero de dientes (Z1) puesto que se somete a un mayor
esfuerzo (hasta el punto de poder presentar un diente roto al 100 %). En la Tabla
2.2 se muestran las caracterı´sticas de cada nivel de severidad, como son la masa del
engrane y la longitud del diente.
En la Figura 2.24 se pueden observar engranes helicoidales que presentan fallos
que van desde un 10 % hasta el 100 % (codificados con P2 hasta P10, respectivamen-
te).
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Donde,
M: Motor
F: Freno
1: Acople
2: Engrane Z1
3: Engrane Z2
4,6: Poleas
5: Banda
(a) Disposicio´n de elementos
(b) Montaje de elementos
Figura 2.22: Configuracio´n de banco de vibraciones para el diagno´stico de fallas en
engranajes rectos.
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Fallo Caracterı´stica Co´digo
Sin fallo - P1
Grieta
Toda la raı´z de un diente
P2Ancho 0.7mm
Profundidad 0.4mm
Diente roto Diente roto 10 % P3
Picaduras
Picaduras en todos los dientes
P4
Tres picaduras por diente
Dia´metro 1mm
Profundidad 0.5 mm
Desgaste
Lı´nea en cara de diente
P5
Profundidad 0.2mm
Desalineamiento Entre ejes de 1◦ P6
Desalineamiento Entre ejes de 2◦ P7
Desalineamiento Entre ejes de 3◦ P8
Diente roto Diente roto 50 % P9
Diente roto Diente roto 100 % P10
Cuadro 2.1: Caracterı´sticas de fallos en engranes rectos.
Co´digo P1 P2 P3 P4 P5 P6 P7 P8 P9 P10
Porcentaje de rotura [ %] 0 10 20 30 40 50 60 70 85 100
Masa [g] 575.7 562.4 553.4 543.4 532.9 516.2 506.0 494.9 477.1 460.6
Longitud de diente [mm] 20.4 18.3 16.3 14.2 12.2 10.2 8.1 6.1 4 0
Cuadro 2.2: Caracterı´sticas de severidad en engranes helicoidales.
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Figura 2.23: Configuracio´n del banco de vibraciones para el estudio de la severidad
de fallo en engranes helicoidales.
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P2 P3 P4
P7 P6 P5
P8 P9 P10
Figura 2.24: Severidad en engranes helicoidales.
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2.6.3. Configuracio´n del banco de vibraciones para severidad en roda-
mientos
Para la simulacio´n de severidad de fallos en rodamientos se ha utilizado un mo-
tor trifa´sico de corriente alterna como elemento motriz, que transmite su potencia
a un eje que cuenta con dos rodamientos, donde en uno de ellos se evalu´a la se-
veridad del dan˜o en sus distintos componentes (ver Figura 2.25). A continuacio´n
se presentan los detalles de las modificaciones realizadas para simular los fallos en
cada elemento del rodamiento.
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(a) Disposicio´n de elementos
(b) Montaje de elementos
Figura 2.25: Configuracio´n del banco de vibraciones para severidad en rodamientos.
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Pista interna
Para la simulacio´n de fallos en la pista interna se consideran los tres niveles de
severidad que se presentan en la Tabla 2.3.
Co´digo
Caracterı´sticas de fallo
Dia´metro [mm] Profundidad [mm]
P2 0.5 0.3
P3 0.9 0.3
P4 1.3 0.3
Cuadro 2.3: Caracterı´sticas de severidad en pista interna de rodamientos.
Cada uno de estos fallos se ha construido por medio de electro-erosio´n, que con-
siste en usar corriente ele´ctrica para cortar a precisio´n el material. La Figura 2.26
muestra los distintos niveles de severidad considerados.
P2 P3 P4
Figura 2.26: Niveles de severidad en pista interna de rodamientos.
Pista externa
Para el estudio de la severidad de fallo en la pista externa se han considerado
los tres niveles de dan˜o que se detallan en la Tabla 2.4, y que simulan un desgaste
en la pista externa a causa de un elemento rodante defectuoso. En la Figura 2.27 se
muestran ima´genes con estos fallos.
Co´digo
Caracterı´sticas de fallo
Dia´metro [mm] Profundidad [mm]
P5 0.5 0.3
P6 0.9 0.3
P7 1.3 0.3
Cuadro 2.4: Caracterı´sticas de severidad en pista externa de rodamientos.
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P5 P6 P7
Figura 2.27: Niveles de severidad en pista externa de rodamientos.
Elemento rodante
Para el elemento rodante se han considerado 10 niveles de severidad, tal y como
detalla la Tabla 2.5. La Figura 2.28 muestra el resultado del proceso de construccio´n
para cada uno de los niveles de severidad.
Co´digo
Caracterı´sticas de fallo
Dia´metro [mm] Profundidad [mm] Masa [g]
P8 1 0.5 2.70103
P9 0.9 0.5 2.70250
P10 0.8 0.5 2.70300
P11 1 0.3 2.70327
P12 0.9 0.3 2.70347
P13 0.8 0.3 2.70353
P14 0.7 0.3 2.70417
P15 0.6 0.3 2.70460
P16 0.6 0.1 2.70460
P17 0.5 0.1 2.70473
Cuadro 2.5: Caracterı´sticas de severidad en elemento rodante.
2.6.4. Configuracio´n del banco de vibraciones para diagno´stico multi-falla
en rodamientos
Para la tarea de diagno´stico multifalla en rodamientos se ha utilizado un motor
trifa´sico de corriente alterna que transmite su movimiento rotacional a un eje por
medio de un acoplamiento directo. A lo largo del eje se encuentran dos rodamientos
en los que se configuran distintos tipos de dan˜os en sus elementos, los cuales pueden
presentarse de forma individual (en cada rodamiento) o de forma conjunta (dos ro-
damientos a la vez). La Tabla 2.6 muestra las diferentes configuraciones evaluadas.
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P8 P9 P10 P11 P12
P17P16P15P14P13
Figura 2.28: Niveles de severidad en elemento rodante de rodamientos.
Co´digo
Elementos evaluados
Rodamiento 1 Rodamiento 2
P1 normal normal
P2 fallo en pista interna normal
P3 fallo en pista externa normal
P4 fallo en elemento rodante normal
P5 fallo en pista interna fallo en pista externa
P6 fallo en pista interna fallo en elemento rodante
P7 fallo en elemento rodante fallo en elemento rodante
Cuadro 2.6: Caracterı´sticas de experimentacio´n multi-fallas en rodamientos.
Adicionalmente, se simulan mu´ltiples condiciones de funcionamiento de carga y
velocidad. Para generar distintas condiciones de carga se utilizan dos ruedas volan-
tes que pueden colocarse en el espacio entre los dos rodamientos. De esta manera se
simulan 3 condiciones de carga: sin rueda, 1 rueda y 2 ruedas. En el mismo sentido,
se generan 3 velocidades de rotacio´n para el motor: 8Hz, 10Hz y 15Hz. La configu-
racio´n meca´nica descrita anteriormente puede ser vista en la Figura 2.25.
2.7. Aprendizaje Automa´tico (Machine Learning)
El Aprendizaje Automa´tico (Machine Learning, por su nombre en ingle´s, que esta´
mucho ma´s extendido actualmente3) es una rama de la Inteligencia Artificial, de
difı´cil definicio´n (como la propia Inteligencia Artificial) y que, grosso modo, tiene
como objetivo desarrollar te´cnicas que permitan a las computadoras aprender.
3A lo largo de este trabajo usaremos indistintamente la denominacio´n espan˜ola y la inglesa.
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Para conseguir este objetivo, una de las tareas principales en el aprendizaje au-
toma´tico es crear algoritmos que sean capaces de generalizar comportamientos y
reconocer patrones a partir de informacio´n proporcionada por medio de ejemplos.
En este sentido, este a´rea proporciona un conjunto de me´todos para el ana´lisis de
datos, lo que hace que se solape con otras a´reas provenientes de la estadı´stica, co-
mo son la minerı´a de datos y el aprendizaje estadı´stico. La diferencia natural entre
estas u´ltimas aproximaciones y la del aprendizaje automa´tico es el componente cen-
tral del algoritmo como herramienta computacional, y no como un mero traductor
de me´todos de aproximacio´n nume´rica. Es por ello que, en este sentido, el aprendi-
zaje automa´tico suele ofrecer mayor potencia y flexibilidad que los anteriores, pues
no esta´ restringido a las teorı´as estadı´sticas en las que se suelen basar las dema´s. El
aprendizaje estadı´stico crea sus modelos en base a teorı´as previas y suposiciones so-
bre la distribucio´n de probabilidad del conjunto de datos, mientras que los modelos
de aprendizaje automa´tico no siempre pueden ser justificados de forma teo´rica ni
asumen distribuciones funcionales sobre los datos. El ana´lisis estadı´stico prueba sus
modelos por medio de tests de hipo´tesis mientras que el aprendizaje automa´tico lo
hace con el uso de me´tricas de desempen˜o sobre instancias conocidas del problema.
En una primera aproximacio´n, podrı´amos decir que una de las tareas del apren-
dizaje automa´tico es intentar extraer conocimiento sobre algunas propiedades no
observadas de un objeto (que viene dado en forma de dato) basa´ndose en las pro-
piedades que sı´ han sido observadas de ese mismo objeto (o incluso en propiedades
observadas en otros objetos similares). En otras palabras, convierte el proceso de
aprender en el de predecir comportamiento futuro (desconocido) a partir de lo que
ha ocurrido en el pasado (conocido). Por ello, muchas de las soluciones aportadas
por el aprendizaje automa´tico tienen como finalidad automatizar el proceso de cons-
truccio´n de modelos analı´ticos y algorı´tmicos a partir u´nicamente de la disposicio´n
de un conjunto de datos. El modelo obtenido en el proceso (que se conoce como
aprendizaje) debe lograr la generalizacio´n del patro´n observado en los datos.
Aunque el aprendizaje automa´tico no es una campo de estudio nuevo, es en los
u´ltimos an˜os cuando, gracias a la potencia computacional de las nuevas tecnologı´as
en ordenadores, ha resurgido proporcionando innumerables aplicaciones y con un
ritmo de generacio´n y novedad pocas veces observado en otras a´reas de investiga-
cio´n. Por ejemplo, al tiempo de la escritura de esta memoria, ha sido posible disen˜ar
coches de conduccio´n automa´tica que tienen como nu´cleo principal algoritmos de
aprendizaje, se han implementado sistemas de reconocimiento de audio y traduc-
cio´n automa´tica en tiempo real, se ha aplicado al ana´lisis de datos astrono´micos
masivos para el descubrimiento de nuevas estrellas, ha aparecido el primer jugador
de Go de nivel profesional (superando a los maestros del juego como en su dı´a hi-
ciera Deep Blue con el ajedrez), y cada dı´a aparecen aplicaciones nuevas, en a´reas
completamente diversas, que van desde el ocio hasta aplicaciones me´dicas, pasando
por control de robots y prediccio´n de sistemas complejos.
A continuacio´n vamos a presentar algunos conceptos habituales del Aprendizaje
Automa´tico, entre los que veremos especificaciones acerca del conjunto de datos y
sus componentes, los tipos de aprendizaje que podemos encontrar, y la evaluacio´n
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Cuadro 2.7: Representacio´n de un conjunto de datos D.
del desempen˜o en los algoritmos aplicados sobre problemas concretos.
2.7.1. Conjunto de datos
El conjunto de datos (dataset, por su nombre en ingle´s4) es un grupo de instancias o
ejemplos de un problema equivalente a una muestra en el ana´lisis estadı´stico. Habi-
tualmente, cada ejemplo del conjunto de datos esta´ a su vez compuesto por un grupo
de caracterı´sticas especı´ficas y comunes para todas las instancias. Las caracterı´sticas
cumplen con la funcio´n de distinguir a cada instancia como similar o diferente al res-
to, y es a partir de estas caracterı´sticas que se buscan relaciones entre los elementos
del conjunto de datos.
La forma ma´s comu´n de representar un conjunto de datos es en forma tabular,
donde cada fila, i, representa una instancia, Di, y cada columna, j, representa una
caracterı´stica, Cj . Se puede ver un ejemplo en la Tabla 2.7, donde se presenta un
conjunto de datos D con m instancias, cada una de ellas haciendo uso de las mismas
n caracterı´sticas. En este sentido, cada caracterı´stica es equivalente a una variable
aleatoria en el ana´lisis estadı´stico. Los valores que estas caracterı´sticas pueden tomar
para cada una de las instancias pueden pertenecer a un conjunto finito, en cuyo caso
decimos que la variable asociada es catego´rica, o infinito, pudiendo ser continua o
no, de manera similar a las variables catego´ricas, discretas y continuas del ana´lisis
estadı´stico. En lo que sigue, los te´rminos variable y caracterı´stica sera´n utilizados de
forma intercambiable.
Concretamente, una caracterı´stica catego´rica es aquella que puede tomar elemen-
tos de un conjunto finito (por ejemplo, el conjuntoColores = {amarillo, azul, rojo}),
o infinito contable (por ejemplo, el conjunto de los nu´meros naturales N). Las varia-
4Debido a que la mayor parte de la literatura sobre Aprendizaje Automa´tico esta´ u´nicamente en
ingle´s, es comu´n no tener traducciones estandarizadas de los te´rminos utilizados en el a´rea, por ello, y
con el fin de facilitar la lectura de esta tesis a los que se acerquen a ella desde dentro del a´rea, comete-
remos muchas veces la ligereza de utilizar la denominacio´n inglesa que comu´nmente se encuentra en
la literatura disponible.
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bles catego´ricas se dividen en dos grupos:
Catego´ricas Ordinales: que guardan un criterio de orden para sus elementos
(por ejemplo, el conjunto Medida = {bajo,medio, alto}).
Catego´ricas Nominales: que no guardan ninguna relacio´n de orden entre sus
elementos (por ejemplo, el conjuntoAlimentacion = {herbivora, omnivora, car-
nivora}).
2.7.2. Tipos de Aprendizaje
Tal y como se menciono´ anteriormente, las aplicaciones donde el Aprendizaje
Automa´tico esta´ presente son muy diversas, ası´ como la forma de entender que´ ta-
reas se pueden resolver por medio del aprendizaje. Una forma de encontrar la te´cni-
ca correcta para una aplicacio´n es determinar el tipo de aprendizaje requerido acorde
a la informacio´n que se tiene en el conjunto de datos y al objetivo que se persigue.
Aunque la clasificacio´n de los tipos de aprendizaje que damos a continuacio´n no
es la u´nica posible, sı´ que podemos decir que es la ma´s aceptada dentro del a´rea:
Aprendizaje Supervisado: se genera una funcio´n que establece una correspon-
dencia entre las entradas y las salidas deseadas del sistema, donde la base de
conocimientos esta´ formada por ejemplos etiquetados a-priori (es decir, ejem-
plos de los que sabemos su salida correcta).
Aprendizaje No-Supervisado: el proceso de modelado se lleva a cabo sobre
un conjunto de ejemplos formados u´nicamente por entradas al sistema, sin
conocer una salida correcta, por lo que se busca que el modelo sea capaz de
reconocer patrones para poder dar criterios de semejanza entre los datos cono-
cidos.
Aprendizaje por Refuerzo: el algoritmo aprende observando el mundo que le
rodea y con un continuo flujo de informacio´n en las dos direcciones (del mun-
do a la ma´quina y de la ma´quina al mundo) realizando un proceso de ensayo-
error, y reforzando aquellas acciones que reciben una respuesta positiva en el
mundo.
En los siguientes para´grafos concretaremos lo que se entiende por aprendizaje su-
pervisado y no-supervisado, ya que sera´n utilizados como parte fundamental de
este trabajo, pero debido a que no hacemos uso del aprendizaje por refuerzo no pro-
fundizaremos ma´s en e´l, y queda a criterio del lector ahondar en esta interesante vı´a
de generar algoritmos de aprendizaje.
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Aprendizaje supervisado
El aprendizaje supervisado es una tarea que se realiza en aplicaciones donde el
objetivo principal es aprender una funcio´n desconocida que toma como para´metros
de entrada un grupo de caracterı´sticas del conjunto de datos, comu´nmente llamadas
variables de entrada o predictoras, y considera como salida otra caracterı´stica del mismo
conjunto de datos, llamada variable de salida u objetivo.
Formalizando esta idea, podrı´amos escribir:
yˆ = f(x), ∀(x, y) ∈ D (2.15)
donde x es el vector de variables de entrada, f es la funcio´n que conseguimos apren-
der y, por tanto, yˆ es la prediccio´n que devuelve f y que debe ser lo ma´s cercana
posible al valor verdadero, y, para todas las instancias x del conjunto de datos, D.
Como se puede apreciar en la ecuacio´n (2.15), la caracterı´stica fundamental del
aprendizaje supervisado es que para cada instancia del conjunto de datos se tiene la
tupla de la forma (x, y), que indica la salida deseada para cada dato de entrada.
Dependiendo del tipo de la variable de salida, el aprendizaje supervisado se sue-
le clasificar a su vez en dos tipos:
Clasificacio´n: La variable de salida es catego´rica.
Regresio´n: La variable de salida es continua.
En la tarea de clasificacio´n, cada valor que puede tomar la variable de salida se de-
nomina clase. Hablaremos de Clasificador Binario cuando el nu´mero de clases posi-
bles es u´nicamente dos, y Clasificador Multi-clase cuando tenemos ma´s de dos clases.
Obse´rvese que no tiene sentido aprender de problemas que tienen una sola clase,
ya que se convierte en un problema trivial, aunque el u´ltimo capı´tulo de esta tesis
profundiza en el problema de aprendizaje de una clase, one-class learning, pero en-
tendie´ndolo como que hay varias clases posibles para aprender, pero a la ma´quina
solo se le muestran ejemplos pertenecientes a una de ellas, por lo que pasa de ser un
problema de clasificacio´n supervisado a uno no-supervisado.
Volviendo al a´rea de aplicacio´n que nos interesa en esta memoria, un ejemplo
de tarea que requiere de un aprendizaje supervisado es el diagno´stico automa´tico
de fallas de un sistema. Para la resolucio´n de esta tarea se requiere de un conjunto
de datos donde cada instancia este´ compuesta por un vector de entrada x, con un
sı´ntoma por cada elemento del vector, y un valor y con la posible falla asociada al
conjunto de mediciones x. El objetivo es encontrar una funcio´n f que establezca la
relacio´n entre el conjunto de mediciones y la falla mediante el uso de algoritmos de
aprendizaje sobre el conjunto de datos, que intentan descubrir la relacio´n existente
entre los predictores y el objetivo.
El modelo final que representa la funcio´n f aprendida puede ser entonces utili-
zada con nuevas instancias del problema, ya sea para realizar pruebas adicionales y
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comprobar la robustez del modelo, o para realizar predicciones reales de una falla
en base a un conjunto de mediciones y actuar como asistente de diagno´stico.
Aprendizaje no-supervisado
El aprendizaje no-supervisado, al igual que el supervisado, busca aprender una
funcio´n a partir de los datos disponibles. Sin embargo, como hemos comentado an-
teriormente, se diferencian en el hecho de que para el no-supervisado no se cuenta
con la tupla de pares (entrada-salida), (x, y), para los ejemplos, por lo que el grupo
de aplicaciones que pueden ser abordadas con este tipo de aprendizaje es distinto.
Entre los principales problemas abordados con el aprendizaje no-supervisado
esta´ el de la formacio´n de grupos de instancias relacionadas, comu´nmente llamado
clustering de datos. Las relaciones que buscan los algoritmos para clustering utilizan
la informacio´n de las caracterı´sticas, que muchas veces suele ser informacio´n de po-
sicio´n proveniente de una representacio´n de las instancias en un espacio geome´trico.
El problema, entonces, se traduce en conseguir una inmersio´n adecuada de los datos
de aprendizaje en un espacio geome´trico con una me´trica adecuada que refleje las
relaciones de similitud entre los datos como indica el problema.
Un problema relacionado que se intenta resolver con este tipo de aprendizaje es
el de deteccio´n de anomalı´as. El objetivo es aprender un modelo que sea capaz de ex-
traer la relacio´n existente entre las instancias de un conjunto de datos (que se supone
que forman un solo grupo). De esta forma, posteriormente, cualquier instancia nue-
va que no cumpla con la relaciones encontradas por el modelo sera´ clasificada como
una instancia ano´mala.
2.7.3. Evaluacio´n de desempen˜o
Como hemos visto, en general las te´cnicas de aprendizaje automa´tico constru-
yen modelos a partir de un conjunto de datos. Como un ejemplo concreto para el
aprendizaje supervisado hemos visto que estos modelos proporcionan funciones de
prediccio´n. Sin embargo, al no tener un sustento teo´rico basado en leyes fı´sicas aso-
ciadas al proceso que genero´ los datos ni al algoritmo aplicado para la generacio´n
del modelo, la validez de los resultados no podra´ ser probada de forma analı´tica.
Antes de mostrar las opciones disponibles para resolver el problema de la vali-
dacio´n de un modelo, daremos algunas definiciones importantes:
Modelo congruente: Es un modelo que predice de manera correcta todas las
instancias utilizadas para su generacio´n.
Modelo con capacidad de generalizacio´n: Es un modelo que predice de manera
correcta instancias nuevas que no aparecen en el conjunto de datos utilizado
para su generacio´n.
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Modelo sobre-ajustado: Es un modelo que tiene la capacidad de predecir de
forma correcta los ejemplos del conjunto con el que fue entrenado, pero no es
capaz de predecir de forma correcta instancias nuevas (es congruente, pero no
generaliza bien).
El ideal, por supuesto, es un modelo que tenga capacidad de generalizacio´n per-
fecta, es decir, que a partir de un conjunto (ma´s o menos reducido) de ejemplos
de entrada, sea capaz de predecir correctamente el resto de posibles ejemplos del
problema. Debido a que este ideal es en la mayorı´a de los casos (al menos en los
interesantes) inalcanzable, hemos de asumir como cierto (aunque no necesariamen-
te lo es) que si el modelo es capaz de predecir un conjunto suficientemente grande
de instancias nuevas entonces tiene capacidad de generalizacio´n y por lo tanto es
correcto (o, al menos, u´til). Esta afirmacio´n se debe a que un conjunto lo suficiente-
mente grande de instancias nuevas deberı´a contener una diversidad representativa
del espacio completo de caracterı´sticas.
Se ha mencionado que la afirmacio´n anterior no necesariamente es cierta porque,
aunque se disponga de un nu´mero muy grande de instancias nuevas, no se puede
asegurar nada sobre su diversidad y en la mayorı´a de aplicaciones, sobre todo aque-
llas donde las variables son continuas, no se puede disponer del dominio completo
de dichas variables. La realidad suele ser que, tanto para la construccio´n del modelo
como para la validacio´n del mismo, se cuente u´nicamente con un conjunto de datos
para las dos tareas.
Particio´n binaria del conjunto de datos y holdout
En vista de la necesidad de utilizar un solo conjunto de datos para generar y
validar un modelo de aprendizaje, se deben plantear estrategias para dividirlo de
tal forma que esto influya lo menos posible en la calidad del modelo resultante. El
objetivo de esta divisio´n, adema´s de conseguir dos subconjuntos, uno para entrena-
miento y otro para verificacio´n del modelo, es conseguir que estos tengan la mayor
diversidad con respecto a las clases existentes y al espacio de representacio´n de ca-
racterı´sticas.
El principal inconveniente que se puede presentar con la generacio´n del modelo
es sesgarlo (dar preferencia) hacia alguna clase si el conjunto de datos con el que
se crea el modelo tiene mayor cantidad de instancias de dicha clase. Algo que, al
mismo tiempo, perjudica a las clases con menor nu´mero de instancias en el conjunto
de datos.
Una de las estrategias mas simples, comu´nmente llamada holdout, consiste en
realizar una divisio´n directa del conjunto de datos en dos subconjuntos, el de entre-
namiento y el de prueba. El conjunto de entrenamiento sera´ utilizado junto con el
algoritmo de aprendizaje para generar el modelo a partir de los datos, y posterior-
mente el conjunto de prueba (que no se ha usado previamente en ninguna de las
etapas de entrenamiento) servira´ para evaluar el modelo generado.
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Ambos conjuntos son generados a partir de un proceso de muestreo estratificado
y aleatorio del conjunto de datos para mantener la mayor diversidad en los subcon-
juntos resultantes. La estratificacio´n se realiza dividiendo inicialmente el conjunto
de datos en tantos subconjuntos como clases existan (llamados estratos). Luego, de
cada uno de estos subconjuntos se toma, de forma aleatoria y sin reemplazo, un
porcentaje de instancias que pasara´ a formar parte del conjunto de entrenamiento.
Las instancias restantes de los subconjuntos iniciales formara´n parte del conjunto
de prueba. De esta forma se garantiza la mayor diversidad (un nu´mero similar de
instancias de cada clase) para el proceso de entrenamiento y el de prueba, evitando
sesgar el modelo a favor de una clase especı´fica.
Habitualmente, el conjunto de prueba se suele considerar ma´s pequen˜o que el
conjunto de entrenamiento, ya que la potencia de un modelo basado en datos esta´
relacionada de forma directa con la cantidad de datos con que se ha entrenado. En la
literatura se reporta un uso comu´n de 70 % para entrenamiento y 30 % para prueba.
Un ejemplo de holdout para un conjunto de datos con 4 clases se muestra en la
Figura 2.29.
Clase 4
Clase 3
Clase 1
70%
Entrenamiento
30%
PruebaClase 2
Figura 2.29: Ejemplo de holdout aplicado a un conjunto de datos con 4 clases para
una particio´n de 70 % para entrenamiento y 30 % para prueba.
k-particiones del conjunto de datos y validacio´n cruzada
El me´todo de particio´n anterior resulta u´til cuando el conjunto de datos es lo
suficientemente grande como para que no importe la pe´rdida de los datos que se
destinan al conjunto de prueba y cuando la varianza estimada del modelo no sea un
elemento importante en la evaluacio´n. En estas condiciones, suficientemente grande
quiere decir que haya un nu´mero representativo de instancias de la clase con menor
nu´mero de elementos y, adema´s, que el nu´mero de clases sea pequen˜o en relacio´n al
nu´mero total de instancias. Cuando estas condiciones no se cumplen es conveniente
usar otro me´todo de evaluacio´n que permita utilizar una cantidad de datos ma´s
pequen˜a para el proceso de evaluacio´n y a su vez disminuya la varianza estimada
del modelo.
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Un procedimiento u´til para este caso empieza realizando k particiones (k-folds)
en el conjunto de datos. Estas particiones, al igual que en el caso anterior, se obtienen
por un proceso de estratificacio´n. Para cada particio´n de las obtenidas se entrena el
modelo con las restantes k − 1 particiones y se verifica con la particio´n sobrante. A
este procedimiento se le conoce como validacio´n cruzada.
De esta forma se obtiene una me´trica de evaluacio´n para cada particio´n del con-
junto de datos, habiendo logrado entrenar y probar el modelo con todo el conjunto
de datos. Tras este procedimiento es comu´n obtener una me´trica general de desem-
pen˜o del modelo promediando los resultados de evaluacio´n en cada particio´n. Tam-
bie´n es posible obtener la varianza estimada en el proceso de evaluacio´n, que dismi-
nuira´ a medida que el nu´mero de particiones sea incrementado.
A pesar de que el me´todo de k-particiones con validacio´n cruzada es ma´s eficaz y
da informacio´n ma´s completa de la evaluacio´n de un modelo, no siempre es aplica-
ble, ya que el coste computacional del proceso de aprendizaje puede ser tan elevado
que repetir k veces el algoritmo completo puede ser desaconsejable desde un punto
de vista pra´ctico. Es por ello que este me´todo se utiliza cuando el conjunto de datos
es relativamente pequen˜o, y normalmente con un valor de k no mayor que 10.
2.7.4. Me´tricas de evaluacio´n
Hasta ahora se ha considerado la evaluacio´n de un modelo con una me´trica abs-
tracta capaz de definir su desempen˜o. Sin embargo, desde un punto de vista pra´cti-
co es importante conocer que´ me´tricas se deben utilizar para cada tarea concreta. En
esta seccio´n vamos a definir las me´tricas ma´s comunes de acuerdo al tipo de apren-
dizaje y la informacio´n que buscamos conocer sobre un modelo.
Me´tricas de clasificacio´n
La mayorı´a de me´tricas de desempen˜o usadas en problemas donde se conoce la
variable de salida, y e´sta es catego´rica, pueden ser calculadas desde la informacio´n
proporcionada por una tabla llamada matriz de error o matriz de confusio´n, que se
construye a partir de los errores producidos en la prediccio´n realizada por el modelo,
yˆ, con respecto al valor real, y. En el caso catego´rico suele considerarse un error en
una prediccio´n cuando yˆ 6= y. Las filas de esta matriz representan las clases reales
y las columnas representan las predicciones de las clases en el conjunto de prueba.
La Tabla 2.8 muestra una matriz de confusio´n para un caso de tres clases donde,
por ejemplo, el valor 6 de la fila 1 y la columna 2 indica que existen 6 elementos
del conjunto de prueba que fueron clasificados como clase 2 por el modelo cuando
realmente pertenecen a la clase 1.
De una matriz de confusio´n M de taman˜o n × n que muestra los resultados de
un problema de clasificacio´n con n clases se puede obtener un grupo de valores que
definen los errores y aciertos cometidos por un modelo en una clase concreta. Nos
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Clase Prediccio´n Clase 1 Prediccio´n Clase 2 Prediccio´n Clase 3
Clase 1 575 6 3
Clase 2 6 572 1
Clase 3 2 3 557
Cuadro 2.8: Ejemplo de matriz de confusio´n para una evaluacio´n del conjunto de
prueba de 3 clases.
referimos al nu´mero de verdaderos positivos, verdaderos negativos, falsos positivos y falsos
negativos, que se detallan a continuacio´n:
Verdaderos positivos(tpos): es el nu´mero de instancias de la clase que fueron
clasificadas de forma correcta en ella. Para una clase c concreta es el nu´mero
que aparece en la posicio´n (c, c) de la matriz de confusio´n:
tpos(c) = M(c, c) (2.16)
Verdaderos negativos(tneg): es el nu´mero de instancias que acertadamente no
fueron clasificadas en la clase. Es la suma los elementos de la diagonal princi-
pal, excepto el elemento que se encuentra en la fila y columna c:
tneg(c) =
n∑
i=1,i 6=c
M(i, i) (2.17)
Falsos positivos(fpos): es el nu´mero de instancias que de forma erro´nea fueron
clasificadas como pertenecientes a la clase. Para una clase c es la suma de los
elementos de la columna c, excepto el de la fila c:
fpos =
n∑
i=1,i 6=c
M(i, c) (2.18)
Falsos negativos(fneg): es el nu´mero de instancias de la clase que fueron clasi-
ficadas de forma incorrecta en el resto de clases. Es la suma de los elementos
de la fila c de la matriz de confusio´n a excepcio´n del elemento de la columna c:
fpos =
n∑
i=1,i 6=c
M(c, i) (2.19)
Estos valores pueden ser obtenidos para cada una de las clases que definen al pro-
blema, y a partir de ellos es posible calcular un conjunto de me´tricas de desempen˜o
del modelo para cada clase. Las principales son:
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Recall (Sensibilidad): indica la proporcio´n de instancias que fueron correcta-
mente clasificadas por el modelo para una clase concreta en relacio´n al nu´mero
total de elementos en el conjunto de prueba que realmente pertenecen a dicha
clase:
Recall =
tpos
tpos + fneg
(2.20)
Precision (Precisio´n): indica la proporcio´n de instancias que fueron correcta-
mente clasificadas por el modelo para una clase concreta en relacio´n al nu´mero
total de elementos en el conjunto de prueba que el modelo predijo como per-
tenecientes a esa clase:
Precision =
tpos
tpos + fpos
(2.21)
F-value (Valor F): fusiona las dos me´tricas anteriores en un solo valor para
tener en cuenta la proporcio´n de aciertos comparados tanto con los falsos po-
sitivos como con los falsos negativos:
V alorF = 2 · Precision ·Recall
Precision+Recall
(2.22)
Accuracy (Exactitud): indica la proporcio´n de instancias que fueron correcta-
mente clasificadas por el modelo en relacio´n al nu´mero total de elementos en
el conjunto de prueba:
Accuracy =
tpos + tneg
tpos + tneg + fpos + fneg
(2.23)
Como se aprecia en la ecuacio´n, esta es una me´trica que tiene el mismo resul-
tado para todas las clases y por lo tanto permite tener una visio´n general del
desempen˜o global del modelo.
Me´tricas para regresio´n
En las tareas en donde se requiere que la variable de salida sea continua o discreta
ordinal y la distancia de la prediccio´n con el valor real representa un grado de error,
las me´tricas anteriores no muestran adecuadamente la viabilidad del modelo. Para
estos casos es necesario definir otras me´tricas que contemplen no solo si el valor de
salida es o no igual al valor real sino la distancia5 entre los dos.
A continuacio´n vamos a definir las me´tricas ma´s usadas para la tarea de regre-
sio´n evaluada con un conjunto de prueba de N elementos, donde la prediccio´n del
elemento i se representara´ con yˆi, e yi es el valor real para dicho elemento:
5En este contexto, la distancia equivale a un valor que da informacio´n de cercanı´a o similaridad.
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Error medio absoluto (MAE): Proporciona un promedio del valor absoluto
de los errores para todo el conjunto de prueba y viene dada por la siguiente
ecuacio´n:
MAE =
1
N
·
N∑
i=1
|yi − yˆi| (2.24)
Como se muestra en la ecuacio´n, el aporte de cada error es lineal con respecto
a la diferencia entre la prediccio´n y el valor real.
Median Absolute Error (MedAE): En comparacio´n con la anterior, esta me´trica
brinda robustez ante la presencia de predicciones sobre instancias atı´picas, lo
cual puede resultar u´til cuando se conoce a priori que las predicciones reales
se encuentran cerca de un valor medio:
MedAE = mediana(|y1 − yˆ1|, ....., |yN − yˆN |) (2.25)
Error medio cuadra´tico (MSE): Proporciona un promedio de los errores cuadra´ti-
cos para todo el conjunto de prueba:
MSE =
1
N
·
N∑
i=1
(yi − yˆi)2 (2.26)
El aporte de cada error es cuadra´tico con respecto a la diferencia entre la pre-
diccio´n y el valor real, lo que significa que las diferencias pequen˜as aportan
menos que las diferencias grandes debido a la accio´n del exponente.
2.7.5. Modelos cla´sicos
Aunque en la actualidad hay cientos de modelos disponibles para ser usados en
entornos de Aprendizaje Automa´tico, queremos explicitar aquı´ aquellos que sirven
de base a muchos de los desarrollados con e´xito en los u´ltimos tiempos y que sera´n
utilizados de forma efectiva en los capı´tulos posteriores de esta memoria.
No daremos una presentacio´n exhaustiva de los mismos, sino una primera apro-
ximacio´n que sirva para contextualizar y fijar las ideas principales que sera´n desa-
rrolladas en los capı´tulos posteriores. Para el lector que lo desee, se proporcionan
referencias bibliogra´ficas que muestran con mayor detalle las caracterı´sticas propias
de cada uno de ellos.
A´rboles de decisio´n
Los orı´genes de los a´rboles de decisio´n datan del an˜o 1958 (por ejemplo [7]). Sin
embargo, no es hasta la aparicio´n del trabajo de Leo Breiman et al., “Classification and
Regression Trees”[9], que se posicionaron como una herramienta importante dentro
del Aprendizaje Automa´tico.
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Este modelo se compone de un conjunto de evaluaciones que se aplican a una
instancia representada por un vector de caracterı´sticas. Las evaluaciones correspon-
den a preguntas simples sobre los valores que pueden tomar elementos especı´ficos
del vector de caracterı´sticas. Por ejemplo, si se tiene un conjunto de datos en donde
sus instancias esta´n compuestas por dos caracterı´sticas, {C1, C2}, que pueden tomar
los valores catego´ricos, {Bajo,Alto}, las posibles preguntas de evaluacio´n del mo-
delo pueden ser:
¿Es C1 = Bajo?
¿Es C1 = Alto?
¿Es C2 = Bajo?
¿Es C2 = Alto?
La aplicacio´n de las evaluaciones en un a´rbol de decisio´n debe verificar ciertas
restricciones:
Las evaluaciones siguen un orden jera´rquico ordenado acorde a la importancia
de la pregunta, por tanto se evalu´a la instancia con una pregunta a la vez.
Dependiendo de la respuesta obtenida en cada evaluacio´n se realiza la pregun-
ta siguiente.
No se puede repetir la misma pregunta (por ejemplo, ¿Es C1 = Bajo? seguida
por ¿Es C1 = Bajo?).
En el modelo no pueden existir preguntas completamente antago´nicas sobre
la misma caracterı´stica (por ejemplo, ¿Es C1 = Bajo? seguida por ¿Es C1 =
Alto?).
Con respecto a la primera regla, la definicio´n del orden jera´rquico de las preguntas se
obtiene por la aplicacio´n de un algoritmo que es capaz de crear de forma incremental
la arquitectura del modelo6. No´tese que precisamente por el orden jera´rquico de
preguntas que dependen de la evaluacio´n anterior se forma un “a´rbol”de decisiones
consecutivas, que es lo que da nombre al modelo.
El algoritmo ma´s famoso para la construccio´n automa´tica de a´rboles de decisio´n
a partir de conjuntos de datos es el algoritmo ID3 propuesto por John Ross Quinlan
en su trabajo “Induction of Decision Trees”[82]. Esta propuesta encuentra cada pre-
gunta del a´rbol de forma incremental por medio de una evaluacio´n completa de
todas las preguntas posibles acorde a un criterio de ganancia de informacio´n. En la
Seccio´n 3.2 se dara´n ma´s detalles acerca de este modelo.
6Aquı´ la arquitectura del modelo viene determinada por las preguntas y su jerarquı´a.
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Redes neuronales
Otro de los modelos de aprendizaje automa´tico tan popular como antiguo son
las redes neuronales artificiales. El primer estudio acerca de un modelo matema´tico
que imite la forma en que cambian las sen˜ales en el cerebro humano a partir de la in-
formacio´n de su entorno fue propuesto por Warren McCulloch y Walter Pitts en “A
logical calculus of the ideas immanent in nervous activity”[70]. Sin embargo, no es has-
ta la aparicio´n del trabajo de Bernard Widrow y Marcian Hoff “Adaptive Switching
Circuits”[103] en 1960, que se propuso un modelo funcional llamado ADALINE y su
versio´n extendida MADALINE y se implementan para aplicaciones reales de reco-
nocimiento de patrones. Estos modelos en principio no podı´an ser escalados por la
ausencia de sistemas de co´mputo potentes en la e´poca, pero tras la aparicio´n y ge-
neralizacio´n de la arquitectura de von Neumann se presentaron ma´s avances en esta
a´rea y las aplicaciones que podı´an resolver.
Las arquitecturas de redes neuronales artificiales propuestas hasta ese momen-
to, y durante muchos an˜os ma´s, permitı´an el ingreso ponderado de los datos a ser
procesados directamente a las unidades de co´mputo que llamaron neuronas, desde
donde posteriormente se obtenı´an los resultados. La ponderacio´n es “aprendida” a
partir de un conjunto de datos con el objetivo de minimizar el error existente entre
la salida deseada y la salida estimada de la red por medio del algoritmo de mı´nimos
cuadrados7 (LMS, Least Mean Square, por sus siglas en ingle´s) propuesto por Widrow y
Hoff. Cabe recalcar que en este tipo de redes los u´nicos para´metros que se aprenden
son los pesos de entrada a la red, sin embargo las arquitecturas podı´an ser comple-
mentadas con operaciones de toma de decisio´n8 u otras, pero con la restriccio´n de
tener para´metros fijos.
Como detalla el libro de Minsky y Papert “Perceptrons: An Introduction to Compu-
tational Geometry”[72], ADALINE con una sola capa de conexio´n (y las arquitecturas
derivadas de este modelo) solamente pueden resolver problemas de aprendizaje de
patrones linealmente separables con respecto a sus entradas. Sin embargo, para la
fecha de publicacio´n del libro, Rosenblatt ya habı´a presentado un nuevo modelo
multicapa denominado perceptro´n multicapa en “Principles of Neurodynamics: Per-
ceptrons and the Theory of Brain Mechanisms”[85] en 1962.
En este nuevo modelo existen 3 capas predefinidas: de entrada, oculta y de salida.
Las conexiones entre la capa de entrada y la capa oculta es la misma que una red
ADALINE, es decir se ponderan las entradas con un peso asociado a cada una de
ellas antes de entrar a las neuronas, en este caso, de la capa oculta. Adicionalmente,
se conectan las salidas de las neuronas de la capa oculta con las entradas de la capa
de salida usando otro grupo de pesos. En este caso, los dos grupos de pesos deben
ser aprendidos siguiendo algu´n criterio de minimizacio´n del error entre la salida de
7Este algoritmo se encuentra en la literatura con diferentes nombres: mı´nimos cuadrados, algoritmo
Widrow-Hoff, regla delta de actualizacio´n, gradiente descendente para neuronas lineales, etc.
8En el modelo original de ADALINE se incluye una funcio´n de umbral a la salida de las neuronas
para la toma de decisiones binarias.
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la red y la salida deseada, pero hasta el momento no se conocı´a ningu´n algoritmo de
minimizacio´n que diese ciertas garantı´as de e´xito.
Una propuesta eficiente para el entrenamiento supervisado de este tipo redes no
aparece hasta el an˜o 1974 con la tesis doctoral de Paul Werbos, “Beyond Regression:
New Tools for Prediction and Analysis in the Behavioral Sciences”[101], aunque no es
hasta el an˜o 1986 que se reinventa el algoritmo de Werbos en el trabajo de Rumelhart
et al. “Learning representations by back-propagating errors” y se populariza el nombre
del algoritmo de retropropagacio´n del error, o Backpropagation por su nombre en
ingle´s9.
El algoritmo de Backpropagation marco´ un antes y un despue´s en el campo de
las redes neuronales, convirtie´ndose en la piedra angular para la resolucio´n de un
sinnu´mero de tareas. Su objetivo es, dada una arquitectura de red multicapa, calcular
los gradientes del error con respecto a cada para´metro (peso de la red), algo que logra
mediante la aplicacio´n sucesiva de la regla de la cadena para encontrar los gradientes
de capas anteriores. Una explicacio´n ma´s detallada del modelo de red neuronal y su
entrenamiento se presenta ma´s adelante en la Subseccio´n 4.2.2.
Ma´quinas de soporte vectorial (SVM)
Otro modelo de aprendizaje que para el dı´a de hoy se puede considerar cla´sico
son las ma´quinas de soporte vectorial (SVM, por sus siglas en ingle´s). Su aparicio´n se
dio´ en el trabajo de Boser, Guyon y Vapnik “A training algorithm for optimal margin
classifiers”[8] en el an˜o 1992, aunque las primeras ideas sobre el trabajo con vecto-
res de soporte fueron presentadas antes en el artı´culo de Vapnik y Lerner, “Pattern
Recognition using Generalized Portrait Method”[96], en 1963.
Su funcionamiento tiene como base la representacio´n geome´trica del conjunto de
datos por la proyeccio´n de cada instancia del dataset como un punto en un espacio
de igual dimensio´n al nu´mero de caracterı´sticas existentes. Cada punto en este es-
pacio es identificado por la clase a la que pertenece, pudiendo fundamentalmente
existir a lo sumo dos clases para el uso de SVM10. Entonces, el problema de clasifica-
cio´n binaria se consiste en encontrar el “mejor”hiperplano que separe las instancias
de las dos clases.
Como el nu´mero de hiperplanos que pueden separar el conjunto de puntos pue-
de ser infinito, en SVM el te´rmino “mejor”hace referencia a un hiperplano que cum-
pla las siguientes dos condiciones:
Minimiza el nu´mero de instancias mal clasificadas.
9En esta memoria usaremos tanto el nombre en espan˜ol como en ingle´s al ser los dos de uso habitual
en la comunidad cientı´fica.
10Un problema multiclase puede ser resuelto transforma´ndolo a un conjunto de problemas de clasi-
ficacio´n binaria.
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Maximiza el margen, o distancia existente, entre el hiperplano y las instancias
ma´s cercanas a este, las cuales se denominan vectores de soporte.
En consecuencia, SVM encuentra la mejor funcio´n lineal divisora para un con-
junto de datos, que fue el aporte dado en [96]. Pero, ¿que´ sucede si los conjuntos
de puntos no son linealmente separables? En este caso las SVM utilizan el truco del
kernel propuesto para el algoritmo de funcio´n potencial en [61]. Este truco utiliza
una funcio´n, o kernel, para crear nuevas dimensiones a partir de las caracterı´sticas
existentes. La idea es que al usar una dimensio´n superior los datos sean linealmente
separables. La separabilidad lineal en una dimensio´n superior equivale a la creacio´n
de una hipersuperficie en el espacio original, algo que fue explorado en el artı´culo
de Boser, Guyon y Vapnik[8].
K-Nearest Neighbor (KNN)
Quiza´s el algoritmo de aprendizaje ma´s simple y conocido es K-Vecinos Cercanos
(KNN, por sus siglas en ingle´s). El artı´culo que propone el algoritmo tal como se co-
noce en la actualidad es “Nearest neighbor pattern classification”[21] de Cover y Hart,
pero la idea se puede encontrar anteriormente en libros como “Learning Machines:
Foundations of Trainable Pattern-Classifying Systems”[73] de Nils Nilsson y “Decision-
making processes in pattern recognition”[90] de George Sebestyen. Incluso, segu´n la
revisio´n histo´rica de Pelillo en [81], la idea en la que se basa el algoritmo fue pro-
puesta por Alhazen, un cientı´fico que vivio´ en los an˜os 965-1040, que enuncio´ que
las caracterı´sticas que determinan los individuos de un cierto tipo son ide´nticas.
El algoritmo de KNN puede ser definido por los siguientes pasos:
1. Al igual que las SVM, primero se proyectan las instancias del conjunto de datos
como puntos de un espacio de tantas dimensiones como caracterı´sticas, donde
las instancias de cada clase son identificadas por su etiqueta.
2. Tambie´n se proyecta la nueva instancia que requiere ser clasificada.
3. Basado en algu´n criterio de distancia predefinido, se eligen las K instancias
ma´s cercanas al punto que se desea clasificar.
4. De las K instancias ma´s cercanas (vecinos) seleccionadas se cuenta el nu´mero
que hay de cada clase.
5. Se clasifica la nueva instancia en la clase con mayor nu´mero de vecinos selec-
cionados.
Este algoritmo explora todo el conocimiento almacenado en el conjunto de entre-
namiento para determinar cua´l sera´ la clase a la que pertenece una nueva muestra,
pero u´nicamente tiene en cuenta los vecinos ma´s pro´ximos a ella, por lo que es lo´gi-
co pensar que es posible que no se este´ aprovechando de forma eficiente toda la
informacio´n que se podrı´a extraer del conjunto de entrenamiento.
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En problemas pra´cticos donde se aplica este algoritmo de clasificacio´n se acos-
tumbra tomar un nu´mero K de vecinos impar para evitar posibles empates (aunque
esta decisio´n solo resuelve el problema en clasificaciones binarias). En otras ocasio-
nes, en caso de empate, se selecciona la clase que verifique que sus representantes
tengan la menor distancia media al ejemplo que se esta´ clasificando. En u´ltima ins-
tancia, si se produce un empate, siempre se puede decidir aleatoriamente entre las
clases con mayor representacio´n.
Una posible variante de este algoritmo consiste en ponderar la contribucio´n de
cada vecino de acuerdo a la distancia entre e´l y el ejemplar a ser clasificado, dan-
do mayor peso a los vecinos ma´s cercanos. Esta mejora es muy efectiva en muchos
problemas pra´cticos, proporcionando un algoritmo robusto ante ruido en los datos y
suficientemente efectivo en conjuntos de datos grandes. Adema´s, se puede ver que
al tomar promedios ponderados de los K vecinos ma´s cercanos el algoritmo puede
evitar el impacto de ejemplos con ruido aislados.

CAPI´TULO 3
EXTRACCIO´N DE
CARACTERI´STICAS Y
CLASIFICACIO´N CON UN ENFOQUE
CLA´SICO
3.1. Introduccio´n
Hay un incremento constante de requerimientos para el trabajo continuo de cier-
to sistemas dina´micos como son las ma´quinas de transmisio´n de potencia. Esta es la
razo´n del por que´ son tan valorados los nuevos enfoques para la creacio´n de sistemas
de diagno´stico de fallo precisos y confiables. Actualmente existen estudios invalua-
bles para detectar cambios en los estados de distintos componentes de un sistema
dina´mico mediante el uso de te´cnicas esta´ndar de diagno´stico, como son Cepstrum
o ana´lisis de envolvente con la transformada de Hilbert [84]. Todos estos esfuerzos
se han enfocado en aplicaciones concretas del reconocimiento de estados de siste-
mas dina´micos, en algunos casos aplicados al diagno´stico de fallos en elementos de
maquinaria rotativa.
En los an˜os recientes varias te´cnicas de ana´lisis para el diagno´stico de fallas en
maquinaria rotativa han usado la Transformada de Wavelet Packet (WPT) con el fin
de resaltar la informacio´n que comu´nmente proporcionan los para´metros estadı´sti-
cos cla´sicos de la sen˜al capturada del sistema dina´mico en los dominios de tiempo y
frecuencia [104, 45, 64].
En el caso del diagno´stico basado en Machine Learning, los enfoques ma´s co-
munes se han desarrollado usando Redes Neuronales [66, 58], Ma´quinas de Soporte
Vectorial [33], Ana´lisis de Clusters y Algoritmos Gene´ticos (GA) [40, 87]. Estos enfo-
ques han sido muy u´tiles en su aplicacio´n al mantenimiento basado en la condicio´n,
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como se presenta en Jardine et al. [42].
Recientemente, el modelo de aprendizaje automa´tico llamado Random Forest
(RF), basado en a´rboles de decisio´n, se ha usado como te´cnica de clasificacio´n para
el diagno´stico de fallas en mu´ltiples a´reas de la ingenierı´a por su robustez ante la
presencia de un gran nu´mero de caracterı´sticas de entrada, un nu´mero limitado de
instancias disponibles para el aprendizaje, y por la alta interpretabilidad de los mo-
delos basados en a´rboles [60, 97]. En el diagno´stico de la condicio´n de maquinaria,
este modelo se ha usado con algoritmos gene´ticos con el fin de mejorar la exactitud
en la clasificacio´n [105, 46]. Yang et al. En [105] los autores usan GA para optimizar
dos para´metros del algoritmo de RF: el nu´mero de a´rboles y el nu´mero de varia-
bles divisoras en cada nodo de los a´rboles. En motores de combustio´n, Karabadji et
al. [46] aplican GA para seleccionar el mejor clasificador basado en a´rboles para el
diagno´stico de fallas en ventiladores industriales, el objetivo del ana´lisis fue encon-
trar el clasificador que aparece ma´s frecuentemente en la poblacio´n.
Por otro lado, los para´metros de la condicio´n para el diagno´stico de fallas esta´n
principalmente relacionados con mediciones estadı´sticas obtenidas de las sen˜ales en
el dominio de tiempo y frecuencia. Adema´s, los para´metros asociados a este domi-
nio tienen informacio´n importante acerca de la condicio´n de la ma´quina, y son tam-
bie´n usados con el fin de extender el conjunto de para´metros de la condicio´n que
a su vez son procesados en los algoritmos de diagno´stico. Como hemos comenta-
do en capı´tulos anteriores, estos para´metros de la condicio´n son los que conocemos
como caracterı´sticas en tareas de aprendizaje automa´tico. Tomando en cuenta la dis-
ponibilidad de un gran nu´mero de caracterı´sticas candidatas para el diagno´stico de
fallas, el problema de su seleccio´n o´ptima tras el proceso de extraccio´n permanece
todavı´a abierto. Debido a que este problema puede ser interpretado como una ta-
rea de optimizacio´n, del que en general se desconoce una formalizacio´n analı´tica,
es normal que haya sido abordado con GA, pero es bien conocido que el proceso de
optimizacio´n con GA es computacionalmente costoso, por lo que requiere un tiempo
excesivamente grande de procesamiento para obtener convergencia a una respuesta
aceptable.
Es por ello que comenzamos explorando la capacidad de RF como un mecanismo
de seleccio´n de caracterı´sticas, ası´ como clasificador con un nu´mero de instancias
limitadas dentro de una metodologı´a para la identificacio´n de estados de un sistema
dina´mico que puede ser usada en aplicaciones de diagno´stico de fallos. Ası´ pues,
y con el fin de comprender correctamente co´mo funciona el modelo de Random
Forest, comenzaremos profundizando en el modelo ba´sico sobre el que se soporta,
los a´rboles de decisio´n.
3.2. A´rboles de decisio´n
Como vimos en el capı´tulo anterior, los modelos basados en a´rboles[7] se situ´an
entre los ma´s populares dentro del aprendizaje automa´tico [28]. Esta popularidad se
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debe a la capacidad expresiva que muestran al representar conceptos que definen
a un problema determinado, lo que permite que el modelo pueda ser fa´cilmente
interpretado por un humano e incluso pueda ser traducido a expresiones lo´gicas de
forma sencilla.
3.2.1. Arquitectura de un a´rbol de decisio´n
Muchos problemas complejos se pueden resolver mediante la aplicacio´n de un
conjunto de preguntas de forma iterativa. Estas preguntas trabajan como filtros que
discriminan la informacio´n ingresada, de forma que la aplicacio´n de un filtro de-
pende de la respuesta dada al filtro anterior. A medida que se aplican estos filtros
el espacio de posibles respuestas se hace cada vez ma´s pequen˜o y, en consecuencia,
tendremos una mayor certeza en la respuesta entregada ante una entrada determi-
nada.
Todo este proceso puede ser representado de manera gra´fica mediante un a´rbol
(ve´ase Figura 3.1) que consta de un nodo inicial, que se denomina comu´nmente nodo
raı´z, en donde se realiza la primera pregunta, un conjunto de nodos internos (tam-
bie´n llamados nodos de divisio´n), y un conjunto de nodos hoja o terminales, que es en
donde se obtiene el resultado. Aunque puede haber una cantidad indeterminada de
nodos hijos, es muy habitual trabajar con a´rboles binarios (aquellos en los que cada
nodo tiene, a lo ma´s, 2 hijos), ya que es posible convertir cualquier a´rbol en un a´rbol
binario equivalente (equivalente respecto a las respuestas que proporciona).
Figura 3.1: Estructura de un a´rbol de decisio´n.
Ilustremos de forma sencilla la interpretacio´n y construccio´n de los a´rboles de
decisio´n. Supongamos el proceso de determinar si una persona es “Sedentaria” o
“Activa”. Para ello se ha elaborado una encuesta con la pregunta inicial “¿Hace de-
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porte?”. Si la respuesta es “No” inmediatamente se concluye “Sedentaria”. Caso con-
trario, si la respuesta es “Si”, se continu´a con la siguiente pregunta, “¿Lo realiza por
mas de 2 horas semanales?”. Si la respuesta es “No” se concluye “Sedentaria”. Caso
contrario, si la respuesta es “Si”, se concluye “Activa”. El a´rbol de decisio´n resultante
se podrı´a representar como muestra la Figura 3.2.
Figura 3.2: Estructura del a´rbol generado para determinar si una persona es seden-
taria o activa.
3.2.2. Formalizacio´n
Anteriormente se menciono´ que se llama a´rbol de decisio´n a un conjunto de
preguntas organizadas de forma jera´rquica en una estructura llamada a´rbol. Cada
pregunta se asocia a un nodo del a´rbol y formalmente se representa mediante una
funcio´n de divisio´n de la forma:
h(Di, θj) : Rn × T → {0, 1} (3.1)
Esta funcio´n muestra que, para un nodo j, una instancia especı´fica Di es clasificada
como 0 o 1 dependiendo de las caracterı´sticas de la instancia y los para´metros de di-
visio´n θj asociados a ese nodo, representados por T . Dependiendo del resultado de-
vuelto por la funcio´n de divisio´n ({0, 1}, {No, Si}, {Falso, V erdadero}) el vector de
caracterı´sticas Di descendera´ hacia el nodo de la izquierda o al de la derecha segu´n
corresponda. Ası´, desde la perspectiva de los modelos de aprendizaje automa´tico,
un a´rbol de decisio´n es un conjunto de modelos de clasificacio´n simples apilados en
una estructura jera´rquica para construir un modelo con mejores propiedades.
El conjunto de entrenamiento inicial (y que podra´ ser obtenido por cualquiera de
los procesos de divisio´n del conjunto de datos mostrados en el capı´tulo de Funda-
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mentos) se denotara´ como S0, donde el subı´ndice indica que ingresa al nodo raı´z. En
general, los conjuntos de entrenamiento que ingresara´n en los nodos hijo Izquierdo
y Derecho de un nodo padre j sera´n SIj y S
D
j , respectivamente (ve´ase Figura 3.3), y
deben cumplir las siguientes propiedades:
Sj = S
D
j ∪ SDj , SIj ∩ SDj = ∅ (3.2)
SIj = S2j+1, S
D
j = S2j+2 (3.3)
La ecuacio´n (3.2) hace referencia a que no es posible excluir ni se puede per-
der ninguna instancia del conjunto Sj durante el procesamiento que realiza el nodo
j, y no es posible que las mismas instancias de entrenamiento, al ser evaluadas en
la funcio´n de divisio´n del nodo j, puedan obtener resultados distintos. La ecua-
cio´n (3.3) hacen referencia a la convencio´n utilizada para nombrar a cada nodo en
orden nume´rico, de izquierda a derecha, y de arriba a abajo.
Figura 3.3: Estructura de nodo padre e hijos y su numeracio´n correspondiente.
3.2.3. Entrenamiento de un a´rbol de decisio´n
El e´xito o fracaso de los modelos basados en a´rboles esta´ definido por la capaci-
dad que tenga cada nodo de clasificar una instancia de manera correcta hacia la iz-
quierda o derecha segu´n corresponda. En consecuencia, es posible definir la fase de
entrenamiento como el proceso por el cual, a partir de un conjunto de entrenamien-
to inicial S0, se encuentran los para´metros de divisio´n adecuados para cada nodo
(aprendizaje de para´metros). En este tipo de modelos, tras haber definido cada nodo
en la fase de entrenamiento, no es posible volver a un nodo anterior para realizar
ningu´n cambio, de ahı´ la importancia en la eleccio´n correcta.
El aprendizaje de para´metros es una bu´squeda en el espacio de para´metros T , qu
en general no puede ser resuelta por te´cnicas voraces debido a la cantidad de solu-
ciones candidato que son coherentes con los datos. Por ejemplo, para un problema
con n caracterı´sticas que pueden tomar valores binarios, la cantidad de posibles solu-
ciones que se requerirı´a probar es 22
n
. Por esta razo´n, en los a´rboles de decisio´n esta
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bu´squeda se realiza en cada nodo y su criterio principal es el de la optimizacio´n de
una funcio´n objetivo que puede representarse como la seleccio´n de para´metros que
“mejor” logre dividir el conjunto Sj en los conjuntos SIj y S
D
j . La funcio´n objetivo es
la que definira´ el concepto de “mejor” segu´n sea la aplicacio´n.
Se han disen˜ado varios algoritmos para atacar el problema de bu´squeda en la
fase de entrenamiento (el ma´s famoso es el algoritmo ID3 en [82]). La diferencia
principal entre ellos radica en la funcio´n objetivo que utilizan para garantizar una
separacio´n en los conjuntos resultantes.
El problema de optimizacio´n general que hay que resolver puede ser representa-
do por:
θj = arg maxI
θ∈T
(Sj , θ) (3.4)
que expresa que los para´metros de divisio´n θj seleccionados sera´n aquellos del con-
junto de para´metros de divisio´n, T , que maximicen la funcio´n objetivo I en el nodo
j sobre el conjunto de entrenamiento Sj . La funcio´n objetivo I puede ser cualquier
criterio que logre expresar una medida de “pureza” de la informacio´n entregada
por el conjunto de para´metros con respecto al conjunto de entrenamiento, medida
comu´nmente llamada ganancia de la informacio´n. Entre las funciones ma´s utilizadas
para el ca´lculo de la ganancia de informacio´n esta´n la entropı´a y el mejor divisor Gini.
Entropı´a
Es necesario primero definir el concepto de entropı´a en este contexto como una
medida de pureza de la informacio´n implı´cita en un conjunto de entrenamiento S.
En a´rboles de decisio´n para problemas con c clases se utiliza la formalizacio´n ma-
tema´tica de la entropı´a c-aria de Shannon.
Sea C el conjunto de valores que puede tomar la variable objetivo en el conjunto
Sj :
C = {c1, c2, ..., cc} (3.5)
y su distribucio´n de probabilidad asociada (es decir, la probabilidad de ocurrencia
para cada una de las clases anteriores):
P = {p1, p2, ..., pc} (3.6)
donde la probabilidad de la clase ci en Sj es:
pi =
nci
nSj
(3.7)
siendo nci el nu´mero de instancias de entrenamiento de clase ci y nSj el nu´mero de
elementos total en el conjunto Sj .
Entonces, la entropı´a c-aria de Sj vendra´ dada por:
H(Sj) = −
c∑
l=1
pl · logcpl (3.8)
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En la Figura 3.4 se muestra una gra´fica de entropı´a 2-aria en funcio´n de la pro-
babilidad p = p1 (ya que, en este caso, p2 esta´ determinada y vale 1 − p1). En este
caso sencillo es fa´cil interpretar co´mo la entropı´a mide el grado de dispersio´n y la
ausencia de homogeneidad en un conjunto dado. Para la entropı´a 2-aria, usada pa-
ra evaluar caracterı´sticas binarias (usadas para los a´rboles de decisio´n binarios), se
aprecia que el mayor valor se presenta para una probabilidad de p1 = p2 = 0,5, lo
que en un proceso estoca´stico equivaldrı´a a una ma´xima incertidumbre. Esta idea
Figura 3.4: Entropı´a 2-aria en funcio´n de p = p1.
intuitiva sigue siendo cierta para la entropı´a c-aria, obteniendo un ma´ximo de en-
tropı´a cuando p1 = · · · = pc = 1c y valor mı´nimo (nulo) cuando hay certidumbre y
alguna de las probabilidades pi = 1.
Partiendo de la definicio´n de entropı´a dada previamente, definimos la ganancia
de informacio´n como una medida de variacio´n de la entropı´a tras utilizar una de las
caracterı´sticas posibles, A, para separar los ejemplos de un conjunto Sj que ingresan
a un nodo:
IGANANCIA(Sj , A) = H(Sj)−
∑
i∈{I,D}
nSij
nSj
H(Sij) (3.9)
donde Sij es el subconjunto de Sj obtenido al dividirlo mediante A a la izquierda o
derecha segu´n corresponda.
Como heurı´stica habitual en la construccio´n automa´tica de un a´rbol de decisio´n,
se busca obtener la caracterı´stica que proporcione la mayor ganancia de informacio´n.
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Mejor divisor Gini
Tomando como base la ecuacio´n (3.5) y la ecuacio´n (3.6) se puede introducir otro
criterio de ganancia de informacio´n llamado ı´ndice Gini [83], que viene definido por:
G(Sj) = 1−
∑
p∈P
p2 (3.10)
Cuando todos los elementos de Sj pertenecen a la misma clase el ı´ndice Gini es
igual a 0. Si la distribucio´n de clases es equilibrada (existe igual nu´mero de instancias
de todas las clases en Sj ), el ı´ndice Gini es igual a 0,5.
De forma equivalente al caso anterior, la ganancia de informacio´n para una ca-
racterı´stica A usando este ı´ndica, que es la funcio´n objetivo, resulta:
IGINI(Sj , A) = G(Sj)−
∑
i∈{I,D}
nSij
nSj
G(Sij) (3.11)
3.2.4. Representacio´n gra´fica
Cuando el problema que se aborda es definido por dos o tres caracterı´sticas, se
puede representar en el plano o espacio cartesiano respectivamente, y es posible
mostrar gra´ficamente la accio´n que realiza una funcio´n de divisio´n en un nodo.
Normalmente, en los para´metros de divisio´n solamente se encuentra una carac-
terı´stica divisora que permite discriminar los datos. Para dar un ejemplo, en la Figu-
ra 3.5 se presentan dos casos de divisor acorde a la caracterı´stica seleccionada para
una nodo especı´fico usando el criterio de ganancia de informacio´n, donde se observa
que el resultado de aplicar una sola caracterı´stica divisora en cada nodo obtendra´ un
hiperplano divisor alineado siempre con la caracterı´stica no considerada o, lo que es
lo mismo, perpendicular a la caracterı´stica divisora.
La orientacio´n del hiperplano es elegida en la fase de entrenamiento de acuerdo
a la ganancia de informacio´n obtenida al seleccionar una u otra caracterı´stica para
dividir los datos. El criterio de ganancia de informacio´n puede ser tambie´n repre-
sentado de forma gra´fica usando las masas de probabilidad iniciales (para Sj) y las
masas de probabilidad posteriores (para los hijos SIj y S
D
j ). Ası´ se muestra en la
Figura 3.6 un tı´pico problema de clasificacio´n multi-clase en donde se pueden apre-
ciar cuatro clases, y, por su masa de probabilidad (Figura 3.6b) se sabe que todas sus
clases tienen igual nu´mero de elementos.
Al aplicar la funcio´n de divisio´n x2 < 100,5 (ver Figura 3.7a) al nodo raı´z, no
se logra dividir de manera correcta el conjunto inicial, obteniendo una probabilidad
posterior en los nodos hijos que muestran instancias de clases que debieron ser dis-
criminadas en el nodo padre (ver Figura 3.7b y Figura 3.7c). Este resultado se puede
corroborar con un valor pequen˜o de la ganancia de informacio´n igual a 0,3522.
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(a) Divisor horizontal (alineado con el eje x1), la funcio´n de
divisio´n correspondiente en el nodo sera ”x2 < 100,5”.
(b) Divisor vertical (alineado con el eje x2). La funcio´n de di-
visio´n asociada al nodo es ”x1 < 51”.
Figura 3.5: Representacio´n en el espacio cartesiano de divisores alineados con el eje.
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(a) Representacio´n en el espacio cartesiano del problema. Ca-
da color representa una clase diferente.
(b) Probabilidades iniciales del conjunto de entrenamiento.
Figura 3.6: Problema de clasificacio´n de cuatro clases.
3.2. A´rboles de decisio´n 81
(a) Representacio´n de la aplicacio´n del divisor horizontal ali-
neado con x1. IGANANCIA = 0,3522.
(b) Probabilidad posterior en el nodo hijo izquierdo.
(c) Probabilidad posterior en el nodo hijo derecho.
Figura 3.7: Problema de cuatro clases con divisor horizontal.
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Por otra parte, si se aplica una funcio´n de divisio´n x1 < 51 (ver Figura 3.8a), la
divisio´n de las elementos en el conjunto es adecuada, lo que permite obtener sub-
conjuntos de instancias en los nodos hijo con mayor pureza, como se muestra en la
Figura 3.8b y Figura 3.8c.
3.2.5. Criterios de parada y podas
Un a´rbol de decisio´n puede continuar su crecimiento en profundidad mientras
tenga instancias en el conjunto de entrenamiento que puedan ser divididas en clases
y, adicionalmente, tenga caracterı´sticas para formar la funcio´n de divisio´n. Tras ello,
la generacio´n de nuevos nodos internos no tendrı´a ningu´n efecto positivo en la cla-
sificacio´n de los datos. Sin embargo, existen tambie´n criterios de parada temprana
que, aunque todavı´a sea posible dividir el conjunto de datos, son capaces de detener
la fase de entrenamiento. El ma´s utilizado es el criterio de profundidad, que detiene
la creacio´n de nodos al sobrepasar un determinado nivel de profundidad del a´rbol
(que ha sido prefijado).
Independientemente de la utilizacio´n de un criterio de parada especı´fico, tras el
aprendizaje de para´metros de todos los nodos es necesario definir la corresponden-
cia de cada nodo hoja con una clase. Esto se realiza obteniendo la distribucio´n de
probabilidad en el nodo hoja y eligiendo como resultado para ese nodo la clase con
mayor probabilidad. De esta forma, se puede tratar de manera separada el criterio
de parada de las clases asignadas a los nodos hoja.
Adema´s, tambie´n es posible la utilizacio´n de te´cnicas de poda, que simplifican
la estructura del a´rbol eliminando divisiones intermedias y permiten evitar sobre-
entrenamiento e incrementar la generalidad del a´rbol.
3.2.6. Fase de Prueba
Tras la generacio´n del a´rbol de decisio´n en la fase de entrenamiento, es posible
clasificar una instancia nueva hacie´ndola descender por el a´rbol y sometie´ndola a las
pruebas en cada nodo (ver Figura 3.9), asignando como clasificacio´n de la instancia
la correspondiente al nodo hoja al que haya llegado.
3.2.7. Desventajas
Si bien es cierto que el uso de a´rboles de decisio´n para resolver tareas de apren-
dizaje presenta grandes ventajas, sobre todo en la claridad de la presentacio´n de los
resultados, los a´rboles tienen bajas tasas de clasificacio´n en comparacio´n con otras
te´cnicas como LDA y Redes Neuronales [23].
Entre las principales desventajas de este modelo esta´n:
Poca robustez ante la presencia de ruido en los ejemplos de entrenamiento.
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(a) Representacio´n de la aplicacio´n del divisor vertical alinea-
do con x2. ”IGANANCIA = 0,5”.
(b) Probabilidad posterior en el nodo hijo izquierdo.
(c) Probabilidad posterior en el nodo hijo derecho.
Figura 3.8: Problema de cuatro clases con divisor vertical.
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1
32
Instancia – Clase 2
Clase 1 Clase 2 Clase 1 Clase 3
Instancia
Instancia
Instancia
Figura 3.9: Ruta seguida por una instancia en una nueva clasificacio´n posterior a la
fase de entrenamiento.
Poca eficiencia al lidiar con problemas de alta dimensio´n de caracterı´sticas.
Poca eficiencia al trabajar con un conjunto de entrenamiento demasiado gran-
de.
Uso de fases posteriores de poda para atacar el problema del sobre-ajuste.
3.3. Random Forest
Random Forest [10] es un modelo de aprendizaje automa´tico que persigue te-
ner las ventajas de los a´rboles de decisio´n agrupando una gran cantidad diversa de
ellos. Cada a´rbol de decisio´n que es parte del modelo de Random Forest trabaja de
forma independiente a los dema´s para luego finalmente utilizar alguna te´cnica de
agregacio´n de resultados y obtener una conclusio´n final.
A continuacio´n se presenta la teorı´a y formalizacio´n de los conjuntos de modelos,
que son la base en la que se fundamenta el modelo de Random Forest.
3.3.1. Conjuntos de modelos
Los conjuntos de modelos son en sı´ mismos modelos de aprendizaje automa´ti-
co capaces de realizar tareas de clasificacio´n, regresio´n, etc. Los submodelos que
los componen, llamados aprendices de´biles, generalmente trabajan de forma indepen-
diente de los dema´s, contrariamente a lo que sucedı´a con los a´rboles de decisio´n
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donde la salida de un nodo sirve de entrada de otro. De esta forma, un conjunto h
de K modelos puede ser representado como:
h = {h1(x), h2(x), ..., hk(x), ..., hK(x)} (3.12)
siendo x ∈ Rn una variable aleatoria que sigue la misma distribucio´nX (comu´nmen-
te desconocida) que representa el conjunto de datos por muestreo (el conjunto de
entrenamiento).
Los aprendices de´biles entregan una respuesta independiente ante una instancia
especı´fica que requiere ser clasificada. Esto significa que los para´metros asociados a
cada aprendiz tambie´n tiene independencia de los dema´s.
Por ejemplo, sin caer en una pe´rdida de generalidad, si los aprendices de´biles
pertenecen a una misma familia de modelos (a´rboles de decisio´n, por ejemplo) se
puede escribir cada uno de ellos como:
hk(x) = h(x|θk) (3.13)
siendo θk los para´metros asociados al aprendiz, por ejemplo: arquitectura, carac-
terı´sticas de entrada, etc. Todo depende del modelo que define al aprendiz de´bil.
Al final, cuando se ha obtenido el resultado para una clase especı´fica (un vo-
to) con cada aprendiz, se agregan los votos y se entrega como respuesta final del
conjunto de modelos, por ejemplo, la clase ma´s votada o, de forma ma´s general, en
funcio´n de la probabilidad empı´rica, la cual para una clase especı´fica ci se obtiene
de la siguiente forma:
Pˆ (ci|x) = 1
K
K∑
k=1
I(h(x|θk) = ci) (3.14)
donde la funcio´n I(·) devuelve 1 si su argumento es verdadero, y 0 en caso con-
trario. Finalmente, la clase elegida como resultado de h es aquella que tiene mayor
probabilidad empı´rica.
3.3.2. Funcio´n marginal empı´rica y error de generalizacio´n
Una medida de confianza del modelo de clasificacio´n por conjunto de modelos
es la funcio´n marginal empı´rica, que devuelve la diferencia entre el promedio de
aprendices que clasificaron la instancia correctamente y el promedio de aprendices
que clasificaron la instancia como la segunda opcio´n ma´s probable:
mˆg(x, y) =
1
K
K∑
k=1
I(h(x|θk) = y)−maxj 6=y 1
K
K∑
k=1
I(h(x|θk) = j) (3.15)
= Pˆk(hk(x) = y)−maxj 6=yPˆk(hk(x) = j) (3.16)
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Si mˆg(x, y) > 0 entonces el conjunto de modelos realiza una correcta clasificacio´n de
x. Si por el contrario mˆg(x, y) < 0, el conjunto de modelos realiza una clasificacio´n
incorrecta.
En este sentido, el error de generalizacio´n viene determinado por la probabilidad
de que el conjunto de modelos realice una clasificacio´n incorrecta de x, es decir:
e = Px,y(mˆg(x, y) < 0) (3.17)
3.3.3. Convergencia en Random Forest
Como se menciono´ anteriormente, Random Forest es un modelo creado a partir
de un conjunto de modelos donde cada hk(x) es un a´rbol de decisio´n. Por tanto, en
este caso θk define la estructura del k-e´simo a´rbol, ası´ como tambie´n el conjunto de
datos y las caracterı´sticas a ser evaluadas en cada nodo para su creacio´n. Estos dos
u´ltimos para´metros sera´n discutidos en profundidad ma´s adelante.
En [11], Leo Breiman demuestra que si los aprendices de´biles son a´rboles y el
nu´mero de estos se incrementa, el error de generalizacio´n converge a una cota infe-
rior determinada, es decir:
e →
K→∞
Px,y
[
Pθ(h(x|θ) = y)−maxj 6=yPθ(h(x|θ) = j) < 0
]
(3.18)
Este resultado demuestra dos cosas importantes:
1. A pesar del incremento del nu´mero de aprendices, el modelo final no se sobre-
ajusta a los datos.
2. No importa cua´nto se incremente el nu´mero de a´rboles, no se puede disminuir
el error ma´s alla´ de una cierta cota.
Los detalles de la demostracio´n de este resultado se muestran a continuacio´n. No´tese
que para demostrarlo es necesario y suficiente mostrar que:
1
K
K∑
k=1
I(h(x|θk) = j) = Pθ(h(x|θ) = j) (3.19)
Para ello, para un conjunto de datos fijo y un aprendiz con para´metros θ, obse´rvese
que en el espacio de caracterı´sticas el conjunto de x tal que h(x|θ) = j es la unio´n de
hiper-recta´ngulos en Rn, donde cada uno de ellos puede ser a su vez definido por
una coleccio´n de intervalos {Ii}ni=1 de la siguiente manera:
R = {x|xi ∈ Ii} (3.20)
Ası´, el conjunto de uniones de hiper-recta´ngulos donde cada k-e´sima unio´n repre-
senta el espacio que el aprendiz k cataloga como j, puede ser escrito como {Sk}Kk=1.
A partir de lo anterior se puede definir la funcio´n φ(θ) = k si {x : h(x|θ) = j} = Sk
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y el contador Nk como el nu´mero de veces que el espacio que define a un aprendiz
en el espacio de caracterı´sticas es igual a la k-e´sima unio´n de hiper-recta´ngulos, es
decir Nk es el nu´mero de veces que φ(θm) = Sk. Ası´, Nk viene dado por:
Nk =
M∑
m=1
I(φ(θm) = Sk) (3.21)
Entonces, usando las funciones definidas anteriormente, el lado izquierdo de la ecua-
cio´n (3.19) se puede reescribir como:
1
M
M∑
m=1
I(h(x|θm) = j) = 1
M
K∑
k=1
NkI(x ∈ Sk) (3.22)
Luego, por la ley de los grandes nu´meros 1MNk converge a Pθ(φ(θ) = k) que, reem-
plazado en la ecuacio´n (3.22), concluye:
1
M
K∑
k=1
NkI(x ∈ Sk)→
K∑
k=1
Pθ(φ(θ) = k)I(x ∈ Sk) (3.23)
→ Pθ(h(x|θ) = j) (3.24)
que es lo que se querı´a demostrar.
3.3.4. Factores determinantes
Otro resultado que Leo Breiman encontro´, tomando como base el trabajo de Amit
y Geman[6], es una cota superior para el error de generalizacio´n en conjuntos de mo-
delos, la cual es dependiente de dos factores fundamentales: la fuerza del conjunto
de modelos, y la correlacio´n entre los aprendices de´biles. Su hallazgo es como sigue:
e ≤ ρˆ(1− s
2)
s2
(3.25)
donde ρˆ es el promedio de las correlaciones ρ(θ, θ′) para todos los posibles pares de
aprendices (θ, θ′) en el conjunto de modelos, y el te´rmino s es una medida de fuerza
de los aprendices de´biles, que viene dada por:
s = Ex,y(mˆg(x, y)) (3.26)
En la ecuacio´n (3.25) se puede apreciar que es deseable tener un correlacio´n pe-
quen˜a entre los aprendices de´biles, es decir que exista diversidad entre ellos para
que la cota de error disminuya. Al mismo tiempo, es deseable que la fuerza de los
aprendices sea cercana a 1, lo cual se logra, segu´n la ecuacio´n (3.26), con aprendices
que en general se equivoquen en muy pocas ocasiones. A partir de este resultado,
Breiman propone el modelo Random Forest, donde el problema de la correlacio´n
entre a´rboles es atacado inyectando aleatoriedad al sistema. En este modelo se han
implementado dos te´cnicas para la inclusio´n de componentes aleatorias, el bagging
y la seleccio´n aleatoria de caracterı´sticas, que detallamos a continuacio´n.
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3.3.5. Bagging
Su nombre viene de “Bootstrap aggregating”, y es la aplicacio´n del me´todo de
bootstrap [29] para la creacio´n de a´rboles diversos a partir de distintos conjuntos de
entrenamiento para, posteriormente, combinar sus funciones y obtener un modelo
ma´s fuerte. En el bagging se realiza un submuestreo del conjunto de entrenamiento,
S0, para obtener K nuevos subconjuntos mediante el me´todo de bootstrap [10, 26].
Para formar estos subconjuntos esta te´cnica de muestreo toma N ejemplos de S0
con reemplazo, lo que significa que, tras tomar cada elemento, e´ste no desaparece
del conjunto inicial, teniendo ası´ la misma probabilidad de tomar nuevamente cada
instancia a lo largo del proceso.
Cada subconjunto entrena un a´rbol de decisio´n que por sı´ mismo es capaz de
predecir (de manera correcta o incorrecta) una nueva instancia. Los resultados de las
predicciones que cada modelo ha obtenido son agregados (unidos) por votacio´n del
conjunto de modelos. La clase que se entrega como resultado es la que ha obtenido
mayorı´a de votos.
El Bagging no se encuentra limitado a su uso con a´rboles, y puede ser aplicado
con cualquier modelo de aprendizaje manteniendo los mismos principios.
Usando la formalizacio´n anterior, para un aprendiz hk(x) caracterizado por el
vector de para´metros θk, aplicar el proceso de bagging equivale a tener en el elemen-
to θbk de θk (que contiene los indices de las instancias deD con los que se entrenara´ el
modelo) un conjunto de nu´meros aleatorios generados con el proceso de bootstrap
descrito anteriormente.
Un concepto importante que aparece con el uso de este me´todo es el Out Of Bag
Error (oob-error), que se define como el valor promedio de todos los errores cometidos
por cada aprendiz de´bil evaluados en el subconjunto de datos que no fue usado para
su creacio´n, y que proporciona una primera me´trica no sesgada de accuracy para los
modelos basados en colecciones utilizando solamente el conjunto de entrenamiento.
3.3.6. Seleccio´n aleatoria de caracterı´sticas
La seleccio´n aleatoria de caracterı´sticas tambie´n ataca el problema de correlacio´n
entre los a´rboles del Random Forest, mejorando notablemente la eficiencia del mo-
delo en la fase de entrenamiento. Como se observa en la ecuacio´n (3.4), la bu´squeda
realizada en cada nodo para maximizar la funcio´n se efectu´a en el conjunto T com-
pleto [22].
Existen varios casos en los que la medida de T tiende a infinito, haciendo que la
bu´squeda no pueda converger en un tiempo finito, e imposibilitando totalmente la
resolucio´n del problema. Para evitar este problema, en Random Forest se reformula
la ecuacio´n (3.4) de la siguiente manera:
θj = arg maxI(Sj , θ)
θ∈Tj
(3.27)
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siendo |Tj |  |T |, en do´nde Tj es un submuestreo aleatorio de T .
Normalmente la eleccio´n de la medida de Tj es igual para todos los nodos en
todos los a´rboles, lo que permite insertar un para´metro general ρ = |Tj | comu´n a
todo el conjunto. Si ρ tiende a |T | entonces la correlacio´n aumenta por la ausencia
de aleatoriedad en el sistema. Si ρ tiende a 1 sucede lo contrario, y se elimina total-
mente el proceso de optimizacio´n en cada nodo al existir solamente un caracterı´stica
asignada de forma aleatoria en el mismo.
3.4. Metodologı´a para la clasificacio´n de estados con un en-
foque totalmente supervisado
Tomando como base los conceptos presentados anteriormente, en esta seccio´n se
introduce una metodologı´a para la clasificacio´n de estados de una variable en un
sistema dina´mico. El enfoque utilizado para la generacio´n del modelo es el enfoque
cla´sico que, adaptado para trabajar con series obtenidas desde el sistema, consta de
cuatro etapas fundamentales:
1. Adquisicio´n de series temporales.
2. Extraccio´n de caracterı´sticas.
3. Seleccio´n de caracterı´sticas.
4. Construccio´n del modelo de clasificacio´n de estados.
La metodologı´a propuesta se encuentra representada en la Figura 3.10 y cada
uno de sus componentes sera´n explicados a continuacio´n.
3.4.1. Adquisicio´n de series temporales
La adquisicio´n de las series temporales, en la mayorı´a de casos, se lleva a cabo
mediante un sistema de adquisicio´n de datos compuesto por dispositivos especı´fi-
cos para la obtencio´n de las mediciones de la variable predictora. Ma´s detalles de un
sistema de adquisicio´n de datos y los elementos que lo componen se encuentra en la
Seccio´n 2.5 y un caso concreto puede ser visto en la Seccio´n 2.5.1. En esta etapa se ob-
tiene un conjunto de series de tiempo de una variable aleatoria, que se etiquetan con
el estado al cual corresponden. La longitud de la serie temporal depende del proceso
especı´fico, sin embargo debe ser elegida de tal forma que contenga los eventos que
distingan a un estado de los dema´s.
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Extracción de características
Sistema dinámico
Transformada de Wavelet Packet.
Db7, Sym3, Coif4, Bior6.8, rBior6.8
6 Niveles
(64 señales por wavelet)
Energía
(320 parámetros)
Selección de características por 
random forest
Contrucción de un clasificador de 
estados
Adquisición de series temporales
Selección de familias de wavelets y 
parámetros de random forest
Figura 3.10: Metodologı´a propuesta (enfoque cla´sico).
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3.4.2. Extraccio´n de caracterı´sticas
Una serie de tiempo obtenida de una variable predictora que es accesible para
una medicio´n normalmente no muestra un comportamiento apreciable que permita
relacionarla de forma directa con cambios en el estado de una variable no accesible
pero de intere´s en un sistema dina´mico. Dependiendo del caso concreto, esta´ rela-
cio´n se puede mostrar ma´s clara en una representacio´n diferente de la serie. Esta
representacio´n es elegida acorde a las caracterı´sticas intrı´nsecas de la variable medi-
ble y en todos los casos es dependiente de la aplicacio´n.
Es por esta´ razo´n que la etapa de extraccio´n de caracterı´sticas en el enfoque cla´si-
co de aprendizaje automa´tico es considerada la ma´s importante y a la vez la que
demanda ma´s tiempo. Por ejemplo en el trabajo [99], para el diagno´stico de fallos
en maquinaria reciprocante se propone el uso de estadı´sticos cla´sicos de las series
temporales (el valor medio, rms y el factor de forma) en conjuncio´n con una te´cnica
basada en la Teorı´a de la Informacio´n para la extraccio´n de una caracterı´stica adi-
cional desde la serie temporal de la sen˜al de vibracio´n. Con el mismo fin, han sido
propuestas otras te´cnicas ma´s avanzadas para la extraccio´n de caracterı´sticas, como
la mostrada en el trabajo [107], donde se propone el uso de la descomposicio´n mo-
dal empı´rica de la serie de tiempo para posteriormente realizar el co´mputo de su
energı´a. Como resultado, se muestra que la energı´a en algunas funciones de modo
intrı´nseco cambian con la presencia de un fallo en un rodamiento y se propone el
uso de la entropı´a como mecanismo de cuantificacio´n del cambio.
Figura 3.11: Wavelets madre.
En este capı´tulo proponemos el uso de Wavelet Packet Decomposition (WPD),
un me´todo que permite obtener informacio´n en el dominio del tiempo y la frecuen-
cia. Ma´s detalles acerca de WPD y en general del ana´lisis tiempo-frecuencia pueden
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encontrarse en la Seccio´n 2.4. La representacio´n en tiempo-frecuencia permite ob-
tener la informacio´n conjunta de frecuencias especı´ficas ocurriendo en un tiempo
determinado.
Tal y como se muestra en la fase extraccio´n de caracterı´sticas de la Figura 3.10,
se descompone la serie de tiempo de entrada mediante una wavelet especı´fica en 6
niveles, donde en el sexto se obtienen 64 sub-series temporales denominadas coefi-
cientes. Posteriormente, se calcula la energı´a de cada coeficiente, generando ası´ un
vector de 64 valores reales. Este proceso es aplicado de forma similar para 5 tipos
de wavelets madres diferentes: daubechies 7 (db7), symlet 3 (sym3), coiflet 4 (coif4),
biorthogonal 6,8 (bior6.8) y biorthogonal inversa 6,8 (rbior6.8) (ver Figura 3.11). To-
dos los vectores obtenidos del proceso anterior se concatenan, obteniendo finalmen-
te un vector de caracterı´sticas de 320 elementos. La extraccio´n de caracterı´sticas se
aplica a todos los elementos del conjunto de series de tiempo representativas de los
estados de la variable aleatoria que se obtuvo en la fase de adquisicio´n de datos,
obteniendo finalmente un conjunto de datos uniforme sobre el que trabajar.
3.4.3. Seleccio´n de familias de Wavelet y para´metros de Random Forest
En esta etapa, comenzamos dividiendo el conjunto de datos obtenido en la etapa
de extraccio´n de caracterı´sticas en dos subconjuntos: entrenamiento y prueba. Como
se vera´ ma´s adelante, con la metodologı´a propuesta no se requiere la presencia de un
subconjunto de validacio´n1, obviamente sin riesgo alguno a sesgar los resultados.
Para encontrar el mejor subconjunto de familias de wavelets junto con los para´me-
tros adecuados para el modelo se propone una bu´squeda voraz. Concretamente, se
crea un modelo de Random Forest con: cada posible subconjunto de familias de wa-
velets, cada posible nu´mero de a´rboles en un rango de nMinArboles a nMaxArboles,
y nu´mero de variables aleatorias desde 1 a familias− en− subconjunto× 64. Estos
modelos son evaluados por medio del oob-error de forma independiente.
Finalmente, se elige el subconjunto de familias, nu´mero de a´rboles y nu´mero
de variables aleatorias que dan, en conjunto, el menor oob-error. Si existen varios
subconjuntos de familias que con un valor adecuado de para´metros dan el mismo
oob-error, entonces se elige el subconjunto con menor nu´mero de familias. Si adema´s
el nu´mero de familias es el mismo en los subconjuntos con menor oob-error se elige
el subconjunto que, sumados el nu´mero de a´rboles y caracterı´sticas aleatorias, da el
menor valor.
El criterio de seleccio´n anteriormente planteado se enfoca en elegir el conjunto de
familias y para´metros que represente la menor carga computacional para el modelo
final.
1Para metodologı´as cla´sicas con redes neuronales es aconsejable contar con un subconjunto adicio-
nal de validacio´n para evitar el sobreajuste del modelo o sesgarlo al conjunto de prueba.
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3.4.4. Seleccio´n de caracterı´sticas con Random Forest
De la etapa anterior finalmente se obtiene un subconjunto reducido de carac-
terı´sticas que pertenecen solamente al subconjunto de familias de wavelet que mejor
desempen˜o tienen para la tarea especı´fica. Sin embargo, que una familia de wavelets
sea, en general, apropiada para la aplicacio´n no significa que todas sus componentes
(energı´a de sus coeficientes) tambie´n lo sean. Para explicar esto es necesario ahondar
en la interpretacio´n fı´sica de un coeficiente.
Un coeficiente del nivel inferior en la descomposicio´n por wavelet packet re-
presenta la serie de tiempo original en un intervalo de frecuencia especı´fica. Esto
significa que e´ste puede verse como el resultado de un proceso de filtrado que ha
sido ajustado por las caracterı´sticas de una wavelet madre especı´fica. Es necesario
resaltar que para una variable aleatoria de intere´s, en un sistema dina´mico especı´fi-
co, no todos los intervalos de frecuencia son informativos para la identificacio´n de
los estados, por lo que se propone la aplicacio´n de un procedimiento de ranking de
caracterı´sticas guiado, en primera instancia, por el propio modelo de Random Fo-
rest que es presentado en el trabajo original de Breiman [10], y que resumimos a
continuacio´n:
1. Obtener el oob-error inicial.
2. Para todos los conjuntos de datos de instancias fuera de las consideradas en
cada a´rbol (los que se conoce como fuera de la mochila, el mismo procedimiento
que se utiliza para el ca´lculo del oob-error), seleccionar la caracterı´stica que se
desea evaluar.
3. Permutar de forma aleatoria la caracterı´stica seleccionada.
4. Evaluar los a´rboles con los conjuntos fuera de la mochila modificados.
5. Obtener el nuevo oob-error.
6. Calcular la diferencia entre el oob-error inicial y el nuevo oob-error como una
representacio´n de su importancia.
7. Repetir los pasos anteriores para todas las caracterı´sticas que se deseen evaluar.
En nuestra propuesta, el procedimiento anterior es aplicado a todas las carac-
terı´sticas del conjunto de datos de entrenamiento, logrando obtener de esta manera
un vector con los valores de importancia de las caracterı´sticas.
Posteriormente, se seleccionan solo aquellas que sobrepasan un umbral, que se
elige de acuerdo a la aplicacio´n especı´fica. Sin embargo, es necesario considerar que
las caracterı´sticas que sobrepasen el umbral seleccionado debe ser mayor o igual que
el valor para el para´metro del nu´mero de caracterı´sticas aleatorias.
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3.4.5. Construccio´n de un clasificador de estados
Para la construccio´n de un clasificador de estados, del conjunto de entrenamiento
se eligen solamente las caracterı´sticas con mayor importancia siguiendo el criterio
detallado anteriormente. Con este nuevo conjunto se genera un modelo de Random
Forest para una tarea de clasificacio´n. Por otro lado, y al igual que en el conjunto de
entrenamiento, en el conjunto de prueba solamente se seleccionan las caracterı´sticas
con mayor importancia (acorde a lo obtenido con el conjunto de entrenamiento).
Posteriormente, el modelo final es evaluado en el conjunto de prueba utilizando las
me´tricas cla´sicas para clasificacio´n que fueron presentadas en el Apartado 2.7.4.
3.5. Evaluacio´n en diagno´stico de fallos
Los sistemas de transmisio´n de potencia meca´nica son piezas importantes en di-
ferentes tipos de ma´quinas para aplicaciones industriales, siendo las cajas de engra-
nes rectos las ma´s utilizados para aplicaciones de baja y media potencia. Los estu-
dios realizados en el a´rea del mantenimiento basado en la condicio´n han permitido
en varios casos determinar en cada instante el estado real de una ma´quina propor-
cionando herramientas importantes para prevenir y/o detectar fallos tempranos en
sistemas meca´nicos. Para este proceso se utilizan te´cnicas no destructivas, siendo el
ana´lisis de vibraciones la ma´s utilizada, con el fin de realizar acciones de manteni-
miento preventivo que eviten costos futuros por dan˜os graves o cortes inesperados
del proceso.
Las te´cnicas del mantenimiento basado en la condicio´n tuvieron sus inicios hace
mucho tiempo atra´s, por lo que existe una gran variedad de ellas. Un primer enfo-
que ba´sico son las te´cnicas para el ana´lisis de desechos de aceite. Tambie´n existen
te´cnicas avanzadas como: el ana´lisis de movimiento angular, ana´lisis de vibracio-
nes, ana´lisis basado en modelos, y modelado matema´tico. Una revisio´n detallada se
puede encontrar en [44].
Por otra parte, el modelo de Random Forest ha sido aplicado en mu´ltiples a´reas
de la ingenierı´a. Por ejemplo en [78] se utiliza para la clasificacio´n de siete diferen-
tes cubiertas terrestres, donde adema´s se busca comparar su rendimiento con el de
Ma´quinas de Soporte Vectorial en te´rminos de exactitud de clasificacio´n y tiempo de
entrenamiento. Concretamente, el experimento busca clasificar las siguientes cubier-
tas: trigo, patata, remolacha azucarera, cebolla, guisantes, lechuga y frijoles a partir
de ima´genes por sate´lite. Los datos fueron adquiridos del Mapeador Tema´tico Me-
jorado Landsat-7, donde cada imagen pertenece a las bandas espectrales 1-5 y 7, en
una a´rea agrı´cola de Littleport, Cambridgeshire, UK, en las temporadas de cultivos.
El conjunto de datos consta de un total de 4737 ima´genes para las siete clases, y cada
imagen cuenta con un a´rea de 307 pixels (columnas) por 330 pixels (filas). Se imple-
mento´ un muestreo aleatorio estratificado, con 2700 muestras que fueron destinadas
al conjunto de entrenamiento y 2037 muestras al conjunto de prueba. Los para´me-
tros para Random Forest fueron de 3 caracterı´sticas en cada nodo y un total de 100
3.5. Evaluacio´n en diagno´stico de fallos 95
a´rboles, consiguiendo una exactitud del 88.37 % en 12.98 seg a diferencia del 87.9 %
obtenido con SVM en 18 seg.
En [65] se implementa un RF para la deteccio´n de fallas en turbinas de gas. El
documento argumenta los altos costos y las consecuencias catastro´ficas que pue-
den causar las fallas en las aspas de las turbinas, cuyo ana´lisis es complicado por el
alto nivel de ruido que se presenta en todas las mediciones. Los resultados de RF
fueron comparados con otros clasificadores como redes neuronales, arboles de de-
cisio´n, Naive Bayes y KNN. Se utilizaron 12 instrumentos de medicio´n diferentes
cuyas mediciones fueron tomadas por cada posible combinacio´n entre las 5 condi-
ciones operacionales del motor: la primera con el motor en estado saludable, y las
otras cuatro en condicio´n de fallas (suciedad del motor, contaminacio´n individual
de las aspas del rotor, aspa torcida del rotor individual y reposicionamiento del aspa
del rotor). Tambie´n se configuraron cuatro cargas diferentes del motor (carga com-
pleta, media carga, cuarto de carga y sin carga), y finalmente se realizaron medicio-
nes para 2 frecuencias diferentes de muestreo, obteniendo 864 instancias. Para cada
instrumento, todas y cada una de las mediciones anteriores consisten de 27 carac-
terı´sticas formados por la diferencia espectral de los primeros 27 armo´nicos de la
frecuencia de rotacio´n del eje del rotor. Debido el gran nu´mero de sensores y carac-
terı´sticas se implementaron me´todos de seleccio´n de caracterı´sticas e identificacio´n
de valores atı´picos. Para el primero se utilizo´ el indice Gini para hacer un ranking
de las caracterı´sticas de forma descendente, y, para eliminar el ruido en las carac-
terı´sticas se implementaron te´cnicas estadı´sticas. Finalmente, se implementaron dos
versiones del clasificador RF: Bosques de Entrada Aleatoria (RE), y Bosques Com-
binados al Azar (RC). Las me´tricas a evaluar fueron precision y recall. Los mejores
resultados se obtuvieron al implementar 500 a´rboles y un total de 6 caracterı´sticas
aleatorias, teniendo como ganador a RC con una ligera diferencia. De forma general
RC y RE son mas precisos que redes neuronales, a´rboles de decisio´n, Naive Bayes y
KNN.
En [79] se muestra el uso de RF para la seleccio´n de caracterı´sticas y deteccio´n de
fallas meca´nicas en un motor de induccio´n. En primer lugar, se capturan las sen˜ales
de vibracio´n producida por la ma´quina (debido a que la vibracio´n es uno de los
para´metros vitales, adema´s de ser muy usado en la deteccio´n de fallas, del motor
de induccio´n). La frecuencia de muestreo fue de 12KHz para 4 estados (clases) de
la ma´quina: normal, falla de la pista de rodadura, fallo de bola en el rodamiento,
y fallo de la pista externa. Se tomaron 160 instancias para el estado normal y 480
para cada uno de los estados restantes. La longitud de cada sen˜al capturada fue de
0.25seg. Posteriormente, se extrajeron 15 caracterı´sticas estadı´sticas de cada sen˜al.
Para la etapa de clasificacio´n implementaron dos clasificadores: Redes Neuronales
Artificiales (RNA), con pesos inicializados aleatoriamente desde una distribucio´n
normal esta´ndar, y Random Forest, configurado con 1000 a´rboles. Como resultado
se obtuvo RF como mejor clasificador, con 2 falsos positivos, frente a los 14 de RNA,
teniendo como referencia un total de 1600 instancias. Finalmente se utilizo´ el dia-
grama de importancias entregado por RF para realizar una seleccio´n de atributos,
siendo los ma´s importantes el Factor de forma, la media cuadra´tica, el valor pico, la
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varianza, el rms y la entropı´a.
En este trabajo, para evaluar la metodologı´a anterior, se propone su aplicacio´n
en dos tareas de mantenimiento basado en la condicio´n: el diagno´stico de fallos en
rodamientos, y el diagno´stico de fallos en engranes rectos, que detallamos a conti-
nuacio´n.
3.5.1. Diagno´stico multi-fallos en rodamientos
La aplicacio´n de la metodologı´a para el diagno´stico de fallos en rodamientos se
realiza sobre las sen˜ales obtenidas en la configuracio´n experimental detallada en la
Subseccio´n 2.6.4. Para esta aplicacio´n, la variable de intere´s representa el estado fı´si-
co de los elementos del rodamiento (pista interna, pista externa y elemento rodante)
teniendo de esta manera 7 estados que se desean clasificar (ver Tabla 2.6). Los resul-
tados obtenidos en cada fase de la metodologı´a para esta tarea concreta son:
Extraccio´n de caracterı´sticas
En esta fase se descompuso cada sen˜al de las disponibles mediante las 5 fami-
lias de wavelets para el posterior co´mputo de la energı´a en sus coeficientes. Como
resultado se obtuvo un conjunto de datos de 315 instancias con 320 caracterı´sticas.
Seleccio´n de familias de wavelet y para´metros de Random Forest
En la etapa de seleccio´n de para´metros y mejor subconjunto de familias de wave-
let se configuro´ nMinArboles = 15 y nMaxArboles = 1000. Los mejores resultados
para cada combinacio´n de familias de wavelet se muestran en la Tabla 3.1, donde
se puede observar que los subconjuntos de familias de wavelet {db7, coif4, bior6.8},
{coif4, bior6.8, rbior6.8}, {db7, sym3, coif4, bior6.8}, {db7, sym3, bior6.8, rbior6.8},
{db7, coif4, bior6.8, rbior6.8} y {db7, sym3, coif4, bior6.8, rbior6.8} poseen el mismo
valor inferior (3,64 × 10−2) de oob-error. Al elegir el de menor taman˜o se obtienen
dos subconjuntos en conflicto: {db7, coif4, bior6.8} y {coif4, bior6.8, rbior6.8}. Sin
embargo, la suma de sus para´metros da 107 y 72 respectivamente, lo que permi-
te elegir al subconjunto {coif4, bior6.8, rbior6.8} con 16 caracterı´sticas aleatorias y
56 a´rboles como la mejor combinacio´n de familias y para´metros con el menor coste
computacional para la tarea. Tras este paso el nu´mero de caracterı´sticas para la tarea
queda reducido a 192.
Seleccio´n de caracterı´sticas
Dado el conjunto de familias y para´metros obtenidos en el paso anterior se proce-
de con la seleccio´n de las caracterı´sticas ma´s relevantes para la tarea, determinando
la importancia de cada caracterı´stica.
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Wavelets Caracterı´sticas A´rboles oob-error×100
db7 14 58 4.55
sym3 8 561 5.00
coif4 39 69 4.09
bior6.8 40 20 4.09
rbior6.8 14 74 4.09
db7, sym3 64 41 4.55
db7, coif4 44 52 4.55
db7, bior6.8 24 43 4.09
db7, rbior6.8 13 403 5.00
sym3, coif4 21 35 4.09
sym3, bior6.8 67 9 4.09
sym3, rbior6.8 14 598 4.55
coif4, bior6.8 16 241 4.09
coif4, rbior6.8 16 255 4.09
bior6.8, rbior6.8 10 40 4.55
db7, sym3, coif4 48 22 4.09
db7, sym3, bior6.8 61 64 4.09
db7, sym3, rbior6.8 10 984 4.55
db7, coif4, bior6.8 25 82 3.64
db7, coif4, rbior6.8 12 405 4.55
db7, bior6.8, rbior6.8 16 62 4.09
sym3, coif4, bior6.8 25 53 4.09
sym3, coif4, rbior6.8 66 168 4.09
sym3, bior6.8, rbior6.8 16 25 4.09
coif4, bior6.8, rbior6.8 16 56 3.64
db7, sym3, coif4, bior6.8 125 62 3.64
db7, sym3, coif4, rbior6.8 63 173 4.09
db7, sym3, bior6.8, rbior6.8 56 34 3.64
db7, coif4, bior6.8, rbior6.8 93 33 3.64
sym3, coif4, bior6.8, rbior6.8 16 62 4.09
db7, sym3, coif4, bior6.8, rbior6.8 60 20 3.64
Cuadro 3.1: Mejores para´metros por cada subconjunto de familias de wavelet.
98 Capı´tulo 3. Extraccio´n de caracterı´sticas y clasificacio´n con un enfoque cla´sico
El resultado de este proceso se muestra en la Figura 3.12, donde se aprecia que
las caracterı´sticas 2, 66 y 130 (que corresponden a la energı´a de los coeficientes 2 de
coif4, 2 de boir6.8 y 2 de rbior6.8) sobresalen con un valor de importancia por en-
cima de 0.04. Adema´s, las siguientes caracterı´sticas sobresalientes son la 1, 65 y 129
(correspondientes a la energı´a de los primeros coeficientes de las tres familias selec-
cionadas). Este resultado indica que para esta tarea, las componentes 1 y 2 de baja
frecuencia de cada wavelet aportan la mayor cantidad de informacio´n discriminan-
te.
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Figura 3.12: Ranking de caracterı´sticas para diagno´stico de multi-fallos en rodamien-
tos.
Para la seleccio´n del umbral se realiza una bu´squeda manual desde 0 a 0.0082
con incrementos de 0.001. Con cada valor de umbral se seleccionan aquellas carac-
terı´sticas que lo sobrepasan, y posteriormente se generan modelos de clasificacio´n
por Random Forest con cada conjunto de caracterı´sticas y se evalu´a su oob-error,
dando los resultados mostrados en la Tabla 3.2.
El mejor valor de umbral obtenido es 0.003 con un total de 101 caracterı´sticas
seleccionadas.
2Este es el valor ma´ximo con el que se obtiene un nu´mero de caracterı´sticas mayor o igual al para´me-
tro de nu´mero de caracterı´sticas aleatorias.
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Umbral Nu´m. de carac. oob-error×100
0.000 192 7.27
0.001 177 6.36
0.002 145 6.36
0.003 101 5.46
0.004 76 6.82
0.005 52 6.82
0.006 40 5.91
0.007 31 5.91
0.008 26 6.36
Cuadro 3.2: Resultados de nu´mero de caracterı´sticas seleccionadas y oob-error por
cada valor de umbral.
Construccio´n de un clasificador de estados
Finalmente, con las familias (coif4, bior6.8, rbior6.8), para´metros (nArboles = 82,
nCaracteristicasAleatorias = 25) y caracterı´sticas seleccionadas (101 caracterı´sti-
cas) se construye el modelo de clasificacio´n de estados.
Este modelo se evalu´a con el conjunto de prueba obteniendo, para cada estado,
las me´tricas mostradas en la Tabla 3.3, donde se puede observar una disminucio´n
de la precisio´n en el estado P1, P3 y P5, lo que indica que el modelo clasifico´ instan-
cias correspondientes de otros estados dentro de los mencionados. De igual forma,
es apreciable la disminucio´n de recall para los estados P6 y P7, lo cual indica que
instancias perteneciente a estos estados fueron clasificados en otros. De lo anterior
se puede deducir que esos otros estados son P1, P3 y P5. Sin embargo, con la infor-
macio´n suministrada en esa tabla no es posible determinar especı´ficamente con que´
estados se produce la confusio´n. La me´trica F-score da una informacio´n general por
clase equilibrando la precisio´n y el recall.
Para un ana´lisis detallado de los errores cometidos por el modelo se presenta
la matriz de confusio´n en la Tabla 3.4, donde se observa que el mayor nu´mero de
errores del clasificador se da para instancias del estado 7 (correspondiente a fallo
en pista externa en el rodamiento 1 y elemento rodante en el rodamiento 2), que son
confundidas con el estado 3 (correspondiente a fallo en pista externa en el rodamien-
to 1 y condicio´n normal en el rodamiento 2), y con el estado 1 (que corresponde a
condicio´n normal en los 2 rodamientos). Algo similar sucede con el error cometido
por el clasificador para instancias del estado 6 (que corresponde a fallo en pista in-
terna en el rodamiento 1 y fallo en elemento rodante en el rodamiento 2), que son
confundidas con el estado 5 (correspondiente a fallo en pista interna del rodamiento
1 y fallo en pista externa del rodamiento 2).
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Estado Precisio´n Recall F-score
P1 0.88 1.00 0.93
P2 1.00 1.00 1.00
P3 0.78 1.00 0.88
P4 1.00 1.00 1.00
P5 0.87 1.00 0.93
P6 1.00 0.86 0.92
P7 1.00 0.57 0.73
Cuadro 3.3: Me´tricas para el modelo de clasificacio´n de estados evaluado con el con-
junto de prueba.
Estado P1-P P2-P P3-P P4-P P5-P P6-P P7-P
P1-R 14 0 0 0 0 0 0
P2-R 0 13 0 0 0 0 0
P3-R 0 0 14 0 0 0 0
P4-R 0 0 0 13 0 0 0
P5-R 0 0 0 0 13 0 0
P6-R 0 0 0 0 2 12 0
P7-R 2 0 4 0 0 0 8
Cuadro 3.4: Matriz de confusio´n.
Lo anterior indica que para el rodamiento 1, que es el lugar en donde se adquirio´
la sen˜al de vibracio´n, en realidad solamente se cometieron 2 errores con el estado
normal. El resto de errores se deben a la incapacidad del modelo para estimar los
fallos existentes en el rodamiento 2. De donde podemos concluir que la sen˜al de
vibracio´n capturada en el rodamiento 1 no contiene informacio´n suficiente para es-
timar el estado del rodamiento 2.
3.5.2. Diagno´stico de fallos en engranes rectos
La metodologı´a propuesta ha sido aplicada tambie´n al diagno´stico de fallos en
engranajes rectos con las sen˜ales obtenidas en la configuracio´n experimental detalla-
da en la Subseccio´n 2.6.1.
Para esta aplicacio´n, la variable de intere´s representa el estado fı´sico de distintos
elementos de la caja de engranes (pin˜o´n, engrane y eje) teniendo de esta manera
10 estados que se desean clasificar (ver Tabla 2.1). A continuacio´n mostramos los
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resultados obtenidos en cada fase de la metodologı´a propuesta:
Extraccio´n de caracterı´sticas
En esta fase se obtiene el a´rbol de descomposicio´n de cada sen˜al de las 1500 dis-
ponibles mediante las 5 familias de wavelets para el posterior co´mputo de la energı´a
en sus coeficientes. Como resultado se obtuvo un conjunto de datos de 1500 instan-
cias con 320 caracterı´sticas.
Seleccio´n de familias de wavelet y para´metros de Random Forest
En la etapa de seleccio´n de para´metros y mejor subconjunto de familias de wave-
let se configuro´ nMinArboles = 15 y nMaxArboles = 1000. Los mejores resultados
para cada combinacio´n de familias de wavelet se muestran en la Tabla 3.5, donde se
observa que el subconjunto de wavelets compuesto por {db7, sym3, bior6.8} tiene el
menor oob-error. Al contrario que lo sucedido en el ejemplo de rodamientos, aquı´ no
es necesaria la aplicacio´n de las reglas adicionales para la seleccio´n del mejor sub-
conjunto de wavelets y para´metros del modelo, por lo que se elige el subconjunto
mencionado con los para´metros de 13 caracterı´sticas aleatorias y 968 a´rboles como
las mejores para´metros para la tarea. Tras este paso el nu´mero de caracterı´sticas que-
da reducido a 192.
Seleccio´n de caracterı´sticas
De forma similar al ejemplo anterior, dado el conjunto de familias y para´metros
obtenidos en el paso anterior se procede con la seleccio´n de las caracterı´sticas ma´s
relevantes para la tarea, para lo que se determina la importancia de cada caracterı´sti-
ca. El resultado de este proceso se muestra en la Figura 3.13, donde se puede apreciar
que la energı´a de los coeficientes 4 y 7 de cada familia son los que mayor importan-
cia tienen. Este resultado indica que, para esta tarea, las componentes frecuenciales
4 y 7 de cada wavelet aportan la mayor cantidad de informacio´n discriminante.
Para la seleccio´n del umbral se realiza una bu´squeda manual desde 0 a 0.0113 con
incrementos de 0.001. Con cada valor de umbral se seleccionan aquellas caracterı´sti-
cas que lo sobrepasan, y luego se generan modelos de clasificacio´n por Random
Forest con cada conjunto de caracterı´sticas y se evalu´a su oob-error, dando los resul-
tados mostrados en la Tabla 3.6. El mejor valor de umbral obtenido es 0.003 con un
total de 126 caracterı´sticas seleccionadas.
3Este es el valor ma´ximo con el que se obtiene un nu´mero de caracterı´sticas mayor o igual al para´me-
tro de nu´mero de caracterı´sticas aleatorias.
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Wavelets Caracterı´sticas A´rboles oob-error×100
db7 16 813 5.33
sym3 7 460 5.62
coif4 16 390 9.91
bior6.8 17 660 7.14
rbior6.8 11 737 7.33
db7, sym3 6 885 4.48
db7, coif4 13 557 5.33
db7, bior6.8 16 896 4.38
db7, rbior6.8 19 848 4.48
sym3, coif4 10 647 5.52
sym3, bior6.8 8 583 4.48
sym3, rbior6.8 8 313 4.57
coif4, bior6.8 30 635 6.29
coif4, rbior6.8 30 638 6.48
bior6.8, rbior6.8 15 960 7.05
db7, sym3, coif4 12 902 4.57
db7, sym3, bior6.8 13 968 3.71
db7, sym3, rbior6.8 11 933 3.91
db7, coif4, bior6.8 8 658 4.67
db7, coif4, rbior6.8 18 834 4.57
db7, bior6.8, rbior6.8 12 675 4.95
sym3, coif4, bior6.8 25 710 4.57
sym3, coif4, rbior6.8 24 973 4.67
sym3, bior6.8, rbior6.8 12 608 4.38
coif4, bior6.8, rbior6.8 15 958 6.57
db7, sym3, coif4, bior6.8 27 802 3.91
db7, sym3, coif4, rbior6.8 13 813 3.91
db7, sym3, bior6.8, rbior6.8 10 936 4.00
db7, coif4, bior6.8, rbior6.8 12 646 4.76
sym3, coif4, bior6.8, rbior6.8 21 737 4.67
db7, sym3, coif4, bior6.8, rbior6.8 12 977 4.1
Cuadro 3.5: Mejores para´metros por cada subconjunto de familias de wavelet.
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Figura 3.13: Ranking de caracterı´sticas para diagno´stico de fallos en engranajes rec-
tos.
Umbral Nu´m. de carac. oob-error×100
0.000 192 4.19
0.001 192 4.19
0.002 155 4.48
0.003 126 3.62
0.004 105 4.19
0.005 83 3.81
0.006 65 4.38
0.007 50 5.91
0.008 39 8.00
0.009 26 11.24
0.010 18 13.33
0.008 13 18.67
Cuadro 3.6: Resultados de nu´mero de caracterı´sticas seleccionadas y oob-error por
cada valor de umbral.
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Estado Precisio´n Recall F-score
P1 1.00 0.98 0.99
P2 0.78 0.84 0.81
P3 0.78 0.78 0.78
P4 0.93 0.89 0.91
P5 1.00 0.93 0.97
P6 0.98 1.00 0.99
P7 0.98 1.00 0.99
P8 0.98 1.00 0.99
P9 0.98 0.98 0.98
P10 0.95 0.93 0.94
Cuadro 3.7: Me´tricas para el modelo de clasificacio´n de estados evaluado con el con-
junto de prueba.
Construccio´n de un clasificador de estados
Finalmente, con las familias {db7, sym3, bior6.8}, para´metros (nArboles = 968,
nCaracteristicasAleatorias = 13) y caracterı´sticas seleccionadas (126 caracterı´sti-
cas) se construye el modelo de clasificacio´n de estados.
Este modelo se evalu´a con el conjunto de prueba obteniendo, para cada estado,
las me´tricas mostradas en la Tabla 3.7, donde se puede observar una precisio´n me-
nor que 0.9 en los estados P2 y P3, lo que indica que el modelo clasifico´ instancias
correspondientes de otros estados dentro de los mencionados. De igual forma, es
apreciable la disminucio´n de recall para los estados P2, P3 y P4, lo cual indica que
instancias perteneciente a estos estados fueron clasificados en otros. De lo anterior
se puede deducir que esos otros estados son en su mayorı´a P2 y P3.
Para un ana´lisis detallado de los errores cometidos por el modelo se presenta
la matriz de confusio´n en la Tabla 3.8, donde se observa que el mayor nu´mero de
errores del clasificador se da para instancias del estado 3 (correspondiente a fallo por
ruptura del diente al 10 % en el engrane), que son confundidas con dan˜o por fisura
en el engrane (estado 2). La siguiente mayor confusio´n se da entre instancias de dan˜o
por fisura en el engrane (estado 2), que son incorrectamente clasificadas como fallo
por ruptura del diente al 10 % en el engrane (estado 3), lo que hace evidente que las
formas de vibracio´n para estos dos estados son similares entre sı´.
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Estado P1-P P2-P P3-P P4-P P5-P P6-P P7-P P8-P P9-P P10-P
P1-R 44 0 0 0 0 0 1 0 0 0
P2-R 0 38 6 0 0 0 0 0 0 1
P3-R 0 9 35 0 0 0 0 0 0 1
P4-R 0 1 4 40 0 0 0 0 0 0
P5-R 0 0 0 2 42 1 0 0 0 0
P6-R 0 0 0 0 0 45 0 0 0 0
P7-R 0 0 0 0 0 0 45 0 0 0
P8-R 0 0 0 0 0 0 0 45 0 0
P9-R 0 0 0 1 0 0 0 0 44 0
P10-R 0 1 0 0 0 0 0 1 1 42
Cuadro 3.8: Matriz de confusio´n.

CAPI´TULO 4
APRENDIZAJE DE
CARACTERI´STICAS DE SERIES DE
TIEMPO
4.1. Introduccio´n
En el capı´tulo anterior pudimos observar el uso de te´cnicas de aprendizaje au-
toma´tico para abordar la identificacio´n de estados en un sistema dina´mico y su apli-
cacio´n a tareas de diagno´stico y estimacio´n de la severidad del dan˜o en elementos
de una maquinaria rotativa. La resolucio´n de estas tareas haciendo uso de dichas
te´cnicas fue posible, en gran medida, gracias al esfuerzo puesto en el proceso de ex-
traccio´n de caracterı´sticas. Como se puso de manifiesto en dicho capı´tulo, la eleccio´n
de los mejores extractores de caracterı´sticas (wavelets), desde las cuales se construye
el clasificador, se realizo´ de forma manual a partir de un amplio conocimiento acerca
del sistema dina´mico y las leyes fı´sicas que lo gobiernan.
En general, el proceso de extraccio´n de caracterı´sticas puede ser tan diverso co-
mo lo requiera el dominio de la aplicacio´n. Incluso dentro de un dominio como en
el que hemos enfocado nuestro estudio, el campo del ana´lisis de sen˜ales de vibra-
cio´n, podemos encontrar ejemplos en los que este proceso puede precisar solamente
del ca´lculo de me´tricas estadı´sticas en los distintos dominios de representacio´n de la
sen˜al, como muestra en [94] para el diagno´stico de fallos en rodamientos bajo con-
diciones de operacio´n estacionarias, y otros ejemplos en los que se puede requerir
un ana´lisis ma´s profundo, y en principio menos automatizable, de la sen˜al, como el
realizado por [59], donde se propone una descomposicio´n de la sen˜al de vibracio´n
para identificar una componente que permita diferenciar fallos en cajas de engranes.
La aplicacio´n de las diferentes te´cnicas depende, entre otros factores, de las condi-
ciones de operacio´n de velocidad y carga en las que fueron adquiridas las sen˜ales
de vibracio´n, ası´ como de los elementos meca´nicos que conforman la ma´quina de
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la que se registran las vibraciones. Por todo ello, resulta complicado encontrar una
metodologı´a general que, a priori, se pueda aplicar directamente para la evaluacio´n
del dan˜o.
Como hemos visto, cuando las variables mencionadas son conocidas parcial o
totalmente, es posible el disen˜o de me´todos basados en el procesamiento de sen˜ales
para encontrar patrones que permitan resolver la tarea concreta. Pero, ¿que´ sucede
cuando se dispone de un conocimiento limitado acerca de la naturaleza del proce-
so subyacente?, ¿se podrı´a, en cierta medida, prescindir del conocimiento experto
humano?
Para responder estas preguntas nos enfocamos en un objetivo inicial que situ´a, en
primer lugar, el proceso de automatizar la extraccio´n de caracterı´sticas de las sen˜ales
de vibracio´n o cualquier representacio´n informativa relacionada, por ejemplo, su es-
pectro (dominio de la frecuencia) o su espectrograma (dominio tiempo-frecuencia).
Sin embargo, es conveniente notar las dificultades intrı´nsecas que conlleva el disen˜o
de un proceso para la extraccio´n automa´tica de caracterı´sticas. En primer lugar, las
series temporales o espacio-temporales obtenidas de la medicio´n en la maquinaria
bajo condiciones de operacio´n no-estacionarias presentan cambios tanto en posicio´n
como en forma en cualquiera de los dominios que se pueda representar[59]. En se-
gundo lugar, el espacio dimensional a explorar en la bu´squeda de patrones usando
las te´cnicas cla´sicas de aprendizaje automa´tico es demasiado grande, por lo que re-
sulta computacionalmente ineficiente (y, en la mayorı´a de los casos, imposible).
En consecuencia, es necesario encontrar un nuevo enfoque orientado a las ideas
originales de aprendizaje, donde se fusionen a´reas como el procesamiento de sen˜ales,
la extraccio´n y seleccio´n de caracterı´sticas, la representacio´n del conocimiento, el
aprendizaje supervisado y no-supervisado, en un u´nico modelo en el que cada a´rea
interactu´e directamente con las dema´s y donde las estrategias de refinamiento y op-
timizacio´n se apliquen en conjunto.
En este capı´tulo se presenta una metodologı´a que busca cumplir con algunos
de los objetivos planteados. Para conseguir nuestros fines nos basaremos en el uso
conjunto de Stacked Convolutional Autoencoders (SCAE) junto con Deep Convolu-
tional Neural Networks (DCNN) como un me´todo para la extraccio´n jera´rquica y
no-supervisada de caracterı´sticas, y mostraremos su uso en la evaluacio´n de la seve-
ridad del dan˜o en elementos meca´nicos de una ma´quina rotativa, donde el proceso
de extraccio´n de caracterı´sticas usa las series de tiempo bajo condiciones de opera-
cio´n estacionarias y no-estacionarias. La principal contribucio´n de la propuesta que
presentamos en este capı´tulo es la mejora en la exactitud de estimacio´n en el nivel
de severidad del dan˜o. Para ello realizaremos una deteccio´n no-supervisada de una
jerarquı´a de patrones en el dominio de tiempo-frecuencia, local o globalmente rela-
cionados entre sı´, usando una DCNN, que es mejorada mediante un SCAE usado
para capturar patrones a priori, y para pre-inicializar los para´metros de la DCNN.
El resto de este capı´tulo esta´ organizado como sigue. La Seccio´n 4.2 presenta los
fundamentos de las redes neuronales cla´sicas, las redes neuronales convolucionales,
los autoencoders y SCAE. La Seccio´n 4.3 describe en detalle el me´todo propuesto
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y su aplicacio´n a la evaluacio´n de la severidad del dan˜o en elementos meca´nicos a
partir de sen˜ales de vibracio´n. La Seccio´n 4.4 muestra la experimentacio´n realizada
para validar el me´todo en un caso concreto de severidad de dan˜o en una caja de
engranes helicoidales. Terminamos esta u´ltima seccio´n mostrando una comparativa
con diferentes me´todos cla´sicos de extraccio´n de caracterı´sticas supervisados [94], y
no-supervisados [71, 108].
4.2. Fundamentos teo´ricos
Para utilizar te´cnicas de aprendizaje automa´tico con series temporales o espacio-
temporales es necesario comenzar enfocando nuestra atencio´n al comportamiento
de esas te´cnicas como un sistema de procesamiento de sen˜ales, que en su mayorı´a se
encuentran gobernados por procesos que realizan una descomposicio´n de la sen˜al
entrante usando filtros que permiten extraer la informacio´n de intere´s. La informa-
cio´n resultante de estos procesos se encuentra en forma de una nueva sen˜al que
contiene un rango de frecuencia especı´fico determinado por las caracterı´sticas del
filtro. Habitualmente, los filtros que se usan son disen˜ados por expertos en la tarea
especı´fica y variara´n de aplicacio´n en aplicacio´n.
En consecuencia, las te´cnicas de aprendizaje automa´tico que deseamos obtener
deben ser capaces de imitar el comportamiento de un sistema para el procesamiento
de sen˜ales, lo que quiere decir que deben ser capaces de comportarse como filtros
que extraen informacio´n acorde a ciertos criterios impuestos por la tarea especı´fi-
ca. La diferencia fundamental que vamos a encontrar con respecto a un sistema de
procesamiento de sen˜ales cla´sico es que el conocimiento necesario para la creacio´n
de los filtros no proviene de un experto en el dominio de aplicacio´n, sino que debe
extraerse de forma automa´tica a partir de un conjunto de datos por medio de un
proceso de aprendizaje.
Una herramienta de conexio´n existente entre el procesamiento de sen˜ales y las
te´cnicas disponibles de aprendizaje automa´tico la encontramos en el operador de
convolucio´n, situada en el nu´cleo de las operaciones habituales de disen˜o de filtros
y tambie´n en modelos derivados de las redes neuronales, que se conocen de for-
ma general como Redes Neuronales Convolucionales (CNNs), y que constituyen el
modelo base sobre el que construiremos nuestra propuesta en este capı´tulo.
Por ello, comenzaremos dando unas notas acerca de este operador de convolu-
cio´n. A continuacio´n presentaremos brevemente uno de los modelos de aprendizaje
ma´s conocidos, las Redes Neuronales Artificiales (ANN) junto con el algoritmo de
entrenamiento basado en la retro-propagacio´n del error, que es el fundamento de la
mayorı´a de los algoritmos de entrenamiento usados en este tipo de redes. Posterior-
mente mostramos la Red Neuronal Convolucional (CNN) desde el punto de vista de
un grupo de filtros que se aprenden a partir de un conjunto de sen˜ales, ası´ como la
modificacio´n que es necesario realizar al algoritmo de retro-propagacio´n para poder
ser aplicado a este tipo de redes. Seguiremos presentando los Autoencoders (AE), un
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tipo de red neuronal creada para el aprendizaje no-supervisado, a partir de la cual
se construye una versio´n modificada del modelo convolucional, llamado Convolu-
tional Autoencoder (CAE), y que consigue mejorar el desempen˜o de la CNN en la
tarea que nos ocupa.
4.2.1. Operador de convolucio´n
En general, la convolucio´n es un operador que transforma dos funciones de en-
trada, f y g, en una funcio´n de salida que, de alguna forma, mide la superposicio´n
existente entre f y una trasladada de g, generalizando el concepto de media integral
(que se consigue cuando g es la funcio´n caracterı´stica de un intervalo).
En el caso de usar sen˜ales temporales como funciones, el operador de convolu-
cio´n, que denotaremos a partir de ahora por ∗, combina una sen˜al de entrada f(·)
con una sen˜al patro´n g(·), comu´nmente llamada kernel. La sen˜al resultante contie-
ne la informacio´n destacada en base a algu´n criterio impuesto por las caracterı´sticas
del kernel. En una primera aproximacio´n supondremos que la operacio´n de convo-
lucio´n se hace respecto de una u´nica variable, que desde el punto de vista de sen˜ales
se interpreta como el tiempo.
Para funciones definidas en tiempo continuo, la operacio´n de convolucio´n viene
dada por medio del operador integral:
(f ∗ g)(t) =
∫ ∞
−∞
f(τ) g(t− τ) dτ (4.1)
La misma operacio´n, en tiempo discreto, puede ser expresada como:
(f ∗ g)[n] =
∞∑
k=−∞
f [k] g[n− k] (4.2)
Este concepto puede ser generalizado para funciones definidas en dimesiones supe-
riores. Por ejemplo, para un dominio bidimensional continuo la operacio´n de con-
volucio´n tendrı´a la expresio´n:
(f ∗ g)(x, y) =
∫ ∞
−∞
∫ ∞
−∞
f(τ1, τ2) g(x− τ1, y − τ2) dτ1 dτ2 (4.3)
y si el dominio fuera discreto la operacio´n se podrı´a expresar como:
(f ∗ g)[x, y] =
∞∑
k1=−∞
∞∑
k2=−∞
f [k1, k2] g[x− k1, y − k2] (4.4)
Las principales aplicaciones de esta operacio´n se han dado en el campo del pro-
cesamiento de sen˜ales y hacen uso del Teorema de Convolucio´n, que establece que
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la transformada de Fourier de la convolucio´n de dos funciones es igual al producto
puntual de las transformadas de Fourier de cada funcio´n, o expresado formalmente:
F{f ∗ g} = F{f}  F{g} (4.5)
La ecuacio´n anterior muestra que el resultado de la convolucio´n entre dos sen˜ales
puede interpretarse como una versio´n filtrada de la sen˜al f respecto a las compo-
nentes de frecuencia del kernel g. Lo que nos lleva a que, haciendo uso de un kernel
adecuado, podemos resaltar los patrones deseados de cualquier sen˜al. En este senti-
do, los kernel se convierten en el medio de destacar determinadas caracterı´sticas de
las sen˜ales, por lo que disponer de (o aprender) los kernel adecuados puede resolver
nuestro objetivo de seleccionar las caracterı´sticas adecuadas de las sen˜ales de vibra-
cio´n. Un ejemplo de convolucio´n tanto en tiempo como en frecuencia se muestra en
la Figura 4.1.
4.2.2. Red neuronal artificial
Una red neuronal artificial es un modelo de computacio´n inspirado en las re-
des de neuronas existentes en el cerebro animal y que se cree que es el mecanismo
responsable de la actividad inteligente. Su origen parte del trabajo realizado por
McCulloch y Pitts en el artı´culo “A logical calculus of the ideas immanent in nervous ac-
tivity”[70], que inspiro´ a Frank Rosenblatt para proponer el primer modelo de neu-
rona artificial llamado perceptro´n [85].
Perceptro´n
El perceptro´n [85] es el primer modelo computacional de neurona, y es el ma´s
sencillo de los modelos que se han definido y que intenta cubrir el funcionamiento
ba´sico de una neurona real: flujo entrante de sen˜ales, agregacio´n, transformacio´n, y
flujo saliente de sen˜ales transformadas.
Este modelo esta´ compuesto por un conjunto de entradas que reciben valores
booleanos, {0, 1}, y una salida que es capaz de devolver algu´n valor booleano. De
esta forma, intenta imitar de forma muy vaga un proceso binario de toma de de-
cisiones basado en los estados e importancia de las entradas. Si las entradas son
representadas mediante el vector x ∈ {0, 1}d, su peso asociado (o importancia) por
w ∈ Rd, y su salida por yˆ, entonces el modelo queda totalmente definido por:
yˆ =
{
0 si w · x ≤ b
1 si w · x > b (4.6)
donde b ∈ R es un umbral de decisio´n. Tı´picamente, este modelo matema´tico de
neurona es tambie´n representado por medio del modelo gra´fico de la Figura 4.2.
El perceptro´n puede cambiar su comportamiento (salida) ante un conjunto de
entradas determinado, modificando sus pesos y el umbral, por lo que un proceso de
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Se desplaza g[n] y 
suma las 
multiplicaciones 
entre f y g. El 
procedimiento se 
repite para cada n
g[n]
f[n]
f * g
DFT IDFT
F  G.
G[f] F[f]
Se multiplican las 
funciones F y G 
punto a punto.
Convolución en 
tiempo.
Convolución en 
frecuencia.
Figura 4.1: Procedimiento de la operacio´n de convolucio´n tanto en tiempo como en
frecuencia y su relacio´n por la transformada de Fourier directa e inversa.
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umbral b
∑
w2x2
...
...
wdxd
w1x1
entradas pesos
Figura 4.2: Modelo gra´fico del perceptro´n
aprendizaje para este modelo se reduce a encontrar los valores de pesos y de umbral
adecuados para la tarea que se quiere resolver. Normalmente, se busca la mayor
consistencia con la evidencia presente en un conjunto de datos de entrenamiento (es
decir, menor error cometido), por lo que desde el punto de vista del aprendizaje se
tratarı´a de un modelo de aprendizaje supervisado.
En su concepcio´n original, y con los valores de pesos y umbral adecuados, el
modelo no es capaz de aproximar el funcionamiento de una puerta lo´gica NAND1.
Este resultado muestra que el perceptro´n es un modelo de co´mputo con capacidades
limitadas cercanas a simples operaciones de negacio´n con la operacio´n lo´gica “Y”.
Neurona sigmoidal
Debido a las limitaciones que presenta el perceptro´n simple como ma´quina de
co´mputo universal, se intento´ abordar esta debilidad conectando mu´ltiples percep-
trones entre sı´ formando una red. Sin embargo, pese a que la capacidad computacio-
nal se incrementaba (aunque no lo suficiente), el proceso de aprendizaje tambie´n se
hacı´a ma´s complejo a medida que la red resultante crecı´a. Este feno´meno ocurre de-
bido a la falta de control que existe ante una variacio´n en un peso con respecto a la
salida por la discontinuidad de la funcio´n escalo´n que se usa para el umbral, ya que,
de acuerdo al modelo de computacio´n de la ecuacio´n (4.6) una mı´nima variacio´n en
un peso puede causar un cambio brusco (entre los valores 0 y 1) en la salida.
Una forma de eliminar esta falta de control es cambiando la funcio´n que actu´a
sobre el valor agregado de las sen˜ales de entrada por una funcio´n con propiedades
analı´ticas ma´s adecuadas (al menos, continuidad), y tambie´n permitiendo que los
datos de entrada no sean binarios, sino nu´meros reales cualesquiera:
yˆ = σ(w · x+ b) (4.7)
1La puerta NAND se considera la puerta universal debido que a partir de esta es posible construir
cualquier otra compuerta y, por ende, cualquier circuito lo´gico.
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donde x ∈ Rn y σ es una funcio´n continua. En general, a esta funcio´n σ que actu´a
sobre el valor agregado de las sen˜ales (y umbral) se le denomina funcio´n de activacio´n
y, con el fin de facilitar la manipulacio´n de este tipo de unidades durante el proceso
de aprendizaje, suele considerarse la funcio´n no-lineal sigmoide siguiente como una
de las funciones de activacio´n ma´s habituales:
σ(z) =
1
1 + exp−z
(4.8)
La Figura 4.3 muestra la funcio´n de activacio´n del perceptro´n original (funcio´n
escalo´n) y la funcio´n de activacio´n para una neurona sigmoidal, donde se aprecia el
cambio brusco que se produce en el estado de salida para el primer caso, frente el
cambio progresivo y suavizado del segundo caso.
4 2 0 2 4
z
0.0
0.2
0.4
0.6
0.8
1.0
y
(a) Funcio´n de activacio´n escalo´n
4 2 0 2 4
z
0.0
0.2
0.4
0.6
0.8
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y
(b) Funcio´n de activacio´n sigmoide
Figura 4.3: Funciones de activacio´n para a) el perceptro´n, y b) la neurona sigmoidal.
Red neuronal multicapa (MLP)
Una vez resuelto el problema de control sobre la neurona artificial individual, es
posible agrupar neuronas sigmoidales e interconectarlas formando redes neuronales
artificiales de mayor complejidad. Aunque como veremos no es la u´nica configura-
cio´n posible, la ma´s utilizada a lo largo de los an˜os anteriores ha sido la conocida
como red feedforward, tambie´n conocida como perceptro´n multicapa (MLP) [85], que
esta´ formada por capas de neuronas, donde cada neurona de una capa especı´fica
se conecta con todas las neuronas de la siguiente capa, tal y como muestra la Figu-
ra 4.4. El apelativo de feedforward proviene del hecho de que en esta arquitectura el
flujo de datos solo se permite hacia capas inmediatamente posteriores, y no admite
conexiones entre neuronas de una misma capa.
La red neuronal multicapa esta´ compuesta por una primera capa donde se in-
gresa el vector de datos de entrada, llamada capa de entrada, una capa de salida con
el resultado entregado por la red, que se llama capa de salida, y un conjunto de ca-
pas intermedias ordenadas jera´rquicamente entre ambas capas, que se denominan
4.2. Fundamentos teo´ricos 115
...
...
...
x1
x2
x3
xd
h1
hk
o1
oc
Capa de entrada Capa oculta Capa de salida
Figura 4.4: Red neuronal feedforward con una capa de entrada, una capa oculta, y
una capa de salida.
globalmente capas ocultas, y que es donde se realizan proyecciones no lineales de la
informacio´n que fluye a trave´s de la red.
Aunque es evidente que una red que admita conexiones ma´s flexibles puede
aportar una mayor capacidad computacional, la razo´n por la que han sido las ma´s
utilizadas desde un punto de vista histo´rico se debe al hecho de que para ellas se
dispone de me´todos de entrenamiento eficientes, en los que la ausencia de ciclos en
el flujo de informacio´n aseguran la convergencia de me´todos tradicionales de opti-
mizacio´n. A pesar de las limitaciones impuestas para que sean controlables desde
el punto de vista del entrenamiento, este tipo de redes proporcionan un modelo de
computacio´n universal (ve´ase el teorema de aproximacio´n universal para ANN en
[39]).
Aprendizaje Desde el punto de vista del aprendizaje supervisado, el aprendizaje
de una red neuronal se obtiene por medio del ajuste de los pesos y bias para mejorar
el desempen˜o de la red, que se entiende de forma habitual como la disminucio´n
del error existente entre la prediccio´n de la red (oL, la salida proporcionada por la
u´ltima capa), y la salida deseada (y, disponible en el conjunto de datos sobre los
que estamos haciendo aprendizaje). La funcio´n de error, tambie´n llamada funcio´n
de coste, tı´picamente viene dada por el error medio cuadra´tico (MSE) del que ya
hablamos anteriormente:
E =
1
2N
||y − oL||22 (4.9)
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donde N es el nu´mero de elementos que tiene el conjunto de datos. Aunque puede
ser cualquier funcio´n derivable y decreciente con la disminucio´n de la distancia entre
y y oL.
El algoritmo de aprendizaje por excelencia para redes multicapa es el de gradiente
descendente que requiere el ca´lculo de los gradientes del error con respecto al peso y
bias para la actualizacio´n de los mismos. Para este ca´lculo de gradientes se utiliza el
algoritmo de retropropagacio´n (o backpropagation, en ingle´s). Para formalizar este
algoritmo se propone el diagrama de bloques generalizado de la Figura 4.5 para una
red neuronal multicapa.
b1
bl+1
bL
bl-1 bl
  σcl-1
wl-1
  σclw
l
  σcl+1w
l+1
  σc1w
1
  σcLw
L
o1
ol-1 ol o
l+1
oL
CAPA 1
CAPA l-1 CAPA l CAPA l+1
CAPA FINAL
Entrada
E y
CÁLCULO DEL ERROR
Figura 4.5: Diagrama de bloques generalizado de una red neuronal multicapa.
Para el diagrama presentado, la funcio´n de interaccio´n c de las entradas con los
pesos y el bias, y la salida o para una capa l viene dada por:
cl = wlol−1 + bl (4.10)
ol = σ(cl) (4.11)
Para optimizar los pesos y bias es necesario primero conocer la variacio´n del
error con una variacio´n en el peso o bias. Esto se formaliza calculando las derivadas
parciales ∂E∂w y
∂E
∂b . Para encontrar esta variacio´n del error con respecto a los pesos de
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una capa l, se plantea la siguiente resolucio´n a partir de la regla de la cadena:
∂E
∂wl
=
∂E
∂cl
∂cl
∂wl
(4.12)
δl =
∂E
∂cl
(4.13)
∂cl
∂wl
= ol−1 (4.14)
∂E
∂wl
= δlol−1 (4.15)
De igual manera, para encontrar la variacio´n del error con respecto al bias se
resuelve:
∂E
∂bl
=
∂E
∂cl
∂cl
∂bl
(4.16)
∂cl
∂bl
= 1 (4.17)
∂E
∂bl
= δl (4.18)
El te´rmino δl que representa la variacio´n del error con respecto a la funcio´n de las
entradas de la capa actual, cl, puede ser representado como una funcio´n de las en-
tradas de la capa siguiente, permitiendo retro-propagar el error como se muestra a
continuacio´n:
δl =
∂E
∂cl+1
∂cl+1
∂cl
(4.19)
∂E
∂cl+1
= δl+1 (4.20)
∂cl+1
∂cl
=
∂
∂cl
(wl+1ol + bl+1) (4.21)
=
∂
∂cl
[wl+1σ(cl) + bl+1] (4.22)
= wl+1σ′(cl) (4.23)
δl = [wl+1]T δl+1  σ′(cl) (4.24)
Finalmente, el ca´lculo del te´rmino δ para la capa L de la red (la capa final), que
es donde empieza la retro-propagacio´n del error viene dado por:
δL =
∂E
∂oL
∂oL
∂cL
(4.25)
=
∂E
∂oL
 σ′(cL) (4.26)
De esta forma, el problema de aprendizaje de pesos (y bias) adecuados se ha
traducido en un problema cla´sico de optimizacio´n de funciones derivables.
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4.2.3. Red neuronal convolucional (CNN)
Una red convolucional es un modelo de aprendizaje bio-inspirado en el cortex
visual de los cerebros animales. A partir de un conjunto de datos, este modelo busca
aprender una coleccio´n o´ptima de kernels con respecto a una tarea especı´fica.
Debido a las caracterı´sticas que presentan, y que analizaremos a continuacio´n, en
su origen las CNNs fueron utilizadas principalmente en tareas de reconocimiento de
ima´genes. Por ejemplo, el modelo LeNet-5 propuesto en [47] representa uno de los
primeros ejemplos de uso, y su objetivo era mejorar las capacidades de las redes
neuronales en la tarea de reconocimiento de caracteres.
Las redes convolucionales esta´n compuestas por un conjunto de capas apiladas
de forma jera´rquica que tienen la convolucio´n como operacio´n fundamental, donde
la salida de una capa es la entrada de la siguiente. La convolucio´n se aplica tomando
como lı´mites el taman˜oM×N de la sen˜al bidimensional de entrada y alineando con
ellos al kernel de taman˜o m× n, y dando como resultado una nueva sen˜al bidimen-
sional de taman˜oM−m+1×N−n+1, menor a la original. Sin embargo, se pueden
aplicar otras te´cnicas como, por ejemplo, rellenar la sen˜al de entrada con elementos
adicionales o unir los extremos de la sen˜al de entrada para formar un toroide, etc.
Adicionalmente, al conjunto de capas de convolucio´n se an˜ade al final un MLP que
conformara´ la etapa de clasificacio´n de la red.
La arquitectura de una CNN con una capa convolucional se muestra en la Figu-
ra 4.6, en donde se puede apreciar el flujo de informacio´n desde que la sen˜al bidi-
mensional ingresa a la red hasta que se realiza una clasificacio´n. Junto a la operacio´n
de convolucio´n explicada, en este tipo de redes podemos encontrar dos operacio-
nes adicionales, denominadas sub-muestreo (parte de la capa convolucional) y aplana-
miento de mapas de caracterı´sticas (previo a la etapa de clasificacio´n) que explicaremos
a continuacio´n:
Capa de
Entrada
1@32x32
Mapas de
características
20@28x28
Mapas de
características
20@14x14
Convolución
kernel 5x5
Sub-muestreo
kernel 2x2
Capa
oculta
280 unidades
Capa
oculta
500 unidades
Capa de
Salida
10 unidades
MLP Completamente
conectado
Aplanamiento
Figura 4.6: CNN con una capa convolucional.
Sub-muestreo El proceso de sub-muestreo es parte de la capa convolucional y tie-
ne sus orı´genes en el procesamiento de sen˜ales, en donde se utiliza para disminuir
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la cantidad de informacio´n de una sen˜al con el fin de adaptarla a una nueva tasa de
muestreo menor a la original. En las CNN el sub-muestreo tiene un objetivo similar,
es decir, busca disminuir de forma progresiva la masiva cantidad de datos presen-
te en los mapas de caracterı´sticas resultantes del proceso de convolucio´n. Mediante
este procedimiento se logra disminuir la complejidad computacional de la red y re-
ducir el nu´mero de caracterı´sticas extraı´das.
El tipo de sub-muestreo ma´s utilizado es el max-pooling, que desplaza una ven-
tana de seleccio´n de elementos por el espacio de cada mapa de caracterı´sticas sin
solapamiento hasta completar su ancho y largo. Para cada posicio´n de la ventana,
se elige el valor mayor de los elementos seleccionados con los cuales se construye
un nuevo mapa de caracterı´sticas inversamente proporcional a la dimensio´n pre-
establecida de la ventana. Un ejemplo de max-pooling es presentado en la Figu-
ra 4.7 para un mapa de caracterı´sticas de 4 × 4 y una ventana de 2 × 2. La capa de
Figura 4.7: Capa de max-pooling aplicada a un mapa de caracterı´sticas de 4× 4.
sub-muestreo, adema´s de disminuir la complejidad computacional de la red, pro-
porciona un mecanismo de invarianza a pequen˜os desplazamientos (locales) de los
patrones encontrados por la operacio´n de convolucio´n, lo cual brinda robustez adi-
cional a la red. Sin embargo, el uso de la capa de sub-muestreo debe ser tratado con
cautela porque se podrı´an perder caracterı´sticas relevantes y afectar de este modo la
sensibilidad de la red.
Aplanamiento de mapas de caracterı´sticas Esta operacio´n se aplica despue´s del
conjunto de capas convolucionales y sub-muestreo para dar inicio a la etapa de
clasificacio´n. Con la aplicacio´n de cada capa convolucional (y opcionalmente sub-
muestreo), se logran extraer patrones cada vez ma´s independientes de la posicio´n
en la que aparecen en la sen˜al de entrada. De esta forma, la capa convolucional ma´s
profunda devuelve un grupo de mapas de caracterı´sticas con una activacio´n robusta
en sus elementos ante la variabilidad de la entrada a la red, y solamente cambiante
con la presencia o ausencia de los diferentes patrones detectados por los filtros.
Este grupo de mapas de caracterı´sticas es aplanado mediante conversiones su-
cesivas de matriz a vector para cada mapa y el posterior apilamiento de todos los
vectores resultantes. Un ejemplo de esta operacio´n se muestra en la Figura 4.8.
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Figura 4.8: Ejemplo de aplanamiento de 3 mapas de caracterı´sticas con taman˜o 4×4.
Aprendizaje
De forma similar a como se entrenan las redes neuronales cla´sicas, el proceso de
aprendizaje en una CNN consta de dos etapas:
Propagacio´n.
Retro-propagacio´n.
A continuacio´n vamos a explicar brevemente co´mo funciona cada una de estas
etapas para este tipo de redes:
Propagacio´n
Las entradas y salidas de una capa convolucional se pueden interpretar como
un conjunto de funciones, en los casos que veremos, bidimensionales, que vamos
a llamar canales. Concretamente, el m-e´simo elemento del conjunto de salida en la
capa convolucional l, olm(x, y) viene determinado por:
olm(x, y) = σ(c
l
m(x, y)), donde (4.27)
clm(x, y) =
∑
n
iln,m(x, y) + b
l
m (4.28)
iln,m(x, y) =
∑
x1,y1
ol−1n (x+Nw − 1− x1, y +Nw − 1− y1) wln,m(x1, y1) (4.29)
siendo wln,m(x1, y1) el m-e´simo kernel aplicado al n-e´simo canal de la entrada en la
capa l, Nw es el taman˜o del kernel, blm(x, y) es la m-e´sima funcio´n de bias en la capa
l, y σ alguna funcio´n no lineal (muy habitualmente tanh). La n-e´sima funcio´n de
entrada a la red esta´ representada por o0n(x, y) y, en general, cada funcio´n de entrada
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a la capa convolucional l vendra´ dada por la salida de la capa anterior, es decir,
ol−1n (x, y).
Retro-propagacio´n
De acuerdo a lo visto en la propagacio´n, en una capa convolucional la salida
depende de los para´metros w y b, por lo que los esfuerzos del entrenamiento deben
ir encaminados en optimizar la funcio´n de error modificando adecuadamente estos
para´metros.
Siguiendo un razonamiento similar al que se sigue con el entrenamiento de redes
neuronales cla´sicas, como el error de una red, esta´ en funcio´n de la salida de la u´ltima
capa, y e´sta a su vez es una composicio´n de funciones de las capas anteriores, la
modificacio´n de los para´metros asociados a una capa l, cualquiera, debe realizarse
teniendo en cuenta su influencia en la capa l+1, que a su vez influira´ en la capa l+2,
y ası´ sucesivamente hasta llegar a la capa u´ltima y al error medible. En concreto, este
proceso iterativo de aproximacio´n de los para´metros de la red para la minimizacio´n
del error usando un procedimiento de gradiente descendente queda explicitado para
el caso convolucional de la siguiente forma:
Derivada del error con respecto al kernel. Vamos a medir co´mo influye cada pa-
ra´metro wln,m(x, y) de una capa l (el kernel) en el error de la red completa, E. Esto es
equivalente a la suma de la influencia de cada punto en clm en E, ponderada por la
influencia de wn,m(x, y) en cada punto concreto de clm:
∂E
∂wln,m(x, y)
=
∑
x1,y1
∂E
∂clm(x1, y1)
∂clm(x1, y1)
∂wln,m(x, y)
(4.30)
La influencia de cada punto en clm en E, que de nuevo denotaremos por δ, es
visto como el grado de cambio de E con respecto al cambio en la salida de una capa.
δlm(x1, y1) =
∂E
∂clm(x1, y1)
(4.31)
La influencia de wn,m(x, y) en cada punto concreto de clm es obtenida desarro-
llando la derivada de la ecuacio´n 4.28.
∂clm(x1, y1)
∂wln,m(x, y)
=
∂
∂wln,m(x, y)
( ∑
n,x2,y2
ol−1n (x¯(x2), y¯(y2)) w
l
n,m(x2, y2) + b
l
m
)
(4.32)
∂clm(x1, y1)
∂wln,m(x, y)
= ol−1n (x¯(x), y¯(y)) (4.33)
donde x¯(x) = x1 +Nw − 1− x2, y y¯(y) = y1 +Nw − 1− y2.
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Reemplazando la ecuacio´n 4.31 y 4.33 en 4.30, obtenemos:
∂E
∂wln,m(x, y)
=
∑
x1,y1
ol−1n (x¯(x), y¯(y)) δ
l
m(x1, y1) (4.34)
Es necesario notar que la ecuacio´n anterior puede ser reescrita como una opera-
cio´n de cross-correlacio´n seguida por una rotacio´n de 180◦ de la matriz resultante:
∂E
∂wln,m(x, y)
= rot180(
∑
x1,y1
ol−1n (x+ x1, y + y1) δ
l
m(x1, y1)) (4.35)
Derivada del error con respecto al bias El mismo procedimiento se aplica para
encontrar co´mo afecta el para´metro b a E:
∂E
∂blm(x, y)
=
∑
x1,y1
δlm(x1, y1)
∂clm(x1, y1)
∂blm(x, y)
(4.36)
∂clm(x1, y1)
∂blm(x, y)
=
∂(
∑
n,x2,y2
ol−1n (x¯(x2), y¯(y2)) wln,m(x2, y2) + blm)
∂blm(x, y)
(4.37)
En este caso todos los valores dentro del sumatorio son independientes de b, y
por lo tanto su derivada sera´ 0, entonces:
∂clm(x1, y1)
∂blm(x, y)
= 1 (4.38)
Reemplazando la ecuacio´n 4.31 y 4.38 en 4.37, obtenemos:
∂E
∂blm(x, y)
=
∑
x1,y1
δlm(x1, y1) (4.39)
Ca´lculo de δ y retro-propagacio´n del error Para el ca´lculo de δ en una capa hace-
mos uso nuevamente de la regla de la cadena. Entonces se expresa que la variacio´n
del m-e´simo canal resultante clm afecta a la variacio´n de E, como la suma de las afec-
ciones del m-e´simo canal de la capa l en el o-e´simo canal de la capa l+ 1, ponderado
por las afecciones del o-e´simo canal de l + 1 en la variacio´n de E.
δlm(x, y) =
∑
o
Nw−1,Nw−1∑
x1,y1
∂E
∂cl+1o (x+ x1, y + y1)
∂cl+1o (x+ x1, y + y1)
∂clm(x, y)
(4.40)
Notese aquı´ que una coordenada (x, y) de clm afecta a Nw − 1 coordenadas circun-
dantes en su equivalente de la capa l + 1, lo cual esta considerado en la ecuacio´n
dada.
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El valor de δ es tomado de la capa siguiente y es el te´rmino que retro-propaga el
error hacia las capas anteriores. De esta manera, el primer δ que se calcula es el de la
capa final del red.
δl+1o (x+ x1, y + y1) =
∂E
∂cl+1o (x+ x1, y + y1)
(4.41)
Las afecciones del m-e´simo canal de la capa l en el o-e´simo canal de la capa l+ 1
vienen dadas por:
∂cl+1o (x+ x1, y + y1)
∂clm(x, y)
=
∂
∂clm(x, y)
[∑
m1
Nw−1∑
x2,y2
olm1(x¯, y¯) w
l+1
m1,o(x2, y2) + b
l+1
o
]
(4.42)
∂cl+1o (x+ x1, y + y1)
∂clm(x, y)
=
∂
∂clm(x, y)
[∑
m1
Nw−1∑
x2,y2
σ(clm1(x¯, y¯)) w
l+1
m1,o(x2, y2) + b
l+1
o
]
(4.43)
∂cl+1o (x+ x1, y + y1)
∂clm(x, y)
=
∂
∂clm(x, y)
[
σ(clm(x, y)) w
l+1
m,o(x1, y1)
]
(4.44)
∂cl+1o (x+ x1, y + y1)
∂clm(x, y)
= wl+1m,o(x1, y1)σ
′
(clm(x, y)) (4.45)
donde x¯ = x+ x1 − x2, y y¯ = y + y1 − y2.
Reemplazando la ecuacio´n 4.41 y 4.45 en 4.40, obtenemos que:
δlm(x, y) =
[∑
o
Nw−1∑
x1,y1
δl+1o (x+ x1, y + y1) w
l+1
m,o(x1, y1)
]
σ
′
(clm(x, y)) (4.46)
Lo que, de nuevo, nos ha permitido expresar el procedimiento de aprendizaje
de para´metros de la red como un proceso de optimizacio´n de una funcio´n derivable
haciendo uso de mecanismos analı´ticos.
4.2.4. Autoencoder
Un Autoencoder (AE), presentado por primera vez en [86] y utilizado por Geof-
frey Hinton en [36], es una red que replica en la capa de salida los datos que ingresan
en la capa de entrada. Su principal utilidad radica en su capacidad de aprender una
mejor representacio´n del espacio de entrada de una forma no-supervisada, esto es,
sin el uso de etiquetas conocidas a priori. Esta tarea se realiza buscando una codifi-
cacio´n desde la cual sea posible reconstruir los datos de entrada como se muestra en
la Figura 4.9. Es decir, en el autoencoder se intenta que los datos de entrada y salida
sean lo ma´s similares posible.
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Figura 4.9: Un Autoencoder de tres capas.
Autoencoder cla´sico
En la fase de codificacio´n, un vector de entrada x ∈ Rd es normalmente codifica-
do a un vector h ∈ [−1, 1]k mediante el mapeo:
h = f(Wx+ b) (4.47)
donde W ∈ Rk×d y b ∈ Rk son los para´metros que se pueden entrenar del codifica-
dor. Si f(·) es una funcio´n lineal, entonces el proceso de codificacio´n es equivalente
al Ana´lisis de Componentes Principales2 con una descomposicio´n en k componen-
tes principales, donde cada componente es la proyeccio´n del vector de entrada x
en el espacio Rk [43]. Por otro lado, si f(·) es una funcio´n no-lineal entonces x no
puede ser representado como una combinacio´n lineal y el proceso se aleja de una
descomposicio´n por PCA. En muchas ocasiones, una funcio´n no-lineal permite cap-
turar patrones que esta´n ocultos para funciones lineales.
Tras el proceso de codificacio´n, el vector de representacio´n h es decodificado con
un mapeo similar:
x′ = f(W′h+ b′) (4.48)
donde x′ ∈ Rd es la reconstruccio´n del vector de entrada, W′ ∈ Rd×k y b′ ∈ Rd son
los para´metros del decodificador.
2Mejor conocido como PCA, por sus siglas en ingle´s.
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El proceso de entrenamiento de un autoencoder puede resumirse como el proce-
so de minimizacio´n del error entre x y x′, por ejemplo:
E = ||x− x′||22 (4.49)
Si se restringe W′ a W′ = W>, el problema de optimizacio´n se reduce a encontrar
W, b y b′ que minimicen la funcio´n de error:
W,b,b′ = arg min
W,b,b′
E (4.50)
y que, de nuevo, puede ser resuelto mediante el algoritmo de retro-propagacio´n con
gradiente descendente estoca´stico3 [5].
Denoising autoencoder
La concepcio´n original del AE establece que la dimensio´n del espacio de codifi-
cacio´n (k) debe ser menor que la del espacio de entrada (d), en caso contrario se corre
el peligro de aprender la funcio´n identidad, lo cual eliminarı´a cualquier capacidad
de generalizacio´n del modelo.
Una te´cnica para evitar el aprendizaje de la funcio´n trivial es el uso de una ver-
sio´n estoca´stica de autoencoder llamada Denoising Autoencoder (dAE) [98], que inten-
ta reconstruir el vector de entrada x desde una versio´n corrupta x˜. La hipo´tesis que
inspira esta idea expresa que una buena representacio´n, h, debe captura relaciones y
dependencias entre los elementos de x, y estos patrones son robustos y pueden ser
obtenidos desde una versio´n parcialmente destruida del mismo, x˜, por lo que serı´a
posible reconstruir x desde una representacio´n h que fue generada desde x˜.
El proceso para entrenar un dAE empieza con una degeneracio´n estoca´stica de la
entrada x, algo que podrı´a ser realizado mediante cualquier proceso de destruccio´n
aleatoria. El enfoque ma´s comu´n es la generacio´n de un vector r ∈ {0, 1}d, sujeto a
una distribucio´n de Bernoulli. Posteriormente, x˜ es construido mediante x˜ = x r.
La entrada degradada x˜ es codificada a h usando la ecuacio´n (4.47). Luego h
es decodificado a x′ mediante la ecuacio´n (4.48). El proceso de optimizacio´n de los
para´metros de la red se realiza como en el autoencoder cla´sico.
4.2.5. Autoencoder convolucional
El autoencoder, en cualquiera de sus formas (cla´sica, denoising, etc), es un mo-
delo que permite el aprendizaje no-supervisado de relaciones y dependencias entre
los datos de entrada. Esto quiere decir que la codificacio´n h podrı´a ser una represen-
tacio´n ma´s compacta y clara de los datos de entrada, logrando obtener una nivel de
abstraccio´n superior de los datos de forma independiente de la tarea que se desea
3SGD por sus siglas en ingle´s.
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realizar (clasificacio´n, regresio´n, clustering, etc). Este resultado puede ser utilizado
para crear redes de mu´ltiples capas apiladas una despue´s de otra. Cada capa sera´
pre-inicializada de forma no-supervisada mediante un autoencoder. El objetivo es
conseguir niveles de abstraccio´n superiores como lo ha demostrado Hinton en [35].
La idea del autoencoder puede ser extrapolada para la inicializacio´n de otros
tipos de capas en una red neuronal, como las convolucionales en una CNN. Sin em-
bargo, el autoencoder en su forma original no puede ser utilizado para pre-inicializar
capas de una red convolucional, ya que ambos modelos poseen una arquitectura dis-
tinta4.
Una modificacio´n de la idea original de la red autoencoder para que pueda ser
aplicada a capas convolucionales es presentada por Masci en [68] con el nombre
de Autoencoder Convolucional (CAE por sus siglas en ingle´s), donde el modelo es
usado concretamente para la extraccio´n no supervisada de caracterı´sticas para la
base de datos MNIST de dı´gitos escritos a mano (una tarea de reconocimiento desde
un gran conjunto de datos de ima´genes)[48].
El objetivo del CAE es inicializar una capa convolucional con una mejor estima-
cio´n de los para´metros wln,m y blm. La arquitectura de este modelo para una capa
convolucional l se muestra en la Figura 4.10.
convolución sub-muestreo
deconvolución sobre-muestreo
Encoder Convolucional
Decoder Convolucional
RDP
arg min E(x,y)
W, b
W ,b 
Representación 
aprendida
Figura 4.10: Arquitectura de CAE aplicado a una capa convolucional l.
De forma general, CAE imita el comportamiento de autocodificacio´n de AE para
datos bidimensionales. Las etapas de este modelo son descritas a continuacio´n:
1. RDP (Random Degeneration Process): hace referencia al proceso de corrup-
cio´n de los datos de entrada que evita el aprendizaje de la funcio´n trivial. Esta
operacio´n es similar a la usada en dAE pero aplicada en este caso a los mapas
de caracterı´sticas de entrada. En este sentido, el tipo de degradacio´n elegida
dependera´ del tipo de dato de cada pixel, p, en los mapas de caracterı´sticas.
4No´tese la diferencia entre la arquitectura cla´sica de red neuronal mostrada para el autoencoder en
la Figura 4.9 con la estructura bidimensional requerida para la entrada a una CNN en la Figura 4.6.
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Ası´, si p ∈ {0, 1} (imagen a blanco y negro) se elige una degradacio´n r por
ruido impulsivo, o ma´s conocido como sal y pimienta. Por otro lado, si p ∈ R
(imagen a escala de grises) se elige una degradacio´n r por ruido gaussiano.
En cualquiera de los dos casos los mapas de caracterı´sticas resultantes de este
proceso se obtienen con:
xˆli = x
l
i  r ∀i ∈ [0, I l − 1] (4.51)
donde I l es el nu´mero de mapas de caracterı´sticas para la capa l.
2. Convolucio´n: La fase de convolucio´n viene dada siguiendo la ecuacio´n (4.29),
la ecuacio´n (4.28) y la ecuacio´n (4.27), tı´picas de una capa convolucional de una
CNN.
3. Sub-muestreo: El sub-muestreo, como se vio´ en las CNN, hace referencia a
cualquier estrategia que permita reducir la cantidad de datos manteniendo la
informacio´n significativa. Hasta esta etapa, el procedimiento realizado ha sido
similar al efectuado en una capa convolucional cla´sica con la adicio´n de RDP.
Como resultado se obtiene el conjunto de mapas de caracterı´sticas de salida,
xl+1i ∀i ∈ [0, I l+1 − 1], con informacio´n acorde a W y b que pueden ser vistos
como componentes base de los mapas de entrada, los cuales adema´s tienen un
taman˜o disminuido en un factor determinado por el max-pooling (reduccio´n
de dimensio´n). Este resultado puede interpretarse desde la teorı´a de AE como
una codificacio´n de la entrada. Posteriormente habra´ de realizarse el proceso
con el cual se recuperara´ la entrada a partir de esta codificacio´n.
4. Sobre-muestreo: El propo´sito del sobre-muestreo es incrementar el taman˜o de
los datos. Habitualmente, para un conjunto de mapas de caracterı´sticas esto
se consigue replicando cada pixel en su vecindario un nu´mero determinado
de veces igual al mismo factor del max-pooling (lo que se conoce como un-
pooling). Es necesario mencionar que max-pooling, y en general cualquier sub-
muestreo, son operaciones destructivas, es decir, no se pueden recuperar los
datos originales tras aplicar la operacio´n. Esto indica que al aplicar el sobre-
muestreo no se garantiza de ninguna manera obtener los datos previos al sub-
muestreo, solamente es una aproximacio´n con igual dimensio´n.
5. Deconvolucio´n: Esta operacio´n intenta anular el efecto de la convolucio´n apli-
cada anteriormente. Como es bien conocido en la teorı´a del procesamiento de
sen˜ales, una forma de lograrlo es mediante una nueva operacio´n de convolu-
cio´n que hace uso de las transpuestas, W ′ y b′, de los kernels y bias originales
W y b, obteniendo de esta forma el conjunto de caracterı´sticas yli, ∀i ∈ [0, I l−1].
6. Optimizacio´n: Todo el proceso descrito anteriormente tiene como elementos
clave (y los u´nicos que pueden ser aprendidos) W y b. Estos dos conjuntos
de para´metros, que describen a la capa l, son optimizados de tal forma que
disminuyan el error de reconstruccio´n entre los mapas xl y yl con la siguiente
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me´trica (MSE para 2D):
E(W, b) =
1
2I l
Il−1∑
i=0
(xli − yli)2 (4.52)
El procedimiento anterior hace siempre referencia a los elementos de una capa con-
volucional l. Cuando los para´metros se han optimizado para esta capa, puede conti-
nuarse a la capa siguiente, l + 1, con mapas de entrada y obteniendo una estructura
de CAEs apilados denominada SCAE. Esta arquitectura permite la optimizacio´n ca-
pa a capa de una red convolucional profunda.
4.3. Aprendizaje de caracterı´sticas
El problema del descubrimiento de patrones que caractericen los estados en un
sistema dina´mico puede ser tan complejo como el sistema en sı´ mismo. Por ejemplo,
en una maquinaria rotativa existen dificultades inherentes a la dependencia de las
sen˜ales adquiridas con los para´metros de operacio´n de la maquinaria, tal y como se
ilustra en la Figura 4.11 con diferentes para´metros de operacio´n estacionarios, don-
de el espectro de frecuencia de una sen˜al de vibracio´n muestra cambios en posicio´n
y forma a velocidades diferentes. Segu´n muestran las mediciones reflejadas en esa
Figura, los armo´nicos a Velocidad 1 se pueden confundir fa´cilmente con la frecuen-
cia fundamental a Velocidad 3, algo comu´n que sucede cuando las velocidades de
operacio´n son mu´ltiplos entre sı´. Aunque es cierto que las posiciones del espectro
a diferentes cargas son muy similares, se aprecia que su forma cambia, aunque las
velocidades sean las mismas en todos los casos (ve´ase Figura 4.11a vs Figura 4.11b).
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(a) Prueba para carga 1
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(b) Prueba para carga 2
Figura 4.11: Espectro de frecuencia de una sen˜al de vibracio´n adquirida desde una
caja de engranes helicoidales a tres diferentes velocidades constantes.
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Bajo para´metros de operacio´n no estacionarios, la identificacio´n de patrones es
aun ma´s complicada. La Figura 4.12 ilustra el espectro a velocidad variable y dife-
rentes cargas constantes. Para este caso, dependiendo de la carga, los patrones en el
dominio de frecuencia no son identificables.
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Figura 4.12: Espectro de frecuencia de la sen˜al de vibracio´n adquirida desde una caja
de engranes helicoidales con velocidad variable y tres diferentes cargas constantes.
Para orientar el problema de identificacio´n de patrones en el diagno´stico de ma-
quinaria compuesta por engranes se han usado dos enfoques principales. El primero
se basa en el ana´lisis y metodologı´as para el procesamiento de sen˜ales, y tiene co-
mo propo´sito identificar bandas de frecuencias caracterı´sticas en el espectro de las
sen˜ales de vibracio´n [27]. Es el enfoque ma´s utilizado para el caso estacionario don-
de la localizacio´n de la banda suele indicar el tipo de fallo y su amplitud muestra
la severidad. En el caso no estacionario, se han aplicado te´cnicas ad-hoc basadas en
filtros para extraer una sen˜al ma´s informativa y ası´ poder luego continuar con su
ana´lisis [53].
El segundo enfoque esta´ basado en la clasificacio´n de patrones de caracterı´sticas
extraı´das de forma cla´sica desde las sen˜ales de vibracio´n en el dominio del tiem-
po, frecuencia, y/o tiempo-frecuencia, como se muestra en la Figura 4.13. Cada ca-
racterı´stica es cuidadosamente disen˜ada dependiendo del caso de estudio para ası´
lograr la extraccio´n de los indicadores de condicio´n ma´s robustos, invariantes a cam-
bios del proceso, e informativos. Tras el proceso de extraccio´n de caracterı´sticas se
utilizan modelos cla´sicos de aprendizaje para la clasificacio´n de patrones, como se
muestra en [14, 77]. Tambie´n se han aplicado algunos modelos de Deep Learning
(por ejemplo, [55]) pero, al igual que en el caso anterior, estos modelos se suelen cen-
trar en la clasificacio´n cla´sica de patrones de caracterı´sticas extraı´das previamente.
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Figura 4.13: Metodologı´a cla´sica para el diagno´stico de fallos mediante extraccio´n de
caracterı´sticas convencional.
Como se ha notado anteriormente, la extraccio´n y seleccio´n de caracterı´sticas no
son tareas triviales y son altamente dependientes de los para´metros operacionales.
Debido a su complejidad, en este trabajo se propone un me´todo para la evaluacio´n
de la severidad de fallos mediante la extraccio´n automa´tica de caracterı´sticas desde
series de tiempo medidas en una maquinaria bajo condiciones de operacio´n estacio-
narias y no estacionarias. El me´todo propuesto, representado en la Figura 4.14, esta´
compuesto por los siguientes pasos:
1. Adquisicio´n de la Sen˜al: Adquirir las sen˜ales de vibracio´n bajo mu´ltiples va-
lores de severidad de fallo con condiciones de operacio´n estacionarias y no
estacionarias.
2. Representacio´n en tiempo-frecuencia: Transformar las sen˜ales de vibracio´n
del dominio de tiempo a su representacio´n equivalente en tiempo-frecuencia.
3. Extraccio´n automa´tica de caracterı´sticas: Construir el modelo DCNN iniciali-
zado por SCAE para la extraccio´n de caracterı´sticas, usando la representacio´n
en tiempo-frecuencia de las sen˜ales.
4. Clasificacio´n y regresio´n: Con las caracterı´sticas extraı´das, construir el modelo
de clasificacio´n para estimar el nivel discreto de severidad de fallo. De forma
opcional, agregar un capa de regresio´n de suma ponderada para obtener el
valor continuo de severidad de fallo.
5. Evaluacio´n en lı´nea de la severidad de fallo: Evaluar la severidad del dan˜o
en un elemento meca´nico a partir de una nueva medicio´n de vibracio´n usando
los modelos obtenidos. La salida puede ser un nivel de severidad catego´rico o
un valor de severidad en porcentaje.
Estas fases son detalladas en las siguientes subsecciones.
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Figura 4.14: Metodologı´a cla´sica para el diagno´stico de fallos mediante extraccio´n de
caracterı´sticas convencional.
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4.3.1. Adquisicio´n de sen˜ales
Las sen˜ales de vibracio´n se obtienen por medicio´n directa de esta variable desde
la maquinaria y su discretizacio´n se realiza por medio de un proceso de conversio´n
analo´gico a digital. Cada sen˜al de vibracio´n es normalizada en el intervalo [0, 1] y
agrupada con otras sen˜ales de vibracio´n bajo para´metros de operacio´n de velocidad
y carga diferentes o, en su defecto, no estacionarios.
4.3.2. Representacio´n en tiempo-frecuencia
La representacio´n de una sen˜al en el dominio del tiempo puede ser transformada
al dominio de tiempo-frecuencia de mu´ltiples formas, entre las que destacan:
Transformada corta de Fourier.
Transformada fraccional de Fourier.
Descomposicio´n por Wavelet Packet (WPD).
Para el presente trabajo se usara´ WPD[31] debido que es una te´cnica que ofrece un
ajuste de resolucio´n adaptativa (multi-resolucio´n) en el dominio del tiempo y fre-
cuencia (ve´ase Seccio´n 2.4), algo necesario al trabajar bajo condiciones de operacio´n
de velocidad variable.
WPD se obtiene por la descomposicio´n recursiva de la sen˜al de ingreso mediante
dos procesos paralelos:
A = s ∗ g (4.53)
D = s ∗ h (4.54)
donde s es la sen˜al de entrada, g la respuesta al impulso de la funcio´n de wavelet pa-
dre φ (normalmente representada por un filtro pasa-bajo), h la respuesta al impulso
de la funcio´n de wavelet madre, ψ (normalmente representada por un filtro pasa-
alto), y A y D son las sen˜ales resultantes del proceso de descomposicio´n (llamadas
coeficientes de aproximaciones y detalles, respectivamente). Los dos filtros g y h se
restringen a ser mutuamente complementarios. Las funciones de Wavelet pueden
ser cualquier funcio´n con energı´a finita.
Las sen˜ales A y D se descomponen de forma recursiva con el fin de alcanzar un
nivel deseable de descomposicio´n, obteniendo de esta manera un a´rbol binario de
descomposicio´n de sen˜ales como se muestra en la Figura 4.15. El u´ltimo nivel de los
nodos tiene toda la informacio´n en los dominios de tiempo y frecuencia de la sen˜al
de entrada, y cada nodo en este nivel representa un rango especı´fico en el espectro.
Las sen˜ales dentro de estos nodos pueden ser normalizadas en la escala de tiempo y
luego ser apiladas desde la frecuencia menor a la mayor. Mediante este procedimien-
to se obtiene la representacio´n de tiempo-frecuencia mostrada en la Figura 4.16a y
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su equivalente 2D en la Figura 4.16b. Como ejemplo de posibles patrones para es-
timacio´n de la severidad del dan˜o se han marcado los coeficientes con los valores
ma´s elevados. En un caso real los patrones sera´n ma´s complejos y ma´s difı´ciles de
identificar.
Figura 4.15: A´rbol de descomposicio´n por Wavelet Packet de una sen˜al de vibracio´n
en el dominio del tiempo.
4.3.3. Proceso de extraccio´n automa´tico de caracterı´sticas
Las caracterı´sticas en la representacio´n tiempo-frecuencia de una sen˜al de vi-
bracio´n exhiben patrones altamente mo´viles debido a la carencia de una sen˜al de
sincronizacio´n externa por vuelta del motor. Esta caracterı´stica requiere que el mo-
delo reconozca caracterı´sticas en cualquier localizacio´n de la representacio´n tiempo-
frecuencia.
El modelo de red convolucional profunda es capaz de detectar patrones relacio-
nados, de forma local, con otros en una entrada bidimensional, independiente de la
zona donde ocurren estos eventos. Esto significa que DCNN es robusta al desplaza-
miento y podrı´a ser un buen candidato como modelo de extraccio´n de caracterı´sticas
desde patrones con ocurrencia local en la representacio´n tiempo-frecuencia. Pero, co-
mo e´ste es entrenado por el algoritmo de retropropagacio´n desde para´metros inicia-
lizados de forma aleatoria, podrı´a sufrir de convergencia prematura en los para´me-
tros de las primeras capas por el problema de pe´rdida del gradiente.
La debilidad del modelo DCNN puede ser direccionada con un mejor me´todo
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(a) Representacio´n tiempo-frecuencia en 3D
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(b) Representacio´n tiempo-frecuencia en 2D
Figura 4.16: Representacio´n en tiempo-frecuencia de la sen˜al de vibracio´n usando
wavelet daubechies 5. La Figura 4.16a ilustra el apilamiento de las sen˜ales de los
coeficientes de descomposicio´n, donde la amplitud de cada barra representa el valor
de los coeficientes en un tiempo y frecuencia especı´ficos. La Figura 4.16b presenta la
versio´n en 2D. Los o´valos marcan patrones equivalentes en la visualizacio´n en 3D y
2D con los colores acorde a su posicio´n.
para inicializar sus para´metros. En este trabajo se propone el uso de la arquitectu-
ra Stacked Convolutional Autoencoders, que como hemos indicado esta´ compuesta
por CAE apilados, de forma similar a SdAE, con el fin de extraer un conocimien-
to a priori usando como me´trica la capacidad del modelo para la reconstruccio´n
de la representacio´n tiempo-frecuencia de la sen˜al de ingreso. Posteriormente, los
para´metros obtenidos con SCAE son usados como punto de partida para un proceso
de ajuste fino de la DCNN.
Cada elemento en el conjunto de mapas de caracterı´sticas de la salida de la
DCNN es pasado por una funcio´n de aplanamiento y apilado para construir un vec-
tor de caracterı´sticas extraı´das. El taman˜o de este vector depende de la medida de
los datos de entrada a la DCNN, donde la salida de cada capa es una coleccio´n de k
mapas de caracterı´sticas de taman˜o (M−m+12 × N−n+12 ) cuando recibe como entrada
mapas de caracterı´sticas con taman˜o (M×N) y se usan k kernels de taman˜o (m×n).
4.3.4. Clasificacio´n y Regresio´n
El vector de caracterı´sticas obtenido mediante el proceso de extraccio´n automa´ti-
co de caracterı´sticas desde la representacio´n en tiempo-frecuencia es usado como
entrada para un perceptro´n multi-capa (MLP), construido para evaluar la severidad
del fallo. Tomando en cuenta que normalmente el espacio de decisio´n creado por
el vector de caracterı´sticas es de dimensio´n alta, el nu´mero de neuronas en la capa
oculta del MLP deberı´a ser suficientemente grande. El nu´mero de salidas para esta
arquitectura es igual al nu´mero de valores de severidad disponibles establecido en
la fase de entrenamiento.
El error de clasificacio´n es calculado usando la clase correspondiente al nivel real
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de severidad y la salida de la DCNN. Despue´s, el error es retro-propagado desde la
salida hacia las capas ocultas de la DCNN para completar el ciclo de ajuste fino en
el proceso de extraccio´n automa´tica de caracterı´sticas, con lo cual se logra ajustar las
caracterı´sticas para obtener una mejor precisio´n acorde a la estimacio´n de la clase de
severidad concreta.
Adicionalmente, de puede agregar una capa de regresio´n compuesta por una
operacio´n de suma ponderada (neurona lineal) de las entradas para obtener una
salida de tipo continua. Para este propo´sito se puede mantener la capa de discreti-
zacio´n tras el regresor logı´stico o eliminarla totalmente. En el primer caso, la clase
estimada es directamente ponderada por su equivalente en porcentaje de dan˜o. En
el segundo caso, cada probabilidad de pertenencia a una clase es ponderada por su
valor correspondiente de severidad en porcentaje y sumada con el resto de probabi-
lidades ponderadas.
4.3.5. Evaluacio´n en lı´nea de la severidad del fallo
Tras el ajuste de los modelos siguiendo los pasos descritos anteriormente, se pue-
den realizar pruebas en lı´nea. Para ello, se ingresa una nueva sen˜al de vibracio´n
adquirida desde la maquinaria en la arquitectura de caja negra sin cambios en los
para´metros internos. El proceso puede generar dos salidas: una primera con una
estimacio´n de tipo catego´rica de la severidad de dan˜o, y una segunda con una esti-
macio´n del porcentaje de dan˜o presente en el elemento de la maquinaria evaluado.
4.4. Experimentacio´n
Se han realizado tres grupos de pruebas, cada uno con un propo´sito especı´fico. El
primer grupo permite comparar entre la DCNN con kernels inicializados de forma
aleatoria y la DCNN propuesta con kernels inicializados usando SCAE, evaluando
la ventaja de iniciar el proceso de entrenamiento desde una solucio´n pre-optimizada.
Posteriormente, el mejor DCNN con SCAE fue evaluado en cada nivel de severidad
para analizar si la mayorı´a de los errores se producen entre clases adyacentes.
El segundo grupo fue realizado con el propo´sito de evaluar la incidencia de usar
el regresor lineal con la capa de discretizacio´n en el modelo del MLP. El objetivo fue
medir si el conjunto de probabilidades dan informacio´n en concordancia con el nivel
de severidad continuo y si cada probabilidad es cercana al resto.
El tercer grupo proporciona una comparacio´n con otros me´todos, supervisados
y no-supervisados, que han sido aplicados previamente a casos de diagno´stico de
fallos similares. Los me´todos seleccionados usan te´cnicas cla´sicas de extraccio´n de
caracterı´sticas sin el disen˜o convencional de caracterı´sticas para, de esta manera,
poder obtener una comparacio´n entre me´todos que buscan el mismo objetivo: la
automatizacio´n en el proceso de extraccio´n de caracterı´sticas desde series de tiempo.
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Co´digo kernels en capa 1 kernels en capa 2 kernels en capa 3
CNN1 100 × (5,5) 200 × (3,3) -
CNN2 100 × (5,5) 40 × (5,5) -
CNN3 100 × (5,5) 200 × (3,3) 400 × (3,3)
Cuadro 4.1: Configuracio´n de cada CNN con el nu´mero de kernels y el taman˜o para
cada kernel.
Los detalles de estas pruebas son presentados en las subsecciones siguientes.
4.4.1. Comparacio´n DCNN vs SCAE-DCNN
La primera prueba fue realizada usando DCNN con inicializacio´n aleatoria de
para´metros, uniformemente muestreada desde un rango acotado. Se probaron ar-
quitecturas con 2 y 3 capas convolucionales. Los factores comunes tanto en las ar-
quitecturas utilizadas como en los para´metros de entrenamiento son:
Presencia de una capa de max-pooling en cada capa convolucional con un fac-
tor de 2.
Una u´nica capa oculta de 1000 neuronas completamente conectadas a la u´ltima
capa convolucional.
Capa final formada por un regresor logı´stico.
200 elementos en cada minibatch.
Tasa de aprendizaje para entrenamiento supervisado de 0.1.
400 e´pocas de entrenamiento.
Las configuraciones evaluadas con diferentes nu´mero de kernels y su taman˜o se
resumen en la Tabla 4.1.
Usando esta configuracio´n de arquitectura y para´metros de entrenamiento se
realizaron otras pruebas con SCAE. En estas pruebas, la fase de pre-entrenamiento
fue agregada con un nivel de corrupcio´n de 0.1, 0.2 y 0.3 en la capa 1,2 y 3 respectiva-
mente; y se uso´ un nivel de corrupcio´n de 0.3 en la capa completamente conectada
en todos los casos. La tasa de aprendizaje para el pre-entrenamiento fue de 0.01 y
el nu´mero de e´pocas ajustado a 100. La Tabla 4.2 resume la arquitectura para cada
SCAE.
La exactitud fue usada como me´trica para cuantificar el desempen˜o global con
DCNN y SCAE. En la Tabla 4.3 se muestra pequen˜as diferencias entre CNN1 y
CNN2, comparadas con SCAE1 y SCAE2, de 0.0015 entre CNN1 y SCAE1, y 0.0012
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Co´digo kernels en capa 1 kernels en capa 2 kernels en capa 3
SCAE1 100 × (5,5) 200 × (3,3) -
SCAE2 100 × (5,5) 40 × (5,5) -
SCAE3 100 × (5,5) 200 × (3,3) 400 × (3,3)
Cuadro 4.2: Configuracio´n de cada SCAEs con el nu´mero de kernels y el taman˜o
para cada kernel.
Code CNN SCAE
1 0.9208 0.919
2 0.9382 0.937
3 0.9242 0.9465
Cuadro 4.3: Exactitud de DCNN y SCAE sobre el conjunto de prueba.
entre CNN2 y SCAE2, evidenciando un ligero mejor desempen˜o de CNNs sobre
SCAEs que casi podrı´a ser considerado despreciable. Por otro lado, SCAE3 muestra
un incremento significativo de desempen˜o de 0.0223 comparado a CNN3 (que tienen
la misma arquitectura), y un incremento de 0.0083 comparado a CNN2, siendo este
u´ltimo el mejor de todos los CNNs.
SCAE3, que presenta la mejor exactitud, es evaluada en su desempen˜o para cada
nivel de severidad usando las me´tricas cla´sicas: Precisio´n, Recall y valor-F, como se
muestra en la Tabla 4.4. Todas estas me´tricas fueron calculadas a partir de la matriz
de confusio´n mostrada en la Tabla 4.5, que fue obtenida al evaluar SCAE3 con el
conjunto de prueba de 600 elementos por cada nivel de severidad.
La mejor precisio´n, que indica la capacidad del modelo para evitar la inclusio´n de
elementos desde cualquier otra clase en la clase analizada, se obtiene de P1 (condi-
cio´n normal). Esto muestra que las firmas P2 a P10 tienen las mejores caracterı´sticas
de separabilidad con respecto a P1. El peor caso se obtiene en la confusio´n de P6 con
las firmas P3 (10 elementos), P5 (11 elementos), y P7 (14 elementos).
Por otro lado, el mejor recall, que muestra la capacidad del modelo para incluir
todos los elementos que, de hecho, esta´n dentro de una clase, se obtiene en P8. Esto
muestra que P8 es la firma ma´s distinguible del resto de firmas. Nuevamente, el peor
caso se obtiene para P6, que muestra su mayor error con P5 (7 elementos) y P7 (11
elementos), lo que puede estar justificado por la cercanı´a en el nivel de severidad de
P6 con P5 y P7.
Adicionalmente, el valor-F muestra el desempen˜o general del modelo, conside-
rando ambos, precisio´n y recall. En este caso, el mejor valor-F se obtiene para P8, y
el peor para P6.
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Co´digo de Severidad Precisio´n Recall Valor-F
P1 0.9680 0.9583 0.9631
P2 0.9533 0.9533 0.9533
P3 0.9538 0.9283 0.9409
P4 0.9400 0.9400 0.9400
P5 0.9218 0.9233 0.9226
P6 0.9103 0.9133 0.9118
P7 0.9422 0.9233 0.9327
P8 0.9532 0.9850 0.9689
P9 0.9635 0.9667 0.9651
P10 0.9589 0.9733 0.9661
Cuadro 4.4: Me´tricas de desempen˜o para cada nivel de severidad.
Class P1 P2 P3 P4 P5 P6 P7 P8 P9 P10
P1 575 6 3 1 5 1 1 3 0 5
P2 6 572 1 2 3 5 0 4 2 5
P3 2 3 557 5 14 10 2 3 2 2
P4 0 4 3 564 7 8 7 3 4 0
P5 3 2 11 5 554 11 6 1 3 4
P6 4 6 6 5 7 548 11 4 6 3
P7 3 0 1 12 3 14 554 6 4 3
P8 0 2 0 0 0 2 2 591 0 3
P9 0 5 0 6 4 1 3 1 580 0
P10 1 0 2 0 4 2 2 4 1 584
Cuadro 4.5: Matriz de confusio´n obtenida de la evaluacio´n del modelo en el conjunto
de prueba.
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Co´digo MSE MedAE
SCAE3 con capa de discretizacio´n 7,985 · 10−3 5,332 · 10−9
SCAE3 sin capa de discretizacio´n 5,853 · 10−3 4,073 · 10−5
Cuadro 4.6: Desempen˜o cuantitativo entre la inclusio´n y exclusio´n de la capa de
discretizacio´n.
4.4.2. Incidencia de la capa de discretizacio´n
Esta prueba se realiza con una capa de discretizacio´n tras el regresor logı´stico y
sin ella. Los resultados se muestran en la Tabla 4.6 y presentan un mejor desempen˜o
general de SCAE sin la capa de discretizacio´n con un error medio cuadra´tico menor
que el otro caso.
Adema´s, los resultados indican que la probabilidad de salida del regresor logı´sti-
co brinda informacio´n relacionada con la severidad del dan˜o.
4.4.3. Comparacio´n con otros me´todos de extraccio´n de caracterı´sticas
Con el fin de comparar el me´todo propuesto con otros se realizan dos bloques
de comparativas. El primero usa me´todos no-supervisados de extraccio´n de carac-
terı´sticas sin conocimiento de la tarea especı´fica para la obtencio´n de e´stas. El segun-
do usa un me´todo supervisado de extraccio´n y seleccio´n de caracterı´sticas junto con
un clasificador como representante del enfoque cla´sico (ver Figura 4.13).
Para minimizar el sesgo en las comparativas causado por la seleccio´n aleatoria en
el conjunto de entrenamiento y prueba, se realiza una validacio´n cruzada de 5-folds,
tanto para los me´todos supervisados como para los no-supervisados.
Me´todos no-supervisados de extraccio´n de caracterı´sticas
La comparacio´n entre el me´todo propuesto y otros 5 me´todos se realiza con la
exactitud como me´trica. Los 5 me´todos adicionales propuestos son:
1. T-PCA-MLP[71]: Aplica Ana´lisis de Componentes Principales (PCA) a la sen˜al
de vibracio´n. Para la seleccio´n del nu´mero de componentes principales se utili-
za el criterio de Estimacio´n de Ma´xima Verosimilitud de Minka, obteniendo de
esta forma 765 caracterı´sticas. Las caracterı´sticas seleccionadas son las entra-
das para un perceptro´n multi-capa con la misma estructura de su equivalente
usado en SCAE3.
2. F-MLP[108]: Se aplica la Transformada Ra´pida de Fourier (FFT) a la sen˜al de
vibracio´n. Todas las componentes espectrales son usadas como caracterı´sticas
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que ingresan a un perceptro´n multicapa con la misma arquitectura que la usa-
da en SCAE3.
3. F-PCA-MLP[71]: La FFT se aplica a la sen˜al de vibracio´n seguido por una fase
de extraccio´n de caracterı´sticas por medio de PCA. Para la seleccio´n del nu´me-
ro de componentes principales se utiliza el criterio de Estimacio´n de Ma´xima
Verosimilitud de Minka, obteniendo 780 caracterı´sticas. Las caracterı´sticas se-
leccionadas sirven de entrada para un perceptro´n multicapa con la misma ar-
quitectura que la usada en SCAE3.
4. TF-MLP: Se obtiene la representacio´n tiempo-frecuencia de la sen˜al de vibra-
cio´n usando el me´todo propuesto en este trabajo. La matriz resultante es trans-
formada a un vector de 8704 caracterı´sticas apilando cada una de sus filas. Las
caracterı´sticas obtenidas son las entradas para un perceptro´n multicapa con la
misma arquitectura que la usada en SCAE3.
5. TF-PCA-MLP: Se obtiene la representacio´n tiempo-frecuencia de la sen˜al de
vibracio´n usando el me´todo propuesto en este trabajo. La matriz resultante es
transformada a un vector de 8704 elementos apilando cada una de sus filas.
Se obtiene una vector de 754 caracterı´sticas representativas usando PCA con el
criterio de Minka. Las caracterı´sticas obtenidas son las entradas para un per-
ceptro´n multi-capa con la misma arquitectura que la usada en SCAE3.
6. TF-SVM: Con el fin de comparar los resultados de nuestra propuesta con otro
clasificador, se obtiene la representacio´n tiempo-frecuencia de la sen˜al de vi-
bracio´n. La matriz resultante es transformada a un vector de 8704 elementos
apilando cada una de sus filas. El vector de 8704 caracterı´sticas se aplica como
entrada para una Ma´quina de Soporte Vectorial (SVM) multiclase de tipo uno
contra todos con un kernel gaussiano.
Los resultados obtenidos son presentados en la Tabla 4.7, y muestran que los
me´todos tradicionales de extraccio´n de caracterı´sticas no supervisada no son capaces
de extraer caracterı´sticas informativas para la tarea presentada. Por una parte, esto
se debe a la alta variabilidad en la sen˜al de vibracio´n con informacio´n redundante,
pero principalmente a la combinacio´n de sen˜ales estacionarias y no-estacionarias en
los mu´ltiples para´metros de operacio´n, que oculta las caracterı´sticas importantes. Se
ha reportado en la literatura el uso de estas te´cnicas en condiciones de operacio´n
estacionarias o mı´nimamente no-estacionarias con buenos resultados, pero fallan en
escenarios ma´s complejos.
Me´todos de extraccio´n de caracterı´sticas cla´sicos
Se realiza una comparacio´n adicional con el uso del enfoque cla´sico para el diag-
no´stico de fallos basado en el aprendizaje automa´tico. Las sen˜ales de vibracio´n son
procesadas para extraer las caracterı´sticas estadı´sticas propuestas por [77]. Estas ca-
racterı´sticas pertenecen a los dominios de tiempo, frecuencia y tiempo-frecuencia,
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Code fold 1 fold 2 fold 3 fold 4 fold 5 avg. acc
SCAE3 95.02 95.05 95 94.22 95.53 94,96± 0,47
T-PCA-MLP 24.1 26.22 17.46 20.56 13.78 20,42± 5
F-MLP 10.08 10.5 10 10.71 10.42 10,34± 0,3
F-PCA-MLP 17.67 20.01 18.52 15.05 16.45 17,54± 1,91
TF-MLP 15.4 13.56 15.63 17.2 14.28 15,21± 1,39
TF-PCA-MLP 24.3 26.12 25.47 22.5 26.23 24,92± 1,56
TF-SVM 15.02 15.13 14.58 14.63 14.87 14,85± 0,24
Cuadro 4.7: Comparacio´n de SCAE con otros me´todos no-supervisados de extrac-
cio´n de caracterı´sticas. Cada columna ”particio´n”tiene la exactitud evaluada en la
particio´n correspondiente. La columna final tiene la exactitud promedio entre todos
las particiones con su desviacio´n esta´ndar.
Code fold 1 fold 2 fold 3 fold 4 fold 5 avg. acc
SCAE3 95.02 95.05 95 94.22 95.53 94,96± 0,47
Rel+SVM 88 89.33 84 90.67 89.33 88,27± 2,56
Cuadro 4.8: Comparacio´n de SCAE con RELIEF+SVM. Cada columna “particio´n”
tiene la exactitud evaluada en la particio´n correspondiente. La columna final tiene
la exactitud promedio entre todos las particiones con su desviacio´n esta´ndar.
obteniendo un conjunto de 817 indicadores de la condicio´n. A continuacio´n se apli-
ca un proceso de filtrado de indicadores correlacionados, lo que da 183 caracterı´sti-
cas no-correlacionadas que son normalizadas con media 0 y desviacio´n esta´ndar 1.
Luego, se seleccionan 16 caracterı´sticas usando RELIEF como te´cnica de seleccio´n de
caracterı´sticas, junto con un clasificador multiclase basado en una SVM de tipo uno
contra todos con kernel gaussiano propuesto por [94]. El resultado es un sistema de
clasificacio´n del nivel de severidad de dan˜o en el componente meca´nico.
Los resultados se muestran en la Tabla 4.8, que muestra evidencias claras de
un mejor desempen˜o en la estimacio´n de la severidad del dan˜o mediante el uso de
caracterı´sticas disen˜adas por expertos en complemento con un proceso de seleccio´n
de caracterı´sticas y clasificacio´n. Sin embargo en comparacio´n con el me´todo pro-
puesto, RELIEF+SVM tiene una exactitud de 6,69 % por debajo de SCAE3. Adema´s
es posible notar que existe una pequen˜a variabilidad de 0,47 % en los resultados con
SCAE3 frente a 2,56 % con RELIEF+SVM, lo que justifica que la propuesta de este
trabajo es independiente de los datos usados para entrenar el modelo.

CAPI´TULO 5
APRENDIZAJE DE LA
REPRESENTACIO´N Y ONE-CLASS
LEARNING
5.1. Introduccio´n
Las metodologı´as que hemos presentado en los capı´tulos anteriores nos han per-
mitido alcanzar niveles de automatizacio´n cada vez ma´s altos en el modelado de
sistemas dina´micos a partir de informacio´n parcial adquirida de sus comportamien-
tos. Las aplicaciones que pueden ser abordadas con estas metodologı´as cubren un
amplio rango de problemas, que tienen como factor comu´n la estimacio´n del valor
de una variable oculta del sistema dina´mico a partir de la evolucio´n temporal de
variables visibles. Como ejemplos esta´n las aplicaciones de CBM usadas como ca-
sos de estudio transversal a lo largo de toda esta memoria, en las cuales a partir de
las series temporales obtenidas de sen˜ales medidas (variables visibles), se realizan
inferencias sobre el estado de un componente interno de la ma´quina (variable ocul-
ta). Para este propo´sito, hasta este momento hemos utilizado instancias conocidas
de pares (serie de tiempo, variable oculta) que han permitido obtener por medio de
conocimiento experto (Capı´tulo 3), o sin e´l (Capı´tulo 4), una representacio´n de las
series de tiempo para luego ser clasificadas en algu´n estado de la variable oculta.
A pesar de que las metodologı´as anteriores son muy u´tiles en multitud de apli-
caciones, se encuentran limitadas por el elevado coste que, la mayorı´a de las veces,
implica obtener pares (serie de tiempo, variable oculta). Esto se debe a que se nece-
sita un etiquetado de la variable oculta que normalmente debera´ ser realizado por
expertos en el a´rea de aplicacio´n, o que incluso puede resultar imposible de obte-
ner. Siguiendo con el ejemplo tratado aquı´, en una aplicacio´n industrial de manteni-
miento basado en la condicio´n comu´nmente se desea detectar que una pieza sufre
algu´n dan˜o o deterioro en etapas tempranas. Con esta informacio´n se pueden elabo-
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rar planes de mantenimiento y/o el subsecuente reemplazo a tiempo del elemento.
Sin embargo, tener informacio´n de mu´ltiples niveles de dan˜o de una gran cantidad
de elementos (ejes, rodamientos, engranes, etc) resulta imposible por el tiempo re-
querido para alcanzar un cierto nivel de dan˜o que permita realizar una inspeccio´n
visual y categorizarlo. Para contextualizar lo dicho, un rodamiento de caracterı´sti-
cas esta´ndar bajo condiciones de funcionamiento nominal puede tardar entre 4 y 5
an˜os de funcionamiento continuo sin presentar fallas y, adema´s, al aparecer podrı´an
no ser fa´cilmente visibles, requiriendo detener la ma´quina para inspecciones conti-
nuas. Los costes de este procedimiento lo hacen totalmente inviable en situaciones
pra´cticas donde adema´s se pueden presentar dan˜os en mu´ltiples elementos al mismo
tiempo. Bajo las circunstancias descritas, obtener un conjunto de datos etiquetados
sobre las diferentes categorı´as resulta inviable.
Sin embargo, en mu´ltiples circunstancias es econo´mico disponer de datos eti-
quetados solamente para una categorı´a de la variable oculta. Retornando al ejemplo
anterior, tras una revisio´n rutinaria de los componentes o de un cambio planificado
de los mismos se sabe que estos se encuentran en buenas condiciones. Este conoci-
miento puede ser utilizado para capturar datos de series de tiempo bajo condiciones
normales (etiquetadas de igual forma).
En este capı´tulo presentaremos una metodologı´a para modelar un sistema dina´mi-
co u´nicamente a partir de series de tiempo pertenecientes a una sola categorı´a. A este
tipo de aprendizaje se le conoce como one-class learning y ha sido usado en aplica-
ciones donde se tienen caracterı´sticas explı´citas extraı´das a partir de conocimiento
experto. Sin embargo, aquı´ se propone el uso de una te´cnica para el aprendizaje de
la representacio´n de una serie de tiempo basada en la Computacio´n con Reservorios,
que da como resultado un conjunto de vectores de estado que sera´n tratados como
instancias muestreadas desde una variable aleatoria con distribucio´n de probabili-
dad compleja. A partir de estas instancias se encuentra un modelo que aproxima su
distribucio´n de probabilidad y que, adema´s, es capaz de generar nuevas instancias.
Como resultado, este modelo entrega una me´trica de similaridad entre nuevas ins-
tancias con la distribucio´n de probabilidad aproximada, lo que permite determinar
si la instancia pertenece a la clase aprendida o no.
Este capı´tulo se encuentra organizado como sigue. La Seccio´n 5.2 proporciona el
sustento teo´rico de las Redes Neuronales Recurrentes (RNN, por sus siglas en ingle´s)
como mecanismo para el modelado de sistemas dina´micos. Aquı´ se abordan distin-
tas arquitecturas, su formalizacio´n, posibles algoritmos de entrenamiento y las de-
bilidades que presentan estos algoritmos para su uso generalizado por la dificultad
que entran˜a entrenarlas. Una forma de superar los problemas de las RNN cla´sicas
en el entrenamiento se presenta en la Seccio´n 5.3 con el paradigma de computacio´n
con reservorios, donde se profundiza en el modelo de Echo State Network (ESN) con
detalles acerca de su implementacio´n, propiedades y algoritmos de entrenamiento.
Posteriormente, en la Seccio´n 5.4 se presentan los fundamentos teo´ricos de Variatio-
nal Autoencoder (VAE), un modelo generativo que au´na las ideas de la inferencia
variacional con Deep Learning para encontrar relaciones probabilı´sticas y complejas
en un conjunto de datos. La Seccio´n 5.5 introduce una metodologı´a para el modelado
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de sistemas dina´micos mediante one-class learning usando ESN para la extraccio´n
no-supervisada de caracterı´sticas y VAE para el modelado probabilı´stico. La aplica-
cio´n de la metodologı´a anterior en un caso de estudio del mantenimiento basado en
la condicio´n se presenta en la Seccio´n 5.6, donde el modelo resultante se utiliza para
la deteccio´n de fallos en engranes helicoidales, rodamientos, y cajas de engranes rec-
tos a partir de sus mediciones de vibracio´n. Utilizando los resultados obtenidos en la
deteccio´n de fallos en engranes helicoidales, en esta misma seccio´n se realizan prue-
bas de estre´s sobre los para´metros ESN, y finalmente se presenta una comparacio´n
con dos metodologı´as basadas en un conocido modelo para one-class learning.
5.2. Redes neuronales recurrentes
Como se puso de manifiesto en el Capı´tulo 4, las Redes Neuronales Artificia-
les (ANN) son un modelo de computacio´n muy potente que es capaz de encontrar
relaciones complejas entre las entradas y las salidas de la red. Estas relaciones son
representadas como una composicio´n de funciones, normalmente no-lineales, que
son ajustadas por un conjunto de para´metros asociados a los pesos de la red. La
composicio´n expande las capacidades de representacio´n funcional de la red estan-
do solamente limitada por el nu´mero de capas y neuronas (elementos de co´mputo)
en cada una de las capas, y que deben ser elegidos de acuerdo a la complejidad
del problema. Esta capacidad de co´mputo ha llevado a demostrar que las ANN son
aproximadores universales de cualquier funcio´n [38].
Adema´s, la potencia de co´mputo de las ANN puede ser incrementada median-
te la inclusio´n de operaciones ma´s complejas en sus neuronas. Bajo este precepto,
histo´ricamente el modelo lineal ma´s simple de neurona evoluciono´ al modelo no-
lineal sigmoidal, que presenta grandes ventajas en el proceso de entrenamiento.
Posteriormente se han propuesto nuevas operaciones como nu´cleo de ANN ma´s
avanzadas, como las redes neuronales convolucionales (CNN, ve´ase Capı´tulo 4),
que usan la convolucio´n como base de su co´mputo, logrando que las neuronas se
transformen en funciones de filtrado con capacidades de procesadores de sen˜ales.
Sin embargo, independientemente de la potencia de co´mputo que tenga cada tipo
de ANN, el objetivo comu´n es el mismo: obtener un modelo que aproxime una fun-
cio´n capaz de mapear un conjunto de entradas, o variables independientes, a un
conjunto de salidas, o variables dependientes.
Sin embargo, existen algunos inconvenientes al intentar modelar todos los pro-
cesos con un conjunto de variables predictoras independientes mapeadas a otras va-
riables de salida. Por un lado, se encuentra la dificultad asociada a la existencia de un
orden fundamental entre las variables predictoras, que no es abordada por las ANN
cla´sicas1 debido a la arquitectura tı´pica de red completamente conectada que existe
entre sus capas, por lo que impide un orden natural entre los datos de entrada. Otro
1Este problema sı´ es abordado por las CNN, que son capaces de encontrar patrones espaciales en la
entrada de la red.
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Figura 5.1: Representacio´n de una RNN.
inconveniente aparece cuando las variables predictoras, y/o las salidas, son funcio-
nes del tiempo (continuo o discreto). En este caso, el mapeo entrada-salida, que en
el modelo cla´sico solo se ve afectado por los valores instanta´neos de la entrada a la
red, ahora tambie´n es dependiente del momento en el que se realiza el mapeo. Final-
mente, esta´n los casos en donde para un paso de computacio´n en la red se requiere
el resultado de computaciones anteriores, ya sea de las salidas o de algu´n elemento
interno. Las ANN cla´sicas, por su arquitectura feedforward, no son capaces de lidiar
con esta dificultad al no disponer de mecanismos de retroalimentacio´n, por ejemplo
por medio de lazos o ciclos, que permitan reutilizar respuestas anteriores.
Por las razones citadas, y tomando como inspiracio´n el funcionamiento de las
redes neuronales del cerebro de los mamı´feros, surgio´ un nuevo modelo de compu-
tacio´n biolo´gicamente ma´s plausible denominado Red Neuronal Recurrente (RNN,
por sus siglas en ingle´s), que permite la presencia de mecanismos de retroalimen-
tacio´n de estados anteriores para el co´mputo de los nuevos estados de las neuronas
(ve´ase Figura 5.1), y que intenta replicar las conexiones que existen en un cerebro
real, que en general no disponen de un orden jera´rquico especı´fico definido por un
flujo de informacio´n unidireccional.
Los modelos iniciales de redes recurrentes fueron el modelo de Elman y el mo-
delo de Jordan. Ambos an˜aden al modelo feedforward tradicional nuevos elementos
de co´mputo denominados unidades de contexto para el modelo de Elman, y, unidades
de la capa de estado para el modelo de Jordan (ver Figura 5.2). En el primer caso, estas
unidades almacenan el resultado del co´mputo de las neuronas de la capa oculta y lo
reinyectan como entradas para la misma capa de neuronas en la siguiente iteracio´n.
En cambio, en el segundo caso las unidades de la capa de estado almacenan el resul-
tado de la salidas, que en la siguiente iteracio´n son reinyectadas como entradas para
el co´mputo en la capa oculta.
Como se menciono´ anteriormente, en la arquitectura de las RNN existen ciclos,
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Entradas
Salidas
Unidades Ocultas
Unidades de Contexto
(a) Modelo de Elman
Entradas
Salidas
Unidades Ocultas
Unidades de Contexto
(b) Modelo de Jordan
Figura 5.2: Primeros modelos de RNN.
Aspecto ANN RNN
Arquitectura Propagacio´n hacia adelante a
trave´s de capas ocultas.
Presencia de ciclos que per-
miten retropropagacio´n.
Objeto matema´ti-
co representado
Funciones. Sistemas dina´micos.
Entrenamiento Algoritmos basados en back-
propagation.
Mu´ltiples algoritmos pro-
puestos.
Cuadro 5.1: Diferencias entre ANN cla´sicas y RNN.
lo que de forma natural permite el modelado explı´cito de relaciones temporales.
Es por esta razo´n que han sido utilizadas de forma satisfactoria en tareas como la
identificacio´n de sistemas dina´micos, clasificacio´n de patrones con relaciones tem-
porales, modelado de series de tiempo deterministas o estoca´sticas, etc. Estas tareas
aparecen en multitud de campos, tanto en problemas de ingenierı´a como de ciencia
en general, dando paso a una gran diversidad de aplicaciones como son el procesa-
miento del lenguaje natural, control de sistemas industriales, filtrado de sen˜ales en
las telecomunicaciones, etc.
En resumen, las diferencias entre las ANN cla´sicas y las RNN pueden ser carac-
terizadas por tres aspectos fundamentales: arquitectura, representacio´n matema´tica,
y entrenamiento. La Tabla 5.1 muestra una comparativa entre los dos modelos en
cada uno de estos aspectos.
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5.2.1. Descripcio´n Formal de las RNN
Las RNN son modelos de computacio´n que emulan de una manera muy sim-
plificada la interaccio´n entre los elementos de las redes neuronales biolo´gicas, y en
consecuencia su modelado es muy similar al de las redes neuronales cla´sicas. Esta
interaccio´n se da por la conexio´n con una determinada fuerza entre neuronas me-
diante sus enlaces sina´pticos, que para propo´sitos de modelado es representada por
el peso. En este modelo, al igual que en las ANN cla´sicas, se puede distinguir la pre-
sencia de 3 capas completamente identificadas: capa de entrada, oculta, y de salida,
aunque veremos que presentan diferencias fundamentales con respecto a las capas
equivalentes de las ANN. Para realizar una descripcio´n formal del modelo, y como
suele ser habitual, cada elemento se representara´ en notacio´n matricial.
Para un paso de computacio´n t2, las entradas a la red reciben un vector u(t), de
taman˜o Nin, igual al nu´mero de neuronas presente en la capa de entrada:
u(t) =

u1(t)
u2(t)
...
uNin(t)
 (5.1)
Este vector de entradas es procesado en la capa oculta, generando a su vez un vector
de activacio´n h(t), de taman˜o Nx, igual al nu´mero de neuronas presentes en la capa
oculta:
h(t) =

h1(t)
h2(t)
...
hNx(t)
 (5.2)
Este nuevo vector es igualmente procesado en la capa de salida para finalmente
obtener un vector yˆ(t), de taman˜o Nout, igual al nu´mero de neuronas presentes en la
capa de salida:
yˆ(t) =

yˆ1(t)
yˆ2(t)
...
yˆNout(t)
 (5.3)
La Figura 5.3 muestra una representacio´n gra´fica de un modelo de RNN general.
Podemos representar las conexiones entre las diversas capas de la red haciendo
uso de notacio´n matricial. Ası´, las conexiones existentes entre la capa de entrada y
2En este contexto, t representa tiempo discreto, y para las RNN es equivalente al instante en el que
se realizan todas las operaciones de computacio´n dentro de la red.
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Nin 
unidades 
de entrada
Nx unidades Internas
Nout 
unidades 
de salida
Figura 5.3: Modelo de Red Recurrente.
la capa oculta se presentan con la matriz Win de taman˜o Nx ×Nin:
Win =

win1,1 w
in
1,2 . . . w
in
1,Nin
win2,1 w
in
2,2 . . . w
in
2,Nin
...
...
. . .
...
winNx,1 w
in
Nx,2
. . . winNx,Nin
 (5.4)
donde la columna i tiene los pesos de las conexiones existentes entre la i-e´sima en-
trada y cada una de las neuronas de la capa oculta.
En las RNN la capa que normalmente contiene ciclos es la capa oculta. Esta in-
teraccio´n entre las neuronas de la misma capa esta´ dada por la matriz de adyacencia
W de taman˜o Nx ×Nx:
W =

w1,1 w1,2 . . . w1,Nx
w2,1 w2,2 . . . w2,Nx
...
...
. . .
...
wNx,1 wNx,2 . . . wNx,Nx
 (5.5)
donde la columna i tiene los pesos entre la i-e´sima neurona de la capa oculta con el
resto de neuronas de la misma capa.
Por u´ltimo, la interaccio´n entre la capa oculta y la de salida se da por la matriz
Wout de taman˜o Nout ×Nx:
Wout =

wout1,1 w
out
1,2 . . . w
out
1,Nx
wout2,1 w
out
2,2 . . . w
out
2,Nx
...
...
. . .
...
woutNout,1 w
out
Nout,2
. . . woutNout,Nx
 (5.6)
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donde la columna i tiene los pesos entre la i-e´sima neurona de la capa oculta y cada
una de las unidades de salida.
Por u´ltimo, es posible que existan conexiones recurrentes entre la salida y la capa
oculta (como en el modelo de Jordan). Esta interaccio´n se modela con la matriz Wfb
de taman˜o Nx ×Nout:
Wfb =

wfb1,1 w
fb
1,2 . . . w
fb
1,Nout
wfb2,1 w
fb
2,2 . . . w
fb
2,Nout
...
...
. . .
...
wfbNx,1 w
fb
Nx,2
. . . wfbNx,Nout
 (5.7)
donde la columna i tiene los pesos entre la i-e´sima neurona de salida y las diversas
unidades de la capa oculta.
Esta interaccio´n entre las distintas capas de la red depende del tipo de arquitec-
tura recurrente utilizada. Por ejemplo, para el modelo de Elman la computacio´n de
los estados h(t) y la salida yˆ(t) viene dada por:
h(t) = f
(
Winu(t) +Wh(t− 1)
)
(5.8)
yˆ(t) = g
(
Wouth(t)
)
(5.9)
donde f(·) y g(·) son funciones normalmente no-lineales aplicadas elemento a ele-
mento a su vector argumento.
En cambio, en el modelo de Jordan la computacio´n de la red viene dada por:
h(t) = f
(
Winu(t) +Wfbyˆ(t− 1)
)
(5.10)
yˆ(t) = g
(
Wouth(t)
)
(5.11)
No´tese que en el modelo de Elman la recurrencia viene dada por los ciclos creados
entre las unidades de la capa oculta solamente, mientras que en el de Jordan los ci-
clos se crean por una conexio´n recurrente entre la respuesta de las salidas anteriores
con el ca´lculo del estado actual de las neuronas de la capa oculta.
Un modelo ma´s completo se obtiene fusionando los dos anteriores, obteniendo
un modelo que considera recurrencias tanto entre las mismas unidades de la capa
oculta como entre la salida y la capa oculta. De esta manera, la ecuacio´n de activacio´n
de las unidades de la capa oculta es modificada con:
h(t) = f
(
Winu(t) +Wh(t− 1) +Wfbyˆ(t− 1)
)
(5.12)
En algunas ocasiones resulta conveniente modificar la ecuacio´n (5.11) para que
el ca´lculo de la salida de la red contemple directamente las entradas, con lo que la
ecuacio´n resultante serı´a:
yˆ(t) = g
(
Wout[h(t);u(t)]
)
(5.13)
donde [h(t);u(t)] es la concatenacio´n vertical de los vectores h(t) y u(t). Como con-
secuencia de esta modificacio´n, la matriz Wout cambiara´ de tener Nx columnas a
Nx +Nin columnas.
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5.2.2. Entrenamiento de las RNN
El entrenamiento de las RNN puede seguir tanto un enfoque supervisado co-
mo no-supervisado. Para el enfoque supervisado se requiere un conjunto de datos
de entrenamiento que conste de instancias formadas por secuencias de entrada re-
lacionadas con secuencias de salida obtenidas del sistema dina´mico que se desea
modelar. Como es habitual en el entrenamiento de modelos de aprendizaje, el obje-
tivo es encontrar los pesos o´ptimos en cada capa de la red para que e´sta sea capaz de
generar salidas similares al proceso que se esta´ modelando ante las mismas entradas
inyectadas (tanto a la red como al proceso).
Funcio´n de costo
Al igual que para las ANN cla´sicas, para abordar la tarea de entrenamiento es
necesario primero definir una funcio´n de costo que permita cuantificar que´ tan bien
se encuentran las predicciones de la red con respecto a los datos reales. Para ello se
presenta una secuencia de salida definida en un intervalo de tiempo 0, ..., T , repre-
sentada en forma del vector Y como:
Y =

y(0)
y(1)
...
y(t)
...
y(T )

(5.14)
y su correspondiente secuencia de prediccio´n dada por la RNN como Yˆ :
Yˆ =

yˆ(0)
yˆ(1)
...
yˆ(t)
...
yˆ(T )

(5.15)
Cada elemento de Y (respectivamente, de Yˆ ) representa el vector de salidas reales
(respectivamente, de salidas predichas por la red) para cada instante de tiempo en
la secuencia3. Como se habı´a especificado anteriormente, el taman˜o de cada uno de
estos vectores es Nout.
En este contexto, una funcio´n de coste E(Y, Yˆ ) es aquella que cuantifica el error
existente entre la secuencias Y y Yˆ . Como se trata de encontrar el error entre secuen-
cias, es posible representar el coste total E como la suma de las funciones de coste
3Por ninguna razo´n se debe considerar la agrupacio´n de todos los y o yˆ en forma de vector como
una operacio´n de concatenacio´n.
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parciales Et(y(t), yˆ(t)), para cada instante t en donde se encuentran definidas las
secuencias:
E =
T∑
t=0
Et (5.16)
Regla de descenso del gradiente para RNN
A partir de aquı´ el problema se reduce a una tarea de optimizacio´n donde es
necesario encontrar los para´metros adecuados de la red en el espacio de para´metros,
θ = {Win,W,Wout,Wfb}, que minimicen la funcio´n de coste total, o lo que es igual,
los para´metros θˆ que minimicen las funciones de coste parciales, lo que se traduce
en la siguiente expresio´n:
θˆ = arg min
θ
T∑
t=0
Et (5.17)
De nuevo, una de las formas de resolver el problema de optimizacio´n anterior
se logra mediante la regla de descenso del gradiente que, para una red recurrente
con una funcio´n de activacio´n de la capa oculta definida por la ecuacio´n (5.12) y una
activacio´n en la capa de salida dada por la ecuacio´n (5.11), permitirı´a actualizar cada
para´metro de la red mediante:
Win ←Win − η∇WinE (5.18)
W ←W − η∇WE (5.19)
Wout ←Wout − η∇WoutE (5.20)
Wfb ←Wfb − η∇WfbE (5.21)
siendo ∇WinE, ∇WE, ∇WoutE y ∇WfbE, las matrices ∂E∂Win , ∂E∂W , ∂E∂Wout y ∂E∂Wfb con
elementos i, j determinados por ∂E
∂wini,j
, ∂E∂wi,j ,
∂E
∂wouti,j
y ∂E
∂wfbi,j
respectivamente. Por otro
lado η representa la tasa de aprendizaje.
Back-Propagation Through the Time
En la situacio´n actual el problema a resolver es el co´mputo de las matrices ante-
riores. La aplicacio´n directa del algoritmo de backpropagation no es posible debido
a la presencia de ciclos en la red neuronal. Una modificacio´n de este algoritmo fue
propuesta por Paul Werbos en [102] con el nombre de Backpropagation a trave´s del
tiempo (BPTT por sus siglas en ingle´s, Backpropagation through the time). La idea
fundamental de esta propuesta es expandir la RNN en mu´ltiples redes pequen˜as
obtenidas a partir de una captura temporal de la red original, y que se interpre-
tan como capas de una red ma´s grande (ver Figura 5.4) con la finalidad de obtener
una representacio´n feedforward (sin ciclos) de la RNN. Es primordial notar que los
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Figura 5.4: Entrenamiento con BPTT. a) RNN normal. b) Despliegue de la RNN.
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Figura 5.5: Representacio´n simplificada de una RNN con ampliacio´n en un capa.
154 Capı´tulo 5. Aprendizaje de la representacio´n y one-class learning
para´metros de la RNN se replican en cada capa de la red expandida (por lo tanto se
dice que la red resultante tiene para´metros compartidos).
Proponemos una representacio´n simplificada de este procedimiento en la Figu-
ra 5.5, donde se expresan las dependencias existentes en la red expandida hacien-
do uso del tiempo como argumento (que se denota por medio de un subı´ndice)4.
Adema´s, en la representacio´n propuesta se muestra una ampliacio´n hacia los ele-
mentos que interactu´an en la capa t, apareciendo dos nuevos componentes, llama-
dos ct y zt, para las operaciones lineales en el ca´lculo de la activacio´n de las neuronas
de la capa oculta y la capa de salida, respectivamente:
ct = Winut +Wht−1 +Wfbyt−1 (5.22)
zt = Woutht (5.23)
Representando la activacio´n de la capa oculta y la salida en funcio´n de los dos nue-
vos componentes se obtiene:
ht = f(ct) (5.24)
yˆt = g(zt) (5.25)
Antes de calcular cada uno de los gradientes de la funcio´n de coste con respecto
a los para´metros de la red es necesario determinar una regla que permita retropro-
pagar la variacio´n de Et con respecto a las activaciones de cada una de las capas,
lo que anteriormente habı´amos denominado la regla de actualizacio´n de δ. Para la
capa t, la razo´n de cambio de la funcio´n de coste Et con respecto a zt, ∂Et∂zt , permite
cuantificar el crecimiento o decrecimiento de la funcio´n de coste al modificarse la
salida en la capa t. Esta razo´n es nombrada como δto y su ca´lculo es:
δto =
∂Et
∂zt
=
∂Et
∂yˆt
 ∂yˆt
∂zt
=
∂Et
∂yˆt
 ∂g(zt)
∂zt
(5.26)
Por otro lado, no´tese que la salida en la capa t depende de las activaciones de la
capa oculta en t. Esta´ relacio´n permite calcular el cambio de la funcio´n de coste con
respecto a cambios en la t-e´sima capa oculta, que llamaremos δtt , retropropagando el
valor δto anteriormente calculado. Lo que se expresa formalmente como:
δtt =
∂Et
∂ct
=
[∂Et
∂ht
]
 ∂ht
∂ct
=
[( ∂zt
∂ht
)T ∂Et
∂zt
]
 ∂f(ct)
∂ct
(5.27)
=
[
W Tout
∂Et
∂zt
]
 ∂f(ct)
∂ct
= W Toutδ
t
o 
∂f(ct)
∂ct
(5.28)
Del mismo modo, las activaciones de la capa oculta en t dependen de las activa-
ciones en la capa oculta en t−1, que a su vez dependen de las activaciones en t−2, y
ası´ sucesivamente. Esta relacio´n recurrente continu´a hasta la capa 0. Los cambios que
4En el cambio de notacio´n de tiempo a capas, la entrada u(t) se reemplaza por la expresio´n ut. El
mismo concepto se aplica para los te´rminos restantes.
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ocurren en las activaciones de cada capa oculta modifican Et. Tomando como base
la relacio´n recurrente dada anteriormente es posible calcular cada razo´n de cambio
de Et con respecto a las activaciones de la capa oculta k − 1 para k entre 1 y t. Esto
se deduce con las siguientes operaciones:
δtk−1 =
∂Et
∂ck−1
=
∂Et
∂ck
 ∂ck
∂ck−1
(5.29)
= δtk 
∂
∂ck−1
[
Winuk +Whk−1 +Wfbyˆk−1
]
(5.30)
Resolviendo cada te´rmino de la derivada parcial anterior se obtiene:
∂Winuk
∂ck−1
= 0 (5.31)
∂Whk−1
∂ck−1
= W
∂f(ck−1)
∂ck−1
(5.32)
∂Wfbyˆk−1
∂ck−1
= Wfb
∂g(Woutf(ck−1))
∂ck−1
(5.33)
zk−1 = Woutf(ck−1) (5.34)
∂Wfbyˆk−1
∂ck−1
= Wfb
[∂g(zk−1)
∂zk−1
 ∂Woutf(ck−1)
∂ck−1
]
(5.35)
= Wfb
[∂g(zk−1)
∂zk−1
Wout∂f(ck−1)
∂ck−1
]
(5.36)
Por lo tanto, la regla de actualizacio´n de δ queda como:
δtk−1 = δ
t
k 
[
W
∂f(ck−1)
∂ck−1
+Wfb
[∂g(zk−1)
∂zk−1
Wout∂f(ck−1)
∂ck−1
]]
(5.37)
En funcio´n de este te´rmino se puede representar el ca´lculo de cada de uno de los
gradientes de Et con respecto a los para´metros de la red. Ası´, el co´mputo de ∂Et∂Wout
queda como:
∂Et
∂Wout
=
∂Et
∂zt
⊗ ∂zt
∂Wout
= δto ⊗ ht (5.38)
El ca´lculo de ∂Et∂W se deduce mediante:
∂Et
∂W
=
t∑
k=0
∂Et
∂ck
⊗ ∂c
+
k
∂W
=
t∑
k=0
δtk ⊗ hk−1 (5.39)
donde ∂c
+
k
∂W es la derivada instanta´nea de la activacio´n en la k-e´sima capa oculta con
respecto a W 5. Sin embargo, no´tese que se agregan las contribuciones de todas las
5Esta notacio´n representa la derivada parcial de ck con respecto a W sin considerar la dependencia
entre las activaciones en hk−1 y W .
156 Capı´tulo 5. Aprendizaje de la representacio´n y one-class learning
capas debido a la dependencia existente entre las activaciones de las capas ocultas
anteriores conW , por lo que no se puede considerar su derivada parcial con respecto
a W como la derivada de una constante. Este mismo principio se aplica para los
gradientes con respecto a Win y Wfb.
Para el caso de Win se tiene:
∂Et
∂Win
=
t∑
k=0
∂Et
∂ck
⊗ ∂c
+
k
∂Win
=
t∑
k=0
δtk ⊗ uk (5.40)
y para Wfb:
∂Et
∂Wfb
=
t∑
k=0
∂Et
∂ck
⊗ ∂c
+
k
∂Wfb
=
t∑
k=0
δtk ⊗ yˆk−1 (5.41)
Se puede notar que para todos los gradientes el te´rmino δtk puede ser calculado con
la ecuacio´n (5.28) en conjunto con la ecuacio´n (5.26) cuando k = t, y, con la ecua-
cio´n (5.30) cuando k < t.
Finalmente, los gradientes totales pueden ser obtenidos mediante:
∂E
∂Win
=
T∑
t=0
∂Et
∂Win
(5.42)
∂E
∂W
=
T∑
t=0
∂Et
∂W
(5.43)
∂E
∂Wout
=
T∑
t=0
∂Et
∂Wout
(5.44)
∂E
∂Wbf
=
T∑
t=0
∂Et
∂Wbf
(5.45)
Usando las deducciones anteriores se puede obtener un algoritmo para el ca´lcu-
lo de los gradientes. Para ello, primero es necesario realizar la propagacio´n hacia
adelante en la RNN expandida, algo que se puede hacer con el Algoritmo 1, y pos-
teriormente se calculan los gradientes con el Algoritmo 2.
Condiciones y un caso concreto
Del ana´lisis anterior se deduce que para el uso de la regla de descenso del gra-
diente con el algoritmo de BPTT se requiere que tanto las funciones de coste parcia-
les, Et, como las funciones de activacio´n, f(·) y g(·), han de ser derivables.
Una funcio´n de coste comu´nmente utilizada para tareas de regresio´n con RNN
se define como:
Et =
1
2
(yt − yˆt)T (yt − yˆt) (5.46)
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Algorithm 1 Algoritmo de propagacio´n en una RNN
h−1 ← 0
yˆ−1 ← 0
for t = 0 to T do
ht ← f
(
Winut +Wht−1 +Wfbyˆt−1
)
yˆt ← g
(
Woutht
)
end for
return h, yˆ
Algorithm 2 Algoritmo de BPTT
∂E
∂Win
← 0
∂E
∂W ← 0
∂E
∂Wout
← 0
∂E
∂Wfb
← 0
for t = T to 0 do
δto ← ∂Et∂yˆt 
∂g(zt)
∂zt
∂E
∂Wout
← ∂E∂Wout + δto ⊗ ht
δt ←W Toutδto  ∂f(ct)∂ct
for k = t to 0 do
∂E
∂W ← ∂E∂W + δt ⊗ hk−1
∂E
∂Win
← ∂E∂Win + δt ⊗ uk
∂E
∂Wfb
← ∂E∂Wfb + δt ⊗ yˆk−1
δt ← δt 
[
W
∂f(ck−1)
∂ck−1 +Wfb
[
∂g(zk−1)
∂zk−1 Wout
∂f(ck−1)
∂ck−1
]]
end for
end for
return ∂E∂Win ,
∂E
∂W ,
∂E
∂Wout
, ∂E∂Wfb
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Del mismo modo, si la entrada a la red se encuentra normalizada, una eleccio´n
tı´pica en cuanto a f(·) y g(·) es la tanh.
Bajo estas premisas, tanto la funcio´n de coste como las funciones de activacio´n
no-lineal son derivables en todo su dominio, por lo que es posible redefinir los te´rmi-
nos que gobiernan el algoritmo de backpropagation. Ası´, el ca´lculo de δto queda ex-
presado como:
δto =
∂Et
∂zt
=
∂Et
∂yˆt
∂yˆt
zt
=
1
2
∂
∂yˆt
[
(yt − yˆt)T (yt − yˆt)
] ∂
∂zt
[
tanh(zt)
]
(5.47)
= (yˆt − yt)
[
1− tanh2(zt)
]
= (yˆt − yt)(1− yˆ2t ) (5.48)
En consecuencia, se puede representar ∂Et∂Wout como:
∂Et
∂Wout
= δto ⊗ ht = (yˆt − yt)(1− yˆ2t )⊗ ht (5.49)
Tomando como base lo anterior, δtt y la regla de actualizacio´n de δ pueden ser
redefinidos como:
δtt = W
T
outδ
t
o 
∂f(ct)
∂ct
= W Tout
[
(yˆt − yt)(1− yˆ2t )⊗ ht
]
 (1− h2t ) (5.50)
δtk−1 = δ
t
k 
[
W
∂f(ck−1)
∂ck−1
+Wfb
[∂g(zk−1)
∂zk−1
Wout∂f(ck−1)
∂ck−1
]]
(5.51)
= δtk 
[
W (1− h2t−1) +Wfb
[
(1− yˆ2t−1)Wout(1− h2t−1)
]]
(5.52)
Basado en los resultados anteriores, los gradientes con respecto a los para´me-
tros de entrada, capa oculta y retroalimentacio´n de la salida son calculados con sus
ecuaciones originales.
Pe´rdida del gradiente en las RNN’s
La pe´rdida del gradiente, como se vio en el Capı´tulo 4, es un problema que afecta
en general a las redes neuronales profundas que usan el algoritmo de backpropaga-
tion para su entrenamiento. Por otro lado las RNN, en su versio´n ma´s simple, cuen-
tan solamente con 3 capas (entrada, oculta y salida), lo que podrı´a significar que el
problema de pe´rdida del gradiente no se presenta en ellas. Lamentablemente, como
se analiza a continuacio´n, esto no es cierto.
Como hemos visto en el apartado anterior, el aprendizaje de las RNN se basa en
una versio´n modificada del algoritmo de backpropagation llamado Back Propaga-
tion Through Time, que expande la RNN en mu´ltiples capas que esta´n conectadas
con una arquitectura feedforward con para´metros compartidos entre todas las capas.
Posteriormente se calculan los valores δ de cada capa con los cuales se actualizan los
para´metros de la red. Estos valores δ son el resultado de la retropropagacio´n de los
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valores δ de las siguientes capas (proceso que fue definido de forma recursiva por la
ecuacio´n (5.37)).
Siguiendo el desarrollo anterior, el δ0 de la primera capa (t = 0) para la funcio´n de
coste en la capa t es igual a una multiplicacio´n ponderada sucesiva de δt, δt−1, ..., δ1.
Adema´s, se debe notar que por la funcio´n no-lineal seleccionada, acotada entre −1
y 1, cada δ sera´ un vector acotado entre 0 y 1. Entonces, δ en la primera capa sera´
proporcional a una multiplicacio´n sucesiva de vectores con valores pequen˜os, po-
siblemente insignificantes. No´tese adema´s que, con cada multiplicacio´n, los valores
para el δ de la capa anterior caen de forma exponencial. Esto finalmente produce
que las entradas, estados de la capa oculta, y salidas de las capas iniciales, tengan un
efecto mı´nimo o incluso nula para la actualizacio´n de los para´metros de la red.
Dentro de la perspectiva de las RNN el feno´meno anterior puede ser visto como
una pe´rdida de memoria a largo plazo de la red, en donde los eventos con una cierta
distancia temporal no son tomados en cuenta para el aprendizaje. Es por esta razo´n
que el co´mputo de valores δ muy distantes al tiempo t resulta innecesario y por lo
tanto se han propuesto modificaciones de BPTT con versiones que no retropropa-
gan el error ma´s alla´ de una cierta cota. Sin embargo, esta medida no soluciona el
problema de la pe´rdida del gradiente.
En la misma lı´nea de buscar una mejora para el algoritmo de entrenamiento se
han propuesto algoritmos basados en el Filtro Extendido de Kalman[92] (EKF, por sus
siglas en ingle´s) con buenos resultados para ciertas tareas. Por otra parte, una opcio´n
muy popular disponible en la actualidad es el modelo de RNN llamado Long Short
Term Memory[37] (LSTM), que propone una modificacio´n al modelo neuronal simple
usado en las RNN para que sea capaz de mantener en memoria eventos importantes
que ocurrieron a una gran distancia, pero incrementa el coste computacional de la
red junto con el tiempo de entrenamiento. Otra propuesta totalmente diferente a las
anteriores para el mejoramiento de las prestaciones en una RNN es la Computacio´n
con Reservorios que sera´ presentada a continuacio´n.
5.3. Computacio´n con Reservorios y Echo State Network
Como hemos podido ver en las secciones anteriores, las RNN son herramientas
potentes que han permitido a las redes neuronales aproximarse al modelado de sis-
temas dina´micos, sin embargo, su corta capacidad de memoria y su dificultad en el
entrenamiento han supuesto grandes limitaciones a la hora de utilizarlas con fines
pra´cticos. Debido a esto, en el an˜o 2001 aparecieron dos nuevos enfoques comple-
tamente diferentes hacia el entrenamiento y disen˜o de las RNN propuestas bajo el
nombre de Liquid State Machines[62], por Wolfgang Maass, y bajo el nombre de
Echo State Networks, por Helbert Jaeger [41]. Actualmente el conjunto de te´cnicas
derivadas de los dos enfoques es referido conjuntamente como Computacio´n con Re-
servorios (RC, por su nombre en ingle´s, Reservoir Computing).
En el an˜o 2005, Schiller y Steil en [88] notaron que al aplicar el entrenamiento
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Figura 5.6: Arquitectura de una echo state network
con BPTT, los cambios ma´s significativos ocurrı´an en los pesos de la capa de salida,
mientras que los pesos en las capas ma´s profundas casi no tenı´an cambio. Bajo di-
cha observacio´n, la idea fundamental de RC es la de tratar por separado los pesos
internos de la red y los pesos de la capa de salida. Mientras que en el aprendizaje
supervisado tradicional el error entre la salida deseada y la salida calculada influye
en toda la red, en el paradigma RC el error u´nicamente influye sobre los pesos de
la capa de salida. A pesar de ser un concepto relativamente nuevo, la Computacio´n
con Reservorios ya tiene aplicaciones satisfactorias en el a´mbito de la ingenierı´a y
las ciencias.
Una de las variantes que se enmarcan en la RC son las Echo State Networks
(ESN), que representan un modelo de red recurrente plausible desde un punto de
vista biolo´gico. Sera´ esta variante la que tendremos en cuenta en el resto del capı´tulo.
5.3.1. Arquitectura
La Figura 5.6 muestra esquema´ticamente la arquitectura de una ESN. Al igual
que en las RNN gene´ricas, para un instante t la entrada a la red sera´ representada con
el vector u(t) ∈ RNin , la salida de la red con el vector yˆ(t) ∈ RNout , y la activacio´n del
conjunto de neuronas en el reservorio (equivalente a la capa oculta de las RNN) con
x(t) ∈ RNx , tambie´n llamado vector de estados. Los para´metros de la capa de entrada,
salida, reservorio, y retroalimentacio´n de la red vienen dados por Win ∈ RNx×Nin ,
Wout ∈ RNout×Nx , W ∈ RNx×Nx , y Wfb ∈ RNx×Nout , respectivamente.
5.3.2. Optimizacio´n entrada-reservorio
En este modelo los para´metros Win, W y Wfb son elegidos y optimizados de
forma independiente de los para´metros de la salida, prestando especial atencio´n a
la matriz W que define las conexiones internas del reservorio, y que deben cumplir
con dos propiedades: estado de eco y separabilidad.
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Que un reservorio verifique la propiedad de estado de eco significa que el efecto
de la entrada y estados anteriores decae a medida que el tiempo transcurre, y de
ninguna manera su efecto es mantenido, o peor au´n, amplificado.
Si ρ(W ) denota el radio espectral de la matriz del reservorio (el valor absoluto
del autovalor ma´s grande de W ), se puede comprobar que para el caso particular
de u(t) = 0 y funcio´n no-lineal f = tanh, para ρ(W ) > 1 la propiedad de eco
no se cumple y se dice que el reservorio es inestable. Por lo tanto, desde un punto
de vista pra´ctico se busca que ρ(W ) < 1 aunque esto no garantice la estabilidad
del reservorio. La eleccio´n del radio espectral esta´ directamente relacionada con la
cantidad de memoria que se requiere para la aplicacio´n, de forma que a mayor ρ(W )
mayor capacidad de memoria del reservorio.
Por otra parte, que un reservorio verifique la propiedad de separabilidad quiere
decir que es capaz de generar series de estados diferentes ante entradas diferentes.
Es decir, si para t, que toma valores en 1...T , una serie de tiempo de entrada u1(t)
genera una serie de estados x1(t) y una entrada u2(t) genera x2(t) tal que u1(t) 6=
u2(t), entonces para que se cumpla la propiedad de separabilidad se debe cumplir
que x1(t) 6= x2(t).
Esta propiedad se puede conseguir por dos me´todos fundamentalmente: 1) me-
diante la inicializacio´n de W como una matriz dispersa desde un muestreo de una
distribucio´n normal esta´ndar, y, 2) garantizando un nu´mero suficiente de neuronas
en el reservorio.
El taman˜o del reservorio esta´ directamente ligado con la capacidad computacio-
nal de la red. Ası´, un reservorio lo suficientemente grande garantiza poder trans-
formar el conjunto de estados en la sen˜al y(t) solamente a partir de combinaciones
lineales.
Los para´metros de entrada Win normalmente se inicializan con un muestreo de
la misma distribucio´n queW , con la diferencia de que en este caso las conexiones son
densas. En cambio, en la mayorı´a de aplicaciones, Wfb se inicializa con 0, a menos
que se requiera una red capaz de generar una serie de tiempo sin haber recibido otra
serie como entrada (es lo que se llama modo free-running).
5.3.3. Optimizacio´n de la periferia
Habiendo logrado un reservorio estable y con capacidades de co´mputo y me-
moria suficientes, los u´nicos para´metros que faltan por optimizar esta´n en la capa
final de la red, los cuales a partir de un conjunto de estados conocidos y una serie de
tiempo objetivo, y(t), representan los para´metros de un modelo de regresio´n lineal.
Como es habitual, la funcio´n de coste para este modelo viene dada por el error
medio cuadra´tico (MSE) de la capa de salida:
E(y, yˆ) =
1
Nout
1
T
Nout∑
i=1
T∑
t=1
[yi(t)− yˆi(t)]2 (5.53)
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donde yˆ(t) se calcula a partir de la matriz Wout y las activaciones del reservorio
h(t). El valor o´ptimo de estos para´metros puede ser obtenido abordando el siguiente
problema de optimizacio´n:
Wout = arg min
Wout
E(y, yˆ) (5.54)
Aunque es un problema de optimizacio´n similar a los anteriores, debido a que es
una regresio´n lineal no es necesario utilizar me´todos gradiente, y una forma sencilla
de resolverlo es la siguiente: se procede a obtener un estado x(t) en cada instante
de la sen˜al de entrada u(t) (recordemos que t toma valores en el intervalo 1...T );
estos estados son apilados como columnas de una matriz que denotaremos por X ∈
RNx×T . De igual forma, apilamos cada vector de salida deseado, y(t), en la matriz
Y ∈ RNout×T . Usando estas dos nuevas matrices, el problema de optimizacio´n de la
ecuacio´n 5.54 se puede resolver mediante Ridge Regression [67] como:
Wout = YX
T (XXT + βI)−1 (5.55)
donde I denota la matriz identidad.
5.4. Autoencoder variacional
El enfoque cla´sico del aprendizaje automa´tico (supervisado) suele estar guiado
por un procedimiento, ma´s o menos esta´ndar, para resolver cualquier problema de
modelado basado en datos. En resumen, este enfoque cla´sico plantea la obtencio´n de
caracterı´sticas de alto nivel de los datos por medio de conocimiento experto que per-
mite construir un dataset compuesto por pares (caracteristicas, valor), para luego
construir un modelo por aprendizaje basado en datos que sea capaz de discriminar
nuevas instancias. En consecuencia, un punto determinante en el e´xito de la cons-
truccio´n de un modelo basado en datos es la calidad de las caracterı´sticas obtenidas,
que para propo´sitos del ana´lisis de sistemas dina´micos representan variables de es-
tado que determinan zonas especı´ficas en el espacio de estados en donde aparecen
o´rbitas que representan el estado actual del sistema en relacio´n a alguna variable
de intere´s. Si dichas caracterı´sticas son de buena calidad las zonas en el espacio de
estados para cada categorı´a de la variable de intere´s son fa´cilmente identificables y
separables por modelos supervisados simples, e incluso pueden utilizarse modelos
de aprendizaje no-supervisado para tareas de clustering.
Para alcanzar una buena calidad en las caracterı´sticas se busca obtener indepen-
dencia lineal y no-lineal entre ellas. Esto quiere decir que no exista una funcio´n que
relacione las variables predictoras, o lo que es lo mismo, que no se pueda encon-
trar una transformacio´n que permita llegar a unas desde otras. Por otra parte, es
necesario que exista una alta dependencia entre las caracterı´sticas y la variable de
intere´s para que de esta forma sea ma´s sencillo encontrar el modelo que las relacio-
na. La forma analı´tica ma´s sencilla de conocer la independencia lineal entre variables
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es mediante el coeficiente de correlacio´n de Pearson, que establece una me´trica de
cua´nta relacio´n lineal existe entre dos variables. Sin embargo, medir la relacio´n no-
lineal entre dos variables resulta mucho ma´s complejo.
Pero, ¿que sucede cuando las caracterı´sticas no poseen independencia? Esta cues-
tio´n se ha abordado desde el aprendizaje automa´tico con me´todos de seleccio´n de ca-
racterı´sticas que consideran solamente aquellas que resulten ma´s u´tiles. Sin embar-
go, existen problemas en donde los datos de entrada poseen una estructura intrı´nse-
ca para los que, en primera instancia, no se puede/debe seleccionar un conjunto
limitado de caracterı´sticas. Por ejemplo, en una imagen donde se conozca que sus
caracterı´sticas determinantes son los bordes de un objeto resulta complicado selec-
cionar solamente ciertos pixels porque, incluso teniendo el conocimiento a priori de
lo que se desea encontrar y su posible posicio´n, en la mayorı´a de los casos existira´n
condicionantes (cambios en su posicio´n por movimientos de la ca´mara, cambios del
objeto, cambios en la luminosidad del ambiente) que impiden un correcto desem-
pen˜o de una aproximacio´n sencilla. Bajo estas circunstancias, es conveninete tomar
en consideracio´n todos los pixels (caracterı´sticas), descartando cualquier suposicio´n
inicial de independencia y, de esta forma, flexibilizar el modelado ante datos de en-
trada estructurados.
Con este fin se presenta el Autoencoder Variacional (VAE, por su nombre en ingle´s,
Variational Autoencoder) [25], un modelo de aprendizaje de tipo generativo con un
fuerte enfoque probabilı´stico. Este modelo tiene como objetivo aprender distribucio-
nes de probabilidad complejas que capturen la estructura de los datos provenientes
de procesos no-lineales para posteriormente generar datos que sigan la distribucio´n
de probabilidad aprendida. Adicionalmente, proporciona una forma, menos costosa
desde un punto de vista computacional, para determinar la verosimilitud de nuevos
datos.
VAE es capaz de generar nuevas instancias de una distribucio´n compleja apli-
cando primero un proceso de muestreo desde una distribucio´n de probabilidad ma´s
simple, normalmente una Gaussiana, para posteriormente aplicar una transforma-
cio´n no-lineal diferenciable y parametrizada a los datos obtenidos del proceso ante-
rior. Es decir, la transformacio´n no-lineal puede surgir de un proceso de aprendizaje
de para´metros basado en descenso del gradiente o similares. El proceso se justifica
por el me´todo de Muestreo por Transformacio´n Inversa que se detalla a continuacio´n.
5.4.1. Muestreo por Transformacio´n Inversa
Supongamos que se desea generar datos de una variable aleatoria z que sigue
una funcio´n de distribucio´n acumulada (CDF) Fz . Para ello, vamos a suponer que se
pueden muestrear datos de manera sencilla desde una variable aleatoria u que sigue
una distribucio´n de probabilidad uniforme U en el intervalo [0, 1]. Si aplicamos la
funcio´n cuantil (la funcio´n inversa de una CDF) de Fz a la variable con distribucio´n
uniforme, aparece una nueva variable aleatoria que sigue la misma distribucio´n de
probabilidad, es decir F−1z (u) = z. En consecuencia, Fz(z) = Fz(F−1z (u)) = u), que
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establece que Fz aplicado a z sigue una distribucio´n uniforme en el intervalo [0, 1].
De acuerdo con este hecho, se pueden generar muestras de una variable aleatoria
x que sigue una funcio´n de distribucio´n acumulada compleja, Fx, primero obtenien-
do una muestra desde una variable aleatoria continua arbitraria z y luego trans-
forma´ndola con:
x := F−1x (Fz(z)) (5.56)
donde usualmente z sigue una distribucio´n ma´s simple que x.
Este resultado tambie´n es va´lido cuando tenemos x y z vectores representando
a un conjunto de variables aleatorias. Sea cual sea el caso de ana´lisis (uni o multi-
dimensional), el problema de la formulacio´n dado en la ecuacio´n (5.56) radica en que
la transformacio´n dada por la composicio´n de funciones Fz ◦F−1z no se puede definir
de forma explı´cita ni siquiera para una distribucio´n simple como es la Gaussiana.
5.4.2. Autocodificacio´n
La relacio´n entre la variable (simple) z y la variable (compleja) x puede verse co-
mo si z codificara una estructura latente (oculta) encontrada en la variable observada
x. El caso determinista de este concepto se conoce como autocodificacio´n (autoenco-
der, AE) que fue presentado con una aplicacio´n concreta en la Seccio´n 4.3. Para ese
caso se aprende una representacio´n razonable z mediante el aprendizaje de para´me-
tros de dos redes neuronales simulta´neamente, donde la primera red codifica x en z,
y la segunda red toma z y reconstruye una aproximacio´n, xˆ, de x.
Para el caso del VAE se mantiene el mismo principio de autocodificacio´n. Sin
embargo, al hablar de variables aleatorias no se puede conservar un enfoque deter-
minista para las fases de codificacio´n y/o decodificacio´n. Ası´ pues, las principales
diferencias entre el AE y el VAE son:
La capa de codificacio´n determinista del AE se reemplaza con unidades es-
toca´sticas.
Para cada instancia obtenida de un proceso de muestreo de x se obtiene una
distribucio´n de probabilidad de codificaciones representados en z en la capa
de codificacio´n, en contra de la codificacio´n u´nica que, ante la misma entrada,
se obtiene en el AE cla´sico.
A partir de la distribucio´n de codificaciones, z, se calcula una distribucio´n de
probabilidad de x con una transformacio´n no-lineal de z, al contrario de la
funcio´n no lineal que devuelve directamente la misma instancia x ante una
misma codificacio´n.
La transformacio´n no-lineal citada en el punto anterior es una aproximacio´n
de Fx ◦F−1z , y representa la solucio´n propuesta por el me´todo de muestreo por
transformacio´n inversa.
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5.4.3. Formalizacio´n del modelo
Vamos a empezar el proceso de formalizacio´n a partir de nuestro objetivo inicial
de modelar la verosimilitud p(x) a la que se encuentra sujeta una variable aleatoria
x que representa los datos de entrada al modelo. Como suponemos que esta distri-
bucio´n de probabilidad es muy compleja, introduciremos otra variable aleatoria z
con distribucio´n p(z) ma´s simple usando la funcio´n de probabilidad marginal de la
siguiente forma:
p(x) =
∫
p(x, z)dz (5.57)
Considerando la otra probabilidad marginal, y mediante la regla de la multiplicacio´n
obtenemos que:
p(x) =
∫
p(x)p(z|x)dz (5.58)
= p(x)
∫
p(z|x)dz︸ ︷︷ ︸
1
(5.59)
Continuando con el desarrollo de VAE vamos a aplicar una funcio´n mono´tona a
la expresio´n como sigue:
ln p(x) = ln p(x)
∫
p(z|x)dz (5.60)
La funcio´n aplicada es el logaritmo natural, ln, que al ser mono´tona creciente asegu-
ra que un proceso de optimizacio´n de p(x) es igual a una optimizacio´n de la logvero-
similitud, ln p(x), es decir:
arg min p(x) = arg min ln p(x) (5.61)
Otra razo´n importante del uso de la logverosimilitud es la estabilidad que brinda en
la implementacio´n gracias a las propiedades del logaritmo:
ln(f · g) = ln(f) + ln(g) (5.62)
ln(
f
g
) = ln(f)− ln(g) (5.63)
ya que, desde un punto de vista pra´ctico, en el ca´lculo computacional de funciones
de probabilidad con precisio´n finita evitara´ errores por underflow que en otro caso
ocurrirı´an por la multiplicacio´n o divisio´n de nu´meros muy pequen˜os (entre 0 y 1
al ser distribuciones de probabilidad). Adema´s, si las distribuciones usan exponen-
ciales, como la funcio´n gaussiana que es la ma´s usada, se evitara´ su ca´lculo con el
logaritmo natural.
La distribucio´n posterior p(z|x) de la ecuacio´n (5.60) representa la distribucio´n
o´ptima de codificaciones z para la entrada x, que suponemos que no se puede obte-
ner analı´ticamente de forma sencilla. Vamos a intentar aproximar esta distribucio´n
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compleja por un modelo qφ(z|x) que esta´ parametrizado con un conjunto de para´me-
tros φ. En este caso, la logverosimilitud se reescribe como:
ln p(x) = ln p(x)
∫
qφ(z|x)dz (5.64)
=
∫
qφ(z|x)ln p(x)dz (5.65)
De la regla de probabilidad condicional obtenemos que p(x) = p(x,z)p(z|x) , por lo que
la expresio´n de logverosimilitud anterior se puede reescribir como:
ln p(x) =
∫
qφ(z|x)ln p(x, z)
p(z|x) dz (5.66)
=
∫
qφ(z|x)ln p(x, z)qφ(z|x)
p(z|x)qφ(z|x) dz (5.67)
En el paso anterior se incluye la aproximacio´n de la posterior qφ en el te´rmino del
lado derecho que contiene al logaritmo. Aplicando las propiedades del logaritmo y
separando los resultados en dos integrales queda:
ln p(x) =
∫
qφ(z|x)ln p(x, z)
qφ(z|x)dz︸ ︷︷ ︸
LV AE(qφ(z|x))
+
∫
qφ(z|x)ln qφ(z|x)
p(z|x) dz︸ ︷︷ ︸
DKL(qφ(z|x)||p(z|x))
(5.68)
Pasemos a analizar el segundo te´rmino de la u´ltima ecuacio´n, marcado porDKL,
que denota la divergencia Kullback-Leibler, y que de forma general, para sus versiones
discretas y continuas, viene dada por:
DKL(P ||Q) =
∑
x∈X
p(x) ln
p(x)
q(x)
(5.69)
DKL(P ||Q) =
∫
p(x) ln
p(x)
q(x)
dx (5.70)
La KL divergencia, como es comu´nmente llamada, se utiliza como me´trica entre
las distribuciones de probabilidad p(x) y q(x), donde el primero suele representar
un modelo exacto y el segundo una aproximacio´n. En este contexto, y de forma in-
tuitiva, podemos decir que cuando DKL(P ||Q) se aproxima a cero significa que la
aproximacio´n Q se acerca al modelo real P . Por otro lado, formalmente la KL diver-
gencia no es una me´trica al no cumplir la desigualdad triangular6 ni es sime´trica7,
aunque sı´ cumple la condicio´n de no-negatividad8.
6Desigualdad Triangular: d(A,B) + d(B,C) ≥ d(A,C).
7Sime´trica: d(A,B) = d(B,A).
8No-negativa: d(A,B) ≥ 0 ∀A,B.
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De lo anterior podemos decir que DKL(qφ(z|x)||p(z|x)) representa la cercanı´a de
la aproximacio´n de la posterior qφ(z|x) al modelo exacto p(z|x)). En consecuencia,
minimizar la KL divergencia anterior permitirı´a obtener la mejor aproximacio´n po-
sible de la siguiente forma:
qφ = arg min
qφ
DKL(qφ(z|x)||p(z|x)) (5.71)
Lamentablemente, este problema de optimizacio´n no es computable debido a
que no se conoce el modelo exacto de la posterior, y de hecho esa fue la razo´n para
introducir el modelo de aproximacio´n de la posterior que estamos desarrollando.
A pesar de ello, la ecuacio´n (5.68) puede todavı´a brindarnos informacio´n u´til
sobre co´mo abordar el problema de modelado. Para un modelo con para´metros fija-
dos, φ, la logverosimilitud de los datos, ln p(x), permanece constante. Por lo tanto,
un proceso de minimizacio´n de la KL divergencia para un espacio de modelos qφ
como el mostrado en la ecuacio´n (5.71) es equivalente a un proceso de maximiza-
cio´n en el mismo espacio de modelos del te´rmino marcado como LV AE(qφ(z|x)). Es
decir:
arg max
qφ
LV AE(qφ(z|x)) = arg min
qφ
DKL(qφ(z|x)||p(z|x)) (5.72)
Por ello, y sabiendo que la KL-divergencia es una medida no-negativa, resulta
fa´cil observar que para una logverosimilitud de los datos constante lograda con un
modelo qφ, el te´rmino LV AE es una cota inferior de la logverosimilitud, es decir,
este te´rmino podra´, como mucho, llegar a ser igual a la logverosimilitud de los da-
tos cuando la KL divergencia sea igual a 0, lo cual solamente se cumple cuando la
aproximacio´n de la posterior es exactamente el modelo buscado. Esto es:
LV AE(qφ(z|x)) ≤ ln p(x) (5.73)
Al ser la KL divergencia intratable y LV AE solamente una cota inferior de ln p(x)
descartamos el hecho de poder optimizar de forma completa la ecuacio´n (5.68). Sin
embargo, aunque el resultado obtenido no sea el ma´s o´ptimo por despreciar la KL
divergencia, es posible continuar nuestro ana´lisis solamente con la cota inferior.
Aplicando de nuevo la regla de la multiplicacio´n a la distribucio´n de probabili-
dad conjunta entre x y z se obtiene que:
LV AE(qφ(z|x)) =
∫
qφ(z|x)ln p(x, z)
qφ(z|x)dz (5.74)
=
∫
qφ(z|x)ln p(z)p(x|z)
qφ(z|x) dz (5.75)
lo que permite separar la mencionada expresio´n en la distribucio´n prior de la varia-
ble de codificacio´n p(z) y p(x|z) como la distribucio´n de un modelo generativo del
cual se pueden obtener instancias de x a partir de la variable z.
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Desarrollando la ecuacio´n (5.75) usando las propiedades de los logaritmos obte-
nemos:
LV AE(qφ(z|x)) =
∫
qφ(z|x)ln p(x|z)dz −
∫
qφ(z|x)qφ(z|x)
p(z)
dz (5.76)
donde, ahora,
∫
qφ(z|x) qφ(z|x)p(z) dz es la KL divergencia entre el modelo qφ y la prior
p(z). Como nuestro objetivo es que la cota inferior sea ma´xima para que e´sta sea lo
ma´s cercana posible a la logverosimilitud, entonces debemos minimizar esta nueva
KL divergencia.
Este problema de optimizacio´n es abordable debido a que se trata de encontrar
un modelo de codificacio´n qφ que, dado los datos, proporcione una codificacio´n z
que siga una distribucio´n lo ma´s cercana posible a p(z), que puede ser elegida de
forma predeterminada. A modo de ejemplo, si se elige que p(z) siga una distribu-
cio´n normal esta´ndar, es decir, con µ = 0 y σ = 1 para cada elemento del vector z,
entonces se trata de encontrar un modelo qφ, o ma´s especı´ficamente un conjunto de
para´metros φ, que transforme los datos de entrada a una distribucio´n con µ = 0 y
σ = 1.
Por otro lado, el te´rmino
∫
qφ(z|x)ln p(x|z)dz debera´ ser maximizado con el mis-
mo fin. Para un qφ fijo, este objetivo se puede lograr encontrando un modelo gene-
rativo pθ con para´metros θ que reemplazara´ a p(x|z), el cual a partir de una muestra
de la variable z que sigue una distribucio´n p(z) es capaz de obtener instancias de
x. Este modelo generativo es optimizado reduciendo el error de reconstruccio´n al
generar nuevas instancias de x.
De esta manera, hemos logrado obtener una forma clara de maximizar el te´rmino
LV AE , que es un objetivo ma´s realista. Por otro lado, hay que considerar que sola-
mente estamos optimizando una cota inferior de la logverosimilitud, que no es lo
ma´s o´ptimo desde un punto de vista teo´rico pero es tratable desde un punto de vista
computacional.
5.5. Metodologı´a para un eficiente one-class learning en sis-
temas dina´micos
En la mayorı´a de casos, la u´nica fuente de informacio´n disponible sobre un siste-
ma dina´mico proviene de series de tiempo que se extraen de mediciones de algunas
de sus variables. Esta informacio´n es utilizada con mu´ltiples fines, como por ejemplo
estimar el estado de otras variables, predecir eventos futuros en el sistema dina´mico,
o detectar anomalı´as en su evolucio´n.
Un enfoque orientado a datos para las tareas citadas anteriormente esta´ basado
en la caracterizacio´n del sistema dina´mico por medicio´n directa de la evolucio´n de
las variables de intere´s en sus diferentes estados, lo cual permite obtener un conjunto
de tuplas de tipo (serie de tiempo, etiqueta de estado), donde etiqueta de estado es
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el estado actual, estado futuro, o condicio´n del sistema dina´mico. Con estos datos se
buscan patrones de alto nivel en las series de tiempo que permitan su mapeo hacia
la etiqueta.
En consecuencia, una tarea de ma´ximo intere´s para la aplicacio´n de este enfoque
es la captura de los datos en todos los estados del sistema dina´mico, lo que permi-
tirı´a encontrar los patrones que los representan. Como ya hemos comentado, esta
tarea resulta excesivamente costosa (o imposible) desde la disponibilidad de los da-
tos, debido a que no siempre es posible etiquetar todas las condiciones del sistema
dina´mico, ya sea por una limitada accesibilidad a la variable de intere´s o por el po-
co control que se tiene para modificar sus condiciones. En estos casos es necesario
que el proceso de modelado basado en datos sea lo menos dependiente posible de
la informacio´n proveniente de las etiquetas y ponga un mayor e´nfasis en patrones
intrı´nsecos de las series de tiempo.
Propones aquı´ una metodologı´a para el modelado de un sistema dina´mico del
que u´nicamente se conocen series de tiempo obtenidas en un estado concreto de la
variable de intere´s, que se mantiene durante el proceso de obtencio´n de los datos. Es-
ta propuesta es robusta ante posibles cambios que el sistema dina´mico pueda tener
en el resto de variables.
La figura 5.7 muestra la metodologı´a, compuesta por cuatro etapas principales:
1. Adquisicio´n de las series de tiempo y preprocesamiento.
2. Extraccio´n no-supervisada de caracterı´sticas mediante el aprendizaje de la re-
presentacio´n.
3. Aprendizaje de un modelo probabilı´stico sobre el nuevo espacio de represen-
tacio´n.
4. Inferencia sobre el modelo.
Hagamos un recorrido ma´s detallado sobre cada una de estas etapas.
5.5.1. Adquisicio´n de las series de tiempo y preprocesamiento
Una sen˜al medida en un sistema dina´mico multi-componente puede exhibir un
comportamiento cao´tico debido a la interaccio´n entre los elementos que lo compo-
nen y tambie´n a causa de fuentes de ruido internas o externas [100]. Cuando existe
periodicidad, con el propo´sito de mitigar los efectos del ruido y resaltar la infor-
macio´n importante, las sen˜ales son normalmente medidas y promediadas usando
sensores externos de referencia que sirvan para encontrar el inicio y el fin de cada
periodo. Desafortunadamente, incluir dispositivos adicionales incrementa los costos
y no siempre es fı´sicamente posible realizar estas mediciones.
El me´todo propuesto en este capı´tulo evita, en muchos casos, el uso de disposi-
tivos de medicio´n adicionales para la etapa de adquisicio´n. Solamente requiere un
simple paso de preprocesamiento.
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Figura 5.7: Me´todo propuesto para la construccio´n del modelo ESN-VAE.
5.5. Metodologı´a para un eficiente one-class learning en sistemas dina´micos 171
Si ym(t) con t = 1, ..., T es la sen˜al medida, entonces se aplica un proceso de
normalizacio´n esta´ndar:
y(t) =
ym(t)−min(ym)
max(ym)−min(ym) ∈ [0, 1] (5.77)
En lo que sigue consideraremos que las sen˜ales han sido normalizadas por este
procedimiento.
Posteriormente, para cada sen˜al disponible, y, se extraen un conjunto de N sub-
sen˜ales (y1, ...,yk, ...,yN ) usando una ventana deslizante de taman˜o y paso prefija-
dos. Esta´ claro que, dependiendo de los para´metros de esta ventana, podrı´a existir
solapamiento entre las subsen˜ales yk−1,yk,yk+1, lo cual puede ser deseable para
capturar las relaciones temporales intrı´nsecas entre ellas.
5.5.2. Extraccio´n no-supervisada de caracterı´sticas
En esta etapa se obtiene un modelo predictivo para cada yk usando una ESN para
anticipar un paso de la serie de tiempo. Para este objetivo, el modelo ESN resultante
puede ser formalizado como:
x(t) = f [Winy(t− 1) +Wx(t− 1)] (5.78)
yˆ(t) = Woutx(t) (5.79)
donde se usa y(t− 1) para calcular yˆ(t).
El numero de entradas Nin depende del nu´mero de sen˜ales obtenidas en las
mediciones del sistema dina´mico. Como el objetivo es predecir la misma sen˜al de
entrada, el nu´mero de salidas Nout es igual a Nin. Los para´metros Win y Wstate se
inicializan de acuerdo a lo expuesto en la seccio´n 5.3 para cada sen˜al yk, es decir,
el reservorio se vuelve a inicializar para cada subsen˜al. De esta forma, los u´nicos
para´metros modificables durante el entrenamiento para predecir yk son los elemen-
tos de W kout.
Usando esta ESN se desea que la prediccio´n yˆ(t) sea cercana a la sen˜al y(t). Esto
indicarı´a que los para´metros W kout, vistos como los para´metros del modelo con una
funcio´n base prefijada por el reservorio, son o´ptimos para reconstruir las sen˜ales me-
didas (normalizadas). Desde otra perspectiva, para una inicializacio´n de Win y W ,
W kout codifica una representacio´n adecuada de la serie de tiempo de entrada. Si el ta-
man˜o de yk es suficiente grande, esta codificacio´n es invariante ante nuevos valores
temporales en la entrada, lo que se puede interpretar como que la matriz resultante,
Wout, compuesta por las matrices W kout concatenadas por columnas, representa la
serie de tiempo original, y, en un nuevo espacio de representacio´n concreto.
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5.5.3. Aprendizaje de un modelo probabilı´stico
Teniendo en cuenta que el reservorio se inicializa de forma diferente para cada
serie de tiempo, desde una perspectiva probabilı´stica, Wout puede ser vista como
una variable aleatoria con una distribucio´n de probabilidad desconocida y comple-
ja, que es difı´cil de modelar. Por ello, se propone el uso de un VAE que permitira´
codificar la variable aleatoria Wout en una variable latente z ma´s simple.
En VAE, tanto qφ como pθ pueden ser obtenidos con cualquier modelo de apren-
dizaje basado en datos. Sin embargo, el ma´s utilizado en la mayorı´a de casos son las
redes neuronales debido a que se sabe que son buenos aproximadores universales
[38]. En consecuencia, haremos uso de una red neuronal para qφ en la que, en el ca-
so ma´s comu´n, sus salidas codifiquen una distribucio´n de probabilidad gaussiana
multivariable; y otra red para pθ que funcionara´ como un modelo de reconstruccio´n
desde la variable z hasta x. A estas redes las llamaremos, respectivamente, red de
codificacio´n y red de generacio´n. Al ser parte de un mismo proceso de optimizacio´n
de la cota inferior LV AE , las redes son entrenadas de forma conjunta (usando, por
ejemplo, cualquier versio´n del algoritmo del gradiente descendente). Para realizar
este entrenamiento conjunto se retropropaga el error de reconstruccio´n a trave´s de
las capas de la red de generacio´n hasta la variable latente z, y luego se continu´a con
el mismo proceso desde z por las capas de la red de codificacio´n.
En general, este proceso implica que se necesita retropropagar el error a trave´s
de una variable aleatoria, lo cual no es posible. Sin embargo, desde un punto de
vista pra´ctico, al elegir z con una distribucio´n gaussiana, se puede representar como
z = u + σ  , con  ∼ N (0, I) representando una entrada ma´s a la red, lo que se
conoce como el truco de reparametrizacio´n, que evita que se tenga que retropropagar
el error por una variable aleatoria.
Ası´ pues, para obtener los mejores para´metros del modelo VAE con dos redes
neuronales se elige z como una variable que sigue una distribucio´n normal esta´ndar
multi-variable. Por otro lado, se sabe que la pe´rdida porKL-divergencia y el error de
reconstruccio´n constituyen la funcio´n de coste total a optimizar y, al haber impuesto
z ∼ N (µ, cov) (donde cov es la matriz de covarianzas), e´stos pueden ser obtenidos
con las siguientes ecuaciones:
KLloss = − 1
2N
N∑
k=1
|z|∑
j=1
1 + ln[(σkj )
2]− (µkj )2 − (σkj )2 (5.80)
Erec = − 1
N
N∑
k=1
Nx∑
i=1
wkout,i · ln(wˆkout,i) + (1− wkout,i) · ln(1− wˆkout,i) (5.81)
Loss = KLloss + Erec (5.82)
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5.5.4. Inferencia
Una vez construido el modelo, lo cual implica la ejecucio´n de todas las etapas
anteriores, se pueden realizar inferencias sobre el estado de la variable de intere´s
a partir de nuevas series de tiempo adquiridas del sistema dina´mico. Para ello, se
almacenan Win y Wout de la ESN, y tambie´n los para´metros de las redes neuronales
de VAE.
Para evaluar una nueva sen˜al se pasa por el mismo proceso de adquisicio´n y
preprocesamiento para generar un batch de series de tiempo. Luego se obtiene de
cada elemento del batch una representacio´n esta´tica con la ESN, que en conjunto
forman la matriz Wout de ese modelo. Posteriormente, cada k columna de Wout pasa
por las redes de codificacio´n y generacio´n del modelo VAE en donde se calcula Ekrec.
A continuacio´n, se calcula Lavg, que constituye una me´trica que indica la cercanı´a
entre la nueva sen˜al con una sen˜al correspondiente al estado del sistema dina´mico a
partir del cual se genero´ el modelo VAE. Para ello, Lavg se calcula por medio de :
Lavg =
1
N
N∑
k=1
Ekrec (5.83)
Este valor nos indicara´ co´mo de cerca o lejos estara´ la sen˜al que representa la
dina´mica actual del sistema de las condiciones iniciales con las que fue entrenado el
modelo.
5.6. Aplicacio´n a la deteccio´n de fallas
La aplicacio´n del me´todo anterior a la deteccio´n de fallas en maquinaria rotativa
trabaja en dos etapas:
1. Aprendizaje del modelo en estado normal.
2. Pruebas en lı´nea.
El aprendizaje del modelo en estado normal es llevado a cabo minimizando la
pe´rdida (ecuacio´n 5.82) para un conjunto de sen˜ales de vibracio´n adquiridas de di-
ferentes condiciones operativas de velocidad y carga rotativas, pero todas ellas bajo
la suposicio´n de que el estado es normal (es decir, no hay fallas).
Por otro lado, la prueba en lı´nea se realiza usando como entrada del modelo
aprendido la sen˜al de vibracio´n desconocida, y tomando como salida el error de
reconstruccio´n dado por la ecuacio´n 5.83. En estas condiciones, valores negativos
grandes (en valor absoluto) indican una alta probabilidad de que la sen˜al de entrada
se corresponde con aquellas utilizadas para entrenar el modelo aprendido, y por lo
tanto es una medida de maquinaria sin falla. Por el contrario, si el valor es positivo,
o negativo con valor absoluto pequen˜o, entonces hay una baja probabilidad de que
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la sen˜al sea generada usando el modelo aprendido, y por lo tanto es una medida de
maquinaria con falla.
5.6.1. Configuracio´n experimental
Para evaluar la metodologı´a con diversos sistemas dina´micos se propone su apli-
cacio´n en tres tareas distintas de mantenimiento basado en la condicio´n:
Deteccio´n de fallas en engranes helicoidales.
Deteccio´n de fallas en rodamientos.
Deteccio´n de fallas en cajas de engranes rectos.
Los pormenores de cada implementacio´n son detallados a continuacio´n.
Deteccio´n de fallas en engranes helicoidales
El primer conjunto de experimentos se llevo´ a cabo para identificar la presen-
cia de falla de rotura de dientes en un engrane helicoidal a diferentes niveles de
gravedad independientemente de la carga y velocidad de operacio´n en el sistema
meca´nico.
Las pruebas se ejecutaron con una velocidad de eje de entrada de 480rpm, 720rpm
y 900rpm codificadas como F1, F2 y F3 respectivamente, con la configuracio´n mos-
trada en la Figura 2.23. Para cada velocidad de entrada, tres cargas de salida de 0V ,
10V , y 30V codificadas como L1, L2 y L3 respectivamente, son aplicados a trave´s de
un freno magne´tico controlado por una fuente de alta tensio´n de corriente y acopla-
do al eje de salida a trave´s de una correa. El engrane de prueba es el pin˜o´n de en-
trada, y se realizaron diferentes niveles de rotura en uno de sus dientes, tal y como
viene especificado en la Tabla 2.2. El pin˜o´n tiene un dia´metro de 76mm, 30 dientes,
un a´ngulo de presio´n de 20◦ y un a´ngulo de he´lice de 20◦.
En el estado normal del engrane, para cada posible combinacio´n de velocidad y
carga, fueron adquiridas 5 sen˜ales de vibracio´n de 280001 muestras cada una (alre-
dedor de 5.6seg), a 50k muestras por segundo, dando un conjunto de 45 sen˜ales
de entrenamiento usadas para construir el modelo con el me´todo propuesto. Se
ha considerado una ventana deslizante con longitud de 50k muestras (1seg) y un
paso deslizante de 10k muestras. Para la etapa de extraccio´n de caracterı´sticas no-
supervisada, el taman˜o de W kout es 1001, compuesto por 1000 pesos y 1 te´rmino de
bias. El modelo de reconocimiento y el modelo de generacio´n se componen cada uno
por 2 capas ocultas de 1000 neuronas, y el taman˜o del espacio latente z es de 20.
Para la prueba del modelo, para cada posible combinacio´n de velocidad, carga,
y estado (incluyendo el estado normal), se han adquirido 5 sen˜ales de vibracio´n con
las mismas condiciones anteriores, dando un total de 450 sen˜ales de prueba.
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Deteccio´n de fallas en rodamientos
En este segundo conjunto de experimentos el objetivo es evaluar la metodologı´a
en la deteccio´n de fallas en los distintos elementos de un rodamiento (pista interna,
pista externa y elemento rodante). La falla puede presentarse a distintos niveles de
severidad en cualquiera de los elementos como lo muestran la Tabla 2.3, la Tabla
2.4 y la Tabla 2.5, pero el modelo debe ser capaz de detectarla independientemente
del nivel de dan˜o. Para este fin, y tomando en cuenta las restricciones que se pre-
sentan en los casos reales de adquisicio´n de datos, u´nicamente se utilizan sen˜ales de
vibracio´n en condiciones normales para entrenar el modelo.
Al igual que en la tarea anterior, la evaluacio´n bajo diferentes condiciones de
operacio´n, en la configuracio´n mostrada en la Figura 2.25, es realizada mediante la
adquisicio´n de sen˜ales a 3 diferentes valores de velocidad y 3 cargas con la misma
codificacio´n vista anteriormente. Ası´, F1 representa una velocidad de 8Hz, F2 una
de 12Hz y F3 una de 15Hz. Para la carga se tiene que L1 representa la presencia de
rueda volante, L2 sin rueda volante pero con conexio´n al freno magne´tico por banda
sin resistencia adicional, y L3 conexio´n al freno magne´tico con alimentacio´n de 10V .
Para el entrenamiento del modelo, sin la presencia de fallas, fueron adquiridas
5 sen˜ales de vibracio´n para cada condicio´n de operacio´n de velocidad y carga, con
un taman˜o de 2000 muestras cada una (alrededor de 0.04seg), a 50k muestras por se-
gundo, dando un conjunto de 45 sen˜ales de entrenamiento usadas para construir el
modelo con el me´todo propuesto. Se ha considerado una ventana deslizante con lon-
gitud de 1000 muestras (0.02seg) y un paso deslizante de 200 muestras. Para la etapa
de extraccio´n de caracterı´sticas no-supervisada, el taman˜o de W kout es 101, compues-
to por 100 pesos y 1 te´rmino de bias. El modelo de reconocimiento y el modelo de
generacio´n se componen cada uno por 2 capas ocultas de 500 neuronas, y el taman˜o
del espacio latente z es de 20.
Para la prueba del modelo, para cada posible combinacio´n de velocidad, car-
ga, y estado representativo de fallo, se han adquirido 10 sen˜ales de vibracio´n con
las mismas condiciones anteriores. De igual forma se adquieren 5 sen˜ales por cada
condicio´n de operacio´n para el estado normal, dando un total de 1485 sen˜ales de
prueba.
Deteccio´n de fallas en cajas de engranes rectos
Finalmente, se ha realizado un conjunto de experimentos para evaluar la meto-
dologı´a para la deteccio´n de fallas en cajas de engranes rectos. Aquı´ el objetivo es
determinar el desempen˜o del modelo resultante para una tarea en la que los estados
son muy diversos entre sı´, donde cada uno representa fallos en distintos componen-
tes del sistema meca´nico. La descripcio´n de estos estados se muestra en la Tabla 2.1.
Al igual que en los dos casos anteriores, la metodologı´a se enfoca en la construc-
cio´n de un modelo que permita discriminar el estado normal del resto de estados
independientemente de las diferentes condiciones de velocidad y carga.
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En el mismo sentido, para la etapa de entrenamiento solamente se disponen de
sen˜ales de vibracio´n en condicio´n normal, de las cuales se capturan 45 de ellas para
la construccio´n del modelo. La longitud de cada sen˜al, ventana y paso deslizante son
los mismos que en el caso anterior, ası´ como el taman˜o de W kout, el nu´mero de capas
ocultas del VAE, y el taman˜o del espacio latente z.
5.6.2. Resultados y Ana´lisis
La Figura 5.8 muestra los resultados de evaluar el modelo aprendido para la
deteccio´n de fallos en engranes helicoidales, con nuevas sen˜ales de vibracio´n adqui-
ridas. En ella se observa que el ma´ximo valor de Lavg para el estado normal es de
−147,2 dado en las condiciones (F1, L2) como se muestra en la Figura 5.8a. Por otro
lado, con la presencia de falla el menor valor de Lavg es −8,6 en las condiciones (F2,
L3) como muestra la Figura 5.8b, con una gran distancia intermedia de 138,4 que
incrementa el grado de confianza del resultado. El aumento de velocidad permite
distinguir ma´s notablemente la ausencia de falla con un valor ma´ximo de −391,2
como se muestra en la Figura 5.8c.
Al analizar la Figura 5.8a, la Figura 5.8b y la Figura 5.8c conjuntamente se obser-
va que en cargas ma´s altas la ausencia de falla es ma´s notable. En todos los casos los
resultados se agrupan con la misma condicio´n operativa de velocidad y carga.
Independientemente de las condiciones de velocidad y carga, la deteccio´n de fa-
llas incipientes como P2 o dan˜os de severidad de alto nivel como P3-P7 no muestran
dificultad en ser identificadas por el modelo aprendido. Debido a la distancia en el
espacio Lavg entre el estado normal y el estado defectuoso es posible seleccionar un
umbral de decisio´n haciendo uso de un amplio rango (−8,6,−147,2), lo que permite
obtener un 100 % de precisio´n en la tarea de deteccio´n de fallos.
La Figura 5.9 y la Figura 5.10 muestran los resultados para la deteccio´n de fallos
en rodamientos y en cajas de engranes rectos, respectivamente. En el primer caso,
se encuentra una diferencia de 96,74 entre las instancias ma´s cercanas del estado
normal y la condicio´n con falla. De forma similar, en el segundo caso la distancia es
de 83,53. Ası´, en las dos tarea se obtiene el 100 % de tasa de deteccio´n con un amplio
margen para la seleccio´n del umbral.
En la tarea de deteccio´n de fallos en rodamientos se puede notar que el margen
entre el estado normal y el resto de estados se incrementa tanto con la carga como con
la velocidad, lo cual indicarı´a que este estado es ma´s detectable en el espacio Lavg
bajo condiciones de estre´s del mecanismo. Por el contrario, en la caja de engranes
rectos las variaciones a causa de la velocidad y carga son imperceptibles.
5.6.3. Pruebas de estre´s
Con el fin de probar el desempen˜o ante variaciones en el taman˜o de la sen˜al de
entrada a la ESN y taman˜o del reservorio se propone la evaluacio´n del modelo ge-
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(a) Prueba para la velocidad 1 (b) Prueba para la velocidad 2
(c) Prueba para la velocidad 3
Figura 5.8: Resultados de las pruebas del modelo aprendido con todas las combina-
ciones de P-estados, F-velocidades y L-cargas en engranes helicoidales.
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(a) Prueba para la velocidad 1 (b) Prueba para la velocidad 2
(c) Prueba para la velocidad 3
Figura 5.9: Resultados de las pruebas del modelo aprendido con todas las combina-
ciones de P-estados, F-velocidades y L-cargas para rodamientos.
5.6. Aplicacio´n a la deteccio´n de fallas 179
(a) Prueba para la velocidad 1 (b) Prueba para la velocidad 2
(c) Prueba para la velocidad 3
Figura 5.10: Resultados de las pruebas del modelo aprendido con todas las combi-
naciones de P-estados, F-velocidades y L-cargas para engranes rectos.
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neur./vent. 1000 200 150 120 100 50 20 10
100 74.94 22.3 11.58 4.57 -2.22 -6.85 -6.17 -5.55
50 69.98 15.23 -4.12 -9.81 -13.18 -13.53 -11.00 -12.99
20 30.53 5.75 -10.87 -3.31 -0.36 -14.06 -25.36 -11.59
10 14.77 -18.58 -6.78 -36.30 -4.88 -17.31 -28.86 -17.39
Cuadro 5.2: Pruebas de estre´s para diferentes taman˜os de ventana y nu´mero de neu-
ronas en el reservorio.
nerado para diferentes valores de ventana deslizante y nu´mero de neuronas en el
reservorio. La tarea seleccionada para esta prueba es la deteccio´n de fallos en engra-
nes helicoidales.
Los valores seleccionados para el taman˜o del reservorio son: 100, 50, 20, 10. Para
cada uno de los reservorios anteriores se evalu´a un taman˜o de ventana deslizante
de 1000, 200, 150, 120, 100, 50, 20, 10. La me´trica usada nuevamente es el margen
entre las instancias ma´s cercanas del estado normal y las condiciones con falla en el
espacio Lavg.
Los resultados de esta evaluacio´n se muestran en la Tabla 5.2, donde se puede
apreciar que, de forma general, si el modelo es capaz de discriminar de forma sa-
tisfactoria todas las instancias del estado normal de los estados con falla, el margen
discriminante se incrementa con un mayor taman˜o de la ventana deslizante. Por otro
lado, el nu´mero de neuronas en el reservorio influye de forma inversa con el umbral
mı´nimo necesario del taman˜o de la ventana deslizante para obtener una correcta de-
teccio´n de todas las instancias. Esto es, a mayor nu´mero de neuronas, menor taman˜o
necesario para la ventana. Por ejemplo, con 100 neuronas en el reservorio el umbral
de la ventana se ha de encontrar en un valor entre 100 y 120, en cambio con 50 neu-
ronas el umbral cambia a un valor entre 150 y 200. Adema´s, por debajo del umbral
de deteccio´n correcta no existe una disminucio´n lo´gica del margen con respecto a la
disminucio´n del taman˜o de la ventana.
5.6.4. Estudio comparado
Con el fin de evaluar los modelos resultantes de la aplicacio´n de la metodologı´a
propuesta frente a otras te´cnicas cla´sicas de One-Class Learning se propone la reali-
zacio´n de dos comparativas.
La primera se enfoca en considerar los vectores obtenidos de los pesos en la capa
de salida de la ESN como caracterı´sticas9 que representan a la subsen˜al, las cuales
se usan para el aprendizaje de un modelo cla´sico para One-Class Learning basado
9No´tese que para el caso de VAE este vector se considera una instancia obtenida por muestreo de
una variable aleatoria multidimensional.
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en SVM y propuesto en el trabajo de Scholkopf [89]. Estos dos modelos en conjunto
(ESN y SVM) se han denominado aquı´ como ESN-SVM.
La segunda elimina la etapa del aprendizaje no-supervisado de la representacio´n
realizado con la ESN y considera cada valor de la serie de tiempo en cada subsen˜al
como una caracterı´stica que la distingue. De igual forma, se usan estas caracterı´sticas
para el aprendizaje de un modelo cla´sico basado en SVM para la deteccio´n de un
estado. Al modelo resultante se lo denomina TS-SVM.
En ambos casos la comparacio´n se realiza para la tarea de deteccio´n de fallos en
engranes helicoidales.
ESN-SVM
Esta metodologı´a conserva el aprendizaje no-supervisado de la representacio´n
mediante una ESN. La diferencia con la metodologı´a anterior radica en el uso de
un modelo basado en SVM que reemplaza a VAE para el aprendizaje desde un solo
estado. Este modelo es capaz de aprender una frontera de decisio´n en el espacio de
caracterı´sticas dado por los pesos de ESN, la cual delimita el contorno de la distri-
bucio´n de datos perteneciente al estado conocido (aprendido).
Con el propo´sito de encontrar el mejor modelo One-Class SVM y realizar una
comparacio´n justa con ESN-VAE se elije el kernel no-lineal funcio´n de base radial (RBF,
por sus siglas en ingle´s). Adema´s, se realiza un proceso de optimizacio´n por malla
de bu´squeda de los para´metros ν y γ de la SVM. Cabe indicar que el para´metro ν re-
presenta la probabilidad permitida de encontrar una instancia del estado aprendido
fuera de la frontera de decisio´n. Visto de otra manera, es una medida de distancia en-
tre la frontera mı´nima posible obtenida con los datos de entrenamiento y la frontera
de decisio´n final. Por otra parte. el para´metro γ es el coeficiente de la RBF.
Los resultados obtenidos con ESN-SVM para diferentes valores de γ y ν se mues-
tran en la Tabla 5.3, donde se presenta para cada combinacio´n el error para la de-
teccio´n del estado normal10. Para el estado normal, este error se obtiene con la razo´n
entre las instancias de estado normal que tienen un distancia menor a 0 y el nu´mero
total de instancias de este estado. En el mismo sentido, el error en la deteccio´n de es-
tados con falla se obtiene con la relacio´n entre el nu´mero de instancias con falla con
una distancia mayor a 0 y el nu´mero total de instancias con falla en el conjunto de
prueba. Se puede apreciar que para todos los valores de γ, el menor error de detec-
cio´n del estado normal se obtiene con un ν pequen˜o. Esto indica que, al considerar
los pesos de la capa de salida de ESN como variables deterministas, las instancias del
estado normal se encuentran muy cercanas a las instancias del resto de estados en el
espacio de caracterı´sticas generado. Lo que es corroborado en la Figura 5.11, donde
se muestra la distancia existente entre nuevas instancias y la frontera de decisio´n
para diferentes estados.
Con el modelo obtenido, la separacio´n entre el estado normal del resto se ve
10En todas las pruebas el otro error en todos los casos es siempre 0.0.
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γ/ν 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0.1 22.22 29.63 40.74 55.56 74.07 81.48 100.0 100.0 100.0
0.2 48.15 48.15 51.85 70.37 77.78 85.19 92.59 100.0 100.0
0.3 74.07 74.07 74.07 77.78 88.89 92.59 92.59 100.0 100.0
Cuadro 5.3: Errores de estado normal/estado con falla para valores de γ entre 0.1 y
0.3 y ν entre 0.1 y 0.9, ambos con incrementos de 0.1.
(a) Prueba para la velocidad 1 (b) Prueba para la velocidad 2
(c) Prueba para la velocidad 3
Figura 5.11: Distancia desde instancias con diferentes combinaciones de P-estados,
F-velocidades y L-cargas hacia la frontera de decisio´n para el modelo ESN-SVM.
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acentuada en mayor proporcio´n a medida que la velocidad es incrementada. Este
efecto tambie´n fue observado en el modelo ESN-VAE, de donde se podrı´a deducir
que para velocidades altas es posible cambiar el umbral de decisio´n de 0 a otro valor
que permita la separacio´n de los estados. Sin embargo, no parece muy recomendable
realizar este procedimiento en funcio´n de los resultados obtenidos en el conjunto de
prueba.
Adicionalmente, del ana´lisis de la Tabla 5.3 se deduce que, para este caso concre-
to, un valor pequen˜o en los para´metros de SVM genera un modelo con mejor desem-
pen˜o que el resto. Por esta razo´n es necesario realizar una optimizacio´n exhaustiva
por debajo de 0.1 para los dos para´metros con decrementos de 0.01. Como resultado
de este procedimiento se obtiene un error de deteccio´n del estado normal de 14.82,
y 4.20 para la deteccio´n del resto de estados con una configuracio´n de ν = 0,05 y
γ = 0,05, alcanzando con esto el mejor modelo posible de entre los del test. Sin
embargo, los resultados que se obtienen con ESN-VAE dan un error de 0.0 para los
dos casos de deteccio´n (estado normal y el resto de estados) dando a ESN-VAE una
ventaja contundente frente a ESN-SVM en lo que a desempen˜o se refiere.
TS-SVM
En est experimento se descarta el uso de ESN para la transformacio´n desde series
temporales a un nuevo espacio de representacio´n. Aquı´ en cambio se cataloga cada
elemento de la serie como una caracterı´stica del estado del sistema dina´mico. Sin
embargo, es conveniente hacer notar que, como en la mayorı´a de procesos, aquı´ no
se dispone de una sen˜al de sincronizacio´n11 de la serie temporal y tampoco se ha
identificado la duracio´n de un periodo del proceso. Por lo que se toman de manera
consecutiva series de tiempo de un taman˜o especı´fico, que son pasadas al modelo
de One-Class Learning basado en SVM para la identificacio´n de una frontera de
decisio´n.
Los resultados obtenidos con un taman˜o de 1000 para cada serie de tiempo son:
error de deteccio´n de estado normal = 37,04 %, y error de deteccio´n de estados con
falla = 43,95 %. Los resultados de la evaluacio´n del modelo resultante para diferen-
tes velocidades y cargas puede ser visto en la Figura 5.12. Como se puede apreciar,
los resultados de esta metodologı´a no son comparables con ESN-VAE o ESN-SVM,
por lo que parece concluirse que la codificacio´n realizada por ESN es determinante
para el buen desempen˜o del modelo.
11Las sen˜ales de sincronizacio´n permiten identificar el periodo completo de un proceso, como puede
ser una revolucio´n de un motor.
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(a) Prueba para la velocidad 1 (b) Prueba para la velocidad 2
(c) Prueba para la velocidad 3
Figura 5.12: Distancia desde instancias con diferentes combinaciones de P-estados,
F-velocidades y L-cargas hacia la frontera de decisio´n para el modelo TS-SVM.
CAPI´TULO 6
CONCLUSIONES
Aunque muchas de las conclusiones que se pueden extraer de las diferentes apro-
ximaciones que se muestran en esta memoria se han ido intercalando en las secciones
de los capı´tulos anteriores, que conforman el nu´cleo de la investigacio´n desarrollada,
queremos cerrar nuestro trabajo con un breve repaso de los avances realizados con
el fin principal de dar una visio´n global y transversal de las ideas, aproximaciones,
resultados y comparativas obtenidas.
Como se ha puesto de manifiesto en las pa´ginas precedentes, el espı´ritu funda-
mental de esta tesis era el de fundamentar, proponer, e implementar un conjunto de
metodologı´as para la creacio´n, entrenamiento, e inferencia de modelos de Aprendi-
zaje Automa´tico que tengan como objetivo caracterizar el comportamiento de Sis-
temas Dina´micos a partir de grupos de sen˜ales (posiblemente, de alta complejidad)
medidas en ellos. Queremos resaltar que el concepto de sen˜al se entiende de la for-
ma ma´s general posible: una sucesio´n uniforme de mediciones que evolucionan en
el tiempo.
Los enfoques descritos en este trabajo au´nan te´cnicas provenientes del Proce-
samiento de Sen˜ales junto con aquellas ma´s habituales en el a´rea del Aprendizaje
Automa´tico. A lo largo de la investigacio´n hemos comprobado co´mo, partiendo de
unas primeras aproximaciones que combinan te´cnicas de ambas a´reas junto con el
conocimiento explı´cito de los expertos, se han ido desarrollando metodologı´as ma´s
elaboradas y complejas hasta proponer modelos basados en datos que procesan las
sen˜ales de forma completamente automa´tica. En este sentido, la evolucio´n mostra-
da en este trabajo ha surgido de forma meto´dica a partir de las deficiencias que
se han ido encontrando en las diversas aproximaciones, y que ya eran patentes en
otras aproximaciones anteriores (no necesariamente haciendo uso de Aprendizaje
Automa´tico).
Junto a esta evolucio´n metodolo´gica, tambie´n es apreciable una evolucio´n parale-
la en los modelos de aprendizaje utilizados, que comienza con el modelo de Random
Forest (del an˜o 1999, y que hoy en dı´a puede ser considerado tan popular como cla´si-
co), continu´a con una versio´n extendida de las Redes Neuronales Convolucionales,
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perteneciente a los inicios del Deep Learning (an˜o 2011), y culmina con un modelo
hı´brido que hace uso de una red neuronal recurrente, la Echo State Network, junto
con un modelo variacional, el Variational AutoEncoder, como dignos representantes
del actual estado del arte de la Computacio´n con Reservorios y el Deep Learning
(2016). Este u´ltimo modelo no solo proporciona una u´til herramienta para indepen-
dizar el trabajo del modelo del trabajo del experto, sino que adema´s consigue una
primera aproximacio´n a un generador automa´tico de sen˜ales aprendidas, un to´pico
del aprendizaje que hoy en dı´a promete tantas aplicaciones en el mundo real como
las aportadas por la clasificacio´n y la prediccio´n.
Queremos destacar tambie´n aquı´ la aplicacio´n al mundo real que ha servido de
referencia y validador de los modelos que se iban generando. Por una parte, el uti-
lizar un problema de referencia general y transversal en toda la tesis (el del Man-
tenimiento Basado en la Condicio´n) nos obliga a no teorizar en el vacı´o acerca de
la bondad de los diversos modelos y aproximaciones generadas, algo desgraciada-
mente muy comu´n en trabajos similares. Por otra, y a pesar de que el contexto de
trabajo se ha limitado a ese problema, representa realmente un marco general de
clasificacio´n y prediccio´n de sistemas dina´micos en los que podemos encontrar dos
factores determinantes para la correcta valoracio´n del trabajo desarrollado: opera
sobre sistemas dina´micos que muestran comportamientos muy complejos y que se
han resistido a un modelado cla´sico, y tienen el suficiente intere´s econo´mico como
para que se hayan desarrollado sistemas de adquisicio´n de datos con una calidad
que solo se pueden encontrar en otros pocos dominios. Adema´s, el problema que
se pretende resolver por medio de los modelos desarrollados es de una importancia
fundamental no solo desde un punto de vista econo´mico, sino tambie´n social (por
el incremento de seguridad que supone poder anticipar posibles fallos futuros en
cualquier maquinaria).
Concretamente, la primera metodologı´a que se ha propuesto en esta memoria
caracteriza los estados de un sistema dina´mico con la energı´a de las subsen˜ales ob-
tenidas por la descomposicio´n con Wavelet Packet de cada sen˜al original capturada
en los estados especı´ficos que se quieren modelar. El conjunto de familias candidato
para optimizar esta descomposicio´n se ha elegido a partir del ana´lisis de trabajos
previos en el estado del arte de los sistemas dina´micos concretos que se han modela-
do. Estos datos alimentan a un modelo de Random Forest que es optimizado en sus
hiper-para´metros por medio de un algoritmo voraz (de bu´squeda semi-exhaustiva).
Las mejores familias de wavelet son encontradas para el sistema dina´mico especı´fi-
co ası´ como tambie´n las mejores caracterı´sticas (energı´as) dentro de las familias se-
leccionadas. Con esta informacio´n filtrada, finalmente se construye un clasificador,
igualmente basado en RF, usando los para´metros optimizados.
Esta metodologı´a muestra ventajas evidentes, como es la simplicidad a la ho-
ra de construccio´n del modelo, unos excelentes resultados en diferentes tareas del
mantenimiento basado en la condicio´n, y una alta flexibilidad en la aplicacio´n de la
metodologı´a en diferentes sistemas dina´micos. Sin embargo, son observables algu-
nas deficiencias que no podemos pasar por alto:
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1. La metodologı´a solo es aplicable si se conocen los estados a los que pertenecen
las sen˜ales de entrenamiento (enfoque supervisado puro). En consecuencia, su
aplicabilidad en tipos de problemas se limita considerablemente.
2. Solo se puede aplicar si se tienen sen˜ales de todos los estados que se desea mo-
delar. Es decir, que requiere disponer de un muestrario suficientemente alto de
comportamientos posibles del sistema, incluso aquellos no deseables, incon-
trolables, o excesivamente caros (en el sentido de que conllevan la degradacio´n
del sistema).
3. Es necesario un conocimiento a priori de las familias de wavelet que mejor
descomponen las sen˜ales del sistema dina´mico con el que se esta´ lidiando. En
consecuencia, depende de un conocimiento experto previo del sistema, algo
que puede estar fuera de nuestro alcance en muchas situaciones, bien porque
resulte excesivamente caro, o difı´cil, disponer de un experto en el tema; bien
porque el sistema plantee interrogantes desconocidos que ningu´n experto pue-
de resolver.
La segunda metodologı´a desarrollada en esta memoria aborda la tercera deficien-
cia sen˜alada anteriormente. Es decir, tiene como objetivo eliminar la necesidad de un
conocimiento a priori de los mejores kernel para descomponer un tipo especı´fico de
sen˜al, y plantea un enfoque generalizado para la caracterizacio´n no-supervisada de
los estados de un sistema dina´mico desde una versio´n en el dominio de tiempo-
frecuencia de las sen˜ales. Para ello, la metodologı´a en cuestio´n funciona en un pro-
ceso conformado por dos etapas de aprendizaje. En la primera de ellas se utiliza la
idea del autoencoder adaptada para capas convolucionales, lo que permite obtener
un conjunto o´ptimo de kernels (con funcio´n similar a lo que harı´a una familia de
wavelets) capaz de codificar los datos de entrada en un espacio de representacio´n
reducido, desde el cual se puede reconstruir nuevamente la entrada. En la segun-
da etapa optimiza ese conjunto de kernels en una red convolucional profunda con
la informacio´n brindada por los estados especı´ficos de las sen˜ales de entrenamien-
to. La conjuncio´n de estas dos etapas logra automatizar el proceso de extraccio´n de
caracterı´sticas de una serie de tiempo.
La aplicacio´n de esta propuesta al ana´lisis de sistemas dina´micos se pone de ma-
nifiesto en la aplicacio´n mostrada a la evaluacio´n de la severidad de dan˜o, ya que
muestra claras ventajas en cuanto a la exactitud de clasificacio´n de estados frente
a otras propuestas disponibles en la literatura usadas para el mismo fin de extrac-
cio´n no-supervisada de caracterı´sticas desde series temporales. Es decir, el modelo
generado no solo funciona bien en la clasificacio´n discreta de estados, sino como
predictor de severidad del dan˜o (estado interno, y no medible, del sistema). Adicio-
nalmente, presenta una ventaja adicional que proporciona indicios de una correcta
extrapolacio´n de la metodologı´a desarrollada a otros ana´lisis similares de sistemas
dina´micos generales, y es que en este caso no se asumio´ ningu´n tipo especı´fico de
kernels, sino que e´stos son aprendidos a partir de los datos con el fin de optimizar el
desempen˜o de la tarea encargada.
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A pesar de la indudable mejora que esta nueva metodologı´a supone respecto de
la anterior (y las ma´s cla´sicas y habituales en el ana´lisis de sistemas dina´micos desde
un punto de vista de los datos), se mantienen las dos primeras deficiencias observa-
das en la primera metodologı´a: el sistema de aprendizaje sigue siendo supervisado,
y requiere de la adquisicio´n de sen˜ales en una muestra grande de comportamientos
posibles del sistema. Lo que continu´a siendo muy costoso desde la perspectiva de
adquisicio´n de datos.
Con el fin de mitigar las deficiencias observadas se desarrolla una tercera aproxi-
macio´n que, sin lugar a dudas, supone la aportacio´n ma´s novedosa de este trabajo.
A pesar de esta valoracio´n, hemos de indicar que su aplicabilidad no se produce
en los mismos contextos que las anteriores, por lo que no subsume los resultados
mostrados en los capı´tulos anteriores.
Como tercera propuesta se ha desarrollado un me´todo novedoso para el mode-
lado de sen˜ales provenientes de un estado especı´fico de un sistema dina´mico. Desde
el punto de vista del Aprendizaje Automa´tico, este problema se corresponde con
lo que se denomina “One-Class Learning Problem”, pues se supone la posibilidad
de conseguir datos de una sola clase (en el funcionamiento del sistema, represen-
tarı´a el estado de funcionamiento normal, del que resulta factible y barato adquirir
sen˜ales), y se desea disponer de un modelo que caracterice esta clase sin necesidad
de haber visto los otros modos de operacio´n del sistema. Como hemos observado en
el capı´tulo correspondiente, esta aproximacio´n es esencialmente distinta, ya que no
estamos en este caso ante un problema de clasificacio´n supervisada, puesto que no
disponemos de ejemplares de varias clases entre los que poder aprender diferencias
caracterizadoras, tampoco estamos ante un problema de clusterizacio´n que preten-
de aprender a agrupar en bolsas distintas una coleccio´n de muestras que se suponen
distintas. De lo u´nico que disponemos es de una coleccio´n de muestras que sabemos
que reflejan una caracterı´stica comu´n del sistema y, tras el entrenamiento adecua-
do, queremos que el modelo aprendido sea capaz de reconocer cua´ndo una nueva
muestra (no usada para el aprendizaje) tiene caracterı´sticas que la hacen esencial-
mente distinta de las vistas anteriormente.
En este sentido, las muestras que podemos utilizar deben distribuirse siguiendo
algu´n patro´n reconocible en el espacio de sen˜ales, por lo que la tarea de reconocer
dicho patro´n se relaciona estrechamente con el ca´lculo de la distribucio´n de proba-
bilidad compleja que, supuestamente, siguen nuestras muestras. Debido a que las
sen˜ales en bruto son objetos de un espacio difı´cilmente manipulables y poco apro-
piados para un proceso de aprendizaje automa´tico, el primer paso consiste en obte-
ner una representacio´n de las mismas de forma no supervisada, para lo que hemos
hecho uso de una Echo State Network como codificadora, un tipo muy particular de
red recurrente especialmente apropiada para el tratamiento de sen˜ales provenientes
de una dina´mica. A pesar de este cambio de representacio´n, el problema original
de obtener la distribucio´n de las muestras sigue siendo el mismo, y hemos hecho
uso de Variational Autoencoder, una versio´n estoca´stica del autocodificador neuro-
nal cla´sico capaz de modelar este tipo de distribuciones a partir de datos. Adema´s,
se propone el valor del error de reconstruccio´n como una me´trica informativa para
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discriminar entre el estado normal modelado y el resto de estados posibles del siste-
ma, donde un pequen˜o error representa pertenencia a la clase aprendida y un error
grande representa algu´n otro estado que no sigue la distribucio´n inferida.
Este me´todo propuesto presenta dos ventajas principales en relacio´n a los me´to-
dos anteriores:
1. Solo necesita sen˜ales del estado que se desea modelar, que son fa´ciles de obte-
ner en la mayorı´a de sistemas dina´micos.
2. A diferencia de otros me´todos basados en sen˜ales donde un conocimiento es-
pecı´fico previo del sistema meca´nico a analizarse es necesario, el me´todo pro-
puesto no requiere del conocimiento experto debido a la etapa de aprendizaje
no supervisado de la representacio´n.
Este me´todo ha sido aplicado a la tarea de deteccio´n de fallas en maquinaria rotati-
va donde el modelo se construye u´nicamente con sen˜ales de vibracio´n sin fallo en
diferentes condiciones de funcionamiento. El objetivo es, una vez entrenado un mo-
delo para un sistema en funcionamiento normal, que el modelo reconozca cua´ndo
se produce un cambio en el funcionamiento del sistema debido a la aparicio´n de
modificaciones internas (fallos) de alguno/s de los componentes del sistema. Las
comparaciones mostradas en el capı´tulo con otro me´todo reportado en la literatura
(hay pocos modelos de este tipo con el que poder realizar comparaciones) muestran
una clara ventaja de nuestra propuesta, tanto en exactitud como automatizacio´n en
la fase de caracterizacio´n de estados.
Con esta u´ltima aproximacio´n se han conseguido muchos de los objetivos mar-
cados inicialmente en la investigacio´n que ha dado lugar a esta tesis, ya que se han
conseguido superar las deficiencias 2 y 3 puestas de manifiesto en la primera meto-
dologı´a (y comunes a la mayorı´a de las metodologı´as actuales de ana´lisis de sistemas
dina´micos) y de forma parcial (casi completa) la deficiencia 1, debido a que todavı´a
es necesario garantizar que las sen˜ales con las que se construye el modelo pertenecen
al estado que se desea caracterizar en el sistema dina´mico.
Por supuesto, casi ningu´n trabajo de investigacio´n puede considerarse definiti-
vo ni completo, y a partir de las consideraciones y aproximaciones realizadas se han
abierto nuevas vı´as de trabajo para futuras investigaciones, tanto teo´ricas como apli-
cadas, que vienen a abordar direcciones que no hemos considerado o a completar
lı´neas consideradas que merecen ser estudiadas con mayor atencio´n.
Por supuesto, y no obviamos de ninguna de las formas una gran tarea pendiente
en nuestro trabajo, esta´ la de poner en pra´ctica los modelos desarrollados sobre siste-
mas dina´micos de dominios distintos a los considerados aquı´. A pesar de que, como
hemos resaltado anteriormente, los sistemas dina´micos considerados en el problema
del mantenimiento basado en la condicio´n son muy generales y ricos, no pasamos
por alto que las aproximaciones presentadas en esta memoria pueden estar sesga-
das por el tipo de problema abordado, por lo que serı´a de gran intere´s comprobar su
eficacia en otros sistemas dina´micos, como son: sen˜ales provenientes de sistemas de
190 Capı´tulo 6. Conclusiones
salud, reconocimiento de patrones en sen˜ales medidas en nodos de un red dina´mi-
ca (por ejemplo, redes ele´ctricas, de comunicaciones, etc.), sistemas meteorolo´gicos,
etc. En consecuencia, una de las primeras tareas a llevar a cabo tras esta etapa sera´ la
validacio´n, y posible adecuacio´n, de las aproximaciones mostradas a escenarios ma´s
generales.
Desde un punto de vista ma´s teo´rico, queda pendiente el modelado totalmente
no-supervisado de sistemas dina´micos con aprendizaje automa´tico sin ningu´n co-
nocimiento sobre los estados a los que pertenecen las sen˜ales capturadas, lo que su-
pondrı´a una continuacio´n lo´gica para abordar completamente la primera deficiencia
de nuestra primera aproximacio´n. Para ello, serı´a necesaria una interpretacio´n de la
zonas ocupadas por las sen˜ales provenientes de distintos estados en el espacio de
probabilidad generado en la fase de aprendizaje de la representacio´n en la tercera
propuesta.
Otra lı´nea de trabajo futuro que resulta de un intere´s pra´ctico indudable serı´a
la construccio´n de modelos capaces de aprender de forma incremental nuevos esta-
dos del sistema dina´mico sin degradar lo aprendido previamente del estado inicial
y con la capacidad de interpolar este conocimiento hacia otros estados intermedios
(por ejemplo degradacio´n intermedia entre dos estados conocidos de un compo-
nente meca´nico). Dentro del mantenimiento basado en la condicio´n un trabajo que
podrı´a ser abordado en un futuro es la deteccio´n temprana y el prono´stico de cam-
bio de estados en un sistema meca´nico a partir de mediciones del proceso, lo que
permitirı´a una planificacio´n del mantenimiento basado en estados reales actuales y
futuros desembocando en un manejo eficiente de los recursos adquisitivos de una
empresa.
En general, la implantacio´n de sistemas, como el aquı´ desarrollado, en entor-
nos de trabajo reales serı´a de un gran valor para la evolucio´n de las metodologı´as,
adema´s de (esperamos) un valor an˜adido al funcionamiento de muchas implemen-
taciones del a´mbito de la ingenierı´a. A pesar de la calidad de los bancos de pruebas y
de los sistemas de adquisicio´n de datos, es innegable que el mundo real proporciona
un entorno de trabajo mucho ma´s exigente y complejo.
Ape´ndices
191

APE´NDICE A
PUBLICACIONES
Los resultados del proceso de investigacio´n realizado en esta tesis se han difun-
dido a la comunidad cientı´fica utilizando los medios tradicionales, mediante publi-
caciones en revistas indexadas tanto en las bases de datos Scopus como tambie´n en
ISI-Web of Science.
A continuacio´n se presenta la lista de trabajos publicados en las a´reas de Apren-
dizaje Automa´tico y/o Procesamiento de Sen˜ales aplicados al modelado de sistemas
dina´micos y mantenimiento basado en la condicio´n que esta´n relacionados de forma
directa o indirecta con esta tesis:
Diego Cabrera, Fernando Sancho, Rene´-Vinicio Sa´nchez, Grover Zurita, Marie-
la Cerrada, Chuan Li, and RafaelE. Va´squez. Fault diagnosis of spur gearbox
based on random forest and wavelet packet decomposition. Frontiers of Mecha-
nical Engineering, pages 1–10, 2015
Diego Cabrera, Fernando Sancho, Chuan Li, Mariela Cerrada, Rene´-Vinicio
Sa´nchez, Fannia Pacheco, and Jose´ Valente de Oliveira. Automatic feature ex-
traction of time-series applied to fault severity assessment of helical gearbox in
stationary and non-stationary speed operation. Applied Soft Computing, 58:53–
64, sep 2017
Diego Cabrera, Fernando Sancho, and Felipe Tobar. Combining reservoir com-
puting and variational inference for efficient one-class learning on dynamical
systems. In Sensing, Diagnostics, Prognostics and Control (SDPC), 2017 Interna-
tional Conference on. IEEE, 2017
Chuan Li, Rene´-Vinicio Sanchez, Grover Zurita, Mariela Cerrada, Diego Ca-
brera, and Rafael E. Va´squez. Multimodal deep support vector classification
with homologous features and its application to gearbox fault diagnosis. Neu-
rocomputing, 168:119–127, nov 2015
Mariela Cerrada, Grover Zurita, Diego Cabrera, Rene´-Vinicio Sa´nchez, Ma-
riano Arte´s, and Chuan Li. Fault diagnosis in spur gears based on genetic
193
194 Ape´ndice A. Publicaciones
algorithm and random forest. Mechanical Systems and Signal Processing, 70-
71:87–103, mar 2016
Mariela Cerrada, Rene´ Sa´nchez, Diego Cabrera, Grover Zurita, and Chuan Li.
Multi-stage feature selection by using genetic algorithms for fault diagnosis in
gearboxes based on vibration signal. Sensors, 15(9):23903–23926, sep 2015
Chuan Li, Rene´-Vinicio Sanchez, Grover Zurita, Mariela Cerrada, Diego Ca-
brera, and Rafael E. Va´squez. Gearbox fault diagnosis based on deep random
forest fusion of acoustic and vibratory signals. Mechanical Systems and Signal
Processing, 76-77:283–293, aug 2016
Chuan Li, Diego Cabrera, Jose´ Valente de Oliveira, Rene´-Vinicio Sanchez, Ma-
riela Cerrada, and Grover Zurita. Extracting repetitive transients for rotating
machinery diagnosis using multiscale clustered grey infogram. Mechanical Sys-
tems and Signal Processing, 76-77:157–173, aug 2016
Chuan Li, Rene´-Vinicio Sa´nchez, Grover Zurita, Mariela Cerrada, and Diego
Cabrera. Fault diagnosis for rotating machinery using vibration measurement
deep statistical feature learning. Sensors, 16(6):895, jun 2016
Chuan Li, Vinicio Sanchez, Grover Zurita, Mariela Cerrada Lozada, and Diego
Cabrera. Rolling element bearing defect detection using the generalized syn-
chrosqueezing transform guided by time–frequency ridge enhancement. ISA
Transactions, 60:274–284, jan 2016
Mariela Cerrada, Rene´-Vinicio Sa´nchez, Fannia Pacheco, Diego Cabrera, Gro-
ver Zurita, and Chuan Li. Hierarchical feature selection based on relative de-
pendency for gear fault diagnosis. Applied Intelligence, 44(3):687–703, nov 2015
Fannia Pacheco, Jose´ Valente de Oliveira, Rene´-Vinicio Sa´nchez, Mariela Cerra-
da, Diego Cabrera, Chuan Li, Grover Zurita, and Mariano Arte´s. A statistical
comparison of neuroclassifiers and feature selection methods for gearbox fault
diagnosis under realistic conditions. Neurocomputing, Feb 2016
Chuan Li, Jose´ Valente de Oliveira, Mariela Cerrada, Fannia Pacheco, Diego
Cabrera, Vinicio Sanchez, and Grover Zurita. Observer-biased bearing condi-
tion monitoring: From fault detection to multi-fault classification. Engineering
Applications of Artificial Intelligence, 50:287–301, apr 2016
Fannia Pacheco, Mariela Cerrada, Rene´-Vinicio Sa´nchez, Diego Cabrera, Chuan
Li, and Jose´ Valente de Oliveira. Attribute clustering using rough set theory
for feature selection in fault severity classification of rotating machinery. Expert
Systems with Applications, 71:69–86, apr 2017
Chuan Li, Jose´ Valente de Oliveira, Rene´-Vinicio Sanchez, Mariela Cerrada,
Grover Zurita, and Diego Cabrera. Fuzzy determination of informative fre-
quency band for bearing fault detection. Journal of Intelligent & Fuzzy Systems,
30(6):3513–3525, Apr 2016
195
Mariela Cerrada, Chuan Li, Rene´-Vinicio Sa´nchez, Fannia Pacheco, Diego Ca-
brera, and Jose´ Valente de Oliveira. A fuzzy transition based approach for fault
severity prediction in helical gearboxes. Fuzzy Sets and Systems, dec 2016
Fannia Pacheco, Mariela Cerrada, Rene Vinicio Sanchez, Diego Cabrera, Chuan
Li, and Jose Valente de Oliveira. Clustering algorithm using rough set theory
for unsupervised feature selection. In 2016 International Joint Conference on Neu-
ral Networks (IJCNN). IEEE, jul 2016
Mariela Cerrada, Rene´-Vinicio Sa´nchez, Chuan Li, Fannia Pacheco, Diego Ca-
brera, Jose´ Valente de Oliveira, and Rafael E. Va´squez. A review on data-driven
fault severity assessment in rolling bearings. Mechanical Systems and Signal Pro-
cessing, 99:169–196, jan 2018
Chuan Li, Luiz Ledo, Myriam Delgado, Mariela Cerrada, Fannia Pacheco, Die-
go Cabrera, Rene´-Vinicio Sa´nchez, and Jose´ Valente de Oliveira. A bayesian ap-
proach to consequent parameter estimation in probabilistic fuzzy systems and
its application to bearing fault classification. Knowledge-Based Systems, 129:39–
60, aug 2017
Fannia Pacheco, Mariela Cerrada, Rene Vinicio Sanchez, Diego Cabrera, Chuan
Li, and Jose Valente de Oliveira. A methodological framework using statistical
tests for comparing machine learning based models applied to fault diagnosis
in rotating machinery. In 2016 IEEE Latin American Conference on Computational
Intelligence (LA-CCI). IEEE, nov 2016

APE´NDICE B
SOFTWARE
Para la prueba de concepto de las metodologı´as propuestas en este trabajo, se ha
desarrollado software especı´fico para cada una de ellas. El lenguaje de programa-
cio´n comu´n para estas implementaciones es Python (Python Software Fundation,
https://www.python.org/) en su versio´n 3.5. Sin embargo para cada una de las
metodologı´as se trabajo´ con librerı´as distintas dependiendo del soporte y funciona-
lidades presentes al momento de la implementacio´n.
A continuacio´n se dan detalles de cada una ellas.
B.1. Extraccio´n de Caracterı´sticas y Clasificacio´n con un En-
foque Cla´sico
La implementacio´n de esta metodologı´a se encuentra en el repositorio https:
//github.com/diegoroman17/RF_methodology y consta de tres archivos de co´digo
fuente principales para su ejecucio´n:
src/feature extraction wpd.py
src/optimizer parameters.py
test/methodology.ipynb
El script feature extraction wpd.py es el encargado de procesar las sen˜ales
capturadas del sistema dina´mico que han sido almacenadas en la base de datos con
el fin de realizar el proceso de extraccio´n de caracterı´sticas mediante la descomposi-
cio´n por wavelet packet. Esta descomposicio´n es llevada a cabo mediante la librerı´a
PyWavelets [2]. Como resultado, un objeto de tipo Data set con informacio´n acerca
del proceso de extraccio´n de caracterı´sticas es almacenado mediante serializacio´n en
un archivo con extensio´n .pickle, lo cual se logra con la librerı´a Pickle de Python 3
(ver https://docs.python.org/3/library/pickle.html para ma´s detalles).
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El script optimizer parameters.py lee el objeto anteriormente almacenado y
crea clasificadores de tipo Random Forest con cada posible para´metro y conjunto de
familias de wavelet. Estos clasificadores a su vez son evaluados usando oob-error
como me´trica. La creacio´n de estos modelos es llevada a cabo mediante la librerı´a
Scikit-learn [80], muy popular en el a´rea. Los resultados anteriores son puestos en
un objeto, el cual es almacenado igualmente por serializacio´n en un archivo .pickle.
El notebook methodology.ipynb contiene el resto de la metodologı´a, la cual es
ejecutada a partir de la lectura del archivo almacenando anteriormente. Este note-
book adema´s muestra los resultados para cada conjunto de para´metros de forma
gra´fica para un mejor ana´lisis.
B.2. Aprendizaje de Caracterı´sticas de Series de Tiempo
La implementacio´n de esta metodologı´a se encuentra en el repositorio https:
//github.com/diegoroman17/SCAE_methodology y esta´ compuesto de dos archivos
principales:
src/preprocessing.py
src/SCAE.py
El script preprocessing.py se encarga de transformar al dominio tiempo-frecuencia
las series de tiempo almacenadas en la base de datos creada por el sistema de ad-
quisicio´n. Esta transformacio´n es llevada a cabo usando la librerı´a PyWavelets como
en el caso anterior. El resultado es un conjunto de tuplas tipo (imagen, etiqueta) las
cuales son agrupadas en un arreglo de Numpy [95], una estructura muy eficiente
para co´mputo nume´rico. Esta estructura es almacenada para la pro´xima etapa.
El script SCAE.py contiene el nu´cleo de esta metodologı´a. Aquı´ se crea un gra-
fo de computacio´n con el modelo Stacked Convolutional AutoEncoder para luego
ser optimizado usando el algoritmo de gradiente descendente estoca´stico. Al ser un
modelo de Deep Learning, lo anterior se logra con Theano [4], una de las primeras
librerı´as en el a´rea de Deep Learning y adema´s entre las ma´s populares.
B.3. Aprendizaje de la Representacio´n y One-Class Learning
La implementacio´n de esta metodologı´a se encuentra en el repositorio https:
//github.com/diegoroman17/ESN_VAE_methodology y esta´ compuesto de dos ar-
chivos principales:
src/esn features.py
src/vae modified.py
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El script esn features.py realiza el aprendizaje de la representacio´n con la Echo
State Network de cada serie de tiempo del estado que se desea modelar, almacena-
da en la base de datos que fue creada con anterioridad por el sistema de adquisi-
cio´n. Debido a que este proceso consume una gran cantidad de tiempo, se utilizo´
la librerı´a para procesamiento distribuido de Python llamada Multiprocessing (ver
https://docs.python.org/3/library/multiprocessing.html para ma´s informa-
cio´n), lo que permite que se utilicen todos los nu´cleos del computador reduciendo el
tiempo de procesamiento en este mismo factor. El resultado es un arreglo de datos
con cada elemento almacenando la nueva representacio´n de una serie de tiempo.
Posteriormente con el script vae modified.py se realiza el entrenamiento del Va-
riational AutoEncoder para el modelado de la distribucio´n de probabilidad compleja
de los datos anteriormente almacenados. Aquı´ tambie´n se realiza la evaluacio´n del
modelo con los datos de prueba y se imprimen las me´tricas de clasificacio´n. La im-
plementacio´n de este modelo se ha realizado utilizando la librerı´a Tensorflow [3]
creada y liberada por Google Inc. para el desarrollo de modelos de Deep Learning y
computacio´n de alto rendimiento en general.
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