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In the universe, there are things that are known,
and things that are unknown,
and in between, there are doors ...
If the doors of perception were cleansed,
everything would appear to man as it is, inﬁnite.
William Blake, 1790
Ich widme diese Arbeit
all’ diesen Menschen, die mir nahestehen
und immer noch zu mir halten
obschon ich Ihnen bis jetzt nie die Zeit schenken konnte, die Ihnen zusteht ...

Abstract
Plasma astrophysics deals with collective plasma processes in astrophysical scenarios. As observational
astronomy pushes towards unprecedented resolutions in space and time, the focus of theoretical research
necessarily ventures towards a description of the plasma microphysics. On microphysical scales the
plasma is pervasively collisionless and the magnetohydrodynamic approximation breaks down. Conse-
quently theoretical concepts rely on a kinetic plasma description as the most sophisticated plasma model.
The present work discusses some fundamental kinetic plasma processes in relativistic astrophysics: Fast
Magnetic Reconnection (FMR) associated with discontinuities in the magnetic ﬁeld topology, and the
Coupled Two-Stream-Weibel instability (CTW) in the wake of collisionless shocks. Both processes are
ubiquitous in astrophysical sites, prevail over competing plasma modes because of dominant growth
rates, experience signiﬁcant relativistic modiﬁcations, and develop essential features solely in the highly
non-linear regime. The computational representation invokes the entire 6D phase space. These charac-
teristics distinguish FMR and the CTW as distinctively critical processes.
FMR and the CTW are studied here in the framework of self-consistent, relativistic and fully electro-
magnetic Particle-In-Cell (PIC) simulations. Typical scenarios comprise ensembles of 109 particles and
endure for several 104 time steps. The computational task is challenging and completely in the realm of
the massively parallelized architectures of state-of-the-art supercomputers.
We present the ﬁrst self-consistent 3D simulations of FMR in relativistic pair plasma. Focusing on the
mechanism of particle acceleration we show that the highly dynamic evolution of the current sheet in
the non-linear regime is the essential stage. Therein non-stationary acceleration zones arise in the su-
perposition of the relativistic tearing and the relativistic drift kink mode as competing current sheet
instabilities. Though the topology of electromagnetic ﬁelds is highly turbulent, the FMR process shows
the remarkable quality to generate smooth and stable power-laws f(γ)dγ ∝ γsdγ in the particle distri-
bution function (PDF) out of an initial Maxwellian. The upper PDF cut-oﬀ in relativistic energy γ is
determined by the ratio of light to Alfve´n velocity c/vA. The power-law index assumes s  −1 within
the reconnection X-zone irrespective of parameter variations. Intriguingly the power-law index appears
as the universal characteristic of the source process. The associated synchrotron spectra provide a valid
description of the extremely hard spectra and rapid variabilities of ‘Flat Spectrum Radio Quasars’.
Conceptual γ-ray burst (GRB) synchrotron emission models depend on a plasma process which ensures
eﬃcient magnetic ﬁeld generation. The CTW converts bulk-kinetic energy of counter-streaming plasma
shells into Weibel magnetic ﬁelds. Pivoted by the linear analysis of the CTW, the PIC simulations
conﬁrm the correspondence between saturation magnetic ﬁelds and bulk-kinetic energy. Plasma shell
collisions in GRBs are either associated with internal or external shocks. As direct consequence of the
energy dependence the CTW evolves from a complex 3D topology in internal collisions towards quasi-
2D, Weibel-dominated conformalizations at the higher external shock energies. The PIC results prove
that the Weibel ﬁelds are suﬃciently strong to sustain synchrotron emission scenarios, particularly in
external shocks. By determining the ﬁrst lifetime limits we show that Weibel ﬁelds are also suﬃciently
long-lived with respect to typical synchrotron cooling times. We further identify the stability-limiting
diﬀusion process as of ‘Bohm’-type, i.e. the diﬀusion coeﬃcient exhibits the ∝ T/B-dependence and
herewith represents a conservative stability criterion. The CTW generates stable power-law spectra in
the magnetic ﬁelds implying power-law shaped PDFs as self-similar solutions for diﬀusive particle scat-
tering. This suggests a universal power-law index as the characteristic of the CTW process.
Imposing a magnetic guide ﬁeld of well-deﬁned strength suppresses the Weibel contributions of the CTW
in favour of the electrostatic Two-Stream instability (TSI). The pulsar magnetosphere is the paradig-
matic scenario in which we discuss the mechanism of Coherent Collisionless Bremsstrahlung (CCB)
triggered by the TSI. The PIC simulations show that the CCB mechanism provides a valid description
of the phenomenon of ‘Giant Radio Pulses’ as recently observed from the Crab pulsar.
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Chapter 1
Introduction
1.1 Motivation - Self-consistent Modelling of
Critical Plasma Processes in Astrophysical Scenarios
During the recent decades the observational techniques of modern astronomy have
reached an unprecedented degree of sophistication. The radiative signatures of astro-
physical phenomena are resolved on progressively reﬁned scales in space and time. The
wealth of new discoveries challenges the theorist to provide a viable explanation. Plasma
physics plays a key role in the solution to the puzzles which have been posed by the
recent observational data. Paradigms are the σ-problem of the Crab pulsar wind (section
1.2), the discovery of γ-ray bursts (GRBs) (section 1.3) and the observation of extremely
intense pulsar radio outbursts on nanosecond time scales (section 1.4). At a superﬁcial
glance diversity proliferates in the observational characteristics of these phenomena:
Wavelengths encompass the entire range from γ-rays in GRBs to the radio regime in
pulsars. Time scales span from nanoseconds in pulsar radio outbursts to seconds for the
‘synchrotron wisps’ associated with pulsar winds.
However, a closer look unveils that these observed features are all deeply connected to
two fundamental plasma processes: Collisionless magnetic reconnection and collisionless
shocks. The quantitative diﬀerences in the observations arise solely due to the variety
in the plasma parameters of the speciﬁc source. Both processes are central problems
of plasma-physical research for more than 40 years. So what makes them so special to
continuously keep up the minds of theoreticians? The unifying element common to both
processes is that they are connected to discontinuities. Magnetic reconnection takes
place at a discontinuity in the magnetic ﬁeld topology. The free energy of shocks is
stored in a discontinuity in phase space. Within the realm of classical physics, disconti-
nuities are a mathematical idealization and generally point out critical assumptions in
non-selfconsistent physical models.
The crucial point is the combination with collisionless conditions. The plasma in astro-
physical sites is usually highly rareﬁed in density. As the direct consequence, the mean
free path of an individual particle becomes large compared to the typical dynamic length
scales introduced by kinetic plasma processes. The particles are not anymore scattered in
Coulomb collisions between nearest neighbours, but merely in the collective electromag-
netic ﬁelds of plasma modes. Coulomb collisions isotropize and thermalize the particle
distribution function (PDF) in phase space towards the Maxwellian equilibrium. In the
absence of Coulomb collisions the PDF is potentially highly non-thermal.
Theoretical models of the plasma state observe a hierarchical structure of sophistication
(cf. chapter 2): The crudest approach is realized in the magnetohydrodynamic (MHD)
plasma model. The MHD description is based on the ﬁrst order moment of the PDF
assuming Maxwellian conditions. Consequently the MHD approach is valid only on the
macroscopic scales on which the Maxwellian approximation of the PDF is justiﬁed.
The basic MHD model is successively reﬁned by taking into account higher order mo-
ments of the PDF. The trend to reduce the restrictive idealizations culminates in the
kinetic plasma description. The kinetic approach considers the complete PDF. In the
kinetic model time scales are unambiguously linked to the particle gyro motion and
length scales to the plasma inertial length, respectively. Consequently the kinetic model
is completely self-consistent. The crucial point is that the kinetic approach is also the
most complicated. The numerical treatment is utmostly costly with respect to compu-
tational expenses. The dawn of massively parallel supercomputer architectures in the
recent years has given a new quality to kinetic plasma modelling. As one freak of nature,
the discontinuities associated with collisionless reconnection and collisionless shocks test
the microphysical scales. As observational techniques advance to successively higher res-
olutions, the global MHD description breaks down and microphysics makes a kinetic
treatment of plasma processes indispensable.
Plasma astrophysics currently performs a metamorphosis equivalent to the one space
plasma physics has been confronted with 30 years ago as satellites paved the way towards
in-situ measurements in the earth’s magnetosphere. The presented work is dedicated to
the self-consistent, kinetic modelling of plasma processes critical in the context of astro-
physical research. Explicitly, these processes are collisionless kinetic reconnection and
the Coupled Two-Stream-Weibel (CTW) instability. The CTW is the electromagnetic
instability mode which proceeds in the wake of collisionless shocks.
Which characteristics distinguish these plasma processes as distinctively critical?
• Both processes are of fundamental nature, i.e. are ubiquitous in astrophysical plas-
mas. The reason is obvious: Magnetic discontinuities and plasma entities with
signiﬁcant relative bulk drift appear necessarily at the boundaries of diﬀerent
source environments. Reconnection and the CTW mode are kinetic instabilities
and therefore fast by deﬁnition. The inherent growth rates supersede the growth
of competing modes. Consequently both prevail as the dominant processes.
• Essential features appear in the highly dynamic phase during the late-time evolu-
tion. Since plasma dynamic scales are short compared to astrophysical time scales,
the non-linear saturation at late times is the prevalent state in astrophysical sites.
This instability regime is entirely in the domain of numerical simulations.
• The physics of both processes crucially depends on microscopic plasma scales.
Therefore the simulation demands a self-consistent, kinetic plasma model. We
convened on the Particle-In-Cell (PIC) approach and employed a fully electro-
magnetic, relativistic, massively parallelized code.
• A dimensional reduction to simplify the numerical treatment is impossible. Both
processes require the complete representation of all 6 phase space dimensions.
Dimensional reduction in previous studies has implied non-physical artifacts.
• Both processes show signiﬁcant relativistic modiﬁcations, i.e. obtain a new quality
in the inherently relativistic regime of pair plasma dominance. In such plasma
environments the equipartition Alfve´n velocity becomes comparable to the speed
of light vA ∼ c. Then plasma dynamic scales are equivalent to electromagnetic
scales.
• Self-consistent numerical modelling is computationally utmostly expensive. Kinetic
simulations of 3D scenarios comprise about 109 particles and endure for several 104
time steps. This corresponds to roughly 150GByte main memory and 50000CPhs
computing time. Such hardware requirements are only accessible by the massively
parallel architectures of high performance supercomputing facilities.
• Finally, the term critical pays homage to Roald Sagdeev’s The 1976 Oppenheimer
lectures: Critical problems in plasma astrophysics [Sagdeev, 1979a;b] in which the
reconnection and shock problem assume a central issue.
The present work is structured in the following fashion: The foundations and potentials
of the Particle-In-Cell approach as self-consistent kinetic plasma model are discussed in
chapter 2. In section 1.2 we introduce on the topical problems of collisionless reconnec-
tion. In chapter 3 follow pioneering simulations on particle acceleration in Fast Magnetic
Reconnection (FMR) of relativistic pair plasmas. This is the ﬁrst self-consistent treat-
ment of relativistic reconnection and associated synchrotron signatures in 3D scenarios.
In section 1.3 we give a primer on the importance of the CTW mode in the context
of generic GRB synchrotron shock models. The corresponding PIC simulations of GRB
internal and external shocks are subject to chapter 4. We provide fundamental insights
into the self-consistent generation and diﬀusion-limited lifetimes of CTW magnetic ﬁelds.
In section 1.4 we generalize the potential importance of the CTW in the context of jet
and pulsar physics. In chapter 5 we present the detailed linear analysis of the CTW
mode and the eﬀects of a magnetic guide component on the respective mode degener-
acy. This provides the framework for the PIC simulation study of Coherent Collisionless
Bremsstrahlung (CCB) as a possible explanation of pulsar radio outbursts. We con-
clude in chapter 6 with a ﬁnal account of achievements and a brief comment on future
perspectives.
1.2 Magnetic Reconnection -
Topical Problems of a Long-Discussed Process
The process of magnetic reconnection or ﬁeld line merging is one of the most exten-
sively studied phenomena in plasma physics. The term reconnection originally refers
to a theoretical scenario describing the interaction of the interplanetary magnetic ﬁeld
carried by the solar wind and the ﬁeld of the earth’s magnetosphere (Fig. 1.1). Since
the interplanetary and the earth’s dipolar ﬁeld have roughly opposite orientation, a re-
gion of antiparallel magnetic ﬁeld lines results at the dayside magnetospheric boundary
(cf. ﬁeld line 1 in Fig. 1.1a). In principle the interplanetary ﬁeld lines ‘frozen in’ the
solar wind plasma can laterally pass towards the nightside without further interaction
with the earth’s dipolar ﬁeld. However, the magnetospheric plasma abundance points
towards a vivid interaction with the solar wind. Furthermore observations indicate that
ﬁeld line convective motion takes place azimuthally across the polar regions towards the
nightside. Antiparallel ﬁeld lines in close proximity represent an energetically metastable
conﬁguration. Parker [1957] therefore proposed a scenario in which antiparallel ﬁeld
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Fig. 1.1: Historical deﬁnition of magnetic reconnection (a): Magnetic ﬁeld lines of the
earth’s dipolar ﬁeld break up in the dayside X-point (line 1) and reconnect on
the nightside (line 6). In a schematic description (b) magnetic reconnection
deﬁnes the process of ﬁeld line merging, the restructuring of magnetic topology
around the X-point and ﬁnal disentanglement.
lines merge towards an X-shaped conﬁguration. The ﬁeld lines break up in this X-point
and connect to the respective ﬁeld lines of the solar wind plasma on the dayside, pass
over the polar regions and reconnect again on the nightside (cf. the evolution of lines
1-8 in Fig. 1.1a). The fundamental processes at the dayside and nightside X-points
are equivalent. Therefore deviating from the historical introduction the term magnetic
reconnection generally refers to the schematic process which is outlined in Fig. 1.1b:
Magnetic ﬁeld lines are connected to the plasma inﬂow into the reconnection zone and
merge towards each other. In close proximity to the X-point the frozen-in condition is
violated. In this region the ﬁeld lines decouple from the plasma motion, i.e. the ﬁeld lines
‘break up’ and reconnect. The phenomenon of magnetic reconnection is unique in plasma
physics because it is the only process which is in the position to change the magnetic
ﬁeld topology. This has profound implications on the plasma transport in the respective
area: Before the reconnection event plasma particles which are appendant to diﬀerent
ﬁeld lines (cf. points A and C in Fig. 1.1b) interact only on diﬀusive time scales. After
reconnection took place the particles are interchanged with thermal velocities between
the points A and C. Since collisionless cross-ﬁeld diﬀusion is generally much slower than
any thermal motion, magnetic reconnection is the key process to understand the plasma
ﬂows and plasma mixing. Finally the reconnected ﬁeld lines disperse with the plasma
ﬂow out of the reconnection zone. The free energy of the process is stored in the initial
magnetic ﬁeld conﬁguration. During magnetic reconnection the magnetic tension is re-
laxed and the free energy is converted into particle kinetic energy.
Such an elementary deﬁnition implies that magnetic reconnection is ubiquitous in plasma
scenarios of any kind. Magnetic reconnection plays a key role in the plasma laboratory
on earth (for instance Baum & Bratenahl [1980]; Stenzel [1982]; Yamada [1997]), in
the eponymous solar-terrestrial plasma interconnection [Oieroset et al., 2001; Treumann
& Scholer, 2002], furtheron in planetary and stellar magnetospheres [Schaefer et al.,
2000] like during magnetic substorms [Slavin et al., 2002] and ﬂares [Priest, 2001], in
plasma turbulence in the interstellar medium, and in magnetic topologies of expanding
supernova shells [Aharonian et al., 2004], active galactic nuclei [Lesch & Reich, 1992;
Lesch & Birk, 1997; Jaroschek, Lesch, & Treumann, 2004a] and extragalactic jets [Lesch
& Birk, 1998]. Already foreshading its fundamental nature, the survey of phenomena
in which magnetic reconnection is expected to be present spans from human adapted
meter-scale, over solar system typical astronomical-unit-(AU)-extensions, up to extra-
galactic mega-parsec-scale-sizes. Magnetic reconnection is involved in all scenarios in
which plasma entities with individually homogeneous magnetic ﬁeld structure are con-
fronted and thereby form boundary layers with critical discontinuities [Sagdeev, 1979a;b;
Bulanov et al., 2002]. Consequently magnetic reconnection appears to be omnipresent
in plasma physics.
Likewise abundant is the variety of theoretical concepts attempting to attack the var-
ious facets of the reconnection problem. Such eﬀorts diﬀer in the sophistication of the
plasma model, the initial conﬁguration and the invoked dimensional degrees of freedom.
The applied plasma models range from elementary hydrodynamic ﬂux equilibria, suc-
cessively reﬁned by compressible, magnetokinematic and -dynamic eﬀects, up to kinetic
Maxwell-Vlasov approaches. Initial setups start with rudimentary ad-hoc discontinu-
ities of anti-parallel ﬁelds, continue with hyperbolic magnetic conﬁgurations around a
central X-point, include neo-classical modiﬁcations and end with self-consistent kinetic
quasi-equilibria like the Harris solution. The accumulated literature is vast. A detailed
compendium on such concepts is found in Biskamp [2000].
More than 40 years of research have passed since the original idea of the reconnection
mechanism was introduced. Still a cumbersome number of unanswered questions remain.
This, in combination with the ubiquity in plasma scenarios, makes magnetic reconnec-
tion a critical process by deﬁnition. In the present work we focus on the topical issues
of the reconnection problem. Despite of the simple deﬁnition, the reconnection process
turns out to be very complex in detail. This is due to the following characteristics:
• Magnetic reconnection is a microphysical and inherently kinetic phenomenon.
Therefore the self-consistent treatment requires a kinetic plasma model.
• The magnetic ﬁeld/plasma motion topologies are three dimensional, i.e. a dimen-
sional reduction to simplify the analytic treatment or to reduce the computational
eﬀort is impossible.
• The evolution of reconnection is chaotic in the sense that the process depends
critically on the choice of initial conditions.
• During the reconnection process magnetic ﬁeld components of opposite orientation
annihilate, i.e. physical quantities change on a scale height comparable to its ab-
solute magnitude. Consequently reconnection is a highly non-linear phenomenon.
• Self-consistent kinetic plasma simulations are utmostly expensive with respect to
computational costs. Three dimensional reconnection scenarios require massively
parallel architectures and tens of thousand CPUhs of computing time on contem-
porary top-level supercomputers.
Magnetic reconnection is not only an interesting subject of fundamental plasma research.
Beyond the pure academic objectives reconnection represents one of the key processes in
astrophysical scenarios. As already mentioned earlier, in astrophysical sites the plasma
is pervasively collisionless. Since in-situ-measurements are impossible, the radiative fea-
tures are the unique probe to astrophysical plasma conditions. In the collisionless case
thermal emission processes and non-thermal Bremsstrahlung become insigniﬁcant. Pul-
sar winds and extragalactic jets are paradigms for plasmas which are density-rareﬁed
to an extent that Comptonization is also negligible. In such cases synchrotron emission
remains as the dominant process. Typical synchrotron cooling times are long compared
to reconnection time scales. Therefore the radiative signatures of synchrotron emission
are characterized by the dynamic evolution of magnetic ﬁeld topologies and continuous
in-situ reacceleration of particles. In both processes magnetic reconnection plays a key
role. A quantitative understanding of the reconnection problem from ﬁrst principles is
therefore indispensable. The topical issues in contemporary reconnection research are
addressed below.
The mechanism of fast magnetic reconnection
The fundamental reconnection models proposed by Parker [1957] and Sweet [1958] are
based on a magnetohydrodynamic (MHD) description of the plasma (cf. chapter 2 for de-
tails on the diﬀerences between the MHD and the kinetic plasma description). Therein
the reconnection zone assumes the shape of a magnetic nozzle (Fig. 1.2). Within the
MHD description the nozzle remains macroscopic in length L, whereas the width δ is
resistivity-dependent [Biskamp, 1986; Biskamp & Bremer, 1993]. The plasma outﬂow
is mediated by Alfve´n waves and, hence, the maximum outﬂow speed is limited to the
Alfve´n velocity vA. In the collisionless case the resistive diﬀusion becomes very small and
therefore the nozzle width tends to δ → 0. The plasma inﬂow into the reconnection zone
is severely limited by the simple ﬂux conservation argument vin ∼ (δ/L) vA  vA. The
plasma inﬂow determines the reconnection rate. The slow reconnection rates predicted
in the framework of the Sweet-Parker model fail to describe the explosive reconnection
events observed in solar ﬂares or magnetospheric substorms by several orders of magni-
tude. Petschek [1964] attempted to overcome the resistive limitations in bypassing the
diﬀusion zone. In Petschek’s scenario the gross yield of the reconnection ﬂux is mediated
by four standing shock waves which are laterally attached to the nozzle outﬂow area.
However, the systematic problem of nozzle throttled slow reconnection remains.
In the recent years the process of fast magnetic reconnection (FMR) in electron-proton
plasma has been subject to intense scrutinities in the framework of the Geophysical En-
vironment Modelling (GEM) Challenge [Birn et al., 2001]. The essential results subsume
to the following: Magnetic reconnection is a multi-scale process [Sonnerup, 1979]. Be-
δ
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Fig. 1.2: The mechanism of Fast Magnetic Reconnection favors the open X-line conﬁg-
uration to overcome the restrictions of nozzle throttling of the Sweet-Parker
model. (Source: Drake [2001])
yond the ion inertial length scale c/ωpi = c(mi/4πe2n)1/2 the MHD description is valid.
Below c/ωpi the ions demagnetize whereas the electrons remain coupled to the mag-
netic ﬁeld down to c/ωpe  c/ωpi. The diﬀerent behaviour of electrons and protons in
this transition region gives rise to in-plane Hall currents [Terasawa, 1983]. All plasma
models incorporating a Hall term show comparable gross reconnection rates [Shay et
al., 2001]. Below electron inertial scales c/ωpe the electrons also decouple from the mag-
netic ﬁeld. Most remarkable: The electron dissipation region Le remains microscopic
in length. Consequently, the plasma inﬂow is Alfve´nic vin ∼ δe/Le  c/ωpeLe ∼ vA and,
hence, magnetic reconnection is fast by deﬁnition. In the diﬀusion zone FMR is mediated
by whistler waves [Shay & Drake, 1998; Shay et al., 1999; 2001; Drake, 2001]. Whistler
waves show the characteristic of quadratic dispersion ω ∝ k2, i.e. the whistler phase ve-
locity vph = ω/k ∝ k is proportional to the wavenumber. This dispersive behaviour is
responsible for the name ‘whistler’, since high frequencies travel faster and reach radio
interceptors ﬁrst, announcing a falling tone. The ﬂux of outﬂowing plasma ∼ δevph re-
mains ﬁnite even at microscopic widths of the outﬂow region because vph ∝ k ∼ 1/δe
holds.
In the case of an electron-proton plasma the FMR rates are ultimately limited by ion
inertia. On the larger ion inertial scales the ﬂux conservation vin ∼ δi/L allows near-
Alfve´nic inﬂow and Alfve´n wave mediated outﬂow. In Rogers et al. [2001] FMR is asso-
ciated with whistler / kinetic Alfve´n dynamics appendant to an open X-line conﬁgura-
tion as illustrated in Fig. 1.2. In conclusion, the distinct characteristics of fast magnetic
reconnection (FMR) are that the plasma inﬂow is Alfve´nic and the reconnection rate is
independent of the scale size of electron demagnetization.
In chapter 3 we study FMR in relativistic electron-positron plasmas. Since both species
have equal masses, reconnection proceeds solely on the electron scale and the recon-
nection rate is not limited by ion inertia. As shown below, the Hall term is absent in
pair plasmas. Nevertheless reconnection is fast with Alfve´nic inﬂow. The current sheet
thickness of the relativistic Harris solution (cf. section 3.1) corresponds to the demag-
netization scale size. The reconnection is independent of the current sheet thickness.
Consequently, the essentials of the FMR mechanism are retained in the case of astro-
physical pair plasma reconnection.
Collisionless resistive diﬀusion in the reconnection zone
In an ideally conducting plasma the ﬁeld lines are ‘frozen-in’, i.e. the plasma motion
is directly coupled to the magnetic ﬁeld. Reconnection takes place in an area in which
some non-ideality decouples particles and ﬁeld. This localized region in space is generally
referred to as the diﬀusion region. Especially in pair plasma reconnection the electron
dynamics in the diﬀusion zone are ultimately important. Outside of the diﬀusion region
the plasma observes the ideality condition
E + v/c×B = 0,
i.e. the MHD description of the plasma is valid. On entering the diﬀusion zone the
electrons decouple from the magnetic ﬁeld owing to their ﬁnite thermal velocity [Laval
et al., 1966] or their convective motion [Dungey, 1988; Burkhart et al., 1990]. In a more
formal fashion the various types of non-idealities are included in the generalized Ohm’s
Law [Krall und Trivelpiece, 1986] for two species (ions s=i and electrons s=e) with V
the center-of-mass (cms) velocity:
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In the collision-dominated case the collision term is linearly approximated by −νJ.
Then we retain in the case of negligible magnetic ﬁeld the familiar version of Ohm’s
Law E = ηJ with the resistivity η = νme/nee2 determined by the collision frequency ν.
However, in collisionless astrophysical plasmas the contributions from the collision term
become insigniﬁcant. Then we are in the realm of collisionless resistivity. Several plasma
microinstabilities are potential candidates to generate collisionless resistivity, though the
deﬁnite answer to the origin of resistivity is still to be found (for a detailed discussion see
Treumann [2001]). Sagdeev [1979a] considered ion acoustic turbulence as the preeminent
contribution to collisionless resistivity. The ion acoustic modes are triggered beyond a
minimum threshold current density jc. Therefore non-self-consistent plasma models (for
instance resistive MHD simulations) include a current-dependent resistivity ∼ η(j− jc)
which sets in above the critical threshold.
Self-consistent kinetic plasma models like the Particle-In-Cell approach (cf. chapter 2
for details on the simulation model) take into account all contributing terms of the
generalized Ohm’s Law. Astrophysical plasmas are inherently quasi-neutral (ni = ne).
Consequently, electron demagnetization is reﬂected in the current inertial terms and/or
in non-gyrotropic components [Hesse et al., 1999; Pritchett, 2001] of the pressure tensor
(indicated in red). These terms then balance the reconnection electric ﬁeld which is ab-
sent in the MHD description (indicated in blue). Obviously, the Hall term is generally
absent in pair plasmas. This is physically intuitive, since the Hall term results from a
multi-scale diﬀusion region as the consequence of plasma components with large mass
diﬀerences.
From a purely plasma-theoretical point of view the identiﬁcation of terms contribut-
ing to collisionless resistivity is interesting. However, to understand the importance of
magnetic reconnection in astrophysical sites the detailed diagnostics of collisionless resis-
tivity is irrelevant. This follows from two important insights. First, PIC simulations are
completely self-consistent and all terms of the generalized Ohm’s Law are included. Sec-
ond and most important: On astrophysical time scales reconnection proceeds in highly
non-linear phases. In the non-linear regime reconnection rates are independent of the
mechanism that breaks the ‘frozen-in’ condition [Biskamp et al., 1997; Shay & Drake,
1998; Hesse et al., 1999; Pritchett, 2001]. Therefore we focus, in the framework of the
present work, on the consequences of FMR and current sheet instabilities with respect
to particle acceleration in relativistic pair plasmas.
Instabilities of thin current sheets
Magnetic reconnection takes place at discontinuities in the magnetic topology. The ﬁeld
gradient associated with the discontinuity drives a balancing current along the sepa-
ratrix. In order to start from a well-deﬁned initial conﬁguration the PIC simulations
are initialized with the Harris solution for a plane-parallel discontinuity between ex-
actly anti-parallel ﬁelds. The Harris conﬁguration is the only analytical solution for
anti-parallel ﬁelds that is consistent with the Maxwell-Vlasov set of plasma equations.
Details on the relativistic generalization of the Harris solution for pair plasmas are found
in section 3.1.
The instabilities of thin current sheets divide into a class propagating parallel to the
current (i.e. perpendicular to the magnetic ﬁelds) and another class with propagation
perpendicular to the current. The current-parallel instabilities cause macroscopic current
sheet deformations which are either symmetric (i.e. of sausage-type) or anti-symmetric
(i.e. of kink-type). These macroscopic deformations are caused by microscopic plasma
instabilities. On long time scales and with signiﬁcant plasma background on the current
sheet outskirts the ﬂuid-type Kelvin-Helmholtz-Instability (KHI) triggers current-sheet-
kinking [Daughton, 1999]. However, the KHI growth rate is small compared to kinetic
instabilities, and contributions for rareﬁed background (as is the case in the presented
PIC simulations) are insigniﬁcant. In the case of an electron-proton plasma the elec-
tric ﬁeld of the Lower-Hybrid-Drift-Instability (LHDI) triggers the sheet deformation
[Yoon et al., 2002; Scholer et al., 2003; Shinohara et al., 2001]. The Relativistic-Drift-
Kink-Instability (RDKI) is the analogon for pair plasma current sheets. The RDKI is
identiﬁed as the dominant current-parallel instability mode in 2D [Zenitani & Hoshino,
2005] and realistic 3D [Jaroschek et al., 2004] self-consistent PIC simulations.
In current-perpendicular (i.e. magnetic ﬁeld-aligned) direction impinges the tearing-
mode-instability (TMI) [Syrovatskii, 1971; Jaroschek et al., 2004]. The TMI is an ape-
riodic standing and purely electromagnetic instability. Consequently the TMI remains
unaﬀected by the electrostatic ﬁelds introduced by the drift modes. In sections 3.3
and 3.4 the instabilities of thin pair-plasma current sheets are studied for the ﬁrst time
self-consistently in 3D scenarios. Three dimensions are essential because TMI and RDKI
proceed in respectively perpendicular planes. The electromagnetic TMI and electrostatic
RDKI compete because, in a leptonic plasma, the Alfve´n velocity is comparable to the
speed of light vA ∼ c. Furthermore, for the thin sheets under consideration, the relative
drift of charge species is suﬃciently high to drive the Relativistic-Two-Stream-Instability
(RTSI). The RTSI then serves as the trigger mechanism for the RDKI. The simulations
show that RDKI and TMI exhibit comparable growth and only a photo-ﬁnish can decide
which instability disrupts the current sheet in the ﬁrst place. Certainly, this result has
profound implications for the particle acceleration associated with thin current sheet
reconnection.
3D topologies and particle acceleration
Understanding the particle dynamics is the key towards an explanation of the physics in
astrophysical sites. Since in-situ measurements are impossible, the radiative signatures
of energetic charged particles in magnetic ﬁelds represent the unique probe for the phys-
ical conditions in collisionless plasmas. A plasma state under equilibrium conditions is
initially thermalized, i.e. of Maxwellian nature. The spectral analysis of a variety of astro-
physical objects ranging from γ-ray bursts, over pulsar nebulae, to quasars and relativis-
tic jets shows prominent power-law synchrotron features in wavelength regimes speciﬁc
for these sources. For pitch-angle isotropized particle distribution functions (PDFs) a
power-law shaped synchrotron spectrum directly translates into a power-law in the PDF
(cf. section 4.4 for characteristics of the synchrotron emission process). Consequently the
essential issue boils down to a few very simple questions:
• Which plasma process generates self-consistently a power-law shaped particle dis-
tribution f(γ) ∝ γs in relativistic energy?
• What is the particle acceleration mechanism?
• Is there a characteristic power-law spectral index s associated with a speciﬁc source
process?
These questions are the central motivation to the simulations of FMR in relativistic pair
plasmas in section 3.3. For the ﬁrst time the mechanism of pair plasma FMR is studied
self-consistently in 3D conﬁgurations. The previous discussion of current sheet instabili-
ties already pointed out that FMR is an inherently 3D process. Especially the mechanism
of particle acceleration is inextricably connected to the 3D topology of electric and mag-
netic ﬁelds. Therefore the full resolution of three spatial dimensions is indispensable in
this context:
The eﬃciency of particle acceleration depends crucially on the electric potential gain in
the reconnection zone ∆Φ  Eacc∆x, i.e. the average acceleration electric ﬁeld Eacc and
the extension ∆x perpendicular (!) to the 2D plane in which the TMI / reconnection
plasma inﬂow take place. In 2D conﬁgurations [Zenitani & Hoshino, 2001] the acceler-
ation potential is inﬁnite and the acceleration step is terminated by the deﬂection of
the respective particle out of the reconnection zone by the newly reconnected magnetic
ﬁeld lines. Solely 3D self-consistent kinetic plasma simulations provide a deﬁnite answer
to the particle acceleration eﬃciency during reconnection (as discussed in chapter 2 the
study of test particles in 3D MHD ﬁeld conﬁgurations is inadequate, since the MHD
acceleration potential remains freely scalable).
The simulated volume is comprised by more than 109 particles and large enough to
advance towards the late time evolution. FMR proceeds on in a quasi-stationary single
X-point at early times and turns into highly dynamic 3D scenario at late times which
is governed by the current sheet instabilities. We resolve the ﬁnite extension ∆x of the
reconnection zone. Furthermore we identify the various acceleration mechanisms via
trace particles. Most remarkable: FMR generates self-consistently a power-law-shaped
PDF of relativistic particles out of an initial Maxwellian. The power-law index assumes
s = −1 within the reconnection zone and s = −3 for a larger volume in which TMI (re-
connection) and RDKI are competing current sheet instabilities. The power-law indices
are stable throughout the quasi-stationary regime at early times as well as the dynamic
regime of reconnection at late-times. We conclude that the respective power-law index is
of universal nature and is unambiguously connected to the process of FMR in relativistic
pair plasmas.
To exploit the consequences for astrophysical studies, we calculate synchrotron spectra,
polarizations and total power dissipations for the ﬁrst time from self-consistent PIC
data in section 3.3. As FMR proceeds towards the turbulent regime at late times the
pitch angle distribution is isotropized. As a direct consequence thereof, extremely hard
synchrotron spectral indices of s = −0.17 within the inner X-zone and s = −1.36 for
the entire conﬁguration are reached. The hard spectra are accompanied by strong po-
larization. We applied the simulation data to typical environment conditions expected
in extragalactic radio sources. The obtained synchrotron features in combination with
the speciﬁc temporal and spatial characteristics of the FMR process provide a valid
scenario for intra-day variabilities, spectral features and extreme power outputs which
are observed from such sources.
Hot issues for pair plasma reconnection in astrophysical sites
As has been pointed out magnetic reconnection is an ubiquitous phenomenon in plasma
astrophysics. However, there are some examples of peculiar interest in astrophysical re-
search which are puzzling theoreticians for decades and are deeply related to FMR in
pair plasmas.
The striped magnetic wind of the Crab pulsar is one of such conundrums. The pulsed
radiation emission comprises only a tiny fraction of the pulsar’s spin-down energy. The
preeminent power outﬂow is constituted by the Poynting-ﬂux-dominated pulsar wind
[Rees & Gunn, 1974; Michel, 1982; Arons, 1983; Hibschmann & Arons, 2001]. The out-
ﬂow is Poynting-ﬂux-driven when the magnetic energy density dominates the kinetic
energy density which is quantitatively reﬂected in the ratio σ = B2/8π(γ − 1)nmc2 ≥ 1.
In non-axisymmetric pulsar models [Gunn & Ostriker, 1969] the magnetic ﬁeld assumes
an oblique dipole. Then the pulsar wind forms toroidal ‘stripes’ of opposite magnetic
polarity in the equatorial plane (Fig. 1.3d-f). The σ-problem of the Crab pulsar wind is
posed by the termination shock of the striped wind, i.e. the diﬀusely deﬁned transition
of the pulsar wind into the surrounding pulsar wind nebula (PWN).
Recently, the transition region has found an impressive observational conﬁrmation in a
joint eﬀort of the Chandra X-ray observatory and the Hubble space telescope (Fig. 1.3a-
c). Both orbiting scopes teamed up to show the termination shock of the pulsar wind
in correlated X-ray and optical events. The Chandra X-ray data (Fig. 1.3a) discloses
Fig. 1.3: Fast Magnetic Reconnection (FMR) as the possible solution to the σ-problem
of the Crab pulsar wind: Chandra resolves the inner X-ray ring marking the
transition of the Poynting-ﬂux-dominated pulsar wind into pulsar wind neb-
ula [Weisskopf et al., 2000]. The nebula upstream of the termination shock
is dominated by particle-born kinetic energy and the associated synchrotron
burn-oﬀ illuminates the entire X-ray torus (a). Emerging wisps indicate the
dynamic structure of the striped pulsar wind. The wisps appear exactly cor-
related (b,c) in the optical passbands of the Hubble Space Telescope [Hester
et al., 2002]. The observations give credit to the model of a striped magnetic
wind which is nourished in the mind of theoreticians for more than 20 years.
Poynting-ﬂux-driven winds emerge in the equatorial plane of an oblique rota-
tor (d). Force-free conditions imply that the oscillating magnetic ﬁeld stripes
are separated by current sheets (e,f). Self-consistent PIC simulations of FMR
serve to understand the microphysics of the transition from Poynting-ﬂux-
dominated ﬂow conditions (σ ≥ 1) to particle-born kinetic energy (σ  1) as
has been ﬁrst proposed by Coroniti [1990](e).
the inner X-ray ring as the inner edge of the PWN torus. The ring marks the transition
of the pulsar wind Poynting-ﬂux into particle-born-ﬂux and the successive synchrotron
burn-oﬀ of the most energetic particles. According to the spectral analysis [Mori et al.,
2004] the synchrotron spectral index assumes s = −0.9 over the entire torus independent
of the surface brightness, and gradually softens to s ∼ 2 towards the outskirts. Crisp,
narrowly deﬁned arcs emerge intermittently from the ring and remain conﬁned to the
equatorial plane. Such ‘wisps’ show correlated signatures in the optical Hubble data
(Fig. 1.3b,c). The wisps are prominent indications of the striped wind model. Appar-
ently the events at the termination shock are restricted to the most energetic particles,
because presently there is no correlated pendant to the wisps found in the radio regime
[Bietenholz et al., 2004].
The pulsar wind nebula is freely expanding. In order to reconcile with the observed
expansion speed the theoretical wind models end up with an extremely low magnetiza-
tion σ ∼ 10−2-10−3 [Coroniti, 1990; Michel, 1994; Shibata et al., 2003; Mori et al., 2004]
just upstream of the shock front. Consequently the σ-problem translates to the simple
question: Is there a plasma process providing a valid explanation for such an extremely
eﬃcient conversion of Poynting-ﬂux into particle-born-ﬂux ?
The demagnetization of ideal MHD ﬂows is far to slow [Lyubarski & Eichler, 2001;
Lyubarski, 2002] for the observed expansion rates. The same argument kills the con-
cept of MHD shock fronts [Lyubarski, 2003]. Furthermore, assuming an ideal MHD ﬂow
for the striped wind incorporates a systematic weakness. During radial expansion the
density of the charge carriers attenuates faster than the oscillating component of the
magnetic ﬁeld. At some point the drift speed of the current carriers approaches the
speed of light and the force-free equilibrium condition breaks down [Melatos & Melrose,
1996].
Alternatively, the concept of magnetic reconnection as the pervasive Poynting-ﬂux dis-
sipation mechanism is extremely promising [Kennel & Coroniti, 1984; Coroniti, 1990;
Michel, 1994; Lyubarski & Kirk, 2001; Kirk & Skjaeraasen, 2003]. The current sheets
at the discontinuities of the magnetic stripes are unstable to magnetic reconnection.
Granted that the reconnection rate is suﬃciently high, there are solutions which are
consistent with the Poynting-ﬂux dissipation rate and the stability of the striped pulsar
wind scenario. The critical assumptions in such concepts concern the microphysics of
FMR. The PIC simulation studies in chapter 3 provide the ﬁrst insights into how FMR
proceeds self-consistently in relativistic pair plasma. In conclusion, the obtained dissipa-
tion eﬃciencies provide the ﬁrst reliable foundation to attack the σ-problem from ﬁrst
principles.
1.3 The Weibel Mechanism -
Microphysical Origin of Astrophysical Magnetic Fields
Another fundamental scenario in astrophysics is the interaction of counterstreaming
plasma ﬂows. Under collisionless conditions plasma entities with diﬀerent bulk motion
(= plasma shells) interpenetrate deeply. The resulting counterstreaming motion triggers
the Electromagnetic Counterstreaming Instability (EMCSI) or Coupled Two-Stream-
Weibel (CTW) mode. Particles are scattered oﬀ the collective electromagnetic ﬁelds of
the instability. The EMCSI is a coupled instability mode comprised by an electrostatic,
parallel mode and an electromagnetic mode, which proceeds entirely perpendicular to
the bulk motion. The electromagnetic component is plainly described by the Weibel
mechanism [Weibel, 1959]. The physical nature of the Weibel process is intuitively un-
derstandable: Like charges comoving with an individual plasma shell represent parallel
currents. Parallel currents are mutually attractive. Incipient current ﬁlaments are con-
ﬁned by a toroidal magnetic ﬁeld. The magnetic ﬁeld self-pinches its generating current,
thereby closing the instability feedback loop. Due to the coalescing currents the Weibel
mode is also referred to as electromagnetic ﬁlamentation instability. In the previous sec-
tion magnetic reconnection is introduced as the process which converts magnetic ﬁeld
energy into particle kinetic energy. The Weibel mechanism facilitates the complemen-
tary scenario of magnetic ﬁeld generation driven by the relative plasma bulk motion. We
regard the generation of magnetic ﬁelds by the EMCSI as a critical process for several
reasons:
• Magnetic ﬁeld generation via Weibel ﬁlamentation is a fundamental process. This
is because plasma ﬂows with relative bulk drifts are ubiquitous in astrophysical
sites and the Weibel process is fast, i.e. takes place on plasma inertial time scales.
• Weibel ﬁlamentation is inherently kinetic and the EMCSI proceeds in the non-
linear regime in 3D. Consequently a dimensional reduction is impossible. The
simulations require a fully electromagnetic, kinetic plasma model.
• The Weibel mechanism evolves to full strength in the relativistic regime. The orig-
inal work by Weibel [1959] considered anisotropic Maxwellians of non-relativistic
temperature. In this case the magnetic ﬁeld generation ranges around B ∼ 10−5.
The equipartition value B =
∫
dVB2/
∫
dV 8π(γ − 1)mnc2 is the dimensionless
quantity characterizing the eﬃciency of magnetic ﬁeld generation (cf. the magne-
tization parameter σ in the reconnection scenario).
Relativistic counterstreaming plasma ﬂows represent an extreme temperature /
momentum anisotropy. In this case the Weibel mechanism assumes an entirely dif-
ferent quality and the magnetization advances up to B ∼ 0.1, i.e. 10% of equipar-
tition [Silva et al., 2003; Jaroschek, Lesch & Treumann, 2004c].
Recently [Medvedev & Loeb, 1999] proposed the Weibel mechanism for the conversion
of the kinetic energy stored in ultra-relativistic particle ﬂows into Poynting ﬂux. Such
mechanisms are essential to circumvent the compactness problem in extreme outbursts
of high energy radiation. Γ-ray bursts (GRBs) are the paradigm for such events. In the
wake of [Medvedev & Loeb, 1999]’s advance the community of theoretical astrophysics
shares growing interest in the Weibel mechanism in the context of the GRB ﬁreball and
of conceptual GRB synchrotron emission models. Before continuing with the physics
of relativistic 3D Weibel scenarios, we intermittently introduce on the phenomenon of
γ-ray bursts.
A concise primer on γ-ray bursts
GRBs have remained a riddle to theoreticians since their accidental discovery by the Vela
satellites in the late sixties [Klebesadel et al., 1973]. The Vela satellites were part of a
military surveillance operation monitoring the compliance of the ‘Outer Space Treaty’
- the ban on nuclear tests in the earth’s magnetosphere. The γ-ray sensitive detectors
monitored an unexpectedly high number of events which turned out to be not of hu-
man, but rather astrophysical origin. GRBs are outbursts of high energy photons with
Eph > 100 keV, accompanied by X-ray to optical transients and successively followed by
radio afterglows [Piran, 2003]. Up to now space-born telescopes have gathered a tremen-
dous amount of data on GRBs. The observational key features subsume to the following:
GRBs are observed at a rate of about 1 per day corresponding to 1 burst per 106 years
per galaxy. Therefore GRBs are comparatively rare events, i.e. roughly by a factor 1/500
more deﬁcient than supernovae. This is straightforwardly explained by the assumption
that GRBs are highly collimated and geometrically inobservable in most cases. GRBs
form a bimodal distribution with the characteristic of short burst time (< 3 s)/hard
spectra and of long burst time (> 3 s)/soft spectra/associated afterglow [van Paradijs
et al., 2000]. The distinction between both classes is currently not understood.
According to the BATSE (Burst And Transient Source Experiment) all-sky survey GRBs
are isotropically distributed [Meegan et al., 1992]. In combination with the redshift mea-
surements in afterglow absorption lines (ﬁrst observed for GRB970508 by Metzger et
al. [1997]) the cosmological origin of GRBs is established. Further, the long-standing
‘no-host-problem’ is resolved by the detection of redshifted emission lines of associated
galaxies [Kulkarni et al., 1998].
The cosmological distance measure implies that GRBs are the electromagnetically most
luminous objects in the universe, releasing 1051-1054 ergs in a few seconds. The detec-
tion of iron lines in GRB spectra disseminated the idea of supernovae (SN) as likely
culprits. In individual cases there exists positive evidence since spectra appear SN-like
[Uemura et al., 2003; Price et al., 2003; Hjorth et al., 2003; Me´sza´ros, 2003]. However,
the SN hypothesis is far from commonly accepted. In general the GRB spectra follow
a phenomenological ﬁt introduced by [Band et al., 1993] which consists of two power-
laws joined smoothly at some break energy. Though not self-consistently motivated, the
break energy is associated with a sideways dispersion of the collimated GRB outﬂow.
The concept of a variable collimated outﬂow is essential to the ﬁreball model of GRB
(see Piran [1999]; Me´sza´ros [2002] for reviews on the theoretical GRB models with spe-
cial emphasis on the ﬁreball scenario). In such models of GRB the relativistic outﬂow
from the generating source is the central hypothesis. This is also the decisive discrimi-
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Fig. 1.4: Conceptual GRB ﬁreball scenario: The central engine (some unspeciﬁed cat-
aclysmic event) ejects ultra-relativistic ﬁreball shells. Internal collisions of
optically thin plasma shells are responsible for prompt Γ-emission as well as
X-ray/optical transients. The long-enduring afterglow is associated with ex-
ternal shocks as the shells run into the ambient medium. Synchrotron emission
in combination with Weibel magnetic ﬁelds proofs to be a valid mechanism for
the conversion of particle-born ﬂux to radiation. The EMCSI is the pervasive
instability mode in the collisionless plasmas of the post-shock regions.
nation to SN explosions. During SN explosions the expanding shell contains a few M
(solar masses) and the expansion speed remains non-relativistic. The high mass ejection
implies a quasi-Newtonian ﬂow. Complementarily, the initial mass ejection in GRBs is
only ∼ 10−5 M enforcing relativistic ﬂow conditions for an emission power of roughly
1050 erg s−1. In short, the GRB ﬁreball scenario includes four stages (Fig. 1.4):
1. Ejection from the central engine. The central engine is a cataclysmic event
which disseminates extreme energies in form of Poynting ﬂux, leptons and probably
a small amount of baryons. GRB progenitors are the realm of wild speculations
spanning from black hole - neutron star merging towards failed SN scenarios. All
concepts limit the central engine to an extension of roughly r ∼ 107-108 cm.
2. Fireballs accelerate to ultra-relativistic ﬂow. The extreme energy densi-
ties close to the central engine pose the famous Compactness Problem. The ap-
parent γ-photon densities result in tremendous pair production. The ﬁreball is
the unavoidable dynamic thermal equilibrium of γ-photons and electron-positron
pairs. The ﬁreball is initially radiation-dominated, i.e. the opacity introduced by
the lepton pairs yields a high optical thickness. Consequently the ﬁreball is in-
escapable to radiation in this stage of high compactness. Goodman [1986] and
Paczyn´ski [1986] showed that the ﬁreball necessarily cools to matter-dominated
phase, thereby translating the initial energy into a highly-relativistic bulk ﬂow.
The relativistic motion is the ultimate solution to the Compactness Problem via
relativistic collimation of radiation and Doppler-shifted emission. The short ob-
served variability time scales of GRB (< 10−2 s) are simply resolved by assuming
variabilities in the ﬂow, i.e. plasma shells.
3. Internal conversion of kinetic energy into GRB prompt emission. The
power-law-shape of observed spectra [Band et al., 1993] indicates the clearly non-
thermal origin of radiation. Consequently the radiation does not appear from a
thermalized ﬁreball. Most promising are synchrotron mechanisms with successive
inverse Compton upscattering [Medvedev & Loeb, 1999; Medvedev, 2000]. The
radiative energy stems from the relativistic bulk motion of colliding plasma shells.
Internal collisions arise from source variabilities. Such collisions are expected to
take place at r ∼ 1012-1014 cm from the central engine and to be responsible for
GRB prompt emission.
4. Afterglow in external shocks. Finally the plasma shells encounter the ambient
interstellar medium at r ∼ 1016 cm. The interactions are not restricted to variabil-
ity time scales anymore and appear as long-enduring (104 s) optical/radio GRB
afterglow.
The essential problem of the ﬁreball scenario involves the conversion of the kinetic energy
of the plasma shells into radiation via the Weibel process. This problem is the central
issue of chapter 4 of the present work. In the following we introduce the scenario of
relativistic plasma shell collisions.
PIC simulations of relativistic plasma shell collisions
The eﬃcient magnetic ﬁeld generation is the crucial point in synchrotron emission mod-
els. The critical quantity is the equipartition ratio B. Theoretical modelling of GRB light
curves and afterglow spectra determines the magnetization to B  10−1-10−3 varying
with the initial assumptions [Waxman, 1997; Panaitescu & Kumar, 2000; 2002]. Conse-
quently the validation of the synchrotron emission model is indebted to the identiﬁcation
of the source process for the magnetic ﬁelds.
Dipolar ﬁelds decay ∝ r−3 with distance r from the central engine. Even for the most
strongly magnetized objects (magnetars, neutron stars) with B  1016 G, the magne-
tization B becomes negligible in distances reconciling with the minimum imposed by
the compactness problem [Me´sza´ros & Rees, 1993]. Another potential candidate is the
ampliﬁcation of the ambient magnetic ﬁeld by shock compression. Analytical estimates
predict only poor magnetizations B  10−11 [Sari et al., 1996]. Though self-consistent
2D PIC simulations of shock compression show near-equipartition magnetization, the
magnetic ﬁelds decay rapidly downstream of the shock front [Gruzinov, 2001]. Most
promising is currently the magnetic ﬁeld generation via the Weibel mechanism in the
wake of the EMCSI as suggested by Medvedev & Loeb [1999]. The scenario is closely
related to 3D collisionless shocks. However, the essential physics is not taking place in
the shock front, but in the counterstreaming plasmas trailing the shock front.
The EMCSI is studied in self-consistent PIC simulations in the pioneering work of Kaz-
imura et al. [1998] and Silva et al. [2003]. Therein the generation of near-equipartition
magnetic ﬁelds is established in 2D [Kazimura et al., 1998] and conﬁrmed in 3D [Silva et
al., 2003] for weakly (γ = 1.17) and moderately (γ = 10) relativistic collision energies. In
chapter 4 we address the questions which arise as the immediate consequence: How do
the equipartition ratio and the magnetic ﬁeld spectrum scale with the collision energy
of the plasma shells? Is the stability of the generated Weibel ﬁelds suﬃciently long with
respect to synchrotron cooling times?
Written in a formal fashion, the EMCSI is composed of the 1D Two-Stream (TSI) and
1D Weibel (WBI) modes
EMCSI = TSI · CT + WBI,
which are connected via a coupling term (CT). From the detailed linear analysis of the
EMCSI in section 4.1 and Appendix B we identify the energy-dependence in the relative
contributions of WBI and TSI. WBI and TSI are competing modes and their relative
weight determines the physical nature of the EMCSI. We investigate for the ﬁrst time
the distinct features of the EMCSI for internal and external GRB shocks. The analytical
prediction is then elaborated in the self-consistent PIC simulations of ultra-relativistic
plasma shell collisions in section 4.2. The analysis covers the highly-nonlinear regime
and the impact of signiﬁcant thermal contributions.
The PIC simulations establish the Weibel mechanism as viable process to generate mag-
netic ﬁelds with suﬃcient strengths. The critical question is whether the Weibel ﬁelds
survive on time scales reconciling with synchrotron cooling. In section 4.3 we identify
cross-ﬁeld diﬀusion as the lifetime-limiting microphysical process for the magnetic ﬁelds.
We characterize the diﬀusion as of ‘Bohm’-type and provide the ﬁrst self-consistent dif-
fusive lifetime-limits for Weibel ﬁelds in GRB shocks. In section 4.4 we discuss magnetic
ﬁeld spectra in the context of self-similarity and take ﬁrst steps towards ‘kinetic turbu-
lence’. We infer the evolution of particle spectra in GRB shocks and conclude with the
characteristics of synchrotron spectra of Weibel ﬁelds.
Finally, is there any observational evidence in favor of the synchrotron mechanism be-
sides the power-law shape of the spectra? If the Weibel scenario is valid, the synchrotron
emission in GRBs is radially polarized. Though the net polarization vanishes for circu-
larly symmetric sources, the interaction with the galactic interstellar medium diﬀracts
the source image. Such polarization scintillations are indicative for the synchrotron
source proceeds and have recently been observed for prompt emission [Coburn & Boggs,
2003] as well as afterglows [Greiner et al., 2003].
1.4 The Weibel-Two-Stream-Connection -
The Plasma Microphysics of Jets and Pulsars
The EMCSI is the dominant instability mode in ultra-relativistic plasma shell collisions.
The EMCSI is a composite of 1D modes (therefore we equivocally use the term Coupled-
Two-Stream-Weibel (CTW) mode). Though the EMCSI is an individual mode, the
physical nature of the instability is clearly determined by the relative weight of the 1D
constituents. The formal characteristics of the 1D TSI are bulk-parallel electrostatic
ﬁelds associated with particle heating and phase space-mixing. Complementarily, the
1D WBI evolves to pervasively transversal, quasi-static magnetic ﬁelds. During non-
linear saturation the particle distribution function (PDF) retains a residual anisotropy
and particles travel close to ‘force-free’ within magnetically conﬁned current ﬁlaments.
In conclusion the TSI is responsible for the dissipation of the kinetic energy in the
particle ﬂow. The WBI establishes eﬃcient particle transport, only limited by cross-
ﬁeld diﬀusion.
The critical question is whether there is a physical constraint which breaks the degen-
Fig. 1.5: Relativistic jets are the paradigm for critical plasma processes. Eﬃcient par-
ticle transport is established over kiloparsec distances in ﬁlamented, self-
stabilized Weibel pinches (a). In regions of pronounced magnetic guide topolo-
gies the Two-Stream component of the EMCSI gains in importance and the
bulk kinetic energy is dissipated in so-called ‘hot spots’. Particle transport
takes place over several synchrotron cooling lengths. The current ﬁlamenta-
tion in jets implies complex magnetic ﬁeld topologies (b). Consequently fast
magnetic reconnection is expected to be omnipresent along the jet and is the
most promising candidate for continuous in-situ reacceleration of synchrotron-
cooled particles.
eracy of the EMCSI and forces the 1D constituents to proceed individually. In section
5.1 and Appendix B we show that a magnetic guide ﬁeld BG breaks the degeneracy. The
guide ﬁeld is imposed parallel to the bulk motion and the strength of BG determines
whether the TSI or the WBI prevails. At small guide ﬁelds the WBI is dominant up to
critical threshold BthsG . In section 5.1 we calculate the critical energy dependence of B
ths
G
and discuss the implications for astrophysical jets and pulsar magnetospheres.
Jets are paradigms for the interplay of TSI and WBI in relativistic plasma ﬂows (Fig.
1.5). Particles are transported over vast distances in current-carrying ﬁlaments - in
individual cases over hundreds of kiloparsec. Consequently the transport mechanism is
necessarily eﬃcient and synchrotron cooling is the dominant dissipation mechanism. In
certain ‘hot spots’ the dissipation of particle kinetic energy is tremendously increased.
The transition from WBI to TSI dominance appears here as a promising explanation of
the microphysics. Our results apply strictly only to relativistic pair-dominated plasma
scenarios. However, there is ample evidence for the existence of ‘light’ jets [Wardle et
al., 1998; Hirotani et al., 2000; Lobanov & Zensus, 2001] with signiﬁcant pair content.
However, the plasma ﬁlamentation as discussed in chapters 4 and 5 is valid also on ion
inertial scales as shown in PIC simulations of electron-proton plasma by Nishikawa et
al. [2003] and Frederiksen et al. [2004].
Fig. 1.6: Radio outbursts (ν = 5.5GHz) with the extreme spectral intensity of
S ∼ 1000 Jy observed by Hankins et al. [2003] serve as an impressive probe
of the microphysics of the Crab pulsar magnetosphere. The ‘power spikes’
endure typically ∼ 2 ns restricting the size of the emission region to some-
what less than 100 cm. The inferred brightness temperatures of TB ∼ 1037 K
clearly indicate a non-thermal emission process. We performed pioneering PIC
simulations of Coherent Collisionless Bremsstrahlung suggesting a viable ex-
planation for the involved time scales and power output.
The pulsar magnetosphere represents another scenario in which the Weibel-Two-Stream
connection is of utmost importance. In this case the magnetic guide ﬁeld is of such ex-
treme strength that the WBI mode is suppressed up to the so called emission height. The
TSI introduces strong electrostatic ﬂuctuations (Langmuir turbulence) in the plasma
shells moving outwards from the polar caps of the pulsar. The electrostatic ﬂuctuations
trigger the process of Collisionless Coherent Bremsstrahlung (CCB). We discuss the
generation of CCB in relativistic plasma shell collisions in section 5.2. We start with
a primer on the physics of the pulsar magnetosphere with special emphasis on Giant
Radio Pulses (GRPs). On the basis of fundamental considerations we infer the plasma
conditions at typical GRP emission heights. The emission mechanism and non-linear
dynamics of CCB are studied self-consistently in PIC simulations. Applying the PIC re-
sults to the derived plasma conditions, we conclude that the time scales and total power
output of the CCB process provide a consistent explanation for the recently observed
Nanosecond Radio Bursts of the Crab pulsar (Hankins et al. [2003], Fig. 1.6).
Chapter 2
The Computational Method of Choice:
Particle-In-Cell
The present work is motivated by critical problems in astrophysical plasma scenarios. In
the introduction we elaborated on the aspects which determine whether plasma processes
are critical in the context of contemporary research. ‘Critical eﬀects’ arise in plasma con-
ﬁgurations which are intrinsically relativistic, highly non-linear and non-thermal. The
success of all eﬀorts to resolve such critical problems relies on the choice of appropriate
methods. On astrophysical timescales the non-linear saturation is the pervasive station-
ary plasma state. Saturated plasma states are beyond the scope of linear analytical
treatment and are only accessible in direct numerical simulations. The Particle-In-Cell
(PIC) approach is our simulation method of choice. Every simulation model comes along
with pros and cons. In the following we provide answers to the questions which arise as
the immediate consequence of our choice:
Why is the self-consistent PIC model the most suitable choice ?
The detailed representation of a physical process in the framework of a numerical simula-
tion involves three formal levels of abstraction as illustrated in Fig. 2.1. On the top level
is the appropriate choice of the physical model. Diﬀerent plasma models strongly vary
in the degree of sophistication. Each plasma description involves certain assumptions
and idealizations. The plasma description determines the nature of physical processes
which can be observed within the model constraints. The more restrictive the prescribed
assumptions are, the more selective is the model on the number of possible physical pro-
cesses. The problem is that such a selection is an artefact of the theoretical description.
It is the physicist’s commitment to ensure that the applied model reﬂects the ‘true’ im-
age of nature. The results of a simulation are ‘true’ in this sense, if the processes which
appear dominant within certain model constraints would appear in the same fashion un-
der relaxed idealization. Some processes do not allow for any idealizations, i.e. demand
complete self-consistency.
Plasma physics is the science of charged particles in electromagnetic ﬁelds. The chal-
lenge is the self-consistent treatment of individual particle orbits in the collective ﬁelds,
since the charged particles serve as the ﬁeld generators as part of the feedback loop. Po-
tential simpliﬁcations are either to average over particle motion, as it is realized in the
magnetohydrodynamic (MHD) approach, or to study particle trajectories in prescribed
static ﬁeld conﬁgurations, as is done in test-particle schemes. Both approaches break the
feedback loop and, hence, bypass self-consistency. The advantage is that the numerical
eﬀort is tremendously cheaper. So why are MHD and test-particle models insuﬃcient to
study the critical plasma processes which are the subject of this work?
The MHD model is a ﬂuid description of the plasma in which the particle motion is
reduced to density n, bulk velocity vb and pressure/temperature T
n=
∫
f(x,p, t)d3p γ(vb)nvb=
∫
pm−1f(x,p, t)d3p nTmn=
∫
pmvnf(x,p, t)d3p
as the respective 0th, 1st and 2nd order moments of the particle distribution function
(PDF) f(x,p, t). Since the PDF itself is not represented in the MHD model, the 2nd
order moment (i.e. the connection between pressure and density) is usually substituted
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Fig. 2.1: Translation of plasma physical scenarios into the framework of a numerical
simulation formally divides into three levels: (1) The plasma physical model,
(2) the computational method, and (3) the numerical paradigm. Solely kinetic
plasma models allow for a self-consistent plasma description.
by an ad-hoc assumption on the thermal equation of state P(n,T) and the simpliﬁcation
to isothermal or adiabatic conditions. These additional assumptions represent severe re-
strictions because the PDF is reduced to the isotropic thermal equilibrium, i.e. f(x,p, t)
is reduced to Maxwellian. One outstanding purpose of the present work is to study par-
ticle acceleration and the self-consistent generation of non-thermal (power-law shaped)
and, hence, highly non-Maxwellian PDFs. This is possible in kinetic approaches because
these are based on the explicit representation of the PDF. Furthermore, the MHD model
assumes Ohm’s resistivity as constant or linearly dependent on the current density. This
is critical particularly in the context of particle acceleration during magnetic reconnec-
tion, since the reconnection rate / inductive electric ﬁeld are determined by the ad-hoc
deﬁnition of resistivity. Again this is not an issue in kinetic models which implement
resistivity as self-consistent microphysical particle-ﬁeld-scattering events. Finally, MHD
models neglect Maxwell’s displacement current c−1∂tE which generally excludes the
study of electromagnetic radiation emission.
The ﬂuid approach simpliﬁes the treatment of particle motion. The other extreme case is
realized in test-particle studies. Therein the trajectories of a limited number of particles
are calculated in a time-stationary ﬁeld conﬁguration. The ﬁeld conﬁguration is conve-
niently obtained as a selected point in the time evolution of a MHD simulation. The
test-particle approach completely neglects the feedback of particles on the ﬁeld conﬁg-
uration. Therefore also the test-particle description is not self-consistent. Test-particle
studies allow for non-thermal contributions to the PDF, however, the shape of the PDF
is strongly dependent on the model parameters. The MHD ﬁelds are scalable to arbitrary
spatial extensions, because the interaction with the particle motion is not included. As
a consequence thereof particle acceleration depends critically on the parameterization of
a speciﬁc scenario: The eﬃciency of particle acceleration during magnetic reconnection
is essentially determined by the acceleration potential ∆Φacc = Eind∆l. The MHD in-
ductive electric ﬁeld Eind is tuned by the choice of the resistivity, and ∆l is tuned by the
system scale size, respectively. Furthermore, as long as the temperature deﬁnition is not
based on the relativistic energy-momentum tensor, the MHD ﬁelds are non-relativistic,
even though in some scenarios test-particles reach ultra-relativistic energies.
Solely the kinetic plasma description fulﬁlls the ultimate demand of complete self-
consistency. Kinetic models are not in need of any of the previously introduced idealiza-
tions. Electromagnetic ﬁelds are self-consistently generated from the charged particles.
Individual particle trajectories are calculated in the respective ﬁeld topology. Conse-
quently, the smallest length scale is not relegated to an arbitrary choice, rather it is set
on a physical foundation, i.e. the typical particle gyro radius or inertial length. Finally,
the self-consistency loop is closed by accounting for the feedback of the variations in par-
ticle phase space on the ﬁeld conﬁguration. Since the ﬁeld topology is self-consistently
coupled to the particle motion the ﬁeld length scales are also physical.
It is important to stress the distinctive meaning of self-consistency and scale invariance
of the dimensionless representation. In a self-consistent plasma simulation the lengths,
times, velocities, ﬁeld energy and relativistic particle energy result as the consequence
of the physical nature of the plasma process under study. The result is independent of
ad-hoc deﬁned tuning parameters. In the dimensionless representation times are nor-
malized to the particle gyration time ω−1c0 = mc/eB0 and lengths to the electron inertial
length c/ωp0 = c(m/4πe2n0)1/2. In Gaussian-cgs units the deﬁnition of equivalents for
length and time is suﬃcient for the dimensionless representation of all simulation quanti-
ties. The dimensionless representation of physical quantities in a simulation is of utmost
importance, since it immediately concerns the interpretation of simulation results. A
sophisticated dimensionless representation comes along with two eminent advantages:
First, one simulation is applicable to an entire class of physical environments. This does
not imply a contradiction with self-consistency. The dimensionless values are obtained
self-consistently for the simulated plasma process. Then the dimensional values are cal-
culated with the reference values for B0 and n0, which are typical for a speciﬁc physical
environment. In this way, a single self-consistent simulation of magnetic reconnection
applies equally well to the earth’s magnetosphere and core regions of active galactic nu-
clei. This characteristic of dimensionless simulations is extremely powerful because the
physical nature of the process is in the focus. And second, the numerical performance
is optimal for quantities of comparable magnitudes, which is ensured by an adapted
normalization. The detailed description of the dimensionless representation is rather
technical and therefore deferred to Appendix A.
The vital motivation of the present work is the study of plasma processes which repre-
sent critical problems in relativistic astrophysics. To be concise we ﬁnally list the most
important arguments why a kinetic plasma description is essential to the study of such
plasma processes:
• The eﬃciency of particle acceleration in collisionless magnetic reconnection is de-
termined by the acceleration electric potential Φacc. As a consequence thereof
reliable results on the 3D extensions of the reconnection region and the inherent
anomalous resistivity are indispensable. Solely the self-consistent kinetic descrip-
tion is in the position to provide a deﬁnite answer.
• The Weibel instability is an inherently kinetic and electromagnetic instability. The
temperature anisotropy of the initial conﬁguration represents the reservoir of free
energy. Solely the highly non-linear saturated state is of importance in astrophys-
ical scenarios. Therein a ﬁnite residual phase space anisotropy is characteristic.
This corresponds to a PDF consisting of thermalized and highly non-thermal con-
tributions.
• The two-stream instability is accompanied by complete phase space mixing with
signiﬁcant non-thermal eﬀects. The saturated state of strong Langmuir turbulence
crucially depends on the interplay of thermalization and non-thermal particle gen-
eration. In addition, the study of radiation emission in collisionless Bremsstrahlung
is entirely in the realm of fully electromagnetic plasma models.
Finally, with the necessity of a kinetic plasma description granted, we need to convene
on the computational implementation (Fig. 2.1). There exist two options: On the one
side stands the Vlasov approach which implicitly represents the PDF in 6D phase space.
On the other side is the PIC model which explicitly represents the PDF in form of
(quasi-)particles in conﬁguration and momentum space.
What are the characteristics of the PIC model ?
The time evolution of collisionless plasmas is described by the Vlasov equation
d f(t,x,p)
dt
=
∂f
∂t
+ x˙ · ∂f
∂x
+ p˙ · ∂f
∂p
=
∂f
∂t
+ v · ∂f
∂x
+ (E +
v
c
×B) · ∂f
∂p
= 0
which results from the Boltzmann transport equation in the limit of negligible Coulomb
collisions. The PDF evolves under the inﬂuence of the Lorentz force FL = E + v/c ×B
in the electric and magnetic ﬁelds which are generated by collective plasma instabilities.
In principle the computational task of kinetic plasma simulation is straightforwardly
deﬁned, i.e. to calculate the collective electromagnetic ﬁelds at each particle position as
the superposition of all contributing ensemble particles. This approach is generally re-
ferred to as the Molecular Dynamics (MD) concept [Hockney & Eastwood, 1988]. For an
ensemble of Np particles the MD model accounts for the contributions of (Np − 1) parti-
cles in order to calculate the Lorentz force term for each particle (Fig. 2.2, upper right).
Therefore, the computational eﬀort behaves like ce ∝ Np(Np − 1) ∼ N2p. Contemporary
supercomputing facilities allow for the simulation of MD ensembles consisting of ∼ 106
particles. Granted that the MD concept comes along with idealizations like distance
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Fig. 2.2: The idea behind the Particle-In-Cell (PIC) model is the grid representation of
the ﬁelds. The physical foundation of the approach is based on the ‘collective
behaviour’ of plasma particles as the characteristic of the collisionless plasma
state. With respect to the overall computational eﬀort, the PIC model is
superior to the Molecular Dynamics (MD) concept.
restrictions on the contributing ensemble members one might gain another factor of 10.
However, this is simply not enough to simulate the necessarily three dimensional sce-
narios of critical plasma processes! An adequate representation of 3D plasma scenarios
employs somewhat like 109 individual particles.
The solution relies on harnessing a physical characteristic of the plasma state: The
feature of collective behaviour. Each particle is surrounded by a cloud of charge oppo-
sites, i.e. the electric ﬁeld arising from each charge is eﬀectively screened. Therefore each
volume element with a typical extension larger than a characteristic minimum length ap-
pears quasi-neutral. This temperature-dependent minimum extension is called the Debye
length λD = (T/4πe2n)1/2. Suﬃcient resolution of the Debye length is indispensable in
PIC simulations in order to avoid artiﬁcial self-heating of the system. This restriction de-
termines the minimum resolved length scale in the simulation. Beyond the Debye sphere
rule the electric and magnetic ﬁelds originating from collective plasma instabilities. Such
collective ﬁelds are adequately represented on a numerical grid mesh of suﬃcient reﬁne-
ment. The ﬁeld values on the respective closest grid points are interpolated to the particle
position (Fig. 2.2). The interpolation is either linear or uses some low order spline. The
mesh representation incorporates tremendous alleviations in the computational eﬀort.
Computational costs now scale like ce = αNp + βN3mlog(Nm) ∼ Np. Therein α and β are
constants determined by the individual simulation setup, and Nm  Np is the number of
mesh points in each dimension which is by deﬁnition much less than the overall particle
number Np. Decisive is the linear growth with the ensemble size. This allows the simu-
lation of systems with Np ∼ 109 on contemporary supercomputers. For the ﬁrst time we
are in the position to study critical plasma processes in realistic 3D scenarios. However,
even in the PIC model it is impossible to translate a plasma conﬁguration from the ap-
pearance in nature to the simulation by a one-to-one assignment of particles. Therefore
each particle in the simulation is some kind of ‘super’-particle or ‘quasi’-particle which
represents a collection of particles in the real life scenario. The cardinal number NC of
each quasi-particle describes the ratio of simulation particles to physical particles. NC
is a function of the reference density n0 and scales like NC ∝ n−1/20 .
A competing approach to the PIC method is the Vlasov simulation model (Fig. 2.1). In
the Vlasov description the grid mesh representation is pushed to the limits, since the
entire 6D phase space is mapped onto a numerical mesh. In this approach the PDF is not
explicitly represented by particles, but implicitly with the grid mesh points as sampling
points. The study of critical plasma processes in the present work is performed with the
PIC model. To be concise and complete, we list the major arguments decisive for this
choice with respect to the alternative Vlasov model:
• The Vlasov model employs a ﬁxed number of sampling points for the representation
of the PDF in momentum space. The analysis of particle acceleration involves
distinct non-thermal features in the PDF. Such features are in some cases subtle
and extend towards unexpectedly high momenta (see for instance the evolution
of the PDF high-energy tail in the reconnection scenario in Fig. 3.3). The grid
representation of the PDF in the Vlasov approach comes along with a certain
degree of reﬁnement and predeﬁned upper limit. Consequently the momentum
representation of the PDF is biased by the choice of the sampling points. In this
case critical features are possibly not detectable. This problem is resolved in the
PIC approach with the explicit representation via particles.
• The microscopic analysis of the acceleration mechanism requires the diagnostics
of trace particle trajectories and cross-correlation with ﬁeld topology. This form
of analysis is solely in the realm of the PIC model.
• An equivalent argumentation also holds for the determination of diﬀusion mecha-
nisms and diﬀusive transport coeﬃcients. On the microphysical level such processes
represent particle scattering events with ﬁelds oﬀ collective plasma instabilities.
Again particle motion / ﬁeld topology correlations are essential.
Finally, after the issue of the computational method is settled, two options remain for
the numerical implementation of the time scheme (Fig. 2.1). The numerical setup is
either based on a Finite Element (FE) or Finite Diﬀerence (FD) method. We convened
on the alternative of a time-centered FD scheme.
After initialization the entire time evolution of the system is governed by the dynamic
Maxwell equations in the ﬁelds
1
c
∂B
∂t
= −∇×E 1
c
∂E
∂t
= ∇×B− 4π
c
j,
and the Lorentz force with respect to particle motion. In a very generic fashion the
integration scheme consists of a ﬁrst integration half-time step, during which new ﬁeld
values are calculated in accordance with the dynamic Maxwell equations. In a con-
secutive second half-time step particles are stepped using the Boris algorithm [Boris,
1970] according to the updated ﬁelds. Half-time steps indicate that the scheme is time-
centered. Self-consistency in PIC simulations is ensured by intermediate updating of the
ﬁelds with respect to particle motion by means of the current density j = (Σqivi)cell/ppg.
The current density j is directly calculated in each grid cell from particles with charge
q moving with velocity v, i.e. representing the feedback of particles on the ﬁelds. ppg is
the amount of particles per grid cell which refers to the dimensional reference density
n0. A systematic problem in the PIC approximation is the secular violation of Poisson’s
equation. Consequently, to ensure code stability during extremely long runs up to 40000
time steps, we have to solve Poisson’s equation and correct discrepancies arising from
the particle stepping. The method of choice is a multigrid algorithm [McCormick, 1988].
Typically we use a Gauss-Seidel scheme for the restriction/prolongation steps and en-
force a residual of ≤ 10−12. The code is written in Fortran 90, parallelization is realized
with the Message-Passing-Interface (MPI).
Which limits are imposed by contemporary supercomputers ?
The demand of complete self-consistency is computationally utmostly expensive. Kinetic
plasma simulations represent an ultimate challenge to contemporary high performance
computing. In the following we introduce into the hardware-critical points of N-body
problems in simulations. There are two criteria for the quality of a simulation with
respect to computational limitations: The total system extension and the required com-
putation time, i.e. the memory requirement and the number of time steps.
We ﬁrst address the issue of computer memory. The necessary amount of memory in
plasma simulations Mtot = Mﬂd + Mprt is composed of the ﬁeld data on the grid mesh
Mﬂd and the particle contributions Mprt. The amount Mﬂd is comparable for MHD,
test-particle and kinetic simulation models. Typical scenarios employ a grid mesh with
N3m = 2563 sampling points. Varying with the implementation of the numerical scheme
about 15-20 quantities need to be represented on the grid mesh which subsumes to a
memory consumption
Mﬂd  8Byte × 2563 × 20 = 2.5GByte.
For MHD and test-particle approaches this is the end of the story. For the self-consistent
PIC approach the ﬁeld data only contributes a few (negligible!) percent to the total
amount of memory. The limiting constraint is imposed by the particle data. Well resolved
PIC simulations employ 50-100 particles per grid cell (ppg). Then the 6 phase space
components of each particle specie consume in total
Mprt  8Byte × 2563 × 12× 100 = 150GByte.
In principle this amount of data is produced in every time step. In this work we study
critical plasma processes during magnetic reconnection and relativistic plasma shell col-
lisions. The simulations comprise up to 60000 time steps. Currently no supercomputing
facility (at least for civilian use) is capable to provide such data storage potentials. Fur-
thermore the data transfer bandwidth for input/output is limited. It takes roughly 15
minutes to write 150 GB to hard disk. To cut the story short: Every simulation involves
an individual setup and the data output indispensable to comply with the scientiﬁc ob-
jectives are to be deﬁned previously to the actual run.
The other constraint is the total computation time. The amount of data directly cor-
responds to the number of computations required to produce and modify this data. In
individual cases the simulations of this work required up to 70000CPUhs of computa-
tion time. Such CPU time and memory requirements are completely in the realm of
massively parallel supercomputing architectures. To comply with this demand the code
is MPI-parallelized with a domain decomposition to individual processing elements (PE)
as indicated in Fig. 2.2. The simulations were performed on the IBM p690 REGATTA
system of the Max-Planck-Society Computing Center (RZG) in Garching and the HI-
TACHI SR8000-F1 supercomputer of the Leibniz Computing Center (LRZ) in Munich.
Up to this point we reported on what was accomplished with the currently available
high performance computing systems. In some ﬁnal words we shortly point out the
prospective scientiﬁc progress expectable from near-future hardware developments. The
empirical Moore’s Law states that the speed of microprocessors doubles about every
18 months. The benchmark results of the world’s top supercomputers increased by a
factor of ∼ 67 in the past 7 years. The increase in supercomputer performance runs out
Moore’s Law by roughly a factor of 2.5 which is the result of turning towards massively
parallel architectures. Parallelization is the logical consequence of the faster growth of
memory capacities which gained a factor of ∼ 103 in the comparable time interval. In
conclusion the trend in conventional (i.e. semi-conductor based) hardware points to-
wards performance gains by roughly a factor of 102-103 within the next decade. This is
enough to address questions which arise in the aftermath of the insights obtained during
the present work. These are for instance:
• The study of several likewisely anti-parallel relativistic Harris sheets. Such a con-
ﬁguration corresponds to the combined reconnection-shock problem. This is the
paradigm for the transition of a Poynting-ﬂux-driven towards a kinetically domi-
nated plasma wind. An astrophysical paradigm for this problem is the σ-problem
of the Crab pulsar wind.
• Currently all 3D self-consistent simulations of collisionless reconnection are re-
stricted to thin current sheets. The phenomenon of fast reconnection is observed
for thin sheets. An interesting theoretical question is the evolution of the kinetic
reconnection process towards broader sheets. Currently the maximum sheet width
in the reconnection problem is limited by the maximum number of simulated par-
ticles.
• Higher performance also allows for smaller time steps and relaxes the problems
with numerical accuracy. This is essential to push towards higher relativistic en-
ergies in the EMCSI scenario (cf. chapter 4).
• Reduced computation times would also open up the possibility to study the Weibel-
Two-Stream connection in the fully evolved, three dimensional conﬁguration after
non-linear saturation (cf. section 5.1).
However, the performance gain is still by far not suﬃcient to change to a diﬀerent
computational paradigm like the MD method or the explicit resolution of synchrotron
radiation (as is accomplished in section 3.3 with helps of an implicit approach). For such
revolutionary modiﬁcations, an increase in computational power by at least a factor of
∼ 108 would be necessary. However, we write the year 2004. Maybe in 10 years things
look completely diﬀerent.

Chapter 3
Collisionless Magnetic Reconnection
3.1 The Relativistic Harris Equilibrium
In order to study magnetic reconnection as an individual process one needs to set up an
initial force-free solution of antiparallel ﬁeld lines. Harris [1962] found a one-dimensional
analytical quasi-equilibrium for antiparallel magnetic ﬁelds generated by a central plane-
parallel current sheet. The quasi-neutral ‘Harris sheet’ consists of two Maxwellians with
oppositely directed drifts. In the following we derive the relativistic generalization of the
Harris equilibrium and retain the original solution in the non-relativistic limit γ → 0.
Under collisionless conditions the particle distribution function f(x,p, t) of each plasma
specie obeys the Vlasov equation
df
dt
≡ ∂f
∂t
+ v · ∂f
∂x
+ p˙ · ∂f
∂p
= 0.
We deliberately choose the 1D spatial dependence of quantities in y-direction. Then the
solution of the Vlasov equation is a combination of the following constants of motion
(total energy and generalized momenta):
E =
(
1 +
( p
mc
)2)1/2
mc2
Px = px +
q
c
Ax(y) = px
Pz = pz +
q
c
Az(y).
We further restrict to the case Ax = 0, though in general the Harris solution remains un-
aﬀected by the superposition of a constant magnetic guide ﬁeld Bz = const, Ax = −yBz.
In the PIC simulations magnetic reconnection is studied in a Cartesian box with exten-
sions {Lx,Ly,Lz}. The additional constraint ∂yAz(y=Ly/2)=0 localizes the current sheet
in the (x, z)-plane through the simulation box center. The direction of the diamagnetic
current is determined to j = {0, 0,−jz} by the convenient choice ∂yyAz = ∂yBx > 0 for
all y-values.
The original Harris solution f±H (x,p) = f
±
H (y,p) = f
±
M(p) · fv(y) is constructed by a drift-
ing Maxwellian fM and a spatial dependence in accordance with the magnetic vector
potential fv. In pair plasma the particle drift is of equal magnitude but opposite direc-
tion for each specie. In the following we denote positrons with + and electrons with −,
respectively.
Generalization to the relativistic regime is straightforward if we eﬃciently use the trans-
formations/invariances:
• Lorentz transformations
relate 4-vector components xν
′
= Λν
′
µ x
µ represented in two inertial frames K,K′
moving with arbitrary relative velocity βk = vk/c = β · {n1,n2,n3},






x0
′
x1
′
x2
′
x3
′






=






γ −βγn1 −βγn2 −βγn3
−βγn1 (γ−1)n1n1+1 (γ−1)n1n2 (γ−1)n1n3
−βγn2 (γ−1)n2n1 (γ−1)n2n2+1 (γ−1)n2n3
−βγn3 (γ−1)n3n1 (γ−1)n3n2 (γ−1)n3n3+1
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
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

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
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
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

.
For the relativistic Harris solution the relation of momentum 4-vectors pµ = {E,pc}
in the current comoving system and the lab frame (in the exposed geometry
positrons move in -z !) reduces to
(
E′
p′zc
)
=
(
γ0
q
eγ0βz0
q
eγ0βz0 γ0
) (
E
pzc
)
with γ0 = (1− β2z0)−1/2
• Lorentz invariance
applies to the phase space density f and the entity d3p/E. d3p/E is a Lorentz
invariant because it characterizes the elementary solid angle in momentum 4-space.
Momentum 4-space is only one representative of Minkowskian 4-spaces (spacetime
for instance is another). Therein momentum 4-vectors pµ deﬁne the pseudo sphere
of given invariant mass pµpµ = −(mc2)2, as is evident from the Ju¨ttner/Synge
transformations [Synge, 1956; 1965]:
γβ = p/mc = sinh τ
γ = E/mc2 = cosh τ
β = tanh τ
E/c = mc cosh τ
px = mc sinh τ sin θ cosφ
py = mc sinh τ sin θ sinφ
pz = mc sinh τ cos θ
The pseudo sphere describes all momenta/energies accessible to a particle with rest
mass m. In any given Lorentz frame the elementary volume element of momen-
tum 3-space d3p = (mc)3 sinh2 τ cosh τ dτdθdφ is a surface element of the pseudo
sphere. The normal vector of the surface element is parallel to the energy compo-
nent p0 = E/c = (mc) cosh τ . Consequently, d3p/E = (mc)2 sinh2 τ dτdθdφ = dω
is the elementary solid angle of momentum 4-space. Observing the transformation
characteristics dp′xdp′ydp′z = γdpxdpydpz and γ = E′/E the ratio d3p/E is identi-
ﬁed as Lorentz scalar. An analogous argumentation yields the Lorentz invariance
of E′d3x′ = Ed3x.
The Lorentz invariance of phase space density f(p,x, t) ensues from the conser-
vation of the total particle number per phase space volume for any given time
t f(p,x) d3p d3x = f ′(p′,x′) d3p′ d3x′. Employing the Lorentz scalars Ed3x and
d3p/E the identity f(x,p) = f ′(x′,p′) is straightforwardly obtained.
• Relativistic Maxwell-Ju¨ttner distributions
are the relativistic generalization fJ = CExp[−E/T] of the thermal Maxwellian.
The normalization C is readily obtained applying the Ju¨ttner transformations
[Ju¨ttner, 1911; 1928]
N =
∫
C Exp[−E/T ] d3p
N = C 4π(mc)3
∫ ∞
0
Exp[−a cosh τ ] sinh2 τ cosh τdτ,
with the substitution a = mc2/T. Using the relations for the modiﬁed Bessel-K
functions of integer order ν
Kν(a) = aν/(2ν − 1)!
∫ ∞
0
Exp[−a cosh τ ] sinh2ν τ dτ
Kν+1(a) = −K ′ν(a) + ν/a Kν(a)
−→ K2(a) = −K ′1(a) + 1/a K1(a) = a
∫ ∞
0
Exp[−a cosh τ ] sinh2 τ cosh τdτ,
we ﬁnally derive
C = aN/4π(mc)3K2(a).
Now equipped with the basic tools we proceed to derive the relativistic Harris equilib-
rium. Preserving the formal structure of the original Harris solution we translate to the
relativistic regime
f±RH = f
′
J =
n′a′
4π(mc)3K2(a′)
Exp[−γ′(p′)a′],
with a′ = mc2/T′ and n′ the particle number density. Primed quantities refer to the
current comoving frame of the respective particle specie. Obviously fRH is a function of
the constants of motion E′ = γ′(p′)mc2 and P′z. Transformation to the simulation/lab
frame yields
f±RH = fJ · fv =
γ0na¯
4π(mc)3K2(a¯)
Exp
[
−γ0(γ(p)mc
2 + (q/e)βz0pzc + qβz0Az)
T¯
]
,
in which T¯, a¯ represent a scalar temperature. In general the kinetic temperature in the
relativistic regime is deﬁned with the relativistic energy-momentum tensor. Details of the
relativistic deﬁnition of kinetic temperature are discussed in section 4.2.4. Assuming an
isotropic distribution (i.e. scalar temperature T′) in the current comoving frame implies
a temperature anisotropy in the lab frame. Nevertheless we deﬁne a scalar T¯ = T′ in the
lab frame and motivate in the end the relativistic Harris solution just by a redeﬁnition
of the scalar temperature.
Then the current density ensues to
jz =
∫
e(pzc2/E)(f+RH + f
−
RH)d
3p,
and using the invariance of d3p/E conveniently simpliﬁes to
jz = 2fvec
∫
(d3p′/E′)γ0(−βz0E′ + p′z0c)fj = −eγ0βz0c(n+
′
+ n−
′
)fv
= −eβz0c(n+ + n−)fv.
In the following we assume quasi-neutrality n+ = n− = n, and the rest of the derivation
continues for a total plasma density 2 n. As is shown below the shape of the current
sheet is independent of the particle specie, just the direction of the drift is opposite for
the respective charges. In the chosen geometry the positrons drift with −βz0 and the
electrons with βz0. With Ampere’s Law (4π/c) jz = −∂yBx we obtain the ﬁnal diﬀerential
equation
∂yyAz(y) = 8πeβz0nExp
[
eγ0βz0Az(y)
T¯
]
.
If we then identify the scalar temperature in the lab frame with T = T¯ /γ0 the diﬀerential
equation coincides with the original Harris problem. With the condition Az(y=Ly/2) = 0
we obtain the solution
Az(y) = − T
eβz0
ln[sech2
(
y − Ly/2
w0
)
].
Therein we deﬁned the width of the current sheet w0 = ΛD/βz0 via the Debye length
λD = βthc/ωp0 = (T/4πe2n)1/2 of the plasma. Consequently the magnetic ﬁeld structure
constitutes in the functional form
Bx(y) = B0 tanh
(
y − Ly/2
w0
)
.
The asymptotic magnetic ﬁeld value is deﬁned by B20/8π = 2nT, which precisely repre-
sents the force balance between magnetic and plasma kinetic energy density. Finally we
calculate with Ampere’s Law the current sheet density proﬁle to
n(y) = n sech2
(
y − Ly/2
w0
)
.
The PIC simulations are performed with physical quantities in dimensionless representa-
tion. A thorough discussion of the dimensionless representation is found in Appendix A.
The dimensionless formulation of the force balance condition ensues to Bˆ20 = 2nˆ(Tˆ
+ + Tˆ−).
In the PIC simulation we choose Bˆ0 = 1 for convenience, and then adapt the density
nˆ = nˆ0/(2(Tˆ+ + Tˆ−)) according to the temperature Tˆ realized in the speciﬁc scenario. In
the derivation we assumed the lab frame coincides with the center-of-mass (cms) frame
and the respective drift of current constituents is of equal absolute value though oppo-
sitely directed. This implies equal temperatures for both species Tˆ+ = Tˆ− = Tˆ, since
quasi-neutrality enforces equal sheet widths wˆ0 for the distributions in conﬁguration
space. If we initialize a current sheet of width wˆ0, the Harris equilibrium is established
with particle drifts β−z0 = −β+z0 = λˆD(Tˆ)/wˆ0 = λD(T)/w0. Intriguingly, within the con-
straints of the 1D approach quasi-neutrality enforces w0 > λD observing |βz0| < 1.
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Fig. 3.1: Magnetic ﬁeld (blue) and current sheet proﬁle (red) for the 1D Harris solu-
tion. Asymptotic magnetic ﬁeld Bˆ0 and current sheet central density nˆ are
determined according to the force balance condition for a given temperature.
In order to increase the stability of the Harris equilibrium an optional homo-
geneous background nˆbgd of particles at rest is introduced in certain scenarios.
3.2 Relativistic Particles in Electromagnetic Fields
In the consecutive sections we study the mechanism of particle acceleration during col-
lisionless magnetic reconnection in the relativistic regime. It is instructive to place in
advance some very general remarks on the problem of relativistic particle acceleration
in electromagnetic ﬁelds. The relativistic particle dynamics in time-dependent electric
E and magnetic ﬁelds B are non-trivial and are addressed in the numerical simulation.
On introduction we restrict to the special case of a stationary ﬁeld conﬁguration, in
which E and B have exactly transversal orientations. The reasons for this choice are
straightforward: First, the scalar produce E ·B is a Lorentz invariant. Therefore only
in conﬁgurations with E ⊥ B it is in principle possible to remove either E or B con-
tributions by transforming into a distinguished Lorentz frame. And second, in a very
rough approximation the magnetic ﬁeld topology starting from the initial Harris equi-
librium evolves during the initial stages of reconnection within the (x, y)-plane. Then
the inductive electric ﬁeld c−1∂tEz = −(∂xBy − ∂yBx) points exactly perpendicular to
the magnetic ﬁeld.
Hence, we consider an inertial frame K in which E ·B = 0 is valid. Then two alternatives
remain: For E < B we transform into the so-called de Hoﬀmann-Teller-frame. This is a
Lorentz frame K’ moving with velocity
βHT =
uHT
c
=
E×B
B2
with respect to K. The relativistic ﬁeld transformations are derived to
E′ = γ(E + β ×B)− γ
2
γ + 1
β(β ·E)
B′ = γ(B + β ×E)− γ
2
γ + 1
β(β ·B)
from the Lorentz transformations of the ﬁeld strength tensor Fµ
′ν′ = Λµ
′
σFστΛ ν
′
τ with
Fµν = ∂µAν − ∂νAµ and Aµ = {Φ,A}. Applied to the transition K→ K′ the ﬁelds in
the de Hoﬀmann-Teller-frame ensue to
E′‖ = 0
B′‖ = 0
E′⊥ = 0
B′⊥ = γ
−1
HTB
As a consequence thereof, the electric ﬁeld vanishes in the de Hoﬀmann-Teller-frame K’
and the particle motion is reduced to a simple gyration in the perpendicular (with respect
to u/c) magnetic ﬁeld B′⊥. For an observer in K the particle trajectory is composed
by the superposition of a gyration (with charge-dependent orientation) and a charge-
independent drift motion u perpendicular to the E and B ﬁelds.
Alternatively, for E > B we transform into a diﬀerent frame K’ moving with
β =
u
c
=
E×B
E2
in which
E′‖ = 0
B′‖ = 0
E′⊥ = γ
−1E
B′⊥ = 0
holds. In this regime particle acceleration by the electric ﬁeld dominates over the gyro
motion. In the frame K’ only a ﬁnite electric ﬁeld contribution remains. In the lab frame
K the trajectory is described as the superposition of a continuous drift u and a contin-
uous acceleration parallel to E. In all conﬁgurations with E ⊥ B the gyro radius scales
as rL ∝ γ. For the case E > B the particle trajectory can be understood as a gyro mo-
tion, in which the relativistic growth of rL supersedes the magnetic deﬂection. The case
E ⊥ B is pervasive in reconnection scenarios.
For completeness we consider the other extreme case E‖B, in which the electric ﬁeld
acceleration takes place always perpendicular to the gyro motion. In this case the mo-
tion is continuously accelerated in z and approaches asymptotically the speed of light.
The gyro radius remains constant, i.e. p⊥ is a cyclic variable and p⊥/B is a so-called
adiabatic invariant.
Finally, what can we infer from these simple considerations? For stationary recon-
nection (i.e. for a reconnection scenario, in which the X-point remains localized to a
ﬁxed position (x0, y0, z0)) the ratio of inductive electric ﬁeld to magnetic ﬁeld is al-
ways Ez/B0  1. Consequently, a transformation to the de Hoﬀmann-Teller frame is
always possible. In the next sections we analyze the particle acceleration in relativistic
collisionless reconnection. For the thin current sheets under consideration, the reconnec-
tion zone evolves from stationarity in the early stages to highly dynamic conﬁgurations
in the late time evolution. Remarkably, during late times the accelerating electric ﬁeld
|Eacc| = |Eind +Ecom| > B0 supersedes the Harris equilibrium ﬁeld. This is because Eacc
can be understood as the superposition of a reconnection inductive component Eind and
an additional ﬁeld contribution Ecom = −v/c ×B from the comotion of the reconnection
zone with the dynamically evolving current sheet ﬁlaments. In a formal way of argu-
mentation the transformation to the de Hoﬀmann-Teller-frame Eacc = −uHT/c×B0
would imply a ‘superluminal’ particle comotion c  uHT. This formal reasoning pro-
ceeds in analogy to the argumentation in the context of particle acceleration during
‘superluminal’ collisionless shocks. Intriguingly, such ‘superluminal’ eﬀects are essential
to explain the transition from Poynting-ﬂux-driven ﬂows to kinetically-dominated ﬂows
- the most famous paradigm for this transition being the σ-problem of the Crab pulsar
wind [Lyubarski & Kirk, 2001; Kirk & Skjaeraasen, 2003].
3.3 The Mechanism of Relativistic Particle Acceleration
The following section is published as
‘Fast reconnection in relativistic pair plasmas:
Analysis of particle acceleration in self-consistent full particle simulations’
C.H. Jaroschek, R.A. Treumann, H. Lesch, and M. Scholer
Physics of Plasmas, 11(3), 1151-1163, 2004
3.3.1 Abstract
Particle acceleration in collisionless magnetic reconnection is studied in the relativistic
regime of an electron-positron plasma. For the ﬁrst time, the highly dynamic late-time
evolution of reconnection is simulated in 2D and the ﬁnite size of the acceleration region
is resolved in 3D applying a fully electromagnetic relativistic Particle-In-Cell (PIC) code.
The late-time evolution is extremely important with respect to particle acceleration,
because thin current sheets show a highly dynamic late-time phase with instabilities
evolving in the Alfve´n velocity vA0 regime. Consequently, since c ∼ vA0 is valid as a
peculiarity of pair plasmas, v ×B -contributions become dominant in the accelerating
electric ﬁeld. Most remarkable: Though acceleration regions are highly variable at late
times, the power-law shape of the particle energy distribution is smoothed compared to
quasi-static reconnection conﬁgurations at early times [Zenitani & Hoshino, 2001]. Spec-
tral power indices of s ∼ −3 for the complete simulation box, s ∼ −1 within the X-zone
are preserved at late times and appear as a characteristic of pair plasma reconnection of
thin current sheets! The spectral high-energy cut-oﬀ depends on the sheet width at late
times and is most eﬃciently tuned by the ratio c/vA0. In 3D, sheet instabilities limit
the acceleration potential of a single X-zone, but current driven instabilities like the
relativistic drift kink mode can also signiﬁcantly contribute to particle acceleration. Via
the analysis of particle trajectories, the consequences of a ﬁnite 3D acceleration zone are
resolved and eﬃcient acceleration mechanisms in the context of dynamic X-points are
identiﬁed.
3.3.2 Introduction
Magnetic reconnection is the key process for changes in the magnetic ﬁeld topology
[Parker, 1979]. Plasmas in solar-terrestrial as well as astrophysical sites are usually rar-
eﬁed, as a consequence reconnection takes place in a collisionless environment [Sagdeev,
1979b]. Pair dominance is observed in the plasma of relativistic extragalactic jets [Wardle
et al., 1998; Jones, 1998; Lobanov & Zensus, 2001; Hirotani et al., 2000], pulsar outﬂows
like the Crab Nebula [Coroniti, 1990] and core regions of active galactic nuclei (AGN)
as the respective jet origin. Magnetic reconnection eﬃciently transforms magnetic en-
ergy into particle kinetic energy [Parker, 1979; Sagdeev, 1979b]. Therefore relativistic
magnetic reconnection is proposed as the solution to the σ-problem of the Crab pulsar
wind [Coroniti, 1990; Lyubarski & Kirk, 2001; Kirk & Skjaeraasen, 2003], as the source
of perpetual in situ particle acceleration to compensate for radiative losses in radio jets
[Coroniti & Eviatar, 1977; Romanova & Lovelace, 1992; Birk et al., 2001], to provide the
lepton injection function for shock acceleration [Sikora et al., 2002], and as the source
process for intra-day variability within intrinsic AGN variability models [Reeves et al.,
2002; Di Matteo, 1998]. Relativistic pair plasma reconnection of thin current sheets has
been studied before analytically [Blackman & Field, 1994], and in 2D Particle-In-Cell
(PIC) simulations [Zenitani & Hoshino, 2001]. In Zenitani & Hoshino [2001] a double
Harris sheet [Harris, 1962] conﬁguration is applied, which improves current sheet sta-
bility and plasma inﬂow into the initialized X-points. For the total simulation time /
spatial extension the particle acceleration region (AR) remains quasi-static, the time and
length scales are linear functions of the current sheet width. The relativistic mass gain
inhibits particle deﬂection out of the AR by the reconnected magnetic ﬁeld yielding an
optimized acceleration eﬃciency. In 2D reconnection conﬁgurations the retention time
tR within the AR solely determines the eﬀective energy gain. In Zenitani & Hoshino
[2001] for the regime of quasi-static AR at early times a power-law shaped particle dis-
tribution function (PDF) with spectral index s ∼ −1 within the X-zone and s ∼ −3 for
the complete simulation box is obtained. In the present article we investigate in exten-
sion to Zenitani & Hoshino [2001] the particle acceleration in the late-time evolution of
pair plasma reconnection in 2D PIC simulations and study the inﬂuence of the ﬁnite
AR electric potential associated with current sheet instabilities in real 3D PIC conﬁgu-
rations. The late-time evolution is most important with respect to particle acceleration.
It is the preeminent condition in the context of astrophysical scenarios. Furthermore,
thin currents sheets show a violent dynamic phase at late times with self-consistent
reconnection onset in several X-points. The ARs associated to X-points exhibit a dy-
namic evolution that results in signiﬁcant v ×B-contributions to the inductive electric
ﬁeld E, which is the source of particle acceleration. v ×B-contributions increase E by
one power of ten in the late evolution. Signiﬁcant v ×B-contributions are a peculiarity
of pair plasmas, because the sheet instabilities evolve roughly with vA0, and only in
pair plasmas the Alfve´n velocity is comparable to the speed of light vA0 ∼ c for high
plasma β ∼ 1 environments with no magnetic guide component. We use the term fast
magnetic reconnection (FMR) to distinguish kinetic pair plasma reconnection from con-
ventional Sweet-Parker/Petschek reconnection of electron-proton plasma [Parker, 1957;
Sweet, 1958; Petschek, 1964], because FMR takes place on electron inertial scales and
the plasma outﬂow velocity is comparable to vA0. The present article is structured in
the following fashion: We introduce the 2D and 3D simulation conﬁgurations in section
3.3.3 and the general time scheme observed in all runs in section 3.3.4. The time scheme
encloses three phases, within the intermediate phase the reconnection system evolves
from a quasi-static X-zone/AR structure into a highly non-linear dynamic conﬁguration
predominant at late times. A parametric study in section 3.3.4 shows the connection be-
tween initial plasma parameters and PDF. At late times pair plasma reconnection is not
anymore independent of the sheet width, and the high energy cut-oﬀ is most eﬃciently
tuned by c/vA0. Most remarkable: The power-law tail in the PDF is preserved and even
smoothed during the late-time evolution, though dynamic ARs and several X-points
contribute to particle acceleration. Furthermore, even though the high energy cut-oﬀ
shows parameter dependence, the spectral index s ∼ −3 appears as a characteristic of
the FMR process in pair plasmas. Section 3.3.4 deals with the particle acceleration in
a real 3D reconnection conﬁguration. 3D is essential, because the AR is ﬁnite in the
direction perpendicular to the 2D simulation plane and the ﬁnite extension is caused
both by instabilities eﬀective within as well as perpendicular to the current sheet plane
! The particle acceleration mechanism is resolved with trace particles in section 3.3.4.
Most energetic particles generated in a single acceleration step are an artefact of the 2D
conﬁguration, and we give examples of particles accelerated in several consecutive ac-
celeration steps. The FMR mechanism has been intensely studied for an electron-proton
plasma [Birn et al., 2001; Shay et al., 1999; Rogers et al., 2001; Hesse et al., 1999; Shay
et al., 2001; Pritchett, 2001; Shay & Drake, 1998; Drake, 2001; Zeiler et al., 2002; Hesse
& Kuznetsova, 2001; Shinohara et al., 2001; Drake et al., 2003]. A detailed compari-
son between the particle acceleration via reconnection reported in this article with the
electron-proton case is done in section 3.3.5 and with Zenitani & Hoshino [2001] in 3.3.5.
In 3.3.5 we summarize our basic ﬁndings and give an outlook on possible improvements
of the particle energization eﬃciency.
3.3.3 Simulation Description
The simulations are performed with a fully electromagnetic relativistic Particle-In-Cell
(PIC) code. Particles are treated within a real space grid according to a time-centered
ﬁnite diﬀerence scheme [Hockney & Eastwood, 1988; Birdsall & Langdon, 2000]. Particles
are moved according to the Boris algorithm [Boris, 1970]. Poisson‘s equation is solved to
correct accumulating numerical errors in the electric ﬁeld. The correction in the electric
ﬁeld is obtained via a multigrid algorithm [Birdsall & Langdon, 2000], which allows to
implement non-periodic boundary conditions. Since the symmetric pair plasma case is
studied, time and length scales are determined by the electron inertial mass m. Time
is normalized to the inverse gyro frequency ω−1c0 = (mc/eB0). Lengths are measured
in electron inertial lengths d0 = c/ωp0, with plasma frequency ωp0 = (4πe2n0/m)1/2.
Consequently, velocities refer to the typical Alfve´n velocity vA0 = B0/(4πmn0)1/2 of the
system. Dimensional quantities for length and time are restored with the magnetic ﬁeld
B0 and density n0 at reference conditions. The ratio of light to Alfve´n velocity c/vA0
needs to be adapted to the physical context at hand - and therefore places an additional
constraint on the ratio of B0/n0 to which the simulation results are applicable in nature.
In all our simulation runs vA0 has been chosen on the order of the speed of light, however,
the acceleration process turns out to be extremely sensitive to the exact value of c/vA0
(see section 3.3.4). Dimensionless, the Lorentz force
∂t(γmv) = E+ v ×B
and Maxwell‘s equations
∇ · E = (c/vA0)2n ∇×E = −∂tB
∇ ·E = (c/vA0)2n ∇×E = −∂tB
appear in this fashion. The connection to the equilibrium state is introduced via the
initial thermodynamic particle distribution function. We initialize the system with the
relativistic Maxwell-Juettner distribution
f(p) ∝ p2 Exp[−γ(p)mc2/Ts].
p is the particle momentum, γ the Lorentz factor, and Ts the temperature of the specie
s (s = i, e for positrons and electrons). A 1D Harris conﬁguration with sheet width w0 is
set up as initial conﬁguration in the magnetic ﬁeld and density in the (x, y)-simulation
plane,
Bx(y) = B0 tanh[(y − Ly/2)/w0]
n(y) = n0/(2(Ti + Te)) sech2[(y − Ly/2)/w0],
respectively. Ly is the total extension in y-direction, in which the system is conﬁned
by conducting walls. Periodic boundary conditions are applied to the corresponding
perpendicular directions.
In this article the results of ﬁve 212 -D simulations and one 3D simulation are presented. In
the 2D conﬁguration particles are moved according to all three momentum components,
but quantities are translationally invariant in the z-direction. Typical system size for
the 2D conﬁguration is Lx = 408.0 and Ly = 51.0. The computational grid is designed
to nx× ny = 2048 × 256 and resolves the Debye length more than twice. The 3D run has
a spatial extension of Lx = 102.0, Ly = 51.0, Lz = 25.5 and applies nx = 512, ny = 256
and nz = 128 grid points. The key quantities characterizing the initial conditions for the
individual runs are listed in Table 3.1. A typical load per cell is 910 pairs in the current
Table 3.1: Characteristic Initial Parameters for the Individual Simulations
RUN ID w0/d0 c/vA0 Ts/mc2 Nmb. of particles in 108
2D a 1.0
√
2 0.2 0.51
2D b 1.7
√
2 0.2 0.81
2D c 2.0
√
2 0.2 0.94
2D d 1.0
√
2 0.125 0.51
2D e 1.0 1 0.25 0.51
3D 1.0
√
2 0.125 16.4
sheet and about 8-9 background pairs outside in the lobe, respectively. One purpose is to
analyze individual particle trajectories, so the time step is reduced to resolve ∼ γ · 600
points on each gyro orbit. For 15000 time steps, energy conservation is maintained within
10−4 in the 2D runs and about 10−3 in the 3D run. The applied ﬁnite diﬀerence scheme
is momentum conserving (locally, not for the entire system due to the application of
conducting wall boundaries in y) and, hence, by design not energy conserving on the
microscopic level [Birdsall & Langdon, 2000]. The deviations occur in wave-particle
interactions at small wavelengths. The overall energy stability of the simulation points
out that the transformation of ﬁeld energy into particle kinetic energy is not caused by
ﬁeld ﬂuctuations comparable or beneath the grid resolution. This is a surprise in the ﬁrst
place, because the synchrotron power output of the accelerated fraction of particles is
expected to be signiﬁcant. The solution relies on the fact that typical synchrotron cooling
times are 108ttot  tsc of the total simulated time ttot. Several tests of the evolution of
the initial Harris equilibrium revealed that in systems with w0 ∼ 1.0 the current sheet is
very fragile and and reconnection sets on spontaneously in multiple X-points in the case
of absent initial disturbance. This article focuses on the particle acceleration mechanism
during collisionless reconnection. To save computing time and ﬁx the initial X-point to
the center of the simulation box, an initial disturbance in the magnetic ﬁeld is introduced.
We neglect quantum eﬀects like Comptonization and pair annihilation/creation. The
PIC code is massively parallelized and the 3D conﬁguration requires several thousand
CPUh of runtime on an IBM p690 POWER 4 system.
3.3.4 Simulation Results
General Time Evolution of Reconnection in a Pair Plasma
The temporal evolution of the system is divided into three phases. During onset phase
0 ≤ t ≤ ton the reconnection starts in a single X-point. The second phase ton ≤ t ≤ tcoa,
in which the ﬁrst X-point evolves is the important physical phase. Due to the fragility
of the thin current sheet, secondary X-points develop and the system evolves into a col-
lisionless tearing conﬁguration. In the ﬁnal phase starting at t ∼ tcoa the various tearing
islands begin to coalesce. The second phase is subdivided into three subphases by time
Table 3.2: 2D Characteristic Timescales and Reconnection Field Quantities
RUN ID ton ωc0 Eonz /B0 B
on
y w0/B0 d0 tsep ωc0 tequ ωc0 E
equ
z /B0 tcoa ωc0
2D a 20. -0.18 0.6 25. 60. -2.1 70.
2D b 40. -0.18 0.6 55. 75. -1.8 140.
2D c 45. -0.18 0.6 65. 90. -1.5 /
2D d 20.-25. -0.15 0.5 30.-35. 65. -2.1 85.
2D e 30. -0.24 0.75 40. 75. -2.5 100.
marks tsep and tequ. The reconnection X-point separates at t ∼ tsep and disperses into
±x-direction. This corresponds to the dynamic evolution of the ﬁrst X-point and marks
the time from which on the plasma conﬁguration fundamentally deviates from the sys-
tem studied in Zenitani & Hoshino [2001]. The separation speed is progressive, until at
t ∼ tequ a dynamic equilibrium is reached as soon as the rigidity of the current sheet
compensates for the separative forces. The division into these phases is common for all
runs. Just the quantitative values for the time scales and the reconnection electric and
magnetic ﬁelds vary according to the individual parameter set. In Table 3.2 character-
istic quantities are listed for each individual run. These values are used below in the
detailed description of phases.
Onset phase
During onset phase the artiﬁcial disturbance in the magnetic ﬁeld seeds ﬁeld line merg-
ing at a ﬁxed location in the center of the simulation box. The onset time ton is the
typical time period until a single X-point region is established. The strength of the ini-
tial non-ideality is equal for all runs, its spatial extension scales with the sheet width.
Therefore, the onset time and the typical time periods of consecutive phases reﬂect the
inﬂuence of critical parameters and should be independent from the initialization in the
relative comparison of diﬀerent runs. Figs. 3.2(a) and (b), respectively show the initial
X-point in magnetic ﬁeld lines and inductive electric ﬁeld Ez. Reconnection is static and
centered in the (x, y)-plane, particle inﬂow starts from the background particle reservoir.
The line close to the initial Maxwellian in Fig. 3.3(a) corresponds to the single X-point
conﬁguration at t ∼ ton ∼ t1. Acceleration of particles by Ez gradually generates non-
thermal contributions.
Single X-point Phase
The runs 2D a,b,c reﬂect the inﬂuence of the sheet width w0 (Table 3.1) on the re-
connection rate in the quasi-static phase ton ≤ t ≤ tsep. For the special case of the pair
plasma the sheet width w0 is the demagnetization scale size, since no ion inertial length
is involved. The reconnection rate is constant for all three runs as indicated in the
inductive electric ﬁeld Eonz /(B0) ∼ 0.3 and reconnected current Bony w0/(B0 d0) ∼ 0.6.
This is in accordance with results obtained elsewhere for the electron dissipation region
in an electron-proton plasma X-point conﬁguration [Shay et al., 1999; 2001; Pritchett,
2001; Shay & Drake, 1998]. The particle inﬂow takes place perpendicular to the current
sheet [Fig. 3.4(c)]. Up to tsep the physics is comparable to the conﬁguration discussed
in Zenitani & Hoshino [2001]. After tsep the current sheet evolution becomes extremely
dynamic. The background particle reservoir is limited, and as a consequence the cur-
rent sheet as well as the inﬂow region around the initial X-point thin out in density
[Fig. 3.4(b)]. The system evades under the premise of optimum particle inﬂow, splitting
the inﬂow stream from transversal into an X-like shape [Fig. 3.4(d)]. The x-contiguity
of the current sheet is disrupted. Consequently the acceleration region (AR) connected
to the initial X-point divides as well, and recedes into ±x-direction, each part attached
Fig. 3.2: Contour plot of the magnetic vector potential Az (a) and the inductive elec-
tric ﬁeld Ez (b) in the (x, y)-plane for run 2D b after reconnection onset at
ton = 40. Ez constitutes a single contiguous quasi-static acceleration region
(AR).
to another current sheet end [Fig. 3.4(a)]. We deﬁne an AR as the region, in which
Ez exceeds the local Btot, assuring the accelerating force component dominates the de-
ﬂecting component in every Lorentz frame. In section 3.3.4 we show that the inductive
reconnection ﬁeld Ez is the predominant acceleration force. Hence, in the following we
use AR and regions with substantial Ez contributions synonymously. The separation
speed is progressive until at t = tequ a dynamic equilibrium stage is reached. During
tsep  t  tequ, the absolute value of the accelerating ﬁeld Ez increases dramatically by
one order of magnitude (Table 3.2). A signiﬁcant number of non-thermal particles is
generated. Particles traversing ARs connected to each sheet end form a “bump” on the
particle distribution function at high energies as indicated in Fig. 3.3. At tequ the sepa-
ration speed as well as Ez saturate. The reconnection rate in this dynamic equilibrium
is limited by the current sheet rigidity (= w0), since imported magnetic ﬂux via plasma
inﬂow competes with separation velocity. As both sheet ends retreat in ±x, the plasma
piles up in the transverse direction along the reconnected By-component. Each sheet
end evolves into T-like shape [Fig. 3.5(c)]. The AR extends many sheet widths in ±y.
The magnetic ﬁeld follows this shape, with the Bequy -components on both sides of the
transverse extension being oppositely aligned [Fig. 3.5(b)]. After tequ each of the T-
shaped conﬁgurations recedes with vequ towards the edges of the simulation plane. The
resulting electric ﬁeld Eequz = −vequ ×Bequy is also oppositely directed on each side of
the T-shaped sheet ends [Fig. 3.5(a)]. This highly dynamic late-time evolution is most
important for the particle acceleration process as seen in Fig. 3.3(a) for t = t2,3. AR
formation and time evolution of the particle distribution function (PDF) correspond
directly [Fig. 3.3(b)]: Dynamic −vequ ×By-contributions shift the high energy bump
101  γ
1
0
- 1
- 2
- 3
- 4
- 5
 lg f (γ) ( a ) 
( b ) 
1
10
 γ
- 1
 lg f (γ)
0
- 2
- 3
- 4
- 5
50
100
150
200
 t
intermediate bump
intermediate bump
high - energy bump
' wash out '
high energy bump
' wash out '
1
t t t t t
0 1 2 3 4
Fig. 3.3: Normalized PDFs f(γ)dγ for selected times t0,1,2,3,4 ωc0=0,45,85,105,205 (a)
and as time stack plot (b) of run 2D b for the complete simulation
box. Time points show non-thermal contributions in the quasi-static phase
(ton ≤ t1 ≤ tsep) and after current sheet separation (t2 ≥ tsep), intermedi-
ate bump formation (t3 ∼ tequ), and “wash out” of the high-energy bump
(tcoa  t4).
upwards, a new bump forms at intermediate energies, generated by particles traversing
one of the ARs surrounding each T-shaped current sheet end. Finally the high energy
bump is dispersed by particles receiving individual energy boosts from each of these
Fig. 3.4: Ez (a) and logarithmic particle density lg(n) (b) in the (x, y)-plane shortly
after tsep for run 2D b. The depletion of the background plasma in the inﬂow
region of the ﬁrst X-point can be clearly identiﬁed in (b). As a consequence
thereof, the current sheet (b) and the quasi-static AR (a) separate. Vector ﬁeld
plots show the bulk velocity within the (x, y) -plane for run 2D b immediately
before (c) and shortly after tsep (c). The particle inﬂow restructures from
transversal to the current sheet (c) into assuming an X-shape with each lateral
connected to the AR of the respective current sheet end.
ARs. This “wash out” eﬀect is charactistic for the ﬁnal phase, in which the T-shaped
sheet end transforms into an island, and the current sheet disrupts into several ﬁlaments.
Island Coalescence Phase
In the third and ﬁnal phase the current sheet breakes up into several X-points. The
magnetic ﬁeld reconﬁgures into a collisionless tearing conﬁguration [see the contours of
Az in Fig. 3.5(e)]. It is obvious from the complex structure of Ez in Fig. 3.5(f) that each
Fig. 3.5: Accelerating ﬁeld Ez (a), reconnected magnetic ﬁeld By (b) and logarithmic density lg(n)
(c) in the (x, y)-plane for run 2D b at tsep < tωc0 = 105 < tcoa. The plasma piles up in the
outﬂow direction and forms at each current sheet end into T-like shape (c). By starts to
line out plasmoid islands at each sheet end (b). The v ×B-motion of the island structure
results in oppositely directed AR zones embracing each island (a). Schematic view of the
ﬁeld topology within the (x, y)-plane for the island coalescence phase t > tcoa (d). Several
tearing islands evolve and coalesce due to the attraction of parallel jz current ﬁlaments.
Dynamic Ez contributions arise from the vequ ×B island motion. Direct correspondence
to simulated magnetic ﬁeld lines (e) and Ez (f) at tcoa  t (exemplaric from run 2D b at
tωc0 = 165). Particle energization (g) along the white line drawn in (f) shows the relation
between dynamic ARs and PDF bump structure for positrons (red) and electrons (black).
X-point forms a new set of ARs. Neighbouring islands start to coalesce at t = tcoa. This
coalescence is caused by the attraction of parallel current jz ﬁlaments and aﬀects the Ez
structure in a stochastic manner since, in the nonlinear regime, the X-points appear at
random positions.
Figs. 3.5(d) represents a schematic view of the ﬁeld conﬁguration. The magnitude of Ez is
constrained by the bulk velocities vB of the islands. The process of multiple acceleration
becomes increasingly more important with decreasing spatial separation of X-points and
hence with decreasing width of the current sheet. The ﬁnal particle distribution function
in Fig. 3.3(b) for t ∼ tﬁn = t4 reﬂects the contributions of several ARs in several bumpy
structures at various energies, “washed out” out due to particles traversing more than
one AR. Surprisingly, despite of the highly turbulent spatial and temporal appearance
of ARs, the PDF maintains a power-law shape !
Fig. 3.5(g) shows the Lorentz factor γ as function of x-position for particles located along
the center of the current sheet. Particles are depleted in the region where the current
sheet breaks up. Maximum energy gain occurs in the zones of high inductive electric
ﬁelds at each end of the separating sheet parts. These particles constitute the “washed
out” ﬁrst bump (Fig. 3.3). At other positions along the current sheet the energy gain is
less than in the ﬁrst X-point. It is suﬃcient, though, to generate an intermediate bump
on the smooth power-law tail. This new bump appears at a position in γ up to which
an individual new AR is capable to contribute.
Initial Plasma Parameter / Acceleration Eﬃciency Correspondence
The key initial parameters are current sheet width w0, Maxwellian temperature Ts, and
the ratio c/vA0. A set of ﬁve 2D simulations has been performed, in which for a subsam-
ple of two to three runs each just a single parameter is varied to allow direct comparison
(Table 3.1). Compared are time scales of the time scheme introduced in 3.3.4, reconnec-
tion rates in the quasi-static phase (Eonz ,B
on
y w0) and in the late-time evolution (E
equ
z )
(Table 3.2). According to Runs 2D a,b,c, onset times ton roughly scale linearly, whice
tsep, tequ, tcoa scale logarithmically with w0. In the quasi-static phase reconnection rates
are independent of sheet width, whereas sheet rigidity (=w0) determines the maximum
Eequz at late times. Broader sheets have less −vequ ×By-contributions due to slower
plasmoid coalescence. Ts speeds up the time evolution and makes the quasi-static phase
more violent, but is unimportant for Eequz at late times (Runs 2D a,d). Decisive for
the reconnection rates/acceleration eﬃciency at all times is c/vA0 (Runs 2D d,e). Max-
imum Eequz values are reached for c = vA0. The correspondence between reconnection
rates and particle acceleration eﬃciency is demonstrated in the PDF time evolution
of the respective simulations (Fig. 3.6). All spectra are power-law shaped and show a
high-energy spectral cut-oﬀ. Both, high-energy cut-oﬀ as well as spectral index s indi-
cate the acceleration eﬃciency. In the 2D reconnection conﬁguration the acceleration
potential is not ﬁnite along the separatrix. The energy gain ∆E2D=e∆φ2D ∼ e c tR Ez is
determined by the particle’s retention time tR within the AR. For the quasi-static recon-
nection conﬁguration established until t=tsep (situation studied in Zenitani & Hoshino
[2001]), tR is directly related to the AR geometry:Ez is independent of w0, the deﬂecting
Fig. 3.6: Comparison of f(γ)dγ for diﬀerent sheet widths (a) w0 = 1, 1.7, 2 (dot-
ted,solid,grey) at the end of the quasi-static (t  tsep) and dynamic phase.
Inﬂuence of Maxwellian temperature (b) for Ts = 64keV (2D d dotted) and
Ts = 102 keV (2D a solid), as well as the ratio of light to Alfve´n velocity (c)
c/vA0 =
√
2, 1 (dotted, solid) for initial and ﬁnal state. In (d) the PDF of run
2D e (black) is plotted for t0 = 0, t1 = 90ω−1c0 < tcoa and the ﬁnal state at
t3 = 165ω−1c0 . Up to t1 the ﬁrst X-point dominates and the PDF is compared
to the result published in Zenitani & Hoshino [2001].
force is ∝ 1/w0. In the quasi-static phase the AR location is ﬁxed in the (x, y)-plane,
the particle performs some fraction of a gyro-orbit in the (x, z)-plane. tR = w0/〈vescx 〉,
because 〈vescx 〉 ∝ cBy/Ez deﬁnes an average sidewards escape velocity from the AR.
Consequently, tR and ∆E2D are independent of sheet width, and the runs 2D a,b,c show
comparable non-thermal cut-oﬀs at t = tsep [Fig. 3.6(a)]. In the late-time evolution AR
geometry and location evolve dynamically. tR is usually prolonged, since 〈vesc〉 always
has a component parallel to the AR velocity vequ. The AR size in the (x, y)-plane is some
monotonic function of w0. On the contrary, the essential −vequ ×By-contributions to
Ez decrease with w0. Consequently, the run 2D b with intermediate sheet width shows
the best trade-oﬀ in the tR/Ez-competition and the highest ﬁnal energy cut-oﬀ at γ ∼ 30
in Fig. 3.6(a).
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Fig. 3.7: PDF comparison f(γ)dγ for the runs 2D d (grey) and 3D (black), which ac-
cord in initial parameters. X-zone selections extended in 0.39 ≤ x/Lx ≤ 0.61,
0.41 ≤ y/Ly ≤ 0.59, 0.24 ≤ z/Lz ≤ 0.82 at t3D ωc0 = 55 for the 3D case, for
the 2D cases in 0.47 ≤ x/Lx ≤ 0.54, 0.40 ≤ y/Ly ≤ 0.59 at t02D ωc0 = 35, and
0.37 ≤ x/Lx ≤ 0.63, 0.37 ≤ y/Ly ≤ 0.63 at t12D ωc0 = 90, respectively. t3D, t02D
correspond to tsep, t12D is the time compared with Zenitani & Hoshino [2001]
for the complete box in Fig. 3.6(d)
Fig. 3.6(b) illustrates the weak temperature dependence of the acceleration process.
Compared are runs with initial Ts = 64keV and 102 keV. Although the initial PDFs
diﬀer signiﬁcantly, the power-law cut-oﬀ of the ﬁnal PDFs appears at comparable en-
ergies.The number of plasmoid islands formed during tsep  t  tcoa increases with Ts.
The islands coalesce and the number of X-points is reﬂected in the number of newly
created secondary bumps. For the lower Ts in Fig. 3.6(b) three distinct bumps can be
identiﬁed. For higher Ts the number of secondary bumps is too large to be resolved
individually. More X-points that are less stable and less geometrically extended result
in a zero net eﬀect on the acceleration eﬃciency.
Fig. 3.6(c) ﬁnally shows that the acceleration eﬃciency in non-driven reconnection of
thin current layers is most eﬃciently tuned with c/vA0. For c = vA0 the spectral cut-oﬀ
appears at γ ∼ 38, with spectral index s ∼ −2.8. It is important to note, that the spec-
tral cut-oﬀ depends on the size of the simulation box. We have performed another run
with Lx × Ly = 816d0 × 102 d0, in which the spectral cut-oﬀ extends up to γ ∼ 70. In
such a case consecutive acceleration in several ARs becomes more important (see section
3.3.4). Another critical parameter is the fractional background density nbgd/n0. Accord-
ing to Fig. 3.4, the background plasma is rapidly depleted. Higher fractional background
density stabilizes the system and feeds the ﬁrst X-point with plasma. This prolongs the
quasi-static phase and pronounces the bump in the PDF at the high energy cut-oﬀ.
Throughout the simulations presented in this article nbgd/n0 = 0.95% to ensure a vio-
lent late-time evolution. For all the ﬁve runs, for the PDF of the complete simulation
box the ﬁnal spectral cut-oﬀ varies between 25 < γ < 38 and the spectral index between
−2.8 > s > −3.5.
Two results of the parametric study are especially remarkable: First, the energy spec-
trum remains power-law, regardless of the number of X-points contributing, and of the
lifetime / geometric extension of ARs - despite of the fact that w0, c/vA0,Ts dramati-
cally inﬂuence these characteristics in the late evolution. Second, remarkably ﬂat spectral
indices s ∼ −1 are obtained within the reconnection zone of the ﬁrst single X-point con-
ﬁguration for all runs (Fig. 3.7). The selection criterion for the spectrum is the time up
to which the AR of the ﬁrst single X-point evolves individually, i.e. essentially t ∼ tcoa.
In Fig. 3.7 the PDF appears divided into two steps and the ﬁnal bump, which is due
to geometrical eﬀects, because the shape and spatial extension of the AR vary rapidly
after tsep. Within an individual X-point as well as for the complete simulation box the
spectral index s does not show signiﬁcant parameter dependence, whereas the high en-
ergy cut-oﬀ does. In fact, s appears as a characteristic of the reconnection process of
thin current layers in the quasi-static as well as in the dynamic phase!
Characteristics of the 3D Conﬁguration
Finite size of 3D acceleration potential
Particle acceleration in magnetic reconnection is a real 3D problem, if the AR extension
∆zAR perpendicular to the (x, y)-simulation plane of the 2D conﬁguration limits tR. In
fact, t3DR = ∆zAR/c ≤ t2DR . Consequently, the ﬁnite 3D AR size determines the particle
acceleration in pair plasma reconnection of thin current sheets. Figs. 3.8(a)-(c) show that
the AR forming from the initialized X-point extends roughly ∆z/d0 ∼ 20, ∆y/d0 ∼ 10,
∆x/d0 ∼ 25, which limits the energy gain per AR encounter to ∆γ ∼ 30 (see section
3.3.4 for details on the acceleration mechanism). The AR separates into ±x-direction
analogous to the 2D case [Figs. 3.8(b),(c),(e)]. The system enters the dynamic phase
at t = tsep ∼ 50ω−1c0 slightly later than the respective 2D simulation 2D d. Again, the
reason is the rapid depletion of background plasma and particle inﬂow from ±x along
the Bx Harris lobe-ﬁeld.
Instabilities Eﬀective Parallel to the Diamagnetic Current
In 3D, instabilities are eﬀective in addition parallel to the diamagnetic Harris current.
For very thin sheets possible instability modes in a pair plasma are the relativistic
two-stream instability (RTSI), and the relativistic drift kink instability (RDKI), i.e. the
relativistic generalization of the DKI [Pritchett et al., 1996; Daughton, 1998]. Due to the
low fractional background density, contributions from the Kelvin-Helmholtz instability
are not expected. The parallel instability mode sets on very early at tωc0 ∼ 18, presum-
ably by the electrostatic, current-driven (=Buneman-type) RTSI, which strongly heats
up the plasma and serves as the trigger mechanism of the RDKI. The RTSI is unimpor-
tant at late times. In Fig. 3.8 the RDKI dominates: Within the (x, z)-plane, (d) shows the
crossings of the kinked current sheet, (b) the alternating zones of the Harris Bx shifted
in from opposite lobes, and (c) alternating zones of Ez/B0 = −0.3 and Ez/B0 = +0.1.
Characteristic “trapping” structures arise from the RDKI in (z, vz/c)-phasespace (f).
The extended thermal spread around the positron bulk drift in (f) indicates the strong
plasma heating. If the heating is suppressed by a magnetic guide component, character-
istic lepton phase space holes [Drake et al., 2003] should become visible. We note that
broader sheets are not anymore unstable with respect to the RTSI. If the non-linear evo-
lution of the current sheet is not electrostatically triggered by the RTSI, the evolution
of the RDKI mode appears to be strongly inhibited in time, though the ﬁnal state is
comparable [Zenitani & Hoshino, 2003]. Concluding, we observe instabilities within the
(x, z)-plane eﬀective both parallel to the initial Harris current as well as perpendicular.
As a consequence, current sheet instabilities are also a real 3D problem.
3D Consequences on the Particle Acceleration Eﬃciency
In the present article we treat current sheet instabilities solely with respect to particle
acceleration eﬃciency. A comparison of the 2D and 3D PDFs between runs with compa-
rable parameter set (Fig. 3.7) provides two important insights : First, instabilities driven
by the Harris current signiﬁcantly contribute to particle acceleration. The 3D PDF for
the complete simulation box contains about two times more non-thermal particles than
the 2D pendant in which the RDKI is suppressed. Second, within the initialized X-zone
2D and 3D PDFs are comparable. Consequently, the importance of v ×B-contributions
in the dynamic phase eﬀective within the (x, y)-plane as discussed in 2D is valid also
in the 3D case. The consequences for the acceleration mechanism are discussed in the
following section.
Detailed Analysis of the Acceleration Mechanism
In every 2D run a representative sample of 8192 particle trajectories was analyzed and
correlated with the ﬁeld data at every time step. We identiﬁed three classes of accelera-
tion scenarios : In Class 1 particles traverse only a single AR and are accelerated within
a single step. In Class 2 particles experience consecutive energy boosts in both ARs sur-
rounding an evolving plasmoid island. Finally, Class 3 contains all particles accelerated
in ARs of several X-points. Two general remarks hold for all classes : First, particle
energization is most eﬃcient during the highly dynamic late-time phase (tsep  t) of
reconnection. Second, Ez is the solely accelerating, By the predominant deﬂecting com-
ponent acting on the particle trajectory.
Class 1 is illustrated in Fig. 3.10 (dotted lines). The time mark introduced at t0 ωc0 = 85
corresponds to the Ez,By contours in Figs. 3.9(a),(b), on which the particle trajectory
for 0 < t ≤ t0 is superimposed. At early times one sees the cyclic (py,pz) gyro-motion
Fig. 3.8: 3D data shortly after the start of the dynamic phase tsep  tωc0 ∼ 55. Con-
tours in (x, y) of the AR size lg (Ez/Btot) (a), in (x, z) of Bx/B0 (b), in (x, z)
of Ez/B0 (c), in (y, z) of Ez/B0 (d), in (x, z) of lg (n/n0), and in (z, vc/c) of
the positron phasespace density (e). All spatial contour planes include the
simulation box center. Spatial selection in (x, z) for the phase space plot (f)
are the black lines indicated in (c) and the sheet width in y.
in the initial Harris Bx-ﬁeld and its projection onto the (px,pz)-plane [straight line
in Fig. 3.10(d)]. The particle is drawn with the inﬂowing plasma into the reconnection
region. Signiﬁcant growth of relativistic energy [Fig. 3.10(c)] is coincident with the par-
ticle’s entrance into the stationary AR of the quasi-static reconnection phase. From this
point on the trajectory is determined by By and Ez. The temporal behaviour of Ez,By
[Fig. 3.10(a),(b)] is paradigmatic for Class 1 positrons (for Class 1 electrons just the sign
is reversed): The positron enters the reconnection region where Ez accelerates it in −z-
direction, thereby gaining −pz-momentum. The initial gyro-motion in the (py,pz)-plane
is progressively transferred into a (px,pz)-motion as long as By deﬂects the particle out
of the AR. vesc ∼ px/γ is the particle’s AR escape velocity. At t ≥ tsep ∼ 60ω−1c0 recon-
nection enters the dynamic phase. The maxima in the accelerating electric ﬁeld recede
with the current sheet ends towards ±x-direction. The AR moves with vequ out of the
particle’s trajectory. This is the reason for the Ez,By values to saturate at tωc0 ∼ 60.
But vesc always has signiﬁcant parallel components to vequ. During this stage vequ is
some fraction of vA0. The positron velocity is close to c. It is progressively deﬂected into
−x and, with its higher velocity, runs out the receding center of the AR until it reenters
the zone of maximum Ez [Fig. 3.9(a),(b)]. In addition, Ez increases signiﬁcantly during
this dynamic phase. The deﬂection continues until all the particle momentum is con-
verted into −x-direction and the positron moves faster than the AR. The acceleration
process stops when the particle has crossed the entire AR. The particle performs just
half an extended gyro orbit in the reconnected ﬁeld By during acceleration [Fig. 3.10(d)].
During the acceleration step the particle advances about ∆z ∼ 70 d0. The total energy
gain is ∼ 45 times the rest mass, 65% of the energy gain takes place in the dynamic
late-time evolution. Concluding, there are two reasons for the increased acceleration ef-
ﬁciency : First, the relativistic mass gain inhibits the deﬂection out of the quasi-static
AR (v˙esc ∝ 1/γ) [Zenitani & Hoshino, 2001]. Second, in the dynamic phase, vesc has
always signiﬁcant parallel components to the AR motion vequ, so that particles can co-
move with AR dynamics.
Within Class 2, particles are grouped which traverse ARs that surround an evolving
plasmoid island. An exemplaric case is illustrated in Figs. 3.9(c)-(f) and Fig. 3.10 (grey
line). The initial position of the particle is located further away from the current sheet.
It passes the ﬁrst AR when the system is already in its dynamic phase tsep  t1 and
the eﬀect of the deﬂecting ﬁeld By is already signiﬁcant [Figs. 3.9(c),(d)]. The particle
receives a ﬁrst velocity boost, is deﬂected from −z into +x, and closes in towards the
second AR. In the second AR both accelerating and deﬂecting ﬁeld quantities change
sign. Around t2 the positron is accelerated into +z and afterwards is again deﬂected
into +x [Figs. 3.9(e),(f)]. In the second acceleration step the particle gains an amount
in energy that is comparable to the ﬁrst AR encounter [Fig. 3.10(c)], both acceleration
steps take place in the late-time conﬁguration.
Class 3 particles are found only for current sheets with w0 = 1.0 for the simulation box
sizes at hand. X-point separations are related to w0,Ts, and c/vA0. For thin sheets and
high c/vA0,Ts the typical separation distance decreases. Exemplaric ﬁeld and energy
time dependence for a Class 3 particle that consecutively traverses two X-points are
displayed in Fig. 3.10 (black line). The selected positron is eﬀectively deﬂected into −x
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Fig. 3.9: Contours of accelerating Ez (left column) and deﬂecting ﬁeld By (right col-
umn) for run 2D a. (a),(b) show a Class 1 positron comoving with the dy-
namic AR at t0 ωc0 = 85. X-point position during the quasi-static phase has
been xqs = 204, yqs = 25.5. A Class 2 positron during the ﬁrst acceleration
step at tωc0 = 80 is illustrated in (c),(d), and during reentry into the second
AR around the same plasmoid island at tωc0 = 120 in (e),(f).
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Fig. 3.10: Time evolution of Ez (a),By (b), γ (c) along exemplaric particle trajectories
for Class 1 (dotted), Class 2 (grey), Class 3 (solid) scenario. Time mark
t0 ω = 80 corresponds to ﬁeld contours in Figs. 3.9(a),(b), t1,2 ωc0 = 80, 120
to Figs. 3.9(c)-(f). (d) is the Class 1 trajectory in the (px,pz)-phase space
plane. The gyro radius rL is extended by relativistic mass gain rL ∝ γ, the
particle advances ∼ 70 d0 in −z and comoves with the dynamic AR!
in the ﬁrst X-point. It manages to outrun the recessing second X-point and experiences
a signiﬁcant second energy boost. The number of consecutive acceleration steps is pri-
marily restricted by the spatial extension of the simulation box.
There is one pitfall for 2D reconnection acceleration scenarios: As shown in 3.3.4, in the
3D conﬁguration the AR has a ﬁnite extension of ∆z ∼ 20 d0 at t ∼ tsep. The z-contiguity
of the AR in later stages is an even more problematic issue due to the instabilities eﬀec-
tive in the transverse direction. The ﬁnite potential diﬀerence is ∆φ3D ∼ 15 MV, which
corresponds to an energy gain ∆γ ∼ 30 for electrons. The only possibility to acchieve
a higher energy gain is the consecutive acceleration in several ARs. Consequently, the
most energetic Class 1 particles are an artefact of the 2D simulation conﬁguration. Only
Class 2 and Class 3 acceleration processes are possible in a real 3D scenario with ﬁnite
acceleration potential ! Class 2 and Class 3 processes are not present in a quasi-static
reconnection conﬁguration, but take place in the highly dynamic late-time phases.
3.3.5 Discussion
Particle Acceleration in Electron-Proton Plasma Reconnection
For the comparison of particle energization eﬃciency in lepton and electron-proton plas-
mas we discuss three essential points of the acceleration process: The ratio c/vA0, the
acceleration mechanism, and the size/lifetime of ARs.
c/vA0 determines the inductive electric ﬁeld in the quasi-static Eonz as well as in the dy-
namic phase Eequz . In PIC reconnection simulations of electron-proton plasma Ez/B0 ∼
0.012 for c/vA0 = 20 is obtained [Pritchett, 2001], so (Ez/B0)(c/vA0) is comparable to
the results for (Eonz /B0)(c/vA0) presented in this article (Table 3.2). In the dynamic
phase vequ is comparable to vA0. Consequently, signiﬁcant v×B-contributions arise
only in case c ∼ vA0, which requires an extremely low-density and, hence, presumably
sub-equipartitioned electron-proton plasma with magnetic guide ﬁeld component.
The acceleration mechanism is inevitably connected via the inductive ﬁeld to the mech-
anism of fast magnetic reconnection (FMR), which proceeds on electron inertial scales.
In the electron-proton case, mass asymmetry introduces two inertial scales. Conven-
tional Sweet-Parker/Petschek reconnection [Parker, 1957; Sweet, 1958; Petschek, 1964]
proceeds on ion scales, and provides the framework with respect to ﬂow conditions for
FMR on the electron demagnetization scale. The diﬀerence between ion and electron
dynamics in the diﬀusion region gives rise to (x, y)-plane Hall currents which produce
an out-of-plane quadrupolar Bz ﬁeld [Sonnerup, 1979; Terasawa, 1983]. The importance
of the Hall term for FMR rates has been studied in the GEM reconnection challenge
(see [Birn et al., 2001] and references therein). It cannot be important for FMR in pair
plasmas, because Hall contributions are absent. Nevertheless for the quasi-static phase in
pair plasma reconnection, FMR rates are independent from the scale size of electron de-
magnetization. This statement is essential in the electron-proton case and there is associ-
ated with the inverse phase velocity/wavelength characteristic of whistler/kinetic Alfve´n
(KA) waves [Rogers et al., 2001; Drake, 2001], and hence, ion inertia ultimately limits
the FRM rate [Shay & Drake, 1998]. Whistler/KA dynamics break down in the face
of absent Hall term and negligible background plasma [Pritchett, 2001]. Consequently,
the observed pair plasma FMR rates correspond to rather vacuum type reconnection,
which is only limited by electron inertia in the quasi-static phase (w0 independent) and
current sheet rigidity (w0 dependent) in the dynamic phase. The presented pair plasma
PIC simulations cannot answer the question, whether the observed FMR rates are in-
dependent from mechanisms that break the frozen-in condition, as is the case for an
electron-proton plasma [Shay et al., 2001; Pritchett, 2001; Hesse & Kuznetsova, 2001].
This breaking might happen in the innermost inertial scale region d0.
Finally, the size of the AR determines the acceleration time tR, i.e. the energy gain in
a single acceleration step. FMR regions in electron-proton plasma presumably extend
about one electron inertial length d0 [Hoshino et al., 2001] in width, whereas the AR in
the quasi-static phase of the 3D simulation [Fig. 3.8(a)] is already ∼ 10 d0 wide. With
respect to the late-time evolution AR lifetimes are an issue. Ion inertia certainly will
damp dynamic Ez-contributions, but stabilize ARs. However, even 2D PIC simulations
on ion inertial length and time scales of the extend presented here for electron dynamic
scales are beyond the power of contemporary high performance computing.
Comparison with Previous Results on 2D Scenarios
In Zenitani & Hoshino [2001] the system diﬀers from the 2D conﬁgurations presented
here : The simulation is 2D with overall periodic boundaries, therefore two antiparallel
Harris sheets are neighboured in the simulation plane. Initial parameters are compara-
ble, though the system size for each current sheet is less. The system is initialized in a
way that reconnection X- and O-points alternate, which signiﬁcantly increases current
sheet stability and plasma inﬂow into the X-point. As a consequence, the quasi-static
reconnection phase is pronounced, and in combination with the smaller total system
extension the simulation ends before entering the highly dynamic late-time phases. The
ﬁnal PDF obtained in Zenitani & Hoshino [2001] is consistent with the results of run
2D e at tωc0 = 90 [Fig. 3.6(d)]. At this time 2D e is already in the dynamic phase.
Apparently, particle acceleration in the static AR yields comparable net eﬀects on the
PDF as acceleration in the dynamic AR associated with a single plasmoid (Class 1+2).
Both scenarios result in a high-energy bump structure before the cut-oﬀ, which is pro-
nounced for a dominant quasi-static phase. Multiple accelerations associated with ARs
of several X-points (Class 3) - which is the case in turbulent plasma with a stochastic
distributions of current sheet ﬁlaments - smoothes the power-law tail in the PDF at late
times (Fig. 3.6).
Concluding Remarks on Particle Acceleration in FMR
We have presented eﬃcient particle acceleration in self-consistent PIC simulations of fast
magnetic reconnection in relativistic pair plasma. Deviating from Zenitani & Hoshino
[2001], we stress the highly dynamic late-time evolution of the current sheet, and in ad-
dition have studied the eﬀect of the ﬁnite AR potential in a real 3D conﬁguration, as well
as the inﬂuence of current sheet instabilities eﬀective perpendicular to the 2D simulation
plane. The late-time evolution is of distinguished importance for particle acceleration,
because single thin sheets in low-density background plasma exhibit rapid reconnection
onset in several X-points, and dynamic v ×B-contributions are dominant for a colli-
sionless pair plasma in which c ∼ vA0 is always valid. In a parametric study of ﬁve 2D
PIC simulations, a general time scheme has been observed, constituted by reconnection
onset, dominant single X-point phase, and, ﬁnally coalescence of tearing islands. Within
the single X-point phase the system evolves at t = tsep from a quasi-static AR struc-
ture into a highly variable, dynamic AR conﬁguration, in which v ×B-contributions
dominate. The parametric study showed that the high-energy cut-oﬀ is most eﬃciently
tuned with c/vA0, at late times furthermore by w0. Most remarkable: The spectral index
of the PDF power-law tails s ∼ −3 (within a single X-zone s ∼ −1), is independent of
both parameter- as well as acceleration-scenario (quasi-static/dynamic ARs). The spec-
tral index appears as characteristic of the reconnection process, preserved in the highly
dynamic late-time evolution! Contributions from several ARs at late times even smooth
the PDF power-law shape up to the high-energy cut-oﬀ (”wash-out” eﬀect). A detailed
analysis of the acceleration mechanism showed that, for a quasi-static AR, typical par-
ticle escape times are prolonged by relativistic mass gain (vesc ∝ 1/γ) (consistent with
the argumentation in Zenitani & Hoshino [2001]), but decisive in the dynamic phase
is that the particle deﬂection is parallel and comparable c ∼ vequ to AR motion. As a
consequence, particles essentially perform some fraction of a gyro-orbit in a single accel-
eration step, which explains the preservation of the power-law shape. Three insights are
obtained from the 3D conﬁguration: First, due to plasma dynamics within the (x, y)-
plane, the potential of a single AR is ﬁnite in 3D, i.e. ∆Φ3D ∼ 30MeV. Therefore most
energetic Class 1 particles (from quasi-static as well as dynamic ARs) are an artefact of
the 2D conﬁguration. Only multiple acceleration scenarios (Class 2 and 3) are valid in
3D. Second, in 3D a RTSI/RDKI-type instability disrupts the current sheet contiguity
in the (x, z)-plane. Consecutive particle acceleration is observed in the arising segments
of parallel Ez [Zenitani & Hoshino, 2003]. Third, if an initial perturbation (for instance
plasma inﬂow perpendicular to the current sheet) is applied, particle acceleration is
dominant in the contiguous AR zone. We ﬁnally note, that the RTSI/RDKI-type insta-
bility for thin 3D current layers should be important also with respect to reconnection
onset. Furthermore, since the plasma inﬂow is of extreme importance for the AR life-
time/contiguity, we therefore expect signiﬁcant changes in the acceleration eﬃciency if
driven reconnection conﬁgurations are considered [Horiuchi & Sato, 1994; 1997].
3.4 Synchrotron Signatures of the Self-Consistent Model
The following section is published as
‘Relativistic Kinetic Reconnection as the Possible Source Mechanism
for High Variability and Flat Spectra in Extragalactic Radio Sources’
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The Astrophysical Journal, 605, L09-L12, 2004
3.4.1 Abstract
We present the ﬁrst synchrotron power spectra of a self-consistent kinetic reconnection
scenario in the highly relativistic regime of a pair plasma. A fully electromagnetic rela-
tivistic Particle-In-Cell code is used to study the late-time evolution of kinetic magnetic
reconnection at high resolution with a total ensemble of more than 108 particles. We
show (i) the importance of the extremely dynamic late-time evolution of the recon-
nection region for the generation of non-thermal particles, (ii) the eﬃcient synchrotron
emission by the accelerated fraction of particles, and (iii) the application of the simula-
tion results to pair-dominated AGN core regions - the presumable origin of ’light‘ jets.
We conclude that collisionless kinetic reconnection in the relativistic regime is capable
to explain the enormous power output of P ∼ 1047 erg s−1 in certain luminous intra-day
variable quasars and the extremely hard observed radio spectra of Flat Spectrum Radio
Quasars.
3.4.2 Introduction
Extragalactic radio sources like active galactic nuclei (AGN) exhibit various observa-
tional features that are a challenge for the theoretical understanding of the underlying
microphysics (see Urri & Padovani [1995] for a recent review on radio-loud AGN). The
extreme intra-day variability of certain luminous quasars [Wagner, 1998; Quirrenbach et
al., 1992; Kellermann & Pauliny-Toth, 1981] places tight limits on the time and length
scales of the emission process. High luminosities with energy dissipation of up to 1051 erg
[Reeves et al., 2002; Protheroe, 2003] and remarkably hard spectra with spectral index
s > −0.5 in certain Flat Spectrum Radio Quasars (FSRQs) [Tera¨sranta et al., 2001]
need to be powered by a violent process. A promising source mechanism is magnetic
reconnection as a fundamental plasma process that dissipates magnetic energy and eﬃ-
ciently generates non-thermal particles [Di Matteo, 1998; Birk et al., 2001]. Collisionless
reconnection in electron-ion plasma is suggested by observations from the earth’s mag-
netotail [Nagai et al., 1998] and has been extensively studied in kinetic simulations
[Drake, 2001; Pritchett, 2001]. These simulations revealed that collisionless reconnec-
tion proceeds ’fast‘ on electron inertial length scales, i.e. the reconnection outﬂow takes
place at speeds comparable to the Alfve´n velocity vout ∼ vA. Since in a pair plasma
kinetic reconnection eﬃciency is not limited by ion inertia, we furtheron use the term
fast magnetic reconnection (FMR). In this Letter, we address the synchrotron power
spectra generated within the late-time evolution of FMR in a relativistic pair plasma.
There is convincing observational evidence for the existence of pair dominated ’light‘
jets [Wardle et al., 1998; Hirotani et al., 2000; Lobanov & Zensus, 2001]. Internal jet
conditions do not allow for signiﬁcant pair production, hence these ’light‘ jets probe the
plasma conditions in certain AGN core regions. Zenitani & Hoshino [2001] ﬁrst inves-
tigated the generation of non-thermal particles in FMR in the relativistic regime of a
pair plasma in a 2D Particle-In-Cell (PIC) simulation. The simulations presented here
are entirely self-consistent using a fully electromagnetic relativistic PIC code [Zeiler et
al., 2002]. Their results are applied to environment parameters expectable for certain
AGN core regions. We discuss the total synchrotron power output, spectral features
within the reconnection X-zone especially with respect to the observed extremely ﬂat
radio spectra, and pitch angle distributions. We conclude that FMR in the relativistic
regime is a promising mechanism to explain the extremely energetic processes underly-
ing the fundamental plasma physics of ’light‘-jet-dominated extragalactic radio sources
as an alternative scenario to conventional shock-in-jet intrinsic models [Marscher, Gear
& Travis, 1992].
3.4.3 Simulation Model
The pair plasma reconnection conﬁguration is studied in 212D with a massively paral-
lelized PIC code (see Birdsall & Langdon [2000] for details on the PIC model) for a total
number of 1.5 · 108 particles. A 1D Harris conﬁguration [Harris, 1962] is initialized in the
magnetic ﬁeld B(y) = B0 tanh[(y − Ly/2)/w0] and density n = n0 sech2[(y − Ly/2)/w0].
B0 is the asymptotic magnetic ﬁeld far away from the current sheet, and n0 the cur-
rent sheet density without background contributions. The Harris sheet width is set
to w0 = 1.85 d0. The simulation is performed in the xy-plane with total system size
Lx × Ly = 816d0 × 102 d0. Length scales are normalized to the electron inertial length
d0 = c/ωp0, with the plasma frequency ωp0 = (4πn0e2/m)1/2. Time steps are given in
units of the inverse electron gyro-frequency ω−1c0 = mc/eB0. The index ’0‘ indicates quan-
tities evaluated at reference conditions B0 and n0. Dimensional values are calculated in
section 3.4.4 for B0,n0 of a typical astrophysical source environment. A fractional back-
ground of 0.77% n0 is added homogeneously over the entire simulation box. A high
resolution grid mesh with nx × ny = 4096 × 512 grid points is applied. n0 corresponds
to 1168 pairs per grid cell. Initially, particles are inserted in phase space according to an
isotropic relativistic Maxwell-Juettner distribution f(p) ∝ p2exp[γ(p)mc2/kT0], where p
is the particle momentum, c the speed of light, γ relativistic energy, m particle rest
mass and kT0 = 100 keV the initial thermal energy. The Alfve´n velocity vA is compara-
ble to c. The Debye length is resolved better than three times. The total energy E is
conserved within ∆E/E(t = 0) ∼ 10−4 over the total simulation time of ttot ωc0 = 280.
Boundary conditions are periodic in x and z, the simulation is 3D in momentum space.
The y-boundary is open for particles and ﬁelds [Birdsall & Langdon, 2000]. The system
conﬁguration is similar to Zenitani & Hoshino [2001], with three important modiﬁca-
tions. First, the system size is prolonged by a factor of four in x- and by a factor of
two in y-direction. This extends the total simulated time by more than a factor of three
and allows to study the late-time evolution [Jaroschek et al., 2004] of the thin cur-
rent sheet. Besides the initial reconnection X-point, several secondary X-points evolve.
Particles are consecutively accelerated in various X-points, a phenomenon not observed
by Zenitani & Hoshino [2001]. Second, the non-periodicity of the boundary condition
in y allows to consider a single Harris sheet conﬁguration, and hence to exclude the
stabilizing eﬀect of a neighbouring current sheet. This causes a much more violent,
highly nonlinear late-time evolution of the system. Third, an initial particle drift to-
wards the centered X-point is pronounced, since the large y-extension of the system
serves as a background particle reservoir, optimizing the eﬃciency of the particle ac-
celeration mechanism, since reconnection rates are essentially limited by the inﬂow of
magnetic-ﬂux carrying particles. Particle and ﬁeld data at any given time step are used
to calculate the synchrotron emission of the system. Contributions to the particle dy-
namics from radiative electric ﬁelds with frequencies beyond the grid mesh resolution
are not an issue with respect to simulation self-consistency, since the typical synchrotron
cooling time tsc ωc0 = 1012/γ(B0/1000G)2sin2α exceeds the total simulation time by a
factor of tsc/ttot ∼ 108. γ denotes the accelerated particles’ relativistic energy and α the
pitch angle.
3.4.4 Numerical Results and Physical Picture
Non-thermal Particle Generation in the Late-time Evolution
Decisive for the eﬃciency of non-thermal particle generation is the reconnection rate, i.e.
the inductive electric ﬁeld Ez, and the time a particle remains within the X-zone [Zeni-
tani & Hoshino, 2001]. Figure 3.11 shows the accelerating Ez component and magnetic
ﬁeld line conﬁguration for the late-time evolution at tωc0 = 220. The initial X-point
is centered in the xy-plane. Several secondary X-points have evolved along the current
sheet. In this extremely dynamic late stage, the current sheet ﬁlaments separated by
the X-points tend to merge in ±x-direction, thereby generating additional accelerating
Ez-ﬁelds via −vx ×By [Jaroschek et al., 2004]. vx is the merging speed of an individ-
ual current sheet ﬁlament and By the locally reconnected magnetic ﬁeld strength. The
dynamic contributions in the late-time evolution of the system superpose resonantly to
|Emaxz /B0| = 1.5, compared to |Emaxz /B0| = 0.33 obtained by Zenitani & Hoshino [2001].
High Ez-ﬁelds around X-points in close proximity make multiple acceleration in con-
secutive steps work eﬃciently [Jaroschek et al., 2004]. The generation of non-thermal
particles after reconnection onset is shown in the time evolution (Figure 3.12a) of the
normalized distribution function f(γ)dγ. Non-thermal contributions coincide with the
formation of the initial X-point at tωc0 = 60. Zenitani & Hoshino [2001] found a power-
law tail with high-energy cut-oﬀ at γ ∼ 27. In Figure 3.12a, f(γ)dγ reaches up to γ ∼ 68
during the late-time evolution. The cut-oﬀ energy ﬁnally is decisive for the total syn-
chrotron power output as well as the cut-oﬀ frequency of the emission spectrum. Though
the system is highly dynamic and the geometry of individual X-zones is more compli-
cated, f(γ) dγ still exhibits a power-law shape.
Fig. 3.11: Composite plot of the acceleration electric ﬁeld Ez (meshed surface) and
the magnetic ﬁeld line contours in the xy-simulation plane at tωc0 = 220.
The ﬁrst reconnection X-point is in the center, several primary X-points
evolve along the thin current sheet. Reconnection is responsible for −Ez
components. Superposed in the late time stages are signiﬁcant −vx ×By
contributions that result from the merging of current sheet ﬁlaments.
Synchrotron Emission
The time evolution of the total synchrotron power spectrum is shown in Figure 3.12b.
Comparison with non-thermal particle generation in Figure 3.12a at tωc0 = 60 shows
that reconnection onset and signiﬁcant synchrotron power output dramatically coincide
in time. From reconnection onset to the late evolution of the system the integrated to-
tal synchrotron power increases by a factor of 4.4 · 104. Thereby the cut-oﬀ frequency
shifts by 2.5 powers of ten. Synchrotron pitch angles are dominated by particles moving
perpendicular to the ambient ﬁeld (Figure 3.13). For tωc0 < 60, pitch angles are ex-
pected to be isotropic, but only initial thermal particles with ωcut > 10−8 ωcut,ﬁn of the
ﬁnal spectral cut-oﬀ ωcut,ﬁn can contribute. At intermediate times contributions from
those particles appear which move just slightly oblique to B. Certain luminous radio
sources exhibit extreme intra-day variability, i.e. the radiative ﬂux doubles within a
time window of tvar  105 s. This restricts the spatial extension of the emission region
to R < 1016 cm. Total bolometric luminosities of Ptot ∼ 1047 erg s−1 are measured. The
total dissipated energy during such ﬂaring events integrates up to Etot = 1051 erg. Ptot
requires a 109 M black hole accreting M˙ ∼ 4.5M/yr at maximum Kerr eﬃciency close
to the Eddington limit. Since we study pair-plasma reconnection, the results apply to
Fig. 3.12: Double logarithmic stack plots of the normalized particle distribution f(γ) as
function of relativistic energy γ (a), and total spectral synchrotron power out-
put P(x) as function of the dimensionless parameter x = ω/ωc0 (b). Simula-
tion time is on the third axis. Reconnection onset at tωc0 = 60 coincides with
the generation of non-thermal particles and signiﬁcant synchrotron emission.
Remarkable is the stability of the power-law tail in (a) even in the highly
dynamical late-time evolution of the system up to the cut-oﬀ at γ ∼ 68. In
(b) the cut-oﬀ frequency shifts by 2.5 powers of ten, the frequency integrated
synchrotron power increases by a factor of 4.4 · 104.
pair-dominated AGN core regions, which presumably serve as the ’heads‘ of ’light‘ jets.
Plasma theoretical arguments yield jet ’head‘ densities n0 = M˙/π Rmvjet ∼ 1010 cm−3
[Lesch, Appl, & Camenzind, 1989] for jet velocities vjet ∼ c [Lobanov & Zensus, 2001].
The magnetic conﬁnement of AGN coronal regions has been discussed by Rees [1987], es-
timating the magnetic ﬁeld strength to B0 ∼ 0.4 f1/2 (Ptot/1046erg s−1)1/2(R/1018cm)−1
∼ 1000G. f ∼ 1 is the fractional energy emitted by the central compact object as
Poynting ﬂux. The characteristic synchrotron cooling time tsc is shorter than the dy-
namic time scales of the emission region. So a low-beta plasma is expected with plasma
β = B2/8πn0kT0 ≈ 0.1− 0.01. A typical temperature T0 ∼ 109 K is the consequence.
Recent X-ray [Reeves et al., 2002] and radio [Protheroe, 2003] data conﬁrm the sub-
equipartition argument as well as the values for n0 and T0. Under isotropic conditions the
emission ratio of synchrotron (S) to inverse Compton (IC) power PS/PIC = uB/uph in the
Thomson limit is determined by the ratio of magnetic uB to photon uph energy densities.
Source luminosities Ptot ∼ 1047 erg s−1 imply uph ∼ 103 erg cm−3 for isotropic emission
out of core regions extending R ∼ 1016 cm. Consequently, for sub-equipartitioned coro-
nal plasma synchrotron emission 102−3  PS/PIC dominates in the radio-optical regime.
The corresponding time and length scales are t0 = ω−1c0 = 5.6 · 10−11(B0/1000G)−1 s
and d0 = 1.1(T0/100 keV)(B0/1000G)−1(β/0.1)−1/2 cm, respectively. To relate the syn-
Fig. 3.13: Time evolution of the pitch angle distribution f(cosα) starting with recon-
nection onset at tωc0 = 60. Perpendicular pitch angles dominate over all
times. During an intermediate time phase the ﬁrst X-zone dominates and
violent particle inﬂow at slightly oblique angles to the newly reconnected By
component gives contributions at very small and very large pitch angles.
chrotron power output of the microphysical plasma process with the synchrotron emis-
sion rate of a quasar, a stochastic distribution of reconnection zones over the entire coro-
nal source region is assumed. Synchrotron self-absorption (SSA) and subsequent plasma
’thermalization‘ eﬀects [Ghisellini, Haardt & Svensson, 1998] are neglegted. The dimen-
sional scale height of the spectral synchrotron power is P0 = 2.5 · 1027(R/1016 d0)3(µ/105)
erg s−1 Hz−1. Spatial coherence limits of the emission region are constrained by tvar, the
further observational fact of constant radiative ﬂux within a minimum time frame of
tmin ∼ 1 ks places a condition on the temporal coherence of the emission event, ac-
counted for in the event multiplicity µ. For the parameters at hand, an individial re-
Fig. 3.14: Total spectral synchrotron power output P(ω) as function of frequency ω
for typical environment parameters of a luminous extragalactic radio source.
P(ω) for the complete simulation box at tωc0 = 220 is represented by the
solid black line (upper frequency axis). The dotted asymptote of the power-
law tail exhibits a spectral index s = −1.36, the spectral cut-oﬀ reaches up
into the optical. For the broken black line, spectral emission P(ω) is spa-
tially restricted to the ﬁrst X-zone at tωc0 = 135. P(ω) is magniﬁed by a
factor of 102 to ﬁt into the ordinate range. The spectrum is extremely ﬂat
with s = −0.17 in the frequency range 1GHz < ν < 100GHz. The emitted
synchrotron emission (black solid line) is highly polarized, with spectral po-
larization Π(ω) > 75% for ω > 10THz (grey line, right axis).
connection event takes place within ttot ∼ 10−8−7 s, which allows for a superposed cas-
cade of ∼ 105 events within 1 ks. This implies the very conservative assumption that
the process, restoring the magnetic energy in the accretion disc corona, is 105 times
slower than the respective dissipation process. In cooler environments (T0 ∼ 10 keV)
and higher magnetic ﬁelds the reconnection event gets even more conﬁned, and the
radiation output is even more violent. The typical synchrotron cooling time for such a
source is tsc = 102/γ0(B0/1000G)2 ∼ 0.1− 10 s. Hence, ttot  tsc  tvar assures the self-
consistency of the simulation. According to the pitch angle distributions (Figure 3.13)
perpendicular emission dominates, i.e. is at maximum eﬃciency. Figure 3.14 shows
the late time total synchrotron power spectrum at tωc0 = 220. With B0 = 1000G,
T0 = 100 keV, β = 0.1, the spectrum exhibits a power-law with spectral index s = −1.4
well up to the cut-oﬀ frequency at ωcut ∼ 1015 Hz. The frequency-integrated total power
output is Ptot = 3.5 · 1046 erg s−1. If we restrict the source region to an individual
X-point, extremely hard spectra result with s = −0.17 up to the cut-oﬀ frequency at
νcut ∼ 100GHz. This intense synchrotron emission provides a plasma-theoretical foun-
dation for recently observed extremely hard spectra from ﬂat-spectrum radio sources
with s > −0.5 in the frequency band 1.4 < ν < 4.85GHz by Tera¨sranta et al. [2001].
We note that the hard radio spectra are independent of the time variability argument
and hence are not restricted to AGN core regions. P0 and νcut will vary according to
B0,n0 present for instance in the jet, whereas the power-law index remains invariant.
Lobanov & Zensus [2001] identiﬁed a complex magnetic ﬁeld structure in the jet, suggest-
ing that magnetic reconnection is present. The synchrotron emission is highly polarized
with polarization degree Π(ω) > 75% beyond ω ∼ 10THz. We note that this is the the-
oretical polarization for an individual reconnection zone, and the polarization degree
decreases for a stochastic distribution of reconnection regions. Nevertheless these results
can in principle explain observed polarization degrees Π(ω = 3.67GHz) = 60− 70% in
jet components of BL Lac objects as well as Π(ω = 3.67GHz) = 2− 9% [Gabuzda &
Cawthorne, 2000] in the respective core regions.
3.4.5 Summary and Conclusions
We calculated synchrotron emission spectra from self-consistent PIC simulations of FMR
in the relativistic regime of a pair plasma. The highly dynamic nonlinear late-time evo-
lution of a thin current sheet serves as the fundamental plasma scenario to obtain syn-
chrotron power spectra for environment parameters expected in certain pair-dominated
AGN core regions. We assumed strong magnetic conﬁnement and neglected SSA. Particle
distributions are highly non-thermal, which results in a dominant synchrotron spectral
component. This deviates from models of thermal synchrotron emission [Wardzin´ski &
Zdziarski, 2000]. Observations of dominant X/γ-ray emission via Comptonization exist
[Reeves et al., 2002; Kubo et al., 1998]. A more sophisticated study should clarify the im-
portance of SSA/IC upscattering of ambient photons as function of the density proﬁle
and isotropy deviations - especially with respect to blazar-type AGNs, in which syn-
chrotron self-comptonization becomes signiﬁcant [Kino, Takahara, & Kusunose, 2002].
In the FMR scenario the generation of non-thermal particles in an individual reconnec-
tion X-zone is conﬁned to an extremely small volume of m3 size and takes place on sub-µs
timescales for typical source environment parameters. This results in optimized spatial
and temporal coherence as a consequence of high event multiplicity. Typical synchrotron
cooling times range on the order of seconds. Hence, simulation self-consistency is not
limited by the grid mesh resolution. We conclude, that the synchrotron emission sce-
nario presented here provides a satisfactory description of the energetics for the immense
power output of Ptot ∼ 1047erg s−1 and intra-day radio variability within the constraints
of an intrinsic AGN variability model. Hence, FMR is an alternative to shock-in-jet vari-
ability scenarios and is superior with respect to self-consistent generation of power-law
spectra on the plasma kinetic level.

Chapter 4
Magnetic Fields in 3D Weibel Scenarios
4.1 Magnetic Fields in γ-Ray Burst Models - Generation,
Topology and Lifetime
The Weibel mechanism is proclaimed responsible for the generation of magnetic ﬁelds
on scales stretching from cosmic interrelations (e.g. intergalactic ﬁeld topologies) over
expanding supernova bubbles and ﬁlamentation in extragalactic jets to γ-ray bursts
(GRBs) and pulsar winds.
Such ubiquity already forecloses the fundamental nature of the process. In fact, the
Weibel mechanism is expected to play a key role in all originally unmagnetized plasma
scenarios in which the free energy of the system is pervasively contained in the relative
bulk motion of plasma shells. In the following we use the term ‘shell’ as abstract syn-
onym for an entity of plasma particles whose individual motions are described by a ﬁnite
center-of-mass (CMS) / bulk motion and a superposed individual motion, with the latter
small compared to the respective bulk component. Counterstreaming plasma shells also
represent the conditions realized in 3D kinetic collisionless shocks in the region trailing
the immediate shock front.
In this chapter we focus on plasma shell collisions in the context of GRB scenarios.
This is for manifold reasons: GRBs rank among the most violent radiation outbursts
known and come along with certain unique features. Energetic constraints on the ther-
monuclear / accretional energy production rule out the isotropic emission of radiation.
Hence, the GRB progenitors are assumed to evolve highly anisotropic to account for
relativistic beaming eﬀects. Conventional GRB emission models [Me´sza´ros, 2002; Piran,
1999] advocate the conceptual picture of a compact central engine ejecting ﬁreball shells
(Fig. 4.1). Fireballs evolve in regions in which the γ-photon density reaches the opacity
to sustain signiﬁcant electron-positron-pair production. Fireballs radiatively cool down
to pair plasma shells. Therein the plasma is highly density rareﬁed, and as a conse-
quence thereof, optical thickness and particle-particle encounters become insigniﬁcant.
Then pair annihilation and Coulomb collisions are negligible, i.e. the plasma is colli-
sionless. Under such conditions the plasma dynamics is governed by the electrodynamic
interaction of charged particles with collective plasma instabilities. Shell ejection from
the central engine is supposed to show intermittency and variations in bulk motion pro-
voking the collision of individual plasma shells. These events are referred to as GRB
source internal collisions and are proclaimed to be responsible for GRB prompt emis-
sion events and early afterglow. Since internal shells descend from ﬁreball ejecta the
Central Engine
Pair Plasma Shells
Fig. 4.1: Conceptual GRB ﬁreball model: Anisotropic, relativistically coned ejection of
pair plasma shells from a central engine [Piran, 1999].
plasma is predominantly populated by electron-positron pairs. This peculiarity of the
GRB scenario in combination with the highly relativistic bulk motion is an ideal testbed
for fundamental kinetic plasma simulations. The restriction to two oppositely charged
species with equal mass implies that only a single temporal and spatial scale is involved,
i.e. processes evolve on electron inertial times ω−1p = (m/4πne2)1/2 and lengths c/ωp. A
thorough discussion on the problems arising in the eﬀort to represent a physical many-
body system in a numerical model can be found in Appendix A. One major purpose of
the simulations is to gain insight into the highly non-linear saturated plasma state at
late times. In the relativistic regime this allegation is computationally progressively de-
manding, since velocities get very close to the speed of light and diminish the number of
signiﬁcant digits in the position integration step (cf. chapter 2 for details on the numer-
ical algorithm). Furthermore the gyro motions typically scale ∝ γ, and inertial motions
∝ γ1/2 with relativistic energy. To summarize these arguments in a concise statement:
Even massively parallelized simulations on contemporary supercomputing facilities are
incapable to explore the ultra-relativistic regime, if more than one space-time scale is
involved. As always such a statement becomes less strict, if further assumptions are
introduced and the demand of complete self-consistency is relaxed. An outlook on such
options is included in sections 4.2.6, 4.3.5 of this chapter.
GRBs further qualify as a paradigmatic scenario for fundamental studies with respect
to the observed emission spectra. Band et al. [1993] introduced an excellent phenomeno-
logical ﬁt at the GRB spectrum. It is essentially characterized by two power-laws joined
smoothly at some break energy. In addition there is observational evidence that the ra-
diation released during prompt emission and early afterglow is highly polarized [Coburn
& Boggs, 2003]. Consequently, in combination with the power-law shaped spectrum a
synchrotron emission mechanism is the favored source process. However, a self-consistent
motivation of a power-law spectrum emanating out of an initially thermal particle dis-
tribution or monoenergetic beam remains a challenging enterprise for the theorist. The
foundations of the synchrotron model root in the highly non-thermal particle distribu-
tion and magnetic ﬁeld conﬁguration of the plasma state prevalent in colliding plasma
shells. The self-consistent modelling of such plasma states is entirely in the domain of
kinetic simulations.
In this chapter we address several of the most critical questions posed by the synchrotron
emission scenario. In plasma shell collisions as proposed by generic GRB ﬁreball models
the preeminent plasma mode is the Electromagnetic Counterstreaming Instability (EM-
CSI) or - as synonymous reference - the Coupled Two-Stream-Weibel (CTW) mode. A
thorough treatment of the EMCSI/CTW begins with a rigorous linear analysis of the
expected instability modes and afterwards continues with the simulation of the highly
non-linear saturated plasma state. The linear analysis provides essential insight into the
physical mechanism underlying the instability and the typical length and time scales
involved. Linear instability modes are directly veriﬁable during the linear simulation
regime. Corresponding growth rates are an important checkpoint for the quality of the
simulation. Linear dispersion relations serve to identify the respective plasma modes.
Finally the linear theory always provides a strong interpretative background for the
non-linear regime at late times, like expectable instability time and length scales as
function of initial simulation parameters (cf. section 4.2.4).
During the linear phase the EMCSI evolves in 2D and the linear analysis maps the
three spacetime components (t, x, z) into the corresponding Fourier space (ω, kx, kz).
To maintain readability we usually present dispersion relations in planes obtained by
suitable cuts through this Fourier space. We derive the 2D EMCSI/CTW mode for the
general case of an initial magnetic (guide) ﬁeld BG and arbitrary initial velocities of the
counterstreaming shells and shell constituents. The linear analysis is performed within
the constraints of the zero temperature approximation or cold beam limit, i.e. the ther-
mal spread of the particle distribution in each shell’s comoving frame is neglected. On
a superﬁcial glance such an assumption appears paradox, since the plasma state itself
implies a certain thermal ionization energy. The line of thought gets transparent as soon
as the term cold beam limit is reformulated more precisely as the limit, in which the
typical relativistic thermal energy Eth is negligible compared to the relativistic energy of
the bulk motion E0 = γ0mc2. It is important to note that in the relativistic regime the
bulk motion γ0 = (1− v20)−1/2 and thermal spread are not (!) independent, but are con-
nected through the relativistic energy-momentum tensor Tµν . The deﬁnition of Tµν lies
at the roots of the understanding of temperature in a highly non-thermal, anisotropic
plasma state. Details on interpretation and numerical evaluation of Tµν are deferred to
section 4.2.4. However, for small thermal spread Eth  γ0mv2th is approximately valid.
Consequently, for the GRB scenario the cold beam condition is easily met, if one consid-
ers that the typical binding energy for positronium (hydrogen) is EB = 6.7 eV (13.5 eV),
respectively, and typical thermal spreads range around Eth ∼ 10−2 − 102 keV counter-
poised to collision energies around E0 ∼ 5− 50MeV. Then the term cold beam limit
refers to the case EB  Eth  E0. In principle, for an adiabatically cooled, collisionless
plasma shell even Eth  EB is possible. In all simulations the z-direction is identiﬁed as
direction of reference, i.e. direction of parallel propagation and initial zero order vector
quantities, consequently x is perpendicular. The initially upward (in +z) moving shell
corresponds to s = 1. Each shell is quasi-neutral itself, i.e. consists of electrons (index
e) and positrons (index p). The basic set of equations in the linear theory is given by
Maxwell’s equations, continuity and Lorentz force. Though the ideas behind the linear
analysis are plain and conventional, the algebra involved in intermediate steps can get
quite tedious and the corresponding expressions easily become page-ﬁlling. Therefore
we defer the derivation of the 2D EMCSI/CTW mode to Appendix B. There we also
present the basic assumptions of the cold beam limit, the nomenclature for the formal
substitutions, and the most important intermediate results. With a skillful choice of the
substitutions the ﬁnal determinant and the dispersion relation appear in a formal and
concise fashion. The symmetric structure of contributing terms in the determinant and
the combination of these terms (each descending from 1D modes) to the intertwined 2D
mode becomes apparent.
For the GRB scenario we consider the case of negligible initial magnetic ﬁeld BG → 0.
This assumption is motivated by the fact that almost nothing is known about the GRB
central engine and shell collisions occur at distances at which only an extremely strong
central dipolar ﬁeld would still have signiﬁcant strength. The modiﬁcations introduced
by an initial guide ﬁeld are investigated in chapter 5. It will be shown that the presence
of a non-zero BG has profound consequences on the physical nature of the instability.
Harnessing the results from Appendix B we obtain the general dispersion relation D
D = LM · CTW,
as combination of the purely real light mode LM (cf. Appendix B for nomenclature)
LM = ω2 − (k2x + k2z)−
∑
s
(
n0ps
γ0ps
+
n0es
γ0es
) = ω2 − (k2x + k2z)− 4ω2
′
p
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CTW = TSI · CT + WBI
= (1− Ω−22 ) · CT + k2x[(1 + Ω−24 )(1 −Ω−21 ) + Ω−43 ]
with the formal identiﬁcations
CT = k2z(1 + Ω
−2
4 )−ω2(1− Ω−21 )−2ωkzΩ−23
Ω−21 = Ω
−2
1p + Ω
−2
1e
=
∑
s
(
n0ps
γ0psω¯2ps
+
n0es
γ0esω¯2es
)
Ω−22 = Ω
−2
2p + Ω
−2
2e
=
∑
s
(
n0ps
γ30psω¯
2
ps
+
n0es
γ30esω¯
2
es
)
Ω−23 = Ω
−2
3p + Ω
−2
3e
=
∑
s
(
n0psv0ps
γ0psω¯2ps
+
n0esv0es
γ0esω¯2es
)
Ω−24 = Ω
−2
4p + Ω
−2
4e
=
∑
s
(
n0psv20ps
γ0psω¯2ps
+
n0esv20es
γ0esω¯2es
)
.
v01 v02
f (v, t = t  )0
δ ( v - v    )
02
δ ( v - v    )
01
t t + 2 π / ωp
v
linear perturbation resonant instability feedback
v    = Γ    / k
rel TSI
Fig. 4.2: On the physical mechanism of the 1D TSI mode: Linear (sinusoidal) per-
turbations (e.g. density, parallel electric ﬁeld) of wavenumber k superpose
resonantly for shells counterstreaming with vrel  ΓTSI/k. ΓTSI is the typical
instability growth rate.
The 2D CTW mode as the linear progenitor of the plasma states evolving in 3D sce-
narios is subject to intense discussion in the subsequent sections. To obtain a consistent
impression about the physical nature of the instability, we pause to take a closer look
at the 1D constituents:
The TSI mode is the purely parallel and electrostatic constituent. The physical mecha-
nism of the instability is quite simple. Plasma shells represent entities which are coun-
terstreaming and clearly separated in velocity/momentum space (Fig. 4.2), but homo-
geneously interpenetrated in conﬁguration space. Linear perturbations in the plasma
conﬁguration (within the constraints of linear theory assumed as harmonic/plane wave
deviations from equilibrium state) can superpose resonantly, if the perturbations ap-
proach about one wavelength λ = 2π/k during the typical time of instability growth
τ ∼ 2π/ΓTSI. With the relative velocity of the respective shells in the center-of-mass
(cms) frame vrel and the typical growth rate ΓTSI the criterion for instability is es-
timated to vrel  ΓTSI/k. This relation has some predictive power on the behaviour
of instability growth in the highly relativistic regime. For γ  1 the approximation
vrel ∼ c is valid, in the cms frame the wavelength appears Lorentz contracted to λ/γ,
and the plasma frequency as the basic timescale of the instability is reduced according to
ωp ∝ γ−1/2. Consequently the TSI growth is expected to receive a relativistic damping
like ΓTSI ∝ γ−3/2.
In this way the mechanism and behaviour of the TSI are motivated by intuitive ar-
guments. Certainly such arguments are to be conﬁrmed by a rigorous mathematical
analysis of the dispersion relation. In the simulation GRB shell collisions are studied in
a Cartesian slab conﬁguration. The simulation (= lab) inertial frame is the cms frame
of pair plasma shells which are homogeneous in density n0ps = n0es = n0 and counter-
streaming with v01 = −v02 and vz0ps = vz0es = v0. Under such conditions the dispersion
relation for the TSI takes the form
1− Ω−22 = ω4 − 4ω2pω2 + 2ω2k2zv20 − 4ω2pk2zv20 + k4zv40,
which is a biquadratic equation in ω as well as kzv0. The solutions of this equation
are plotted for the exemplaric case v0 = 0.5 in Fig. 4.3 a). The physical solution in ω
is purely real and forms a hyperbolic curve in the ω(kz) diagram with vertex at the
relativistically modiﬁed plasma frequency ωEScut = 2ω
′
p = 2ωp0γ
−3/2
0 . The kz → 0 limit
corresponds to stationary plasma (= Langmuir) oscillations. From this vertex plasma
waves disperse with increasing kz asymptotically towards comotion with the shell, i.e.
the respective phase and group velocity tend asymptotically towards the shell velocity
in the cms frame ω = kzv0. Upward and downward moving shells correspond to right
and left branches of the dispersion relation. Consequently, plasma waves are interpreted
straightforwardly as Doppler-boosted Langmuir oscillations. Since the second solution
is again purely electrostatic, the shell velocity is employed as the separatrix to discrim-
inate the high-frequency electrostatic (HF-ES) mode of the biquadatric ω solution and
the further low-frequency electrostatic (LF-ES) mode contained in the biquadratic kzv0
solution. The LF-ES mode is purely real from kz,cut = 2ω′p/v0 on and tends asymptoti-
cally towards the shell motion for kz →∞. At suﬃciently large wavelengths kz < kz,cut
the LF-ES mode is purely imaginary (broken blue line in Fig. 4.3a). This part is solely
responsible for the spontaneous growth of the TSI. The growth rate ΓTSI and the as-
sociated mode wavelength kESz correspond to the maximum of the imaginary solution,
since only the fastest growing mode asserts itself in the exponential growth during the
linear phase. With the linear analysis of the TSI at hand, the critical question is how
well the results reconcile with the PIC simulation.
To answer this question we create a simulation setup of counterstreaming homogeneous
plasma shells, in which particle motion is restricted to one degree of freedom, i.e. to the
longitudinal direction. Then only the TSI mode is excited and the perpendicular WBI
mode is suppressed. Figure 4.3b shows the parallel electric ﬁeld Ez associated with TSI
in the fully evolved linear stage at tωp0 = 12. According to the time evolution in Fig. 4.3c
the time point is selected shortly before non-linear saturation becomes important. The
dominant wavenumber in the corresponding Fourier spectrum Ez(kz) corresponds to the
wavelength λ = 3.17 (c/ωp0) and coincides precisely with the maximum (red cross in
Fig. 4.3a) of the imaginary solution. The Fourier spectrum is broadened around kESz due
to the ﬁnite longitudinal system length. Further extended systems yield progressively
sharper Fourier peaks. The growth rate is determined to ΓTSI ω−1p0 = 0.58 (dotted line
in Fig. 4.3c) which again exactly conﬁrms the prediction of the linear theory. The lin-
ear analysis is merely a mathematical method rather than the description of a physical
mechanism. Therefore it is instructive to observe how the individual linear modes as
solutions of the dispersion relation manifest in the ﬁeld data. For initially cold plasma
T→ 0 (Fig. 4.4a) the HF-ES solution is the solely excited mode. The analytically derived
(ω, kz) dispersion is directly manifested in the parallel electric ﬁeld Ez. The low-frequency
cut-oﬀ and shell velocity asymptote are conﬁrmed. The HF-ES mode is purely real and
intrinsically not growing. However, it is obvious to see that the instability free energy
is pumped into the HF-ES via the purely imaginary (=exponentially growing) mode at
kESz = 2.0 (ωp0/c). In conclusion, in the cold plasma limit the TSI remains completely
electrostatic. The situation alters for hot plasma conditions. Certainly the HF-ES is
excited again (Fig. 4.4b), though not exclusively in the ground state but furthermore
in higher harmonics. Actually higher harmonics appear not as exact integer multiples,
since the local plasma frequency ωp as the fundamental frequency varies according to
the density ﬂuctuations. There is also an important qualitative diﬀerence, since the elec-
tromagnetic LM mode coexists besides the HF-ES (Fig. 4.4c). Then also ωEMcut and the
light speed as small wavelengths asymptote are clearly identiﬁable. Electromagnetic and
electrostatic signatures are comparable in power density because vA0 = c is valid. In the
hot plasma case low-frequency density ﬂuctuations become more prominent (Fig. 4.4d),
though it is hard to identify the LF-ES mode, since there is strong background of non-
linear electro-acoustic modes.
The second 1D constituent of the CTW mode is the Weibel instability (WBI). The WBI
is inherently electromagnetic and in distinction to whistlers a so-called zero- or low-
frequency mode. As the TSI the WBI is a kinetic instability, originally discovered by
Weibel [Weibel, 1959] for the case of a Maxwellian plasma with temperature anisotropies.
As elaborated in detail in section 4.2.4, beam or counterstreaming scenarios represent
the non-thermal limit of extreme anisotropy and, hence, the WBI is certainly contained
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Fig. 4.3: Linear analysis of the TSI mode. ω(kz) diagram of the LM mode and high-
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with shell velocity v0 = 0.5 as separating asymptote (a). The red cross in-
dicates the rate ΓTSI and wavenumber kESz of maximum linear TSI growth.
Results of the linear analysis are directly identiﬁed in the PIC simulation: The
excited parallel electric ﬁeld Ez in conﬁguration space at tωp0 = 12 (b) and
the associated Fourier spectrum (c) reﬂect exactly the expected wavenum-
ber kESz . Further the time evolution of the electrostatic ﬁeld Ez pinpoints the
calculated value for ΓTSI.
within the framework of the cold beam limit. Again the fundamental physical mecha-
nism of the instability is motivated straightforwardly (Fig. 4.5). Positrons and electrons
within one shell represent oppositely aligned currents. Parallel currents are mutually
attractive and therefore particle species form likewise current ﬁlaments. The current
creates a toroidal magnetic ﬁeld around each ﬁlament. As ﬁlaments become spatially
conﬁned the self-generated magnetic ﬁeld progressively gains in strength, thereby clos-
ing the instability feedback loop. For counterstreaming shells of diﬀerent density, the
self-pinching is balanced at some point by repulsive electrostatic forces. For equally dens
shells as in the scenarios discussed in the present work, in the counterstreaming shell
the likewise current is formed by the oppositely-charged specie. Therefore the current
ﬁlaments remain quasi-neutral and self-pinching is ﬁnished during non-linear saturation
by the growing ﬁnite thermal pressure of the plasma.
Again we dissect the dispersion relation of the 1D WBI, which follows in the limit kz → 0
from the 2D CTW. Based on the analytic expression
WBI = ω2(1− Ω−21 )(1 −Ω−22 )− k2x[(1 + Ω−24 )(1 − Ω−21 ) + Ω−43 ]
an equivalent analysis as elaborated above for the TSI yields the ensemble of possible
solutions plotted in Fig. 4.6a. In distinction from the results for the TSI two electromag-
netic LM modes exist and only the high-frequency electrostatic ES mode is predicted.
Further the ES appears non-dispersive ω(kx) = ωEScut = const as entirely stationary Lang-
muir oscillations. This is understood intuitively, if one recalls the fact that the mode
propagation in the forced limit is entirely parallel and as a consequence thereof decoupled
from the parallel shell motion. Hence, the comotion of plasma oscillations is suppressed
and no Doppler-boosting to plasma waves takes place. It is interesting to note that the
low-frequency cut-oﬀs of the EM and ES modes exhibit a relativistic scaling with γ
which is exactly interchanged for the TSI and WBI, respectively. Further the separation
of low-frequency cut-oﬀs is a peculiarity of the relativistic regime. In the non-relativistic
limit γ → 1 the LM/EM and ES modes have a common intersection point at k = 0.
The single purely imaginary solution (dotted blue line in Fig. 4.6a) characterizes the
growing Weibel mode, with the saturated value at kx →∞ predicting the instability
rate of growth ΓWBI. The ultimate test on the validity of theoretical statements is again
the excitation of modes in the simulation. Therefore we design an initial setup in which
plasma shell collisions are studied solely in the plane perpendicular to the shell motion.
To allow comparison with TSI simulation the counterstreaming is again set to v0 = 0.5.
The WBI mode manifests equivalently prominent in the perpendicular magnetic ﬁelds
B⊥ and parallel electric ﬁeld Ez. The growth rate ΓWBI ω−1p0 = 0.88 (Fig. 4.6b) again
exactly conﬁrms the theoretical prediction. As soon as the system runs into non-linear
saturation also the respective orthogonal quantities (Bz,E⊥) gain in importance. From
the evolution of the Fourier spectrum it is evident that the Weibel magnetic ﬁelds ini-
tially form at small scales and afterwards relax towards larger inherent structures, i.e.
smaller wavenumbers. The details of this time-variant self-similar topologies are of ex-
treme importance for GRB synchrotron signatures and are addressed in detail in section
4.4. The growing Weibel solution is itself a zero-frequency mode with prominent contri-
butions to the (ω, kx) dispersion (Fig. 4.6c). In the non-linear regime signiﬁcant energy
  
10
-5
10
-4
10
-3
10
-2
-4 -2 2 4
-6
-4
-2
2
4
6
  
10
-5
10
-4
10
-3
10
-2
10
-1
-4 -2 2 4
-6
-4
-2
2
4
6
  
0.001
0.010
0.100
-4 -2 2 4
-6
-4
-2
2
4
6
  
0.0001
0.0010
0.0100
0.1000
-4 -2 2 4
-6
-4
-2
2
4
6 Ez (ω,kz) By (ω,kz)
kz
ω
ES
Im Source Mode  k
ES
ω
z
cut
ES
EM
T=0 T=50 keV
kz kz
ω
ωω
ES
Ez (ω,kz) n (ω,kz)T=50 keV T=50 keV
ω cut
EM
kz
Fig. 4.4: Dispersion signatures of the 1D parallel counterstreaming scenario. For cold
plasma conditions (a) the HF-ES is the solely excited real mode which is
nourished by the imaginary mode at kESz = 2.0 (ωp0/c). In the hot plasma
limit higher order ES modes (b) and - as qualitative diﬀerence - the electro-
magnetic LM mode (c) are excited. At such conditions the density ﬂuctua-
tions become more prominent (d) and manifest in contributions of non-linear
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vt t + dt
Fig. 4.5: On the physical mechanism of the 1D WBI mode: Positrons (blue) and elec-
trons (red) propagate in parallel with velocity v forming counterpoised cur-
rents (arrows) at time t. Parallel currents are mutually attractive and coalesce.
The conﬁguration is unstable, since attraction and coalescence superpose res-
onantly, i.e. at t + dt the current ﬁlaments ‘self-pinch’.
drains into the LM modes intriguingly at the wavenumber kEMx which dominates the
Fourier spectrum at late times.
Up to this point we have presented the results of the linear theory for the 2D EM-
CSI/CTW mode in the limit of zero initial magnetic guide component BG. The 2D
mode is a combination of an entirely parallel 1D TSI mode and perpendicular 1D WBI
mode. We have understood the basic physical nature of the 1D constituents and how
the instabilities manifest ﬁngerprints in the data of self-consistent kinetic simulations.
The coincidence of simulated data with linear theory is immaculate. We further keep in
mind that an initially hot plasma exhibits behaviour deviating from the predictions of
linear theory in the zero temperature approximation. Such extensions beyond the cold
beam limit are referred to as ‘thermal eﬀects’ which we will discuss in detail for speciﬁc
problems. Due to the coupling term the features of the 2D instability are more complex
than a simple superposition of the linear constituents - even during the linear phase.
Basic characteristics of the 2D mode are discussed in conjunction with the simulation of
real 3D scenarios in the following sections. In section 4.2 we investigate the CTW mode
for the high to ultra-relativistic energies expectable in GRB ﬁreball collisions. Linear
theory provides the key ideas for the interpretation of the non-linear saturated steady
state. During non-linear saturation the plasma modes evolve from the 2D case into a
real 3D conﬁguration. 3D contributions are an entirely non-linear eﬀect not included in
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Fig. 4.6: Detailed analysis of the 1D WBI mode characteristics: Theoretical predictions
illustrated in the (ω, kx) dispersion diagram (a) are precisely validated in the
PIC simulation (b,c). The Fourier spectrum shows the cascade from small to
large scale magnetic structures and the time evolution conﬁrms the expected
linear growth ΓWBI ω−1p0 = 0.88 (b). In (c) the WBI is identiﬁed in the mag-
netic ﬁeld as zero-frequency mode which in the non-linear phase nourishes the
excitation of LM modes.
the linear analysis. We further devote section 4.2.4 to a thorough discussion on the pos-
sible impact of thermal eﬀects. Aﬃrmed by the insights for the ﬁnal 3D EMCSI/CTW
conﬁguration we continue with the tedious analysis of the microphysics pervasive in this
ﬁnal saturated 3D plasma state. Section 4.3 is devoted to the diﬀusion-limited stabil-
ity of Weibel magnetic ﬁelds. Such lifetime limits are crucial for the validity of GRB
synchrotron emission models. We note that the PIC simulation method is the only one
capable to identify the diﬀusion mechanism and determine self-consistent diﬀusion coef-
ﬁcients. This is again due to the fact that one can trace individual particle trajectories
and correlate them with the ﬁeld data. The implications for the synchrotron spectra are
then subject to section 4.4. We further give an outlook on the modiﬁcations introduced
by a third heavier plasma specie, i.e. the inﬂuence of a second spacetime scale. Such
eﬀects are expected to be important for the external collision of ﬁreballs with the inter-
stellar medium and the ﬁlamentation of extragalactic jets.
We ﬁnally note that the simulation of such 3D scenarios is computationally extremely
expensive and restricted to the domain of massively parallelized codes employing the
upper edge of contemporary supercomputing performance.
4.2 Ultra-Relativistic Plasma Shell Collisions -
The Magnetic Equipartition Ratio
The following section is published as
‘Ultra-Relativistic Plasma Shell Collisions in Gamma-Ray Burst Sources:
Dimensional Eﬀects on the Final Steady-State Magnetic Field’
C.H. Jaroschek, H. Lesch, and R.A. Treumann
The Astrophysical Journal, 618, 822, 10 Jan 2005
4.2.1 Abstract
Ultra-relativistic electron-positron plasma shell collisions as an integral part of generic
γ-ray burst (GRB) ﬁreball models are studied in the framework of self-consistent 3D
Particle-In-Cell (PIC) simulations. Compared are scenarios at moderate (γ0  10) and
ultra-relativistic (γ0  100) energies which directly correspond to the regimes of internal
and external shell collisions in GRB synchrotron emission models. Simulated systems are
comprised by 5 · 108 particles, applying a relativistic, fully electromagnetic, massively
parallelized code. It is found that Weibel-generated, steady-state magnetic equipartition
ratios in external collisions reach up to B ∼ 12%, exceeding the respective internal
ratios by nearly one power of ten. Enhanced B yields can be explained theoretically
by the eﬀective reduction of dimensionality in the ultra-relativistic limit, i.e. the energy
dependent conﬁnement of the 3D Weibel instability within quasi-2D plasma shell slices.
4.2.2 Introduction
Theoretical concepts on astrophysical phenomena like extragalactic jets, cosmical mag-
netic ﬁelds and γ-ray bursts (GRBs) rely on the thorough understanding of relativistic
plasma beam instabilities in the highly non-linear regime. In generic GRB ﬁreball models
a compact central engine ejects electron-positron (e,p) plasma shells (for an extensive re-
view on GRBs see Piran [1999]; Me´sza´ros [2002]). To resolve the ‘compactness problem’
(i.e. the optical thickness against pair production at the observed extreme γ-ray lumi-
nosities) by relativistic beaming, the shells must be conﬁned within a narrow opening
angle around the source and move at highly relativistic speeds. Source variabilities cause
internal plasma shell collisions at relativistic energies γint0 ∼ 10 which are claimed to be
responsible for the γ-emission via Comptonized synchrotron radiation. GRB radio after-
glows can be explained by direct synchrotron emission from the plasma shells with the
external medium at signiﬁcantly higher collision energies of γext0 ∼ 100-300 [Panaitescu
& Kumar, 2002].
Essential for all synchrotron emission models is the generation of magnetic ﬁelds close
to equipartition during the shell collisions. Magnetic ﬁeld enhancement via shock com-
pression at the boundary of interpenetrating shells is one option proposed [Kazimura et
al., 1998], though the rapid decay of the magnetic ﬁeld strength behind the shock front
represents a systematic weakness [Gruzinov, 2001] of the model. Extremely promising
appears the approach by Medvedev & Loeb [1999] and Pruet, Abazajian, & Fuller [2001]
of magnetic ﬁeld generation via the Weibel instability [Weibel, 1959] which is eﬀective
in the counterstreaming plasmas of deeply interpenetrated colliding shells. We note that
the term ‘collision’ refers to the interaction between rareﬁed plasmas of diﬀerent bulk
motion (=shells), within which the charged particles experience scattering at the collec-
tive ﬁelds of plasma instabilities [Sagdeev, 1966]. The validity of the Weibel approach
with respect to magnetic ﬁeld generation has been conﬁrmed in Particle-In-Cell (PIC)
simulations of colliding (e,p) plasma shells at weakly-to-moderately relativistic collision
energies γ1 (10)0 = 1.17 (10.05) [Silva et al., 2003] which applies to the regime of internal
collisions. Therein, ﬁnal steady-state equipartition ratios of the magnetic ﬁeld energy
B ∼ 0.25% (2.5%) for γ1 (10)0 were obtained. The equipartition ratio  is deﬁned as the
ratio of ﬁeld-to-total particle relativistic energy.
In the present article we report 3D PIC simulation results on the magnetic ﬁeld gen-
eration by the electromagnetic (EM) counterstreaming instability at external collision
energies of γ1000 = 100.005. In 3D scenarios the EM counterstreaming instability [Haruki
& Sakai, 2003; Saito & Sakai, 2004] is a 2D Coupled Two-Stream-Weibel (CTW) mode.
For comparison, we reproduce shell collisions at the moderate γ100 and can conﬁrm the
results of Silva et al. [2003]. We show that at external collision energies of γ1000 even
higher equipartition magnetic ﬁeld ratios up to B ∼ 12% are obtained. In contrast to
the internal case, magnetic ﬁelds in the saturation and ﬁnal steady-state phases become
comparable. In the present analysis we focus on the behaviour of the 2D CTW mode
as function of collision relativistic energy. Therefore plasma shells are initially cold to
avoid kinetic contributions of ﬁnite thermal spread within the linear regime. However, the
Weibel mode is an inherently kinetic instability [Weibel, 1959] and the scenario of coun-
terstreaming plasmas is nothing else than an extreme form of temperature anisotropy.
Therefore we present a thorough discussion of the limits of the cold plasma approxi-
mation, eﬀects of non-negligible thermal spread and deﬁne the characteristic quantities
deciding upon the impact of kinetic modiﬁcations in the relativistic regime. Energy
dependence of equipartition yields in the ﬁnal steady-state conﬁguration indicates that
the non-linear coupling between the unstable Weibel and Two-Stream modes is sensitive
to the transition from moderate (γ100 ∼ γint) to ultra-relativistic (γ1000 ∼ γext) collision
energies. Linear stability theory provides good arguments for explaining the energy de-
pendence of the coupled mode, which are subsequently validated in the non-linear regime
at late times by means of the PIC simulations. The essential point is the progressive
dominance of the Weibel over the Two-Stream contributions in the CTW mode at ultra-
relativistic energies, causing an energy-dependent reduction of the dimensionality: For
extreme collision energies the 3D Coupled Two-Stream-Weibel mode (CTW) propagates
in quasi-2D shell slices transverse to the bulk motion. We ﬁnally conclude, that the re-
duced dimensionality in external shell collisions enhances the Weibel generated magnetic
equipartition ratio by one order of magnitude.
Table 4.1: Simulation characteristic quantities.
Simulation Lx × Ly × Lz uz0,1 vcmsth,⊥
1 25.6 × 25.6 × 12.8 10.00 4.5 · 10−5
2 25.6 × 25.6 × 12.8 10.00 100.0 · 10−5
3 25.6 × 25.6 × 12.8 100.00 4.5 · 10−5
4 51.6 × 3.2 × 51.6 100.00 4.5 · 10−5
4.2.3 Simulation Description
The simulations are performed with a massively parallelized, relativistic and fully elec-
tromagnetic PIC code. A detailed discussion of the PIC method is found in Birdsall
& Langdon [2000]. The ﬁeld quantities are represented on a highly reﬁned grid mesh
with resolution ∆x,y,z = 0.1 (c/ωp0) in each Cartesian direction. Times are normalized
to the inverse plasma frequency ω−1p0 = (4πe
2n0/m)−1, lengths to the plasma skin depth
(c/ωp0) and, as a consequence thereof, velocities to the speed of light c. e and m are
electronic charge and mass, respectively. We study the Weibel instability in 3D with a
total ensemble up to 5 · 108 individual particles. In the initial conﬁguration, particles
are homogeneously distributed in conﬁguration space and appendant to counterstream-
ing ensembles in velocity space: An upward moving pair plasma shell vz0,1 > 0 with
electron-/positron density np0 = ne0 = n0 and an equally dense counterstreaming shell
vz0,2 = −vz0,1. The grid mesh frame is the Lorentzian laboratory and center of mass
(cms) frame. Consequently the system is initially charge and current neutral. The initial
setup corresponds to the situation of interpenetrating plasma shells studied in slab ge-
ometry, i.e. the conditions prevalent in 3D collisionless shocks in a cms frame comoving
downstream of the shock front.
A selection of four simulations is presented, respectively two simulation runs at moderate-
relativistic normalized bulk momentum pz0/mc = uz0 = γ100 vz0 = 10.00 and at ultra-
relativistic γ1000 vz0 = 100.00. The diﬀerent relativistic energies γ
10(100)
0 not only probe
the regimes of internal and external collision energies by direct numerical simulation,
they also provide insight into the energy dependence of the coupling term in the 2D
Two-Stream-Weibel coupled instability for the highly non-linear evolution at late times.
Table 4.1 summarizes the key quantities of the individual initial setups. Particles are in-
serted in momentum space according to an isotropic Maxwellian in the comoving frame
of the shells. In the cms (=lab) frame the particle distributions appear Lorentz-boosted.
The ﬁnite temperature of the respective Lorentz-boosted Maxwellian corresponds to a
thermal velocity spread vcmsth,⊥ perpendicular to the bulk motion. We adopt the deﬁnition
employed in Silva et al. [2003] and Medvedev & Loeb [1999] and deﬁne the initial bulk
motion in +z as the parallel direction of reference. This is opposite to the convention
used in Yoon & Davidson [1987a;b], Yang et al. [1993b], and Yang, Arons & Langdon
[1993a] where the 1D Weibel mode has been analyzed in the presence of a magnetic ﬁeld
providing the preferred direction of parallel propagation.
In all simulations that follow, the initialized plasma shells are cold, i.e. the initial per-
pendicular temperatures T⊥ reside in the eV-regime. This situation is fundamentally
diﬀerent from fast ignitor scenarios. The relativistic deﬁnition of temperature and ki-
netic modiﬁcations introduced in the case of signiﬁcant thermal spread are discussed
in section 4.2.4. For γ100 two scenarios are compared which diﬀer by a factor ∼ 500 in
the initial T⊥ in order to put constraints on the validity of the cold beam assumption
in the linear stability analysis in section 4.2.4. Though the plasma shells are cold at
initialization and during the linear regime, a fully kinetic numerical plasma model is es-
sential to include non-thermal heating / particle acceleration during late times. The two
ultra-relativistic runs are performed in diﬀerent geometries of the simulated volume for
gaining insight into the eﬀect of the ﬁnite size of the simulation box imposed by compu-
tational limitations. We note that the Coupled Two-Stream-Weibel (CTW) instability is
an inherently 3D problem: Though the coupled plasma mode is 2D in the linear regime,
in the phase of non-linear saturation only oppositely aligned current self-pinches are
mutually neighboring in any 2D plane which includes the z-direction. A third dimen-
sion is required to allow for the coalescence of alike current ﬁlaments by circumventing
the respective counter-currents, as was already recognized by Lee & Lampe [1973]. The
late time evolution is studied in simulations 1, 2 and 3 which lasted for ∆tωp0 = 260,
requiring 5500 time steps for γ100 and 45000 time steps for γ
100
0 in order to assure energy
stability of 0.1% and 1%, respectively.
4.2.4 Dimensional Eﬀects in Relativistic Plasma Shell Collisions
Linear Progenitors of the Preeminent Plasma Instability Modes
In 3D scenarios of counterstreaming plasma shells the conversion of collision-kinetic into
electromagnetic energy is conducted by the 2D Coupled Two-Stream-Weibel instability
(CTW). In the linear regime the system is degenerate in the transverse direction. As al-
ready noted, the conﬁguration becomes 3D during non-linear saturation and coalescence
of the current ﬁlaments. The CTW propagates at oblique angles as the coupled mode
consisting of the purely 1D electromagnetic Weibel instability (WBI) which propagates
exactly transversely and the 1D electrostatic Two-Stream instability (TSI) propagating
longitudinally.
In all parameter regimes plasma shell collisions proceed in three successive phases: the
linear growth phase, followed by the highly non-linear saturation phase of the individual
modes, and the phase of formation of a ﬁnal steady-state conﬁguration. Though the
linear phase evolves on time-scales/perturbation-scale heights irrelevant in the astro-
physical context, all the preeminent dissipation channels of the system’s free energy are
excited. Hence, the linear analysis provides the essential interpretative insights into the
energy dependence of the linear mode. It also has some predictive power for the pro-
cesses vital during the two late-time phases, when the non-linear coupling and kinetic
eﬀects come into play.
In the initial setup the ﬁnite thermal spread of plasma shells is negligible. As is shown
in section 4.2.4, the perpendicular temperatures remain in the sub-keV regime during
the entire linear phase up to the time of non-linear mode saturation. Consequently, for
the initial setups presented in this article the cold beam approximation is valid for the
entire linear regime. The plasma dynamics of counterstreaming electron-positron (e,p)
shells in the cold beam limit [Califano, Pegoraro, & Bulanov, 1997; Kazimura et al.,
1998] is governed by the set of equations consisting of the Lorentz force equation
∂pi/∂t + vi · ∇pi = ±(E + vi ×B), (4.1)
the dynamic Maxwell equations
∂B/∂t = −∇×E (4.2)
∂E/∂t = ∇×B−
∑
i
ji (4.3)
with the current in each individual shell i given by ji = np,ivp,i − ne,ive,i, and the conti-
nuity equations
∂ni/∂t = −∇ · ji. (4.4)
Linearization yields the dispersion relation
(1− 2Ω−22 )[k2z(1 + 2Ω−24 )− ω2(1− 2Ω−21 )− 4ωkzΩ−23 ]
+k2x[(1− 2Ω−21 )(1 + 2Ω−24 ) + 4Ω−43 ] = 0 (4.5)
which contains the dimensionless expressions
Ω−21 =
∑
i
n0,i
γ0,i Ω−2i
Ω−22 =
∑
i
n0,i
γ30,i Ω
−2
i
(4.6)
Ω−23 =
∑
i
n0,iv0,i
γ0,i Ω−2i
Ω−24 =
∑
i
n0,iv20,i
γ0,i Ω−2i
, (4.7)
where the summation over (e,p) species has already been performed. Therein i = 1, 2
indicate quantities of the respective shells, i.e. reduced frequency Ωi = ω − kzv0,i and
relativistic energy γ0,i = (1− v20,i)−1/2. Equation (5) is the dispersion relation of the
coupled 2D CTW mode, its lower dimensional constituents are retained in the limits
kx,z → 0. In a formal way the dispersion relation is constituted by the Two-Stream
(TSI) and Weibel (WBI) contributions which are connected via a coupling term (CT):
CTW = TSI · CT + WBI (4.8)
Figure 4.7 compares the essential information on the linear theory for the weakly rela-
tivistic γ10 = 1.17 (grey) to the moderate and ultra-relativistic regime γ
10 (100)
0 = 10.05
(100.005) (dotted (solid)). The WBI mechanism relies on the fact that comoving parti-
cles of like charge in one shell as well as the respective pendant of opposite charge in
the counterstreaming shell represent like currents mutually attracting each other. Incip-
ient charge-neutral current ﬁlaments evolve, each sustaining a toroidal magnetic ﬁeld
that self-pinches its generating current and, hence, close the instability feedback loop.
Self-pinching in colliding (e,p)-shells is limited only by the transverse oscillations of the
particles in the Weibel magnetic ﬁelds (meandering motion as directly illustrated with
an ensemble of trace particles in Fig. 4.12b). The central idea of ‘dimensional eﬀects’ is
based on the energy dependence of the 2D CTW mode in the highly relativistic regime
(i.e. γ0 ≥ 5), which is understood as the superposition of its 1D constituents. In Fig. 4.7a
the growth rates ΓWBI of the purely transverse 1D WBI are shown. In the cold-beam
limit the WBI has ﬁnite growth rate at all wavelengths of interest for the weakly-to-ultra
relativistic regimes. At high relativistic energies ΓWBI scales like ∝ γ−1/20 as function of
collision energy.
Relativistic damping is much more severe for the 1D TSI mode as the purely longitu-
dinal constituent. It evolves from Langmuir ﬂuctuations driven by the relative motion
of the shells. ΓTSI ∝ γ−3/20 directly images the behaviour of the maximum of the TSI
growth rate as shown in Fig. 4.7b as well as the cut-oﬀ shift towards longer wavelengths.
ΓTSI drops by about a factor of ∼ 100 32 from ∼ 0.63 →∼ 7.1 · 10−4 during the transi-
tion from γ10 → γ1000 . Consequently, mode damping due to relativistic mass gain is much
more severe for the direction parallel rather than perpendicular to the shells’ bulk mo-
tion. The relativistic energy dependence is retained straightforwardly, if the momentum
variations δp⊥ = γ0δv⊥ (WBI) and δp‖ = γ30δv‖ (TSI) in the respective directions are
considered. Variations in the ﬁelds act via the Lorentz force (1) on the momentum varia-
tions, which then transfer to velocity variations according to the relativistic bulk motion
as preferential, non-degenerate direction. Variations in velocity introduce variations in
density/currents by continuity (4) closing the feedback loop to the ﬁelds (2,3). Besides
the coupling term, the TSI and WBI contributions to the CTW are biquadratic, and
hence, ΓWBI ∝ γ−1/20 and ΓTSI ∝ γ−3/20 are motivated.
The behaviour of the 2D CTW mode results from the superposition of its 1D compo-
nents. Maximum growth of TSI and WBI are comparable in the non- and weakly rela-
tivistic regimes (Fig. 4.7a,b). Both modes show signiﬁcant diﬀerences in energy scaling.
As a consequence thereof, the relative weights of the respective contributions and total
coupling strength in the 2D CTW exhibit a strong dependence on relativistic energy. The
relative weight of each contribution is reﬂected in the propagation angle, which migrates
to quasi-transversal for γ0 → 100 (Fig. 4.7c). The cut-oﬀ is retained from the TSI and
is always present in the 2D mode (Fig. 4.7d). The cut-oﬀ in the (kx, kz)-plane is sharp,
while the growth rate is practically ﬂat within the unstable region at Γ100CTW/ωp0 = 0.14
and Γ10CTW/ωp0 = 0.51 for γ0 = 100 and 10, respectively. The dashed lines in Fig. 4.7d
indicate the (kx, kz)-space that is covered by the ﬁnite grid resolution/box extension in
the PIC simulation as imposed by the computational limitations. The coupling strength
weakens signiﬁcantly, since Γ of the WBI becomes comparable to the CTW mode for
γ0 → 100, and hence, decoupling sets on earlier in this limit.
In all modes, the source of free energy is the bulk kinetic energy of the shells. The prop-
agation angle of the fastest growing 2D mode turns abruptly into quasi-perpendicular
Fig. 4.7: Linear growth rates (a) Γ(kx) of the 1D WBI, (b) Γ(kz) of the 1D TSI , and
(c) Γ(kz/kx) of the 2D CTW mode (the latter taken on the dashed circle of
constant k as indicated in panel (d)) for diﬀerent collision energies γ1,10,1000
(grey, dotted, solid). For comparison, in (a) the Yang et al. (1993) growth
rate for the ‘double waterbag distribution’ is given (dashed). From (a-c) it
is obvious that in the ultra-relativistic regime the WBI contributions to the
2D CTW dominate over the respective TSI contributions. Consequently, the
2D CTW appears to propagate almost perpendicular kz/kx  1. Γ(kz/kx) is
about constant at unstable angles and exhibits sharp angular cut-oﬀs. (d) Cut-
oﬀ wave vectors k1,10,100max for the CTW in (kx, kz)-space. Dashed straight lines
give the Fourier limits imposed by the grid resolution/box extension indicating
that the unstable regions are well resolved numerically in all energy regimes.
direction, reﬂecting the dominance of the WBI over the TSI in the coupled mode. Con-
clusively, for relativistic collision energies beyond γ0 ∼ 30 the physics of an initially 3D
shell conﬁguration ultimately takes place within 2D plane-parallel shell slices (which in
particular is valid in the linear regime), i.e. the transition to the ultra-relativistic regime
implies an eﬀective reduction in dimensionality. The validity and implications of this
statement are investigated in section 4.2.5 in PIC simulations of the highly non-linear
late-time evolution of the system.
Eﬀects of a Finite Thermal Spread: Kinetic Modiﬁcations
The Weibel instability is an inherently kinetic instability [Weibel, 1959; Yoon & David-
son, 1989] with the temperature anisotropy ∆T = T‖/T⊥ − 1 as the driving source of
free energy. Each counterstreaming plasma shell represents an intense plasma beam. A
plasma beam of ﬁnite thermal spread is the limiting case of strong T-anisotropy. In
the relativistic regime temperatures T‖ parallel and T⊥ perpendicular to the bulk mo-
tion v0 ez are coupled via the relativistic γ0 = (1− v20)−1/2 in the energy-momentum
tensor Tσσ [Groot, Leeuwen, & Weert, 1980]. The spatial components in covariant
form Tmn/mc2 =
∫
d3p umvnf(p) (m,n = 1, 2, 3) constitute the temperature tensor in
the most general formulation as the second moment of the normalized distribution func-
tion f(p). Assuming that the anomalous resistivity is negligible during the linear regime
and accounting for a symmetric degeneracy in the perpendicular direction, Tmn reduces
to the diagonal elements
T⊥/mc2 =
1
2
∫
d3p u⊥v⊥f(p⊥,p‖) (4.9)
and
T‖/mc2 =
∫
d3p u‖v‖f(p⊥,p‖). (4.10)
Consequently, for given perpendicular thermal spread vth,⊥ the relativistic collision en-
ergy γ0 decides about the signiﬁcance of thermal eﬀects. Two questions arise in the
present study: (i) Which thermal eﬀects are predicted by linear kinetic theory and in
which parameter regime of the critical quantities γ0,∆T will such eﬀects become impor-
tant? (ii) What consequences result for the argumentation given in section 4.2.4?
The purely transverse relativistic Weibel instability has been studied kinetically in the
context of ‘waterbag’ models [Yoon & Davidson, 1987a;b; Yang et al., 1993b; Yang,
Arons & Langdon, 1993a; Silva et al., 2002]. The property of such models is to approx-
imate the ﬁnite thermal spread by a step-functioned particle distribution
F(p,pth) = θ(p2th − p2) (4.11)
in order to simplify the linear kinetic analysis. [We note that in the 1D studies by Yoon
& Davidson [1987a;b]; Yang et al. [1993b]; Yang, Arons & Langdon [1993a] the Weibel
instability deﬁnes the direction of parallel propagation.] Since the Weibel mode prop-
agates transverse to the bulk motion, the deﬁnitions of parallel and perpendicular are
exactly interchanged compared to the ones used in this article and by Medvedev & Loeb
[1999] and Silva et al. [2002; 2003]. Yoon & Davidson [1987b] and Silva et al. [2003] con-
sidered a single waterbag distribution to investigate the eﬀect of a ﬁnite T⊥, i.e. a ﬁnite
thermal spread in the direction of Weibel propagation. By assuming a ring distribution
in the plane of momentum space normal with respect to the waterbag Yoon & Davidson
[1987b] introduced a large initial anisotropy. Within this plane the absolute momenta
are sharply δ-conﬁned and zero bulk momentum is ensured by the circular symmetry.
Linear stability analysis then shows that in the relativistic regime kinetic eﬀects produce
an upper cut-oﬀ for the unstable wavenumbers, i.e. short scale Weibel ﬁelds are inhibited
and the Weibel instability can develop only on suﬃciently large spatial scales retaining
the ΓWBI ∝ γ−1/20 behaviour.
However, the constraints on spatial scales and growth rate depend critically on the
T-anisotropy ∆T. For ∆T suﬃciently large, every criterion for an upshift in the wave
number cut-oﬀ is met. For instance, an initial ∆T ≥ 10 guarantees mode growth within
the constraints of our simulation box even for γ1000 . Silva et al. [2002] substituted a
particle beam for the ring in momentum space. As in Yoon & Davidson [1987b] the
instability is carried by electrons within an immobile charge-neutralizing background.
Silva et al. [2002] further introduce an ensemble of background electrons imposing some
constraints on the relative beam strength χ = n0/nbgd. In the ultra-relativistic regime
this scenario is close to the conﬁguration of counterstreaming shells. The essentials of
the analysis by Silva et al. [2002] are the threshold conditions for Weibel growth in χ
and T⊥. Since the initial beam spread σsp  10−8 and the Two-Stream limit χ ∼ 1 are
valid, the threshold condition χ ≥ γ0v2th/v20 = σsp is fulﬁlled in all our simulations with
no restriction.
Severe damping of Weibel growth in the strong beam limit is observed for T⊥ ≥ 50 keV.
Such limiting constraints on Weibel growth are important for the fast ignitor sce-
narios in which the beam is usually density-rareﬁed, and in plasma-shell collisions in
which the thermal spread amounts to at least ∼ 1% of the bulk momentum. Moreover,
Yang et al. [1993b] extend the sharp plasma beam to a second waterbag distribution
G(p‖) = θ(p20 − p2‖) with p0/mc = (γ20 − 1)1/2 in order to investigate the eﬀects of a par-
allel close-to-thermal velocity spread. The analysis contains the eﬀect of a magnetic ﬁeld
parallel to the direction of Weibel propagation. However, some central insights are re-
tained in the limit of negligible magnetic ﬁeld strength. In the regime of dominant T‖
(which is always the case in shell collisions with dominant bulk motion) the stability
properties are determined by the relative weight of the T⊥-contributions, i.e. by ∆T. In
the limit T⊥ → 0,∆T →∞ [see dashed line in Figure 2a of Yang et al., 1993b] the WBI
mode is purely growing over a broad range of wave numbers. The quantitative growth
rate is consistent with ΓWBI computed for a cold plasma beam (see Fig. 4.7a dashed line
for comparison). Consequently, for an extreme ∆T the ‘waterbag’- and ‘beam’-models
become indistinguishable. As observed by Silva et al. [2002] for the beam distribution,
the extension to ﬁnite T⊥ causes an upper cut-oﬀ in the wave number region of Weibel
growth for the model distribution as well used by Yang et al. [1993b]. The cut-oﬀ scales
like
kcut(c/ωp0) = (2π/3γ0)
1
2∆T, (4.12)
which implies that for suﬃciently high ∆T the growth of Weibel modes extends into the
range of short wavelengths. To be more precise, the above threshold value was derived by
Yang et al. [1993b] using a Nyquist analysis of a so-called ‘smooth’ distribution function
which had been designed to model a power-law distribution at high energies. Diﬀerences
between ‘smooth’ and ‘waterbag’ distributions become insigniﬁcant at large ∆T.
Thus the critical quantities ruling the importance of kinetic eﬀects in relativistic plasma-
shell collisions are the collision energy γ0 and the temperature anisotropy ∆T. Fig-
ures 4.8a-c show the time evolution of T⊥,T‖ and ∆T as computed in the fully self-
consistent PIC simulations. The initial T‖ is given by the relativistic collision energy γ0.
For the cold initial perpendicular temperatures at hand the Maxwellian velocity spread
as shown in Tab. 4.1 per deﬁnitionem corresponds to T⊥/mc2 = vcms 2th,⊥ . Such conditions
are well modelled by the ‘waterbag’ distribution in equation (4.11), for which one obtains
T‖/mc2 = γv20ξ(v
cms
th,⊥) (4.13)
and
T⊥/mc2 =
1
2
γ(1− ξ(vcmsth,⊥) + vcms 2th,⊥ ξ(vcmsth,⊥)), (4.14)
with ξ(x) = 12x ln[(1 + x)/(1− x)]. In the limit of small thermal spread vcmsth,⊥  1 and
ξ(x)  1 + x2/3 + ... one obtains
Tˆ‖/mc2 = γ0, Tˆ⊥/mc2 =
1
3
γ0vcms 2th,⊥ (4.15)
For the simulations 1,3,4 the values Tˆ⊥/mc2 = 6.8 · 10−8 are close to the Maxwellian
T⊥/mc2 = 2.0 · 10−7. Comparison with the time evolution of the equipartition ratios in
Fig. 4.8d shows that at the respective collision energies γ100 ,γ
100
0 throughout the linear
instability regime the perpendicular temperatures are in the sub-keV domain, and the
corresponding anisotropy ranges well above ∆T ≥ 104. Consequently, the transversal
cut-oﬀs caused by ﬁnite T⊥ are expected to occur at kx/y,cut(c/ωp0) ∼ 104. Such values
are far beyond the smallest spatial scales of interest in the astrophysical context, since
anyway in the non-linear regime the instability migrates towards larger scales.
We note that the estimates of the kinetic contributions are based on 1D linear analy-
sis. However, the idea is to point out in which parameter regime modiﬁcations due to
kinetic eﬀects could be expected, of what kind these modiﬁcations are, and by which
critical quantities they are controlled. The values of T‖ and ∆T obtained from the PIC
data indicated that the assumption of negligible thermal spread for the linear analysis
in section 4.2.4 is well justiﬁed in our simulations.
To provide additional evidence that the above estimates can be transferred to the 2D
CTW case, additional simulations are performed with energies γ100 and γ
100
0 (Tab. 4.1).
At γ100 simulation 1 and 2 diﬀer by a factor of ∼ 500 in the initial T⊥ and ∆T. Since the
limit ∆T →∞ applies to both runs, the time evolution in Figs. 4.8a-c and Fig. 4.9a is
comparable. Furthermore, the diﬀerence in initial T⊥ and ∆T is negligible even beyond
Fig. 4.8: Time evolution of perpendicular temperature T⊥ (a) for γ100 (grey) and γ
100
0
(black). During linear mode growth (cf. panel (d)), T⊥ < 1 keV. Thus, for all
simulations (see simulation 2, dotted grey) variations in T⊥ are insigniﬁcant
and the cold beam limit applies. The ﬁnal state is as well independent on the
initial thermal spread for the cold initialization at hand. Panel (b) shows the
time evolution of T‖ (line coding as in (a); note the expanded scale for the run
with γ100 !). In the linear regime T‖ is dominated by the bulk motion, therefore
‘waterbag’ and ‘beam’ distributions yield comparable results. At late times
signiﬁcant beam energy is deposited in Weibel electromagnetic ﬁelds and par-
ticle heating. The resulting temperature anisotropies of ∆T ≥ 104 (c) for the
respective runs during the linear regime clearly indicate that thermal mode
damping or restrictions to the range of unstable wavenumbers are negligible.
Remarkably, a ﬁnite residual anisotropy ∆T ∼ 2-3 remains. The time evolu-
tion of equipartition ratios is given in (d) for γ10(100)0 (grey(black)) with linear
growth up to t1ωp0 = 13(42), saturation at t2ωp0 = 27(145), and ﬁnal steady
state at t3ωp0 > 130(190). The coupling strength in the 2D CTW mode weak-
ens from γ100 toward γ
100
0 , i.e. CP10 > CP100. The contributions of B‖ are
persistently negligible. In general, longitudinal modiﬁcations to the total ﬁeld
conﬁguration - attributed to the TSI - are prominent only at γ100 .
Fig. 4.9: Comparison of the equipartition ratios (a) for simulations 1 and 2 (grey),
which diﬀer solely in initial T⊥. Results are comparable in all essential quan-
tities. In the linear regime the growth rates are obtained as expected from
the linear analysis in the cold beam limit. Saturated ﬁeld values scale like
∝ 1/(1− vcmsth,⊥) [Silva et al., 2003] and, hence, thermal eﬀects are insigniﬁcant
also during non-linear saturation. In (b)  evolutions are shown for simula-
tions 3 and 4. Within the linear regime results are again comparable, clearly
indicating that dimensional eﬀects are not modiﬁed by the ﬁnite size of the
computational domain. Then the ﬁnal steady-state is reached earlier in sim-
ulation 4 (grey) in coincidence with the transversal growth of the current
self-pinches reaching the reduced y-extension of the system.
the linear regime up to the phases of non-linear saturation and the ﬁnal steady-state. In
the γ1000 (simulations 3 and 4) cases transverse and longitudinal extensions of the simu-
lation box have been varied in order to investigate any possible eﬀects of the ﬁnite size
of the computational domain on linear mode growth. This has been done for the higher
energy, because limitations in the range of unstable wave numbers are then expected to
be more severe keeping in mind the results of the linear kinetic analysis discussed above.
Figures 4.8a-c and 4.9b as well as the analysis of the late-time non-linear evolution in
section 4.2.5 demonstrate that no such restrictions apply to our simulations.
Even more convincing that thermal eﬀects play no role in the present study is the com-
parison of the analytic growth rates with the growth rate determined from the PIC
results in the linear regime. Linear growth rates (section 4.2.4) for the 2D coupled CTW
mode of Γ100CTW/ωp0 = 0.51 and Γ
10
CTW/ωp0 = 0.14 are obtained for the respective energies
within the constraints of the zero temperature limit. From the simulated time evolution
of the equipartition ratios  plotted in Fig. 4.8d these growth rates are well reproduced
( contains the squared ﬁeld quantities).
In conclusion, in the present study the cold plasma limit holds for all the simulations.
T⊥ remains in the sub-keV range for the entire linear regime. Signiﬁcant thermal mod-
iﬁcations, i.e. mode damping and narrowing of the bandwidth of unstable wave num-
bers, is expected for less pronounced ∆T only, which is the case if T⊥ reaches at least
%-partitions of the collision bulk momentum. In contrast to fast ignitor conditions, X-
ray observations of early afterglows indicate rather moderate thermal cut-oﬀs around
∼ 5 keV. So the initial scenario of cold plasma shells appears sensible. However, kinetic
eﬀects might become important for colliding shells of extremely unbalanced density ra-
tios, i.e. for afterglow scenarios with a strong beam passing a rareﬁed interstellar cavity.
Such scenarios are possible subjects for future studies.
4.2.5 The Saturated and Steady-State Final Magnetic Fields
The maximum possible equipartition ratio B generated by the Weibel instability as the
microphysical source process is an essential input quantity for global GRB synchrotron
models. In the previous sections the analysis was restricted to the linear regime that is
the ﬁrst of three consecutive stages in the evolution of the instability. During the linear
phase (t = t1 in Figs. 4.10, 4.11) incipient current ﬁlaments evolve and a magnetic ﬁeld
structure of complex topology ensues from the superposition of toroidal magnetic ﬁelds.
Magnetic ﬁeld topologies are complex though not completely random. It is possible to
identify self-similar structures which allow for a certain degree of regularization as is
discussed in detail in section 4.4. The linear regime is followed by the intermediate stage
of non-linear saturation of the Weibel-generated magnetic ﬁelds in the maximum self-
pinched state of current ﬁlamentation (t = t2 in Figs. 4.10, 4.11). As soon as the pair
plasma self-pinching is counterbalanced by the progressive thermal pressure within each
current ﬁlament, the system enters the ﬁnal third phase (t = t3) of the proposed time
scheme. Therein self-pinches coalesce and form a steady-state conﬁguration after all
immediately neighboured ﬁlaments of aligned currents have merged. On astrophysical
(=synchrotron loss) time scales this last stage is the only one that is relevant, since
the system passes through the former two phases within less than ∼ 100ω−1p0 , i.e. on
astrophysical measures in an instant. The Weibel mechanism is an inherently kinetic
process and the highly non-linear saturation is the pervasive state in the astrophysical
context. Consequently, kinetic simulations are the method of choice to obtain reliable
values for the steady-state B rates.
Figure 4.8d shows the time evolution of the transverse
B⊥ = V−1
∫
dV(B2x + B
2
y)/8πµkin (4.16)
and longitudinal
B‖ = V−1
∫
dVB2z/8πµkin (4.17)
magnetic WBI-ﬁelds. Since B‖ ratios (i.e. 3D magnetic topologies) are negligible, trans-
verse magnetic ﬁelds are pervasive and B⊥  B follows. With respect to electric ﬁelds,
E‖ = Ez and E⊥ contribute about equal shares to the corresponding equipartition ratio
E = V−1
∫
dV(E2‖ + E
2
⊥)/8πµkin. (4.18)
Here µkin = 4(γ0 − 1)n0mc2 is the initial kinetic energy density of the system applying
the convention to deﬁne the reference density n0 on the base of one specie of each in-
dividual shell. During the linear regime the time evolutions of B and E proceed in
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Fig. 4.10: Magnetic ﬁeld lines and jz current ﬁlaments during the linear phase (t = t1),
in the maximum self-pinched state (t = t2) and the ﬁnal coalesced conﬁgura-
tion (t = t3) in the (x, y)-plane through the simulation box center. Current
ﬁlaments generate the magnetic ﬁeld, which further pinches the ﬁlaments
thereby enhancing itself (instability feedback loop). Coalescence ceases as
soon as only oppositely aligned currents neighbour each other.
t       1  
t       2  
t       3  
Fig. 4.11: Initially homogeneously distributed (t = t1) trace electrons (red) and
positrons (blue) appendant to the in +z moving shell, which then self-
pinch due to the WBI (t = t2). The formed current ﬁlaments ﬁnally coa-
lesce (t = t3) until only oppositely aligned currents are neighboured. Self-
consistent particle trajectories are a feature which is found uniquely in the
PIC method.
close proximity. Consequently the coupling of 1D TSI/WBI constituents in the com-
bined 2D CTW mode is strong. The corresponding growth rates scale ∝ γ−1/20 and are
quantitatively in very good agreement with the linear theory as has been conﬁrmed in
section 4.2.4. As soon as the evolving ﬁlaments reach the maximum self-pinched state
the system runs into non-linear saturation. In this phase the mode coupling weakens
and the energy-dependent relative strengths of the 1D constituents is reﬂected in the
diﬀerent electric and magnetic saturated equipartition ratios. Figure 4.12a illustrates
the closest-packed current self-pinches at the saturation point for γ100 . For the weakly
relativistic cases, the current response on the self-pinching by the toroidal magnetic ﬁeld
is channeled into a velocity response δj ∼ n0δv. Beyond γ0 ∼ 5 this transforms into a
density response δj ∼ δnc, i.e. the density ﬂuctuations increase towards higher collision
energies, reaching up to 12 n0 for γ1000 . Each self-pinch consists of a void in the magnetic
ﬁeld enclosed by toroidal ﬁeld walls. Particles initially moving in ±z perform a mean-
dering motion within each pinch, being reﬂected by the ﬁelds with inverted directions at
opposite walls as seen in Fig. 4.12c (for better visibility particle trajectories are shown
here for a later phase). The saturated ﬁeld values scale like Bsat ∝ (nγ0)1/2/(1 − vth)
with saturation taking place when the meandering frequency ωm ∝ Bγ−10 equals the
CTW growth rate ΓCTW ∝ (n/γ0)1/2. Obviously thermal corrections to the saturated
ﬁeld Bsat ∝ (1− vcmsth ) [Silva et al., 2003] become insigniﬁcant for suﬃciently cold plasma
shells.
Silva et al. [2003] set the initial thermal spread to vcmsth,⊥ = 0.01 for γ
10
0 . The saturated
ﬁeld values obtained by them are in agreement with the respective values obtained in
simulations 1 and 2 conﬁrming that the cold beam approximation holds for all these sim-
ulations and thermal corrections are negligible. Diﬀerences in the equipartition ratios
are the sole result of energy-dependent ‘dimensional eﬀects’ on which we focus in the
present study. In contrast to the linear regime where thermal corrections become more
restrictive for higher collision energy (cf. section 4.2.4), the behaviour of the CTW is
modiﬁed during non-linear saturation. In this phase thermal corrections are introduced
via the velocity response, but since in the ultra-relativistic limit the density response δn
dominates during pinching, thermal corrections become increasingly less important.
In the simulations 1 and 3 (Fig. 4.8)d, the saturated satB -values are equal for both
cases γ100 and γ
100. What diﬀers are the coupling strength and the relative weight of
the contributions from the TSI (=E‖) and WBI (=B⊥) mode in the non-linear regime
at late times: In the ﬁnal phase the current self-pinches coalesce. The magnetic ﬁelds
around each self-pinched ﬁlament are practically at equipartition. The ‘ﬁlling factor’ of
the volume with self-pinches decides upon the ﬁnal steady-state B. The TSI imposes a
complex 3D structure on the current ﬁlaments for γ100 (Fig. 4.12b), thereby reducing the
‘ﬁlling factor’. Field energy is re-converted into disordered particle kinetic energy caus-
ing particle heating. In Fig. 4.8d, 10B⊥ (E‖) drops by one magnitude from the saturated
to the ﬁnal state.
In contrast, for γ1000 3D modiﬁcations of the ﬁnal current/ﬁeld conﬁguration by the TSI
are marginal only (Fig. 4.12d), whereas WBI contributions dominate. The reconversion
process of energy is practically absent and satB⊥ ∼ ﬁnalB⊥ . The reconversion of (latent) ﬁeld
Fig. 4.12: Iso-contours of the current density in the saturated self-pinched state
at tωp0 = 27 (jz = ±0.75) (a) and the ﬁnal coalesced state tωp0 = 250
(jz = ±1.5) (b) for γ100 , +z-directed currents in blue. Individual traces of
2048 selected positrons (blue) and electrons appendant to the in +z-moving
shell are shown in (c) for γ1000 at tωp0 = 250. Particles perform a meandering
motion in the magnetic void of each current ﬁlament. Directly corresponding
are the respective current iso-contours for jz = 4.5, 2.5, 1.5 (yellow, orange,
red) and jz = −4.5,−2.5,−1.5 (turquoise, blue, dark blue) in (d). Relativis-
tic dimensional reduction from 3D to 2D is obvious in the comparison of (b)
and (d).
Fig. 4.13: Time evolution of the normalized particle distributions f(pz) as function of
the pz momentum for γ1000 (a) and γ
10
0 (b). Parallel electric ﬁelds E‖ at-
tributable to the electrostatic TSI contributions are more pronounced for
lower energies. Consequently particle acceleration is more prominent in (b)
for γ100 , where pz/mc ∼ γ reaches up to 3.5 times the initial bulk momen-
tum/relativistic energy γ0.
into (thermal) particle energy during the transition from non-linear saturation to ﬁnal
coalesced steady-state is directly observable in the particle distribution functions shown
in Fig. 4.13. The comparative electrostatic energy excess for γ100 at decoupling time
(10E‖ ∼ 10 100E‖ ) is reconverted into particle kinetic energy as seen from Fig. 4.13b. Parti-
cles are accelerated in this case by the TSI up to 3.5 times the initial collision energy.
For γ1000 particle heating/TSI are both suppressed, in return WBI contributions/particle
cooling are more pronounced (Fig. 4.13a). In conclusion, dimensional reduction in the
ultra-relativistic regime comes along with an optimized conversion of particle free energy
into magnetic ﬁeld energy, i.e. with optimized magnetic equipartition ratios.
A critical ﬁnal question is whether the observed ‘dimensional eﬀects’ are modiﬁed by
the ﬁnite size of the computational domain. In view of this eﬀect we varied the geom-
etry of the simulation box between simulation 3 and 4, extending the parallel and one
perpendicular dimension by a factor of 4 (Tab. 4.1). For the regimes of linear growth
Fig. 4.14: Iso-contours of the current (j > 0 black) in the phase of non-linear satura-
tion (a) at tωp0 = 48 and after extending beyond the y-extension (b) of the
system at tωp0 = 100, which in simulation 4 is reduced to Ly = 3.2 (c/ωp0).
In (b) the conﬁguration is reduced to quasi-2D, artiﬁcially stretched ad in-
ﬁnitum in y. Consequences on the ﬁeld structure are comparable to the
coalescence of current self-pinches at late times. Therefore the time evolu-
tion is shifted and the ﬁnal steady-state equipartitions are comparable, but
precipitate relative to simulation 3 as shown in Fig. 4.9b.
and non-linear saturation both simulations yield exactly the same results: According
to Fig. 4.9b linear growth rates ΓCTW, the relations between B, B‖, E (i.e. the rel-
ative weight of TSI and WBI contributions to the 2D coupled mode), and the times
when non-linear saturation is reached (i.e. coupling strengths) are exactly in accord.
Furthermore, direct correspondence is seen in the time evolution of temperatures and
anisotropies (Fig. 4.8a-c). The saturated and ﬁnal steady-state equipartition ratios are
comparable, though the ﬁnal conﬁguration is reached earlier in simulation 4. Due to
computational limitations the extension of the (x, z)-plane in simulation 4 enforces a re-
spective reduction in y down to Ly = 3.2 (c/ωp0). In the linear regime the coupled CTW
mode is 2D and the y-extension is insigniﬁcant. Hence, the correspondence of results
between simulations 3 and 4 proves that the ‘dimensional eﬀects’ under study have not
been aﬀected by the limitations of the computational domain. The simulations are com-
parable as long as the cross sections of the toroidal current self-pinches ﬁt into the (x, y)
plane (Fig. 4.14a) of the simulation. Coalescence of self-pinches to the ﬁnal steady-state
in simulation 4 precipitates the respective phase in simulation 3 as soon as the self-pinch
diameter becomes comparable to Ly and the system is conﬁned to be quasi-2D within the
(x, z)-plane (Fig. 4.14b). The equipartition ratios are determined by the ‘ﬁlling factor’
of the volume by current ﬁlaments. The equipartition ratios of simulations 3 and 4 are
quantitatively comparable (Figs. 4.8d, and 4.9b), and so are the shapes of the current
ﬁlaments in z as seen in Figs. 4.12d, and 4.14b. Disruption of ﬁlaments in z as taking
place for γ100 (Fig. 4.12b) are absent independent of the ﬁnite extension of the simula-
tion box. The comparison of simulations 3 and 4 serves in the ﬁrst place the proof that
in the present simulations the contributions of the longitudinal TSI are not suppressed
by the ﬁnite box extension in z. Such a result is intuitive, since the argumentation in
section 4.2.4 is based on relativistic damping of growth rates (=time scales, not wave
number cut-oﬀs). Furthermore, system variations in the transverse extension are uncrit-
ical, since the cross sections of the coalesced current ﬁlaments in the ﬁnal steady-state
conﬁguration are primarily determined by T⊥. Since the temperatures/anisotropies ∆T
(Fig. 4.8c) in all simulations saturate before spatial restrictions come into play, the ﬁnal
equipartition ratios obtained are independent of the ﬁnite box extensions.
Fig. 4.15: Isotropization of synchrotron pitch angles for simulation 3 as time cascade
tωp0 = 5, 75, 94, 112, 245 (darkening from bright grey to black). Apparently
isotropization is pervasive in the non-linear regime and taking place most ef-
ﬁciently after equipartitions are at maximum (i.e. for γ1000 after tωp0 ∼ 100).
Within the total simulated time, i.e. on a time scale negligible with respect
to typical synchrotron loss times, practically complete isotropy is reached.
According to Fig. 4.8c some ﬁnite ∆T ∼ 2− 3 remains in the ﬁnal steady-state conﬁg-
uration [Yang et al., 1993b; Yang, Arons & Langdon, 1993a]. This residual anisotropy
is slightly higher in the ultra-relativistic regime. This fact sustains the essential state-
ment of ‘dimensional eﬀects’, in which WBI contributions / ﬁlamentation become grad-
ually pronounced at higher relativistic energies. The current ﬁlaments have a preferen-
tial direction, modiﬁcations in z-structure are reduced and, as a consequence, residual
anisotropies remain.
In view of the emission of synchrotron radiation an interesting question is the time evo-
lution of the pitch angles cos φ = B · p/Bp of the particles involved. Figure 4.15 shows
that pitch angle isotropization takes place most eﬃciently in the regime after non-linear
saturation during the ﬁnal coalescence of self-pinches. Due to inertial eﬀects on the par-
ticles the pitch angles isotropize later for higher than for lower energies γ0. However,
even for the external high collision energies between the shells the pitch angle isotropiza-
tion takes place and is complete on time scales which are short compared with typical
synchrotron loss times.
4.2.6 Summary and Perspectives
We have presented self-consistent, fully electromagnetic 3D PIC simulations of electron-
positron-plasma shell collisions at moderate to ultra-relativistic collision energies γ10 (100)0
with total particle ensembles of ∼ 5 · 108. For the ﬁrst time the generation of magnetic
ﬁelds by the Weibel instability has been investigated for external collision energies of
γ0 ∼ 100. As a peculiarity of this energy regime we ﬁnd that 3D modiﬁcations by the
TSI mode become progressively insigniﬁcant. As a consequence the conversion of particle
kinetic energy into magnetic ﬁelds by the Weibel mechanism takes place with optimized
eﬃciency in quasi-2D shell slices. We provided evidence that such ‘dimensional eﬀects’
are introduced in the ultra-relativistic regime by damping of TSI contributions to the
2D Coupled Two-Stream-Weibel mode and are not inﬂuenced by variations of the com-
putational domain. We provided arguments from linear theory for this transition which
turn out to hold in the highly non-linear late-time evolution covered by the PIC simu-
lations. From the reduction of dimensionality, ﬁnal steady-state equipartition ratios of
B ∼ 12.5% result for external collision energies, exceeding the respective values achieved
in internal collisions by a factor of ﬁve. The linear analysis was performed within the
constraints of the cold beam limit (zero temperature approximation). This assumption
is valid as long as the thermal spread of plasma shells is less then 1% of the bulk collision
energy. In this respect the scenario under study is fundamentally diﬀerent from fast ig-
nitor scenarios. We have demonstrated that ‘dimensional eﬀects’ are introduced as new
physical behaviour in the ultra-relativistic regime. For the cold initial temperatures at
hand, such a behavior is not aﬀected by kinetic eﬀects as far as the linear kinetic analysis
is concerned. The phenomenon of dimensional reduction was not included in previous
studies of the highly non-linear late-time evolution, which are either lower dimensional
or diﬀerent in the energy regime.
We note that for the external collision of GRB ﬁreball ejecta with the surrounding
medium contributions from electron-proton plasma [Nishikawa et al., 2003] are as well
involved. As had been noted by Silva et al. [2003], the fundamental instability process/B-
values will remain unchanged in this case, merely the time and length scales are upscaled
by the proton-to-electron mass ratio (mp/m)1/2 ∼ 43. The critical question is, however,
the lifetime of the ﬁnal steady-state magnetic ﬁelds in this case, since typical synchrotron
loss times range in the order of 105 times the total simulated time. The dominant process
responsible for the decay of the magnetic ﬁelds in this case is collisionless diﬀusion. Typ-
ical decay rates and diﬀusion coeﬃcients obtained from self-consistent PIC simulations
will be presented elsewhere [Jaroschek, Lesch & Treumann, 2004c].
4.3 Topology and Lifetime -
A Critical Test for Synchrotron Emission Models
The following section is published as
‘Self-Consistent Diﬀusive Lifetimes of Weibel Magnetic Fields in
Gamma-Ray Bursts’
C.H. Jaroschek, H. Lesch, and R.A. Treumann
The Astrophysical Journal, 1 Dec 2004, 616, 1065
4.3.1 Abstract
Weibel ﬁlamentation in relativistic plasma shell collisions has been demonstrated as an
eﬃcient and fast mechanism for the generation of near-equipartition magnetic ﬁelds in
self-consistent Particle-In-Cell (PIC) simulations. In generic γ-ray burst (GRB) models
with kinetically dominated plasma outﬂow suﬃcient strength and lifetime of magnetic
ﬁelds is essential to validate synchrotron emission as the source of radiative outbursts. In
this article we report on self-consistent PIC simulations of pair-plasma shell collisions in
the highly relativistic regime with particle ensembles up to 5 · 108. Energy dependence
of magnetic ﬁeld generation in the Weibel process is discussed and for the ﬁrst time
the diﬀusion-limited lifetime of magnetic ﬁelds is investigated self-consistently. In three
diﬀerent ways of analysis the diﬀusion coeﬃcient is determined self-consistently from the
microphysical particle data. Cross-ﬁeld diﬀusion is identiﬁed as ‘Bohm’-type by direct
conﬁrmation of the characteristic T/B-behaviour. With the stability-limiting process
pinned down, the lifetime of Weibel magnetic ﬁelds in plasma shell collisions subsumes
to τ ωp0 ∼ 109 (with ωp0 the plasma inertial time scale as characteristic of any system).
In the context of typical synchrotron cooling times we conclude that the Weibel ﬁelds
are suﬃciently long-lived for GRB prompt emission as well as afterglows, especially in
view of the likely ‘baryonic’ pollution of pair-plasma shells.
4.3.2 Introduction
The generation and stability of magnetic ﬁelds in γ-ray bursts (GRBs) remains a cen-
tral problem of all theoretical concepts to explain the enormous radiation deposition
in such phenomena. In principle two plasma physical mechanisms qualify to generate
magnetic ﬁelds of suﬃcient strength for synchrotron emission models to work: Magnetic
ﬁeld ampliﬁcation via shock compression [Kazimura et al., 1998] and Weibel ﬁlamen-
tation [Medvedev & Loeb, 1999] in plasma shell collisions. Both processes rely on the
interaction of counterstreaming plasmas.
Conceptual GRB emission models (for an extensive review on GRBs see Piran [1999];
Me´sza´ros [2002]) propose a central source ejecting plasma shells at variable bulk speeds
and intermittencies. Diﬀerences in bulk speed cause individual plasma shells to collide
at some distance from the central object. In close similarity to the so-called corotating
interaction regions (CIR) in the solar wind, high Mach number shock fronts are trig-
gered at the face of the interaction regions. However, albeit shock compression provides
magnetic ﬁeld strengths close to equipartition, Gruzinov [2001] presented arguments
that the shock-ampliﬁed ﬁelds decay rapidly in the zone downstream of the shock front.
Direct numerical simulations indicate short magnetic ﬁeld lifetimes on the order of a
few tens of plasma dynamic scales ω−1p , whereas generic synchrotron emission scenarios
take place on longer time scales, ranging from 105-1010 ω−1p .
The alternative approach of Weibel-induced magnetic ﬁelds refers to the counterstream-
ing motion of deeply interpenetrating plasma shells: Shock compression is spatially con-
ﬁned within the narrow zone of the shock front propagating as the wake of plasma
interaction into the colliding shells. Counterstreaming develops downstream as a con-
sequence of the progressive interchange of the shells’ bulk momentum and downstream
advection of electromagnetic ﬁelds and, hence, characterizes merely the late evolution of
shock scenarios [Frederiksen et al., 2004]. We note that for typical source environments
the plasma is strongly rareﬁed in density. Consequently, the term ‘collision’ refers to
particle scattering eﬀective in the collective potentials of plasma instabilities [Sagdeev,
1966] rather than to Coulomb interaction between nearest neighbours.
The Weibel mechanism [Weibel, 1959] relies on the free energy stored in a particle distri-
bution which is anisotropic in velocity space. Counterstreaming plasma shells represent
an extreme case of velocity anisotropy. Each moving charge represents a current. Parallel
currents are mutually attractive. Small initial perturbations cause likewise currents to
merge and form small incipient current ﬁlaments. Therefore the Weibel instability is also
called ﬁlamentation instability. We present a scenario of counterstreaming pair-plasma
shells with equal density and equal absolute bulk momentum. As a consequence thereof
the conﬁguration is initially charge and current neutral in the center of mass frame
(i.e. simulation/lab frame). Current ﬁlaments consist of equal charges moving parallel
in one shell and respectively opposite charges moving anti-parallel as constituents of the
counterstreaming shell. Filaments remain quasi-neutral and sustain a toroidal magnetic
ﬁeld. The toroidal ﬁeld self-pinches its generating current, thereby amplifying the cur-
rent and closing the instability feedback loop. Separation of self-pinches is determined
by the fastest growing Weibel mode. The toroidal magnetic ﬁelds of individual ﬁlaments
superpose to complex ﬁeld structures predominantly oriented transverse to the respec-
tive currents. Particles perform a meandering motion in the toroidal ﬁeld conﬁnement.
The instability saturates as soon as the bounce frequency associated with the mean-
dering becomes comparable to the instability growth [Silva et al., 2003]. Self-consistent
Particle-In-Cell (PIC) simulations of the Weibel instability in electron-positron (e−, e+)
shell collisions [Silva et al., 2003] proved its capacity to generate near-equipartition mag-
netic ﬁelds. Since suﬃcient strength of the newly generated ﬁelds is granted, the critical
question to be answered concerns the stability of the Weibel magnetic ﬁelds.
In this article we investigate the ﬁnite lifetime of Weibel-generated magnetic ﬁelds in
relativistic plasma shell collisions. The highly non-linear late-time evolution of plasma
instabilities is the condition prevalent on astrophysical time scales, and direct numerical
simulation is one possible approach to explore this regime. The PIC method allows to
simulate the Weibel instability on the plasma kinetic level and to trace the individual
trajectories of particles self-consistently involved in the generation of the ﬁelds. These
are essential diﬀerences with respect to test particle approaches. Since the process is
manifestly collisionless, the destruction of the magnetic ﬁelds can only take place by
scattering of the current-carrying particles in the ﬁeld inhomogeneities and by intrinsic
instabilities. This should lead to diﬀusive losses of particles from the current ﬁlaments
and thus to destruction of the current-ﬁeld conﬁguration. In order to determine the
importance and time scales of this kind of diﬀusion, we harness the data of individual
particle orbits to analyze the mechanism of magnetic cross-ﬁeld diﬀusion. We further
note that contributions to cross-ﬁeld decay can also arise from ﬂute instabilities of the
Kelvin-Helmholtz-, sausage-, kink-, or pinch-type. Such instabilities modify the current-
ﬁeld conﬁguration on length scales which require global scenarios and thus are beyond
the feasability of self-consistent kinetic simulations. We focus here on the microphysics
to investigate the fundamental mechanism of cross-ﬁeld transport and the time scales
involved.
It is essential to simulate 3D conﬁgurations due to two constraints: First, up to moder-
ately relativistic collision energies γ0 ∼ 10 assumed in internal shell collision scenarios
the current ﬁlaments exhibit an intrinsic 3D structure [Silva et al., 2003]. 3D elements
arise from the energy-dependent coupling between the Weibel mode (eﬀective perpen-
dicular to the collision-aligned direction) and the parallel two-stream instability mode.
For external shell-collision energies with Lorentz factors inferred from GRB light curves
around γ0 ∼ 100 [Panaitescu & Kumar, 2002], the coupling strength between both in-
stability modes softens. The Weibel contributions prevail instead, and the current ﬁla-
ment/magnetic ﬁeld structure becomes quasi-2D [Jaroschek, Lesch & Treumann, 2005].
However, the particle trajectories maintain a distinctively complex 3D pattern. Second,
even in entirely 2D magnetic ﬁeld conﬁgurations it is a fundamental insight that per-
pendicular transport requires a 3D conﬁguration [Jokipii, Ko´ta & Giacalone, 1993].
Details upon the PIC simulation setup are described in section 4.3.3. In the consecutive
section we show that the lifetime of the ﬁnal steady-state magnetic ﬁelds generated in
the Weibel process is limited by magnetic cross-ﬁeld diﬀusion. Meticulous analysis of
individual self-consistent particle trajectories allows (i) the concise determination of the
diﬀusion coeﬃcient and (ii) the identiﬁcation of the diﬀusion mechanism as of ‘Bohm’-
type and, hence, qualifying it as the conservative upper limit of particle transport.
The diﬀusion coeﬃcient obtained in the self-consistent PIC simulation renders feasable
magnetic ﬁeld lifetimes of ∼ 109 ω−1p in ultra-relativistic plasma shell collisions. This
credences the validity of Weibel-generated magnetic ﬁelds in the context of conceptual
GRB synchrotron emission models.
4.3.3 Simulation Description
The PIC simulations serving as foundation for the present study are similar to the ones
described in Jaroschek, Lesch & Treumann [2005]. For completeness we summarize the
simulation setup: The simulations are performed with a massively parallelized, relativis-
tic, fully electromagnetic PIC code on a high resolution mesh with 256× 256 × 128 grid
points representing a 3D system of extension Lx × Ly × Lz = 25.6 × 25.6 × 12.8 (c/ωp0)3.
The total number of particles subsumes to 5 · 108, homogeneously distributed in conﬁg-
uration space and divided in phase space into two equal subensembles initially moving
in ±z with vz0,1 = −vz0,2. Each subensemble represents a quasi-neutral (e+, e−) shell of
Fig. 4.16: Time evolution of equipartition ratios for γ10(100)0 (grey(black)) with linear
growth until decoupling at t1ωp0 = 13(42), saturation at t2ωp0 = 27(140),
and ﬁnal steady-state for t2ωp0 > 130(190). The coupling strength in the 2D
TSI-WBI mode weakens from γ100 to γ
100
0 , i.e CP10 > CP100. Longitudinal
B‖ contributions are always negligible. As ﬁnal equipartition ratios result
10B ∼ 2.5% and 10B ∼ 12%.
density n+0 = n
−
0 = n0. Times are normalized to the inverse plasma frequency ω
−1
p0 = (4πe
2
n0/m)−1/2, lengths to the skin depth (c/ωp0) and, as a consequence thereof, velocities
to the speed of light c. n0 is the initial density of one specie within a particular shell,
e and m are electron charge and mass, respectively. Initial bulk motions correspond
to γ100 vz0 = 10.00 and γ
100
0 vz,0 = 100.00. The transverse thermal spread in the shells’
comoving frame is vth,0 = 10−4, corresponding to v10th,0 = 10
−5 and v100th,0 = 10
−6 in lab
(=grid mesh) frame. Simulations endured for ∆tωp0 = 260, requiring 5500 timesteps for
γ100 and 45000 timesteps for γ
100
0 to assure energy stabilities of 0.1% and 1%, respec-
tively.
The eﬃciency of magnetic ﬁeld generation in the Weibel process is quantiﬁed in the
equipartition ratio B = V−1
∫
dV (B2/8π)/µkin, i.e. the energy density on average con-
verted into magnetic ﬁeld B from an initial particle kinetic reservoir µkin = 4(γ0 − 1)n0
mc2. Figure 4.16 shows the time evolution of 10,100B for moderate γ10 and ultra-relativistic
γ1000 collision energy. 
10
B (t) is precisely consistent with results of Silva et al. [2003] and
corresponds to the regime of internal (prompt emission) GRB shell collisions. 100B (t)
ﬁrst probes the regime of external (afterglow) collisions. In general the plasma instabil-
ity is a coupled mode propagating at skewed angle with a Two-Stream (TSI) and Weibel
(WBI) constituent, each eﬀective exactly parallel and perpendicular to the bulk motion,
respectively.
As reported in detail in Jaroschek, Lesch & Treumann [2005], WBI contributions re-
sponsible for the conversion of particle-kinetic into magnetic-ﬁeld energy progressively
dominate the TSI contributions for higher collision energies, the latter associated with
parallel electric ﬁelds and plasma heating. As a direct consequence, the ﬁnal steady-
state magnetic ﬁeld strength is higher in the ultra-relativistic limit (cf. Fig. 4.16). In
plasma-physical terms, the propagation angle of the coupled TSI-WBI-mode becomes
quasi-perpendicular, while the current ﬁlament/magnetic structure becomes quasi-2D
(Fig. 4.17). We note in passing that the coupled TSI-WBI-mode in any energy regime
remains a real 3D problem at late times, when ﬁlaments of like currents tend to merge
and require the third dimension to circumnavigate their respective counter-currents, the
latter are essential to ensure the system’s time-invariant overall current neutrality [Lee
& Lampe, 1973].
4.3.4 Diﬀusion Limited Lifetime of Magnetic Fields
Diﬀusion Coeﬃcients Obtained by the PIC Simulation
In the ﬁnal steady-state conﬁguration only oppositely aligned current ﬁlaments neigh-
bour each other being conﬁned within the voids of their self-generated toroidal magnetic
ﬁelds (Fig. 4.17) and forming something like a quasi-stable lattice. Consequently, the
magnetic ﬁeld gradient / particle density exhibit minima in the magnetic walls separat-
ing the current ﬁlaments. This diﬀers fundamentally from the situation of Harris-type
cross-ﬁeld diﬀusion scenarios [Jaroschek, Lesch, & Treumann, 2004a]. In the following
we concentrate on the case γ0 = 100 because magnetic ﬁeld topology then is essentially
quasi-2D, and discuss 3D modiﬁcations for less energetic collisions in the end. Stability
/ lifetime limits of this conﬁguration are imposed by cross-ﬁeld diﬀusion between the
Weibel current ﬁlaments. Perpendicular transport requires some perturbation along the
particle’s gyro orbit to break its ‘force-free’ appendence to a speciﬁc ﬁeld line. Since
Coulomb collisions are absent, ‘anomalous’ transport is retained by particles scattering
oﬀ collective electromagnetic ﬂuctuations. Electrostatic ‘convective cells’ in thermalized
plasma were identiﬁed as the origin of collisionless perpendicular diﬀusion within the
framework of a guiding center E×B/B2 drift (zero frequency) limit by Taylor & Mc-
Namara [1971] and were then generalized to cover a broad spectral range of ﬂuctuations
by Dawson, Okuda & Carlile [1971]. In the Weibel scenario, the dominant contributions
to cross-ﬁeld transport are expected to arise from density/magnetic ﬁeld gradients. Self-
Fig. 4.17: Isocontours of the current density for γ1000 in the maximum self-pinched
state at tωp0 = 140 (a). Coalescence of self-pinches ceases as soon as only
oppositely aligned currents (jz > 0 dark, jz < 0 bright) neighbour each other
and the ﬁnal steady-state conﬁguration is reached for tω−1p0 > 190 (b). The
corresponding magnetic ﬁeld conﬁgurations are visualized in c) and d), re-
spectively. Spatial agglomeration of the ﬁeld lines reﬂects the magnetic en-
ergy distribution. Filaments are conﬁned within the self-generated quasi-2D
toroidal magnetic ﬁelds (for clarity only shown in three staggered planes).
Around each ﬁlament magnetic ﬁelds are close to equipartition. The typical
correlation scale of the current-ﬁeld conﬁguration evolves exponentially in
time from large to small wavenumbers k (cf. Fig. 4.19).
consistent PIC simulations allow for the determination of a net diﬀusion coeﬃcient DPIC
as gross yield of individual transport processes directly from the analysis of the particle
data.
On the microphysical level the diﬀusion coeﬃcient is deﬁned for each individual particle
D∗PIC = (∆x)
2/∆t as temporal path variance (∆x)2(t) across the magnetic ﬁeld. Fig-
ure 4.18a shows (∆x)2(t) for a selected individual particle. Signiﬁcant path variations
set on around tωp0 ∼ 130 in coincidence with non-linear magnetic ﬁeld saturation (cf.
Fig. 4.16). (∆x)2 clearly represents the superposition of an oscillatory motion and a dis-
tinct cross-ﬁeld drift. The oscillation describes the meandering of the particle within the
magnetic voids each current ﬁlament is embedded in. The toroidal magnetic ﬁeld con-
ﬁnes the particle, i.e. escaping current carriers are diverted reversely into the ﬁlament.
The oscillation time scale is short compared to the cross ﬁeld drift, but is straightfor-
wardly removed in a linear regression line ﬁt. The resulting slope of the ﬁt corresponds
to the cross ﬁeld diﬀusion D∗PIC = 3.2 · 10−5 (c2/ωp0) of the individual particle.
We determined D∗PIC for a sample of 32768 individual trajectories. The sample consists
of two distinct classes: 20472 particles constitute a ﬁrst class, characterized by D∗PIC < 0,
which corresponds to a particle ensemble being cooled and progressively conﬁned within
the magnetic voids. The second class contains all particles with D∗PIC > 0 exhibiting
cross-ﬁeld diﬀusion with average diﬀusion coeﬃcient DPIC = 9.6 · 10−6 (c2/ωp0). The
critical question in this analysis is whether the two classes are distinctly separated, i.e.
whether the average diﬀusion coeﬃcient is sharply deﬁned. Figure 4.18b shows the nor-
malized distribution of the class 2 particles around DPIC. Intriguingly, the rate of cross-
ﬁeld diﬀusion is reﬂected in a concise and unambiguous fashion in the self-consistent
particle transport data.
In Figure 4.17 b),d) a steady-state conﬁguration is reached in which only oppositely
aligned currents are neighboured. Cross-ﬁeld diﬀusion describes the tendency of mutual
annihilation of opposite currents, i.e. ohmic dissipation of the free energy stored in the
currents by an ‘anomalous’ resistivity η¯. In a second line of argumentation, η¯ serves as
a cross-check for perpendicular transport: The dissipative ohmic power-loss as average
over the simulated volume subsumes to
ΠOhm = −V−1
∫
dV(η¯ · j)⊥ · j = −V−1
∫
dVE˜⊥ · j˜.
Therein the local current density j˜ =
∑
ppg qivi is an ensemble quantity deﬁned for each
individual grid cell. The grid cell level is the most reﬁned entity in conﬁguration space.
E˜ =
∑
Ei/ppg is the corresponding ensemble-averaged local electric ﬁeld as superposi-
tion of values Ei interpolated to the respective positions of ppg particles per individual
grid cell. PIC simulations are systematically ‘noisy’ with respect to electric ﬁeld ﬂuctua-
tions. Such ﬂuctuations are artiﬁcially introduced by the quasi-particle/ﬁeld-grid repre-
sentation [Birdsall & Langdon, 2000]. The number of quasi-particles per grid cell (qpc)
is the critical quantity with respect to the ﬂuctuation level. We tested qpc-variations
in the simulation setup to ensure that the model-inherent resistivity η¯qpc  η is not
blending the results. The initial kinetic energy of the conﬁguration is determined by the
shells’ bulk motion µkin = 4(γ0 − 1)n0mc2 since the initial thermal spread is negligible.
Fig. 4.18: Path variance (∆x)2 (t) as function of time for an individual particle (a). For
signiﬁcant Weibel magnetic ﬁelds at the particle position (grey), the trajec-
tory is constituted by the superposition of the meandering motion within
the magnetic conﬁnement and a distinct cross-ﬁeld drift. In order to sub-
tract meandering, particle motion is smoothed (thick line) and the slope of
the respective regression line ﬁt indicates a microphysical diﬀusion coeﬃcient
D∗PIC = 3.2 · 10−5 (c2/ωp0). 37.5% of a subensemble of 32768 trace particles
shows cross-ﬁeld diﬀusion with χ = lg (D∗PIC/DPIC)/lg DPIC = 0 correspond-
ing to an statistical average DPIC = 9.6 · 10−6 (c2/ωp0) (b). Diﬀusing parti-
cles form a distinct class as seen from the sharp normalized distribution f(χ)
around DPIC.
Anomalous dissipative losses deﬁne a ‘thermalization’-decay time scale of the magnetic
ﬁelds τη = −µkin/ΠOhm. Since the decay time τη  ttot  δt is large compared to the
total simulated time ttot and the timestep δt, we can study the time evolution of τη(t)
during the simulation. Most interesting is the direct correspondence to the time evolu-
tion of magnetic ﬁeld structures as shown in Fig. 4.19. When Weibel ﬁlamentation sets
on, the magnetic ﬁeld is topologically characterized by large wavenumbers k (=small
scales) and comparatively weak strengths. With consecutive coalescence of current ﬁla-
Fig. 4.19: ‘Thermalization’ time scale τηωp0 (t) for ohmic dissipation of the initial ki-
netic energy by ‘anomalous’ particle transport and the time evolution of the
average wavenumber kavg(t) c/ωp0 (grey) in the magnetic ﬁeld Fourier spec-
trum. Short ﬁeld correlation scales (large kavg) directly correspond to strong
cross-ﬁeld diﬀusion (short τη). Typical correlation scale e-folding times for
the regime of linear growth / current self-pinching τ1ωp0 ∼ 60 and self-pinch
coalescence τ3ωp0 ∼ 75 result from the typical particle gyro times (meander-
ing) tcωp0 = (2B)−1/2 in the self-generated ﬁeld. In the intermediate phase
τ2ωp0 ∼ 25 the time evolution is progressive, because incipient current self-
pinches are weakly shielded by their own toroidal ﬁeld and oppositely aligned
ﬁlaments can cross each other. τη saturates at a point in time prior to the
start of the analysis of the individual particle data in Fig. 4.18.
ments, structures migrate to smaller k, separative ﬁeld strengths grow, and cross-ﬁeld
diﬀusion / anomalous resistivity weakens. The ﬁnal (on simulation times) steady-state
conﬁguration stabilizes at typical decay times around τη(tﬁn)ωp0 ∼ 109.
Intriguingly, this value is consistent with the cross-ﬁeld diﬀusion DPIC obtained from
the microphysical analysis of self-consistent particle motion. Since ﬁlaments are roughly
separated by L ∼ 102 (c/ωp0) in the ﬁnal state, typical diﬀusion-limited lifetimes of
τDL = L2/DPIC ∼ 104 (c/ωp0)2/9.6 · 10−6(c2/ωp0) ∼ 109 ω−1p0 result.
For the lower collision energy γ100 the current ﬁlament / magnetic ﬁeld topology is much
more complex, because the parallel TSI mode contributes signiﬁcantly. Filaments then
show time-dependent 3D modiﬁcations, structures saturate at smaller k and typical
separation distances decrease [Jaroschek, Lesch & Treumann, 2005]. The corresponding
diﬀusion-limited lifetimes decay down to τ10DL ωp0 ∼ 107 suggesting that under certain
conditions (cf. section 4.3.5) magnetic ﬁeld lifetimes become insuﬃcient to warrant syn-
chrotron emission. This result is in accordance with the analysis of certain time-resolved
GRB prompt emission spectra [Ghirlanda, Celotti, & Ghisellini, 2003]. Therein the com-
parison of observational data with the spectral shapes as expected from non-thermal
emission models is unsatisfactory indicating that internal magnetic ﬁelds live on a time
scale which is short compared to synchrotron loss.
Fig. 4.20: Microphysical diﬀusion coeﬃcient D∗PIC(1/B) as function of 1/B for the in-
dividual particle already analyzed in Fig. 4.18(a). The straight line indi-
cates ‘Bohm’-type 1/B behaviour derived from the line ﬁt in Fig. 4.18(a)
(which corresponds to the time average). The high ﬂuctuations at small
1/B reﬂect the relation δB/B ∼ 1 for the ﬂuctuation scale height. Scatter-
ing around the straight line represents contributions from the meandering
motion. The surface contours in (b) show the z-averaged Bohm diﬀusion co-
eﬃcient DB = αcT⊥/eB derived from the perpendicular temperature (T⊥ as
the statistical quantity of the total ensemble of 5 · 108 simulated particles,
α = 1 assumed). DB ∼ 10−5 (c2/ωp0) indicates α ∼ 1− 1/10 in ﬁne agree-
ment with the ‘Maxwellian’ α = 1/16.
Diﬀusion is Identiﬁed as ‘Bohm’-type
Collisionless cross-ﬁeld diﬀusion was identifed as ‘Bohm’-type in test-particle simulations
of high temperature (T) plasma in the limit of strong magnetic ﬁelds (B). Motivated as
pervasive in fusion devices such conditions imply Debye lengths to be larger than typi-
cal particle gyro radii λD > ρ. In this limit Dawson, Okuda & Carlile [1971] associated
‘Bohm’-type behaviour with anomalous particle collisions with electrostatic ‘convective
cells’. Chu, Chu & Ohkawa [1978] further identiﬁed contributions of a magnetostatic
mode to retain ∝ T-diﬀusion and Lin, Dawson & Okuda [1978] proved electrostatic ﬂuc-
tuations to be the dominant source of scattering. Diﬀusion is understood as ‘Bohm’-type
if it exhibits the characteristic DB ∝ T/B-behaviour. Bohm diﬀusion provides the most
eﬃcient cross-ﬁeld transport possible, far more eﬃcient than expected from a simple
extrapolation of the ‘classical’, collision-imposed 1/B2-dependence.
The Weibel instability is of interest in GRB scenarios in which the plasma outﬂow is
kinetically dominated, i.e. λD < ρ is valid. A fundamental question is then, whether
Weibel generated magnetic ﬁelds do also exhibit ‘Bohm’-type diﬀusion. Figure 4.20 a)
shows the diﬀusion rate (∆x)2/∆t (1/B) plotted as function of the inverse magnetic
ﬁeld at the respective particle position. The straight horizontal line is signiﬁcant and
clearly indicates ‘Bohm’-type DB ∝ 1/B-dependence - again directly obtained from the
particle data. The ordinate value (∆x)2/∆t = 3.2 · 10−5 c2/ωp0 coincides with the slope
of the line ﬁt obtained for the same particle in Fig. 4.18 a). With this insight obtained,
we look for the ratio of DB = α cT⊥/eB as characteristic of the Bohm diﬀusion and
α representing only an insigniﬁcant dimensionless correction factor. Setting α = 1 and
calculating the perpendicular temperature T⊥ =
∫
dpp⊥v⊥f(p) as deﬁned in the rela-
tivistic energy-momentum tensor, DB surface contours are shown in Fig. 4.20 b). As a
third and absolutely consistent constraint on the cross-ﬁeld diﬀusion DB ∼ 10−6 (c2/ωp0)
is reached as maximum (=time-limiting) value located in the walls of magnetic conﬁne-
ment (cf. Fig. 4.17).
As a provocative conjecture, one could infer a general mechanism of ‘minimum action’
governing the complete scenario: Ab initio the system contains its free energy in the
directed motion of plasma shells. The ﬁnal objective is the maximum enthalpy gain via
thermalization. Two plasma instability channels are possible: (i) The TSI mode with
parallel electric ﬁelds broadens the initially sharply deﬁned bulk motion. (ii) The WBI
mode introduces magnetic ﬁelds responsible for isotropization. The coupling of the two
modes is energy-dependent. For progressively higher energies WBI contributions domi-
nate resulting in the magnetically conﬁned (quasi-) steady-state conﬁguration which is
ﬁnal on time scales feasible in PIC simulations. Nevertheless ‘Bohm’-type transport is
accomplished as the most eﬃcient ‘anomalous’ thermalization process.
4.3.5 Consequences for Synchrotron Emission
As the net eﬀect of all microphysical diﬀusion processes the lifetime of Weibel magnetic
ﬁelds is limited to τDL ωp0 ∼ 109. Albeit the presented simulations refer to (e+, e−) shell
collisions, the results directly transfer to the case of ‘baryonic’ contributions: Frederiksen
et al. [2004] investigated the Weibel instability for relativistic collisions of electron-proton
(e,p) shells. Though applying an artiﬁcial mass ratio of just mp/me = 16, magnetic ﬁeld
generation / plasma heating via the WBI-TSI mode is spatially and temporally decou-
pled by a relative factor of fr = (mp/me)1/2, and lower hybrid contributions appear to be
negligible. Simulation of the real mass ratio in 3D scenarios is beyond the scope of con-
temporary supercomputers, but the decoupling is expected to be even more pronounced
for higher mass ratios. Comparable bulk energies γ0 yield equivalent equipartition ratios
B,e ∼ B,p for each of the species. Consequently, protons give dominant (∝ fr) contribu-
tions to the Weibel magnetic ﬁeld / current ﬁlament structure. Electrons are strongly
thermalized, modify the ﬁeld structure in the sub-%-regime, and merely serve as the
charge/current neutralizing element. However, electrons further represent the dominant
source of synchrotron emission in the proton-sustained Weibel ﬁelds.
With the Weibel mechanism as the connection between plasma kinetic quantities (n0, γ0)
and the generated magnetic ﬁeld (B,B0), typical synchrotron cooling times can be for-
mulated in units of plasma inertial time scales
τsc ωp0 = 3.5 · 1017 γ−10 (γ0 − 1)−1 (n/1 cm3)−1/2 −1/2B (m/me)−3/2.
According to Fig. 4.16, 10B ∼ 2.5% and 100B ∼ 10% result as ﬁnal steady-state conditions
in the highly non-linear regime. Apparently the mass ratio m/me is important. Being
unity for (e+, e−) shells, it represents the fact that in the case of baryonic contributions
magnetic ﬁeld generation and diﬀusive decay take place on ion scales, while radiative
cooling is appendant to lepton scales. Distinguishing between GRB prompt emission as
the result of internal collisions associated with plasma densities nint0 ∼ 1010-1016 cm−3
and afterglow in external collisions with the ambient medium in the regime next0 ∼ 100-
102 cm−3, typical observed time scales τint = 10−3-10−1 s, τext = 101-104 s correspond to
typical plasma inertial scales τint ωp0 ≈ τext ωp0 ∼ 105-1010. In the general scheme, inter-
nal collisions are associated with (e+, e−) ﬁreball ejecta [Piran, 1999], external collisions
in the ‘standard’ afterglow model [Panaitescu & Kumar, 2002] with the (e,p) plasma of
the ambient medium. Beloborodov [2002] argues convincingly that (i) internal (e+, e−)
plasma should contain a ‘baryonic’ pollution because otherwise the observational fact of
comparable energy deposition for prompt emission and afterglow is unbalanced towards
early times, (ii) external (e,p) plasma should possess a ‘leptonic’ pollution due to the
impact of the prompt γ-ray blast on the ambient medium, a facet not covered in the
‘standard’ afterglow model.
Employing the PIC simulation’s self-consistent equipartition ratios, typical synchrotron
cooling times are calculated to
τ intsc,10 ωp0 = 10
8 − 1011
τ intsc,100 ωp0 = 10
6 − 109
τ intsc,10 ωp0 = 10
3 − 106
τ intsc,100 ωp0 = 10
1 − 104
τ extsc,10 ωp0 = 10
15 − 1016
τ extsc,100 ωp0 = 10
13 − 1014
τ extsc,10 ωp0 = 10
10 − 1011
τ extsc,100 ωp0 = 10
8 − 109
for γ0 = 10, (100), respectively. As soon as baryonic contributions are signiﬁcant, the
mass ratio becomes important (τsc values in grey). The corresponding synchrotron cut-
oﬀs in the collision frame
ωcut/ωp0 = 3
√
2(γ0 − 1)1/2γ201/2B
range around ωintcut,100 ∼ 1014-1018 Hz and ωextcut,100 ∼ 1010-1011 Hz. Cut-oﬀ frequencies are
less sensitive to density variations / baryonic contributions and suggest an energy range
γ0 ∼ 102 for both internal and external collisions, thereby giving credit to conjectures
that variabilities in the shells’ bulk momentum range around the respective absolute
momentum ∆γ/γ0 ∼ 1.
The important result is that typical synchrotron cooling times τsc ωp0  109 ∼ τDL are
shorter than the diﬀusion-limited lifetimes of Weibel ﬁelds at suﬃciently high collision
energies γ0 ∼ 102. The energetic constraint relaxes for higher densities and ‘baryonic’
contributions, the latter appear most likely. Furthermore, the generation of Weibel ﬁelds
up to the steady-state conﬁguration takes place within τ ωp0  102, i.e is instantly fast
with respect to diﬀusive decay / synchrotron emission. Plasma shells in a real GRB sce-
nario are expected to be far more extended in the direction of bulk motion, which relates
to a simulation setup which is continuously pumped by an injected plasma beam (cf.
Frederiksen et al. [2004], especially Fig. 5 therein). In an open, beam-powered system
diﬀusive losses are readily compensated, extending the diﬀusion limit by the respective
beam lifetime.
In conclusion, PIC simulations serve to identify the stability of Weibel scenarios by self-
consistent analysis of magnetic cross-ﬁeld diﬀusion. The diﬀusion process is identiﬁed as
‘Bohm’-type, which is the fastest diﬀusive decay mechanism possible. Hence, the typical
diﬀusion-limited lifetime of the Weibel ﬁelds in plasma shell collisions represents a merely
conservative limit around τDL ωp0 ∼ 109. Such a stability appears suﬃcient to validate
synchrotron emission scenarios for GRB prompt emission as well as afterglow, especially
in view of likely ‘baryonic’ contributions to the pair-plasma and plasma shells which are
much more extended in the parallel direction than imposed by the computational limits
of the PIC simulations.
4.4 Self-Consistent Synchrotron Cascades
In the previous sections we presented the results of self-consistent PIC simulations for
3D relativistic plasma shell collisions. All the tedious details and meticulous analysis
of the plasma conﬁguration essentially served to provide evidence for two fundamental
statements:
1. The magnetic ﬁeld strengths generated via the Weibel mechanism (B) are suﬃ-
cient to make synchrotron emission processes potentially important.
2. The diﬀusion-limited lifetime of the ﬁnal saturated plasma state is long compared
to typical synchrotron cooling times, i.e. the magnetic ﬁelds survive for a suﬃ-
ciently long time to allow for synchrotron emission!
In the introductory section 4.1 to this chapter we noted that GRB spectra are phe-
nomenologically ﬁtted by power-laws. Then unavoidably we run into a critical question
for the theorist:
Can the self-consistently created synchrotron spectra assume power-law shapes? And
if so, is there a synchrotron spectral index characteristic for the source process as it
appears to be valid for the reconnection mechanism?
The solution to such questions is much tougher than one might think at the ﬁrst glance.
Certainly synchrotron power-law spectra are obtained if one starts with a particle dis-
tribution which is initially already power-law shaped in energy - this is a standard
textbook result. Turbulent magnetic ﬁeld structures as observed during Weibel ﬁlamen-
tation rapidly enforce pitch angle isotropization (cf. Fig. 4.15). The spectral synchrotron
power per unit angle P(ω) is derived from the single particle motion by evaluating
the Lienard-Wiechart retarded potentials. Due to the eﬀect of relativistic beaming the
charged particle is not just emitting at the frequency of angular motion (cyclotron ra-
diation), but the electromagnetic ﬁelds are conﬁned to a radiation pulse. Pulses are
formed by the superposition of wavetrains covering an extended frequency range and in
the limit of highly relativistic particle energies the frequency spectrum is described by
modiﬁed Bessel functions P(ω) dω = CωcritF(x), with F(x) = x
∫∞
x K5/3(λ) dλ. C is just
the dimensional correction and normalization in energy, x the dimensionless parameter
x = ω/ωcrit. Bessel functions Kν are involved because the gyro motion has cylindrical
symmetry. They form a space of orthonormal functions and the process of synchrotron
radiation can be understood as the respective mapping of charged particle motion from
conﬁguration space. Most important is the fact, that the qualitative synchrotron spectral
shape F(x) is independent (!) of particle energy γ. γ only determines the absolute value
of the cut-oﬀ frequency ωcrit = 3γ2qB sinα/2mc = γ2Bˆω−1c0 sinα. ωcrit essentially marks
the upper end of the spectrum in frequency. Test-particle simulations start with a power-
law particle distribution (PDF) f(γ)γ ∝ γ−pdγ as an ad-hoc assumption and then total
synchrotron power-laws ensue as the result of direct mapping into the modiﬁed Bessel
function space:
Ptot(ω) ∝
∫ γmax
γmin
P(ω)f(γ)γp dγ ∝ ω−(p−1)/2
∫ γmax
γmin
F(x)x(p−3)/2 dx
For the class of power-laws which are suﬃciently extended in energy the integral is
just a quasi-constant numerical factor, and the power-law PDF transfers to a syn-
chrotron power-law Ptot ∝ ωndω with spectral index n = −(p− 1)/2. When other ra-
diative processes are included, which unlike pure synchrotron emission introduce energy
dependent modiﬁcations to the spectral shape (like Comptonization/Synchrotron-Self-
Comptonization), then the power-law spectral index is varied upon modiﬁcations of the
upper/lower energy cut-oﬀ γmax/γmin in the PDF. Simulations of this kind provide just
a description of the radiative process, not a self-consistent explanation of the physics
involved.
Therefore we come to the crucial point: Which kind of synchrotron spectra can result
from an entirely self-consistent simulation starting with a monoenergetic beam at ini-
tialization time? The magnetic ﬁeld is the mediator for any reconﬁguration of the PDF
in energy/momentum space. Consequently the ﬁrst step is to consider the time evolu-
tion of magnetic ﬁeld structures in relativistic plasma shell collisions. As a result from
the previous sections we know that the magnetic ﬁeld is dominated by the components
perpendicular to the shell bulk motion. Figure 4.21 shows the spectrum of perpendicular
magnetic ﬁeld energy density B2⊥(k⊥) for γ0 = 100 (a) and γ0 = 10 (c), respectively. In
the linear regime the magnetic ﬁeld is highly ﬁlamented and the corresponding energy
density B2⊥ ∝ ks⊥ is power-law shaped with spectral index s = 2/3. The linear Weibel
mode is purely growing for all k⊥ (cf. Fig. 4.5) with γ0-dependent growth rates. Conse-
quently diﬀerences in (a) and (c) occur in the absolute time scale but the spectral index
s is equivalent throughout the linear regime.
The maximum spectral cut-oﬀ is determined by the limited resolution of the simulation
grid. The resolution limits imposed by computational resources are the inherent problem
of all simulations which involve spectral cascades. The limited range of scales is inde-
pendent of the applied simulation method, i.e. is present in kinetic as well as magneto-
/hydrodynamic approaches. A dimensionless quantiﬁcation of the range of scales covered
is the Reynolds number (Re), which is inherited from ﬂuid simulations. On contemporary
supercomputing systems Re ∼ O(103) is reached for 3D conﬁgurations which essentially
is the ratio of the largest to smallest resolved scale length. The linear regime also ex-
hibits clear features of self-similar structures and regularization in fractal dimensional
ordering (d). During the subsequent intermediate phases of non-linear saturation and
coalescence of current self-pinches the power-law appears broken and deformed. In the
ﬁnal saturated plasma state the power-law shape is reestablished though the spectral
index has opposite sign. The time evolution (b) shows the inversion of the spectral cas-
cade, i.e. the spectral dominance migrates from small scale to large scale structures.
The remarkable fact is that the ﬁnal spectra of magnetic energy density exhibit stable
power-laws and show distinct similarities to the respective spectra obtained in simu-
lations of 3D magnetohydrodynamic (MHD) turbulence. The ‘inverse cascade’ in the
spectral time evolution proceeds on time and length scales too tiny to be resolved in
the MHD approaches. However, the ﬁnal saturated conﬁguration is stable on diﬀusive
(= long !) time scales and therefore should provide the connection to results of MHD
turbulence.
For the ﬁrst time we are thus in the position to study 3D turbulence on the kinetic level
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Fig. 4.21: Fourier spectra of transverse magnetic energy density FFT(B2⊥) for shell col-
lision energy γ0 = 100 (a,b) and γ0 = 10 (c), respectively. The selected time
points (a,c) correspond to linear phase, non-linear saturation, coalescence
of self-pinches and ﬁnal saturated state (with respective colors from bright
grey to black). The time evolution shows an ‘inverse cascade’, i.e. the trans-
formation from an initial power-law with positive slope over short timed
intermediate stages to a ﬁnal power-law with negative slope. Final slopes
reﬂect γ0-dependent dimensional eﬀects. During the linear phase magnetic
ﬁelds are regularized by self-similar structures (d).
and obtain insight into the connection between the particle and the ﬂuid picture of the
plasma:
The ﬁnal turbulent spectrum for the collision energy γ0 = 10 (d) exhibits a spectral
index s = −1. Consequently the spectrum is signiﬁcantly shallower than predicted from
Kolmogorov turbulence. Kolmogorov [Kolmogorov, 1941] obtained a scaling law in the
framework of incompressible non-magnetized hydrodynamics by constituting a relation
vl ∝ l1/3 between the relative velocity of ﬂuid elements vl and their relative separation
l. Parsefal’s power theorem connects the turbulent spectral energy W and kinetic en-
ergy like kW(k) ∝ v2l with the typical wavenumber of the ﬂuctuations k ∼ 1/l. As a
consequence thereof the Kolmogorov spectrum scales W(k) ∝ k−5/3. For sub-Alfve´nic
turbulence the Alfve´n, slow and fast wave modes contribute to the MHD spectrum.
(The literature on MHD turbulence is vast. A detailed compendium on the ﬁeld is found
in [Biskamp, 2003]. In the following we concentrate on Cho & Lazarian [2003] for results
which reﬂect the actual status of contemporary research). The Kolmogorov k−5/3 scal-
ing provides a good description of the Alfve`n and slow mode turbulent spectra, whereas
the fast modes show Kraichnan type k−3/2 power-laws. Interesting for the comparison
with the kinetic simulation is regime of scales in which the (magneto-)hydrodynamic
scaling laws begin to break down. It is known that the viscosity sets a minimum scale
on hydrodynamic turbulence, below which the hydrodynamic mode cascade is expo-
nentially damped. In the simulations by Cho & Lazarian [2003] (cf. Figure 9 therein)
the magnetic energy density cascade extends far beyond the hydrodynamic minimum
and shows power-law behaviour with spectral index k−1. Conclusively, in the viscosity
damped regime the MHD turbulent spectrum is equivalent to the turbulent spectrum
of magnetic ﬁelds generated in kinetic plasma shell collisions. For ultra-relativistic col-
lision energies γ0 = 100 the B2⊥(k⊥) spectrum steepens towards s = −2. This result is
intuitively understood if one considers that the fundamental scale size of B⊥ structures
is determined by the particle ‘bounce motion’ (cf. Fig. 4.12c for details on the particle
motion). The relativistic mass gain broadens current ﬁlaments in the saturated state
towards larger scales, i.e. shifts the spectral energy towards smaller wavenumbers. Fur-
thermore the spectral index s = −2 is indicative for shock physics, since the plasma
discontinuity of the shock front transfers to a k−2 cascade in Fourier space. The eﬀects
of this shock discontinuity are more pronounced for the γ0 = 100 case, since the mode
propagates quasi-perpendicular and 3D modiﬁcations are diminished.
With the magnetic ﬁeld structures identiﬁed as characteristic for 3D kinetic turbulence,
the consecutive step is to investigate the eﬀect of power-law magnetic cascades on the
PDF. Therefore we need to understand whether resonant scattering of particles takes
place, and if so, in which way the PDF is modiﬁed. The magnetic ﬁeld structures are
generated by the current ﬁlaments. As a direct consequence the transverse extension of
the ﬁlaments and the typical structures of B⊥ evolve on a common length scale. Eﬃcient
scattering sets in when the particle ‘sees’ the ﬁeld ﬂuctuations, i.e. if the particle motion
also proceeds on comparable spatial scales. Since the particles perform a meandering
motion in the current ﬁlaments the resonant coupling to the ﬁeld structures is ensured
and collisionless scattering is expected to take place.
What is the impact on the PDF? Resonant particle scattering on power-law shaped
magnetic ﬁeld spectra has been discussed in the context of cosmic ray generation in
the interstellar medium and particle reacceleration in radio sources [Kardashev, 1962;
Kaplan & Tsytovich, 1973; Melrose, 1971; Eilek & Henriksen, 1984]. In such scenarios
Alfve´n wave turbulence is assumed to generate the magnetic ﬁeld structures. Alfve´n
waves have the convenient characteristic not to suﬀer Landau damping if the respective
Alfve´n velocity exceeds the speed of sound. Then the initial power-law spectral shape
WA ∝ km is maintained. The interaction of an arbitrary initial PDF with such 3D tur-
bulent magnetic ﬁelds is discussed in the framework of a diﬀusive approach [Lacombe,
1979].
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Fig. 4.22: Time evolution of the PDF f(γ)dγ (a). The PDF is initialized as mo-
noenergetic beam γ0 = 100 (t = t0), then thermalizes over a broad energy
range (t = tth)and gains non-thermal features up to the ﬁnal simulated time
(t = tﬁn)(black to bright grey). The synchrotron spectrum at tﬁn exhibits
incipient power-law contributions and at the upper frequency range a high
degree of polarization Π (b).
Therein the time evolution of the PDF is studied in energy/momentum space with a
modiﬁed diﬀusion coeﬃcient containing the characteristics of the turbulent spectrum.
The details are quite cumbersome, but in general there exist two classes of solutions.
Time-independent stationary solutions in which the ﬁnal state of the PDF critically
depends on the initial conditions [Kardashev, 1962] and so called self-similar solutions.
Self-similar solutions describe the PDF for a system which has forgotten all initial con-
ditions, the solutions are independent from the speciﬁc choice of spatial and temporal
scales and are obtained as asymptotic solutions for a characteristic set of boundary
conditions. The rate of change in relativistic energy which results from the diﬀusive
approach for the power-law magnetic spectrum has been derived as dγ/dt ∝ γ−(m+1)
in Kaplan & Tsytovich [1973]. Corresponding self-similar solutions are calculated in
[Melrose, 1969; 1971; Lacombe, 1979; Eilek & Henriksen, 1984]. Therein the underlying
theoretical scenario consists of an arbitrary initial PDF getting scattered oﬀ propagat-
ing Alfve´n waves. For the peculiar boundary condition of a constant ﬂux of zero-energy
particles the self-similar solution is f(γ) ∝ γ1+m which is also stationary in time. The
scenario realized in plasma shell collisions is equivalent, just the inertial frame is ex-
changed. Magnetic ﬁeld structures are at rest in the cms frame. However, seen from the
inertial frame of a plasma shell which encounters the ﬁelds produced in the collision of a
preceding shell generation, the shell particles represent the constant ﬂux of zero-energy
particles and the ﬁeld structures are approaching. Consequently from the magnetic ﬁeld
spectra shown in Fig. 4.21 the self-similar solutions predict power-law shaped PDFs with
spectral index p = 0 for γ = 10 and p = −1 for γ = 100, respectively.
Finally, how well do the PIC simulation results reconcile with these predictions? For a
correct interpretation one has to recall the four time scales which are involved in the cur-
rent discussion. The PIC simulations cover a very limited time interval with respect to
astrophysical time scales. The simulations end with the ﬁnal saturated plasma conﬁgura-
tion at t = tﬁn. tﬁn characterizes the time necessary to generate the ﬁeld structures and
naturally this time is small compared to typical time tpsc necessary to produce self-similar
PDFs out of particle scattering. Both of these time scales are negligible compared to typ-
ical synchrotron cooling times tsc which are evidently below or on the order of the typical
diﬀusive lifetimes tdif of the respective ﬁelds. Consequently tﬁn  tpsc  tsc  tdif is
the given time frame. Obviously on the current level the simulation can only provide in-
sight into the beginning of PDF scattering on the ﬁelds. The time evolution of the PDF
in Fig. 4.22a shows the transition from a monoenergetic beam over a thermalized PDF
with signiﬁcant bulk motion to the formation of non-thermal contributions. Remarkably
the non-thermal features at the ﬁnal simulated time exhibit the predicted power-law
shape with spectral index p = −1. The associated synchrotron spectrum in (b) as cal-
culated explicitely from the particle data then shows a narrow range of the predicted
n = (p− 1)/2 = 0 plateau. A thorough investigation of the resonant particle scattering
is in principle possible with implicit simulation techniques and is an interesting subject
for futures studies.
Chapter 5
The Weibel-Two-Stream Connection
5.1 The Electromagnetic Counterstreaming Instability
with Magnetic Guide Field
The Electromagnetic Counterstreaming Instability (EMCSI/CTW) is of utmost impor-
tance in relativistic collisionless plasmas. According to the analysis in the previous chap-
ter the EMCSI is expected to be the dominant plasma mode in all scenarios which
involve signiﬁcant counterstreaming motion. The reasons are obvious. Thermal back-
ground ﬂuctuations unspeciﬁcally excite all possible plasma modes. During the linear
regime all modes exhibit exponential growth and, hence, only the fastest growing mode
succeeds in the competition. The free energy of the conﬁguration is eﬃciently chan-
neled into the fasted growing mode, and the contributions from slower modes are of
negligible inﬂuence. The EMCSI has an electrostatic (TSI) and electromagnetic (WBI)
constituent. Due to their physical nature electrostatic (ES) modes evolve faster in any
regime than electromagnetic non-radiative (EMNR) modes. We refer here to EM but
non-radiative modes to distinguish from EM light modes. The WBI is a paradigm for an
EMNR zero-frequency and, as a consequence thereof, non-radiative instability. ES in-
stabilities couple resonantly to the particle motion on timescales determined essentially
by the speed of light. In the EMNR case resonant instability feedback is mediated by
velocities close to Alfve´nic. Consequently EMNR instability growth strongly depends on
the plasma parameters. In pair plasma environments which are in addition collisionless
(i.e. highly rareﬁed in density) the Alfve´n velocity gets close to the speed of light. Then
ES and EMNR instabilities proceed on comparable timescales.
In 3D scenarios the EMCSI/CTW is a coupled 2D mode with ES and EM/EMNR con-
tributions. Conclusively, the conditions pervasive in collisionless pair plasmas deploy
the EMCSI as the dominant instability mode for conﬁgurations in which the veloc-
ity/temperature anisotropies are the source of free energy. In a formal line of thought
the TSI and WBI contributions have somewhat competing eﬀects on the plasma conﬁgu-
ration: The TSI and associated parallel electric ﬁelds conduct plasma heating and phase
space isotropization. After non-linear saturation the WBI sustains current ﬁlaments em-
bedded and stabilized in magnetic voids. Whereas the TSI ultimately consumes all the
free energy of phase space anisotropy, the WBI retains a ﬁnite residual anisotropy in the
system (see Fig. 4.8). These characteristics (abundantly elaborated in chapter 4) have
profound implications in the context of plasma transport processes on astrophysical time
and length scales.
Plasma transport is an ubiquitous phenomenon in astrophysical sites, so we only men-
tion two examples: In extragalactic jets the radiative signatures of relativistic particles
exhibit strong localized inhomogeneities. Relativistic particles travel several hundreds
of kiloparsec (kpc) in dynamic equilibrium between synchrotron loss and continuous
in situ reacceleration. At some disjunct points the particle transport changes spatially
on sub-kpc scales and the radiative energy deposition increases tremendously. In such
‘hot spots’ the magnetic ﬁeld / plasma conﬁguration apparently experiences signiﬁcant
modiﬁcations. Another example deploying completely diﬀerent plasma parameters and
characteristic scales in the kilometer range is the pulsar magnetosphere. In this scenario
the dipolar magnetic ﬁeld around the central neutron star is the dominant physical quan-
tity. The dipolar approximation allows to determine emission heights for the emerging
radio pulses. Radio pulses and corresponding emission heights are reproduceable events.
This suggests that the respective plasma source process does not proceed randomly
but immediately as soon as the environment conditions allow for it. In both examples
plasma is transported almost unperturbedly over certain distances, then environment
parameters change and the bulk kinetic energy (phase space anisotropy) is dissipated
on distances which are small compared to the previously passed. Formally we associate
the characteristics of the nonlinear WBI and TSI with ‘transport’ and ‘dissipation’, re-
spectively. In order to explain the described variabilities of plasma transport, we need
to identify a constraint which separates the coupled 2D CTW mode into the 1D con-
stituents and further distinctively characterizes one of the 1D modes as dominant. In
section 4.2 we discussed the inﬂuence of variabilities in the initial collision energy γ0 on
the relative weight of the TSI and WBI characteristics within the 2D CTW. Essential
point of the argumentation in this context are the diﬀerences in relativistic damping,
since in the linear analysis (see section 4.2) ΓWBI ∝ γ−1/20 and ΓTSI ∝ γ−3/20 are ob-
served. However, the energy constraint does not oﬀer the key to split the 2D CTW into
the 1D constituents and empower one mode to dominate over the other.
The solution to the problem relies on the introduction of a magnetic guide ﬁeld BG.
This statement does not originate as some sort of ‘educated guess’, but rather from
some more abstract considerations: First, BG introduces an anisotropy into the system.
In general anisotropies eliminate degeneracies in a physical system. If BG is chosen par-
allel to the bulk motion, the 2D CTW as coupled mode with oblique propagation is
suppressed, whereas the separation into 1D TSI and 1D WBI as purely parallel and per-
pendicular modes, respectively, is pronounced. Second and even more intuitive, the 1D
TSI is a completely electrostatic mode, i.e. it remains unaﬀected by the introduction and
variation of BG. The 1D WBI on the contrary is signiﬁcantly modiﬁed by BG, because
ﬁlamentation and coalescence require particle motions perpendicular to the magnetic
ﬁeld. As a preliminary conclusion we therefore already infer that the introduction of
BG splits the CTW into TSI and WBI. Furthermore, beyond a critical magnitude of
BG the TSI is expected to prevail in the presence of the WBI. Of course such intuitive
argumentation needs to be validated in the mathematical analysis of the linear modes.
In accordance with chapter 4 we study the evolution of the EMCSI in the context of
relativistic plasma shell collisions. Again the collision scenario is transferred to a local
event set up in slab geometry. Such an abstraction is always a decent simpliﬁcation in
PIC simulations since we restrict to the local microphysics, and the boundary conditions
towards a global MHD picture are on weak theoretical grounds. We consider arbitrary
collision energies and shell densities, but in extension to chapter 4 introduce a magnetic
guide component BG parallel to the shell motion. Due to the excessive length the gen-
eral derivation of the EMCSI in the presence of a magnetic guide ﬁeld BG is deferred to
Appendix B and we directly move towards a discussion of the solution. After somewhat
cumbersome calculations the dispersion relation D ﬁnally ensues to
D = LM · CTW + CGD,
constituted by the Coupled-Two-Stream-Weibel (CTW) mode
CTW = (1− Ω−22 )[ω2(1− Ω−21 )− k2z(1 + Ω−24 ) + 2ωkzΩ−23 ]− k2x[(1 + Ω−24 )(1 − Ω−21 ) + Ω−43 ],
a radiative Light mode (LM)
LM = ω2(1− Ω−21 )− k2z(1 + Ω−24 ) + 2ωkzΩ−23 − k2x,
and a class of objects referred to as Coupled-Gyration-Dominated (CGD) modes
CGD = Ω2Gωkz [ (1− Ω−21 )(aω − bkz)2 − k2x(a2(1 + Ω−24 )− 2abΩ−23 − b2(1− Ω−21 )) ].
To preserve clarity we introduced the formal identiﬁcations (see Appendix B)
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In the ﬁrst place we are interested in the physics of the TSI and WBI contributions.
This is formally expressed in the relation
CTW = TSI · CT + WBI,
in which the CTW is a combination of the 1D modes in conjunction with a coupling
term CT. The relation is superﬁcially equivalent to the situation discussed in sections
4.1, 4.2, though one should be prepared that the presence of a guide component BG (i.e.
the introduction of a gyration ΩG) has profound consequences on the mode characteris-
tics. The radiative light mode LM has only real solutions and is itself not growing. This
mode is of interest in the context of mode conversion and radiation emission as discussed
in section 5.2. The CGD modes are introduced by the magnetic guide ﬁeld in case of a
violation of the initial current neutrality. However, the CGD inﬂuence on the instability
growth rates is negligible. We further tend to preserve overall current neutrality and
therefore choose equal shell densities for both species. Consequently a,b → 0 is valid
and CGD modes do not contribute.
As already mentioned the
TSI = 1−Ω−22
remains unaﬀected by the magnetic ﬁeld. This statement is reﬂected by the fact that
Ω−22 is independent of ΩG. Complementarily, the
WBI = −k2x[(1 + Ω−24 )(1− Ω−21 ) + Ω−43 ]
and
CT = ω2(1−Ω−21 )− k2z(1 + Ω−24 ) + 2ωkzΩ−23
modes are EM and directly inﬂuenced by ΩG. In order to understand the guide ﬁeld
modiﬁcations we choose a collision energy (vz01 = −vz02 = 0.5, γ0 = 1.17) and study
the CTW growth rates as function of BG. CTW growth rates are determined by the
maximum purely imaginary root of the full CTW dispersion relation. The CTW dis-
persion relation is an irreducible equation of sixth order in ω and therefore can only be
evaluated numerically. The CTW is a 2D mode with oblique propagation angle in the
(kx, kz) plane. Figure 5.1 shows the evolution of the CTW growth in the (kx, kz) solution
space for progressive BG inﬂuence. Without magnetic guidance (a) the CTW is a cou-
pled fully degenerate mode. Minor BG contributions (b) weakly modify the propagation
angle (determined by the respective maximum in the (kx, kz) plane) towards parallel
(i.e. kz) propagation. At some threshold guide ﬁeld value BG = BthsG (c) the CTW mode
degeneracy is suspended and the contributing 1D constituents TSI, WBI and CT emerge
distinctively. The exact value of BthsG is a characteristic of the relativistic collision energy
γ0. In case of further increased guide ﬁeld BG > BthsG (d) the WBI and CT modes are
damped. The TSI as purely ES mode remains unaﬀected by BG
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Fig. 5.1: Response of CTW growth (i.e. maximum purely imaginary root of the dis-
persion relation in each point of the (kx, kz) plane) on an increasing magnetic
guide component for mildly relativistic colliding shells vz01 = −vz02 = 0.5. For
zero guidance the CTW is fully degenerate and obliquely propagating (a). As
BG gains inﬂuence (b,c) the CTW distinctively separates into the 1D con-
stituents TSI, WBI and CT. Beyond a certain threshold ﬁeld BG > BthsG the
TSI is the dominant mode (d). BthsG is solely determined by the collision energy
and is a characteristic of the system.
0 10 20 30 40 50
0
10
20
30
40
50
0 10 20 30 40 50
0 10 20 30 40 50
0
10
20
30
40
50
0 10 20 30 40 50
k z
k zk z
k z
k x
k x
a )
c )
b )
d )
CTW CTW
TSI
WBI
  CT   CT
WBI
TSI
Fig. 5.2: Contours of CTW growth projected into the (kx, kz)-plane for the data shown
in Fig. 5.1. The dotted black line in each plot indicates the location of max-
imum growth as function of kx = k⊥. In the following this line is generally
referred to as ‘diretissima’. The diretissima evolves smoothly upon BG varia-
tions (a-d). At BG = BthsG (c) the CTW is distinctively separated into TSI and
WBI along the diretissima. Then the associated growth rates are comparable
ΓTSI ∼ ΓWBI.
and is pronounced in the relative competition. Within the (kx, kz) plane we can deﬁne a
line which represents the location of maximum CTW growth as function of perpendicu-
lar wavenumber kx. In the following we refer to this line as ‘diretissima’ (Fig. 5.2). The
maximum in the diretissima determines the growth rate and propagation angle. The
diretissima exhibits monotonous kx behavior as long as the degenerated CTW is the
solely involved mode. As apparent from Fig. 5.3 the diretissima is qualitatively modiﬁed
around BthsG ω
−1
c0 = Ω
ths
G ω
−1
c0 = 1.5. Then two distinct maxima are formed by the TSI
at small kx and by the WBI at large kx. In excess of the guide ﬁeld threshold value
BG > BthsG the TSI mode prevails. Then the physical nature of the instability has com-
pletely changed from 2D EM with oblique propagation (CTW) to 1D ES with parallel
(kz) propagation.
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Fig. 5.3: Diretissimae of Fig. 5.2 projected on the perpendicular wavenumber. For neg-
ligible BG only a single distinguished maximum associated with ΓCTW exists.
With increasing guidance the mode degeneracy is relinquished and two rela-
tive maxima (ΓTSI,ΓWBI) are formed. For BG = 2.0 > BthsG the TSI prevails
and the instability evolves quasi-parallel kx → 0.
Since the value of BthsG is characteristic for the collision γ0 the critical question focuses
on the functional dependence BthsG (γ0). Therefore we have to repeat the procedure elab-
orated before according to Figs. 5.1-5.3 for various γ0. As often experienced previously,
the numerical eﬀort increases dramatically if one pushes towards the ultra-relativistic
regime. To obtain the results presented for γ0 = 1.17 it is suﬃcient to evaluate the CTW
dispersion relation on a 2500 × 2500 grid within the (kx, kz) plane. Towards higher colli-
sion energies both EM modes become more conﬁned in (kx, kz) space and generally tend
towards larger wavenumbers. Consequently the resolution as well as total extension of
the (kx, kz) space need to be extended and for γ0 = 3.5 the evaluation on a 20000 × 20000
grid is gradually suﬃcient. The evolution of BthsG (γ0) is shown in Fig. 5.4. The magnetic
threshold BthsG necessary to suppress EM Weibel contributions and pronounce ES TSI
behavior increases dramatically with shell collision energy. The best ﬁtting results are
obtained with the relation BthsG = 0.012Exp(2.8 γ0) + 1.2. It is a hard job to motivate
such an energy dependence from ﬁrst principles and we therefore just take it for granted.
It is important to note that for the observed tremendous increase of BthsG the zero tem-
perature approximation within the linear analysis contains a systematic weakness. The
particle gyro radius scales like rL ∝ γ0/BthsG . As soon as the gyration is conﬁned to scales
comparable to the Debye length ΛD ∝
√
T thermal eﬀects become dominant. Qualita-
tively ﬁnite temperature eﬀects are expected to compensate the exponential BthsG growth.
Then a saturated magnetic threshold Bths,satG exists for ultra-relativistic collisions solely
determined by the perpendicular temperature T⊥. For higher T⊥ thermal modiﬁcations
set in for respectively lower γ0.
Nevertheless the presented results have profound implications for astrophysical scenarios.
The deductions on the Weibel-Two-Stream connection permit a most fundamental con-
clusion: EM Weibel contributions (i.e. ﬁlamentation and ﬁnite phase space anisotropy)
are pervasive in the relativistic regime because the magnetic guide ﬁelds required for an
eﬃcient suppression of this mode are only realized in very special scenarios.
Applied to plasma transport in extragalactic jets the Weibel-Two-Stream characteris-
tics draft the following (very general) picture. Jets are composite objects in phase space
with a low-energy, isotropic und roughly thermalized component and a high-energy,
anisotropic and highly non-thermal component. Depending on the relative weight of
both components and the local magnetic ﬁeld structure, the coupled 2D CTW or one
of the 1D modes (TSI/WBI) shapes the plasma conﬁguration. For a strongly relativis-
tic non-thermal particle distribution the Weibel ﬁlamentation is ubiquitous. Magnetic
ﬁelds on extragalactic scales are not competitive in suppressing the ﬁlamentation. A
ﬁnite residual anisotropy and associated plasma transport over vast distances prevail.
At certain points the jet/magnetic ﬁeld structure is deformed by macroscopic instabil-
ities and interactions with the intergalactic medium. Then the low-energy component
can take over and TSI contributions become pronounced. At such locations dissipative
processes prevail and the mentioned ‘hot spots’ are formed.
The pulsar magnetosphere is one of the rare examples in which the magnetic guide ﬁeld
is suﬃciently strong to suppress Weibel ﬁlamentation at highly relativistic energies. As
is derived in the next section, the assumption of a speciﬁc emission mechanism for pulsar
radio bursts is suﬃcient to estimate plasma shell collision energies of γ0 ∼ 10. Employing
the best ﬁt result of Fig. 5.4 the threshold value for the magnetic Weibel suppression
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Fig. 5.4: BthsG is a characteristic for shell collisions at relativistic energy γ0. Within
the constraints of the cold beam limit the guidance threshold scales like
BthsG = 0.012Exp(2.8 γ0) + 1.2 as best ﬁt result to the calculated values
(crosses). The exponential growth of BthsG is not-recoverable and certainly an
artefact of the zero temperature approximation. Thermal eﬀects (indicated
qualitatively by the dotted extrapolation) are expected to introduce signiﬁ-
cant compensation of BthsG growth and asymptotic saturation towards B
ths,sat
G .
For progressively higher T the compensation sets in for comparatively lower
γ0 and associated saturation occurs at lower B
ths,sat
G .
is estimated to Bths,satG ∼ 108 G. Observations indicate that pulsar emission heights are
reproducible and stable [Kijak & Gil, 1997; 1998]. Again in anticipation of the next sec-
tion we state that the magnetic ﬁeld at typical emission heights subsumes to ∼ 108 G.
Therefore we can close our discussion on the Weibel-Two-Stream connection with a
somewhat provocative conjecture: Presumably pulsar emission heights are determined
by the magnetic threshold for Weibel suppression. Plasma shell collisions in the pulsar
magnetosphere proceed via the interaction of diﬀerent generations of pair cascades. If
relative bulk velocities are not too high, a ﬁnite time interval is necessary for the in-
terpenetration of shells (for typical emission heights measured for the Crab pulsar the
corresponding time intervals would range around milliseconds). Eﬃcient emission can
only take place as long as the energy dissipation conducted by the TSI is prominent (up-
per limit of heights) and counterstreaming is suﬃcient (lower limit of heights). Stable
emission heights result as the logical consequence.
5.2 The Connection to Pulsar Physics -
Stimulation of Collisionless Bremsstrahlung
Essential results of the following section are published in
‘Ultra-Relativistic Plasma Shell Collisions
in Pulsar Magnetospheres and Gamma-Ray Bursts’
C.H. Jaroschek, C. Nodes, R. Schopper, H. Ruhl, and H. Lesch
High Performance Computing in Science and Engineering, Munich, 2004,
New York: Springer, 419
The appearance of the TSI as individual conformalized 1D mode is restricted to as-
trophysical scenarios with preeminent magnetic guide ﬁeld. This remarkable insight is
obtained from the previous discussion of the Weibel-Two-Stream connection. The fore-
most paradigm for such plasma conﬁgurations is the magnetosphere of a pulsar. The
magnetosphere is deﬁned as the plasma environment governed by the magnetic ﬁeld
around the central neutron star. The magnetic ﬁeld is of dipolar structure up to a rea-
sonable degree of approximation. Extreme ﬁeld strengths up to 1013 G are reached close
to the neutron star surface. The eponymous features of pulsar emission are the sta-
tionary pulse proﬁles which result in the superposition of a large number of individually
non-stationary emission events. The pulse features characterize the radio (= low energy)
pulsar emission. Several theoretical concepts of pulsar emission are under controversial
discussion: Curvature radiation which has aged to become somewhat like the ’standard
emission model‘, maser mechanisms and collisionless Bremsstrahlung stimulated in the
turbulent electric ﬁelds of the non-linear TSI. Curvature radiation is synchrotron emis-
sion of the high energy particles traveling outwards along the magnetic ﬁeld. Particle
motion is strictly conﬁned parallel to the magnetic ﬁeld lines, since any perpendicu-
lar motion is gyro-magnetically damped. Synchrotron damping of perpendicular motion
takes place on timescales which are extremely short compared to any timescale adherent
to the neutron star dynamics or magnetospheric plasma physics. The parallel motion
forced along the dipolar curvature is unstable to synchrotron emission.
All emission mechanisms have the potential to explain certain observed features of pul-
sar emission. This is essentially due to the fact that there exists only a very rough
picture of the pulsar magnetosphere and the lack of a detailed global description is
usually overcompensated by the arbitrariness in the plasma conditions. There are quite
a few models of the pulsar magnetosphere (see [Michel, 1982; 1991] for an overview),
however, none of these concepts leaves without a signiﬁcant number of open questions
- not to say inconsistencies. In such situations the usual scientiﬁc procedure is falsiﬁ-
cation, i.e. formulate the question: Are there extreme observed features placing critical
constraints on the emission process to rule out competing mechanisms? At this point
the observations of the Crab pulsar radio bursts by Hankins et al. [2003] assume an
outstanding quality. These observations show three distinct characteristics: First, the
radio bursts exhibit substructures evolving on nanosecond (ns) timescale (∆t = 2ns),
Fig. 5.5: Colliding plasma shells in the pulsar magnetosphere: Particle acceleration
zones in the ‘polar cap’ regions [Sturrock, 1971; Ruderman & Sutherland,
1975] trigger cascades of secondary lepton pairs (left). Cascades are localized
non-stationary events. Diﬀerent plasma generations (i.e. shells) collide on the
way out towards the light cylinder [Usov, 1987]. Critical for the validity of
the emission is the cascade multiplicity M [Melrose & Gedalin, 1999]. A com-
peting model for the stimulation of shell collisions is the ‘outer gap’ scenario
(right) [Cheng, Ho & Ruderman, 1986a;b]. The polar cap approach is poten-
tially superior for the description of nanosecond radio bursts since it creates
pencil-shaped beams. In the outer gap model plasma beams spread to fan-
shape which sets the foundation to explain a composition of several pulses as
observed in the high energy γ-ray emission of some pulsars.
i.e. the location of radiation emission observes extreme local conﬁnement. Dipolar ﬁelds
have a ﬁnite curvature and multipole extensions decrease rapidly in strength. Conse-
quently curvature radiation fails to explain emission timescales below ∼ 10µs [Ben-
ford, 1977]. Second, the observed emission spectrum is broad ∆νobs ∼ 500MHz which
is a systematic problem in maser mechanism approaches. And ﬁnally, the extreme ra-
diative ﬂux intensity of S = 1000 Jy associated with the observed radio spikes implies
brightness temperatures TB = Sd2/2k(νobs∆t)2 = 1037 K (employing the Crab’s distance
d = 2kpc = 6.5 · 103 Ly, isotropic emission assumed). Such extreme brightness tempera-
tures clearly indicate a coherent emission mechanism. Just one single mechanism fulﬁlls
all the above criteria: The coherent radiation emission of relativistic particles stimulated
in the collective parallel electric ﬁelds of the non-linear TSI.
Before we study the emission mechanism in detail, it is necessary to elaborate on the
concept of plasma shell collisions in the context of global magnetospheric models and mo-
tivate the plasma conditions pervasive in the emission region. Pulsar emission is rotation-
powered, i.e. the intense spin of the central neutron star is the ultimate power supply.
The Crab pulsar PSR 0531+21 is with only 943 years of activity the youngest of all
presently known radio pulsars. Consequently rapid rotation with Trot = 33ms periodic-
ity is observed. Applying the MHD force free condition, rotation-induced E = −vrot ×B
electric ﬁelds arise in the magnetosphere. At some distance from the neutron star surface
along the extension of the magnetic poles the ﬁeld lines are suﬃciently curved to ac-
count for a signiﬁcant parallel electric ﬁeld component E‖ = E ·B/B = 0. In such ‘polar
caps’ particles are accelerated to extreme energies which then in turn trigger cascades
of secondary pairs (Fig. 5.5). The pair creation multiplicity M is a critical quantity.
Melrose & Gedalin [1999] argue that M  50 should not be signiﬁcantly exceeded, oth-
erwise TSI stimulated emission ranges above the radio regime. Pair cascades are highly
non-stationary and randomly localized events. Each cascade represents a plasma shell
moving at relativistic speeds outwards along the ﬁeld lines. Due to diﬀerences in the
respective bulk velocities, diﬀerent shell generations collide at some distance from the
neutron star.
Are there reasonable estimates for the plasma parameters present in such shell colli-
sions? Strict physical reasoning is tedious because consistent magnetospheric models are
not at hand. We therefore propose a basic concept which is intriguing just due to its
simplicity: We employ the frequency νobs = 5.5GHz observed by Hankins et al. [2003]
and introduce the connection to the local plasma shell conditions (bulk energy γ, plasma
frequency ωp) via the assumption for the emission mechanism. In a second line of rea-
soning we apply the timescale estimate for the spatial restriction of the emission zone
(c∆t = 60 cm) and provide the second constraint on the plasma conditions:
Emission Frequency +
Emission Mechanism
Emission Timescale +
Elementary Radiation Event
2π νobs = γ2 ωp
2π νobs = γ2 (4πe2n/γm)1/2
intrinsically relativistic plasma
(see Melrose & Gedalin [1999])
c∆t = c/ωp
c∆t = γ1/2(mc2/4πne2)1/2
n = m/(4πe2) (2πνobs/∆t3)1/2
n = 6.5 · 108 cm−3 −→
←− γ3/2 = (4πne2∆t2/m)3/2
γ = (4πne2/m)∆t2
γ = 8.3
From the relations further follows the scaling n ∝ ∆t−3/2 and γ ∝ ∆t1/2. If we further
restrict to the Goldreich-Julian case [Goldreich & Julian, 1969] of the aligned rotator,
the derived density
n = nGJ =
B
ecPx3
= 6.3 · 1012cm−3
(
B
3 · 1012 G
)(
P
33ms
)
corresponds to a guide ﬁeld strength BG = 3.1 · 108 G and an associated emission height
of x = Rem/RNS  21. We note that the result for x is in ﬁne agreement with observation-
ally motivated emission heights [Kijak & Gil, 1997; 1998]. For the estimated bulk energies
γ  10 contemporary supercomputers are suﬃciently powerful to simulate the non-linear
TSI and resolve explicitely the associated stimulation of collisionless Bremsstrahlung.
The PIC simulations are again performed in slab geometry (Figs. 5.6-5.9). Deviating
from the GRB scenario we study shell collisions not in the cms frame, but rather in
the frame comoving with one plasma shell. The collision with a successive shell genera-
tion of higher bulk motion is then translated into the injection of a relativistic plasma
beam (Fig. 5.6). A magnetic guide ﬁeld BG of extreme strength conﬁnes the trajecto-
ries of plasma particles into a 1D entirely parallel motion. The magnetic guidance is
BG/B0 = 107 times the equipartition ﬁeld strength. According to the discussion of the
Weibel-Two-Stream connection in section 5.2, we are clearly in the regime in which
Weibel contributions are eﬃciently suppressed. With the purely electrostatic TSI as the
preeminent instability mode of the system, the density ﬂuctuations structure the beam
during interpenetration of the background shell (Fig. 5.6a-c). Via the Poisson equation
density ﬂuctuations immediately translate into electric ﬁeld variations. As we introduced
the physical nature of the TSI in section 4.1, we already discussed the correlation be-
tween density ﬂuctuations and parallel electric ﬁelds in detail. Collective parallel electric
ﬁelds generated by the Langmuir-TSI cause signiﬁcant variations in the electric poten-
tial. During the non-linear evolution of the TSI density variations up to ∆n/n0 = 20 are
reached for suﬃciently high bulk energies (see Fig. 5.12a). Relativistic beam particles
then see extreme potential drops/gains and as a consequence thereof receive considerable
momentum changes. Particles suﬀering non-stationary acceleration rates emit electro-
magnetic radiation. Radiation emission is stimulated by the Langmuir-TSI ﬁelds. The
free energy stored in the non-thermal distribution of beam particles is equivalent to
‘inverse occupation’ of quantized though quasi-continuous Fermi levels in solid material.
Since Langmuir ﬁelds are extended in conﬁguration space an entire ensemble of beam
particles emits phase-coupled, i.e. stimulated emission is coherently ampliﬁed. All these
characteristics expose the similarity to the semiconductor laser. Therefore the concept
of stimulated emission observed from an electron beam was introduced by Hasegawa
[1978] as the ‘Free Electron Laser’ (FEL).
Melrose [1978] then recognized the potential of the FEL mechanism to explain non-
thermal emission features of radio pulsars. Further features and implications of this
process in the context of astrophysical scenarios are elaborated by Weatherall [1988]
and Weatherall & Benford [1991]. Therein the FEL mechanism is renamed to collision-
less Bremsstrahlung. Originally Bremsstrahlung takes place via Coulomb scattering of
charged particles and therefore requires the interaction of species with diﬀerent mass,
Ba ) b ) c )
Fig. 5.6: Equidensity surfaces for the electrons at t1 = 20.47 ns (a), t2 = 30.17 ns (b),
and t3 = 40.31 ns (c). The plasma beam is injected at the lower boundary
and propagates parallel to the magnetic guide ﬁeld B. The instability sets on
at the uppermost beam extension (i.e. after maximum interaction time) and
continues downwards. Surfaces correspond to electron densities n−/n0 = 2 in
(a,b). The plasma beam gradually enters the non-linear Two-Stream regime
(t1) and couples radiatively to the background shell electrons (t2) during non-
linear saturation. At late times (t3) the system evolves towards a saturated
state which is highly structured in density over the entire beam extension
(equidensity surfaces for n−/n0 = 4.5).
i.e. the Bethe-Heitler cross section approaches zero in the pair plasma limit. As noted
several times in the previous chapters Coulomb scattering between nearest neighbours
is in general negligible in the low density plasmas pervasive in astrophysical sites. How-
ever, Coulomb scattering takes place eﬃciently in the collective ﬁelds of the TSI. Since
the plasma is collisionless and the mass composition of plasma species is irrelevant the
process is then called Coherent Collisionless Bremsstrahlung (CCB) in order to discrim-
inate from the inherited meaning. A third denomination of still the same mechanism is
inverse Compton upscattering of Langmuir wave packets. The FEL can be understood
as the upscattering of Langmuir wave packets oﬀ a relativistic electron distribution to-
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Fig. 5.7: (x, z)-cuts through the simulation box center for the conﬁguration correspond-
ing to Fig. 5.6a. The TSI gradually evolves towards the non-linear regime.
Density ﬂuctuations in positrons (n+) and electrons (n−) introduce parallel
Langmuir electric ﬁelds (cf. Fig. 4.3). Relativistic particles are accelerated
in the collective Langmuir-TSI ﬁelds and radiate. The radiation emission is
relativistically beamed with maximum Poynting ﬂux diverted to an angle
sin θmax  1/γ towards the bulk motion.
wards high frequencies [Schopper, 2002]. The nice characteristic of this interpretation
is that energy proportions directly refer to the original process of Compton scattering
(1:γ:γ2), since quasi-stationary Langmuir ﬁelds scatter oﬀ a beam of relativistic energy
γ and emit radiation of energy ∼ γ2. The drawback in this interpretation is that the
Compton scenario incorporates the momentum exchange between photons and electrons
and it is hard job to deﬁne the momentum for the low-frequency dispersed Langmuir
wavepackets. Since the Bremsstrahlungs-approach has its footing on the energy balance
of the process we can start on save grounds with the frequency as obtained from the
linear Langmuir dispersion relation. Therefore we convene to proceed with the denomi-
nation Coherent Collisionless Bremsstrahlung (CCB).
Previous to the interpretation of simulation results we expose the theoretical foun-
dations of the CCB process. The plasma beam is injected with relativistic energy
γ = (1− v2)−1/2 and triggers the TSI. The 1D TSI dispersion was analyzed in sec-
tion 4.1. Therein the linear TSI growth ΓTSI associated with certain wavenumber kmax
has been identiﬁed. In the non-linear regime such linear results are transformed to ΓnlTSI
and knlmax and reliable values are accessible only in the direct numerical simulation. The
non-linear TSI evolves in the background plasma. Relativistic beam particles scatter oﬀ
the Lorentz transformed Langmuir-TSI electric ﬁelds.
In the following we again make eﬃcient use of the dimensionless representation (cf.
Appendix A for details). In all derivations and all PIC simulations we choose c = vA0.
Consequently dimensionless frequencies ω refer to the normalized plasma frequency of
the system ωp0, velocities to the speed of light, and wavenumbers k to the inverse skin
depth ωp0/c, i.e. we employ an electromagnetic gauge. If we deﬁne the 4-wavevector
kµ = (ω,k) the quantity kµxµ = kx− ωt forms a Lorentz invariant with any arbitrary
4-vector xµ. Then the Lorentz transformed (K→ K′,K′ → K) wavevectors result as com-
ponents of kσ = Λνσkν straightforwardly to
ω′ = γ(ω − vk‖)
k′‖ = γ(k‖ − vω)
k′⊥ = k⊥
ω = γ(ω′ + vk′‖)
k‖ = γ(k′‖ + vω
′)
k⊥ = k′⊥.
Electron-positron pairs interact in the beam system K′ with Langmuir wavepackets of
frequency
ω′TSI = γ(Γ
nl
TSI − vknlmax),
which is the fundamental frequency of the stimulated electromagnetic radiation k′EM =
ω′EM = ω
′
TSI. The wavenumber kEM received by an observer in the laboratory frame K
then simply ensues as the Doppler-boosted quantity
kEM = k′EMγ(1 + v cos θ
′),
with θ′ the angle of emission in K’ respective to the bulk motion. Conclusively, the
stimulated collisionless Bremsstrahlung is observed with wavenumber
kEM = γ2 (ΓnlTSI − v knlmax)
(
1 + v
cos θ − v
1− v cos θ
)
.
In the last step we used the ‘light aberration’ in the transition K→ K′
cos θ′ =
(
cos θ − v
1− v cos θ
)
which directly ensues from the Lorentz transformation of parallel velocity u
u′ cos θ′ = u′‖ =
(
u cosθ − v
1− v u cosθ
)
in the light speed limit u,u′ → 1. The essential insight obtained from these considerations
is that the frequency of CCB scales as function of collision energy like ωEM  γ2ΓnlTSI.
The next deliberate question concentrates on the received angular power dP/dΩ in the
lab frame K (which in the relativistic regime due to the eﬀect of beaming and time
dilation is clearly distinguished from the emitted angular power in K’). According to
Rybicki & Lightman [1979] the emitted angular power in the instantaneous rest frame
K’ results as function of parallel acceleration a′|| as
dP′e/dΩ
′ =
e2
4πc3
a2
′
‖ sin
2θ′.
In analogous argumentation as above for the parallel light aberration we infer the per-
pendicular aberration sin2θ′, further calculate a′‖ = γ
3a‖ and ﬁnally derive the received
angular power in the simulation lab frame
dP/dΩ = dW/dtdΩ
=
1
γ(1− v cos θ)
1
γ2(1− v cos θ)2
1
γ(1− v cos θ)
e2γ6a2‖
4πc3
sin2θ
γ2(1− v cos θ)2
=
e2a2‖
4πc3
sin2θ
(1− v cosθ)6
with individual contributions of time dilation for the received power
dt = γ(1− v cos θ)dt′,
relativistic beaming (‘lighthouse eﬀect’)
dΩ = γ2(1− v cos θ)2dΩ′
sin2θ′ =
sin2θ
γ2(1− v cos θ)2
and Lorentz boosting
dW = γ−1(1− v cos θ)−1dW′.
In the non-relativistic limit γ → 1 the radiation emission takes place pervasively trans-
verse to the bulk motion (Fig. 5.8). In the relativistic regime the lighthouse eﬀect con-
ﬁnes the spatial angle towards a cone around the particle trajectory in which the power
deposition is highly boosted. For high bulk energies γ  1 the Doppler factor is well
approximated by (1− v cos θ)  (1 + (θγ)2)/2γ2 and the angular power by
dP/dΩ 
16e2a2‖
πc3
γ10
γ2θ2
(1 + γθ)6
,
respectively. Obviously maximum emission occurs at sin θmax  1/γ and within a pro-
gressively sharply conﬁned azimuthal spread around θmax the power is Lorentz boosted
by the factor γ10. The lighthouse eﬀect is retained in the PIC simulations in the relativis-
tic beaming of the Poynting ﬂux (Fig. 5.7). During the late time evolution of the system
the density ﬂuctuations and associated radiation characteristics evolve into turbulent
structures (Fig. 5.9). Background and beam plasma are withdrawn from the simulation
box at lz = 3/4Lz to discriminate the radiative light modes from the EM modes which
require the pair plasma as carrier medium.
The plasma processes presented in Figs. 5.6-5.9 take place at a shell collision energy
γ =
√
5  2.23. With the previous estimate on the plasma conditions expectable during
shell collisions in the pulsar magnetosphere, the projected target energy is γ ∼ 8.3. As
sin θ   = 1/ γ
max
Fig. 5.8: Polar diagram of the normalized angular power γ−10 dP/dΩ for bulk mo-
tions γ = 1, 2.23, 6.2 (black,red,blue) directed towards the positive z-direction.
The lighthouse eﬀect conﬁnes the radiative power progressively into a
cone around the particle trajectory with opening angle sin θmax = 1/γ
(∆θ/θmax  1). Relativistic eﬀects further tremendously increase the angular
power around θmax and therefore the polar diagrams are normalized by the
factor γ−10 = 1, 1/3125, 1/9160 for the respective energies.
experienced so often before the numerics get complicated as one pushes towards highly
relativistic energies. The computational eﬀort PIC for 3D PIC simulations of the CCB
process scales like
PIC ∝ γ2·3 · γ2 · γ3/2 · γ3/2 = γ11
with relativistic energy. Due to the fact that in the CCB mechanism the EM radiation is
generated with a frequency ∝ γ2 the respective spatial resolution in 3D and the time res-
olution have to be adapted accordingly. Further the TSI growth is relativistically damped
by a factor γ3/2 (see section 4.1) and takes place at wavelengths roughly extended by an
additional factor of γ3/2. The immediate consequence thereof are correspondingly longer
simulation times and prolonged system extensions.
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Fig. 5.9: At late times the conﬁguration evolves into a dynamic equilibrium between
beam injection and radiation emission. Local density ﬂuctuations are highly
non-stationary and the conditions are generally referred to as strong Langmuir
turbulence.
Towards higher energies density ﬂuctuations and associated stimulated CCB get even
more pronounced. Figure 5.10 shows the conﬁguration during the saturated state of
Langmuir turbulence for collision energy γ = 4.46. For this energy the total system ex-
tension is already increased to a length of Lz = 80.96 (c/ωp0) represented on 4096 grid
points. (For comparison with Figs. 5.6-5.9: Shell collisions with γ = 2.23 are suﬃciently
resolved on extensions of Lz = 40.48 (c/ωp0) with 256 grid points.) At this energy the
radiative pressure of the stimulated Poynting ﬂux is already suﬃcient to drive the feed-
back on the plasma density. The interaction between Poynting ﬂux bursts and density
ﬂuctuations is studied along a cut through the (x, z) plane in Fig. 5.11. At a certain
point in time t = t1 extreme density ﬂuctuations trigger burst-like stimulation of CCB.
The Poynting ﬂux evolves into solitonic structure and proceeds in parallel direction.
The snapshot at t = t2 shows that the Poynting ﬂux S soliton provides feedback to the
plasma in driving a ﬂuctuation in plasma density n. A trailing Poynting ﬂux burst is
generated by the plasma density response and, hence, closing the instability feedback
loop. The process is denominated as ‘light surﬁng’ since it reminds of the shock surf-
ing mechanism. Shock surﬁng eﬃciently generates non-thermal particles as the plasma
response of the potential variations proceeding at the front of 2D or 3D collisionless
shocks.
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Fig. 5.10: Late time evolution of the conﬁguration for γ0 = 4.46. Density ﬂuctuations
become progressively violent and ‘Poynting-Flux’-driven. The white line
serves as cut for the analysis exposed in Fig. 5.11.
The previous analysis has validated the concept of CCB stimulated in strong Langmuir
turbulence as eﬃcient source of pulsar radio emission. Two critical points remain in the
eﬀort to explain the extreme radiation ﬂuxes on nanosecond timescales as reported by
Hankins et al. [2003]: First, under the assumption of CCB as emission mechanism, what
is the minimum amount of plasma turbulent energy density wturb necessary to explain
the observed power Pobs? To predict a lower limit, optimum coherence is assumed, i.e. all
particles sharing the maximum coherence volume Vcoh accessible by a process beamed
into spatial angle ∆Ω ∼ 1/γ2 radiate coherently. Then the minimum necessary turbulent
energy density wturb ensues to:
• Coherent emission: Pcoh = N2Ps Vcoh = (c∆t)3/∆Ω(∆ω/ω)
(Melrose 1992)
• Individual emitters: (∆ω/ω) ∼ 1, ∆Ω ∼ 1/γ2 −→ N = γ2n(c∆t)3
• Emissivity: Ps = σT γ2 cwturb (Benford & Weatherall 1991)
• Power balance : Pobs = 2 · 1028 ergs s−1 (Hankins et al. 2003)
Pobs = Pcoh
−→ wturb ∼ 108 ergs cm−3
Second, with the necessary amount of turbulent energy estimated, what is the amount of
turbulent energy sustainable by the plasma beam? Therefore we anticipate a saturated
dynamic equilibrium at late times and balance the beam intensity and the turbulent
energy density ﬂux transported by the Langmuir wavepackets:
• Beam intensity: vbeam∆wbeam ∼ (γ − 1) nm c3
• Group velocity of strong Langmuir wave packets:
vg = v2th/c = kBT/mc (Galeev et al. 1977)
T ≤ 172 eV (Tennant et al. 2001)
• Dynamic equilibrium of beam and turbulence intensities:
vbeam∆wbeam = vgw∗turb
−→ w∗turb ≥ (γ − 1) nm c2 (mc2/kBT) −→ c/vg ∼ 3000
−→ w∗turb ≥ 1.2 · 107ergs/cm3
• w∗turb ∼ 108 ergs/cm3 −→ wturb ∼ w∗turb
Apparently the theoretical estimate predicts that the beam driven turbulence w∗turb is
(under optimum conditions) suﬃcient. The crucial quantities in the above considera-
tions are the quality of coherence and the ratio of the speed of light to the Langmuir
group velocity c/vg. The quality of coherence is determined by the eﬀective coherence
volume Veﬀcoh  Vcoh which in reality is reduced due to a signiﬁcant thermal spread (i.e.
γ variation) of the non-linear beam distribution. Furtheron coherence is usually impured
as the result of incomplete phase-coupling, i.e. Pcoh = NαPs with 1 ≤ α ≤ 2. In the dy-
namic equilibrium the Langmuir turbulent energy wturb is nourished by the beam.
Beam energy is pumped into the system with a ﬂux essentially determined by the beam
velocity, i.e. the speed of light. Langmuir wavepackets transport turbulent energy out of
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Fig. 5.11: ‘Light surﬁng’ mechanism: An incipient density perturbation n at t = t1 cou-
ples to the electric ﬁeld and triggers a radiative burst-like event in Poynting
ﬂux S. At t = t2 the solitonic structure in S drives the density ﬂuctuation oﬀ
the front side. Further a second trailing soliton in S is gradually in formation.
The denomination ‘light surﬁng’ is based on a similar process called ‘shock
surﬁng’ which takes place parallel to a collisionless shock front.
Pbeam
Pbeam
Fig. 5.12: Electron density ﬂuctuations ne/n0, ‘collision load factor clf’, and coherent
power emission Pcoh for diﬀerent collision energies γ = 2.23, 3.35, 4, 46, 6.20
(black,blue,orange,red) as function of time. For the highest collision en-
ergy the density ﬂuctuations reach peak values ne/n0 ∼ 20 and load factors
clf ∼ 50. The most remarkable qualitative diﬀerence is apparent from the
emitted power Pcoh, since only for the highest energy the radiation super-
sedes in burst-like ‘spikes’ the continuous beam power (straight lines).
the coherence volume with group velocity vg. Consequently the system is energetically
enriched by the ‘collision load factor’ clf = c/vg. The Langmuir group velocity is essen-
tially determined by the local temperature c/vg = mc2/kT. For the above considerations
the temperature T ≤ 172 eV inferred from the Crab’s unpulsed thermal X-ray emission
is used which is merely the surface temperature of the cooling neutron star. We have
adopted this T value due to the lack of alternatives - every temperature estimate relying
on a non-thermal emission process (non-thermal emission is the predominant radiation
emission of the Crab) is liable only if the radiative mechanism is thoroughly understood.
Right now we suﬀer a hard time to understand the basic features of CCB as non-thermal
emission mechanism.
To cut the story short, strong plasma heating is deﬁnitely eﬀective as long as the non-
linear TSI governs the plasma dynamics. Parallel temperatures as calculated from the
energy momentum tensor evolve towards the relativistic regime in the PIC simulations.
Consequently the collision load factor is decreased. In the eﬀort to reconcile the theoret-
ical predictions with the PIC simulations the critical quantities are plotted in Fig. 5.12.
Towards higher shell bulk momenta the energy balance factors increase up to clf ∼ 50 -
so the principle idea of energy overloading works ﬁne. The PIC simulation at the high-
est collision energy γ = 6.2 exhibits the qualitatively outstanding characteristic, that for
short time intervals the coherently emitted CCB power Pcoh supersedes the continuous
beam power. Though the coherently emitted power is extremely intense it is still mag-
nitudes below the observed Pobs. Reviewed from the current status of research this is
due to two reasons. First, the power calculated from the observations reported by Han-
kins et al. [2003] includes certain assumptions (geometry of emission etc.) and has to be
conﬁrmed by additional observations. Second, for the entire analysis the PIC simulation
frame is considered as the local rest frame, i.e. only the relative bulk momenta between
colliding shells have been of interest. If the PIC simulation frame is itself relativistically
moving with γ′′ then the lighthouse eﬀect again comes into play. The beaming correc-
tions imply dP/dΩ ∝ γ′′4dPcoh/dΩ′′ and the theoretical approach of strong Langmuir
turbulence is back on the winning team.
Utmostly intriguing is the qualitative concept of energy overloading, since the mech-
anism of CCB obeys an inherent maximum eﬃciency not be increased ad inﬁnitum.
Therefore the most promising focus in future studies is to conﬁne the radiative energy
release within progressively shorter and distinguished time intervals, i.e. to intensify and
pronounce the ‘power spiking’.

Chapter 6
Final Remarks
6.1 Achievements
Owing to the progress in observational techniques the emission features of astrophysical
objects are resolved to unprecedented detail. Frequently the emission process is deeply
connected to the physics of relativistic collisionless pair plasma. Paradigms are the ‘syn-
chrotron wisps’ and radio outbursts of the Crab pulsar in particular as well as transport
processes in relativistic jets and magnetic ﬁeld generation in GRBs in general. The obser-
vations obtain an outstanding quality as the involved dynamic and spatial scales really
probe the microphysics in the emission region. The explanation of such phenomena is
beyond the scope of traditional MHD-based concepts of plasma astrophysics. New the-
oretical approaches invoke self-consistent kinetic plasma models taking into account the
complete particle distribution function.
The selection of dominant instabilities in a given plasma environment is strictly compet-
itive. The fastest growing plasma mode is the one which exclusively prevails. Reviewing
the kinetic plasma phenomena of potential importance in astrophysical scenarios sets
the focus on three processes: Fast Magnetic Reconnection (FMR) associated with mag-
netic boundary layers, the Coupled Two-Stream-Weibel (CTW) mode associated with
collisionless shocks, and the impact of an exterior magnetic guide ﬁeld on CTW mode
degeneracy. On the most fundamental level the free energy in any plasma conﬁguration
is stored either in the magnetic ﬁeld topology or in the particle bulk motion (i.e. phase
space anisotropies). Focal points of the energy release are the boundary layers between
diﬀerent plasma entities. The three processes are ubiquitous in collisionless plasmas be-
cause they establish the most eﬃcient mechanism of energy conversion. The respective
mechanism is dominant because it is associated with the fastest growth rate. Owing to
these characteristics we regard FMR and the Weibel-Two-Stream connection as critical
for the understanding of relativistic plasma dynamics in astrophysical sites. However,
though the importance of these processes is generally acknowledged by the astrophysical
community, the rigorous kinetic treatment in the highly non-linear regime is still in its
infancy. The main reason is that kinetic plasma modelling is computationally utmostly
expensive and time consuming. The presented work is based on numerical simulations
in the framework of the Particle-In-Cell (PIC) model. The simulations are performed
with a 3D, fully electromagnetic and relativistic code and are completely self-consistent.
Typical 3D scenarios are comprised by more than 109 particles. The simulation of such
particle ensembles employs roughly 150Gigabyte of random access memory and up to
50000CPUhs computing time. The challenging hardware requirements are completely in
the realm of massively parallelized supercomputer architectures. The simulations have
been performed on the IBM p690 REGATTA system of the Rechenzentrum of the Max-
Planck-Society in Garching and the HITACHI SR8000-F1 supercomputer of the Leibniz
Computing Center in Munich.
Astrophysical timescales are generally long compared to plasma-kinetic timescales. Con-
sequently the non-linear saturation is the prevalent plasma state in astrophysical sites.
High performance computing has just reached the potential to engage the critical prob-
lems of relativistic plasma astrophysics in the highly dynamic late time evolution. In the
presented work we study for the ﬁrst time the critical processes in 3D PIC simulations.
In the following we provide a ﬁnal summary of the pioneering results and insights:
Fast Magnetic Reconnection
We focus on the particle acceleration mechanism in relativistic pair plasma reconnec-
tion. The acceleration eﬃciency is determined by the reconnection rate and the current
sheet topology. We show that reconnection rates are appendant to the regime of fast
magnetic reconnection, i.e. the X-zone inﬂow remains Alfve´nic and is independent from
the scale size of lepton demagnetization. The reconnection rate is directly reﬂected in
the acceleration electric ﬁeld Eacc. Field strengths associated with resistive diﬀusion
are limited to Eacc/B0 < 1 in quasi-stationary X-zone conﬁgurations with asymptotic
magnetic ﬁeld B0. The highly dynamic evolution of the current sheet at late times is of
crucial importance: Current ﬁlaments associated with the collisionless tearing instability
move with a signiﬁcant fraction of vA. The Alfve´n velocity is of the order of the speed
of light vA ∼ c as peculiar feature of relativistic pair plasma. Therefore dynamic electric
ﬁelds E′acc = −v/c ×B signiﬁcantly contribute to the acceleration process. The result-
ing acceleration ﬁeld (Eacc + E′acc)/B0 > 1 exceeds unity. This is essential because it
represents a qualitative diﬀerence to the reconnection rates obtained in quasi-stationary
reconnection zones.
The results for pair plasma reconnection are the ﬁrst for 3D scenarios. The late-time
3D current sheet topology is determined by the collisionless tearing and the relativis-
tic drift kink mode. These competing modes cast the size of the particle acceleration
regions. The size in combination with the reconnection rate determines the eﬃciency
of particle acceleration. The diﬀerent mechanisms of particle acceleration are identiﬁed
with trace particles. We show that the acceleration process is modiﬁed in the relativistic
regime, because the gyro radius grows proportional to the particle relativistic energy γ
and inhibits the deﬂection of particles out of the acceleration regions. As further quali-
tative insight, we show that the upper limits for the energy gain are determined by the
ﬁnite size of the acceleration zone. The size is imposed by the current sheet instabilities.
This provides substantial evidence that only 3D scenarios can give the deﬁnite answer
on the problem of particle acceleration in magnetic reconnection.
Finally, the most remarkable result: Though the current sheet evolution becomes highly
dynamic at late times the particle distribution functions (PDFs) remain smooth and
stable power-laws. Indiﬀerent to respective variations in the initial conditions we ob-
tain s = −1 for the PDF spectral index within the X-zone and s = −3 for the complete
scenario. Parameter variations aﬀect only the inherent timescales and the absolute mag-
nitude of the high energy cut-oﬀ. The spectral shape is identiﬁed as a characteristic for
the process of fast magnetic reconnection in pair plasmas. Consequently the correlation
between source process / power-law index appears to be of universal nature.
Synchrotron signatures of kinetic reconnection
Kinetic reconnection scenarios result in highly turbulent electromagnetic ﬁeld struc-
tures. The crucial question in the astrophysical context is whether the stability of the
power-law particle distributions is reﬂected in the radiative signatures of the reconnec-
tion sites. We calculate the ﬁrst synchrotron emission features from self-consistent PIC
simulations. We show that the pitch angles are distributed quasi-isotropically on typical
synchrotron cooling timescales. The PDF power-laws of s = −1 within the X-zone and of
s = −3 transfer to synchrotron spectral indices of ssc = −0.17 and ssc = −1.36, respec-
tively. The associated polarizations reach beyond 75%. The stability of the power-law
shape in combination with pitch-angle isotropy allows to scale the dimensionless results
to the plasma conditions expectable in core regions of extragalactic radio sources. We
show that the synchrotron emission features of the late-time FMR scenario provides
a valid description for the observed high variability, hard and highly polarized spectra,
and the extreme power output even of the most exceptionally luminous sources, so-called
Flat-Spectrum-Radio-Quasars.
Weibel magnetic ﬁelds in γ-ray bursts
The generation of magnetic ﬁelds in collisionless shocks is the essential constituent of
γ-ray burst (GRB) synchrotron emission models. On a conceptual level the GRB central
engine generates a relativistically collimated power outﬂow. Source ‘compactness’ and
time variabilities generate spatially conﬁned electron-positron (e−, e+) ﬁreball shells. In-
ternal shocks arise from colliding ﬁreball shells because of relative diﬀerences in the bulk
ﬂow. External shocks stem from ﬁreballs running into the ambient interstellar medium.
GRB prompt emission is associated with internal collisions, optical transients and radio
afterglow with external collisions, respectively. The transformation of the shell-collision
free energy into electromagnetic ﬁelds is established by the Weibel mechanism, i.e. the
Coupled Two-Stream-Weibel (CTW) or Electromagnetic Counterstreaming Instability
(EMCSI). The CTW is assembled by an electrostatic Two-Stream (TSI) component
with bulk-parallel propagation, and an electromagnetic Weibel (WBI) component with
strictly perpendicular propagation. We provide a thorough linear analysis of the CTW
with emphasis on the critical energy dependence. Central point of the argumentation
is that the TSI growth is damped ∝ γ−3/2 with relativistic energy, whereas the WBI
behaves like ∝ γ−1/2. Consequently the CTW is expected to be progressively Weibel-
dominated for increasing collision energies. This has profound implications for the mag-
netic equipartition ratio B, the 3D structure of the magnetic ﬁeld and the diﬀusion-
limited lifetimes of the non-linearly saturated conﬁguration. B describes the eﬃciency
of magnetic ﬁeld generation and is the decisive input quantity for synchrotron emission
models.
Based on the linear theory we predict a qualitative diﬀerence in the characteristics be-
tween GRB internal and external shocks. Internal collision energies range around γ ∼ 10,
typical external energies are γ ∼ 100. We investigate the critical energy dependence of
the CTW mode evolution in 3D PIC simulations. The comparisons of magnetic ﬁeld
topologies/B -ratios in the highly non-linear regime of ultra-relativistic plasma shell
collisions are unprecedented. Within the phase of linear mode growth the PIC simula-
tions exactly coincide with the predictions of the linear theory. The ﬁnal state is given
by the non-linearly saturated CTW mode. This regime is the only one relevant on as-
trophysical timescales and completely in the realm of direct numerical simulations. The
basic ﬁndings further validate the predictions of the linear analysis:
For internal collision energies the combination of TSI and WBI contributions yields a
turbulent 3D electromagnetic ﬁeld topology. The TSI imposes almost complete phase
space isotropization and intense particle heating. This limits the ﬁnal magnetization to
B ∼ 1-2%. The situation is diﬀerent in the regime of external collisions. The WBI in-
ﬂuence becomes dominant and the CTW proceeds pervasively transverse to the bulk in
quasi-2D shell slices. The dimensional reduction stabilizes the magnetic ﬁeld conﬁgura-
tion. The associated equipartition yields proﬁt substantially reaching up to B ∼ 12%.
Furthermore a ﬁnite residual momentum anisotropy persists throughout the ﬁnal state.
This has profound implications for the particle transport in saturated Weibel conﬁgu-
rations and diﬀusion-limited magnetization lifetimes.
Self-consistent diﬀusive lifetimes of Weibel ﬁelds
3D PIC simulations of ultra-relativistic plasma shell collisions show beyond any reason-
able doubt that the Weibel concept has the potential to generate magnetic ﬁelds of suﬃ-
cient strength to validate synchrotron emission models. The critical question remaining
is whether the Weibel magnetic ﬁelds are also suﬃciently stable on typical synchrotron
cooling times. To provide a deﬁnite answer in the framework of self-consistent kinetic
simulations is a non-trivial task, since the involved timescales span over many orders
of magnitude. Employing the plasma inertial timescale ω−1p0 as a characteristic of the
system, the CTW mode typically proceeds within τmωp0 ∼ 102 towards the ﬁnal state
of non-linear saturation. Constrained by the power of contemporary supercomputers the
analysis of the ﬁnal stationary state is restricted to the successive time interval of roughly
∆τmωp0 ∼ 102. The typical synchrotron cooling times associated with Weibel magnetic
ﬁelds are τscωp0 ∼ 105-1010 depending on the individual assumptions for the plasma
scenario. The crucial point is that kinetic plasma dynamics and radiative synchrotron
cooling are appendant to completely diﬀerent time regimes. Consequently reliable es-
timates on the lifetime of Weibel ﬁelds require some innovative concepts of simulation
diagnostics. In this work we present the ﬁrst stability analysis of self-consistent magnetic
ﬁelds in plasma shell collisions. We identify magnetic cross-ﬁeld diﬀusion as the domi-
nant microphysical (i.e. kinetic) process of magnetic ﬁeld decay. In the ﬁnal state of 3D
Weibel scenarios ﬁlaments of oppositely aligned currents are conﬁned within magnetic
walls. Magnetic conﬁnement is established by the self-generated toroidal ﬁelds of the
respective ﬁlaments.
We deduce the rate of cross-ﬁeld diﬀusion in three independent ways: (i) The trajecto-
ries of more than 3 · 104 trace particles are locally cross-correlated with the magnetic
ﬁeld data. For a subensemble of particles the meandering motion within the current ﬁl-
aments is superposed by a distinct magnetic cross-ﬁeld drift. The associated numerical
values are sharply distributed around the ensemble average of cross-ﬁeld diﬀusion. (ii)
Cross-ﬁeld diﬀusion can be understood as particles scattered oﬀ electrostatic convective
cells, i.e. anomalous resistivity introduced by electrostatic ﬂuctuations. The presence of
anomalous resistivity is measured as dissipative ohmic power loss. Power loss and ini-
tial kinetic energy render the typical lifetime of the Weibel magnetic ﬁelds. We further
identify an inverse correspondence between the average wavenumber logarithm of the
magnetic ﬁeld structures and the diﬀusion rates. Larger ﬁeld extensions / e-folding times
involve reduced cross-ﬁeld diﬀusion. (iii) We prove that the diﬀusion coeﬃcient shows
distinctive ∝ 1/B-behaviour. This is the characteristic of Bohm diﬀusion. Employing
the temperature deﬁnition from the relativistic energy-momentum tensor, we obtain a
third independent estimate on the diﬀusion coeﬃcient.
Intriguingly all three methods yield D = 10−6 (c2/ωp0) for the diﬀusion coeﬃcient as
consistent result. This corresponds to a diﬀusion-limited lifetime estimate of τωp0 ∼ 109
for Weibel magnetic ﬁelds in GRB shell collisions. The important point is that we employ
an explicite simulation model which includes the complete variety of diﬀusive mecha-
nisms. Therefore the approach is self-consistent. The diﬀusion process is identiﬁed as of
Bohm-type, i.e. is in the fastest regime of cross-ﬁeld diﬀusion. Consequently the obtained
lifetimes represent a conservative lower limit. In conclusion, we herewith established the
ﬁrst convincing evidence that Weibel magnetic ﬁelds are stable on synchrotron cooling
times.
Finally, with the synchrotron scenario veriﬁed, we address the problem of the resulting
spectral emission features. Therefore we discuss the consequences of the magnetic ﬁeld
topology on the particle distribution function. Weibel magnetic ﬁelds in plasma shell
collisions self-consistently form a power-law spectrum B⊥(k) ∝ ks in wavenumbers k.
Most remarkable: The time evolution shows an ‘inverse cascade’, i.e. the spectral index
turns from positive s = 2/3 on entering the non-linear regime to negative s in the ﬁnal
state of non-linear saturation. s = −1 for internal and s = −2 for external collisions re-
ﬂects the dimensional eﬀects imposed by the energy dependence. These results represent
the ﬁrst step towards the kinetic treatment of magnetic turbulence. The spectral fea-
tures are consistent with the so-called ‘viscosity-damped’ regime of 3D MHD turbulence.
In this regime of small spatial scales the MHD description breaks down and only the
self-consistent kinetic treatment provides further insights. Power-law shaped magnetic
topologies imply power-laws in the PDF as can be inferred from self-similar solutions of
particle diﬀusion.
Weibel-Two-Stream connection and coherent pulsar emission
The EMCSI / CTW instability is a coupled mode with degenerate characteristics of
the TSI and WBI constituents. In an abstract formulation the TSI is associated with
dissipation of bulk kinetic energy and strong phase space mixing. Somewhat comple-
mentary, magnetic conﬁnement in current self-pinches and eﬃcient particle transport
are attributed to the WBI. The CTW mode is the critical plasma process in all 3D
plasma scenarios with signiﬁcant bulk ﬂow. The balance of TSI and WBI contributions
determines the distinct features of the CTW in the speciﬁc plasma environment. We
show that the presence of an ambient magnetic guide ﬁeld BG removes the degeneracy
of the CTW. For small guide ﬁelds the WBI component prevails. Above a threshold
value BthsG the TSI becomes dominant. Our calculations show that B
ths
G exhibits an ex-
treme energy dependence. For bulk relativistic energies exceeding γ ∼ 5 the suppression
of Weibel growth requires immense threshold strengths BthsG > 1000G. We note that
the Weibel-Two-Stream connection is discussed within the framework of the ‘cold beam
approximation’ and might be signiﬁcantly modiﬁed by thermal eﬀects.
We discuss the strong energy dependence of BthsG in the context of particle transport in
relativistic jets and strong TSI-Langmuir turbulence in pulsars. In the jet scenario par-
ticle transport is established in self-collimated ﬂows of current ﬁlaments. If the magnetic
topology imposes signiﬁcant guide contributions the TSI gains in importance, and bulk
kinetic energy is dissipated in ‘hot spots’. In the pulsar scenario the extremely strong
guide ﬁeld of the central neutron star suppresses Weibel contributions up to the typical
radio emission heights. The TSI is the dominant instability mode which triggers strong
Langmuir turbulence in the highly non-linear regime. Langmuir turbulence is associated
with extreme densities and phase-coupled acceleration of particle bunches. The coherent
particle acceleration in Langmuir ﬁelds is the basic principle of Coherent Collisionless
Bremsstrahlung (CCB).
We explore the CCB mechanism in self-consistent PIC simulations of plasma shell colli-
sions with strong magnetic guide ﬁeld. The collision energy is the critical quantity which
determines the density ﬂuctuations and the ‘collision load factor’ (clf). The clf-factor
arises from the diﬀerence between the collision bulk velocity (i.e. the energy source ﬂux)
and the group velocity of Langmuir wave packets (i.e. the potential emissivity). Self-
consistent simulations of CCB at relativistic collision energies γ are a challenge to high
performance computing, since the numerical eﬀort increases ∝ γ11. We simulated for
the ﬁrst time collision energies up to γ  6.2 reaching load factors as high as clf ∼ 50
and coherent power outbursts beyond Pcoh = 1018 erg/s. These simulations are the ﬁrst
self-consistent approach to explain the giant radio pulses (GRPs) of the Crab pulsar.
GRPs are power outbursts in the pulsar magnetosphere on nano-second timescales which
are detected on earth with extreme intensities up to 1000 Jy. The crucial point is that
the CCB mechanism is the only emission scenario which works down to nano-second
timescales and has the potential to explain such extreme emissivities. Furthermore, the
CCB process is the only pulsar emission concept ever validated in self-consistent simu-
lations.
Certainly this is not the end of the story. As commensurable for a conservative study
we should close with a ﬁnal outlook on future perspectives.
6.2 Perspectives
The present work is dedicated to the study of critical kinetic plasma processes. Though
the variety of problems under consideration is proliﬁc and the applications to astrophys-
ical scenarios are diverse, the study of these processes is inspired by some very simple
and fundamental motivations. The physics of collisionless magnetic reconnection and
collisionless shocks has been a subject of controversial discussion for decades. Certainly
we do not claim to provide a deﬁnite answer to these issues within the framework of
this work. We merely accomplished to shape some details in a puzzle consisting of an
uncounted number of pieces. We can not even guarantee that our results are correct.
This is beyond the scope of any theoretical concept. We can only assure that our results
are consistent. Finally, we use the freedom of these closing sentences to speculate on
the place our results assume in the general picture and render some points of future
research:
• FMR as well as the EMCSI associated with collisionless shocks saturate in a highly
turbulent conﬁguration of electromagnetic ﬁelds. Turbulence prevails throughout
the non-linear state being the only relevant regime on astrophysical timescales.
Though the ﬁeld structures are complex in conﬁguration space, FMR and EMCSI
show the remarkable characteristic to self-consistently generate stable power-laws.
FMR is associated with a PDF spectral index of s  −1 on kinetic timescales,
the Weibel magnetic ﬁelds associated with the EMCSI generate a PDF spectral
index of s  −2 as self-similar solution on diﬀusive timescales. The connection
between PDF and synchrotron spectral index is well established. Consequently,
if the universal nature of the correspondence between plasma process and PDF
spectral index is conﬁrmed in future studies, observational spectra are directly
indicative for the plasma processes active in the speciﬁc astrophysical site.
• Under realistic conditions for astrophysical sources the magnetic ﬁeld topologies
are expected to be much more complex than for certain model problems. Then
reconnection and shock activities proceed in parallel. The paradigm is the Crab
pulsar wind and its ﬁnal termination shock. The corresponding simulation model
would invoke a conﬁguration of several anti-parallel Harris sheets and transverse
plasma inﬂow as the trigger mechanism for reconnection onset. An alternative ap-
proach is the scenario of 3D quasi-perpendicular shocks. In this case the transverse
ambient magnetic ﬁelds divert the Weibel current ﬁeld ﬁlaments and reconnection
activity substitutes cross-ﬁeld diﬀusion. The qualitative change in particle trans-
port should have tremendous consequences for the lifetime of Weibel magnetic
ﬁelds.
• The EMCSI/Weibel ﬁlamentation provides a microphysical description for self-
consistent plasma ﬂow collimation. The concept is essential for GRB and jet
scenarios. We investigated the EMCSI for relativistic pair plasma environments.
Baryonic contributions introduce larger time and length scales. Existing simula-
tions for artiﬁcally low electron-ion mass ratios give evidence that the coupling of
electron and ion physics is ineﬃcient. Therefore signiﬁcant baryonic contributions
are expected to preserve the qualitative shape of the magnetic ﬁeld power spectra,
though extending those spectra towards much larger wavenumbers. Since the spec-
tral bandwidth of turbulence is essential for the evolution of diﬀusive processes,
an investigation of baryonic mass contributions should provide precious theoretical
insights.
However, speculations are nothing more than shadow and dust as long as they are not
formulated within the framework of concise theoretical concepts. Therefore we take the
chance to close and leave the loose ends to future studies.
- THE END -
Appendix A
Dimensionless Representation of
Physical Quantities
Within a numerical algorithm physical quantities χ are represented by dimensionless
numbers χˆ. The physical dimension and characteristic scale size are retained in a re-
spective reference quantity χ0 deﬁned by the relation χ = χˆχ0.
The dimensionless representation oﬀers two powerful advantages. First, a single dimen-
sionless simulation describes an entire class of physical scenarios. This is due to the fact
that any physical process involves a characteristic scale in space and time. Reference
quantities χ0 determine the absolute temporal and spatial scale of such a process. How-
ever, its physical nature is independent from absolute scales as long as the ratio between
characteristic times and lengths is retained. The ratio is contained in the dimensionless
representation and, hence, the simulation results apply to a variety of scenarios with
typical absolute scales determined by the physical environment at hand. The covari-
ance of simulated scenarios is valid under the restriction that only one fundamental
force of interaction is present and retardation eﬀects imposed by ﬁnite signal veloc-
ity are insigniﬁcant. Both restrictions are met in kinetic plasma simulation, since only
electromagnetic interactions are involved and computational restrictions impose a local
conﬁnement within which signal spread is actually instantaneous. Second, on computer
hardware numbers are represented with mantissa and exponent. Numerical performance
is best for numbers which are comparable in size, because then the maximum mantissa
length is accessible. A dimensionless representation adapted to the physical problem at
hand ensures numbers close to unity.
In plasma physics natural choices for the time and length scale are ensued by the gyration
period of cyclotron motion T0/2π = ω−1c0 = (eB0/mc)
−1 and the skin depth of inertial
motion d0 = c/ωp0 = c(4πme2/n0)−1/2, respectively. m and e are the natural constants
of electronic mass and charge. With respect to the covariance of physical scenarios as
stated above, absolute values for time and length are ﬁxed by the dimensional reference
quantities for magnetic ﬁeld B0 and density n0, respectively. The application to an indi-
vidual physical environment ﬁxes the time and length scale. However, the physics of the
simulated process is equivalent for the entire class of environments in which the ratio
of B0/n0 is comparable, i.e. the relation of temporal and spatial scales is equivalent.
Consequently, the physics of the speciﬁc process simulated in dimensionless representa-
tion is characteristic for all environments with the same ratio of Alfve´n to light velocity
c/vA0 = (4πmn0)1/2c/B0 := cˆ. cˆ is the essential input parameter of the simulation. On
the most fundamental level kinetic plasma physics deals with Maxwell’s equations for
the evolution of electric and magnetic ﬁelds and the Lorentz force for the treatment of
particle motion. Details on the numerical method are deferred to chapter 2. With the
choices for time and length scales linked to fundamental plasma quantities the surjective
mapping to the dimensionless representation follows straightforwardly:
B → Bˆ B0
n → nˆ n0
E → Eˆ/cˆ B0
∂t → ∂ˆt ωc0
∇ → ∇ˆ ωp0/c
v → vˆ vA0
The identiﬁcation of the electric ﬁeld in the simulation by Eˆ/cˆ follows not strictly. It is
merely one possible ad hoc deﬁnition chosen in a way that the dimensionless expression
of the Lorentz force ensues in the simplest possible form. This is sensible since the
dominant computational eﬀort is spent in the particle stepping. Then the fundamental
set of equations transfers to the dimensionless representation:
Gaussian−cgs Dimensionless
Gauss
Dirac
Faraday
Ampere-Maxwell
∇ ·D = 4πρ
∇ ·B = 0
c−1 ∂t B = −∇×E
c−1 ∂t D = ∇×H− (4π/c) j
∇ˆ · Eˆ = cˆ2nˆ
∇ˆ · Bˆ = 0
∂ˆt Bˆ = −∇ˆ × Eˆ
cˆ−2 ∂ˆt Eˆ = ∇ˆ × Bˆ− jˆ
Lorentz dt(γmv) = e(E + v/c×B) dˆt(γvˆ) = Eˆ+ vˆ × Bˆ
Since encountered frequently, furtheron the dimensionless expressions for conservation of
charge and Poynting’s theorem are derived in diﬀerential form from the above relations:
Continuity
PoyntingTheorem
dtρ = −∇ · j
pOhm + ∂tWEM = −∇ · S
dˆtnˆ = −∇ˆ · jˆ
pˆOhm + ∂ˆtWˆEM = −∇ˆ · Sˆ
with the following identities for Ohmic power density, EM energy density and EM energy
ﬂux (= Poynting ﬂux vector), respectively,
Ohm
EM Energy
Poynting Vector
pOhm = j · E
WEM = 18π (E ·D+ B ·H)
S = 4π
c
(E×B)
pˆOhm = jˆ · Eˆ
WˆEM = 12 ((Eˆ/cˆ)
2 + Bˆ2)
Sˆ = Eˆ× Bˆ
The equations refer to the case of a pair plasma, i.e. only a single mass factor m is
involved and conveniently set to unity. The extension to systems which include other
species of various masses (for instance in the case of an electron-proton or electron-
proton-ion plasma) is straightforward. Each mass factor implies a characteristic time
(ωc0 ∝ m−1) and length scale (d0 ∝ m1/2). Keeping in mind that numerical performance
is best for quantities close to unity, one selects the specie / speciﬁc mass factor mr
as reference scale at which most of the physics is expected to take place. The scales
introduced by the other species are then taken into account by a dimensionless relative
mass µr = m/mr included in the particle momentum stepping:
Lorentz dt(γmv) = e(E + v/c ×B) dˆt(γµrvˆ) = Eˆ + vˆ × Bˆ

Appendix B
Linear Theory of the 2D EM
Counterstreaming Instability
In the most general scenario the electromagnetic counterstreaming instability (EMCSI)
in a pair plasma implies two species of oppositely charged particles (electrons e and
positrons p), two plasma entities of diﬀerent bulk motion (= plasma shells) and an
optional non-zero magnetic guide ﬁeld BG. Each plasma shell is identiﬁed by an in-
dex s = 1, 2. In order to limit the obfuscation introduced by the sheer complexity of
mathematical expressions, we restrain from utmost generality and introduce two further
restrictions: First, we require the initial setup to be homogeneous in conﬁguration space,
i.e. the particle distribution function (PDF) at initialization time f˜(x,p, t=t0) = f˜0(x,p)
is in lowest order deﬁned as spatially invariant f˜0(x,p) = f˜0(p). Second, we apply the
zero temperature approximation or so called ‘cold beam limit’ T0 → 0. In this limit
the PDF is initially also sharply deﬁned in momentum space f˜0(p) = f0δ3(p− p0) = n0
around the respective bulk momentum p0, i.e. the plasma is assumed to be ﬂuid-like.
However in contrast to a purely magnetohydrodynamic approach the treatment is fully
electromagnetic. Furthermore, as soon as the essential physical characteristics of the
EMCSI are pointed out, we drop this second restriction and consider the kinetic modi-
ﬁcations introduced by a ﬁnite initial thermal spread.
Within the linear regime the EMCSI evolves in 2D. 3D eﬀects come into play after
non-linear saturation which is explored in the PIC simulations. However, the analytic
derivation presented in this Appendix remains within the constraints of the linear theory.
The plasma dynamics of the cold ﬂuid system is completely described by the following
set of equations:
Lorentz
Continuity
Gauss
Faraday
Ampere-Maxwell
∂tpps + vps · ∇pps = +(E + vps ×B) (B.1)
∂tpes + ves · ∇pes = −(E + ves ×B)
∂tρps +∇ · jps = 0 (B.2)
∂tρes +∇ · jes = 0
∇ · E =
∑
s
ρs (B.3)
∂t B = −∇×E (B.4)
∂t E = ∇×B−
∑
s
js (B.5)
Apparently the equations are dimensionless with cˆ set to unity, which has to convenient
implications. First, in the context of plasma shell collisions for magnetic ﬁeld generation
in γ-ray bursts no initial magnetic ﬁeld is present. Then the reference magnetic ﬁeld
is deﬁned simply by the initial density n0 and the subsidiary constraint cˆ = c/vA0 = 1
which ﬁxes the ratio B/n. Second, in the presented form of the equations lengths are
normalized to the electron inertial length d0 and times to the inverse electron plasma
frequency ωp0 turning out to be a very sensible choice.
Bulk motion and parallel oriented magnetic guide ﬁeld B0 introduce a symmetry break-
ing direction of reference into the system. We arbitrarily deﬁne this direction to point
in z, the s=1 shell moving towards +z with bulk velocity v01 = vz01ez. The coun-
terstreaming plasma shell is aligned exactly anti-parallel. Each shell consists of quasi-
neutral pair plasma with initial density n0s = np0s = ne0s and relativistic momentum
p0s = γ0sv0s = v0s/(1− v20s)1/2. The perpendicular direction is degenerate, so we fur-
theron convene that the 2D instability evolves within the (x, z)-plane.
Assuming plane wave solutions for linearly perturbed quantities the ﬁrst order variations
then appear in the fashion
ξ(x, t) = ξ0 + ξ Exp[i(k · x− ωt)] → dξ(x, t) = δξ



ikxδx− iωδt
0
ikzδz− iωδt



It is important to note that in the relativistic regime the momentum variation parallel
and perpendicular to the direction of motion are diﬀerent. This is understood straightfor-
wardly, if one recalls that according to D’Alembert’s method (i.e. the method of virtual
displacement) the variation of a quantity is inﬁnitely small and takes place instanta-
neously. As a consequence thereof, the k-norm of a vector quantity ‖ξ‖k = (
∑
j(ξj)
k)1/k
is aﬀected only by displacements δξj parallel to the respective vector, since just linear
terms are considered. This general statement is certainly valid for the magnitude of a
vector as the special case k=2-norm. In simple words, only velocity variations parallel
to the initial bulk motion inﬂuence the relativistic energy γ0 which solely depends on
the magnitude of velocity:
δps =



δp⊥s
δp⊥s
δp‖s


 =



δpxs
δpys
δpzs


 =



γ0s δvxs
γ0s δvys
γ30s δvzs



Then the perturbed system of equations (positrons/electrons ±) ensues to
(C.1′) :
−iω



δpxs
δpys
δpzs


+



δvxs
δvys
δvzs


·



ikxδpxs 0 ikzδpxs
ikxδpys 0 ikzδpys
ikxδpzs 0 ikzδpzs


 = ±



δEx + δvysBG − vz0sδBy
δEy + vz0sδBx − δvxsBG
δEz



(C.2′) :
ω¯psδnps − n0ps(kxδvxps + kzδvzps) = 0
−ω¯esδnes + n0es(kxδvxes + kzδvzes) = 0
with the reduced frequency ω¯s = ω − kzv0s.
(C.3′) :
ω



δBx
δBy
δBz


 =



−kzδEy
kzδEx − kxδEz
kxδEy



(C.4′) :
−iω



δEx
δEy
δEz


=



−ikzδBy
ikzδBx − ikxδBz
ikxδBy


−
∑
s



n0psδvxps − n0esδvxes
n0psδvyps − n0esδvyes
δnpsvz0ps + n0psδvzps − δnesvz0es − n0esδvzes



(C.5′) :
ikxδEx + ikzδEz =
∑
s
(δnps − δnes)
Actually equation (C.5′) is redundant since it just represents a linear combination of
(C.2′) and (C.3′). However, the most eﬃcient path to the ﬁnal solution applies (C.5′)
instead of (C.4c′).
The strategy is to eliminate the magnetic variations δB by means of (C.3′) to obtain
the velocity and density variations in the form
(C.1′′) :
δvxps = +i
γ0psω¯0ps
γ20psω¯
2
0ps − Ω2G
(
ω¯ps
ω
δEx+i
ΩG
γ0psω
δEy +
kxvz0ps
ω
δEz
)
δvxes = −i γ0esω¯0es
γ20esω¯
2
0es − Ω2G
(
ω¯es
ω
δEx−i ΩG
γ0esω
δEy +
kxvz0es
ω
δEz
)
δvyps = +i
γ0psω¯0ps
γ20psω¯
2
0ps − Ω2G
(
−i ΩG
γ0psω
δEx +
ω¯ps
ω
δEy−i ΩG
γ0psω¯ps
kxvz0ps
ω
δEz
)
δvyes = −i γ0esω¯0es
γ20esω¯
2
0es − Ω2G
(
+i
ΩG
γ0esω
δEx +
ω¯es
ω
δEy+i
ΩG
γ0esωes
kxvz0es
ω
δEz
)
δvzps = +
1
γ30psω¯ps
δvzes = − 1
γ30esω¯es
and
(C.2′′) :
δnps = +
(
n0ps
γ20psω¯
2
ps − Ω2G
(
kxω¯psγ0ps
ω
δEx+i
ΩGkx
ω
δEy +
k2xγ0ps
ω
δEz
)
+
n0ps
γ30psω¯
2
ps
kzδEz
)
δnes = −
(
n0es
γ20esω¯
2
es − Ω2G
(
kxω¯esγ0es
ω
δEx−iΩGkx
ω
δEy +
k2xγ0es
ω
δEz
)
+
n0es
γ30esω¯
2
es
kzδEz
)
Diﬀerences in sign between the positron and electron terms arise from the opposite
charge and oppositely oriented gyro motions. The guide ﬁeld contributions in dimen-
sionless representation correspond to a gyro frequency ΩG ω−1c0 = BG/B0. Once more
the choice cˆ = 1 is advantageous, since ωc0 = ωp0 follows at reference conditions and the
coupling terms to the guide ﬁeld BG are as all other terms conveniently expressed as
ratio to the reference plasma frequency of the system ωp0.
Finally we insert (C.1′′), (C.2′′) into (C.4′ab), (C.5′) and again substitute δB variations
with (C.3′) to obtain the fully determined set of equations:





ω2(1−Ω−21 )−k2z(1+Ω−24 )+2ωkzΩ−23 −iΩG(aω+kzb) kxkz(1+Ω−24 )−ωkxΩ−23
iΩG(aω+kzb) ω
2(1−Ω−21 )−k2z(1+Ω−24 )+2ωkzΩ−23 −k2x +iΩGkxb
ωkx(1−Ω−21 )+kxkzΩ−23 −iΩGkxa ωkz(1−Ω−22 )−k2xΩ−23





δE=0
with the substitutions
Ω−21 = Ω
−2
1p + Ω
−2
1e
=
∑
s
(
n0psγ0ps
γ20psω¯
2
ps − Ω2G
+
n0esγ0es
γ20esω¯
2
es − Ω2G
)
Ω−22 = Ω
−2
2p + Ω
−2
2e
=
∑
s
(
n0ps
γ30psω¯
2
ps
+
n0es
γ30esω¯
2
es
)
Ω−23 = Ω
−2
3p + Ω
−2
3e
=
∑
s
(
n0psγ0psv0ps
γ20psω¯
2
ps − Ω2G
+
n0esγ0esv0es
γ20esω¯
2
es − Ω2G
)
Ω−24 = Ω
−2
4p + Ω
−2
4e
=
∑
s
(
n0psγ0psv20ps
γ20psω¯
2
ps − Ω2G
+
n0esγ0esv20es
γ20esω¯
2
es − Ω2G
)
and the entirely magnetically coupled contributions
a = ap − ae
=
∑
s
(
n0ps
γ20psω¯
2
ps − Ω2G
− n0es
γ20esω¯
2
es − Ω2G
)
b = bp − be
=
∑
s
(
n0psv0ps
γ20psω¯
2
ps − Ω2G
− n0esv0es
γ20esω¯
2
es − Ω2G
)
.
The ﬁnal determinant has the formal structure
CTW1 −iΩG · CGD1 CTW2
+iΩG · CGD2 LM −iΩG · CGD3
CTW3 +iΩG · CGD4 CTW4
in which the denotations are indicative for the constituent terms of
the Coupled-Two-Stream-Weibel (CTW) mode
CTW = (1− Ω−22 )[ω2(1− Ω−21 )− k2z(1 + Ω−24 ) + 2ωkzΩ−23 ]− k2x[(1 + Ω−24 )(1 − Ω−21 ) + Ω−43 ],
the Light mode (LM)
LM = ω2(1− Ω−21 )− k2z(1 + Ω−24 ) + 2ωkzΩ−23 − k2x,
and the Coupled-Gyration-Dominated (CGD) modes
CGD = Ω2Gωkz [ (1− Ω−21 )(aω − bkz)2 − k2x(a2(1 + Ω−24 )− 2abΩ−23 − b2(1− Ω−21 )) ].
The ﬁnal dispersion relation D then ensues to
D = LM · CTW + CGD.
The essential contributions with respect to plasma instability theory arise from the CTW
mode. The constituents of this plasma mode, the physical characteristics in the context
of diﬀerent astrophysical scenarios, the highly non-linear saturation at late times and
kinetic modiﬁcations are extensively studied in Chap. 4 and 5. In Chap. 4 the CTW
mode serves as the instability pervasive in the collision of plasma shells in γ-ray bursts.
The same instability develops very diﬀerent characteristics in the presence of a strong
guide ﬁeld which is studied in Chap. 5 in the context of pulsar physics. The linear
dispersion relation as derived here provides the foundations to understand the various
characteristics of the CTW mode in a natural fashion by the response of the plasma
mode on variations in the initial bulk kinetic energy γ0 and the strength of the magnetic
guide ﬁeld ΩG.
The LM mode is a possible solution in all scenarios. It describes the propagation of
electromagnetic radiation with the plasma serving as the carrier medium. Within the
dispersion relation the light mode is represented by roots without any imaginary con-
tingents. As a consequence thereof the light mode is not inherently self-growing but
nevertheless propagating in the plasma if triggered by a diﬀerent source process. The
simplest way to identify the nature of the LM mode is in the limit of negligible guide
ﬁeld ΩG → 0. Then the CGD modes vanish and furthermore the LM and CTW modes
are completely decoupled. In this limit the expression for the LM mode simpliﬁes to
LM = ω2(1− Ω−21 )− k2z(1 + Ω−24 ) + 2ωkzΩ−23 − k2x
= ω2 − (k2x + k2z)−
∑
s
(
n0psω¯ps
γ20psω¯
2
ps − Ω2G
+
n0psω¯ps
γ20psω¯
2
ps − Ω2G
)
ΩG → 0 = ω2 − (k2x + k2z)−
∑
s
(
n0ps
γ0ps
+
n0es
γ0es
)
= ω2 − k2 − 4ω′ 2p .
In the dimensionless representation the speed of light is set to unity and the sum over
shell densities and relativistic bulk energies simply represent corrections to the plasma
frequency ω2p0 = 4πn0e
2/m at reference conditions. Corrections deﬁne the local plasma
frequency ω′p Lorentz-boosted to the inertial frame of a speciﬁc scenario. Beyond the
individual plasma frequency of a system the familiar vacuum dispersion of radiation is
retained
ω2  4ω′ 2p −→ ω = kc.
The CGD modes are dominated by the gyro motion of particles in the magnetic guide
ﬁeld. In the general case the purely imaginary roots of the CTW are polluted by small
real contingents. This is understood straightforwardly since the magnetic ﬁeld and cou-
ples propagating with unstable plasma modes. CGD modes are propagating electromag-
netic plasma modes which are non-degenerate due to the symmetry break imposed by
the magnetic ﬁeld direction. However, the inﬂuence of the CGD modes on the physical
evolution of the system is generally small and further decaying with growing bulk energy
∝ γ−10 .
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