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Abstract
For every q ∈ N let FOq denote the class of sentences of first-order logic FO of quantifier rank
at most q. If a graph property can be defined in FOq, then it can be decided in time O(nq).
Thus, minimizing q has favorable algorithmic consequences. Many graph properties amount to
the existence of a certain set of vertices of size k. Usually this can only be expressed by a
sentence of quantifier rank at least k. We use the color coding method to demonstrate that some
(hyper)graph problems can be defined in FOq where q is independent of k. This property of a
graph problem is equivalent to the question of whether the corresponding parameterized problem
is in the class para-AC0.
It is crucial for our results that the FO-sentences have access to built-in addition and mul-
tiplication (and constants for an initial segment of natural numbers whose length depends only
on k). It is known that then FO corresponds to the circuit complexity class uniform AC0. We ex-
plore the connection between the quantifier rank of FO-sentences and the depth of AC0-circuits,
and prove that FOq ( FOq+1 for structures with built-in addition and multiplication.
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1 Introduction
Many graph problems ask, given a graph G and a natural number k, for a set C of vertices
of G of size k with a certain property. A well-known example is the vertex cover problem
where the set C is required to have the property that every edge in G has at least one end
in C. The set C is then called a vertex cover of G of size k. It is routine to show that the
vertex cover problem is not in the complexity class AC0. However, its parameterized version
p-Vertex-Cover, that is,
p-Vertex-Cover
Input: A graph G.
Parameter: k.
Question: Does G have a vertex cover of size k?
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is in the class para-AC0 [7], the parameterized version of AC0.
If in p-Vertex-Cover we fix the parameter k, we get the kth slice of the problem.
Clearly, the existence of a vertex cover of size k can be expressed by the following sentence
of first-order logic FO
ψk := ∃x1 · · · ∃xk
( ∧
1≤i<j≤k





(u = xi ∨ v = xi)
))
. (1)
In other words, a graph G is in the kth slice of p-Vertex-Cover if and only if G satisfies ψk.
Observe that the quantifier rank qr(ψk) of ψk, the maximum nested depth of quantifiers in
ψk, is k+ 2. Hence the naive algorithm derived from ψk has running time O(|G|k+2). Clearly
it is far worse than the existing linear time algorithms for deciding whether a graph contains
a vertex cover of size k. An immediate question is whether the kth slice can be defined by a
sentence of smaller quantifier rank.
For every q ∈ N denote by FOq the set of sentences of quantifier rank at most q. There
are only finitely pairwise nonequivalent sentences in FOq (say in the language for graphs).
Thus we see that there is no sequence (ϕ`)`∈N of bounded quantifier rank such that for every
k ∈ N the sentence ϕk is equivalent to ψk, that is, defines the kth slice of p-Vertex-Cover.
Nevertheless our first main result reads as follows:
I Theorem 1. p-Vertex-Cover is slicewise definable in FO17.
So we have to explain what we mean by slicewise definable in Theorem 1 (the precise
definition will be given in Definition 6).
It is well known that first-order logic FO captures the complexity class uniform AC0.
This result crucially relies on the assumption that the input graphs (or more generally, the
input structures) are equipped with built-in addition and multiplication. Our notion of
slicewise definability assumes that the graphs have built-in addition and multiplication and
furthermore, constants for an initial segment of natural numbers of a length depending only
on the parameter.
The vertex cover problem is a special case of the hitting set problem on hypergraphs of
bounded hyperedge size. For every d ∈ N a d-hypergraph is a hypergraph with hyperedges of
size at most d. Then, the parameterized d-hitting set problem p-d-Hitting-Set asks whether
an input d-hypergraph G contains a set of k vertices that intersects with every hyperedge in G.
Thus p-Vertex-Cover is basically the parameterized 2-hitting set problem. Extending
Theorem 1 we prove that p-d-Hitting-Set is slicewise definable in FOq, where q = O(d2).
The problem p-d-Hitting-Set can be Fagin-defined [8] by a FO-formula with a second-order
variable which does not occur in the scope of an existential quantifier or negation symbol.
We show that all problems Fagin-definable in this form are slicewise definable in some FOq.
What is the complexity of the class of parameterized problems that are slicewise definable
in FO with bounded quantifier rank? We prove that it coincides with para-FO [6], the
class of problems FO-definable after a precomputation on the parameter. Thus we obtain a
descriptive characterization of the class para-FO, or equivalently of the parameterize circuit
complexity class para-AC0 [7, 3, 6]. The equivalence between para-FO and para-AC0 is an
easy consequence of the equivalence between FO and the classical circuit complexity class
uniform AC0 mentioned above.
The main technical tool for proving Theorem 1 and the subsequent results, the color coding
method [1], makes essential use of arithmetic. The counting quantifier ∃≥kx in ∃≥kxϕ(x) is
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an abbreviation for the FO-sentence
∃x1 · · · ∃xk
( ∧
1≤i<j≤k





expressing that there are at least k many elements satisfying ϕ. Clearly, qr(∃≥kxϕ(x)) =
k+ qr(ϕ(x)), so the sequence (∃≥kxϕ(x))k∈N has unbounded quantifier rank. Using the color
coding method we get a sequence (χk)k∈N of bounded quantifier rank such that each χk is
equivalent to ∃≥kxϕ(x). Note that the sentence in (1) is not of the form ∃≥kxϕ(x). We
exploit the idea underlying Buss’ kernilization in order to get an FO-sentence expressing the
existence of a vertex cover of size k in terms of counting quantifiers. Altogether, Theorem 1
(and its proof) exhibit the power of addition and multiplication, although on the face of it,
the vertex cover problem has nothing to do with arithmetic operations.
In finite model theory there is consensus that inexpressibility results for FO and for
fragments of FO are very hard to obtain in the presence of addition and multiplication. To
get such a result we exploit the equivalence between FO and uniform AC0, more precisely,
we analyze the connection between the quantifier rank of a sentence ϕ and the depth of the
corresponding AC0 circuits. Together with a theorem [11, 15] on a version of Sipser functions
we show that the hierarchy (FOq)q∈N is strict:
I Theorem 2. Let q ∈ N. Then there is a parameterized problem slicewise definable in
FOq+1 but not in FOq.
1.1 Organization of the paper
In Section 2 we prove Theorem 1, and then extend it to the hitting set problem in Section 3.
We give a natural class of Fagin-definable problems that are slicewise definable in FO with
bounded quantifier rank in Section 4. We prove the hierarchy theorem, i.e., Theorem 2, in
Section 6. In the final section we conclude with some open problems. Due to space limitations
we defer some proofs to the full version of the paper.
1.2 Some logic preliminaries
A vocabulary τ is a finite set of relation symbols. Each relation symbol has an arity. A
structure A of vocabulary τ , or τ -structure, consists of a nonempty set A called the universe
of A, and of an interpretation RA ⊆ Ar of each r-ary relation symbol R ∈ τ . In this paper all
structures have a finite universe. Occasionally we allow the use of constants: For a vocabulary
τ we consider (τ ∪ {c1, . . . , cs})-structures A. Then cA1 , . . . , cAs , the interpretations of the
constants c1, . . . , cs, are elements of A. However the letters τ , τ ′, . . . will always denote
relational vocabularies (without constants). If τ contains a binary relation symbol < and in
the structure A the relation <A is an order of the universe, then A is an ordered structure.
Let τ be a vocabulary and C a set of constants. Formulas ϕ of first-order logic of
vocabulary τ ∪C are built up from atomic formulas t1 = t2 and Rt1 . . . tr where t1, t2, . . . , tr
are either variables or constants in C, and where R ∈ τ is of arity r, using the boolean
connectives and existential and universal quantification. A formula ϕ is a sentence if it has
no free variables. The quantifier rank of ϕ is defined inductively as:
qr(ϕ) := 0 if ϕ is atomic qr(ϕ1 ∧ ϕ2) = qr(ϕ1 ∨ ϕ2) := max{qr(ϕ1), qr(ϕ2)}
qr(¬ϕ) := qr(ϕ) qr(∃xϕ) = qr(∀xϕ) = 1 + qr(ϕ).
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2 Slicewise-definability in FOq and the vertex cover problem
In this section we prove Theorem 1, i.e., p-Vertex-Cover is slicewise definable in FO17.
Our main tool is Theorem 4. It shows how we can express that there are k elements having a
first-order property by a number of quantifiers independent of k. We give further applications
of this tool in this and the next section.
For n ∈ N let [n] := {0, 1, . . . , n−1}. Denote by <[n] the natural order on [n]. Clearly, if A




and the isomorphism is
unique. For ternary relation symbols + and × we consider the ternary relations +[n] and
×[n] on [n] that are the relations of addition and multiplication of N restricted to [n]. That is,
+[n] := {(a, b, c) | a, b, c ∈ [n] with c = a+ b}; ×[n] := {(a, b, c) | a, b, c ∈ [n] with c = a · b}.
Finally, for every m ∈ N let C(m) := {` | ` < m} be a set of constants and set
` [n] := `, if ` < n and ` [n] := n− 1, if ` ≥ n.
The letters τ , τ ′, . . . will always denote relational vocabularies (without constants). Assume
τ contains <, +, and ×. A (τ ∪ C(m))-structure A has built-in <,+,×, C(m) if its {<,
+,×, C(m)}-reduct is isomorphic to
(
[n], <[n],+[n],×[n], (` [n])`<m
)
.
If m = 0, we briefly say that A has built-in addition and multiplication. We denote
by ARITHM[τ ] the class of τ -structures with built-in addition and multiplication. If A ∈
ARITHM[τ ] and m ∈ N, we denote by AC(m) its unique expansion to a (τ ∪C(m))-structure
with built-in <,+,×, C(m).
In the proof of Theorem 4 we use Lemma 3, the color coding technique of Alon et al. [1]
essentially in the form presented in [10, Claim 1 on page 349]. It will enable us to find in
every sufficiently large structure with built-in arithmetic for each subset X of cardinality k
an FO-definable function that one-to-one maps X into the initial segment of length k2.
I Lemma 3. There is an n0 ∈ N such that for all n ≥ n0, all k ≤ n and for every k-element
subset X of [n], there exists a prime p < k2 · log2 n and a q < p such that the function
hp,q : [n]→ {0, . . . , k2 − 1} given by hp,q(m) := (q ·m mod p) mod k2 is injective on X.
As already mentioned the following result allows to express the existence of k elements
satisfying a first-order property by a number of quantifiers independent of k.
I Theorem 4. Let τ be a vocabulary containing <, +, ×. Then there is an algorithm that
assigns to every k ∈ N and every FO[τ ]-formula ϕ(x̄, y) an FO
[
τ ∪C(k2 + 1)
]
-formula χkϕ(x̄)
such that for every A ∈ ARITHM[τ ] with k2 ≤ |A|/ log |A| and |A| ≥ n0 and ū ∈ A,
AC(k2) |= χkϕ(ū) ⇐⇒
there are pairwise distinct v0, . . . , vk−1 ∈ A with A |= ϕ(ū, vi) for every i ∈ [k].
(2)
























Note that the conditions “k2 ≤ |A|/ log |A| and |A| ≥ n0” on |A| are fulfilled if |A| ≥
max{2k2 , n0}, so we have a lower bound of |A| in terms of k (here n0 is a natural number
according to Lemma 3).
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Proof of Theorem 4. Let A be as above, set n := |A|, and w.l.o.g. assume that A := [n].
In order to make formulas more readable, we introduce some abbreviations. Clearly, x = (y
mod z) is an abbreviation for ∃u(y = u × z + x ∧ x < z), more precisely, as + and × are












“hp,q(y) = ij” := (q × (u mod p) mod p) mod k2 = ij .
We replaced (q×u mod p) by (q× (u mod p) mod p), since q×u might exceed |A|. To count
the quantifier rank note that “hp,q(y)” = ij means
∃v∃v′∃α
(
v′ = v × k2 ∧ α = v′ + ij ∧ ij < k2
)
,
where the intended meaning of α is (q × (u mod p) mod p). So α is the unique element
satisfying
∃w∃w′∃β(w′ = w × p ∧ β = w′ + α ∧ α < p).
Here the intended meaning of β is q × (u mod p). Thus β is the unique element satisfying
∃γ(β = q × γ ∧ “γ = u mod p”).
So we can replace “γ = u mod p” by


















We use the previous result to show that two parameterized problems are slicewise definable
in FOq for some q, one is an easy application, the other the more intricate p-Vertex-Cover.
First we give the precise definitions of parameterized problem in our context and of slicewise
definability.
I Definition 5. A parameterized problems is a subclass Q of ARITHM[τ ] × N for some
vocabulary τ , where for each k ∈ N the class Qk := {A ∈ ARITHM[τ ] | (A, k) ∈ Q} is closed
under isomorphism. The class Qk is the kth slice of Q.
Every pair (A, k) ∈ ARITHM[τ ]×N is an instance of Q, A its input and k its parameter.
I Definition 6. Q is slicewise definable in FO with bounded quantifier rank, briefly Q ∈
XFOqr, if there is a q ∈ N and computable functions h : N→ N and f : N→ FOq[τ ∪C(h(k))]
such that for all (A, k) ∈ ARITHM[τ ]× N,
(A, k) ∈ Q ⇐⇒ AC(h(k)) |= f(k).
That is, if mk := h(k) and ϕk := f(k), then
(A, k) ∈ Q ⇐⇒ AC(mk) |= ϕk.
We then say that Q is slicewise definable in FOq and write Q ∈ XFOq.
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Using the constants in C(m) we can characterize arithmetical structures with less that m
elements by a quantifier free sentence, more precisely:
I Lemma 7. Assume that A ∈ ARITHM[τ ] and that |A| < m. Then there is a quantifier
free FO[τ ∪ C(m)]-sentence ϕAC(m) (that is, ϕAC(m) ∈ FO0[τ ∪ C(m)]) such that for all
structures B ∈ ARITHM[τ ] we have
BC(m) |= ϕAC(m) ⇐⇒ A ∼= B.
Using this lemma we get the following simple but useful observation.
I Proposition 8. Let Q ∈ ARITHM[τ ] × N be a decidable parameterized problem and
q ∈ N. Assume that Q is eventually slicewise definable in FOq, that is, there are computable





and increasing function g : N→ N such that for all (A, k) ∈ ARITHM[τ ]×N with |A| ≥ g(k),
(A, k) ∈ Q ⇐⇒ AC(mk) |= ϕk.
Then Q is slicewise definable in FOq.
We now turn to our first application of Theorem 4.
I Theorem 9. The parameterized problem
p-deg-Independent-Set
Input: A graph G.
Parameter: k ∈ N.
Question: Is k ≥ deg(G) and does G have an independent set of
k − deg(G) elements?
is slicewise definable in FO13.
Let τGraph := {E,+, <,×} with binary E. More formally, in our context we mean by
p-deg-Independent-Set the following class:{
(G, k) ∈ ARITHM[τGraph]× N
∣∣∣ k ≥ deg(G) and
(the {E}-reduct of) G has an independent set of size ` := k − deg(G)
}
.1
Proof. An easy induction on ` := k − deg(G) shows that every graph G with at least
(deg(G) + 1) · ` vertices has an independent set of size `. Hence, for (G, k) ∈ ARITHM[τ ],
where the graph G has at least (k + 1) · k vertices, we have
(G, k) ∈ ARITHM[τGraph] ∈ p-deg-Independent-Set ⇐⇒ k ≥ deg(G). (3)
We use this fact to prove that p-deg-Independent-Set is eventually slicewise definable in
FO13, which yields our claim by Proposition 8.
Let d ∈ N and ϕ := Euy. Then, by Theorem 4, we have for every graph G with at least
h(k) vertices for some computable h : N→ N and every vertex u of G,
G |= χdϕ(u) ⇐⇒ the degree of u in G is ≥ d.
1 In the following we will present parameterized graph problems in the more liberal form as given by the
box above.
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Thus, for k ∈ N and every graph G ∈ ARITHM[τGraph] with at least max{h(k), (k + 1) · k}
vertices, by (3),
(G, k) ∈ p-deg-Independent-Set ⇐⇒ G |= ¬∃uχk+1ϕ (u).
As qr(ϕ) = 0, Theorem 4 and the previous equivalence show that p-deg-Independent-Set
is eventually in XFO13 (and hence in XFO13 by Proposition 8). J
Now we are ready to show the slicewise definability of p-Vertex-Cover in FO17.
Proof of Theorem 1. Recall the main ingredient of Buss’ kernelization for an instance (G, k)
of the vertex cover problem.
1. If a vertex v has degree ≥ k + 1 in G, then v must be in every vertex cover of size k. We
remove all v of degree ≥ k + 1 in G, say ` many, and decrease k to k′ := k − `.
2. Remove all isolated vertices.
3. Let G′ be the resulting induced graph. If k′ < 0 or G′ has > k′ · (k + 1) vertices, then
(G′, k′), and hence also (G, k), is a no instance of p-Vertex-Cover.
Again let ϕ(x, y) := Exy. Then, by Theorem 4, for every instance (G, k) of p-Vertex-Cover,
where the vertex set G of G is sufficiently large compared with k and every vertex v ∈ G,
G |= χk+1ϕ (v) ⇐⇒ v has degree ≥ k + 1.








⇐⇒ G has exactly ` vertices of degree ≥ k + 1.
For every vertex v of G we have




¬χk+1ϕ (x) ∧ ¬∀y
(





⇐⇒ for some ` with 0 ≤ ` ≤ k, G has exactly ` vertices of degree ≥ k + 1 and
there is a j ≤ (k − `) · (k + 1) such that G′ has j vertices and

















Here the formula ρj , a formula expressing (in G with an G′ with exactly j vertices) that
G′ has a vertex cover of size k − `, still has to be defined. We do that by saying that G′ is
isomorphic to one of the graphs with j vertices that has a vertex cover of size k − `. For this
we have to be able to define an order of G′ by a formula of quantifier rank bounded by a
constant number independent of k. Again this is done (using built-in arithmetics) with the
color coding method: We find p and q, and 0 ≤ i0 < · · · < ij−1 < j2 with
hp,q(G′) = {i0, . . . , ij−1}.
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uni(y) ∧ uni(z) ∧ “hp,q(y) = is” ∧ “hp,q(z) = it” ∧ ¬Eyz
)
.
As qr(χk+1ϕ ) ≤ 12, we have qr(uni(x)) ≤ 13. Thus, qr(χ
j
uni) ≤ 16 and qr(ρj) ≤ 17. As
the remaining formulas in (4) have at most quantifier rank 16, we get p-Vertex-Cover ∈
XFO17. J
3 The hitting set problems with bounded hyperedge size
We consider the parameterized problem
p-d-Hitting-Set
Input: A hypergraph G with edges of size at most d.
Parameter: k ∈ N.
Question: Does G have a hitting set of size k?
Here a hypergraph G is a pair (V,E), where V is a set, the set of vertices of G, and every
element of E is a hyperedge, that is, a nonempty subset of V . A hitting set in G is a set H
that intersects each hyperedge
(
that is, H ∩ e 6= ∅ for all e ∈ E
)
.
The goal of this section is to show:
I Theorem 10. Let d ≥ 1. Then p-d-Hitting-Set is slicewise definable in FO with bounded
quantifier rank; more precisely, p-d-Hitting-Set ∈ XFOq with q = O(d2).
The following lemma can be viewed as a generalization of part of Buss’ kernelization
algorithm for p-Vertex-Cover to p-d-Hitting-Set. The case for p-3-Hitting-Set was
first shown in [13].
I Lemma 11. Let (G, k) with G = (V,E) be an instance of p-d-Hitting-Set. Let 1 < ` ≤ d
and assume that every `-set (i.e., set with exactly ` elements) of vertices has at most kd−`
extensions in E.
If v1, . . . , v`−1 are pairwise distinct vertices such that there is a hitting set H of size ≤ k
that contains none of these vertices, then {v1, . . . , v`−1} has at most kd−(`−1) extensions
in E.
Proof. Every hyperedge that extends {v1, . . . , v`−1} must contain a vertex u of the hitting
set H. By the assumptions, u is distinct from the vi’s and therefore, the set {v1, . . . , v`−1, u}





extensions in E. J
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Let (G, k) and 1 < ` ≤ d satisfy the hypotheses of the lemma, that is, (G, k) with
G = (V,E) is an instance of p-d-Hitting-Set and every `-set has at most kd−` extensions
in E. For every pairwise distinct vertices v1, . . . , v`−1 such that {v1, . . . , v`−1} has more than
kd−(`−1) extensions in E, we delete from E all hyperedges extending {v1, . . . , v`−1} and add
the hyperedge {v1, . . . , v`−1}. Let G` = (V,E`) be the resulting hypergraph. Then:
(a) For every pairwise distinct vertices v1, . . . , v`−1 there are at most kd−(`−1) hyperedges
in E` extending {v1, . . . , v`−1}.
(b) If H is a subset of V and |H| ≤ k, then
H is a hitting set of G ⇐⇒ H is a hitting set of G`,
in particular,
(G, k) ∈ p-d-Hitting-Set ⇐⇒ (G`, k) ∈ p-d-Hitting-Set.
Let (G, k) be an instance of p-d-Hitting-Set. For ` := d the hypothesis of Lemma 11 is
fulfilled: Every d-set of vertices has at most one extension in E, namely at most, itself.
Hence, applying the above procedure for ` = d we get the hypergraph G`, which satisfies
the hypotheses of Lemma 11 for ` := d − 1. So we get, again by the above procedure the
hypergraph (G`)`−1, which we denote by G`,`−1. Following this way, we finally obtain the
hypergraph G`,`−1,...,2, which we denote by G′. Note that G′ = (V,E′) for some E′. From (a)
and (b) we get (a’) and (b’).
(a’) For every vertex v there are at most kd−1 hyperedges in E′ containing v.
(b’) If H is a subset of V and |H| ≤ k, then
H is a hitting set of G ⇐⇒ H is a hitting set of G′,
Moreover,




∣∣ there is an e ∈ E′ with v in e} is the set of non-isolated vertices of G′.
In fact, let H be a hitting set with |H| = k of G and hence, by (b′) of G′. As every hyperedge
must contain a vertex of H, we get |E′| ≤ kd from (a’). As every hyperedge e ∈ E′ contains
at most d vertices, we have |V ′| ≤ d · kd.
We fix k and look at the kth slice of p-d-Hitting-Set. In the proof of Theorem 10 which
will be presented in the full paper we will see that for hypergraphs G sufficiently large compared
with k we can FO-define G′ in G. By (b’) and (c′), we know that (G, k) ∈ p-d-Hitting-Set
implies |E′| ≤ kd. By Theorem 4, we can express |E′| ≤ kd in first-order logic with a bounded
number of quantifiers if we add built-in addition and multiplication. Essentially this shows
that p-d-Hitting-Set is eventually slicewise definable in FO with bounded quantifier rank
and thus, p-d-Hitting-Set ∈ XFOqr (by Proposition 8).
A part of an FO-interpretation I is an FO-formula ϕIuni(x1, . . . , xs) defining the universe
of the defined structure, that is: if I is an interpretation of σ-structures in a class K of
τ -structures, then for every structure A ∈ K the set
(ϕIuni)A := {(a1, . . . , as) ∈ As | A |= ϕ(a1, . . . , as)}
is the universe of the σ-structure I(A) defined by I in A.
Assume that σ does not contain the relation symbols <,+,×, but that the structures
in K are structures with built-in addition and multiplication, i.e., K ⊆ ARITHM[τ ]. In





has built-in addition and multiplication (that is, so that J(A) is I(A) together with an order
and the corresponding addition and multiplication).
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For example, for τ = {P,<,+,×} with unary P let K be the class of τ -structures A with
PA 6= ∅. Let σ be the empty vocabulary and consider the interpretation I yielding in A the
σ-structure with universe PA (take ϕIuni(x) := Px). If we could extend I to an interpretation
J such that J(A) := (PA, <A,+A,×A) has built-in addition and multiplication, then we
could express in J(A), and thus in A, that “PA is even,” i.e., the parity problem, which is
well known to be impossible.
The next result (proven in [4, Lemma 10.5], see also [12, Exercise 1.33]) shows that the
situation is different if for ϕIuni(x1, . . . , xs) we have (ϕIuni)A = As.
I Proposition 12. Let τ contain <,+,× and assume that none of these symbols is in σ.
Let K ⊆ ARITHM[τ ] and let I be an FO-interpretation of σ-structures in the structures
in K with ϕIuni = ϕIuni(x1, . . . , xs). If for all A ∈ K, (ϕIuni)A = As, then I can be extended
to an FO-interpretation of σ ∪ {<,+,×} such that J(A) = (I(A), <J(A),+J(A),×J(A)) has
built-in addition and multiplication for all A ∈ K.
4 Fagin definability
Let ϕ(X) be an FO[τ ]-formula which for a, say r-ary, second-order variable X may contain
atomic formulas of the form Xx1 . . . xr . Then the parameterized problem FDϕ(X) Fagin-
defined by ϕ(X) is the problem
FDϕ(X)
Input: A τ -structure A.
Parameter: k ∈ N.
Question: Decide whether there is an S ⊆ Ar with |S| = k and A |= ϕ(S).
The following metatheorem improves [9, Theorem 4.4].
I Theorem 13. Let ϕ(X) be an FO[τ ]-formula without first-order variables occurring free
and in which X does not occur in the scope of an existential quantifier or negation symbol.
Then FDϕ(X) ∈ XFOqr that is, FDϕ(X) is slicewise definable with bounded quantifier rank.
We view a hypergraph G := (V,E) as an {E0, ε}-structure (V ∪E,EG0 , εG), where E0 is a
unary relation symbol and ε is a binary relation symbol and
EG0 := E and εG :=
{
(v, e)
∣∣ v ∈ V , e ∈ E and v ∈ e}.
Fix d ∈ N. For k ∈ N we have (assuming |V | ≥ k)
(G, k) ∈ p-d-Hitting-Set ⇐⇒ for some S with |S| = k we have (V ∪ E,EG0 , εG) |= ϕ(S),
where ϕ(x) := ∀e
(




i=1 xi = x)→ (Xx1 ∨ . . .∨Xxd)
))
. By
Theorem 13 we know that FDϕ(X) ∈ XFOqr. Hence, p-d-Hitting-Set ∈ XFOqr, so we get
the result of the previous section. However here, to prove Theorem 13 we use the result of
the previous section.
Proof of Theorem 13. For simplicity, let us assume that X is unary. Without loss of
generality we can assume that
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where each ψij either is Xyq for some q ∈ {1, . . . , `}, or a first-order formula with free
variables in {y1, . . . , y`} in which X does not occur.
Let (A, k) be an instance of FDϕ(X). We construct an instance (G(A), k) of p-`-Hitting-
Set such that
(A, k) ∈ FDϕ(X) ⇐⇒ (G(A), k) ∈ p-`-Hitting-Set. (5)
As (G(A), k) we take the hypergraph (V,E) with V = A and where E contains the following




X does not occur in ψij
ψij(ā).
then E contains the hyperedge {as1 , . . . , ast} where Xys1 , . . . , Xyst are exactly the disjuncts
of the form Xy... in
∨p
j=1 ψij . If t = 0 (for some ā ∈ A`), we take as G(A) a fixed hypergraph
chosen in advance such that (G(A), k) is a no instance of p-`-Hitting-Set.
Since G(A) can be defined from A by an FO-interpretation and p-`-Hitting-Set ∈
XFOqr, we get FDϕ(X) ∈ XFOqr. J
Some parameterized problems can be shown to be in para-FO by a simple applica-
tion of this theorem, e.g., for every ` ≥ 1, the problem p-WSat(Γ+1,`), the restriction of
p-Dominating-Set to graphs of degree `, and the problem p-`-Matrix-Domination, the re-
striction to matrices with at most ` ones in every row and column in p-Matrix-Domination.
5 para-AC0 = XFOqr
The importance of the class XFOqr from the point of view of complexity theory stems from
the fact that it coincides with the class para-AC0, the class of parameterized problems that
are in dlogtime-uniform AC0 after a precomputation. As dlogtime-uniform AC0 contains
precisely the class of parameterized problems definable in first-order logic, the class para-AC0
corresponds to the class para-FO of parameterized problems definable in first-order logic
after a precomputation on the parameter (see [7, 6]). We deal here with the class para-FO
and thus in this section aim to show para-FO = XFOqr.
To define the class para-FO we need a notion of union of two arithmetical structures.
I Definition 14. Assume A ∈ ARITHM[τ ] and A′ ∈ ARITHM[τ ′] satisfy
A ∩A′ = ∅ and τ ∩ τ ′ = {<,+,×}.
Let U be a new unary relation symbol. We set τ ] τ ′ := τ ∪ τ ′ ∪ {U}. Then A ]A′ is the
structure B ∈ ARITHM(τ ] τ ′) with
B := A ∪A′;
UB = A′;
<B:=<A ∪ <A′ ∪
{
(a, a′)
∣∣ a ∈ A and a′ ∈ A′}, that is, the order <B extends the orders
<A and <A′ , and in <B every element of A precedes every element of A′;
RB := RA for R ∈ τ and RB := RA′ for R ∈ τ ′.
As we require B ∈ ARITHM(τ ] τ ′) we do not need to define +B and ×B explicitly. If
A∩A′ 6= ∅, then we pass to isomorphic structures with disjoint universes before defining A]A′.
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I Definition 15. Let Q ⊆ ARITHM[τ ] × N be a parameterized problem. Q is first-order
definable after a precomputation, in symbols Q ∈ para-FO, if for some vocabulary τ ′ there is a




such that for all (A, k) ∈ ARITHM[τ ]× N,
(A, k) ∈ Q ⇐⇒ A] pre(k) |= ϕ.
The main result of this section reads as follows. It is the modeltheoretic analogue of the
equivalence between (i) and (ii) of [6, Proposition 6].2
I Theorem 16. para-FO = XFOqr.
Proof. We sketch a proof, details will be given in the full version of this paper. Assume
that Q ∈ para-FO. Hence, for some vocabulary τ ′ there is a computable function pre : N→
ARITHM[τ ′] and a sentence ϕ ∈ FO[τ ] τ ′] such that for all (A, k) ∈ ARITHM[τ ]× N,
(A, k) ∈ Q ⇐⇒ A] pre(k) |= ϕ.
Clearly, then Q is decidable. Therefore, by Proposition 8, it suffices to show that for some
q ∈ N the problem Q is eventually slicewise definable in FOq, that is, that there are an
increasing and computable function g : N → N and computable functions k 7→ mk and
k 7→ ψk ∈ FOq[τ ∪ C(mk)] such that for all (A, k) ∈ ARITHM[τ ]× N with |A| ≥ g(k),
A ] pre(k) |= ϕ ⇐⇒ AC(mk) |= ψk. (6)
The main idea: As the precomputation pre is computable, for (A, k) ∈ ARITHM[τ ] × N
with sufficiently large |A| compared with |pre(k)|, we can FO-define pre(k) in AC(k+1).
Furthermore, from A and from this FO-defined pre(k) in AC(k+1) we get (an isomorphic
copy of) A ] pre(k) in AC(k+1) by an FO-interpretation. Summing up, we can FO-interpret
A ] pre(k) in AC(k+1). This FO-interpretation yields the desired ψk satisfying (6).
Now assume that Q ∈ FOqr. Then there is a q ∈ N and computable functions k 7→ mk with




such that for all (A, k) ∈ ARITHM[τ ]× N,
(A, k) ∈ Q ⇐⇒ AC(mk) |= ϕk.
We have to find a precomputation pre : N→ ARITHM[τ ′] and an FO[τ ] τ ′]-sentence ϕ such
that for all (A, k) ∈ ARITHM[τ ]× N,
AC(mk) |= ϕk ⇐⇒ A] pre(k) |= ϕ.
Essentially pre(k) is the parse tree of ϕk and the sentence ϕ expresses that AC(mk) satisfies
the sentence given by this parse tree, that is, the sentence ϕk. J
I Corollary 17. For every d ∈ N, p-d-Hitting-Set is in para-FO (and hence in para-AC0).
2 Proposition 6 in [6] contains a third statement equivalent to (i) and (ii). The corresponding modeltheoretic
analogue decidable and eventually in FO also characterizes XFOqr.
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6 The hierarchy (FOq)q∈N on arithmetical structures
Let τ0 := {<,+,×} and let τ be a vocabulary with τ0 ⊆ τ . For q ∈ N by FOq[τ ] ( FOq+1[τ ]
on arithmetical structures we mean that there is an FOq+1[τ ]-sentence which is not equivalent
to any FOq[τ ]-sentence on all finite τ -structures with built-in addition and multiplication. We
say that the hierarchy (FOq)q∈N is strict on arithmetical structures if there is a vocabulary
τ ⊇ τ0 such that FOq[τ ] ( FOq+1[τ ] on arithmetical structures for every q ∈ N.




q∈N is strict on arithmetical structures.
Some preparations are in order. First, we recall how structures are represented by strings.
Let τ be a relational vocabulary and n ∈ N. We encode a τ -structure A with A = [n] by a
binary string enc(A) of length `τ,n :=
∑
R∈τ n
arity(R). For instance, assume τ = {E,P} with
binary E and unary P , then enc(A) = i0i1 · · · in2−1 j0j1 · · · jn−1 where for every a, b ∈ [n],(
ia+b·n = 1 ⇐⇒ (a, b) ∈ EA
)
and (ja = 1 ⇐⇒ a ∈ PA).
Let K be a class of τ -structures. A family of circuits (Cn)n∈N decides K if
1. every Cn has `τ,n inputs,
2. for n ∈ N and every τ -structure A with A = [n], (A ∈ K ⇐⇒ Cn(enc(A)) = 1).
Recall that for n ∈ N the classes Σn and Πn of formulas are defined as follows: Σ0 and
Π0 are the class of quantifier free formulas. The class Σn+1 (the class Πn+1) is the class of
formulas of the form ∃x1 . . . ∃xkϕ with ϕ ∈ Πn and arbitrary k (of the form ∀x1 . . . ∀xkϕ
with ϕ ∈ Σn and arbitrary k). The proof of the following fact is simple.
I Lemma 19. Every FO-formula of quantifier rank q is logically equivalent to a Σq+1-formula
and to a Πq+1-formula.
I Lemma 20. Let q ∈ N. Then for every sentence ϕ ∈ FOq there is a family of circuits
(Cn)n∈N of depth ≤ q + 2 and size nO(1) which decides Mod(ϕ) = {A | A |= ϕ}. Moreover,
the output of Cn is an OR gate, and the bottom layer of gates in Cn has fan-in bounded by a
constant which only depends on ϕ.
Proof. For notational simplicity we assume q = 3. By Lemma 19 the sentence ϕ is equivalent
to a Σ4-sentence






where I∧ and I∨ are index sets and every χpq is a literal.
For n ∈ N we construct the desired circuit C = Cn using the standard translation from





) gate with fan-in n; the conjunction is translated to a
∧
gate with fan-in |I∧| and
the disjunctions to
∨
gates with fan-in |I∨|. Next we merge consecutive layers of gates that
are all
∧
, or that are all
∨
. The resulting circuit Cn is of depth q + 2. It has an OR as
output gate and bottom fan-in bounded by |I∨|. J
Key to our proof of Theorem 18 are the following boolean functions called Sipser functions.
I Definition 21 ([16, 5]). Let d ≥ 1 and m1, . . . ,md ∈ N. For every i1 ∈ [m1], i2 ∈ [m2],
















if d is even, and
∧








, m2 = · · ·md−1 = m, and md =
⌈√
d/2 ·m · log m
⌉
.
Observe that the size of Sipsermd is bounded by mO(d).
The following lower bound for Sipsermd is proved in [11]. We use the version presented as
Theorem 4.2 in [15].
I Theorem 22. Let d ≥ 2. Then there exists a constant βd > 0 so that if a depth d + 1,
bottom fan-in k circuit with an OR gate as the output and at most S gates in levels 1 through
d computes Sipsermd , then either S ≥ 2m
βd or k ≥ mβd .
Proof of Theorem 18. FO0 ( FO1 is trivial by considering the sentence ∃x Ux where U is
a unary relation symbol. We still need to show that for an appropriate vocabulary τ ⊇ τ0 it
holds FOq[τ ] ( FOq+1[τ ] on arithmetical structures for every q ≥ 1.
Let d,m ∈ N. We identify the function Sipsermd with the circuit in (7) which computes
it. Let E be a binary relation symbol and U a unary relation symbol. Then we view the
underlying (directed) graph of Sipsermd as a {E,U}-structure Ad,m with
Ad,m := {vg | g a gate in Sipsermd }, EAd,m := {(vg′ , vg) | g′ is an input to g},
UAd,m := {vg | g is an input to the output gate}.
Let P be a unary relation symbol. Every assignment B of (truth values to the input nodes
of) Sipsermd can be identified with PAd,m := {g | g an input gate assigned to true by B}.
For τ ′ := {E,U, P ) we define an FO[τ ′]-sentence ϕd such that for all m,
Sipsermd (PAd,m) = true ⇐⇒ (Ad,m, PAd,m) |= ϕd. (8)
Fix q ≥ 1. Assume q is even and set d := q + 1 (the case of odd q is treated similarly). We
define inductively FO[τ ′]-formulas ψ`(x) by











if ` is odd.
We set (recall the definition of UAd,m)
ϕq+1 := ∀x(Ux→ ψq(x)).
It is straightforward to verify that qr(ϕq+1) = q+ 1 and that ϕq+1 satisfies (8) (for d = q+ 1).
Let τ := τ ′ ∪ {<,+,×} = {E,U, P,<,+,×}. We define
Sipserq+1 :=
{
A ∈ ARITHM[τ ]
∣∣ A |= ϕq+1} .
By definition the class Sipserq+1 is axiomatizable in FOq+1[τ ]. We show that Sipserq+1
is not axiomatizable in FOq[τ ]. For a contradiction, assume that Sipserq+1 = Mod(ϕ) for




n∈N such that the
following conditions are satisfied.
(C1) Every Cn has `τ,n inputs, depth q + 2, and size `O(1)τ,n .
(C2) The output of Cn is an OR gate, and its bottom fan-in is bounded by a constant.
(C3) For every n ∈ N and every τ -structure A with A = [n]
A ∈ Sipserq+1 ⇐⇒ Cn(enc(A)) = 1.
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(q + 1)/2 ·m · logm
⌉
.
Consider the structure Aq+1,m associated with Sipsermq+1 and expand it with <,+,×. Thus
for any assignment of the n inputs, identified with the unary relation PAq+1,m , we have












Here is the crucial observation. In the string enc(Aq+1,m, <,+,×, PAq+1,m) only the last n
bits depend on the assignment, that is, on PAq+1,m . These are precisely the n input bits for
the Sipsermq+1 function. Thus we can simplify the circuit Cn by fixing the values of the first
`τ,n − n inputs according to (Aq+1,m, <,+,×). Let C∗n be the resulting circuit. We have
Sipsermq+1(PAq+1,m) = 1 ⇐⇒ C∗n(PAq+1,m) = 1.
By (C1), C∗n has depth q + 2 and size nO(1) (as `τ,n = nO(1)). By (C2) its output is an
OR gate, and its bottom fan-in is bounded by a constant. As m ∈ N is arbitrary, this clearly
contradicts Theorem 22. J
Proof of Theorem 2. Let q ∈ N. By Theorem 18 we know that there is a vocabulary τ
and an FOq+1[τ ]-sentence ϕ which is not equivalent to any FOq[τ ]-sentences on arithmetical




∣∣ A ∈ ARITHM[τ ] and A |= ϕ}
is not slicewise definable in FOq. As Q is slicewise definable in FOq+1, this would give us
the desired separation.
Assume otherwise, then, by Definition 6, there is a constant m0 ∈ N and a sentence ψ in
FOq[τ ∪ C(m0)] such that for every A ∈ ARITHM[τ ]
A |= ϕ ⇐⇒ AC(m0) |= ψ.
This does not give us a contradiction immediately, since ψ might contain constants in C(m0).
But it is easy to see that Lemma 19 and Lemma 20 both survive in the presence of constants.
Thus almost the same proof of Theorem 18 shows that ψ ∈ FOq[τ ∪C(m0)] cannot exist. J
7 Conclusions
We have shown that a few parameterized problems are slicewise definable in first-order logic
with bounded quantifier rank. In particular, the k-vertex-cover problem, i.e., the kth slice
of p-Vertex-Cover, is definable in FO17 for every k ∈ N. One natural follow-up question
is whether this is optimal. Or can we show at least that p-Vertex-Cover /∈ XFO2? Such
a question is reminiscent of the recent quest for optimal algorithms for natural polynomial
time solvable problems (see e.g., [2]). In our result p-d-Hitting-Set ∈ XFOq we have
q = O(d2), and we conjecture that there is no universal constant q which works for every
p-d-Hitting-Set. But so far, we do not know how to prove such a result.
It turns out that the class XFOqr coincides with the parameterized circuit complexity
class para-AC0 which has been intensively studied in [3, 6]. Similar to [3], it seems that all
the non-trivial examples in XFOqr require the color coding technique. It would be interesting
to see whether other tools from parameterized complexity can be used to show membership
in XFOqr.
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q∈N by proving that FOq ( FOq+1 on
arithmetical structures for every q ∈ N. Our proof is built on a strict AC0-hierarchy on
Sipser functions. We conjecture that the sentence




which characterizes the existence of a (q + 1)-clique, witnesses FOq ( FOq+1 on graphs with
built-in addition and multiplication. Rossman [14] has shown that (q + 1)-clique cannot be
expressed in arithmetical structures with b(q + 1)/4c variables and hence not in FOb(q+1)/4c.
This already shows that the hierarchy (FOq)q∈N does not collapse.
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