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RESUMO
Neste trabalho apresentamos os teoremas da Capacidade 
de Ordem a e de Grau $ de um Canal Discreto Sem Memoria, usando 
Entropias Generalizadas CEntr°pia de Renyi e Entropia de Darõczy) 
através da Entropia de Shannon.
ABSTRACT
In this work, we present two theorems on Capacity of 
order a and Capacity of degree 3 of a discrete memoryless channel, 
using generalized entropies i.e., Rënyi entropy of order a and 
Daroczy entropy of degree $. These entropies are generalization 
of Shannon entropy.
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INTRQBUÇAO
No presente trabalho temos o objetivo de calcular a Ca­
pacidade do Canal Discreto Sem Memória usando Entropias Generali­
zadas através da Entropia de Shannon.
No Capítulo 1, apresentamos inicialmente o conceito de 
um Sistema de Comunicação e definimos a Entropia de Shannon. DeH 
nimos também a Informação Comunicada pelo Canal sobre X a partir 
de Y, bem como a Capacidade do Canal. Apresentamos o conceito de 
Canal Discreto Sem Memória e a seguir apresentamos as Entropias 
de Rényi [l96l] e de Daroçzy [l970].
No Capítulo 2, apresentamos o nosso trabalho, sobre a 
Entropia de Rényi e Doraczy para a Capacidade do Canal de Ordem a 
(Entropia de Rényi) e para a Capacidade do Canal de Grau 3 (Entro 
pia de Daroczy).
CAPÍTULO 1
INTRODUÇÃO
Teoria de Informação ê um ramo da Teoria de Probabilida 
de, com grande aplicação nos sistemas de comunicações, na qual te 
ve uma origem física. Ela foi iniciada por cientistas da comunica 
ção que estudavam a estrutura estatística de equipamentos elétri­
cos de comunicações. Ela foi iniciada por Shannon em 1948.
1*1 “ Sistema de Comunicação
Um "sistema clássico de comunicação" tem a forma repre­
sentada na Fig. 1.1 abaixo
Fig. 1.1
onde
Fonte de Informação: é o componente do sistema que ê capaz de pro 
duzir mensagens. A fonte pode ser uma pessoa ou maquina. 
Por exemplo, no computador ê uma máquina, no telefone ê 
uma pessoa, na televisão é uma maquina ou pessoa. Geral^  
mente a fonte de Informação é representada por uma va­
riável aleatória discreta ou contínua X.
Codificador: Transforma a linguagem da fonte para a linguagem do 
canal, mantendo inalterado o seu conteúdo, sendo portan 
to responsável pela mudança da forma de linguagem.
■Canal: é o meio através do qual a mensagem é propagada.
Decodificador: Após receber a mensagem que foi transmitida pelo 
canal sua finalidade é de decifrá-la de modo que a mes­
ma seja inteligível pelo receptor.
Receptor: £ o ponto de destino da mensagem e representado pela 
variável aleatória discreta ou contínua Y.
A Teoria de Informação tenta construir um modelo matemã 
tico para cada um dos blocos da Fig. 1.1 acima. Uma aplicação de 
um modelo de Sistema de Comunicação, como na Fig. 1.1. acima, foi 
feito por Wiener e Shannon em suas discussões sobre a natureza ejs 
tatística da comunicação de mensagens.. Em tais modelos de comuni­
cação, a fonte de informação, o codificador, o canal, o decodifi­
cador e o receptor devem estar estatisticamente definidos.
Os sistemas de comunicação, aqui citados, são de nature 
za estatística, isto é, o comportamento dos sistemas nunca podem 
ser descritos de uma forma determinística, ele é sempre dado em 
termos estatísticos. Por exemplo, uma fonte de informação é um
aparato que seleciona e transmite seqüências de símbolos ao aca - 
so, embora esta seleção possa ser baseada em algumâ estatística.
Em Teoria de Informação temos o conhecido TEOREMA FUNDA 
MENTAL DA INFORMAÇÃO e enunciado da maneira como segue:
"é possível transmitir informação" pelo Canal Ruidoso, 
em qualquer velocidade menor do que a capacidade do canal com uma 
pequena e arbitrária probabilidade de erro, isto é, se
R - é a velocidade de transmissão da informação e 
C - a capacidade do canal
então
se R < C, pode-se transmitir a informação com pequena probabilida 
de de erro, em qualquer canal ruidoso.
Este teorema foi provado a primeira vez por Shannon em 
1948, usando uma medida de incerteza (ou entropia de Shannon).
1.2 t Entropia de Shannon
Seja X = (x^,...,x ) uma variável aleatória discreta
com distribuição de probabilidades (p(x,),...,p(x )) tal que
n
p(x-) >0  , i = 1,2,...,n e l p(x.) = 1.
i = l 1 .
A Entropia de Shannon ê definida por
n
H(X) = H(p(x1)....P(xn))= - E p(xi) log2 p ^ )
1=1 (í.i)
Suponhamos que X e Y são duas variáveis aleatórias dis­
cretas associadas com o mesmo experimento. X e Y têm probabilida­
de conjunta
4P ( x it  Y j )  “  P { X  = xi ; Y = y. } (1 . 2)
para i = 1,2,...,n e 
j = 1,2,...,m
0 resultado { X = ; Y = y. } tem probabilidade con­
junta p(x^, yj). Então a entropia conjunta ê definida por
n m
H(X,Y) = - Z E p(x. , y j  log2 p(x. , y,) Cl - 3)
i-1 j=l 1 3 1 2
Nota: - Salvo indicação em contrário, o logaritmo será sempre con 
siderado com base 2.
Definição 1.2.1 - (Probabilidade Individual)
A probabilidade do etfènto X = x^ no primeiro experimen­
to indiferente a dò Segundo ê definida pot
m
pU^) = Z p(x-, y.) para i ■ l,2,...,n (1.4)
j=l 2 '
Definição 1.2.2 - (Probab ilid_ade Individual)
A probabilidade do evento Y = y^  no segundo experimento 
indiferente a do primeiro é dado por
n
P(yi) " 2 PC*,, y J  para j = 1,2,.. . ,m (1.5)
J i=l 1 J
Definição 1.2.3 - (Probabilidade Condicional)
A probabilidade condicional de ocorrer o evento x^ do
experimento X dado que o evento y^  do experimento Y ocorrer é de­
finida por
P Cxi’ ^
pC^i/y.) = -------(1-6)
J P (y-j)
Definição 1.2.4 - (Probabilidade Condicional)
A probabilidade condicional de ocorrer o evento y^  do 
tc
finida por
experimento Y dado que o evento x^ do experimento X ocorrer e de-
pC /Xi) . d.,) 
] 1 p(*í)
Quando X e Y são independentes temos 
p(xi).p(yi)
P(xi/yi) = — - ----- ■*—  = p(x.) (1.8)
1 J p(y-j) 1
P(x,).p(y.)'
-C/i/Xi) = ---------= pCyJ
3 1 P í x p  3
Definimos a incerteza condicional de Y dado que X = x^,
por
m
H(Y/X = x,) = - E p(y-/x.) log pCy./x.) (1.10)
para i - 1,2,...,n
Logo, definimos a incerteza condicional Y dado X como 
a incerteza media da H(Y/X = x^) com pesos p(x^) , i - l,2,...,n, 
por
H(Y/X) = E p(x.) HCY/X - x.) (1.11)
i=l 1
n m
E E p(x.) p(y,/x.) log piy-j/x.) (1.12)
i=l i=l 1 J J
n m
E E p(x., y.) log p(y./x.) (1.13)
i=l i=l 1 3 3
Similarmente, podemos definir 
n m
H(X/Y) = - E E p(x-, y.) log pCx./y^ 
i=l j =1 1 J
(1.14)
Através das definições de incerteza obtemos os seguin - 
tes resultados:
H(X,Y) * H(X) + H(Y/X) = H (Y) + H(X/Y) (1.15)
H(X,Y) ^ H(X) + H(Y) (1.16)
H(Y/X) H (Y) (1.17)
Com a igualdade em (1.16) e (1.17) se e somente se X e
Y são independentes.
1.2.1 - Informação Comunicada pelo Canal sobre X a par­
tir de Y
Definimos a "informaçãõ comunicada pelo canal sobre X a 
partir de Y" como
KX/Y) = H(X) - H(X/Y) (1.18)
7n
= - Z p(x.) log p(x.) 
i=1
n m
+ Z Z pCx., y.) log
i=l j =1 J J
n m
» - Z Z p(x. , y.) log p(x.) 
i=l j=l 1 J 1
n m
+ z z p(x-, y j  log pCx./y.) 
i=l j=l 1 3 1 J
n m PCx.-)
= - Z E pCx-, y j  log -------- (1.19)
i-1 j-i 1 3  píXi/yp
Esta medida de informação é as vezes chamada INFORMAÇÃO 
MÚTUA e satisfaz as seguintes propriedades:
ICX/Y) >, 0 (não negativa) (1.20)
I(X/Y) = I(Y/X) (simetria) (1.21)
isto e, ‘
a informação comunicada sobre Y por X ê a mesma informação sobre 
X por Y.
Definição 1.2.5 - (Capacidade do Canal)
A mãxima informação comunicada pelo canal ê chamada Ca­
pacidade do Canal, A maximização ê tomada sobre o conjunto de to­
das as distribuições de probabilidades de entrada íp(x^)} ,
i = 1,2,...,n , isto e,
8C = max ICX/Y) (1.22)
p u p
i  ^ l|2|»*«in
1.3 - Canal Discreto Sem Memória
Nesta secção começaremos a análise de canais de comuni­
cação da qual as entradas estão sujeitas a pertubações na trans­
missão. Na situação usual de comunicação um objeto, de alguma ma­
neira (por exemplo, uma letra de um alfabeto) ê selecionado desde 
uma classe específica de entradas. 0 canal e um esquema que atua 
na entràda pára produzir uma saida pertencente a outra classe es­
pecífica. A classe variável de um cánal, pode em muitos casos ser 
descrita dando uma distribuição de probabilidade sobre um conjun 
to das possíveis saídas. A distribuição dependerá, em geral, de 
uma particular entrada escolhida para transmissão e tambem do es­
tado interno do canal para o tempo quando a entrada ê aplicada. 0 
estado interno do canal enquanto a entrada é aplicada afetará a 
transmissão de informação.
Interessaremos para a situação na qual à informação a 
ser transmitida consiste de uma seqüência de símbolos,' cada símbo 
lo pertencente a um alfabeto finito.
\
Definição 1.3.1.
Um Canal Discreto Sem Memória com alfabeto de entrada 
X = (x^,...,xn) e alfabeto de saída Y = (y1,...,ym) onde X e uma 
variável aleatória discreta com distribuição de probabilidades
9p(x^) ,... ,p(xn) e Y e uma variável aleatória discreta com distri_ 
buição de probabilidades pCy^)>•••.p(ym) © definido pela matriz 
n x m abaixo
f \
p(y1/x1) P(y2/Xi) ... P(y„/xj)
p(yi/x2) pCy2/x2^ ... p(y„/*2)
pCyi/xj) p(y2/x3) ••• PCym/x3) (1.23)
p ( W p(y2/xn) P Í W
%
ou
>
ípCyj/Xi) com i = 1,2,...,n e j = 1,2,. .. ,m }
onde
pCy^/x^') representa probabilidades condicionais de palavras códi-
gos recebidas y^  € Y enquanto x^ é. X ê transmitida, com 
m
2 pCy^/x^) = 1 para i = l,2,..,,n. 
j=l 3 1
A matriz em (1.23) é chamada Matriz Canal.
Resumiremos agora o Teorema da Capacidade do Canal Dis­
creto Sem Memória, (Ref., Gallager [1968]).
\ *
Teorema 1.1«.
Um conjunto de condições necessárias e suficientes sob 
um vetor de probabilidade P = ( p C x ^ ) .,p(x )) para atingir a ca
10
pacidade de um canal discreto sem memória, com entrada X e saída
Y e matriz canal [p(yj/xi)) ®
r
= C se pCx^) > 0
I(X = xi/Y) < Cl.24)
se p(x^) = 0 
para todo i = l,2,.,.,n
onde
I(X = x^/Y) é a Informação Comunicada pelo canal para a entrada 
Xj a partir da saída Y, dada por
m pCy^,)
ICX * x./Y) = z pfy^/x.) log ------i— i-------
1 j = l 3 1 n
E P(xk) pCy^ /xjç) 
k=l J
Cl.25)
para todo i = l,2,...,n
Sejam
X - o conjunto de todas as seqüências de entrada de 
comprimento N que pode ser tranrmitida, isto ê,
X1^ = {x * CX2X2X3., .Xj^ ) tal que xt € X para t = 1,2,.,.,N)
Y^ - conjunto de todas as seqüências de saída de com­
primento N que pode ser recebida, isto é,
\
yn = íy = (y1y2y3-  -yN^  tal ^ue ?t £ Y para t = 1»2«,‘\»N *
Assumiremos que XN e YN são ambos finitos.
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Definição 1.3.2 - (Probabilidade de Erro)
A probabilidade de erro de codificação para um certo co 
digo %  , com M palavras códigos de comprimento N, denotada por 
Pe (^ ? ) ê definida da forma convencional
P ifè ) * l - P (1.26)
e x í  XN M emm
onde
Pem ê a probabilidade de erro de codificação quando a seqüência
xm é transmitida, m
Quando x = (x x^2 * *’ XN-^ xN ® transmitida, a probabi­
lidade de receber a seqüência y = ^ 1^2 ••• ^  ® determina­
do por
N
p(y/x) = 7T p(yt/xt) Ci.27)
t=i 1 *
Em 1965, Gallager conseguiu uma elegante prova do teore 
ma de codificação de Shannon e obteve uma nova limitação para a 
probabilidade de erro. 0 seu contrario foi recentemente apresenta 
do por Arimoto [1973].
Resumiremos agora o teorema de codificação de Gallager 
e seu contrario da seguinte forma.
Teorema 1.2:
Seja N
m I n 1+P
Eq (p ,P) - - log t 1 E p(x.) p(y./x.)
j-i U=i 3
1+P
C l . 28)
12
onde
P = (PC^) ,... ,p(xn)) é uma distribuição de probabilidade arbitra 
ria através do alfabeto de entrada X, p é uma constante fixada e 
fazendo
t» _ log M 
R N
1) - (Gallager [1965]) - Existe pelo menos um bloco de 
código de comprimento N tal que a probabilidade de erro de codifjL 
cação ê limitada superiormente por
i * 
para 0 < p ^ 1
2) - ( A r i m o t o  [1973]) - Para algum bloco de código de 
comprimento N a probabilidade de erro de codificação é limitada 
inferiormente por
A Entropia de Ordem a obtida por Rényi [l96l] , para uma 
distribuição de probabilidade (p ,... ,p (xn) ) de uma variável 
aleatória discreta X = ) e definida por
para -1 ^ p < 0
1.4 - Entropia de Ordem a
1 - a
1 , a f 1 , a > 0 C l . 31)
13
Muitos pesquisadores realizam trabalhos sobre esta en - 
tropie. de Rényi, especialmente o problema da construção axiomáti­
ca desta entropia, (Ref. Aczel e Darõczy, [l975]).
A entropia de ordem a pode ser reescrita na forma
H CX)OJ v J
a
1-a
log
n
E pu Cxí) 
i=l 1
■N 1
a a  j* 1 ,  a' > 0
Cl.32)
A entropia condicional de ordem a, de uma variável alea 
toria discreta X = Cx^»*-*»xn) é definida como
H fX/Y) . _2_ .log 
1-a
m f n 'j l/a
jíi pCy5) jji p“ Cxi/yj))
Cl.33)
ma
Usando Cl*6) e Cl *7) , Cl*33) pode ser reescrita na foi:
H (X/Y) = -SL. loga 1-a
m n
E^ j E^ pOÍCxi) potCyj/xi)
l/a
Cl.34)
Similarmente, podemos definir
H (Y/X) = log
1-a
n
E
i=l
(m 1
paCyj) paCxi/yj)J
l/a
Cl.35)
Podemos verificar simplesmente que
lim H CX/Y) - HCX/Y) 
a+1 a
C l . 36)
14
lim H GO * H (OC) 
a-1 a
(1.37)
onde
H(X) e HCX/Y) representam, respectivamente, as entropias defini­
das em (1.1) e (1.14).
Geralmente
Ha CX/Y) ^ HaCX) Cl-38)
com a igualdade se e somente se X e Y sãò independentes,
De (1*38) segue que
Ha(X) - HaCX/Y) * 0 Cl-39)
1.4.1 - Informação Comunicada Pelo Canal de Ordem q
Definimos a informação comunicada pelo canal de ordem a 
sobre X a partir de Y por
I«(X/Y) - HaCX) - HaCX/Y) Cl.40)
a qual ê não negativa por Cl*39). 
Logo,
Ia(X/Y) = HaCX) - HaCX/Y)
a-SL. log J  I potCxi) 
1-a i-1
l/a
a
1-a
log
l/a
jfl PCy^  |i~i
a ï 1 , a > 0
15
q
1-a
log
( Ã
Pa CXi)
q
1-q
log
*
m
z
j-1 1 1 '
l/q
l/a
-a
1-
log
a
£1 (*E1 P°^Xi  ^ p0t^ yj/xi^
n « í 1/a l P (xj 
i-1
l/a
, a <jí 1, a > 0 
Cl.41)
Definição: Capacidade de Ordem q , de um Canal Discreto 
Sem Memória.
A capacidade de ordem a, de um canal discreto sem memó­
ria, denotada por C , é definida como sendo o máximo de I (X/Y).a a
A maximização ê tomada sobre o conjunto de todas as distribuições 
de probabilidades de entrada {p(x^)}, i = l,2,..,,n , isto é,
C - max I (X/Y) a a
PCx^
x 1,2,...,n
(1.42)
1.5 - Entropia de Grau P
Daróczy £1970] , introduziu o conceito de uma função in­
formação de grau $ e definiu a entropia de grau 3 para uma distri^ 
buição de probabilidade (p(x^),.,.,pCxn)) de uma variável aleató­
ria discreta X = Cx-p«..,x ) por
16
HßQO = C2 -1)
1-ß -1 n
Z pECxi) - 1 
i=l 1
, ß f 1 , 3 > 0 
CI-43)
Quando ß 1, temos
lim HßCX) = HCX) = 
ß-*l
n
- £ pCxi) log pCxi) 
i=l
na qual é a Entropia de Shannon.
Se X e Y são duas variáveis aleatórias discretas com 
distribuição de probabilidade conjunta pCx^, Yj) para 1 = l,2,...,n 
e j = l,2,...,m , definimos a Entropia Conjunta de Grau 3 por
« 1 - 3 - 1
H (X,Y) = C2 -1)
n m ßz z P pCx,, y.) - 1 
i=i j*i 1 3
, 3 ¥ 1, 3> 0 
Cl.44)
Definimos a Entropia Condicional de grau 3 de X dado 
que Y = y^  , j •> 1, 2,... ,m , por
o 1-3 -1
H ßCX/Y = yj) - C2 -1)
n
£ P C^/y-j) - 1 
i=l 1 3
, 3 t 1 , 3 > 0 
Cl.45)
sendo
Então definimos a Entropia Condicional de X dado Y como
m
H ßCX/Y) = Z p?(y.) H 3CX/Y = y.)
j=l 3 3
1-3 - l m
- (2 -l) I pBCy.)
3-1 3
n
Z P Cx./y-) - 1 
i=l J
3 l* 1 , 3 > 0 Cl.46)
17
Similarmente, podemos definir a Entropia Condicional de
Y dado X por
1-8 -1 n
H&C.Y/X) = (2 -1) z p6Cxi)
i=l 1
i p^-j/x;) - i
3=1 J
Estas entropias, tem as seguintes propriedades, (Ref.: 
Sharma e Autar, [l973]):
i) H^CX.Y) = h6(y/x) + h6cx)
- H6(X/Y) + H6CY)
1-8 -1
ii) H6(X,Y) - H6(X) + HB(Y) + (2 -1) H6(X).H6CY)
1“  8
iii) H6(Y/X) - He(Y) + (2 -1) . H6Q0.H6CY)
iv) H&CX/Y) ,< He(X)
com a igualdade em iv) se e somente se X e Y são independentes.
Além disso, estas entropias de grau 8 satisfazem muitas 
outras propriedades, (Ref. Aczel e Darõczy, [l9 75] e Taneja [19.79!])
1.5.1 - Informação Comunicada Pelo Canal de Grau 8
Definimos a informação comunicada pelo canal de grau 8 
sobre X a partir de Y por
I&(X/Y) - H^CX) - H®(X/Y) (1.48)
na qual satisfaz as seguintes propriedades
18
1^  (X/Y) >, 0 (não negativa) Cl .49)
I® (X/Y) = I^CY/Í) (simetria), (1.50)
isto ê, a informação conn nicada pelo canal de grau g sobre Y por 
X é a mesma informação scbi3 X por Y.
Definição: Capaci* de de Grau 6 De Um Canal Discreto 
3 em Menu ~ia .
A capacidade de grai B, de um canal discreto sem memo - 
ria, denotada por C^, e defini a como sendo a máxima informação co 
municada pelo canal de grau B. . maximização é tomada sobre o con. 
junto de todas as distribuições le probabilidades de entradas, i.s 
to é,
C3 = max 1^(X/Y) (1.51)
pCxj)
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CAPÍTULO 2
ENTROPIAS GENERALIZADAS E CAPACIDADE DO 
CANAL DISCRETO SEM MEMÕRIA
Neste capítulo apresentamos o teorema da capacidade do 
canal de ordem a e de grau g, objetivo de nosso trabalho, Para o 
teorema da capacidade do canal de ordem a, precisamos a convexida 
de da função I (X/Y), sua maximização e sua continuidade, que ci-
CL
tamos na secção 2.1,. Na secção 2.2. apresentamos o teorema da ca 
pacidade do canal de grau 3.
2.1 - Capacidade do Canal de Ordem a
A capacidade do canal de ordem a, de um canal discreto 
sem memória, denotada por Ca, já foi definida no Capítulo 1, como 
sendo a máxima informação de ordem a comunicada pelo canal, A ma­
ximização é tomada sobre o conjunto de todas as distribuições de 
probabilidades de entradas (p(x^) ,... ,p(x^)) , isto é,
Ca = max I0(X/Y)
PCXí)
i 1,2,... , n
- a „
= max --- log
1-a
Pt*i)
i!i j j ,  pC1[xi) v ]
l/a
n a,
\ l/a
20
agora
Logo
Seja a função E (p, P) , como no teorema 1.2, definimos
! O
m
F(p, P) = z 
j=l
n
ï pC^) VÍYi/Xi)  
i=l J
1/1+P 1+P ( 2 . 2)
e o Cp , P »  - log (f Cp , p)) (2.3)
Definição 2.1.1 - (Convexidade de uma Função)
Uma função (contínua) f: [a,b] -+ R é dita convexa pa­
ra baixo quando
fC ï A.Xi) < ? X. f(x.) 
i=l 1 1  i—1 1
C2.4)
númerosquaisquer que sejam x, ,x7,...,x ^  [a«b] e quaisquer
n
negativos tais que 2 « 1. Para conve-reais nao 
xa para cima temos em (2.4).
Teorema 2.1:
m
s pCxj) V Í Y a /x O  
i=l 1 J 1
»
é convexa para baixo de P sobre a região
A funçao F(p, P) = 2
j-1
n 1/1+P 1+P
An - fP : P = (pCx^ ,... ,p(xn)) , p(xp > 0, i = 1,2 ,.,, ,n ,
n
£ P O O  = 1 )  na qual P é um vetor de probabilidade e P >► 0 
i»l 1
Prova:
A função F(P, P), pode ser reescrita como
21
m
F(p, P) = I t.
j=l 3
1+P C2.5)
onde
n
t- = E p(x.) pCy-j/x.) 
j i = i J
1/1+P ( 2 . 6 )
Sejam P e Q elementos de An, P = (p(x^),.,,,p(x )) 
Q = (q(xx),...,qCxn)) tal que
n 1/1+P
t • * . E p (x • ) p(y./x.) e
3 i=l 1 3 1
n i/1+r
Para algum X £  (0,1), temos
F(P, XP + (1 - X)Q) =
m
E
j=l
m
= E 
j=l
n
E (Xp(x-) + (.1 - X) q(x.)) .pty^/x.) 1^1+P 
i=l 1 1 3 1
1+P
(2.7)
1/1+P n
■ E P(x,) p(y.:/x,) + (1 - X) E q(x.) píy./Xj)
i=l 3 1 i=l 1 3 x
ltP
1/1+P 1+P
m
= E (X t. + (1 - X) k.) 
j=l 3 3
Como os tj e kj , para j= l,2,...,m , são não negativos 
e como a função W(x) = x^+P , para x > 0 é P & 0 ê convexa para 
baixo, temos que
31 1+P
F(P, XP + (1 - X) Q) = E (X t, + (1 - X) k.)
;=i J
22
m 1+P m 1+P-
<: Z Xt- ‘ + Z Cl - X) k.3 j = l Jj = l
Logo
(Ref.: Gallager, [1968], pãg< 523)
m 1+P m 1+P
X Z t. + (1 - X) E k. , P * 0 
j-1 J j-1 J
= X F(p , P) + (1 - X) F(P, Q)
FCP, xp + (1 - X) Q) 4 XFCP, p) + Cl - x) PCp » Q)
C 2 • 8)
Portanto, F(p, P) é uma função convexa para baixo de 
P para p 0.
Para calcular a capacidade de ordem a, de um canal dis­
creto sem memória, precisamos dos lemas seguintes.
Lema 2.1: CConvexidade- de I^ÇX/Y))
A informação comunicada pelo canal de ordem a ê uma fun
ção convexa para baixo das probabilidades de entradas, para
1 ,
2 ^ a < 1 ’
Prova:
Sabemos que
Ia(X/Y) = HaCX) - HaCX/Y)
a
1 - a
log
n
Z paCxi) 
i=l 1
l/a
23
m i n  \ l /a
----- log z U  pa(x.) Pa(yi/x.)i , a f 1
1 - a j=l i=l 1 3 1 J
a > 0
m
Z
-a T j = 1 ----- log J--
1 - a
n « 1 l/a
£ Pa(xi) Pa(yj/xi)j
l/a
-a
1 - a
log
m / n
Z / Z p'(x.) pa(y,/x.) 
1=1 i = l 1 3 1 ,
l/a
onde
Pa(xi)
p' (xi) = ----- ---- , com i = 1,2 ,. ., ,n
n
2 Pa(xv) 
k=l K
(2.9)
Portanto,
Ia(X/Y) -
- a
1 - a
E0(a, P’) ( 2. 10)
onde
E0(a, P’) = - log
m I n
Z \ Z p'(x.) pa(y./x.)
j=i u=i 1 3 1 ;
l/a
(2. 11)
com P1 = (p'(x^),...,p'(x )) um vetor de probabilidade de entra - 
da, a f 1, a > 0.
A função EQ(a, P') é a função Eq(P, P) como no teorema 
1.2, com a convenção
a = — -—  , - x a < + 00. 
1 + P 2
Logo,
24
I (X/Y) = i E (p , P) , P > 0 (2.12)
a P 0
Por (2.3), temos que
I (X/Y) = —  log f F (p, P)1 , P > 0 (2.13)01 p '  '
Como F(p, P) ê uma função convexa para baixo (convexa 
para cima) para P > 0 (p < 0) . Logo, EQ(P, P) = -log [F(P, P)] ê 
uma função convexa para cima (convexa para baixo) para P > 0(P < 0), 
portanto,
Ia(X/Y) = ~  log [F(p, P)j ê convexa para cima (conve­
xa para baixo) para p > 0 (p < 0) onde a = — -—  . Isto implica
1 + P
que I (X/Y) é uma função convexa para cima para a ^ 1 e convexa ot
para baixo para a < 1. Logo, I (X/Y) ê uma função convexa paraOír
baixo para ^ a < 1.Cé
Lema 2.2; (Lema da Maximização)
(Ref.: Gallager, [l968j , pãg. 87)
Seja f(P) uma função convexa para baixo de 
P = (pCxx) ,... ,p(xn)) na região
An = {P : P = (pCxj^ ) , . .. ,p(xn)) , p(xi) ^ 0, i = 1,2....n ,
n
E P(x.) « 1 } .
i=l 1
Suponha que as derivadas parciais são definidas
e contínuas na região An , com a possível excessão que
25
lim af(P) +00
P(xk) 0 8p(xk)
Então as condições
3f (P) 
3p(xk)
= X se ?(xk) > 0
(2 .14)
se p(xk) = 0
para k = 1,2 ,. . . ,n
são necessárias e suficientes sob o vetor de probabilidade P para 
maximizar f na região An .
Proposição 2.1
Ia(X/Y) ê uma função continuamente diferenciãvel nas 
variáveis p(Xj),,..,p(x ), para a > 0. (Ref. Arimoto, [1975]).
Teorema 2.2:
Um conjunto de condições necessárias e suficientes so­
bre um vetor P = (p(x^),...>p(xn)) que minimiza a função convexa 
para baixo continuamente diferenciãvel
m
F(p, P) = 2 
j = l
n 1/1+p
2 p(x.) p(y,/x.) 
i»l 1 J 1
1+p
(e maximiza EQ(P , p) = -log (F(p, P)j) 
na região An = ÍP:P = (pCxj)....p(xn)), p(Xi) ^
n
i - 1,2,.. . ,n , l p(x.) = 1}
i=l 1
26
m 1/1+P 1+p
2 PCy-j/aO t.= 1 J 1 3
m 1+p
Z t. se p(x-) > 0
j*i J 1
(2 .15)
m 1+P
se p(xi) = 0
onde
n 1/1+Pt .  = z p(x-) pCy^/x.)
i=l y
A prova deste teorema é dada em Jelinek, ^1968), p. 199.
Apresentaremos agora, o primeiro teorema de nosso traba 
lho que nos fornece a capacidade de ordem a de um canal discreto 
sem memória.
Teorema 2.3: (Capacidade de Ordem q)
Um conjunto de condições necessárias e suficientes sob 
um vetor de probabilidade P = (pCx^),,..,p(xn)) para alcançar a 
capacidade Ca de um canal discreto sem memõria com entrada X e 
saída Y e matriz canal fpCyj/x^)] , i = l,2,...,n e j = l,2,...,m.
q-1
aa m n «
---- log z pa(y./x.) J z p(x.) pa(yi/xi)| J
1 -a j»i J 1 ]i = i 1 J 1 / \
para 1/2 ^ « < 1
» Ca se p(xi) > 0 
(2.16)
Prova:
A função que nos queremos maximizar é da forma
Ia U/Y) = Ha(X) - Ha(X/Y)
a
1 - a
log
-a
1 - a
n
Z Pa (x
i=l
m 1 nZ 1 1
r-
--
--
-
UJ. fi h*"
* ji = l
m / nZ 1 E
Í-1 li=l
1/a
-a 1/a
Z pa(x.) - 
i=l 1
1/a
onde
-a
1 - a
log
m / n
Z < z p'(x.) pa(y./x.) 
j=l (i=l 1 3 1
1/a
P'Cxi) =
P a Cxi )
n
Z
k=l
 Pa(xk)
Portanto, como anterior, podemos escrever
Tacx/Y) - — —  Eo(a, P')
1 - a
onde
EQ(a, P') = -log
m / n
Z \ Z p ’(x.) pa(y,/x.)
j = l U  = 1 1 3 1 .
1/a
e P’ * (Pt(x1),...,p’(xn)).
27
(2.17)
28
A função Eq Coc, P*) é da mesma forma que EQ(p, P) como
no teorema 1.2 com a convenção a _ __1_
Então
onde
Logo
1 + P
I (X/Y) = ~ E (p , P) a p ov ’
-1
-1
m
log
m í n 1/1+P
E / E p(x.) p(y./x.) 
j=l /i=l 1 J 1
1+P
log [F Cp . P)]
F(p, P) » E 
j-1
n 1/1+P
.E p U i) p(yi/xi)
i=l
1+P
I CX/Y) aa 1 - a
E0(a, P')
l i
P
log [F(p, P)} = i Eo(p, P) , p > 0 .
A expressão (2.17) é definida para os valores reais não 
negativos das variáveis p(x^) , i = l,2,...,n. Com efeito a ex­
pressão (2.17) ê a informação comunicada de ordem a por um único
n
canal somente para 0 ^ p(x.) ^ 1 , i = l,2,...,n , Zp(x-) = 1 e
J- i = l x
Ia(X/Y) é uma função continuamente diferenciãvel e convexa para
baixo, para ^ ^  a < 1 nas variáveis p(x^),...,p(xn), quando
p(x^),...,p(xn) são maiores que zero. Observe que as quantidades
pCyj/xi) são fixadas para um dado canal.
Pelo teorema 2.2, temos
29
m 1/1+P
onde
n
m 1+P 
= E t . 
j-i J
m 1 + P 
> E t - 
j-1 3
t. = E p(x-) p(y./x.) 
J i = l J
1/1+P
se ptx^ > 0
se p(xi) = 0 
para i = 1, 2 ,... ,n
ou
1 m-  log E pCy./x.) 
w j =1 J
1/1+P
m 1+p
log E t. se p(x^) > 0
j = l
-l m 1+p-< —  log E t. 
P j=i J
para i = 1,2,...,n.
(2.18)
se p(x^) = 0
A expressão (2.18) pode ser escrita como.
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maximiza
EQ(p, P) , logo
a =
C = max I (X/Y) = - EQ(p, P) , onde 
p Cx j) a P
1 1,2,. . . ,n
, temos
= C se p(x.) > 0 a c 1
m I n ) a
log E P a ( y i / x . )  \ E p ( x  ) p a ( y , / x  ) ;
1 - a i= l  3 1 / i = l  1 3 1 J I
^ Ca se p(xi) =0
onde
Ca ë a capacidade de ordem a do canal.
Teorema de Codificação:
O teorema de codificação e seu contrario, para um canal 
discreto sem memoria, podem ser expressos em termos de capacidade 
de ordem a, isto é, do teorema 1.2, capítulo 1, temos
pe ((§ ) £ exP (-N {"PR + roãx E (p , P ) }] , 0 < p 1
Portanto,
- N {-PR + max E ÍP, P)}
- -N {-pR + p max - EQ(p, P)}
= -N {-PR + P C } = -N {p (C - R)} a a
= N {- i-l-H (co - R)} - N (Ca - R)}
33
Logo
Então
-N {-pR + max E_(p, P)} = N {»■ .. (C - R)> (2.19)
pe(ê ) ^ exp [N {a- - (Ca - R)}) , I 4 a < 1 (2.20)
Similarmente temos
V ê 3 > 1 " exP (N CCa " R)}j ’ 1 < a < +<°(2 . 21)
Caso Particular:
lim C = C (2.22)
a+1 a
a qual é a capacidade do canal, conforme definida na secção 1.2, 
definição 1.2.5.
2.2 - Capacidade do Canal de Grau 6
Nesta secção provamos o segundo teorema de nosso traba­
lho que dã a capacidade de grau 3 de um canal discreto sem memó­
ria.
Lema 2.3 - (Convexidade de 1^(X/Y))
\
Á função I^(X/Y) ê convexa para baixo das probabilida­
des de entrada, para 3 1, isto é, se • • • *ar sã° números
■ r ' ' . .
não negativos tal que Z av = 1 e definimos uma distribuição
k=l K
de probabilidade de entrada dada por
34
r i.
P0(x) = E ak pk(x) (x - x1,...,xn)
k— X
e também definimos uma distribuição de probabilidade de saída da­
da por
R ° W  - ak íy ' yl....V -
Então a informação I^(X/Y) correspondente a pQ(x) e
pQ(y) satisfaz a
:?CX/Y) E a,, li? (X/Y) , 6 i 1 (2.23)Iax/Y > Z  Ij: e *o k - i  K K
onde
I^(X/Y) é a informação de grau 8 quando a distribuição de probabii 
lidade de entrada é
P {X = x) = Pk (x) para k = 1,2,...,r e
x = x.,..., x„1 n
e a distribuição de probabilidade de saída é
P {Y = y} = pk(y) para k = 1,2,... ,r
y - yx *•••» ym •
Prova:
\
Se j a
ÆIe - lJ(X/Y) - Z ak Ik(X/Y) (2.24)
k-1
35
H®(X) - (X/Y) - ak j^H^(X) - 4  (X/Y)
H?(Y) - (Y/X) -
I M
h£(Y) - h£(Y/X)J
(por (1.50))
1-8 -1 
(2  - 1 )
m 6
E Po^i)“1 j = l 0 3
1-6 -1 n o
-(2 -1) E PqUí) 
i=l
m
Z i 
j-1
1-6 -1 
(2 - 1)
ni g
£ paxi) - i 
j=i K 3
1-6 -1 n 
-(2 -1) E 
i=l
in o
Sj pkC5y*i) - i
1 - 6  - 1  f  m  Q r  1
(2 j 1 ^  ' &  ak *ml Pk(yJ5j
j i  P° (Xi’ ( J i  ❖ W  *
r n Q / m B \ 1 l
k-i *k iíi p*(Xi) ( j=i Pk(yj/Xi) “ V J  I ’
Como o canal tem as probabilidades condicionais 
2,...,n e j ® l,2,...,m fixadas, temos
= PiCyj/Xj) + a2 p2(yj/xi) + ... + ar Pr (yj/-
'Scy,/*i)-i
P^CXi) .
píyj/Xi).
36
= pCy^/x^) + a2 pCy^/x^ + ... + ar píy^/x^ 
= PCyj/xi) (ax + a2 + ... + ar) = p(y;j/xi)
Portanto
P o C y j / X i )  = p ( y j / x i ) = p k ( y j / x i) » P a r a  k  = i , 2 , . . . , r
(2.25)
Logo
AI6 = (2 -1) 4
1-3 -1 m r m
2 ' z ak E Pk^i^j-1 0 3  k=l j-1 K 3
n n
E P^Cxj) - ï a, E pj(x.) 
i-1 ° 1 k-1. K i=l K 1 .
m
E pp(y,/x.) - 1 
i - 1  3 1
1
Sabemos que
(2.26)
(2.27)
m m
£ pß(.yi/xi) < z pCy^/xj) 
j-i 3 1  j-i J 1
Portanto,
m
e  p  ( y y x . )  - 1 ^ 0  , 0 >  1
j-1 J
(2.28)
Como
m m
z PSCy*) 5. E ak E pJCy^ , 3 > 1 
j-.l 0 3 k-1 K j-1 K J
(2.29)
CRe£. Gallager, [l968j , pág. 523)
37
e como '
1 PftC*-;) l 2 a, S pSCx.) , P / l  (2.30)
i=l 0 1  k=l K i=l K 1
(Ref. Gallager, [1968], pãg. 523)
(2.28) com (2.29) e (2.30) dá AI6 ^ 0 , isto e,
IqU/Y) > * ak Jk(X/Y) » 3^-1* 
k-1
Logo, I^(X/Y) ê uma função convexa para baixo de P = (pCx^ ,... ,p(xn)) , 
para 0 1.
Proposição 2.2:
f t  -•
I (X/Y) é uma função continuamente diferericiável nas
variáveis p(Xj) ,... ,p(x ) . (Ref. Darõczy, (l970j).
Apresentaremos agora o segundo teorema de nosso traba*- 
lho que nos fornece a capacidade de grau 8 de um canal discreto 
sem memória.
Teorema 2.4 - (Capacidade de Grau 3)
Um conjunto de condições necessárias e suficientes sob
o vetor de probabilidade P = (p(x^),. *. ,p(x )) para alcançar a 
g  ^
capacidade C , de um canal discreto sem memória com entrada X e 
saída Y e jnatriz canal (pCy./x.^)} , i « 1,2, ...,n e j = l,2,...,m
J
e
i
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Prova:
A função que vamos maximizar é da forma 
1^  (3C/Y) = H0(X) - (X/Y)
1-3 -1 
(2  - 1 )
n
Z P6(xi) - 1 
i—1 1
m
s pe(y j  hb(x/y » y,), 
j . i  3 }
(2.32)
1-3 -1 
(2  - 1 ) s p (Xi) - i - z p^CyJ z p^Cxi/yJ - i 
i=i 1 J j=i 3 i=l 1 3
(2
1- 8 - 1  n n m m
•i) < z pr(x.) - i - s i p (yJ pe(xi/yi) + z p (yJ 
i=l 1 i-1 j=l 3 1 3  j=l 3
Usando (1.6) e (1.7) temos que
8
I (X/Y)
1-8 -1 
(2 -1)
n  ft 
Z P^ÍXj).
n m m
-  1 -
i=l
Z Z P p (x .)  pp(y,/x.) + Z pp(yi) 
i=l j=l 1 3 1 j=l 3
8 7* 1 , 8 > 0 (2.33)
A expressão (2.33) é definida para todos os valores
reais não negativos das variáveis p(x^),...,p(x ). A expressão
(2.33) é a informação comunicada de grau 8, por um unico canal,
n
somente para 0 ^ p(x.) ^ 1 , i = 1,2,...,n , z p(x.) = 1 e
fi - i = 1  IP(X/Y) é uma função continuamente diferenciãvel nas variáveis
p(x1),...,p(x ). As quantidades p(yH/x.) são fixadas para um dado
n
canal. Vamos tentar maximizar (2.33) sujeito a condição E p(x.) =1.
i=l 1
Usando o método dos multiplicadores de Lagrange, queremos maxi-
40
mizar
n
1^(X/Y) + X E p(x.) tal que 
i=l 1
n
I6(X/Y) + X E p(x-) 
i=l 1
= 0 (2.34)
Portanto
3 PC^)
3-1 m 3-1
P (x .) - E 3 P (x.) Pp(yi/xi) 
1 j=l 1 3 •
m r n 3-1
► E 3 E pCXi) p íy ./x .)  . pCy-j/x^ 
’ j*l [i=l 1 , 3 1 3 1
(2.35)
Então
1-3 -l] 3-1 
3(2 -1) l p (Xi)
m 3-1 m 3-1.Pr ■ 'l p (x.) pp(y./x.) + £ p (y.) p(y,/x.) 
j=l 1 3 1 j=l 3 3 1
+ X = 0
Logo 
X =
1-3 -1 3-1 
3(2 -1) ^p (Xi)
(2.36)
m 3-1 m 3-1
e p fc) p^ í/x .) + z p  CyJ.píy^/xJ 
j=l 1 ' J 1 j-1 3 3 1
para i = 1,2,...,n
Pelo Lema 2.2, como I^(X/Y) ê uma função convexa para 
baixo de P ** (p(x^) ,... ,p(xn)) , para 3 £ 1 e as derivadas par­
ciais de I?(X/Y) são contínuas, então as condições necessárias e 
suficientes em P = (p(x^),•..*p(xn)) para maximizar I®(X/Y) são
41
---2--- 1^(X/Y)
3 P(xi)
<
= X se p ^ )  > 0
X se p(xi) ■ 0
para i = 1,2 , . . . ,n
(2.37)
Escolhendo agora
ft i-B -i
C3 - X 3 - (2 -1)
temos
1-3 -1 
(2 - 1)
3-1 
P (x^-l
m 3-1 m 3-1
£ P (x.) pe(y,/xj + i p  (yJ pfo/xo 
j-i 1 ■ 3 1 j-l 3 3 x i
= se p(Xj) > 0
(2.38)
* CP se p(x.) =0
para i = 1,2,...,n
3 > 1
Vamos mostrar, agora, què C3 é a capacidade do canal. 
Multiplicando ambos os lados de (2.38) por p(x^) e to-
mando a soma sob todos i em que p(x^) > 0, temos
1-3 -1 
(2  - 1 )
n
n o n m n « R
Z pB(x.) - Z p(x.) - Z Z P (Xj)p (y^ /Xj) 
i=l 1 i=l 1 j=l i=l 1 3
m 3-1
+ Z p(x.) z p (y.) píy^/xj) 
i=l 1 i=l 3 2 1
n
= Z p(x-) C‘ 
i=l 1
Isto implica que
Ie(X/Y) = Cp , isto ê ,
42
mãx 1^(X/Y) = CB . 
PO^)
i = 1,2 ,... ,n
(2.39)
Portanto, é a capacidade do canal de grau 8', 8 > 1. 
maximizando I^(X/Y) sobre o vetor probabilidade (p.Cxj) ,... ,p(xn))
Observação: Se definimos
I3(X/Y) = ? p(x.) IB(X = x./Y) 
i=l 1 1
(2.40)
no teorema 2.4, a expressão (2.31), pode ser escrita por
= se p(x^) > 0
(2.41)
« se p(x^) = 0
para i = 1,2,...,n , g > 1
onde
IP(X « x^/Y) ê a informação comunicada pelo canal de grau 8. para 
entrada x^ a partir da saída Y, é dada por
1-8 -li 8-1 m 8-1
IP(X = Xj^ /Y) « (2 -1) jp (Xj) - 1 - Z^p (xA) pp(yj/xi)
m 8-1
+ i p (y-i) • p(y-j/*i) 
j=l 3 ' 3
(2.42)
para i - l,2,...,n , 3 > 1
43
Caso Particular:
lim C3 = C (2.43)
6+1
a qual é a capacidade do canal, conforme definida na secção 1.2, 
definição 1.2.5.
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