In this article we review the basics of the phasor formalism in a rigorous way, highlighting the physical motivation behind it and presenting a hyperbolic counterpart of the phasor addition formula.
phase (ϕ). The functions in F occur mostly in problems related to Mechanics and Electronics (see, for instance, [4, 6, 7] ), but their origin is rooted in arguably the most important problem in Physics: the harmonic oscillator.
If we consider one space variable x and a time variable t, the Euler-Lagrange equation of motion (a fundamental principle of Dynamics) implies that the equation of motion of a free particle is given by m x (t) +V (x(t)) = 0, (2.1) where m is the mass of the particle and V : R → R is a given potential. Equation (2.1) is, basically, Newton's second Law of motion for the potential V .
In many problems of Physics it is common to chose as potential a quadratic function of the kind V (x) = 1 2 k x 2 with k > 0. This is the case, for instance, of Hook's Law on the force of a spring, but this kind of potential also occurs in problems concerning pendula (when the angle of displacement is considered to be small), RLC circuits, or acoustical systems. If fact, this potential appears naturally when taking a 'first order' approximation for small perturbations on a mass in a stable equilibrium with respect to the forces it is subject to.
Hence, considering V (x) = 1 2 k x 2 , and defining ω = k/m, we have that equation (2.1) can be expressed as
which is known as the equation of the harmonic oscillator. The set of solutions of this equation is precisely {a cos ωt + b cos (ωt + π/2) : a, b ∈ R} (observe that − cos (ωt + π/2) = sin ωt). Therefore, the need for adding functions in F appears in a natural way, because they are the solutions of one or more harmonic oscillators with the same constant k.
Now, the question that almost any mathematician would ask is, 'what happens when k < 0?' This situation has to do with the theory of critical phenomena [8] . Briefly speaking, the potential has a critical point at k = 0 and for k < 0 the physical laws change qualitatively. This is the case of phase transitions in matter, for instance, the change from liquid to vapor or from being a normal conductor to being a superconductor.
In this new scenario, we can define ω = −k/m and the equation derived from equation (2.1) is
which has {a cosh ωt + b sinh ωt : a, b ∈ R} as set of solutions. Now, can we develop a hyperbolic version of the phasor understanding of equation (2.3)? Section 4 will answer this question and in Section 3 we establish the basics of the phasor formalism. Finally, Section 5 is a brief note on the possible extensions of the phasor addition formula and a new way of obtaining it.
3 The phasor addition formula.
Fix ω ∈ R. First of all, we will show that F is a group using some basic group algebra. Let
The functions in F are called phasors. Observe that the map P :
iωt is a group isomorphism with respect to the sum. We have that F is a subset of C (R, C) and (C, +), identified with the set of constant functions of C (R, C), is a subgroup of C (R, C). Furthermore, P| F C : F C → C is bijective. Hence, (F C , +) is a group. To see this it suffices to see that x + y ∈ F C for any given x, y ∈ F C . P(x), P(y) ∈ C and, since (C, +) is a group, P(x) + P(y) ∈ C. Thus,
On the other hand, consider the real part operator ℜ : C (R, C) → C (R, R). ℜ is a surjective homomorphism and ℜ| F C : F C → F is a surjective function. Thus, F is also a group. To see this, let x, y ∈ F and x , y ∈ F C such that ℜ(x ) = x, ℜ(y ) = y. Hence, x + y ∈ F C and ℜ(x + y ) = x + y ∈ F . Due to these homomorphisms between the considered groups, to study the sum in F , it is enough to study the sum in C.
Let a e iϕ , b e iψ ∈ C\{0}. Then a e iϕ + b e iψ = c e iθ for some c ∈ R + and θ ∈ R| ∼ . Observe that a e iϕ = a cos ϕ + ia sin ϕ, b e iψ = b cos ψ + ib sin ψ,
Therefore, using the law of cosines,
In order to get θ , we consider the principal argument function arg † such that, for every z = x + iy ∈ C, arg(z) = α where α is the only angle in [−π, π) satisfying sin α = y/ x 2 + y 2 and cos α = x/ x 2 + y 2 .
Therefore, θ = arg(a cos ϕ + b cos ψ + i(a sin ϕ + b sin ψ)). So we can conclude that a e iϕ + b e iψ = a 2 + b 2 + 2 a b cos(ϕ − ψ)e i arg(a cos ϕ+b cos ψ+i(a sin ϕ+b sin ψ)) . If we want to write equation (3.1) in terms of the elements of F , we just have to take the real part on both sides of the equation:
In particular,
From this last formula, we can recover the phasor addition formula just by observing the classical trigonometric identities sin(α ± β ) = sin α cos β ± cos α sin β and cos(α ± β ) = cos α cos β ∓ sin α sin β .
There is an straightforward geometrical representation of the phasor addition formula in the euclidean case as Figure 1 shows. The key to this graphical representation is that, on F C , the sum is the † The principal argument function is basically the atan2 function common to the math libraries of many computer languages such as FORTRAN [5, p. 42 ], C, Java, Python, Ruby or Pearl. The principal advantage of having two arguments instead of one, unlike in the traditional definition of the arctan function, is that it returns the appropriate quadrant of the angle, something that cannot be achieved with the arctan. Some more basic information on the atan2 function and its usage can be found at http://en.wikipedia.org/wiki/Atan2. 4 The hyperbolic version of the phasor addition formula.
We now obtain a hyperbolic counterpart of the phasor addition formula as expressed in equation (3.3).
It is straightforward to check that (G , +) is a group (and a 2-dimensional real vector space). Taking into account the identities cosh(x + y) = sinh x sinh y + cosh x cosh y, sinh(x + y) = cosh x sinh y + sinh x cosh y, it is clear that
It is also clear that
So we can reduce the general sums a cosh(ωt +ϕ)+b sinh(ωt +ψ), a cosh(ωt +ϕ)+b cosh(ωt + ψ) and a sinh(ωt + ϕ) + b sinh(ωt + ψ) to the more simple case of α cosh ωt + β sinh ωt. Now we prove the following hyperbolic version of the phasor addition formula. Proof. For convenience, let c = e ωt . We prove the case a > |b|. The rest of the cases are proved in an analogous fashion.
Observe that, if a > |b|, then a + b, a − b > 0. Thus, Remark 4.1. One of the crucial differences between the hyperbolic and euclidean cases is that in the hyperbolic case there is not periodicity † , what is more, we cannot relate the hyperbolic sine and cosine by a phase displacement, which implies that we may or may not be able to express an element of G in the form of a hyperbolic cosine depending on the values of a and b, as Lemma 4.1 shows.
Also, comparing it with formula (3.3), we observe two common elements. First, the argument of the function (euclidean or hyperbolic) involved is ωt plus a displacement depending on the parameters a and b. The second similitude is that, multiplying such function, there is a metric applied to the vector (a, b). In the euclidean case case, it is just the euclidean norm The vectors w = (a, b) are called timelike when ν(w, w) < 0, spacelike when ν(w, w) > 0 and null, or lightlike when ν(w, w) = 0. Observe that the two first cases of equation (4.1) are for spacelike vectors, the two following ones for timelike vectors, and the two last ones for lightlike vectors.
It is also possible to give a geometrical representation of linear combinations of hyperbolic sines and cosines but, due to the euclidean nature of the plane, it is not as straightforward as in the euclidean case. In Figure 2 we illustrate how a cosh u + b sinh u can be computed graphically. † Not, at least, when we consider those functions as defined on the real numbers. Hyperbolic functions are periodic when defined on the complex plane.
‡ For more information on this topic, the book [3] has a whole chapter on the trigonometry of the Minkowski plane. Consider a, b, u > 0. The graph of the hyperbola y 2 − x 2 = 1 satisfies that its points are of the form (cosh u, sinh u). Furthermore, the area between the vector (cosh u, sinh u), the hyperbola and the OX axis is half the hyperbolic angle u. Now, if we draw the vector (−b, a) and consider the parallelogram formed by the vectors (cosh u, sinh u) and (−b, a), the area of this parallelogram is precisely a cosh u + b sinh u. The reason for this is given by the cross product formula for the area of the parallelogram and the fact that u > 0:
A final note: extending the formula
If there is anything powerful behind the concept of exponential, hyperbolic sine, hyperbolic cosine, and other trigonometric functions, it is their wide range of definition. By this, we mean that they are defined in any Banach algebra with unity † . Let A be a Banach algebra and x ∈ A . We define, as usual,
Clearly, cosh is just the even part of the exponential and sinh its odd part, so e x = cosh x + sinh x. If we go back to the proof of Lemma 4.1, we observe that it relies only on these kind of definitions, so it is valid for every a, b ∈ R and any γ = ωt in a real Banach algebra with unity A , in particular for † A Banach algebra A is just an algebra endowed with a norm · that makes it a Banach space such that xy ≤ x y for every x, y ∈ A .
γ ∈ C. This is consistent with the euclidean phasor addition formula as we show next. Let a, b, x ∈ R, assume, for instance, a > |b| and consider a cosh ix + b sinh ix. Then, using Lemma 4.1,
which is expected from the known fact that cosh ix = cos x, sinh ix = i sin x.
This observation relating the generality of the definitions of the trigonometric functions suggests yet another question. Is there a way to derive the hyperbolic phasor addition formula in the same way we derived it for the euclidean case? Or, to be more precise, is there a Banach algebra which would fulfill the role C played in the euclidean case? The answer is yes. Remember the traditional definition of the complex numbers:
In the same way, we can define the hyperbolic numbers † :
As in the case of the complex numbers, the arithmetic in D is the natural extension assuming the distributive, associative, and commutative properties for the sum and product. Several definitions appear in a natural way, parallel to the case of C. Let w ∈ D, with w = x + jy. Hence w := x − jy, ℜ(w) := x, ℑ(w) := y, and since ww = x 2 − y 2 ∈ R, we can define |w| := |ww|, which is precisely the Minkowski norm. It follows that |w 1 w 2 | = |w 1 ||w 2 | for every w 1 , w 2 ∈ D and, if |w| = 0, then w −1 = w/|w| 2 . If we define
we have that · is a norm and (D, · ) is a Banach algebra, so the exponential and the hyperbolic trigonometric functions are well defined. Also, it is clear from the definitions that e jw = cosh w + j sinh w and |e jx | = 1 for x ∈ R.
The only important difference with respect to C is that D is not a division algebra (not every non-zero element has an inverse). Now, let a, b ∈ R and γ = γ 1 + jγ 2 ∈ D with γ 1 , γ 2 ∈ R. Observe that ℜ([a + jb]e jγ ) = a cosh γ + b sinh γ. † See [1, 3] for an extended description on hyperbolic number arithmetic, calculus and geometry. It is also interesting to point out that hyperbolic numbers are a natural setting for the Theory of Relativity.
We try, as we do with complex numbers, to rewrite (a + jb)e jγ as r e jθ , where r ∈ [0, +∞) and θ ∈ R. Assume |a + jb| = 0. Then r = |(a + jb)e jγ | = |a + jb|e For γ ∈ R, we recover the first case of Lemma 4.1.
