Introduction
With the advent of petascale computing, fundamental scientic understanding will be enabled by the possibility of ever more realistic modeling of complex physical systems. This is, in fact, the ultimate goal of SciDAC. However, hardware power alone is not sucient to enable such massive computations. Algorithms, as has been recognized in various DOE [1, 2] and NSF [3] reports, are as important, if not more. The emphasis is, or course, on algorithmic scalability, namely, that the computational complexity of a given algorithm scales linearly with the number of unknowns, and inversely proportional to the number of processors.
In this paper, we focus on the development of such an algorithmic capability for the extended magnetohydrodynamic (XMHD) model, which is relevant in modeling various plasmas of interest to DOE such as solar, magnetospheric, and laboratory (e.g., fusion) plasmas. This paper builds on recently published work [4] , where a scalable, parallel, fully implicit, fully nonlinear solver for the 3D resistive compressible MHD equations was demonstrated, and augments this work in two fundamental ways. First, we generalize the formulation in the reference (which was limited to small ows) to arbitrary-size plasma ows. This is of interest to enhance the robustness of the solver in the presence of large plasma ows that may appear locally during the simulation (e.g., due to magnetic reconnection processes) and to enable direct-to-steady-state solution procedures.
Second, we generalize the formulation in [4] to include electron Hall eects. As a proof of principle, we consider the cold-ion limit to demonstrate the soundness of the approach.
As in [4] , we base our nonlinear solver approach on the Newton-Raphson iterative algorithm.
Krylov iterative techniques [5] , implemented Jacobian-free [6, 7] (i.e., without ever forming and storing the Jacobian matrix) for memory eciency, are employed for the required algebraic [8, 9] ) is employed as the Krylov solver of choice, because of the lack of symmetry in the algebraic system of interest.
The exible character of FGMRES relaxes some of the constraints in the preconditioner step of regular GMRES, which we have found useful in our implementation. In particular, FGMRES allows the preconditioner to change between successive GMRES iterations. For parallelization,
we employ the PETSc library [10, 11, 12] .
The eciency and scalability of Krylov methods depend strongly on adequate preconditioning [5] . Here, as described above, we extend previous work on 3D resistive MHD to include arbitrary ows and electron Hall eects. As in [13, 4] , a suitable multigrid-based preconditioner is developed around the parabolization concept, whereby a hyperbolic system is reformulated as a parabolic one, which is in turn amenable to a multilevel treatment. The connection between the parabolization procedure and the Schur block decomposition, outlined rst in [13] , and extended to 3D resistive MHD in [4] , is suitably generalized here to accommodate the new physics of interest. We shall show that such generalization is simple conceptually and of straightforward implementation.
The rest of the paper is organized as follows. Section 2 introduces the base model equations.
Section 3 introduces the Krylov methods and the specics of the Jacobian-free implementation.
Section 4 discusses the physics-based preconditioner for this particular application is discussed.
Section 5 presens serial and parallel eciency results of the resulting implicit algorithm in various 2D and 3D congurations. We conclude in Section 6.
Three-dimensional Hall MHD model
We consider the dimensionless compressible Hall MHD model, given in Alfvénic units (i.e, Alfvén 
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with I the identity operator, p = (1 + α T )ρT the pressure, α T = T i /T e the ion/electron temperature ratio, and ρ the particle density. In these equations, v is the plasma velocity; B is the magnetic eld; η and ν are the reciprocals of the Lundquist number and the Reynolds number, respectively; D is a dimensionless particle diusivity that models cross-eld particle diusion (such particle diusivity D is not self-consistently considered in equation 3 and hence should be regarded as ad hoc); and Q = ηj 2 + ρν∇v : ∇v contains the Joule and viscous heating sources. Simple closures for the heat ux −κ∇T e and the viscous stress tensor −ρν∇v are considered at this stage. More accurate closures (such as parallel electron heat transport and gyro-viscous stresses) will be considered in future work. The electric eld E is given by
where p e = ρT is the electron pressure and d i = c/(ω pi L) is the ion skin depth, and is a measure of the importance of two-uid physics for a given simulation. 
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include Whistler and kinetic Alfvén wave. In some applications (notably, in magnetic fusion connement), dynamical time scales of interest are much slower than those associated with these normal modes. In such contexts, an implicit approach that steps over the normal-mode time scales to resolve the time scales of interest is useful. This is the subject of this paper. However, as we shall see, the hyperbolic character of the MHD model makes the task of developing an optimal, scalable solver dicult.
A word about the discretization of equations 14 is in order. Spatially, the system is discretized by using nite volumes, as detailed in [14] . Such spatial discretization has proved to be conservative, solenoidal in the magnetic eld to numerical round-o, and remarkably robust in the absence of physical and/or numerical dissipation. Temporally, we employ a θ-scheme, with θ = 0.5 (second-order Crank-Nicolson). This choice results in a set of nonlinear algebraic equations G(x) = 0, with x T = (ρ, T, B, v), that needs to be inverted every time step. For this,
we employ preconditioned Newton-Krylov methods. The next section introduces these methods and some of their properties.
3. Jacobian-free Newton-Krylov methods
We give a brief introduction to Jacobian-free Newton-Krylov methods (JFNK). The motivated reader can nd extensive discussions on this approach elsewhere [15] . Newton's method solves the nonlinear system G(x) = 0 iteratively by inverting linear systems of the form
where · 2 is the 2 -norm (Euclidean norm), a = √ N ×10 −15 (with N the total number of degrees of freedom) is an absolute tolerance to avoid converging below round-o, r is the Newton relative convergence tolerance (set to 10 −4 in this work), and G(x 0 ) is the initial residual.
Such linear systems are solved iteratively with Krylov methods, which require only matrixvector products to proceed. Because the linear system matrix is a Jacobian matrix, such matrixvector products can be implemented Jacobian-free by using the Gateaux derivative
where in practice a small but nite is employed (p. 79 in [15] ). Thus, the evaluation of the Jacobian-vector product requires only the function evaluation G(x k + v), and there is no need to form or store the Jacobian matrix. This, in turn, allows for a memory-ecient implementation.
An inexact Newton method [16] is used to adjust the convergence tolerance of the Krylov method at every Newton iteration according to the size of the current Newton residual, as follows:
where ζ k is the inexact Newton parameter and J k = ∂G ∂x k is the Jacobian matrix. Thus, the convergence tolerance of the Krylov method is loose when the Newton state vector x k is far from the nonlinear solution but tightens as x k approaches the solution. Hence, the linear solver properly (p. 105 in [15] ). Here, we employ the same prescription as in [13] :
with α = 1.5 , γ = 0.9, and ζ max = 0.8. The convergence tolerance t is dened in equation 6. In this prescription, the rst step ensures superlinear convergence (for α > 1), the second avoids volatile decreases in ζ k , and the last avoids oversolving in the last Newton iteration.
A further advantage of Krylov methods is that they can be preconditioned by considering the alternate (but equivalent) systems
. Such preconditioned systems can be straightforwardly and eciently implemented in the Krylov algorithm as two consecutive matrix-vector products. A crucial feature of preconditioning is that, while it can substantially improve the convergence properties of the Krylov iteration if P −1 k ≈ J −1 k , it does not alter the solution of the Jacobian system upon convergence (because the solution δx k of the preconditioned system is the same as that of the original system). Therefore, one can explore suitable approximations in the preconditioner for eciency purposes without compromising the accuracy of the converged result.
We next discuss our approach to preconditioning.
Preconditioning
JFNK requires preconditioning for algorithmic scalability (i.e., with convergence rates independent of the number of unknowns and the number of processors considered). Multigrid methods (MG) have been shown in a variety of applications [17] to produce such optimal JFNK convergence rates, and are at the core of our approach. In particular, our work builds on previous developments in 2D resistive [18] and Hall [13] reduced MHD and 3D resistive MHD [4] , where such optimal behavior has been demonstrated. In these references, the key for an eective multigrid implementation was the parabolization of otherwise hyperbolic PDEs. The approach, which was termed physics-based, aimed at reformulating the semi-discrete (temporally discrete, spatially continuous) set of PDEs into a diagonally dominant set, amenable to classical smoothing (based on stationary iterative techniques) in an MG setting.
MG methods employ a divide-and-conquer approach where multiple grids of varying renement are employed [19, 20] . The underlying idea is that oscillatory components of the error can be readily attacked at a given grid level (with a so-called smoother), but smooth ones are dicult. In its simplest form (an MG V-cycle), the procedure then involves smoothing the error on a given level and then coarsening (restricting) the smooth components to the next coarse grid level. In the new level, some of the smooth components will appear oscillatory and therefore can be subjected to further smoothing. The process is performed recursively until the coarsest grid level is reached, at which point a direct solve can be performed very cheaply. The solution is then interpolated (prolongated) up the grid hierarchy, until the nest level is reached.
While variations of the basic V-cycle are possible to improve the convergence rate of a given MG implementation (p. 47 in [19] ), one or several V-cycles are generally enough for preconditioning purposes. As can be understood from the description, the crucial element for a working MG solver is the availability of a smoother. While smoothers can be found fairly easily for diagonally dominant systems (in a point or block sense; p. 96 in [20] ), it is remarkably hard otherwise.
Hyperbolic systems (such as MHD) can be shown to be diagonally submissive when time steps larger than the explicit CFL stability constraint are employed (see Ref. [18] for an in-depth [4] and contain advection-diusion terms, which can be readily inverted by using MG if upwinding is employed for the advective terms (only in the preconditioning stage [18, 13] ). O-diagonal blocks L and U (also given in the reference) contain all relevant hyperbolic couplings. The Jacobian matrix has an arrow structure, which suggests considering the following 2x2 block structure for analysis purposes:
where δy = (δρ, δT, δB) T , and
The block M can be easily invertible, since M is block diagonal, and, as stated earlier, the blocks themselves are amenable to MG techniques. The Schur factorization of the inverse of the 2x2 block Jacobian matrix yields
,
U is the Schur complement, which contains all the information from the o-diagonal blocks L and U . At this point, the MHD system has been eectively parabolized.
The Schur factorization translates into the following three-step exact inversion algorithm (with G the nonlinear function residual):
Velocity update :
Corrector : δy = δy
We note that, at this point, no approximations have been introduced, and the exact Jacobian inverse requires only nding M −1 and P 
Preconditioner for arbitrary plasma ow
As it stands, inverting P Schur is impractical because of the presence of M −1 . In [4] , the small ow limit was considered, in which M −1 ≈ ∆t I (i.e., advection and diusion were neglected).
In this section, we derive a tractable preconditioner formulation that 1) does not require M −1 to form P Schur , and 2) is valid for arbitrary ows. Our starting point is the Schur complement, 
which eliminates the need of calculating M −1 , does not require the inverse of M * , and features the same operator LU as in the small-ow limit formulation. The resulting P −1 * can be readily implemented in equation (9) by inverting (D v M * − LU ) −1 (using matrix-light multigrid techniques, as described in [4] ), followed by an application of M * . By comparison with the small-ow approach, the arbitrary-ow approach only requires an application of M * in the velocity update and an additional inversion of M −1 in the corrector step, making it slightly more expensive.
There remains to nd a suitable operator M * . For this, we notice that all diagonal blocks in M correspond to the discretization of time-dependent advection-diusion equations and are therefore similar. Furthermore, the upper blocks U ,
correspond to linearized advective terms and are also similar. Given these similarities, we focus on the terms of M U that correspond to the density update δρ (i.e., D ρ U ρv δv, with
, and U ρv dened above) to infer a suitable M * . After some manipulation, one can derive exactly that
Inspired by D * , and for preconditioning purposes, we dene M * as
Notice we have kept only the ow term (which is anisotropic, and common to all variables) and neglected the diusion one (which is isotropic, and depends on the variable of interest). This completes the formulation of the arbitrary-ow preconditioner.
Preconditioner for Hall MHD in the cold-ion limit
The dispersive waves puts a premium on preconditioning. We now demonstrate a proof of principle for a preconditioner strategy for XMHD. For this, we focus on the cold ion limit, T e T i . In this limit, p ≈ p e , and therefore the Ohm's law (equation 5) reads:
With this simplication in mind, the linearized XMHD model in equations 14 has the same coupling structure as the resistive MHD model presented earlier,
but with a new contribution U H uB , coming from the modied Ohm's law in equation 11.
Consequently, the modied Schur complement P * contains a new term L Bu U H uB ≈ θd i B 0 × (∇ × ∇×δu), which is the whistler wave propagator in the momentum equation in Hall MHD. We have analytical and numerical proof that such term can be smoothed eectively with damped Jacobi or Gauss-Seidel techniques and therefore can be treated eectively with multigrid methods.
Numerical results
In what follows, we present results for several test problems aimed at demonstrating some of the advertised properties of the solver. In particular, we employ a 2D magnetic Kelvin-Helmholtz instability (KHI) [14] to demonstrate its performance in the presence of large ows, a 2D tearing mode problem [4] to demonstrate its eectiveness in Hall MHD, and a 3D island coalescence problem [4] to demonstrate its excellent parallel scalability properties. As in [4] , the explicit solver employed as a reference to calculate implicit CPU speedup is a second-order predictorcorrector method, which requires two function evaluations per time step. The explicit time step ∆t CF L is calculated here as π/(2ω max ), with ω max the maximum local normal-mode frequency.
We employ multigrid V-cycles to approximate M −1 and P −1 * where required. Restriction and prolongation employ second-order splines (of local processor data only). As a smoother,
we employ a few passes of weighed Jacobi (p. 10 in [19] ; p. 118 in [20] ), with weight ω JB = 0.7, for both the restriction and the prolongation steps. In MG terminology, such V-cycle is identied as V(m,n), where the two integers indicate restriction and prolongation smoothing steps, respectively.
Finite ow: Kelvin-Helmholtz instability
The KHI equilibrium is dened [14] by uniform density and pressure (ρ 0 = T 0 = 1), uniform magnetic eld in the ignorable direction (B x0 = B y0 = 0, B z0 = 1), and a sheared velocity prole Homogeneous Neumann boundary conditions are imposed in x for both ρ and T . The KHI is an ideal instability and therefore features γ ∼ O(1). This limits the attainable implicit time step in practice because, for a second-order accurate discretization, accuracy requires γ∆t <1/2 [18] . However, implicit gains can still be obtained for suciently ne grids. Table 1 gives results of a grid convergence study with a xed implicit time step ∆t = 0. The tearing mode equilibrium is dened by a uniform density and temperature, no ow, and a force-free magnetic Harris-sheet conguration given by [14, 4] : We demonstrate the performance of the Hall MHD preconditioner (using the small-ow approximation of [4] ) with the tearing mode problem, using d i = 0.05. which is left for future work.) Notice from the table that the CPU speedup increases sharply as the grid is rened, reaching a factor of 117 for the nest grid considered.
Parallel performance: 3D resistive island coalescence
The island coalescence equilibrium is a modication of the Harris sheet equilibrium of the previous section. It features a uniform density, no ow, and magnetic eld and pressure given by [4] : is clear that the scaling of the wall-clock CPU is optimal up to 1000 processors, showing some degradation after that. However, such degradation is not due to parallel bottlenecks in the algorithm: the CPU per FGMRES iteration does not increase, and communication costs remain small for all processor numbers considered. Rather, it is a loss of algorithmic performance, manifested in the growth of FGMRES iterations past the 1000-processor level (gure 1, right), which is the root cause of the increase. Such growth is attributed to the lack of a coarse-grid solve (our parallel MG implementation employs a xed number of levels, determined by the size of the local processor problem), and to the fact that the problem is getting harder as the number of processors increases (N scales linearly with the number of processors n p , N ∝ n p , and the explicit CFL scales as ∆t CF L ∼ N −1/3 ; therefore, ∆t/∆t CF L ∼ N 1/3 ∼ n 1/3 p ).
Conclusions
In this paper, we have described a fully implicit, scalable approach for 3D compressible Hall MHD. The approach is based on Jacobian-free Newton-Krylov methods. Key to the approach is the availability of suitable preconditioners. In [4] , a suitable preconditioner was proposed for 3D compressible resistive MHD in the small-ow limit. Here, we have extended this development in two ways: we have generalized the small-ow preconditioner strategy to deal with arbitrary plasma ows, and we have extended the formulation to deal with Hall MHD in the cold-ion limit.
The arbitrary-ow generalization is important to ensure robustness of the solver (as nite ows may develop in nonlinear regimes in simulations of interest, both locally and globally) and to enable direct-to-steady-state solution procedures. The cold-ion Hall MHD development, while still in a proof-of-principle stage, demonstrates that the approach holds promise to deal with the very challenging extended MHD formulation, which is of interest to many SciDAC applications.
Moreover, we have presented parallel scalability results for a 3D resistive MHD problem using up to 4096 processors and 134 million unknowns, which demonstrate the potential of the approach to exploit massively parallel environments.
