Model-based approaches for learning control from multi-modal data by Havens, Aaron
c© 2020 Aaron Havens
MODEL-BASED APPROACHES FOR LEARNING CONTROL FROM
MULTI-MODAL DATA
BY
AARON HAVENS
THESIS
Submitted in partial fulfillment of the requirements
for the degree of Master of Science in Aerospace Engineering
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2020
Urbana, Illinois
Adviser:
Professor Girish Chowdhary
ABSTRACT
Methods like deep reinforcement learning (DRL) have gained increasing at-
tention when solving very general continuous control tasks in a model-free
end-to-end fashion. However, there has been great difficulty in applying these
algorithms to real-world systems due to poor sample efficiency and inability
to handle state and control constraints. We introduce and demonstrate a
general paradigm that combines model-learning and online planning for con-
trol which can also handle a wide range of problems using traditional and
non-traditional sensor information. Rather than using popular RL methods,
learning a model from data and performing online planning in the form of
model predictive control (MPC) can be much more data-efficient and prac-
tical for deploying on real robotics systems. In addition to a generally appli-
cable sample-based planning strategy, another specific formulation of model
learning is investigated that allows for a linear structure to be exploited for
efficient control. The algorithms are validated in both simulation and on
real robotic platforms, namely an agriculture berry-picking robot using a
soft-continuum arm. The model-based method is not only able to solve a
challenging soft-body control task, but also can be deployed in a field setting
where model-free RL is bottle-necked by data-efficiency.
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CHAPTER 1
INTRODUCTION
In many real-world situations, contextual or side information contained in
auxiliary sensors is often beneficial in making a control decision. For exam-
ple, an autonomous car needs to use camera data to determine the state of
the road, which influence the control policy. Methods like deep reinforcement
learning (DRL) are gaining increasing attention when dealing with very gen-
eral observation as input and solving continuous control task in a model-free
end-to-end fashion [1]. However, there has been great difficulty in applying
these algorithms to real-world systems due to poor sample efficiency, inability
to handle state and control constraints, and lack of safety guarantees. On the
other hand, traditional control has relied heavily on models, but suffers from
limitations and assumptions required to create first principle-based models.
In other robotic scenarios, the auxiliary vision sensor can provide redundant
information that is helpful in dealing with faults. Yet, there aren’t many
end-to-end ways of learning to augment widely utilized control methods such
as model predictive control (MPC) with auxiliary information. The key open
question that we tackle here is: How can we design an end-to-end control
learning framework that can leverage the auxiliary information as well as
traditional sensors to deliver high performance and robust control in the face
of uncertainty? We deal with the common, yet rather open, scenario where
it is desirable for the control system to deal with several modes of raw data,
including kinematic state measurements from traditional sensors, as well as
high-dimensional unstructured data from onboard sensors such as camera
images. We refer to these data as side information or auxiliary information.
This inspires a more model-based approach where a model is learned directly
from data. The model is then used by some control algorithm to minimize a
cost objective under constraints. Several efficient model-based control meth-
ods have been introduced, such as iLQR [2] and Probabilistic MPC [3], which
can provide locally optimal linear approximations to the general non-linear
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control problem. Along the same line of system-identification and control,
Koopman operator theory has seen an insurgence and has been extended to
the controlled setting, especially using MPC [4]. Several works have demon-
strated that it is possible and effective to compute the approximate linear
Koopman operator of a non-linear system in, often times, a higher dimen-
sional space [5] which MPC and other efficient linear control algorithms can
be applied.
Figure 1.1: (a) SoftAgbot system (mounted on a TerraSentia mobile rover)
presented in this work picking a berry, (b) and (c) ability to reach bush
interiors using a flexible soft continuum arm [6].
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contributions In this manuscript, we will introduce and demonstrate a
general paradigm for learning model-based control which can use arbitrary
sensor information as input in a black-box fashion. Rather than using pop-
ular RL methods, we claim that learning a model from data and performing
online planning in MPC can be much more practical and effective when it
comes to applying learning to real robotics problems. To prove that our
methods are useful and can be implemented on real robotics systems, we
focus on the applications of a robotic “soft” continuum arm control capable
of dexterous manipulation and picking delicate fruit from plants 1.1. It is
believed that the emerging field of pneumatically actuated soft robotics [7]
could be the answer for implementing robotic automation in challenging ap-
plications such as berry picking [8]. However, soft-robot arms on their own
have several challenges, primarily that they are a highly complex and nonlin-
ear system which is sometimes not even feasible model, let alone synthesize
control. Furthermore, payloads on these arms can warp the workspace, mak-
ing the control problem harder, and the warping can worsen with increasing
length thus affecting accuracy and precision [9]. In our previous work, we use
a model-free RL policy learned entirely from simulation to achieve the soft
arm control task of berry picking [6]. We present new results using a general
model-based strategy learned directly from data which greatly improves in
reach performance and data-efficiency by several orders of magnitude. Addi-
tionally, we will investigate some specific formulations of model learning that
allow for their structures to be exploited for prediction and control.
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CHAPTER 2
THE MODEL-BASED CONTROL
PROBLEM
2.1 Problem Setup
In this paper we consider a discrete time nonlinear dynamical system f :
X × U → X with continuous state and action spaces X ⊆ Rdn , U ⊆ Rdm ,
and a reward function R : X × U → R. Then, given an admissible action
ut ∈ U at time t, the system state xt evolves according to the dynamics
xt+1 = f(xt, ut) (2.1)
where xt+1 is the next state at time t+ 1.
Our goal is to find a policy pi : X → U that selects actions {ut = pi(xt), t =
0, 1, . . .} so as to maximize the cumulative discounted rewards
∞∑
t=0
R(xt, ut) (2.2)
where the initial state x0 is assumed to be fixed by a true measurement.
Note that Equations (2.1) and (2.2) formulate an infinite horizon optimal
control problem, but throughout this manuscript we will use a finite time
horizon, specifically in the model predictive control (MPC) case. In the
model-free perspective this problem can also be viewed as a deterministic
Markov decision process (MDP) by the tuple (X ,U , f, R). However, we prefer
to learn a model and view this problem as a trajectory optimization over a
finite time horizon. We can show that model-based planning methods can be
just as high-performing as RL in a very general setting while being extremely
data-efficient. Next we will formally describe the MPC problem we aim to
solve with a learned model f .
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2.2 MPC Planning
When a dynamics model is available, MPC is a powerful planning framework
for optimal control problems. A MPC agent chooses its action by online
optimization over a finite planning horizon H. More specifically, at each time
t, the agent solves a H-horizon trajectory optimization problem and applies
only the first control input of that sequence before re-planning all over again.
Since we are learning the model f we assume that only an approximate model
is known and we denote our estimated trajectory and control inputs by xˆ and
uˆ respectively.
max
uˆt:(t+H)
J(xt, uˆt:(t+H)) (2.3a)
subject to J(xt, uˆt:(t+H)) =
t+H∑
τ=t
R(xˆτ , uˆτ ) (2.3b)
xˆt = xt, and xˆτ+1 = f(xˆτ , uˆτ ) for τ = t, t+ 1, . . . , (t+H − 1)
(2.3c)
Suppose the optimal control sequence is uˆ∗t:(t+H−1), then the MPC agent
will select uˆ∗t as the control action at time t. This method is termed model
predictive control due to its use of the model f to predict the future trajec-
tory xˆ(t+1):(t+H−1) from state xt and the intended action sequence uˆt:(t+H−1).
Let piMPC(xt|f,R) denote the MPC policy using the dynamics model f and
reward R. Then the MPC agent selects its action by piMPC(xt|f,R) = uˆ∗t .
Depending on the form of the dynamics model f and reward function R, one
can choose efficient methods for solving this MPC problem, ideally quickly
enough to be safely run online. For example, if the dynamics are linear and
the reward function is quadratic in x and u, with some other mild condition,
one can solve the problem quickly as a quadratic program (QP) [10]. In the
next section however, we will discuss a very general sample-based method
for solving the full nonlinear model and reward function MPC setting.
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CHAPTER 3
DEEP MODEL-BASED CONTROL
APPLIED TO A SOFT CONTINUUM ARM
FOR BERRY PICKING APPLICATIONS
3.1 Cross Entropy MPC Planner
In the most general setting with a nonlinear model and nonlinear cost func-
tion, one of the most versatile methods for solving a MPC problem is to use
the cross entropy method (CEM) introduced in [11]. CEM is a sample-based
zeroth order method, in that it does not require any gradient information and
uses a population of control sequences {u}(k)t:t+H−1 to estimate the action se-
quence which maximizes the given reward function under the dynamic model
transition. In way, we are using our model as a simulator to optimize a tra-
jectory. In this case it assumed control input is modeled as an independent
Gaussian {u}(k)t:t+H ∼ N (µt:t+H , σ2t:t+HI). The control sequence is initialized
to be zero mean and unit variance denoted by q. At each MPC planning time
step, we sample M trajectories from q and evaluate each trajectory using the
forward model and reward function. Finally we re-fit q as a new Gaussian
distribution over the “elite” K trajectories with the highest reward. After
N iterations, we return the first control in the sequence and plan again. The
algorithm is examined in more detail below.
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Algorithm 1 CEM MPC
procedure CEM MPC(x0, horizon H, iterations N , samples M , elite
samples K, model f)
q ← N (0, I)
for i = 1 : N do
for k = 1 : M do
Uk ← u(k)t:t+H−1 ∼ q
Run f forward from xt with Uk to obtain reward Rk
K ← argsort({Ri}1:M)1:K . Take top K trajectories
Fit mean µut:t+H−1 and variance σut:t+H−1 to Uk∈K
q ← N (µut:t+H−1 , σut:t+H−1)
return first mean control u∗ = µut
General state constraints and control constraints may be handled by sim-
ply rejecting samples or assigning a very large cost to these trajectories.
Another heuristic alternative for box action constraints is to simply “clip”
the actions during sampling. More sophisticated versions of this algorithm
may be considered, however this basic approach will suffice to show case the
use of a learned model-based MPC planner.
3.2 Learning a Dynamic Model
To use the above CEM-MPC method, we must learn some kind of forward
dynamic model from data generated by the real system or another simula-
tor. A very general and powerful way to parameterize such a model is to
use a residual neural network which, given an input, returns the difference
between that input and the target output. Since our system trajectories are
continuous, it makes sense to only model changes in states. An example
of a residual network can constructed using a nonlinear hyperbolic tangent
function as the “activation” function
xt+1 = fθ(xt, ut) = xt + φ(xt, ut)
φ(xt, ut) = W2 tanh
(
W1
(
xt
ut
)
+ b
)
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where the Wi are affine weight matrices applied to the i-th layer and b denotes
a bias vector. We can obtain an entire trajectory by rolling out the network,
given a control sequence {ut}t.
xt+H = fθ(. . . fθ(xt, ut) . . . , ut+H−1)
In order to enforce good long term predictions, we impose a multi-step loss
over an open-loop predicted trajectory (i.e. we input a sequence {x0, u0, . . . , uH−1},
output a sequence {xˆ1, . . . , xˆH}). We simply back-propagate errors through
multiple calls to fθ to minimize the loss function using a first-order optimizer
(we use ADAM [12]).
LH(θ) =
1
H
t+H∑
τ=t+1
||xτ − xˆτ ||22
where xˆt = xt, and xˆτ+1 = fθ(xτ , uτ )
(3.1)
This multistep deep model synthesis is actually a quite effective and general
method for getting an accurately parameterized model which can be trained
and evaluating efficiently using one of many auto-differentiation libraries (we
use Pytorch [13]. Using this learned model, we can evaluate trajectories and
apply the CEM-MPC procedure to obtain and optimal action. The most
simple use of this method is where the data is collected and the modeled is
learned completely offline using another (possibly random) policy.
Algorithm 2 Offline Learned MPC
1: procedure Learn MPC Model (planning horizon H)
2: initialize θ
3: D ← (xt, ut, . . . , xt+H , ut+H) ∼ env with random control
4: fθ ← argminLH(θ,D) . train model with H step loss
5: return piMPC(xt|fθ) . Policy defined by model and planner (CEM)
We will see that this online planning approach combined with model learn-
ing is sample efficient enough to deploy on a real robot. Such meaningful
applications will be discussed in the next section and compared against some
model-free RL approaches.
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3.3 Case Study on a Real Soft Continuum Arm
Robots capable of dexterous manipulation in cluttered environments can
significantly impact many applications. For example, shortage of qualified
human labor is a key challenge facing US farmers [14, 15], leading to smaller
profit margins, and preventing the adoption of truly sustainable agricultural
practices [16]. The labor shortage critically affects berry farms and orchards,
because tasks such as picking berries or pruning branches require significant
dexterity. Traditional industrial “hard” robot arms have been difficult to
adopt for messy, cluttered, and delicate plants [17]. The idea is that the
Figure 3.1: SoftAgbot system prototype showing different subsystems and
components implemented on a smaller robot.
hard arm positions the extendable soft manipulator close to the target, and
the soft arm manipulator navigates the last few centimeters (25 cm in the
presented case) to reach and grab the target.
3.3.1 Soft Arm Control Task
Given a desired reach point provided by a human operator, the BR2 SCA
system must choose a sequence of pressure change actions corresponding to
bending and rotation (∆Pb,∆Pr) of the continuum body to efficiently guide
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the end effector. Due to the highly nonlinear relationship between pressure
changes and the end effector position, we would like to choose a general
control strategy that may accommodate such a mapping and be executed
in real-time. One option is to usea model-free RL method on a Kirchhoff
rod model [18] of the soft arm to train a control policy from exhaustive
experience [9, 19]. Virtually any arm configuration and simulated loading
can be trained using an existing reinforcement learning (RL) strategy called
Deep Deterministic Policy Gradient (DDPG) introduced by [1]. On the other
hand, we could learn a dynamics model directly from data from the BR2 and
implement MPC-CEM planning online. We will see that the later is much
more data efficient (on the order of ×100) and can actually perform better
with respect to reach distance. Our aim is to ultimately deploy the learned
policy on the BR2 SCA system, and hence model free will have the natural
challenge of simulation model mismatch.
3.3.2 Soft Arm Control Formulation
We define the state x ∈ X by the current pressure states (Pb, Pr), extension
length L and the vector between the current measured end effector position
xˆ ∈ R3 and the desired position xd
x := (x¯, Pb, Pr, L) ∈ X
where x¯ = xd − xˆ. The policy chooses normalized pressure differences as
actions i.e. pressure differences which will be added to the total pressure
state at the next time step.
u := (∆Pb,∆Pr) ∈ U
The admissible states and controls are defined via box constraints the define
the limitations of the system where X := R3 × [10, 40] × [−44, 44] × [0, 20]
and U := [−20, 20]2. The reward function R : X × U → R is defined as 3.2.
Another reward function is which is more amenable to RL is used for the
DDPG model-free baseline which will be briefly described in section 3.3.3
and can be found in detail in [6, 9]. The model-free reward aims to achieve
the desired end effector position in minimum time with threshold bonus. This
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reward function encourages the end-effector to converge to the desired point
while also preserving energy in control effort. Here Q and E are positive
semi-definite symmetric matrices to weight state and control cost.
R(xt, ut) = −x¯ᵀQx¯− uᵀEu (3.2)
In the following section we will compare our pure data-driven CEM-MPC ap-
proach to the DDPG agent trained exhaustively on a Kirchoff rod simulation
model.
3.3.3 DDPG Policy Optimization Baseline
Rather than performing some system identification for specific arm settings
and loading, we can use a Kirchhoff rod model [18] of the soft arm to train
a control policy directly from experience [9, 19]. Virtually any arm configu-
ration and simulated loading can be trained using an existing reinforcement
learning (RL) strategy called Deep Deterministic Policy Gradient (DDPG)
introduced by [1]. The reward function R : X × X → R is defined as in [9]
to achieve the desired end effector position in minimum time. We denote
XT as the set of terminal states (i.e. pressure constraints). This reward
function provides incentive to make progress towards the goal at each step
and achieve a successful reach in minimal time. Note that reward function
arguments R(xt, ut) can implicitly represent arguments R(xt, xt+1).
R(xt, xt+1) =

−2 + (||x¯t||2 − ||x¯t+1||2) xt+1 /∈ XT
−100− ||x¯t+1||2 xt+1 ∈ XT
100 ||x¯t+1||2 ≤ 
Where  defines a ball in which the end effector is sufficiently close to the
target and is deemed successfully reached ( = 2 cm in this case). There is
a large penalty for exceeding the pressure constraints and not achieving a
successful reach after each quasi-static pressure command with an additional
penalty based on how far away the constraint violation occurred from the
goal. With the objective of choosing actions that maximize the long term
expected rewards through interacting with environment, it is useful to define
an optimal value function conditioned on a particular action or a Q-function
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and can be written recursively with respect to a given policy pi. We further
assume that the current policy pi is a deterministic function of state as in
[1], where ξ is some state distribution in the given MDP environment with
reward map R.
Qpi(xt, ut) = ER, xt∼ξ
[
R(xt, ut) + γQ
pi(xt+1, pi(xt+1))
]
In Deep Deterministic Policy Gradient (DDPG), the Q-function is parame-
terized as a fully-connected neural network, Qθ, with parameters θ. It also
utilizes an actor-critic architecture with actor network piφ and parameters
φ which will serve as the control policy. The recursive definition of thr Q-
function yields the following loss function given the current Q-function and
observed reward r at time t used to optimize Qθ.
L(θi) =
[
rt + γQθi−1(xt+1, piφ(xt+1))︸ ︷︷ ︸
target
−Qθi(xt, ut)
]2
DDPG uses the previous network parameters as a loss target, and then per-
forms a weighted “soft update” to the target Q-function parameters. The
policy gradient for updating the actor network piφ may be computed using
the critic Qθ, all of which is described in detail in [1]. DDPG enjoys the
benefits of being off-policy meaning that the policy may be updated even
from state-action trajectories from another policy (e.g. a random policy), al-
lowing stable learning by sampling from a large experience buffer. As shown
in Figure 3.2, training from simulation of various physical configurations are
stable and consistent.
3.3.4 Experimental Validation on BR2 System
DDPG planning and control algorithm that is trained from a simulated Kirch-
hoff rod model of the soft arm with > 10000 reach attempts in order to
converge to a policy. Disimilarly, the CEM-MPC agent model is trained on
only 10 trajectories from the true system, each 30 time steps, using random
control actions. Although the control operates in a quasi-static setting, like
the Kirchoff rod simulation, it is expected for the true SCA mechanics and
actuation to differ from that of the simulation, where as CEM-MPC will
12
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Figure 3.2: 100-reward average training curves are displayed over 30K reach
episodes for lengths 9, 15 and 20 cm of the extruded soft continuum arm.
These curves are an average over 5 independent complete training trials
from random initial policy networks. The shaded regions denote the
variance over each these training trials at each length.
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Figure 3.3: System validation trial: (a) approaching the plant (b) reaching
for a fruit on the periphery (no soft arm extrusion) (c) grasping the fruit
(d) picking the fruit with rigid arm flick maneuver (e) depositing the fruit
in a collection bin (f) reaching for a fruit in the interior of the plant (g)
using soft continuum arm (SCA) extrusion to reach the fruit (h) grasping
the fruit (i) picking the fruit with SCA retraction maneuver and (j)
depositing the fruit in a collection bin.
benefit from representing the true system. To evaluate the controller we
examine the ability of the BR2 SCA to reach various points in the feasible
workspace at 20[cm] keeping the rigid arm position fixed. The points are
chosen by discretizing the the bending and rotating pressure value (Pb, Pr),
setting the SCA to those pressures and then recording the delta x¯ via the
electromagnetic sensor. Then, given the same initial conditions (i.e. position
and pressures), we provide the control algorithms the prescribed delta. Then
the final error is recorded. We choose 7 points at length 20[cm] and disregard
pressure configurations that purely rotate the SCA, as the resulting delta is
very small and not meaningful. For each Pb state of (20, 30, 40) [psi] we
consider combinations with rotation pressures Pr (−40,−20, 0, 20, 40) [psi]
giving us the corresponding workspace points. We see that DDPG becomes
quite fragile at higher bending pressures and we suspect that for the exten-
sion length of 20 centimeters, the model mismatch of simulation and the real
BR2 SCA system are emphasized. A possible way to mitigate these failed
reaches is to fine-tune the DDPG controller on additional additional real
reach experiences, however the CEM-MPC can directly learn from data.
Looking at figure 3.4, we can see that the CEM-MPC achieves each goal
point more consistently that DPPG, despite only using 10 sample trajecto-
ries. This emphasizes the benefit of learning a model directly from the real
system to avoid model-mismatch. In figure 3.5 it clear that CEM-MPC per-
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Figure 3.4: 7 trajectories with different desired reach points defined by the
pressure (Pb, Pr). DDPG uses several orders of magnitude greater samples
than CEM-MPC, while CEM-MPC actually achieves the reach more
consistently. This likely because CEM-MPC uses data from the real system.
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Figure 3.5: Statistics over all normalized trajectories with shaded regions
denoting standard deviation.The y-axis shows the relative l2 error where
CEM-MPC significantly outperforms DDPG in terms of norm convergence.
CEM-MPC achieves this performance using data from only 10 trajectories
(30 time steps each) from the real arm.
forms consistently better in terms of mean and variance of norm convergence
with no additional tuning. This supports the idea that model-based control
methods may be more appropriate than popular model-free RL algorithms
for robotics in the real world where exhaustive search is prohibitive.
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CHAPTER 4
KOOPMAN OPERATOR PERSPECTIVE
ON DEEP MODEL-BASED CONTROL
Several efficient model-based control methods have been introduced, such
as iLQR [2] and Probabilistic MPC [3], which can provide locally optimal
linear approximations to the general non-linear control problem. Even with
an uncertain learned model, the method can be very effective when used with
implicit feedback from re-planning as in MPC. Because these methods still
cannot be directly applied to high-dimensional data, learned latent dynamic
models like Embed to Control (E2C) [20] and its successor Robust locally-
linear Controllable Embedding (RCE) [21] were introduced to find locally
linear low-dimensional representations for control directly from images.
Along the same line of system-identification and control, Koopman oper-
ator theory has seen an insurgence and has been extended to the controlled
setting, especially using MPC [4]. Several works have demonstrated that it is
possible and effective to compute the approximate linear Koopman operator
of a non-linear system in, often times, a higher dimensional space [5] which
MPC and other efficient linear control algorithms can be applied. However
in both settings, it can be difficult to properly define the objective function
and constraints in this new latent space, typically replacing it with some
local approximation. In this chapter we present an end-to-end learning-
for-control framework for combining both low-dimensional nonlinear system
states, which are physically meaningful in terms of control and measured by
traditional sensors (e.g. accelerometers, gyroscopes, encoders, GPS), along
with general high-dimensional observations which are not immediately ac-
tionable in control and are more contextual in nature (e.g. camera images
or audio). Through the perspective of Koopman operator theory and deep
learned latent models, we can integrate these ideas into one convenient end-
to-end learning framework for linear control. First we discuss general latent
model framework in terms of Koopman observables and then its applications
to the setting of linear MPC with several observation modes.
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4.1 A linear representation for nonlinear control
systems
Consider the general unknown non-linear controlled discrete time system in
discrete time k:
xk+1 = f(xk, uk), x(t0) = x0
yk = h(xk)
(4.1)
With system state x ∈ Rn, control input u ∈ U ⊂ Rm and observations
y ∈ Ry. Most real-world control problems will be nonlinear, however solving
general nonlinear control problems can be computationally expensive even
if the model is fully known. We seek to find a more simplified linear rep-
resentation where control algorithms like LQR, and MPC can be efficiently
applied in the linear time invariant form.
zk+1 = Azk +Buk, z0 = g(x0) (4.2)
Where z ∈ Rl exists in some latent space which may be of higher or lower di-
mension depending on the dimension of the observations and the complexity
of the system. In order to find this approximate representation we will need
to learn a new representation g which can be thought of as lifted states or
nonlinear features. From here we can easily apply LQR, MPC, or other linear
controllers; however, it is not yet obvious how to choose cost weighting and
enforce constraints. This will be discussed in detail later as a contribution.
4.1.1 Koopman operators for nonlinear controlled systems
In this section we will briefly justify the search of higher dimensional lin-
ear representations of nonlinear systems with the Koopman operator theory.
This formalism is an operator-theoretic treatment of general dynamical sys-
tems resulting in linear operators on (possibly) infinite dimensional space of
observables [22]. Only recently have feasible data-driven approaches been
considered due to the ongoing pioneering work of [4], [23], [24] for both dis-
crete and continuous time systems. In addition there are several formalisms
of Koopman operator theory for controlled systems [24], [23] which are
amenable to control techniques such as MPC. In this paper we will use the
controlled discrete time formulation introduced in [23], where we consider the
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exteneded state space as the Cartesian product of the state space x ∈ X ⊂ Rn
and sequences of control inputs l(U) := {(ui)∞i=0 : ui ∈ U ⊂ Rm}, denoted by
S = X × l(U). We then consider scalar observable functions φ : S → R, and
define the the Koopman operator K for the general discrete-time controlled
dynamical system f : X × U → X as follows
(Kφ)(xk, (ui)∞i=0) = φ(f(xk, u0), (ui)∞i=1) (4.3)
In practice, there is no need to model or predict evolution of control inputs
– rather, we would like our model to be control policy-independent. Hence
we can easily assume that control inputs themselves do not evolve with time
as formulated by [4] and restrict ourselves to a class of observables which
are affine in control inputs φ(x, u) = g(x) + Lu. This conveniently allows us
to write the Koopman operator as a familiar linear time invariant system of
state-lifting functions g : X → Rz.
g(xk+1) = Ag(xk) +Buk, g(x) :=

g1(x)
g2(x)
...
gz(x)
 (4.4)
Note that this operator exists for general nonlinear systems, however it may
be infinite-dimensional. Nonetheless, we are motivated to find finite dimen-
sional approximations which are interesting for practical MPC applications.
One interesting type of observable that we will consider as introduced by
[4] are state-inclusive observables. In the case of (4.4), it simply means that
among our set of state-lifting functions gi, there is an identity map Id[x] = x.
In some works [25] [26] observables are assumed to be given as high dimen-
sional data such as a fluid-vector field, however we will consider the case
where we optimize to find the observable functions themselves while possibly
having both low and high dimensional data. We will be mostly inspired by
deep latent models seen in E2C and learned deep linear embeddings in [5]
using scalable gradient methods to support somewhat arbitrary data input.
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4.2 End-to-end learning of controllable linear models
We now discuss a data-driven method to search for a set of observables or
features such that the nonlinear system in (4.1) is approximated by linear
one as in (4.2). This can be achieved in a supervised learning setting where
a dataset of trajectories is collected D = {xk, uk, xk+1}i:N coming from an
existing control strategy (perhaps random, persistently exciting, or other-
wise information maximizing). As stated in our formalism of the controlled
setting, our Koopman operator actually consists of two matrices A,B. With-
out departing from our Koopman formalism, we may include an additional
constant vector C to account for offsets that result from modeling error, but
we will omit this term from control formulations without loss of generality
and we return to our linear time invariant system (4.2). Note that time-
varying matrices could also be formulated, but we focus on time invariant
linear systems. Building from the previous work of [5], we expect that such
embeddings can be found and describe in which way this can be enforced
during learning.
4.2.1 Deep State-inclusive Observables
For the convenience of defining control objectives, we choose lifting functions
g that contain the identity operator on states which are meaningful to de-
signing the control problem, in cost or constraints denoted as x. We choose
the dimension size of the latent state zk to be dimension (n + l). We also
further partition our state input into x and yaux, where x is a state we know
how to define in terms of the control objective and yaux is additional auxiliary
information which is not yet in context to the control problem.
x¯k :=
(
xk
yaux
)
, zk := g(x¯k) =

Id[xk]
g(1)(x¯k)
...
g(l)(x¯k)
 ∈ Rz, xk =
[
I 0 . . . 0
]
︸ ︷︷ ︸
Mx
zk
(4.5)
In this way the original control objective is easily translated and we do not
need to learn an inverse mapping because our representation is forced to learn
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a linear projection from the higher dimensional space. To achieve this objec-
tive, similar to [5], we model the observable functions as a fully connected
neural network and linear model as additional fully-connected linear layers.
This architecture is optimized end-to-end by a multi-step loss function which
penalizes the mean-squared prediction error over N open-loop predictions in
the observable space along with a l2 weight regularization penalty to avoid
over-fitting. Given the initial state x0 and a sequence of controls and true
states (x1:N , u0:N−1) we have
Llatent(θ) =
1
N
N∑
i=1
||zˆi − zi||22 + α||W ||22 (4.6)
=
1
N
N∑
i=1
||Aigθ(x¯0) +
i−1∑
j=0
(AjB)uj − gθ(x¯i)||22 + α||W ||22(4.7)
We are different from E2C in that we optimize over a multi-step loss similar
to by [5] for learning observables and Koopman predictors as deep networks.
Note that we may directly parameterize elements of A and B as linear layers
of a deep neural network and our optimization is fairly insensitive to data
scale or observation size as opposed to similar sparse regression methods for
finding Koopman operators. We could also only penalize the reconstruction
of the original domain (i.e. the first n observables). We can show that this is
generally effective at predicting even highly-nonlinear chaotic system such as
the the unforced Lorenz Attractor. Granted, a global linear approximation
has topological limitations (single fixed point) and the resulting model is
highly dependent on the sample distribution and size of D. It should be
Figure 4.1: Deep Koopman architecture
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noted that there are other methods which are capable of modeling uncertainty
by formulating proper variational lower bounds. Our method could easily be
transported to this variational format, but we aim to focus here on the unique
problem structure and how it can nicely interface with common, off-the-shelf
linear system solutions/ solvers.
4.3 Model predictive control on observables
Following system identification and control paradigm, we can formulate a
quadratic state-action objective function to minimize against state constraints.
The nonlinear constrained problem can be solved with modern direct tran-
scription dynamic programming solvers such as interior point solvers like
IpOPT. However, with high nonlinearities and increasing dimension, these
methods can become rather slow and often infeasible. Our goal with this
paper is to exploit our chosen structure of observables to solve the nonlinear
problem efficiently and while still interpreting problem the original problem
design with the addition of supporting arbitrary side information.
4.3.1 From nonlinear program to quadratic program
Although the problem is often higher dimensional (this largely depends on
the mode of input data), we can benefit from the linear structure and use
batch solving approaches to quickly solve sequences of quadratic programs.
Because of the construction of our basis, the original state domain can be
extracted via trivial linear operator Mx. We chose this because now we can
directly translate the state-input objective from the original domain into our
lifted basis still as a linear weighted cost and constraints.
min
ut:t+N
t+N∑
k=t
zTk Q¯zk + u
T
kRuk (4.8)
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s.t. zk+1 = Azk +Buk xk = Mxzk
xmin ≤ xk ≤ xmax
umin ≤ uk ≤ umax
∀k ∈ {1, 2, . . . , H}
Q and R are semi-positive definite and positive definite symmetric weighting
matrices respectively where only the original state domain which is under-
stood and meaningful to our control objective is penalized. One can imagine
that without the original state space as part of our observable functional, it
would be difficult or infeasible to compute and appropriate weighting ma-
trix for nonlinear combinations of the state domain. However, using this
type of learned linear model discussed could result in an ill-conditioned QP,
where MPC would then fail. The learned linear models may also be arbitrar-
ily inaccurate for modeling some unknown system, making MPC potentially
hazardous in this setting. We leave it to future work to determine the settings
which we can guarantee performance
Q¯ :=
[
Q ∈ Rn×n
0
]
∈ R(n+l)×(n+l), R ∈ Rm×m (4.9)

zˆ1
zˆ2
...
zˆN

︸ ︷︷ ︸
zˆ1,N
=

A
A2
...
AN

︸ ︷︷ ︸
P
g(x¯0) +

B 0 · · · 0
AB B · · · 0
...
...
. . . 0
AN−1B AN−2B · · · B

︸ ︷︷ ︸
G

u0
u1
...
uN−1

︸ ︷︷ ︸
u0,N−1=u
(4.10)
We will now manipulate the matrix block-form objective into a quadratic
form which can be efficiently solved by active set method for sequential
quadratic programs. We choose to use QP Oasis which is a specialized QP
solver which is especially suited for MPC problems where the active set of
one iterations does not change much from the last. Of course, there are sev-
eral other choices for solving. In this case it is straightforward to write the
Hessian as H = GT Q¯G + R which needs to be computed only once if the
problem is linear time-invariant. The quadratic program gradient is written
as a function of the initial state gqp = g(x¯0)
TGT Q¯P which must be partially
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recomputed at every step along with linear state constraint matrices E.
u∗ = argmin
u
1
2
uTHu+ uTgqp (4.11)
s.t. lb ≤ u ≤ ub (4.12)
lbE ≤ Eu ≤ ubE (4.13)
In the unconstrained setting, one can solve the algebraic Ricatti equation
for the optimal infinite horizon state feedback. As mentioned in [4], other
objectives such as robust H-infinity objectives may be solved for as well.
4.3.2 End-to-end control algorithm with auxiliary information
Now that we have formulated learning a linear controlled model given ar-
bitrary system outputs and an efficient method for computing control, we
can simply combine the two to solve control problems by iteratively sam-
pling the environment and updating the model. Since the learned model is
policy-independent, we can iterate over the entirety of the data queue. This
end-to-end procedure resembles that of most model-based RL algorithms,
however note that we could also learn the problem completely offline using
data from any controller. This iterative procedure becomes important when a
Algorithm 3 Learned Koopman Observables for Control
1: procedure Learn Deep-Koopman MPC(env, Q¯, R)
2: D ← {}
3: gθ, A,B ← random initialization
4: xt ← x0
5: for initial timesteps Tinit do
6: D ← (xt, ut, . . . , xt+H , ut+H) ∼ env with random control
7: gθ, A,B ← Train(D, Llatent)
8: for Iterations do [optional]
9: xt ← x0
10: for timesteps T do
11: Di ← (xt, ut, . . . , xt+H , ut+H) ∼ -greedy MPC(gθ, A,B, Q¯, R)
12: D ← D ∪Di
13: gθ, A,B ← Train(D, Llatent)
problem has states which can only be reached with a good policy. Although
this can be an effective way to gradually solve a task, of course there are
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cases where it will fail because the goals states are very difficult to reach or
the controller falls into an undesirable local optimum, extensively discussed
in [27]. In the later case, we employ -greedy exploration strategy to help
alleviate the issue during exploration.
Although we state the control as MPC in the algorithm description, we
once again emphasize that other linear control methods such as LQR can be
applied. We choose MPC because it is the most flexible in problem formula-
tion, easily dealing with input and state constraints in the QP problem.
4.4 Experimental Results
To demonstrate the potential of this proposed method, we focus on the sim-
ple, yet nonlinear cartpole control problem with various modes of sensor out-
put. To make the cartpole problem more challenging, we assume first that
only the cart position x and pole angle θ can be measured directly but not
the velocity, which must be inferred. We show that the observables frame-
work is generally flexible by solving the problem in two ways: first by using
two delayed position states as input to infer velocity (not explicitly) in the
latent state. In the second example we use only one position measurement
and a low resolution grey-scale image of the cartpole. We chose to use the
“InvertedPendulum-v2” Mujoco environment in these examples [28], where
the continuous state and action are defined as x : [x, θ, x˙, θ˙] and u ∈ [−1, 1].
In all cases we use MPC planning horizon of 15 steps. For all experiments
we choose to learn 15 observable functions giving us a latent space of R17 in
total and control cost R := 1 and state cost Q¯ := Diag(100, 100, 0 . . . , 0).
4.4.1 Cartpole with no velocity measurement with delayed
measurements
As mentioned above, we assume that we may only observe the position infor-
mation from the cartpole. In a traditional system ID and control setting, one
may differentiate or filter over several position measurements to infer velocity.
However we show that no pre-processing is necessary in the learned observ-
able setting – it is entirely end-to-end. We simply feed the last two position
measurements as input to our model, where the most recent measurement is
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considered in “control context“.
yk =
[
xk θk
]ᵀ
, x¯k :=
[
xk−1 θk−1 xk θk
]ᵀ
g(x¯) :=
[
yk g(1)(x¯) . . . g(15)(x¯)
]ᵀ
∈ R17
Figure 4.2: MPC stabilizes Mujoco environment InvertedPendulum-v2
using only the current and previous position measurements as inputs to our
learned linear latent model. 15 observable embedding functions are learned
over 4000 state-action samples. A horizon of 10 is used in the multistep loss
in equation 4.7. Here the learned controller without extra position
information quickly destabilizes. Note that positions are not on the same
y-axis scale.
Alongside the learned linear MPC controller using the current position and
previous position states as side information, we compare against a controller
which learned only based on single position measurements. With only this
measurement, it was not able to efficiently solve the cartpole balancing prob-
lem. However, with two delayed measurements, we are able to stabilize the
cartpole quite well without any manual processing of the system outputs.
4.4.2 Cartpole with no velocity measurement with delayed
images
In this setting we consider the same position-only measurements, though we
choose to use the last two low-resolution grey-scale images of the cartpole
as auxiliary data to infer velocity information required to solve the problem
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efficiently. Again we note that it may be possible to process the images
such that velocity information is directly inferred, however we show that in
the general observable framework that there is no need to do this since the
information is automatically synthesizes into prediction and control in an
end-to-end manner.
yk =
[
xk θk
]ᵀ
, x¯ :=
[
yk 2× images ∈ R62×62
]ᵀ
Three convolution layers are applied to the two images down to a 10-
Figure 4.3: Two greyscale images of InvertedPendulum-v2 which are used
as inputs along with the current position information. The chosen
observable structure forces latent space to evolve linearly and project
directly into the position space of the pendulum
dimensional vector where it is treated as part of x¯ with position measurement
yk. Although the control policy is not as smooth as the delayed position mea-
surement experiment, the cartpole is able to stabilize smoothly. We saw in
the previous experiment that only a single position measurement is not suf-
ficient for stabilization, so the extra image information seems to have helped
our learned model account for velocity. The noisy performance is not so
surprising since the the images are low resolution and not as descriptive as
continuous real values of the positions directly.
27
Figure 4.4: MPC stabilizes Mujoco environment InvertedPendulum-v2
using only one position measurement augmented by two greyscale images of
the rendered environment as side-information input to our learned linear
latent model. 15 observable embedding functions are learned over 4000
state-action samples. A horizon of 5 is used in the multistep loss in
equation 4.7. This control policy is, notably, not as smooth as the previous
results, perhaps limited by the low resolution image input.
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CHAPTER 5
CONCLUSION
In this manuscript, we introduced and demonstrated a general model-based
paradigm for learning model-based control with several sensor modalities, in-
cluding delayed measurements and pixel images, input in a black-box fashion.
We have shown that this method is an extremely data-efficient alternative
to model-free RL methods and are more than suitable for deploying on real
robotics systems. We introduced three specific formulations of this model-
based learning problem where their structure can be exploited. In the first
chapter we introduced the most general control formulation which can handle
nonlinear dynamics and reward functions using sample-based strategy. In the
proceeding chapter we introduced a way to learn a high-dimensional linear
model representation where control may be solved efficiently using quadratic
programming.
Although these methods all work on real robotic systems and are quite
general, they still lack aspects of robustness and safety that are required to
be used for critical applications. A careful end-to-end analysis of model and
learning and online planning would be required to ensure such safety and cur-
rently the tools for this kind of work on neural networks is not yet available.
In future work, one could study a more basic setting of these problem, per-
haps using linear model or control policy parameterizations, to provide some
kind of sample complexity and robustness guarantees. This direction will
provide more insight into why these methods can be effective and guide us
to discover more principled solutions and modifications to existing learning
systems. This would be a valuable and necessary step for proposed methods
like this to have an impact on society.
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