It is quite common in document analysis and symbol recognition to rely on a priori knowledge about the nature of the document in order to locate candidate symbols [3]. It is desirable, but less common, for a segmentation procedure to rely on "a posteriori" feedback from a non-human-guided process to adjust for segmentation errors. For this method to succeed, the feedback must come from a reliable classifier (one that is able to reject negative symbols including misssegmented symbols) [ 13. This paper examines the use of positive and negative training data on a nearestneighbour classifier for hand-drawn geometric shapes. We explore the issues involved in the development of a reliable classifier using this method, and we discuss the trade-off between reliability and correctness.
Introduction

Motivation
A desirable feature of a recognition system is the ability to feedback information from a later phase to an earlier phase to improve recognition results [3] . A framework for a system that has this ability is described in [l] , where the authors show that a symbol classifier trained with positive and negative data can be used to check segmentation hypotheses. Anquetil et al. report increased reliability when the classifier is tested on typeset music and digit symbols, using databases of positive and negative symbols. In our work, we adapt these ideas to another domain. Our goal is to increase the reliability of a geometric shape classifier by training it on both positive and negative data. The following questions arise. 1. How should negative samples be defined? 2. What fraction of the training samples should be negative samples? 3. How should classifier reliability be measured? 4. Do negative training samples improve classifier reliability in a cost-effective way?
Considerations
The use of positive and negative samples to train classifiers is not a new idea. It has been used in Machine Learning since Winston's work in 1975 [8] . However the method can be challenging to apply. One problem is the infinite range of possible negative samples that can be used. In some domains it is difficult to collect or construct negative data samples. For example, statistical approaches for natural language understanding make use of a training corpus consisting only of positive samples P I .
In our experiments, we aim to determine whether negative training data can be beneficial in hand-drawn shape recognition. These hand-drawn shapes offer different challenges from those in typeset symbol recognition used in [I] . Our results are encouraging: we do achieve an increase in classifier reliability. The classifier design and experimental setup are described in Section 2, test results are presented in Section 3, and the results are discussed in Section 4.
Definitions
A positive sample is any symbol that' the classifier is meant to recognize. For our tests, we collected positive samples by asking volunteers to mouse-draw circles, triangles, diamonds and rectangles. We did not give further instructions about the ideal appearance of these shapes; for example, we did not specify whether the rectangles were supposed to be axis parallel. Figure 1 shows four of the positive shapes we collected. A negative sample is any sample that does not belong to the set of positive samples. Hanaa Barakat drew all the negative symbols used in our tests.
We distinguish three types of negative samples, which are illustrated in Figure 1 . An over-segmented sample is a portion of a positive sample. An unknown sample is a properly segmented symbol that is not known to the classifier. In our experiments, this is any shape that is not a circle, triangle, diamond or rectangle. (This is again defined by the person's intention: an unknown sample is something that is drawn with the intention of creating a shape that is not a circle, triangle, diamond or rectangle.) An under-segmented sample consists of several positive samples that are not separated during segmentation. A reject option is a method or rule that a classifier uses to reject a test sample. One common reject option is based on a reject threshold: in a nearest-neighbour classifier, a sample is rejected if the distance to the nearest neighbour exceeds the reject threshold.
Reliability and correctness measures
A classifier trained with positive and negative data will make three kinds of classification errors. 1-missclassify a positive sample, 2-miss-classify a negative sample (by labeling as a positive sample), 3-reject a (well-segmented) positive .sample. A classifier's correctness is dependent on how many correct classifications are made. Therlefore, the fewer the total number of errors made, the higher the correctness value.
Correctness is usually a good measure of reliability for classifiers. However, in our tests and in [I] , the total number of negative samples used in testing is much less than the total number of positive samples used in testing.
We use a 4 to 1 ratio of positive to negative samples. Anquetil et al. use ratios of 1.17 for the music recognition, and 5.45 for the digit recognition. To give equal importance to the performance of the classifier on negative data as its performance on positive data, we developed a reliability measure that uses the rates of error instead of counts of error, and gives each an even weighting. Correctness and reliability together constitute a fair measure of individual classifier performance. These measures are formally defined in section 2.4.
Experimental setup 2.1 Positive data collection
We asked ten persons to draw ten repetitions of circles, diamonds, triangles and rectangles (our positive classes). The volunteers were asked to use a paint software package such as MS Paint and draw the shapes at any rotation or scale. The conditions placed on the drawings were that they be drawn hollow, connected and with no intersections between shapes. As well, we asked the volunteers to draw the shapes a reasonable distance from each other (ie. we asked for well-separated shapes). We collected 400 mouse-drawn samples in total.
Negative data collection
The negative data consisted of samples that we drew in MS Paint for each type of negative sample (described in section 1.3). The following training files were created: containing 50, 100, 150 and 200 samples respectively. 
Classifier design
We implemented a single nearest-neighbour classifier for circles, diamonds, triangles and rectangles with a reject option. A reject threshold (Tr) was arrived at by examining results from a subset of the tests performed on the mouse-drawn data (Tr = 0.17). Using the Euclidean distance metric, when a test sample is farther than Tr from its nearest neighbour, a 3"-like voting system is used. The three closest neighbours are allowed to vote to determine the label of the test sample. If they cannot agree, the test sample is rejected.
The input images are first binarized and thinned. Then simple polygonal approximation is applied. Although some noise-reduction is used in the pre-processing stage, we assume that most shapes are well connected and noise-free. Since our interest is to examine the effects of training on negative data, we do not concern ourselves with developing a complicated shape recognition system.
The features we measure are invariant geometric features involving the convex hull of the shape and its bounding box (the smallest axis parallel rectangle that encloses the shape). We use the circularity measure (P2,h/ACh), rectangularity measure (Ach/Abb), and the triangularity measure (Altch/Ach). Pch is the perimeter of the convex hull. Ach is the area of the convex hull. A h b is the area of the bounding box and AItch is the area of the largest empty triangle within the convex hull. These measures were used with good results in [6] and the circularity and rectangularity measures are well known in the field of shape recognition [3] .
Our classifier was written to deal only with loopbased symbols, and ignore all inner or outer spurs. This meant that we could not use in our negative training, miss-segmented symbols made up of loops and spurs because the classifier would simply measure the features around the looped parts of the symbol, ignoring the spurs.
The evaluation functions
In order to compare the performance of the classifiers, we developed a reliability evaluation function (P) based on the costs attributed to various classifier errors, and a function to measure classifier correctness (C). Our reliability function is adapted from [4]; a paper that discusses how to define and evaluate the rejection option on a neural-network. Note that when all the costs are equal to 1 and Tp = Tn, the two functions C and P become equivalent. Recall from section 0 that we use P as well as C because Tp is greater than Tn. (In our tests, we set Cep=Cen=Crp = 1, Tp = 200, Tn = 50)
The 
Tests conducted
The following tests were repeated for each group of negative symbols. (There are 3 groups, T1 = OVER-SEGMENTED). We recorded the results of the following tests applied on T1, T2 and T3. Let i = 1,2,3. {0.17/3NN Ti} A classifier trained only on positive data and with the reject option we described earlier, was tested on the 200 positive test data samples and 50 negative Ti test data samples. {NT Tr Ti} A classifier trained on positive data with a reject option was also trained on 50 negative Ti training data samples. It was tested with another group of 50 negative Ti test data samples and 200 positive data samples (note: same test datasets used in all the tests). 
{NT Tr
Results
Comparison of
Classification Method Input Description Positive Classes
Our results show (see Figure 2 for depiction of results) an increased reliability with addition of negative training (P increases as negative training dataset increases in size) as size of negative training dataset increases, so does reliability. But correctness ( C ) decreases. This is an expected result, as usually an increase in reliability due to the addition of a reject option will also have the side-effect of decreased correctness (when samples that otherwise would have been classified correctly are rejected) [4].
We can also surmise that the ratio of positive training data to negative training data should probably be greater than or equal to 2. This is because an examination of the graphs in Figure 2 show that when the size of the negative training dataset increases beyond 50% of the size of the positive training dataset, the increase in reliability tapers off compared to the increase before the 50% point (recall, X3 and X4 were using 1.34 and 1.0 ratio of positive to negative symbols).
Summary and outlook
We set out trying to discover if the good classifier reliability results shown in [ l ] due to training with positive and negative data would be repeated in the more complex domain of hand-drawn symbol recognition. We found more questions than answers. Here is a discussion of four main issues. We are in the process of testing and training our classifier with combinations of all three different types of negative sample data, because such is the type of negative data that our classifier will have to deal with as a result of segmentation error. However, we cannot yet For each type of negative sample: 4 datasets were used containing 100, 150, 200, 250 tell what the ideal proportion of the different kinds of negative symbols should be within the negative training dataset. We anticipate that this probably depends on the frequency of the respective segmentation errors. For example, if the segmentation process makes more errors, their frequency within the negative dataset should be proportionately larger.
UNDER-SEGMENTATION errors than the other two types Of 2. What should the ratio' of positive to negative samples be for classifier reliability increases?
Based on our tests, we can surmise that the total number of negative samples used in training should not be greater than half of the total number of positive samples used in training, if a. balance between reliability and correctness needs to be achieved.
What is a good measure of classifier reliability?
The measure of classifier reliability that we used is equally dependent on the performance on both positive and negative samples. By summing the rates of error made on negative and positive data, as well as using a simple count of correct classifications made, we can summarize the performance of a classifier and compare its performance with others.
4. Is the reliability of a classifier made better with inclusion of negative data in training or is this a more costly way of achieving comparable results to a classifier employing a simple reject thresholdloption?
The inclusion of negative training data in the training phase of the classifier always yields an increase in reliability, but with a certain decrease in correctness. We are also aware that our datasets contain only small amounts of data. Our future work will include applying our tests on much larger datasets to see if our results/conclusions will be repeatable. A brief comparison of our work with Anquetil et al.' 
