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This special issue contains selected papers from the 10th Workshop on Algorithms and Data Structures, which was held
in August 15–17, 2007 in Halifax, Nova Scotia, Canada. The selected papers represent the strongest contributions to research
in computational geometry presented at the workshop.
De Berg et al. study the complexity of ﬂow computations on fat terrains in their paper “The complexity of ﬂow on fat
terrains and its I/O-eﬃcient computation”. The paper makes two contributions. The ﬁrst one is to show that fat terrains
have ﬂow networks of a much lower complexity than pathological worst-case examples that had been constructed before,
making ﬂow computations on such terrains more eﬃcient. Realistic terrains can be expected to be fat, possibly with the
exception of a small number of triangles. The second contribution is to use the bounds on the fatness of the terrain to
obtain I/O-eﬃcient algorithms for computing ﬂows, which is essential for processing very large terrains. Together, these two
contributions enable the fast computation of ﬂows on realistic high-resolution elevation models.
In their paper “On Euclidean vehicle routing with allocation”, Remy, Spöhel and Weißl present a new PTAS for vehicle
routing with allocation that dramatically improves the best previous algorithm for this problem. In this extension of the
travelling salesman problem, the goal is to determine a route for a vehicle that is short and at the same time minimizes the
total distance of a chosen set of points from the route.
In their paper “Optimization for ﬁrst order Delaunay triangulations”, van Kreveld, Löﬄer, and Silveira prove a series of
results on computing optimal ﬁrst-order Delaunay triangulations with respect to a range of optimization criteria. Some of
these optimization problems are shown to be NP-hard, while others allow optimal solutions to be computed eﬃciently.
(1− )-Approximations for some of the NP-hard problems are also presented. The motivation for this work is that Delaunay
triangulations, while in general well-shaped and well-suited as a basis for polyhedral terrains, often introduce artefacts such
as artiﬁcial dams. First-order Delaunay triangulations provide more freedom in the choice of the triangulation edges and
thus allow such artefacts to be removed.
Müller-Hannemann and Tazari’s paper “A near linear time approximation scheme for Steiner tree among obstacles in the
plane” presents a PTAS for the classical problem of computing a Steiner tree in the plane, but in the presence of obstacles
that must be avoided by the tree. It was a long-standing open problem whether the obstacle version of the problem allows
a PTAS. Using a general PTAS for Steiner tree in planar graphs, this answer had been answered aﬃrmatively by Borradaile
et al. recently. The algorithm by Müller-Hannemann and Tazari uses geometric insight to reduce the cost of computing such
a tree in the plane by a linear factor.
De Berg and Gray’s paper “Computing the visibility map of fat objects” presents the ﬁrst algorithm for computing the
visibility map of a set of fat objects without using a depth order of the objects. The algorithm outperforms the best known
algorithms that do not make the fatness assumption. Thus, this result allows the hidden surface removal problem central in
computer graphics to be solved much more eﬃciently on realistic inputs than what can be shown using classical worst-case
analysis, which accounts even for the most pathological inputs.
The paper “Largest bounding box, smallest diameter, and related problems on imprecise points” by Löﬄer and van Krev-
eld focuses on solving fundamental geometric problems given imprecisions in the input. In this model, every input point is
represented by a square or circular region and its actual location may be anywhere inside this region. The paper presents
a series of results on placing all points inside their respective regions so as to minimize or maximize certain geometric
measures, such as smallest enclosing circle, diameter, etc.
Finally, Fonseca and Mount focus on the classical problem of approximate range searching in their paper “Approximate
range searching: The absolute model”. In an approximate range searching problem, every query region is surrounded by
a bigger region. All points in the query region have to be reported, no point outside the bigger region is allowed to be
reported, and the algorithm has complete freedom which of the remaining points to report. Most previous work considered
the relative model, where the size of the surrounding region depends on the size of the query region. The paper by Fonseca
and Mount presents new results for a range of query types and query shapes in the absolute model, which means that the0925-7721/$ – see front matter © 2009 Elsevier B.V. All rights reserved.
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region.
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