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SUMMARY 
Heterodyne detection of optical signals offers, potentially, 
several advantages over other methods of detection, including inherent 
gain and high discrimination against noise. In many cases, to realize 
these advantages, the optical heterodyning must: be done efficiently. 
This places some rather stringent requirements on the alignment of the 
optical system and the coherence of the signal and local oscillator 
fields. 
This research is a s~:udy of the effects of partial coherence of 
the signal and local oscillator fields on the performance of an optical 
heterodyne receiver; the heterodyne receiver efficiency and signal-to-
noise ratio are taken as performance indicators. An analytical approach 
is taken where the heterodyne receiver efficiency and signal-to-noise 
ratio are defined mathematically for a general heterodyne system. Each 
is, then, related to the signal and. local oscillator field coherence 
in a single expression. These expressions are applied to three specific 
heterodyne systems: (1) a communications link through a turbulent 
atmosphere, (2) a laser heterodyne rough surface velocity measuring 
system, and (3) a laser heterodyne fluid flow velocity measuring system. 
In each system, the signal field coherence function is derived based on 
a statistical description of the system, and the heterodyne efficiency 
and signal-to-noise ratio are calculated and studied as functions of 
the receiver variables such as receiver aperture size and shape, local 
Xll 
oscillator field intensity distribution, and local oscillator coherence. 
From this study, the conclusions made are that for the heterodyne 
systems studied, efficient operation and good signal-to-noise ratios 
cannot be obtained simultaneously; the most important parameters are 
the size of the local oscillator intensity distribution and the size 
of the receiver aperture. The shape of the local oscillator intensity 
distribution and the shape of the receiver aperture have little effect 
on system performance, nor do slight reductions in local oscillator 
coherence. 
The performance of the surface velocity and fluid flow velocity 
measuring systems was studied experimentally. The experimentally 
measured efficiency and signal-to-noise ratio were compared to that 




Heterodyne detection has been used in many communication and 
measurement systems for some time and Its principles and advantages have 
long been understood. Prior to the availability of a coherent light 
source, the use of heterodyning was confined to RF and microwave fre-
quencies. With the development of the laser, a coherent source of 
light, an almost immediate extension of heterodyne principles to optical 
frequencies was attempted by many in the hope of realizing the advantages 
heterodyning has in certain applications. It was soon apparent, however, 
that heterodyning at optical frequencies presented many unexpected and 
previously unencountered problems. These problems lay primarily in the 
stringent requirements made on the alignment of the optical system and 
on the incoming signal field coherence. In some systems, these problems 
were severe enough to make heterodyning Impractical. 
These problems originate from the fact that heterodyning at 
optical frequencies is basically a distributed phenomenon; an incoming 
signal and a locally produced signal (called a local oscillator) exist 
as fields that are superimposed over a photoelectric detector surface. 
The heterodyne signal In the photodetector output current arises from 
the mutual interference of the signal and local oscillator fields on 
the photosurface. The Interference pattern formed will fluctuate in 
intensity at a rate equal to the frequency difference in the two fields. 
2 
The output current Is proportional to the intensity and will likewise 
fluctuate at the difference frequency. 
The total photodetector current is the sum of contributions from 
each elemental area of the photosurface. Therefore, for a maximum 
heterodyne signal, these currents and hence the intensity fluctuations 
at each point on the photosurface must all be exactly in phase. This 
requires the two interfering fields to have the same relative phase 
relationship over the photosurface; that is, the wavefronts of both 
fields must be coincident. This, in turn, requires two things: 
1. The signal and Local oscillator fields must have the same 
direction of propagation. 
2. The signal and local oscillator fields must be individually 
spatially coherent over the photosurface. 
The first condition is met by proper alignment of the two fields. 
The second is met by the use of spatially coherent signal and local 
oscillator fields. Due to the smallness of an optical wavelength, both 
conditions are frequently very difficult if not impossible to achieve. 
The alignment problems have been extensively studied and by now 
are very well understood. The coherence problems have received only 
minor attention, however, and none using the terminology of coherence 
theory. There are many systems where the signal field coherence Is a 
limiting factor In the performance of the system: in an earthbound 
optical communications link or radar system where the signal field 
Except in a special case where both beams are distorted in the 
same way, i.e. individually incoherent but coherent with each other. 
3 
coherence is degraded by propagating through a turbulent atmosphere; 
in a measurement system employing light scattering from a random medium 
as a signal. Because heterodyning can provide improved signal-to-noise 
ratios in the communication uses and improved sensitivity and selec-
tivity in certain measurement systems, it is important to know the 
effects of signal field coherence on the heterodyne system operation. 
This research is a study of the effects of partial coherence of 
the signal and local oscillator fields on the performance of an optical 
heterodyne detector. The heterodyne system efficiency and the output 
signal-to-noise ratio serve as performance indicators. An analytical 
approach is taken where the heterodyne efficiency and signal-to-noise 
ratio are each defined for a general system and related to the signal 
and local oscillator field coherence in single expressions. These 
expressions are applied to three specific systems in which coherence is 
a problem: (1) an optical communications link through a turbulent 
atmosphere, (2) a laser heterodyne fluid flow measuring system, and 
(3) a laser heterodyne rough surface measuring system. In each system, 
the signal field coherence function is derived based on a statistical 
description of the system and the heterodyne efficiency and signal-to-
noise ratio are calculated and studied as functions of receiver vari-
ables such as receiver aperture size and shape, local oscillator inten-
sity function, etc. 
Some of these results are studied experimentally in the fluid 
flow and rough surface measuring systems. The principle objective is 
to verify the applicability of the analytical work. 
4 
The organization is as follows: The necessary background 
material on coherence, interference, and heterodyne detection theory 
is presented In Chapter II. The derivation of the heterodyne effi-
ciency and signal-to-noise ratio expressions in terms of the signal 
and local oscillator coherence functions is made in Chapter III. The 
three systems mentioned above are studied as examples in Chapter IV, 
the experimental work Is presented in Chapter Y, and general conclusions 





The interrelation of the coherence of radiation, its inter-
ference, and heterodyne detection form the basis of this study. In 
this chapter, the central concepts of the coherence and interference 
of radiation and optical heterodyne detection are presented and dis-
cussed. The theory of coherence is first discussed, then the theory 
of interference and its relation to coherence theory. Finally hetero-
dyne detection is discussed in terms of interference and coherence 
theory. Only the theory necessary to the understanding of this problem 
and its development is presented. For a more detailed study, the 
reader is referred to the literature cited. 
The Coherence of Optical Fields 
The concept of a monochromatic wave is very useful in electro-
magnetic field theory and optics. A necessary starting point in many 
problems is the examination of the monochromatic case. For such fields, 
the amplitude and phase of the wave are deterministic functions of 
space and time. 
Every physical optical field., however, has some fluctuations 
associated with it. These fluctuations may be small and slow so that 
the field is essentially constant in amplitude and phase over several 
6 
optical periods. In this case, the field looks like a monochromatic 
field except for small fluctuations about an average amplitude and 
phase. For this reason, this type of field is called quasi-
monochromatic. On the other hand, these fluctuations may be large 
and rapid. In this case, no average amplitude or phase is discernible. 
This type of field is called polychromatic. 
Optical coherence theory Is concerned, in general, with a sta-
tistical description of these fields. Most of the work to date has 
been on second order effects that is, on the correlation between these 
fluctuations In the field at two different points. These second order 
effects are related to the interference phenomenon and, therefore, are 
of central Importance in this work. 
Consider a real classical wave function V(R,t) characterizing 
the field at a point R in space at time t. V can describe, for example 
the electric field, the magnetic field, or the vector potential of the 
field. V(R,t) will be a fluctuating function of time due to random 
effect in the source, along its path of propagation, or both. It can, 
therefore, be considered as a member of the ensemble of all possible 
realizations of the field. Now, as is usually done in electromagnetic 
field theory, we can associate a complex field l/(R,t) with this field 
for which V = Refl*}. Generally for quasi-monochromatic fields 
V(R,t) = A(R,t)cos(aJ- f cj)(R,t)) 
In most approaches, the complex analytic signal is used here 






A(R,r) = A(R,t)ej(f)(^5t) 
is the complex envelope of 1/ and y is the average of center radian 
frequency of the wave. The field, thus, looks like a narrow band ran-
dom process in R and t. No such simple characterization exists for 
polychromatic fields in general but they may still be represented by 
the more general form (/(R,t). 
Next, for simplicity, consider a linearly polarized field so 
that it may be represented as 
(/(R,t) = a l/(R,t)3 
u 
where a i s a un i t vector in the d i r e c t i o n of V and l/(R,t) i s a s c a l a r 
u 
q u a n t i t y . The c o r r e l a t i o n in the f l u c t u a t i o n s of t he f i e l d a t two 
space-t ime p o i n t s R , t and R ,t then i s 
re(R1,R2,t1,t2) = ECV(Rlft1)lT(R2,t2)], (2-1) 
The definition varies and depends on what literature source is 
used. 
where E[ ] denotes the expectation or ensemble average over all possible 
realizations of the field. This function is called the mutual coherence 
1-3 
function. v For the case of quasi-monochromatic fields, the mutual 
coherence function can be written more simply as the correlation of 
the complex envelopes 
re(R1,R2,t1,t2) = E[A(R1,t1)A"(R2,t2)]. 
One is often concerned with stationary fields in which case, the 
ensemble average is independent of time origin. For such fields 
re(R1,R2,t1,t2) = E[l/(R1,t1)l/ (R2,t1-x)] - re(RlSR2,T), 
where T = t - t . 
A normalized coherence function can be defined as 
r (R19R ,T) 
Y (R ,R ,T) = — ^ r- , (2-2) 
[r (R R o)r (R R o)r 
for which 0<|y |<1. This function is called the complex degree of 
coherence or sometimes just the degree of coherence and provides a 
measure of the correlation in the field at the two space-time points 
Values of Y near one indicate good correlation in the field at the 
' e 
two points, values near zero indicate poor correlation. For mono-
chromatic fields, the correlation will be perfect for all points and 
y | = 1 since the amplitude and phase are completely deterministic. 
9 
3 
A monochromatic field is, therefore, completely coherent. For most 
practical fields, however, there will be a region of space-time 
points R9»t about the point R-,t, for which |y| will be significantly 
greater than zero. The size of this region depends on the character-
istics of the fluctuations and the random effects producing them. But 
within this region, the flu.ctuarj.ons are correlated to some degree 
while outside the region, the fluctuations are in general uncorrelated. 
For each member of the ensemble of wave functions, a time corre-
lation can be defined as 
rt(R1,R2,T) = <l/(Ri,t)H (R2,t-r)>, (2-3) 
where the brackets < > indicate an infinite time average defined as 
1 ,T 
:f(t)> = lim f- ! f(t)dt. 
T->-°° _T 
In normalized form, the time correlation is 
T (R R T ) 
Y_(Rn , R O 9 T ) 
[rt(R1,Rr,u)rt(R2,R2,o)]
i5 
where again CKJY |<1. 
They are referred to as the time mutual coherence function and 
degree of coherence, respectively. If the fields are ergodic then 
re(R,,R2,T) = r (s R , t ) 
10 
and 
Ye:'R1,R2,T) - Yt(R1,R2,T). 
This is useful in physical situations where it may be easier to measure 
one average, but more convenient to worx analytically with the other. 
The results for a linearly polarized wave are easily generalized 
2 3 
to non-linearly polarized fields. ' The mutual coherence function and 
degree of coherence can be defined to represent the correlation between 
various Cartesian components of the vector fields. For the purposes of 
this work, however, the scalar definition is suitable since linearly 
polarized fields will be usee for the most part. Also, the electric 
field will be used throughout, rather than the Ft field or vector poten-
tial so the coherence functions will be defined in terms of the E 
field. That is 
re(R1,R2,x) = E[E(R1,t)E
:C(R2,t-T)], 
etc., where E is the complex representation of the real field E. 
The Interference of Two Waves 
The concept of second order coherence has -ong been associated 
with the. interference phenomenon, for it is from interference that 
coherence can best be under-stood and physically described. The corre-
lation in two fields can best be exhibited in an interference experi-
ment. To see this, let us examine the interference between two waves; 
11 
first, consider the ideal case of monochromatic waves to establish some 
basic results, then, the mere practical case of quasi-monochromatic 
waves. 
Interference of Monochromatic Waves 
Consider the superposition of two linearly polarized monochromatic 
waves whose electric fields at some observation point R are 
E1(R,t) = A (R)COS(LO t-k (R)«R) 
and 
E2(R,t) = A2(R)cos(w2t-k2(R)*R), (2-4) 
where k\ and k are the wave vectors of magnitudes to./c and to /c, 
respectively, and in the direction of the propagation of E, and E , 
respectively. The associated magnetic fields are 




k9 x E (R,f) 
H (R,t) = — . (2-5) 
2 co„y 
The total fields resulting from the superposition of these fields are 
12 
E(R,t) = E^R.t) + E2(R,t) (2-6) 
and 
H(R,t) = Ha(R,t) + H2(R,t), (2-7) 
The intensity at the observation point R is defined in terms of the 
1 
average power flow per unit time to be" 
I(R,t) = <S(R,t)T>-n. (2-8) 
S(R,t) is the Poynting vector at R and n is a unit vector normal to the 
observation surface. The brackets < > represent an average over a 
resolving time T of the observer which is long compared to a period, 
2TT/UK or 27T/OJ9. The exact nature of this average depends on the 
observer but will, in general, be approximately of the form 
t+T 
<f(t)> S ~ / f<t')dt\ 
t 
The vectors k , k , and n are illustrated in Figure 1. 
Substituting equations 2-6 and 2-7 into equation 2-8 results in 
I(R,t) = <(E1+E2) x (H1+H2)>T-n (2-9) 
= <E1_xH1 + E xH2 + E2xH1 + E2xH2>T*n 
13 







Figure 2. Young's Interference Experiment 
14 
4 
Using equations 2-5 for the H fields along with the vector identity, 
A x (Bxc) = (A'C)B - (A-B)C, 
we can s i m p l i f y e q u a t i o n 2-9 t o 
k -n (k -E )(E -n) 
I ( R , t ) = <E - E + E -E" > — + • 
1 1 1 2 T 03xy \ U32y 
(k -E ){E -n ) k -n 
" ^ ) T
 +
 < W V V T — • (2"10) 
In g e n e r a l , k-, , k , E , and E a r e a l l f u n c t i o n s of R. For s m a l l 6 
and 6 ( s e e F i g u r e 1 ) , however , t h e q u a n t i t i e s 
k
±'
E2 = ° ' E2*n = ° ' 
k
2 "
E i = °> E r n = °' 
CO (jj 
V" = T' V5 s •# ' ( 2"u ) 
Using e q u a t i o n s 2 -11 i n e q u a t i o n 2 - 1 0 , we can s i m p l i f y 
KR,t) = -^ < : V E 1 + 2 V E 2 + VVT 
= /7J^ < E ( R , t ) - E ( R , t ) > . ( 2 - 1 2 ) 
15 
Now, let us look for the moment at the use of a complex repre-
sentation for E. That Is, 
or 
E1(R,t) = i5[E1(R,t) + E1(R,t)] 
E1(R,t) = Re{E. (R,t)}3 
where 
E1(R,t) = A1(R)e 
]w]_t 
and 
A1(R) = A1(R)e 
:k1(R)-R 
and similarly for E . Using these in equation 2-12, we get 
I (R, t ) = /IT] 
E l + E l + E 2 + E 2 
2 
h+K*h+K 
/E -E E -E E -E E -E 
/—i- ( 1 1 A 2 2 1 2 1 2 
ve/\x \—-— + — - — + 2 2 2 2 
V E 1 E l " E l V E 2 E2-E2 
+ • + — + : + 4 L+ 4 
E l - E 2 . E l - E 2 v 
+ 7. + 
2 A 
16 
Examination of t h e f i r s t four terms shows t h a t they are of z e r o , z e r o , 
oo, - OJ9, and -(to. - co0) frequency v a r i a t i o n , r e s p e c t i v e l y , while the 
l a s t s ix a re of 2tu ,-2co ,2co^.-20)^,0) +a3„, and -(OJ + u)„) frequency v a r i -
a t i o n . The averaging process w i l l e l imina te the l a s t s ix terms but 
not a f f ec t the f i r s t four i f 2lr/jw -OJ | >> T. This equat ion can be 
r e w r i t t e n as 
I ( R , t ) = h/T/V (E 1 +E 2 ) - (^+E*) = V 7 / y E ( R , t ) - E * ( R , t ) . (2-13) 
The use of the complex r e p r e s e n t a t i o n for the f i e l d s , t h e r e f o r e , 
e l imina tes the need t o r e t a i n the time average i f 
27T „ 2TT 2TT 
>> T >> — or 
03, (i)„ 
0 3 1 - 0 3 2 | 1 2 
The r e s u l t s of equat ions 2-12 and 2-13 a re approximately the same. 
S u b s t i t u t i n g the complex forms of equation 2-4- i n t o equat ion 
2-13 , we get 
I (R, t ) = hSUv ^ - 1 * + l2-l
U
2 + 2Re{E 1 -^} ] 
= I 1 ( R ) + I 2 ( R ) + /iTy" R e { E 1 ( R , t ) - E " 2 ( R , t ) } , ( 2 - 1 4 ) 
where I, and I9 are the intensity at R due to E and E„ alone, 
respectively. Looking just at the last term in this equation, we can 
simplify it to 
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_ _,. _ _ j[(co - w 0 ) t + ( k -k ) -R] 
SI/V Re{E -E^} = / i / y R e U ^ A ^ " Z } 
= / e / y AX 'A cos [ (ca 1 -co 2 ) t + (k - k ^ R ] . 
This is a time varying term of radian frequency OJ -co . The amplitude 
depends on A *A . If E, and E are mutually orthogonal, then A *A = 0 
On the other hand, if E-, and E_ are both polarized in the same direc-
tion, then A *A = A A . For this case, we have 
/e7y~ AXA2 - /v^Ty" (t^Z^) ^7y" (E2-E2) = 2/ I (R)I2(R). 
Two monochromatic waves linearly polarized in the same direction, will 
therefore interact or interfere to produce a time varying intensity of 
I(R,t) - I1(R) + I2(R) + 2/ I1(R)I2(R) cos[(^1-w2) + (k^k^-R] 
at a frequency of to -co„ about an average of I +1 . Since the amplitude 
and phase of this term are functions of R only, the complex amplitude 
A1(R)A (R) 
is a stationary function. 
When the interfering waves are of the same frequency (w =OJ^) 
the intensity expression becomes 
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I(R) = I (R) + I2(R) + 2/l1(R)I2(R) cosCO^-k-^-R] (2-15) 
and is no longer time variable. The intensity is solely a function of 
R and can be any value between 
I = li + I2 + 2/1^2 
and 
I = I + I2 - 2v
/Tl2 
The result will be a standing interference pattern whose bright and 
dark fringe intensities are given by these equations. 
These results are directly applicable to Young's interference 
1-3 
experiment. In this experiment, the radiation from a monochromatic 
source is incident on an opaque screen with two pinholes (see Figure 2) 
The interaction of the radiation passing through these pinholes is 
observed on a screen located some distance from the pinhole. 
For a linearly polarized source, the fields from pinholes P and 
PQ will be polarized in the same direction. Thus, only the magnitudes 
are significant and the fields may be considered as scalar quantities. 
The complex fields at points P, and P~ in Figure 2 can be represented 
by 
E(R1?t) anr E(R2»t), 
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respectively. At P on the observation screen, the resulting field is 
given by 
E(R,t) = K1E(R],t-t1) + K2E(R2,t-t2), 
where K, and K are complex constants which depend on the pinhole size 
and the geometry. The times t, = s /c and t„ = ŝ /c are the propagation 
times for the radiation in going from P.. to P and P9 to P, respectively. 
The intensity at P is given by 




+ 2Re{K1K2E(R1,t-t1)E (R2,t-t2)}-] 
= I1(R) + I2(R) + v̂ /u Re{K1K2E(R1,t-t1)E"(R2,t-t2)}. (2-16) 
Now, f o r t h e geomet ry in F i g u r e 2> K = K„ = K and 
jcot 
E ( R 1 9 t ) = E ( R 2 , t ) = Ae 
so t h a t 
j " ta t -ks ] 
E ( R 1 , t - t 1 ) = KAe 
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and 
j O t - k s ] 
E ( R 2 , t - t 2 ) = KAe 
where k = oo/c. P u t t i n g t h e s e i n t o e q u a t i o n 2 - 1 6 , we g e t 
j k ( s - s ) 
I ( R ) = I 1 ( R ) + I (R) t Re{/T/~M |K| A^e } 
= I 1 ( R ) + I 2 ( R ) + 2 / l 1 ( R ) I 2 ( R ) c o s k ( s 2 - S l ) . ( 2 - 1 7 ) 
Equations 2-17 and 2-15 correspond exactly with 
(k2-k1)-R = k(s2-s1). 
We can see that depending on sQ-s , we will get bright or dark inter-
ference fringes. 
A quantity related to the fringe contrast can be defined. The 
fringe visibility, first introduced by Michelson, is defined as 
I - I . 
max m m 
V 
I + I . 
max m m 
where I and I . a r e t h e i n t e n s i t i e s of a d i a c e n t b r i g h t and d a r k 
max mm 
fringes, in the vicinity of point P. For the interference pattern 
given by equation 2-17, v becomes 
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lA (R)I (R) 
v = ~ ^ - — . (2-18) 
I1(R) + I2(R) 
As we shall later see, this is the maximum visibility we can expect. 
The Interference of Non-monochromatic Radiation 
As we have seen, two beams of monochromatic radiation will 
always interfere as long as they are not mutually orthogonally 
polarized. When more than one frequency is present in the radiation, 
the conditions for interference are more severe. These conditions are 
determined primarily by the spectral width of the radiation, and the 
correlation between the fluctuations in amplitude and phase of the 
interfering waves. 
The position of the bright and dark fringes in an interference 
experiment are frequency dependent as can be seen from equation 2-17. 
Therefore, when the radiation is composed of many frequencies, the 
bright fringes produced by one frequency component may coincide with 
the dark fringes produced by another. r"he visibility of the fringes 
may, therefore, be seriously reduced. 
Consider the superposition of two linearly polarized quasi-
monochromatic waves whose complex representations are 
- _ iu-t 
E1(R,t) = A1(R,t)e 
and 
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- _ - ^ o 1 
E2(R,t) - A2(R,t)e 
where A and A„ are the complex envelopes and 00 and co are the radian 
center frequencies of E and E , respectively. The total field is 
E(R,t) = E1(R,t) + E2(R,t). 
For quasi-monochromatic fields the magnetic field is approxi-
mately orthogonally polarized to the electric field so equation 2-13 
can be used to compute the intensity if the fields are nearly normal 
to the observer. It is given by 
l(R,t) = vTTy" (E1+E2WEj+^) 
- h/7h [E^E* + E2-?l + 2Re{E1-E2) 
= I 1 ( R , t ) + I 2 ( R , t ) + /TAT R e { E 1 ( R , t ) - E 2 ( R , t ) } , (2-19) 
where I and I« are the intensities at point R due to E, and E?, 
individually. Looking just at the last term we :an simplify 
, - - A j (OJ, -o> ) t _ „ f t 
/I7vTRe{E -E'^} = v^7y~Re{e ^ A ^ R ^ . A ^ R , ! ) } 
= / e /y An (R, t ) -A 0 (R, t )cos[(w 1 -a) r . )t + (k0 (R,t )-k1 ( R , t ) ) -R] 1 2 L I 1 1 
23 
When E-. and E are polarized in the same direction, this is maximized 
to 
ZiTvT A1(R,t)A2(Rst)co3[(»1-(p )t + Ck (R,t)-k (R,t))-R] 
= 2 A (R,t)I2(Rst) cos[(co1-^2)t + (k2(R9t) - k1(R,t))-R]. 
This is a time varying term of radian frequency co -co whose amplitude 
and phase fluctuates with time. 
Unlike the monochromatic case, the complex magnitude of this 
oscillating term is time varying. It is given by 
A1(R,t)A2(R,t). 
In general A and A will both contain some fluctuations in value about 
an average magnitude and phase. If E, and E are generated separately, 
these fluctuations will not be correlated. 
In order for there to be an average stationary pattern in A A 
over some region, as there was in the monochromatic case, its fluctu-
ations at two points R and R within this region must be correlated. 
This means the fluctuations in A at R and ^ must be correlated to 
some extent and likewise for A9 at FL and R . In other words, the two 
fields must be nearly perfectly coherent within this region. If the 
fields were not coherent, the intensity fluctuations from point-to-point 
would not be correlated. 
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Next let us consider Young's interference experiment using a 
non-monochromatic source. In this case, the intensity at the observa-
tion point P is given by 





E(R1,t-t1) = A(R1,t-t1)e 
jojt 
j[wt-k(R ,t)-(R-R )] 
A(R1,t-t1)e 
j[a)t-ks -a(R ,t)] 
A(R ,t-t )e 
E(R2,t-t2) - A(R2,t-t2)e
:]Wt 
j[ttt-k(R ,t)-(R-R )] 
A(R2,t-t2)e 
j[urt-ks -ct(R ,t)] 
A(R2,t-t2)e 
a(R.,t) = k(R.,t) • (R-R.) - ks. for i=l,2, 
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and k is an average wave vector. The expected value of the intensity 
is given by 
E[I(R,t)] = E[E1(R,t)] + E[I.2(R,t)] 
+ /i7y"Re{K1K2E[E(R1,t-t1)E"'
:(R2,t-t2)]}, 
which from equation 2-1 is 
E[I(R,t)] = E[I1(R,t)] + E[I2(R,t)] 
+ /^7iI"Re{K1K2re(R1,R2,t-t1,t-t2)}. 
For the case of a stationary field, this is 
E[I(R)] = E[I1(R)] + E[I2(R)] 
+ fZfc Re{K1K2re(R1,R2,T)}, 
which using equation 2-2 is 
E(I(R)] = EEI^R)] + E[I2(R)] 
+ /iT^ReCK^/TCR^TK. ,0)rJTR2,R2,0)" Y ^ R ^ R ^ T )} . 
"6 
Now for the geometry in Figure 2, K, = K9 and 
K1K2/re(R1,R1,0)re;R2,R2,0) = /| K^ |
 2T& (R± ,R._ , 0) | K? \
 2? ^ ,R2 , 0 ) 
= 2/E[I 1(R)]E[I 2(R)] (2-20) 
E[I(R)] = E[I1(R)] + E[I2(R)] + 2V€[I1(R)]E[I2(R)] ReCy^R^R^ ,x ) } . (2-21) 
Using the results of equation 2-20, we can rewrite equation 2-21 as 
E[I(R)] = E[I1(R)] + E[I2(R)] 
+ 2 / E [ I 1 ( R ) ] E [ I 2 ( R > ] ! y e ( R 1 , R 2 ? x ) | c o s [ k ( s 2 - s 1 ) - a ' ( R 1 , R 2 , x ) ] 
where 
a ? ( R 1 5 R 2 , x ) = a ( R 2 , t - t 2 ) - a d - ^ t - t ^ . 
The maximum and minimum intensities around R are 
I = E[I.(R)] + E[I_(R)] + 2/E[T (R)]E[I0(R)] | y JR. ,R._T ) max l /- i d. e l z. 
and 
Imin= E[I1(R)] +F,[I2(R)] - 2v^[I1(R)]E[I2(R)] jŷ CRj ,R2,T.)'|, (2-22) 
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so the fringe visibility is 
2/ECl (R)]E[I (R)] 
v = - \y (R.,R 9t)\. 
ECLAIR)] + E[I2(R)] 
This corresponds to equation 2-18 for the monochromatic case but with 
the added factor of |y (R-, SR0 >T ) | . If the field is non-monochromatic, 
the field variations at R, and R will not be perfectly correlated thus 
causing a reduction in fringe contrast or visibility from the mono-
chromatic case. If the field variations are not correlated, then no 
average interference pattern will result. Young's interference experi-
ment can therefore be used to measure the coherence of a particular 
field. 
Principles of Optical Heterodyning 
In this section, a discussion of the theory of optical hetero-
dyning is presented along with the development of the equations 
describing its operation. In addition, heterodyning will be compared 
to ordinary optical photodetectIon and the relative merits of each are 
discussed. 
A basic heterodyne system shewn in block diagram In Figure 3 
consists of a signal field on which a local oscillator field is super-
imposed usually by a beam splitter, noth being made incident on a 
photoelectric detector surface. Under appropriate conditions discussed 
later, the fields interact with the photosurface to produce a signal of 










Figure 3. A Basic Optical Heterodyne System 
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intermediate frequency is equal to the difference in frequency between 
the local oscillator and signal fields. 
There are several different optical configurations used for 
optical heterodyning. Three of the most common ones are shown in 
Figure 4-. The first employs just a beam splitter and aperture before 
photodetection, the second, a lens to focus the 'radiation after super-
position but before photodetection, and the third, focussing before 
superposition and photodetection. The last two have the advantage of 
being easier to align optically, but all three have been shown to be 
5 6 
equivalent. For analysis purposes, however, the configuration of 
Figure 4a is the simplest and will be used here 
The incident electric field E at a point R on the photosurface 
is given by 
E(R,t) = ET(R,t) + E (R,t), 
J_i S 
where E (R,t) and E (R,t) are the local oscillator field and signal 
L s 
field at R, respectively. If E and E are quasi-monochromatic and 
Li S 
near normal t o t h e photosur face , the i n t e n s i t y a t R as defined by 
equation 2-13 Is 
I ( R , t ) = ^ / e77 ET(R, t ) • E"(R,t) + hfeJv E (R , t ) • E (R , t ) 
Li L S S 
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Figure 4. Three Optical Configurations for Optical Heterodyning 
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= I T ( R , t ) + I (R , t ) + /T/y ReiE T (R s t ) • E ( R , t ) } . 
Li S Li S 
For quasi-monochromatic fields 
jw t 
EL(R,t) - AL(R,t)e 
and 
jo) t 
E (R,t) = A (R,t)e S , 
where A and A , w and oa are the complex envelopes and radian center 
Li S J_i S 
frequencies of the local oscillator and signal fields. Putting equation 
2M- into 23 gives us 
, i^t 
I(R,t) = IT(R,t) + I (R,t) + /e/y Re{e KT (R,t) • A (R,t)}, (2-23
N 
where câ  = wT - a) . This corresponds to equation 2-19 derived in the D L s r * 
last section describing the interference between E and E . The first 
J_i S 
two terms, as we have seen, are the constant components of the total 
intensity due to the local oscillator and signal fields individually, 
while the last is the fluctuating component varying at frequency 
m = w - OJ , the difference frequency due to interference. 
D L s' 
The photodetector, although basically a quantum device providing 
a current output proportional to the incident photon flux, can be con-
sidered from a classical viewpoint. The output current has been shown 
3 2 
to be proportional to the average intensity of the fields incident on 
7 
its photosensitive surface. That is 
i(t) = ^ | / I(R,t)dA, (2-24) 
where I(R,t) = /e/y <E(R,t)*E(R,t)> is the intensity at R on the 
photosurface S, and T is the response time of the photodetector (usu-
_o 
ally less than 10 s e c ) . For analysis purposes, S is taken to be 
that portion of the photosurface that is exposed to incident radiation 
as limited by the receiving aperture. The constant q is the quantum 
efficiency of the photosurface (electrons/incident proton), e is the 
magnitude of the electronic charge, h is Planck's constant and f is the 
frequency of the field. The average o^er T eliminates any optical fre-
quency variations in i(t). Now we have 
i(t) = ̂ | /e/u / <E(R,t)-E(R,t)> dA 
= ^^- /e/y / E(R,t)-r(R,t)dA 
Pu t t i ng equation 2-23 in to 2-24, we get 
i ( t ) = ^ /eTTT / EL (R, t ) -EL (R, t )dA 
t T ^ T ^e /y / E s ( R , t ) - E ^ ( R , t ) d A 
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+ ^/U^Re{e U f £L(R:,t)-As(R*t)dA} 
= iDCT
 + Sc + i s ( t ) ' C2-25) 
L s 
The first two terms are DC or low frequency components of the photo-
current due to the field intensities of the signal and local oscillator 
individually. The last term is the heterodyne signal current of the 
difference frequency OJ . Note that any amplitude or phase modulation 
in the signal field will result in proportional changes in A • A and 
J_i S 
hence in i . The heterodyne detection system Is, therefore best 
suited for processing of signals containing amplitude, phase or fre-
quency modulation. The amplitude, phase, or frequency modulation of 
the signal is preserved in the conversion of the signal down to the 
lower difference frequency. 
The integral in the last term of equation 2-25 gives the comple 
amplitude of the heterodyne signal. The integrand gives the complex 
amplitude of fluctuating intensity of the interfering waves. We see 
that for interference to take place, the fields must overlap (E ^ 0 
and E ^ 0 at all R over S) and not be mutually orthogonally polarized. 
For maximum interference effect, the signal and local oscillator beams 
o 
must be coaxial and if they are linearly polarized, they should be 
polarized in the same direction. 
For a maximum value of the integral and hence a maximum hetero-
dyne signal, the integrand must, in addition to satisfying the above 
34 
requirements, be of constant phase for all R on S. This requires a 
constant phase difference between A (R,t) and A (R,t) for all R on S, 
Li S 
a condition satisfied only when the fluctuations of A A are correlated 
L s 
over S and when the wavefronts of the signal and local oscillator 
fields have identical shape and are perfectly aligned. This requires 
the fields to be nearly coherent over S and to have the same direction 
of propagation. 
This last requirement is equivalent to that of having the inten-
sity fluctuations produced by the interfering wave to all be in phase. 
If the wavefronts were distorted or tilted with respect to each other, 
the resulting intensity fluctuations at different points on S will not 
be in phase and in some cases not be correlated and, hence, may cancel, 
a condition that clearly will not yield a maximum heterodyne signal. 
In summary, therefore, there, are four requirements for efficient 
heterodyning. The signal and local oscillator fields must 
(1) be identically polarized, 
(2) overlap on the photosurface, 
(3) have the same direction of propagation sometimes 
referred to as angular alignment, and 
(4) be nearly perfectly coherent, i.e. approximately mono-
chromatic. 
These four requirements are not easily satisfied and are sometimes so 
difficult as to make heterodyne detection of doubtful advantage. 
As a standard for comparing all heterodyne systems, let us 
consider the simple ideal case of uniform plane, linearly polarized, 
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monochromatic signal and local oscillator fields superimposed and 
normally incident on the photosurface so that all four requirements 
are ideally satisfied. The incident field is given by 
jw t j& t 
E(R,t) = Are~ + A e
 S , 
L s 
where A and A are the amplitudes of the local oscillator and signal 
Li S 
carrier fields and are real (taking the photosurface as a phase refer-
ence). The resulting intensity on S is 
I(R,t) = T + I + /e/p ATA cosunt, L s L s D 
9 2 
where OL = wT -us and I r = A_/2 and I = A / 2 . The i n t e n s i t y f luc tu-D L s L L s s J 
at ions a t a l l po in t s on S a re in phase . The photocurrent i s 
i ( t ) = M XLA + hf V + i- ^ \ ' s
t o s \ : = x + V + V^-
L s 
where A is the photosurface area. The carrier signal power delivered 
to a unit resistance after amplification is 
2 2 2 2 
9 9 a e c- ° 9 2 2 9 no 9 
S, = <G i (t)> = *-g-J G 1 X A = 2G'- %-^-TI A , (2-26) 
n s _,2r-z L S , 2. s-2. L s 
2h f y h f 
where G is the gain of the following amplifier. Tie RMS shot noise 
14 
current is given after amplification by 
36 
i = <GV(t)>
!5 = G/2iB(, +i D C ) , 
rms Li s 
where B is the equivalent rectangular bandwidth of the amplifier. The 
shot noise power is therefore given by 
2 2 
N, = 2G eB(i_p +inr, ) = =%f (IT+I )A. (2-27) 
h DCT DC hr L s 
L s 
The carrier signal-to-shot noise ratio (SNR), then, is 
Sv II A 
5NR, = J- = ̂ e L S 
h N. hfB I.. + I 
h ^ ; 






^ h ^ i ^ - V - (2"28) 
This results in a signal-to-noise ratio dependent on the signal power 
only, not on local oscillator power. I can therefore be increased to 
Li 
the point that the shot noise produced by it completely predominates 
over any other source of noise generated in the detection process. 
The signal-to-noise ratio is unaffected because the signal power 
increases at the same rate with I as the noise. 
LA 
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To examine the performance of a heterodyne system in comparison 
to other detection systems, let us consider a direct detection such as 
the one shown in Figure 5. In this system, the signal field E (R,t) is 
incident on a photodetector. The photocurrent is given by 
is(t) = ̂ ~ /i77 / Es(R,t)-E*(fi,t)dA. 
Any intensity modulation of the signal field will, therefore, result 
in proportional changes in i . The direct detection system is, thus, 
best suited for detection of intensity modulated signals. Since there 
is no local oscillator, there are no alignment requirements in a direct 
detection system. 
Examine the ideal case of a uniform plane, linearly polarized 
signal carrier normally incident on the photosurface. The incident 
field is given by 
jw t 
E (R,t) = A e S 
s s 
where A is amplitude of the signal field and is real. The signal out-
put is 
i = ̂  /T/7 A = | H , 
s 2hf s hf s * 






Figure 5. A Basic Direct Detection System 
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2 2 2 
S, = <G ij(t)> = q I % I T . (2-29) 
Q S . Z f-Z S 
n r 
The signal shot noise power is given by 
Nd - ̂ ^ D C = ̂ ^ V - (2-30> 
where again B is the bandwidth of the photodetection process or the 
signal amplifier that follows. The ideal signal-to-noise ratio is 
SNRa = i r = 2 i B I s A - ( 2-3 1 ) 
d 
Comparing this with equation 2-28 we note a twofold improvement, in 
signal-to-noise ratio for the heterodyne case, an advantage for hetero-
dyning but not a distinct one. In comparing equation 2-29 to 2-26 we 
have 
n IL 
s7 = 2 I" ' 
d s 
a conversion gain in the heterodyne process not exhibited by direct 
detection that increases with I . The shot noise also increases with 
Li 
I however, since from equations 2-27 and 2-30, we have 
L 
N, I + I I 
h L s L ^^ 
= — y tor >> 
IT, I I L s' 
d s s 
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but only at half the rate of the signal power, hence the twofold 
improvement in signal-to-noise ratio. 
The real advantage of heterodyning is more obvious, however, 
when one considers the effects of other sources of noise. In practice,, 
the noise for the direct detection case is usually much greater than 
the signal shot noise due to noise created by background light, photo-
detector dark current, and most important, thermal effects. The 
signal-to-noise ratio, in this case, will be much less than that given 
in equation 2-31. Such reductions even for Ideal signals are typical 
in many direct detection sy.~ terns and. can limit the usefulness for cer-
tain applications. 
In a heterodyne system, I can be made large enough for the 
local oscillator shot noise to predominate over these other noise 
sources. Because of the conversion gain in signal that accompanies 
a large I , the signal-to-nolse ratio will still be given by equation 
2-28 and, therefore, will not be affected by these other noise sources. 
Heterodyne Efficiency 
Heterodyne detection, as we have just seen, is generally more 
advantageous than direct defection provided it is efficient, that is, 
when its performance is comparable to that theoretically possible under 
ideal conditions. This Is possible only with the exact fulfillment 
of the four requirements. Should any or all of these requirements not 
be exactly fulfilled, a reduction in efficiency and a subsequent 
reduction in signal-to-noise ratio from the ideal case will result. 
This reduction is customarily measured by a parameter r\ usually called 
the heterodyne efficiency. It Is usually given by 
41 
<i2(t)> + . 
r, - s actual , 
T) - — 5 , (2-32 J 
<i'-(t)> . 
s ideal 
that is, the ratio of the signal power obtainable under actual operating 
conditions to the signal power obtainable under ideal conditions. 
Values near one indicate high efficiency heterodyning (near ideal opera-
tion); values near zero indicate low efficiency heterodyning. 
The obtainable SNR ratio is given in terms of the ideal SNR by 
SNR . _ '-- Ti.SSR., n-actual h ._deal 
Therefore, for realization of near ideal signal-to-noise ratios, the 
heterodyne detector must operate efficiently. 
The effects of polarization, overlap, and propagation direction 
misalignments on heterodyne operation have been studied extensive-
O TO TO 
ly. ' ' The general conclusions are that these alignment require-
ments are very strict and sometimes cannot be met. The effects of 
the reductions in signal or local oscillator field coherence, however, 
have received little attention. This is the performance limiting 
factor in many systems. 
M- : 
CHAPTER III 
THE DERIVATION OF IDE HETERODYNE 
EFFICIENCY AND SNR EQUATIONS 
The equations describing Ideal operation of a heterodyne 
detection system are given in the preceding chapter. In this chapter, 
the equations for the efficiency and signal-to-noise ratio are derived 
for a non-ideal system where the amplitude and phase variations of the 
signal and local oscillator fields are not perfectly correlated. This 
will be shown to be mathematically related to the degree of coherence 
of each field. 
Consider a heterodyne system where the signal and local oscil-
lator fields are polarized linearly in the same direction. The signal 
current is given from equation 2-25 by 
i (t) = £|/^Ai Re{/ ET(R,t)E"(R,t)dA}9 
s nt _ L s 
where 
jw t 
EL(R,t) - AL(R,t)e 
and 
]co t 
E (R,t) = A (R,t)e S , (3-1) 
s s 
,3 
so t h a t the average power de l ive red by the pho tode tec to r to a u n i t 
r e s i s t a n c e i s given by 
9 P "I2 
<ig(t)> = (V^SeTvteif EL(R,t)E;jR,t)dA} 
The squared integral can be written as an iterated integral; 
2 2 
lsM =(WRe{K(R~l>t)Es(Vt)dV 
h f y S 1 
Re{/ E (R ,t)E"(R ,t)dA,} 
'Lv 2' ' sv 2 
2 2 
( V F - i" RQ^1xCR1»t)^CR1«t»dA 
h f M S 
1 
/ Re{ET(R0,t)E^(R ,t)}dA ) 
"LN T s 2 2/ 
( S i J Re(EL(R1,t)E;(RlJt)} 
h f y b S2 
Re{EL(R2,t)Es(R »t)}dAidA2V 
where S, = S = S. 
The time average is given by the integral 
<i2(t)> = lim ~- / i2(t)dt. 
T*« 2T -T S 
Only the integrand is a function of time so the order of integration 
may be interchanged to give 
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\ M = W / / <Re{EL(R1>t)E4s(E1,t)} 
h f u S1 S2 
Re{EL(R2,t)Es(R2,t)}>dA1dA2. 
Let us consider just the integrand for the moment 
< R e { E L ( R 1 , t ) E ^ ( R 1 , t ) } R e { E L ( R 2 , t ) E ' \ R 2 , t ) } > 
= < i 5 ( E L ( R 1 , t ) E ^ ( R 1 , t ) + E ^ ( R 1 , t ) E s ( R 1 , t ) ) 
^ ( E L ( R 2 , t ) E " ( R 2 , t ) + E ^ ( R 2 , t ) E s ( R 2 , t ) ) > 
^ [ < E L ( R 1 , t ) E L ( R 2 , t ) E ^ ( R 1 , t ) E s ( R 2 , t ) > 
+ < E L ( R 1 , t ) E L ( R 2 , t ) E s ( R 1 , t ) E s ( R 2 , t ) > 
+ <ET(Rn , t ) E T ( R 0 , t ) E (R , t ) E ( R . , t ) > 
L I L 2 s i s 2 
+ < E £ ( R a , t ) E L ( R 2 , t ) E s ( R 1 , t ) E s ( R 2 , t ) > ] 
By substituting equations 3-1 into this, we see that before the time 
average is performed, the first two terms are of low frequency varia-
tion while the last two are of 2m variation. The time average, 
therefore, eliminates the last two terms and 
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< R e { E T ( R 1 , t ) E " ( R 1 , t ) } R 9 { E _ ( R _ , t ) E ( R 0 , t ) } > 
L I s i L 2 s 2 
= ^ [ < E L ( R 1 , t ) E L ( R 2 > t ) E s ( R 1 , t ) E c , ( R 2 , t ) > 
+ < E L ( R 1 , t ) E L ( R 2 , t ) E s ( R 1 , t ) E ^ ( R 2 , t ) > ] 
= h R e { < E L ( R 1 , t ) E L ( R 2 , t ) E s ( R 1 , t ) E s ( R 2 , t ) > } 
In many p r a c t i c a l s y s t e m s , _:he f i e l d p r o c e s s e s can be assumed 
2 t o be e r g o d i c . Making t h i s a s s u m p t i o n h e r e , vve have 
h Re{<ET(R -,t)ET ( R 0 , t ) E (R. , t ) E ( R _ , t ) > } 
J - i l Li Z S I S ^ 
= h R e { E [ E L ( R 1 , t ) E L ( R 2 , t ) E s ( R 1 , t ) E s ( R 2 , t ) ] } 
In addition, if the signal and local oscillator fields are statistically 
independent, as they would be if generated separately, this equation 
becomes 
h Re{E[EL(R1,t)EL(R2,t)]E[Es(R1,t)Es(R2,t)]} 
= h Re{<EL(R1,t)E^(R2,t)><E^CR1,t)Es(R2,t)>}. 
Comparing the time average in tviis last term to those of equation 2-3, 
we see that 
U-6 




<E (Rl9t)Es(R2,t)> = rg (R 1,R 2,O) - rs (R X,R 2,O) 
t e 
= r CRlfR ), 
the mutual coherence functions for the local oscillator and signal 
field. The t and e subscripts are dropped since the averages are 
equivalent under the ergodic assumptions and the x variable is dropped 
since it is always zero. The expression for the average signal power, 
therefore, is 
2 2 
< i : ( t ) > = q t e ! ! Re{T (R R )r"(R R )}dA dA_. s 2 h 2 f 2 ^ ^ ^ L 1 2 s 1 2 1 2 
The mutual coherence func t i ons , in terms of the degree of 
coherence funct ions a re given from equat ions 2-2 and 2-13 by 
WV = CrL (R 1 ,R 1 ) rL (R 2 ,R 2 ) ] \L (R 1 ,R 2 ) 
= 2 i/jT/e [ I L (R 1 ) I L (R 2 )3 \ L (R 1 ,R 2 ) 
and 
';? 
r s (R l 9 R 2 ) = [ r s ( R 1 , R 1 ) r s ( R 2 , R 2 ) ] S s ( R 1 , R 2 ) 
2 (^7FCls(Ra)Is(R2)]Ss(R1,R2)> 
so 
^s^-^l J C V W W W V 3 ' 
h f s 1 s 2 
R e { Y L ( R 1 , R 2 ) Y g ( R 1 , R 2 ) } d A 1 d A 2 . ( 3 - 2 ) 
The signal power is thus related to the respective degree of coherence 
of the signal and local oscillator fields through the above integral. 
In the ideal case, the signal and local oscillator must be per-
fectly coherent. In addition, if the signal and local oscillator are 
perfectly aligned and normal to the photosurface. 
YL ( R1 , R2 ) = Ys C Rl , R2 ) = 1 f ° r RL'R2 ° n S* 
This is because E and E are perfectly monochromatic and R and R 
J_i s ~ 1 2 
lies along an equiphase front. The signal power for this case is 
<is(t>>ideal = f t ¥ n " ^ V V V V V M V ^ V V 
hi S bn 
The heterodyne efficiency, therefore, is given from equation 2-32 by 
4-a 
n, ~ 
<i2(t)> . . 
s actual 




_ Sl S2 _ _ _ 
/ J [IJRJIJ^)!^^)!^:^)]^^ 
bl b2 
The numerator and denominator are identical except for the coherence 
functions whose maximum values are unity. The heterodyne efficiency 
for the perfect coherence case is, as might be expected, equal to one. 
Since 
"i/WWWV^ 
is always positive and 0<|y |<1 and 0<iy \<1, reduction in either the 
Li ' S 
signal field coherence or the local oscillator coherence result in a 
decrease in efficiency. 
The SNR for this case assuming local oscillator shot noise 
limited operation is given by 
< i 2 ( t ) > 
< i ( t ) > 
n 
J / [ I L ( R 1 ) I L ( R 2 ) I s ( R 1 ) I s ( R 2 ) ]
i l R e { > . (R^ ,R2 ) y \ \ >%2 ) }dA dA 
S 1 S 2 _ 1 _ 
* • • • • — — — •• 
/ I T (R)dA 
S 
( 3 - 4 ) 
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Both the heterodyne efficiency and signal-to-noise ratio of a hetero-
dyne system can, thus, be determined as functions of the signal and 
local oscillator field coherence functions, yT
 aTi(^ Y » a~t "the photo-
Li S 
surface, the intensity distribution, I and I , of the local oscillator 
Li S 
and signal field, and the photosurface size and shape S. We see that 
with everything else fixed, a reduction in the coherence of either the 
signal or local oscillator will cause a reduction in n and SNR. 
In summary, the efficiency and SNR of any heterodyne detection 
system are given by equation 3-3 and 3-U-. The only conditions placed 
on the system are : 
1. The system is ergodic in the mean and correlation. 
2. The local oscillator and signal are statistically Independent. 
These are not severe restrictions and aopiy to many practical and useful 
heterodyne systems. Although the effects of imperfect overlap and 
angular alignment are not included in this study, their effects can be 
studied from these equations. These equations can, therefore, be very 




THE ANALYTICAL STUDY 
Thus far, only the most general type of heterodyne system has 
been considered. In this chapter, the general equations that have been 
developed are applied to three specific systems to evaluate their per-
formance as heterodyne systems. The systems are (1) a communications 
link through a turbulent atmosphere, (2) a laser Doppler surface motion 
measuring system, and (3) a laser Doppler fluid flow measuring system. 
The basic approach, for each system, is to (1) calculate the signal 
field coherence function based on a statistical description of the 
system, and (2) calculate the heterodyne efficiency and signal-to-
noise ratio from equation 3-3 and 3-4 for different receiving apertures, 
different local oscillator Intensity functions, and different degrees 
of local oscillator coherence. The main objective is to determine con-
ditions at the receiver for efficient operation and maximum SNR, The 
effects of changing signal parameters are not considered here. 
An Optical Communications Link 
The development of the laser has established a great new interest 
in coherent light as a carrier for information in communications sys-
tems. Not only does this provide-wider bandwidth and greater informa-
tion capacity in a highly colimated beam, but also the possibility of 
the use of coherent detection techniques and. the resulting improved 
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noise immunity. Ironically, for earthbound communication links, the 
coherence of such a signal can be seriously reduced by random atmos-
pheric effects, limiting the usefulness of this type of optical com-
munication system. 
The random atmospheric effects are primarily of the form of 
random variations in the index of refraction from point-to-point caused 
by atmospheric turbulence. These variations produce, in turn, random 
fluctuations in amplitude and phase in an optical signal propagating 
through the atmosphere. This is Illustrated In Figure 6. The subse-
quent reduction In signal coherence can severely reduce the effective-
ness of the optical heterodyne receiver as a coherent detector. 
The performance of an optical heterodyne communications system 
as it is affected by atmospheric turbulence has been investigated by 
many authors in different ways. Gardner studied power loss In hetero-
dyne signal due to turbulence compared to no turbulence for various 
r-
size circular receiver apertures. Fried studied the signal-to-noise 
ratio as a function of the turbulence intensity and receiver aperture 
diameter. Rosner investigates the IF signal power for various 
15 
receiver aperture diameters. In this thesis, the heterodyne system 
will be re-examined in terms of heterodyne efficiency and signal-to-
noise ratio as defined in equations 3-3 and 3-4. 
Derivation of the Coherence Function 
In deriving the degree of coherence function for the signal 
field, the second order statistics of the amplitude and phase fluctu-





Distorted by Turbulence 
Beam 
Splitter) P h o t o d e t e c t o r 
Turbulent Atmosphere 
Figure 6. Optical Heterodyne Communications Link 
Through a Turbulent Atmosphere 
5 • 
index fluctuations. These statistics have been the subject of investi-
gations by many authors , most notably, Kolrnogoroff and Tatarski. 
They have found that the. mcst convenient way tc describe these fluctua-
tions is with a structure function given by 
Dn(|R2--R1h = E[(.An(R2)-An(R1))
2], 
where An is the variation in index of refraction from the average, i.e., 
An = n - E[n]. The structure function in contrast to the correlation 
function, is stationary over a certain period of time (usually an hour 
or two) and largely unaffected by changes in the variance of An from 
point-to-point. Kolrnogoroff has shown that the structure function for 
separations |R -R | up to a few meters is given by 
VlV S l l ) = C nlV\ l ? / 3 
2 
where C is known as the structure constant and depends primarily on 
the variance of the refractive index fluctuation. It is usually deter-
5 mined experimentally. 
The corresponding variations in amplitude and phase of an 
optical wave are also described by a structure function. This is given 
17 
by Tartarski as 
D C I R ^ R J ) = D 1(|R 2-R 1|) t D^( |R2-R1| ) 
5/3 
= PIR2"
R11 » (^1} 
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where V is a constant determined by the path of propagation, turbulence 
along the path, and wavelength of the optical wave. It is given for 
paths just above ground level by 
-'J"] LC£: 
where X is the wavelength of the light, L is the communication path 
2 . length and C is the structure constant. In a typical example of 
2 -15 
X - 0.63 ym (He-Ne laser wavelength), L = 1 km, and C =10 (mid-day 
turbulence), V = 291. D, and D. are the log-amplitude and phase struc-
1 0 








D MP^-Rj) - E[(0(R2)-0(R2))
2], 
where 
1(R) - ln(A(R)/E[A2(R)j^) 
These functions are also stationary for a period of about an hour 
or two, homogeneous, and isotropic. In addition, the log-amplitude 
5 17 
and phase variations are Gaussian in nature. With these results, 
55 
the ensemble degree of coherence function can be derived in terms of 
this structure function. 
Let us assume that the structure function is ergodic. This 
assumption is not always justifiable because the constant V in equation 
M--1 varies with the intensity of the turbulence which, in turn, varies 
with time of day. Over a short time, however, the structure function 
as stated above, is stationary, and one might expect to see all possi-
ble configurations of refractive index variation along the propagation 
path. Under these conditions, the ergodic assumption is reasonable, 
The degree of coherence of a. linearly polarized signal carrier 
field is given from equation 2-2 by 
E[E g (R 1 9 t )E ( R 2 , t ) ] 
[£[E ( i L , t ) E ( R l 9 t ) ] E [ E ( R 0 , t ) E " ( R 0 , t ) ] ] '
5 
s i s i s 2 s 2 
where 
jw t 
E s (R , t ) = A s (R , t ) e
 S , 
and 
A (R , t ) = A ( R 5 t ) e ^
( R ' t } s " s 




Y CR-,,R9) - 2~I T ~9~I £" 
S -1 2 ECA^R^l^ECA^R)]^ 
s i s i 
= E 




s i s 2 
Ag(R2) j(c^(R1)-(|)(R2)) 
e 
[(1(R1)+1(R2)) + j((|)(R1)-(t)(R2))] 
= E[e ] . 
Fried shows, using the property 5 
p r (aa+bS)-, _ [a
2/2 E[(a-E[a])2] + b2/2 E[(3-E[3])2] 
ELe J - e 
+ aE[a] + bE[|3]] 
of independent Gaussian random variables a and 3 with constants a and 
b and in addition using the fact 
E[(1(R) - E[1(R)])2] + E[1(R)] = 0 
and assuming 1(R ) + 1(R„) and <j>(R.) - c|>(R ) are independent, that 
[(1(R.)+1(RJ) + j(>(R, )-cb(R0))] 





The degree of coherence is, therefore, equal to 
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- > S E [ ( 1 ( R 0 ) - 1 ( R 1 ) )
2 ] - J j E C C K R , M ( R , ) ) 2 ] 
Y 8 ( 5 1 , R 2 ) = e
 2 




The degree of coherence of the c a r r i e r s i g n a l f i e l d from t h i s and 
equation 4-1 i s 
-V/2 |R9-R1 I ' 
Y s ( W = S " (4_2) 
For two fixed points R, and R_, an increase in turbulence will result 
in a decrease in the field coherence at points R and R . For the 
example used earlier where V - 291, the degree of coherence will drop 
to 1/e when the separation is |R -R j = 3.3 cm. 
Calculation of Heterodyne Efficiency and SNR 
With the coherence function of equation M--2, the heterodyne 
efficiency and signal-to-noise ratio can be calculated for various 
choices of I , the local oscillator distribution on S; various degrees 
Li 
of coherence of the local oscillator beam; and various sizes and shapes 
of receiver aperture. There are many possible combinations that can 
be studied. Only the following cases involving receiver parameters 
are discussed: (1) constant I on S and Gaussian IT of different 
s L 
diameters as a function of different circular aperture diameters for a 
perfectly coherent local oscillator, (2) constant I and Gaussian I 
s J_I 
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at one specific circular aperture diameter for a "nearly" perfect local 
oscillator coherence, and (3) constant I and rectangular I of one 
S L 
specific beam radius for a perfectly coherent and a "nearly perfectly 
coherent local oscillator. 
The coordinate system used for the calculation at the photosur-
face is shown in Figure 7. The degree of coherence in terms of points 
(y",z ) and (y",z ) on the photosurface from equation 4-2 is 
-P/2([(y"-y")2+(zV-z'')2]i5)5/3 
Ys(y^^,y^z^) = e 
*±*2' '-1 ~2 
~P/2[(y^-y'p2+(z!^zJp2]5/6 
Normalizing by letting 
v" 
Y = ^r-,- and Z = (2/P) 3 / 5 (2/P) 3 / 5 
we have 




2] 5 / 6 
Ys(yl'Zl'y2'Z2} = e 
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z" 
a. Actual Coordinate System 
, Y 
Z 
b. Normalized Coordinate System 
Figure 7. Coordinate System at the Photodetector 
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The exact form of the functions used in the calculation are 




iL(y",z") = e 
2 2 2 
-2(Y +Z )/A for a Gaussian distribution, 
IL(y
H,z") = 
2 2 2 
1 for Y +ZZ<A 
0 for Y2+Z2>A2 
for a rectangular distribution, 
Is(y",z") = 1, 
YT(yV,z",y",z") = 1 for perfect local oscillator 
Li -L 1 2. Z coherence, 
and 




for "nearly" perfect coherence, where A is the normalized beam radius. 
The "nearly" perfect local oscillator coherence function is for a 
source whose field variations at the center of the beam are 90 per 
cent coherent with those at the beam radius. Most lasers produce 
radiation whose coherence is within these limits.. 
The equations used for calculation of the heterodyne efficiency 
and SNR are: 
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1. For t h e s i g n a l power 
/F. A 2 
- r Vr?-Y? -
/ r A - Y l 
/ 2 v 2 
-r - v r -Y 
A 2 A A 1 
r i L ( y ^ , z - ) I L ( y ^ z ^ ) ] ' 
Y L C y ^ z ^ y ^ z ^ Y ^ y ^ z ^ . y ^ z ^ d Z ^ Y ^ Z . ^ Y ^ ( 4 - 3 ) 
2. For t h e i d e a l s i g n a l power 
p i = 
- r 
/ r 2 - Y 2 
A 2 
/ r 2 - Y 2 
A 2 
/ r 2 - Y 2 
A 1 
- r ^ 
- 2 v 2 
- / r A " Y l 
[ I L ( ^ ^ - ) I L ( y | | , z » ) ] -
dZldYldZ2dV ( t - 4 ) 
3 . For t h e n o i s e power 
/ 2 v 2 
/ r . -Y 
PN = 
r A 
J / 2 ~ „ 2 
- v r . - . 
I L ( y " , z " ) d Z d Y , 
- r . -vrA-Y 
A A 
14-5) 
where r is the normalized circular aperture radius. The heterodyne 
ef f i c i e n c y and SNR a r e g i v e n i n t e r m s of P , P , and P by 
P, q e l 
n h = p-- and S N R = h f B 
; (2/P)5 / 5 J - . 
N 
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The equations are too complex for analytical evaluation and were, 
therefore, evaluated using integral approximation techniques on a 
digital computer. Sample programs used are presented in Appendix I. 
Now let us look at the effects of changing various receiver 
parameters on r\ and SNR. In Figure 8, the actual signal power P , 
ideal signal power P , and shot noise power P are plotted in arbi-
trary units versus r for A = 1 and perfect local oscillator coherence. 
We see that increasing r increases all three up to a point where 
A 
almost all of the local oscillator power is used. We see too that the 
ideal signal power rises faster than the actual signal power so the 
efficiency decreases. The actual signal power increases faster than 
the noise power so the SNR increases. 
Figures 9 and 10 sho^ plots of heterodyne efficiency and SNR 
versus r and r /A, respectively, for perfect local oscillator 
n. A 
coherence. The SNR plotted is the ratio P /P in Figure 9 and 
o IN 
(P_/PllT)/(P_/PllT) in Figure 10. Looking first at Figure 10, we see S N S N max 
that for smaller local oscillator beam radi, the heterodyning is 
more efficient for a constant r /A. Nearly perfect operation can be 
achieved with A = 0.1. A maximum SNR is achieved for r /A = 2. We 
A 
can obtain the most efficient operation, therefore, by making A small 
and adjusting r so that r /A = 2. Figure 9, however, shows that 
A A 
operation In this manner yields poor SNR as compared to larger local 
oscillator beam radii. Here, better SNR but poorer efficiency results 
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Figure 9. Plots of n^ and SNR Versus 




Figure 10. Plots of rty. and Normalized SNR 
Versus r./A for Various Values of A 
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Figure 11 shows the comparison of heterodyne efficiency for a 
perfect coherent and a "nearly" perfect coherent local oscillator 
field. We see that small reductions in local oscillator coherence 
produce no significant reduction in heterodyne efficiency. 
Figure 12 shows the comparison of heterodyne efficiency for a 
rectangular local oscillator intensity of radius A = 1 to a Gaussian 
intensity function of the same radius for perfect local oscillator 
coherence. We see that there is no significant difference between 
the curves for r, less than A. 
A 
Figure 13 shows the comparison of heterodyne efficiency for a 
rectangular I with A = 1 for a perfectly coherent and a "nearly" 
Li 
perfectly coherent local oscillator field. The results show that there 
is no substantial difference in sensitivity to local oscillator coher-
ence than for the Gaussian I case. 
L 
In summary, we see that the local oscillator beam size is the 
most important parameter in determining the system efficiency and SNR. 
Slight reductions in local oscillator coherence and small changes in 
oscillator beam shape do not significantly change the system operation. 
We see, too, that for maximum SNR, the local oscillator beam radius 
must be made as large as possible, whereas, for maximum efficiency, it 
should be made as small as possible. 
A Laser Doppler Surface Motion Measuring System 
Heterodyne detection has been extensively applied in various 
types of measurement systems, primarily in velocity measuring systems. 




















A Plot of Oh Versus r^ for A = 1 for Perfect 
and "Nearly" Perfect Local Oscillator 
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Figure 12. A Plot of rih Versus r^ for Gaussian and 


















Figure 13. A Plot of n-w Versus r^ for A = 1 for Perfect 
and "Nearly Perfect Local Oscillator 
Coherence, Rectangular Intensity Distribution 
O'J 
object provides a very accurate and sensitive method for measuring its 
velocity. One specific example is the use of optical heterodyning to 
measure the velocity of a rough surface. Two such applications have 
been reported. ' Another specific system called a laser Doppler 
surface velocimeter (LDSV) is investigated here. 
The system to be investigated is illustrated in Figure 14. In 
this arrangement, a beam from a continuous wave Laser is focused on a 
rough surface. A portion of the incident beam is split off for use as 
a local oscillator. The portion of the light scattered at an angle 6 
by the surface constitutes the signal. The optical components are 
aligned so both beams travel equal path lengths in reaching the photo-
detector, and are refocused coincident there. Because of the Doppler 
20 
effect, the heterodyne signal output will be of frequency 
f = -2. = i- (k -JO • v, 
D 2TT 2TT S 0 
where k and k^ are the wave vectors of the scattered and incident 
s 0 
light and v is the velocity at the surface at the focal point. In 
terms of the angles involved 
_ V . e „ e, 
fn = sin — cos(4; + —) 
D 7T I I 
2v . e . e. 
= 7 — Sin 7T COS(l|j + — ) . , 
xo 2 2 
where A^ is the wavelength of the incident radiation and k = k 











Figure 14. A Laser Doppler Surface Velocimeter 
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(valid for non-relativistic velocities). By measuring f , 6, and ijj, 
we can determine the velocity v of the surface. 
Since the signal beam is composed of light scattered from a 
moving random rough surface, the signal field will fluctuate randomly. 
These fluctuations will not be perfectly correlated over the photo-
surface, therefore, a reduction in signal field coherence res'Its. To 
calculate this, the system must first be mathematically modeled. 
Mathematical Model for the System 
In modeling the laser Doppler surface motion measuring system, 
mathematically, the following assumptions are initially made: 
1. The rough surface is modeled by a two-dimensional densely 
packed monodispersed distribution of spherical particles. These par-
ticles are distributed at random in a Poisson way so that the probabili-
ty of finding N particles in a square area A is given by. 
P(tf,A) = M f e-MA 
where M denotes the average number of particles per unit area. All 
particles have the same velocity. 
2. The incident radiation is approximated by a Gaussian beam 
21 
The field in the focal region for such a beam is given by 
E w -[r2/w2 + j(kx-$-kr2/2R)] 
E(r,x) = -2^-e 
w 
2 2 2 
where propagation is along the x axis, r = y + z , k is the 
12 
propagation constant, w Is the beam radius defined by 
w = w [1 + (Ax/irw ) ] 
o o 
and w is the beam radius at the focal point, $ is given by 
--1 • 2 
= tan (XX/TTW ), 
and R is the radius of curvature of the wavefronts and is given by 
R = x[l + (TTW2/AX)2]. o 
Figure 15 shows constant intensity contours and wavefront curvatures 
Away from the focal area the beam radius diverges at an angle of 
e = x 
TTW 
O 
from the propagation axis. Within a few beam rs.dii of the focal 
point, 
R-̂ °°, w=w , and $=0, 
so the field is given by the approximate form 
2, 2 
-r /w _. 
E(r,x) = EQe ° e
 :. (4-7) 
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3\ , x 
Constant Phase 
Contour (Wavefront) 
Figure 15. Constant Intensity and Phase Contours 
for an Ideal Gaussian Beam 
74 
3. The scattered wave from each particle is assumed to be 
spherical so that each particle can be considered as a point scatterer. 
The intensity of the scattered wave is essentially constant over the 
receiving aperture. The velocity of the particles is slow enough so 
that a quasi-static approach may be taken where the particle is con-
sidered stationary in calculating the scattered wave. No multiple 
scattering is considered. 
4-. The photosurface is considered to be spherical with center 
at the focal point. The transformation of the plane photosurface at 
the focal point of the collecting lens back through the lens yields 
such a surface. For further simplification, the expression of a 
scattered spherical wave on this spherical photosurface is approximated 
by the expression of a scattered plane wave on a plane surface. The 
error for typical dimensions of the scattering region (w = 100 urn) and 
the receiving aperture at a distance of 4-0 cm (R = 1 mm) is less 
A 
than one-tenth of a wavelength, a negligible amount. 
5. The average quantities are assumed to be stationary and 
ergodic. This assumption is discussed in Appendix II. In addition, 
the signal and local oscillator are assumed to be independent and 
linearly polarized so equations 3-3 and 3-4 may be used to evaluate 
the system performance. Actually, the signal and local oscillator 
variations are coupled to some extent because they are derived from 
the same beam in most systems. The coherence of this beam is such 
that this effect is negligible, however. There will be a cross 
polarization component of the signal beam due to scattering but only 
75 
the parallel component will heterodyne wi~h the linearly polarized 
local oscillator. 
Figure 16 illustrates the coordinate systems to be used. The 
photosurface is in the x,y,z coordinate system, y" and z" represent 
a point on it. The rough surface is in the y , z plane and the 
incident radiation is most conveniently described in the x', y', z' 
coordinate system being incident in the -x' direction. 
The incident radiation is given from equation M--7 by 
>2^ , 2 , 2 .n , - y ' +z• /w jk x' 
E. ( x \ y \ z O = E e ' ° e 
m c o 
The scattered wave at a point x,y,z from the kth particle is given by 
-jkL&k(x,y,z) 
E (x,y,z) = m E ^ C x ^ y ^ z ^ e 
k 
The quantity m is a scattering coefficient given by 
m = E /E 
s o 
and d, is the distance from x,y,z, to the kth scattering particle 
The total scattered field is given by 
all 
particles 
E (x,y,z) I E (x,y,z). 
S k Sk 
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direction of incident 
radiation point (yn,z,r) 
d, 
Photosurface 
Common z Axis 
Figure 16. The Coordinate System for the LDSV Calculations 
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The ensemble mutual coherence in the scattered radiation at two 
points on the photosurface is given by 
rs(y-,Z»,y»,zp - E[Es(y»,8»)Ea(y»,z»)i 
= EC IE I £s (yjypEg ( y ^ ^ ) ] . 
i : i j 
This average has been derived in Appendix II and is equal to 
rs(y»,z»,y^,zp = M / / Eg (y-,Z-)E^ (yg.zjpdy dzp , 
_oo _oo ]^ Jk \ k̂ 
where M i s the average number of p a r t i c l e s per un i t a r e a . Looking j u s t 
a t the in t eg rand , we have 
h^y'i^PhM^P 
k k 
2F J. ^VvM^P HW>
Z'P 
= m c . t . e e 
m c m c 
-2(yk2-k2/-o> ^ W ^ - W I P 
= E e e 
s 
Using the plane-wave approximation for the scattered wave, we have for 
the phase term 
d k ( y ^ ) - dk(y»,z») = 
y"y 




- d - n?* zi'z Ik 
wi-y'P T + <zi-zP J • 
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which using the coordinate transformation to y , z system is 
P P 
<,y1-y2J R y + u 2 z2; R 
where d = R at points on the surface where E. has significant ampli-
mc 
tude. The integrand now becomes 
r , 2 . 2 , 2 . 2 , - 2 ( y s i n i>+z^ /w^) 
Esv
(y£'zi)El w*v - is Pk 
K K 
Pk ° 
j kLy sin(<J)+ip)/R Cy^'-y2') j kjZ /R (z^-z'2
() 
T h e r e f o r e , 
- 2 z 2 /w 2 j k z /R (*»-*") 
2 ,°° Pk ° L Pk -1 2 
T ( y ^ z ^ , y 2 ' , z ^ ) = ME; / e e dz P! 
2 2 2 
-2y s i n ib/w j k , y s i n ( 6 t ^ ) / R (yV-yJD 00 p. o 1 "p. 1 2 
r k ^ 
J e e dy 
= ME; 
A" w -K% /2R 2A 2 ( z ! / - z") : 
0 0 1 2 
e v^ 




e - x 
7TW 
O 
the angular divergence of a Gaussian beam of focal radius w and 
normalizing by letting 
y" z" 
Y = R0 3 n d Z = R0 ' 
we have 
ME2™2 -^[(Y -Y )2 s in2(0+ij j ) /s in2^ + (Z - Z Q )
2 ] 
T f v " 7 M v " 7 n ) = - — e 




rs(y;,z«,y»^£) = ri(,«.*2.,S.z|p = ^ ^ 
SO 
-^[(Y -Y ; 2 sin2(6+i|j)/sin2ii; + (Z -Z ) 2 ] 
Y s ( y ^ z J , y ^ z ^ ) = e
 L . (4-8) 
Making w smaller at the rough surface as expected increases the region 
of coherence at the photosurface. This region of coherence is elliptic 
in shape, however, due to the sin̂ (9+ijj )/sin \p factor in y above. 
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Calculation of Heterodyne Efficiency and SNR 
The heterodyne efficiency and SNR are calculated from equations 
3-3 and 3-4 for the following important cases: (1) constant I and 
Gaussian I of different diameters as a ±unction of different circular 
Li 
aperture diameters for a perfectly coherent local oscillator, (2) con-
stant I and Gaussian I of one specific diameter at different circular 
s Li 
aperture diameters for "nearly" perfect local oscillator coherence, 
(3) constant IQ and Gaussian I of one specific diameter for various 
elliptic apertures that matches the eccentricity of the coherence 
region for perfect and ''nearly" perfect local oscillator coherence, and 
(4) constant I and rectangular I at various circular aperture diame-
S Li 
ters for perfect and "nearly" perfect local oscillator coherence. The 
coordinate system shown in Figure 7 is again used for calculation except 
for this case, 
Y = J- , Z = ~ , dy" = RGdY, and dz" = R0dZ , 
RG Rfc) 
so that 
-^[(Y, -Y ) 2 sin2(9+i!0/sin2 ip + (Z -Z ) 2 ] 
y ^ y ^ z ^ y ^ z " ) = e , (4-9) 
2 2 - 2 
Ir(y",z") = e~
2(Y + Z J/A for a Gaussian distribution, (4-10) 
Li 
IL(y",z") 
1 for Y2+Z2<A2 
for a rectangular distribution, 
0 for Y2+Z >A 
ol 
Is(y",z") = 1, 
YT (y',',z'',y",z") - 1 for perfect local oscillator coherence, 
and 
-[(Y -Y )2t(Z -Z )2]/(3.1A)2 
YL(y^z^y^z^) = e
 ± (4-11) 
for "near ly" pe r fec t coherence. 
The equat ions for the heterodyne e f f i c i ency and SNR are 
nh = ^ (4-12) 
I 
and 
Jl 2 0 2 r 2 _ E TTW R 0 P 
SNR = 3§- - i U 2 - -2- , (4-13) 
nfB 2simJj PTT 
r N 
where P , P and P are given by equations 4-3, 4-4, 4-5 and r in 
o J_ IN ft 
those equations is the normalized circular aperture radius. For the 
case of the elliptic aperture, the upper and lower limit in the Z 
integration of the equations are 
/2 v2 sin(9+ijj) , / 2 v2 sin(e+ip) 
VT.-Y ,—~- and -/r -Y :—~ - . 
A si nip A sinip 
Since these equations are again too complex for analytical evaluation, 
a digital computer was used. Sample programs are presented in Appendix 
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I. The values of 6 and \p were taken as 30° and 90°, respectively. 
The results are presented in Figures 17 through 22. 
Figures 17 and 18 show plots of heterodyne efficiency and SNR 
versus r and r /A, respectively, for perfect local oscillator 
A A 
coherence. The SNR plotted in Figure 17 is P /F , and in Figure 18, 
is (ps/
p
NV(Ps/PN)Triax. Looking first at the plots in Figure 18, 
we see that for smaller local oscillator beam radii, the heterodyning 
is more efficient for constant v /k. We see, too, that maximum SNR 
for each case is obtained by making r./A = 2. From Figure 17, however, 
A 
we see that operating in this manner yields poor1 SNR as compared to 
larger local oscillator radii. Therefore, good efficiency and good 
SNR cannot be obtained simultaneously. 
Figure 19 shows the comparison of heterodyne efficiency for 
perfect and "nearly" perfect local oscillator coherence. We see that 
slight reductions in the local oscillator coherence have no significant 
effect on heterodyne efficiency. 
Figure 20 shows the comparison of circular versus elliptic aper-
ture for perfect local oscillator coherence. There is very little 
difference between the two curves. 
Figure 21 shows this comparison for rectangular versus Gaussian 
local oscillator intensity distribution. We see essentially no sig-
nificant difference for r less than A. 
A 
Figure 22 shows this comparison for rectangular I with A = 1 
J_i 
for perfect and "nearly" perfect local oscillator coherence. Slight 
reductions in the local oscillator coherence have no significant effect 





Figure 17. Plots of n^ and SNR Versus r^ for Various 




Figure 18. Plots of TN and Normalized SNR Versus rA/A 
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Figure 19 A Plot of r^ Versus r* for A = 1 for Perfect and 
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Figure 20. A Plot of n^ Versus r« for A = 1 for a Circular 
and an Elliptic Aperture, Gaussian I 
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Figure 21. A Plot of n^ Versus r^ for Gaussian 
and Rectangular I 
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Figure 22. A Plot of n^ Versus r^ for Perfect and "Nearly" Perfect 
Local Oscillator Coherence, Rectangular I with A = 1 
L 
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Comparison of these results to those for the communications 
link shows that the operation of both systems is very similar. The 
conclusions that can be made here are identical to those made in the 
communication system. 
A Laser Doppler Fluid Flow Measuring System 
Another example of the use of optical heterodyning in velocity 
measurement systems is the laser Doppler flowmeter (LDF). Since its 
22 20 23 24 
initial development by Yeh and Cummins " and Foreman, ' it has 
25 
been extensively analyzed from a system design"" and a signal spec-
trum point of view and used, for many different types of measurements 
27 28 29 
including laminar and turbulent flow and flow development. ' One 
great advantage of using the LDF in such measurements is that it does 
not perturb the flow in any way. 
A typical system is shown in Figure 23. In this arrangement, a 
beam from a continuous wave laser is focused inside a flow chamber at 
a point P at which the velocity measurement is desired. The unscattered 
light passing through serves as a local oscillator while the portion 
scattered at the angle 0 by small contaminant particles placed in the 
flow is the signal. The optical components (Lenses L and L9, Mirrors 
M, and M9, and the beam splitter) are aligned so both travel equal path 
lengths and are refocused coincident at the photodetector. The equal 
path requirement is necessary when a multi-mode laser is used so that 
30 
no reduction in output signal will result. The heterodyne signal 





Figure 23. A Laser Doppler Flowmeter 
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% 1 - -
D 2TT 2TT s o 
for the geometry in Figure 23. The component of v e l o c i t y in the 
d i r e c t i o n of k -k can be determined by measuring f ̂  . 
so J & D 
Since the signal field is composed of light scattered from a 
random distribution of moving particles, its coherence will not be 
perfect over the photosurface. To calculate the coherence function, 
the system must first be mathematically modeled. 
Mathematical Model for the System 
In modeling the LDF system mathematically, the following assump-
tions are initially made: 
1. The contaminant scattering particles are assumed to be 
distributed at random in a Poisson way so that the probability of 
finding N particles in a volume V is given by 
P(„,V) =if^e- M V, 
where M is the average number of particles per unit volume. They are 
also assumed to be monodispersed, spherical, and of uniform velocity. 
Studies have shown that light scattered from a polydispersed distribu-
tion of irregularly sized particles has many of the properties of 
light scattered from a polydispersed distribution of spherical par-
31 tides. It Is shown in Appendix III that if a particle's size is 
independent of Its position, then a polydispersion does not alter 
the form of the correlation function of the field of a monodispersion. 
90 
In addition, other studies have shown that the Brownian motion of the 
31 
particles have negligible effect on the output spectrum so the par-
ticles may be regarded as being of fixed relationship to each other as 
they pass through the focal region. The flow is thus considered to 
be laminar. 
2. The incident radiation is approximated by a Gaussian beam 
as in the last example. The field in the focal region is, therefore, 
given by equation 4-6. 
3. The scattered wave from each particle is assumed to be 
spherical as in the last example. The quasi-static approach will 
again be taken. 
4. The photosurface is considered to be spherical as in the 
last example. In addition, the expression for the scattered spherical 
wave on the spherical photosurface is approximated by the expression 
of a plane wave on a plane photosurface as before. This approximation 
results in an error of less than two-tenths of a wavelength for points 
2 
Inside of the 1/e Intensity contour of the Incident radiation for a 
beam radius of 50 urn where the photosurface is 40 cm from the scatter-
ing region is of diameter 4 mm. 
5. The average quantities are assumed to be stationary and 
ergodic. This assumption is discussed in Appendix II. In addition, 
the signal and local oscillator are assumed to be independent and 
linearly polarized as in the last example. 
Figure 24 illustrates the coordinate systems to be used. The 
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Figure 24. The Coordinate System for the LDF Calculations 
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point on it. The scattering particles are in the x ,y ,z system 
moving in the y direction. The incident radiation is described in 
the x',y',z' coordinate system being incident in the xT direction. 
The incident radiation is given from 4--6 by 
E. (x\y',z')=E l£L e-<y
,2+z'2/w2)eJ*(x',y',z') 
mc J o w 
The scattered wave at a point (x,y,z) from the kth particle is given by 
~^kLdkCx'y,Z'1 E (x,y9z) = mE.^Cx^y^zpe 
k 
The constant m is a scattering coefficient given by 
m = E /E 
s o 
and d, is the distance from x,y,z to the kth scattering particle. 
The total scattered field is given by 
all 
particles 
E (x,y,z) - I E (x,y,z). 
S k Sk 
The ensemble mutual coherence function for the scattered field 
on the photosurface is 
iyy^z^y^z^) = E[Es(y!^z!pE*(y^z^)] 
= EII I ES (y£sz£>Es (y
1^^)] 
i j i J 
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This average has been computed in Appendix II and is equal to 
00 00 00 
rs (yi 'Zl 'y2'Z2 ) = M / / / E s
 ( y l ' Z l ) E s (y2>Z2 )dXp d yp dZp ' -co ~oo -co "]<• " ^ ry, P ^ P ^ 
where M is the average number of particles per unit volume. Looking 
just at the integrand, we have 
9 * jk [d, (y" sz")-d (y» zi')] 
E (y",z»)E (y" j Z") = m
2E. E. e L K ± l 




* ' • * * ] 
w2(l+02(x1Vw )
2) 
o k' o" 'J j k L [ d k ( y ^ z p - d k ( y ^ 2 ^ ) ] , 






The phase term using the plane wave approximation for the scattered 
wave i s 
WW - WP = d -
*¥Y Z2Zk d - Y&Y 
zizk 
_J 
( y i - y p x + ( z i - z 2 > x ' 
which approximating d by R is 
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yk \ 
lYl V R + lZl V R ' 
This introduces an error of about ten wavelengths for points y and z, 
K K 
2 
at the 1/e intensity contours of the incident radiation. The error is 
much less at greater intensities. 
Performing the integration analytically with respect to x , , 
pK 
y n , z . is difficult if not impossible. Transformation from x , , y n , pk pk r pk Jpk 
33 z to x', y', z' is made without affecting the value of the integral. 
For this transformation 
kLsin6(y»-y») 
j — R — Xk 
e rs<?l>*WP
n<S n2V- ,2 





- ^ [ i ^ / w / ] j L R
 X 2 y^ 





- wo[l+0^^/wo) ] j g z-
J e e dz' dx' 
where coordinate transformation is made from the .- ,y ,z to x',y',z' 
k k k k k k 
in the phase term. Letting 
*k K z-
x = — , y = — , and z = — , 
W W W W W W 




Y = Ie and z = f e > 
we have for the integrals 
j2(Y1-Y2)sin0x 
Vs(yl^y^p - MEV f -
e 
-°° 1 + 0 x 
w 
- - 2 y ^ / l t e V j 2 ( Y 1 - Y 2 ) c o s 9 y w 
J e e dyw 
_ 0 0 
« - 2 z 2 / l + 0 2 x 2 j 2 ( Z n - Z 0 ) z r w w 1 2 w , , 
I e e dz ax 
J w w 
„„ J 2 ( Y 1 - Y 2 ) s i n 6 x w 
M r 2 3 r e 
ME
s
wo J — ; — ~ n — 
-°° 1 + 0 X 
W 
- « 1 + 0
2 X 2 ) ( Y -Y ) 2 c o s 2 , 
/7/2 [ 1 + G x r e " X 
w 
,-^r, n 2 2 ^ - ' W * > 1 - V
2 
T/TT/2 [1+0 x j e 
W 
ME2TTW3 - J 3 [ ( Y n - Y 0 )
2 c o s 2 e + (Z - Z „ ) 2 ] 
S O L I 1 2 
_ _ _ e 
- - 0 2 x 2 / 2 [ ( Y 1 - Y „ )
2 c o s 2 9 + ( Z 1 - Z 0 )
2 ] j 2 ( Y 1 - Y , ) s i n 8 x 
f W ± z _L z ± z W, 




If a s l i t of width 2W i s placed so as t o r e s t r i c t the s c a t t e r e d 
r a d i a t i o n reaching the photode tec tor t o come from 
W W 
— < x < — 
W W W 
o o 
the integral becomes 
W -02x2/2 [(Y -Yo)
2cos20+(Zn-Zo)
2] J2(Y -Y0)sin6x r w 1 2 1 2  1 2 w , 




where W = W'/w , which for 0 << 1, is approximately 
W j2 (Y -Y ) s i n 6 x W 
/ e ' dx = / c o s [ 2 ( Y -Y 0 ) s in6X ]dx 
J
r T w
 J„ 1 2 ' w w 
-W -W 
sin[2Wsin8(Y -Y )] 
= 2W 
2Wsin6(Y -Y ) 
This can be, and often is, done at the flow channel or at the photo-
detector by placing a slit so as to block the x extent of the image 
of the scattered radiation. Now we have 





Now, we have 
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rs ( y l ' zVy l , Z l ) = VS^V
Z2%72*%V = M E ^ W o W ' 
so 
Y s ( y ^ , z ^ y ^ , z ^ ) = e 
1 0 2 
2) cos^6 + CZ 1 -Z 2" 
-^[(Y.-Y^) cos ze+(2U-2„) ] 
sin[2Wsin0(Y,-Y )] 
2Wsin6(Y1-Y2) ' ^
 1 H ; 
This function is very similar to that of the last example but contains 
an extra factor due to the x' extent of the scatterers not present in 
P 
the last example. Making w or W smaller increases the region of 
coherence at the photosurface. This region is again elliptic due to 
2 
the cos 6 factor m Y . 
Calculation of Heterodyne Efficiency and SNE 
The heterodyne efficiency and SNR are calculated from equations 
3-3 and 3-4 for the following cases: (1) constant I and Gaussian IT 
s L 
of different circular aperture diameters for a perfectly coherent local 
oscillator, (2) constant I and Gaussian I of one specific diameter 
at different circular aperture diameters for "nearly" perfect local 
oscillator coherence, (3) constant I and Gaussian I of one specific 
S !J 
diameter for various elliptic apertures that match the eccentricity 
of the elliptic coherence region for perfect and "nearly" perfect local 
oscillator coherence, and ('0 constant 7 and rectangular I at various 
s J_i 
circular aperture diameters for perfect and "nearly" perfect local 
oscillator coherence. The coordinate system shown in Figure 7 is again 
98 
used for calculation. For this case 
Y = l r ana Z = z" R0 ' 
so that 
dy" = ROdY and dzH = R0dZ, 






evaluated for W = 5 (slit width projected along x' axis = 10 w ). 
_9fY2+72^ /A 
IT(y",z") = e
 K J/ for Gaussian distribution, (̂ -15) 
Li 
iL(y",z") = 
2 2 2 
1 for Y +Z <A 
2 2 2 
0 for Y +Z >A 
for rectangular distribution, 
is(y",z") = l, 
Yr (yV ,z'
T,y",z") = 1 for perfect local oscillator coherence, 
J_t 1 1 Z A 
and 
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-E(Y -Y )2+(Z -Z0)
2]/(3.1A)2 
YL(y^,z^y^,z^) = e
 X J" 4 (4-16) 
for "nearly" perfect coherence as before. 
The equations for the heterodyne efficiency and SNR are 
p
s 




no o Q o o q 
SNR = ^L- ME TTW WR 9 ~ > (4-18) 
hfB s o P̂ T • 
N 
where P , P , and P are given by equations M--3, M--4, and 4-5 and r 
is the normalized circular aperture radius. For the elliptic aperture, 
the upper and lower limits in the Z-integration are 
P 2 Pi 2 
/r„-Y cos8 and -/r.-Y cos0. 
A A 
The equations are again too complex for analytical evaluation so a 
digital computer was used. Sample programs are presented in Appendix 
I. The values of 6 and ip are taken as 30° and 90°, respectively. The 
results are presented in Figures 2 5 through 30. 
Figures 25 and 26 show plots of heterodyne efficiency and SNR 
versus r and r /A, respectively, for perfect local oscillator coher-
A A 
ence. The SNR plotted in Figure 25 is Pc/P , and in Figure 26 is 
o IN 
(P /P )/(P /P )max. Looking at Figure 26, we. see that for smaller 
o IN o IN 
10( 
Figure 25. LJlots of n, and L-NR Versus r* for 




Figure 26. Plots of n, and Normalized SNR Versus rA/A 
for Various Values of A, Gaussian I 
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local oscillator radii A, the heterodyning is more efficient for a 
constant r./A. From Figure 25, however, wee see that operating in 
this manner yields poor SNR as compared to larger A. Good efficiency 
and good SNR cannot be obtained simultaneously. 
Figure 27 shows the comparison of heterodyne efficiency for 
perfect and "nearly" perfect local oscillator coherence. Again we see 
that a small reduction in local oscillator coherence has no signifi-
cant effect on heterodyne efficiency. 
Figure 28 shows the comparison of circular versus elliptic 
aperture for perfect local oscillator coherence. There is only a 
very small difference between the two. 
Figure 29 shows this comparison for constant versus Gaussian 
local oscillator intensity distribution for A = 1. No significant 
difference for R less A is apparent. 
Figure 3 0 shows the comparison for constant I with A = 1 for 
LJ 
perfect and "nearly" perfect local oscillator coherence. Slight 
reductions in the local oscillator coherence have no significant effect 
on the heterodyne efficiency. 
In comparing these results to those of The other two examples, 
we see that for the cases studied, the results are almost identical. 
They can be summarized as follows: 
1. For efficient operation, the local oscillator diameter 
should be made small and the aperture should be about twice its size. 
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Figure 27. A Plot of nh Versus rA for Perfect and "Nearly" Perfect 
Local Oscillator Coherence, Gaussian I with A = 1 
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Figure 28. A Plot of n^ Versus rA for Circular and Elliptic 




Figure 29. A Plot of n h Versus r. for Gaussian 
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Figure 30. A Plot of n h Versus r A for Perfect and "Nearly" Perfect 
Local Oscillator Coherence, Rectangular I with A = 1 
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2. For maximizing the SNR, a large local oscillator diameter 
is required with the aperture diameter again approximately equal to 
twice the local oscillator diameter. 
3. For a fixed aperture diameter, changes in the shape of the 
local oscillator intensity distribution function and changes in aper-
ture shape have little effect on heterodyne efficiency. 
M-. Slight reductions in local oscillator coherence have no 
significant effect on system performance. 
CHAPTER V 
THE EXPERIMENTAL STUDY 
An experimental investigation of heterodyne efficiency and SNR 
for the last two examples in Chapter IV is presented in this chapter. 
The work is limited in scope; the main objective is to verify the 
applicability of the heterodyne efficiency and SNR equations derived 
in Chapter III to these examples. The experimental systems used 
duplicate as much as possible the assumptions and conditions placed 
on the corresponding analytical study. A few specific cases are 
studied experimentally with the heterodyne efficiency and SNR being 
measured and compared to theoretically predicted results. 
The Experimental Apparatus 
The experimental arrangements that were used are shown in 
Figure 31 and 32. In each arrangement, the beam from an Optics Tech-
nology Model 230 He-Ne laser was passed through a spatial filter to 
an input lens L . Lens L_ was adjusted to vary the Input beam 
diameter. The beam was focused by L„ through a beam splitter BS to 
V 1 
the scattering medium located approximately 4-0 cm from L a rough 
surface mounted on a turntable in one case, a rectangular liquid flow 
channel in the other. The flow channel used was a rectangular tube 
12 inches long and 3/4 inches square in cross section; distilled water 










Diameter = 2<X 
To Measuring 
Instruments 











Diameter = 2d 
To Measuring Instruments •̂ ~ 
Figure 32. The Experimental LDF Arrangement 
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kaolinite particles of irregular size and shape varying from one to 
two microns in size were used as contaminant particles in one case, 
spherical pollen particles of 16 ym in diameter were used in others. 
A sheet of 400 mesh silicon carbide paper was used as a rough surface. 
This paper contained silicon carbide particles of irregular sizes 
and shapes but all smaller than 37 ym across distributed randomly on 
the paper. Part of the incident radiation is reflected by BS-̂  through 
a natural density filter to M , then to beam splitter BS . This beam 
was used as a local oscillator. The radiation scattered at the angle 
6 was combined with the local oscillator beam by BS , limited by a 
circular aperture A located approximately 40 cm from the scattering 
medium and refocused by lens L on the RCA 8645 photomultiplier tube. 
A pinhole of diameter of 450 ym and an iris diaphragm variable in 
diameter from 1 mm to 10 mm were used as apertures. The two path 
lengths from BS to BS were made, equal. The neutral density filter 
serves to keep the reference beam from saturating the photomultiplier. 
The output current from the photomultiplier was fed to the 
instrumental arrangement shown in Figure 33. The total photomultiplier 
tube current is divided into its signal and DC components by a high 
pass and low pass filter, respectively. The high pass filter is used 
to eliminate any low frequency noise caused by vibration and fluctua-
tions in the laser output. The signal is amplified using a C-Cor 3597 
low noise amplifier, passed through a Krohn-Hite 3202 variable'band-
pass electronic filter to remove the noise not in the signal band, 



























Figure 33. The Instrumental Arrangement 
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voltmeter gives readings proportional to the square root of the signal 
and noise powers. The DC current is passed through a low pass filter 
and fed to a DC voltmeter. A General Radio Model 1230A voltmeter and 
a Fluke Model 845AB voltmeter were used for DC voltage measurements. 
A Tektrenix IL5 Spectrum Analyser was used with a Tektronix 549 Storage 
Oscilloscope to monitor the signal waveform and its spectrum to aid in 
adjusting the bandpass filter. The highpass filter provided a 2k^ load 
for the signal current, the low pass filter provided a 100 kft load for 
the DC current. The amplifier had a measured voltage gain of 166 and 
input capacitance of 8 0 pfd. The transfer functions of the signal and 
DC paths are plotted versus frequency in Figure 34. In the pass bands, 
the signal and DC currents are given in terms of the measured voltages 
by' 
v v 
rms . DC 
i = TTTrrr—T-7T a n d 
"rms 306 kfi DC 100 kft ' 
The noise power was determined from the rms voltage measurements 
with noise alone present. It is given by 
2 
v 
.2, , .2 nrms 
<i (t)> = I 
nrms (306 kft)2 
The signal power was determined from rms voltage measurements made 
with signal present along with noise. The signal and noise are sta-
tistically independent, therefore, their powers will add. The voltage 
v is, then, given by 
rms 
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10 kHz 100 kHz 1 MHz 10 MHz 
0.01 Hz DC path 
0.1 Hz 1 Hz 10 Hz 
Figure 34. Plots of the Transfer Functions Versus 







where v is the signal plus noise voltage and v is the noise s+n o r - n 
rms rms 









The ideal signal power was determined from the DC current 
measurements by 
<i (t )> . . = 2Ki_n inri , s ideal DCT DC L s 
where i and i are the DC currents due to the local oscillator 
L s 
alone (signal beam obstructed) and signal alone (local oscillator beam 
obstructed), respectively, and K is a correction factor that depends 
on the aperture diameter, local oscillator intensity distribution, and 
signal intensity distribution. It is given by 
K = 




q e 2 2 2 J" ^ C l L ( R l ) I L ( R 2 ) I s ( R l ) I s ( R 2 ) ] d A id A2  2 
h f S l s 2 




J I (R)dA / I (R)dA 
S L S S 
(5-3) 
The ideal signal power in terms of the DC voltage measurements, then, 
is 







so the heterodyne efficiency is 
<i (t)> 
s 
v2 /(306 kfi)2 
rms 
<i (t)> . 








The General Experimental Procedure 
The general procedure taken in the experimental study was as 
follows: 
1. Measure the intensity distributions I (R) and I (R) for the 
L >̂ 
local oscillator and signal fields at the receiving aperture to deter-
mine if they satisfy the assumptions placed on them in the analytical 
study. 
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2. Measure the local oscillator coherence Y T ^ I » R O ) across the 
L i z 
beam. 
3. Measure the focal beam size at the point of scattering and 
the other parameters necessary for the calculation of the signal field 
coherence y (R-,»R0)-
o J- Z. 
k. Put these functions in the n, and SNR equations (equations 
3-3 and 3-M-) and calculate the theoretical curves for nn and SNR. 
h 
5. Compare these to the measured values of n and SNR. 
The local oscillator and signal intensity distribution were 
determined from DC voltage measur'ements made with different diameter 
circular apertures. The local oscillator beam, since it was derived 
from the incident laser TEM beam, was approximately of Gaussian 
intensity distribution. For a true Gaussian beam, the output DC 
voltage variation with aperture radius is plotted in Figure 35. The 
actual DC voltage measurements were compared to this curve and found 
to be in close agreement. From this comparison, the local oscillator 
beam radius, <X, was calculated. The scattered beam, on the other hand, 
is of constant intensity in the ideal case. In this case, the output 
DC voltage varies as the square of the aperture radius. Again, the 
actual DC voltage measurements were compared to this ideal case and 
found to be in very close agreement for the receiving aperture radii 
used in the experiments. 
The local oscillator coherence was measured using Young's 
interference experiment. The experimental setup that was used is 
shown in Figure 36. The local oscillator beam was passed through a 
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v /v 
DC7 DC max 
1.0 
Figure 35. A Plot of v /v Versus R./d 
1JC DC A 
max 













Figure 36. The Experimental Arrangement for 








Figure 37. Data from the Coherence Measurements 
double pinhole filter and the resulting interference pattern was 
observed. The maximum and minimum intensiti 3,: • f the pattt rn 
equation 2-22 are 
I = I- + I. t 2VI , J. |Y- : X ,R, ) 
max 1 2 L 2 ' L 1 2 
and 
i . = in + i0 - 2/TTiZ \y. :R. SR_) 
m m 1 2 1 2 "L 1" 2 
where I, and I are the resulting intensities of the radiation rom 
?1 at Rn alone and ?n at Rr alone, respectively. Since tie our, at 
1 1 Z z 
vol tage from the photodetec tor i s p ropo r t i ona l to the i n t e n s i t y , 
we have 
v = - + v + 2 / v - v I v f P R 
DC DC, DC. DC, D C . | T l / 1 * 2 ; 
max 1 2 1 
and 
v = v + v - 2 /v v I v (R «R ) 
DC . DCn DC0 DC, DC,
 , Y L V 1 ' 2 J 
m m 1 2 1 2 
The vol tage v^_ , v _ , VL- 3 and v were, t h e r e f o r e , m DC DC . DC- Uc 
max m m 2 2 
for various pinhole separations and yT (R ,P ) is calculated, 
' Li 1 z! 
results are shown in Figure 37. A Gaussian curve given by 
i - ~ 12 2 
-K-P. | /(*.5ft) 
YL(R1,R ) - e
 z (5- -•) 
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was used to approximate the local oscillator coherence function where 
d is the local oscillator beam radius. 
The signal coherence function for the LDSV system was calculated 
using equation 4-8 from measurements of w (the incident team radius at 
the point of scattering) and R, the distance from the scattering point 
to the receiving lens. For the LDF, it was calculated using equation 
4-14 from measurements of w , R and W , the slit, width. The incident 
beam radius was measured in the same way that the local oscillator beam 
radius was measured. The slit width was determined by the illumination 
of the slit with a laser beam and the measurement of the distance to 
the first maximum in the resulting far field diffraction pattern. 
The measured values of n, and SNR are determined from the RMS 
h 
voltage measurements v and v (v is calculated from equa-
s+n n s ^ 
rms rms rms 
tion 5-1), the DC voltage measurements, and the correction factor. 
The local oscillator is approximately Gaussian and the signal is approxi-
mately constant so 
2 2 
T T -2 r fa. T 
I_ = I- e and 1 = 1 
L L s s 
o o 
where d i s the l o c a l o s c i l l a t o r beam r a d i u s . P u t t i n g t he s e in equat ion 
5-3 , the c o r r e c t i o n fac to r K i s 
K = 
f 2v R. , 2 , 2 
/ / A CIT I j> e "
r /a 
Li S ô o o o 
rdrde 
2 ^ RA o 2 , ^ 2 
r r A•• -2r / & 
J J I e rdrd0 
o o o 
77R?I 




20TZ1 - e T 2[1 - e ] 
9 -2(R./a)
2 - ( R A M )
2 
R^Cl - e ] (RAA*rCl - e
 r~ ] 
where R is the receiving aperture radius. This is plotted Versus R, 
in Figure 38. The correction factor that was used, therefore, depended 
on the size of the receiving aperture. 
Because the radiation from the laser is linearly polarized, the 
local oscillator radiation will also be linearly polarized. The scat-
tered radiation may, howevrr, have a cros. polarization canponent, 
Only the component of the scattered beam polarized parallel with the 
local oscillator will heterodyne. Therefore, only this component of 
v „ should be used in equation 5-4. This is denoted by v^^ and wa s 
DC DC 11 
s s || 
determined from measurements, made with a polarizing filter, of the 
parallel and perpendicular components of v . 
v~' s 
The Laser Doppler Surface Velocimeter 
The following four cases were studied: 
1. R = 40 cm, ip = 90°, 6 = 39°, local oscillator beam radius 




2. R = 40 cm, ip = 90° , 8 = 60° , a - 2.25 mm ± 0.1 mm, w = 
o 
40 ym ± 5 urn, vDC = 0.75vDC . 
s || s 
3 . R = 40 cm, ijj = 9 0 ° , 6 = 6 0 ° , CL - 1 .25 mm 1 0 .1 mm, w = 













Figure 38. A Plot of K Versus RA/& for 
Gaussian I_ and Constant I 
L s 
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4. R = 40 cm, ip = 90° , 6 = 39° , Cl - 1.25 mm ± 0.1 mm, w = 
o 
90 pm ± 5 um, v D C = 0.825 v D C . 
s || s 
The measurements reported here were made from July 22, 1969 through 
August 27, 1969. Photographs of the experimental arrangement are shown 
in Figure 39. The signal and noise waveform along with their spectra 
for a typical case are shown in Figure 40. 
The theoretical curves are calculated with the use of the equa-
tion developed in Chapter IV, i.e. equations 4-9 through 4-13 with the 
number 3.1 in equation 4-11 replaced by 4.5 from equation 5-5. The 
normalized parameters used are as follows for each case: 





A = ^ = l ^ ™ = 1.125 
RO l mm 
A A 
A RQ 2 mm ' 
2. The same as for 1. 
RG = 0.88 mm 
1.25 mm 
A 0.88 mm 1 , H d 
and 
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Figure 39. Photographs cf the LDSV Experimental Setup 
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Figure 39. Photographs of the LDSV Experimental Setup 
(Continued) 
Upper: Video--SIgnal + Noise 
h = 1 msec./div. 
v = 0.5 V/div. 
Lower: Spectrum—Signal + Noise 
h = 10 kHz./div. 
v = 0.05 V/div*. 
Left = 250 kHz; Right = 150 kHz. 
Upper: Video-Noise Alone 
Lower: Video—Signal + Noise 
h = 5 usee./div. 
v = 0.5 V/div. 
Figure --0. Typical Scope Waveforms 
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RA 
r. = A "' 0.88 mm 
4. The same as 3. 
The rough surface used was not perfectly flat causing the 
scattered beam to be angularly misaligned with the local oscillator 
at the receiving aperture by varying degrees as the surface rotated. 
This, of course, caused a reduction in average signal power. The 
misalignment was taken into account, theoretically, by the use of an 
average misalignment angle between the signal wave and to the photo-
surface. Referring to Figure 16, we see that fluctuations in the x 
direction will cause a misalignment in signal field along the y" axis 
For a small misalignment angle A0, the scattered field will be 
, -3K Aby' 
Ec(y",z") = E (y'\z")e s s 
where €^ is the field for no misalignment. The degree of coherence 
r 
y will be 
s 
jk Ae(y!<-y") 
Ys(y^z^,y^z-) = ys(yj,zj,y^zpe " 
or i n t h e n o r m a l i z e d v a r i a b l e s Y = yr '/RQ 
j 2RA0/W (Y..-Y ) 
= Y s C y ^ z - , y - , z - ) e ° 
where y (y'? ,z'T 9y"9z") is given by equation 4-8. 
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The misalignment angle A0 is determined from the arrangement "_n 
Figure 41. In this arrangement, the scattering region was imaged at a 
distance of 15.73 m from a collecting lens and the transverse motion 
distance of the image was measured visually with a traverse. This dis-
tance was found to be approximately 1.4 mm ± 0,1 mm so the misalignment 
angle A6 was approximately 40 y radians ± 5 y radians for 0 = 39° . 
The misalignment angle for 0 = 60° was likewise found to be approxi-
mately 50 y radians ± 5 y radians. 
The results of the measurements for cases 1 through 4 are given 
in Table 1 through 8 and plotted in Figures 42 through 45. The SNR was 
normalized with respect to that at the greatest aperture diameter. In 
each case, close agreement is found between the theoretical curves 
(solid lines) and actual measurements of n, and SNR (circled points). 
The maximum error bounds on these measurements and the theo-
retical curves are shown in Figures 46 through 49. These bounds were 
calculated with the use of the bounds on the measurements of a, w , and 
o 
A0 previously mentioned and a ± 2 per cent of full scale error for the 
RMS and DC voltage measurements. The upper and lower bounds were cal-
culated using maximum values in the numerators and minimum values in 
the denominator of the expression in one case, and the opposite In the 
other. 
The close agreement tends to lend support to assumptions made In 
modeling the LDSV system in Chapter IV. In addition, it verifies the 
applicability of the equations for n, and SNR as a useful method of 











Figure 41. The Experimental Setup for Determining AO 
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Table 1. Data for the LDSV Experiments for Case 1 
Aperture 







225 ym 10 V 0.50 mV 315 mV 145 mV 
0. 5 mm 10 V 0.51 mV 28 5 mV 88 mV 
1. 0 mm 10 V 0.61 mV 280 mV 38 mV 
1.5 mm 10 V 0.73 mV 290 mV 29 mV 
2.0 mm 10 V 1.10 mV 310 mV 26 mV 
2. 5 mm 10 V 1.37 mV 310 mV 25 mV 
3.0 mm 10 V 1.82 mV 315 mV 24.5 mV 
Doppler frequency f = 256 kHz. 
Filter Bandwidth =120 kHz. 
Table 2. Calculations for the LDSV Experiments for Case 1 
Aperture Normalized 
Radius \ SNR SNR 
225 um 0.995 3.71 0.02 
0.5 mm 0.918 9.65 0.06 
1. 0 mm 0.804 53.3 0.31 
1. 5 mm 0.737 99 0.58 
2.0 mm 0.577 141 0.83 
2. 5 mm 0.496 153 0.91 
3.0 mm 0.437 170 1.00 
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1 mm 2 mm 3 mm 
Figure 42. Plots of the Data for Case 1 (7/22/69) 
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Table 3. Data for the LDSV Experiments for Case 2 
Aperture 
Radius X v DC s V s+n rms V n rms 
0. 5 mm 10 V 0.17 mV 190 mV 115 mV 
1.0 mm 10 V 0.21 mV 165 mV 47 mV 
1.5 mm 10 V 0.27 mV 16 0 mV 34 mV 
2. 0 mm 10 V 0.33 mV 160 mV 28.5 mV 
2 . 5 mm 10 V 0.47 mV 160 mV 27 mV 
3.0 mm 10 V 0.69 mV 170 mV 26 mV 
Doppler frequency f = 428 kHz. 
Filter Bandwidth = 200 kHz. 
Table 4. Calculations for the LDSV Experiments for Case 2 
Aperture Normalized 
Radius % SNR SNR 
0.5 mm 0 998 1.77 0.042 
1.0 mm 0 860 11.4 0.269 
1. 5 mm 0 670 21.2 0.5 00 
2.0 mm 0 .571 30.7 0.725 
2 .5 mm 0 433 34.1 0.805 
3.0 mm 0 .370 42.5 1.000 
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Figure 43. Plots of the Data for Case 2 (8/22/67) 
Table 5. Data for the LDSV Experiments for Case 3 
Aperture 
Radius X VDC s V s+n rms V n rmr. 
225 ym 10 V 0.04 mV 10 5 •Yv 7 5 mV 
0 .5 mm 10 V 0.05 mV 90 mV 50 mV 
1. 0 mm 10 V 0.09 mV 90 mV 28.5 mV 
1.5 mm 10 V 0.13 mV 95 mV 22 " mV 
2.0 mm 10 V 0.24 mV °5 mV 20.5 mV 
Doppler frequency f = 434 kHz, 
Filter Bandwidth = 200 kHz. 
Table 6. Calculations for the LDSV Experiments for Case 3 
Aperture n Normalized 
Radius SNR SNR 
225 ym 0.976 0.96 0.047 
0.5 mm 0.810 2.24 0.110 
1.0 mm 0.606 8 96 0.442 
1,5 mm 0.460 14.90 0.738 
2.0 mm 0.38 0 20.30 1.000 
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0 1 mm 2 mm 
Normalized 
SNR 
1 mm 2 mm 
Figure 44. Plots of the Data for Case 3 (8/26/69) 
Table 7. Data for the LDSV Expei Li 
Aperture 




225 um 10 V 0. i r - mV 150 n " 
C . 5 TTxrr. 10 V 0. ,20 mV i '•'•> 0 mV : • 
1 . 0 ran 10 V 0. ,23 mV 14-0 2i .'. mV 
L 15 mrn 10 V 0. ,'12 i r iV 150 mV 21 .5 . 
2 0 mm 10 V 0. ,77 160 21 .0 mft 
Doppler Frequency i ~ 315 kHz 
ij 
Filter Bandwidth = 160 kHz. 
Table 8. Calculations for the LDSV Experiments for Case 
Aperture Normali e • 
Radius nh SNR SNR 
225 ym : " ;. <[ • . 
0. 5 mm 5 
1 . 0 mm , , . • 
. 147, . 
























0 . 1 
<s 
1 mm 2 mm 
1 mm 2 mm 
F i g u r e 4 5 . P l o t s of t h e Data f o r Case 4 ( 8 / 2 7 / 6 9 ) 
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1 mm 2 mm 3 mm 
Figure 46. Error Bounds for Case 1 
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1 mm 2 mm 3 mm 
Normalized 
SNR 
1 mm 2 mm 3 mm 
Figure 47. Error Bounds for Case 2 
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R, 




1 mm 2 mm 
Figure 48. Error Bounds of Case 3 
140 




1 mm 2 mm 
• ; . 
Figure 49. Error Bounds for Case 4 
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The Laser Doppler Flowmeter 
The following three cases were studied: 
1. Kaolinite scattering particles, R - 40 cm, \p = 77°, 
0 = 25°, a - 2.42 mm ± 0.1 mm, w = 50 ym ± 5 ym. Slit width = 
2W = 1.02 mm ± 0.1 mm (in channel), v ^ = 0.945 v__ . 
IJL II OL 
s| s 
2. Pollen scattering particles, R = 40 cm, ip = 77°, 
Q - 25°, a ~ 2.42 mm ± 0.1 mm, w = 5 0 ym ± 5 ym, 2W' = 1.02 mm ± 0.1 mm 
(in channel), v = 0.975 v . 
s || 's 
3. Pollen scattering particles, R = 40 cm, \p = 77°, 6 = 25°, 
a = 1.2 mm ± 0.1 mm, w = 7 5 ym ± 5 ym, 2W' = 1.02 mm ± 0.1 mm (in 
channel), v D C = 0.98 0vDC . 
s || s 
These measurements reported here were made from October 27, 1969 
through October 31, 1969. Photographs of the experimental arrangement 
are shown in Figure 50. The signal and noise waveforms along with 
their frequency spectra are shown in Figure 51 for a typical case. 
The theoretical curves were again calculated with the use of 
the equations for the LDF system, developed in Chapter IV, i.e. equations 
4-14 through 4-18 with the number 3.1 in equation 4-15 replaced again 
by 4.5. The normalized parameters used are as follows for each case: 
1. R0 = 1.57 mm 
so 
2.42 mm . rc TT 2W' ^ , 
A = -—— = 1.55, W = - — = 20.4, 
1.57 mm 2w 
o 
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Figure 50. Photographs of the LDF Experimenta1 Setup 
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Upper: Video--Signal + Noise 
h = 2 ysec./div. 
v = 0.05 V/div. 
Lower: Video-Noise Alone 
h = 2 ysec./div. 
v = 0.05 V/div. 
Upper: Spectrum--Noise Alone 
Lower: Spectrum--Signal + Noise 
h = 100 kHz/div. 
v = 0.005 V/div. 
Left = 1 MHz, Right = 0Hz. 




PA " 1.57 mm 
2. Same as 1. 
3. RO = 1.03 mm 
so 
and 
A = i ^ 5 ~ » 1.17, W = 13.6, 
1.03 mm 
RA 
A 1.03 mm 
The results of the measurements for these cases are given in 
Tables 9 through 14 and plotted in Figure 52 and 53. The SNR was again 
normalized with respect to that at the greatest aperture diameter. The 
voltage, v , under normal measurement conditions turned out to be 
s 
much too small to be measured. The photomultiplier dark current com-
pletely masked this voltage. An increase in the applied voltage to 
the photomultiplier to 15 00V brought the voltage v up to a level 
s 
where it could be measured. The gain characteristics of the photo-
multiplier versus applied voltage was measured and plotted in Figure 
54. 
In each case, close agreement is again found between the theo-
retical curves and actual measurements but not as good as in the LDSV 
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Table 9. Data for the LDF Experiments for Case 1 
Aperture PM Supply v DCs v v 
Radius Voltage L @ 1500 V ' rms rms 
0. ,5 mm 812 V 10 V 1 .55 mV 91 mV 7C! • • • , 7 
1, ,0 mm 630 V 10 V 9 .1 mV 38 mV 31 mV 
1, .5 mm 578 V 10 V 19, .1 mV 27. , 5 mV 22 mV 
2, .0 mm 550 V 10 V 35, .2 mV 23. ,5 mV 18 mV 
Filter Bandwidth = 350 kHz. 
Doppler Frequency f between 250 kHz. and 350 kHz. 
Table 10. Calculations for the LDF Experiments for Case 1 
v 0 PM Aperture DC„ Normalized 
s n, Radius Supply Voltage 'h SNR SNR 
0, , 5 mm 20, ,2 yV 0, ,546 0, ,327 0 ,465 
1, , 0 mm 16, .4 yV 0, ,159 0, .499 0 ,709 
1, , 5 mm 17, ,9 yV 0, ,084 0, ,570 0 ,810 
2. , 0 mm 23, .2 yV 0, ,05 6 0. , 7 04 1, ,000 
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Table 11. Data for the LDF Experiments for Case 2 
Aperture PM Supply v 
Radius Voltage DC 
DCS 
L 1500 V s+n rms 1 ms 
0, ,5 mm 833 V 
1, .0 mm 643 V 
1, ,5 mm 567 V 
2, ,0 mm 542 V 
10 V 1.34 mV 95 mV 85 TTIV 
10 V 11.4 mV 43 mV 34 mV 
10 V 34 mV 28 mV 21 mV 
10 V 18.5 mV 23 mV 17 mV 
Doppler Frequency f from 250 kHz. to 350 kHz. 
Filter Bandwidth = 350 kHz. 
Table 12. Calculations for the LDF Experiments for Case 2 
Aperture 





Radius Supply Voltage SNR SNR 
0.5 mm 19.4 yV 0.51.2 0.249 0.300 
1. 0 mm 25.2 yV 0.170 0.686 0.826 
1.5 mm 27.8 yV 0.068 0.780 0.94 0 
















O Data of 10/27/69 
• Data of 10/30/69 




1 mm 2 mm 
Figure 52. Plots of the Data for Cases I and 2 
Table 13. Data for the LDF Experiments for Case 3 






1500 V s+n rms rms 
225 um 770 V 10 V 0.31 mV 68 mV 65 mV 
0. 5 mm 657 V 10 V 1.4 mV 3 9 mV 34.5 mV 
1.0 mm 550 V 10 V 8 .3 mV 25 mV 20 mV 
1.5 mm 527 V 10 V 18.8 mV 18 5 mV 14.5 mV 
Doppler Frequency from 250 kHz. to 350 kHz. 
Filter Bandwidth = 350 kHz. 





Radius Supply Voltage SNR SNR 
225 yrn 2.60 yV 0.850 0.095 0.150 
0. 5 mm 3.50 yV 0.519 0.277 0.438 
1.0 mm 5.48 yV 0.241 0.564 0.895 
1.5 mm 9.40 uV 0.094 0.630 1.000 
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Applied Voltage (V) 
Figure 54. Photomultiplier Gain Curve 
152 
system. This is due to the much lower SNR's encountered in this system 
than in the LDSV system. 
The maximum error bounds on the measurements and theoretical 
curves are shown in Figures 55 through 57. These bounds are calculated 
in the same manner as in the LDSV system. 
The close agreement again lends support TO the assumption made 
in modeling the LDF system in Chapter IV. The results verify the 
applicability of the equations for ru and SNR for studying heterodyne 
system performance. 
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1 mm 2 mm 
Normalized 
SNR 
1 mm 2 mm 
Figure 5b. Error Bounds for Case 1 
154 
'1 , 
1 . 0 -
0 . 9 " 
0 . 8 " 
0 . 7 -
0 . 6 " 
0 . 5 -
\ < \ 
0 . 4 • 
0 . 3 -
0 . 2 -
0 . 1 -
o - 1 •• 1 1 ) 














The following general conclusions are m e for the cases studied 
here : 
1. The assumptions made and models user! Tor the system studied 
analytically are accurate enough to predict experimental performance. 
2. The local oscillator beam radius and the receiving aperture 
size have the greatest effect on system performance and are, therefore, 
the most important parameters to be considered, 
3. Small changes in local oscillator coherence and intensity 
distribution consistent with most available local oscillator sources, 
along with small changes in the shape of the receiving aperture have 
no significant effect on system performance. 
4-. We can improve the efficiency by making the local oscillator 
beam radius as small as possible so thai: only the coherent part of the 
signal is used. We can achieve relative maximum in SNR for this case 
by making the aperture radius approximately equal to twice the local 
oscillator beam radius 
5. We can obtain a maximum SNR by making the local oscillator 
beam radius as large as possible and letting the aperture radius again 
be equal to twice the beam radius. There is signal power in the Inco-
herent part and the use of this is necessary for maximum SNR. 
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6. As a result of numbers M- and 5, we may conclude that effi-
cient operation and maximum SNR cannot be o) rained simultaneously in 
these cases. 
7. The results and predictions of the systems studied here 
were independent of system. The same criteria may therefore, be used 
in design and evaluation of each of these heterodyne systems, 
This study has been concerned mainly with the effects of 
receiver parameters on heterodyne system performance giv 5n a certain 
set of signal parameters, i.e. coherence function, intensity distribu-
tion, etc. If the signal parameters were varied as well,, the results 
might be different. If, for example, a Gaussian signal intensity 
distribution was used Instead of a constant, it might be possible to 
obtain both good efficiency and maximum SNR., simultaneously. 
This study has been concerned wi^h an otherwise perfectly 
aligned system. It is important to know the effects of partial 
coherence of the signal and local oscillator on the alignment 
requirements, most notably, the angular alignment requirement between 
the signal and local oscillator propagation. This directivity prop si ty 
is often used to advantage In an optical heterodyne system and these 
effects should be studied. 
In addition, the effects of relaxing some of the conditions 
placed on the heterodyne systems studied as examples here should be 
investigated. In the LDSV system, the effects of other types of 
rough surface should be studied to determine if the system is insensi-
tive to the type of rough surface, used. In the LDF system, the effects 
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of multiple scattering and flow turbulence on the signal coherence and 





SAMPLE COMPUTER PROGRAMS 
This appendix contains some samples of the computer programs 
used for calculating heterodyne efficiency and SNR. These were written 
in Fortran and executed on a Univac 1108 digital computer. The programs 
presented here are for the following cases: 
(1) the communications link study for a Gaussian I , 
J_j 
circular aperture, and perfect local oscillator coherence; 
(2) the communications link study for a rectangular I , 
circular aperture, and "nearly" perfect local oscillator 
coherence; 
(3) the LDSV study for a Gaussian I , elliptic aperture, and 
Li 
perfect local oscillator coherence; 
(4) the LDSV study for a rectangular I_ , circular aperture, 
Li 
and "nearly" perfect local oscillator coherence; 
(5) the LDF study for a Gaussian I , circular aperture, and 
perfect local oscillator coherence; and 
(6) the LDF study for a rectangular I., circular aperture, 
J.J 
and "nearly" perfect local oscillator coherence. 
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1. COMMUNICATIONS LINK STUDY 
DIMENSION LN1(51),EXIFN(51),RAC8)#EYCFL1(51), 
1 FNI C51#51 )>CFNC51,51) 





10 F0RMATC5H A = F5.2M1H , THETA = F5.1*9H > PSI = F5tl///) 
PRINT 20 
20 F0RMATC55H R SIGPWR TDEALSIGPrfR NOISEPWR HETEFF 
1 SNR ///) 
DO 200 K = 1*8 
R = RACK) 
PwRS * 0.0 
PWRN = 0.0 
PWRI = 0.0 
DELA * R**2 * 1.6E-3 
00 50 I i 1,51 
LN1CI) = INTCSQRT(FL0AT(25**2 - CI-26)**2))+0,5 ) 
EXIFN(I) = FXPCC-1,0)*(FLOAT(I-26)*R/25,0)**2/A**2) 
ExCFLK I) = 1.0 
50 CONTINUE 
00 60 I = 1,51 
L2 = L N K I ) 
LI = C-l 3*L? 
00 60 J a L l * L? 
60 F N I U * J + 2 6 ) = E X I F N C I ) * E X I F N f J + 2 6 ) * D F L A 
Y = C- l . 0 ) * C ( R / 2 5 , 0 ) + * C 1 . 6 6 6 6 6 6 ) ) 
00 70 I = 1,51 
00 70 J x 1 ,51 
C F N C t , J ) = F X P C Y * ( ( F L 0 A T ( ( I - 1 ) * + 2 + C J - l ) * * 2 ) ) * * C 0 . 8 3 3 3 3 3 ) ) ) 
1 *EXCFL1CI)*EXCFL1CJ) 
70 CFNCJ,I) = CFNCI,J) 
00 100 I? = -25, 25 
L2 = LN1C12+26) 
LI = C-1)*L2 
00 100 J2 = LI*L 2 
PWRN a PWRN 4 FNIC12+26*J2+26)**2/DFLA 
DO 100 II = "25* 25 
N2 = LN1C11+26) 
Nl = C-1)*N2 
DO 100 Ji = N1,N2 
Ml = A8SCI1-I2)+1 
^2 = A8SCJ1-J2)+1 
DELTAP = F N H I 1 + 2 6 * J 1 + 2 6 ) * F N I C 1 2 + 2 6 ^ 1 2 + 2 6 ) 
PWRS = PWRS + DELTAP*CFN(M1#M2) 
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100 PWRI = PWRI + DFLTAP 
HETEFF = PWRS/PWRI 
SNR = PWRS/PWRN 
200 PRINT 30,R,PWRS,PWRI>PWRN,HETEFF#SNR 
30 FQRMATC2H F 5 . 2 > 2 H F7.3,4H F7.3#6H F7,3*3H F5. 3 * 
1 2H F7.3//) 
END 
2. COMMUNICATIONS LINK STUDY 
DIMENSION LNl(5l)#RA(8)>EXCFLlC51)tFNl(51>M)>CFN(5l,5l) 





10 F0RMATC5H A s F5.2M1H * THETA » F5.1'9H * PSI = F5.1///) 
PRINT 20 
20 F0RMATC55H R SIGPWR IOEALSIGPWR NOISEPWR HETEFF 
1 SNR ///) 
DO 200 K = 1.8 
R = RACK) 
PWRS = 0,0 
PWRN r 0,0 
PWRI * 0,0 
DELA = R**2 * 1.6E-3 
DO 50 I = 1,51 
LN1CI) = INTCSQRTCFL0ATC25**2 • ( I -26 ) **? ) ) +0.5 ) 
EXCFLld) = EXPCC-1#0)*(FL0ATCI-1)*R/25,0)**2/((3.1)*A)**2) 
50 CONTINUE 
RADN = (25.0)*A/R 
DO 60 I = 1,51 
L2 = LN1CI) 
LI = C-1)*L2 
DO 60 J = L1#L2 
RAD • SQRTCCI-26)**2 * J**2) 
IF (RAD - RADN) 61*62*62 
61 FNI(I,J+26) s DfLA 
GO TO 60 
62 FNIC I*J+26) = 0 
bO CONTINUE 
Y = C-l,0)*((R/25,0)**(1,666666)) 
DO 70 I a 1,51 
DO 70 J a 1,51 
CFN(I*J) * FXP(Y*(CFL0AT((I-1) **2 + ( J«-l > **2 ))**(0.833333))) 
1 *EXCFL1(I)*EXCFL1(J) 
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7 0 C F N ( J , I ) = CFNU'J) 
DO 100 I? a "25> 25 
L2 = LNHI24-26) 
Ll = (-1)*L2 
DO 100 J2 = L1#L2 
PWRN s PWRN • FNI(l2+26#j2+26)**2/DFI A 
DO 100 11 * -25> 25 
N2 = LN1CIW26) 
Ml = C-l)*N2 
DO 100 Jl = N W N 2 
Ml = AHSCIl-I2)*l 
M2 = ABSCJ1-J2)+1 
DELTAp = pNl( 11 + 26, J U 2 6 ) * F N I ( 12+26, j2+26) 
PWRS = PWRS + DFLTAP*CFN(MliM2) 
100 PWRI = PWRI + DFLTAP 
HETEFF * PWRS/PWRI 
SNR = PWRS/PWRN 
?00 PRINT 30,R,pWRS*PWRl,PWRN,HETEFF,SNR 
30 FDRMATC2H F5.2*2H F7.3,4H F7.3#6H F7.3.3H F5.3* 
1 2H F7.3//) 
END 
3, LDSV STUDY 
DIMENSION LN1C51),EXIFNC51)#EXCFS1C51)#EXCFS2(51)#RAC8), 
1 FNI(5l»5l)/CFN(5l,5l)^EXCFLH5l) 
READ 5* A* THETA. PSI, (RACK), K s 1,8) 
5 F0RMAT(F5,2,2F5,1,8F5,2) 
PRINT 6 
6 FQRMATC1 HI ) 
PRINT 10,A,THETA,PsI 
10 F0RMATC5H A * F5.2M1H , THETA =» F5.1'9H > PSI = F5#l///) 
PRINT 20 
20 F0RMATC55H R SIGPWR IDEALSIGPWR NOISEPWR HETEFF 
1 SNR ///) 
DO 200 K * 1*8 
H = RACK) 
ANGF « C C S l N ( C 0 . 0 1 7 4 5 3 2 9 ) * ( T H E T A + P S n ^ * * 2 ) 
1 / ( ( S I N ( ( 0 t 0 1 7 4 5 3 2 9 ) * P S ' I ) ) * * 2 ) 
PWRS = 0,0 
PWRN = 0.0 
PWRI = 0,0 
DELA » R**2 * 1.6E-3 
DO 50 I * 1,51 
LNl(I) x INTCSQRT(FL0ATC25**2 - CI-2A ) **2 ) *ANGF ) + 0.5) 







EXCFSl(I) = FXP(C0.5)*(FL0AT(I-1)*R/2S.0)**2 * AN 
EXCF52CI) = EXP((*0#5)*CFLDAT(I-i)*R/?5,0)**2 
EXCFL1C I ) ~ 1.0 
CONTINUE 
OU 60 I s 1,51 
L2 = LN1C t ) 
LI = (-1 )*L?_ 
00 60 J = L11 L2 
F N I ( I # J + 2 6 } = EXIFNCI)*EXlFNCJ+26)*DrLA 
DO fO I = 1*51 
OU 70 J = 1,51 
CFNCIfJ) = FXC FLIC I)*EXCFL1(J )*ExCFSfCl )*FXCrS2(J) 
DO 100 I? = -25f 25 
L2 = LNU 12+26) 
LI = (-1 )*L? 
DO 100 J2 = |.1,L? 
P W R N = P W R N + FKtKl2 + 26>j2 + 26) + *?/nr!A 
00 100 II = -25* 2S 
N2 = LN1( 11+26) 
Nl = C-1)*N? 
DO 10 0 J 1 = H1 * N2 
Ml = A8S(I1-I2)+1 
M2 = AHSCI1-J?) + 1 
OELTAp s FNTfIl + 26* Jl + 26) *FN T ( 12 + 26, ,]2 + 2A ) 
PWRS = PWRS + DFLTAP+CFN(M1»M2J 
PWRI = PWRI + DFLTAP 
HETEFF = P.VRS/PWRI 
SNR = PWRS/PWRN 
PRINT J O » R # P W R S . P W R I * P W R N » H F T F F F F S N R 
F0RMATC2H F 5 . 2 * ? H F7.3,AH F .UAH F7.3,3H 
1 2H F/.3//) 
ENO 
F 5. i * 
a, LDSv STUDY 
DIMENSION LNl(51),f_XCFSl{5l)*E'XCFS2f51),RA(d>* 
1 FN 1(51,51 )>CFNC51,51),EXCFL1(51) 




PRINT 10>A* THETA* PSI 
10 F0RMATC5H A s F5,?»UH » THFTA = F5.1>9H > PSI = 
PRINT 20 
20 F0RMATC55H R SIGPWR TOEALSIGPWR NOISEPWR 




DO 200 K = 1*8 
R = RACK) 
ANGF = C($lN((0,01745329)*(THETA + PSn))**2) 
1 /((SlNC(0.0i745329)*PSI))+*2) 
PWRS = 0,0 
PWRN * 0.0 
PWRI = 0.0 
DELA « R**2 * 1.6E-3 
DG 50 I = 1,51 
L N K I ) = INTCSQPT(FLnAT(25* *2 - ( I-2<S ) * * 2 ) ) + 0 . 5 ) 
EXCFS1CI) = EXP( C - 0 « 5 ) * ( F L 0 A T ( I - n * R / 2 ^ . 0 ) * * 2 * ANGF) 
EXCFS2CI) = F X P ( C - 0 . 5 ) * ( F L n A T ( 1 - 1 ) * R / 2 5 , 0 ) * * 2 ) 
E X C F L l ( I ) = E X P C ( - ! . 0 ) * ( F L n A T ( I - l ) * R / 2 5 , 0 ) * * 2 / ( ( 3 , l ) * A ) * * 2 ) 
50 CONTINUE 
RADN = ( 2 5 , 0 ) * A / R 
DO 60 I = 1 ,51 
L2 = L N K I ) 
L I = ( - 1 ) * L 2 
DO 60 J : L I * L2 
RAD s S Q R T C C I - 2 6 ) * * 2 + J * * 2 > 
IP (RAD - RADN) 6 1 / 6 2 * 6 2 
61 F N K I * J + 26 ) = DELA 
GO TO 60 
62 F N K I * J + 2 6 ) = 0 
60 CONTINUE 
DO 70 I = 1 ,51 
DO 70 J = 1 , 5 1 
70 C F N ( I , J ) = EXCFLK I ) * E X C F L 1 ( J)*EXCFS1 d ) * E X C F S 2 ( J ) 
DO 100 I? = - 2 5 * 25 
L2 * L N K 12 + 26 ) 
L I = C - 1 ) * L 2 
DO 100 J2 = L1*L2 
PWRN = PWRN + F N I C l 2 + 2 6 * j 2 + 2 6 ) * * 2 / D F I A 
DO 100 I I = - 2 5 * 25 
N2 = L N K I 1+26) 
Ml = C - 1 ) * N 2 
DO 100 J l a N1*M2 
Ml * A B S C I 1 - I 2 3 + 1 
M2 = A B S ( J 1 - J 2 ) + 1 
DELTAP = FNK11+26*Jl+26)*FNI(I 2 + 26* J2 + 26) 
PWRS = PWRS + DELTAP*CFN(M1*M2) 
100 PWRI = PWRl + DELTAP 
HETEFF = PWRS/PWRI 
SNR = PWRS/PWRN 
200 PRINT 30* R, PWRS* PWRI* PWRN* HETEFF* SNR 
30 F0RMATC2H F5.2*?H F7.3*4H F7.3*6H F7.3*3H F5.3* 
1 2H F7.3//) 
END 
L66 
5, LDF STUDY 
DIMENSIOM 1.^1(51),EXIFNC51),EXCFSlC5l)*EXCFS2(51)*RAC8>* 
1 FNI(51,5l)*CFN(51*51)*EXCFLlC5n 
READ 5, ft, THFTA' PSI> (RACK)' K = 1»8) 
5 F0RMATCF5.2,2F5.1,8F5,2) 
PRINT 6 
6 FORMATC tHl ) 
PR J NT 10,A* THETA, PSI 
10 F0RMATC5H A = F5,?M1H , THFTA S F5.1*9H * PSI = F5.1///3 
PRINT 20 
20 F0RMATC55H R STGPWR IDEALSIGPWfl NOISEPWR HETEFF 
1 5NR ///) 
DO 200 K = 1*8 
R = RACK) 
ANGF = COSC(0.01745329)*JHETA)**2 
STHETA = SlNCC 0 • 0 1 74 "5 329 } * THFT A ) 
PWRS = 0,0 
PWRN = 0.0 
PWRI = 0,0 
DELA = R + *2 * 1.6E-3 
DO 50 J = 1,51 
LN1CI) = INT(SQRTCFL0AT(25**2 - ( I -2ft ) **2 ) ) +0 . 5 ) 
EXIFN(I) = FXPC(-1 ,0)*(FLOAT(I-26)*R/25.0)**2/A**2) 
IF CI-1) 40*40*41 
4 0 EXCFSK1) = 1.0 
GO TG 42 




EXCFS2CI) = EXP(C-0.5)*(FL0AT(I-l)*R/?5tO>**2) 
EXCFLH 1 ) = 1.0 
50 CONTINUE 
00 60 I = 1,51 
L2 = L N H I ) 
LI = C-1)*L2 
DO 60 J = Ll* L? 
60 FNIM,J + 26) = EXIFNC I )*EXIFNC J + 26)*DFLA 
DO 70 I = 1,51 
DO 70 J = 1,51 
70 CFN(ItJ) = FXCFL1(I)*EXCFL1(J)*EXCFS1(I)*EXCFS2(J) 
DO 100 12 = -25* 25 
L2 = LN1CI2+26) 
Ll = C-1)*L2 
DO 100 J2 = L1*L2 
PWRN = pwRN + FNIC 12 + 26, j2 + 26)**2/DF| A 
DO 100 II = -25* 25 
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N2 = L N K I I + 2 6 ) 
Nl = C - n * N ? 
DO 100 J l = N1,N2 
Ml = ABSCI1-I2J+1 
M2 = A8SCJ1-J2)+1 
DELTAP = FNI( I 1+26>J 1+26 ) *FN I ( I 2 + 26>J2 + 26 ) 
PWRS = PWRS + 0FLTAP*CFN(M1,M2) 
100 PWRI = PWRI + DELTAP 
HETEFF = PWRS/PWRI 
SNR = PWRS/PWRN 
200 PRINT 30* R* PWRS* PWRI* PWRN* HETEFF* SNR 
30 F0RMATC2H F5,2*2H F7,3*4H F7.3**H F7,3*3H F5.3* 
1 2H F7.3//) 
END 
6. LDF STUDY 
DIMENSION LNl(5i)*EXCFSl(51)*EXCFS2(bl)*RAC8)* 
1 FNI(51,51)*CFN(51*51)*EXCEL 1(51) 
READ 5* A* THETA* PSI* (RACK)* K = 1*6) 
5 F0RMATCF5,2*2F5,1*8F5,2) 
PRINT 6 
6 FQRMATC1H1 ) 
PRINT 10*A*THETA,PSI 
10 F0RMAM5H A = F5.2M1H * THETA = F5.1*9H * PSI = F5.1///> 
PRINT 20 
20 FGRMATC55H R SIGPWR IDEALSIGPWR NOISEPWR HETEFF 
1 SNR ///) 
DO 200 K = 1*8 
R = RACK) 
ANGF = cns((0.0l745329)*THFTA)**2 
STHETA = SIN(C0.01745329)*THETA) 
PWRS = 0.0 
PWRN = 0,0 
PWRI = 0.0 
DELA = R**2 * 1*6E"3 
DO 50 I = 1.51 
LN1CI) = INTCSQRTCFL0ATC25**? - (I-26)**2 ) ) + 0 ,5 ) 
IF (1-1) 40*40*41 
40 EXCFS1C1 ) = 1 .0 
GO TO 42 
41 EXCFS1CI) = E X P ( ( - 0 . 5 ) * C F L 0 A T ( I - 1 ) * R / ? 5 . 0 ) * * 2 * A N G F ) * 




EXCFS2CI) = EXPt(-0.5)*(FLDATUM)*R'/!?*.0)**2) 
EXCFL1CI) = EXPfC-l»0)*CFLnATCI-l)*R/2'^.0)**2/((3.l)*A)**2) 
50 CONTINUE 
RAON = (25.0)*A/R 
DO 60 I = 1,51 
L2 = LN1C I) 
LI = C-1)*L2 
DO 60 J x L1*L2 
RAD s SQRTC(I-26)**2 + J**2) 
IF (RAO - R A O N ) 61*62*62 
61 FNI(I*J+26) = DFLA 
GO TO 60 
62 FNICNJ + 26) = 0 
60 CONTINUE 
DO 70 I = 1,51 
DO 70 J = 1,51 
70 CFN(I,J) = EXCFLK I )*FXCFLU J)*EXCFS1 f I)*EXCFS2(J) 
DO 100 12 = -25* 25 
12 = LNK 12 + 26) 
Ll = C-1)*L2 
DO 100 J? = L1*L2 
PWRN = PWRN + FNKl2 + 26#j2 + 26)**2/0FI A 
DO 100 II = -25' 25 
N2 = LNKI1+26) 
Nl = C-1)*N2 
DO 100 Jl = N1>N2 
Ml s ABSC I 1-125*1 
M2 * A8SCJl-J2)4l 
OELTAP = F N l C I l + 2 6 , J l + 2 6 ) * F N K l 2 + 2 6 , J2 + 2 6 ) 
PWRS = PWRS + DELTAP*CFN(M1,M2) 
100 PWRI = PWRI + DELTAP 
HETEFF = PWRS/PWRI 
SNR 3 PWRS/PWRN 
200 PRINT 30*R*PWRS>PWRI>PWRN>HETEFF,SNR 
30 F0RMATC2H F5,2>2H F7.3,4H F7#3*6H F7.3,3H F5.3, 




A STATISTICAL DESCRIPTION OE THE FIELD SCATTERED 
FROM A RANDOM COLLECTION OF SGAlTERL'RS" 
In this appendix, the statistical description of a coherent 
field scattered from a three dimensional random distribution of 
particles is discussed and the correlation function for the field is 
34 
derived. This topic has been discussed previously; Twersky presents 
a general but very tedious approach to the problem valid regardless 
of particle concentration. In most cases, however, the concentration 
is.assumed large so that Gaussian statistics may be used. In the last 
two examples presented in the thesis, the large concentration assump-
tion is not always valid, particularly in the LDF system where the 
average number of particles in the scattering region is quite small. 
A more general approach is, therefore, taken. 
In this thesis, the scattering particlis are assumed to be 
distributed at random in a Poisson way; that Is, the probability 
of finding N particles in a volume V is given by 
P(H,V) = W£e"
( M V ) 
Preliminary phases of this work were done joirtly with W. T 
Mayo.26 
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where M is the average number of particles per unit volume and is a 
constant. The position of each particle is completely independent of 
all the others. 
In addition, single scattering results are used; any fields 
present due to multiple scattering are neglected. The scattering 
particle size is uniform; the field scattered by each particle is also 
assumed to be linearly polarized. The scattered field at a point R is, 
therefore, given by 
all 
particles 
Es(R) = I E (?k,R), 
k k 
where E (r ,R) is the field at R due scattering from the kth particle 
Sn K 
k 
located at r, . 
k 
The correlation between variation in the field at points R and 
R is given by 
T (R tR ) = E[E (R. )E (R0)"J s 1 2 s 1 s 2 
Zll I Es (r R 1)E ' . (? ,R )] 
l j i 
Ell h^-hKj*^1 
k k k 
+ E[U Es. (vvEs. ( rYV ] 
For a Gaussian incident field, the scattering will be confined for the 
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most part to some particular region. Now consider a larger but finite 
volume V. At some time t , this volume contains n particles (a dis-
crete random variable from system to system in the ensemble of all pos-
sible system) with a probability of P(n). The correlation function for 
this case is 
rc(R ,R ) = E[E (R )E (R„)|n] 5 1 2 s 1 s 2 
= E C j E (?k ,R l )E; (?k,R2)] 
k=l k k 
k# :=1 . i ] 
X ECEs < V « X <Vg2)] 
k=l k k 
+ I I E[£"s ( r . , ^ ) ^ (r R2)]. (A-l) 
i.i 1=1 i ' j 
Consider for the moment the average 
E[E (r, ,Rn)E O v >
R o ^ =: / E (i;>Ri)E (r,R0)p(r)dV sk k 1 sk k 2 y sk 1 sk 2 
where p(f) is the probability density function for r in the volume 
V. Since each particle is distributed completely at random in the 
volume, the probability of finding the kth particle in a volume element 
dV is given by 
172 
P(r, e dV) = p(r)dV = ~ 
K V 
so that 
P(r) = ~ 
This average, therefore, becomes 
ECEs < V V > , ( i V V ] = V /, Es< ? 'VE 's^>Vd V (A"2) 
k k V k k 
and is independent of k since the particle size is uniform. Next con-
sider the average. 
E[E (r ,R )f (r.,R )].,. = / / E (r,R )£ (r' ,R )p(r ,r' )dVdV' , 
si i i s_. j z lfi v v, s_L
 sj ^ 
where p(r,r') is the joint density function for r and r' in V = V'. 
Since the position of each particle is completely independent of all 
the others, we have 
p(r,rT) = p(r)p(r') = -— , 
V 
so that 
1 E[E (r.,R )E~ (r.,R )] = -~ / / E (r,R )E" (r',R )dVdV' 
si 1 L sj : V V V Si j 
•i- / E (r,R )dV J E:; (r,R )dV, (A-3) 
V V Sk V Sk 
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and is independent of i and j since the particle size is uniform. 
Using equation A-2 and A-3 in A-1, we get 
E[E (R.)E"(R0)|n] = f j E (r.3,)E (r.RjdV 
s 1 s 2 ' V ,7 s., I s , 2 
V k k 
f 2_ ̂  
+ — ~ \ E (r,R,)dV / E" (r,R )dV. 
V V k V k 




( R i ' R 2 ) = E [ E s
( R i ) E s ( R 2 ) ] 
I E[E (R,)E::(R9)|n]P(n) ^ s 1 s 2 ' 
n=l 
v 1 7 nP(n) - f E (r,R. )€ (r,R0)dV 
1 W Sl 1 Sl 2 
n=l V k k 
+ £ (n2-n)P(n) -^ / E (r,R )dV J E* (r,R )dV 
n=l V V Sk V Sk 
E[n] / E (r,R )E" (r,R )dV 
V V V ! \ X 
+ S^f- J E Q (r.R^dV f E" (r,R9)dV 
V V k V Sk Z 
M / E (r,R.)E" (r?RQ)dV 
V Sk 2 sk 2 
174 
+ M2 / E (r,R,)dV / E" (r,R )dV. 
V Sk V Sk 
Letting V increase adds only a negligible amount to the integrals so 
we have 
T (R R ) = M / E (r,R )E* (r,R )dV 
all space k k 
+ M 2 J Es (r,R1)dV / fs (r,R2)dV. (A-4) 
all space k all space k 
Equation A-4 in terms of the complex envelope of E is 
T (R, ,R ) = M / A (r,R )A* (r,R )dV 
S J- z ., -. ST _L ST Ẑ  
all space k k 
+ M / A (r,Rn)dV / A" (r,R^)dV. 
s s 2. 
all space k all space k 
Consider the relative magnitude of the two terms in this equation. 
The phase term in the integrand of the first integral is proportional 
to the difference in distance from r to R to r to R . The phase term 
in each of the integrand of the integrals in the second term are pro-
portional to distance from r to R- and r to R . Over the region of r 
where the magnitude of E is significantly greater than zero, the 
phase of the first integrand varies only over a few cycles so that 
the magnitude varies a great deal over a single cycle. The integral 
over one cycle will, therefore, be nonzero. The phase of the second 
17 5 
term varies over many cycles, however, so the magnitude does not change 
significantly over a single cycle. The integral over one cycle will, 
therefore, be approximately zero. The second term, then, will be much 
less in value than the first so it adds little to the correlation func-
tion. Equation A-4- thus becomes 
T (R15R0) = M / E (r,R)E" (r,R)dV (A-5) 
s 1 2 J s, 1 s. 2 
all space k k 
If the scattering particles are confined to a plane, the correlation 
function is given by 
r s ( R l , R 2 ) " M J Es ( r , R l ) E s ( r > R 2
) d V 
scattering plane k k 
where M is the average number of particles per unit area. 
Next consider a single system and look at E (R_,)E (R\) at 
s 1 s 2 
many time .instances t , t , etc. The average over a larger and larger 
number of these specific time instances approaches the infinite time 
average. At each time instance, we see a random number of particles 
in the volume V at random location. For a large number of time 
instances, it is reasonable to expect to see almost all the members 
of the ensemble of all possible configurations of particles in V at 
some time t . The average over all possible time instances and the 
average over all members of the ensemble will, therefore, be equal; 
i.e. the system is stationary and ergodic. 
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APPENDIX III 
THE EFFECTS OF A POLYDISPERSION OF SCATTERING PARTICLES 
ON THE CORRELATION FUNCTION FOR THE SCATTERED FIELD 
In this appendix, the effects of relaxing the monodispersion 
requirement on the scattering particles is considered. The correlation 
function for the field scattered from a polydispersed collection of 
spherical particles Is calculated. 
The scattered field in some fixed direction from each particle 
will be a function of particle diameter a denoted by m(a, ). The 
function m is also a function of direction of scattering but as long 
as most of the scattering takes place over a small region, the field 
at some point R will be essentially constant and m is independent of 
scattering angle. Under these conditions, the total scattered field 
at R is given by 
E (R) = 7 m(a,)E (r\ ,R), 
S , K S, K 
k k 
where E is the scattered field from a particle of referenced diameter, 
Sk 
i.e. m = 1. The diameter of each particle is a random variable inde-
pendent of particle position. 
The correlation function for the field is given by 
r (R R ) = E[E (ROEJiL)] 
S A- Z b 1 S Z 
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Ell I m(a.)m"(a. )E ( r . , R )E'"' ( r . , R )] 
I j 3 S i S j 3 
ECZ |m(ak)|
2Es ( r ^ R ^ (rk >*2)
] 
+ E[£ J m(a.)/(a.)Es ( ^ R ^ E " C^>V
] 
In Appendix II, the second term is shown to be negligible with respect 
to the first terms so 
k k k 
Consider again a large volume V from which essentially all the scatter-
ing takes place. At some time t,, it contains n particles. In this 
case 
rs (Rl'V = E [ E s
( R l ) E s ( V l n ] 
i E[|m(ak)i
2E ( V V E ; , ( V V ] 
k=l 
Using the results developed in Appendix II and the fact that a 
and r are independent, we have 
K 
E[|ra(ak)|
2E ( ^ V E ; (rk,R2)] 
k k 
= E [ | m ( a k ) ]
2 ] E [ E s ( r ^ R ^ E * ( r k , R 2 ) ] 
' k k 
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= ̂  / |m(a)|2p(a)da J E (r.R.)! (r,R )dV 
V alia V Sk L Sk Z 
where p(a) is the probability density function for the particle 
diameters. 
Averaging over the number of particles in V, we get 
rs(Rl9R ) = I E[Es(R1)E^(R2)|n]P(n) 
n=l 
n 0 
I I E [ | m ( a ) | 2 ] E [ E ( r \ , R n ) E " (r, , R . ) ] P ( n ) 
n=l Jc=l Sk k 1 Sk k 2 
I n P ( n ) E [ | m ( a ) | 2 ] E [ E s (v^R^ ( r k , R ) ] 
n=l ' k k 
E[n]E[|m(a)|2]E[Es ( i ^ V ^ (̂ R,-,)] 
k k 
^iE[|m(a)|2] / E (r,R\)E* (r,R0)dV 
V V Sk l Sk 2 
= ME[|m(a)|2] / E (r.RjE" (r,R_)dV 
V Sk 1 Sk 2 
Again, letting V approach infinity, we get 
T (R19R_) = ME[lm(a)|
2] / E (r,R )E" (r,R )dV (A-6) 
S _L A -, -i 0-. J- S-i z 
all space k k 
In normalized form, the correlation function is given by 
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- - V V V 
Y ( R . . R J = C r s ( R 1 , R 1 ) r s ( R 2 , R 2 ) ]
% 
ME[|m(a) | 2 ] / E (r9K.)f (r,R_)dV 
1 ' J s. Is, 2 k k 
ME[|m(a)|2][/E (rJjE*"' (r,R..)dV / E (r,R )E" (r,R )dV]' 
sk Sk k k ^ 
i 12 
This last expression when E[|m(a)| ] is divided out is just the normal-
ized correlation function for a monodispersed distribution. Under the 
stated conditions, the normalized correlation function (degree of 
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