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Abstract
The present thesis addresses the subject of the semiclassical propagation of quantum
coherences in the framework of the Wigner formulation of quantum mechanics and is
divided into two main parts: i) the study of the evolution of quantum coherences in
phase space and ii) the construction of a theory for non-Markovian dissipative systems
in phase space. In the first part work, we employed the semiclassical approximation de-
veloped in [1] in order to study the propagation of superposition of coherent states and
tunneling [2] and also to resolve the classical structures contributing to the semiclassi-
cal spectral form factor [3,4]. In the second part, we translated the influence-functional
theory [5] into phase-space language using the Marinov’s path-integrals [6]. This al-
lowed us to construct the well-celebrated Caldeira-Leggett model [7, 8] in phase space
and based on this result, we derived the non-Markovian propagating function of the
Wigner function and analyzed in detail the case of damped harmonic potentials [9,10].
Subsequently, the semiclassical version of the propagating function is derived at three
levels: Ohmic dissipation at high temperatures, Ohmic dissipation and general non-
Markovian dissipation [11].
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Notation
r,r˜ Vectors in a 2 f -dimensional phase space
R,R˜ Vectors in a 2F-dimensional phase space
R,R˜ Vectors in a 2( f +F)-dimensional phase space
A,M Matrices
I Identity matrix
J Symplectic matrix
∧ Symplectic product
H , DH Hilbert space and its corresponding dimension
ˆ Operator in Hilbert space
ρˆ Density matrix operator
W Weyl symbol of operator ˆ
Uˆ ,UW Unitary time-evolution operator and its associated Weyl symbol
ρW Wigner function assotiated to ρˆ
GW(r′′, t′′;r′, t′) Wigner propagator from r′ at t= t′ to r′′ at t= t′′
K (τ) Spectral form factor
tH Heisenberg time
D· Path integral along the trajectrory ·
I(ω) Spectral density of the bath modes
γ(t),αR(t) Dissipative kernel and noise-correlation kernel
J(), JW() Propagating function and its phase-space analogous
F [], FW[] Influence functional and its phase-space analogous
i, i∗ Imaginary unit and its complex conjugate
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CHAPTER 1
Introduction
The understanding of the quantum-classical transition undoubtedly constitutes one of
the more interesting problems in physics and it has attained the attention since the
establishment of quantum theory in last century [12–14]. It has persuaded the long
evolution on our concept of what is quantum and to what extent it is required to explain
observations in nature.
By contrast to the beginning of the quantum theory, when the reduction postulate
clearly separated between quantummicroscopic entities and classical macroscopic mea-
suring apparatuses [14], our present conception of the quantum realm makes that we
conceive the border between the classical and quantumworlds more diffuse and intrigu-
ing than one century ago. This kind of “regression” has been supported by quantum
phenomena such as superconductivity [15], coherent superposition in Bose-Einstein
condensates [16], together with interference fringes of very massive molecules [17]
and more recently by the proposals to create superpositions of dielectric bodies, such
as viruses up to micron size [18] and to entangle quantum oscillators, even, at room
temperature [10].
The first attempt towards the identification of quantum contributions to the dynam-
ics of physical systems in terms of classical entities was the 1926 WKB approximation
(Wentzel [19], Kramers [20], and Brillouin [21]), which recast the wavefunction as an
exponential of an evolving Lagrangian manifold [22]. The second successful approach
was the 1928 semiclassical approximation of the unitary time-evolution operator de-
rived by van Vleck [23] with subsequent contributions by Gutzwiller [24]. This quan-
tity is arguably one of the most fundamental objects of semiclassical theory because it
constitutes, e.g., the starting point for the derivation of the celebrated Gutzwiller trace
formula [25] and also for the semiclassical reaction rate theory [26,27].
Before the establishment of the KAM theorem (Kolmogorov [28, 29], Arnold [30]
and Moser [31]) in the 50’s, semiclassical dynamics of regular and chaotic systems
was treated without no difference. However, after the KAM theorem, chaotic systems
began to be widely appreciated [32] and the search of chaos in the time development
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of quantum systems started. However, such attempts failed and it was found that
after a long enough time the chaos of classical mechanics is always suppressed by
quantum mechanics [33]. Although, there is still no general analytical theory of this
suppression, there are several qualitative and semiquantitative explanations such as
that driven quantum systems absorb energy more slowly than their chaotic classical
counterparts [33], that bound systems have discrete energy levels, that the Schrödinger
equation is linear or that Planck’s constant ~ smooths away classical phase-space fine
structure [34–36] or replaces it, effectively, by a discrete lattice [37].
In this way, we can realize that the transition from quantum to classical realms is
more thought-provoking when the classical systems is chaotic. This was the origin of
lot of interest and a huge number of related works in the 70’s and 80’s. Probably the
two more important discoveries in the field at that time were:
• The discovery of evidence that the spectrum of quantum systems bears infor-
mation on the corresponding classical dynamics, in particular on manifolds in-
variant under time evolution: periodic orbits. The establishment of this direct
connection between the quantum energy spectrum of bound motion and periodic
orbits is based on the remarkable works by Gutzwiller [24, 25, 38, 39] with im-
portant subsequence contributions by Balian and Bloch [40–43] and Berry and
Tabor [44–46].
• The discovery that energy eigenfunctions are influenced not only by the energy
surface [47–49], which is the generic invariant manifold, but by individual closed
orbits, which are invariant sets of zero measure. This picture emerged from nu-
merical and theoretical evidence embodied in the seminal works by Heller [50,51].
It is worth mentioning that the imprints of closed orbits persist up through thou-
sands of states and probably survive into the classical limit. Heller calls these
imprints scars [52] as they allowed, for the first time, to directly visualize the
impact of classical invariant manifolds on quantum mechanical distributions de-
fined on configuration [50,51] or phase space [53].
The suppression of chaos at the quantum level and the suppression of quantum
behavior at the classical level are currently understood, partially [54], in terms of the
presence of quantum coherences and the phenomenon of decoherence [12, 13], respec-
tively. It implies that as soon as the system interacts and evolves in the presence of
a surrounding environment, “quantumness” is faded out into the degree of freedom of
the environment. In this sense, a semiclassical treatment explaining how, in this tran-
sition region, quantum effects appear or disappear would be desirable. However, the
semiclassical description of quantum coherences certainly is far from being a trivial
task because “quantumness” is typically encoded in phenomena of infinity order in the
Planck constant such as tunneling [55] or entanglement [56] and since semiclassical
theories are typically of second order in ~, then the description of such phenomena
represents a big challenge for semiclassical approximations. In Chap. 4 we present
a discussion about quantum coherences in semiclassical terms under the light of re-
cent progress in the semiclassical propagation of quantum states [1,57] and show that
within semiclassical approximations [1] is possible to provide a successful description
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of these pure quantum correlations [2]. On the other hand, in Chap. 5 we show that
the same approach can be used to resolve the classical invariant manifold contributing
to the spectral correlation of classical integrable and chaotic systems [3, 4]. Addition-
ally, we discover scars, which in contrast to the usual ones [50, 51, 53], ours are not
restricted to the uncertainty principle.
On the other hand, the evolution of quantum systems in the presence of an envi-
ronment is clearly more demanding than the unitary cases and there is not a unique
way of introducing the effect of a thermal bath in the system under study [58]. The
first approaches were based on phenomenological descriptions [59] and were plagued
of fundamental problems such as the contraction of unitary cells in the quantum phase
space [58]. The most successful approach was developed by Feynman and Vernon [5]
and it is known as the influence-functional theory. This approach condenses the influ-
ence of the environment in a single object given by a path-integral expression and the
subsequent trace over the freedoms of the thermal bath (see Chap. 6). The first success-
ful description of a physical system within this approach was developed by Ullersma
in a series of three papers [60–62], the key ingredient was the assumption of the bath
as a collection of harmonic oscillators [60]. Some years later, the same model was used
by Caldeira and Leggett to study quantum tunneling [7] (see [8] for a detailed account
of the calculation).
The semiclassical description of open quantum systems (systems in contact with a
thermal bath) has deserved attention during past years [63–66], and in present years
there have been a lot of works in the field [67–72]. However, most of current develop-
ments are not formally derived or are not completely consistent or introduce additional
approximations, such as the Markovian approximation [73,74].
Motivated by lack of a fully consistent and general semiclassical theory for dissipa-
tive systems and by the transparent structure of [1] and its high performance explored
in chapters 4 and 5, we elaborate in Chap. 7 the dissipative version of this approach for
non-Markovian dissipative systems. This result opens the possibility for a formal and
consistent study of the semiclassical spectral-statistics of dissipative systems [75, 76],
the study of reaction theory far from equilibrium and the description of decoherent
effects in terms of classical manifolds. Moreover, it could give some insights into the
evolution of entanglement in semiclassical terms [77].
With this work we pretend to contribute to the understanding of how nature be-
haves at the quantum level in terms of classical entities and provide accurate and
efficient algorithms to the propagation of quantum systems. Finally, we conclude
with the hope that the results presented here, provide powerful computational tools
and an insightful description and of interesting phenomena such as photosynthesis
[78, 79], other biological processes [80] and implementations of quantum computation
in “medium-size” molecules [81,82].
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CHAPTER 2
Quantum Mechanics in Phase Space
A classical system S with position coordinates q = (q1,q2, · · · ,q f ) and conjugate mo-
mentum coordinates p = (p1, p2, · · · , p f ) can be described by a probability function
f (r) = f (p,q) in the 2 f -dimensional phase space. In such a way, f (p,q)df pdf q de-
notes the probability that the system be in a volume element df pdf q around r. In the
quantum-mechanically description of S, the phase-space coordinates cannot be defined
simultaneously, in that sense the concept of probability function cannot be extended to
quantum mechanics. However, there is possible to construct quasi-probability distri-
butions [83], which in conceptual and operational terms are equivalent to the classical
probability functions.
Among those quasi-probability functions in phase space, the Wigner function [84]
has been the most used in most of the branches of the non-relativistic quantum me-
chanics [83], e.g., in quantum optics and in statistical quantum mechanics, because
it allows a treatment of quantum mechanics in complete analogy with the classical
statistical mechanics. In particular, the possibility of defining and establishing more
direct relations and analogies between quantum and classical mechanics has given to
the Wigner function a special place in the “quantum chaos community” [48,85,86].
In this chapter, we briefly introduce the formulation of quantummechanics in phase
space by using the Wigner function, it will allow us to fix the notation and to introduce
some of the basic ideas for this thesis. For a more detailed and extended presentation,
we refer the reader to the Hillary’s et al. report [83] and to the report by Ozorio de
Almeida [86].
2.1 The Weyl Transform
The Weyl symbol AW (p,q) of an arbitrary operator Aˆ( pˆ, qˆ) can be defined as
AW(p,q)=TW
[
Aˆ
]
(p,q)=Tr[Aˆ( pˆ, qˆ)dˆ( pˆ, qˆ)] , (2.1)
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where the operator dˆ(p,q) is defined in terms of the displacement operator Tˆ(u,v) (see
[86] for a definition and some properties of the displacement operator)
dˆ(p,q) =
∫
dudv
2pi~
exp
{
i
~
(up+vq)
}
Tˆ(−u,−v). (2.2)
AW(p,q) is completely analogous to Aˆ( pˆ, qˆ) in the sense that
Aˆ( pˆ, qˆ)= (2pi~)−1
∫
dpdqAW(p,q)dˆ(p,q), (2.3)
with normal ordering [83, 87]. Since Tr
[
dˆ(p,q)
]
= 1, then the trace of an operator in
phase space can be calculated as an average of the corresponding Weyl symbol over the
whole phase space, i.e.
Tr
[
Aˆ
]= (2pi~)−1∫dpdqAW(p,q). (2.4)
For an f -dimensional system, theWeyl symbol of the operator Aˆ( pˆ, qˆ), can be expressed
as
AW(p,q) =
∫
df uexp
{
− i
~
p ·u
}〈
q+ u
2
∣∣Aˆ∣∣q− u
2
〉
, (2.5)
where we have evaluated the trace operation in (2.1) in terms of eigenstates of the posi-
tion operator, qˆ|q1〉 =q1|q1〉. A similar expression can be derived in terms eigenstates
of the momentum operator.
2.2 The Wigner Function
The quantum description of a system S, in the Wigner’s formulation, is not based on
the state vector |ψ〉 but on the density matrix ρˆS, which contains the relevant physical
information of the system under study and is the main object of the statistical quantum
mechanics. The density operator can be expressed as a superposition of pure states
ρˆS =
∑
j
p j
∣∣ψ j〉〈ψ j∣∣ , (2.6)
where p j can be understood as the probability that the system be in the state
∣∣ψ j〉. It
means that {0≤ p j ≤ 1,∀ j},
∑
j p j = 1 and
∑
j p
2
j ≤ 1, where the equality holds for pure
states. If we assume that ρˆS is known, then the expectation value of the operator Oˆ at
time t is defined as 〈Oˆ(t)〉 =Tr[OˆρˆS(t)] .
The Wigner function, ρW(p,q), is defined as the Weyl transform of ρˆS/(2pi~) f , i.e.
ρW(p,q)=TW
[
ρˆS
(2pi~) f
]
(p,q)=
∫
df uexp
{
− i
~
p ·u
}〈
q+ u
2
∣∣∣∣ ρˆS(2pi~) f
∣∣∣∣q− u2
〉
. (2.7)
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If the density matrix correspond to a pure state, ρˆS = |ψ〉〈ψ|, then
ρW(p,q)=
∫
df uexp
{
− i
~
p ·u
}
〈q+ u
2
∣∣ψ〉〈ψ∣∣q− u
2
〉. (2.8)
In this way, the Wigner function at (p,q) corresponds to the Fourier transform of the
product of the wave function reflected at −2q times the complex conjugate of this re-
flected at 2q.
2.2.1 Properties of the Wigner Function
From the definition of the Wigner function given in (2.7) it is possible to show that
• The Hermiticity of the density matrix implies that Wigner function is real.
• From (2.7) and assuming that Tr[ρˆ] = 1, then ∫df pdf qρW(p,q) = Tr[ρW] = 1,
which implies that the Wigner function is normalized. It is worth mentioning
that despite that the Wigner function can take negative values in some regions
of phase space, the measure of those regions is such that the integral over the
whole phase space is positive.
• The probability in position (or momentum) representation |ψ(q)|2
(
|ψ(p)|2
)
, are
correctly given by
∫
df pρW(p,q),
(∫
df qρW(p,q)
)
. Even, it can be shown that
the Wigner function is the only quasi-probability distribution which satisfies this
statement in a general way, i.e., it generates the correct marginal probability
along any direction between q and p-axis in phase space [88].
• If ρˆ corresponds to a mixed state, then
∫
df pdf q|ρW(p,q)|2 ≤ 1(2pi~) f . The equality
stands for pure states.
In order to exemplify Wigner’s formulation, in Fig. 2.1 we depict the second 〈q|2〉
and third 〈q|3〉 excited state, the second tunneling doublet (cf. Sec. 4.2), of the double
well potential (4.8) in position and in Wigner representation. Although the difference
between 〈q|2〉 (Fig. 2.1a) and 〈q|2〉 (Fig. 2.1b) is noticeable in position representation,
it is interesting to note that in phase space the only difference between ρW,2 (Fig. 2.1c)
and ρW,3 (Fig. 2.1d) is the phase of the oscillatory central-pattern, for ρW,2 this is
positive at p= 0 while this is negative for ρW,3.
In the following, we address the issue of the propagation of the Wigner function in
terms of the propagator of the Wigner function and list some of its properties.
2.2.2 Time Evolution of the Wigner Function
For one dimensional systems and assuming H(p,q)= p22m +V (q), the time evolution of
the Wigner function is generally expressed by the differential equation [83]
∂ρW
∂t
=−∂H
∂p
∂ρW
∂q
+ ∂H
∂q
∂ρW
∂p
+
∑
n>2(odd)
1
n!
(
~
2i
)n−1 ∂nH
∂qn
∂nρW
∂pn
,
6
Figure 2.1: Second and third excited state of the double well potential (4.8) in position (panel a for
〈q|2〉 and panel c for 〈q|3〉) andWigner representation (panel c for ρW,2 and panel d for ρW,3). Parameters
values are m = 1 and ∆ = 1. Color code ranges from red (negative) through white (zero) through blue
(positive).
which can be written as
∂ρW
∂t
= {H,ρW}M , (2.9)
where {·, ·}M denotes the Moyal bracket [89]. In the classical limit, ~→ 0, {·, ·}M → {·, ·}P,
being {·, ·}P the Poisson bracket. The first two terms in (2.9) correspond to the classical
evolution of the probability function ρW and the remaining terms provide the quantum
corrections to the dynamics of ρW.
Although, semiclassical approximations to the dynamics of the Wigner function can
be proposed from (2.9) by including higher-order terms in ~ to the classical evolution
of ρW, such additive quantum corrections give rise to accordingly modified “quantum
trajectories”. However, they tend to become unstable even for short propagation time
[90] and suffer from other practical and fundamental problems [91]. An alternative
approach, is the application of semiclassical approximations directly to the finite-time
propagator, expanding the phase instead of the underlying evolution equation [1,57].
2.3 Quantum Dynamics in Phase Space
For an isolated system described by a time-independent Hamiltonian HˆS, the time
evolution of an initial density matrix ρˆS(0) is determined by the Landau-von Neumann
equation, idρˆdt = [Hˆ, ρˆ], whose solution can be determined through the unitary time-
evolution operator
Uˆ(t)= exp
(
− i
~
HˆSt
)
(2.10)
and its adjoint operator Uˆ†(t) by means of the relation
ρˆS(t)= Uˆ(t)ρˆS(0)Uˆ†(t). (2.11)
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In position representation, this expression turns into
ρS(q
′′
+,q
′′
−, t)=
∫
dq′+dq
′
−J(q
′′
+,q
′′
−, t;q
′
+,q
′
−,0)ρS(q
′
+,q
′
−,0) , (2.12)
where
J(q′′+,q
′′
−, t;q
′
+,q
′
−,0)=U(q′′+,q′+, t)U∗(q′−,q′′−, t), (2.13)
withU(q′′±,q
′
±, t)= 〈q′′±|Uˆ(t)|q′±〉 and ρS(q+,q−)= 〈q+|ρˆS|q−〉. If ρS(q′′+,q′′−, t) [ρS(q′+,q′−,0)]
is transformed to phase space, it is described by theWigner function ρW(r′′, t) [ρW(r′,0)]
and the time evolution equation (2.11) reads
ρW(r
′′, t)=
∫
dr′GW(r′′, t;r′,0)ρW(r′,0), (2.14)
where GW(r′′, t;r′,0) is the propagator of the Wigner functions given by [1,6]
GW(r
′′, t;r′,0)≡ 1
(2pi~)2
∫
dr˜eir˜∧(r
′′−r′)/~UW (r˜+)U∗W (r˜−) , (2.15)
with r˜±(r′′+ r′± r˜)/2. In (2.15), r and r˜ denote generic points in phase space; ri ∧ r j,
the symplectic product rTi Jr j, being J=
(
0 I
−I 0
)
the symplectic matrix and UW(r) the
Weyl transform of the evolution operator.
2.3.1 Properties of the Wigner Propagator
Due to the close relation between the Weyl propagator and the Wigner propagator, it
is not surprising that the properties of the Wigner propagator depend directly on the
properties of the time-evolution operator Uˆ. In particular, the anti-unitarity of Uˆ is
translated to the Weyl propagator asU∗W(r, t)=UW(r,−t)=U−1W (r, t).
• Since at t= 0, Uˆ(0)= 1ˆ, thenUW(r,0)= 1, from here follows immediately that
G(r′′,0;r′,0)= δ(r′′−r′),
which implies that the Wigner propagator is not restricted by the uncertainty
principle. This fact allows a clear and conceptually simple study of the quantum-
classical transition [4].
• From the composition law for the unitary time-evolution operator we can show
that
GW(r
′′, t;r′,0)=
∫
d2 f r′′′GW(r′′, t;r′′′, t′′′)GW(r′′′, t′′′;r′,0), (2.16)
i.e., the propagator satisfies a Chapmann-Kolmogorov type equation.
• From (2.15), from the anti-unitarity of Uˆ and assuming that the quantum system
is homogeneous in time, we have that
GW(r
′′, t;r′,0)=GW(r′,−t;r′′,0)=GW(r′,0;r′′, t).
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In this way, for autonomous Hamiltonian systems, the Wigner propagator induces a
dynamical group parameterized by t. Other properties of GW(r′′, t;r′,0) are
• Since the Wigner function is real, then G(r′′,0;r′,0)∈Re
• The propagator of the Wigner function is an orthogonal operator, i.e.∫
d2 f r′′′G(r′′, t;r′,0)G(r′′′, t;r′,0)= δ(r′′−r′).
2.3.2 Alternative Expressions for the Wigner Propagator
Although expression (2.15) admits a clear interpretation in terms of two counter-pro-
pagating propagators, its numerical evaluation is highly demanding and therefore ad-
ditional expressions with an accessible numerical implementation are desirable. In
the following, we present three different, yet equivalent expressions for the Wigner
propagator.
Wigner Propagator from Eigenstates of Hˆ
Since the eigenbasis {|n j〉} of the Hamiltonian Hˆ is also an eigenbasis for exp
(− i
~
Hˆt
)
,
then it is natural to represent the unitary time-evolution operator in terms of the eigen-
basis of Hˆ and calculate the Weyl propagator in this representation,
UW(r, t)=
∫
df u exp
(
− i
~
p ·u
) ∑
n,n′
〈q+ u
2
|n′〉〈n′|exp
(
− i
~
Hˆt
)
|n〉〈n|q− u
2
〉
= (2pi~) f
∑
n
exp
(
− i
~
Ent
)
ρW,nn(r), (2.17)
where
ρW,nn(p,q)=
1
(2pi~) f
∫
df uexp
(
− i
~
p ·u
)
〈q+ u
2
|n〉〈n|q− u
2
〉, (2.18)
denotes the Wigner function of the state |n〉. Inserting (2.17) in (??) we get
GW(r
′′, t;r′,0)=
∑
n,m
∫
d2 f r˜ exp
(
i
~
r˜∧ (r′′−r′)
)
exp
(
−iEn−Em
~
t
)
×
∫
df u+exp
(
− i
~
p˜+ ·u+
)
〈q˜++
u+
2
|n〉〈n|q˜+−
u+
2
〉 (2.19)
×
∫
df u−exp
(
− i
~
p˜− ·u−
)
〈q˜−+
u−
2
|m〉〈m| q˜−−
u−
2
〉
or
GW(r
′′, t;r′,0)=
(2pi~)2 f
∑
n,m
∫
d2 f r˜ exp
(
i
~
r˜∧ (r′′−r′)
)
exp
(
−iEn−Em
~
t
)
ρW,nn(r˜+)ρW,mm(r˜−)
(2.20)
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where r˜± = r
′′+r′±r˜
2 . After some algebraic manipulations, it is possible to show that
GW(r
′′, t;r′,0)= (2pi~) f
∑
n,m
exp
(
−iEn−Em
~
t
)
ρW,nm(r
′′)ρW,mn(r′), (2.21)
being
ρW,nm(p,q)=
1
(2pi~) f
∫
df uexp
(
− i
~
p ·u
)
〈q+ u
2
|n〉〈m|q− u
2
〉, (2.22)
the mixed Wigner function corresponding to |n〉〈m|.
Wigner Propagator from the Unitary Time-Evolution Propagator
In order to establish a more direct link between the Wigner propagator and the unitary
time-evolution propagator, we can insert the formal expression forUW(r) in terms of Uˆ
in (2.19) this leaves with the following expression for the Wigner propagator
GW(r
′′, t;r′,0)= 2
f
h f
∫
df q˜′
∫
df q˜′′exp
{
i
~
(p′ · q˜′−p′′ · q˜′′)
}
×U∗
(
q′′− q˜
′′
2
, t;q′− q˜
′
2
,0
)
U
(
q′′+ q˜
′′
2
, t;q′+ q˜
′
2
,0
)
.
(2.23)
This expression is the most convenient route in terms of numerical implementations be-
causeU(q′′,q′) can be calculated by using a split operator method and thenGW(r′, t;r,0)
is evaluated by using fast Fourier transforms [92]. In Appendix B we provide a descrip-
tion of this algorithm. It is illustrative to analyze (2.23) and (2.13) together because we
can identify the Wigner propagator as a “double fourier transform” of the propagator
of the density matrix J(q′′+,q
′′
−, t;q
′
+,q
′
−,0) along the difference coordinate q˜
′′ =q′′+−q′′−
and q˜′ =q′+−q′− as
GW(r
′′, t;r′,0)= 2
f
h f
∫
df q˜′
∫
df q˜′′e
i
~
(p′·q˜′−p′′·q˜′′)J
(
q′′+ q˜
′′
2
,q′′− q˜
′′
2
t;q′+ q˜
′
2
,q′− q˜
′
2
,0
)
,
(2.24)
where q′′ = (q′′+−q′′−)/2 and q′ = (q′+−q′−)/2. Expression (2.24) is also valid in the dissi-
pative case as we can see in Sec. 6.2.1 (see Eq. 6.23) or in [9].
Wigner Propagator from Path Integral in Phase Space
In order to derive a path integral expression for the Wigner propagator, we follow the
work by Marinov [6] and divide the time interval (t′, t′′), á la Feynman [93], in N small
time steps ∆t = (t′′− t′)/N. For small ∆t, the Weyl transform of the unitary evolution
operator readsUW(r,∆t)∼ exp
(− i
~
HW(r)∆t
)
, where HW(r) denotes the Weyl transform
of the Hamiltonian operator [91]. Replacing this expression in 2.15, we obtain that for
short times the Wigner propagator is given by
GW(rn,rn−1)=
1
(2pi~) f
∫
d2 f r˜n exp
(
i
~
φn
)
, (2.25)
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where we have defined φn ≡ ∆rn ∧ r˜n +
(
HW
(
r¯n+ r˜n2
)
−HW
(
r¯n− r˜n2
))
∆t , with ∆rn ≡
rn−rn−1 and r¯n ≡ rn+rn−12 . Since the propagator satisfies a Chapman-Kolmogorov type
equation (see Eq. (2.16)), we can derive the propagator for finite times,
GW(r,r0)= lim
N→∞
N−1∏
n=1
[∫
d2 f rn
] N∏
n=1
[∫
d2 f r˜n
(2pi~) f
]
exp
(
i
~
N∑
n=1
φn
)
. (2.26)
In the continuous limit, the phase in (2.26) acquires the form of an integral functional
action
N∑
n=1
φn → S[{r}, {r˜}, t]≡
∫t
0
[
r˙∧ r˜+HW(r+
1
2
r˜)−HW(r−
1
2
r˜)
]
dt′, (2.27)
where r(t′) is a trajectory in phase space with initial point r(0) = r′ and final point
r(t)= r′′, r˙= dr/dt and r˜ can be considered as a fluctuation without restrictions around
r(t′). So, finally we have that the Wigner propagator can be written as,
GW(r,r0)=
1
(2pi~) f
∫
D
2 f r
∫
D
2 f r˜ exp
(
i
~
S[{r}, {r˜}, t]
)
, (2.28)
where D2 f r and D2 f r˜ denote each one a set of infinity measures in phase space [6]. We
make use of this approach in Chap. 7 to address the study of open quantum systems
in phase space using Marinov’s path integrals instead of Feynman’s path integrals [93]
in the framework of the functional integral theory [5].
2.4 Wigner Function for Discrete Phase-Spaces
In quantum mechanics, any symmetry present in position representation implies the
existence of a symmetry in momentum representation; the reason is clear, they are
related by a Fourier transform. In particular, a periodicity of the wave-function in
position representation with period Q, ψ(q)=ψ(q+Q), implies a discretization of the
momentum, pµ = 2piQ ~µ, with µ= 0,±1,±2, . . .. A similar argument can be used to show
that a periodic wave-function in momentum representation comes from a discrete rep-
resentation in position.
In phase space, if the periodicity is present in position representation, it leaves a
cylindrical phase-space (p,q), −∞ < p < ∞ and −Q/2 ≤ q < Q/2. If additionally, we
assume that there is certain periodicity also in momentum representation with period
P, then the symplectic area of the phase space is PQ. For this case the uncertainty
principle divides the phase space in unit cells of area 2pi~, it implies that the total
number of cells is DH =QP/2pi~, which in turn defines the dimension of the underlying
Hilbert space H . In this case the eigenvalues of the position operator are given by
qn = 2piP ~n with n = 0,1,2, . . .DH and the topology representing the symmetry in both
variables is the torus.
In next sections we will deal with toroidal and cylindrical phase-spaces, for this
reason is appropriate to provide a definition of the Wigner function and the Wigner
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propagator for these topologies in a consistent way and free of spurious effects like
ghost images [94].
2.4.1 Wigner Function and Wigner Propagator over a Torus
TheWigner function over a torus was defined by Berry [48]. However, due to the bound-
ary conditions this version contains redundant information. It is called the redundant
version of the Wigner function. This problem was solved in [94, 95] (see [96] for a de-
tailed account and [97] for a complementary and most formal formulation). In this
non-redundant version, the Wigner function ρW(λ′′,n′′, t′′) is defined as
ρW(λ
′′,n′′, t′′)=D−1
H
DH
2 −1∑
n′0=−
DH
2
DH −1∑
n′′0=−DH
par(n′0)=par(n′′0)
e
−2pii n
′
0λ
′′
DH
〈
n′′0+n′0
2
∣∣ρ(t′′) ∣∣ n′′0−n′0
2
〉
δ˜(n′′0−2n′′)
where δ˜(x) = sin(pix)
pix is the Fourier transform of the Rec(q) function [98]. If we as-
sume that t′ < t′′, then the Wigner function at time t′′ can be obtained by propagating
ρW(λ′,n′, t′) to ρW(λ′′,n′′, t′′), i.e.
ρW(λ
′′,n′′, t′′)=
DH
2 −1∑
λ′,n′=−DH2
GW(λ
′′,n′′, t′′;λ′,n′, t′)ρW(λ′,n′, t′), (2.29)
where
GW (λ
′′,n′′, t′′;λ′,n′, t′)= 1
DH
DH /2−1∑
n′0 ,n
′
1,n
′
2=−DH /2
DH −1∑
n′′0=−DH
exp
(
2ipi
DH
(
n′′0+n′0
2
−n′2
)
λ′
)
×U
(
n′′0−n′0
2
,n′1
)
δ˜
(
n′′0−2n′′
)
U∗
(
n′′0+n′0
2
,n′1
)
δ˜
(
n′1+n′2−2n′
)
.
(2.30)
This expression is the equivalent to (2.23) and certainly an equivalent expression to
(2.15) or (2.21) can be derived, however for our proposes they are not relevant and we
refer the reader to [96,97].
2.4.2 Wigner Function and Wigner Propagator over a Cylinder
The definition of the Wigner function over a cylinder was also derived by Berry in [48],
being Q the period of the periodic position coordinate q, ρW reads
ρW(p,q)=
1
2pi~
Q/2∫
−Q/2
dq′exp
{
− i
~
pq′
}〈
q+ q
′
2
(modQ)
∣∣ρ ∣∣ q+ q′
2
(modQ)
〉
. (2.31)
With the aim of deriving a simpler expression than (2.31), which also explicitly includes
the symmetry of this topology, we transform the density matrix ρ entering in (2.31) to
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momentum representation
ρW(p,q)=
1
hQ
Q/2∫
−Q/2
dq′exp
{
− i
~
pq′
}
×
∞∑
l,l′=−∞
exp
{
2pii
(
(l− l′)q+ (l+ l′)
(
q′
2
(modQ)
))}〈
l
∣∣ρ ∣∣ l′ 〉 ,
(2.32)
and now enforce the periodic character of q with period Q by the introduction of the
identity 1=
∞∫
−∞
dξδ
(
ξ− q′Q (mod1)
)
, after some manipulations we have
ρW(p,q)=
∞∑
λ=−∞
Wλ(q)δ
(
λ− pQ
2pi~
)
, (2.33)
where
Wλ(q)=
1
h


∞∑
λ′=−∞
e2piiλ
′ q
Q
〈
λ+ λ′2
∣∣ρ ∣∣ λ− λ′2
〉
, if λ′ is even,
∞∑
λ′=−∞
1
pi
∞∑
µ=−∞
e2piiλ
′ q
Q (−1)µ
µ+ 12
〈
λ+ λ′2 +µ+ 12
∣∣ρ ∣∣ λ− λ′2 +µ+ 12
〉
, if λ′ is odd,
The additional summation over µ for λ′ odd is normalized to 1 because
∞∑
µ=−∞
(−1)µ
µ+ 12
= pi.
Following a similar procedure, we can derive the Wigner propagator for this particular
topology; it is given by
GW(r
′,r)=
∑
λ,λ′
Kλ,λ′(q
′,q′)δ
(
λ− Qp
2pi~
)
δ
(
λ′−Qp
′
2pi~
)
, (2.34)
where
Kλ,λ′(q
′,q′)= 1
h
∑
l,l′,l′′,l′′′
〈
l′′′
∣∣Uˆ∗ ∣∣ l′′ 〉〈 l′ ∣∣Uˆ ∣∣ l 〉 δ˜( l′+ l′′′
2
−λ′
)
δ˜
(
l+ l′′
2
−λ
)
×exp
{
2pii
(
(l′− l′′′)q
′
Q
− (l− l′′) q
Q
)}
.
(2.35)
To our best knowledge, it is the first time that the Wigner propagator is derived for
this particular topology and for that reason equivalent expressions to (2.15) and (2.21)
would be desirable for a complete characterization of the Wigner propagator, however,
here we restrict to (2.35) for practical reasons.
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CHAPTER 3
Semiclassical Wigner Propagator
In this chapter we present the derivation of the semiclassical propagator of the Wigner
function developed in [1] by using the Weyl representation of the van Vleck [23] prop-
agator derived by Berry in [52]. Additionally, we present a derivation from the direct
link between theWigner propagator and the unitary time-evolution operator (2.23) and
also from the path-integral expression (2.28). Finally, we suggest the possibility to ob-
tain a semiclassical expression for the Wigner propagator based on the calculation of
the semiclassical eigenfunctions of the Liouville propagator.
3.1 From Weyl Propagator to Semiclassical Wigner
Propagator
A straightforward route towards a semiclassical Wigner propagator is achieved by re-
placing the Weyl propagator in Eq. (2.15) by the Weyl transform of the van Vleck prop-
agator [6, 52, 86], in Appendix A we provide a derivation of UW(r, t) following Berry’s
derivation [52]. Transformed from the energy to the time domain, it reads [6,52,86],
UW(r, t)= 2 f
∑
j
exp
( i
~
S j(r, t)− iµ j pi2
)
√|det(M j(r, t)+ I)| . (3.1)
The sum runs over all classical trajectories j connecting phase-space points r′j to r
′′
j in
time t such that r= r˜ j ≡ (r′j+r′′j )/2 (the midpoint rule). M j and µ j are its stability matrix
and Maslov index, respectively. The action S j(r j, t)= A j(r j, t)−H j(r, t) t, with H j(r, t)≡
HW(r j, t), the Weyl Hamiltonian evaluated on the trajectory j (to be distinguished from
HW(r, t)) and A j, the symplectic area enclosed between the trajectory and the straight
line (chord) connecting r′j to r
′′
j [52] (the chord rule, vertically hashed areas A j± in
Fig. 3.1).
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Figure 3.1: Symplectic areas entering the semiclassical Wigner propagator, Eqs. (3.5, 3.6), based on
the van Vleck approximation. The vertically hashed areas correspond to the phases A j± of the Weyl
propagators (3.1) according to the chord rule. The symplectic area (slanted hatching) enclosed between
the two classical trajectories r j±(t) and the two transverse vectors r′j+−r′j− and r′′j+−r′′j− determines the
phase (3.6) of the propagator. The classical trajectory rcl(r′, t) (dashed) is to be distinguished from the
propagation path r¯ j(r′, t) (bold) connecting the initial argument r′ of the propagator to the final one, r′′.
Substituting Eq. (3.1) in (2.15), one arrives at
GW(r
′′,r′, t)=
1
(pi~)2 f
∑
j−, j+
∫
d2 f r˜e
−i
~
(r′′−r′)∧r˜ exp
[ i
~
(
S j+(r˜ j+, t)−S j−(r˜ j−, t)
)+ i(µ j+ −µ j−)pi2 ]
|det[M j−(r, t)+ I]det[M j+(r, t)+ I]|1/2
,
(3.2)
where indices j± refer to classical trajectories contributing to the Weyl propagators
UW(r˜±, t) in Eq. (2.15). The principal challenge is now evaluating the r˜-integration. As
it stands, Eq. (3.2) couples the two classical trajectories r˜ j−, r˜ j+, to one another only
quite indirectly via r˜, the separation of their respective midpoints. This changes as
soon as an integration by stationary-phase approximation is attempted, in consistency
with the use of the van Vleck propagator. As we will see in the dissipative case (see
Chap. 7), this separation is not longer present because r˜ j− and r˜ j+ are coupled by the
tracing over the bath modes and additionally they do not follow the associated classical
equations of motion. Stationary points are identified implicitly by the condition r′′−r′ =
(r′′j−−r′j−+r′′j+−r′j+)/2. Combined with the midpoint rule r′+r′′±r˜= r′j±+r′′j±, this implies
r′ = r¯′j ≡ (r′j−+r′j+)/2, r′′ = r¯′′j ≡ (r′′j−+r′′j+)/2. (3.3)
Equation (3.3) constitutes a simple geometrical rule for semiclassical Wigner propaga-
tion [86]: It is based on pairs of classical trajectories j+, j−, that need not coincide
with one another nor with the trajectories passing through r′ and r′′ but must have r′
midway between their respective initial points r′j± and likewise for r
′′.
To complete the Fresnel integral over r˜, we note that
∂2
∂r˜2
[
S j+(r˜+, t)−S j−(r˜−, t)
]= J
2
(
M j− − I
M j− + I
−M j+ − I
M j+ + I
)
= J M j− −M j+
(M j− + I)(M j+ + I)
, (3.4)
where J denotes the 2 f ×2 f symplectic unit matrix [52]. Combined with the determi-
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nantal prefactors inherited from the van Vleck propagator, this produces
GvVW (r
′′,r′, t)= 4
f
h f
∑
j
2cos
(
1
~
SvVj (r
′′,r′, t)−ν j pi4
)
|det(M j+ −M j−)|1/2
, (3.5)
the semiclassical Wigner propagator in van Vleck approximation [1,2], ν j is the “index
of inertia” associated to the matrix M j+ −M j− and is given by the difference between
the numbers of positive and negative eigenvalues [99]. The phase of the propagator is
determined by the action
SvVj (r
′′,r′, t)= (r˜ j+ − r˜ j−)∧ (r′′− r˜′)+S j+ −S j−
=
∫t
0
ds
[
˙¯r j(s)∧r j(s)−H j+(r j+)+H j−(r j−)
]
, (3.6)
with r¯ j(s) ≡ (r j−(s)+ r j+(s))/2 and r˜ j(s) ≡ r j+(s)− r j−(s). Besides the two Hamiltonian
terms it includes the symplectic area enclosed between the two trajectory sections and
the vectors r′j+ −r
′
j−
and r′′j+ −r
′′
j−
(Fig. 3.1).
In the following we list a number of general features of Eqs. (3.5,3.6):
i. Equation (3.5) replaces the Liouville propagator,
GclW(r
′′,r′, t)= δ
[
r′′−rcl(r′, t)
]
, (3.7)
localized on the classical trajectory rcl(r′, t) initiated in r′, by a “quantum spot”, a
smooth distribution peaked at the support of the classical propagator but spread-
ing into the adjacent phase space off the classical trajectory and structured by an
oscillatory pattern that results from the interference of the trajectories involved.
ii. The propagator (3.5) does involve determinantal prefactors. However, they do
not result from any projection onto a subspace of phase space like q or p and are
manifestly invariant [52] under linear canonical (affine) transformations [100].
iii. It deviates from the Liouville propagator if and only if the potential is anhar-
monic. For a purely harmonic potential, the two operations, propagation in time
and forming midpoints between trajectories, commute, so that all midpoint paths
r¯ j(t)= [r j−(t)+r j+(t)]/2 coincide with each other and with the classical trajectory
rcl(r′, t). This singularity restores the classical delta function on rcl(r′, t), the in-
terested reader may also want to consult Ref. [2] for further details.
iv. The only condition restricting the choice of trajectory pairs to be included in the
calculation of the propagator is the midpoint rule (3.3). It does, however, not con-
stitute a double-sided boundary condition since every pair fulfilling Eq. (3.3) for
the initial points contributes a valid data point to the propagator. Therefore, there
is no root-search problem. In particular, the freedom in the choice of trajectory
pairs can be exploited to optimize numerical implementations.
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v. The propagator’s oscillatory pattern encodes and transmits information on quan-
tum coherences. In particular, it allows us to propagate the “sub-Planckian os-
cillations” [101] characterizing the Wigner function. In this sense, Eqs. (3.5, 3.6)
solve the problem of the “dangerous cross terms” pointed out by Heller [102]. This
issue is addressed in the next chapter.
vi. The principle of propagation by trajectory pairs is consistent with the proper-
ties of a dynamical group. It translates the concatenation of propagators into a
pairwise continuation of trajectories, if the convolution integral in Eq. (2.16) is
evaluated by stationary-phase approximation as well.
vii. Equations (3.5, 3.6) fail if the stationary points approach each other too closely.
This is the case for short time and, for any time, near the central peak of the
propagator on the classical trajectory. Moreover, the problem arises systemati-
cally in the limit of weak anharmonicity and in the classical limit. Therefore,
these cases require an improved treatment by means of a uniform approximation
to the r˜-integration in Eq. (3.2), see [2].
3.2 From Van Vleck Propagator to Semiclassical Wig-
ner Propagator
An alternative expression for the semiclassical propagator of the Wigner function can
be obtained if we replace the semiclassical expression of the unitary time-evolution
operator derived by van Vleck propagator in (2.23),
GW(r
′′, t;r′,0)= 1
(2pi~) f
∑
j, j′
∣∣∣∣∣ ∂
2R j
∂q′n∂q′′m
∣∣∣∣∣
1/2 ∣∣∣∣∣ ∂
2R j′
∂q′n∂q′′m
∣∣∣∣∣
1/2∫
df q˜′df q˜′′exp
{
i
~
(p′ · q˜′−p′′ · q˜′′)
}
exp
{
i
~
R j
(
q′′+ 1
2
q˜′′, t;q′+ 1
2
q˜′, t
)
− i
~
R j′
(
q′′− 1
2
q˜′′, t;q′− 1
2
q˜′, t
)
+ (µ j−µ j′)
pi
2
}
.
To be consistent with the van Vleck approximation, integrations over q˜′ and q˜′′ must
be performed at the level of stationary-phase approximation. In this case, it implies
that
p′ = 1
2
(
p′j
(
q′
)+p′j′ (q′)) , p′′ = 12
(
p′′j
(
q′′
)+p′′j′ (q′′)) . (3.8)
On the other hand, since q′′ and q′ are the midpoints between the final and initial
conditions of R j
(
q′′+ 12 q˜′′, t;q′+ 12 q˜′, t
)
and R j
(
q′′− 12 q˜′′, t;q′− 12 q˜′, t
)
, respectively, we
can express them in terms of the coordinates q+ = (q+ q˜)/2 and q− = q− q˜, so we can
shortly write
r′′ = 1
2
(
r′′++r′′−
)
, r′ = 1
2
(
r′++r′−
)
, (3.9)
which corresponds to the same midpoint rule derived in last section [see Eq. (3.3)].
Before evaluating the action along these paths, we calculate the amplitude of each
contribution, it can be expressed in terms of the difference of the stability matrices
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associated to r+ and r−, (cf. Appendix A for a related calculation), i.e.
1
det
(
M j+ −M j−
) = det
(
∂2R j+
∂q′j+∂q
′′
j+
)
det
(
∂2R j−
∂q′j−∂q
′′
j−
)
det


∂2R j+
∂q′j+∂q
′
j+
− ∂
2R j−
∂q′j−∂q
′
j−
∂2R j+
∂q′j+∂q
′′
j+
− ∂
2R j−
∂q′j−∂q
′′
j−
∂2R j+
∂q′′j+∂q
′
j+
− ∂
2R j−
∂q′′j−∂q
′
j−
∂2R j+
∂q′′j+∂q
′′
j+
− ∂
2R j−
∂q′′j−∂q
′′
j−


. (3.10)
This relation certainly reduces the evaluation of amplitude of each contribution and
provides the same amplitude as the one derived using the previous approach. We
note that the action p′ ·q˜′−p′′ ·q˜′′+R j
(
q′′+ 12Q′′, t;q′+ 12Q′, t
)
−R j
(
q′′− 12Q′′, t;q′− 12Q′, t
)
can be expressed in terms of the energy along the trajectory HW
(
r j± 12 r˜ j
)
and the
symplectic product between r∧ r˜ as ∫t0 dt[r˙∧ r˜−H j+ (r+ 12 r˜)+H j− (r− 12 r˜)]. Based on
this fact and from (3.10), we get finally
GW(r
′′, t;r′,0)= 4
f
h f
∑
j
2cos
(
1
~
SvVj (r
′′,r′, t)−ν j pi4
)
∣∣det (M j+ −M j−)∣∣1/2 , (3.11)
with SvVj (r
′′,r′, t) given by (3.6). So, we that propagation of the density matrix by two
van Vleck propagators is completely equivalent, as one could expect, to propagate the
associated Wigner function with (3.11). An alternative route towards the semiclassical
Wigner propagator can be derive from the Marinov’s path integral approach described
previously in Sec. 2.3.2, this route is exploring in the next section.
3.3 From Phase-Space Path-Integrals to Semiclassi-
cal Wigner Propagator
In this section we evaluate the path-integral expression for the Wigner propagator
given in (2.28) making use of the stationary-phase approximation. In order to calculate
the extremal trajectories maximizing the action S[{r}, {r˜},t],
∂S
∂r
= 0, ∂S
∂r˜
= 0, (3.12)
we calculate the derivatives of S[{r}, {r˜},t] in the discrete-time version (2.25). After
taking the continuous limit and defining r± = r± r˜2 , we get that the action is maximized
by the trajectories r± satisfying [1,6]
r˙± = J∇HW(r˜±), (3.13)
which means that r±, not only determine the propagation in phase space, but also are
solutions of the classical equation of motion. This picture changes dramatically by the
introduction of dissipation in Chapter 7. In this case, the path-integral expressions are
replaced by summation over these trajectories and weighted by the second derivatives
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of the action along these trajectories. As in previous cases, this second-derivatives
matrix can be related to the difference of the stability matrices of r+ and r−,
det

 ∂2S[{r},{r˜},t]∂q˜2 ∂2S[{r},{r˜},t]∂p˜2
∂2S[{r},{r˜},t]
∂q2
∂2S[{r},{r˜},t]
∂p2

= 1
4 f
det

 ∂q
′′
+
∂q′+
− ∂q
′′
−
∂q′−
∂q′′+
∂p′+
− ∂q
′′
−
∂p′−
∂p′′+
∂q′+
− ∂p
′′
−
∂q′−
∂p′′+
∂p′+
− ∂p
′′
−
∂p′−

= 1
4 f
det(M+−M−).
(3.14)
Since the summation over trajectories contains terms j+ j− and j− j+ we can guarantee
that the propagator is real, taking into account last arguments, we can show that the
propagator takes the form
GW(r
′′, t;r′,0)= 4
f
h f
∑
j
2cos
(
1
~
SvVj (r
′′,r′, t)−ν j pi4
)
∣∣det (M j+ −M j−)∣∣1/2 , (3.15)
with SvVj (r
′′,r′, t) given by (3.6). From here we can see that these tree approaches leaves
exactly with the same expression for the semiclassical Wigner propagator (3.5), (3.11)
or (3.15).
3.4 From Liouville-Propagator Eigenfunctions to Se-
miclassical Wigner Propagator
In section (2.3.2) we derived an expression for the Wigner propagator in terms of the
eigenfunctions of the associated Hamiltonian (2.21),
GW(r
′′, t;r′,0)= (2pi~) f
∑
n,m
exp
(
−iEn−Em
~
t
)
ρW,nm(r
′′)ρW,mn(r′),
where we called ρW,nm(r′′) the mixed Wigner functions. According to Brumer et al.’
[103–107], the product of these Wigner functions, ρW,nm(r′′)ρW,mn(r′), can be under-
stood as the eigenfunctions of the Liouville propagator. This remark allowed Brumer
et al. to identify the classical analogues of the quantum eigenfunction of the Liouville
propagator. However, in their analysis there was not any particular mention to the
semiclassical case. Based on Brumer et al.’ work, one can conclude that a derivation
of the semiclassical Wigner propagator following this approach would imply different
treatments for integrable [106] or chaotic [107] systems and would allow for a semiclas-
sical description of finite size quantum systems [104]. For our proposes, expressions
(3.5), (3.11) or (3.15) are enough and we leave this very interesting alternative for a
future work.
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CHAPTER 4
Semiclassical Description of Quantum Coherences in
Phase Space
The major challenge for any attempt to directly propagate Wigner functions is the
appropriate treatment of quantum coherences. As was pointed out by Heller [102], the
non-diagonal elements of the density matrix, which are usually encoded in the Wigner
function through “sub-Planckian" oscillations [101], can give rise to a complete failure
of semiclassical propagation of the Wigner function.
In this chapter, we make use of the semiclassical approximation (3.5, 3.6) to provide
a semiclassical description of quantum systems in the presence of marked quantum
effects, e.g., coherent tunneling and propagating Schrödinger cat-states.
4.1 Semiclassical Propagation of Schrödinger’s Cat-
States
Schrödinger cats are a paradigm of quantum coherence and embody the basics of en-
tanglement in a simple setting. They allow us to test the performance of propagation
methods in this particular respect in an objective manner, as the separation of the
superposed alternatives and thus the wavelength of the corresponding interference
pattern can be precisely controlled.
Since we here consider the propagation of Schrödinger cat-states prepared as the co-
herent superposition of two Gaussian states, we consider illustrative to translate first a
single Gaussian state into the phase-space language. In the context of the Wigner rep-
resentation, Gaussians gain special relevance as they constitute the only admissible
Wigner functions that are positive definite and therefore can be interpreted in terms of
probabilities [108]. They have achieved a fundamental rôle for semiclassical propaga-
tion as they provide a natural smoothing which allows to reduce the time-evolution of
an entire phase-space region to the propagation along a single classical trajectory.
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Define Gaussians in phase space [109] by
W(r)=
p
detA
(2pi~) f
exp
[
− (r−r0) ·A(r−r0)
2~
]
. (4.1)
The 2 f × 2 f -covariance matrix A controls size, shape, and orientation of the Gaus-
sian centered in r0 = (p0,q0). The more specific class of minimum-uncertainty Gaus-
sians, equivalent to Wigner representations of coherent states [110], is characterized
by detA= 1. In what follows, in two dimensions r= (p,q), we choose A= diag(1/γ,γ), so
that
ρW(r)=
1
pi~
exp
[
− (p− p0)
2+γ2(q− q0)2
γ~
]
. (4.2)
In this way, we have that the Schrödringer cat-state is defined by
ρW,cat(r)= ρW,−(r)+ρW,+(r)+ρW,×(r), (4.3)
where ρW,±(r)= exp{−[p2±+γ2q2±]/γ~}/(pi~), r± = r− [r0± (0,d)], while
ρW,×(r)=exp{−[(p− p0)2+γ2(q− q0)2]/γ~}cos[2(p− p0)d/~] (4.4)
encodes the quantum coherence in terms of “sub-Planckian” oscillations of wavelength
~/d in p [101].
Figure 4.1: Schrödinger cat-states time evolved in the Morse potential (4.5) at t= 0.3, for propagation
with the semiclassical approximation (3.5, 3.6) to the Wigner propagator (panel a) as compared to an
exact quantum calculation (b). Parameter values are D = 1, a = 1.25, ~ = 0.005. The initial midpoint
and separation, resp., of the Schrödinger cat are (q0, p0) = (0.3,0), d = 0.3. Color code ranges from red
(negative) through white (zero) through blue (positive).
This initial state is propagated with the semiclassical propagator (3.5, 3.6) in the
presence of an one-dimensional Morse potential [111] described by
V (qˆ)=D(1− e−aqˆ)2 (4.5)
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and determined by the depth D and inverse width a of the potential well. We choose the
Morse oscillator because it is prototypical for strongly anharmonic molecular potentials
and correspondingly complex dynamics, widely used as a benchmark for numerical
methods in this realm [112–116].
The result is compared in Fig. 4.1 to the exact quantum calculation. Despite minor
deviations in the shape of the Gaussian envelopes, the interference pattern is perfectly
reproduced. This is not surprising in view of the trajectory-pair construction underly-
ing our semiclassical approximation.
In fact, it is instructive to see why propagating along the two classical trajectories
of the respective centroids of the two “classical” Gaussians ρW,±(r) already reproduces
essentially the sub-Planckian oscillations. The propagator starting from the centroid
r0 of the oscillatory pattern then comprises two terms, GW(r′′,r0, t) = GW0(r′′,r0, t)+
GW×(r′′,r0, t). According to Eqs. (3.5, 3.6), the first one, propagating along the clas-
sical trajectory rcl(r0, t) that passes through r0, bears no oscillating phase factor and
therefore practically cancels upon convolution with the strongly oscillatory ρW,×(r′).
The second one, by contrast, is the contribution of the two centroid orbits rcl(r±, t)
forming a pair of non-identical trajectories. It travels along the midpoint path r¯×(t)=
(rcl(r−, t)+rcl(r+, t))/2 and carries a phase factor ∼ cos[(2/~)(r+−r−)∧r′] = cos[2dp′/~]
which couples resonantly to the oscillations in ρW,×(r′).
4.2 Semiclassical Description of Tunneling
Tunneling is to be regarded a quantum coherence effect “of infinite order in ~” [55]. One
therefore does not expect a particularly good performance of semiclassical propagation
methods in the description of tunneling, despite various efforts that have been made to
improve them in this respect. Above all, the complexification of phase space provides a
systematic approach to include tunneling in a semiclassical framework [117–119].
In the present work we restrict ourselves to real phase-space, in order not to loose
the valuable close relationship between Wigner and classical dynamics. Even so, we ex-
pect that in this framework tunneling can be reproduced to a certain degree [120,121].
To be sure, Wigner dynamics (in real phase space) is exact for harmonic potentials. This
includes parabolic barriers and hence a specific case of tunneling. This remarkable
fact has been indicated and explained by Balazs and Voros in Ref. [120]: As the Wigner
propagator invariably follows classical trajectories, the explanation rather refers to
the initial condition in Wigner representation which, owing to quantum uncertainty,
spills over the separatrix even if it is concentrated at negative energies, and thus is
transported in part along classical trajectories to the other side of the barrier.
This is to be considered as a fortunate exception, though, and other, more typical
cases involving genuine quantum effects, like in particular coherent tunneling between
bound states, are not so readily accessible to semiclassical Wigner dynamics. Quantum
tunneling in the Wigner representation, specifically for localized scattering potentials,
has been studied at depth in [91,122], however without indicating a promising perspec-
tive for semiclassical approximations. We are in a slightly more favourite situation as
the concept of propagation along trajectory pairs provides a viable option how to re-
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Figure 4.2: Semiclassical description of coherent tunneling in terms of trajectory pairs, in the frame-
work of the van Vleck based Wigner propagator (3.5, 3.6). A wavepacket initially prepared near the right
minimum of a double-well potential (blue patch) can be transported along a non-classical midpoint path
r¯(t) (dashed red line) into the opposite well if the two classical orbits rcl±(t) (full red lines) underlying
this path through r¯(t)= (rcl−(t)+rcl+(t))/2 are sufficiently separated initially, e.g., rcl+ on the same side but
above the barrier, rcl− within the opposite well. Other contours of the potential and the separatrix are
indicated by black curves.
produce tunneling by means of a semiclassical Wigner propagator: As illustrated in
(Fig. 4.2), it is trajectory pairs with sufficiently separated initial points, probing re-
gions in phase space mutually inaccessible in terms of the classical dynamics, which
lead to transport in phase space along classically forbidden paths.
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Figure 4.3: Autocorrelation function (4.6) for a Gaussian initial state (4.1) in a quartic double well (4.8)
with ∆ = 6 at r0 = (4,0) (panel a) and at the minimum of the potential (panel b), for the semiclassical
approximation (3.5, 3.6) (dashed blue line) as compared to an exact quantum calculation (2.23) of the
Wigner propagator (full black line) and to a classical propagation using the Liouville propagator (full red
line). Insets in panels a (γ= 1) and b (γ= 2) show the shape and location of the initial Wigner functions
in relation to the separatrix of the phase-space portrait.
In order to confront the semiclassical approximation with the quantum result, we
calculate the overlap of the initial Wigner function with its time-evolved version. This
overlap define the autocorrelation function and provide a robust and easily verifiable
assay of the accuracy and efficiency of propagation methods. Serving as an interface
between dynamical and spectral data, they have a wide range of applications in atomic
and molecular physics and form an appropriate testing ground for semiclassical meth-
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ods. In terms of the Wigner-propagator, the autocorrelation function C(t) is given by
|C(t)|2 = (2pi~) f
∫
dr′′2 f
∫
dr′2 f ρW(r′′,0)GW(r′′,r′, t)ρW(r′,0), (4.6)
For this case, we choose the quartic double-well potential because, from a phe-
nomenological point of view, it is the standard model for the study of coherent tun-
neling, and therefore constitutes a particularly challenging problem for semiclassical
propagation methods. To begin with, we define the quartic double-well potential as
V (xˆ)=−mω
2 xˆ2
4
+ m
2ω4 xˆ4
64Eb
, (4.7)
where ω is the oscillation frequency near the minima at x± = ±
√
8Eb/mω2 and Eb is
their depth. In natural units q =
p
mω/~x and τ = ωt, the full Hamiltonian of the
system reads
H(p,q)= p
2
2
− q
2
4
+ q
4
64∆
. (4.8)
The dimensionless barrier height∆=Eb/~ω, the only parameter of the quantumHamil-
tonian (4.8), measures approximately the number of tunneling doublets, i.e., half the
number of eigenstates below the barrier top. The larger the value of ∆ is the closer to
the classical limit the system is because then the limit of large quantum numbers is
approached [123].
In Fig. 4.3 we confront the semiclassical (dashed blue line) and classical (full red
line) autocorrelation function with the quantum result (full black line) for a Gaus-
sian initial state prepared at r0 = (0,4) (Fig. 4.3.a) and at the minimum of the poten-
tial(Fig. 4.3.b) using in both cases ∆E = 6. The semiclassical Wigner propagator (3.5,
3.6) reproduces nicely the revivals and, as is expected, it exhibits a better accuracy
than the mere classical propagation.
4.3 Summary
In this chapter we show that the semiclassical approximation (3.5, 3.6) reproduces the
main features of marked quantum effects as coherent superposition of states and coher-
ent tunneling (the reader interested in the numerical implementation of the method
is referred to Appendix C). In both cases is clear that propagation along the midpoint
between pairs of trajectories nicely explains the emergence of non-classical character-
istics of the dynamics, such as propagation to classically forbidden regions –for the
tunneling process– and coherent interference from superposition of states– for the evo-
lution of Schrödinger cat-states. In next chapter we exploit these two basic ingredients
and construct a semiclassical theory of spectral statistics based on (3.5, 3.6).
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CHAPTER 5
Quantum Coherences and Semiclassical Spectral
Statistics
One of the most fundamental questions of quantum chaos is why, in the semiclassi-
cal limit, almost any classically hyperbolic system exhibits energy levels, eigenstates,
transition amplitudes or transport properties which in a statistical sense are universal
and depend only on the presence or absence of certain kind of symmetries [124]. This
fact was conjectured by Bohigas, Giannoni and Schmit [125] and is by now well es-
tablished by overwhelming numerical grounds and experimental evidence from atomic
and molecular spectroscopy of classical micro-wave billiards in the limit of large quan-
tum numbers [126,127].
With the aim of studying that universal character, we need to consider statistical
properties like, e.g., fluctuations in the distribution of energy levels, which are given
by correlations between the eigenstates of the quantum system. These correlations are
described by the two-point correlation function or cluster function Y2(E) [128], which
is bilinear in the density of states d(E). In the semiclassical regime, d(E) is given by
the celebrated Gutzwiller’s trace formula [25]
d(E)≈ 〈d〉+ 1
pi~
Re
∑
j
A je
iS j (E)/~, (5.1)
where 〈d〉 is the mean density of states and j labels the periodic orbits of the chaotic
system. The contribution from each orbit is characterized by its classical action S j
and is weighted by the amplitude A j, which depends on the period T j, on the stability
matrix and on the number of conjugated points of the orbit. This expression provides
a direct relation between the spectral quantities related to the quantum Hamiltonian
Hˆ and the dynamical quantities generated by the classical Hamiltonian H.
In time-domain, those correlation between states are described by the Fourier trans-
form of Y2(E), i.e., by the form factor K (τ). In terms of the Gutzwiller’s trace formula,
25
the semiclassical form factor reads (cf. [124]),
K (τ)= 1
2pi~〈d〉
∑
j j′
〈
A jA
∗
j′e
i(S j−S j′ )/~δ
(
T− T j−T j
′
2
)〉
E
, (5.2)
where τ=T/(2pi~ 〈d〉) and 〈·〉E denotes an average over an energy window [124,128].
Since the number of periodic orbits increase exponentially with the period [124,129]
then the double sum contains a huge number of pair terms. Most of the pair consist
of pairs with non-correlated actions and their contributions cancel each other when
summed over, in this way, it is expected that non-vanishing contributions come from
correlated pairs. The strongest correlation occur between trajectories having identical
actions, so would be natural to restrict the sum over identical trajectories or related
by time-reversal, i.e., would be natural to evaluate the double sum in the diagonal
approximation. However, in order to prove the universality conjectured by Bohigas et
al. [125], non-diagonal terms are requisite. This fact generated that in last years all
attention was focused on going beyond the diagonal approximation and only recently
a successful attempt to deal with the whole sum was done [130], notwithstanding the
quantum-classical correspondence of the terms contributing, even in the diagonal ap-
proximation, to the double sum is not completely clear.
In order to resolve the classical structures contributing to (5.2), a promissory re-
lation between the spectral form factor K (τ) and the classical probability to return
Pclret(t) has been made in the context of the spectral analysis of systems with dynamical
localization [128,131,132]. For chaotic systems it reads
K (τ)≈ (2/β)τPclret(tHτ), (5.3)
where β= 1 (2) in the presence (absence) of time-reversal invariance. Based on the di-
agonal approximation, the expression is valid for times short compared to the Heisen-
berg time tH = h〈d〉. A similar relation but without the prefactor τ holds for integrable
systems [128] and for chaotic systems with dissipation [75].
In next sections we show that the spectral form factor can be defined in terms of the
Wigner propagator and it will allow us to introduce the semiclassical approximation
(3.5, 3.6) in a different context. We start defining the classical and quantum return-
probabilities.
5.1 Classical and Quantum Return-Probabilities
In quantum mechanics, a probability to return is generally defined like an autocor-
relation function: Introduce a return amplitude aret(t) =
∫
df q0〈q(t)|q0〉 with |q(t)〉 =
Uˆ(t)|q0〉, Uˆ(t) the time-evolution operator, and square,
Pqmret (t)= |aret(t)|2 = |trUˆ(t)|2. (5.4)
By contrast, a classical return probability in phase space is constructed as follows:
Prepare a localized initial distribution ρr0(r,0) = δ∆(r− r0), δ∆(r) a strongly peaked
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function of width ∆. Propagate it over a time t and overlap it with the initial distribu-
tion. The resulting pclret(r0, t)=
∫
d2 f rρr0(r, t)ρr0(r,0) can be interpreted as a probabil-
ity density to return. Here, the time-evolved distribution is obtained from the Liouville
propagator Gcl(r′′, t;r′,0) as
ρr0(r
′′, t)=
∫
d2 f r′Gcl(r′′, t;r′,0)ρr0(r
′,0). (5.5)
Tracing over phase space yields the return probability Pclret(t) =
∫
d2 f r0 pclret(r0, t). Re-
placing the initial distribution by δ(r−r0), we have
Pclret(t)=
∫
d2 f r0G
cl(r0, t;r0,0). (5.6)
To avoid divergences in particular at t = 0, the phase-space integration has to be re-
stricted to a finite range ∆E in energy, if it is conserved, by introducing some normal-
ized energy distribution ρ(E) 1.
In quantum mechanics, the Wigner function allows for a similar construction. By
analogy, we thus arrive at a quantum-mechanical quasi-probability density to return
in phase space [133], pqmret (r0, t)= GW(r0, t;r0,0), and a return probability
Pqmret (t)=
∫
d2 f r0GW(r0, t;r0,0). (5.7)
The integration across the energy shell produces a factor DH = ∆E/〈d〉, the effective
dimension of the Hilbert space H . Equations (5.7) and (5.4) are equivalent, as be-
comes clear if we express the propagator of the Wigner function in terms of the Weyl
propagator (2.15). Substituting in Eq. (5.7)
Pqmret (t)=
∫
d2 f r
∫
d2 f r′U∗W(r−r′/2; t,0)UW(r+r′/2; t,0)
=
∫
d2 f r1U
∗
W(r1; t,0)
∫
d2 f r2UW(r2; t,0)
=
∣∣∣∣
∫
d2 f rUW(r; t,0)
∣∣∣∣2 = ∣∣trUˆ(t,0)∣∣2 . (5.8)
This relation expresses the form factor as a trace not as a squared trace, it implies that
interference terms contributing to the form factor can be resolved.
1Upon letting ∆→ 0, care must be taken. In order that the return probability remain finite, some
dynamical spreading of the distribution is required. Along certain phase-space directions, this does
not occur, for example orthogonal to the energy shell in a conservative system or orthogonal to the
invariant torus in an integrable one. Restricting ourselves to the remaining directions r∥, we may thus
replace the smooth ρr0 (r,0) by a delta function, so that, taking a conservative chaotic system as an
example, pclret(r0, t) =
∫
d2 f−1r∥G(r0, t;r′ ,0)δ(r′ −r0) = Gcl(r0, t;r0 ,0), and tracing over the energy shell,
Pclret(t) =
∫
shell dEρ(E)
∫
d2 f−1r∥Gcl(E,r∥, t;E,r∥ ,0), with some normalized energy distribution ρ(E). In
the context of spectral analysis, it would define a narrow energy window ∆E as for a microcanonical
ensemble [52].
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5.2 Form Factor and Diagonal Propagator
Expression (5.8) allows us to make contact with spectral quantities if we recognize that
K (t/tH)=
1
DH
∣∣trUˆ(τtH,0)∣∣2 , (5.9)
for t& tH/DH , where tH = h〈d〉. The factor D−1H normalizes limτ→∞K (τ) = 1. By com-
parison with Eqs. (5.4) and (5.7),
Pqmret (t)=
∫
d2 f rGW(r, t;r,0)=DH K (t/tH). (5.10)
This remarkable relation expresses the form factor as the trace over a quantity with
a close classical analogue, not as a squared trace. It is an exact identity and does not
involve any semiclassical approximation.
Contrast Eq. (5.10) with (5.3). Both relate K (τ) with a return probability, but there
is a clear discrepancy, manifest in the factor τ that appears only in (5.3). This may not
be surprising given that the two relations refer to return probabilities on the quantum
and the classical level, respectively. However, if we take into account also Eqs. (5.6)
and (5.7),
Pqmret (t)=
∫
d2 f rGW(r, t;r,0)=DH K (t/tH) ~→0=
2
β
τPcl(t/tH)=
2
β
τ
∫
d2 f rGcl(r, t/tH;r,0),
(5.11)
we face a dilemma: There is ample evidence [1, 57, 134] that the Wigner propagator
generally converges in the classical limit to the Liouville propagator,
lim
~→0
GW(r
′′, t;r′,0)=Gcl(r′′, t;r′,0). (5.12)
For up to quadratic Hamiltonians, is even identical to it. Were Eq. (5.12) correct also
for r′ = r′′—and on the diagonal the Wigner propagator should behavemore classically
than elsewhere—then lim~→0P
qm
ret (t)= Pclret(t) should hold as well!
The derivation of Eq. (5.3) [128, 131, 132] suggests that the factor τ arises as a de-
generacy factor due to the coherent superposition of contributions from different points
along a given periodic orbit, each of which can be interpreted as a periodic point of its
own, τ measuring the magnitude of this set in phase space. We therefore suspect that
Eq. (5.12) might fail in the presence of constructive quantum interference. This can
be substantiated taking into account semiclassical approximations for GW(r′′, t;r′,0)
based on pairs of classical trajectories rcl−(t), r
cl
+(t) [1, 57]. Specifically for the diago-
nal propagator, this requires that both rcl−(t) and r
cl
+(t) be periodic orbits. The set of
midpoints r¯(t) = (rcl−(t)+rcl+(t))/2 then forms a closed curve in phase space as well and
contributes to the diagonal propagator hence the form factor, but need not consist of
periodic points proper.
It is tempting to interpret also the prefactor 2/β in Eq. (5.3) as a degeneracy fac-
tor and to look for phase-space manifolds that in time-reversal invariant systems con-
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Figure 5.1: Schematic plot of a set of periodic points with period 5 of a symplectic map with their mid-
points (a) and surface formed by midpoints of a fictitious continuous periodic orbit that is not circularly
symmetric nor confined to a plane (b).
tribute the extra weight to Pqmret (t): They can be found in sets of midpoints between
symmetry-related pairs of periodic orbits, located in the symmetry (hyper)plane p= 0.
Similarly, other non-diagonal contributions to the form factor [124, 130] can be associ-
ated to non-classical enhancements of the diagonal Wigner propagator.
5.3 Example i: Discrete Time Dynamics
In order to render our argument more quantitative, we first discuss the case of dis-
crete time: Consider a set of periodic points r j(n+N j) = r j(n), n = 0, . . . ,N j −1, of a
symplectic map M . In their vicinity, the semiclassical Wigner propagator is given by
GW j(r′′,N j;r′,0) = δ(r′′−M jr′), M j denoting MN j linearized near r′, r′′. Define mid-
points r¯ j(m,n)= (r j(m)+r j(n))/2 (cf. Fig. 5.1). By construction, r¯ j(m+N j,n)= r¯ j(m,n),
but generally MN j r¯ j(m,n) 6= r¯ j(m,n). For r′ ≈ r′′ ≈ r¯ j(m,n), the Wigner propagator
carries an additional oscillatory factor,
GW j(r
′′,N j;r′,0)= 2δ(r′′−M jr′)cos
(
(r j(n)−r j(m))∧ (r′′−r′)/~
)
. (5.13)
From here, tracing reduces to equating r′ with r′′ and summing points. There are
N j periodic points on the orbit and N j(N j −1) midpoints (r¯ j(m,n) and r¯ j(n,m) count
separately), resulting in a total return probability
Pqmret j(N j)=
N j
|det(M j−1)|
+ N j(N j−1)|det(M j−1)|
=
N2j
|det(M j −1)|
=N jPclret j(N j). (5.14)
The midpoints’ contribution thus is responsible for the extra factor τ, i.e. here, N j and
explains the discrepancy between classical and quantum return probabilities.
With the aim of showing evidence in favor of contributions from midpoints, we
present in the following the quantum calculation of the diagonal Wigner propagator
for a variety of representative chaotic maps and continuous-time systems defined over
toroidal, cylindrical and plane phase-spaces.
5.3.1 The Arnol’d Cat-Map
The Arnol’d cat-map is defined on the unit-square r ∈ [0,1)2 by means of the relation,
r′′ =Mr′(mod1), being M a 2×2 matrix with integer coefficients. In the most popular
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Figure 5.2: Geometrical picture of the classical cat map. The unit square is sheared one unit to the
right, then one unit up by the action of the map M defined in (5.15), and all that lies without that
unit-square is wrapped around on the other respective side to be within it by the term mod1.
version, it is defined by
M =
(
2 1
1 1
)
, (5.15)
and describe the shearing of the phase space as in show in Fig. 5.2. However, this ver-
sion is not “quantizable” [135] and for our study we choose the simplest combination
that allows for quantization [135], M = (2,1;3,2). The topology of the underlying clas-
sical space implies that both position and momentum be quantized, leading to a finite
Hilbert-space dimension DH .
The definition of theWigner function can be adapted to this discrete periodic Hilbert
space to avoid redundancies [94,95] as was discussed in Sect. 2.4. In Fig. 5.3, we show
the diagonal Wigner propagator at t = 0 (a) and after 1 (b), 2 (c) and 3 (d) iterations
of the quantum map. At t = 0 all points have return-probability 1, for that reason the
diagonal Wigner propagator is a homogenous plane, GW(r,0,r,0) = 1 (see Fig. 5.3.a).
The peaks of the diagonal propagator coincide perfectly with the periodic points of the
classical map. Moreover, they appear with almost single-pixel precision. While the un-
certainty relation requires a minimum area of DH pixels, this is perfectly admissible
for the propagator (cf. Sec. 2.3.1 or [4]). To check Eq. (5.14), we compared the trace
of the diagonal propagator to analytical results for
∑
jN
2
j /|det(M j − I)| (D2H , 2.0, 12.0,
50.0, respectively), and found coincidence up to 6 digits.
5.3.2 The Baker Map
The classical version of the baker map is also define on the unit square in phase space
r ∈ [0,1)2 as
q′′ = 2q′−²′, p′′ = 2−1(p′+²′), (5.16)
where ²′ = b2q′c. This map is area-preserving and uniformly hyperbolic with Lyapunov
exponent (λ = ln2). In Fig. 5.4 we present the geometrical definition of the map. The
quantum version [136–138] is defined in terms of the Fourier operator Fˆ of dimension
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Figure 5.3: Diagonal Wigner propagator GW(r,n;r,0) for the quantized Arnol’d cat map at n = 0 (a),
n = 1 (b), n = 2 (c) and n = 3 (d). Symbols ×, + mark periodic points of the corresponding classical map
and their midpoints, respectively (for better visibility of the data, symbols have been suppressed in the
upper half of panel (d)). The Hilbert-space dimension is DH = 120. Color code ranges from red (negative)
through white (zero) through blue (positive).
DH ,
Uˆ = Fˆ−1DH
(
FˆDH /2 0
0 FˆDH /2
)
. (5.17)
Since at t = 0 the behavior for any system is the same, GW(r,0,r,0) = 1, in Fig. 5.5,
we just show the diagonal Wigner propagator after 1 (a), 2 (b) and 3 (c) iterations
of the quantum map. As in the previous case, the peaks of the diagonal propagator
coincide perfectly with the periodic points of the classical map and appear with almost
single-pixel precision. In this case the traces of the diagonal Wigner propagator do not
coincide with our semiclassical expression (5.14), and the reason is that besides the
usual Gutzwiller periodic orbit contribution, in the baker map and in our next example:
The quantum D-transformation, there are boundary paths giving rise to anomalous
log(~)-terms in the semiclassical leading order of the traces of the propagator [138].
This fact generates “anomalies”, both in the statistical properties of the quasi-energy
spectrum and in the asymptotic behavior of the lowest traces of the propagator [139],
which justify the non-coincidence of our expression (5.14) to this case.
31
PQ
p
q
P
Q
p
q
2Q
P
2
P
Q
p
q
Figure 5.4: Geometrical picture of the classical baker map. The initial phase space (here with P =
Q = 1) is first vertically compressed and then horizontally dilated (each time by a factor 2), making it a
horizontal rectangle of height 1/2 and length 2 then the right half is rotated pi and placed onto the left
one.
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Figure 5.5: Diagonal Wigner propagator GW(r,n;r,0) for the quantized Baker map at n = 1 (a), n = 2
(b) and n = 3 (c). Symbols ×, + mark periodic points of the corresponding classical map and their
midpoints, respectively. The Hilbert-space dimension is DH = 126. Color code as in Fig 5.3.
5.3.3 The D-Transformation
The D-transformation is an area preserving map (q′, p′)→ (q′′, p′′) of the unit-square
defined as
q′′ = (−1)²′2(q′−²′); p′′ = (−1)²′2−1p′−²′ (5.18)
where, as in the previous case, ²′ = b2q′c, the integer part of 2q′. The geometrical
meaning of this transformation is sketched in Fig. 5.6. Divide the unit-square into two
vertical strips. Equations (5.18) with ²0 = 0 contract and dilate the left strip, making
it into a horizontal half strip and forming the lower half of a new unit-square. Equa-
tions (5.18) with ²0 = 1 contract and dilate the right strip the same way to form, after
reflection about its center, the horizontal top of the unit-square [139]. Without the
reflection of the left strip we would have obtained the baker’s map.
The quantum version [139] is described by the action of the Fourier operator Fˆ of
dimension DH
Uˆ = Fˆ−1DH
(
FˆDH /2 0
0 Fˆ−1DH /2
)
. (5.19)
In Fig. 5.7, we show the diagonal Wigner propagator after 1 (a), 2 (b) and 3 (c) iter-
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Figure 5.6: Geometrical picture of the classical D-transformation. The unit–square (P = Q = 1) is
first vertically compressed and then horizontally dilated each time by a factor 2, making it a horizontal
rectangle of height 1/2 and length 2; then it is cut into two pieces, the right half is rotated pi and placed
onto the left one.
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Figure 5.7: Diagonal Wigner propagator GW(r,n;r,0) for the D-transformation at n = 1 (a), n = 2 (b)
and n= 3 (c). Symbols ×, +mark periodic points of the corresponding classical map and their midpoints,
respectively. The Hilbert-space dimension is DH = 120. Color code as in Fig 5.3.
ations of the quantum map. Here, the peaks of the diagonal propagator also coincide
single-pixel precision with the periodic points of the classical map and appear with al-
most and we also have non-vanishing contributions in the midpoints between periodic
points, as was predicted from our semiclassical arguments.
5.3.4 The Kicked Rotor
The kicked rotor is the continuous-time dynamics underlying the standard map [126].
It is defined on a cylindrical phase space (p,θ), −∞< p <∞, −pi≤ θ < pi, by the Hamil-
tonian H(p,θ, t)= p2/2+K cosθ∑nδ(t−nτ). The phase–space topology again requires
a modified definition of the Wigner function. Taking this into account, the Wigner
propagator is obtained from the Floquet operator Ul,m = 〈l|Uˆ |m〉 in the momentum
eigenbasis by use of the expressions derived in Section 2.4.2. For the kicked rotor,
Ul′′,l′ = il
′′−l′Jl′′−l′e−i pˆ
2τ/2~, where Jn(x) denotes the nth-order Bessel function. Equa-
tion (2.35) can be evaluated analytically, resulting in theWigner propagator for a single
time step,
GW(λ
′′,θ′′;λ′,θ′)= 2piδ(θ′′−θ′−~λ′τ(mod2pi))J2(λ′−λ′′)(2k cosθ′′). (5.20)
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Figure 5.8: Diagonal Wigner propagator GW(r,n;r,0) for the kicker rotor at n = 1 (left panels) and
n = 2 (right panels). Uppers panels are reserved for the quantum result while lower panels are for the
corresponding classical result. Parameters are ~= 2pi/256, k= 0.8
We compare in Fig. 5.8 the diagonal Wigner propagator for one (upper left panel)
and two (upper right panel) time steps with its classical analogue, the diagonal Liou-
ville propagator of the standard map, lower left panel and lower right panel, respec-
tively. The dominant features can be explained in terms of an elliptic and a hyperbolic
fixed point at (p,θ) = (0,0) and (±pi,0), respectively, and period-2 periodic points are
given by the solution to p′ = k2 sin(θ′p′)+npi, being n an integer number. In the quan-
tum system, one observes both these periodic points and their midpoints, taking into
account the cylindrical phase space topology. The significant smearing of the peaks at
the period-2 points is due to the strong divergence of the map, reflected on the quan-
tum level in the Bessel-function dependence of the propagator on the phase-space coor-
dinates.
5.4 Example ii: Continuous Time Dynamics
Going to systems in continuous time, a periodic orbit r j(s) = r j(s+T j) gives rise to
midpoints r¯ j(s′, s′′)= (r j(s′)+r j(s′′))/2. This replaces (see Appendix D) Eq. (5.13) with
GW j(r
′′, t;r′,0)= 2δ(r′′−M jr′)cos
(
(r j(s
′′)−r j(s′))∧ (r′′−r′)/~
)
δ(t−T j). (5.21)
Themidpoints nowmerge into a continuous two-dimensional surface S j parameterized
by (s′, s′′), 0≤ s′, s′′ < Tpj , the length of the orbit. Topologically it forms a closed ribbon.
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As a consequence, the diagonal propagator consists of a δ-function only in the subspace
orthogonal to S j,GW j(r, t;r,0)= δ(r⊥)δ(t−T j)/|det(M j⊥−I)|, whereM j⊥ is the stability
matrix restricted to the (2 f−2)-dimensional subspace r⊥. Upon tracing, the integration
over S j yields a factor T
p
j
2
, its effective area,
Pqmret j(t)=∆ET
p
j
2
δ(t−T j)/2pi~|det(M j⊥− I)|. (5.22)
In Cartesian phase-space coordinates r, S j may have a nontrivial geometry. In general,
it will exhibit a Wigner caustic [48], an overlap of three leaves near the center of the
orbit, owing to the fact that a given point in this region may be the midpoint of more
than one pair of periodic points on the orbit. The phenomenon can well be observed in
Figs. 5.9 and 5.10. If the periodic orbit is not confined to a plane, this geometric degen-
eracy will be lifted, resulting in folds and self-intersections, illustrated in Fig. 5.1.b for
a fictitious periodic orbit.
5.4.1 The Quartic Oscillator
Although our spectral analysis was restricted to chaotic systems, is interesting to see
how scars in the propagator, as independent objects from the spectral statistics, also
emerges in integrable systems. To explore this program, we choose the quartic oscilla-
tor described in Sec. 4.2.
In the upper isolated panel of Fig. 5.9 we have plotted the diagonal Wigner propa-
gator for a quartic oscillator at t = 3T/2≡ 3pi/ω0 with ω0 = 1.0, and Eb = 4.0. In black
we have superimposed the three orbits with period 3T/2 (two inside the separatrix and
one outside) and the orbit of period 3T/4 (which is also of period 3T/2). As we can see,
the resolution of the scars is more than impressive, they are practically covered by the
classical trajectories. It is worth mentioning that with Eb = 4.0, we are not close to the
semiclassical regime (cf. Sec. 4.2), but despite of that the scars are present and well
defined. In the second line of plots, we have plotted the midpoints manifolds pertaining
to the midpoints between (a) the inner orbits and themselves, (b) the inner orbits and
the outer orbit with period 3T/2, (c) the inner orbits and the outer orbit with period
3T/4, (d) the points of the outer orbit with period 3T/2, (e) the outer orbits and (f) be-
tween the points of the orbit with period 3T/4. As we check every of these manifolds
can be associated to a manifold in the quantum calculation for the diagonal Wigner
propagator.
At this point, the question about how to generalize our results to integrable emerges.
For integrable systems, it suggests itself to calculate the contribution of periodic tori
to the form factor in action-angle variables. In this case, the corresponding weight
factor is (2pi) f ( f the number of freedoms) classically and consequently (2pi)2 f quantum
mechanically: The quotient (2pi) f does not depend on time and even scales away in the
final result for the return probabilities!
In action-angle variables, similarly to local coordinates near an isolated periodic or-
bit, midpoint manifolds do not figure in the first place. Returning to common Cartesian
coordinates, they do appear, but it turns out again that their number and size scales
with time the same way as that of the underlying tori, so that no extra factor time arises
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Figure 5.9: Upper isolate panel: Diagonal Wigner G(r, t;r,0) for the quartic oscillator at t = 3T/2 ≡
3pi/ω0, with ω0 = 1.0, and Eb = 4.0 (color code as in Fig. 5.3). In black we have superimposed the classical
trajectories having period 3T/2, which are in the center of the plot and also an orbit having period 3T/4
localized close to the borders of the plot. The resolution of the scars is impressive! In the second and
third line of plots se have plotted the midpoints manifolds (see text).
between quantum and classical return probabilities. This situation in turn reflects the
fact that periodic tori form f -dimensional surfaces in phase space and are space filling,
e.g., in position space, while isolated periodic orbits remain one-dimensional subsets
independently of the number of freedoms (both for continuous time, in discrete time a
similar distinction applies). There is therefore qualitatively “more room” available for
midpoint manifolds in the latter case than in the former.
5.4.2 The Harmonically Driven Quartic Oscillator
Now, by introducing a time-dependent force, Sq cos(ωt+φ), in the Hamiltonian (4.7)
we generate a mixed dynamics and we get a pertinent example. In the diagonal prop-
agator at t = T ≡ 2pi/ω (Fig. 5.10) we identify a number of isolated peaks at periodic
points of the classical dynamics, elliptic as well as hyperbolic, and their midpoints, and
an enhancement over a well-defined region, to be interpreted as the Wigner caustic of
a period-T torus outside the frame shown, as confirms the coincidence with the corre-
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Figure 5.10: Diagonal Wigner (a) and Liouville (b) propagators G(r, t;r,0) for the harmonically driven
quartic oscillator at t = T ≡ 2pi/ω, with ω0 = 1.0, ω = 0.95, φ = pi/3, S = 0.07, and Eb = 192.0 (color code
as in Fig. 5.3). For better orientation, we superimpose a stroboscopic surface of section of the same
system (panel (b), black). The figure-∞ structure is the Wigner caustic of a period-T torus outside the
frame shown (grey). Symbols ¯, × mark elliptic and hyperbolic periodic points of the classical system,
respectively, and + their midpoints.
sponding classical feature in Fig. 5.10b.
5.5 Summary
The midpoint contribution to GW(r, t;r,0) giving rise to marked non-classical features
is a manifestation of quantum coherence. It measures the quantum return probability
for Schrödinger cat-states distributed over different points of the same periodic orbit.
Before tracing, the diagonal propagator of the Wigner function, through its explicit
dependence on phase-space coordinates, allows to resolve the manifolds in phase space
behind the contributions to the form factor. Expressing it semiclassically in terms
of orbit pairs, it turns out that besides the classical invariant manifolds also sets of
midpoints between them contribute. Hence classical and quantum return probabilities
generally cannot coincide. This implies severe restrictions to the convergence of the
Wigner propagator towards the classical (Liouville) propagator, at least for the diagonal
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propagator near such midpoint manifolds.
That these dominant features of the diagonal Wigner propagator occur in a time-
dependent distribution function suggests calling them “time-domain scars”. By con-
trast to scars in eigenfunctions, they are not affected by the uncertainty relation and
therefore allow for an unlimited resolution of classical structures.
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CHAPTER 6
Open Quantum Systems in Configuration Space
In this Chapter we review the theory of open quantum systems in configuration space.
Since an equivalent formulation is given in next Chapter, we here omit some details
and discuss them in detail in Chapter 7.
As an application of the theory, we present the derivation of the influence-functional
for a harmonic oscillator [8]. By means of an “artificial” relation between the propagat-
ing function of the density matrix and the propagating function of the Wigner function
(see Eq. (6.23)), we derive the Wigner propagating function for the damped harmonic
oscillator [9]. It allows us to glimpse some of the basic ingredients of the general semi-
classical theory presented in Chapter 7. In particular, we can notice that propagation
is done by, in general complex, non-classical coupled pair of trajectories.
6.1 Feynman and Vernon Theory
We now turn the so far isolated quantum system S into a dissipative quantum system
by coupling it to a heat bath characterized by a temperature T. The complete Hamilto-
nian then is of the general form
Hˆ = HˆS+ HˆB+ HˆSB , (6.1)
where the second and third term describe the bath Hamiltonian and the system-bath
coupling, respectively.
As long as the complete Hilbert space is retained, the evolution of the density ma-
trix is still of the form (2.11) where the system density operator ρˆS is replaced by
the full density operator ρˆ. Correspondingly, in the time evolution operator (2.10) the
system Hamiltonian has to be replaced by the full Hamiltonian (6.1). In position rep-
resentation, (2.12) still holds with the appropriate replacements. In particular the
coordinates are now Q = {q,Q} and comprise the system coordinate q, for simplicity we
take here system S being 1-D, as well as the vector of bath coordinates Q.
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For a dissipative system, one is usually not interested in the full dynamics but only
in the reduced dynamics of the system degree of freedom. In order to integrate out the
bath degrees of freedom, one needs to specify the initial density matrix of system and
bath. One possibility is to neglect initial correlations between system and bath and to
employ factorizing initial conditions. Then, the initial density matrix is given by the
product of a density matrix of the system and the thermal density matrix of the heat
bath. In position representation, the full initial density matrix reads (see Appendix E
for a more general treatment)
ρ(Q′+,Q
′
−,0)= ρS(q′+,q′−,0)ρB(Q′+,Q′−,0) . (6.2)
The time evolution of the initial state (6.2) is obtained as a generalization of the
considerations in Sect. 2.3 by substituting the single system degree of freedom by the
ensemble of system and bath degrees of freedom. In order to obtain the reduced dynam-
ics of the system, one needs to trace out the environmental degrees of freedom. This
can be done analytically if the heat bath is modeled by a set of harmonic oscillators
with masses m j and frequencies ω j whose coordinates are bilinearly coupled to the
system coordinate. The Hamiltonian (6.1) then consists of the three contributions
HˆS =
pˆ2
2m
+V (qˆ) , (6.3)
HˆB =
∞∑
j=1
1
2m j
Pˆ2j +
1
2
m jω
2
jQˆ
2
j , (6.4)
HˆSB =−qˆ
∞∑
j=1
c jQˆ j+ qˆ2
∞∑
j=1
c2j
2m jω2j
, (6.5)
where c j are the coupling constants. The second term in (6.5) corrects a potential
renormalization induced by the coupling of the system to the heat bath. Tracing out
the heat bath, one finds for the time evolution of the initial state (6.2)
ρS(q
′′
+,q
′′
−, t)=
∫
dq′+dq
′
−J(q
′′
+,q
′′
−, t;q
′
+,q
′
−)ρS(q
′
+,q
′
−,0) , (6.6)
where we have introduced the propagating function J(q′′−,q
′′
+, t;q
′
+,q
′
−), which can be
expressed in terms of a path integral over the system degree of freedom as
J(q′′−,q
′′
+, t;q
′
+,q
′
−)=
∫
Dq+Dq−exp
(
i
~
(SS[q+]−SS[q−])
)
F [q+,q−] . (6.7)
The action SS is the action related to the system Hamiltonian (6.3). The influence of
the heat bath in (6.7) is contained in the influence-functional
F [q+,q−]= exp(Φ[q+,q−]) , (6.8)
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with
Φ[q+,q−]=
i
~
m
2
[
(q′++ q′−)
∫t
0
dsγ(s)[q+(s)− q−(s)]
+
∫t
0
ds
∫s
0
duγ(s−u)[q˙+(u)+ q˙−(u)][q+(s)− q−(s)]
]
+ 1
~
∫t
0
ds
∫s
0
du[q+(u)− q−(u)]αR(u− s)[q+(s)− q−(s)], (6.9)
where the noise kernel αR(s) and damping kernel are defined in terms of the micro-
scopic quantities of the heat bath and its coupling to the system through the spectral
density of bath oscillators [7,8]
I(ω)=pi
∞∑
j=1
c2j
2m jω j
δ(ω−ω j) , (6.10)
in the following way,
αR(s)=
∫∞
0
dω
ω
coth
(
ω~
2kBT
)
cos(ωs)I(ω), (6.11)
wherein kB denotes the Boltzmann constant and T the temperature of the bath. The
friction kernel γ(s) in terms of the spectral density reads
γ(s)= 2
m
∫∞
0
dω
pi
I(ω)
ω
cos(ωs). (6.12)
At this point is illustrative to compare (6.7) with the equivalent path-integral ex-
pression of (2.13)
J(q′′−,q
′′
+, t;q
′
+,q
′
−)=
∫
Dq+Dq−exp
(
i
~
(SS[q+]−SS[q−])
)
, (6.13)
where we note that in the dissipative case trajectories q± are coupled by the influence
functional F [q+,q−], this generates that the evolution of the relevant propagating tra-
jectories, as we will see in next section, do not correspond to the classical one. In the
following, we present the derivation of the influence-functional for the interesting case
a harmonic oscillator [8] and introduce the basic features of propagation in phase-space
of dissipative systems developed in next Chapter.
6.2 Quantum Damped Harmonic Oscillator
While the results reviewed in the previous section are valid for a general system degree
of freedom, we will now specifically consider a damped harmonic oscillator with
V (qˆ)= m
2
ω20 qˆ
2 . (6.14)
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As for the propagator in the unitary case, the path-integral expression for the propa-
gating function (6.7) is evaluated by an expansion around the paths maximizing the
complex action. The dependence on the initial and final coordinates is entirely deter-
mined by these paths while the fluctuations only yield a time-dependent prefactor. For
a harmonic oscillator, the complex action in (6.7) is stationary for trajectories satisfy-
ing [140]
mq¨±(s)+mω20q±(s)∓
1
2
m
d
ds
∫t
s
duγ(s−u)[q+(u)− q−(u)]
+ 1
2
m
d
ds
∫s
0
duγ(s−u)[q+(u)+ q−(u)]= i
∫t
0
duαR(s−u)[q+(u)− q−(u)].
(6.15)
The paths are subject to the boundary conditions q±(0)= q′±, q±(t)= q′′±.
In (6.15) the trajectories are driven by the same imaginary nonlocal force so that
they are affected by decoherence in the same way. For linear systems, it turns out that
the imaginary part of the trajectories does not need to be considered and that the real
part of the trajectories is sufficient to obtain the propagating function [140,141]. From
(6.15) one finds that the equations of motion of the two paths q+ and q− differ. As we
shall see in the sequel, neither of the two paths follows a classical equation of motion
and their separation grows exponentially fast. This somewhat surprising behavior is a
consequence of the coupling to the heat bath.
In order to render the discussion of the trajectories more transparent, in the fol-
lowing we assume Ohmic damping, i.e. I(ω)=mγω and γ(t)= 2γδ(t), the equations of
motion (6.15) reduce to
q¨±+ω20q±+γq˙∓ = 0 , (6.16)
where the damping constant couples the trajectories q+ and q−. It is interesting to
note that γq∓ acts actually as a driving instead of a damping in the sense that the
separation between trajectories grows exponentially (see Fig. 6.1). This can be seen
more clearly by decoupling the two equations of motion, using the half–sum coordinate
q = (q++ q−)/2 and the difference coordinate q˜ = q+− q−. The equations (6.16) then
read
q¨+γq˙+ω20q= 0
¨˜q−γ ˙˜q+ω20 q˜= 0 .
(6.17)
The half-sum-coordinate trajectory corresponding to the paths q+ and q− obeys
the classical equation of motion, which here takes a time-local form because we have
assumed Ohmic damping. In contrast to the sum coordinate q which decreases expo-
nentially in time, the difference coordinate q˜ grows exponentially so that we obtain a
hyperbolic dynamics in the (q, q˜)-plane. As a consequence, the trajectories q± do not
obey the classical damped equation of motion. The solutions of the equations of motion
(6.17) read
q(s)= q′G−(t− s)
G−(t)
+ q′′G+(s)
G+(t)
,
q˜(s)= q˜′G+(t− s)
G+(t)
+ q˜′′G−(s)
G−(t)
,
(6.18)
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where
G±(t)=
1
ωd
exp
(
∓γ
2
t
)
sin(ωdt) (6.19)
and ω2d = ω20 −γ2/4. We remark that by choosing appropriate functions G±(t), more
general linear damped system like the parametrically driven damped harmonic oscil-
lator [10,142] can be studied with solutions of the form (6.18).
We now return to the propagating function which was given in (6.7) in terms of a
towfold path integral. It is instructive to decompose the exponent into two parts
S(q˜′′,q′′, t; q˜′,q′)= S1+S2 , (6.20)
where
S1 =m
[
(q′ q˜′+ q′′ q˜′′)G˙+(t)
G+(t)
− q′ q˜′′ 1
G−(t)
− q′′ q˜′ 1
G+(t)
]
(6.21)
is obtained by evaluating the action of the system degree of freedom along the trajecto-
ries given by (6.18) while
S2 =
i
2
∫t
0
ds
∫t
0
duαR(s−u)q˜(s)q˜(u) (6.22)
arises from the influence functional (6.8), i.e. by the interaction of paths at different
times through the coupling to the environment. The significance of this decomposition
will become clear in the following section where we discuss the results of the present
section from a phase-space point of view.
6.2.1 Damped Harmonic Oscillator in Phase Space
The unitary time-evolution of the Wigner function Sec. (2.3) can immediately be trans-
ferred to the dissipative case if we relate the Wigner propagating function to the prop-
agating function by means of
GW(r
′′, t;r′,0)= 1
2pi~
∫
dq˜′dq˜′′exp
(
i
~
p′ q˜′− i
~
p′′ q˜′′
)
J(q˜′′,q′′, t; q˜′,q′) . (6.23)
Before analyzing the Wigner propagating-function for Ohmic damping, we discuss
the decomposition (6.20) of the exponent of the propagating function. The contribution
(6.21) is linear in the difference coordinates q˜′ and q˜′′. Performing the transformation
(6.23), we therefore arrive at the Wigner propagating-function
GW(r
′′,r′)= δ
(
r′′−rcl(r′, t)
)
, (6.24)
where the classical phase-space trajectory
pcl(t)= G˙+(t)p′+m
(
G˙2+(t)
G+(t)
− 1
G−(t)
)
q′,
qcl(t)= G+(t)
m
p′+ G˙+(t)q′,
(6.25)
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with G±(t) defined by (6.19) is now damped. While (6.25) satisfies qcl(0) = q′ as ex-
pected, the initial momentum is given by pcl(0)= p′−mγq′. This initial slip is typical
for factorizing initial conditions [140].
Employing the Wigner propagating function (6.24) amounts to adding a velocity-
dependent force in the system Hamiltonian as was proposed by Caldirola and Kanai
(see e.g. the review [59] for a description of this kind of phenomenological approaches).
However, the Wigner propagating function (6.24) accounts only for part of the exponent
of the propagating function. The second contribution (6.22) is quadratic in the differ-
ence coordinate and limits their contributions. As a result, the delta function in (6.24)
will be broadened into a Gaussian
GW(r
′′, t;r′)= m
2pi~Λ(t)1/2
∣∣∣∣G˙+(t)G+(t)
∣∣∣∣exp
{
− 1
2~Λ(t)
(
r′′−rcl(t)
)
Σ
(
r′′−rcl(t)
)T}
, (6.26)
whose center moves along the damped classical trajectory (6.25). The matrix appearing
in the exponent is given by its components
Σ11 = a(t)
Σ12 =Σ21 =−m
G˙+(t)
G+(t)
[a(t)+b(t)]
Σ22 =m2
G˙2+(t)
G2+(t)
[a(t)+2b(t)+ c(t)]
(6.27)
and Λ(t)= det(Σ)/m2 = a(t)c(t)−b(t)2. The functions
a(t)= G˙2+(t)Ψ(t, t)
b(t)= G˙+(t)G+(t)
∂Ψ(t, t′)
∂t
∣∣∣∣
t′→t−
c(t)=G2+(t)
∂2Ψ(t, t′)
∂t∂t′
∣∣∣∣
t′→t−
(6.28)
can all be expressed in terms of a single function
Ψ(t, t′)=
∫t
0
ds
∫t′
0
duK ′(s−u)G+(t− s)
G+(t)
G+(t′−u)
G+(t′)
. (6.29)
This function is completely determined by the thermal position autocorrelation func-
tion 〈q(t)q(0)〉 and its time derivatives, the interested reader may also want to consult
Ref. [140] for further details.
The Gaussian form of the Wigner propagating function (6.26) is a consequence of
the linearity of the harmonic oscillator damped by the coupling to a harmonic heat bath.
A similar expression has therefore be found in the Markovian limit [66]. Similarly, the
result could be generalized to the case of non-factorizing initial conditions which would
also yield a Gaussian.
From (6.23) it follows that pairs of trajectories q± satisfying the equations of motion
(6.16) and leading to a half-sum-coordinate motion from the initial phase-space point r′
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Figure 6.1: The time evolution of a pair of phase-space trajectories r± marked by + (depicted in blue)
and by − (depicted in red) is shown together with the corresponding classical center-of-mass trajectory
depicted in black. While the half-sum-coordinate trajectory decays to zero for long times, the trajectories
r± grow exponentially.
to the end point r′′ contribute with a weight determined by (6.22). As discussed in the
previous section, according to (6.16) the pairs do not obey the classical damped equation
of motion. The same is true in phase space. Generalizing the approach presented in
Sec. 3.1 one can derive a semiclassical expression for the dynamics of system and heat
bath and trace out the environment. Details of this calculation will be given in next
Chapter. According to the results presented there, the coupled equations of motion in
phase space for the damped harmonic oscillator read
p˙± =−mω20q±−mγq˙∓
q˙± =
p±
m
,
(6.30)
so that the half-sum-coordinate moves according to the classical equation of motion of
the damped harmonic oscillator. This result was also found by Ozorio and Brodier [71]
for the Markovian case derived on the basis of the Lindblad master equation.
In Fig. 6.1 the time evolution in phase space of two trajectories q± indicated by
+ and − together with the corresponding center-of-mass trajectory shown in black is
depicted. Due to the damping, the center-of-mass trajectory for long times approaches
the origin of phase space. The trajectories q± grow exponentially for long times and
therefore clearly behave nonclassical. Although in Fig. 6.1 the paths q+ and q− have
started on the same side of the origin of phase space, for long times they are found
opposite to each other. This is a consequence of their exponential growth and of the
fact that the half-sum-coordinate approaches the phase-space origin.
We close our discussion of the phase-space properties of the damped harmonic os-
cillator by considering how the thermal equilibrium state is approached for long times.
First, we notice that in the Wigner propagator (6.26) the dependence on the initial
phase-space coordinates r′ disappears in that limit because the half-sum-coordinate
then approaches the origin of phase space. Furthermore, the long-time behavior of the
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Figure 6.2: Isosurface of the time-dependent Wigner propagating function (6.26) for γ/ω0 = 0.3 and
kBT = 5~ω0. Position and momentum are scaled with respect to the square root of the respective second
moments.
functions (6.28) is given by
a(t)∼ m
2
~
G˙2+(t)
G2+(t)
〈q2〉
b(t)∼−m
2
~
G˙2+(t)
G2+(t)
〈q2〉
c(t)∼ 〈p
2〉
~
+ m
2
~
G˙2+(t)
G2+(t)
〈q2〉 ,
(6.31)
where 〈q2〉 and 〈p2〉 are the second moments of position and momentum, respectively,
in thermal equilibrium. Inserting these expressions into (6.26), one obtains the ther-
mal Wigner function of the damped harmonic oscillator
Wβ(p,q)=
1
2pi(〈q2〉〈p2〉)1/2 exp
(
− p
2
2〈p2〉 −
q2
2〈q2〉
)
. (6.32)
In Fig. 6.2 we illustrate the time evolution of the Wigner propagating function for
γ= 0.3ω0 and kBT = 5~ω0 by means of an isosurface. The function (6.29) has been eval-
uated with the high-temperature approximation K ′(t) = (2γ/~β)δ(t). The propagating
function evolves from an initial delta function to the thermal Wigner function (6.32)
which has a circular cross section because position and momentum are scaled with the
square roots of the respective second moments.
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CHAPTER 7
Open Quantum Systems in Phase Space
In this Chapter we construct the theory of quantum open systems in phase space. To
achieve this, we first make use of Marinov’s path integrals in phase space to translate
the Feynman and Vernon approach into phase-space language and then derive the
expression for the propagating function in phase space assuming a Ullerma-Caldeira-
Leggett model for the bath. Once we get those expressions we can proceed to evaluate
the path integrals by the use of semiclassical approximations. It allows us to calculate
the dissipative version of the Wigner propagator presented in Sec. 3.1.
7.1 Feynman and Vernon Theory in Phase Space
Let S and B be two interacting systems and denote by f and F their respective free-
doms. Likewise, let Hˆ(r,R) be the Hamiltonian of the total systems defined by (6.1)
and let be
HW(r,R)=HW,S(r)+HW,B(R)+HW,SB(r,R), (7.1)
its corresponding Weyl symbol. In last expression, HW,S(r) and HW,B(r) denote the
Hamiltonian of system S and system B, respectively, while HW,SB(r,R) is the interac-
tion Hamiltonian; r= (q1,q2, · · · ,q f , p1, p2, · · · , p f ) andR= (Q1,Q2, · · · ,QF ,P1,P2, · · · ,PF)
denote generic points in the phase space of S and B, respectively.
As in the configuration-space description, under appropriate replacements, we can
study the dynamics of the total Hamiltonian HW(r,R) using the expression for uni-
tary time-evolution. In this case, we calculate the Wigner propagator of the total sys-
tem based on the path-integral description given in Sec. (2.3.2), in order to make use
of (2.28) we define R = (q1,q2, · · · ,q f ,Q1,Q2, · · · ,QF , p1, p2, · · · , p f ,P1,P2, · · · ,PF) with
boundary conditions R(0)=R′ and R(t)=R′′. In this way we get
GW(R
′′, t;R′,0)= 1
h(f+F)
∫
D
2(f+F)
R
∫
D
2(f+F)
R˜ exp
{
− i
~
S
[
{R}, {R˜}, t
]}
, (7.2)
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where R˜ can be considered as a fluctuation without restriction around of the trajectory
R(τ) while DR and DR˜ denote an infinity product of measures in the total phase space
and S the action of the total system, S = SS+SB+SSB given by
S[{R}, {R˜}, t]=
∫t
0
dτ
[
R˙∧R˜+HW
(
R+ 1
2
R˜
)
−HW
(
R− 1
2
R˜
)]
, (7.3)
This allows us to express the time evolution of the total Wigner function as
ρW(R
′′, t)=
∫
d2(f+F)R′
(2pi~)(f+F)
R(t)=R′′∫
R(0)=R′
D
2(f+F)
R
∫
D
2(f+F)
R˜ exp
{
− i
~
S
[
{R}, {R˜}, t
]}
ρW(R
′,0),
or, equivalently, in terms of the coordinates of the subsystems as,
ρW(R
′′,r′′, t)=
∫
d2FR′
(2pi~)F
d2 f r′
(2pi~) f
r(t)=r′′∫
r(0)=r′
D
2 f r
∫
D
2 f r˜
R(t)=R′′∫
R(0)=R′
D
2FR
∫
D
2F R˜
×exp
{
− i
~
[
SS [{r}, {r˜}, t]+SB
[
{R}, {R˜}, t
]+SSB [{r}, {r˜}, {R}, {R˜}, t]]
}
ρW(R
′,r′,0).
(7.4)
If at t = 0 the subsystems S and B are uncorrelated, i.e. if we can express the initial
Wigner function as ρW(R′,r′,0)= ρW,S(r′,0)ρW,B(R′,0), we can write
ρ˜W(r
′′, t)=
∫
dFR′′ρW(R′′,r′′, t)=
∫
d2 f r′JW(r′′, t;r′,0)ρW,S(r′,0). (7.5)
with JW(r′′, t;r′,0), the propagating function of the Wigner function, defined by
JW(r
′′, t;r′,0)= 1
h f
r(t)=r′′∫
r(0)=r′
D
f r
∫
D
f r˜exp
{
− i
~
SS [{r}, {r˜}, t]
}
FW [{r}, {r˜}, t] , (7.6)
where
FW [{r}, {r˜}, t]=
1
hF
∫
d2FR′′
∫
d2FR′WB(R′,0)
R(t)=R′′∫
R(0)=R′
D
2FR
∫
D
2F R˜
×exp
{
− i
~
[
SB
[
{R}, {R˜}, t
]+SSB [{r}, {r˜}, {R}, {R˜}, t]]
}
,
(7.7)
is the influence functional in phase space. In what follows we omit the subscript W for
the Hamiltonians.
Although, at this point we could be tempted to introduce semiclassical approxi-
mations for the evolution of the dissipative system, e.g. considering stationary-phase
approximation for the influence functional JW(r′′, t;r′,0) or to the total Wigner propa-
gator GW(R′′, t;R′,0), it is very premature because dissipation is achieved just when
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the number of freedoms of the bath tends to infinity, F →∞. Otherwise what we will
find again is the result for Hamiltonian systems derived in [1]. For this reason, semi-
classical limit will be discussed later.
7.2 Ullersma-Caldeira-Leggett Model in Phase Space
Following the Ullersma’s ideas [60], we couple linearly a single freedom, for simplicity,
to a thermal bath modeled by a collection of harmonic oscillators, explicitly
HS(r)=
p2
2m
+V (q), (7.8)
HB(R)=
F∑
j=1
1
2m j
P j
2+ 1
2
m jω
2
jQ
2
j , (7.9)
HSB(r,R)=−q
F∑
j=1
c jQ j+ q2
F∑
j=1
c2j
2m jω2j
. (7.10)
We note that by difference to (6.3), here we do not deal with operators but with c-
function. The equations of motion for each bath mode read
P˙ j =−m jω2jQ j+ c jq, Q˙ j =
P j
m j
, (7.11)
and for the central system freedom we have
p˙ =−∂V
∂q
+
F∑
j=1
c jQ j− q
F∑
j=1
c2j
m jω2j
, q˙= p
m
, (7.12)
with the aim of constructing the Ullersma-Caldeira-Leggett model in phase space we
first derive the Wigner propagator for the total system (see Appendix F for the detailed
calculation),
GW(r
′′,R′′j , t;r
′,R′j,0)=
1
h
r(t)=r′′∫
r(0)=r′
Dr
∫
Dr˜exp
(
− i
~
SS[{r}, {r˜}, t]
)
×
F∏
j=1
δ
(
P ′′j −Pclj (P ′j,Q′j, t)
)
δ
(
Q′′j −Qclj (P ′j,Q′j, t)
)
(7.13)
×exp
{
i
~
[
c j
∫t
0
dt′Qclj (P
′
j,Q
′
j, t
′)q˜(t′)−
c2j
m jω2j
∫t
0
dt′q(t′)q˜(t′)
]}
,
where
SS[{r}, {r˜}, t]=
∫t
0
dt′
[
r˙∧ r˜+HS
(
r+ 1
2
r˜
)
−HS
(
r− 1
2
r˜
)]
, (7.14)
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with Pclj (P
′
j,Q
′
j, t) and Q
cl
j (P
′
j,Q
′
j, t) being the classical equation of motion given by the
solution of (7.11). Eq. (7.13) is the Wigner propagator of an arbitrary system S coupled
to a set of F-harmonic oscillators. As is expected, the Wigner propagator is a δ-function
along the classical trajectory in the phase-space components of the bath. The last line
in Eq. (7.13) incorporate the interaction between S and B while the first line describes
the isolated version of system S.
7.3 Semiclassical Approximation
In this section we provide two semiclassical approximations for the Wigner propagator
using two different approaches.
7.3.1 Semiclassical Approximation: Langevin Trajectories Ap-
proach
In this subsection we derive the semiclassical Wigner propagator base on the Hamil-
tonian expression (7.13). To do that we have to go back to the discrete version (F.6)
and calculate the stationary trajectories of the action along each freedom of the total
system,
p˙=− ∂
∂q˜
(
H(r+ 1
2
r˜)−H(r− 1
2
r˜)
)
+
F∑
j=1
c jQ j− q
F∑
j=1
c2j
2m jω2j
, (7.15)
˙˜p=− ∂
∂q
(
H(r+ 1
2
r˜)−H(r− 1
2
r˜)
)
+
F∑
j=1
c jQ˜ j− q˜
F∑
j=1
c2j
2m jω2j
, (7.16)
q˙= ∂
∂p˜
(
H(r+ 1
2
r˜)−H(r− 1
2
r˜)
)
, ˙˜q= ∂
∂p
(
H(r+ 1
2
r˜)−H(r− 1
2
r˜)
)
. (7.17)
P˙ j =−m jω2jQ j− c jq, Q˙ j = P j/m j, ˙˜P j =−m jω2jQ˜ j− c j q˜, ˙˜Q j = P˜ j/m j. (7.18)
Introducing a new set of coordinates, r± = r± r˜/2 and R j,± =R j± R˜ j/2, we have
p˙± =−
∂H(r±)
∂q±
+
F∑
j=1
c jQ j,±− q±
F∑
j=1
c2j
2m jω2j
, q˙± =
p±
m
, (7.19)
P˙ j,± =−m jω2jQ j,±− c jq±, Q˙ j,± = P j,±/m j (7.20)
Eqs. (7.20) can be solved analytically assuming that q± is an arbitrary function of
t [143], after integrating by parts, we obtain
p˙±+
∂H(r±)
∂q±
+
∫t
0
dt′γ(t− t′)q˙±(t′)= ξ±(t), (7.21)
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with the damping kernel, γ(t) = 1m
∑F
j=1
c2j
m jω2j
cosω j t, and the operator-valued fluctuat-
ing forces
ξ±(t)=
F∑
j=1
c j
[(
Q′j,±−
c j
m jω2j
q′±
)
cosω j t+
P ′j,±
m jω j
sinω j t
]
. (7.22)
An important feature of (7.21) is that the trajectories r+ and r− evolve independently,
as in the unitary case. As we can see, these two fluctuating forces are independent, but
they obey the same statistic. The fluctuating forces vanish if averaged over a thermal
density matrix of the environment including the coupling to the system [143]
〈ξ±(t)〉B+SB =
TrB
[
ξ±(t)exp
(−β(HB+HSB))]
TrB
[
exp
(
−β(HB+HSB)
)] = 0 , (7.23)
where β= 1/kBT, being kB the Boltzmann constant and T the temperature. For weak
coupling, one may want to split off the transient term mγ(t)q′± which is of second order
in the coupling and write the fluctuating force as [144]
ξ±(t)= ζ±(t)−mγ(t)q′± . (7.24)
The so defined force ζ±(t) vanishes if averaged over the environment alone
〈ζ±(t)〉B =
TrB
[
ζ±(t)exp(−βHB)
]
TrB
[
exp(−βHB)
] = 0 . (7.25)
An important quantity to characterize the fluctuating force is the correlation func-
tion which again can be evaluated for ξ± with respect to HB+HSB or equivalently for
ζ± with respect to HB alone,
〈ζ±(t)ζ±(0)〉B =
∑
j,l
c jcl
〈(
Q′j,± cos(ω j t)+
P ′j,±
m jω j
sin(ω j t)
)
Q′l,±
〉
B
. (7.26)
In thermal equilibrium the second moments are given by [143]
〈
Q′j,±Q
′
l,±
〉
B
= δ jl
~
2m jω j
coth
(
~βω j
2
)
, (7.27)
〈
P ′j,±Q
′
l,±
〉
B
=− i~
2
δ jl , (7.28)
so that the noise correlation function finally becomes
〈ζ(t)±ζ(0)±〉B =
F∑
j=1
~c2j
2m jω j
[
coth
(
~βω j
2
)
cos(ω j t)− isin(ω jt)
]
. (7.29)
The imaginary part appearing here is a consequence of the fact that the operators
ζ(t)± and ζ(0)±, in general, do not commute. The correlation function (7.29) appears as
integral kernel for the evolution of the reduced density matrix, which will be derived
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in the next section. It is remarkable that within a reduced description for the system
alone all quantities characterizing the environment may be expressed in terms of the
spectral density of bath oscillators I(ω) = pi∑Fj=1 c2j2m jω j δ(ω−ω j) . As an example, the
damping kernel may be expressed in terms of this spectral density as [7,8]
γ(t)= 1
m
F∑
j=1
c2j
m jω2j
cos(ω j t)=
2
m
∫∞
0
dω
pi
I(ω)
ω
cos(ωt) . (7.30)
and the correlation 〈ζ(t)±ζ(0)±〉B as
αL(t)= 〈ζ±(t)ζ±(0)〉B = ~
∫∞
0
dω
pi
I(ω)
[
coth
(
~βω
2
)
cos(ωt)− isin(ωt)
]
. (7.31)
For practical calculations, it is therefore unnecessary to specify all parameters m j,ω j
and c j. It rather suffices to define the spectral density I(ω).
In order to construct a semiclassical theory based on (7.13) we have to note that γ(t)
depends exclusively on the parameter of the bath modes and not on the dynamics, ad-
ditionally ξ±(t) depends only on a summation of the initial condition of the bath modes
and not on the evolution of each mode. Assuming that the initial Wigner function of
the total system can be written as W(r′,0)WB(R′1,R
′
2, . . .R
′
F ,0), the former arguments
allows us to take q±(t) again as a given function, evolve the bath modes and average
over them, this ends up with the following expression for the propagating function of
the Wigner function
G(r′′, t;r′,0)=
〈
1
h
∫
Dr
∫
Dr˜exp
{
− i
~
S
S[{r}, {r˜}, t]
}〉
. (7.32)
where 〈·〉 denotes average over all the possible realizations of the stochastic processes
ξ(t)± and S S given by
S
S[{r}, {r˜}, t]= SS[{r}, {r˜}, t]+
∫t
0
dt′
∫t′
0
dt′′γ(t′− t′′) ˙˜q(t′′)−
∫t
0
dt′ξ(t′)q˜(t′). (7.33)
An important feature of (7.32) is that all realizations evolve unitarily. In order to gen-
erate the thermal noise one can make use of the numerical strategy developed in [145],
which has the advantage that the thermal noise is introduced in the time domain with-
out prior knowledge of bath modes. The semiclassical expression of (7.32) implies the
evaluation of (7.33) along the stochastic trajectories given by (7.21) and a sum over
trajectories r±, since any coupling between trajectories is present in the equation of
motion, then the functional form of semiclassical expression is basically the same as
(3.5). We restrict the formal derivation of the semiclassical expression of the propa-
gating function for the next section using an equivalent formulation yet not stochastic
and here only note that semiclassics can also be introduced in the correlation function
performing an expansion up second order around ~= 0, this correlation function in the
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Ohmic case, I(ω)=mγω, reduces to the real-valued expression
αL(t)=mkBTγ(t)−
mβ~2
12
γ¨(t)+O (~3) , (7.34)
where γ(t) = 2γδ(t). The first term on the right hand side corresponds to the classical
noise correlation function [146], while the second term accounts for the first quantum
corrections.
With this approach we have that propagation could be done by independent stochas-
tic trajectory pairs. This kind of approach is in the spirit of the Langevin equation
and was used in [147, 148] to provide a quantum stochastic theory of dissipation and
in [67] to construct a kind of Herman-Kluk propagator for non-Markovian dissipa-
tive processes. However, one has to be careful with results from these approaches
because as has been discussed in [149], pure-state quantum trajectories for general
non-Markovian systems do not exist.
7.3.2 Semiclassical Approximation: Reduced density matrix ap-
proach
In this section, we shall assume that initial Wigner function of the total system can be
written as ρW(r′,0)ρW,B(R′1,R
′
2, . . .R
′
F ,0). Additionally, as in the last case, we assume
that the environment is initially in thermal equilibrium at temperature T, it means
that the Wigner function of the bath can be written as
ρW,B(R
′
1,R
′
2, . . .R
′
F ,0)=
F∏
j=1
ρW, j(P
′
j,Q
′
j,0) (7.35)
where
ρW, j(P
′
j,Q
′
j,0)=
1
pi~
tanh
(
~βω j/2
)
exp
(
−tanh
(
~βω j/2
)
m jω j~
(P ′2j +m2jω2jQ′2j )
)
. (7.36)
Under these assumptions, we can perform the integrations over P j and Q j and take
the trace over the bath coordinates. Before proceeding it is worth mentioning that
Magalinskii˘ [150] was the first in noticing that the elimination of the environmental
degrees of freedom leads indeed to a damped equation of motion for the system coordi-
nate. So, we have that within this approach the influence functional FW [{r}, {r˜}, t] in
(7.7) is given by
FW[{r}, {r˜}, t]= exp
{
−i2µ
~
∫t
0
dt′q(t′)q˜(t′)− i2
~
∫t
0
dt′
∫t′
0
dt′′αI(t′− t′′)q(t′′)q˜(t′)
− 1
~
∫t
0
dt′
∫t′
0
dt′′αR(t′− t′′)q˜(t′′)q˜(t′)
}
, (7.37)
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where
µ=
F∑
j=1
c2j
2m jω2j
, αI(t
′− t′′)=−
F∑
j=1
c2j
2m jω j
sinω j(t
′− t′′) (7.38)
and
αR(t
′− t′′)=
F∑
j=1
c2j
2m jω j
coth
(
~ω jβ
2
)
cosω j(t
′− t′′). (7.39)
Expression (7.37), in appropriate coordinates of difference and half-sum, coincides with
the standard result [7,8,58]. At this point we cannot talk about dissipation yet because
an important step is left, the evaluation of F → ∞. In order to achieve that, let us
describe the continuum of harmonic oscillators, as in the previous approach, by the
spectral distribution I(ω),
α(t)=αR(t)+ iαI(t)=
1
pi
∫∞
0
dωI(ω)
(
coth
(
~ωβ
2
)
cosωt− isinωt
)
= 1
~
αL(t). (7.40)
The imaginary part αI(t) of the Feynman-Vernon kernel is related to the damping
kernel γ(t) of the classical equation of motion of this model [58],
αI(t)=
m
2
dγ(t)
dt
, (7.41)
so we have that
JW(r
′′,r′, t)= 1
h
r(t)=r′′∫
r(0)=r′
Dr
∫
Dr˜exp
(
− i
~
SS[{r}, {r˜}, t]
)
exp
{
−i2µ
~
∫t
0
dt′q(t′)q˜(t′)− im
~
∫t
0
dt′
∫t′
0
dt′′
dγ(t′− t′′)
d(t′− t′′) q(t
′′)q˜(t′)
− 1
~
∫t
0
dt′
∫t′
0
dt′′αR(t′− t′′)q˜(t′′)q˜(t′)
}
, (7.42)
is the propagator of the Wigner function for non-Markovian dissipative system in the
Caldeira-Leggett approach. From this expression we can see that symplectic symmetry
is broken, it comes from the choice of the coupling term, the central system is coupled
to the bath just in the position, q−coupling. To recover this symmetry one should intro-
duce a similar coupling in the momenta, i.e., a coupling term of the form
∑F
j=1r∧C jR j,
with C j =
(
0 CqQ, j
CpP, j 0
)
. However, in this case the behavior is qualitative very sim-
ilar to the one in absence of p-coupling [151, 152]. If we would introduce independent
baths for q and p−couplings, we have to deal with some extra phenomena, e.g., a kind
of semiclassical frustration of dissipation which is characterized by underdamped oscil-
lations and longer relaxation times in the strong coupling regime which is generated
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because of the canonically conjugate character of position and momentum [151, 152].
We have omitted the mixed coupling terms CqP, jqP j and CpQ, jpQ j because, by means
of canonicals transformations they can be seen as couplings in positions and momenta,
respectively, plus a harmonic shift of the potential [8]. So, the breaking of the symplec-
tic geometry is well justified and we can guarantee that the basic features of quantum
dissipation are encoded in (7.42).
We shall derive now the paths which maximize the complex action of the propaga-
tor (7.42) and the semiclassical expression of the propagating function of the Wigner
function. In order to gain physical intuition let us start with the simplest case, Ohmic
dissipation at high temperatures.
Semiclassical Ohmic Approximation at High Temperatures
At high temperatures, Ohmic dissipation is characterized by the memoryless kernels
[58]
γ(t′− t′′)= 2γδ(t′− t′′), αR(t′− t′′)=
2mγ
~β
δ(t′− t′′), (7.43)
this choice of the kernels leaves a sort of Markovian approximation. Under these par-
ticular conditions the Wigner propagator takes the form
JW(r
′′,r′, t)= 1
h
r(t)=r′′∫
r(0)=r′
Dr
∫
Dr˜exp
(
− i
~
SS[{r}, {r˜}, t]
)
(7.44)
exp
{
−i2γm
~
q′
∫t
0
dt′δ(t′)q˜(t′)− imγ
~
∫t
0
dt′ q˙(t′)q˜(t′)− mγ
β~2
∫t
0
dt′ q˜(t′)2
}
,
where we have used the arbitrariness of µ and fixed it to be defined by µ = mγδ(0)
[8, 58]. The presence of the term containing δ(t′) introduces a discontinuity at t= 0, it
comes from the fact that we have assumed factorizing initial conditions for the Wigner
function. Such discontinuity is a well-known fact and can be removed considering some
initial correlations between the central system and the bath [143].
The next step in our program is the application of the stationary-phase approxima-
tion, however we have to be careful because of the presence of the imaginary term in
the action. For this reason, we first consider when the stationary-phase approximation
can be done only with the real phase. We can rewrite the non-Hamiltonian phase in
(7.44) as −i∫t0 dt′[2γm~ q′δ(t′)q˜(t′)+mγ~ q˙(t′)q˜(t′)−i γλ2th q˜(t′)2], where we have introduced the
thermal length λth = ~/
√
mkBT, from here is clear that if the ratio q˜(t′)/λth remains fi-
nite, we have that imaginary part of the action can be neglected for small damping rate
γ. On the other hand, if γ remains finite, we have at low temperature kBT→ 0 that ex-
cursions of the chord q˜, the distance between q+ and q−, should be large to get q˜(t′)/λth
finite, however contributions from large chords decay very rapidly at a rate (q˜(t′)/λth)2,
this implies that we can neglect the imaginary part of the action at low temperature, i.e.
in the quantum regime, where propagation is done by real trajectories (see Chap. 3).
In the high-temperature limit, we have the opposite situation: Excursions of q˜ should
be small to get finite contributions from the imaginary part of the action, since this can
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be easily achieve then we have that in this case we cannot neglect the imaginary term
of the action; this implies the coalescence of r+ and r−, which is consistent with the
classical limit, where the dynamics is perform by single trajectories.
Defining S [{r}, {r˜}, t] as
S [{r}, {r˜}, t′]= SS[{r}, {r˜}, t′]+2γmq′
∫t
0
dt′δ(t′)q˜(t′)+mγ
∫t
0
dt′ q˙(t′)q˜(t′)−imγ
β~
∫t
0
dt′ q˜(t′)2,
the stationary-phase approximation reduces to calculate the extremals of S [{r}, {r˜}, t],
∂S
∂r
= 0, ∂S
∂r˜
= 0, (7.45)
after some algebra, which implies going back into the discrete version of S and take
derivatives in that representation, we can show that S is stationary along
p˙=−
(
∂
∂q˜
HS
(
r+ 1
2
r˜
)
− ∂
∂q˜
HS
(
r− 1
2
r˜
))
−2γmq0δ(t′)−mγq˙(t′)+ i
2mγ
~β
q˜(t), (7.46)
q˙=
(
∂
∂p˜
HS
(
r+ 1
2
r˜
)
− ∂
∂p˜
HS
(
r− 1
2
r˜
))
, (7.47)
˙˜p=−
(
∂
∂q
HS
(
r+ 1
2
r˜
)
− ∂
∂q
HS
(
r− 1
2
r˜
))
+2γmq˜′′δ(t− t′)+mγ ˙˜q(t′), (7.48)
˙˜q=
(
∂
∂p
HS
(
r+ 1
2
r˜
)
− ∂
∂p
HS
(
r− 1
2
r˜
))
. (7.49)
If we consider the solution of (7.46)-(7.49) in the interval t′ > 0 with t′ < t, then we can
remove the term containing the δ-function [140,142]. We can further simplify the last
expressions by the introduction of a new set of coordinates r± = r± 12 r˜, then
p˙± =−
∂
∂q±
HS (r±)−mγq˙∓(t)+ i
2mγ
~β
(q+(t)− q−(t)) , q˙± =
∂
∂p±
HS (r±) , (7.50)
Based on (7.48)-(7.49), we can see that the chord between r+ and r− grows faster than
in the unitary case. For harmonic potentials it grows exponentially while in the unitary
case it remains constant (cf. Sec. 6.2.1 or [9]). It means that the amplitude factor of
the propagator (see below) tends to zero faster, which is related to decoherence. By
contrast to (7.21), (7.50) are coupled and do not contain any stochastic terms. To be
sure, the coupling between trajectories is in concordance with Ozorio’s result based on
the Lindblad master equation [71].
Finally, we have that the propagation function can be expressed as
JW(r
′′, t;r′,0)= 4
h
∑
j+, j−
2√|det(M j+, j−)| cos
(
− i
~
SS[{r j+}, {r˜ j−}, t]+
1
2
piν j+, j−
)
(7.51)
×exp
{
−i2mγ
~
∫t
0
dt′
(
q˙+(t′)+ q˙−(t′)
)(
q+(t′)− q−(t′)
)− mγ
β~2
∫t
0
dt′
(
q+(t′)− q−(t′)
)2} .
where ν j+, j− denotes the Maslov index andM
αβ
j+, j−
= ∂2S j/∂rα∂rβ. The imaginary phase
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in the propagator implies that the propagator decays exponentially in time at a rate
proportional to square of the distance between position coordinates of the trajectories
r+ and r−. In position representation, two elements of the density matrix separated
by a distance q0 decay exponentially in time, exp(−γdecoht), at a rate given by γdecoh =
mγkBT
~2
q20 [58], which is in concordance with our result.
Because of the coupling through the velocities in (7.50), we can argue that the dy-
namics in this double phase-space, (r, r˜), is hyperbolic, phase-space contraction on the
subspace (p,q) and expansion along ( p˜, q˜) (cf. Sec. 6.2.1 or [9, 71]). In these coordi-
nates, our decoherence kernel depends on q˜(t′)q˜(t′′), which can be understood as the
product of the “chords” with associated center r, this result is also the result in config-
uration space written in half-sum and difference coordinates [58]. By contrast to [71],
our decoherence kernel depends actually on the difference of the positions and not on
the distance of two points in phase space because we have not coupled our system in
the momenta to the environment while in [71] Lindbladian operators proportional to q
and p were used.
Semiclassical Ohmic Approximation
We conserve here our choice of the kernel γ in (7.43), but we let αR(r) be defined by
αR(s)=mγ
∫∞
0
dω
pi
ωcoth
(
~ω
2kBT
)
cos(ωs). (7.52)
In this case the propagator reads,
JW(r
′′, t;r′,0)= 1
h
r(t)=r′′∫
r(0)=r′
Dr
r˜(t)=r′′∫
r˜(0)=r′
Dr˜exp
(
− i
~
SS[{r}, {r˜}, t]
)
(7.53)
exp
{
−i2γm
~
q′
∫t
0
dt′δ(t′)q˜(t′)− imγ
~
∫t
0
dt′ q˙(t′)q˜(t′)− 1
~
∫t
0
dt′
∫t′
0
dt′′αR(t′− t′′)q˜(t′′)q˜(t′)
}
,
with S [{r}, {r˜}, t] given by
S [{r}, {r˜}, t′]= SS[{r}, {r˜}, t′]+2γmq′
∫t
0
δ(t′)q˜(t′)+mγ
∫t
0
dt′ q˙(t′)q˜(t′)
− i
2
∫t
0
dt′
∫t
0
dt′′αR(t′− t′′)q˜(t′′)q˜(t′). (7.54)
In terms of the tips r± of the trajectories r and r˜, the extremals conditions are given by
p˙± =−
∂
∂q±
HS (r±)−mγq˙∓(t′)+ i
∫t
0
dt′′αR(t′− t′′)
(
q+(t′′)− q−(t′′)
)
, (7.55)
q˙± =
∂
∂p±
HS (r±) , (7.56)
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where we have omitted the δ-terms. Here we can see that the non-Markovian dissipa-
tion modifies not only the decoherence kernel by considering the evolution over all the
past histories of q˜ but also the dynamics of the extremals of the action. We want to
stress that the integration containing the term αR in (7.55) represents the non-locality
of our approach, so that we have that decoherence depends on chords at any instant of
time.
If we expand the kernel αR in the vicinity of β = 1/(kBT) = 0, we get for the zero-
th order term the memoryless kernel characterizing Markovian processes (7.43), so we
could suggest a kind of semiclassical expansion in the “Markovianness” of the dynamics.
To analyze this situation, let us expand coth
(
~ω
2kBT
)
in the vicinity of β= 0,
coth
(
~ω
2kBT
)
= 2kBT
ω~2
+ ω
6kBT
− ω
3
~
2
360k3BT
3
+O (β4), (7.57)
so
1
~
αR(s)≈mγ
∫∞
0
dω
pi
(
2kBT
~2
+ ω
2
6kBT
− ω
4
~
2
360k3BT
3
)
cos(ωs), (7.58)
the first term gives us the memoryless contribution (7.43); the second term is indepen-
dent of ~, but at finite temperature gives us non-finite contribution after been inte-
grated over ω and the higher order terms vanish for sufficiently small values of β. This
expansion can be seen as an expansion in the Markovianness of the dynamics. In or-
der to deal with finite temperatures we can introduce the Drude model for the spectral
density of the bath. This point is delicate in the sense that we leave Ohmic regime, how-
ever in literature this model is often introduced just for the kernel αR(s), this is a good
approximation if the cutoff ωD is sufficiently large, in those cases, I(ω) = mγω
ω2D
ω2+ω2D
.
Then
1
~
αR(s)≈mγ
∫ωD
0
dω
pi
(
2kBT
~2
ω2D
ω2+ω2D
+ ω
2
6kBT
ω2D
ω2+ω2D
− ω
4
~
2
360k3BT
3
ω2D
ω2+ω2D
)
cos(ωs).
(7.59)
In this way we could consider some corrections to the non-Markovian character of they
dynamics generate by αR(t′).
Semiclassical General Approximation
Now we derive the general expression for the semiclassical propagating function of the
Wigner function. In this general case, the action S [{r}, {r˜}, t] containing the dynamical
information reads
S [{r}, {r˜}, t′]= SS[{r}, {r˜}, t′]+mq′
∫t
0
dt′ q˜(t′)γ(t′) (7.60)
+m
∫t
0
dt′
∫t′
0
dt′′γ(t′− t′′)q˙(t′′)q˜(t′)− i
2
∫t
0
dt′
∫t
0
dt′′αR(t′− t′′)q˜(t′′)q˜(t′),
where we have set µ to be µ=mγ(0)/2.
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The stationary paths which maximize S [{r}, {r˜}, t′] are the solutions to
p˙=−
(
∂
∂q˜
HS
(
r+ 1
2
r˜
)
− ∂
∂q˜
HS
(
r− 1
2
r˜
))
−m d
dt′
∫t′
0
dt′′γ(t′− t′′)q(t′′)
+ i
∫t
0
dt′′αR(t′− t′′)q˜(t′′), (7.61)
q˙=
(
∂
∂p˜
HS
(
r+ 1
2
r˜
)
− ∂
∂p˜
HS
(
r− 1
2
r˜
))
, (7.62)
˙˜p=−
(
∂
∂q
HS
(
r+ 1
2
r˜
)
− ∂
∂q
HS
(
r− 1
2
r˜
))
+m d
dt′
∫t
t′
dt′′γ(t′′− t′)q˜(t′′)= 0 (7.63)
˙˜q=
(
∂
∂p
HS
(
r+ 1
2
r˜
)
− ∂
∂p
HS
(
r− 1
2
r˜
))
, (7.64)
where partial integrations remove the boundary terms. It seem worth mentioning
that an equivalent set of equations defining by (7.61)-(7.64) were previously derived
by Grabert, Schramm and Ingold working in configuration space [140]. The classical
limit in this case reduces to the Langevin equation without noise term and with an
extra term, −mq′γ(t), showing that even classical processes depend on the initial state
(see [140] and reference therein).
In terms of the tips of the chords,
p˙± =−
∂
∂q±
HS (r+)−
m
2
d
dt′
∫t′
0
dt′′γ(t′− t′′)(q+(t′′)+ q−(t′′)) (7.65)
∓ m
2
d
dt′
∫t
t′
dt′′γ(t′′− t′)(q+(t′′)− q−(t′′))+ i
∫t
0
dt′′αR(t′− t′′)
(
q+(t′′)− q−(t′′)
)
,
q˙± =
∂
∂p±
HS (r±) , (7.66)
Considering that γ(t′′− t′) = γ(t′− t′′), we can see that in this case the symmetry be-
tween the tips is broken. Although the dissipative kernel γ(s) appears in a cumber-
some way, we here see some additional effects like a kind of enhancement (or suppres-
sion) of dissipation for r− and a contrary effect for r+ by the real integral term involv-
ing
(
q+(t′′)− q−(t′′)
)
. The semiclassical propagating function of the Wigner function is
given by
JW(r
′′, t;r′,0)= 4
h
∑
j+, j−
2√|det(M j+, j−)| cos
{
− i
~
∫t
0
[
SS[{r+}, {r−}, t]+
1
2
piν j+, j−
+ m
2
(
q+′+ q−′
)(
q+(t′)− q−(t′)
)
γ(t′)
+ m
2
∫t′
0
dt′′γ(t′− t′′)(q˙+(t′′)+ q˙−(t′′))(q+(t′)− q−(t′))
− i
2
∫t
0
dt′′αR(t′− t′′)
(
q+(t′′)− q−(t′′)
)(
q+(t′)− q−(t′)
)]}
(7.67)
ν j+, j− the Maslov index,M
αβ
j+, j−
= ∂2S j/∂rα∂rβ. It is important to mention that decoher-
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ence kernel depends only on the distance of the tips chords, q+,q−, as is expected from
the standard theory.
In the sequel we present the limit towards unitary evolution described in Sec.3.1
and discuss the rôle of complex trajectories for harmonic potentials.
Limit of Unitary Evolution
From (7.61)-(7.64) is clear that when dissipation is switched off, i.e. γ→ 0, we recover
the previous result for Hamiltonian systems [1],
˙˜r= JW
[
∇HS
(
r+ 1
2
r˜
)
−∇HS
(
r− 1
2
r˜
)]
, r˙= 1
2
JW
[
∇HS
(
r+ 1
2
r˜
)
+∇HS
(
r− 1
2
r˜
)]
.
(7.68)
as it is expected. So, p˙± =−∂HS(r±)∂q± , q˙±=
∂HS(r±)
∂p± and
S j(r+,r−, t)= A j+, j− −
∫t
0
dt′
(
H(r+, t′)−H(r−, t′)
)= A j+, j− − (H(r′+)−H(r′−)) t. (7.69)
In the last expression we have taken into account that in this limit H(r±) is the energy
along the trajectory, which is constant in this case. Because all mixed derivatives
vanish, determinant of matrix M j can be decomposed into two determinants, detM j =
det(M j+−M j−), it means that we can write (7.70) as
JW(r
′′,r′, t)= 4
h
∑
j+, j−
2cos
(1
~
S j(r+,r−, t)+ 12piν j
)
√
det(M j+−M j−)
, (7.70)
which corresponds to the result for unitary time-evolution in Sec. 3.3 [see Eq. 3.15)].
Real vs. Complex Trajectories
Although we have mentioned before in Sec. 7.3.2 that propagation can be done with
real trajectories in the limit of low temperatures and for small damping rate, we es-
tablish here the equivalence between the evaluation of the action with real or complex
trajectories for harmonic potentials at any regimen or temperature or damping.
To do this let us write (7.61)-(7.64) for a harmonic oscillator of mass m and fre-
quency ω,
p˙=−mω2q−m d
dt′
∫t′
0
dt′′γ(t′− t′′)q(t′′)+ i
∫t
0
dt′′αR(t′− t′′)q˜(t′′), q˙=
p
m
, (7.71)
and
˙˜p =−mω2 q˜+m d
dt′
∫t
t′
dt′′γ(t′′− t′)q˜(t′′), ˙˜q= p˜
m
, (7.72)
which certainly corresponds to the the equation of motion derived in configuration
space, expressions (6.15) in Sec. 6.2. The equation (7.60) for the action, in the case
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reads as
S =
∫t
0
dt′
(
p˙(t′)q˜(t′)− q˙(t′) p˜(t′)+ p(t
′) p˜(t′)
m
+mω2q(t′)q˜(t′)
)
(7.73)
+m
∫t
0
dt′ q˜(t′)
d
dt′
∫t′
0
dt′′γ(t′− t′′)q(t′′)− i
2
∫t
0
dt′
∫t
0
dt′′αR(t′− t′′)q˜(t′′)q˜(t′),
=
∫t
0
dt′
[
−mω2q(t′)−m d
dt′
∫t′
0
dt′′γ(t′− t′′)q(t′′)+ i
∫t
0
dt′′αR(t′− t′′)q˜(t′′)
]
q˜(t′)
−
∫t
0
dt′
(
q˙(t′) p˜(t′)− p(t
′) p˜(t′)
m
−mω2q(t′)q˜(t′)
)
+m
∫t
0
dt′ q˜(t′)
d
dt′
∫t′
0
dt′′γ(t′− t′′)q(t′′)
− i
2
∫t
0
dt′
∫t
0
dt′′αR(t′− t′′)q˜(t′′)q˜(t′), (7.74)
after some manipulations, we obtain
S = i
2
∫t
0
dt′
∫t
0
dt′′αR(t′− t′′)q˜(t′′)q˜(t′), (7.75)
by contrast to the unitary case, where the action vanishes for the harmonic oscillator
[2], here we have a remaining term in the action, the decoherence kernel. In order to
analyze the influence of the imaginary part of the trajectories, we can split r into its
real and imaginary part r= rR+irI and note that r˜ remains real, so that the evaluation
of the action along rR will give us
SR =−
i
2
∫t
0
dt′
∫t
0
dt′′αR(t′− t′′)q˜(t′′)q˜(t′), (7.76)
where we have used that fact that rR satisfies the real part of (7.71). If we look at the
imaginary part of (7.71) we can see that
∫t
0
dt′ q˜(t′)
∫t
0
dt′′αR(t′− t′′)q˜(t′′)=∫t
0
dt′ q˜(t′)
(
p˙I(t
′)+mω2qI(t′)+m
d
dt′
∫t′
0
dt′′γ(t′− t′′)qI(t′′)
)
,
(7.77)
since
m
∫t
0
dt′ q˜(t′)
d
dt′
∫t′
0
dt′′γ(t′− t′′)qI(t′′)=−m
∫t
0
dt′qI(t′)
d
dt′
∫t
t′
dt′′γ(t′− t′′)q˜(t′′), (7.78)
and ∫t
0
dt′ q˜(t′) p˙I (t′)= q˜(t′)pI(t′)
∣∣∣t
0
− qI(t′) p˜(t′)
∣∣∣t
0
+
∫t
0
dt′ ˙˜p(t′)qI(t′), (7.79)
we have that ∫t
0
dt′ q˜(t′)
∫t
0
dt′′αR(t′− t′′)q˜(t′′)= q˜(t′)pI(t′)
∣∣∣t
0
− qI(t′) p˜(t′)
∣∣∣t
0
, (7.80)
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where we use made use of (7.72). If we assume that the endpoints of the trajectory
should be real, then ∫t
0
dt′ q˜(t′)
∫t
0
dt′′αR(t′− t′′)q˜(t′′)= 0, (7.81)
which implies that the evaluation of the action along complex or real trajectories leaves
the same for the harmonic oscillator and also that the action vanishes along the ex-
tremal trajectories. This fact, the same result using complex or real trajectories, is
according also with Ozorio’s Markovian-results, see [66] for real case and [72] for the
complex case.
In configuration space we find a similar situation, one imposes that qI(0)= qI(t)=
0, but let q˙I(t′) be arbitrary, in this way the r.h.s. of (7.80), reads mq˜(t′)q˙I(t′)
∣∣∣t
0
, so
there is a contribution from the imaginary part of the trajectory, however this extra
contribution makes that the evaluation along complex or real trajectories generates
the same result [140].
For the general case, the evaluation with real or complex trajectories will pro-
vide different results if we do not guarantee that q˜(t′) ddq˜
(
HS
(
r+ 12 r˜
)−HS (r− 12 r˜)) =
q(t′) ddq
(
HS
(
r+ 12 r˜
)−HS (r− 12 r˜)). It implies that for non-harmonic potentials evalua-
tion of the action must be done with complex trajectories. However, if we take into ac-
count that those complex trajectories should be real at endpoints, Im(r±(0))= Im(r±(t))=
0, we realize that they have to be periodic in the imaginary plane, but in the presence of
dissipation, in general, no such trajectories exist and one could be allowed to propagate
using real trajectories.
7.3.3 Numerical Results for non-Harmonic Potentials
In order to provide an insight of the performance of the semiclassical propagating func-
tion of the Wigner function in the presence of non-Markovian effects, we coupled a
Morse oscillator (4.5) to a collection of harmonic oscillators and calculate the propagat-
ing function at different times for a particular initial condition. We present in Fig. 7.1
our results using an Ohmic spectral density and a cutoff ωD = 4ωmin (see Fig ?? for the
value of the parameters). Since the damping rate, γ, and thermal energy, kBT, are
lower than the typical time and energy scale of the system, respectively, we observe
that the pattern of the propagator is similar in both cases. However, in the dissipa-
tive case we can observe how the probability is concentrated in a smaller region than
in the unitary case. In particular, it is clear how contributions from large chords are
suppressed in the damped case: decoherence.
It is worth remarking that in more demanding tasks, e.g. the calculation of auto-
correlation functions, the performance of the semiclassical propagating function JW is
expected to be better or at least the same as in the unitary case. The reason is clear,
since the bath is modeled by a collection of harmonic oscillators, there is any additional
quantum effect if the dynamics of the bath is treated completely quantummechanically
or semiclassically. Additionally, the presence of decoherent effects plays in favor of the
semiclassical approximation because suppresses quantum features of the system.
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Figure 7.1: Semiclassical Wigner propagating-function (lower panels) of a Morse oscillator compared
to the semiclassical unitary evolution (upper panels) at times t = 0.5072 (panels a,e), t = 1.0144 (b,f),
t = 6.0864 (c,g) and t = 12.1728 (d,h) with initial phase-space point (p′,q′) = (0,−1). Parameter values
are m = 0.5, ~ωmin = 0.0125, D = 1, a = 1.25, kBT = 0.04~ωmin, γ = 0.04ωmin and ωD = 4ωmin. Finally,
ωmin denotes the frequency in the harmonic approximation, ωmin =
p
2a2D/m.
7.4 Summary
We have constructed the influence-functional theory in phase space and subsequently
we derived the Ullersma-Caldeira-Leggett model. This result allows us to calculate the
semiclassical propagating function of the Wigner function at two levels: i) a semiclas-
sical approximation based on pairs of stochastic trajectories in the spirit of the unitary
case [1] and ii) a semiclassical approximation based in pairs of non-stochastic but cou-
pled trajectories [9]. In the first approach, trajectories follows the associated classical
trajectories, but this is not the case in the second approach. This can be explained if
we realize that in the first approach, in some sense, the evolution is still unitary, any
projection is performed, but in the second one, trajectories propagate over a sub-space
of the Hilbert space.
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CHAPTER 8
Conclusions and Outlook
In view of the relatively little that is known about semiclassical Wigner propagation,
our results provide sufficient qualitative and quantitative evidence to invalidate two
popular connotations: The approach readily captures the time evolution of quantum
coherence effects, including specifically the propagation of Schrödinger cat-states and
the reproduction of tunneling processes. In these cases, it is crucial that even trajectory
pairs with large initial separation have to be taken into account. In this respect, one
could consider the application of the semiclassical propagator of the Wigner function
to mixed chaotic systems in molecular dynamics, the study of large complex systems
and introduction of complex trajectories to resolve the caustics and improve the perfor-
mance in tunneling processes as tasks for future research.
Additionally, we have provided analytical and numerical evidence that Eq. (5.3)
can be interpreted as a global relation between quantum and classical return probabil-
ities which can be broken down into contributions of invariant phase-space manifolds.
They enter with weight factors that measure the size of the set contributing coher-
ently, and lead to important exceptions to Eq. (5.12). Analytical evidence based on
presently available semiclassical approximations [1] indicates they are restricted to
the diagonal r′ = r′′ (where they are least expected) and hence of measure zero. They
are qualitatively different for integrable systems: In action-angle variables, the size of
the degenerate sets is independent of time [128] and therefore does not contribute an
extra factor t. This in turn reflects the different dimensions and topologies of periodic
tori vs. isolated unstable periodic orbits, indicating how to generalize this to more in-
volved cases like systems with mixed phase space. Merging the different contributions
on the classical side into more global quantities like the Frobenius-Perron modes [153],
following the route sketched in Sec. 3.4, remains as a challenge for future research.
On the other hand, since at equilibrium, the partition function ZS of a system S
with Hamiltonian H can be calculated in term of the evolution operator in imaginary
time, t =−i~β, i.e. ZS = trUˆ(β)= tr exp(−βHˆ) (cf. [58, 143]), then it is possible to show
that the square of the partition function is given by the trace of the diagonal Wigner
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propagator,
ZS
2 =
∫
df rGW(r,β,r,0). (8.1)
This remark is relevant in the sense that the semiclassical partition function can be
readily calculated form (3.5) and can be understood as the return probability in imagi-
nary time. Future research in this direction is also worth considering.
We have also constructed a general semiclassical theory for the dynamics of dissipa-
tive systems far from equilibrium with factorizing-initial conditions, which opens the
possibility for a formal and consistent study of the semiclassical spectral statistics of
dissipative systems [75,76], the study of reaction-rate theory far from equilibrium and
the description of decoherent effects in terms of classical manifolds. Moreover, it could
give some insights about the evolution of entanglement in semiclassical terms [77].
Although, our description of open quantum systems is general enough, the inclu-
sion of non-factorizing-initial conditions [140, 154] and more general couplings to the
bath [152] could be tasks to do. Additionally, the study of more general models than
Caldeira-Leggett approach such as the unified model for the study of diffusion, localiza-
tion and dissipation introduced by Cohen [155,156] for the study of quantal Brownian
motion in dynamical disorder could be treated in the phase-space framework in order to
gain intuition about the physics behind, mainly because the use of the Wigner function
in this model allowed the distinguishing between two different mechanisms for destruc-
tion of coherence: scattering perturbative mechanism and smearing non-perturbative
mechanism [157].
Finally, there is a very recent interest in providing a measure for the degree of non-
Markovianity of a given physical process [158, 159]. However, the current measure
protocol [158, 159] is based on a average over initial states, i.e., the measure depends
on initial states and not directly on dynamical quantities of the system such as the
propagating function, which should be the most natural quantity measuring the degree
of non-Markovianity. The protocol described in [159] could be translate in terms of the
propagating-function as follows: Calculate the propagating function at two different
points in phase space ri and r j and calculate the trace distance,
σi, j(t)=
∫
df r
[
GW(r, t,ri,0)−GW(r, t,r j,0)
]
, (8.2)
for Markovian processes this quantity σ(t) should decrease (dσi, j(t)/dt < 0), i.e. infor-
mation about the distinguishability flows from the system to the environment while for
non-Markovian processes at certain times this quantity should increase (dσi, j(t)/dt> 0)
because information flows form the environment to the system. The next step is trac-
ing over initial phase-space points, σ(t)=∫di< jσi, j(t) and finally to integrate σ(t) over
time intervals where (dσ(t)/t > 0). This will provide a measure of the non-Markovian
character of a physical process.
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APPENDIXA
Weyl Propagator from Van Vleck Propagator
Van Vleck-Gutzwiller propagator, K (q′′, t′′;q′, t′), [23,24] can be expressed as
K (q′′, t′′;q′, t′)=
∑
j
√
1
h f
∣∣∣∣det
(
∂2R j(q′′, t′′;q′, t′)
∂q′′∂q′′
)∣∣∣∣exp
{
1
~
R j(q
′′, t′′;q′, t′)− iµ j
pi
2
}
, (A.1)
where R j(q′′, t′′;q′, t′) is the Hamilton principal-function. Derivation of the Weyl propa-
gator,UW(r) consists of evaluating the Weyl symbol of K (q′′, t′′;q′, t′),
UW(p,q, t)=
∫
df uexp
(
− i
~
p ·u
)
K
(
q+ u
2
, t;q− u
2
,0
)
, (A.2)
by means of stationary-phase approximation [52,86]. Following Berry’s derivation [52],
the phase is stationary for
∂
∂u
[
R j
(
q+ u
2
, t;q− u
2
,0
)
−p ·u
]
= ∂
∂u
[∫q−u2
q+u2
dq′′p j(q′′)−H j(r j(r, t))t−p ·u
]
= 1
2
p j(0)+
1
2
p j(t)−p= 0.
(A.3)
where we have assumed that the Hamiltonian is time-independent and H j(r j(r, t)) de-
notes the energy of the path, which need not be the same as the energy H(r) of the
point r. Since, by the Weyl symbol transformation q= (q j(0)+q j(t))/2= (q′j+q′′j )/2 and
by virtue of (A.3), we have that
r= 1
2
(
r j(0)+r j(t)
)
, (A.4)
which defines the midpoint rule: the semiclassical Weyl propagator at t contains con-
tribution from the classical paths j that in time t link phase-space points r j(0),r j(t)
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Figure A.1: Schematic description of the chord rule for the phase of contribution of the semiclassical
Weyl propagator at r.
centered on r [52]. The phase of each contribution is given by
R j
(
q+ u
2
, t;q− u
2
,0
)
−p ·u=
∫q−u2
q+u2
dq′′p j(q′′)−H j(r j(r, t))t−
1
2
(p′j+p′′j ) · (q′′j −q′j)
= A j(r, t)−H j(r j(r, t))t.
(A.5)
According to Berry [52], A j is defined by the following chord rule: it is the symplectic
area of the circuit that starts from r j(0)= r′j, goes to r j(t)= r′′j along the classical path,
and returns straight to r′j via r (cf. Fig. A.1).
The amplitude of each contribution is given by
det
(
− ∂
2R j
∂q′′∂q′
)
det
(
∂
(1
2p
′′+p′)
∂(q′′−q′)
)−1
= det
(
− ∂
2R j
∂q′′∂q′
)
det
(
1
4
(
∂2R j
∂2q′
−2 ∂
2R j
∂q′′∂q′
+ ∂
2R j
∂2q′′
))−1
= det
(
− ∂
2R j
∂q′′∂q′
)(
4−f det
(
− ∂
2R j
∂q′′∂q′
)
det(M+ I)
)−1
= 2
2 f
det(M+ I) , (A.6)
where M is the stability matrix. So, finally we have that
UW (r, t)= 22 f
∑
j
exp
{ i
~
(
A j(r, t)−H j(r j(r, t))t
)− iµ j pi2 }√
det(M j+ I)
. (A.7)
When t→ 0 there is only one contributing path, with r′ and r′′ close ro r andM close to
the identity [52] and the area A→ 0 (cf. Fig. A.1), so UW(r, t)→ exp(−iH(r)t/~), which
corresponds to the obvious semiclassical limit for short times. For larger t, a path
contribution will diverge if M has an eigenvalue -1 (so det(M+ I) vanishes) because
then the midpoint rule at r, t is satisfied not only at r′,r′′ but also for some first-order
variations away from r′,r′′. The divergences signal jumps of 12pi in the phase µ (which
is zero for short times) [52].
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APPENDIXB
Split-Operator Method for the Wigner Propagator
The time evolution operator Uˆ for a time-independent Hamiltonian Hˆ with kinetic
energy Tˆ = pˆ2/2m and potential energy Vˆ = V (qˆ) can be express as the concatenation
of N propagators:
Uˆ(t, t′)= e− i~ HˆN∆t = e− i~ (Tˆ+Vˆ )N∆t =
(
e−
i
~
(Tˆ+Vˆ )∆t
)N
, (B.1)
where ∆t = (t− t′)/N. We separate the kinetic and potential energy terms using the
Baker-Campbell-Hausdorff series
e−
i
~
(Vˆ /2+Tˆ+Vˆ /2)∆t = e− i~ Vˆ /2∆te− i~ Tˆ∆te− i~ Vˆ /2∆teO (∆t3). (B.2)
Although, a non-symmetric decomposition is also possible, the symmetric distribution
of Vˆ /2, or Tˆ/2, cancels all terms of order ∆t2 and makes the approximation accurate up
to order ∆t3 [160]. In this way, we have that the evolution operator can be expressed
as
Uˆ(t, t′)' e− i~ Vˆ (qˆ)∆t2 e− i~ Tˆ(pˆ)∆te− i~ Vˆ (qˆ)∆t · · · e− i~ Vˆ (qˆ)∆te− i~ Tˆ(pˆ)∆te− i~ Vˆ (qˆ)∆t2 . (B.3)
In order to evaluate (B.3) numerically, we restrict the dimension of the Hilbert
space to be finite, denoted it by DH , sample the position and momentum in intervals
of length L and M, respectively, and store them in vectors of size DH in such way that
~ = LM/(2piDH ). On the other hand, since T( pˆ) and V (qˆ) are diagonal in momentum
and position representation, respectively, it is convenient to introduce, appropriately,
the identities 1ˆ=∑λ |λ〉〈λ| and 1ˆ=∑m |m〉〈m| in order to obtain a simple representation
for the kinetic-energy and potential energy operators (pλ = Lλ/DH and qm =Mm/DH ).
Additionally, we use the fact that 〈m|λ〉 = D−1/2
H
exp{2piiλm/DH } and choose as initial
condition the identity matrix (Uˆ(t, t)= Iˆ). After carrying out this procedure and notic-
ing that the choosing of ~ allows the direct implementation of fast Fourier transform
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routines [92] we can get straightforwardly Uˆ(t, t′).
To get the Wigner propagator we use expression (2.23)
GW(r
′′, t;r′,0)= 1
2pi~
∫
dq˜′
∫
dq˜′′exp
{
i
~
(p′ q˜′− p′′ q˜′′)
}
×U∗
(
q′′− q˜
′′
2
, t;q′− q˜
′
2
,0
)
U
(
q′′+ q˜
′′
2
, t;q′+ q˜
′
2
,0
)
,
(B.4)
however, since we have restricted the phase space to have finite dimension we have to
write (B.4) in a consistent way. To do that we have to note that here q′,q′′, q˜′ and q˜′′
denote integer numbers refereing coordinates of the matrices and take care that there
no exist non-integer indexes for the matrices U andU∗. In order to solve this problem
let us define
UU(q′,q′′; q˜′, q˜′′)=

U∗
(
q′′− q˜′′2 , t;q′−
q˜′
2 ,0
)
U
(
q′′+ q˜′′2 , t;q′+
q˜′
2 ,0
)
q˜′ and q˜′′ even,
U∗
(
q′′− q˜′′+12 , t;q′−
q˜′
2 ,0
)
U
(
q′′+ q˜′′−12 , t;q′+
q˜′
2 ,0
)
q˜′ even and q˜′′ odd,
U∗
(
q′′− q˜′′2 , t;q′−
q˜′+1
2 ,0
)
U
(
q′′+ q˜′′2 , t;q′+
q˜′−1
2 ,0
)
q˜′ odd and q˜′′ even,
U∗
(
q′′− q˜′′+12 , t;q′−
q˜′+1
2 ,0
)
U
(
q′′+ q˜′′−12 , t;q′+
q˜′−1
2 ,0
)
q˜′ odd and q˜′′ odd,
and strict the sampling area to −DH2 + |q′| ≤
q′′
2 <
−DH
2 − |q′|. Now we introduce an
additionally quantity ¯UU as
¯UU(q′,q′′; q˜′, q˜′′)=

UU(q′,q′′; q˜′, q˜′′) q˜′ and q˜′′ even,
1
pi
DH /2−1∑
q˜′=−DH /2
(−1)q˜′−q˜′
q˜′−q+ 12
UU(q′,q′′; q˜′, q˜′′) q˜′ even and q˜′′ odd,
1
pi
DH /2−1∑
q′=−DH /2
(−1)q′−q′
q′−q+ 12
UU(q′,q′′; q˜′, q˜′′) q˜′ odd and q˜′′ even,
1
pi2
DH /2−1∑
q′=−DH /2
(−1)q′−q′
q′−q+ 12
DH /2−1∑
q˜′=−DH /2
(−1)q˜′−q˜′
q˜′−q+ 12
UU(q′,q′′; q˜′, q˜′′) q˜′ odd and q˜′′ odd.
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In this way, we can rewrite expression (B.4) finally as
GW(r
′′, t;r′,0)= 1
DH
DH /2−1∑
q˜′=−DH /2
DH /2−1∑
q˜′′=−DH /2
exp
{
2pii(p′ q˜′− p′′ q˜′′)/DH
}
¯UU(q′,q′′; q˜′, q˜′′).
(B.5)
Since the numerical effort to compute the odd-even and odd-odd combinations is
huge, in a first insight one could restrict the calculation only to the even-even combina-
tion. This is equivalent to work with one half of the resolution.
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APPENDIXC
Numerical Calculation of The Semiclassical Wigner
Propagator
In view of the objective to demonstrate the viability of semiclassical Wigner propaga-
tion for numerical applications, we indicate in this appendix how to construct suitable
algorithms for this purpose, without entering into details of their implementation.
C.1 Van Vleck-Based Semiclassical Approximation
The Eqs. (3.5, 3.6) defining the semiclassical Wigner propagator in van Vleck approxi-
mation translate into the following straightforward algorithm to compute the propaga-
tor as such, not operating on any admissible initial Wigner function:
1. Initial state: Define pairs of initial points r′j± , j = 1, . . .,N, with common midpoint
r′ = (r′j++r
′
j−
)/2, parameterized, e.g., by spherical coordinates relative to r′. A typ-
ical value for the number of classical trajectories, used in most of the calculations
for one-dimensional systems underlying this work, is N = 106, corresponding to
5×105 data points available for the final coarse-graining, step 3b below.
2. Time steps: Realize the integration over time as a sequence of L steps tl−1 →
tl, l = 1, . . .,L, tl = t′+ l∆t, ∆t = (t′′− t′)/L. Update the basic ingredients of the
propagator (3.5, 3.6) as follows:
(a) Trajectories r j(tl), j = 1, . . .,N, according to the classical force field,
∆r j(tl)= Jt∇H[r j(tl)]∆t. (C.1)
(b) Stability matrices according to the evolution equation M˙ = MJt∂2H(r)/∂r2
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(see ,e.g., [161]),
∆M j(tl)=M j(tl)Jt
∂2H(r j(tl))
∂r2j (tl)
∆t. (C.2)
It suggests itself to implement (a) and (b) as a single step, merging Eqs. (C.1,
C.2) into a single system of linear equations.
(c) Actions S j as (cf. Fig. 3.1)
∆S j(r
′′,r′)= [r j+(tl)−r j−(tl)]∧[∆r j−(tl)+∆r j+(tl)]/2−[H(r j−(tl))−H(r j+(tl))]∆t.
3. Final state:
(a) Separate elliptic from hyperbolic trajectory pairs according to
traj. pair j is
{
ell. det[M j+ −M j−]> 0,
hyp. det[M j+ −M j−]< 0.
(C.3)
(b) Within each of the two sheets, coarse-grain the determinantal prefactor
|det[M+(t)−M−(t)]|−1/2 and the action S(t) by suitable binning with respect
to r′′. In this step, a possibly inhomogeneous distribution of the initial points
(as, e.g., for polar coordinates) must be accounted for in terms of weight fac-
tors.
(c) Calculate the propagator (3.5) for each sheet and superpose the two contri-
butions.
C.2 Propagating Smooth Localized Initial States: To-
wards Monte Carlo Algorithms
For the more common task of propagating well-localized but quantum-mechanically
admissible initial states (e.g., Gaussians), the method described in the previous sub-
section is not optimal. We can take advantage of the fact that a common midpoint of
all trajectory pairs is not specified, by evaluating all the N(N −1)/2 pairs formed by
a set of N classical trajectories to gain a factor O (N) in efficiency. We have to take
into account, however, that the distribution of centers r¯ jk = (r j + rk)/2 of an ensem-
ble of “satellite” phase-space points r j, distributed at random or on an ordered grid
with probability density psat(r), is not this density but its self-convolution, pctr(r¯) =∫
d2 f r psat(r¯− r/2)psat(r¯+ r/2). For Gaussians (4.1) this reduces to a contraction by a
factor
p
2.
Accordingly, we propose the following scheme for the propagation of smooth local-
ized initial states:
1. Initial state: Define a set of initial points r′j, j = 1, . . . ,Nsat. A typical value Nsat =
1000 now generates Nctr = 5×105 final data points. This can be done in two ways:
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rj´
rj´k
_
rk´
Figure C.1: Preparation of initial points for the propagation algorithm for smooth initial distributions,
section C.2. An ensemble of random “satellite” points r′j , j = 1, . . . ,Nsat (red dots) which serve as initial
points of Nsat classical trajectories give rise to Nctr = Nsat(Nsat−1)/2 midpoint paths r¯ jk(t) starting in
the centers r¯′jk = (r′j +r′k)/2 (black dots) and define the support of the propagator at the final time t. The
distribution pctr(r¯′jk) (dark grey) of the centers is that of the satellites psat(r
′
j) (light) contracted by a
factor
p
2.
(a) Generate a swarm of random phase-space points r′j covering approximately
the same phase-space region as the intended initial Wigner functionWctr(r′),
and associate the weight Wctr(r¯′jk, t
′) to each pair with midpoint r¯′jk, j =
1, . . .,Nsat, k= 1, . . . , j−1.
(b) (For Gaussian initial states only) Find the distribution Wsat(r′, t′) with co-
variance matrix Asat = Actr/
p
2 that entails the intended Wctr(r¯′jk, t
′) as its
center distribution and generate the r′j according toWsat(r
′, t′) (Fig. C.1).
2. Time steps: Propagate classically all Nsat satellites r′j as described in step 2
above.
3. Final state: Proceed as in step 3 above for every final midpoint r¯′′jk. If option
1b above has been chosen, assign the corresponding weights Wctr(r¯′jk, t
′) to the
midpoints r¯′′jk in the final coarse-graining.
Being based on ensembles of random phase-space points distributed according to
some initial density, this propagation scheme readily integrates in Metropolis-type
algorithms. This suggests itself particularly in the case of high-dimensional spaces
where a direct evaluation of the phase-space integrals involved would be prohibitive.
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APPENDIXD
Wigner Propagator Near Periodic Orbits
First, we recall the semiclassical for the Wigner propagator in terms of semiclassical
Weyl propagators given in Sec.3.1 (Eq. (3.2)),
GW (r
′′, t;r′,0)=
∫
d2 f r˜exp
(
i
~
r˜∧ (r′′−r′)
)∑
j
(2/h) f
|det(M j+ I)|1/2
exp
(
i
~
A j
(
r′′+r′+ r˜
2
))
(D.1)
×
∑
j′
(2/h) f
|det(M j′ + I)|1/2
exp
(
− i
~
A j′
(
r′′+r′+ r˜
2
))
,
choose trajectories j and j′ as periodic orbits only differing from one another by a shift
in time, i.e., r j(T j)= r j(0) and r j(s+T j)= r j(s) and place the origin in r¯s = rs++rs−2 . Now
consider contributions to the r-integral for the propagator from r ≈ ±ds = ±(rs+−rs−)
and define r± =±ds+ε. Now let’s choose initial/final r′/r′′ close to the origin,
r′+r′′
2
+ r±
2
= r
′+r′′
2
± ds
2
+ ε
2
= r
′+r′′+ε
2
≈ rs±, (D.2)
r′+r′′
2
− r±
2
= r
′+r′′
2
∓ ds
2
− ε
2
= r
′+r′′−ε
2
≈ rs∓. (D.3)
Now we apply Berry’s approximation [52] to the Weyl propagator near periodic orbits.
i.e., expand phases around ±ds,
A j = S j−r∧
M j− I
M j+ I
r. (D.4)
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Now let’s consider the contribution to the propagator near rs from r+
GW (r
′′, t;r′)=
∫
d2 f ε
(2/h)2 f exp
( i
~
(ds+ε)∧ (r′′−r′)
)
|det(M j+ I)|
exp
i
~
[
A j
(
r′+r′′+ε
2
)
−A j
(
r′+r′′−ε
2
)]
=
(2/h)2 f exp
( i
~
ds∧ (r′′−r′)
)
|det(M j+ I)|
∫
d2 f εexp
i
~
[
ε∧ (r′′−r′)+A j
(
r′+r′′+ε
2
)
−A j
(
r′+r′′−ε
2
)]
,
now transform to curvilinear coordinates (H, s,r⊥) near rs±
G+W (r
′′, t;r′)= (2/h)
2 f
|det(M j+ I)|
exp
(
i
~
ds∧ (r′′−r′)
)∫
dsexp
[
− i
~
s(H′′−H′)
]
×
∫
dH exp
[
i
~
H(s′′− s′)− H
′′+H′+H
2
(t−T j)+
H′′+H′−H
2
(t+T j)
]
×
∫
d2 f−2ε⊥ exp
i
~
[
ε⊥∧ (r′′−r′)−
r′+r′′+ε⊥
2
∧M⊥ j− I
M⊥ j+ I
r′+r′′+ε⊥
2
+r
′+r′′−ε⊥
2
∧M⊥ j− I
M⊥ j+ I
r′+r′′−ε⊥
2
]
.
(D.5)
The phase-space integration factorizes into independent integrals over H, s, and ε⊥,
respectively. They will be discussed one by one. The H-integration results in delta
function,
∫
dH exp
[
i
~
H(s′′− s′)− H
′′+H′+H
2
(t−T j)+
H′′+H′−H
2
(t+T j)
]
= 2pi~δ(s′′−s′−(t−T j)).
Integration over s restricts the propagator to the same energy shell or to the same
torus, ∫
dsexp
[
− i
~
s(H′′−H′)
]
= 2pi~δ(H′′−H′),
while the integral over ε⊥ generates the evolution along the linearized flux in phase
space,
∫
d2 f−2ε⊥ exp
i
~
[
ε⊥∧ (r′′−r′)−
r′+r′′+ε⊥
2
∧M⊥ j− I
M⊥ j+ I
r′+r′′+ε⊥
2
+r
′+r′′−ε⊥
2
∧M⊥ j− I
M⊥ j+ I
r′+r′′−ε⊥
2
]
= (2pi~)
2 f−2
22 f−2
|det(M⊥ j+ I)|δ
(
r′′−M⊥ jr′
)
Combining the contributions from the H−, s-, and ε⊥-integrations,
G+W (r
′′, t;r′)= exp
(
i
~
ds∧ (r′′−r′)
)
δ
(
H′′−H′) δ∆E (s′′− s′− (t−T j)) δ(r′′−M⊥ jr′) .
(D.6)
Similarly, we can calculate the contribution from r−
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G−W (r
′′, t;r′)= exp
(
− i
~
ds∧ (r′′−r′)
)
δ
(
H′′−H′) δ∆E (s′′− s′− (t−T j)) δ(r′′−M⊥ jr′) .
(D.7)
After summing both contributions, the Wigner propagator near a periodic orbit reads,
GW (r
′′, t;r′)= 2cos
(
1
~
ds∧ (r′′−r′)
)
δ
(
H′′−H′) δ∆E (s′′− s′− (t−T j)) δ(r′′−M⊥ jr′) .
(D.8)
Equation (D.8) exhibits a sufficiently transparent structure to allow for a clear interpre-
tation: In the variables with respect to which the Weyl propagator (2.2) is equivalent to
the generic version far off unstable periodic orbits, that is for r⊥ and for s, the Wigner
propagator coincides with the classical Liouville propagator. The factor δ(H′′−H′) is
expected classically from energy conservation [128].
An alternative access to the Wigner propagator near periodic orbits is Berry’s scar
function, a semiclassical approximation to the Weyl propagator in the energy domain
[52]. It responds to the special situation close to a periodic orbit j by using local curvilin-
ear coordinates: energy, time, and remaining phase-space directions r j⊥ perpendicular
to the orbit. Transformed to the time domain and substituted for the Weyl propagator
in Eq. (2.15), it leads to a semiclassical approximation for the diagonal Wigner propa-
gator,
GW j(r, t;r,0)=
Tpj /2pi~
|det(M j⊥− I)|
δ(r j⊥)δ(t−T j). (D.9)
The primitive period Tpj and the determinantal prefactor measure the length and the
effective cross section, resp., of the “phase-space tube” around the orbit that contributes
to the diagonal propagator. By contrast to Eq. (5.21), the degeneracy factor Tpj appears
here already before tracing: The use of local coordinates condenses the contributions
of periodic points as well as midpoints onto the orbit. Equation (D.9) does not apply
outside the orbit j and therefore does not allow for indiscriminate tracing over all of
phase space.
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APPENDIXE
Influence-Functional Theory for non-Factorizing
Initial Conditions
In Section 6.1, we can start from a thermal density matrix of system and bath instead
of assuming that the initial density matrix factorizes into two independent states, i.e.
ρβ =
1
Zβ
exp(−βHˆ). (E.1)
In this way we can take initial correlations between the two parts into account. Now,
one allows operators Aˆn, Aˆ′n acting only in the system Hilbert space to generate an
initial nonequilibrium density matrix of system and bath
ρ0 =
∑
n
Aˆnρβ Aˆ
′
n . (E.2)
In position representation, the action of these operators is described through the prepa-
ration function
λ(q′+, q¯
′′,q′−, q¯
′)=
∑
n
An(q
′
+, q¯
′′)A′n(q¯
′,q′−) . (E.3)
For details concerning this initial preparation, we refer the reader to Ref. [140]. In
position representation, the full initial density matrix reads
ρ(Q′+,Q
′
−,0)=
∫
dQ¯′′dQ¯′λ(q′+, q¯
′′,q′−, q¯
′)δ(Q′+− Q¯′′)δ(Q′−− Q¯′)ρβ(Q¯′′,Q¯′) , (E.4)
where ρβ is the thermal density matrix (E.1) of system and bath which can be repre-
sented by an imaginary-time path integral. The delta functions in (E.4) indicate that
the imaginary-time paths for the bath degrees of freedom are continuously connected
to the real-time paths describing the time evolution of the initial state. In contrast,
the paths for the system degree of freedom display a discontinuity stemming from the
operators involved in the initial preparation and described by the preparation func-
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q¯
s
τ
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q′
−
q′′
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q¯′
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q¯′′
Figure E.1: Integration contour in the complex time plane z = s+ iτ along which the exponent of the
influence functional is calculated. λ indicates the connection of the real-time and imaginary-time paths
by means of the preparation function (E.3).
tion (E.3). Figure E.1 shows the system path in the complex time plane with the ini-
tial and final points and the preparation function λ which connects the real-time and
imaginary-time paths.
Tracing out the heat bath, one finds for the time evolution of the initial state (E.4)
characterized through the preparation function (E.3)
ρS(q
′′
+,q
′′
−, t)=
∫
dq′+dq
′
−dq¯
′′dq¯′J(q′′−,q
′′
+, t;q
′
+,q
′
−, q¯
′′, q¯′)λ(q′+, q¯
′′,q′−, q¯
′) , (E.5)
where we have introduced the propagating function J(q′′−,q
′′
+, t;q
′
+,q
′
−, q¯
′′, q¯′), which can
be expressed in terms of a path integral over the system degree of freedom as
J(q′′−,q
′′
+, t;q
′
+,q
′
−, q¯
′′, q¯′)= 1
Z
∫
Dq+Dq−D q¯
×exp
(
i
~
(SS[q+]−SS[q−])−
1
~
SES [q¯]
)
F [q+,q−, q¯] .
(E.6)
The action SS is the action related to the system Hamiltonian (6.3) and the superscript
E denotes its Euclidean version, which is obtained from SS by replacing real with imag-
inary time. The partition function Z is an effective partition function of the damped
system defined as the ratio of the partition functions of system plus bath and of the
heat bath alone. The influence of the heat bath in (E.6) is contained in the influence
functional
F [q+,q−, q¯]= exp
(
−1
~
Φ[q+,q−, q¯]
)
(E.7)
with the exponent
Φ[q+,q−, q¯]=
∫
z>z′
dzdz′K (z− z′)q˜(z)q˜(z′)+ i
2
η(0)
∫
dzq˜2(z) . (E.8)
Here, q˜ denotes a path along the complex-time contour depicted in Fig. E.1 which
consists of the paths q−, q¯, and q+ in this order. z and z′ are the corresponding complex
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times which satisfy z> z′ along q˜. The interaction between two points of this path due
to the interaction with the heat bath appears through the noise correlation function
(E.11).
As in Sec. 6.1 the microscopic details of the heat bath and its coupling to the sys-
tem appear in the reduced system dynamics only through the spectral density of bath
oscillators [7,8]
I(ω)=pi
∞∑
j=1
c2j
2m jω j
δ(ω−ω j) . (E.9)
The friction kernel is defined as, η(t)= γ(t)/m
η(t)= 2
pi
∫∞
0
dω
I(ω)
ω
cos(ωt) (E.10)
and the correlation function of the noise induced by the coupling to the heat bath is
given by
αR(z)=
∫∞
0
dω
pi
I(ω)
cosh[ω(12~β− iz)]
sinh(~βω/2)
, (E.11)
where z is a generally complex time.
E.1 Propagating Function of the Wigner Function
Although this approach can be also expressed in terms of path integrals in phase space
following a similar procedure as in Chap. 7, it is beyond the scope of the present work.
However, a similar expression to (6.23) can be derived [9]. Introducing the Wigner
transform of the preparation function
λW(p
′,q′, p¯, q¯)= 1
(2pi~)2
∫
dq˜′d ¯˜qexp
[
i
~
( p¯ ¯˜q− p′ q˜′)
]
λ(q˜′,q′, ¯˜q, q¯) . (E.12)
we obtain for the time evolution of the Wigner function after carrying out the Fourier
transform with respect to q˜′′
WS(p
′′,q′′)=
∫
dp′dq′dp¯dq¯GW(p′′,q′′, t; p′,q′, p¯, q¯)λW(p′,q′, p¯, q¯) . (E.13)
By comparison with (E.5) one finds for the relation between the propagating function
introduced in (E.5) and its Wigner transform
GW(p
′′,q′′, t; p′,q′, p¯, q¯)= 1
h
∫
dq˜′′dq˜′d ¯˜qexp
[
i
~
(p′ q˜′− p′′ q˜′′− p¯ ¯˜q)
]
J(q˜′′,q′′, t; q˜′,q′, ¯˜q, q¯) .
(E.14)
For the special case of factorizing initial conditions, the coordinates ¯˜q, q¯ and the mo-
mentum q¯ are to be disregarded and one arrives at the relation (6.23) between the
propagating functions in position and phase space. The presentation of this material
is in order to provide a complete characterization of open quantum systems yet semi-
classical analysis and deep analysis are left for further research.
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APPENDIXF
Ullersma-Caldeira-Leggett Model in Phase Space
With the aim of constructing the Ullersma-Caldeira-Leggett model in phase space we
find more convenient to start with the discrete time-version of the Wigner propagator
of the total system (7.2), i.e.
GW (Rn,n∆t;Rn−1, (n−1)∆t)=
1
(2pi~)2(f+F)
∫
d2(f+F)R˜n exp
(−iφn) , (F.1)
with φn given by (see also Sec. 2.3.2 for more details)
~φn =∆Rn∧R˜n+
(
H
(
R¯n+
1
2
R˜n
)
−H
(
R¯n−
1
2
R˜n
))
∆t, (F.2)
where R0 =R′, RN =R′′, ∆Rn =Rn−Rn−1 and R¯n = Rn+Rn−12 and H is given by (7.1).
The ingredients for this expression are
∆HB
(
R¯n±
1
2
R˜n
)
=
F∑
j=1
P¯ jnP˜ jn
m j
+m jω2jQ¯ jnQ˜ jn (F.3)
∆HSB
(
r¯n±
1
2
r˜n,R¯n±
1
2
R˜n
)
=−q¯n
F∑
j=1
c jQ˜ jn− q˜n
F∑
j=1
c jQ¯ jn+ q¯q˜
F∑
j=1
c2j
m jω2j
. (F.4)
where
∆HB
(
R¯n±
1
2
R˜n
)
=HB
(
R¯n+
1
2
R˜n
)
−HB
(
R¯n−
1
2
R˜n
)
and
∆HSB
(
r¯n±
1
2
r˜n,R¯n±
1
2
R˜n
)
=HSB
(
r¯n+
1
2
r˜n,R¯n+
1
2
R˜n
)
−HSB
(
r¯n−
1
2
r˜n,R¯n−
1
2
R˜n
)
.
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The symplectic product ∆Rn∧R˜n can be decomposed as
∆Rn∧R˜n =∆rn∧ r˜n+
F∑
j=1
∆R jn∧ R˜ jn.
Defining
~φS,n =∆rn∧ r˜n+
(
HS
(
r¯n+
1
2
r˜n
)
−HS
(
r¯n−
1
2
r˜n
))
∆t, (F.5)
we have
GW,n,n−1 =
∫
dp˜ndq˜n
(2pi~)2
exp
(
−iφS,n
) F∏
j=1
∫
dF P˜ jndFQ˜ jn
(2pi~)2F
exp
{
− i
~
[
∆P jnQ˜ jn−∆Q jnP˜ jn
+
(
P¯ jnP˜ jn
m j
+m jω2jQ¯ jnQ˜ jn− q¯nc jQ˜ jn− q˜nc jQ¯ jn+ q¯n q˜n
c2j
m jω2j
)
∆t
]}
, (F.6)
Integrating over P˜ jn and Q˜ jn we obtain
GW,n,n−1 =
∫
dp˜ndq˜n
(2pi~)2
exp
(−iφS,n) F∏
j=1
δ
(
∆P jn+m jω2j∆tQ¯ jn− q¯nc j∆t
)
(F.7)
×δ
(
∆Q jn−
∆t
m j
P¯ jn
)
exp
{
i
~
(
q˜nc jQ¯ jn− q¯n q˜n
c2j
m jω2j
)
∆t
}
,
which can be used to construct the Wigner propagator, GW,N,0, after N-time steps,
GW,N,0 =
[
N−1∏
n=1
∫
dpndqn
][
N∏
n=1
∫
dp˜ndq˜n
(2pi~)2
]
exp
(
−i
N∑
n=1
φS,n
)
N−1,F∏
n=1, j=1
∫
dP jndQ jn (F.8)
δ
(
∆Q jn−
∆t
m j
P¯ jn
)
δ
(
∆P jn+m jω2j∆tQ¯ jn− q¯nc j∆t
)
exp
{
i
~
(
q˜nc jQ¯ jn− q¯n q˜n
c2j
m jω2j
)
∆t
}
.
At this point it is more convenient to introduce the new variables Pn j = ω jPˇn j and
Qn j = Qˇn j/m j and express
Rˇn, j =Mn, jRˇn−1, j+Vn, j c j∆t q¯n (F.9)
where
Mn, j =


4−∆t2ω2j
4+∆t2ω2j
− 4∆tω j
4+∆t2ω2j
4∆tω j
4+∆t2ω2j
4−∆t2ω2j
4+∆t2ω2j

 , Vn, j =

 4ω j(4+∆t2ω2j )
2∆t
(4+∆t2ω2j )

 . (F.10)
We can rewrite the δ-functions in (F.7) as δ
(
Rˇn, j−Mn, jRˇn−1, j−Vn, j c j∆t q¯n
)
.
81
Integrating over the bath concatenating coordinates, we have
F∏
j=1
δ
(
RˇN, j−
N∏
n=1
Mn, jRˇ0, j−
N∑
n=0
∏N
k=0Mk, j∏n
k=0Mk, j
Vn, jc j q¯n∆t
)
. (F.11)
As an example, for N = 3, the factor
∏N
n=0Mn, j∏n
k=0Mk, j
denotes the sum
∏3
k=0Mk, j∏n
k=0Mk, j
=M3, jM2, jM1, j+M3, jM2, j+M3, j+mathsf 1, (F.12)
where we have considered thatM0, j = 1. In the continuous limit, N→∞, we have that
lim
N→∞
N∏
n=1
Mn, j =
(
cosω j t −sinω j t
sinω j t cosω j t
)
, (F.13)
lim
N→∞
N∑
n=0
1∏n
k=0Mk, j
Vn, jc j q¯n∆t=
( c j
ω j
∫t
0 dt
′ cosω j t′q(t′)
− c j
ω j
∫t
0 dt
′ sinω j t′q(t′)
)
, (F.14)
here we have taken into account that in the continuous limit q¯n → qn(t). In this way
lim
N→∞
N∏
k=0
Mk, j lim
N→∞
N∑
n=0
1∏n
k=0Mk, j
Vn, jc j q¯n∆t=
( c j
ω j
∫t
0 dt
′ cosω j(t− t′)q(t′)
c j
ω j
∫t
0 dt
′ sinω j(t− t′)q(t′)
)
. (F.15)
Going back to our initial coordinates Pn j and Qn j the continuous limit of Eq. (F.11)
reads
F∏
j=1
δ
(
P ′′j −P ′j cosω j t+m jω jQ′j sinω j t− c j
∫t
0
dt′ cosω j(t− t′)q(t′)
)
δ
(
Q′′j −Q′j cosω j t−
P ′j
m jω j
sinω j t−
c j
m jω j
∫t
0
dt′sinω j(t− t′)q(t′)
)
, (F.16)
where P j(t)= P ′′j , P j(0)= P ′j, Q j(t)=Q′′j and Q j(0)=Q′j. Eq. (F.16) is the propagator of
F non-interacting driven harmonic oscillators, the driving force is c jq(t). Evaluation
of the continuous limit presents yet a cumbersome task, the evaluation of the limit
N →∞ in the phase of (F.8), omitting all the steps and based on our previous results,
we have that
lim
N→∞
exp
{
i
~
N∑
n=1
(
q˜nc jQ¯ jn− q¯n q˜n
c2j
m jω2j
)
∆t
}
=
exp
{
c j
m jω j
P ′j
∫t
0
dt′sinω j tq˜(t)+ c jQ′j
∫t
0
dt′ cosω j tq˜(t)
+
c2j
m jω j
∫t
0
dt′
∫t′
0
dt′′ sinω j(t′− t′′)q(t′′)q˜(t′)−
c2j
m jω2j
∫t
0
dt′q(t′)q˜(t′)
}
.
(F.17)
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So, for the Wigner propagator in continuous time we have
GW(r
′′,R′′j , t;r
′,R′j,0)=
1
(2pi~)2
r(t)=r′′∫
r(0)=r′
Dr
r˜(t)=r′′∫
r˜(0)=r′
Dr˜exp
(
− i
~
SS[{r}, {r˜}, t]
)
×
F∏
j=1
δ
(
P ′′j −P ′j cosω j t+ω jQ′j sinω j t− c j
∫t
0
dt′ cosω j(t− t′)q(t′)
)
×δ
(
Q′′j −Q′j cosω j t−
P ′j
m jω j
sinω jt−
c j
m jω j
∫t
0
dt′ sinω j(t− t′)q(t′)
)
×exp
{
i
~
[
c j
m jω j
P ′j
∫t
0
dt′ sinω j t′ q˜(t′)+ c jQ′j
∫t
0
dt′ cosω j t′ q˜(t′)
+
c2j
m jω j
∫t
0
dt′
∫t′
0
dt′′ sinω j(t′− t′′)q(t′′)q˜(t′)−
c2j
m jω2j
∫t
0
dt′q(t′)q˜(t′)
]}
,
(F.18)
where
SS[{r}, {r˜}, t]=
∫t
0
dt′
[
r˙∧ r˜+HS
(
r+ 1
2
r˜
)
−HS
(
r− 1
2
r˜
)]
. (F.19)
Eq. (F.18) is the Wigner propagator of an arbitrary system coupled to a set of F-
harmonic oscillators and can be shortly written as
GW(r
′′,R′′j , t;r
′,R′j,0)=
1
(2pi~)2
r(t)=r′′∫
r(0)=r′
Dr
∫
Dr˜exp
(
− i
~
SS[{r}, {r˜}, t]
)
×
F∏
j=1
δ
(
P ′′j −Pclj (P ′j,Q′j, t)
)
δ
(
Q′′j −Qclj (P ′j,Q′j, t)
)
(F.20)
×exp
{
i
~
[
c j
∫t
0
dt′Qclj (P
′
j,Q
′
j, t
′)q˜(t′)−
c2j
m jω2j
∫t
0
dt′q(t′)q˜(t′)
]}
,
which allows for a clearer interpretation of each term.
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