Summary. Based on periodogram-ratios of two univariate time series at different frequency points, two tests are proposed for comparing their spectra. One is an Anderson-Darling-like statistic for testing the equality of two time-invariant spectra. The other is the maximum of Anderson-Darling-like statistics for testing the equality of two spectra no matter that they are time-invariant and time-varying. Both of two tests are applicable for independent or dependent time series. Several simulation examples show that the proposed statistics outperform those that are also based on periodogram-ratios but constructed by the Pearson-like statistics.
Introduction
Comparison of spectra has wide applications in many fields of research and practice. Research in statistical methodology for comparing spectra has been attracting considerable interest for several decades.
Most existing literature on comparison of spectra assume that spectra are timeinvariant, e.g. Diggle and Fisher (1991) , Dette et al. (2011a) , Decowski and Li (2015) and Jentsch and Pauly (2015) . By transforming the problem to the goodness-of-fit (gof) test that the periodogram-ratios of two univariate stationary time series at different frequencies are sampled from F (2, 2), Zhang and Tu (2017) recently proposed a Pearson-like statistic to test the equality of two time-invariant spectra, where F (2, 2) denotes an F distribution with 2 and 2 degrees of freedom. Using blocking, they further extended the approach to the more general setting of comparing two time-varying spectra of locally stationary time series.
A major limitation of the gof test based on the Pearson statistic is its dependence on the choice of partition sets. In this paper, we propose a new approach to address this key limitation. The proposed approach is based on Anderson-Darling (A-D) statistics of the form
dF (x), (1.1)
where F (x) is the cumulative distribution function (cdf), andF n (x) is the empirical cdf of observations x 1 , · · · , x n . In our setting of comparing two spectra, the observations are periodogram-ratios of two univariate time series at different frequencies. Our proposed statistics have some advantages. First, the proposed statistics are invariant with respect to the periodogram-ratios, i.e., the value of the the statistic is unchanged after exchanging their places in the nominator and denominator. Second, the test is quite powerful. In the paper, the test for comparing spectra becomes the gof test that the periodogram-ratios are sampled from the F (2, 2). Since the F (2, 2) is heavy-tailed and has the reciprocal exchangeability, it is quite sensitive to detecting differences in the tails. It makes the A-D statistic quite powerful to reject the null since differences occur in the tails (Anderson and Darling, 1954) . Our simulation study also confirm the second feature of the approach. The rest of this article is organized as follows. Sections 2 and 3 present the proposed statistics and their asymptotic properties for comparing time-invariant as well as time-varying spectra. Section 4 reports results for examining performance of the proposed tests using simulated data. Section 5 contains our concluding remarks. Some technical details regarding the asymptotic analysis are relegated to the Appendix. Throughout the paper, |a| and a denote the complex modulus and conjugate of a complex number a, respectively. For matrix notation, A τ denotes the transpose of a matrix A, A * denotes the conjugate transpose of a complex-value matrix A, and A denotes the Euclidean norm of A. For ease of notation, we write C for any generic positive constant.
Supplementary materials related to this article, including some R programs and a guide for using them, are available online.
Comparing time-invariant spectra

Model
Let {x t , t ∈ Z} denote a bivariate stationary process with values in R 2 which has a linear representation of the form
and {Z t , t ∈ Z} is a sequence of independent identically-distributed (i.i.d.) random variables, with mean 0, covariance matrix Σ and finite third absolute moment. We assume that we have a sufficiently large number, T , of observations from the bivariate zero-mean stationary time series in (2.1), x t . The spectral density matrix is given by
Comparing time-varying spectra based on A-D statistic
(by e.g. Shumway and Stoffer, 2011, Chapter 4) . From (2.2), we know that the spectral density f (ω) is continuous with respect to ω. The discrete Fourier transform of the observation {x t , t = 1, · · · , T } is
where
We extend the definition of y(·) to a piecewise constant function on [−π, π] as follows:
For any frequency ω ∈ [−π, π], we define the periodogram by
. Then the periodogram is also a piecewise constant function on [−π, π] , in accordance with the definition of Fuller (1996) .
The test statistic
In this paper, we test the null:
(2.4) By Lemma 2.1 of Zhang and Tu (2017) , under the null (2.4), the periodogramratios
are expected to behave like i.i.d. F (2, 2) distribution for a large L as T tends to infinity. Then the test for the null (2.4) is transformed to the gof test
Based on this idea, Zhang and Tu (2017) proposed a Pearson-like statistic, with a limiting chi-square distribution, to test (2.4). However, as it relies on the choice of partition sets, different choices may result in different test results. The criterion proposed by Anderson and Darling (1952) covers a broad class gof test statistics that are constructed by a measure of discrepancy or "distance" between the cdf and its empirical counterpart. Compared to others such as those proposed by Anderson and Darling (1952) , the Anderson-Darling statistic (1.1) has two advantages when testing a sample drawn from F (2, 2). First, when F (x) = x 1+x I (0,∞) (x) is the cdf of F (2, 2), the simplified expression ofÂ n iŝ 6) where
, keeping consistency for the periodogramratios in the sense that the value ofÂ n is unchanged after exchanging places of nominator and denominator. Second, since the F (2, 2) is heavy-tailed and has the reciprocal exchangeability (i.e., if X ∼ F (2, 2) then X −1 ∼ F (2, 2)), differences from it is prone to be detected in the tails. Thus, the A-D statistic is quite powerful to reject the null (Anderson and Darling, 1954) . Due to the properties of statistic (1.1), we propose an Anderson-Darling-like statisticÂ
to compare two time-invariant spectra, i.e. test (2.5), and to avoid choosing partitioning sets, where L > 1 is an integer, 8) and
Sampling distribution Under the null
To obtain the asymptotic property ofÂ T,L under the null hypothesis (2.4), we need the following condition.
and L log T /T → 0 (For clarity, we omit the dependence of L on T ).
Then, we have the following theorem.
Theorem 2.1. Suppose that f ii (ω), i = 1, 2, are bounded below away from zero and Lipschitz continuous, i.e., f ii (ω) ≥ δ > 0 for all ω ∈ (0, π) and i = 1, 2, and
, hold for any ω 1 = ω 2 . Then, under Condition 2.1, if the null hypothesis (2.4) holds, we havê
where B 0 (t) is a standard Brownian bridge on [0, 1], and " " denotes convergence in distribution.
Proof. For notational brevity, we write ℓ l and ℓ ′ l for
(1)
We prove in the Appendix that
hold as T goes to infinity, where X T = o p (T ) means X T /T converges to zero in probability. Combining (2.10) with (2.11), we obtain
According to the arguments in the proof of Lemma 2.1 of Zhang and Tu (2017), |η
an asymptotically zero-mean complex normal random variable with covariance matrix diag(f 11 (ℓ l ), f 22 (ℓ ′ l )), and independent among l = 1, · · · , L − 1. Then we have that η
is a sequence of i.i.d. random variables with an asymptotic F (2, 2). According to the continuous mapping theorem (e.g. van der Vaart, 1998, pp.6-7) and Theorem 26.1 of DasGupta (2008), we obtain (2.9). This completes the proof. By Theorem 2.1, the statistic (2.7) can be used to test the null hypothesis (2.4). Given the pre-specified level of significance α (0 < α < 1), the null hypothesis (2.4) is rejected ifÂ
(2.14) where a 1−α denotes the 1 − α quantile of the A-D test statistic with sample size tending to infinity. Under the null, the rejection probability of test (2.14) converges to α as T goes to infinity. The cdf of the null distribution of the A-D statistic can be computed by using the algorithm of Marsaglia and Marsaglia (2004) . The quantiles can be computed by root-finding. The functions for computation can be found in the R package goftest (Faraway et al., 2015) .
An extension for comparing time-varying spectra
Model
We base our discussion on a multivariate extension (cf. Zhang and Tu, 2017) of the model of Dette et al. (2011b) . It covers a more general class of processes than the one introduced by Dahlhaus (1997) .
Let {x t,T , t = 1, · · · , T } (T ∈ N) be a bivariate locally stationary time series, where each observation x t,T exhibits a linear representation of the form
We also assume that {Z t , t ∈ Z} is a sequence of i.i.d. random variables, with mean 0, covariance matrix Σ and finite third absolute moment. We further assume the coefficients {Ψ t,T,n } behave like some smooth functions in a neighborhood of time t/T . Therefore we adopt not only the usual condition ∞ n=−∞ Ψ t,T,n < ∞, but impose additionally that there exists a matrix-valued function Ψ n : [0, 1] → R 2×2 and a constant C with
Furthermore, we assume that
and each element of Ψ n is a continuously differentiable function of u, and
Zhang and Tu (2017) gave a detailed discussion on the conditions (3.2)-(3.4). The time-varying spectral density of the locally stationary process {x t,T } is defined in terms of auxiliary function Ψ n (cf. Dette et al., 2011b) , that is,
where A(u, ω) = ∞ n=−∞ Ψ n (u)e −inω . Assume without loss of generality that the total sample size T can be decomposed as T = M B, where B is an integer and M is an even integer. The main idea is to split the entire data into B blocks with M observations each, from which we define appropriate local periodograms. Specifically, let
be the usual periodogram around u computed from M observations, that is, we set Dahlhaus, 1997) , where 
The test statistic
In this section, we consider the problem of testing
(3.8)
We use the notation
for the mid-point of each block, and for each integer L > 1, definê
is defined by (3.9), and F (x) is defined as in (2.8). In the k-th block, we use (3.10) to compare two local spectra. Intuitively, we should reject (3.8) when at least one ofÂ
, exceeds a pre-specified threshold. Therefore, we propose a maximum of local A-D statistics
to test (3.8).
Sampling distribution under the null
To study the asymptotic behavior of M B,M,L under the null, we need the following condition.
, and L log M/M → 0 (For clarity, we omit the dependence of L and M on T ).
With arguments similar to the proof of Theorem 3.1 of Zhang and Tu (2017), we obtain the asymptotic properties of (3.11) under the null as follows.
Theorem 3.1. Suppose that the locally stationary time series {x t,T , t = 1, · · · , T } (T ∈ N) satisfies conditions (3.2)-(3.4), the diagonal elements of f (u, ω) are bounded blow away from 0 for all (u, ω) ∈ [0, 1] × (0, π), and f 11 (u, ω) and f 22 (u, ω) are uniformly Lipschitz continuous with respect to ω for u ∈ [0, 1], i.e. |f ii (u, ω 1 ) − f ii (u, ω 2 )| ≤ C|ω 1 − ω 2 |, i = 1, 2, hold for any ω 1 = ω 2 and some positive constant C independent of u and ω. Then, under Condition 3.1, if the null hypothesis (3.8) holds, we have
t(1−t) dt as T goes to infinity.
We propose the statistic (3.11) to test the null hypothesis (3.8). According to Theorem 3.1, the cumulative distribution function (cdf) of M B,M,L is approximately equal to that of max k=1,··· ,B {A k } in distribution, where Under the null hypothesis, the rejection probability of test (3.13) is approximately equal to α. The test (3.13) is convenient to use since κ 1−α (B) can be easily obtained by solving F A (x) B = 1 − α.
Numerical examples
In this section, we use simulations to evaluate small-sample performance of the proposed statistics (2.7) and (3.11) when applied to test the null hypotheses (2.4) and (3.8). All results are based on 1,000 Monte Carlo replications unless stated otherwise.
In 
Comparing time-invariant spectra
To show the performance of test (3.13), we consider nine stationary time series x t = (x 1,t , x 2,t ) τ , t = 1, · · · , T in this section. Their components are given as follows.
Model A (Copied M A(1) model.)
Model F (M A(2)-M A(1) model.) x 1,t = Z 1,t − 0.8Z 1,t−1 − 0.5Z 1,t−2 and x 2,t = Z 2,t − 0.8Z 2,t−1 .
Model G (AR(1)-ARM A(1, 1) model.) x 1,t = 0.5x 1,t−1 + √ 0.75Z 1,t and x 2,t = 0.5x 2,t−1 + Z 2,t − 0.5Z 2,t−1 .
Model H (AR(1)-AR(2) model.) x 1,t = 0.5x 1,t−1 + √ 0.75Z 1,t and x 2,t = 0.5x 2,t−1 − 0.5x 2,t−2 + (1/ √ 1.5)Z 2,t . Model I (AR(2)-AR(2) model.) x 1,t = 0.5x 1,t−1 − 0.5x 2,t−2 + (1/ √ 1.5)Z 1,t and x 2,t = 0.6x 2,t−1 − 0.6x 2,t−2 + √ 0.55Z 2,t . In Models A-I, Z t = (Z 1,t , Z 2,t ) τ is an independent centered stationary Gaussian process with covariance matrix Σ = 1 ρ ρ 1 . In each model, we consider two different choices of ρ, 0.1 and 0.5. For each of Models C-E and G-I, we have standardized both components such that both of them have variance 1. For each sample size T = 128, 256, 512, 1024 and each nominal size α = 5%, 10%, 15%, Tables 1 and 2 present empirical rejection probabilities of tests (2.14) for Models A-E and F-I, respectively.
Results in Table 1 show that each empirical type I error rate is very close to the pre-specified nominal value. We conclude from Table 2 as follows. First, as T increases, the performance of test (2.14) improves significantly. Second, the empirical power of test (2.14) has no clear relationship with the correlation ρ of the process Z t . The test statistic (2.7) has efficiently stripped the dependence between components of the time series. Third, the proposed test outperforms the competitive tests based on the Pearson statistic proposed by Zhang and Tu (2017) . Models F-I are also employed in the simulation studies of Zhang and Tu (2017) , with identical settings. By comparing Table 2 with Tables 1 and S.1 of Zhang and Tu (2017), we find for each parameter setting, the test (2.14) has higher empirical power than those in Zhang and Tu (2017) . By our simulation experiments that are not reported here for space consideration, we also find that the empirical power of test (2.14) is quite robust when exchanging the order of components of the time series, i.e., replacing (x 1,t , x 2,t ) τ with (x 2,t , x 1,t ) τ .
Comparing time-varying spectra
To demonstrate small-sample performance of test (3.13), we consider nine nonstationary time series x t,T = (x 1,t,T , x 2,t,T ) τ , t = 1, · · · , T , in this section. Their components are as follows.
Model J (Copied smoothly-varying (SV) M A(1) model.) x i,t,T = Z i,t −β 1 (t/T )Z i,t−1 , i = 1, 2, where β 1 (u) = 0.8(1 + sin(πu/2)) for u ∈ [0, 1].
Model K (Copied SV AR(1) model.) x i,t,T = φ(t/T )x i,t−1,T + Z i,t , i = 1, 2, where φ(u) = 0.6 sin(4πu) for u ∈ [0, 1]. Table 2 . Rejection probabilities of tests (2.14) for the hypothesis of equal spectral density in models F-I from simulated data. Model L (Copied wavelet process.)
This type of process was also considered by van Bellegem and von Sachs (2008) .
Model M (Copied Cholesky-decomposition model.) The model is given by
where {ǫ k , k = 1, · · · , n} are independent. Moreover, for k/T = 0, 0.5, 1, ǫ k follows a bivariate complex normal distribution with mean zero and covariance n −1 I 2 , and ǫ k = ǫ n−k ; for k/T = 0, 0.5, 1, ǫ k follows a bivariate real normal distribution with mean zero and covariance n −1 I 2 . The process (4.1) was constructed with the pre-specified spectral matrix f (u, ω) = Φ(u, ω){Φ(u, ω)} * for u ∈ [0, 1] and ω ∈ (0, π) (Guo and Dai, 2006, Theorem 3.1) . In model (4.1), We
Model P (SV AR(1)-SV AR(1) model.) x 1,t,T = φ(t/T )x 1,t−1,T + 1.5Z 1,t and x 2,t,T = φ(t/T )x 2,t−1,T + Z 2,t , where φ(u) is set as in Model K.
Model Q (Wavelet-wavelet process.)
k=0 w 2 (k/T )ψ 2,k−t Z 2,k and x 2,t,T = T −1 k=0 w 1 (k/T )ψ 1,k−t Z 2,k , where w 1 (u) and ψ 1,k are set as in Model L, and w 2 (u) = 0.3u 2 for u ∈ [0, 1] and
Model R (Cholesky-decomposition model.) The model is given by (4.1) but we set ψ 11 (u, v) as in Model M and ψ 22 (u, v) = {1.2 cos(2πv)} 2 + 0.6 sin(2πu) + 0.7. This choice makes f 22 (u, ω) changes more rapidly over time than f 11 (u, ω).
In Models J-L and N-Q, Z t = (Z 1,t , Z 2,t ) τ and its covariance matrix are defined the same way as in Models A-H. In each model, we only consider the case of ρ = 0.5. For each model in Models J-M, the two components have equal time-varying spectral densities, while for each model in Models N-R, the two marginal spectral densities are unequal. For each model of Models N and P-R, both marginal spectra change smoothly over time; while for Model O, one changes smoothly and the other changes abruptly.
To illustrate that the test (3.13) still works well when applied to testing the null (2.4), we consider stationary Models A, B and F, again. In each of these three models, we only consider the case of ρ = 0.5.
For each sample size T = 128, 256, 512, 1024 and each nominal size α = 5%, 10% 15%, Table 3 presents empirical rejection probabilities of test (3.13) for Models J-M and A-B, and Table 4 for Models N-R and F. From Table 3 , we can see that the empirical size is close to the nominal level for all models considered. From Table 4 , we can also observe that all deviations from equality of time-varying spectra are detected with reasonably large probabilities. Moreover, the proposed test outperforms the competitions based on the maximum of Pearson statistics proposed by Zhang and Tu (2017) . Models N-O and Q-R were also employed in the simulation studies of Zhang and Tu (2017) , with identical settings. By comparing Table 4 with Tables 3-4 of Zhang and Tu (2017), we find for each parameter setting, the test (2.14) has higher empirical power than its counterpart test proposed by Zhang and Tu (2017) . When applied to testing the null (2.4), the statistic (3.11) also outperforms the statistic (3.1) of Zhang and Tu (2017).
Conclusion
In this paper, we proposed two test statistics, (2.7) and (3.11), for comparing timeinvariant and time-varying spectra. As in Zhang and Tu (2017) , the test problems are transformed to the setting of goodness-of-fit tests. The test statistic (2.7) is constructed with the form as the A-D statistic. The test statistic (3.11) is constructed by first computing local A-D statistics and then maximizing them. Like the tests proposed by Zhang and Tu (2017), they have two advantages. First, it is easy to program and quite computationally efficient. Second, the proposed test statistic (3.11) has a wide range of applicability in that it is applicable to stationary and locally stationary time series, with either independent or dependent components. Moreover, the proposed tests are independent of the choice of partitioning sets since they are based on the A-D statistic. In our simulation examples, we also find the proposed tests outperform those based on the Pearson statistic proposed by Zhang and Tu (2017) .
Our recommended guidelines for implementing the proposed tests, such as the choice of L and B, and extensions to multiple spectra, are all the same as those discussed in Zhang and Tu (2017).
Appendix: Technical Details
This appendix contains details of the proofs of (2.10) and (2.11).
Note that
To prove (2.10), it suffices to verify
If (A.2) and (A.3) hold, we have
Moreover, by the Cauchy inequality, we have
Combining (A.1), (A.4) and (A.5), we obtain (2.10). Similarly, to prove (2.11), it suffices to verify
The rest of this appendix pertains to verification of (A.2), (A.3), (A.6) and (A.7). Proof of (A.2) and (A.6). It suffices to check max l=1,··· ,L−1 E I (0,x] I T,11 (ℓ l )/f 11 (ℓ l )
T (ℓ l )| 2 /f 11 (ℓ l ) |η hold for all x > 0. For instance, if the inequality (A.8) holds, by the Markov inequality and the triangular inequality, we have for all ǫ > 0,
as T goes to infinity. This proves (A.2). Note that both inequalities of (A.8) and (A.9) hold, since they are the special cases of inequalities (A.9) and (A.10) of Zhang and Tu (2017) when a = 0 and b = x, respectively. This proves (A.8) and (A.9).
Proof of (A.3). By (A.6) and (A.8) of Zhang and Tu (2017), we have .10) hold for all l = 1, · · · , L. Note that
IT,11(ℓl)/f11(ℓl) IT,22(ℓ
