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Рассматривается система двух логистических уравнений с запаздыванием,
связанных через запаздывающее управление. Показано, что при достаточно
большом коэффициенте запаздывающего управления задача о динамике ис-
ходных систем сводится к исследованию нелокальной динамики специальных
семейств уравнений с частными производными, не содержащих малые и боль-
шие параметры. На основе представленных результатов численного исследова-
ния таких уравнений обнаружен ряд новых и интересных динамических явле-
ний. Рассмотрены системы из трех логистических уравнений с запаздыванием
с двумя типами «диффузионных» связей. Для каждой из этих систем были так
же построены специальные семейства уравнений с частными производными, не
содержащие малых и больших параметров. Приведены результаты исследова-
ния динамических свойств исходных уравнений. Показано, что различие в ди-
намике рассмотренных систем трех уравнений может носить принципиальных
характер.
Введение
В работе [1] рассмотрено логистическое уравнение с запаздыванием и с запаз-
дывающим управлением
u˙ = r[1− u(t− T )]u+ γ[u(t− h)− u]. (1)
В задачах математической экологии коэффициент r называют мальтузианским ко-
эффициентом, T — время запаздывания, γ — коэффициент запаздывающего управ-
ления, h — временная задержка запаздывающего управления. Все эти коэффициен-
ты положительны. Рассматривались решения (1) с положительными начальными
1Работа выполнена при поддержке проекта № 984 в рамках базовой части государственного
задания на НИР ЯрГУ.
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(при некотором t = t0) функциями ϕ(s) ∈ C[−H,0], где H = max(T, h). Очевидно,
что решение (1) с такой начальной функцией остается положительным при всех
t > t0. В [1] исследованы динамические свойства (1) при условиях, когда параметр
γ либо является асимптотически малым, либо асимптотически большим. В насто-
ящей работе рассматривается система из двух и из трех связанных логистических
уравнений с запаздыванием и с запаздывающим управлением. Наибольший интерес
представляет изучение ситуации, когда коэффициент γ является достаточно боль-
шим:
γ  1. (2)
В §1 исследована система из двух таких уравнений, а в §2 — из трех, причем с
различными связями между отдельными уравнениями.
Отметим, что исследованию нелинейных систем уравнений с запаздывающим
управлением посвящена значительная литература [2–34]. Применяемая в настоящей
работе методика исследования базируется на результатах работ [1, 33–36].
§1. Динамика системы из двух связанных логистических
уравнений с запаздыванием
По-видимому, наибольший интерес представляет рассмотрение системы из двух
одинаковых связанных уравнений
u˙ = r[1− u(t− T )]u+ γ(v(t− h)− u),
v˙ = r[1− v(t− T )]v + γ(u(t− h)− v). (3)
Все коэффициенты в (3) и начальные функции ϕ(s), ψ(s) ∈ C[−H,0] положительны,
поэтому решения uϕ(t), vψ(t) (uϕ(t + s)|t=t0 = ϕ(s), vψ(t + s)|t=t0 = ψ(s)) остаются
положительными при t > t0.
Условие (2) открывает путь к применению асимптотических методов. Рассмот-
рим отдельно два случая. В первом из них вместе с условием (2) выполнено условие
h 1, а во втором — параметр h > 0 фиксирован (при γ  1).
1.1. Пусть ε = γ−1 (0 < ε 1) и для параметра h выполнено условие
h = cε. (4)
Тем самым hγ = c. Сформулируем два основных утверждения о динамических
свойствах системы (3) при условиях (2) и (4). Ниже через uϕ(t), vψ(t) обознача-
ются решения (3) с положительными начальными функциями ϕ(s), ψ(s) ∈ C[−H,0],
заданными при некотором t = t0.
Теорема 1. Пусть 0 < c < 1. Фиксируем произвольно положительные начальные
функции ϕ(s), ψ(s) ∈ C[−H,0]. Тогда для каждого значения параметра L > 0 при
каждом t ∈ (t0, t0 + L] выполнено условие
lim
ε→+0
(uϕ(t)− vψ(t)) = 0. (5)
Отсюда следует, что определяющую роль в динамике системы (3) при условиях
(2), (4) и при условии 0 6 c < 1 играет поведение решений логистического уравнения
с запаздыванием
x˙ = r[1− x(t− T )]x. (6)
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Это уравнение достаточно хорошо изучено [14,16,17,37]. Его устойчивыми решени-
ями могут быть только состояния равновесия x0 ≡ 1 (при rT 6 pi2 ) или устойчивое
(медленно осциллирующее [17]) периодическое решение x0(t) (при rT > pi2 ). Отме-
тим, что при c = 0 и при rT > pi
2
каждая из функций (в случае общности положения)
стремится к x0(t+ const), но не обязательно uϕ(t)− vϕ(t)→ 0.
Теорема 2. Пусть c > 1. Тогда в ограниченной при ε → 0 области фазового про-
странства C = C[−H,0] × C[−H,0] система (3) не может иметь аттрактор.
Доказательство этих утверждений довольно простое. Оно основано на том, что
при условии (4) можно использовать соотношения u(t − h) = u(t) − h u˙(t) + O(h2),
v(t− h) = v(t)− h v˙(t) +O(h2). Тогда система (3) в главном имеет вид
ε
(
1 c
c 1
)(
u˙
v˙
)
= εr
(
(1− u(t− T ))u
(1− v(t− T ))v
)
+
( −1 1
1 −1
)(
u
v
)
. (7)
При условии 0 < c < 1 решения линейной системы
ε
(
1 c
c 1
)
w˙ =
( −1 1
1 −1
)
w (8)
стремятся к решению вида const ·( 11 ), а при c > 1 — к решению вида const ·exp[2 (c−
1)−1 ε−1t] ( 1−1 ). Используя эти соотношения, доказательство теорем 1 и 2 заверша-
ется без труда.
Обратим внимание, что в условии теоремы 2 «неустойчивость» решений
(uϕ(t), vψ(t)) системы (3) носит «взрывной» характер: при ε → 0 они за асимп-
тотически малый отрезок времени покидают ограниченную (фиксированную при
ε→ 0) область фазового пространства.
1.2. Ниже предполагается, что параметр h > 0 — фиксирован. Здесь существен-
но используется методика, развитая в [29,38–40]. Она базируется на применении спе-
циального асимптотического метода локального анализа — метода квазинормаль-
ных форм, разработанного в [29, 32, 41, 42]. Основным результатом этого раздела
является построение специальных нелинейных систем уравнений параболического
и вырожденно–параболического типа, не содержащих малых и больших параметров,
нелокальная динамика которых определяет в главном поведение решений исходной
системы (3) в ограниченной при γ → ∞ (ε → 0) области фазового пространства
C = C[−H,0] × C[−H,0].
После деления на γ система (3) преобразуется к виду
εu˙ = εr[1− u(t− T )]u+ v(t− h)− u,
εv˙ = εr[1− v(t− T )]v + u(t− h)− v. (9)
Рассмотрим систему линейных уравнений
εu˙ = v(t− h)− u, εv˙ = u(t− h)− v. (10)
Ее характеристический квазиполином имеет вид
ε2λ2 + 2ελ+ (1− exp(−2λh)) = 0. (11)
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Этот квазиполином имеет бесконечно много корней, вещественные части которых
стремятся к нулю при ε→ 0, и не имеет корней с положительными и отделенными
от нуля (при ε→ 0) вещественными частями. Тем самым реализуется критический
в задаче об устойчивости решений (9) случай бесконечной размерности. Результаты
о существовании инвариантных интегральных многообразий [2, 26, 27] в (9) здесь
уже места не имеют. В [28, 29, 31, 41] разработан специальный метод исследования
динамики для такого класса систем. Применим его для изучения системы (9). Сна-
чала детальнее рассмотрим решение линейной системы (10). Асимптотика корней
λ1,2k (ε) (k = 0,±1,±2, . . .) характеристического уравнения (11), вещественные части
которых стремятся к нулю при ε→ 0, имеет вид
λ1k(ε) =
2piki
h
− ε2piki
h2
− ε
2
h3
(2pi2k2 − 2piki) +O(ε3)
и
λ2k(ε) =
(2k + 1)pii
h
− ε(2k + 1)pii
h2
− ε
2
2h3
((2k + 1)2pi2 − 2(2k + 1)pii) +O(ε3).
Для соответствующих этим корням решений (10) верны формулы(
uk1(t, ε)
vk1(t, ε)
)
= ξk exp(λ
1
k(ε) t)
[(
1
1
)
+O(ε)
]
,(
uk2(t, ε)
vk2(t, ε)
)
= ηk exp(λ
2
k(ε) t)
[(
1
−1
)
+O(ε)
]
,
где ξk и ηk — произвольные комплексные коэффициенты.
Отметим, что асимптотические формулы для λ1,2k (ε) выполняются неравномерно
по номеру k. Нас будет интересовать поведение этих корней с номерами k порядка
ε−1/2. В связи с этим обозначим через z произвольное вещественное число, а через
θz = θ(z, ε) обозначим такую величину из интервала [ 0, 2), для которой выражение
zε−1/2 + θz является нечетным целым. Рассмотрим те номера k, которые имеют вид
k = (zε−1/2 + θz)m, где m = 0,±1,±2, . . . Тогда
λ1k(ε) =
2pimi
h
(zε−1/2 + θz)(1− εh−1)−
− 2piε
2
h3
(
pi(zε−1/2 + θz)2m2 − i(zε−1/2 + θz)m
)
+O(ε2),
λ2k(ε) =
(2m+ 1)pii
h
(zε−1/2 + θz)(1− εh−1)−
− piε
2
2h3
(
pi(zε−1/2 + θz)2(2m+ 1)2 − 2i(zε−1/2 + θz)(2m+ 1)
)
+O(ε2).
Введем в рассмотрение формальный ряд(
u
v
)
=
∞∑
m=−∞
{
ξm(τ)
(
1
1
)
exp
[
2pimi
h
(zε−1/2 + θz)(1− εh−1)t
]
+
+ ηm(τ)
(
1
−1
)
exp
[
(2m+ 1)pii
h
(zε−1/2 + θz)(1− εh−1)t
]}
+
+ ε
(
u1(t, τ)
v1(t, τ)
)
+ . . . , (12)
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где зависимость от t функций u1(t, τ), v1(t, τ), . . . — периодическая, τ = εt. Под-
ставим (12) в (9) и будем приравнивать коэффициенты при одинаковых степенях
ε, считая, что θz фиксировано (не зависит от ε). Тогда, собирая коэффициенты
при первой степени ε, из условий разрешимости получающихся уравнений отно-
сительно u1(t, τ) и v1(t, τ) в указанном классе функций приходим к бесконечной
системе обыкновенных дифференциальных уравнений относительно ξm(τ) и ηm(τ)
(m = 0,±1,±2, . . .). Пусть
ξ(τ, x) =
∞∑
m=−∞
ξm(τ) exp
2pim i x
h
, η(τ, x) =
∞∑
m=−∞
ηm(τ) exp
(2m+ 1)pii x
h
,
где x = (zε−1/2 + θz)(1− εh−1) t. Положим w = w(τ, x) и
F∆(w) = rw [1− w(τ, x−∆)] . (13)
Как оказывается, полученную для ξm(τ) и ηm(τ) бесконечную систему уравнений
можно компактно записать в терминах вещественных функций ξ(τ, x) и η(τ, x):
∂ξ
∂τ
=
1
2h
[F∆(ξ + η) + F∆(ξ − η)] + z
2
2h
∂2ξ
∂x2
, (14)
∂η
∂τ
=
1
2h
[F∆(ξ + η)− F∆(ξ − η)] + z
2
2h
∂2η
∂x2
, (15)
ξ (τ, x+ h) ≡ ξ(τ, x), η (τ, x+ h) ≡ −η(τ, x), (16)
где
∆ = T (zε−1/2 + θz)(1− εh−1). (17)
Основное утверждение состоит в том, что краевая задача (14), (15), (16) играет
роль нормальной формы для системы (9), т.е. установившиеся режимы в (14) – (16)
определяют динамику исходной системы. Сформулируем результат более точно.
Теорема 3. Пусть при некоторых значениях z ∈ (−∞,∞) и θ0 ∈ [ 0, 2) краевая
задача (14) – (16) имеет ограниченное при τ → ∞ решение (ξ0(τ, x), η0(τ, x)) и
пусть последовательность εm → 0 определяется из условия θz(ε, z) = θ0. Тогда
система уравнений (9) имеет асимптотическое по невязке при εm → 0 решение
(u(t, ε), v(t, ε)) = (ξ0(τ, x) + η0(τ, x), ξ0(τ, x)− η0(τ, x)) + o(1),
где τ = εmt, x = (zε
−1/2
m + θ0)(1− εmh−1)t.
Отметим, что при некоторых дополнительных условиях типа общности положе-
ния можно обосновать результаты о существовании и устойчивости периодических
решений системы (9), близких к периодическим решениям краевой задачи (14) –
(16).
Краевую задачу (14) – (16) удобно переписать в терминах U и V . Положим в
(14) – (16) U(τ, x) = ξ(τ, x) + η(τ, x), V (τ, x) = ξ(τ, x) − η(τ, x). Тогда приходим к
системе уравнений
∂U
∂τ
=
1
h
F∆(U) + z
2(2h)−1
∂2U
∂x2
, (18)
∂V
∂τ
=
1
h
F∆(V ) + z
2(2h)−1
∂2V
∂x2
, (19)
U(τ, x+ h) ≡ V (τ, x), V (τ, x+ h) ≡ U(τ, x), (20)
Корпоративная динамика 377
где параметр ∆ определен в (17).
Из теоремы 3 тогда следует, что
u(t, ε) = U(εt, (zε−1/2 + θz)(1− εh−1)t) +O(ε),
v(t, ε) = V (εt, (zε−1/2 + θz)(1− εh−1)t) +O(ε).
1.3. Более общая конструкция. Центральным моментом для получения ква-
зинормальной формы (14) – (16) было специальное представление корней характе-
ристического квазиполинома (11), которые, во-первых, стремятся к мнимой оси при
ε → 0, и, во-вторых, параметр, характеризующий номер рассматриваемого корня
асимптотически велик при малых ε. Как оказывается [41], использованные выше
представления для таких корней не единственны. Покажем это. Фиксируем произ-
вольно номер n > 1 и произвольный набор вещественных ненулевых чисел z1, . . . ,
zn. Через θj = θj(zj, ε) ∈ ( 0, 1] обозначим такую величину, для которой выраже-
ние zjε−1/2 + θj является целым. Для корней λ1k(ε) и λ2k(ε) уравнения (11) можно
использовать представление
λ1k(ε) =
2pii
h
n∑
j=1
(zjε
−1/2 + θj)mj − 2piεi
h2
n∑
j=1
(zjε
−1/2 + θj)mj−
− εh−32pi2
(
n∑
j=1
zjmj
)2
+ . . . ,
λ2k(ε) =
pii
h
n∑
j=1
(zjε
−1/2 + θj)(2mj + 1)− piεi
h2
n∑
j=1
(zjε
−1/2 + θj)(2mj + 1)−
− εpi
2
2h3
(
n∑
j=1
zj(2mj + 1)
)2
+ . . . , m1, . . . ,mj = 0,±1,±2, . . .
Аналогом формального ряда (12) является формальный ряд(
u
v
)
=
(
1
1
) n∑
j=1
∞∑
mj=−∞
ξm1,...,mn exp 2pih
−1(im1x1 + . . .+ imnxn)+
+
(
1
−1
) n∑
j=1
∞∑
mj=−∞
ηm1,...,mn exp pih
−1(i(2m1 + 1)x1 + . . .+ i(2mn + 1)xn) + . . . ,
где τ = εt, xj = (zjε−1/2+θj)(1−εh−1)t. Подставляя это выражение в (9) и производя
стандартные действия, приходим к системе уравнений относительно
ξ(τ, x1, . . . , xn) =
n∑
j=1
∞∑
mj=−∞
ξm1,...,mn exp[2pih
−1i(m1x1 + . . .+mnxn)],
η(τ, x1, . . . , xn) =
n∑
j=1
∞∑
mj=−∞
ηm1,...,mn exp[ipih
−1((2m1 + 1)x1 + . . .+ (2mn + 1)xn)].
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Эту систему удобно записать в терминах U = ξ+ η и V = ξ− η с h-периодическими
по x1, . . . , xn краевыми условиями:
∂U
∂τ
=
1
h
Φσ(U) + (2h)
−1
(
z1
∂
∂x1
+ . . .+ zn
∂
∂xn
)2
U, (21)
∂V
∂τ
=
1
h
Φσ(V ) + (2h)
−1
(
z1
∂
∂x1
+ . . .+ zn
∂
∂xn
)2
V, (22)
где τ = εt, Φσ(W (τ, x1, . . . , xn)) = rW (τ, x1, . . . , xn)[1 −W (τ, x1 − σ1, . . . , xn − σn)] и
σj = T (zjε
−1/2 + θj)(1− εh−1) (j = 1, . . . , n).
Сформулируем итоговое утверждение.
Теорема 4. Пусть при некотором n > 1 и некотором наборе вещественных чисел
z1, . . . , zn краевая задача (21), (22) имеет ограниченное вместе с производными
по τ при τ > τ0 решение U0(τ, x1, . . . , xn), V0(τ, x1, . . . , xn). Тогда система уравнений
(9) имеет асимптотическое по невязке с точностью до O(ε) решение
u(t, ε) = U(εt, (z1ε
−1/2 + θ1)(1− εh−1)t, . . . , (znε−1/2 + θn)(1− εh−1)t),
v(t, ε) = V (εt, (z1ε
−1/2 + θ1)(1− εh−1)t, . . . , (znε−1/2 + θn)(1− εh−1)t).
Отметим, что при условиях xj = αjx краевая задача (21), (22) сворачивается в
расщепленную систему двух одинаковых параболических уравнений без граничных
условий
∂W
∂τ
=
1
h
Φσ(W ) + z0(2h)
−1∂
2W
∂x2
.
1.4. Численное исследование.
Перейдем к численному исследованию задачи (18) – (20). Для этого разобьем
отрезок длины h равный периоду по пространственной переменной на N частей. И
введем некоторые обозначения. Пусть δ = h/N , xi = (i− 1)δ и
Ui(τ) = U(τ, xi), Vi(τ) = V (τ, xi), i = 1, 2, . . . , N.
Из условия (20) получаем
Ui+N ≡ Vi, Vi+N ≡ Ui. (23)
Теперь аппроксимируем вторую производную по пространственной переменной с
помощью второй разделенной разности
∂2U
∂x2
(τ, xi) ≈ Ui−1 − 2Ui + Ui+1
δ2
,
∂2V
∂x2
(τ, xi) ≈ Vi−1 − 2Vi + Vi+1
δ2
.
Для аппроксимации функции F∆(w), определенной формулой (13), нам необходимо
вычислить w(τ, x−∆) в точке x = xi. Для этого для каждого i (i = 1, 2, . . . , N) мы
находим такой номер j, что xi−∆ принадлежит полуинтервалу (jδ, (j+1)δ]. Далее,
Корпоративная динамика 379
U1
V1
Рис. 1. Возможные циклы в системе (24) – (26).
используя номер отрезка j, определим, с помощью равенства (23), значение какой
из функций (U или V ) нужно взять, и обозначим его Qj, тогда
w(τ, xi −∆) ≈ 1
δ
((δ − |xi −∆− jδ|)Qj + |xi −∆− jδ|Qj+1)
и
F∆(w(τ, xi)) ≈ F ∗∆(wi) = rwi(1− δ−1((δ − |xi −∆− jδ|)Qj + |xi −∆− jδ|Qj+1)).
Таким образом система (18) – (20) преобразуется к виду
U˙i =
1
h
F ∗∆(Ui) + z
2(2hδ2)−1(Ui−1 − 2Ui + Ui+1), (24)
V˙i =
1
h
F ∗∆(Vi) + z
2(2hδ2)−1(Vi−1 − 2Vi + Vi+1), (25)
Ui+N ≡ Vi, Vi+N ≡ Ui, i = 1, 2, . . . , N (26)
и является уже системой обыкновенных дифференциальных уравнений.
Задача (24) – (26) исследовалась численно, при фиксированных значениях па-
раметров
ε = 0.1, T = 1, h = 0.6, N = 20,
при изменении параметра z, а параметр r брался равным одному из значений: 1, 1.5
или 2.
Оказалось, что аттракторами в системе (24) – (25) могут являться только состо-
яние равновесия или периодические решения двух видов, изображенных на рис. 1.
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Рис. 2. z = 0.2, r = 1. Рис. 3. Увеличение амплитуды
при увеличении значения r: U1(τ)
и V1(τ) при r = 1 и r = 1.5,
z = 0.2.
Причем такие периодические решения могут сосуществовать. Назовем то из перио-
дических решений, изображенных на рис. 1, для которого U1 ≡ V1, периодическим
решением первого типа, а другое — периодическим решением второго типа. Рас-
смотрим некоторые из случаев более подробно.
1. Пусть z = 0.2. При каждом из указанных значений параметра r в системе
устойчивым является периодическое решение второго типа (при r = 1 и r = 1.5
проекции их фазовых портретов на плоскость U1V1 изображены на рис. 2 и рис. 4
соответственно). Можно отметить, что при увеличении параметра r происходит уве-
личение амплитуды колебаний, что хорошо демонстрирует рис. 3, на котором изоб-
ражена зависимость функций U1 и V1 от τ при r = 1 и r = 1.5. Кроме того, каждое
из этих решений является бегущей волной, что демонстрирует рис. 5 для функций
Ui(τ) и функций Vi(τ) (i = 1, 6, 11, 16), построенных при r = 1. На рис. 6 изобра-
жены развертки по пространственной переменной при фиксированных значениях t
и значениях параметра r равных 1, 1.5 и 2 соответственно.
2. Аналогичные графики были построены при z = 0.125. При этом значении
z в системе устойчивыми являются решения первого типа. На рис. 7 видно, что
амплитуда увеличивается при увеличении параметра r. Здесь решения также яв-
ляются бегущей волной (см. рис. 8). Развертка по пространственной переменной
изображена на рис. 9.
3. Уменьшение значения параметра z до 0.007 привело к сильному усложнению
системы. При r = 1 удалось найти восемь режимов второго типа (они изображены
на рис. 10). Развертка одного из режимов по пространственной переменной имеет
вид, изображенный на рис. 11. Найденные решения оказались не гладкими, что го-
ворит о недостаточной мелкости разбиения, поэтому дальнейшие расчеты в этом
случае (z = 0.007 и r = 1) проводились при N = 100. Удалось найти четыре устой-
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Рис. 4. z = 0.2 r = 1.5. Рис. 5. Зависимость U1, U6, U11,
U16, V1, V6, V11, V16 от τ , r = 1,
z = 0.2.
0
U
h
x
0h
V
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Рис. 6. Развертка по x U (слева) и V (справа),
z = 0.2.
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Рис. 7. Увеличение амплитуды
при увеличении значения r: U1(τ)
и V1(τ) при r = 1 и r = 1.5.
Рис. 8. Зависимость U1, U6, U11,
U16, V1, V6, V11, V16 от τ , r = 1,
z = 0.125.
r = 1
0 0h h
x
r = 1.5
U V
r = 2
Рис. 9. Развертка по x U (слева) и V (справа),
z = 0.125.
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Рис. 10. z = 0.007, r = 1, N = 20. Рис. 11. Развертка по x U (слева)
и V (справа), z = 0.007, r = 1,
N = 20.
а) б)
Рис. 12. z = 0.007, r = 1, N = 100. а) ц-1, б) ц-2 в плоскости U1, V1 (слева)
и плоскости U1, V50 (справа).
чивых периодических режима (будем обозначать эти решения как ц-1, ц-2, ц-3 и ц-4
соответственно), проекции которых изображены на рис. 12 и 13. Стоит отметить,
что масштаб последних изображений в 100 раз меньше, чем у рис. 10.
Развертки по пространственной переменной для найденных решений изображе-
ны на рис. 14, 15, 16 и 17 соответственно. Легко видеть, что полученные режимы
гладкие по пространственной переменной и предложенная модель адекватно опи-
сывает систему (18)–(20).
Таким образом, уменьшение параметра z приводит к усложнению простран-
ственной динамики: вместо одного устойчивого периодического режима может по-
являться два и более сосуществующих. Кроме того, устойчивые режимы, возника-
ющие в задаче, делаются все более изрезанными по пространственной переменной.
§2. О корпоративной динамике системы из трех логистиче-
ских уравнений с запаздыванием
Рассмотрим вопрос о поведении решений связанных систем логистических урав-
нений с запаздыванием с двумя типами «диффузионных» связей:
u˙1 = F (u1) + γ[u2(t− h)− 2u1 + u3(t− h)],
u˙2 = F (u2) + γ[u1(t− h)− 2u2 + u3(t− h)],
u˙3 = F (u3) + γ[u1(t− h) + u2(t− h)− 2u3]
(27)
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а) б)
Рис. 13. z = 0.007, r = 1, N = 100. а) ц-3, б) ц-4 в плоскости U1, V1 (слева)
и плоскости U1, V50 (справа).
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Рис. 14. Ц - 1. Развертка по x U
(слева) и V (справа), z = 0.007.
Рис. 15. Ц - 2. Развертка по x U
(слева) и V (справа), z = 0.007.
0 0h h
x
U V
0 0h h
x
U V
Рис. 16. Ц - 3. Развертка по x U
(слева) и V (справа), z = 0.007.
Рис. 17. Ц - 4. Развертка по x U
(слева) и V (справа), z = 0.007.
Корпоративная динамика 385
и
u˙1 = F (u1) + γ[u2(t− h)− u1],
u˙2 = F (u2) + γ[u3(t− h)− u2],
u˙3 = F (u3) + γ[u1(t− h)− u3],
(28)
где F (u) = ru[1− u(t− T )].
Здесь тоже имеют место аналоги теорем 1 и 2. Пусть h = εc. При 0 < c < 1 и
при достаточно больших γ динамика (27) и (28) определяется в главном поведени-
ем решений уравнения (6), а связь между решениями (6) и асимптотическими по
невязке решениями систем (27) и (28) устанавливает формула
uj(t, ε) = x((1 + o(ε)) t) +O(ε) (j = 1, 2, 3).
Если же c > 1, то, как и в §1, в ограниченной при ε→ 0 области фазового простран-
ства C0 = C[−H,0] × C[−H,0] × C[−H,0] системы (27) и (28) не могут иметь аттрактора.
Если же h > 0 (и фиксировано при ε → 0), то динамические свойства систем
(27) и (28) существенно отличаются.
2.1. Рассмотрим сначала систему (27) и ее «линейную» часть
εu˙ = A(u), (29)
где u = (u1, u2, u3) и
A(u) =
 −2u1 + u2(t− h) + u3(t− h)u1(t− h)− 2u2 + u3(t− h)
u1(t− h) + u2(t− h)− 2u3
 .
Характеристический квазиполином для (29) имеет вид
−(2 + ελ)3 + 3(2 + ελ) exp(−2λh) + 2 exp(−3λh) = 0.
Его корни можно разделить на две группы. В первую входят все те корни, которые
непрерывно зависят от ε > 0 и отделены от мнимой оси при ε→ 0. Вторую группу
составляет бесконечная «цепочка» таких корней λk(ε), что для каждого номера
k имеем λk(ε) → 0 при ε → 0. Для каждого λk(ε) справедливо асимптотическое
разложение
λk(ε) = 2pikih
−1 + ελk1 + ε2λk2 + . . . (k = 0,±1,±2, . . .), (30)
где, в частности,
λk1 = −h−2piki, λk2 = −(2h)−1(pikh−1)2 + (2h2)−1(pikh−1i).
Собственному значению λk(ε) отвечает собственный вектор ak(ε) оператора A, при-
чем ak(ε) = a0 +O(ε) и a0 =
(
1
1
1
)
.
Рассмотрим выражения (30) при асимптотически больших номерах k порядка
ε−1/2. Фиксируем произвольно z 6= 0 и пусть θ = θ(z, ε) — такое значение из по-
луинтервала (0, 1], что выражение (zε−1/2 + θ) является целым. Положим в (30)
k = kε = (zε
−1/2 + θ)m (m = ±1,±2, . . .). Тогда
Reλkε(ε) = −ε(2h)−1(pizmh−1)2 + o(1).
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Согласно методике из [28], введем в рассмотрение формальный ряд u1u2
u3
 = a0 ∞∑
m=−∞
ξm(τ) exp
piimx
h
+ ε
 u11(τ, x)u21(τ, x)
u31(τ, x)
+ . . . , (31)
где τ = εt, x = (zε−1/2 + θ)(2 − εh−1) t и uij — h–периодичны по x. Подставим (31)
в (27) и будем собирать в получающемся формальном тождестве коэффициенты
при одинаковых степенях ε. Тогда на втором шаге из условия разрешимости полу-
чающейся системы относительно (u11, u21, u31) приходим к системе уравнений для
определения неизвестных коэффициентов ξm(τ). Как оказывается, эту бесконечную
систему обыкновенных дифференциальных уравнений можно записать в виде од-
ного уравнения относительно ξ(τ, x) =
∞∑
m=−∞
ξm(τ) exp
piimx
h
:
∂ξ
∂τ
=
1
2h
F∆(ξ) + z
2(2h)−1
∂2ξ
∂x2
(32)
с периодическими краевыми условиями
ξ(τ, x+ h) ≡ ξ(τ, x). (33)
Параметр ∆ в (32) определен в (17). Связь между решениями (27) и (32), (33)
устанавливает формула uj(t, ε) = ξ(τ, x) + O(ε), где τ = εt, а x = (zε−1/2 + θ)(2 −
εh−1) t. Более точное утверждение повторяет формулировку теоремы 3.
2.2. Для системы (28) ситуация существенно сложнее [33, 34]. Выражение A(u)
в этом случае имеет вид
A(u) =
 −u1 + u2(t− h)−u2 + u3(t− h)
u1(t− h)− u3
 ,
а соответствующий (29) характеристический квазиполином представлен формулой
(1 + ελ)3 = exp(−3λh). (34)
Ту группу корней (34), которые не являются отделенными от мнимой оси при ε→
0, можно записать в виде совокупности корней λ0k(ε), λ
+
k (ε) и λ
−
k (ε), для которых
λ+(ε) = λ−(ε) и при k = 0,±1,±2, . . .
λ0k(ε) = h
−12piki+ ελ0k1 + ε
2λ0k2 + . . . ,
λ+k (ε) = h
−1
(
2pii
3
+ 2piki
)
+ ελ+k1 + ε
2λ+k2 + . . .
Здесь
λ0k1 = −h−22piik,
λ0k2 = h
−1
[
−1
2
(
2pik
h
)2
+
1
h
(
2piki
h
)]
,
λ+k1 = −h−2
(
2piki+
2pii
3
)
,
λ+k2 = −
1
2h
(
2pik
h
)2
− 4
3
h−3pi2k + 8pi2(9h3)−1 + 2pikih−3 +
2
3
h−3pii.
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Корню λ0k(ε) отвечает собственный вектор a(ε) = a0 + O(ε) и a0 = (1, 1, 1), а корню
λ+k (ε) — собственный вектор c(ε) = c+O(ε), где c = (c
2
0, c0, 1), а c0 = exp(2pii/3).
Как и выше, нас будут интересовать номера k порядка ε−1/2. В обозначениях
предыдущего раздела положим
k = (zε−1/2 + θ)m, m = 0,±1,±2, . . .
Введем в рассмотрение формальный ряд
(u1, u2, u3) = a0
∞∑
m=−∞
ξm(τ) exp
2piimx
h
+ c0 exp
(
2piit
3h
) ∞∑
m=−∞
ηm(τ) exp
2piimx
h
+
+ c0 exp
(
−2piit
3h
) ∞∑
m=−∞
ηm(τ) exp
(
−2piimx
h
)
+
+ ε(u11(τ, x, t), u12(τ, x, t), u13(τ, x, t)) + . . . , (35)
где τ = εt, x = ((zε−1/2 + θ)− ε1/2h−1z)t. Фигурирующие в (35) функции ujn(τ, x, t)
периодичны по x с периодом h и периодичны по t с периодом 3h. Подставляя (35)
в (28) и производя стандартные действия, на втором шаге получим бесконечную
систему уравнений относительно неизвестных амплитуд ξm(τ) и ηm(τ). Эту систему
в терминах функций ξ(τ, x) и η(τ, x), где
ξ(τ, x) =
∞∑
m=−∞
ξm(τ) exp
2piimx
h
, η(τ, x) =
∞∑
m=−∞
ηm(τ) exp
2piimx
h
,
можно записать в виде краевой задачи
∂ξ
∂τ
= (2h)−1z2
∂2ξ
∂x2
+ (2h)−1r
[
ξ − ξξ(τ, x−∆)−
− exp
(
2piiT
3h
)
ηη(τ, x−∆)− exp
(
−2piiT
3h
)
ηη(τ, x−∆)
]
,
ξ(τ, x+ h) ≡ ξ(τ, x), (36)
∂η
∂τ
= (2h)−1z2
∂2ξ
∂x2
− 2pii
3h2
η+
+ (2h)−1r
[
η − ηξ(τ, x−∆)− exp
(
−2piiT
3h
)
ξη(τ, x−∆)
]
,
η(τ, x+ h) ≡ η(τ, x). (37)
По аналогии с результатами предыдущего параграфа и здесь можно построить
квазинормальные формы, которые отличаются от (36), (37) только тем, что опера-
тор z ∂
∂x
заменяется на (z1 ∂∂x1 + . . .+ zn
∂
∂xn
).
Выводы
1. Известно, что системы параболических уравнений вида (14) – (17) ((18) –
(20)), (32), (33) и (36), (37) могут обладать сложной динамикой. Это означает, что
система (27) тоже может иметь сложную динамику при больших γ.
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2. Построенные выше квазинормальные формы зависят от континуальных па-
раметров (z, θ, zj). Тем самым при различных их значениях могут реализовываться
различные по типу и по количеству установившиеся режимы. Отсюда заключаем,
что для систем (27) и (28) (при больших γ) характерно явление мультистабилности.
3. Присутствие в квазинормальных формах внутреннего параметра θ приводит
к выводу о том, что при ε→ 0 (γ →∞) могут бесконечно часто происходить прямые
и обратные бифуркации в системах (27) и (28).
4. Запаздывание T в результате применения описанной выше методики иссле-
дования переходит в асимптотически большое (при ε → 0) отклонение одной или
нескольких пространственных переменных. Это, в свою очередь, тоже приводит к
процессу неограниченного чередования при ε→ 0 прямых и обратных бифуркаций
в уравнениях первого приближения — квазинормальных формах. В связи с этим
возникают интересные бифуркационные явления [43] в случаях, когда коэффици-
ент запаздывания T в (27), (28) является асимптотически малым (T → ε1/2T ).
5. Численное исследование показало, что устойчивые режимы, возникающие в
задаче (18)–(20), делаются все более изрезанными по пространственной переменной
при уменьшении параметра z.
6. В качестве обобщения предложенной методики рассмотрены две системы, со-
стоящие из трех подсистем, с различными диффузионными связями. Показано, что
различие в динамике этих систем может носить принципиальный характер.
Авторы благодарят Глызина С.Д. за большую помощь в работе.
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A system of two logistic equations with delay coupled by delayed control is considered.
It is shown that in the case of a sufficiently large delay control coefficient the problem
of the dynamics of the initial systems is reduced to studying the non-local dynamics
of special families of partial differential equations that do not contain small and large
parameters. New interesting dynamic phenomena were discovered on the basis of the
results of numerical analysis. Systems of three logistic delay equations with two types of
”diffusion” relation were considered. Special families of partial differential equations that
do not contain small and large parameters were also constructed for each of these systems.
The results of the study of the original equations dynamic properties are presented. It is
shown that the difference in the dynamics of the considered systems of three equations
may be of a fundamental nature.
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