Abstract. We design a variance reduction method to reduce the estimation error in regression problems. It is based on an appropriate use of other known regression functions. Theoretical estimates are supporting this improvement and numerical experiments are illustrating the efficiency of the method.
Introduction
Empirical regression methods to compute E.H jX D x/ are widely used in MonteCarlo algorithms to solve optimal stopping problems [4, 6, 12] , Backward Stochastic Differential Equations [7, 8, 11] and various stochastic control problems [1, 2] : these algorithms are often referred to as Least Squares Monte-Carlo algorithms. However in some situations, the number of simulations is constrained to be relatively small (due to restriction on the computational time, see [3] ). That case may cause significant inaccuracy in the least squares regression method, because the estimation error (also called statistical error) can be dominant, in particular if the conditional variance Var.H jX/ is large (see [9, Chapter 11] for details, or Theorem 2.1 below). The purpose of this work is to design a flexible method to significantly reduce it.
Depending on the use of empirical regression methods, the framework can be quite different. In the statistics field with applications to inference, data are rather given to the experimenter and in general, he cannot rely on extra information about their distribution. In the probability field related to Monte-Carlo algorithms, the situation is different: the experimenter simulates data with possibly This work has been done while the first author was preparing a CIFRE PhD Thesis at AXA and Ecole Polytechnique. The first author's research is supported by AXA Fund Research and ANRT. The second author's research is part of the Chair Financial Risks of the Risk Foundation, the Chair Markets in Transition and the Finance for Energy Market Research Center. additional information. Here we consider this second framework by assuming the knowledge of explicit regression functions that are going to be used to optimally reduce the estimation error of the empirical regression methods (see Theorems 2.2 and 2.3 below). These explicit regression functions are going to serve as control variates (called Preliminary Control Variates or PCV in short), which result into a two-stages algorithm presented in Section 2.3: firstly an L 2 -projection of the response H using the PCV, secondly a linear least squares regression applied to the residual. Our aim here is to prove numerically as well as mathematically how, in a context of few simulations, it reduces the estimation error and hence achieves the optimal bound (approximation error).
This paper is structured as follows. In the next section, we review an existing result of the error convergence of the standard linear least squares regression estimate; then we introduce the PCV method and state our main result about the global error estimates. The proofs are done in Section 3, where we recall the necessary tools of the Vapnik-Chervonenkis theory. Section 4 gathers numerical tests (in dimension 1 and 2 for X) showing the efficiency of the method. In some cases, the same accuracy is obtained using 50 times fewer simulations. We refer the reader to [3] for additional experiments.
2 Statement of the problem and main results
Setting
Our goal is to approximate m.x/ D EOEH jX D x with H D h.Z/;
where Z and X are two random variables taking values respectively in R d z and
Standard linear least squares regression method
Our presentation is inspired from [9] .
Let N be the empirical measure associated to the sample D N :
The L 2 -norm of a function g, measured with respect to N , is denoted by
Similarly, by denoting the law of .Z; X/, we define kgk
The unknown regression function m. / W R d x 7 ! R is approximated within the linear vector space
with K F 2 N and whereˆk W R d x 7 ! R may depend on .X 1 ; : : : ; X N / (see for instance the examples of data-driven basis functions in [4] ).
The standard linear least squares regression method approximates 1 m by
where .e k / 1ÄkÄK F D arg min
The following result (see [9, Theorem 11.1] ) provides a standard control on the convergence rate of m N . For more recent results, see [10] .
The above global error reads as the usual bias-variance decomposition, consisting of a sum of two terms.
The first term is the estimation error: it is due to the finite number of simulations.
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The second term is the approximation error: it measures how well the regression function m can be approximated by functions of F N .
The larger K F , the smaller the approximation error but the larger the estimation error: hence, K F and N have to be tuned optimally to achieve optimal convergence rates [13, 15] .
Numerical experiments in [3] show that the upper bound in Theorem 2.1 is quite tight. But, in a context of few simulations or when the variance
is large, the estimation error is dominant, making the global error be far from achieving the approximation error. Hence in such a context, designing a new regression method which accelerates the convergence of the global error to the approximation error becomes an essential concern: this is the subject of the next subsection where we present the PCV method and the related results.
PCV least squares regression method

Heuristics
Suppose that the available additional information is the knowledge of K pcv regression functions x 7 ! EOEP k .Z/jX D x for some known functions
There is no loss of generality 2 to assume that they are conditionally centered:
Based on this extra information and on the same sample data D N , we wish to reduce the estimation error term † 2 K F N in the previous theorem, that is to improve the factor sup x2R dx Var.H jX D x/.
We expect such an improvement by replacing
2 Indeed, we can rewrite the regression problem using extended variables
(the set A of admissible parameters is defined later on). Indeed, as (2.1) holds, observe that˛? is the minimizer arg min
3) which might be close to minimizing sup x2R dx Var.H P K pcv kD1˛k P k .Z/jX D x/ over˛. Actually, to achieve a fully implementable scheme, the minimization with respect to the L 2 . /-norm in (2.2) is going to be replaced by a minimization over the sample data D N .
Examples of known regression functions
Our examples are inspired by applications related to a given stochastic process .Y s / 0ÄsÄT , that is for computing EOEh.Y T /jY t .
We first consider control variates with local support.
(a) Consider a standard Brownian motion W ; if h were well approximated by piecewise constant functions, one might take advantage of the control variates
so that the full support of .p
(b) Now suppose that h could be well approximated by hat functions. Define
; and set 
Because of the martingale property of .t k=2 H k . [14, Chapter 4] ), one can take as control variates
(e) Similarly, for a Poisson process .N s / 0ÄsÄT , let .C k / k be the Charlier polynomials defined by
Since .t k C k .N t ; t// 0Ät ÄT is a martingale,
defines a control variate. Other examples of orthogonal polynomials in relation with stochastic processes are provided in [14] . . Denoting by L the infinitesimal generator and using Itô's formula, it is easy to check that
thus it is a control variate.
Notations and algorithm description
Let A be a non-empty closed convex subset of R K pcv and for˛2 A, put
The PCV algorithm is as follows.
Step 1: Variance reduction. We approximate .˛? k / 1ÄkÄK pcv by the coefficients .ę k / 1ÄkÄK pcv using the empirical norm in (2.2):
Step 2: Least squares regression. We compute the coefficients of the least squares regression .
Then, e m N is defined by
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Hypothesis
To prove our theorems, we assume (H) For some L 1,
Clearly, A is a non-empty closed convex set. These are technical assumptions, which allow us to bound uniformly the PCVs and to apply Hoeffding-type concentration inequalities to them.
Main theorems
where c 1 ; c 2 et c 3 are universal constants.
This theorem shows that the PCV regression presumably reduces the estimation error through the factor † 2 .˛?/ instead of the usual † 2 D † 2 .0/. But on the other hand, the error contains an additional term (related to c 1 ; c 2 ; c 3 ) because of the extra error in the estimation of˛? by ę.
Hence, in practice, we have to choose a relatively small K pcv with respect to K F . In the numerical tests, we illustrate this issue. (a) .I k / k depends on .X 1 ; : : : ; X N / and their frequencies dominate the uniform distribution, i.e.,
Preliminary control variates 339 (b) .I k / k are deterministic and their occurrences with respect to the distribution of X dominate the uniform distribution, i.e.,
Then, for any > 0,
with the same constants c 1 ; c 2 et c 3 as before.
In Theorem 2.3, provided an additional hypothesis on the functionsˆk, we obtain a more precise bound for the overall error, since the second term factor is inf˛2 A E OEVar.H˛jX /, which is exactly the quantity minimized in STEP 1 of the PCV algorithm.
Proofs
We first introduce notations specific to the proofs.
(i) Denote by h ; i and h ; i N the scalar products related to the L 2 -norms k k and k k N introduced before: for two functions
(ii) PCV spaces: set
where T L is the truncation operator of functions at the level L defined by
It is important to observe that the assumption 
We now present some tools useful in the theory of non-parametric regression, see [9, Chapter 9] for full details. 
The combination of Lemma 9.2, Theorems 9.4-9.5 and equation (10.23) in [9] leads to the following ready-to-use estimates. 
Actually, the second series of inequalities are easily derived from log.x/ Ä x=e for any x > 0.
Proof of Theorem 2.2
We have
Step
By the contraction property of projection, we get
where we have set
We now estimate the expectation EOEkr N rk
Actually, in view of (2.2), r is the L 2 . /-projection of h onto the non-empty closed convex set G A ; since r N is also in G A , we have
Because of
Let us estimate E.T 1;N / by controlling P .T 1;N > t/, t > 0. Since r N 2 G A , we have
By using Theorem A.2 in the Appendix and Proposition 3.2 with G A T L G , and restricting to t 320L 4 N , we get
We deduce, for any "
The expression above is minimal for , we set
and we write the decomposition 
Thus, similarly to the evaluation of E.T 1;N /, we obtain, for any " >
For the choice
we get
Plugging (3.3)-(3.5) into (3.2) and using L 2 Ä L 4 , we obtain
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Step 2: Bound for
To simplify, we introduce the notation E OE WD EOE:jX 1 ; : : : ; X N . Consider a complete orthonormal basis .f 1 ; : : : ; f K / (K Ä K F ) for F N with respect to the empirical scalar product h ; i N :
Observe that
This proves
Similarly to the proof of [9, Theorem 11.1, pp. 185-187], we have
Introducing † 2 .˛?/ for the uniform bound regarding to the conditional variance of H˛? and using
Thus, since K Ä K F , it follows
We complete the proof by combining (3.1), (3.6), (3.8), (3.9) and (3.11).
Proof of Theorem 2.3
Case (a): The orthonormal basis of F N with respect to h ; i N (see (3.7)) is readily given by
Therefore, we have P K kD1 .f k .X i // 2 Ä c I K F and from (3.10), we deduce
Gathering the identity (2.3) and the inequalities (3.1), (3.6), (3.8), (3.9), (3.12) leads to the theorem result.
Case (b):
Concerning the orthogonalisation of .ˆk/ 1ÄkÄK F , only K Ä K F sets contain at least one data. More precisely, for such a set I k for which
we can set
Hence, the last factor in (3.10) is equal to
using the convention 0=0 D 0. By a symmetry argument within .X 1 ; : : : ; X N /, we have
E´Var.H˛?
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Observe that the random variable P N i D2 1 ¹X i 2I k º is binomially distributed with parameters .N 1; P .X 2 I k //: from [9, Lemma 4.1] we know that
Hence,
We conclude as for Case (a).
Numerical experiments
Consider two independent Brownian motions W and B. We will experiment the method in two cases related to the dimension of X: d x D 1 and d x D 2.
Dimension 1
Our goal is to estimate m.
2 ; due to model assumption, m is explicit. For the PCVs, we take the hat functions, see example (b) in Section 2.3.2. Regarding F N , we chooseˆk.x/ D x k ; 0 Ä k Ä 9. Figure 1 shows the global empirical error 3 EOEke m N mk 2 L 2 . N / for K F D 10 and various values of K pcv , in a range of few simulations (that is, N Ä 10;000) and in a range of many simulations (10;000 Ä N Ä 100;000). The variables on the plots are
We observe that the PCV method, compared to a simple regression, improves the convergence of the global error. However, the PCV efficiency for small N deteriorates when K pcv becomes large (K pcv D 21). This is explained by the fact that the statistical error regarding the estimation of˛? (term with c 1 ; c 2 ; c 3 in Theorem 2.2) is significant for small N and large K pcv . Thus, for a small number of simulations, using K pcv D 3 or 5 is optimal. The standard method with N D 100;000 yields an error equivalent to that using PCV with N D 2;000: hence, the PCV yields a improvement factor of 50 regarding to the simulation effort. In the range of large N , the PCV method reaches the approximation error while the standard method still requires more simulations. 
Dimension 2
Consider the estimation of m.x/ D EOEh. 
Conclusion and perspectives
The PCV method significantly accelerates the convergence of the estimation error to 0, regardless of the selected approximation space. It provides a higher accuracy of regression-based Monte-Carlo algorithms, especially for few simulations; thus, it can be used for efficiently reducing the computational time. However, in view of theoretical and numerical results, a special attention has to be paid to the choice of the PCVs and their number K pcv , which has to be small compared to the dimension K F of the approximation space. An adaptive selection procedure of PCVs would be worth being designed, which is left to further research. Moreover, we will investigate how to relax the boundedness assumptions on P k . It would allow to consider polynomials for the PCVs, see [3] for promising related numerical experiments. Proof. We can restrict to the case N 4L 2 " 2 since otherwise the above inequality is obvious.
We follow the four steps of the proof of [9, Theorem 11.2]. Only
Step 1 is different, we detail it here. Define
Let f be a function in F such that
if there exists any such function, otherwise let f be another arbitrary fixed function in F ; note that f depends on Z N 1 . Then, basic computations and Chebyshev inequality yield
using the restriction on N . For such N , it follows that
In conclusion, for N 4L 2 " 2 , we get
Steps 2, 3 and 4 of the proof of [9, Theorem 11.2] lead to
The lemma is proved.
jf .z i / f j .z i /j Ä 32L 3 ı;
which proves that N 1 32L 3 ı; ¹g , the announced inequality is obvious.
