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ABSTRACT PAGE
The gp2 collaboration performed the first measurement of the reaction ￿p(￿e, e
￿)X in
the kinematic range 0.02 < Q2 < 0.2 GeV2 in the resonance region. Experiment
E08-027 took place in Hall A at the Thomas Jefferson National Accelerator
Facility from March-May of 2012. Data was taken with a longitudinally polarized
electron beam, using an NH3 target polarized in both parallel and perpendicular
configurations. Very preliminary results for gp1 and g
p
2 are shown in this thesis. To
extract the spin structure functions, asymmetries are calculated from data taken
with a 2.2 GeV electron beam and a 5 T target field, and combined with the
Bosted model proton cross section. Preliminary dilution factors and preliminary
radiative corrections are included in the asymmetry analysis. Sum rules and χPT
allow us to test the Burkhardtt-Cottingham (BC) sum rule and obtain the spin
polarizability quantities γ0 and δLT . The BC sum rule, valid for all values of Q2,
says that the integral of g2 over all Bjorken x vanishes. The very preliminary
result presented here shows the contribution to the integral from the measured
kinematic region. Although the contribution from the resonance region is not
consistent with the expected result of zero, an extrapolation to high and low x
must be included to test whether the BC sum rule is satisfied. The difficulty in
χPT calculations of γ0 and δLT is how to include the resonance contributions,
particularly the ∆-resonance, which dominates. Recent developments have found
better agreement with neutron experimental results, however this is little proton
data to compare with the calculations, particularly at low Q2. The very
preliminary results shown here do not show agreement with any of the current
χPT predictions. However, as this is only the contribution from the measured
kinematic region, it is necessary to include the extrapolation outside the resonance
region to draw a stronger conclusion. Further analysis is ongoing, and preliminary
results, including a cross section extracted from data instead of a model
prediction, are expected within the next year.
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INVESTIGATING PROTON SPIN STRUCTURE: A MEASUREMENT OF gp2
AT LOW Q2
CHAPTER 1
Introduction
Hints of spin physics can be traced back to Pieter Zeeman’s work in 1896.
Although Michael Faraday had already shown the first evidence of a connection
between light and magnetic forces by demonstrating that the angle of polarization
of light could be modified when passed through certain materials in a magnetic
field, Faraday was not able to find a demonstrable effect that described the direct
influence of a magnetic field on light. With significant developments in technology
at his advantage, Zeeman was able to expand on Faraday’s work and observe the
broadening of D-lines in the spectrum of sodium (see Fig. 1.1) when a sodium
flame was exposed to an electromagnet [1]. Despite this milestone, it would take
three more decades until the “anamolous Zeeman Effect” was understood to be a
consequence of spin.
2
FIG. 1.1: Broadening of sodium D-lines when sodium flame is placed in an electro-
magnet, as demonstrated by P. Zeeman. On the left is a photo of Zeeman’s work [2],
on the right is a detailed diagram of the energy level transitions that lead to the
broadening of the spectral lines [3].
The Stern-Gerlach experiment in 1922 gave the first measurement of the elec-
tron magnetic moment [4, 5]. A beam of silver particles was passed through an
inhomogeneous magnetic field and detected at two highly-localized points, a result
that could not be understood in the classical picture of the electron. Scientists were
still struggling to understand the shell structure of the atom. It was thought that
the Zeeman effect was a consequence of the interaction between the angular mo-
mentum of the “core” electron and the “radiant” electron in the outermost unclosed
shell. But, this did not explain why, in an atom in its ground state, the electrons
were not bound to the innermost shell. Wolfgang Pauli proposed a new quantum
degree of freedom with 2 possible values and formulated the Pauli Exclusion Prin-
ciple, which said that no two electrons could exist in the same quantum state [6, 7].
This two valued-ness was later identified as spin. In 1928 Paul Dirac published his
famous relativistic wave equation, governing the behavior of fundamental point-like
particles. Described in Eqn. 1.1, the Dirac equation expresses the spin of a particle
in terms of its magnetic moment,µ, where eQ and M are the charge and mass of
the particle, respectively,
3
￿µ =
eQ
M
￿S. (1.1)
This result agreed well with the experimental results of Stern and Gerlach
for the electron magnetic moment. However, by 1933, Stern had improved his
experimental apparatus sufficiently to measure the proton magnetic moment. The
result disagreed with Dirac’s prediction by ∼150%. This was the first indication that
protons were not solid lumps of positive charge. Decades later, extensive studies
were performed at SLAC to confirm that nucleons had composite structure. In the
tradition of the Rutherford gold foil experiment, scattering experiments are used to
investigate the structure of the nucleon. High resolution lepton or hadron beams,
such as the facilities at Jefferson Lab, SLAC, CERN or DESY, are used as the probe.
Nuclear targets can include protons, deuterons, NH3, ND3 and 3He.
0
∞
Q2
1
10
Q2 (GeV2)
3
0
∞
Q2
1
10
3
0
∞
Q2
1
10
3
0
∞
Q2
1
10
3
0
∞
Q2
1
10
3
0
∞
Q2
1
10
Q2 (GeV2)
χPT
Lattice QCD
pQCD
3
0
∞
Q2
1
10
Q2 (GeV2)
χPT
Lattice QCD
pQCD
3
0
∞
Q2
1
10
Q2 (GeV2)
χPT
Lattice QCD
pQCD
3
FIG. 1.2: Theoretical tools for different ranges of Q2.
Spin physics has since become a laboratory for testing the theory of the strong
interaction, one of the four fundamental forces. Quantum Chromodynamics (QCD)
describes the interactions of quarks and gluons inside the nucleon. In the high en-
ergy region, perturbative QCD (pQCD) calculations agree well with experimental
results. However, as we move to lower energy and momentum transfer, these cal-
culations become more difficult. Low energy effective field theories, such as Chiral
Perturbation Theory (χPT ) are used to make these calculations easier. In the in-
termediate energy range, lattice QCD is used to bridge the gap in the region where
4
both pQCD and χPT predictions begin to fail.
The purpose of the gp2 experiment is to study the spin structure of the proton in
the low momentum transfer region, which is relatively unknown. This dissertation
will describe the theoretical formalism of spin physics and the motivation for the gp2
experiment. The details of the experimental setup will be described. Finally, details
of the analysis and very preliminary results will be discussed.
5
CHAPTER 2
Inclusive Electron Scattering
The process of lepton scattering is well understood in the framework of Quan-
tum Electrodynamics (QED), making it a powerful probe for studying the internal
structure of the nucleon. This chapter will present the formalism of this process,
along with the relevant kinematic variables. The different types of inclusive electron-
nucleon scattering will also be discussed.
2.1 Kinematic Variables
The process of lepton-nucleon scattering is described by:
l(k) +N(P )→ l(k￿) +X(P ￿) (2.1)
where l represents a charged lepton with 4-momentum k scattering from a nucleon
N with 4-momentum P . The right side of Eqn. 2.1 gives the scattered lepton with
6
4-momentum k￿ and the final hadronic state of the nucleon X with 4-momentum
P ￿. According to the Born Approximation, the scattering occurs by exchange of a
virtual photon. The lowest order Feynman diagram for inclusive electron scattering
is shown in Fig. 2.1.
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FIG. 2.1: First order Feynman diagram for inclusive electron scattering.
For an incoming electron with 4-momentum kµ = (E,￿k) interacting with a
target nucleon with 4-momentum P µ = (Et, ￿P ), a single virtual photon will be
exchanged, scattering from the electron at an angle θ. The final state of the scattered
electron is given by k￿µ = (E ￿, ￿k￿). The 4-momentum of the virtual photon is given
by qµ = (ν, ￿q), where ν is the energy loss of the electron and, for a space-like
virtual photon, has q2 < 0. In inclusive scattering, the final hadronic state (X)
goes undetected, but it is useful to define the invariant mass of the final state
W =
￿
(P + q)2. In the laboratory frame, where P µ = (M,￿0), it is useful to define
the following kinematic relations:
ν = E − E ￿
Q2 = − q2 = 4EE ￿ sin2 θ
2
W 2 = M2 + 2Mν −Q2
(2.2)
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2.2 Differential Cross Section
The differential cross section dσ/dΩ is proportional to the probability that an
incident particle will interact with a target particle and scatter through a solid angle
Ω. The cross section can first be written in the form
dσ
dΩ
∝ |Tfi|2 = |M|2Φ, (2.3)
where M is the matrix element for the process, Φ is a phase-space factor (which
is purely kinematic information), and Tfi represents the probability of a particle in
initial state φi to scatter into final state φf , such that:
Tfi = −i
￿
d4xφ∗f (x)V (x)φi(x), (2.4)
where V (x) is the interaction potential. We will start with the simpler case of
electron-muon scattering to illustrate the complexity of obtaining the unpolarized
cross section.
2.2.1 Electron-Muon Scattering e−µ− → e−µ−
The first order Feynman diagram for this process is shown in Fig. 2.2; we can
now build the matrix element using the Feynman calculus.
For each external line, we include a term such as u(k) or u(k￿), which represent
solutions to the momentum space Dirac equation (γµpµ −mc)u = 0, where γµ are
the gamma matrices and m is the mass of the particle. The internal line propagator,
in this case a photon, adds a factor of −igµν/q2. Finally, each vertex adds a factor
8
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FIG. 2.2: Feynman diagram for electron-muon scattering.
of igeγµ, where ge is the strength of the vertex, which in this case is the charge of
the electron e. In this way we can write down M as
M = −e
2
q2
[u(k￿)γµu(k)] [u(p￿)γµu(p)] . (2.5)
The unpolarized cross section is obtained by taking the square of the matrix
element M and summing over the spin states. But first, it is useful to separate the
sums over the electron and muon spins;
|M|2 = e
4
q4
Lµνe L
muon
µν , (2.6)
where Lµνe (L
muon
µν ) is the tensor associated with the electron (muon) vertex and is
written as:
Lµνe =
1
2
￿
e spins
[u(k￿)γµu(k)] [u(k￿)γνu(k)]∗ , (2.7)
Lmuonµν =
1
2
￿
µ spins
[u(p￿)γµu(p)] [u(p￿)γνu(p)]∗ . (2.8)
The process of summing over spin states is made simpler by applying well-
9
established trace techniques. Recalling that
￿
s=1,2 u
(s)u(s) = ￿ k+m, with the Feyn-
man slash notation defined as ￿ k = γµkµ, the electron tensor can be re-written in the
form
Lµνe =
1
2
Tr [(￿ k￿ +m)γµ(￿ k +m)γν ] , (2.9)
and when evaluated can be written as
Lµνe = 2
￿
k￿µkν + k￿νkµ −
￿
￿k￿ · ￿k −m2
￿
gµν
￿
. (2.10)
Similarly, the muon tensor can be evaluated as
Lmuonµν = 2
￿
p￿µpν + p
￿
νpµ −
￿
￿p￿ · ￿p−M2
￿
gµν
￿
. (2.11)
Here, m and M are the electron and muon masses, respectively. Putting these two
expressions back into (2.6) gives us the exact expression for electron-muon scattering
amplitude:
|M|2 = 8e
4
q4
￿
(k￿ · p￿)(k · p) + (k￿ · p)(k · p￿)− (p￿ · p)m2 − (k￿ · k)M2 + 2m2M2￿ ,
(2.12)
where the quantities (k￿ · p￿) etc. represent the vector dot product.
We can further evaluate this expression in the lab frame, where the initial µ is
at rest (Fig. 2.3). By neglecting the mass of the electron, and using the kinematic
relations q2 ￿ −2k · k￿ ￿ −4EE ￿ sin2 θ2 , and q2 = −2p · q = −2νM so that ν ≡
10
E − E ￿ = − q22M , we can re-write the matrix element as:
|M|2 = 8e
4
q4
2M2EE ￿
￿
cos2
θ
2
− q
2
2M2
sin2
θ
2
￿
. (2.13)
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FIG. 2.3: Feynman diagram for electron-muon scattering in the lab frame.
We can now start to build the differential cross section, while still neglecting the
mass of the electron:
dσ =
1
4ME
|M|2
4π2
1
2
E ￿dE ￿dΩ
d3p￿
2p￿0
δ(4)(p+ q − p￿). (2.14)
After integrating over dE ￿, this gives us the exact formula for electron-muon scat-
tering in the lab frame,
dσ
dΩ
￿￿￿￿
lab
=
￿
α2
4E2 sin4 θ2
￿
E ￿
E
￿
cos2
θ
2
− q
2
2M2
sin2
θ
2
￿
, (2.15)
where the factor E ￿/E = 1 + (2E/M) sin2 θ arises from the recoil of the target and
the factor α = e2/4π ≈ 1/137. Furthermore, if we consider the case where the mass
of the target particle is much larger than the scattering energy (M >> q2), the
cross section simplifies to the well known Mott scattering result, which includes the
11
target recoil factor E
￿
E ,
σMott =
d2σ
dΩdE ￿
=
α2
4E2
E ￿
E
￿
cos2 θ2
sin4 θ2
￿
. (2.16)
2.2.2 Electron-Proton Scattering
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FIG. 2.4: Feynman diagram for electron-proton scattering.
Unfortunately, due to the complex structure of the nucleon, electron-nucleon
scattering is not as simple as the case described above. We can generalize the cross
section in a similar method as Eqn. 2.6,
d2σ
dΩdE ￿
=
α2
Q4
E ￿
E
Lµνe Wµν , (2.17)
where Leµν is the same leptonic tensor used in the above example, and the hadronic
tensor, Wµν , parameterizes the unknown form of the nucleon target. In order to
include the possibility of a polarized electron and target, we must write down the
12
lepton tensor while summing explicitly over the spin,
Lµνe =
1
2
￿
e spins
u(k, s)γµu(k￿, s￿)u(k￿, s)γνu(k, s)
= kµk￿ν + kνk￿µ − k · k￿gµν + ￿i￿µναβqαsβ￿ , (2.18)
where sβ = uγβγ5u is the lepton spin vector, ￿µναβ is the Levi-Civita tensor, and
me ≈ 0. The term in square brackets represents the antisymmetric piece of this
tensor.
Due to the complex structure of the nucleon, the hadronic tensor is more com-
plicated to calculate directly. It is generally parameterized in terms of structure
functions. This tensor can be broken into symmetric and antisymmetric pieces,
Wµν = W Sµν +W
A
µν . Using Lorentz and gauge invariance and taking into account
parity conservation, we can write down the most general form of these two terms,
W Sµν = W1
￿
−gµν + q
µqν
q2
￿
+
W2
M2
￿
pµ − p · q
q2
qµ
￿￿
pν − p · q
q2
qν
￿
(2.19)
and
WAµν = i￿µναβq
α
￿
G1(ν, q
2)Sβ +
G2(ν, Q2)
M2
￿
Sβp · q − pβS · q￿￿ (2.20)
where Sβ = u(p)γβγ5u(p)/2M is the hadronic spin vector and the structure functions
W1,2 and G1,2 describe the internal structure of the proton. Typically, the structure
functions are rewritten as dimensionless functions which depend on the kinematic
13
variables Q2 and x:
MW1(ν, Q
2) = F1(x,Q
2)
νW2(ν, Q
2) = F2(x,Q
2)
MνG1(ν, Q
2) = g1(x,Q
2)
ν2G2(ν, Q
2) = g2(x,Q
2)
(2.21)
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FIG. 2.5: Electron-proton scattering in the lab frame.
By summing over the incident electron and target spins, we can write down the
differential cross section for unpolarized electron-nucleon scattering, in the labora-
tory frame, as
d2σ
dΩdE ￿
=
α2 cos2 θ2
4E2 sin4 θ2
￿
2
M
F1(x,Q
2) tan2
θ
2
+
1
ν
F2(x,Q
2)
￿
. (2.22)
The structure functions F1 and F2 parameterize the internal structure of the
nucleon for the case of an unpolarized electron and unpolarized nucleon.
Moving to the more complicated case with a polarized electron beam and polar-
ized nucleon target, two additional structure functions, g1 and g2, are necessary to
14
parameterize the internal structure of the nucleon. These so-called “spin structure
functions” can be accessed by using different combinations of the beam and target
spin polarization; either longitudinal or perpendicular to the scattering plane of the
electron (shown in Fig. 2.6). In the notation below, a single arrow represents the
electron polarization, which can be either aligned (↑) or anti-aligned (↓) with the
direction of the beam. A double arrow signifies the proton polarization, which is
either parallel (⇑ or ⇓) or perpendicular (⇐ or ⇒) to the beam polarization. For
the longitudinal case, the differential cross section is given as
∆σ￿ =
d2σ
dE ￿dΩ
(↓⇑ − ↑⇑) = 4α
2
MQ2
E ￿
νE
￿
(E + E ￿ cos θ) g1(x,Q2)− Q
2
ν
g2(x,Q
2)
￿
,
(2.23)
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FIG. 2.6: Different combinations of the beam and target polarization.
and for the transverse case, the differential cross section is given as
∆σ⊥ =
d2σ
dE ￿dΩ
(↓⇒ − ↑⇒) = 4α
2 sin θ
MQ2
E ￿2
ν2E
￿
νg1(x,Q
2) + 2Eg2(x,Q
2)
￿
. (2.24)
For the longitudinal case, the cross section is dominated by the g1 term at low
Q2, but for the transverse configuration, the contributions from g1 and g2 are more
balanced.
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2.3 Types of Inclusive Electron Scattering
10 CHAPTER 2. INCLUSIVE ELECTRON SCATTERING
useful. In this section, three types of scattering are discussed: elastic, quasi-elastic and
inelastic. The discussion on inelastic scattering includes both resonance production and
deep inelastic scattering. Figure 2.2 from [6] shows a typical cross section spectrum
for inclusive scattering from a light nuclear target. As Q2 and ν vary, different nucleon
resonances (∆, N ∗1 and N ∗2 ) are seen at specific invariant masses W . The mass of the
nucleus and nucleon are given byMT andM . If the target is a nucleon, then there is no
quasi-elastic peak.
NN 2
*
1
!
*
"
2Q  (GeV/c)2
Constant W
W = 2 GeV
Few (GeV/c)2
(elastic)
(resonances)
W = M
(quasi−elastic)
Cross section
W = MT
(deep inelastic)
(Deep Inelastic Scattering)
FIG. 2.2: Inclusive cross section (arbitrary units) versus Q2 and ν for scattering off a nuclear
target.
FIG. 2.7: Generic representation of the cross section for inclusive scattering, plotted
as a function of ν and Q2. Reproduced from [8].
The previous section gave us a representation of the cross section in general
terms. However, as seen in Fig. 2.7, the cross section clearly has a dependence on
the momentum and energy transferred from the electron to the target, so breaking
it into different kinematic regions is useful. This section will discuss the elastic,
quasi-elastic and inelastic scattering kinematic regions.
2.3.1 Elastic Scattering
Elastic scattering is characterized by the nucleus remaining in the ground state
after the scattering process. The energy/momentum transfer is absorbed by the
recoil nucleon, meaning the invariant mass W is equal to the mass of the nucleon:
ν = Q
2
2M . Through conservation of energy and momentum, P
￿2 = (k + P − k￿)2, the
16
energy of the scattered electron can be constrained as such:
E ￿ =
E
1 + 2EM sin
2 θ
2
. (2.25)
In elastic scattering we can use Sachs form factors to describe the electric and
magnetic distributions of the nucleon, GE and GM [9],
F1 =
Q2
4M
G2M
F2 =
ν
￿
G2E +
Q2
4M2G
2
M
￿
1 + Q
2
4M2
,
(2.26)
meaning the differential cross section now takes the form
dσ
dθ
= σMott
￿
2
M
τG2M tan
2 θ
2
+
(G2E + τG
2
M)
1 + τ
￿
, (2.27)
where τ = Q2/4M2. These form factors carry information on the charge and current
distributions of the nucleon.
2.3.2 Quasi-Elastic Scattering
When the energy transfer ν becomes much larger than the binding energy, the
nucleus will no longer remain intact. In quasi-elastic scattering, the incident electron
elastically scatters from one of the nucleons in the nucleus, resulting in the nucleon
being ejected from the nucleus, however the nucleon is left in its ground state.
The quasi-elastic peak gets smeared about ν = Q
2
2M due to Fermi motion, meaning
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the distribution is much broader in comparison to the elastic peak. Quasi-elastic
scattering implies that the incident electron is scattering from a nucleon within the
nucleus, thus there is no quasi-elastic peak if the target is a nucleon.
2.3.3 Resonance Region
As we continue to increase the energy transfer, we begin to move from the elastic
to the inelastic region. The first region to be considered inelastic is characterized
by a number of resonances. As energy/momentum transfer increases, quarks within
the nucleon begin to absorb the virtual photon, causing an excitation of the nucleon
to a higher resonant state. The existence of the resonances is further proof that the
nucleon is a composite system.
The resonance region is typically defined in the invariant mass region 1.0 <
W < 2.0 GeV, in between pion production threshold (Wπ = Mp + mπ) and the
onset of deep inelastic scattering at 2 GeV. Three significant resonance features
are typically seen. The first peak contains the ∆(1232) resonance, which is the
dominant spin-3/2 resonance in π−N scattering and only overlaps a small amount
with other resonance states. The second peak contains two resonance, the N∗(1520)
and N∗(1535), and the third peak contains many resonances, but the strongest at
low-Q2 is the N∗(1680). The N∗(1440) resonance also exists between the ∆ and
the second peak. There are numerous other resonances that contribute to the cross
section, but these resonances cannot be isolated using inclusive electron scattering.
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2.3.4 Deep Inelastic Scattering
By increasing the energy transfer even further we reach the deep inelastic scat-
tering (DIS) region, which is typically defined as W > 2 GeV and Q2 > 1 GeV2.
At this level the resonance peaks are no longer distinguishable and the scattering
process becomes an incoherent sum over the nucleon’s constituents. In DIS, the
energy of the scattered electron is measured, but the final hadronic state (X) goes
undetected.
Recall that the invariant mass of the final state is W 2 =M2 + 2Mν −Q2. For
elastic scattering, W = M , so 2Mν − Q2 = 0. For inelastic scattering, W > M ,
and 2Mν − Q2 > 0, which suggests the existence of a dimensionless parameter
x = Q2/2Mν, known as the Bjorken scaling variable. Instead of being dependent
on both ν and Q2, the structure functions now become dependent only on x. The
phenomenon known as scaling was predicted by Bjorken [10], and is in clear contrast
with the behavior in the elastic and resonance regions. Feynman’s quark-parton
model [11] offers a clearer explanation; the fact that structure functions are not
dependent (or, only weakly dependent) on momentum transfer implies that the
nucleon contains point-like objects, which Feynman called partons. These partons
would later be identified as the quarks and gluons of Quantum Chromodynamics.
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CHAPTER 3
Theoretical Tools and Motivation
Now that the basics of inclusive electron scattering have been covered in the
previous chapter, the formalism of spin physics can be discussed.
3.1 Virtual Photoabsoprtion Cross Sections
We saw in the previous chapter that the inclusive electron scattering cross
section can be described in terms of the four structure functions, F1, F2, g1 and
g2. An equivalent method to parameterize the inclusive cross section is to use four
virtual photoabsorption cross sections (σL, σT , σLT , σTT ) [12, 13]:
d2σ
dΩdE ￿
= Γ
￿
σT + ￿σL − hPx
￿
2￿ (1− ￿)σLT − hPz
√
1− ￿2σTT .
￿
, (3.1)
where h = ±1 is the helicity of the incoming longitudinally polarized electron, and
the longitudinal (transverse) polarization of the target with respect to the virtual
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photon momentum ￿q, is given by Pz (Px). The ratio of longitudinal to transverse
polarization is given by
￿ =
￿
1 + 2
￿
1 +
ν2
Q2
￿
tan2
θ
2
￿−1
, (3.2)
and the virtual photon flux factor Γ is given by
Γ =
α
2π2Q2
E ￿
E
K
1− ￿ . (3.3)
The virtual photon flux factor is dependent on the choice of virtual photon flux
K, which is convention dependent. The three most common conventions are listed
below, defined in terms of the kinematic quantities ν and Q2.
KA = ν
KG = |￿q| =
￿
ν2 +Q2
KH =
W 2 −M2
2M
= ν(1− x)
(3.4)
The first convention, KA, equates the virtual photon flux factor to the photon
energy ν [14]. The second convention, known as Gilman’s convention [15], asso-
ciates K with the momentum of the photon in the lab frame. The final convention,
KH , is known as Hand’s convention [16] and describes the flux as the equivalent
photon energy, or the energy required for the same reaction from a real photon.
It is worth noting that at Q2 = 0, all three conventions reduce to the real photon
scattering energy ν. In the DIS region, all three conventions give similar results,
but at intermediate Q2, K is strongly dependent on the chosen convention.
The four partial cross sections in Eqn. 3.1 are functions of ν and Q2. They
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FIG. 3.1: Helicity projections for the virtual photoabsorption cross sections σ 1
2
and
σ 3
2
. The quantities h and S represent the virtual photon helicity and target spin
projections, respectively.
consist of the absorption cross section for longitudinal (σL) and transverse (σT )
virtual photons as well as two interference terms, the longitudinal-transverse (σLT )
and transverse-transverse (σTT ) cross sections. For the unpolarized case at Q2 = 0,
σL vanishes and the total photoabsorption cross section is given by σT . The other two
cross sections, σLT and σTT can be measured using double-polarization experiments.
We can introduce two additional helicity-dependent photoabsorption cross sec-
tions, σ 1
2
and σ 3
2
, that can be written as functions of the transverse spin-averaged
and transverse-transverse spin-dependent partial cross sections,
σT =
1
2
￿
σ 1
2
+ σ 3
2
￿
σTT =
1
2
￿
σ 1
2
− σ 3
2
￿
.
(3.5)
The helicity projections for a spin 1/2 particle are illustrated in Fig. 3.1. The
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standard structure functions are also related to the virtual photon cross sections,
σL =
4π2α
K
￿
F2
ν
￿
1 + γ2
￿− F1
M
￿
σT =
4π2α
MK
F1
σLT =
4π2α
K
γ [g1 + g2]
σTT =
4π2α
MK
￿
g1 − γ2g2
￿
,
(3.6)
where γ = Qν .
3.2 The Quark-Parton Model
Discussed briefly in Sec. 2.3.4, the Quark-Parton model, which was put forth
by Feynman in 1969 [11] represents one way to interpret the structure functions.
This model describes the nucleon as being composed of point-like particles, called
partons, which were later identified as quarks and gluons. We can define the Bjorken
limit as
Q2 →∞
ν →∞
x =
Q2
2Mν
(finite).
(3.7)
In this limit, the partons are considered to be semi-free and point-like; an
interaction of the electron with one parton does not affect the other partons in the
nucleon. In this limit, the structure functions can be written in terms of quark
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distribution functions [17],
F1(x) =
1
2
￿
f
z2f
￿
qf (x) + qf (x)
￿
F2(x) = 2xF1(x)
g1(x) =
1
2
￿
f
z2f
￿
qf (x)− qf (x)
￿
g2(x) = 0,
(3.8)
where qf (x)(qf (x)) are the quark (anti-quark) distributions (with quark flavor
f) and zf is the quark charge. The second line of Eqn. 3.8 is known as the Callan-
Gross relation [18]. In the context of this model, g2(x) does not contribute to the
nucleon structure. This is where we begin to see the cracks in this so-called “na¨ıve”
quark model. In order for g2(x) to be non-zero, transverse momentum of the partons
must be considered, which is neglected in the preceding discussion.
3.3 The g2 Structure Function
After learning in the previous section that there is no simple interpretation
for g2 in the quark-parton model, the question must be asked: what is g2? This
structure function can be written in terms of its twist expansion as [19]
g2(x,Q
2) = gWW2 (x,Q
2) + g2(x,Q
2), (3.9)
where “twist” is related to the number of quarks and gluons involved in the interac-
tion. The term gWW2 , also known as the Wandzura-Wilczek relation [20], describes
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the leading twist behavior of g2 (Fig. 3.2).
gWW2 (x,Q
2) = −g1(x,Q2) +
￿ 1
x
dy
y
g1(y,Q
2) (3.10)
Since gWW2 is written entirely in terms of g1, it also allows us to interpret g2
in the context of the quark-parton model. The interesting part of g2 is the second
term, g2:
g2 =
￿ 1
x
∂
∂y
￿mq
M
hT (y,Q
2) + ζ(y,Q2)
￿ dy
y
. (3.11)
The transversity term, hT , arises from the quark transverse polarization distri-
bution, but is usually suppressed due to the smallness of the constituent quark mass
(mq). The term ζ is twist-3 and arises from quark-gluon correlations (Fig. 3.2).
These higher twist terms are usually suppressed kinematically, but at typical JLab
kinematics, we are sensitive to these effects. Higher twist terms can be thought of
as involving more than one parton of the nucleon in the scattering process. Instead
of probing a single quark, we are beginning to see how quarks and gluons interact
in the context of the nucleon. The function g2 offers a unique sensitivity to these
effects, so it becomes an attractive quantity to measure [19].
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3.4 Operator Product Expansion
To apply QCD to deep-inelastic scattering and to evaluate calculations outside
the perturbative region, we use the Operator Product Expansion (OPE). Introduced
by K. Wilson in 1969 [21], the OPE uses decribes the moments of g2 in the context
of QCD via sum rules.
To interpret the spin structure functions in terms of the OPE, we first write
the hadronic tensor Wµν in terms of the commutator of EM currents, Jµ, Jν :
Wµν(q; p, s) =
1
2π
￿
d4zeiq·z￿p, s| [Jµ(z), Jν(0)] |p, s￿. (3.12)
If we take the Fourier transform of Eqn. 3.12 we get the momentum space
version of the OPE, as the spatial 4-vector z goes to zero:
lim
z→0
￿
d4zeiq·zσa(z)σb(0) =
￿
k
Cabk(q)σk(0), (3.13)
and the product of EM currents can now be expanded as a sum of local operators (σ)
multiplied by Wilson coefficients (Cabk) which are functions of q. The contribution
of any operator to the cross section is of the order:
X−n
￿
M
Q
￿τ−2
. (3.14)
Here, Q =
￿
Q2 and τ ≡ D−n, with D, n, and τ the dimensionality, spin, and twist
of the operator, respectively. As higher twist terms are suppressed by increasing
powers of MQ , the leading twist terms (twist-2) dominate at large values of Q
2. For
small values of Q2, higher twist terms become more important.
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Furthermore, by using dispersion relations, the OPE can be applied to Eqn. 3.12
to determine an expression for the odd moments of g1 and g2.
￿ 1
0
xn−1g1(x,Q2)dx =
1
2
an−1; for n = 1, 3, 5... (3.15)
￿ 1
0
xn−1g2(x,Q2)dx =
n− 1
2n
(dn−1 − an−1); for n = 3, 5..., (3.16)
where an−1 and dn−1 are matrix elements of quark and gluon operators for twist-2
and twist-3, respectively.
3.5 Chiral Pertubation Theory
QCD is the non-abelian gauge theory of the strong interaction. The matter
fields of QCD are the quarks and gluons. Since quarks have not been observed in
free, asymptotic states, the value and meaning of the quark masses are dependent
on the method by which they are extracted [22]. The complete QCD Lagrangian,
for one quark flavor, is [23]:
LQCD = − 1
4g2
GαµνG
µν
α + qiγ
µDµq − qMq, (3.17)
where Gµν represents the gluon field, q is the quark field, g is the coupling constant,
and M is the diagonal quark mass matrix. In the low energy region, it becomes
impractical to deal with quarks and gluons directly in QCD. Instead, the relevant
degrees of freedom become the composite hadrons. At a scale of 1 GeV, the running
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quark masses of the up and down quark are [9]:
mu = (4± 2)MeV
md = (8± 4)MeV.
(3.18)
These masses are small compared to the hadron mass scale. If we consider the
limit where the quark masses vanish, the light quark masses (u, d, s) can then be
treated as a perturbation. It should be noted that the heavy quark masses (c, t, b)
can be treated as infinitely heavy in this approximation. For massive quarks (or
massive fermions in general), the state of the particle is determined by the helicity
h, which is defined as the projection of the particle’s spin onto its momentum:
h = ￿S · ￿p. (3.19)
For a massless fermion, the chirality (or, handedness) is identical to the particle’s
helicity. The consequence of this is an extra symmetry of the QCD Lagrangian:
qL,R =
1
2
(1∓ γ5)q. (3.20)
The left (qL) and right (qR) handed quark fields do not interact with each other. So,
in the limit of massless quarks, the theory admits a SU(3)L × SU(3)R symmetry.
The existence of a small, but non-zero, quark mass breaks this symmetry, and can
be treated as a perturbation.
We can now construct an effective Lagrangian to replace Eqn. 3.17:
LQCD = L0QCD + L￿QCD, (3.21)
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where L0QCD is the chiral symmetric part of the Lagrangian and L￿QCD = −qMq can
be treated as a perturbation. This approach is only valid when the quark mass is
small compared to the composite system being considered. At high energies, Chiral
Perturbation Theory (χPT ) will begin to fail and must be replaced with a different
approach.
3.6 Model Predictions
3.6.1 Phenomenological MAID Model
The Unitary Isobar Model (MAID) contains phenomenological fits to world
pion photo- and electroproduction data [24]. Resonance contributions are assumed
to be of the form of Breit-Wigner functions:
σ 1
2(
3
2)
=
4M
WresΓres
A 1
2(
3
2)
B(ν, Q2), (3.22)
where B(ν, Q2) is the generalization to electroproduction of the Breit-Wigner form,
A 1
2(
3
2)
are the helicity-dependent amplitudes, M is the nucleon mass, and Wres
and Γres are the mass and the width of the resonance, respectively. Non-resonant
background contributions and vector meson exchange are also included in the model.
3.6.2 Bosted-Christy Model
The model developed by P. Bosted and M.-E. Christy represents an empirical
fit to describe inclusive measurements of inelastic electron-deuteron scattering [25].
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This model covers the resonance region in the kinematic range 0 ≤ Q2 ≤ 10 GeV2
and 1.1 ≤ W ≤ 3.2 GeV. The data sets included in the fit are summarized in
Table 3.1. The structure of the fit can be described as:
σTD(W,Q
2) = σdip(W,Q
2) +
￿
σTN(W
￿, (Q2)￿)Φ2(￿k)d3￿k, (3.23)
where σTD(W,Q
2) describes the transverse cross section for the deuteron and the
quantity σdip(W,Q2) represents the parameterization for the dip region between
the quasi-elastic peak and the ∆(1232) resonance. The average nucleon transverse
cross section is given by σTN(W,Q
2), which is integrated over the Fermi momentum
￿k. The agreement between the fit and data is good at the 3-5% level. There are
two noticeable deviations at low W and Q2, which may indicate that additional
parameters are necessary at low Q2 to adequately describe the photoproduction
data. The underlying fit is to an average nucleon. As such, the results can be
used in combination with a proton fit to determine predictions for electron-nucleon
scattering in the resonance region.
3.7 Sum Rules
3.7.1 Burkhardt-Cottingham Sum Rule
The OPE does not include the n = 1 term of the g2 expression in Eqn. 3.16. In
1970, Burkhardt and Cottingham proposed a sum rule [37]:
Γ2(Q
2) = Γ2 =
￿ 1
0
g2(x,Q
2)dx = 0, (3.24)
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Data Set Q2Min Q
2
Max # Data Points
(GeV2) (GeV2)
Photoproduction (1972) [26–28] 0 0 242
Photoproduction (DAPHNE) [29] 0 0 57
CLAS [30] 0.35 5.9 11725
Early JLab [31] 0.5 4.2 600
JLab E00-116 [32] 3.6 7.5 288
SLAC E133 [33] 2.5 10.0 488
JLab E02-109 [34] 0.02 2.0 1435
JLab E00-002 [35] 0.05 1.5 1445
SLAC E140 [36] 2.5 10.0 48
TABLE 3.1: Summary of the data sets used in the Bosted-Christy fit, with the Q2
range and number of data points listed. Reproduced from [25].
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or, written in terms of the Compton amplitude, A2(q2, ν):
￿ ∞
−q2/2
dνIm
￿
A2(q
2, ν)
￿
= 0. (3.25)
The lower limit of the integral comes from the definition of the kinematic relations:
q2 ≡ −Q2 < 0, q · P ≡ ν ≥ Q
2
2
. (3.26)
The derivation of this sum rule is, as described by R. L. Jaffe, “deceptively
simple” [38]. First we must assume that the behavior of the Compton amplitudes,
A2(q2, ν), at large ν and fixed (non-zero) q2 is governed by Regge Theory, which
allows for values of angular momentum to be any complex value, instead of being
constrained to integer values. One can then argue that all known Regge singularities
contributing to this amplitude have an intercept less than zero. Starting with a
dispersion relation:
A2(q
2, ν) =
2
π
ν
￿ ∞
−q2/2
dν ￿
ν ￿2 − ν2 Im
￿
A2(q
2, ν ￿)
￿
, (3.27)
and looking at the convergence at fixed q2,
A2(q
2, ν) ∼ βc(q
2)
(ln ν)5
+
￿
i
β2i (q
2)
ναi(0)−1
ln ν
, (3.28)
with αi(0) and βi(q2) representing the intercept and residue of the Regge pole con-
tribution [39]. If we ignore the 1/(ln ν)5 term, as ν →∞, this gives us,
A2(q
2, ν) ∼ ν−1−￿, (3.29)
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for some ￿ < 0. Now, if we take a look at the large ν behavior of A2, taking Eqn. 3.27
at the limit ν →∞ under the ν ￿ integral,
A2(q
2, ν) ∼ −2
πν
￿ ∞
q2/2
dν ￿Im
￿
A2(Q
2, ν ￿)
￿
, (3.30)
which contradicts the assumed behavior in Eqn. 3.25, unless the integral vanishes.
Hence, the sum rule must exist! The BC sum rule, which is valid for all values of
Q2, could be violated due to one of the following two circumstances [19],
1. g2 is singular enough that the integral
￿ 1
0 g2(x,Q
2)dx does not exist.
2. g2 has a delta function singularity at x = 0.
The existing data for the BC sum rule is shown in Fig. 3.3. The bottom plot
shows results for the neutron, while the top plot shows the, far fewer, proton results.
The open circles represent the value of the sum rule over the measured region of x,
and the solid squares include the extrapolation to high and low x. For the neutron,
the BC sum rule has been tested over a large range of Q2 and shows consistency with
the expected result of zero, within small uncertainties. The lack of data from the
proton leaves this sum rule largely untested. The results from SLAC E155x suggest
an inconsistency on the level of 2.75σ, which arises from both a large experimental
uncertainty as well as uncertainty associated with the low x extrapolation that is
difficult to quantify. In addition, the SLAC point represents data taken over a large
range of Q2. The results from the RSS experiment show better agreement; the
integral over the measured region is negative, but is consistent with zero once the
low x extrapolation is included. Precision data from JLab is consistent with the BC
sum rule in all cases, which suggests that g2 is a well behaved function with good
convergence. The data from the gp2 experiment will provide an additional test for
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the proton at low Q2.
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FIG. 3.3: Tests of the BC sum rule. The top plot shows results for the proton while
the bottom plot shows results for the neutron. Experiments E97-010 [40], E94-
010 [41, 42], E01-012 [43] and RSS [42, 44] are from Jefferson Lab, E155x is from
SLAC [45]. The open circles represent the value of the integral over the measured
region, while the solid squares include the extrapolation to high and low x. The
purple arrow shows the range of Q2 covered by the gp2 experiment. Reproduced
from [46].
3.7.2 Spin Polarizabilities
The spin-dependent structure functions can be used as a test of QCD using sum
rules. The spin polarizability quantities, γ0 and δLT , describe a relation between
the nucleon structure functions and real or virtual Compton amplitudes [47]. A
spin polarizability is analogous to a magnetic polarizability, except it characterizes
the nucleon’s response to a virtual photon, as opposed to a magnetic field. The
Compton amplitudes can be calculated theoretically. If we first consider forward
Compton scattering with two virtual, space-like photons, known as doubly-virtual
Compton Scattering (VVCS), the absorption of the virtual photon can be related
to inclusive electron scattering. The cross section for inclusive scattering contains
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four partial cross sections, σL, σT , σLT and σTT , which can be related to the four
nucleon structure functions, F1, F2, g1 and g2. For the purposes of this document,
we are interested in the spin-dependent partial cross sections σLT and σTT .
The spin polarizability sum rules can be determined using dispersion relations
and the optical theorem [48]. First considering the spin-flip VVCS amplitude, gTT ,
applying an unsubtracted dispersion relation gives us
Re
￿
gTT (ν, Q
2)− gpoleTT (ν, Q2)
￿
=
ν
2π2
P
￿ ∞
ν0
K(ν ￿, Q2)σTT (ν ￿, Q2)
ν ￿2 − ν2 dν
￿, (3.31)
where gpoleTT is the elastic (nucleon pole) contribution, K is a factor that describes the
virtual photon flux, and P denotes the principal value integral. The lower limit of
the integral, ν0, is the nucleon threshold for pion-production. The definition of the
generalized spin polarizability γ0 comes from the low-energy expansion of Eqn. 3.31:
Re
￿
gTT (ν, Q
2)− gpoleTT (ν, Q2)
￿
=
2α
M2
ITT (Q
2)ν + γ0(Q
2)ν3 +O(ν5), (3.32)
where ITT is the coefficient of the O(ν) term of the Compton amplitude. By look-
ing closer at the O(ν3) term, we obtain a sum for the generalized forward spin
polarizability in terms of the spin-dependent structure functions:
γ0(Q
2) =
1
2π2
￿ ∞
ν0
K(ν, Q2)
ν
σTT (ν, Q2)
ν3
dν
=
16αM2
Q6
￿ x0
0
x2
￿
g1(x,Q
2) +
4M2
Q2
x2g2(x,Q
2)
￿
dx
(3.33)
Now, if we consider the longitudinal-transverse interference amplitude, gLT ,
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again using dispersion relations, gives
Re
￿
gLT (ν, Q
2)− gpoleLT (v,Q2)
￿
=
2α
M2
QILT (Q
2) +QδLT (Q
2)ν2 +O(ν4), (3.34)
where gpoleLT is the elastic contribution. Looking closer at the O(ν2) term gives us an
expression for the generalized longitudinal-transverse spin polarizability in terms of
g1 and g2,
δLT (Q
2) =
1
2π2
￿ ∞
ν0
K(ν, Q2)
ν
σLT (ν, Q2
Qν2
dν
=
16αM2
Q6
￿ x0
0
x2
￿
g1(x,Q
2) + g2(x,Q
2)
￿
dx.
(3.35)
As these polarizabilities are calculable using χPT , the spin polarizabilities rep-
resent a benchmark test of this theory. Since there is little data available for the
proton, the neutron results for these quantities will be discussed here. The difficulty
in χPT calculations is how to include the resonance contributions, particularly the
Delta resonance. Fig. 3.4 shows the χPT prediction for the neutron compared with
available data. The plot on the left side shows the results for γ0. The red and
blue data points are the results from JLab experiments E97-110 and E94-010 [42].
The blue dotted line shows the χPT prediction, and the light blue band shows
the same prediction, but explicitly including the Delta-resonance and vector meson
contributions. Including these contributions changes the shape of the prediction
considerably, indicating that the resonance contribution is significant. At low Q2,
the prediction (with explicit resonance contributions) shows agreement with the
experimental results, but the discrepancy seems larger as we move to higher Q2.
The plot on the right shows the neutron results for the longitudinal-transverse
spin polarizability, δLT . This quantity is seen as a better testing ground for χPT
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predictions as it is insensitive to the Delta resonance. As in the previous plot, the
red and blue data points are results from JLab experiments. The blue dotted line
shows the χPT prediction and the solid blue band shows the same prediction with
explicit ∆-resonance and vector meson contributions. As expected, including the ∆-
resonance has no effect on the shape of the distribution, but it does shift the central
value, due to spreading in the ∆ form-factor. However, the current prediction does
not accurately represent the experimental results.
!"#$
FIG. 3.4: On the left are the current neutron results for the generalized spin polar-
izability γ0, and on the right are neutron results for δLT . The blue squares represent
published data from E94-010 [41], while the red circles are preliminary data from
E97-110. The blue dotted line is the RBχPT prediction [49], and the light blue
band is the same prediction, but explicitly including ∆-resonance and vector meson
contributions. The red dotted line is the HBχPT prediction [50]. The black curve
is the MAID model [24]. The purple arrow shows the range of Q2 covered by the gp2
experiment. Reproduced from [51].
3.8 Additional Motivation
These data will provide additional insight to the theoretical understanding of
hyperfine splitting of the hydrogen atom, specifically by constraining the correction
37
due to proton structure. Furthermore, a precision measurement of gp2 will provide
insight to discrepancies of measurements of the proton charge radius.
3.8.1 Proton Hyperfine Splitting
The hyperfine splitting of hydrogen has been measured experimentally to very
high accuracy [52]:
Ehfs = 1420.4057517667(9)MHz, (3.36)
however calculations of this quantity are only accurate to a few parts per million [53].
The splitting is defined in terms of the Fermi energy Ef
∆E = (1 + δ)Ef , (3.37)
with
δ = 1 + (δQED + δR + δsmall) +∆S. (3.38)
The term δR accounts for recoil effects, δQED is known to high accuracy and rep-
resents the QED radiative correction, and δsmall corrects for hadronic and muonic
vacuum polarizations. The final term, ∆S, has the largest uncertainty and represents
a correction for proton structure:
∆S = ∆Z +∆pol. (3.39)
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The term ∆Z is given as:
∆Z = −2αmerz
￿
1 + δradz
￿
, (3.40)
where δradz represents radiative corrections and rz is the Zemach radius, which is
dependent on both electric (GE) and magnetic (GM) form factors [54]:
rz = − 4
π
￿ ∞
0
dQ
Q2
￿
GE(Q
2)
GM(Q2)
1 + κp
− 1
￿
. (3.41)
The second term in Eqn. 3.39, ∆pol contains contributions from the spin structure
functions,
∆pol =
αme
πgpmp
(∆1 +∆2) , (3.42)
where ∆1 involves contributions where the proton is excited and can be written in
terms of the Pauli form factor and g1. The correction ∆2 is defined in terms of the
g2 structure function:
∆2 = −24m2p
￿ ∞
0
dQ2
Q4
B2(Q
2), (3.43)
where,
B2(Q
2) =
￿ xth
0
dxβ2(τ)g2(x,Q
2), (3.44)
and,
β2(τ) = 1 + 2τ − 2
￿
τ(τ + 1), (3.45)
with τ = ν2/Q2, and the upper integration limit xth represents pion production
threshold.
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The correction ∆2 is dominated by the low-Q2 region as shown in Fig. 3.5.
To calculate the size of this correction, theorists must currently rely heavily on
models, as there is little data available for the proton in this region. The Wandzura-
Wilczek relation [20] in Eqn. 3.10 may be a reasonable prediction at high-Q2, but
other measurements suggest that this approximation may be insufficient at low-Q2.
Results from E94-010 [55] are shown in Fig. 3.6, and demonstrate the deviation
of g2 from the leading-twist contribution gWW2 . The g
p
2 experiment will provide
additional data for the proton in the low-Q2 region. As the total uncertainty for
this experiment is projected to be less than 10%, the published error on ∆2 can be
expected to improve by an order of magnitude [56].
EF [MHz] 1 418.840 08 ± 0.000 02
δQED 0.001 056 21 ± 0.000 000 001
δR 0.000 005 84 ± 0.000 000 15
δµvp 0.000 000 07 ± 0.000 000 02
δhvp 0.000 000 01
δweak 0.000 000 06
Table 1: Numerical values from [77] and [85] and references therein.
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Figure 11: MAID [17] model prediction for Γ2, B2 and the integrand of ∆2. Top
panel horizontal axis is linear while bottom panel is logarithmic.
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FIG. 3.5: The integrand of ∆2 (Eqn. 3.43), which is dominated by the low Q2 region.
Reproduced from [56].
3.8.2 Proton Charge Radius
The RMS charge radius of the proton, rp, has been determined from electron-
proton scattering results with an accuracy of ∼ 2% [57, 58]. The most accurate
measurement of rp comes from a compilation of CODATA results [59]. This result,
accurate to 1%, is based on atomic hydrogen spectroscopy [60–63] and bound-state
QED calculations [64, 65]. An alternate method to improve the accuracy of this mea-
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rp (fm) Method
0.84184 ± 0.00067 Lamb Shift in Muonic Hydrogen
0.897 ± 0.018 World Analysis of eP Scattering
0.8768 ± 0.0069 CODATA World Average
TABLE 3.2: Current measurements of the proton charge radius.
surement is through pulsed laser spectroscopy on muonic hydrogen, which consists
of a proton orbited by a negative muon. Compared to ordinary atomic hydrogen,
the radius is much smaller than the Bohr radius. As a consequence, the difference
between the 2S 1
2
and 2P 1
2
states, known as the Lamb shift [66], is affected by as
much as 2%.
The current results for rp are summarized in Table 3.2. The value of rp from
CODATA differs from the muonic hydrogen results by ∼ 5σ. This discrepancy
suggests that either the Rydberg constant must be shifted by as much as -110 kHz/c,
a 4.9σ deviation, or the calculated QED effects in atomic or muonic hydrogen are
not satisfactory [67].
The main theoretical uncertainties in spectroscopy measurements of rp arise
from the proton polarizability and differences in the Zemach radius. As discussed
above, the polarizabilities represent integrals of g1 and g2, weighted by 1/Q4. The
Zemach radius is defined as an integral of the form factors GE and GM , weighted
by 1/Q2. These quantities are dominated by the low-Q2 kinematic region of the gp2
experiment. While these results will contribute to constraining the uncertainty in
eP measurements of rp, the proton structure correction to hyperfine splitting will
only have a slight effect on the extracted proton radius, as it is small compared to
the proton structure correction of the 2S energy level [68].
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Figure 4: 3He g2 (filled circle) from E94-010 [3] compared to gWW2 (band). Sta-
tistical error only. The constant Q2 value is indicated in GeV2 in each panel.
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FIG. 3.6: Results from E94-010 for 3He g2. The circles represent the total value of g2
compared to the band, which is the leading-twist contribution, gWW2 . The constant
Q2 value is given in each panel in GeV2. Reproduced from [56].
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CHAPTER 4
The Experiment
4.1 Overview
Experiment E08-027, the gp2 Experiment, took place in Hall A from March to
May of 2012. Data were taken with a longitudinally polarized electron beam with
energies of 1.2,1.7,2.2, and 3.3 GeV, using an average beam current of ∼50-100 nA.
An NH3 target was polarized in 2.5 and 5 T magnetic fields, in both longitudinal
and transverse configurations. Scattered electrons with θ = 5.7◦ were detected in
singles mode in the High Resolution Spectrometers (HRS).
Ebeam Btarget Btarget
(GeV) (T) Config.
2.2 2.5 Transverse
1.7 2.5 Transverse
1.2 2.5 Transverse
2.2 5.0 Longitudinal
2.2 5.0 Transverse
3.3 5.0 Transverse
TABLE 4.1: Beam energy and target configurations.
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Table 4.1 gives a summary of the beam energy and target configurations used
throughout the experiment. The kinematic range covers 0.02 ≤ Q2 ≤ 0.2 GeV2,
in the resonance region (W < 2), shown in Fig. 4.1.
FIG. 4.1: Kinematic coverage for the gp2 experiment.
For this analysis, the data at Ebeam = 2.2 GeV, Btarget = 5 T, both the longi-
tudinal and transverse configurations were included. During the run period, there
were problems with the RHRS septum magnet, which made optics studies more
complicated. As the RHRS optics analysis is still being finalized, only LHRS runs
were included in this analysis. This chapter will describe details of the experimental
setup in Hall A.
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5.1. THE ELECTRON ACCELERATOR 49
This chapter will discuss the polarized electron beam, the Hall A beamline com-
ponents and the details of the polarized 3He target. Various beamline components are
available to monitor the beam current, position, polarization and energy in the hall. Un-
derstanding the systematics from these components is crucial in performing a precise
measurement of the polarized cross sections.
5.1 The Electron Accelerator
A
B C
Helium
refrigerator
Extraction
elements
North Linac
(400 MeV, 20 cryomodules)
Injector
(45 MeV, 2 1/4 cryomodules)
Injector
Halls
South Linac
(400 MeV, 20 cryomodules)
FIG. 5.2: Schematic of the Jefferson Lab accelerator and experimental halls.
The accelerator consists of a polarized source, an injector, two linacs, two re-circulation
arcs and extraction elements to send beam into the three experimental halls: A, B and C.
A diagram of the accelerator and its components is shown in Fig. 5.2. The polarized
electron source will be discussed in the next section (Section 5.1.1).
Once the polarized electron beam is generated, the electrons enter into the accelera-
tor. The polarization angle of the electrons is set with aWien filter so that the electrons are
FIG. 4.2: The Jefferson Lab electron accelerator setup.
4.2 The Electron Accelerator
The Contin ous Electron Beam Accelerator Facility (CEBAF) at Jefferson Lab
was designed to deliver a highly polarized beam simultaneously to the 3 experimental
halls, A, B and C [69]. The recent upgrade, an additional experimental hall (D)
was added and the maximum beam energy was increased from 6 GeV to 12 GeV.
The accelerator is made up of a polarized source, an injector, two linacs, two re-
circulation arcs, and elements to extract the beam and send it into the experimental
halls. After the polarized electrons are produced, they are extracted by applying
a voltage of -100 kV to the photo-cathode. Once the electrons enter the injector
they are accelerated up to 45 MeV before reaching the North Linac. Each Linac is
comprised of 20 superconducting cryomodules with an accelerating gradient of ∼7
MeV/m. When the electrons reach the end of the North Linac, a series of bending
magnets are used to deflect the beam 180◦ towards the South Linac. The beam can
be re-circulated up to five times to achieve a maximum beam energy of ∼6 GeV.
After each pass an RF separator can be utilized to extract the beam into any of the
3 experimental halls. The maximum achievable beam current is 200 µA CW, which
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can be arbitrarily split between 3 interleaved 499 MHz bunch trains, one for each
hall. Each hall can also receive different beam currents; Halls A and C typically run
at currents of ∼ 100 µA, while CLAS can require currents as low as ∼ 1 nA in Hall
B. For this experiment, lower currents (50-100 nA) were used in Hall A to minimize
depolarization effects on the target, which will be discussed later.
4.2.1 Polarized Electron Beam
Polarized electrons are produced by circularly polarized photons incident on a
gallium arsenide (GaAs) photocathode [70]. Electrons in the GaAs are excited from
the valence band to the conduction band by the photons.
The structure of the GaAs cathode crystal consists of a P3/2 valence band and a
S1/2 conduction band. The crystal is constructed using several layers of GaAs doped
with varying levels of phosphorus. The phosphorus doping creates a “strain” in the
GaAs, which subsequently breaks the degeneracy of the valence band. Electrons
are excited from the m = ±3/2 band to the m = ±1/2 band, where they can
escape. Right-handed circularly polarized light excites electrons into the m = +1/2
state of the conduction band, while left-handed circularly polarized light excites
electrons into the m = −1/2 state, as seen in Fig. 4.3. The electrons are pulled
from the conduction band and into the accelerator with a bias voltage of -100kV.
The polarization angle of the electrons can be set with a Wien filter. The sign of
the beam polarization can be flipped with the insertable half-wave plate (IHWP),
which flips the sign of the circularly polarized light incident on the photocathode.
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FIG. 4.3: Structure of GaAs crystal. Electrons are excited by circularly polarized
light from the m = ±3/2 state in the valence band to the m = ±1/2 state in the
conduction band.
4.3 Hall A Beamline
The gp2 experiment required a large-scale installation in Hall A. A top view of
the beamline can be seen in Fig. 4.4. Details of each subsystem will be discussed in
the following sections.
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FIG. 4.4: Diagram of the beamline in Hall A
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4.3.1 Beam Position
Beam position monitors (BPMs) are located at 7.524 m and 1.286 m upstream
of the target and are used to provide a non-invasive measurement of the position
and direction of the beam at the location of the target [69]. Comprised of four
antennae situated at 90 degrees to one another, they are positioned perpendicular
to the beam to provide a high resolution measurement of the beam position. The
signal produced by the beam passing through the BPM is inversely proportional
to the distance from the beam. Calibration of the BPMs is done using two wire
scanners called harps, located adjacent to the BPMs. The harp consists of 3 wires,
oriented vertically, and at ±45◦. Harp measurements are invasive; the wires are
scanned through the beam and the current in the wires is measured.
4.3.2 Beam Current
Two beam current monitors (BCMs) are used to get an accurate measurement
of the beam current. Located 25m upstream from the target, the BCMs are stainless-
steel cylindrical high-Q (∼3000) resonant cavities tuned to the frequency of the beam
(1.497 GHz) [69]. The output voltage levels are proportional to the beam current.
Standard BCMs have a linearity good to 0.2% up to 180 µA and down to 1 µA. For
this experiment, low beam currents (50-100 nA) were used to minimize radiation
damage and depolarization of the target. New BCM readout systems were installed
that were designed to work with these low currents. A tungsten calorimeter [71]
was used to calibrate the BCM for currents less than 3 µA. The calorimeter is used
to determine the average beam current by measuring the temperature change over
time in a metal slug that has been exposed to the electron beam.
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4.3.3 Rasters
In addition to using low beam currents, a raster system is used to minimize
heating of the target. The existing Hall A fast raster was used in combination with
a newly installed slow raster, located upstream of the target. Located 23 m upstream
of the target, the fast raster is made up of two dipole magnets; one vertical and one
horizontal. The beam position is moved with a time-varying magnetic field with a
triangular waveform, allowing for a uniform intensity distribution of beam on the
target.
The electronic design of the fast raster [8] utilizes an “H-bridge”; a pair of switches
that open and close at a rapid rate of 25 kHz. When one switch is closed, the current
is driven by HV supplies and rises exponentially:
I(t) =
ε
R
￿
1− e− tτ
￿
(4.1)
where the time and voltage are t and ε, respectively and τ = LR is the time constant
with inductance L and resistance R.
The slow raster is necessary to evenly distribute the heating and ionizing effect
on the target. By linearly scanning the beam, increases in the target temperature
are minimized [72]. The fast raster generates a 4 mm x 4 mm square pattern while
the slow raster can increase this size up to 2.5 cm x 2.5 cm. With this size, variations
in the density due to heating are limited to a few percent at a beam current of 100
nA [56]. In Fig. 4.5 sample raster patterns can be seen. A larger beam pipe is
needed after the slow raster to account for the large beam size.
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FIG. 4.5: An example of the raster patterns from the fast and slow raster. The fast
raster pattern is 4 mm x 4 mm, while the slow raster pattern can be as large as 2.5
cm in diameter.
4.3.4 Chicane Magnets
The target polarization for the majority of the experiment was perpendicular to
the beam axis, resulting in a significant deflection of the beam for low energy elec-
trons. To combat this, a pair of chicane magnets (dipole magnets) was utilized [56].
The first chicane, located 10 m upstream of the target, gives the beam a kick out of
the horizontal plane. The second chicane, located 4 m upstream of the target, bends
the beam back onto the target with the necessary angle to compensate for the 5 T
target magnetic field, as seen in Table 4.2. BPMs were placed before and after the
chicane to ensure proper beam transport. A diagram of the beamline setup with
the chicanes is shown in Fig. 4.6.
4.3.5 Beam Energy Measurement
The beam energy is measured by the Arc method [69], which measures the
deflection of the beam in the arc section of the beamline while the beam is tuned in
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Figure 14: Beamline schematic indicating the location of the fast/slow rasters, Secondary Emission Monitor (SEM), tungsten
calorimeter and the chicane magnets. The second dipole is located on a hydraulic stand in order to accommodate the range
of vertical displacements needed (see Table 3). Distances are with respect to the polarized target center, at the far right of
the diagram.
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FIG. 4.6: A schematic of the beamline including the location of the chicane magnets.
The second chicane is mounted on a hydraulic stand to accommodate the range of
deflection angles (T ble 4.2). Re rodu e from [56].
Beam Energy Deflection Angle
(GeV) (deg)
1.1 11.7
1.7 7.6
2.2 5.9
3.3 3.9
TABLE 4.2: Deflection angles due to the 5 T target magnetic field for each energy
setting used in the experiment.
dispersive mode. The momentum of the beam, p, can then be related to the integral
of the magnetic field ￿B of the eight dipoles and the net bend angle through the arc
section, θ, as:
p = k
￿
￿B · ￿dl
θ
(4.2)
where k = 0.299792 GeV rad T−1 m−1/c. This method relies on two simultaneous
measurements; the bend of the arc, which is based on a series of wire scanners, and
the magnetic field integral of the eight dipoles in the arc.
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4.3.6 Beam Polarization
Knowledge of the beam polarization is important in determining the physics
asymmetry. Although Hall A has two independent methods for measuring beam
polarimetry, for this experiment we used only the Møller polarimeter [69]. The
principle of Møller scattering is the scattering of polarized electrons from a magne-
tized foil via the reaction ￿e − + ￿e − → e− + e−. In Hall A, the target for the Møller
polarimeter is a ferromagnetic foil, magnetized in a field of about 24 mT along its
plane. The cross section of this reaction is dependent on the polarization of the
beam and the foil target:
σ ∝
￿
1 +
￿
i=X,Y,Z
￿
AiiP
target
i P
beam
i
￿￿
(4.3)
where X,Y and Z define the projections of the polarizations. Here we will say the
beam travels in the Z direction and the electron scattering occurs in the ZX plane.
The analyzing power (A) is dependent on the scattering angle in the center-of-mass
frame (θCM):
AZZ = −sin
2 θCM(7 + cos2 θCM)
(3 + cos2 θCM)2
(4.4)
AXX = −AY Y = − sin
4 θCM
(3 + cos2 θCM)2
(4.5)
The purpose of the polarimeter is to measure the longitudinal component of
the beam polarization, which can be extracted from AZZ . The maximum value of
this quantity, AZZ = 7/9, occurs at θCM = 90◦.
The asymmetry is measured at two different target angles, ± ∼ 20◦, with
the results being averaged. An asymmetry is measured in order to avoid many of
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FIG. 4.7: Components of the Møller polarimeter system [69]. The top diagram
shows a side view of the system while the bottom diagram give a top view.
the systematic uncertainties that arise in a cross section measurement. The target
polarization can have both longitudinal and transverse components, but since the
transverse component has opposite signs for these target angles, the transverse com-
ponents cancel out when the average is taken. It is also possible to minimize the
contribution from false asymmetries by taking subsequent measurements with the
target polarized in the opposite direction. The scattered electron events are selected
by a magnetic spectrometer comprised of 3 quadrupoles and 1 dipole, as can be seen
in Fig. 4.7. The non-scattered electron beam passes through a 4 cm hole into a 6
cm thick steel plate. The detector itself is made up of two lead glass calorimeters
modules, split into two arms in order to allow for scattered electrons to be detected
in coincidence. The beam polarization measurements provided by the Møller po-
larimeter have a typical statistical uncertainty of about 0.2%. This measurement is
invasive and takes a couple hours to complete, so Møller measurements were only
taken once per beam energy setting.
53
4.4 The Polarized NH3 Target
A polarized ammonia target (NH3) was used for this experiment. This solid
target had been used previously in Hall C, but this experiment marked the first time
it had been installed in Hall A. This section will discuss the target setup and the
Dynamic Nuclear Polarization process used to polarize the ammonia material.
4.4.1 Dynamic Nuclear Polarization
To start the polarization process, the ammonia material is cooled to a low tem-
perature and placed in a strong magnetic field. The material is polarized according
to Boltzmann statistics,
PTE =
e
µB
kT − e−µBkT
e
µB
kT + e−
µB
kT
= tanh
￿
µB
kT
￿
(4.6)
where T is the temperature, B is the magnetic field, k is the Boltzmann constant
and µ is the magnetic moment of the particle. (Eqn. 4.6). In the case of an elec-
tron/proton, this would result in two states, spin up or spin down, as shown in
Fig. 4.8.
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FIG. 4.8: When placed in a strong magnetic field and cooled to a low temperature,
particles will align according to Boltzmann statistics. The particles will split into
two states; spin up and spin down.
For a temperature of 1 K and a magnetic field of 2.5 T, a configuration used
during the experiment, the electron polarization is above 90%, but the proton po-
larization is only 0.25%. This is a good starting point, but clearly not practical for
experimental purposes. To enhance this polarization a technique called Dynamic
Nuclear Polarization (DNP) [73–75] is used, which takes advantage of electron-
proton spin coupling. The Hamiltonian of this system (Eqn. 4.7) contains the Zee-
man energy for the electron and proton as well as a spin-spin interaction term, Hss,
which creates mixing, allowing access to previously “forbidden” transitions.
H = ￿µe · ￿B + ￿µp · ￿B +Hss (4.7)
By carefully tuning microwaves to the energy of the band gap between the two
states, we can align the spin of the electron and proton.
For example, by tuning the microwaves to a frequency equal to the difference be-
tween the electron paramagnetic resonance (EPR) and the proton nuclear magnetic
resonance (NMR), the electron and proton will be aligned in the spin up state. Using
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FIG. 4.9: By carefully tuning microwaves to the proper frequency, it is possible to
align (or anti-align) the spin of the electron and proton.
a similar method, the proton and electron spins can also be anti-aligned (Eqn. 4.8).
e↓p↓ → e↑p↑ νµ = νEPR − νNMR
e↓p↑ → e↑p↓ νµ = νEPR + νNMR
(4.8)
The alignment of the electron and proton spin is not permanent; the electron
will relax back into the lowest energy state very quickly, on the order of milliseconds.
The proton, however, will take on the order of tens of minutes to relax. Since the
electron relaxation time is so much quicker, the electrons can be re-used to polarize
additional protons. As long as the rate of proton polarization is greater than the
rate of proton relaxation, the polarization will grow and can be maintained with
microwaves.
4.4.2 Target Setup
An extensive setup [76] is necessary to maintain the low temperature and high
magnetic field required by the DNP process (Fig. 4.10). Several months before the
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original start date of the experiment, a test was being performed on the target
magnet prior to its installation in Hall A when it shorted during a large quench
and was damaged beyond repair. Fortunately, an alternate magnet from Hall B
was identified as a suitable replacement, and the target group was able to modify
it quite successfully. The magnet is a niobium-titanium split-pair magnet. In order
for the DNP process to be efficient, the magnetic field must not only be strong,
but also very uniform over the volume of the material. The open geometry of the
magnet allows the beam to pass through in both the parallel and perpendicular
configurations. In addition, the method to rotate between target configurations was
also improved. The previous method took several hours, multiple sets of hands, a
crane, and required the refrigerator to be isolated and the diffusion pumps powered
down. The new design features a custom designed large bore diffusion pump rotary
seal, and the transition between configurations can be performed by a single person
in approximately 10 minutes. A reservoir of liquid helium maintained at 4 K is
used to cool the magnet and maintain its superconductivity. For this experiment,
several modifications were made to the design and construction of the refrigerator;
improved techniques were used to make the system more leak tight and overall more
reliable. This reduced the fridge temperature to 1.1 K with 3 W microwave power.
The target stick can be seen in Fig. 4.11. It was re-designed prior to this
experiment to make it more rigid and less cumbersome, making it easier to insert at
a repeatable orientation. The stick contains two ammonia samples, a polyethylene
disk (used for optics studies) and a carbon disk, empty hole and “dummy” cell used
for dilution runs. The dummy cell was identical to the ammonia cells in that it
included aluminum foils and an NMR coil, but did not contain any ammonia beads.
The choice of NH3 as a proton target material was made for several reasons. It is
capable of reaching high polarizations: above 90% at the 5 T magnetic field setting.
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FIG. 4.10: A cross section of the polarized target setup which shows the location of
the magnet, NMR coil, and liquid helium and nitrogen reservoirs used to cool the
setup.
In addition, is polarizes very quickly, on the order of 30 minutes or less, compared to
other materials, such as lithium hydride, which can take on the order of hours. The
solid ammonia also holds up very well to radiation damage, which was important
to minimize down time during the run period. Prior to bringing the target material
to JLab, the ammonia was irradiated at the NIST 10 MeV linear accelerator in
order to produce additional radicals in the material. Considered a“warm dose”,
meaning above 77 K, this process provides NH2 radicals, which allow the material
to polarize faster when placed in the beam. Later on, when the material is cooled
below 4 K and irradiated by the electron beam in Hall A, atomic hydrogen radicals
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are produced. The irradiation is what causes the solid ammonia beads to turn a
deep purple color, as seen in Fig. 4.11. The number of radicals in the material must
be carefully balanced; they are necessary for the DNP process, but they also offer
a short cut for proton de-polarization. As the target accumulates radiation, there
will be an excess of these radicals, and the DNP process will become inefficient. To
counteract this effect, the target is annealed by heating the material. This forces
the radicals to recombine, thus allowing the material to again reach high levels of
polarization. There is a limit to how many times the material can be annealed,
and the maximum achievable polarization will decrease with each anneal. At some
point, the build up of radicals will be too large and the material will have to be
replaced.
Microwaves are necessary to drive the spin transitions. They are provided via
an Extended Interaction Oscillator (EIO) tube and carried via waveguides to a horn
positioned near the ammonia cup. As radiation damage accumulates, the opti-
mal frequency for the microwaves will change, so the frequency must be constantly
tweaked throughout the run period. To measure the proton polarization, an nuclear
magnetic resonance (NMR) system is used. An LCR circuit is constructed with the
capacitance chosen such that the resonance frequency of the circuit is equal to the
Larmor frequency of the proton. The power lost or gained in the circuit can be
observed versus frequency using a Q-meter, which measures the quality factor of a
given circuit. The inductor of the circuit is imbedded in the target material, and an
RF generator sweeps through a range of frequencies which includes the resonance
of the circuit. More details of the NMR signal analysis will be discussed in Sec. 5.7.
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FIG. 4.11: The end of target insert containing, from left to right, a carbon disk,
a “dummy” cell, and two ammonia cells, which have aluminum foil caps. The full
insert is roughly 1.5 m long, and the ammonia cells have a diameter of 2.5 cm.
4.5 High Resolution Spectrometers
Hall A contains two identical High Resolution Spectrometers (HRS), one on
each side of the beam line. From here on, they will be referred to as the Left HRS
(LHRS) and Right HRS (RHRS). The purpose of the HRS is to select scattered
electrons in a small range of momentum and scattering angle and transport them to
the detector stack. Each spectrometer contains 3 quadrupole and 1 dipole magnet
in a QQDQ configuration (Fig. 4.12). The 3 superconducting quadrupoles (Q1, Q2
and Q3) provide focusing; Q1 focuses in the vertical plane while Q2 and Q3 focus
in the transverse plane. The superconducting dipole magnet has a vertical bend of
45◦, resulting in a momentum resolution on the 10−4 level. A summary of the other
characteristics of the left and right HRS can be seen in Table 4.3.
4.6 Detector Stack
The detector packages for each of the HRSs contain a series of detectors to
provide tracking and particle identification information. A pair of vertical drift
chambers provide the particle trajectory for use in target reconstruction. When
coupled with the dipole, they also provide the momentum resolution. Two planes of
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FIG. 4.12: HRS diagram. Reproduced from [69].
scintillator paddles, located ∼2 m apart make up the trigger for the data acquisition
system. Sandwiched in between the scintillator planes is a Cherenkov threshold
detector used for particle identification. Finally, there are two layers of lead glass
that also provide particle identification information, particularly pion rejection. The
details of these detectors will be discussed in this section.
4.6.1 Vertical Drift Chambers
The vertical drift chambers (VDC) are comprised of 4 total wire chambers in a
UV configuration [77]. The U and V planes are oriented orthogonal to one another
and lie in the horizontal plane of the laboratory, at a 45◦ angle to the dispersive
and non-dispersive directions. Each plane contains 368 sense wires with a spacing
of 4.24 mm, and the spacing between the upper and lower UV planes is 335 mm.
The VDCs are filled with a 62/38 gas mixture of argon and ethane. The ar-
gon functions as the ionizing medium while the ethane absorbs the photons pro-
duced from ionization. Charged particles which enter the VDCs collide with the
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Bending angle 45◦
Optical length 23.4 m
Momentum range 0.3-4.0 GeV/c
Momentum acceptance −4.5% < δp/p < +4.5%
Momentum resolution 1× 10−4
Dispersion at the focus (D) 12.4 m
Radial linear magnification (M) -2.5
D/M 5.0
Angular range LHRS 12.5◦ − 150◦
Angular range RHRS 12.5◦ − 130◦
Angular acceptance horizontal ±30 mrad
Angular acceptance vertical ±60 mrad
Angular resolution horizontal 0.5 mrad
Angular resolution vertical 1.0 mrad
Solid angle at δp/p = 0, y0 = 0 6 msr
Transverse length acceptance ±5 cm
Transverse position resolution 1 mm
TABLE 4.3: Characteristics of the HRS. Reproduced from [69].
gas molecules creating electron-ion pairs. The VDC electric field is shaped by gold-
plated Mylar planes, held at -4 kV. Ionized electrons drift along the radial electric
field lines, rapidly accelerating towards the wires when close. This acceleration can
cause many secondary electrons to be produced. The resulting avalanche of elec-
trons produces a detectable signal on the wire. Electrons that travel across the
wires at a angle of 45◦ will normally produce a cluster of four to six wires per plane.
This provides accurate reconstruction of the particle’s trajectory. The tracks can be
reconstructed using the timing information provided by time-to-digital converters
(TDC) which can be used to determine the drift distance between each wire and the
track. Using a linear fit of drift distances versus wire position, the cross-over point
of the trajectory can be determined.
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FIG. 4.13: A diagram of the vertical drift chambers.
4.6.2 Scintillator Planes
Two planes of scintillators are used to form the trigger for the data acquisition
system (DAQ). The two planes, S1 and S2m, as seen in Fig. 4.14, are separated
by a distance of about 2 m and are made up of overlapping paddles of scintillator
plastic (5 mm and 50 mm BC408, respectively) [69]. The S1 plane is made up of
6 overlapping paddles, while the S2m plane is comprised of 12 paddles; all paddles
are monitored by a pair of photomultiplier tubes (PMTs). The timing resolution
for each plane is about 0.3 ns. The singles trigger (T1 on the RHRS and T3 on the
LHRS) is formed by the following requirements:
• The left and right PMT both fire on a paddle in S1
• The left and right PMT both fire on a paddle in S2m
• The S1 and S2m paddles both fire within a specified timing window
A secondary trigger (T2 and T4 on the right and left HRS, respectively) is used
to monitor the efficiency of the main trigger. The efficiency trigger is exclusive of
T1(T3) and requires that either S1 or S2m fire (but not both), and that a signal was
seen in the gas Cherenkov. These represent “good” electrons events when one of the
scintillator planes failed to detect a particle. After a trigger is formed, the signal is
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sent to the trigger supervisor (TS). During periods of high rates, the DAQ cannot
record every event; the trigger supervisor decides which events should be recorded.
The fraction of events which the DAQ records is represented by the deadtime (DT )
or livetime (LT = 1 − DT ). The deadtime comes from two sources; computer
deadtime and detector deadtime. The computer deadtime is related to the speed
of the data processing power, and can be decreased by scaling the incoming events
with a prescale value (ps) at the TS. That is, only 1 of every ps events will be
recorded by the DAQ. Electronic deadtime can also arise due to the response of the
detectors, but this is negligible compared to the computer deadtime. A discussion
of the LT analysis will be seen in Sec. 5.2.4.
FIG. 4.14: A diagram of the S1 and S2m scintillator planes.
4.6.3 Gas Cherenkov
A gas Cherenkov detector [78] is sandwiched between the two scintillator planes.
When light travels through a transparent medium, such as a gas or a liquid, the
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velocity of light is decreased according to the index of refraction (n) of that medium.
While the velocity of a particle is limited to the speed of light in a vacuum, c, a high
energy particle with velocity βc may exceed the velocity of light within the medium￿
c
n
￿
. Analogous to a sonic boom created by a supersonic aircraft, an electromagnetic
shockwave is produced, known as Cherenkov radiation [79]. The wave is emitted in a
conical pattern, as seen in Fig. 4.15. The threshold for the production of Cherenkov
radiation is given by
βc ≥ c
n
⇒ β ≥ 1
n
. (4.9)
This velocity-dependent threshold makes the detection of Cherenkov light a very
effective method to discriminate between particles of differing mass. In this case,
the detector is filled with CO2, which has an index of refraction of n = 1.00041.
The momentum threshold is dependent on the mass of the particle and is given by
p =
mc√
n2 − 1 . (4.10)
For this material, the momentum threshold for electrons is ∼0.017 GeV, whereas
the threshold for pions is ∼4.8 GeV, above the acceptance for the spectrometers.
In this way, the detector allows for good particle detection, since only electrons will
produce a trigger in the detector.
The detector has a path length of 1.5 m. Once the Cherenkov light is produced,
it is focused onto 10 PMTs by 10 spherical mirrors which partially overlap to avoid
“dark zones” between adjacent mirrors. The signal from the PMTs passes through
an analog-to-digital converter (ADC) and is summed together, representing the total
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FIG. 4.15: Cherenkov radiation is emitted in a cone. The angle θ is given by
cos θ = 1nβ .
light output from that electron event. A background signal is present and comes
mainly from δ-electrons produced by interactions of pions with materials inside the
detector. The Cherenkov detector analysis will be discussed more thoroughly in
Sec. 5.2.1.
4.6.4 Electromagnetic Calorimeters
The gas Cherenkov detector provides the first stage of pion rejection, but the
electromagnetic calorimeters provide further particle identification. The calorime-
ters take advantage of pair-production and bremsstrahlung radiation, which is the
electromagnetic radiation produced by the deceleration of a charged particle when
deflected by another charged particle. When a charged particle passes through the
dense lead glass bricks which make up the calorimeters, a shower of photons and
electron-positron pairs is produced. The light produced by the cascade is linearly
proportional to the energy deposited, and is collected by PMTs mounted to the lead
glass blocks.
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FIG. 4.16: A diagram of the gas Cherenkov counter showing the spherical mirrors
focusing Cherenkov light onto the PMTs.
The left and right HRS calorimeters are slightly different in construction [69].
The RHRS calorimeter is a total energy absorber, meaning the full energy of the
scattered electron will be deposited in the calorimeter. The first layer, called the
preshower, is comprised of forty-eight lead glass blocks, oriented perpendicular to
the particle track. Each block is 10 cm x 10 cm x 35 cm. The second layer, the
shower, is composed of eighty blocks, oriented parallel to the particle track. Each
block in the shower is 15 cm x 15 cm x 35 cm. On the LHRS, the two layers are
each made of thirty-four blocks, oriented perpendicular to the particle trajectory.
The blocks in the first layer are 15 cm x 15 cm x 30 cm while the blocks in the
second layer are 15 cm x 15 cm x 35 cm. The LHRS calorimeter differs from that
of the RHRS because it is not a full energy absorber. Analysis of the lead glass
calorimeters will be discussed later in Sec. 5.2.2.
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FIG. 4.17: The lead glass calorimeters on the left and right HRS.
4.7 Third Arm Detector
The third arm detector was designed for the gp2 experiment to measure the elas-
tic asymmetry of the recoil proton [80]. Using this asymmetry, it would be possible
to get a relative measurement of the product of the beam and target polarization.
The detector is comprised of a dE and E scintillator plane, as shown in Fig. 4.18.
The dE plane was 1.2 cm thick and the E plane was ∼5 cm thick. The detector was
mounted to the left of the scattering chamber at 74◦. In addition to its intended
use, the third arm detector was useful as a beam position monitor. The beam pipe
was in the acceptance of the third arm, so if the beam was scraping the beam pipe
or the target frame, hot spots could be seen in the third arm data.
68
Third Arm!
courtesy Kalyan Allada and Chao Gu!
Measure the asymmetry of the elastic recoil proton !
Relative measurement of the product PBPT !
Non-magnetic: sampling set by the trigger threshold!
Very useful as an independent Beam position monitor.!
FIG. 4.18: Diagram of the third arm detector.
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CHAPTER 5
Analysis
To extract the polarized spin structure functions, two physics quantities are
needed, the asymmetry and the unpolarized cross section. These quantities were
measured using a polarized electron beam and a polarized NH3 target. This chap-
ter will give an overview of the analysis method and discuss details of the inputs
necessary for extracting the asymmetry and cross section.
5.1 Asymmetries and Cross Sections
The physics asymmetry is defined as the difference in polarized cross sections
over the sum. The longitudinal (A￿) and transverse (A⊥) asymmetries can be written
as
A￿ =
d2σ↓⇑
dE￿dΩ − d
2σ↑⇑
dE￿dΩ
d2σ↓⇑
dE￿dΩ +
d2σ↑⇑
dE￿dΩ
, (5.1)
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and
A⊥ =
d2σ↓⇒
dE￿dΩ − d
2σ↑⇒
dE￿dΩ
d2σ↓⇒
dE￿dΩ +
d2σ↑⇒
dE￿dΩ
. (5.2)
The electron spin is polarized either parallel or anti-parallel to the direction of the
beam and is denoted by ↓↑. The target spin is given by ⇑ if polarized along the
direction of the electron beam, or ⇒ if polarized in the transverse configuration.
The raw asymmetry is calculated using the number of events in the ± helicity
state,
Araw =
N+
LT+Q+ − N
−
LT−Q−
N+
LT+Q+ +
N−
LT−Q−
, (5.3)
where N±, LT± and Q± are the number of accepted events, livetime and charge,
respectively. The physics asymmetry can then be calculated using,
Aphys￿,⊥ = ±
1
fPbPt
Araw￿,⊥ , (5.4)
where Pb is the beam polarization, Pt is the target polarization, and f represents
the dilution factor that accounts for events that scatter from unpolarized material
in the target. The sign of the asymmetry is dependent on the target spin direction,
the status of the IHWP, and which spectrometer the data was taken with.
The Born asymmetries are calculated by applying radiative corrections:
ABorn￿,⊥ = A
phys
￿,⊥ +∆A
ext
RC +∆A
int
RC , (5.5)
where ∆AextRC and ∆A
int
RC represent the corrections for external and internal radiative
effects, respectively.
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The unpolarized cross section can be calculated using
σraw0 =
d2σraw
dΩdE ￿
=
psN
NinρLT ￿det
1
∆Ω∆E ￿∆Z
, (5.6)
where the variables are defined as:
• N : the number of detected electrons that survive the particle identification and
acceptance cuts
• ps: the prescale factor for the singles trigger
• Nin = Q/e: the number of electrons incident on the target, determined from the
total charge accumulated
• ρ: the target density
• LT : livetime correction for computer and electronic deadtime
• ￿det: the product of hardware and software detector efficiencies (including gas
Cherenkov and lead glass calorimeter detector efficiencies, trigger efficiencies,
and VDC multitrack efficiencies)
• ∆Ω: solid angle acceptance, as seen by the spectrometer
• ∆E ￿: momentum acceptance, as seen by the spectrometer
• ∆Z: target length, as seen by the spectrometer
To calculate the experimental cross section, the contribution from materials other
than hydrogen in the target must be subtracted from the raw cross section:
σphys0 = σ
raw
0 −
ρN
ρH + ρN + ...
σN (5.7)
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Finally, the Born cross section can be determined after applying internal and exter-
nal radiative corrections:
σBorn = σexp0 +∆σ
ext
RC +∆σ
int
RC . (5.8)
The cross section difference used is then given as the product of these two quantities:
∆σphys￿,⊥ = 2A
phys
￿,⊥ σ
phys
0 (5.9)
5.2 Detector Calibrations and Efficiency Studies
A diagram of the HRS detector stack is shown in Fig. 5.1. The details of
the HRS detectors were discussed in Sec. 4.6. The detector stacks in the left and
right HRSs are nearly identical, with the exception of the lead glass calorimeters.
This section will describe the details of the calibration and efficiency studies of each
component.
5.2.1 Gas Cherenkov
For analysis purposes, the signals from the 10 ADC channels of the gas Cherenkov
are summed and a cut is placed on the final distribution to distinguish between elec-
trons and pions. Before the 10 PMT channels can be combined, a software gain is
adjusted to align the single photoelectron peak of each channel. A good electron
event will produce multiple photoelectrons in the gas Cherenkov, so events that
fall in the single photoelectron peak will be removed for the final analysis. Single
photoelectron events could result from secondary scattering within the detector, or
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FIG. 5.1: Components of the detector stack on the RHRS including vertical drift
chambers (VDCs), two planes of scintillators, a gas Cherenkov and two layers of
lead glass bricks that form an electromagnetic calorimeter.
from noise in the photomultiplier tube.
It can be difficult to isolate the single photoelectron peak, as the number of
events is much smaller than in the main Cherenkov peak. Several runs within a
kinematic setting were combined to achieve a significant number of events. To
isolate the peak, tight cuts were made on the Cherenkov TDC. Each peak was fit
with a Landau-Gaussian convolution function; the shape of the peak is Gaussian,
but the addition of a Landau function accounts for the residual background tail
leftover after cuts are applied. Once the center of the peak is determined from
the fit, a calibration constant is determined to shift that peak to channel 100. An
example of the single photoelectron peak with the described fit is shown in Fig. 5.2.
5.2.2 Lead Glass Calorimeters
Electromagnetic Calorimeter:
Energetic particles passing through a dense medium will produce a cascade of
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FIG. 5.2: Isolated single photoelectron peak, with Landau-Gaussian fit.
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FIG. 5.3: Front view of the lead glass calorimeter layout. On the left is the layout of
the pion rejectors in the LHRS; both layers are identical. On the right is the layout
of the preshower and shower layers in the RHRS.
secondary particles (γ, e+, e−). This shower of particles will continue to propagate
through the medium, converting the energy of the original particle to heat and light.
An electromagnetic calorimeter relies on the collection of this light to determine the
energy of the incident particle. In this section, the layers of the LHRS calorimeter
will be referred to as the first and second layer of the pion rejector and the RHRS
calorimeter will be referred to as the preshower and shower. In both systems, the
calorimeters are composed of lead glass bricks, with each segment monitored by a
photomultiplier tube. The layout of these detectors is shown in Fig. 5.3.
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Calorimeter Calibration Technique:
To calibrate the detector, the raw ADC signal from each PMT must be con-
verted to the energy deposited by the particle. The cascade of secondary particles
is typically spread over several adjacent blocks. The output of these segments must
be integrated over the total detectable signal to determine the original energy. As
described in Sec. 4.6.4, the lead glass calorimeters are slightly different in the left
and right HRSs. The LHRS layers are identical, while the shower layer on the RHRS
is much thicker than the preshower layer.
First, we discuss the RHRS case; a set of calibration coefficients must be deter-
mined to transform the ADC amplitude of each block into a corresponding energy de-
position. Since the total energy of the electron is deposited in the preshower/shower
combination, the calibration constants can be determined by minimizing the follow-
ing function [81]:
χ2 =
n￿
i
￿￿
j
Cj ·
￿
Aij − Pj
￿
+
￿
k
Ck ·
￿
Aik − Pk
￿− P ikin
￿2
(5.10)
where:
• i = # of the selected calibration event
• j (k) = # of the preshower (shower) block included in cluster
• Aij (Aik) = amplitude value in the jth preshower (kth shower) block
• Pj (Pk) = mean value of the pedestal of the jth preshower (kth shower) channel
• P ikin = momentum of the particle
• Cj (Ck) = calibration constants to be determined for the preshower (shower).
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FIG. 5.4: An example of the cuts applied to the golden variables θ,φ and dp to
get rid of events on the edge of the acceptance. The blue line represents the raw
variable, while the green shaded in regions show the selected events.
In total, there are 128 calibration constants; 48 for the preshower layer and 80 for
the shower layer.
To optimize the calibration, events were first selected to ensure a pure electron
sample. Loose software cuts were made on the golden track variables, θ,φ and dp
to get rid of events on the edge of the acceptance (see Fig. 5.4), as well as a cut to
require only single track events. The golden track variables represent the best track
in the transport coordinate system. The transport coordinate system represents
the coordinate system at the VDCs, rotated clockwise by 45◦ around the y-axis, so
that z of the transport system coincides with the central ray of the spectrometer.
Additionally, a cut was placed on the gas Cherenkov sum, well above the single
photoelectron peak, to ensure only good electron events were selected.
The code used to perform the χ2 minimization was based on code written by
H.-J. Lu et. al. [81]. Once the calibration constants are produced and added to the
run database, the calibration can be checked by looking at the Etot/p distribution,
where Etot is the total energy deposited in the detector and p is the momentum of
the particle. The total energy deposited in the preshower/shower can be written as
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a sum over the blocks (M) in each layer,
Etot = Eps + Esh =
￿
j￿M ips
Cj ·
￿
Aij − Pj
￿
+
￿
k￿M ish
Ck
￿
Aik − Pk
￿
. (5.11)
For electrons, this distribution should be centered around 1, with the width of
the peak representing the resolution. An example is shown in Fig. 5.5. For this
experiment, we took data over a large range of momentum settings. The same
calibration coefficients were not suitable for every setting. In total, 11 different
calibration constant configurations were used for the RHRS calorimeters.
Now we can consider the case of the LHRS. The lead glass calorimeters on the
LHRS were constructed in a slightly different design. Since the overall thickness of
the combined layers is not as thick as in the RHRS, the total energy of the electron
is not deposited in the detector. The calibration procedure described for the RHRS
is not valid here, as it assumes total absorption of the electron energy. For the
LHRS calibration, it is assumed that the longitudinal shower will obey a gamma
distribution:
dE
dt
= E0β(βt)
α−1 e
−βt
Γ(α)
(5.12)
where
α− 1
β
= ln
￿
E0
Ec
￿
− 1, (5.13)
where E0 is the electron momentum, Ec = 15.8 MeV is the critical energy, and t is
the radiation thickness. Along the y-direction width, the full energy is deposited,
but along the x-direction it is assumed that only 95% of the energy is deposited.
The calibration constants can be determined using Eqn. 5.14, where µ, ρ and β are
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FIG. 5.5: An example of the Etot/p distribution for the LHRS pion rejectors (left)
and RHRS preshower/shower (right). Since the LHRS pion rejector is not an total
energy absorber, the distribution is not centered around 1.
free parameters:
ρEprl1 + µEprl2 =
￿
dE
dt
. (5.14)
The quantity dEdt is defined in Eqn. 5.12, and Eprl1 and Eprl2 are the energy deposited
in the first and second layer of the pion rejector, respectively.
Similar to the RHRS, the calibration can be tested by looking at the Etot/p0
distribution. In contrast to the RHRS, the distribution will not be centered around
1, since the total energy is not absorbed by the calorimeter. An example of this dis-
tribution is seen in Fig. 5.5, again, the width of the distribution gives the resolution
of the calibration. A total of 3 different sets of calibration constants were used for
the LHRS calorimeters.
5.2.3 Efficiency Studies
To ensure a good electron sample, cuts were applied to the data to select
a pure electron sample. The cuts applied are the same as those used for the
preshower/shower calibration described in the previous section.
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FIG. 5.6: An example of the method to determine the detection efficiency for the
lead glass calorimeters. On the left, the shaded region represents a selection of events
that triggered the gas Cherenkov. On the right are the events from this selection
that also triggered the lead glass calorimeter.
The detection efficiency is an indicator of the performance of the detector
throughout the run period. To determine the detector efficiency for the lead glass
calorimeters on the RHRS, a selection of electrons was made that triggered the gas
Cherenkov and fell well above the single-photoelectron peak threshold. The number
of these events that also trigger the preshower and shower were then counted. An
example of these cuts can be seen in Fig. 5.6. The efficiency can then be calculated
as such:
numcer = # of events selected in gas Cherenkov
numpr = # of events also detected in the calorimeter
efficiency = numprnumcer .
Since the LHRS is not a total energy absorber, it was necessary to alter this
procedure slightly. It was found that the detection efficiency dropped considerably
for momentum settings lower than 0.9 GeV. The problem, however, appears not to
be an actual inefficiency of the system, but rather a consequence of the design of
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FIG. 5.7: Detector efficiencies for the electromagnetic calorimeter in the left and
right HRS. The data points include one representative run for each kinematic setting.
the detector. For low momentum settings, some electrons deposit the majority of
their energy in the first layer of lead-glass, therefore not firing the second layer. To
account for this, a separate condition was created for these low momentum settings.
An event would still be counted even if it had no hit in the second layer, as long as
the majority, that is, E ≥ Etot − 30 MeV, of the total energy has been deposited
in the first layer. The detector efficiencies for the electromagnetic calorimeters for
the left and right HRS can be seen in Fig. 5.7. The detection efficiency for the
preshower/shower is above 98.8% for all kinematic settings, and the efficiency for
the pion rejectors is above 98% with the described condition included.
To determine the detection efficiency of the gas Cherenkov, a similar proce-
dure is followed. A sample of events is selected in the lead-glass calorimeter, and
the number of these events which also fired the gas Cherenkov are counted. The
detection efficiency for the gas Cherenkov was found to be very high, above 99.8%
across the entire range of kinematics for both the left and right HRS (see Fig. 5.8).
These results, combined with those for the electromagnetic calorimeter, indicate
good detector performance throughout the run period.
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FIG. 5.8: Detector efficiencies for the gas Cherenkov on the left and right HRS. The
data points include one representative run for each kinematic setting.
5.2.4 Scintillator Trigger Efficiencies
Overview of the Trigger: As described in Sec. 4.6.2, this experiment used the S1
and S2m scintillator planes along with the gas Cherenkov counter to produce two
separate singles trigger. The main trigger, used for data acquisition, is defined by
a particle passing through both scintillator planes. It is referred to as T1 on the
RHRS, and T3 on the LHRS. Physically, it is defined as the logical AND of the
following conditions:
• Both the left and right PMTs of 1 segment of S1 fire.
• Both the left and right PMTs of 1 segment of S2m fire.
• The event causes both S1 and S2m to fire.
There was no restriction made on which segments fired in the scintillator planes
S1 and S2m. A secondary trigger, called T2 (T4) on the RHRS (LHRS) is used to
measure the efficiency of the main trigger. The efficiency trigger is formed exclusive
to the main trigger, and requires the following conditions:
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• Either the S1 or S2m planes fire (but not both).
• The event caused the gas Cherenkov to fire.
After the trigger is formed, it is sent to the trigger supervisor, which decides
whether or not the DAQ will record the event. The event rate will determine the
trigger supervisor’s ability to accept events. The DAQ deadtime is a correction
for the number of events that are not recorded by the DAQ. The deadtime can be
decreased by prescaling the events. In this way, the trigger supervisor only accepts
one of every ps events, where ps is defined as the integer prescale value.
Trigger Efficiencies and Livetime Correction:
The trigger efficiency is defined as:
Eff =
Tmain
Tmain + Teff
, (5.15)
Tmain and Teff are the total number of counts of the main and efficiency triggers
described above. There are two ways to determine the number of counts; either from
the trigger scalers or the trigger latch pattern. The trigger latch pattern shows the
pattern of triggers that co-exist for an event in the data stream. Since the trigger
latch pattern is correlated directly with correlated events, it is easier to apply event
selection cuts, but it is also susceptible to deadtime effects. It is necessary to correct
for the deadtime as follows:
Tcor =
Ti · psi
1−DTi , (5.16)
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where i is the trigger type (1-4), Ti is the number of accepted triggers, psi is the
corresponding prescale factor, and DTi is the deadtime associated with that trigger.
The livetime (LT ) is the ratio of accepted triggers to total triggers, adjusted by the
prescale factor:
LT =
psiT acci
T toti
. (5.17)
The number of accepted triggers (T acci ) is determined from the trigger latch pattern
while the total trigger count (T toti ) is determined from the trigger scalers. The
deadtime is then simply defined as DT = 1− LT .
For this analysis, cuts were placed on the data to ensure that only good electron
events were used in the efficiency calculations. These cuts are described in refer-
ence [82], along with additional details of this analysis. The results can be seen in
Fig. 5.9. Overall, the efficiencies are greater than 99.1%. There is some substructure
seen in the data; at lower momenta the trigger efficiency tends to drop off. How-
ever, the correction to the cross-section measurement for the trigger inefficiency is
less than 1%. There are a few RHRS dilution runs where the efficiency falls below
99%. To try to improve the efficiency for these runs, a cut was placed on the lead
glass. However, it had no effect. For RHRS runs taken during the 2.2 GeV, 2.5
T target field setting, the efficiency trigger (T2) was not working properly, so the
trigger efficiency was not calculated for these runs.
5.2.5 VDC Multitrack Efficiency
VDC Track Reconstruction:
To determine the momentum, it is necessary to have good position and angle
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FIG. 5.9: Trigger efficiencies; on the left (right) are results for the LHRS (RHRS).
Details of analysis can be found in [82].
reconstruction of the particle trajectories. The Vertical Drift Chambers (VDCs),
which were described in detail in Sec. 4.6.1, provide tracking information for this
purpose. While each detected event should have only one associated track in the
VDC, multiple events can be seen due to noisy wires, or, in the case of high rates,
several particles passing through the system simultaneously. For some kinematic
settings, the number of multitrack events can be as high as 30%, which, if left
uncorrected, will contribute a large uncertainty to the final cross section.
The VDC timing signal is produced by an avalanche of electrons hitting the
sense wire. This signal provides the “start” for the TDC, while the “stop” is pro-
vided by the trigger supervisor. Using the TDC signal in conjunction with the drift
velocity, the drift distance for each wire in a cluster can be determined. A linear
fit of the drift distance is then used to determine cross-over point at the sense wire
plane. In this way, the particle trajectory can be reconstructed with a position re-
construction of σx(y) ∼100 µm and angle reconstruction of σθ(φ) ∼0.5 mrad [83].
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FIG. 5.10: Probability of an event having only one track in the VDC. For kinematic
settings with a high rate, the number of multitrack events can be as high as 30%.
Full analysis details can be seen in [83].
Multitrack Efficiency:
The efficiency of the VDC is defined as:
efficiency =
Ngood
Ntotal
, (5.18)
where Ngood is the number events with a successful track reconstruction and Ntotal is
the total number of events that survive the acceptance and PID cuts. For kinematic
settings with a low event rate the fraction of multitrack events is small. For settings
with higher event rates, the multitrack events must be examined more carefully to
determine whether or not the event has at least one good track reconstruction in
the VDC [83].
To get more information about multitrack events, we can look at the energy
deposited in the calorimeters for each track. For example, let’s consider events with
2 tracks. Using E1 as the energy deposited in the calorimeter by the first track, E2
as the energy deposited by the second track, and p0 as central momentum of the
spectrometer. If E1 ￿ p0 and E2 ￿ p0, the events would not survive the PID cuts,
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so we would not expect to see a good track in the VDC. If E1 ≈ p0 and E2 ￿ p0, or
E1 ￿ p0 and E2 ≈ p0, or E1 ≈ 2p0, or E2 ≈ 2p0, although the energy deposited for
one track will not survive the PID cuts, the related track will, so we will expect to
see at least one good track. If E1 ≈ p0 and E2 ≈ p0, it is more difficult to discern
whether or not there is one good track.
For the third case, we can further examine the distance between the tracks. If
the distance between the 2 tracks is more than the width of a lead glass block, the
energy cluster associated with each event can be separated, so this event is counted
to have at least one good track. If the 2 tracks pass through the calorimeter with a
distance less than the width of one block, the associated clusters will overlap, so it
is difficult to know the energy contribution from each individual track. If the energy
deposited in one cluster is equal to twice the energy deposited in the directly pointed
blocks of another track, therefore satisfying the PID and acceptance cuts, we can
also expect this event to have at least one good track. This case arises due to knock-
out δ electrons or misre-constructed tracks in the VDC. The inefficiency caused by
multiple tracks gives the upper limit of the systematic, while the unresolved tracks
determines the lower limit of the uncertainty.
The single track probability for the left and right HRS is shown in Fig. 5.10 and
the total efficiency is shown in Fig. 5.11. After careful examination of multitrack
events, the uncertainty has been reduced to < 1% for most kinematic settings. More
details of this analysis is given in [83].
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FIG. 5.11: Total VDC efficiency, after careful examination of multitrack events.
More details of the analysis can be found in [83].
5.3 Particle Indentification Cuts
The purpose of the gas Cherenkov and calorimeter detectors is to identify good
electron events to be used in the final analysis by cutting out other events that were
detected, such as pions. There are three cuts used for particle identification; a gas
Cherenkov threshold cut, a cut on the first layer of lead glass, and a cut on the
total energy deposited in the calorimeter. These cuts are chosen to maximize pion
suppression while minimizing the inefficiency caused by cutting out good electron
events. On the RHRS, the gas Cherenkov cut was placed at channel 150, while
on the LHRS the cut was placed at channel 200. In both cases, a high detection
efficiency is maintained, as seen in Fig. 5.12.
The lead glass cuts are chosen such that the overall electron detection effi-
ciency does not fall below 99%. For the RHRS, a conservative cut is placed on
the preshower, and a separate cut is placed on the summed energy in both layers.
The cuts on the calorimeter are momentum dependent, unlike the gas Cherenkov,
which has a constant cut for every kinematic setting. For the LHRS, the cut on the
first layer of lead glass does not need to be as conservative, since more energy is
deposited in layer 1 of the pion rejector than the (thinner) preshower layer. The cut
88
 (GeV)
0
p
0.5 1 1.5 2 2.5 3
Ef
fic
ien
cy
0.99
0.992
0.994
0.996
0.998
1
Gas Cherenkov Cut Efficiency for LHRS
2.2 GeV, 2.5T, 90deg
1.7 GeV, 2.5T, 90deg
1.2 GeV, 2.5T, 90deg
1.2 GeV, 2.5T, 90deg (short cell)
2.2 GeV, 5.0T, 0deg
2.2 GeV, 5.0T, 90deg
3.3 GeV, 5.0T, 90deg
 (GeV)
0
p
0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2
Ef
fic
ien
cy
0.984
0.986
0.988
0.99
0.992
0.994
0.996
0.998
1
Gas Cherenkov Cut Efficiency for RHRS
2.2 GeV, 2.5T, 90deg
1.7 GeV, 2.5T, 90deg
1.2 GeV, 2.5T, 90deg
1.2 GeV, 2.5T, 90deg (short cell)
2.2 GeV, 5.0T, 0deg
2.2 GeV, 5.0T, 90deg
3.3 GeV, 5.0T, 90deg
FIG. 5.12: Cut efficiencies for the gas Cherenkov on the left and right HRS. The
data points include one representative run for each kinematic setting.
efficiencies are shown for the left and right HRS in Fig. 5.13. For some kinematic
settings in the 1.2 GeV energy setting, a short ammonia cell was used; separate cuts
were determined for these runs.
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FIG. 5.13: Cut efficiencies for the leadglass calorimeters on the left and right HRS.
The data points include one representative run for each kinematic setting.
The overal pion suppression can be examined by applying the 3 cuts described
above and looking at the number of pion events that remain. The effect of the
gas Cherenkov and lead glass cuts on the overall pion suppression can be seen in
Fig. 5.14. The cut on the Cherenkov removes most of the contamination, while the
cut on the first layer of lead glass removes low energy events.
In plot (C) of Fig. 5.14, the black line separates the “good” electron events from
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FIG. 5.14: An example of the particle ID cuts for a sample run with a large pion
contamination. The blue line in all three plots is the same; the total energy deposited
in the calorimeter divided by the particle’s momentum. (A) shows the effect of a
cut on the preshower layer, and (B) shows the effect of the gas Cherenkov cut. (C)
shows the result of applying both cuts, with the black line indicating the location
of the Etot/p cut.
what we will call the residual pion contamination. This represents the maximum
value of the contamination, as these events will actually be cut out in the final
analysis. The level of pion contamination, before any cuts are applied, can be
seen in Fig. 5.15 and 5.16. After PID cuts are applied, the level of residual pion
contamination is very low, with π/e < 0.0052 for all kinematic settings for both the
left and right HRS, as shown in Fig. 5.17. The PID cuts used for data analysis are
detailed in Appendix A.
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FIG. 5.15: Pion contamination before PID cuts are applied for the LHRS.
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FIG. 5.16: Pion contamination before PID cuts are applied for the RHRS.
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FIG. 5.17: Residual pion contamination after PID cuts are applied.
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5.4 Charge Asymmetry
Different amounts of beam charge can accumulate for each helicity state, which
results in a charge asymmetry:
AQ =
Q+ −Q−
Q+ +Q−
, (5.19)
where Q± is the total accumulated charge for the ± helicity state, which is mea-
sured by the BCM. The charge asymmetry could arise from imperfections in the
Pockels cell or half-wave plate in the accelerator injector. The charge asymmetry
for production runs is shown in Fig. 5.18; the measured charge asymmetry was small
throughout the run period.
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FIG. 5.18: Charge asymmetries for production runs on the left and right HRS for
the entire run period.
5.5 Livetime Asymmetry
Similarly to the charge asymmetry correction, while the livetime should be
helicity independent, circumstances can arise where there is a significant livetime
asymmetry [84]:
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• If the physics asymmetry is large and the deadtime increases quickly with DAQ
rate.
• If the event size is significantly different for ± helicity events.
• If the deadtime is unstable during the run, and therefore the average deadtime
effect will not cancel out.
The livetime asymmetry is calculated as:
ALT =
LT+ − LT−
LT+ + LT−
, (5.20)
where LT± is the helicity gated livetime for each run. As seen in Fig. 5.19, the
livetime asymmetry is small throughout the run period.
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FIG. 5.19: Livetime asymmetries for production runs on the left and right HRS for
the entire run period.
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5.6 Optics and Acceptance Studies
5.6.1 Coordinate Systems
After an event is detected by the VDCs, two spatial and two angular coordinates
can be extracted to represent the focal plane (fp) coordinate system. The quantities
xfp and θfp are given by the particle’s position and tangent of the angle made by its
trajectory projected onto the dispersive axis, and after being corrected for detector
offsets from the ideal central ray of the spectrometer. By projecting onto the non-
dispersive axis, two more quantities, yfp and φfp, can be extracted. From there,
we can determine the relative momentum (δ) and target coordinates (xtg, ytg, θtg
and φtg, which are defined in Fig. 5.20) of the system by using the optics matrix
elements. The quantity δ is defined as:
δ =
p− p0
p0
, (5.21)
where p is the measured momentum of the particle and p0 is the central momentum
setting of the spectrometer.
The target coordinate system is shown in Fig. 5.20. The sieve slit is a tung-
sten sheet with a thickness of 5mm that is used to calibrate the optics matrix (see
Fig. 5.21). The z-axis points towards the sieve slit and is perpendicular to its sur-
face. Furthermore, the z-axis can be defined as a line passing through the midpoint
of the central sieve slit hole. If the spectrometer and sieve slit offsets are zero, the
z-axis will pass through hall center, representing the origin of the target coordinate
system. In this case, the quantity L represents the distance from hall center to
the midpoint of the central hole of the sieve slit, and D is the horizontal offset of
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the spectrometer from the hall center. The xtg axis points vertically down into the
dispersive plane, while the ytg axis is parallel to the sieve surface in the transverse
plane. The quantity Θ0 represents the central angle of the spectrometer. With re-
spect to the central trajectory, θtg represents the tangent of the out-of-plane angle
and φtg represents the tangent of the in-plane angle.
FIG. 5.20: A schematic of the target coordinate system for electron scattering from
a foil target for the LHRS. Note that the xtg coordinate points into the page, and
is not shown here. Reproduced from [8].
2.3 Matrix Optimization without Target Field
The optics optimizatio procedur is always performed on a set of data with wide coverag on the
entire acc ptance of the spectrometer, which include δ for momentum, θtg and φtg for solid angle
and ytg for reaction position. For each detected eve t, the target variables can be calculated from
detector variables with optics matrix. However, these variables should be obtained in some other
ways which is not depended on the optics matrix but is precise enough. This requirement can be
fulfilled by introducing survey results and some well-known physics process like elastic scattering
into the optimization procedure.
In practice, a series of calibration measurements are performed to collect the required data.
During the optics calibration measurements, a fixed energy electron beam with a point-like profile
is incident on a set of foil target. The target foils is aligned along the beam line to cover the
ytg acceptance. Therefore, the HCS coordinates xbeam and ybeam of the interaction point can be
determined by the beam position monitor (BPM), and the z coordinates zrea t can be determined
by the survey result of the target foil. On the other side, a sieve slit collimator is placed before
the entrance of the spectrometer (if there is septum magnet, it is placed before the entrance of
Figure 3: Geometric configuration of the sieve slit used during g2p. The dimensions are in mm.
The two large holes is used to determine the orientation of the sieve slit. The diameter is 1.4 mm
and 2.7 mm for the normal holes and the large holes respectively.
7
FIG. 5.21: Diagram of the sieve slit. The larger sized holes are used to determine
the orientation of the hole pattern s en at the focal plan . Reproduce from [85].
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5.6.2 Central Scattering Angle Measurement
Important to the overall optics study is the measurement of the scattering
angle, θ, or the angle between the direction of the electron beam and the scattered
electron. Measuring the scattering angle can be broken into two parts; determination
of the central scattering angle θ0 and spectrometer optics reconstruction of the target
angles θtg and φtg [86]. The scattering angle can be expressed in terms of the central
scattering angle and the target angles as:
cos θ =
cos θ0 − φtg sin θ0￿
1 + θ2tg + φ
2
tg
. (5.22)
The spectrometer angle θ0 is the angle between the ideal beam line and an imaginary
line drawn between the sieve slit and target center. There are two available methods
to measure this angle; using the results from the beamline survey, or from a pointing
measurement. The survey results give the location of the sieve slit and target center;
the uncertainties of these measurements are shown in Table 5.1.
Object Uncertainty (mm)
sieve slit x, y 0.5
sieve slit z 1.0
target z 1.5
TABLE 5.1: Uncertainties from survey measurements, reproduced from [87].
The central scattering angle calculated from survey measurement are shown in
Table 5.2 for the left and right HRS. These measurements have an uncertainty of
0.7 mrad.
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HRS Arm θ0 (rad)
LHRS 0.1007 ± 0.0007
RHRS 0.1009 ± 0.0007
TABLE 5.2: Value of the central scattering angle determined from survey results.
The second method to determine the central scattering angle is a pointing study,
which takes advantage of elastic scattering from a target of mass M:
E ￿ =
E − Eloss
1 + E−ElossM (1− cos θ)
− E ￿loss, (5.23)
where E is the beam energy, E ￿ is the energy of the scattered electron, θ is the
scattering angle, and Eloss is the energy loss. Since the target mass is well known,
an accurate measurement of the energy of the beam and scattered electron allows
θ to be extracted. To improve the accuracy of this calculation, the difference in
scattered electron energy of two different nuclei was used, as shown in Eqn. 5.24,
∆E ￿ = E ￿1−E ￿2 =
E − E1,loss
1 + E−E1,lossM1 (1− cos θ)
− E − E2,loss
1 + E−E2,lossM2 (1− cos θ)
−￿E ￿1,loss − E ￿2,loss.￿ .
(5.24)
If the two nuclei are in the same target, the E ￿loss terms will cancel.
For this study, pointing data was taken with a 2.254 GeV electron beam for two
cases, a carbon foil (in liquid helium), and a CH2 foil target. Fig. 5.22 shows the
method for measuring the scattering angle using the CH2 foil. The electron beam
hits the target foil at a distance xb away from the nominal target center, at an angle
of θb. For this experiment setup, the uncertainty of this offset from the nominal
center is 1.5mm.
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FIG. 5.22: Schematic of the setup to measure the central scattering angle using a
CH2 foil. The beam hits the foil at an offset of xb from the nominal position, at
angle θb. Reproduced from [86].
Before θb can be extracted, the relationship between θ and θb must be under-
stood. A Monte-Carlo simulation was developed to determine the uncertainty of
this relation, the details of which can be found in [86]. Additionally, the uncertainty
of the incoming beam angle, which has a value of ∼1.5 mrad, contributes directly
to the uncertainty of θ.
For the second nucleus in the pointing study, runs were taken on a carbon foil
in liquid helium. However, since the thickness of liquid helium in this setup is ∼4.2
cm, the measurement results in a much larger uncertainty than in the case of the
CH2 foil. Due to these restrictions, the pointing method is not useful here. Given
the level of uncertainty in the beam position and incoming angle measurements, the
uncertainty in using the pointing study is larger than the uncertainty resulting from
the method using survey results to calculate the central scattering angle.
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5.6.3 HRS Optics
The spectrometer itself is a series of 4 magnets, (3 quadrupoles and 1 dipole),
and the gp2 experiment used an additional septum and target magnet (Fig. 5.23).
Q1 Septa Q2 
Q3 
Dipole Target 
VDC 
FIG. 5.23: The HRS is composed of 4 magnets in a QQDQ configuration. The gp2
experiment used an additional septum and target magnet.
The purpose of the optics study is to provide a matrix to transform kinematic
variables at the focal plane, where the particle is detected, to the target plane,
where the scattering occurs. To first-order, the optics matrix is given as:

δ
θ
y
φ

tg
=

￿δ|x￿ ￿δ|x￿ 0 0
￿θ|x￿ ￿θ|θ￿ 0 0
0 0 ￿y|y￿ ￿y|φ￿
0 0 ￿φ|y￿ ￿φ|φ￿


x
θ
y
φ

fp
. (5.25)
The angular matrix elements are calibrated using the sieve slit described above to
obtain the real scattering angle from geometry. Once the scattering angle is known,
it can be used in conjunction with elastic scattering data taken on a carbon foil
target with point beam to calibrate the momentum matrix elements.
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This method works well for the case with no target field. However, once the
target magnetic field is included, the sieve slit method is no longer useful. Instead,
the calibration is split into two different parts; from the focal plane to the sieve slit,
and then from the sieve slit to the target. To go from the focal plane to the sieve
slit, the transform matrix described above is the starting point, and a simulation is
used to determine the effective θ and φ angle. A map of the target field was then
used to calculate the trajectory of the scattered electron from the sieve slit to the
target. The target field map was created prior to the start of the experiment and is
discussed in Ref. [88–90].
5.7 Target Polarization
The polarized target setup was described in Sec. 4.4. Here we will discuss the
determination of the target polarization calibration constants. Full details of the
analysis are discussed in Ref. [91].
5.7.1 Determination of Calibration Constants
Nuclear Magnetic Resonance (NMR) is used to measure the proton polarization,
which was recorded every 30 seconds. The resulting “Q-curve” created by the LCR
circuit represents the impedance as a function of the frequency of the RF generator.
For an unpolarized target, this curve would be a parabola. However, when the
material is polarized, a dip or a peak can be seen in the curve. For example, a loss
of energy in the circuit near the resonance frequency would indicate the absorption
of energy by the proton as its spin is flipped. In Fig. 5.24, the raw signal is seen in
red with the blue baseline signal in the background. The baseline signal represents
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the non-polarized NMR signal. Baseline measurements were taken often during the
run period, particularly after anneals were performed. The baseline is subtracted
from the raw signal, revealing the dip or peak resulting from proton polarization,
as seen in Fig. 5.25. A 3rd order polynomial is used to fit the wings of the resulting
baseline-subtracted data in order to remove any residual background. The area of
the resulting curve is proportional to the polarization:
PEnh
PTE
=
(AG)Enh
(AG)TE
, (5.26)
which includes the polarization (P ), area of the NMR curve (A), and amplifier gain
used during the measurement (G). The subscript TE refers to measurements taken
when the target was at thermal equilibrium. The polarization can be predicted for
these conditions, as described in Sec. 4.4.1. The subscript Enh refers to the enhanced
polarization, that is, when microwaves are used to drive the spin transitions to
enhance the polarization resulting from thermal equilibrium.
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FIG. 5.24: An example of a raw signal (red) and baseline signal (blue). The x-axis
index is proportional to the frequency of the RF generator.
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FIG. 5.25: On the left is a basline-subtracted signal with a 3rd order polynomial fit
to the wings. The plot on the right includes the subtraction of the 3rd order fit.
Calibrations were determined using Eqn. 5.26, where PTE is the thermalized po-
larization and ATE is the thermalized NMR area. A different calibration constant
was calculated each time a TE measurement was performed, and averaged for each
different ammonia sample. The number of TE measurements taken on a material
varied from 1 to 8 measurements, depending on the time available. The calibration
constant was then used to determine the average polarization on a run-by-run ba-
sis. The final polarization results can be seen in Fig. 5.26 and 5.27. An average
polarization of 70% and 15% was seen for the 5 T and 2.5 T setting, respectively.
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FIG. 5.26: LHRS run-by-run polarization results for a magnetic field setting of 2.5
T.
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FIG. 5.27: LHRS run-by-run polarization results for a magnetic field setting of 5 T.
5.7.2 Polarization Uncertainty
There are two main factors that contribute to the uncertainty for each cali-
bration constant. First is the uncertainty in the fit of the raw NMR signal, and
the second is the uncertainty in the magnetic field and temperature readings, which
contribute to the TE polarization calculation. To determine the uncertainty in the
NMR fit (δA), a Gaussian curve of known area was generated, and the variance in
the area between the integrated NMR signal and the Gaussian area was determined
as the uncertainty. Depending on the quality of the NMR signal, this uncertainty
varied largely, but was never greater than 3%.
The uncertainty in the target field reading, δB, is dictated by the stability of the
magnet power supply, and was given as 2%. The target temperature was monitored
by both a 3He, and a 4He, manometer that converted a pressure reading in the target
nose to a temperature. The variance in the two measurements was considered to be
the uncertainty, δT . The total uncertainty in the TE polarization calculation can
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then be given as:
δTEpol =
µB
kT
￿￿￿
1− tanh2 µB
kT
￿
δB
B
￿2
+
￿￿
1− tanh2 µB
kT
￿
δT
T
￿2
. (5.27)
Combining δTEpol with the uncertainty from the area of the NMR fit (δTEarea), the
final uncertainty in the calibration constant, δCC , is calculated by Eqn. 5.28:
δCC =
PTE
ATE
￿￿
δTEpol
PTE
￿2
+
￿
δTEarea
ATE
￿2
. (5.28)
5.8 Beam Position Reconstruction
An accurate reconstruction of the beam position is necessary for optics cali-
brations and production data. This section will discuss the equipment and analysis
involved in the determination of the beam position. The full details of this analysis
can be found in Ref. [92].
5.8.1 Equipment
The requirements of the gp2 experiment were a challenge for the design of the
beamline diagnostics. Specifically, in order to minimize depolarization and radiation
damage to the target, production runs were taken at low currents of 50-100 nA. Due
to these low current limits, some of the equipment used previously in Hall A needed
to be replaced. A close up of the beamline components is shown in Fig. 5.28.
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FIG. 5.28: Beam position reconstruction equipment.
Two beam position monitors (BPMs), used to measure the position and angle
of the beam, were installed upstream of the target and downstream of the chicane
magnets. Each BPM is composed of four antennae (x+, x−, y+, y−), placed on the
interior wall of the BPM pipe at an angle of 90◦ to one another (Fig. 5.29). The
BPM chamber is part of the beam pipe, and performs a non-invasive measurement.
The output signal from the antenna was connected to two systems in the DAQ
setup, in order to prevent redundancy in the measurement. The first system is a
13-bit ADC with an integration time of 50 ns that is triggered by electron events.
The second system is an 18-bit ADC with an integration time of 875 µs, that is
triggered by a 1 kHz helicity signal. The relation between the signal recorded in the
ADC and the signal received in the antenna is given by Eqn. 5.29, where A is the
signal recorded in the ADC, φ is the signal received in the antenna, and g represents
the BPM receiver gain.
A ∝ φ · 10 g20 . (5.29)
The harps provide a measurement of the absolute beam position, which is used
to calibrate the BPMs. Harp measurements are not reliable at low beam currents,
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FIG. 5.29: Diagram of a beam position monitor (BPM).
such as the 50-100 nA range required by this experiment. Instead, it is possible to
use high current, pulsed beam. The harps used previously in Hall A were not suitable
in either low current continuous wave or high current pulsed beam conditions, so
two new harps were installed for the gp2 experiment. The new harps have 50 µm
thick wires and an updated fork and controller chassis that were designed to work
in high current pulsed beam. Due to space limitations, one harp (1H05A) was
installed between the two BPMs, and the other (1H04) was placed upstream of the
first chicane magnet. Harp H105A was rotated 45◦ with respect to the beam pipe,
for convenience. Each harp is made up of 3 wires, (as shown in Fig. 5.30), arranged
in a fork that can be moved in and out of the beam with a motor.
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FIG. 5.30: Diagram of the fork design in the two harps; the wire configuration is
slightly different between the two.
A fast and slow raster system is employed to minimize radiation damage and
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depolarization of the target material. Located 17 m upstream of the target, each
raster contains 2 dipole magnets and scans the beam in the x and y direction. The
fast raster is used to spread the beam into a 2 mm by 2 mm square pattern. The
slow raster further spreads the beam into a circular pattern with a diameter of ∼2
cm. The combination of the fast and slow raster yields a beam with a diameter of
∼2.2 cm, which is spread evenly over the face of the target, the diameter of which
is 2.5 cm.
5.8.2 Calibration
The two harps described above were used to provide an absolute measurement
of the beam position. The vertical wire was used to determine the x-position of the
beam, while the angled wires were used to determine the y-position. The original
position of the wires was measured during survey to a level of 0.1 mm. The data
recorded from the wire signals (“peak”) is combined with survey data to determine
the absolute beam position, using Eqn. 5.30. The x-position can be determined from
the vertical wire (denoted by |), and the y-position is determined from the angled
wires (\ and /).
posx = survey | − peak |
posy = peak / − survey/ = survey\ − peak \
=
1
2
￿￿
survey\ − survey/
￿− ￿peak \ − peak /￿￿
(5.30)
To determine the beam position from the BPMs, the traditional “diff/sum”
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method is used. Eqn. 5.31 shows the method to calculate the X and Y position:
X = kxb = k
φx,+ − φx,−
φx,+ + φx,−
,
Y = kyb = k
φy,+ − φy,−
φy,+ + φy,−
,
(5.31)
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FIG. 5.31: On the left is a diagram of the method of images used to determine the
beam position. On the right is an example of the signal on the BPM antenna.
where φx,± (φy,±) is the signal from BPM antenna x±, (y±), and k is the amplitude
factor. The method of images [93], depicted in Fig. 5.31 is used to express the signal
φ seen from the beam:
φ = φ0I
R2 − ρ2
R2 + ρ2 − 2Rρ cos(θ − θ0) (5.32)
where φ0 is a constant related to the BPM geometry and output resistance, R is the
radius of the BPM vacuum chamber, and I is the beam current. The angle θ is the
angle of each BPM antenna with the x-axis (in the Hall A coordinate system), given
by π4 ,
3π
4 ,−π4 and − 3π4 , and θ0 is the angle of the beam with the x-axis. Rewriting
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Eqn. 5.31 using Eqn. 5.32 gives us an expression for the x and y beam position:
x =
Rxb
x2b + y
2
b
￿
1−
￿
1− (x2b + y2b )
￿
y =
Ryb
x2b + y
2
b
￿
1−
￿
1− (x2b + y2b )
￿
.
(5.33)
The receiver on the BPM was designed to have a linear response to the beam current:
φ = a (A− Aped + b) , (5.34)
where A is the ADC signal, and Aped is the pedestal value, which is determined
when the beam is off. The variable a is related to the gain of the antenna and b is
a calibration constant determined for each antenna. The data from harp scans is
then used to calibrate the BPM signals. Fig. 5.32 shows a comparison of the harp
scan data and BPM data, after calibration.
Figure 13: Harp scan data combined with DAQ data, the as-
terisk is the harp scan data, while the dot is the DAQ data.
c0, c1, c2 and c￿0, c￿1, c￿2 are the calibration constant. The value
of c1 is close to 1 and c2 is close to 0, the value of c0 can be
adjusted to 0 if carefully adjust the value gx. From equation
(14), at least three points are needed.
For the BPM calibration, the following steps is used:
1.Do the linear fit for a group of runs which have same posi-
tion but different current. The calibration run should be taken
for several currents for each position, so just choice one to get
the parameter b for each raw signal and gx/y.
2.Calculate the x and y by using equation (10)
3.Combine with the harp data, doing the fit for the equation
(14)
An example of the BPM calibration picture is shown in fig-
ure 13 . The asterisk in picture is the absolute beam position
calculated from the harp scan data, and the dot at the center
of the asterisk is the DAQ data from ADC after calibration.
22
FIG. 5.32: Comparison of harp scan and BPM data
Data from harp scans (asterisk) compared with calibration BPM data (colored
points). Reproduced from [92].
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The linear method is appropriate for the case with no target field, but when
the transverse target field, and therefore the chicane magnets, are included, the
reconstruction of the beam position at the target becomes more complicated. For
these settings, a simulation is used to transport a series of beam positions to the
target, using the known target field map [88–90]. However, it should be noted
that the transportation method is only useful for transporting the average beam
position to the target; in order to obtain the beam position event-by-event additional
information is needed from the raster.
As mentioned above, the fast and slow raster spread the beam out to a 2 x
2 mm square and ∼2 cm circular pattern, respectively. An example of the raster
patterns are shown in Fig. 4.5. The square pattern of the fast raster is produced
using a triangle function, while the circular shape of the slow raster is constructed
using a sinusoidal function modulated by a t
1
2 function. The calibration of the slow
raster was done in two different ways. The first method was to use the raster shape
produced by the calibrated BPM. Data were taken at several different raster sizes,
using the same beam current, to understand the relationship between the raster
magnet current and the corresponding beam position offset at the location of the
beam. This result must then be transported to give the value of the offset at the
target. The alternate method used to calibrate the slow raster is to take advantage
of the two small holes located between the ammonia cells on the target stick. This
hole was used for a CH2 foil for optics data, but was left empty during most of the
run period. The aluminum material of the target stick is significantly more dense
than the liquid helium surrounding the stick, so it is possible to image the hole using
the rastered beam. Since the hole is known to have a diameter of 10 ± 0.2 mm, it
can be used to calibrate the size of the raster pattern.
The calibration of the fast raster uses a similar procedure, but is made more
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difficult by the faster frequency used by the system and the need for a higher fre-
quency, low-pass filter setting for the BPM [92]. The use of the high frequency
filter means that a larger beam current is necessary to produce a clear picture of
the beam, without using such a large current that it causes damage to the target
material.
Using the information from the raster system in combination with the BPM
data, we can construct the beam position event by event as:
x = xBPM + xraster,fast + xraster,slow
y = yBPM + yraster,fast + yraster,slow.
(5.35)
Contributions to the beam position uncertainty take the following forms:
• Early on in the run period, the auto-gain function on the BPMs was used to
modify the BPM gain with fluctuating beam currents. It was found that for low
currents used during gp2, the signal-to-noise ratio so low that the auto-gain mode
did not function properly. The BPMs were then changed to a fixed gain setting
for all CW beam, with an alternate gain setting for beam tuning.
• The fluctuating gain setting also caused the pedestal value to change during data
taking. In general, the pedestal values were determined in two ways; during beam
trips, and using dedicated pedestal runs taken when the beam was off. It was
found there was little difference between these two methods. For each run, the
pedestal value was assigned using pedestal data taken at the closest gain setting.
• There is some uncertainty associated with the locations of the BPMs from survey.
• The uncertainty from the target field, which is on the level of ∼1%.
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5.9 Dilution Analysis
Since the gp2 target is not a pure proton target, we must consider the events
which scatter from unpolarized material, such as nitrogen, liquid helium, and the
aluminum foil end caps on the ammonia target cups. This correction, known as the
dilution factor, is denoted by f and scales the asymmetry, as shown in Eqn. 5.4.
This section will summarize the general method used to obtain preliminary results
for the dilution factor. Full details of the analysis can be found in Ref. [94]
5.9.1 Method
The measured asymmetry is diluted by events that scatter from unpolarized
material in the target, which we will call background material. The asymmetry can
be re-written in terms of Nbg, which represents the number of detected events which
result from scattering from background material:
Ameasured =
￿
N+ +
1
2Nbg
￿− ￿N− + 12Nbg￿￿
N+ +
1
2Nbg
￿
+
￿
N− + 12Nbg
￿ = N+ −N−
N+ +N− +Nbg
. (5.36)
The quantity Nbg represents the sum of the number of counts from each of the
various unpolarized materials: Nbg = NN +HHe+NAl. The number of counts from
a given material can be written, in general, as
Nx =
N0ρxLx
eMx
σx, (5.37)
N0 is Avogadro’s number, A is the experimental acceptance, ρx is the density of the
material, Mx is the atomic mass, Lx is the thickness of the material, and σx is the
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cross section for material x with radiative effects included. The number of counts
resulting from background material can now be expressed as
Nbg =
AN0
e
￿
ρNH3Ltgpf
MNH3
σN +
ρHeLtg(1− pf )
MHe
σHe +
ρAlLAl
MAl
σAl
￿
, (5.38)
where pf is the relative length of ammonia material compared to the liquid helium in
which it is submersed. The extraction of this quantity, known as the packing fraction,
is discussed in the next section. To determine the background contribution, data
were taken on various target materials, including a pure carbon target, which can be
scaled using simulation results to approximate the nitrogen contribution, a dummy
cell, which is identical to the ammonia cell, but without ammonia material, and
empty runs, where the target stick was moved out of the way and data was taken
on only liquid helium. Each of these runs can be written in terms of its composite
materials:
Nempty =
AN0
e
ρHeLtg
MHe
σHe
Ndummy =
AN0
e
￿
ρHeLtg
MHe
σHe +
ρAlLfoil
MAl
σAl
￿
Ncarbon =
AN0
e
￿
ρCLC
MC
σC +
ρHe (Ltg − LC)
MHe
σHe
￿ (5.39)
Rewriting Eqn. 5.38 in terms of Eqn. 5.39 gives us an expression for the background
contribution in terms of available data:
Nbg = a
MCρNH3Ltgpf
MNH3ρCLC
￿
Ncarbon −
￿
Ltg − LC
Ltg
￿
Nempty
￿
+Ndummy − pfNempty,
(5.40)
where a represents the factor used to scale σC to σN .
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An approximation for the scaling factor a is to take the ratio of the number of
constituent nucleons in each material, i.e.:
σC = 6σH , σN = 7σH → σN = 7
6
σC . (5.41)
While this may be sufficient in the DIS region, this approximation breaks down
in the resonance region. Instead of using a constant scaling factor, Eqn. 5.41 is re-
written as σN = aσC . The scaling factor a is determined by producing a cross section
model, including radiative corrections, which is tuned to match the gp2 data. The
deviation of the model from the data is included in the final systematic uncertainty.
5.9.2 Preliminary Dilution Factor
For the purpose of this analysis, a preliminary dilution factor was extracted
using Bosted model predictions [25] for the various target materials. The results are
combined as follows:
f =
3
ρNH3Ltgpf
MNH3
σH
ρNH3Ltgpf
MNH3
(σN + 3σH) +
ρHeLtg(1−pf)
MHe
σHe +
ρAlLAl
MAl
σAl
. (5.42)
The results using this method are shown in Fig. 5.33 and 5.34. For this thesis,
only the settings with Ebeam = 2.2 GeV and a 5 T magnetic field (both longitudinal
and transverse settings) were analyzed. Materials 17 and 18 are associated with
the longitudinal setting, and materials 19 and 20 were used during the transverse
setting. The pf values used in this analysis will be described in the next section.
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FIG. 5.33: Preliminary dilution factors for materials 17 and 18, which were used for
the Ebeam = 2.2 GeV, Btarget = 5 T, longitudinal setting. The black line shows the
model prediction, and the red markers give the average value for each 50 MeV bin
in W .
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FIG. 5.34: Preliminary dilution factors for materials 19 and 20, which were used for
the Ebeam = 2.2 GeV, Btarget = 5 T, transverse setting. The black line shows the
model prediction, and the red markers give the average value for each 50 MeV bin
in W .
5.10 Packing Fraction Analysis
In order to determine the dilution factor described in the previous section, the
packing fraction (pf ), or the proportion of ammonia target material to the liquid
helium in which it is immersed must be extracted. Ideally, each target cell would
be completely full of ammonia, but due to the size and shape of the ammonia beads
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along with different load sizes, the packing fraction can change for each material
sample. A total of 10 different ammonia samples were used throughout the ex-
periment. This section will discuss the procedure and challenges involved in the
extraction of this quantity. This analysis is also detailed in Ref. [95].
5.10.1 Method
This analysis will utilize data taken at the elastic setting. For the Ebeam =2.2
GeV, Btarget =2.5 T setting, there is good separation between the nitrogen and
hydrogen elastic peaks, so it will be used as an example for this section. Similar
to the dilution analysis, this method will take advantage of the dilution runs taken
throughout the run period. To extract the packing fraction, two types of runs are
needed, an ammonia run and a dummy run. The normalized yield for each run is
calculated as:
Y =
N · ps
Q · LT · ￿ (5.43)
where:
• N = number of events
• ps = prescale factor
• Q = total charge for the run
• LT = livetime correction to account for computer deadtime in the system
• ￿ = product of detector efficiencies, including scintillator trigger efficiency [82],
Cherenkov and lead glass calorimeter detector efficiencies [96], and multitrack
efficiencies [83].
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The yield from a production run can be broken into its constituent parts, as shown
in Eqn. 5.44:
Yprod = Y
out
He + (1− pf )Y fullHe + pfY fullNH3 , (5.44)
where Yx refers to the yield from ammonia (NH3), and helium (He). The superscript
“full” refers to the yield resulting from a target cell full of that material. The
superscript “out” refers to the yield from liquid helium inside the target nose, but
outside the target cell. The contributions from helium can be obtained using the
yield from a dummy run, Ydummy, given in Eqns. 5.45 and 5.46. A simple diagram
of the target cell is shown in Fig. 5.35, which shows the length of the target cell (ltg)
and the total length of the target nose (ltot).
Y outHe =
￿
ltot − ltg
ltot
￿
Ydummy, (5.45)
Y fullHe =
￿
ltg
ltot
￿
Ydummy. (5.46)
Eqn. 5.44 can be manipulated to solve for pf :
Yprod = Y
out
He + (1− pf)Y inHe + pfYN + pfYH
Ydummy = Y
out
He + Y
in
He
Ytg = Yprod − Y outHe
Y outHe =
(ltot − ltg)
ltot
Ydummy
Y inHe =
ltg
ltot
Ydummy
(1− pf) = Y
in
He
Ytg
6
Yprod = Y
out
He + (1− pf)Y inHe + pfYN + pfYH
Ydummy = Y
out
He + Y
in
He
Ytg = Yprod − Y outHe
Y outHe =
(ltot − ltg)
ltot
Ydummy
Y inHe =
ltg
ltot
Ydummy
(1− pf) = Y
in
He
Ytg
6
FIG. 5.35: Diagram of the target cell inside the target nose. The length of the target
cell is given by ltg = 28.2 mm, while the full length of the target nose is given by
ltot = 37 mm.
pf =
￿
ltot
ltg
￿￿
Yprod
Ydummy
− 1
￿￿
Y fullNH3
Y fullHe
− 1
￿−1
. (5.47)
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From the data, it is not possible to obtain the quantity Y fullNH3 , which represents the
yield if the entire cell were to be filled with ammonia. Although it is possible to ex-
tract the quantity Y fullHe , as shown in Eqn. 5.46, it is advantageous to leave Eqn. 5.47
in this form so that absolute cross sections are not necessary; the acceptance factors
will cancel out in the cross section ratio. In terms of the cross section, the yield can
be expressed as
Yx ∼ σxρx. (5.48)
The cross section input σx will be discussed later in this section. The target number
density, ρx, is expressed by
ρx =
ρmasslxN0
Mmolar
, (5.49)
where σmass, lx, and Mmolar are the mass density, length, and molar mass of the
material, respectively. Substituting Eqn. 5.48 in Eqn. 5.47 gives the following ex-
pression for the packing fraction:
pf =
￿
ltot
ltg
￿￿
Yprod
Ydummy
− 1
￿￿
σN
ρmass,N
MN
+ σH
ρmass,H
MH
σHe
ρmass,He
MHe
− 1
￿−1
(5.50)
5.10.2 Yield Spectra and Fitting Routine
In Eqn. 5.50, the quantities Yprod and Ydummy are obtained from data; an exam-
ple of the yield from a production and a dummy run is shown in Fig. 5.36. The yield
is binned in 1 MeV bins in ν, where ν = E−E ￿, the difference between the incident
and scattered electron energy. For this energy setting, the region of interest is from
ν = 0 to ν = 13 MeV. For an ammonia run, this region includes the nitrogen and
helium elastic peaks, which cannot be resolved individually, and a small percentage
of “contamination” from the second peak. For a dummy run, this region includes the
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elastic peak and the contamination from the helium quasi-elastic peak. Since only
elastic events are of interest, it is necessary to quantify the level of contamination
from the second peak in the production and dummy yield spectra.
To fit the entire spectra, the fit is broken down into two parts; the first and
second peaks. The components of the fit differ between the dummy and production
run, as described below.
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FIG. 5.36: Yield vs. ν for a production run (left) and a dummy run (right).
5.10.3 Dummy Run
The yield spectrum for a dummy run is comprised predominantly of one ma-
terial, helium. In reality, this data also contains contributions from the aluminum
target cell cap, but the contribution from Al (that is, the difference between a helium
and dummy run) is negligible. For this case, there are only two features to fit, the
elastic peak and the quasi-elastic peak. The elastic peak is not a true Gaussian, as it
has some radiative tail, so a Landau-Gaussian convolution function is used to fit this
peak. As it is only necessary to fit the left side of the quasi-elastic peak, a simple
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Gaussian function can be used. An example of this fit can be seen in Fig. 5.37. The
level of contamination is small, less than 5% of the total area of the elastic peak.
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FIG. 5.37: Dummy run 3448 with fit. The vertical dotted line represents the cut-off
point for the region of interest for this analysis.
5.10.4 Ammonia Run
The yield spectrum for an ammonia run is more complicated, as it has contri-
butions from ammonia (nitrogen and hydrogen) and helium. The fit is, therefore,
also more complicated. The elastic peak, which contains contributions from both
nitrogen and helium elastic events, is again fit with a Landau-Gaussian (Langau)
convolution fit. The second peak is comprised of nitrogen and helium quasi-elastic
events as well as hydrogen elastic events. This peak is fit with the sum of three func-
tions; the nitrogen and helium peaks are each fit with a Gaussian, and the hydrogen
peak is fit with a Landau function. To understand the relative contributions from
each material, the Quasi-Free-Scattering (QFS) model was used within the g2psim
package, a Monte Carlo simulation package based on Geant4 and built to match the
experimental settings of the gp2 experiment.
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Quasi-Free Scattering Model:
The QFS model, developed by Lightbody and O’Connell [97], is used to predict
cross sections for electron scattering. The cross section is accurate to within 20%
for an incident electron energy between 0.5-5 GeV. The Fortran code parameterizes
electron scattering using five reaction channels in the impulse approximation:
• Quasielastic scattering
• Two nucleon process in the dip region
• ∆ resonance production
• Higher nucleon resonance electron production (two resonances, centered at W =
1500 MeV and 1700 MeV)
• Deep inelastic scattering
This model will be used to understand the relative contributions from nitrogen, he-
lium, and hydrogen in the quasi-elastic region for an ammonia run.
Matching QFS Model Parameters to Data:
Within the model, there are 3 parameters that can be adjusted by the user:
• Pf : the Fermi momentum of the target nucleon
• Eps: the nucleon separation energy
• Epsd: the delta separation energy
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For this analysis, the separation energies were chosen to best match the data, while
the Fermi momentum values are reasonable for that material. The delta separation
parameter does not contribute to this study, so it will not be discussed here.
Before fitting the production run, the data can be compared to the QFS model
predictions to parameterize the different contributions. The dummy run is the
simplest scenario to start with. Fig. 5.38 shows the simulation result compared to
the data, with the associated QFS parameters. Similarly, the carbon dilution run
can be used to understand the QFS parameters for carbon, which in turn can be used
to estimate the nitrogen parameters. The comparison between the QFS prediction
and data for a carbon run is shown in Fig. 5.39. From these results it is possible
to constrain the fit of the helium and nitrogen contributions to the overall fit. The
hydrogen elastic peak contribution can be predicted using elastic form factors, which
allows for additional constraints on the location and width of the hydrogen elastic
peak.
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FIG. 5.38: Dummy run compared to simulation output using the QFS model.
122
nu (MeV)
0 10 20 30 40 50 60 70 80 90 100
5000
10000
15000
20000
25000
30000
35000
Carbon Run (carbon + helium)
Data
QFS Model - helium
QFS Model - carbon
nu (MeV)
0 10 20 30 40 50 60 70 80 90 100
5000
10000
15000
20000
25000
30000
35000
Data
Carbon+Helium
FIG. 5.39: Carbon run compared to simulation output using the QFS model.
In the overall fit to the second peak, the nitrogen and helium contributions
are fit with a Gaussian function. The remaining hydrogen elastic peak is fit with
a Landau-Gaussian convolution function. An example of the total fit is seen in
Fig. 5.40. The fits shown in Figs. 5.37 and 5.40 give the level of contamination from
the second peak to the elastic peak, which is ∼5.7% for this example.
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FIG. 5.40: Production run 3446 with fit. The vertical dotted line represents the
cut-off point for the region of interest for this analysis.
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5.10.5 Cross Section Model Input
The final piece of input required to extract the packing fraction are the cross
section ratios σN/σHe and σH/σHe. The cross sections are determined using elastic
form factors [98, 99]. Since the cross section ratios are being combined with data,
which already includes radiative effects, it is necessary to first radiate the cross
sections. This is accomplished using the g2psim package, which has been constructed
to mirror the experimental conditions. An example of the simulation results is shown
in Fig. 5.41. The cross section ratios were determined for each run individually, using
the beam position values for that run.
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FIG. 5.41: Elastic cross section results from g2psim for the Ebeam = 2.2 GeV, Btarget
= 2.5 T, transverse setting.
124
5.10.6 Variation in Yields
For several settings, there was a significant variation seen in the yields for
different runs taken at the elastic setting. In an effort to flesh out the cause for this
variation, many parameters were checked to test the effect on the yield for each run.
These checks will be described for each configuration in this section.
Ebeam = 2.2 GeV, Btarget = 2.5 T, Transverse (setting 1):
The normalized yields (calculated using Eqn. 5.43) are shown in Fig. 5.42.
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FIG. 5.42: Yields for elastic runs (production and dummy) in setting 1 (materials
7 and 8) Run 3448 is a dummy run, so the yield is expected to be different for this
run.
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Normalization values for Ebeam = 2.2 GeV, Btarget = 2.5T, Transverse, p0 = 2.228 GeV
Run # Material Charge Livetime Cer. Det. PR. Det. Multi Track Trigger Prescale
(µC) Eff. Eff. Eff. Eff. Factor
3446 8 66.6 0.895 0.99996 0.99980 0.916 0.99984 15
3503 7 14.5 0.915 0.99995 0.99984 0.920 0.99984 15
3574 7 18.9 0.944 0.99997 0.99988 0.904 0.99985 20
3575 8 17.9 0.949 0.94949 0.99995 0.908 0.99986 20
3727 7 16.6 0.941 0.94114 0.99995 0.915 0.99986 18
3759 8 11.4 0.925 0.92468 0.99993 0.908 0.99987 19
3864 7 8.9 0.857 0.99995 0.99980 0.905 0.99986 20
3865 8 9.6 0.944 0.94431 0.99991 0.907 0.99986 20
3448 dummy 8.6 0.948 0.99995 0.99986 0.967 0.99984 7
TABLE 5.3: Normalization values for setting 1.
For the same kinematic settings, the ratio of the raw singles trigger rate (T3
on the LHRS) divided by the beam current for each run should be stable; for this
setting variation is seen in this quantity (see Fig. 5.42). The likely reason for this
discrepancy is that the raster size was changed following a Moller measurement
on March 30th. After the measurement, higher rates were seen in the third arm
detector, suggesting that the beam was scraping something. Reducing the raster
size from 2 cm to 1.8 cm caused the rates to return to normal. For this set of runs,
the change in raster size occurred after run 3503, but before run 3574. It is also
apparent from these plots that the beam position was also shifting throughout this
series of runs. The ratio of rate/current, change in raster size, and central beam
position with uncertainty for each run is plotted in Fig. 5.42.
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(a) The ratio of T3 rate to current for setting 1.
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(b) Raster patterns for setting 1 (target x vs. target y).
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(c) Beam position at the target for elastic runs in setting 1. The y-axis shows the
x/y beam position in mm.
FIG. 5.42: Yield stability checks for setting 1.
127
Since the only dummy run in this setting was taken with the large raster, it
may not be appropriate to compare the yield to production runs taken without first
applying a beam size correction to account for this difference.
Ebeam = 1.7 GeV, Btarget = 2.5 T, Transverse (setting 2):
The normalized yields and associated normalization constants are shown in
Fig. 5.43 and Table 5.4, and the yield stability checks are shown in Fig 5.44. The
yields are considerably more stable for this set of runs, but there does appear to be
some drifting.
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FIG. 5.43: Yields for elastic runs (production and dummy) in setting 2 (materials
7 and 8). Run 4576 is a dummy run, so the yield is expected to be different for this
run.
128
Normalization values for Ebeam = 1.7 GeV, Btarget = 2.5 T, Transverse, p0 = 1.691 GeV
Run # Material Charge Livetime Cer. Det. PR. Det. Multi Track Trigger Prescale
(µC) Eff. Eff. Eff. Eff. Factor
4214 7 7.5 0.951 0.99994 0.99976 0.819 0.99982 44
4215 7 6.9 0.934 0.99991 0.99976 0.826 0.99983 40
4407 7 5.9 0.830 0.99991 0.99979 0.818 0.99980 30
4408 8 5.9 0.845 0.99995 0.99980 0.822 0.99980 30
4574 8 45.1 0.874 0.99991 0.99979 0.818 0.99981 34
4576 dummy 6.6 0.870 0.99993 0.99987 0.937 0.99978 11
TABLE 5.4: Normalization values for setting 2.
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(a) The ratio of T3 rate to current for setting 2.
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(b) Raster patterns for setting 2 (target x vs. target y).
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(c) Beam position at the target for elastic runs in setting 2. The y-axis shows the
x/y beam position in mm.
FIG. 5.44: Yield stability checks for setting 2.
Ebeam = 1.2 GeV, Btarget = 2.5 T, Transverse (setting 3):
The normalized yields and associated normalization constants are shown in
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Fig. 5.45 and Table 5.5. A number of runs were also taken in this setting with a
short ammonia cell (material 14), which was 1.295 cm in length. For some runs,
beam position information was not available due to the low current limitations of
the BPMs. In these cases, neighboring runs were included in the raster and beam
position plots shown below in Fig. 5.45. It should be noted, however, that the
neighboring runs may not give an accurate estimate of the missing beam position
information, since significant changes in the current can cause a shift in the beam
position.
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FIG. 5.45: Yields for elastic runs (production and dummy) in setting 3 (materials
11, 12, 13 and 14). Material 14 is a short cell. Runs 5028 and 5137 were dummy
runs, so the yield is expected to be different for these runs.
131
Normalization values for Ebeam = 1.2 GeV, Btarget = 2.5 T, Transverse, p0 = 1.151 GeV
Run # Material Charge Livetime Cer. Det. PR. Det. Multi Track Trigger Prescale
(µC) Eff. Eff. Eff. Eff. Factor
4947 11 1.6 0.926 0.99976 0.99954 0.850 0.99976 34
4948 12 2.0 0.922 0.99974 0.99957 0.848 0.99975 34
5067 11 3.7 0.928 0.99955 0.99936 0.737 0.99973 65
5133 14 21.3 0.983 0.99896 0.99845 0.610 0.99968 150
5134 13 18.3 0.917 0.99710 0.99771 0.495 0.99960 150
5197 14 3.3 0.894 0.99972 0.99939 0.793 0.99972 45
5198 14 3.4 0.889 0.99972 0.99945 0.791 0.99971 45
5219 13 8.1 0.880 0.99639 0.99806 0.485 0.99959 137
5264 14 9.1 0.922 0.99881 0.99885 0.594 0.99965 109
5028 dummy 7.3 0.885 0.99984 0.99942 0.812 0.99966 40
5137 dummy 14.4 0.921 0.99925 0.99881 0.822 0.99968 100
TABLE 5.5: Normalization values for setting 3.
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(a) The ratio of T3 rate to current for setting 3.
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(b) Raster patterns for setting 3 (target x vs. target y). The structure in
run 4946 suggests that the beam position was not stable during this run.
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(c) Beam position at the target for elastic runs in setting 3. The y-axis shows the
x/y beam position in mm. No beam position uncertainty information was available
for run 5198.
FIG. 5.45: Yield stability checks for setting 3.
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Ebeam = 2.2 GeV, Btarget = 5 T, Longitudinal (setting 4):
The normalized yields and associated normalization constants are shown in
Fig. 5.46 and Table 5.6.
Normalization values for Ebeam = 2.2 GeV, Btarget = 5 T, Longitudinal, p0 = 2.228 GeV
Run # Material Charge Livetime Cer. Det. PR. Det. Multi Track Trigger Prescale
(µC) Eff. Eff. Eff. Eff. Factor
5626 17 6.9 0.912 0.99991 0.99987 0.919 0.99977 15
5628 18 7.2 0.875 0.99989 0.99985 0.917 0.99977 14
5631 18 33.5 0.878 0.99993 0.99986 0.916 0.99977 14
5635 18 44.2 0.884 0.99993 0.99986 0.917 0.99976 14
5639 18 44.8 0.876 0.99994 0.99986 0.915 0.99976 14
5641 17 47.5 0.866 0.99992 0.99987 0.912 0.99977 14
5652 18 29.9 0.898 0.99993 0.99977 0.911 0.99977 16
5654 17 48.8 0.921 0.99993 0.99986 0.916 0.99977 16
5655 17 35.7 0.926 0.99994 0.99985 0.918 0.99977 16
5656 17 48.0 0.937 0.99993 0.99987 0.918 0.99976 16
5704 17 42.9 0.852 0.99994 0.99988 0.915 0.99976 13
5651 dummy 7.5 0.916 0.99998 0.99989 0.963 0.99965 7
TABLE 5.6: Normalization values for setting 4.
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FIG. 5.46: Yields for elastic runs (production and dummy) in setting 4 (materials
17 and 18).
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(a) The ratio of T3 rate to current for setting 4.
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(b) Raster patterns for setting 4 (target x vs. target y). The structure in
the top left portion of the raster pattern for run 5641 suggests that the
beam position was not stable during this run.
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(c) Beam position at the target for elastic runs in setting 4. The y-axis shows the
x/y beam position in mm.
FIG. 5.47: Yield stability checks for setting 4.
Ebeam = 2.2 GeV, Btarget = 5 T, Transverse (setting 5):
The normalized yields and associated normalization constants are shown in
Fig. 5.48 and Table 5.7. There is some drifting seen in the yields for this set of runs.
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FIG. 5.48: Yields for elastic runs (production and dummy) in setting 5 (materials
19 and 20).
Normalization values for Ebeam = 2.2 GeV, Btarget = 5 T, Transverse, p0 = 2.228 GeV
Run # Material Charge Livetime Cer. Det. PR. Det. Multi Track Trigger Prescale
(µC) Eff. Eff. Eff. Eff. Factor
5943 20 7.9 0.907 0.99993 0.99988 0.977 0.99980 4
5944 19 14.6 0.907 0.99995 0.99987 0.977 0.99979 4
5945 19 31.7 0.901 0.99995 0.99986 0.976 0.99980 4
5946 19 50.5 0.916 0.99995 0.99987 0.977 0.99980 4
6033 20 13.6 0.933 0.99992 0.99988 0.973 0.99981 5
6034 19 13.4 0.934 0.99993 0.99986 0.974 0.99980 5
6061 20 9.8 0.909 0.99993 0.99990 0.971 0.99980 5
6063 19 38.2 0.878 0.99994 0.99988 0.969 0.99980 5
6081 19 65.9 0.885 0.99994 0.99988 0.969 0.99980 5
5949 dummy 13.0 0.904 0.99994 0.99990 0.989 0.99982 2
TABLE 5.7: Normalization values for setting 5.
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(a) The ratio of T3 rate to current for setting 5.
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(b) Raster patterns for setting 5 (target x vs target y).
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(c) Beam position at the target for elastic runs in setting 5. The y-axis shows the
x/y beam position in mm.
FIG. 5.48: Yield stability checks for setting 5.
5.10.7 Uncertainty
There are several contributions to the overall uncertainty for the packing frac-
tion. Setting 1 (runs 3448 and 3446) will be used as an example.
• Standard propagation of uncertainty; the contributing factors are listed in Ta-
ble 5.8. The uncertainty of σN and σHe was determined to be 3% and the uncer-
tainty of σH was determined to be 1%.
• To calculate the packing fraction, the quantity Yprod and Ydummy are determined
by summing over the elastic peak, while the level of contamination is determined
using the fitting routing described above. Yprod = Yelastic − Ycontam + YH , where
Yelastic is the sum over the elastic peak, Ycontam is the contamination determined
from the fit, and YH is the hydrogen contribution, which is also determined from
the fit. Ydummy = Y ￿elastic − Y ￿contam, where Y ￿elastic is the sum over the elastic
peak of the dummy run, and Y ￿contam is the contamination determined from the
fit. The difference between the fit and the sum is also included in the overall
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uncertainty, the area from the fit is calculated by adding the area of the elastic
and contamination fits (Table 5.9).
Contributions to Uncertainty
Quantity Value Uncertainty
ltg 28.2 mm 0.1 mm
ltot 37 mm 0.1 mm
Yprod 618866.1 1534.8
Ydummy 356016.1 641.2
σN/σHe 2.9149 4.24%
σH/σHe 0.0042 3.16%
TABLE 5.8: Contributions to the packing fraction uncertainty. The yield (Y ) has
arbitrary units. Values for setting 1 are shown here as an example.
Contributions to Uncertainty from Fit
Run Sum (ν = 0-13) Area from Fit (ν = 0-13) % Difference
Production 647701.9 636250.2 1.78
Dummy 362430.8 358233.7 1.16
TABLE 5.9: Contribution to the packing fraction uncertainty from the fitting rou-
tine. Values for setting 1 are shown here as an example.
5.10.8 Results
An example of the fit to the dummy and production run is shown for each
setting, followed by a table of the packing fraction results for each elastic run. The
table also includes the quantity Yprod/Ydummy, which is the ratio of the sum over the
elastic peak of the production and dummy runs, and the quantity σN/σHe, which
140
is the cross section (from model) ratio determined using the beam position for that
run.
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FIG. 5.49: Fit examples for setting 1. The dummy run (3448) is on the left and the
ammonia run (3446) is on the right.
Ebeam = 2.2 GeV, Btarget = 2.5 T, Transverse
Run # Material Yprod/Ydummy σN/σHe pf ± Uncertainty
3446 8 1.787 2.201 0.505 ± 0.013
3503 7 1.464 1.860 0.327 ± 0.007
3574 7 1.821 1.833 0.648 ± 0.018
3575 8 1.780 1.884 0.606 ± 0.015
3727 7 1.188 2.212 0.074 ± 0.003
3759 8 2.180 1.929 0.894 ± 0.031
3864 7 1.830 1.652 0.795 ± 0.031
3865 8 1.854 1.661 0.810 ± 0.031
TABLE 5.10: Results for setting 1.
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FIG. 5.50: Relation between the packing fraction and the ratio of the production
yield over the dummy yield, setting 1.
Setting 2:
nu (MeV)
0 10 20 30 40 50 60 70 80 90
Yi
eld
0
50
100
150
200
250
300
350
310!
Fit to Elastic and QE Peaks
Total Fit
Langau Fit to Elastic Peak
Total Fit to 2nd Peak
Gaussian Fit to He QE Peak
Gaussian Fit to N QE Peak
Langau Fit to H Elastic Peak
Area of Elastic Peak used in Analysis
Area of 2nd Peak used in Analysis
!"#$%&'#()*%()+,-+.)/012"304)5)
nu (MeV)
0 10 20 30 40 50 60 70 80 90
Yi
eld
0
20
40
60
80
100
120
140
160
310!
Fit to Elastic and QE Peaks
Total Fit
Langau Fit to Elastic Peak
Gaussian Fit to He QE Peak
Area of Elastic Peak used in Analysis
Area of 2nd Peak used in Analysis
6%778)*%()+,-9)
20 4 60 80 100 120
Yi
eld
5000
10000
15000
20000
25000
3000
35000
40000
45000 Total Fit
Langau Fit to Elastic Peak
Gaussian Fit to He QE Peak
Area of Elastic Peak used in Analysis
Area of 2nd Peak used in Analysis
FIG. 5.51: Fit examples for setting 2. The dummy run (4576) is on the left and the
ammonia run (4574) is on the right.
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Ebeam = 1.7 GeV, Btarget = 2.5 T, Transverse
Run # Material Yprod/Ydummy σN/σHe pf ± Uncertainty
4214 7 2.497 3.829 0.467 ± 0.012
4215 7 2.472 3.822 0.460 ± 0.010
4407 7 2.551 3.705 0.503 ± 0.007
4408 8 2.482 3.677 0.484 ± 0.007
4574 8 2.395 3.732 0.452 ± 0.015
TABLE 5.11: Results for setting 2.
Packing Fraction
0.45 0.46 0.47 0.48 0.49 0.5
du
m
m
y
/Y
pr
od
Y
2.4
2.42
2.44
2.46
2.48
2.5
2.52
2.54
Mat 7
Mat 8
Elastic Runs, 1.7 GeV, 2.5T Transverse
FIG. 5.52: Relation between the packing fraction and the ratio of the production
yield over the dummy yield, setting 2.
Setting 3:
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FIG. 5.53: Fit examples for setting 3. The dummy run (5137) is on the left and the
ammonia run (5067) is on the right.
Ebeam = 1.1 GeV, Btarget = 2.5T, Transverse
Run # Material Yprod/Ydummy σN/σHe pf ± Uncertainty
4947 11 3.585 6.235 0.444 ± 0.029
4948 12 3.651 6.235 0.456 ± 0.030
5067 11 2.937 5.994 0.350 ± 0.012
5134 13 1.896 5.774 0.171 ± 0.011
5219 13 1.630 5.937 0.116 ± 0.006
TABLE 5.12: Results for setting 3.
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FIG. 5.54: Relation between the packing fraction and the ratio of the production
yield over the dummy yield, setting 3.
Ebeam = 1.1 GeV, Btarget = 2.5T, Transverse (short cell)
Run # Material Yprod/Ydummy σN/σHe pf ± Uncertainty
5133 14 1.735 7.076 0.229 ± 0.0086
5197 14 2.184 7.499 0.347 ± 0.0153
5198 14 2.143 7.499 0.335 ± 0.0155
5264 14 1.493 7.440 0.143 ± 0.0073
TABLE 5.13: Results for setting 3 (short cell).
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FIG. 5.55: Relation between the packing fraction and the ratio of the production
yield over the dummy yield, setting 3, short cell.
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FIG. 5.56: Fit examples for setting 4. The dummy run (5651) is on the left and the
ammonia run (5654) is on the right.
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Ebeam = 2.2 GeV, Btarget = 5 T, Longitudinal
Run # Material Yprod/Ydummy σN/σHe pf ± Uncertainty
5626 17 1.439 1.772 0.366 ± 0.015
5628 18 1.499 1.773 0.446 ± 0.018
5631 18 1.670 1.936 0.531 ± 0.022
5635 18 1.663 1.937 0.525 ± 0.021
5639 18 1.660 1.886 0.546 ± 0.023
5641 17 1.607 1.810 0.515 ± 0.022
5652 18 1.782 1.898 0.619 ± 0.027
5654 17 1.702 1.859 0.579 ± 0.025
5655 17 1.704 1.942 0.537 ± 0.023
5656 17 1.672 1.974 0.492 ± 0.021
5704 17 1.660 1.841 0.551 ± 0.022
TABLE 5.14: Results for setting 4.
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FIG. 5.57: Relation between the packing fraction and the ratio of the production
yield over the dummy yield, setting 4.
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FIG. 5.58: Fit examples for setting 5. The dummy run (5949) is on the left and the
ammonia run (5943) is on the right.
Ebeam = 2.2 GeV, Btarget = 5 nT, Transverse
Run # Material Yprod/Ydummy σN/σHe pf ± Uncertainty
5943 20 1.336 1.144 0.552 ± 0.052
5944 19 1.317 1.118 0.565 ± 0.056
5945 19 1.333 1.083 0.660 ± 0.072
5946 19 1.353 1.111 0.684 ± 0.074
6033 20 1.351 1.090 0.633 ± 0.064
6034 19 1.345 1.105 0.655 ± 0.071
6061 20 1.351 1.118 0.600 ± 0.049
6063 19 1.325 1.134 0.479 ± 0.040
6081 19 1.342 1.112 0.587 ± 0.055
TABLE 5.15: Results for setting 5.
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FIG. 5.59: Relation between the packing fraction and the ratio of the production
yield over the dummy yield.
5.10.9 Summary
The packing fraction, pf , represents the proportion of ammonia target material
compared to the liquid helium in which it is immersed, and is necessary for the
dilution analysis described previously. The packing fraction was extracted for each
of the 10 material samples used in the gp2 experiment. Variation was seen in the
elastic yields from run to run, which resulted in a variation in the packing fraction.
It is unclear what is causing the variation in the yield for some settings, but a
possibility is a drift in the beam position from run to run, resulting in variation
in the scattering angle. Since the scattering angle is only ∼ 6◦, small changes can
lead to significant variation in the cross section, particularly at the elastic setting.
A study is currently underway to understand the effect of the fluctuating beam
position on the cross section and acceptance. Once this study is complete, the
packing fraction values can be updated to include this correction.
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5.10.10 Preliminary pf Values used for this Analysis
As described above, the pf values are not finalized due to variations in the yields.
For the kinematic settings used in this analysis, a value for pf was determined by
taking the average of all runs within a material. The uncertainty for each value is
calculated from the average uncertainty for all runs within that material, and the
standard deviation of the distribution of pf values for that material. The results
used for this analysis are summarized in Table 5.16.
Preliminary pf Values
Material Avg. Avg. Relative Standard Total %
ID pf Uncertainty Deviation Uncertainty
17 0.507 0.042 0.075 0.154
18 0.533 0.042 0.062 0.123
19 0.605 0.101 0.101 0.163
20 0.595 0.092 0.041 0.115
TABLE 5.16: Preliminary pf values used for this analysis.
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CHAPTER 6
Results and Conclusions
In this chapter, preliminary results are presented for proton asymmetries. Pre-
liminary results for the polarized cross section differences and spin structure func-
tions, gp1 and g
p
2, were extracted using an unpolarized cross section model. In addi-
tion, their contribution to the Burkhardt-Cottingham sum rule and the generalized
polarizabilities from the resonance region are presented and discussed.
6.1 Asymmetry Results
The method for extracting the asymmetry was discussed in Sec. 5.1. For this
thesis, data at two settings were analyzed: Ebeam = 2.2 GeV, Btarget = 5 T, in
both the longitudinal and transverse target magnetic field configurations. Only
runs taken with the LHRS were included here. The dilution factor and target
polarization analyses were discussed in Secs. 5.9.2 and 5.7, respectively, and the
beam polarization values were obtained from [100].
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Since the data is taken in small pieces (referred to as “runs”), it must be com-
bined to form the final asymmetry using a statistically weighted average. Eqn. 6.1
gives the expression for calculating the final asymmetry, where Ai is the asymmetry
calculated for each run, and δAi is the statistical uncertainty (Eqn. 6.2).
A =
￿
iAi/δA
2
i￿
i 1/δA
2
i
(6.1)
δA =
￿￿
i
1
1/δA2i
(6.2)
The statistical uncertainty is, in general, related to the square root of the num-
ber of events. However, when the raw trigger rate is high enough that it requires
a prescale factor, the statistical uncertainty must be altered [101]. If we define the
number of useful events, C, as:
C =
N LT f
ps
, (6.3)
where N is the total number of events, LT is the livetime correction, f is the accep-
tance for useful events
￿
f = NacceptedNrecorded
￿
and ps is the prescale factor, the statistical
fluctuation of events can originate from two sources:
• Fluctuation of the total number of events, N
• Fluctuation due to the acceptance, (LT f).
In the first case, the fluctuation can be defined as σN =
√
N . In the second case,
the fluctuation is derived using a binomial distribution, and gives the fluctuation
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due to the acceptance as σC =
￿
C(1− LT f). Combining these two expressions
together gives us the correction to the statistical uncertainty:
S =
￿
1− LT f
￿
1− 1
ps
￿
. (6.4)
The scaling factor S goes directly into the uncertainty for Y± as σN± = S±
√
N±.
The statistical uncertainty can then be written as:
δA =
2Y+Y−
(Y 2+ + Y
2−)2
￿
S2+
N+
+
S2−
N−
. (6.5)
The sign of the asymmetry is dependent on the status of the IHWP and the tar-
get spin configuration. For each run, if the IHWP is “OUT” (“IN”), the asymmetry
is multiplied by a factor of +1 (−1). For this experiment, the target polarization
is always in the plane of the electron polarization. The following sign conventions
contribute to the overall sign of the asymmetry:
• Longitudinal configuration, target field points towards the Hall A beam dump
(0◦): +1
• Longitudinal configuration, target field points towards the Møller polarimeter
(180◦): −1
• Transverse configuration, target field points towards the RHRS (90◦): +1
• Transverse configuration, target field points towards the LHRS (270◦): −1
Since acceptance studies have not yet been completed, only loose cuts were
placed on the target variables x and y to avoid significant loss of statistics:
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• −0.5 < x < 0.5
• −0.05 < y < 0.05
The physics asymmetries, before any radiative corrections have been applied, and
using the preliminary acceptance cuts and dilution factor described in Sec. 5.9.2,
are shown in Fig. 6.1.
6.1.1 Pion Asymmetry
The goal of the particle identification cuts described in Sec. 5.3 is to obtain a
pure electron sample from which to extract physics quantities, such as asymmetries.
However, if there is some residual pion contamination left behind, it can dilute the
asymmetry. The goal of this analysis is to understand the effect of this contamination
and the size of the correction to the asymmetry.
The measured asymmetry, which has been corrected for dilution factor, and
beam and target polarizations is denoted here by Am, and can be written in terms
of the electron and pion asymmetries:
Am = fe−Ae− + fπAπ, (6.6)
where fe− and fπ are the fraction of electron and pion events in the sample, re-
spectively. Rearranging this equation gives us an expression for the desired electron
asymmetry:
Ae− =
1
fe−
Am − fπ
fe−
Aπ. (6.7)
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FIG. 6.1: Physics asymmetries vs. W for the longitudinal (a) and transverse (b)
configuration, before any radiative corrections have been applied. The uncertainties
shown are only statistical.
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FIG. 6.2: Event selection for calculating the pion asymmetry. The blue line shows
the total energy deposited in the calorimeter, divided by the particle’s momentum.
The peak centered around 1 contains electron events, while the peak to the left
contains pion events. The shaded region represents the selection of events used to
calculate the pion asymmetry.
The fraction of events fπ and fe− are determined by calculating the yield from pions
and electrons. To distinguish between electrons and hadrons, the gas Cherenkov
and lead glass calorimeters are used. To determine the size of the pion asymmetry,
a very clean sample must be selected for each of these particles. To calculate the
pion asymmetry, a cut was placed on events that did not produce a signal in the
gas Cherenkov, as shown in Fig. 6.2.
Similarly, to identify a clean electron sample for physics analysis, a cut is placed
on the gas Cherenkov above the single photoelectron peak (the location of this cut
is described in detail in Sec. 5.3). Events to the right of this cut are counted as good
electron events, while events below this cut are considered to be pion contamination.
Fig. 6.3 shows the event selection as a result of this cut. Using these selections, the
resulting electron and pion asymmetries can be calculated and are shown in Figs. 6.4
and 6.5. It should be noted that the pion asymmetry is significantly larger in
magnitude than the electron asymmetry. If we compare the statistical uncertainties
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FIG. 6.3: Event selection for calculating the pion and electron yields. The blue
line shows the total energy deposited in the calorimeter, divided by the particle’s
momentum. The orange shaded region shows the selection of electron events, while
the green shaded region shows the selection of pion events.
for the longitudinal and transverse settings, it is clear that more pions are produced
in the transverse configuration.
Next we can use Eqn. 5.43 to calculate the normalized yield of pions and elec-
trons, which is necessary for evaluating Eqn. 6.7. The electron yield, with PID cuts
applied, is shown in Fig. 6.6. In comparison, the pion yield, before the lead glass
cuts are applied is shown in Fig. 6.7. The y-axis of both plots have arbitrary units,
but can be directly compared to each other. Since acceptance studies have not been
completed yet, the data taken for different momentum settings cannot be combined
into a smooth, continuous distribution. Each color represents the yield for one cen-
tral momentum setting of the spectrometer. The pion contamination is significant,
particularly at large W . Considering the relative size of the pion asymmetry, the
electron asymmetry would be diluted if the pion contamination were not minimized.
After PID cuts are applied, the level of pion contamination is minimal. Since
the method to distinguish between electrons and pions is to use events above and
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FIG. 6.4: Electron and pion asymmetries vs. W for the Ebeam = 2.2 GeV, Btarget =
5 T, longitudinal setting. The error bars shown are only statistical.
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FIG. 6.5: Electron and pion asymmetries vs. W for the Ebeam = 2.2 GeV, Btarget =
5 T, transverse setting.
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FIG. 6.6: Electron yield vs. W for a series of different momentum settings. The
longitudinal configuration is shown on the top and the transverse setting is shown
on the bottom. Each color represents a different central momentum setting of the
spectrometer.
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FIG. 6.7: Pion yields vs. W for a series of different momentum settings, before PID
cuts have been applied. The longitudinal configuration is shown on the top and the
transverse setting is shown on the bottom. Each color represents a different central
momentum setting of the spectrometer.
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below the gas Cherenkov single photoelectron peak, and in the final analysis, events
below the single photoelectron peak are removed, the pion yields shown in Fig. 6.8
represent the upper limit of the correction.
For all settings, the size of the additive correction is very small; for the lon-
gitudinal configuration the largest correction is on the order of 10−5 (compared to
an asymmetry of magnitude 10−3) and for the transverse configuration the largest
correction is on the order of 10−4 (compared to an asymmetry of magnitude 10−2).
The magnitude of the correction is small enough that it isn’t necessary to apply the
result as a correction; instead it can be included as a (small) contribution to the
systematic uncertainty.
6.2 Radiative Corrections
Before, after, and during the electron interaction with the target, it is subject
to energy loss due to the materials in its path and higher order effects, such as
two photon exchange loops. The purpose of the radiative corrections (RC) is to
account for this energy loss and correct the data accordingly. An overview of the
theory behind the RC will be given in this section, along with the method used
for preliminary radiative corrections to the asymmetry. Details of the unpolarized
radiative corrections are given in Ref. [102].
6.2.1 Unpolarized Radiative Corrections
The first-order Feynman diagram for electron-proton scattering is shown in
Fig. 6.9.
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FIG. 6.8: Pion yields vs. W for a series of different momentum settings, after lead
glass cuts have been applied. The longitudinal configuration is shown on the top
and the transverse setting is shown on the bottom. Each color represents a different
central momentum setting of the spectrometer.
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1 Introduction
The leading order Feynman diagram representing (elastic) ep→ e￿p scattering is shown in Figure 1.
Theoretical analyses assume the physics of this lowest order diagram, but the likelihood of the pro-
cess in Figure 1 occurring experimentally is virtually zero [1]. There are higher order (in α, the
fine structure constant) loops corrections to Figure 1; the electron can also “externally” radiate a
bremsstrahlung photon as it passes through material before and after scattering and “internally” ra-
diate a photon during the scattering process itself. Furthermore, the incident and scattered electrons
are subject to ionization effects from materials in the beam path. The effects of the ionization and
external bremsstrahlung are sometimes combined and collectively referred to as electron straggling.
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Figure 1: Born process for elastic ep scattering.
Radiative corrections take into account all the previously mentioned methods for radiative energy
loss from the scattering electron. The goal of the analysis is to produce a radiated cross section that
can be subtracted from the experimental data to obtain a cross section that is more representative
of the Born process of Figure 1. Both elastic and inelastic processes contribute to the radiated cross
section, but only states with a lower invariant mass (W ) can effect larger invariant mass states.
Elastic scattering events have the lowest possible invariant mass, causing the elastic radiative tail to
be present throughout the entire energy spectra. The first step in the radiative correction analysis
is to remove this elastic tail, which are then followed by the inelastic radiative corrections.
1.1 Loop Corrections to the Scattering
The next to leading order processes considered in the radiative correction analysis are shown in
Figure 2. These loop corrections account for virtual photon effects on the scattering cross section.
The Feynman diagram in Figure 2a is the vacuum polarization correction, where the virtual photon
spontaneously splits into a e−/e+ pair. The charged pairs act as an electric dipole and their reori-
entation in the electron’s electromagnetic field create a partial screening affect on the field [2]. The
vertex correction, in Figure 2b, is the lowest order correction to the anomalous magnet moment of
2
FIG. 6.9: Leading order diagram for electron-proton scattering. Reproduced
from [102].
The next-to-leading-order corrections to this process are described below, and are
shown in Fig. 6.10.
• Fig. 6.10 (a) shows the vacuum polarization correction, where the virtual photon
splits int an e−/e+ pair and acts s an electric dipole [103].
• Fig. 6.10 (b) shows the vertex correction, which represents the first order devia-
tion from the Dirac prediction for the electron magnetic moment.
• Figs. 6.10 (c) and (d) describ th electron self-en rgy Feynman graphs, which
contribute to the renormalization of the electron mass [103].
• Figs. 6.10 (e) and (f) account for Bremmstrahlung radiation, which occurs dur-
ing the electron-proton interaction as well as when the electron passes through
material.
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Figure 2: Next to leading order Feynman diagrams for the internal radiative corrections: (a) Vacuum
polarization, (b) Vertex Correction, (c)/(d) Electron Self-Energy, (e)/(f) Bremsstrahlung before and
after scattering.
the electron; this diagram causes a small deviation in the electron’s magnetic moment as predicted
for a Dirac particle. The electron self-energy Feynman graphs are shown in Figure 2c and 2d. These
diagrams contribute to the electron’s mass renormalization and reflect the influence of the vacuum
fluctuations on the ground state energy of the electron [2].
1.2 Bremsstrahlung
The use of an accelerated (and charged) probe in electron scattering experiments causes real pho-
ton bremsstrahlung emission during the electron-proton interaction as shown in Figures 2e and 2f.
Bremsstrahlung is also possible as the electron passes through material in the beam path before
and after the target interaction. The internal and external designation used to differentiate the two
processes is laid out in Figure 3. According to Bloch and Nordieck [3] the real photon emission is
of a single hard photon consisting of most of the radiated energy, with the remaining energy spread
over an infinite number of soft photons. These soft photons lack the energy to be detected, but
still have a real contribution to the bremsstrahlung cross section and are taken into account in the
radiative corrections.
3
FIG. 6.10: Diagrams for higher order corrections to Fig. 6.9. Reproduced from [102].
Corrections due to two-photon exchange are expected to be of the same order as
the one-loop corrections. Diagrams (a), (b), (c), and (d), as well as the two-photon
exchange corrections, contribute to the cross section on the order of α4, which is
relatively small compared to the Bremsstrahlung contribution. The correction due
to Bremsstrahlung radiation is usually described in two pieces, internal and external.
Fig. 6.11 shows this differentiation. In addition to Bremsstrahlung, energy can also
be lost by an electron elastically scattering from an atomic electron within material
in the beam p th; this typically results in n en rgy loss of a few MeV.
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1.2.1 Radiation Thickness
The amount of energy lost to bremsstrahlung photons by an electron passing through a material
is parameterized by the materials radiation length. Formally defined, the radiation length is the
thickness required for an electron to lose 1-1/e of its energy as it travels through the material. To take
into account differences in the physical thicknesses and densities of the various beam line materials,
each material’s radiation length is weighted by the thickness and density and then summed. The
weighted sum is referred to as the radiation thickness (see Ref [4], [5]). In the calculation of the
radiation thicknesses, it is assumed that the electron scattering occurs in the center of the target
material. If the total radiation thickness before and after scattering is less than 0.10, the error on
this assumption is less than 1% [1].
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Figure 3: Internal and external bremsstrahlung emission. The quantities tb and ta are the radiation
thicknesses before and after scattering, respectively.
1.3 Ionization Energy Loss
In addition to bremsstrahlung emission, it’s possible for the electron to elastically scatter with atomic
electrons from the materials in the beam path. This generally results in the ionization of the struck
atom and causes the electron to lose a few MeV of energy. Incident and final electron energies are
related to the beam and spectrometer momentum such that,
Einc. = Ebeam −∆s (1)
Efin. = E
￿ +∆p (2)
E￿ ￿ pspect , (3)
4
FIG. 6.11: Description of internal and external Bremsstrahlung radiation, repro-
duced from [102].
The amount of energy lost is dependent on the radiation thickness of the ma-
terial the electron passes through. A material’s radiation length is defined as the
thickness of material required for the particle to lose 1 − 1/e of its energy. The
contribution from each material is weighted by the density and thickness and then
summed; the unitless weighted sum is known as the radiation thickness [104, 105]. In
general, it is assumed that the electron scattering occurs in the center of the target.
The uncertainty on this assumption is < 1% if the radiation thicknesses before and
after scattering is less than 0.10. For the preliminary radiative corrections described
in the next section, the radiation thickness before (tb) and after (ta) scattering is
given by tb = 0.02249 and ta = 0.02511.
6.2.2 Preliminary Radiative Corrections
Final radiative corrections will be adjusted based on the final cross sections
extracted from our data. For the preliminary results presented here, the radiative
corrections to the asymmetry will be based on model predictions. Two asymmetry
predictions were produced using the MAID [24] and Bosted [25] models, one with,
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and one without, radiative effects included. The prediction without radiative effects
included will be referred to as “unradiated” and the prediction with radiative effects
included will be referred to as “radiated”.
The MAID model is used to generate the polarized cross section difference.
For the radiated model, the inelastic radiative effects can be broken down into two
parts: internal and external. The internal radiative effects are determined using the
POLRAD formalism [106]. The external RC are independent of the polarization,
and are performed using the methods laid out by Mo and Tsai [107]. The elastic
tail contributions can be considered in much the same way; only the internal piece
is polarized. The polarized elastic cross section is calculated by first using the
MASCARD code [108], and combining it with the corresponding elastic cross section.
Internal polarized radiative effects are calculated using the Mo and Tsai form factors.
To produce the unpolarized cross section, the Bosted model is used. The in-
elastic radiative effects are calculated using the Bosted model [25] as input for both
the internal and external corrections. The Mo and Tsai formalism is again used for
the elastic tail contribution. Figs. 6.12 and 6.13 show the radiated and unradiated
asymmetry models for the longitudinal and transverse kinematic settings. The input
for the scattering angle represents the average scattering angle determined from the
data.
The correction for radiative effects is applied as such, where ∆RC = Aunrad−Arad,
the difference between the unradiated and radiated models:
Acorrected = Ameasured +∆RC. (6.8)
The effect of applying the correction is shown in Fig. 6.14. There is reasonable
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FIG. 6.12: Model predictions for the radiated and unradiated longitudinal asym-
metry (a) and the additive radiative correction factor (b). The red markers in the
bottom plot represent the average for each 50 MeV bin.
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FIG. 6.13: Model predictions for the radiated and unradiated transverse asymmetry
(a) and the additive radiative correction factor (b). The red markers in the bottom
plot represent the average for each 50 MeV bin.
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agreement between the uncorrected data points and the radiated asymmetry pre-
diction. The largest deviation is for the region of W from 1300-1500 MeV in the
longitudinal setting. The model suggests a resonance that is not mirrored in the
data. This may suggest that the MAID model does not accurately predict the asym-
metry, since little data is available to constrain the fit in this region. It should also
be noted that the radiative corrections have a significant effect on the asymmetry,
particularly at large W for the longitudinal setting. For these preliminary radiative
corrections, the model was not tuned to match the data. Careful consideration will
need to be taken in the final version of the radiative corrections.
6.2.3 Contribution to Systematic Uncertainty
The contributions to the radiative correction uncertainty are summarized below.
The main uncertainty in the correction comes from the MAID model prediction.
• The Bosted model [25] contributes a relative uncertainty of 5%.
• The Mo and Tsai formalism [107] assumes a 4% uncertainty for neglected higher
order terms.
• Since optics studies are still being finalized, there is an additional uncertainty
associated with variation in the scattering angle θ0. The effect of varying the
scattering angle on the model prediction for the asymmetry is shown in Figs. 6.15
and 6.16. The contribution to the uncertainty varies bin to bin by ∼ 0.4− 27%.
• The largest contribution to the uncertainty comes from the MAID model predic-
tion, which is detailed in the following paragraph.
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FIG. 6.14: Effect of applying the radiative corrections (Eqn. 6.8) for the longitudinal
asymmetry (a) and the transverse asymmetry (b).
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FIG. 6.15: Effect of varying θ on the radiative corrections for the longitudinal setting.
The model predictions are shown in (a) with the difference between unradiated and
radiated models in (b).
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FIG. 6.16: Effect of varying θ on the radiative corrections for the transverse setting.
The model predictions are shown in (a) with the difference between unradiated and
radiated models in (b).
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The MAID group does not list their fit errors, as they only reflect the statistical
uncertainty and suggest an unrealistically small fit uncertainty due to the large num-
ber of data points included in the fit [24]. Instead, they suggest the best estimate
of the uncertainty is done by comparison with different analyses. To determine the
uncertainty on the model itself, the measured asymmetry, before radiative correc-
tions have been applied, is compared to the radiated version of the MAID model.
The difference between the model and our data is taken as the uncertainty. The
comparison is shown in Fig. 6.17, with the red band giving the model uncertainty
for each bin.
6.3 Kinematics
Due to the large target magnetic field, in the transverse configuration the scat-
tering angle is not constant for each momentum setting. The variation in the scat-
tering angle is shown for the longitudinal and transverse settings in Fig. 6.18. From
here on, the two configurations will be referred to as kinematic set L (longitudinal
configuration) and kinematic set T (transverse configuration).
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FIG. 6.17: Comparison of the radiated MAID model with measured asymmetries to
estimate the uncertainty on the MAID model for the longitudinal (a) and transverse
(b) settings.
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FIG. 6.18: Variation in scattering angle for the longitudinal and transverse configu-
rations, calculated from data. The scattering angle is a constant ∼6 degrees for the
longitudinal setting, but, due to the large magnetic field, varies for the transverse
setting.
6.4 Polarized Cross Section Differences
The polarized cross section differences are calculated using Eqn. 6.9 by com-
bining the asymmetry with the unpolarized cross section,
∆σ￿,⊥ = 2A￿,⊥σunpol. (6.9)
In order to extract the polarized structure functions, we will need both ∆σ￿ and
∆σ⊥. Since the kinematics of the longitudinal and transverse settings are not the
same, the asymmetries cannot simply be combined to extract the structure functions.
Instead a model prediction will be used for the missing asymmetry information for
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each kinematic setting. The Bosted model [25] is used as the unpolarized cross
section to extract ∆σ￿,⊥ (see Fig. 6.19).
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FIG. 6.19: Bosted model prediction for the unpolarized cross section, extracted at
the kinematics for the longitudinal and transverse configurations.
The cross section differences for the longitudinal configuration are shown in
Fig. 6.20. The longitudinal asymmetry (A￿) is extracted from data, while the trans-
verse asymmetry (A⊥) is a model prediction.
The results for the transverse configuration are shown in Fig. 6.21. This time
A⊥ is extracted from the data while A￿ is a model prediction.
6.5 Systematic Uncertainties
Recall that the asymmetry can be expressed as
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FIG. 6.20: Asymmetries (a) and cross section differences (b) for the longitudinal
configuration. The red band shows the uncertainty on the MAID prediction (dis-
cussed in Sec. 6.2.3), and the grey band shows the systematic uncertainty on the
calculated quantity.
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FIG. 6.21: Asymmetries (a) and cross section differences (b) for the transverse con-
figuration. The grey band shows the uncertainty on the MAID prediction (discussed
in Sec. 6.2.3), and the red band shows the systematic uncertainty on the calculated
quantity.
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Aphys =
￿
1
fPbPt
￿
Ameas +∆RC. (6.10)
The systematic uncertainty can be expanded using standard propagation of un-
certainty, with the final expression given by Eqn. 6.11, with the various contributions
described below.
(δAsysphys)
2 =
￿
∂A
∂f
￿2
(δf)2 +
￿
∂A
∂Pb
￿2
(δPb)
2 +
￿
∂A
∂Pt
￿2
(δPt)
2 + δA2Q+
δA2LT + δA
2
π + δ∆RC
2,
(6.11)
• Dilution Factor (f): The systematic uncertainty stems mostly from the packing
fraction extraction, described in Sec. 5.9.2. Since the dilution factor is extracted
from the Bosted model, there is an additional 5% uncertainty.
• Beam Polarization (Pb): The uncertainty on the Moller measurement is given
as 1.7% [100].
• Target Polarization (Pt): The target polarization uncertainty is still being fi-
nalized, but the current result is∼1.2% for the different target configurations [91].
• Livetime Asymmetry (δALT ): Is given as the value of the livetime asymmetry
described in Sec. 5.5 and is < 1%.
• Charge Asymmetry (δAQ): Given as the value of the charge asymmetry de-
scribed in Sec. 5.4 and is < 1%.
• Pion Contamination (δAπ): Described above in Sec. 6.1.1, this represents the
upper limit of the correction due to residual pion contamination, and is < 1%.
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Contributions to Uncertainty (δAsysphys), Longitudinal Configuration
Source Total for Run Uncertainty Relative/ Contribution
or Bin by Bin Absolute to δA
Target Polarization Total 1.2% Relative to Pt 3.1E-05 - 1.1E-03
Beam Polarization Total 1.7% Relative to Pb 4.4E-05 - 1.5E-03
Livetime Asymmetry Total 6.6E-06 Absolute 6.6E-06
Charge Asymmetry Total 1.1E-04 Absolute 1.1E-04
Dilution Factor Total 15.2% Relative to f 3.9E-04 - 1.4E-02
Pion Contamination Total 4.5E-05 Absolute 4.5E-05
Radiative Corrections Bin by Bin 2.2E-03 - 2.4E-02 Absolute 2.2E-03 - 2.4E-02
TABLE 6.1: Contributions to the systematic uncertainty for the longitudinal con-
figuration.
Contributions to Uncertainty (δAsysphys), Transverse Configuration
Source Total for Run Uncertainty Relative/ Contribution
or Bin by Bin Absolute to δA
Target Polarization Total 1.2% Relative to Pt 6.3E-05 - 5.6E-04
Beam Polarization Total 1.7% Relative to Pb 8.9E-05 - 8.0E-04
Livetime Asymmetry Total 6.6E-06 Absolute 5.4E-05
Charge Asymmetry Total 1.1E-04 Absolute 1.2E-04
Dilution Factor Total 15.2% Relative to f 8.4E-04 - 7.5E-03
Pion Contamination Total 4.5E-05 Absolute 2.7E-04
Radiative Corrections Bin by Bin 8.2E-04 - 2.1E-02 Absolute 8.2E-04 - 2.1E-02
TABLE 6.2: Contributions to the systematic uncertainty for the transverse config-
uration.
• Radiative Corrections (δRC): The uncertainty due to radiative corrections,
which is discussed in (Sec. 6.2.3).
To calculate the cross section difference, there is an additional relative uncer-
tainty of 5% due to the Bosted model, which is used as the unpolarized cross section.
The tables below summarize the systematic uncertainty on the cross section differ-
ences shown in Sec. 6.4.
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Contributions to Uncertainty (δ∆σsys￿,⊥), Kinematic Set L
Quantity Contribution Uncertainty
∆σ￿
A￿ (Data) 5.1E-03 - 2.4E-02
σunpol (Bosted Model ) 2.5E-04 - 3.3E-03
∆σ⊥ MAID Model 2.9E-05 - 8.8E-04
TABLE 6.3: Contributions to the systematic uncertainty for ∆σ￿,⊥ for kinematic
setting L.
Contributions to Uncertainty (δ∆σsys￿,⊥), Kinematic Set T
Quantity Contribution Uncertainty
∆σ￿ MAID Model 2.2E-05 - 1.2E-03
∆σ⊥
A￿ (Data) 3.3E-03 - 2.2E-02
σunpol (Bosted Model ) 7.7E-05 - 1.9E-03
TABLE 6.4: Contributions to the systematic uncertainty for ∆σ￿,⊥ for kinematic
setting T.
6.6 Spin Structure Functions gp1 and g
p
2
The polarized structure functions g1 and g2 can be written in terms of the cross
section differences as:
g1 =
MQ2
4α2
y
(1− y)(2− y)
￿
∆σ￿ + tan
θ
2
∆σ⊥
￿
, (6.12)
g2 =
MQ2
4α2
y2
2(1− y)(2− y)
￿
−∆σ￿ + 1 + (1− y) cos θ(1− y) sin θ ∆σ⊥
￿
, (6.13)
where y = νE . The results for g1 and g2 for the two different sets of kinematics are
shown vs. W in Figs. 6.22 and 6.23. For cases where a model prediction is used as
input for the asymmetry (i.e. ∆σ⊥ in the longitudinal configuration), the systematic
uncertainty is assumed to be the uncertainty in the MAID prediction, discussed in
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Sec. 6.2.3.
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FIG. 6.22: Results for gp1 and g
p
2 for kinematic setting L. The error bars on each
data point are the statistical uncertainty.
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FIG. 6.23: Results for gp1 and g
p
2 for kinematic setting T. The error bars on each
data point are the statistical uncertainty.
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6.7 Contribution to Burkhardt-Cottingham Sum
Rule
With a preliminary result for g2, we can begin to look at the contribution to
the Burkhardt-Cottingham sum rule (discussed in Sec. 3.7.1). Since kinematic set
A uses a model prediction for δσperp, which is the dominant contribution to g2, it
will not be included in this section. Fig. 6.24 shows the structure function gp2 versus
Bjorken x for kinematic set B.
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FIG. 6.24: Results for gp2 plotted vs. Bjorken x.
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FIG. 6.25: Contribution to the BC sum integral from the resonance region.
Fig. 6.25 shows the contribution to the total integral Γ2 from the resonance
region. The statistical and systematic uncertainties are shown on the data point.
As can be seen in Fig. 6.24, the range of x covered by our data is small; to perform
a full test of the BC sum rule, it is necessary to understand the extrapolation to low
and high x. The RSS experiment measured gp2 in the resonance region at an average
momentum transfer of Q2 = 1.3 GeV2 [44]. Fig. 6.26 shows the RSS results for gp2
versus Bjorken x. Our result is consistent with theirs in that the contribution to
Γ2 from the measured resonance region is overall negative. The RSS result suggests
that the function g2 begins to rise as you move to higher x, which may compensate
for the negative contribution from the resonance region.
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4FIG. 3: Results for g1 from this experiment (RSS) and other
relevant data [2, 32], as well as target mass corrected NLO
PDFs. The upper scale shows W (at Q2 = 1.3 GeV2) for
reference.
at this Q2. The ratios for restricted, but still rather
broad, W ranges differ from unity by several sigmas,
demonstrating that local polarized duality is not valid
at our Q2: 1.09 < W < 1.4 GeV is 6.47 ± 0.95, and
1.4 < W < 1.91 GeV is 0.87 ± 0.06. Including also
large x resummations for the PDFs [11], the global ra-
tio changed to 1.42± 0.10. The quoted errors are based
on the data integrals only, including a 0.4% contribution
from computing our fit at fixed Q2. Our results are in
good agreement with the recent results from CLAS [13].
Approximate global duality within errors was reported
by [10], based on A1 resonance data averaged over a
broad Q2 range from 1.6 to 2.9 GeV2 and compared to a
DIS fit to data. The weak Q2 dependence of A1 (within
large errors) allows for averaging, instead of calculating
the ratio at each Q2 value as is required for testing du-
ality in the structure functions. But duality in the spin
asymmetry A1 ∝ g1/F1 could be due to accidental can-
cellations in the ratio g1/F1.
Our results for g2 are much clearer, especially in the
framework of the QCD OPE. The comparison of our data
and the gWW2 approximation, evaluated from our mea-
surements of g1, provides strong evidence of the signifi-
cance of higher-twist terms at this Q2, as shown in Fig. 4.
Combining our measurements of g1 and g2, we can inves-
tigate specifically the twist-3 contribution via the matrix
element d2 (Eq. 2). Over the measured range (0.29<x<
0.84), we find d2 = 0.0057±0.0009 (stat)±0.0007 (syst),
including a 4% contribution to the systematic error from
our fit’s assumed Q2 dependence. This significantly non-
zero result highlights the limitation of leading-twist ap-
proximations. Extrapolating this result to Q2 = 5 GeV2,
assuming a 1/Q dependence, we find d2 = 0.0029 com-
pared to the SLAC result d2 = 0.0032± 0.0017 [33].
In summary, our results significantly increase the avail-
able information on the proton spin structure: These new
FIG. 4: Our (RSS) values for g2 and the approximation g
WW
2
(Eq. 1) as evaluated from our data.
data provide a connection to the measurements at DIS
kinematics and fill a significant void in the explored re-
gions. Our measurement with transverse spin arrange-
ment is the first in the resonance region, with notably
non-zero results. Our data clearly indicate the impor-
tance of higher twist contributions and thus quark–gluon
correlations. We have established that Bloom-Gilman
polarized duality is meaningful only for the resonance re-
gion as a whole, although local polarized duality may yet
be observed at higher Q2 ranges.
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FIG. 6.26: RSS results for gp2 at an average Q
2 = 1.3 GeV2 [44]. The statistical
uncertainties are shown on the data points, and the systematic uncertainties are
shown in the red band. The blue curve shows the prediction for gWW2 .
Fi . 6.27 shows the previous results for ests of this um rule [109]. The open
circles represent the value of Γ2 over the measured region of x, the black line rep-
resents the elastic contribution, determined from elastic form factors, and the band
shows the assumed contribution from the DIS region, assuming the validity of the
sum rule. For our low Q2 data point, the expected contribution from the elastic
region is negative, meaning the extrapolation to x → 0 must be positive to com-
pensate. Looking back at Fig. 3.3 shows the full integral of Γ2. Although the SLAC
results for the neutron are in agreement with the expected result of zero, there is
a violation of the BC sum rule suggested for the proton, which was measured over
the region 0.02 ≤ x ≤ 0.8. In this case, there is a uncertainty associated with
the low x extrapolation that is difficult to quantify. If this violation is confirmed,
the principles applied in the derivation of the BC su rule, which were discussed in
Sec. 3.7.1, will need to be re-considered. In contrast, the precision data from JLab
for the neutron and proton are in agreement with the sum rule, which suggests that
g2 is a well-behaved function.
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FIGURE 2. Full band represents an evaluation of x→ 0 contribution to !2(Q2) assuming the validity
of the BC sum rule. Proton (top), neutron (middle), and 3He (bottom). Open symbols represent measured
data (typically the resonance region). Inner (outer) error bars represent statistical (total) uncertainties.
Brown: E155 collaboration [4]. Red: RSS [18, 19]. Black: E94010 [20, 11]. Green: E97110 [21] (Very
Preliminary). Blue: E01012 [13] (Very Preliminary). Nucleon form factors from [22, 23]. Nuclear form
factors from [24].
TABLE 1. Standard deviations of !n2(Q2) from zero. From E94010 [20] for
Q2 < 1.0 GeV2 and E01012 [13] (Very Preliminary) for Q2 > 1.0 GeV2
Q2(GeV2) Total Relative Uncertainty Statistical Relative Uncertainty
0.74 1.7 6.6
0.90 2.0 7.9
1.20 2.4 2.9
1.80 1.9 2.2
2.40 1.8 2.2
by systematic effects, while the statistical uncertainties are quite small. The dominant
systematics of E94010 arose from the radiative corrections. Considering the significant
improvements in knowledge of structure functions at low Q2 that has occurred in recent
years, a re-examination of this uncertainty is warranted in order to provide a conclusive
test of the BC sum rule.
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test of the BC sum rule.
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by systematic effects, while the statistical uncertainties are quite small. The dominant
systematics of E94010 arose from the radiative corrections. Considering the significant
improvements in knowledge of structure functions at low Q2 that has occurred in recent
years, a re-examination of this uncertainty is warranted in order to provide a conclusive
test of the BC sum rule.
FIG. 6.27: Results for the BC sum rule for the proton (top), neutron ( iddle)
and 3He (bottom). Repr duced fr m [109]. Open circle represent the measur d
region. The inner (outer) error bars represent the statistical (total) uncertainties.
The black curve shows the elastic contribution from nucleon form factors [110, 111]
and nuclear form factors [112]. The full band represents the contribution to Γ2
as x → 0, assuming the validity of the BC sum rule. The data are from the
following experiments: Brown: E155 collaboration [45], Red: RSS experiment [42,
44], Black: E94-010 [41, 42], Green: E97-110 (preliminary) [40], Blue: E01-012
(preliminary) [43].
6.8 Spin Polarizabilities γ0 and δLT
Similar to the BC sum rule, we can look at the contribution to the second
moment of g1 and g2, the generalized polariz biliti s γ0 an δLT (Sec. 3.7.2). Start ng
with γ0, the value of the integrand versus x is shown in Fig. 6.28. In comparison,
the valu of the δLT integrand is shown versus x is shown in Fig. 6.29.
The co tribution to the γ0 integral from the resonance region is shown in
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FIG. 6.28: Value of the γ0 integral, plotted vs. Bjorken x.
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FIG. 6.29: Value of the δLT integrand, plotted vs. Bjorken x.
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Fig. 6.30, with the statistical and systematic uncertainties given with the points.
Predictions for the neutron polarizabilities were shown in Sec. 3.7.2. There
have been recent developments in the χPT calculations that find better agreement
with neutron experimental results [113], which are shown in Fig. 6.31. The previous
Heavy Baryon (HB) χPT result included in the inverse nucleon mass an additional
semi-relativistic expansion, which worked poorly for the determination of the spin
polarizability quantities. There are two Baryon (B) χPT predictions included, shown
by the grey and blue bands. The grey band seems to resolve the discrepancy seen
for δLT for the neutron, however, if we assume the proton result will agree with the
MAID prediction, this calculation suggests a discrepancy for δLT for the proton.
The blue bands show agreement for both the neutron and proton. The difference
between these two calculations lies in the inclusion of the ∆-resonance. For the blue
curves, additional higher order terms are included in the calculation, particularly
those with photons coupling to the ∆ in the loops.
The contribution from our data to the spin polarizabilities does not show strong
agreement with any of the χPT predictions. The prediction for δpLT suggests a
positive value, which, based on Eqn. 3.35, says the integral over gp1 must be greater
than the integral over gp2. In this extraction of g1 and g2, there is input from the
MAID model for both kinematic set A and B. A negative result for δLT suggests that
the MAID model under-estimates the value of A￿, or, conversely, over-estimates the
value of A⊥. Since there is little data available at low Q2, the final results of this
experiment will provide a test of the χPT predictions.
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FIG. 6.30: Contribution to the generalized spin polarizabilities from the resonance
region. The contribution to γ0 is shown in (a) and the contribution to δLT is shown
in (b). The units on the y-axis are 10−4 fm4.
192
0.00 0.05 0.10 0.15 0.20 0.25 0.30
￿4
￿3
￿2
￿1
0
1
2
Γ 0
￿10￿4 fm
4 ￿
Proton
0.00 0.05 0.10 0.15 0.20 0.25 0.30
￿3
￿2
￿1
0
1
2
3
Neutron
0.00 0.05 0.10 0.15 0.20 0.25 0.300.0
0.5
1.0
1.5
2.0
2.5
Q2 ￿GeV2￿
∆ L
T
￿10￿4 fm
4 ￿
0.00 0.05 0.10 0.15 0.20 0.25 0.30
0.0
0.5
1.0
1.5
2.0
2.5
3.0
Q2 ￿GeV2￿
FIG. 4: Generalized spin polarizabilities of proton and neutron. Red solid lines and blue bands rep-
resent, respectively, the LO and NLO results of this work. Black dotted lines represent MAID2007.
Grey bands are the covariant BχPT calculation of Ref. [30]. Blue dashed line is the O(p4) HB
calculation [31]; off the scale in the upper panels. Red band is the IR calculation [32]. The data
points for the proton γ0 at finite Q2 are from Ref. [7] (blue dots), and at Q2 = 0 from [8] (purple
square). For the neutron all the data are from Ref. [9].
candidates to account for the difference between the two calculations. We have checked that
our result for the ∆-isobar contribution to δLT agrees with the expectation from the MAID
analysis, where a separate estimate of this contribution can be obtained. The corresponding
effect in Ref. [30], measured by the difference between the grey and red curves in the figure
for δLT of the proton, is about an order of magnitude larger and has an opposite sign.
We next turn to IA and d¯2 moments shown in Fig. 5. The LO result here (red solid
line) is already in agreement with the experimental data where available. Going to NLO
(i.e., including the ∆) does not change the picture qualitatively in our BχPT calculation
(blue bands). The effect of the ∆ is appreciably larger again for the proton in the BχPT
calculation of Bernard et al. [30] (grey bands). TheO(p4) HBχPT result without explicit∆’s
(blue dashed lines) is in disagreement with the experimental data, and in worse agreement
with the empirical picture from MAID.
Note that by means of the GDH sum rule, IA(0) = −κ2/4, with κ the anomalous magnetic
moment of the nucleon. The χPT calculations are (at Q2 = 0) fixed to this value due to
renormalization, while in the MAID evaluation it comes out differently. This difference can
perhaps serve as a rough uncertainty estimate of the MAID evaluation.
The last moment in Eq. (1), Γ1, is the first Cornwall-Norton moment of the inelastic spin
6
I . 6.31: Current χPT predictions f r the generalized spin polariza ilities. Re ro-
duced from [113]. The red solid lines and blue bands represent the LO and NLO
results of [113]. The black dotted lines are the fit from MAID2007 [24]. The grey
bands are the covariant BχPT calculation from [114]. The blue dotted line (off
the scale in the γ0 prediction) is the O(p4) calculation [115]. The red band is the
IRBχPT calculation [49]. The data for γp0 at finite Q
2 (blue dots) are from [116],
and at Q2 = 0 (purple dot) from [117]. All of the neutron data are from [55].
6.9 Conclusions and Future Work
The goal of the gp2 experiment was to extract the spin structure function g2
for the proton in the scarcely explored low Q2 region. For the final extraction of
g2, a cross section obtained from our experimental data will be used in place of
the Bosted model prediction used here. In addition, the preliminary method for
radiative corrections will be updated with a proper tune to our data. Before a
cross section can be extracted from the data, the spectrometer acceptance must be
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fully understood and acceptance cuts applied. For this preliminary extraction of
the spin structure functions, it was assumed that the data agrees with the MAID
and Bosted predictions. While the MAID prediction agrees well in the region of the
∆-resonance, the prediction for the resonances at higher W may not be as accurate.
Particularly in the longitudinal configuration at high W , the radiative effects are
a large correction to the asymmetry, if we assume that the prediction using the
MAID/Bosted combination is correct. This represents a strong case for the use of a
cross section extracted from our own data, rather than relying on a model prediction.
Previous tests of the BC sum rule with JLab data for the proton and neutron
show agreement with the expected result of zero, suggesting that g2 is a well behaved
function. These data will provide the first test of this sum rule at low Q2, which has
remained largely untested until now. The contribution to the BC sum integral from
these data suggests a negative contribution from the resonance region. A proper
test of this sum rule can be performed when the final value of gp2 has been extracted
and the contributions from low x and the elastic region have been included.
These data are eagerly awaited to provide a benchmark test of χPT predictions
for the generalized spin polarizabilities δLT and γ0. Recent developments [113] have
removed the discrepancy previously seen between the neutron data and theoretical
predictions for δLT . The current prediction for δ
p
LT shows agreement with the MAID
prediction. However, the MAID model is not well constrained for our kinematics, so
a comparison with these data will be a more revealing test of the χPT predictions.
APPENDIX A
Particle ID Cuts
The PID cuts used for data analysis are detailed in the following tables. One
representative run is shown for each momentum setting; the results are available
run by run in the gp2 mysql database. The table entries are described as follows:
• Det Eff: detector efficiency of the gas Cherenkov (Cer) or lead glass calorimeter
(PR)
• (π/e)raw: the initial (π/e) ratio (without cuts)
• Cut on E1/p: location of cut on the first layer of lead glass
• Cut on Etot/p: location of cut on the total energy deposited in the lead glass
• Cut Eff: cut efficiency of the gas Cherenkov (Cer) or lead glass calorimeter (PR)
cuts
• (π/e)final: the final π/e ratio (with all cuts)
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A.0.1 Right HRS Results
Note that for all kinematic settings, the cut on the gas Cherenkov is at channel
150.
Table 1: RHRS, E = 2.2 GeV, 2.5 T Tranverse Target Field
p0 Run # Det Eff Det Eff (π/e)raw Cut on Cut on Cut Eff Cut Eff (π/e)final
(GeV) (Cer) (PR) E1/p Etot/p (Cer) (PR)
0.541 22969 0.99940 0.98836 0.03200 0.0924 0.665 0.99076 0.99755 0.00371
0.582 22962 0.99946 0.99254 0.03442 0.0893 0.685 0.99074 0.99771 0.00397
0.626 22955 0.99949 0.99512 0.03727 0.0863 0.695 0.99075 0.99769 0.00415
0.673 22947 0.99953 0.99660 0.03925 0.0832 0.700 0.99068 0.99773 0.00413
0.724 22941 0.99955 0.99735 0.03965 0.0829 0.710 0.99060 0.99774 0.00423
0.778 22932 0.99959 0.99775 0.03849 0.0797 0.725 0.99054 0.99778 0.00443
0.837 22925 0.99962 0.99802 0.03639 0.0812 0.715 0.99054 0.99778 0.00421
0.900 22919 0.99964 0.99809 0.03500 0.0800 0.720 0.99042 0.99775 0.00417
0.968 22913 0.99965 0.99825 0.03482 0.0764 0.735 0.99045 0.99780 0.00440
1.041 22904 0.99969 0.99828 0.03357 0.0749 0.710 0.99103 0.99768 0.00395
1.078 22653 0.99967 0.99846 0.03289 0.0761 0.725 0.99050 0.99748 0.00426
1.119 22893 0.99970 0.99830 0.03352 0.0751 0.730 0.99051 0.99765 0.00435
1.159 22641 0.99969 0.99844 0.03167 0.0725 0.735 0.99038 0.99724 0.00448
1.203 22875 0.99972 0.99845 0.03147 0.0715 0.735 0.99065 0.99767 0.00428
1.247 22625 0.99972 0.99847 0.02999 0.0722 0.735 0.99059 0.99740 0.00430
1.294 22862 0.99973 0.99845 0.02937 0.0711 0.745 0.99047 0.99760 0.00442
1.341 22607 0.99974 0.99855 0.02724 0.0746 0.735 0.99036 0.99742 0.00406
1.441 22585 0.99974 0.99865 0.02326 0.0694 0.745 0.99059 0.99741 0.00424
1.496 22831 0.99975 0.99851 0.02178 0.0668 0.755 0.99057 0.99752 0.00440
1.550 22564 0.99976 0.99873 0.01951 0.0658 0.750 0.99057 0.99733 0.00422
1.608 22816 0.99975 0.99855 0.01755 0.0634 0.760 0.99053 0.99738 0.00441
1.667 22551 0.99979 0.99870 0.01506 0.0636 0.760 0.99051 0.99729 0.00439
1.729 22798 0.99978 0.99854 0.01249 0.0648 0.765 0.99026 0.99736 0.00441
1.792 22529 0.99979 0.99870 0.00979 0.0625 0.765 0.99045 0.99729 0.00435
1.859 22786 0.99976 0.99865 0.00940 0.0613 0.795 0.98974 0.99681 0.00531
1.927 22513 0.99981 0.99868 0.00664 0.0592 0.770 0.99062 0.99737 0.00432
1.940 22977 0.99979 0.99860 0.00655 0.0619 0.775 0.99055 0.99751 0.00429
2.072 22493 0.99980 0.99826 0.00715 0.049 0.755 0.99140 0.99727 0.00441
2.228 22363 0.99982 0.99838 0.00436 0.045 0.760 0.99008 0.99747 0.00406
Table 2: RHRS, E = 1.7 GeV, 2.5 T Transverse Target Field
p0 Run # Det Eff Det Eff (π/e)raw Cut on Cut on Cut Eff Cut Eff (π/e)final
(GeV) (Cer) (PR) E1/p Etot/p (Cer) (PR)
0.572 23500 0.99951 0.99220 0.01416 0.0909 0.680 0.99076 0.99771 0.00392
0.622 23492 0.99954 0.99517 0.01414 0.0868 0.690 0.99061 0.99769 0.00406
0.676 23480 0.99960 0.99669 0.01467 0.0828 0.705 0.99052 0.99776 0.00428
0.735 23463 0.99961 0.99749 0.01411 0.0844 0.715 0.99048 0.99768 0.00437
0.798 23449 0.99962 0.99789 0.01299 0.0827 0.715 0.99039 0.99765 0.00421
0.856 23431 0.99967 0.99805 0.01214 0.0794 0.700 0.99077 0.99766 0.00409
0.911 23415 0.99967 0.99816 0.01191 0.0790 0.715 0.99046 0.99759 0.00434
0.969 23398 0.99972 0.99825 0.01106 0.0784 0.715 0.99058 0.99758 0.00419
1.031 23381 0.99972 0.99831 0.01084 0.0776 0.725 0.99040 0.99752 0.00438
1.097 23362 0.99971 0.99833 0.01028 0.0747 0.730 0.99044 0.99745 0.00440
1.167 23339 0.99973 0.99843 0.00935 0.0737 0.735 0.99044 0.99742 0.00442
1.241 23318 0.99974 0.99842 0.00826 0.0725 0.735 0.99043 0.99734 0.00424
1.32 23299 0.99974 0.99846 0.00715 0.0697 0.740 0.99054 0.99731 0.00431
1.405 23270 0.99977 0.99850 0.00628 0.0683 0.740 0.99046 0.99743 0.00436
1.494 23506 0.99976 0.99828 0.00613 0.0656 0.735 0.99065 0.89860 0.00428
1.589 23201 0.99979 0.99779 0.00781 0.0529 0.720 0.99120 0.99722 0.00468
1.691 23509 0.99967 0.99817 0.00491 0.0568 0.715 0.99016 0.38636 0.00434
Table 3: RHRS, E = 1.2 GeV, 2.5 T Transverse Target Field (Normal Ammonia Cell)
p0 Run # Det Eff Det Eff (π/e)raw Cut on Cut on Cut Eff Cut Eff (π/e)final
(GeV) (Cer) (PR) E1/p Etot/p (Cer) (PR)
0.548 23886 0.99952 0.98976 0.00664 0.0876 0.675 0.99083 0.99740 0.00403
0.583 23868 0.99955 0.99291 0.00661 0.0858 0.680 0.99070 0.99731 0.00413
0.620 23858 0.99957 0.99500 0.00624 0.0871 0.675 0.99073 0.99730 0.00402
0.660 23840 0.99958 0.99619 0.00658 0.0848 0.695 0.99060 0.99723 0.00438
0.702 23826 0.99961 0.99710 0.00620 0.0855 0.680 0.99050 0.99718 0.00411
0.746 23813 0.99959 0.99739 0.00638 0.0858 0.695 0.99035 0.99717 0.00442
0.794 23792 0.99961 0.99777 0.00596 0.0831 0.685 0.99041 0.99678 0.00422
0.845 23774 0.99964 0.99785 0.00565 0.0805 0.685 0.99056 0.99666 0.00408
0.870 23946 0.99964 0.99792 0.00569 0.0805 0.685 0.99046 0.99701 0.00417
0.899 23756 0.99965 0.99792 0.00567 0.0801 0.690 0.99051 0.99664 0.00416
0.936 23934 0.99966 0.99793 0.00585 0.0791 0.685 0.99049 0.99687 0.00424
0.956 23734 0.99964 0.99795 0.00592 0.0774 0.695 0.99042 0.99671 0.00428
1.006 23906 0.99968 0.99784 0.00641 0.0736 0.690 0.99060 0.99673 0.00440
1.017 23698 0.99966 0.99763 0.00668 0.0728 0.695 0.99055 0.99682 0.00450
1.082 23895 0.99961 0.99634 0.01045 0.0665 0.615 0.99002 0.99579 0.00469
1.15 23893 0.99868 0.99509 0.00556 0.0226 0.610 0.98996 0.98845 0.00455
Table 4: RHRS, E = 1.2 GeV, 2.5 T Transverse Target Field (Short Ammonia Cell)
p0 Run # Det Eff Det Eff (π/e)raw Cut on Cut on Cut Eff Cut Eff (π/e)final
(GeV) (Cer) (PR) E1/p Etot/p (Cer) (PR)
0.651 24095 0.99961 0.99603 0.00669 0.0860 0.690 0.99061 0.99745 0.00421
0.700 24060 0.99963 0.99687 0.00643 0.0866 0.685 0.99028 0.99736 0.00434
0.753 24025 0.99963 0.99750 0.00602 0.0850 0.675 0.99056 0.99736 0.00403
0.809 23995 0.99965 0.99773 0.00583 0.0816 0.685 0.99060 0.99719 0.00417
0.870 23974 0.99964 0.99739 0.00688 0.0805 0.685 0.98958 0.99709 0.00480
Table 5: RHRS, E = 2.2 GeV, 5 T Longitudinal Target Field
p0 Run # Det Eff Det Eff (π/e)raw Cut on Cut on Cut Eff Cut Eff (π/e)final
(GeV) (Cer) (PR) E1/p Etot/p (Cer) (PR)
0.991 24591 0.99967 0.99815 0.02719 0.0767 0.720 0.99043 0.99725 0.00434
1.055 24585 0.99970 0.99825 0.02872 0.0758 0.725 0.99042 0.99744 0.00431
1.122 24561 0.99969 0.99824 0.02961 0.0749 0.730 0.99043 0.99737 0.00425
1.194 24550 0.99971 0.99827 0.03020 0.0737 0.740 0.99022 0.99738 0.00438
1.27 24532 0.99972 0.99837 0.02927 0.0709 0.745 0.99048 0.99737 0.00438
1.351 24514 0.99976 0.99832 0.02721 0.0696 0.745 0.99042 0.99745 0.00428
1.468 24486 0.99975 0.99847 0.02308 0.0695 0.750 0.99033 0.99750 0.00425
1.596 24447 0.99985 0.99849 0.01813 0.0702 0.760 0.99002 0.99766 0.00429
1.735 24350 0.99978 0.99840 0.01252 0.0611 0.765 0.99055 0.99770 0.00436
2.05 24630 0.99984 0.99824 0.00742 0.0615 0.760 0.98998 0.99802 0.00445
Table 6: RHRS, E = 2.2 GeV, 5 T Transverse Target Field
p0 Run # Det Eff Det Eff (π/e)raw Cut on Cut on Cut Eff Cut Eff (π/e)final
(GeV) (Cer) (PR) E1/p Etot/p (Cer) (PR)
1.016 24726 0.99916 0.99759 0.35403 0.0807 0.700 0.99017 0.99753 0.00494
1.104 24723 0.99934 0.99773 0.29034 0.0725 0.710 0.99050 0.99755 0.00498
1.175 24720 0.99945 0.99785 0.23695 0.0698 0.720 0.99069 0.99769 0.00482
1.249 24714 0.99955 0.99802 0.18569 0.0689 0.730 0.99049 0.99790 0.00485
1.329 24708 0.99964 0.99815 0.14066 0.0662 0.735 0.99059 0.99797 0.00478
1.414 24698 0.99970 0.99828 0.10316 0.0665 0.740 0.99051 0.99811 0.00445
1.504 24691 0.99974 0.99828 0.07206 0.0638 0.755 0.99053 0.99811 0.00480
1.6 24684 0.99974 0.99835 0.05237 0.0625 0.750 0.99058 0.99798 0.00445
1.703 24677 0.99978 0.99840 0.02807 0.0599 0.760 0.99068 0.99809 0.00456
1.811 24662 0.99981 0.99845 0.01460 0.0585 0.765 0.99062 0.99815 0.00449
1.926 24648 0.99983 0.99849 0.00814 0.0571 0.770 0.99089 0.99815 0.00428
2.05 24631 0.99984 0.99827 0.00744 0.0615 0.760 0.99003 0.99808 0.00439
Table 7: RHRS, E = 3.3 GeV, 5 T Transverse Target Field
p0 Run # Det Eff Det Eff (π/e)raw Cut on Cut on Cut Eff Cut Eff (π/e)final
(GeV) (Cer) (PR) E1/p Etot/p (Cer) (PR)
1.945 24770 0.99950 0.99820 0.28367 0.0566 0.745 0.99056 0.99776 0.00515
2.070 24754 0.99962 0.99834 0.19549 0.0541 0.755 0.99070 0.99788 0.00512
2.202 24736 0.99971 0.99835 0.13156 0.0563 0.760 0.99078 0.99805 0.00453
A.0.2 Left HRS Results
Note that for all kinematic settings, the cut on the gas Cherenkov is at channel
200.
Table 8: LHRS, E = 2.2 GeV, 2.5 T Transverse Target Field
p0 Run # Det Eff Det Eff (π/e)raw Cut on Cut on Cut Eff Cut Eff (π/e)final
(GeV) (Cer) (PR) E1/p Etot/p (Cer) (PR)
0.541 3935 0.99968 0.98105 0.05227 0.255 0.580 0.98976 0.99914 0.00442
0.582 3929 0.99970 0.98746 0.04898 0.254 0.580 0.98976 0.99911 0.00431
0.626 3922 0.99974 0.99171 0.04589 0.252 0.585 0.98973 0.99920 0.00445
0.673 3915 0.99973 0.99445 0.04272 0.253 0.585 0.98972 0.99923 0.00435
0.724 3907 0.99978 0.99322 0.04049 0.251 0.590 0.98970 0.99932 0.00445
0.778 3901 0.99978 0.99593 0.03760 0.244 0.590 0.98970 0.99935 0.00443
0.837 3893 0.99984 0.99757 0.03564 0.246 0.590 0.98971 0.99940 0.00430
0.900 3885 0.99981 0.99841 0.03474 0.244 0.595 0.98967 0.99935 0.00450
0.968 3882 0.99988 0.99888 0.03381 0.240 0.595 0.98961 0.99943 0.00446
1.003 3643 0.99992 0.99901 0.03434 0.237 0.595 0.98961 0.99938 0.00448
1.041 3872 0.99986 0.99915 0.03314 0.238 0.595 0.98981 0.99943 0.00436
1.078 3628 0.99995 0.99928 0.03371 0.239 0.595 0.98971 0.99945 0.00429
1.119 3866 0.99989 0.99931 0.03217 0.238 0.595 0.98978 0.99946 0.00424
1.159 3616 0.99994 0.99938 0.03302 0.236 0.600 0.98962 0.99941 0.00447
1.203 3845 0.99989 0.99940 0.03142 0.233 0.595 0.98975 0.99948 0.00436
1.247 3596 0.99994 0.99943 0.03085 0.231 0.595 0.98971 0.99946 0.00431
1.294 3834 0.99991 0.99947 0.02941 0.229 0.595 0.98987 0.99946 0.00434
1.340 3585 0.99995 0.99952 0.02811 0.227 0.590 0.99019 0.99941 0.00398
1.391 3823 0.99990 0.99948 0.02700 0.226 0.595 0.98960 0.99943 0.00445
1.441 3554 0.99995 0.99957 0.02576 0.226 0.595 0.98970 0.99946 0.00434
1.496 3817 0.99993 0.99951 0.02333 0.221 0.590 0.99001 0.99948 0.00428
1.550 3531 0.99996 0.99959 0.02176 0.223 0.595 0.98978 0.99940 0.00442
1.608 3787 0.99992 0.99957 0.01957 0.219 0.590 0.98989 0.99945 0.00422
1.667 3520 0.99997 0.99956 0.01764 0.218 0.590 0.98986 0.99946 0.00425
1.729 3774 0.99992 0.99954 0.01550 0.219 0.590 0.98977 0.99945 0.00427
1.792 3497 0.99996 0.99959 0.01365 0.218 0.590 0.98979 0.99951 0.00428
1.859 3772 0.99992 0.99960 0.01175 0.216 0.590 0.98977 0.99934 0.00436
1.927 3477 0.99996 0.99969 0.01005 0.215 0.585 0.99015 0.99948 0.00397
1.940 3941 0.99993 0.99962 0.01018 0.212 0.585 0.98985 0.99946 0.00423
2.072 3457 0.99997 0.99902 0.01118 0.197 0.575 0.98989 0.99937 0.00418
2.228 3444 0.99996 0.99980 0.00871 0.212 0.590 0.99002 0.99941 0.00413
Table 9: LHRS, E = 1.7 GeV, 2.5 T Transverse Target Field
p0 Run # Det Eff Det Eff (π/e)raw Cut on Cut on Cut Eff Cut Eff (π/e)final
(GeV) (Cer) (PR) E1/p Etot/p (Cer) (PR)
0.572 4551 0.99976 0.98683 0.02347 0.255 0.585 0.98965 0.99926 0.00447
0.622 4539 0.99976 0.99159 0.02125 0.254 0.585 0.98949 0.99928 0.00448
0.676 4528 0.99982 0.99472 0.01964 0.254 0.590 0.98957 0.99929 0.00451
0.735 4513 0.99984 0.99402 0.01796 0.250 0.590 0.98973 0.99936 0.00447
0.798 4496 0.99983 0.99667 0.01664 0.251 0.590 0.98974 0.99938 0.00425
0.856 4482 0.99987 0.99785 0.01574 0.255 0.590 0.98960 0.99937 0.00404
0.911 4465 0.99987 0.99848 0.01553 0.244 0.595 0.98964 0.99940 0.00437
0.969 4445 0.99987 0.99894 0.01448 0.244 0.590 0.99006 0.99944 0.00401
1.031 4428 0.99989 0.99910 0.01446 0.241 0.595 0.98971 0.99945 0.00427
1.097 4409 0.99990 0.99925 0.01374 0.239 0.595 0.98981 0.99944 0.00425
1.167 4384 0.99989 0.99932 0.01368 0.233 0.600 0.98960 0.99942 0.00456
1.241 4358 0.99990 0.99938 0.01219 0.234 0.595 0.98970 0.99945 0.00421
1.32 4341 0.99989 0.99939 0.01100 0.230 0.595 0.98964 0.99941 0.00429
1.405 4292 0.99989 0.99948 0.00978 0.229 0.595 0.98997 0.99941 0.00414
1.494 4332 0.99991 0.99943 0.01002 0.220 0.605 0.98922 0.99940 0.00433
1.589 4220 0.99992 0.99892 0.01139 0.214 0.590 0.98934 0.99929 0.00446
1.691 4574 0.99990 0.99979 0.00867 0.231 0.605 0.98997 0.99915 0.00403
Table 10: LHRS, E = 1.2 GeV, 2.5 T Transverse Target Field (Normal Ammonia Cell)
p0 Run # Det Eff Det Eff (π/e)raw Cut on Cut on Cut Eff Cut Eff (π/e)final
(GeV) (Cer) (PR) E1/p Etot/p (Cer) (PR)
0.548 5007 0.99975 0.98134 0.01099 0.252 0.575 0.98997 0.99917 0.00438
0.583 4987 0.99979 0.98667 0.01075 0.257 0.580 0.98982 0.99916 0.00446
0.620 4980 0.99981 0.99060 0.01035 0.255 0.580 0.98973 0.99922 0.00439
0.660 4963 0.99983 0.99377 0.00974 0.252 0.580 0.98974 0.99922 0.00423
0.702 4949 0.99984 0.99146 0.00985 0.254 0.585 0.98967 0.99923 0.00433
0.746 4931 0.99986 0.99464 0.00961 0.247 0.585 0.98952 0.99922 0.00432
0.794 4905 0.99986 0.99641 0.00993 0.247 0.595 0.98937 0.99918 0.00469
0.845 4886 0.99986 0.99741 0.00943 0.246 0.590 0.98961 0.99920 0.00434
0.870 5089 0.99986 0.99781 0.00858 0.237 0.575 0.99017 0.99921 0.00392
0.896 4861 0.99986 0.99814 0.00968 0.245 0.595 0.98933 0.99910 0.00445
0.936 5070 0.99986 0.99842 0.00968 0.239 0.590 0.98946 0.99920 0.00443
0.956 4841 0.99986 0.99860 0.00988 0.241 0.595 0.98941 0.99918 0.00453
1.006 5047 0.99986 0.99875 0.01019 0.233 0.590 0.98951 0.99916 0.00446
1.017 4788 0.99988 0.99787 0.01261 0.222 0.585 0.98830 0.99892 0.00487
1.082 5034 0.99976 0.99762 0.01580 0.207 0.580 0.98864 0.99843 0.00500
1.113 5030 0.99934 0.99903 0.00945 0.228 0.575 0.98998 0.99467 0.00415
1.150 5029 0.99983 0.99855 0.00952 0.216 0.570 0.98612 0.98624 0.00404
1.168 5025 0.99870 0.99834 0.00944 0.214 0.590 0.98997 0.99236 0.00395
Table 11: LHRS, E = 1.2 GeV, 2.5 T Transverse Target Field (Short Ammonia Cell)
p0 Run # Det Eff Det Eff (π/e)raw Cut on Cut on Cut Eff Cut Eff (π/e)final
(GeV) (Cer) (PR) E1/p Etot/p (Cer) (PR)
0.523 5290 0.99980 0.97312 0.01211 0.252 0.565 0.98971 0.99924 0.00423
0.563 5288 0.99980 0.98199 0.01097 0.249 0.565 0.98989 0.99927 0.00422
0.651 5265 0.99985 0.99231 0.01033 0.249 0.575 0.98965 0.99937 0.00437
0.700 5238 0.99985 0.99474 0.01011 0.249 0.580 0.98941 0.99930 0.00451
0.746 5322 0.99988 0.99398 0.00942 0.244 0.575 0.98998 0.99935 0.00418
0.753 5200 0.99985 0.99442 0.00973 0.244 0.580 0.98980 0.99936 0.00444
0.794 5320 0.99984 0.99620 0.00910 0.242 0.575 0.99004 0.99926 0.00416
0.845 5318 0.99983 0.99733 0.00881 0.241 0.575 0.99010 0.99934 0.00404
0.870 5138 0.99987 0.99689 0.01120 0.228 0.575 0.98883 0.99924 0.00469
0.896 5316 0.99982 0.99821 0.00909 0.240 0.580 0.99009 0.99932 0.00426
0.956 5276 0.99985 0.99867 0.00911 0.234 0.585 0.98983 0.99932 0.00426
1.017 5274 0.99990 0.99847 0.00986 0.212 0.570 0.99008 0.99927 0.00415
1.082 5272 0.99985 0.99698 0.01435 0.170 0.540 0.99001 0.99895 0.00453
Table 12: LHRS, E = 2.2 GeV, 5 T Longitudinal Target Field
p0 Run # Det Eff Det Eff (π/e)raw Cut on Cut on Cut Eff Cut Eff (π/e)final
(GeV) (Cer) (PR) E1/p Etot/p (Cer) (PR)
0.991 5902 0.99989 0.99890 0.02800 0.244 0.595 0.98963 0.99938 0.00436
1.055 5890 0.99987 0.99915 0.02914 0.241 0.595 0.98987 0.99933 0.00430
1.122 5885 0.99987 0.99929 0.02926 0.239 0.590 0.98992 0.99938 0.00403
1.194 5872 0.99989 0.99933 0.02996 0.236 0.595 0.98982 0.99941 0.00435
1.27 5866 0.99988 0.99939 0.02907 0.233 0.590 0.98990 0.99938 0.00421
1.351 5855 0.99990 0.99943 0.02766 0.231 0.590 0.98975 0.99944 0.00420
1.468 5838 0.99991 0.99950 0.02453 0.228 0.590 0.98972 0.99946 0.00431
1.596 5829 0.99992 0.99951 0.01999 0.223 0.585 0.98991 0.99948 0.00419
1.735 5827 0.99993 0.99953 0.01499 0.219 0.580 0.99003 0.99949 0.00402
1.886 5781 0.99996 0.99964 0.01079 0.213 0.580 0.99010 0.99954 0.00416
2.05 5706 0.99992 0.99924 0.01046 0.205 0.575 0.98989 0.99942 0.00417
2.228 5630 0.99992 0.99986 0.00836 0.215 0.585 0.99014 0.99934 0.00397
Table 13: LHRS, E = 2.2 GeV, 5 T Transverse Target Field
p0 Run # Det Eff Det Eff (π/e)raw Cut on Cut on Cut Eff Cut Eff (π/e)final
(GeV) (Cer) (PR) E1/p Etot/p (Cer) (PR)
0.919 6085 0.99921 0.99822 0.46241 0.239 0.600 0.98972 0.99875 0.00454
1.016 6084 0.99943 0.99865 0.37722 0.230 0.600 0.98960 0.99899 0.00458
1.104 6083 0.99966 0.99891 0.30164 0.230 0.605 0.98962 0.99927 0.00475
1.175 6059 0.99968 0.99909 0.24180 0.231 0.600 0.98964 0.99933 0.00444
1.249 6053 0.99976 0.99917 0.19667 0.227 0.605 0.98951 0.99938 0.00470
1.329 6044 0.99978 0.99925 0.15003 0.227 0.605 0.98941 0.99941 0.00465
1.414 6031 0.99984 0.99934 0.11008 0.228 0.605 0.98945 0.99949 0.00468
1.504 6021 0.99990 0.99941 0.07824 0.222 0.605 0.98928 0.99955 0.00479
1.6 6011 0.99988 0.99940 0.05755 0.219 0.590 0.98999 0.99952 0.00405
1.703 6002 0.99990 0.99947 0.03308 0.216 0.600 0.98949 0.99953 0.00459
1.811 5978 0.99992 0.99958 0.01885 0.216 0.600 0.98948 0.99957 0.00451
1.926 5962 0.99994 0.99961 0.01181 0.213 0.595 0.98988 0.99958 0.00419
2.05 5954 0.99994 0.99925 0.01052 0.199 0.585 0.99003 0.99954 0.00417
2.228 6065 0.99994 0.99988 0.00804 0.208 0.595 0.99017 0.99966 0.00401
Table 14: LHRS, E = 3.3 GeV, 5 T Transverse Target Field
p0 Run # Det Eff Det Eff (π/e)raw Cut on Cut on Cut Eff Cut Eff (π/e)final
(GeV) (Cer) (PR) E1/p Etot/p (Cer) (PR)
2.342 6148 0.99990 0.99952 0.08573 0.200 0.585 0.98980 0.99952 0.00427
2.492 6157 0.99991 0.99959 0.05089 0.197 0.585 0.98975 0.99955 0.00438
2.651 6170 0.99993 0.99960 0.02928 0.195 0.580 0.98995 0.99604 0.00408
2.800 6183 0.99995 0.99960 0.01720 0.191 0.580 0.98972 0.99955 0.00433
2.820 6129 0.99996 0.99960 0.01589 0.189 0.580 0.98978 0.99951 0.00433
3.000 6207 0.99996 0.99961 0.01068 0.185 0.575 0.98998 0.99962 0.00420
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