Due to the growing demand for improving surveillance capabilities in smart cities, systems need to be developed to provide better monitoring capabilities to competent authorities, agencies responsible for strategic resource management, and emergency call centers. This work assumes that, as a complementary monitoring solution, the use of a system capable of detecting the occurrence of sound events, performing the Sound Events Recognition (SER) task, is highly convenient. In order to contribute to the classification of such events, this paper explored several classifiers over the SESA dataset, composed of audios of three hazard classes (gunshots, explosions, and sirens) and a class of casual sounds that could be misinterpreted as some of the other sounds. The best result was obtained by SGD, with an accuracy of 72.13% with 6.81 ms classification time, reinforcing the viability of such an approach.
Introduction
Among the many concerns typically addressed when it comes to smart cities are subjects associated with public security issues, which, given the circumstances, eventually involves the use of low-cost sensor-based surveillance capabilities strategically positioned to create a virtual monitoring layer.
Such remote monitoring could be done in the usual way, which relies only on camcorders. However, in order to cover the entire region of interest, large numbers of camcorders would be required to record the environment continuously. Difficulties related to this approach include the high costs of equipment and infrastructure demanded for implementation, the difficulty of maintenance, the high energy cost of the process, the further degradation with weathering, the increased difficulty of stealth installation, the high demand for processing power, the reliance on huge storage capacities, and, perhaps one of the worst among those listed here, the reliance on human guards who will need to watch the images as closely as possible.
A more viable alternative to work around such problems may be to use ambient sound; thus, instead of filming the locations, audios of the environments being monitored will be recorded. Instead of using people who would listen to the environment all the time waiting for a possible occurrence, it would be more convenient to build a system that automatically detects potential public safety events and takes action corresponding to the type of problem detected.
Despite the existence of numerous works that manifest the feasibility of using sound as surveillance resources [1, 2, 3, 4, 5] , there are still few studies showing concern about cost, scalability, and practicality. In general, the most recent works tend to perform such tasks on supercomputers equipped with powerful GPUs and use costly Deep Learning algorithms with deep and complex neural network architectures [6, 7, 8] . Accuracy is probably the most widely used metric for assessing classifier performance. However, in the context of smart cities, it is also convenient to evaluate classifier processing time for classification to be performed because less costly algorithms tend to be desirable for embedded hardware deployments. This paper is organized as follows: section 2 will explain the composition of the dataset used in this paper; the section 3 will list features and classifiers, and explain the classification methodology; the section 4 will display the results; the section 5 will bring the discussions; and the section 6 will bring the conclusions.
Dataset
The Sound Events for Surveillance Applications (SESA) dataset [9] is comprised of three unbalanced classes that represent security threats (gunshot, explosion, and siren) and a casual class that encompasses a wide range of audios that could be misclassified as any of the security risk classes. The files are separated into training and test folders. All dataset entries follow the same configuration: WAV, mono, 16 kHz, and 16-bit lasting up to 33 seconds each.
The "gunshot" class has firearm shooting of various types and calibers, considering different scenarios where the shooting was made. The "explosion" class encompasses explosions of small artifacts such as hand grenades and small explosives, as well as accidental explosions of homes and commercial buildings. The "siren" class, despite its name, encompasses both sirens, car alarms, and building alarms. Moreover, the "casual" class is made up of several audio samples that have many similarities to at least one of the other three classes, such as firework sounds, thunderstorms, hammering, and many others. In order to accurately classify sound events, characteristics are required that enable classifiers to notice patterns in features according to each category. Therefore, there must be features that provide enough information for this; and not all features contribute positively to this process. Thus, a large number of temporal, frequency and cepstral features are extracted so that, after being evaluated, it can proceed to the next steps in the pipeline. The features considered in this paper are listed in Table 1 . For feature extraction, a 200 ms window and a 50% overlap were adopted.
Methodology
After the feature extraction process, data was preprocessed to adjust the values of all features so that the values respect the same range; Then, a feature selection was made to reduce the dimensionality of the problem using first a filter that eliminates features with lower variance and then the application of PCA to reshape the geometry of the problem, reducing feature hyperspace. Then, models were trained and used to classify the test samples, considering a 3-fold for cross validation. Accuracy and time required to classify were obtained to evaluate models. The Fig. 1 shows the pipeline used to train the classifiers. 
Results
After being trained, each model was used to classify the test samples, so the accuracy and time required to classify were obtained, as shown in Table 2 . Based on Table 2 , it is noticeable that the fastest algorithm for processing the classification task is the SGD, which was able to perform the classification in 6.81 milliseconds; and the algorithm that exhibited the highest average accuracy is Bagging, which reached 73.05%.
Discussion
Although not as fast as SGD, Perceptron, Passive Aggressive, and Ridge also drew attention to their speed; Like SGD itself, Gradient Boosting and SVM achieved high accuracy. Still, the algorithm that exhibited the best overall performance was SGD, as it obtained the second-highest accuracy among the algorithms used and was the fastest one.
On the other hand, some of the algorithms drew attention for negative reasons, such as KNN, which took an average of more than 21 seconds to classify, which is more than 3000 times the time required by the fastest algorithm. Furthermore, the Ridge algorithm also exhibited an unexpectedly negative result in its accuracy, with a substantially high error compared to the other classifiers.
Conclusion
Based on the results obtained, it can be concluded that the implementation of a sound event recognition system is feasible and that there are already algorithms capable of performing such a class classification task for a smart city surveillance context. A priori, due to its performance, it may be convenient to exploit the SGD classifier in embedded hardware implementations. However, some of the other algorithms also exhibited performance close to SGD, indicating that it may be convenient to do more studies to explore them in more detail. Besides that, a more careful analysis of dimensionality reduction and feature selection processes can yield significant performance increases.
