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Abstract 
Segmenting video documents into sequences from ele- 
mentary shots to supply an appropriate higher level de- 
scription of the video is a challenging task. This paper 
presents a two-stage method. First, we build a binary 
agglomerative hierarchical time-constrained shot cluster- 
ing. Second, based on the cophenetic criterion, a break- 
ing distance between shots is computed to detect sequence 
changes. Various options are implemented and compared. 
Real experiments have proved that the proposed criterion 
can be efficiently used to achieve appropriate segmentation 
into sequences. 
1 Introduction 
Browsing and querying data in video documents requires 
to first extract and organize information from the audio and 
video tracks. The first step in building a structured descrip- 
tion is to segment the video document into elementary shots 
which are usually defined as the smallest continuous units of 
a video document, Numerous methods for shot segmenta- 
tion have been proposed (e.g., see [3]). Nevertheless, shots 
are often not the relevant level to describe pertinent events, 
and are too numerous to enable efficient indexing or brows- 
ing. 
The grouping of shots into higher-level segments has 
been investigated through various methods which can be 
gathered into three main families. The first one is based 
on the principle of the Scene Transition Graph (STG) [91, 
which can be formulated in a continuous way [7], or accord- 
ing to alternate versions [4]. Methods of the second fam- 
ily [I, 21 use explicit models of video documents or rules 
related to editing techniques and film theory. In the third 
family [5, 81, emphasis is put on the joint use of features 
extracted from audio, video and textual information. These 
methods achieve shot grouping more or less through a com- 
bination of the segmentations performed for each track. 
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We present a method based on a so-called copherretic 
criterion which belongs to the first family. The sequel is 
organized as follows. Section 2 describes our method in- 
volving an agglomerative binary hierarchy and the use of 
the cophenetic matrix. Section 3 specifies the various op- 
tions we have implemented with respect to extracted fea- 
tures, distance between features, hierarchy updating, and 
temporal constraints. Experimental results are reported in 
Section 4, and Section 5 contains concluding remarks. 
2 Binary hierarchy for describing shot simi- 
larity 
We assume that a segmentation of the video into shots is 
available, where each shot is represented by one or more ex- 
tracted keyframes. The information representing a shot (ex- 
cept its duration) is given by the (average) signature com- 
puted from the corresponding keyframes. We build a spiitio- 
temporal evaluation of shot similarity through a binary ag- 
glomerative hierarchical time-constrained clustering. 
2.1 Binary agglomerative hierarchical time- 
constrained clustering 
To build a hierarchy following usual methods [lo], we 
need to define a similarity measure s between shots, and a 
distance between shot clusters, called index of dissimilar- 
ity 6. The temporal constraint, as defined in [9], involves 
a temporal distance dt . We introduce a temporal weighting 
function W accounting for a general model for the tempo- 
ral constraint. The formal definitions of all these functions 
will be given in Section 3. The time-constrained distance 
d between shots is defined (assuming that similarity is nor- 
malized between 0 and 100) by : 
100 - s ( i , j )  x W ( i , j )  if d t ( i , j )  5 AT 
otherwise 
d(i,j) = 
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where i and j designate two shots and AT is the maximal 
temporal interval for considering any interaction between 
shots. 
At the beginning of the process, each shot forms a clus- 
ter, and the time-constrained dissimilarity index between 
clusters is then the time-constrained distance d between 
shots. A symmetric time-constrained N x N proximity 
matrix d = [J(i, j ) ]  is considered [6], using b to evaluate 
the dissimilarity between clusters. The hierarchy is built by 
merging the two closest clusters at each step. The matrix V 
is updated according to the index of dissimilarity 8 to take 
into account each newly created cluster. This is iterated un- 
til the proximity matrix contains only infinite values. The 
resulting binary time-constrained hierarchy supplies a de- 
scription of the spatio-temporal proximity of the extracted 
shots. 
2.2 Cophenetic dissimilarity criterion 
In [6], another proximity matrix D,, called copkenetic 
matrix, is proposed to capture the structure of the hierar- 
chy. We will use the time-constrained version d, of this 
matrix to define a criterion for the segmentation of the 
video into sequences. The cophenetic matrix is expressed 
as D, = [d,(i, j ) ] ,  where & is the so-called clustering dis- 
tance defined by : 
where 8 is the index of dissimilarity constructed from d, 
and Cp and C, are two clusters. Assuming that the shot in- 
dices follow a temporal order, the copkenetic matrix leads 
to the definition of our criterion for sequence segmentation, 
called breaking distance, calculated between two consecu- 
tive shots as : &(i, i + 1) = mink<i<l - {*,(k, I)}. 
2.3 Segmentation using the breaking distance 
If the breaking distance I&, between consecutive shots ex- 
ceeds a given threshold rc, then a sequence boundary is in- 
serted between these two shots. An example is presented on 
Fig 1 where two different thresholds to perform segmenta- 
tion into sequences TI = 20 and r2 = 45 are considered. 
Fig. 2 displays results corresponding to thersholds 7-1 and 
72. 
2.4 Comparison with the STG method 
We have formally proved that our method delivers the 
same segmentation into sequences as the STG method de- 
scribed in [9]. Considering that STG method considers in a 
binary way inter-shot spacing and implies non-obvious set- 
ting of parameters [7],  the advantage of our formulation is 
to smooth the effects of time, in the time-constrained dis- 
tance, using continuous temporal weighting functions, and 
to consider a threshold parameter related to sequence seg- 
mentation and not to shot clustering. As a consequence, our 
approach allows one to visualize what the segmentation re- 
sults are according to the selected threshold value which can 
then be appropriately tuned by the user. There is no need to 
rebuild the STG whenever the threshold is changed. 
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Figure 1. Thresholding the breaking distance 
values on excerpt 1 of Avengers movie (up- 
per row), detected sequence boundaries for 
71 (upper middle row) and r2 (lower middle 
row), and manual segmentation (lower row) 
3 Description of implemented options 
3.1 Signatures for shots 
We have considered in pratrice three kinds of signatures 
: shot duration, color and region-based color histograms. 
Color and region-based color histograms are defined in the 
(Y, cb7 CT) space with respectively 16, 4, and 4 levels, 
and 12 image blocks are considered for region-based his- 
tograms. The shot duration gives a relevant information on 
the rhythm of the action and on the editing work. 
3.2 Distances between signatures 
Various distances between signatures have been tested. 
Comparison between histograms can be achieved using his- 
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togram intersection, euclidian distance, x2 -distance. The 
distance chosen between shot durations is the Manhattan 
distance. 
3.3 Updating of the agglomerative binary hierar- 
chy 
In order to update the classification hierarchy, two algo- 
rithms are available [ 101 : 
e the Complete Link method. The index of dissimilarity 
between clusters is defined by : 
e the Ward’s method. The index of dissimilarity between 
clusters is given by : 
where Gc; is the gravity centre of cluster Ci, nci rep- 
resents either CurdinuZ(Ci) or Durution(Ci). 
In both cases, the-Lance and Wjlliam formula, given by 
b ( A  U B,C)  = u16(A,C) + u ~ ~ ( B , C )  + u36(A,B)  + 
u4(b (A ,  C )  - b(B, C)l, is used to update the proximity ma- 
trix. We have ul = u2 = u4 = $, u3 = 0 for the Complete 
u4 = nA,T+nc for the Ward’s method. 
n +n 
Link method, and a1 = n:;4::~,, u2 = na:B+Zc 9 ‘ 3  = 0 9  
si 
4 * -  
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Figure 2. Obtained sequence segmentation 
on excerpt 1 of Avengers movie for threshold 
T ~ .  S3 is an angle / reverse angle sequence. 
S5 is a fade out I fade in effect. 
3.4 Temporal weighting function 
The temporal weighting function is used to constrain 
the distance and the index of dissimilarity as introduced in 
equation 1. In [9], only one type of temporal weighting 
function was proposed, i.e. rectangular function which is 
not smooth. We have tested three smooth functions : linear, 
parabolic, and sinusoidal. 
4 Experimental results 
We have evaluated our method on a three hour video cor- 
pus. We report here results on four excerpts of two minutes. 
Three excerpts are taken from Avengers movies to evaluate 
the segmentation into sequences in different contexts. The 
first one comprises an angle / reverse angle editing effect 
and a transition with a dissolve effect. The second one in- 
cludes a set change, and the third one involves color and 
rhythm changes. Obtained segmentations can be compared 
with a hand segmentation acting as ground truth. In plots 
displayed in Figures 1, 3 and 4, main sequence changes 
are represented by a value of 1 and secondary changes by 
a value of 0.5. The last excerpt is extracted from a news 
program to test the relevance of the built hierarchy. 
Among the implemented options, three sets of descrip- 
tors and functions are selected : ( 0 1 )  color histograms 
intersection, rectangular temporal weighting function, and 
Complete Link method, ( 0 2 )  color histograms intersection, 
parabolic temporal weighting function, and Ward’s method 
based on cluster duration, ( 0 3 )  Manhattan distance on shots 
duration, parabolic weighting function, and Ward’s method 
based on cluster duration. 
Results obtained on the news program excerpt show that 
the clustering distance d, provides a correct description of 
the similarity between shots at different levels, even if the 
information distribution is not homogeneous in the various 
levels of the hierarchy. An adaptive thresholding applied to 
breaking distance values would be nevertheless necessary to 
avoid heterogeneous results. Tests have shown that the best 
video segmentation into sequences is found using option set 
In the processed excerpts, most of the sequence changes 
were correctly detected, when the proper options were se- 
lected. On Fig. 1, we can point out that, using 7 1  and op- 
tion 01, all changes are detected with only one false alarm, 
the angle / reverse angle effect is recognized. Selecting the 
threshold value is nevertheless a rather critical issue. On 
excerpt 2, with a relevant threshold, we extract all the cor- 
rect boundaries with option 0 1 ,  with only one false alarm 
(Fig. 3) .  Using option 0 2  false alarms and missed detec- 
tions increase on excerpt 2. The color and rhythm changes 
in excerpt 3 (Fig. 4) have been better detected using option 
0 2 .  
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03, rather than 01. Consequently, how to automatically se- 
lect the proper option remains an open issue. 
5 Conclusion 
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Figure 3. Breaking distance values on excerpt 
2 of Avengers movie using Option 01 (Upper 
row), option O3 (middle row), and manual seg- 
mentation (lower row) 
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Figure 4. Breaking distance values on excerpt 
3 of Avengers movie using option O1 (upper 
row), option O3 (middle row), and manual seg- 
mentation (lower row) 
The method described in this paper, based on the cophe- 
netic matrix, enables to accurately and efficiently segment 
video documents into sequences by building a binary ag- 
glomerative time-constrained hierarchy. We have imple- 
mented several versions. Selecting the most appropriate one 
improved results and gave a better description of the simi- 
larity of the shots through the hierarchy. Experiments on a 
larger base will be conducted in future work for selecting 
the best parameter set and evaluating altemative threshold- 
ing stategies. 
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