Science and Technology Facilities Council preprints are available online at: http://epubs.stfc.ac.uk
RAL
Neither the Council nor the Laboratory accept any responsibility for loss or damage arising from the use of information contained in any of their reports or in any communication about their tests or investigations.
Introduction
Iterative methods are widely used for the solution of large sparse symmetric linear systems of equations Ax = b. To increase their robustness, the system matrix A generally needs to be transformed by preconditioning. For positive-definite systems, an important class of preconditioners is represented by incomplete Cholesky (IC) factorizations, that is, factorizations of the form LL T in which some of the fill entries (entries that were zero in A) that would occur in a complete factorization are ignored. Over the last fifty years, many different algorithms for computing incomplete factorizations have been proposed and they have been used to solve problems from a wide range of application areas. In Section 2, we provide a brief historical overview and highlight important developments and significant contributions in the field. Some crucial ideas that relate to modifications and dropping are explained in greater detail in Section 3. Here we consider two important semidefinite modification schemes that were introduced to avoid factorization breakdown (that is, zero or negative pivots): that of Jennings and Malik [61, 62] from the mid 1970s and that of Tismenetsky [109] from the early 1990s. Variations of the Jennings-Malik scheme were adopted by engineering communities and it is recommended in, for example, [92] and used in experiments in [11] to solve hard problems, including the analysis of structures and shape optimization. The Tismenetsky approach has also been used to provide a robust preconditioner for some real-world problems, see, for example, [4, 9, 77, 78] . However, in his authoritative survey paper [10] , Benzi remarks that Tismenetsky's idea "has unfortunately attracted surprisingly little attention". Benzi also highlights a serious drawback of the scheme which is that its memory requirements can be prohibitively large (in some cases, more than 70 per cent of the storage required for a complete Cholesky factorization is needed, see also [12] ). We seek to gain a better understanding of the Jennings-Malik and Tismenetsky semidefinite modifications schemes and to explore the relationship between them. Our main contribution in Section 3 is new theoretical results that compare the 2-norms of the modifications to A that each approach makes. Then, in Section 4, we propose a memory-efficient variant of the Tismenetsky approach, optionally combined with the use of drop tolerances and the Jennings-Malik modifications to reduce factorization breakdowns. In Section 5, we report on extensive numerical experiments in which we aim to isolate the effects of the modifications so as to assess their usefulness in the development of robust algebraic incomplete factorization preconditioners. Finally, we draw some conclusions in Section 6.
Historical overview
The rapid development of computational tools in the second half of the 20th century significantly pushed forward progress in solving systems of linear algebraic equations. Both software and hardware tools helped to solve still larger and more challenging problems from a wide range of engineering and scientific applications. This further motivated research into the development of improved algorithms and better understanding of their theoretical properties and practical limitations. In particular, within a very short period, important seminal papers were published by Hestenes and Stiefel [51] and Lanczos [74] , on which most contemporary iterative solvers are based. The work of Householder and others in the 1950's and early 1960's on factorization approaches to matrix computations substantially changed the field (see [53] ). Around the same time (and not long after Turing coined the term preconditioning in [111] ), another set of important contributions led to the rapid development of sparse direct methods [93] and preconditioning of iterative methods by incomplete factorizations.
In this paper, we consider preconditioning techniques based on incomplete factorizations that belong to the group of algebraically constructed techniques. To better understand contemporary forms of these methods and the challenges they face, it is instructive to summarize key milestones in their development. Here we follow basic algorithms without mentioning additional enhancements, such as block strategies, algorithms developed for parallel processing or for use within domain factorization or a multilevel framework. We also omit the pivoting techniques based on computing some auxiliary criteria for the factorization (like minimum discard strategy), mentioning them only when needed for modifying dropping strategies. We concentrate on incomplete factorizations of symmetric positive-definite systems. Since some of the related ideas have been developed in the more general framework of incomplete LU factorizations for preconditioning non symmetric systems, we will refer to them as appropriate.
Early days motivated by partial differential equations
The development of incomplete factorizations closely accompanies progress in the derivation of new computational schemes, especially for partial differential equations (PDEs) that still often motivate simple theoretical ideas as well as attempts to achieve fast and robust implementations, even when the incomplete factorizations are computed completely algebraically. Whilst there is a general acceptance that the solution of some discretized PDEs requires the use of physics-based or functional space-based preconditioners, the need for reliable incomplete factorizations is widespread. They can be used not only as stand-alone procedures but they are also useful in solving augmented systems, smoothing intergrid transformations and solving coarse grid systems.
The earliest incomplete factorizations were described independently by several researchers. In the late 1950s, in a series of papers [20, 21] (see also [22] ), Buleev proposed a novel way to solve systems of linear equations arising from two-and three-dimensional elliptic equations that had been discretized by the method of finite differences using five-and seven-point stencils, respectively. Buleev's approach was to extend the sweep method for solving the difference equations from the one-dimensional case. To do this efficiently, he modified the system matrix so that it could be expressed in the form of a scaled product of two triangular matrices. In contemporary terminology, these two matrices represent an incomplete factorization.
A slightly different and more algebraic approach to deriving an incomplete factorization can be found in the work of Oliphant [89] in the early 1960s. Starting from a PDE model of steady-state diffusion, he obtained the incomplete factorization of a matrix A corresponding to the five-point stencil discretization by neglecting the fill-in during the factorization that occurs in sub-diagonal positions. An independent algebraic derivation of the methods of Buleev and Oliphant and their interpretation as instances of incomplete factorizations was given by Varga [115] . Varga also discussed the convergence properties of the splitting using the concept of regular splitting, and mentioned a generalization to the nine-point stencil. Solving pentadiagonal systems from two-dimensional discretizations of PDEs motivated the development of another incomplete factorization that forms a crucial part of the sophisticated iterative method called the strongly implicit (SIP) method [107] . This connects a stationary iterative method with a specific incomplete factorization; a nice explanation is given in [8] . In specialized applications, the SIP method remains popular (see also its symmetric version [2] ).
Subsequent developments included experiments with incomplete factorizations with additional functionality that later led to heavily parametrized procedures and included even more general stencils arising from finite differences. They were often individually modified to solve specific types of equations and boundary conditions. The fact that around that time the iterative methods for solving linear systems were dominantly based on stationary schemes probably led to the detailed algorithms that sometimes changed at individual steps of the iterative procedure [101] . An overview of the early and often very specialized procedures and the motivations behind them may be found in [58, 59] .
As a consequence of the simple stencils used by finite-difference discretizations, early incomplete factorizations were based on prescribed sparsity patterns composed of a small number of sub-diagonals and thus were precursors of the class of structure-based incomplete factorizations. The simplest and earliest procedures proposed the same sparsity pattern for the preconditioner L as that of the system matrix A. For symmetric positive-definite systems, this type of incomplete Cholesky factorization is denoted by IC(0). Later, more general preconditioners included additional sub-diagonals in the sparsity pattern of L [37] (the efficiency of such modifications is discussed in, for example, [38] ). Early classifications were based on counting the number of additional sub-diagonals of non zeros that were not present in A [83] (see also [84] ). Progress in deriving more general preconditioners was supported by an increased number of papers describing the incomplete factorizations using modern matrix terminology [8] . There was also an increased interest in factorizations of more general matrices arising in the numerical solution of PDEs, for example M -matrices and H-matrices [39] .
Modifications to enhance convergence
This progress brought about the question of convergence of sometimes rather complicated iterative schemes. Dupont, Kendall and Rachford [33] (see also [32] ) made an important contribution in this direction and gave some of the earliest theoretical convergence rate results. Still considering specific underlying PDE models with specific boundary conditions and their finite-difference discretizations, the authors proposed a diagonal perturbation of the incomplete factorization and showed that this implies a decrease in the conditioning of the preconditioned system. Subsequent research led to the further development of modified incomplete Cholesky (MIC) factorizations involving explicitly modifying the diagonal entries of the preconditioner using the discarded entries [44, 45, 46, 47, 48] (see also [49] and [99] ). For specific PDEs, this diagonal compensation typically leads to substantially improved convergence of the preconditioned iterative method. Thus the motivation to develop modified factorizations was connected to the fact that the convergence for model problems can be roughly estimated in terms of the decrease in the condition number of the preconditioned system matrix. Here the requirement that the modified matrix is a diagonally dominant M -matrix plays a crucial role. Diagonal modification has become an important component of incomplete factorizations for more general problems although, as we discuss later, there are other motivations behind such modifications.
The next step in this direction was the development of relaxed incomplete Cholesky (RIC) factorizations [6] (see also [23] and their algebraic generalizations [112, 113] ). It is interesting to note that the question of the need to perturb or modify the diagonal entries of the preconditioner was later considered and solved in a number of practical cases within the elegant framework of the support theory [13] but the work on these combinatorial preconditioners is outside the scope of this overview. Observe that modified incomplete factorizations can be considered as constraint factorizations obtained by a sum condition (or perturbed sum condition). That is, instead of throwing away the disallowed fill-ins in the factorization algorithm, the sum of these entries is added to the diagonal of the same column. This diagonal compensation reduction may be motivated by the physics of the underlying continuous problem. It can be generalized to a constraint that involves the result of multiplication of the incomplete factor with another vector see, for instance, [5] (also [57] and [104] ). A nice example of the compensation strategy for the ILU T factorization of Saad [98] (which we mention below) that takes into account the stability of the factors is given in [80] .
Introduction of preconditioning for Krylov subspace methods
The real revolution in the practical use of algebraic preconditioning based on incomplete factorizations came with the important 1977 paper of Meijerink and van der Vorst [82] . They recognized the potential of incomplete factorizations as preconditioners for the conjugate gradient method. This paper also implied an understanding of the crucial role of the separate computation of the incomplete factorization as well as recognizing the possibility of prescribing the sparsity structure of the preconditioner by allowing additional sub-diagonals. In this case, extending the sparsity structure in the construction of the preconditioner was theoretically sound since the authors proved that the factorization is breakdown-free (that is, the diagonal remains positive) for M -matrices; this property was later also proved for H-matrices [81, 116] . The paper of Meijerink and van der Vorst also represents a turning point in the use of iterative methods. Although it is difficult to make a general statement about how fast Krylov subspace-based iterative methods converge, in general they converge much faster than classical iteration schemes and convergence takes place for a much wider class of matrices [114] . Consequently, much of the later development since the late 1970s has centered on Krylov subspace methods.
Shortly after the work of Meijerink and van der Vorst, Kershaw [69] showed that the incomplete Cholesky factorization of a general symmetric positive-definite matrix from a laser fusion code can suffer seriously from breakdowns. To complete the factorization in such cases, Kershaw locally replaced zero or negative diagonal entries by a small positive number. This helped popularise incomplete factorizations, although local modifications with no relation to the overall matrix can lead to large growth in the entries and the subsequent Schur complements and hence to unstable preconditioners. A discussion of the possible effects of local modifications for more general factorizations (and that can occur even in the symmetric positive-definite case) can be found in [25] . Another notable feature of [69] was that dropping of small off-diagonal entries was still restricted to prespecified parts of the matrix structure. Moreover, it was a straightforward strategy to implement.
Manteuffel [81] proposed an alternative simple diagonal modification strategy to avoid breakdowns. He introduced the notion of a shifted factorization, factorizing the diagonal shifted matrix A + αI for some positive α (provided α is large enough, the incomplete factorization always exists). Diagonal shifts were used in some implementations even before Manteuffel (see [86, 87] ) and, although currently the only way to find a suitable shift is by trial-and-error, provided an α can be found that is not too large, the approach is surprisingly effective and remains well used (but see an interesting observation in [85] that a posteriori post-processing may make the preconditioner less sensitive to the actual choice of the shift value). Note that in some application papers, in particular structural engineering, shifting is sometimes replaced by scaling the off-diagonal entries (see, for example, [63, 64, 70, 75] ).
The use of drop tolerances
Another significant breakthrough in the field of incomplete factorizations was the adoption of strategies to drop entries in the factor by magnitude, according to a threshold or drop tolerance parameter τ , rather than dropping entries because they lie outside a chosen sparsity pattern. This type of dropping was introduced back in the early 1970s by Tuff and Jennings [110] , long before any systematic attack on the problem of breakdowns, that is, before modified incomplete factorizations, shifted factorizations or other techniques were introduced. Absolute dropping can be used (all entries of magnitude less τ are dropped), or relative dropping (entries smaller than τ multiplied by some quantity chosen to reflect matrix scaling or possible growth in the factor entries). The original strategy in [110] was to drop entries that were small in magnitude compared to the diagonal entries of the system. The resulting factorization was used to precondition a stationary method. However, the experiments of Tuff and Jennings did not face breakdown problems since they dealt with M -matrices.
A few years later, Jennings and Malik [61, 62] , (see also [96] ) introduced a modification strategy to prevent factorization breakdown for symmetric positive-definite matrices arising from structural engineering. They were motivated only by the need to compute a preconditioner without breakdown and not by any consideration of the conditioning of the preconditioned system. Their work, which we discuss in greater detail in Section 3, was extended by Ajiz and Jennings [1] , who discussed dropping (rejection) strategies as well as implementation details. In fact, once the dropping strategies became sufficiently general, implementations that addressed memory and efficiency issues became very important. With dropping by magnitude, a possible solution for the memory limitations was the choice of a static chunk of memory for the computed preconditioner. Fast implementations using left-looking updates were later developed that exploited research aimed at efficient sparse direct solvers [35, 36] . New algorithmic and implementation schemes that were able to accept arbitrary fill-in entries were proposed in [7] (see also [86, 87] , and the detailed experimental results in [90] where data structures from the direct solver MA28 [30] from the HSL software library [54] were used).
The use of prescribed memory
When dropping by magnitude, the question of how to get better preconditioners and to increase their robustness appears straightforward: intuitively, the dropping of small entries is more likely to produce a better quality preconditioner than the dropping of larger entries [100] . That is, a smaller drop tolerance τ may produce a better quality incomplete factorization, measured by the iteration count of a preconditioned Krylov subspace method. This approach may also work when dropping is determined by the sparsity pattern. In his paper [48] , Gustafson used the terminology that a preconditioner is more accurate if its structure is a superset of another preconditioner sparsity structure; as an example of a similar conclusion in a specific application, see [91] . But this feature, which may be called the dropping inclusion property, although often valid when solving simple problems, can be very far from reality for tougher problems. Also, improvements in robustness through extending the preconditioner structure by adding simple patterns or by reducing the drop tolerance have their limitations and, importantly, for algebraic preconditioning, do not address the problem of memory consumption. A strategy that appeared in the historical development and that solves this problem is simply to prescribe the maximum number of entries in each column of the incomplete factor, retaining only the largest entries. In this case, the dropping inclusion property is often satisfied, that is, by increasing the maximum number of entries, a higher quality preconditioner is obtained. This strategy appears to have been proposed first in 1983 by Axelsson and Munksgaard [7] . It enabled them to significantly simplify their right-looking implementation just because it allowed simple bounds on the amount of memory needed for the factorization. They also mentioned dynamic changes in the value of the drop tolerance parameter, a problem that was introduced and studied by Munksgaard [87] . He tried to get the "fill-in curve" close to that of the exact factorization by changing the drop tolerance parameter. Axelsson and Munksgaard also proposed exploiting memory saved in some factorization steps in the case where some columns retained fewer than the maximum number of allowed entries. Dropping based on a prescribed upper bound for the largest number of entries in a column of the factor combined with an efficient strategy to keep track of left-looking updates was implemented in a successful and influential incomplete factorization code by Jones and Plassman [65, 66] . They retained the n j largest entries in the strictly lower triangular part of the j−th column of the factor, where n j is the number of entries in the j−th column of the strictly lower triangular part of A. The code has predictable memory demands and uses the strategy of applying a global diagonal shift from [81] to increase its robustness.
The combination of dropping by magnitude with bounding the number of entries in a column was first proposed in [40] but a very popular concept that has predictable storage requirements is the dual threshold ILU T (p, τ ) factorization of Saad [98] . This paper has achieved significant attention not only from the numerical linear algebra community but from much further afield. A drop tolerance τ is used to discard all entries in the computed factors that are smaller than τ l , where τ l is the product of τ times the l 2 -norm of the l−th row of A. Additionally, only the p largest entries in each column of L and row of U are retained. The beauty of this approach is that it not only combines the use of a drop tolerance with the strategy of prescribed maximum column and row counts, it also offers a new row-wise implementation (in the non symmetric case) that has become widely used. However, it ignores symmetry in A and, if A is symmetric, the sparsity patterns of L and U T are normally be different. One of the best implementations of incomplete Cholesky factorization covering a number of the features we have outlined is the ICFS code of Lin and Moré [76] . They aim to exploit the best features of the Jones and Plassmann factorization and the ILU T (p, τ ) factorization of Saad, adding an efficient loop for changing the Manteuffel diagonal shift α and l 2 -norm based scaling. Their approach retains the n j + p largest entries in the lower triangular part of the j−th column of L and uses only memory as the criterion for dropping entries (thus having both the advantage and disadvantage of not requiring a drop tolerance). Reported results for large-scale trust region subproblems indicate that allowing additional memory can substantially improve performance on difficult problems. A lot of the contemporary application papers in fact profit from the basic building blocks of incomplete factorizations sketched here, see, for instance, [24, 73, 97 ].
The level-based approach
Despite all the achievements and progress discussed so far, the problem of robustness for harder problems remains a challenging issue. In fact, simply prescribing the number of factor entries, using a drop tolerance and/or a memory-based criteria, may result in a loss of the structural information stored in the matrix. This led to a line of development that partially mimics the way in which the pattern of A is developed during the complete factorization; such a strategy is called a level-based approach and was introduced by
Watts for general problems in 1981 [121] . During a symbolic factorization phase, each potential fill entry is assigned a level and an entry is only permitted in the factor if its level is at most . The notation IC( ) for the incomplete Cholesky factorization (or, for general systems, ILU ( )) employing the concept of levels of fill is commonplace. Nevertheless, relying solely on the sparsity pattern may bring another disadvantage. While entries of the error matrix A − LL T are zero inside the prescribed sparsity pattern, outside they can be very large, and the pattern of IC( ) (even for large ) may not guarantee that L is a useful preconditioner, see [31] . Note that the error can be particularly large for matrices in which the entries do not decay significantly with distance from the diagonal. Furthermore, it was soon understood that although IC(1) can be a significant improvement over IC(0) (that is, an appropriate iterative method preconditioned using IC(1) generally requires fewer iterations to achieve the requested accuracy than IC(0)), the fill-in resulting from increasing can be prohibitive in terms of both storage requirements and the time to compute and then apply the preconditioner. Further and importantly, until relatively recently it was not clear how the structure of the incomplete factors could be computed efficiently for larger . A significant advancement to remove this second drawback came with the 2002 paper of Hysom and Pothen [56] (see also [55] ). They describe the relationship between level-based factorizations and lengths of fill paths and propose a fast method of efficiently computing the sparsity pattern of IC( ) (and ILU ( )) factorizations, opening the way to the further development of structure-based preconditioners. The effectiveness of level-based preconditioners in the context of a Newton-Krylov method was shown in [14, 94] while that of block level-based preconditioners is illustrated in [50] . However, the problem that level-based methods can lead to relatively dense (and hence expensive) factorizations remains.
The development of complex dropping strategies
Imposing additional aims on the incomplete factorization can lead to the use of complex dropping rules. For example, incomplete factorizations that aim to take advantage of high-performance computer architectures and to use supernodes may motivate the use of new dropping strategies, as in [79] (see also [41, 42] for an extensive set of numerical experiments). Supernodal construction may also influence level-based preconditioners [50] . Similarly, additional features of the computational environment can feed further characteristics of the computational model into the incomplete factorizations via optimized local approximations, as in [3, 43] and the references therein. However, although the fact that the size of the overall numerical perturbation caused by dropping entries from the factorization is very important was mentioned back in the late 1980s by Duff and Meurant [31] , dropping strategies typically do not take into account the overall numerical perturbation caused by updates to the sequence of the incomplete Schur complements.
While we believe that dropping rules should be as transparent as possible, we also hold that the future challenge in the development of such strategies lies in coupling them with numerical properties of the factorization. A step in this direction is the approach of Bollhöfer and Saad [15, 16, 17] . Here the dropping is relative to the estimated norms of the rows and columns of the factors of the inverse matrix. It has been shown both theoretically and experimentally that this approach yields very reliable preconditioners. Extended dropping of this kind that mutually balances sparse direct and inverse factors has been introduced recently by Bru, Marín, Mas, and Tůma [18] (see also their comparison of incomplete factorization schemes [19] ).
Useful bounds on the condition number of the preconditioned system, as required to estimate the convergence rate of iterative methods, may be derived in the case of special restricted dropping strategies, such as in the analysis of orthogonal dropping given in [88] . A similar challenge is determining a threshold such that computed entries that are smaller than it can be safely neglected since they would not play any role anyway because of the errors committed in computing the factorization, in particular, because of conditioning of intermediate quantities. Such analysis was introduced for inverse incomplete factorizations in [72] , partially based on the analysis from [71] . The analysis given in [72] leads naturally to theoretically motivated adaptive dropping and an open problem is to propose such a strategy for incomplete Cholesky factorizations.
Final remarks
Our historical excursion into incomplete factorizations has been devoted to the main lines of development. It was also intended to show the complex relation of the ideas with their implementations. Progress was made as well as limited by the development of suitable data structures and efficient implementations. New ideas sometimes appeared once computational support was available. There have been attempts to combine the advantages offered by different classes of incomplete factorizations. Combinations of thresholdbased methods and memory-based methods can be considered as somewhat natural, and they led, as we have mentioned above, to the very successful ILU T implementation. There have also been attempts to combine threshold-based methods and level-based methods. D'Azevedo, Forsyth, Tang [27] started to solve the problem by combining the approach by levels with dropping by values. Another combination of these two approaches targeted to reduce the sometimes prohibitive memory demand of level-based methods was recently given in [102] . This latter approach exploited the idea that small entries should contribute to the sparsity pattern of the preconditioner less than larger entries.
Positive semidefinite modification schemes
As discussed in Section 2, apart from dropping schemes, additional modifications to the incomplete factorization approach were introduced over time. The motivations for these modifications were not always the same; here we are primarily concerned with them from the point of view of preconditioner robustness and performance predictability. We examine two important modification schemes designed to avoid breakdown: that of Jennings and Malik [61, 62] and that of Tismenetsky [109] . Our objective is to gain a better insight into them and then, using extensive numerical experiments in which we aim to isolate the effects of the modifications (Section 5), to assess their usefulness in the development of robust algebraic incomplete factorization preconditioners.
The Jennings-Malik scheme
The scheme proposed by Jennings and Malik [61, 62] can be interpreted as modifying the factorization dynamically by adding to A simple symmetric positive semidefinite matrices, each having just four nonzero entries. Although our software will use a left-looking implementation, for simplicity of explanation, we consider here an equivalent right-looking approach: at each stage, we compute a column of the factorization and then modify the subsequent Schur complement. For j = 1, we consider the matrix A and, for 1 < j < n, we obtain the j−th Schur complement by applying the previous j − 1 updates and possible additional modifications. Throughout our discussions, we denote the Schur complement of order n − j + 1 that is computed on the j−th step byÂ and letÂ j be the first column ofÂ (corresponding to column j of A). The j−th column of the incomplete factor L is obtained fromÂ j by dropping some of its entries (for example, using a drop tolerance or the sparsity pattern). The Jennings-Malik diagonal compensation scheme modifies the corresponding diagonal entries every time an off-diagonal entry is discarded. Specifically, if the nonzero entryâ ij ofÂ j is to be discarded, the Jennings-Malik scheme adds to A a modification (or cancellation) matrix of the form
where γ = â ii /â jj . Here the indices i, j are global indices (that is, they relate to the original matrix A). E ij has nonzero entries γ|â ij | and γ −1 |â ij | in the ith and jth diagonal positions, respectively, and entry −â ij in the (i, j) and (j, i) positions. The scalar γ may be chosen to keep the same percentage change to the diagonal entriesâ ii andâ jj that are being modified (see [1] ). Alternatively, γ may be set to 1 (see [52] ) and this is what we employ in our numerical experiments (but see also the weighted strategy in [34] ). A so-called relaxed version of the form
with 0 ≤ ω ≤ 1, was proposed by Hladik, Reed and Swoboda [52] . It is easy to see that the modification matrix E ij (and E ij )is symmetric positive semidefinite. The sequence of these dynamic changes leads to a breakdown-free factorization that can be expressed in the form
where L is the computed incomplete factor and E is a sum of positive semidefinite matrices with nonpositive off-diagonal entries and is thus positive semidefinite.
Tismenetsky scheme
The second modification scheme we wish to consider is that of Tismenetsky [109] . A matrix-based formulation with significant improvements and theoretical foundations was later supplied by Kaporin [67] . The Tismenetsky scheme is based on a matrix decomposition of the form
where L is a lower triangular matrix with positive diagonal entries that is used for preconditioning, R is a strictly lower triangular matrix with small entries that is used to stabilize the factorization process, and E has the structure
As before, we refer to a right-looking implementation. Consider the j−th step as above and the first column of the computed Schur complementÂ j . It can be decomposed into a sum of two vectors each of length n − j + 1 l j + r j , such that |l j | T |r j | = 0 (with the first entry in l j nonzero), where l j (respectively, r j ) contains the entries that are retained (respectively, not retained) in the incomplete factorization. At step j + 1 of the factorization, the Schur complement of order n − j is updated by subtracting the outer product of the pivot row and column. That is, by subtracting (l j + r j )(l j + r j ) T .
The Tismenetsky incomplete factorization does not compute the full update as it does not subtract
Thus, the positive semidefinite modification E j is implicitly added to A. The obvious choice for r j (which was proposed in the original paper [109] ) is the smallest off-diagonal entries in the column (those that are smaller in magnitude than a chosen drop tolerance). Then in the right-looking formulation, at each stage implicitly adding E j is combined with the standard steps of the Cholesky factorization, with entries dropped from the incomplete factor after the updates have been applied to the Schur complement. The approach is naturally breakdown-free because the only modification of the Schur complement that is used in the later steps of the factorization is the addition of the positive semidefinite matrices E j .
The fill in L can be controlled by choosing the drop tolerance to limit the size of |l j |. However, it is important to note that this does not limit the memory required to compute L. A right-looking implementation of a sparse factorization is generally very demanding from the point of view of memory as it is necessary to store all the fill-in for column j until the modification is applied in the step j, as follows from (3.5). Hence, a left-looking implementation (or, as in [67] , an upward-looking implementation) might be thought preferable. But to compute columnÂ j in a left-looking implementation and to apply the modification (3.5) correctly, all the vectors l k and r k for k = 1, . . . , j − 1 have to be available. Therefore, the dropped entries have to be stored throughout the left-looking factorization and the r k may only be discarded once the factorization is finished (and similarly for an upward-looking implementation). These vectors thus represent intermediate memory. Note the need for intermediate memory is caused not just by the fill in the factorization: it is required because of the structure of the positive semidefinite modification that forces the use of the r k . Sparsity allows some of the r k to be discarded before the factorization is complete but essentially the total memory is as for a complete factorization, without the other tools that direct methods offer. This memory problem was discussed by Kaporin [67] , who proposed using two drop tolerances τ 1 > τ 2 . Only entries of magnitude at least τ 1 are kept in L and entries smaller than τ 2 are dropped from R; the larger τ 2 is, the closer the method becomes to that of Jennings and Malik. The error matrix E then has the structure
where F is a strictly lower triangular matrix that is not computed while R is used in the computation of L but is then discarded. When drop tolerances are used, the factorization is no longer guaranteed to be breakdown-free. To avoid breakdown, diagonal compensation (as in the Jennings-Malik scheme) for the entries that are dropped from R may be used. Kaporin coined the term second order incomplete Cholesky factorization to denote this combined strategy (but note an earlier proposal of virtually the same strategy by Suarjana and Law [108] ).
Finally, consider again the left-looking implementation of the Jennings-Malik scheme where the column A j that is computed at stage j is based on the columns computed at the previous j − 1 stages. Standard implementations perform the updates using the previous columns of L (without the dropped entries). But the dropped entries may also be used in the computation and, if we do this, the only difference between the Jennings-Malik and Tismenetsky schemes lies in the way in which the factorization is modified to safeguard against breakdown.
Related research
A discussion of the Tismenetsky approach and a modification with results for finite-element modeling of linear elasticity problems is given in [68] . In [122] , Yamazaki et al use the Kaporin approach combined with the global diagonal shift strategy of Manteuffel [81] . In contrast to Kaporin [67] , who uses the upwardlooking factorization motivated by Saad [98] , Yamazaki et al employ a left-looking implementation based on the pointer strategy from Eisenstat et al [35, 36] ; moreover, they do not compensate the diagonal entries fully as in the Jennings-Malik strategy. There is an independent derivation of the Tismenetsky approach for incomplete Cholesky factorizations in [120] , which emphasizes the relation with the special case of incomplete QR factorization (see also [117] ). In fact, this variant of the incomplete QR factorization of A in which there is no dropping in Q is equivalent to the Tismenetsky approach applied to A T A. For completeness, note that a related incomplete QR factorization was introduced earlier by Jennings and Ajiz [60] . From a theoretical point of view, the authors of [118, 119] show some additional structural properties of this type of incomplete Cholesky factorization.
The Tismenetsky approach has been used to provide a robust preconditioner for some real-world problems, see, for example, the comparison for tasks in linear elasticity in [4] , emphasizing reduced parametrization in the upward-looking implementation of Kaporin [67] , diffusion equations in [77, 78] and Stokes problem in [9] . We note, however, that there are no reported comparisons with other approaches that take into account not only iteration counts but also the size of the preconditioner.
Some theoretical results
The importance of the size of the modifications to the matrix was emphasized by Duff and Meurant in [31] . In particular, the modifications should not be large in terms of the norm of the matrix. In this section, we therefore consider the Jennings-Malik and Tismenetsky modifications from this point of view. We have the following simple lemma for the size of the Jennings-Malik modification.
Lemma 3.1. The squared 2-norm of the modification in the Jennings-Malik approach based on the fill-in entryâ ij and the update formula (3.1) is equal to
Proof: The modification (3.1) can be written as the outer product matrix
where v ∈ R n has entries
where a = |â ij |. The result follows from the fact that the 2-norm of vv T is equal to v T v.
Turning to the Tismenetsky approach, let us denote the vector of nonzero entries in l j byl j with |l j | = lsize and, similarly, denote the vector of nonzero entries in r j byr j with |r j | = rsize. Further, assume that the entries in both these vectors are in descending order of their magnitudes and that the magnitude of each entry inl j is at least as large as the magnitude of the largest entry inr j . We have the following result. It is natural to ask how these modifications are related. Setting the parameter γ = 1 in (3.1), the two previous simple lemmas imply the following result, which surprisingly prefers the Jennings-Malik modification if we consider just the norms of the modifications. Each of the modifications in the Jennings-Malik approach is of the form −r k,jrl,j for some 1 ≤ k, l ≤ rsize, k = l. The sum of the squared 2-norms of these modifications is equal to the overall 2-norm of the modifications and is, by Lemma 3.1 (with γ = 1), equal to 2 * (k,l)∈Zj ,k<lr k,jrl,j , where Z j denotes the set of pairs (i, j) of off-diagonal positions inÂ j corresponding to dropped entries. Since When using the Jennings-Malik scheme, the number of modifications that must be performed at stage j is equal to |Z j | ≤ (|Â j | − lsize)(|Â j | − lsize − 1)/2. Such a potentially large number of modifications may result in the preconditioner being far from the original matrix (and hence of poor quality). Further, the Tismenetsky modification in (3.5) does not take advantage of the entries in the matrix that do not need to be modified (so that more modifications than are necessary may be performed). Incorporating the Jennings-Malik approach on top of the Tismenetsky update may appear an obvious idea because it can make the Tismenetsky update sparser. However, consider a simple 2 × 2 case where we add a rankone modification of the form (3.1) to a symmetric positive semidefinite submatrix that may represent the update (3.6). We have the following negative result. 
When this update is applied, both eigenvalues of A increase.
Proof: The eigenvalues of A are given by
where D = (a − b) 2 + 4c 2 , and those of A + E are
It is easy to see that the minimum of λ
with respect to k > 0 is obtained for k = c. For this minimum, λ
, from which the result follows.
Thus using the Tismenetsky approach and then the Jennings-Malik modification to nullify some offdiagonal entries does not appear helpful. However, the two schemes can be combined differently. Indeed, the new unified explanation of the Tismenetsky and Jennings-Malik modifications indicates two ideas that we will report on in Section 5: (1) the norm of the matrix modification during the Tismenetsky update can be decreased by including some entries of RR T and (2) the remaining off-diagonal entries of RR T can be compensated for using the Jennings-Malik scheme. As we will see, the strategy that is the best theoretically may not be the best when solving practical problems using limited memory.
A limited memory approach
For an algebraic preconditioner to be really practical it needs to have predictable and reasonable memory demands. All previous implementations of the Tismenetsky-Kaporin approach known to us drop entries based on their magnitude alone but this does not provide practical predictable memory demands. As in the ICFS code of Lin and Moré [76] , the memory predictability in our IC implementation depends on specifying a parameter lsize that limits the maximum number of nonzero off-diagonal fill entries in each column of L.
In addition, we retain at most rsize entries in each column of R. At each step j of the factorization, the candidate entries for inclusion in the j−th column of L are sorted and the largest n j + lsize off-diagonal entries plus the diagonalare retained; the next rsize largest entries form the j−th column of R and all other entries are discarded. Following Kaporin, the use drop tolerances can be included. In this case, entries in L are retained only if they are at least τ 1 in magnitude while those in R must be at least τ 2 .
Dynamic choice of factor size
An important consideration for any practical strategy for computing incomplete factorizations is limiting the number of parameters that must be set by the user while still getting an acceptably robust preconditioner. As we shall see in Section 5, we have observed in our numerical experiments that the intermediate memory can, to some extent, replace the memory used for the preconditioner. In other words, our experiments show that if the sum lsize + rsize = tsize is kept constant (and lsize is not too small in relation to rsize), the performance of the preconditioner is maintained. Therefore, we could require a single input parameter tsize and choose lsize and rsize internally. Consider stage j of the factorization and the Tismenetsky update restricted to the submatrix determined by the first tsize components of the columnĀ j (with the entriesā k,j , j ≤ k ≤ n − j − 1, inĀ j in descending order of their magnitudes). The modification restricted to this submatrix is
where lsize is to be determined. Consequently, we have to find a splitting of tsize into lsize and rsize such that the off-diagonal block (ā lsize+1,j , ...,ā tsize,j ) T (ā j+1,j , ...,ā lsize,j )
is not small with respect to the "error" block (ā lsize+1,j , ...,ā tsize,j ) T (ā lsize+1,j , ...,ā tsize,j ), measured in a suitable norm. A possible strategy is to choose lsize such that
for some modest choice of β ≥ 1 (that is, we compare the average magnitude of the first lsize − j entries in the column with β times the average magnitude of the remaining entries). If there is no such lsize (which occurs if there is insufficient "block diagonal dominance" in the column), lsize is set to tsize; if there is reasonable diagonal dominance in L, lsize should be smaller than tsize. Such a strategy provides a dynamic splitting of tsize since it is determined separately for each column of L. Using the following result, lsize can be found by a simple search throughÂ j . The proof follows from the fact that the nonzero entries inĀ j are ordered in descending order of their magnitudes.
Algorithm outline
In this section, we present an outline of our memory-limited incomplete Cholesky factorization algorithm in the form of a Matlab script (but note that, all our numerical experiments reported on in Section 5 are performed using an efficient Fortran implementation). It reveals the basic steps but, for simplicity, omits details of our sparse implementation. To simplify further, we describe the equivalent square-root-free LDL T decomposition. The limited memory approach is not guaranteed to be breakdown free. Thus we in practice we combine it with using a global diagonal shift using a strategy similar to that of [76] (see [103] for details) but we omit this detail from the outline. The user is required to provide the memory parameters lsize and rsize plus the drop tolerances tau1 and tau2 that are used for discarding small entries from L and R, respectively. In our experiments to assess the effectiveness of diagonal compensation (Section 5.6), we will consider applying Jennings-Malik compensation in a number of different ways. It can be applied to all the entries of L and R that are smaller than the drop tolerances tau1 and tau2, respectively; this corresponds to lines 91-102 in the above algorithm outline. It can also be used for the entries that correspond to the off-diagonal entries of RR T . This use corresponds to lines 50-53. The (limited memory) Tismenetsky approach discards all entries of RR T and corresponds to deleting lines 41-57.
5 Numerical experiments
Test environment
All the numerical results reported on in this paper are performed (in serial) on our test machine that has two Intel Xeon E5620 processors with 24 GB of memory. Our software is written in Fortran and the ifort Fortran compiler (version 12.0.0) with option -O3 is used. The implementation of the conjugate gradient algorithm offered by the HSL routine MI22 is employed, with starting vector x 0 = 0, the right-hand side vector b computed so that the exact solution is x = 1, and stopping criteria
wherex is the computed solution. In addition, for each test we impose a limit of 2000 iterations. In all the tests, we order and scale the matrix A prior to computing the incomplete factorization. Based on numerical experiments (see [103] , we use a profile reduction ordering based on a variant of the Sloan algorithm [95, 105, 106] . We also use l 2 scaling, in which the entries in column j of A are normalised by the 2-norm of column j; this scaling is chosen as it is used by Lin and Moré [76] in their ICFS incomplete factorization code and it is inexpensive and simple to apply. Note that it is important to ensure the matrix A is prescaled before the factorization process commences; other scalings are available and yield comparable results but, if no scaling is used, the effectiveness of the incomplete factorization algorithms used in this paper can significantly effected (see [103] for some results). We define the iteration count for an incomplete factorization preconditioner for a given problem to be the number of iterations required by the iterative method using the preconditioner to achieve the requested accuracy and we define the preconditioner size to be the number of entries nz(L) in the incomplete factor L.
While we are well aware that the number of entries in the preconditioner may increase but its effectiveness decrease, in many practical situations, the mutual relation between the iteration count and preconditioner size provides an important insight into the usefulness of an incomplete factorization preconditioner if we assume that the following two important conditions are fulfilled:
1. the preconditioner is sufficiently robust with respect to changes to the parameters of the decomposition, such as the limit on the number of entries in a column of L and of R;
2. the time required to compute the preconditioner grows slowly with the problem dimension n.
We define the efficiency of the preconditioner P to be
where iter is the iteration count for P = (LL T ) −1 (see [102] ). Assuming the
−1 (q = 1, . . . , r) each satisfy the above conditions, we say that, for solving a given problem, P i is themost efficient of the r preconditioners if
We use this measure of efficiency in our numerical experiments. A weakness of this measure is that it does not taken into account the number of entries in R. We anticipate that, with the number of entries in each column of L fixed, increasing the permitted number of entries in each column of R will lead to a more efficient preconditioner. However, this improvement will be at the cost of additional work in the construction of the preconditioner. Thus we record the time to compute the preconditioner together with the time for convergence of the iterative method: the sum of these will be referred to as the total time and will also be used to assess the quality of the preconditioner. Note that in this study, a simple matrix-vector product routine is used with the lower triangular part of A held in compressed sparse column format: we have not attempted to perform either the matrix-vector products or the application of the preconditioner in parallel and all times are serial times.
Our test problems are real positive-definite matrices of order at least 1000 taken from the University of Florida Sparse Matrix Collection [26] . Many papers on preconditioning techniques and iterative solvers select a small set of test problems that are somehow felt to be representative of the applications of interest. However, our interest is more general and we want to test the different ideas and approaches on as wide a range of problems as we can. Thus we took all such problems and then discarded any that were diagonal matrices and, where there was more than one problem with the same sparsity pattern, we chose only one representative problem. This resulted in a test set of 153 problems of order up to 1.5 million. Following initial experiments, 8 problems were removed from this set as we were unable to achieve convergence to the required accuracy within our limit of 2000 iterations without allowing a large amount of fill. To assess performance on our test set, we use performance profiles [29] .
Results with no intermediate memory, without diagonal compensation
We first present results for lsize varying and rsize = 0, without Jennings-Malik diagonal compensation for the discarded entries. We set the drop tolerance tau1 to zero. This is very similar to the ICFS code of Lin and Moré [76] . The efficiency performance profile is given in Figure 5 .1. Note that the asymptotes of the performance profile provide a statistic on reliability and as the curve for lsize = 5 lies below the others on the right-hand axis of the profiles in Figure 5 .1, this indicates poorer reliability for small lsize. We see that increasing lsize improves reliability but the efficiency is not very sensitive to the choice of lsize (although, of course, the time to compute the factorization and the storage for L increase with lsize). This suggests that when performing numerical experiments it is not necessarily appropriate to consider just one of the counts used in (5.2) without also checking its relation to the other. If the preconditioner is to be used in solving a sequence of problems (so that the time to compute the incomplete factorization is a less significant part of the total time than for a single problem), the user may want to choose the parameter settings to reduce either the iteration count or the preconditioner size, depending on which they consider to be the most important. 
Results with no intermediate memory, with diagonal compensation
We now explore the effects of Jennings-Malik diagonal compensation (still with rsize = 0). We first consider the structure-based approach originally proposed by Jennings and Malik that compensates for all the entries that are not retained in the factor (only lsize fill entries are retained, with no tolerancebased dropping). Our findings are presented in Figure 5 .2. We see that the best results are without using standard Jennings-Malik compensation (SJM = F) and that if it is used (SJM = T), increasing lsize has little effect on the efficiency (but improves the reliability). The advantage of using compensation is that, for the majority of the test problems, the factorization is breakdown free. However, a closer look at the results shows that it can be better to use a diagonal shift to avoid breakdown rather than diagonal compensation. In fact, using a diagonal shift, with lsize = 10, convergence was not achieved for just two of our test problems whereas with Jennings-Malik compensation, we had 11 failures. In Table 5 .1, we present details for some of our test problems that used a non-zero diagonal shift. We report the number of shifts used, the number of iterations of CG required for convergence, and the total time (this includes the time taken to restart the factorization following breakdown). In each case, using a diagonal shift leads to a reduction in the iteration count, and this can be by more than a factor of two. This, in turn, reduces the time for the conjugate gradient algorithm and this reduction generally more than offsets the additional time taken for the factorization as a result of restarting. We now consider a dropping-based Jennings-Malik strategy in which off-diagonal entries that are less than a chosen tolerance tau1 in absolute value are dropped from L and added to the corresponding diagonal entries. The largest (in absolute value) entries in each column j (up to lsize + n j entries) are retained in the computed factor. Figure 5 .3 presents an efficiency performance profile for a range of values of tau1. We include tau1 = 0 (no dropping and no compensation). Although not given here, the total time performance profile is very similar. For these experiments, we use lsize = 10. We see that, as tau1 increases, the efficiency steadily deteriorates and the robustness of the preconditioner decreases. In Figure 5 .4, we compare dropping small entries without compensation (denoted by JM = F) with using Jennings-Malik compensation (JM = T). It is clear that, in terms of efficiency, it is better not to use the Jennings-Malik compensation. However, an advantage of the later is that, taken over the complete test set, it reduces the number of breakdowns and subsequent restarts. Furthermore, the computed incomplete factor is generally sparser when compensation is used, potentially reducing its application time. 
Results for rsize varying, without diagonal compensation
We have seen that increasing lsize with rsize = 0 does little to improve the preconditioner quality (in terms of efficiency). We now consider fixing the incomplete factor size (lsize = 5) and varying the amount of intermediate memory (controlled by rsize). We run with no intermediate memory, rsize = 2, 5, and 10, and with unlimited intermediate memory (all entries in R are retained, which we denote by rsize = -1). Note that the latter is the original Tismenetsky approach with the memory limit lsize used to determine L. Figure 5 .5 presents the efficiency performance profile (on the right) and total time performance profile (on the left). Since lsize is the same for all runs, the fill in L is essentially the same in each case and thus comparing the efficiency here is equivalent to comparing the iteration counts. For many of our test problems, using unlimited intermediate memory gives the most efficient preconditioner but there were a number of our largest problems that we were not able to factorize in this case because of insufficient memory, that is, a memory allocation error was returned before the factorization was complete; this is reflected by poor reliability and makes the original Tismenetsky approach impractical for large problems. However, in terms of time as well as memory, this is the most expensive option. Unlimited memory was used in the original Tismenetsky proposal and most of the complaints regarding the high memory consumption of this algorithm are caused either by this option or by the difficulty in selecting the drop tolerances introduced by Kaporin [67] (recall Section 3.2). We see that, as rsize is increased from 0 to 10, the efficiency and robustness of the preconditioner steadily increases, without significantly increasing the total time. Since a larger value of rsize reduces the number of iterations required, if more than one problem is to be solved with the same preconditioner, it may be worthwhile to increase rsize in this case (but the precise choice of rsize is not important).
Results for lsize+rsize constant, without diagonal compensation
We present the efficiency performance profile for tsize = lsize+rsize = 10 in Figure 5 .6. We see that Figure 5 .6: Efficiency performance profile for different pairs (lsize, rsize) with lsize+rsize = 10.
increasing rsize at the expense of lsize can improve efficiency. This is because the computed L is sparser for smaller lsize while the use of R helps maintains the quality of the preconditioner.
It is of interest to compare Figure 5 .6 with Figure 5 .1 (in the latter, lsize varies but rsize = 0); this clearly highlights the effects of using R. In terms of time, increasing rsize while decreasing lsize keeps the time for computing the incomplete factorization essentially the same, while the cost of each application of the preconditioner reduces but, as the number of iterations increases, we found in our tests that the total time (in our serial implementation) for tsize constant was not very sensitive to the split between lsize and rsize.
Results for rsize > 0, with diagonal compensation
We now consider Jennings-Malik compensation used with rsize > 0. In our discussion, we refer to lines within the algorithm outline given in Section 4. We present results for three strategies for dealing with the entries of RR T , denoted by jm = 0, 1 and 2. When computing column j, we gather updates to column j of L and column j of R from the previous j − 1 columns of L, before gathering updates to column j of L from the previous j − 1 columns of R (LL T + RL T + LR T ). We then consider gathering updates to column j of R from the previous j − 1 columns of R (RR T ). With jm = 0, we allow entries of RR T that cause no further fill in LL T + RL T + LR T and discard all other entries of RR T (in this case, lines 50-52 are deleted). With jm = 1, we use Jennings-Malik compensation for these discarded entries (this is as in the algorithm outline). Finally, with jm = 2, we discard all entries of RR T ; this is the limited memory) Tismenetsky approach (lines 41-57 are deleted). An efficiency performance profile is presented in Figure 5 .7 for lsize = rsize = 5 and 10. Here we do not apply Jennings-Malik compensation to the entries that are discarded from column j of R before it is stored and used in computing the remaining columns of L and R (only the rsize largest entries are retained in each column of R); this corresponds to deleting lines 91-102. We see that, considering the whole test set, there is generally little to choose between the three approaches. We also note the very high level of reliability when allowing only a modest number of entries in L (for lsize = 10, the only problem that was not solved with jm = 0 and jm = 2 was Oberwolfach/boneS10).
We also want to determine whether Jennings-Malik compensation for the entries that are discarded from R is beneficial. In Figure 5 .8, we compare running with and without compensation (that is, with and without lines [91] [92] [93] [94] [95] [96] [97] [98] [99] [100] [101] [102] . We can clearly see that in terms of efficiency, time and reliability, compensating for the dropped entries is not, in general, beneficial. In Table 5 .2, we present some more detailed results with and without Jennings-Malik compensation for the discarded entries. These problems were chosen as, without compensation, diagonal shifts are required to prevent breakdown. With compensation, there is no guarantee that a shift will not be required (examples are Cylshell/s3rmt3m3 and DNVS/shipsec8) but fewer problems require a shift (in our test set, with and without compensation the number of problems that require a shift is 16 and 59, respectively). From our tests, we see that, using diagonal shifts generally results in a higher quality preconditioner than using Jennings-Malik compensation and, even allowing for the extra time needed when the factorization is restarted, the former generally leads to a smaller total time. Note that for example Janna/Serena, using a diagonal shift leads to a higher quality preconditioner but, as four shifts are used, the factorization time dominates and leads to the total time being greater than for Jennings-Malik compensation. In this case, the initial non-zero shift α 1 = 0.001 leads to a breakdown-free factorization and, as we want to use as small a shift as possible, we decrease the shift (see [103] for full details). However, if we do not try to minimise the shift, the total time reduces to 38.9 seconds. Clearly, how sensitive the results are to the choice of α is problem-dependent. Table 5 .2: A comparison of using (T) and not using (F) Jennings-Malik compensation for the discarded entries (jm = 2, lsize = rsize = 10). The figures in parentheses are the number of diagonal shifts used and the final shift; times are in seconds. 5.7 The use of L + R So far, we have used R in the computation of L but once the incomplete factorization has finished, we have discarded R and used L as the preconditioner. We now consider using L + R as the preconditioner. In Figure 5 .9, we present performance profiles for L + R and L, with jm = 0 and 2. Here lsize = rsize = 10, tau1 = 0.001, tau2 = 0.0. We see that, in terms of efficiency, using L is better than using L + R. This is because the number of entries in L is much less than in L + R. However, L + R is a higher quality preconditioner, requiring fewer iterations for convergence (with jm = 0 giving the best results). In terms of total time, there is little to choose between using L + R and L.
It is interesting to see whether we can drop entries from the computed L + R to obtain a sparser preconditioner while retaining the same quality. We present results in Figure 5 .10 for no dropping and dropping of all entries of L + R that are smaller in absolute value than a prescribed dropping parameter. It is clear that dropping small entries can improve efficiency but, as the dropping parameter increases, the quality (in terms of the iteration count) and reliability of the preconditioner deteriorates. Finally, in Figure 5 .11, we compare using L + R with dropping with using L, with lsize=rsize=10 and L with lsize=20, rsize=0. Note that the dropping parameter is equal to tau1 (= 0.001), so that the entries in both L + R and L are at least tau1 in absolute value. 
Conclusions
In this paper, we have focused on the use of positive semidefinite modification schemes for computing incomplete Cholesky factorization preconditioners. To put our work into context, we have included an historical overview of the development of IC factorizations, dating back more than fifty years. We have studied in particular the methods proposed originally by Jennings and Malik and by Tismenetsky and we have presented new theoretical results that aim to achieve a better understanding of the relationship between them. To make the robust but memory-expensive approach of Tismenetsky into a practical algorithm for large-scale problems, we have incorporated the use of limited memory.
A major contribution of this paper is the inclusion of extensive numerical experiments. We are persuaded that using a large test set drawn from a range of practical applications allows us to make general and authoritative conclusions. The experiments emphasize the concept of the efficiency of a preconditioner (defined by (5.2)) as a measure that can be employed to help capture preconditioner usefulness, although we recognise that it can also be necessary to consider other statistics (such as the time and the number of iterations).
Without the use of intermediate memory (rsize = 0), our results have shown that increasing the amount of fill allowed within a column of L (that is, increasing lsize) does not generally improve the efficiency of the preconditioner. The real improvment comes through following Tismenetsky and introducing intermediate memory. In our version, we prescribe the maximum number of entries in each column of both L and R; we also optionally allow small entries to be dropped to help further sparsify the preconditioner without significant loss of efficiency. Our results show that this leads to a highly robust yet sparse IC preconditioner. An interesting finding is that increasing rsize at the expense of lsize can result in a sparser preconditioner without lose of efficiency.
We have found that the fact that the Tismenetsky approach can be made breakdown-free through the use of diagonal compensation appears to be of less importance. We obtained the same conclusion for a number of variations of the Jennings-Malik strategy. Provided we can catch zero or negative pivots and then restart the factorization process using a global diagonal shift, we can handle breakdowns. In our tests, this well-established approach was found to be the more efficient overall, that is, it produced a higher quality preconditioner than using a Jennings-Malik scheme to modify diagonal entries. However, we must emphasize that this conclusion relies on having appropriately prescaled the matrix; if not, a large number of restarts can be required (adding to the computation time) and the diagonal shift needed to guarantee a breakdown-free factorization can be so large as to make the resulting IC preconditioner ineffective. Of course, the Jennings-Malik strategy can suffer from the same type of drawback, namely, although the factorization is breakdown-free, the resulting preconditioner may not be efficient (see [28] ). Indeed, if many fill entries are dropped from the factorization, large diagonal modifications may be performed, reducing the accuracy of the preconditioner.
Finally, we note that we have developed a library-quality code HSL MI28 based on the findings of this paper (see [103] for details). This is a general-purpose IC factorization code. The user specifies the maximum column counts for L and R (and thus the amount of memory to be used for the factorization) but, importantly for non-experts, it is not necessary to perform a lot of tuning since, although the default settings of the control parameters will clearly not always be the best choices for a given class of problems, they have been chosen to give good results for a wide range of problems. Of course, a more experienced user may choose to perform experiments and then to reset the controls. This "black-box" approach is in contrast to the Tismenetsky-Kaporin-related work reported, for example, by Yamazaki et al [122] , where by restricting attention to a specific class of problems, it is possible to determine an interval of useful drop tolerances that limit the size of the computed factor.
