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Abstract
We consider the problem of approximating a nonnegative function from the knowledge of its /rst Fourier coe0cients.
Here, we analyze a method introduced heuristically in a paper by Borwein and Huang (SIAM J. Opt. 5 (1995) 68–99),
where it is shown how to construct cheaply a trigonometric or algebraic polynomial whose exponential is close in some
sense to the considered function. In this note, we prove that approximations given by Borwein and Huang’s method,
in the trigonometric case, can be related to a nonlinear constrained optimization problem, and their convergence can be
easily proved under mild hypotheses as a consequence of known results in approximation theory and spectral properties
of Toeplitz matrices. Moreover, they allow to obtain an improved convergence theorem for best entropy approximations.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let f(x) be a 2-periodic, nonnegative unknown function de/ned on the interval T = [ − ; ].
Our goal is to build a convergent sequence {fn} of positive approximations from the knowledge of
a /nite number of its Fourier coe0cients:
bk =
1
2
∫
T
e−ikxf(x) dx; k ∈ Z: (1)
In this paper, we consider approximations in the form
fn(x) = exp gn(x); gn(x) =
n∑
k=−n
c˜keikx; (2)
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with a suitable choice of coe0cients c˜k (generally, these numbers will depend also on n). The
criterion of moment-matching,
1
2
∫
T
e−ikxfn(x) dx = bk k =−n : : : n;
leads to a nonlinear system in the unknowns c˜−n : : : c˜n. In this case, under some constraint quali/-
cation conditions [2], the approximations found are known as best entropy approximations. In fact,
they maximize the Boltzmann–Shannon entropy functional
I(f) =−
∫
T
f(x) logf(x) dx; (3)
among all functions with the given Fourier coe0cients, see e.g., [2,3]. However, their computa-
tion requires the solution of a highly nonlinear system. Instead, we will consider here a particular
approach, introduced in [1], that leads to very simple computations.
Here and in what follows let g(x) = logf(x) and consider its Fourier series
g(x) ≡ logf(x) =
∞∑
k=−∞
ckeikx:
If g belongs to the Dini-Lipschitz class (e.g., when g ∈ C1(T )) the above series exists and is
uniformly convergent, and for j ∈ Z we have
2jbj = j
∫
T
f(x)e−ijx dx
= i[f(x)e−ijx]− − i
∫
T
f′(x)e−ijx dx
=−i
∫
T
f(x)g′(x)e−ijx dx
=
∞∑
k=−∞
kck
∫
T
f(x)e−i( j−k)x dx
=2
∞∑
k=−∞
kckbj−k : (4)
The above relationship between the Fourier coe0cients of f and those of g can be regarded
as an in/nite linear system, whose coe0cient matrix has a Toeplitz structure. Borwein and Huang
considered in [1, Algorithm 4] its /nite sections as a mean for constructing approximations to f in
the form (2) from the knowledge of the coe0cients b−2n : : : b2n, for any /xed n. Indeed, considering
Eq. (4) for j=−n : : : n and truncating the series to |k|6 n, we are led to the (2n− 1)-order linear
system
Tnvn = wn; Tn ≡ Tn[f] = (bj−k)j; k=−n:::n (5)
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and
vn =


−nc˜−n
(1− n)c˜1−n
...
nc˜n

 ; wn =


−nb−n
(1− n)b1−n
...
nbn

 : (6)
The entries of the vector vn in (6) will be used in the construction of the approximations (2).
Remark that Tn is a centro-Hermitian matrix, that is, JTnJ =THn where J is the reversal permutation
matrix, and wn is a centro-skew-Hermitian vector, that is, Jwn = − Kwn, where the overbar indicates
conjugation. Hence, also the vector vn is centro-skew-Hermitian, and its middle entry is zero. Since
no resonable value for c˜0 can be derived from the equations above, a suitable value is found as
follows: Let n(x) be de/ned as
n(x) =
∑
0¡|k|6n
c˜keikx; (7)
where c˜±1 : : : c˜±n are found from (5) and (6). Next, let gn(x)= c˜0 + n(x), and consider the equation∫
T exp gn =
∫
T f. We obtain:
c˜0 = log
(
2b0∫
T exp(n(x)) dx
)
: (8)
Finally, put fn(x) = exp(gn(x)). We will use the notation fn =BHn(f).
It can be easily recognized that fn is the approximation given by [1, Algorithm 4], although the
original version in [1] is derived in real arithmetics, using sine and cosine functions, instead of
complex exponentials.
As shown experimentally in [1,10], the sequence {fn} has remarkable convergence properties.
However, besides to the heuristic character of the construction of the functions fn, only a somewhat
incomplete convergence analysis is given in [1]. 1 In this paper, we prove that fn can be related
to a nonlinear constrained optimization problem, and their convergence can be easily proved under
mild hypotheses as a consequence of known results in approximation theory.
The results are based on the spectral analysis of the matrix Tn in (5). In fact, the matrix Tn
above is a Toeplitz matrix, and spectral properties of matrices with that structure have been deeply
analyzed in many papers, see e.g. [12,13]. For later reference, we collect in the following theorem
some properties of the matrices Tn, whose proof can be found in [12,13].
Theorem 1. Given the real valued function f ∈ L1(T ) and its Fourier coe5cients (1); let
m= essinf
x
f(x); M = esssup
x
f(x); m¡M;
and for any integer n let Tn ≡ Tn[f] be the matrix Tn = (bi−j)i; j=1:::n. Then; the matrix Tn is
Hermitian; and all its eigenvalues n1 : : : 
n
n lie in the open interval (m;M). Furthermore; m ¿ 0
implies that Tn is positive de9nite; and ‖T−1n ‖2 6 1=m. If the equality f(x) = 0 holds in a 9nite
1 Moreover, there is a Maw in [1, Eq. (23)] (the right hand side should be multiplied by 2k), hence the subsequent
discussion needs to be amended.
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number of points; then there exists a positive constant C such that ‖T−1n ‖2 6 Cnk; where k is the
largest order of the zeros of f.
In what follows, a rigorous analysis of the convergence properties of the sequence {fn} built
from (5)–(8) will be presented. The main results in this paper are shown in the next section.
Theorem 2 introduces a variational characterization of the functions gn in (2). This characterization is
exploited in Theorem 3 to prove uniform convergence of the sequence {fn}, under mild hypotheses.
Moreover, we prove continuity and numerical stability of the map BHn :f → fn. In Section 3,
we use the convergence properties of fn to give an improved convergence theorem for best entropy
approximations to f.
Before proceeding further, we note that the Borwein–Huang construction can be carried out under
more general circumstances, namely, when the bk are a sequence of generalized moments with
respect to a set of linearly independent functions ai(x),
bi =
∫
T
ai(x)f(x) dx; i = 0; 1 : : : ;
where the set {ai} is weak∗-dense in L∞(T ) (we refer to [4,11] for all functional-analytic concepts
used in this paper), the approximations have the form
fn(x) = exp
(
n∑
i=0
c˜iai(x)
)
;
and for each basis function ai(x) there exists a primitive function Ai(x) such that the products
Ai(x)a′j(x) can be expressed in a simple way in terms of a /nite number of basis functions. For
example, monomials ai(x) = xi ful/ll these conditions, and indeed, Algorithms 1–3 in [1] deal
precisely with the case of univariate or multivariate monomials. Moreover, in [10] a construction
similar to the one presented above for the operator BHn is introduced for approximants having
the form of a negative power of algebraic polynomials, in relation to the minimization of convex
entropy-like functionals that are diNerent from the Boltzmann–Shannon entropy (3).
However, the discussion in the present paper relies heavily on the form (2) and on two properties
of the complex exponentials, namely, their orthogonality and periodicity. A convergence analysis of
Borwein–Huang approximations in the algebraic case should be carried out using diNerent arguments.
On the other hand, our subsequent discussion holds also if f is a continuous, non periodic function
de/ned in T = [0; ], and the basis functions are
ak(x) =
1

cos(kx); k = 0; 1 : : : :
In this case, the system in (5) has order n and its matrix is a Toeplitz-plus-Hankel matrix,
Tn[f] =
(
b|j−k| − bj+k
2
)
j; k=1::: n
:
Spectral properties of matrices with that structure have been analyzed in [6,7]. In particular, all the
claims in Theorem 1 hold true also for the matrices Tn de/ned above. We will not pursue the precise
details of the proof here; only note that it is su0cient to replace the cosine polynomials exploited
in the main theorems of [6], or the complex exponential polynomials in [12,13], by analogous sine
polynomials.
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2. Convergence analysis
We will use the following notations: Let 〈·; ·〉 the standard inner product in L2(T ); ‖ · ‖ be the
corresponding 2-norm,
C0n = Span{e±ix : : : e±inx}; Cn = Span{1; e±ix : : : e±inx}:
Let H 1(T ) the Sobolev space of all absolutely continuous, 2-periodic functions whose (distri-
butional) derivative belongs to L2(T ). Moreover, for any nonnegative, bounded function f, let
〈v; w〉f = 〈fv; w〉, ‖v‖2f = 〈v; v〉f, and denote L2(T; f) the Hilbert space endowed with the inner
product 〈·; ·〉f. Finally, recall that, if V ⊂ L2(T; f) is a /nite-dimensional vector space,
v= argmin
v∈V
‖v− u‖2f ⇔ 〈u; w〉f = 〈v; w〉f ∀w ∈V: (9)
In the next theorem, we show a variational characterization of the function gn = logfn, with
fn =BHn(f):
Theorem 2. If f ¿ 0 is absolutely continuous and (logf)′ ∈ L2(T; f); the function gn(x) in (2)
built from (5)–(8) is the unique solution of the following constrained minimization problem:

mingn∈Cn ‖g′n − (logf)′‖2f;∫
T
exp gn = 2b0:
(10)
Proof. Let  ∈ Cn and () = ‖′ − (logf)′‖2f. Since () does not depend on the constant term
in , all global, unconstrained minima in Cn can be written as n(x) + c, where n(x) ∈ C0n is the
unique minimum of  in C0n and c is any constant. Existence and uniqueness of n(x) follows from
the fact that  is strictly convex in C0n. It is quite simple to show that n(x) is exactly the function
built from (5)–(7). In fact, using equation f′(x) = f(x)(logf)′(x), stationarity conditions (9) can
be put in the form
〈fg′n; h〉= 〈f′; h〉; ∀h ∈ C0n: (11)
The minimizer of  in C0n can be found by letting h(x) = e
ijx in (11) for j =−n : : : n and j = 0.
In fact, using the notation (7), we have∑
0¡|k|6n
kc˜kbj−k = (2)−1
∑
0¡|k|6n
kc˜k
∫
T
f(t)e−i( j−k)x dx
= (2)−1
∫
T
f′(t)e−ijx dx = jbj:
The above equations are exactly (5). Indeed, as observed in the introduction, the middle entries of
the vectors vn and wn in (6) are zero, due to the centrosymmetry of the system (5). Deleting the
middle row and column of that system we have (11). Remark that the system (5) is nonsingular
due to Theorem 1.
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Finally, among all unconstrained minima of  in Cn, the only one such that
∫
T exp(n+ c)=2b0
is n(x) + c˜0 with c˜0 as in (8), by construction.
Corollary 1. If g= logf ∈ Cm for some integer m; then fn = f for all n¿ m.
Proof. Since the minimum of  in C0n is zero for n¿ m, where  is the functional introduced in
the proof of the preceding theorem, it must hold g′ = g′n, for n¿ m. Hence the diNerence g− gn is
constant, and fn = !f for some positive constant !. However, from the de/nition (8),
∫
T fn =
∫
T f
and != 1 follows.
From the above corollary, we see that BHn(BHn(f)) =BHn(f), that is, BHn is a nonlinear
projector.
Corollary 2. In the hypotheses and notations of Theorem 2;
lim
n→∞‖g
′
n − (logf)′‖2f = 0:
Proof. The claim is equivalent to the statement that the spaces Cn are dense in L2(T; f), that is,
C∞ ≡ ∪nCn = L2(T; f);
where the closure is considered in the norm ‖ · ‖f. The inclusion C∞ ⊂ L2(T; f) is obvious. We
prove that the orthogonal complement C⊥∞ of C∞ in L2(T; f) is the zero function. If " ∈ C⊥∞, then
∀k ∈ Z;
∫
T
"(x)f(x)eikxdx = 0;
hence "(x)f(x)=0 almost everywhere, because of the denseness of the functions eikx in L2(T ), and
‖"‖f = 0 follows.
Remark that the condition (logf)′ ∈ L2(T; f) in Theorem 2 is certainly satis/ed if f ¿ 0 belongs
to H 1(T ) and has at most a /nite number of zeros, whose multiplicities are greater than 1. Indeed,
if f(xˆ) = 0, and locally f(x) ≈ |x − xˆ|k , then f(x)(logf)′(x)2 ≈ |x − xˆ|k−2, which is integrable
when k ¿ 1.
However, further restrictions must be assumed on f in order to ensure uniform convergence of the
approximations. Indeed, a simple argument shows that if the set {x ∈ T :f(x)¿ 0} is not connected
(modulo 2), then the sequence fn may not converge to f, in any norm. We illustrate this fact by
an example. Let p; q be positive numbers, and f(x) = cos(x)2sp;q(x) ∈ C1(T ), where sp;q(x) = p
if |x| 6 =2 and sp;q(x) = q if =2¡ |x| 6 . We have f(±=2) = 0. By the characterization in
Theorem 2, we cannot expect fn → f in general, since
∫
T f depends only on the sum p + q,
and g′(x) = (logf)′(x) is independent on both p and q. Hence, even if we can obtain some strong
convergence g′n → g′, because of the convergence to zero of the optimal value of (10), this fact
cannot imply convergence of the approximations fn for generic values of the parameters p and q.
The reason is the non continuity of g, which makes the antiderivative of g′ not uniquely determined
by the condition
∫
T exp g= 2b0.
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Fig. 1. Lack of convergence in some simple cases.
As an illustration, in Fig. 1 we plot the graphs of the approximations f5 and f10, for the test
function f as above (only the positive alscissas are shown in the graphs), with p = 1 and q = 0:5
(top) or q = 0:1 (bottom), along with the graphs of the error norms ‖f − fn‖∞ for n = 3 : : : 100.
Despite of the regularity of f, the lack of convergence is quite apparent.
Although there is clear experimental evidence that fn → f uniformly in some cases where f has
one zero, see e.g. [10], a complete proof of that fact is still an open problem.
2.1. Positive case
In the sequel, we examine the uniform convergence of the sequence fn, under the hypothesis
0¡m 6 f(x) 6 M . Observe that in this case " ∈ L2(T; f) ⇔ " ∈ L2(T ), hence the hypothesis
f′ ∈ L2(T; f) can be restated as f ∈ H 1(T ).
Lemma 1. If f1(x) = exp g1(x) and f2(x) = exp g2(x) then
|f1(x)− f2(x)|
min{f1(x); f2(x)} 6 exp(‖g1 − g2‖∞)− 1:
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Proof. We have∣∣∣∣f1(x)− f2(x)f1(x)
∣∣∣∣ =
∣∣∣∣eg1(x) − eg2(x)eg1(x)
∣∣∣∣
= |exp(g2(x)− g1(x))− 1|
6 |exp(‖g1 − g2‖∞)− 1|;
and analogously when the denominator is f2(x).
Let fn =BHn(f). Since the mean value of f − fn is zero, for some point ' ∈ T it must hold
f(') = fn('), hence g(') = gn('). From the fundamental calculus theorem and Cauchy–Schwartz
inequality, we have for all x ∈ T ,
|g(x)− gn(x)|6
∫ x
'
|g′(t)− g′n(t)| dt 6
∫
T
|g′(t)− g′n(t)| dt 6
√
2‖g′ − g′n‖: (12)
Due to the hypotheses on f and Theorem 2, for all h ∈ C0n we have
‖g′ − g′n‖2 6
1
m
‖g′ − g′n‖2f 6
1
m
‖g′ − h‖2f 6
M
m
‖g′ − h‖2: (13)
We introduce the following notations:
En(f) = min
h∈Cn
‖f − h‖; Cf = (2M=m)1=2: (14)
From (12) and (13) we obtain
‖g− gn‖∞ 6 CfEn(g′): (15)
On the basis of the above arguments, in the next lemma we derive a pointwise relative error
bound for fn:
Lemma 2. If f ∈ H 1(T ) and 0¡m6 f(x)6 M; then; for all x ∈ T;
|f(x)− fn(x)|
min{f(x); fn(x)} 6 |exp(CfEn(g
′))− 1|:
Proof. Straightforward, from Lemma 1 and Eq. (15).
Remark that the above bounds are independent on the scaling of the function f, consistently with
the fact that BHn(!f) = !BHn(f), for !¿ 0. Moreover, using known estimates on En, we obtain
the following bound:
Theorem 3. If f ∈ Cp(T ) is strictly positive and 2-periodic; p ¿ 1; and its p-th derivative
satis9es a H<older condition of order 0¡!6 1; then
‖f − fn‖∞ 6 Cnp+!−0:5 ;
for some positive constant C depending only on f. If only f ∈ H 1(T ) then ‖f − fn‖∞ → 0.
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Proof. From Lemma 2 and (15), we have
‖f − fn‖∞6 ‖f‖∞(exp(CfEn(g′))− 1)
= ‖f‖∞CfEn(g′) + O(En(g′)2):
In the /rst case, thesis follows from Jackson’s theorem, see e.g. [4, Chapter 7, Section 2], since
g′ ∈ Cp−1(T ). If f ∈ H 1(T ), then En(g′)→ 0 because of the denseness of {eikx}k∈Z in L2(T ).
2.2. Error and stability analysis
In this section, we examine the conditioning of the map BHn and the numerical stability of the
straightforward algorithm to compute it from (5)–(8). In what follows, we will use the following
inequality: If {dn} is a (/nite or in/nite) sequence of nonnegative numbers, then by Cauchy–Schwartz
inequality
∑
k 
=0
dk


2
6
∑
k 
=0
1
k2
∑
k 
=0
k2d2k 6
2
6
∑
k 
=0
k2d2k : (16)
In the next theorem, we examine the sensitivity of the approximation fn to perturbations in the
data.
Theorem 4. Let 0¡m 6 f 6 M and let f+;n =BHn(f+); where f;f+ ∈ H 1(T ); ‖f+ − f‖∞ =
+0¡m and ‖f′+ − f′‖= +1. Then;
|f+;n(x)− fn(x)|
min{f+;n(x); fn(x)} 6
2+0
m
(
1 +
‖f′‖√
3m
)
+
2+1√
3m
+ O((+0 + +1)2):
Proof. Let b+;k be the Fourier coe0cients of f+ and, for any /xed n, let f+;n(x)=exp g+;n(x), where
g+;n(x) =
∑
|k|6n
c˜+;keikx = c˜+;0 + +;n(x): (17)
By construction, the (2n− 1)-order vectors
v+;n =


−nc˜+;−n
−(n− 1)c˜+;1−n
...
nc˜+;n

 ; w+;n =


−nb+;−n
−(n− 1)b+;1−n
...
nb+;n

 ;
ful/ll the equation Tn[f+]v+;n = w+;n. Theorem 1 ensures that Tn[f+] is positive de/nite, and
‖Tn[f+]−1‖ 6 1=(m − +0). Using euclidean matrix and vector norms, by a standard error analy-
sis for linear systems, see e.g. [9, Theorem 7:2], we obtain
‖v+;n − vn‖6 ‖Tn[f+]−1‖(‖w+;n − wn‖+ ‖Tn[f+]− Tn[f]‖ ‖Tn[f]−1‖ ‖wn‖):
324 D. Fasino / Journal of Computational and Applied Mathematics 140 (2002) 315–329
By Bessel’s inequality we have ‖wn‖6 ‖f′‖ and ‖w+;n−wn‖6 ‖f′+−f′‖; furthermore, by Theorem
1, ‖Tn[f+]− Tn[f]‖= ‖Tn[f+ − f]‖6 ‖f+ − f‖∞. From the inequality (16) we obtain∑
0¡|k|6n
|c˜+;n − c˜k |6 √
3
‖v+;n − vn‖6 √
3
+0‖f′‖m−1 + +1
m− +0 :
By de/nition (8),
c˜+;0 − c˜0 = log
∫
T
exp n − log
∫
T
exp +;n + log(b+;0=b0);
where n is de/ned in (7) and +;n is de/ned in (17). By a variant of the mean value theorem found
in [1, Lemma 3], there exists a point ' ∈ T such that
log
∫
T
exp +;n = log
(∫
T
exp n exp(+;n − n)
)
= (n(')− +;n(')) + log
∫
T
exp n;
and thus
|c˜+;0 − c˜0|6 ‖+;n − n‖∞ + |log(b+;0=b0)|6
∑
0¡|k|6n
|c˜+; k − c˜k |+ |log(b+;0=b0)|:
By hypothesis, we have
|b0 − b+;0|6 12
∫
T
|f(x)− f+(x)| dx 6 +0;
and from b0 ¿ m=(2) we have |log(b0=b+;0)|6 2+0=m+ O(+20). Finally,∑
|k|6n
|c˜+; k − c˜k |6 2√
3
+0‖f′‖m−1 + +1
m− +0 +
2+0
m
+ O(+20):
Thesis follows from the inequality
‖g+;n − gn‖∞ 6
∑
|k|6n
|c˜+; k − c˜k |;
and Lemma 1.
The preceding theorem establishes the continuity of the operator BHn, as a function from the
positive cone of H 1(T ) into C(T ). Moreover, its modulus of continuity has a bound which is
independent on n.
In the next theorem, we analyze the inMuence of errors in the numerical computing of the ap-
proximation fn, assuming the data b−n : : : bn are exact. In particular, we focus on errors arising
from the solution of the linear system (5) in /nite precision arithmetics, and from the evaluation of
the integral in the expression (8) by means of a quadrature formula. Hence, we are neglecting the
errors arising in the numerical evaluation of simple algebraic expressions, the exponential and the
logarithmic functions, which should be less relevant.
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Theorem 5. If the computed solution vˆn ≡ (kcˆk)k=−n:::n of the linear (5) satis9es ‖Tn[f]vˆn−wn‖6
,0 and the integral in (8) is approximated by a quadrature formula Q such that |Q(exp ˆn) −∫
T exp ˆn|6 ,1; where
gˆn(x) =
∑
|k|6n
cˆkeikx = cˆ0 + ˆn(x);
then the computed approximation fˆ n = exp gˆn satis9es
|fˆ n(x)− fn(x)|
min{fˆ n(x); fn(x)}
6 ,0
2√
3m
+ ,1 + O((,0 + ,1)2):
Proof. Again from (16) we have∑
0¡|k|6n
|cˆk − c˜k |6 √
3
‖vˆn − vn‖
6
√
3
‖Tn[f]−1‖ ‖Tn[f]vˆn − wn‖
6
√
3
,0
m
:
Moreover, proceeding as in the proof of Theorem 4,
|cˆ0 − c˜0| =
∣∣∣∣log
∫
T
exp n − logQ(exp ˆn)
∣∣∣∣
6
∣∣∣∣log
∫
T
exp n − log
∫
T
exp ˆn
∣∣∣∣+
∣∣∣∣log
∫
T
exp ˆn − logQ(exp ˆn)
∣∣∣∣
6 ‖ˆn − n‖∞ + ,1
/∫
T
exp ˆn + O(,
2
1)
6
∑
0¡|k|6n
|cˆk − c˜k |+ ,1
/∫
T
exp ˆn + O(,
2
1) :
By Jensen’s inequality [11, p. 63],
∫
T exp ˆn ¿ exp
∫
T ˆn = 1, since
∫
T ˆn = 0. Hence,
|cˆ0 − c˜0|6 ,0√
3m
+ ,1 + O(,21):
Thesis follows from Lemma 1.
Comparing the conclusions of the two theorems above, we see that one can write fˆ n=BHn(f˜),
where f˜ is a suitable function near f, in the natural metric of H 1(T ). In particular, from the error
analysis of Gauss or Cholesky algorithms for symmetric positive de/nite linear systems, we can
write ,0 6 .nu‖Tn‖ ‖vn‖, where u is the roundoN unit and .n is a small constant depending upon n,
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see e.g. [9, Chapter 10]. Using a classical terminology in numerical analysis [9], we may say that
the straightforward computation of BHn is a backward stable algorithm.
3. A note on best entropy approximations
In this section, we compare the approximations fn with the best entropy approximations to f,
fIn(x) = exp g
I
n(x); g
I
n(x) =
∑
|k|6n
c˜Ike
ikx; (18)
uniquely de/ned by the moment-matching conditions
bk =
∫
T
fIn(x)e
−ikx dx; k =−n : : : n:
Existence, uniqueness and convergence properties of the sequence {fIn} are discussed in [2,3]. As
quoted in the introduction, these functions arise from the minimization of the entropy functional (3),
subject to the above constraints. The latter procedure is a very popular approach to approximate an
unknown nonnegative function, in particular, when that function has a probabilistic interpretation,
and is a recurring tool in many /elds of statistics, signal processing and information theory, see,
e.g. [5,8,14].
Apparently, fIn and fn are diNerent but closely related. For example, it is shown in [2, p. 204]
that, for 0¡f ∈ Cp(T ) and p¿ 1; ‖fIn − f‖∞ = o(n−p+1=2), and the same convergence estimate
holds for fn, by Theorem 3. In fact, we can see that fn is the best entropy estimate of a function
near to f.
By (8), the Fourier coe0cient of index 0 of fn is equal to the one of f. In general, the other
coe0cients of fn will be diNerent from those of f; however, as n increases, they become more and
more close each other:
Theorem 6. Let
0k = 2bk −
∫
T
fn(x)e−ikx dx:
For 0¡ |k|6 n; f ∈ H 1(T ) and 0¡m6 f 6 M ,
|0k |6 2MCf|k|m ‖f
′‖En(g′) + O(En(g′)2):
Proof. From an integration by parts, we have for k = 0
ik0k = ik
∫
T
e−ikx(fn(x)− f(x)) dx
=
∫
T
e−ikx(g′n(x)− g′(x))f(x) dx +
∫
T
e−ikxg′n(x)(fn(x)− f(x)) dx:
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When |k|6 n the /rst integral vanishes, because of the orthogonality conditions (11). Hence,
|0k |6 ‖fn − f‖∞|k|
∫
T
|g′n(x)| dx
6 2
‖fn − f‖∞
|k| ‖vn‖
6 2
‖fn − f‖∞
|k| ‖Tn[f]
−1‖ ‖wn‖:
From Bessel’s inequality, ‖wn‖6 ‖f′‖. Using Theorem 1, we arrive at the claim.
The above theorem leads us to a sort of backward error analysis: the function fn =BHn(f) is
the best entropy approximation to a function f˜ not far from f. Indeed, let f˜ be the function whose
/rst n Fourier coe0cients are those of fn, and the others are the same of f. Then, f− f˜ ∈ C0n and
‖f − f˜‖∞ 6 12
∑
0¡|k|6n
|0k |6 2 log nMCfEn(g′)‖f′‖=m+ O(En(g′)2):
We point out that the function f˜ introduced above depends on n, and it may change sign in T , in
particular for small values of n.
We close this section with a result on the convergence of best entropy approximations. We point
the reader to [4, Chapter 2, Section 9] for a de/nition of the Lipschitz space Lip(!; L2(T )).
Theorem 7. Let fIn be the nth best entropy approximation to f. Then; if 0¡f ∈ H 1(T ) and
g′ ∈ Lip(!; L2(T )) for some !¿ 1=2; then ‖fIn − f‖∞ → 0.
Proof. For any integer n, let Fn : C2n+1 → C2n+1 be de/ned as
Fn(1−n : : : 1n) = (2j)j=−n:::n; 2j =
1
2
∫
T
e−ijx exp

∑
|k|6n
1keikx

 dx;
and consider its Jacobian matrix, J [Fn] ≡ (@2j=@1k)j; k=−n:::n. Simple algebra shows that
J [Fn](1−n : : : 1n) = Tn["n]; "n(x) = exp

∑
|k|6n
1keikx

 :
Let c˜I = (c˜I−n : : : c˜
I
n) and c˜ = (c˜−n : : : c˜n) be the vectors of the coe0cients of the nth best entropy
approximation (18) and that of fn = BHn(f), respectively. Since Fn(c˜I) = (b−n : : : bn), we have
for some constant K independent on n
‖Fn(c˜I)−Fn(c˜)‖6 ‖f − fn‖6 2‖f − fn‖∞ 6 KEn(g′) + O(En(g′)2):
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Moreover, by Theorem 1, ‖J [Fn](c˜)−1‖= ‖Tn[fn]−1‖6 (minfn)−1. From the vector-valued mean
value theorem we obtain
‖c˜I − c˜‖6 ‖J [Fn](c˜)−1‖ ‖Fn(c˜I)−Fn(c˜)‖+ O(‖Fn(c˜I)−Fn(c˜)‖2)
6m−1KEn(g′) + O(En(g′)2); (19)
because of the uniform convergence of fn → f. By Nikolskii inequality [4, p. 102],
‖gIn − gn‖∞ 6
√
n‖gIn − gn‖=
√
n‖c˜I − c˜‖; (20)
where gIn = logf
I
n. Furthermore, by a theorem due to Bernstein [4, Chapter 7, Section 3], the
hypothesis on g′ implies
√
nEn(g′)→ 0, hence from (19) and (20) we have ‖gIn− gn‖∞ → 0. From
Lemma 1 we obtain ‖fIn − fn‖∞ → 0. The claim follows from the triangle inequality
‖fIn − f‖∞ 6 ‖fIn − fn‖∞ + ‖fn − f‖∞
and Theorem 3.
We remark that in [2, Section 5] the uniform convergence of fIn is proved under the more
restrictive hypothesis 0¡f ∈ C1(T ).
4. Final remarks
The nonlinear operators BHn provide a mean to build a uniformly convergent sequence of positive
approximations to f, under mild hypotheses. Although their approximation order, shown in Theorem
3, is a bit smaller than the optimal order (in uniform norm) given by Jackson’s theorems [4, Chapter
7, Section 2], it is worth noting that no linear operator can preserve positivity and give an arbitrarily
fast convergence, by the saturation phenomenon [4]. Hence, the approximations fn considered here
may be of some interest when both accuracy and positivity are relevant, since they can be computed
e0ciently and in a numerically stable way.
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