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Abstract
In this paper, a fourth-order partial divided-difference equation on quadratic lattices with poly-
nomial coefficients satisfied by bivariate Racah polynomials is presented. From this equation we
obtain explicitly the matrix coefficients appearing in the three-term recurrence relations satisfied
by any bivariate orthogonal polynomial solution of the equation. In particular, we provide explicit
expressions for the matrices in the three-term recurrence relations satisfied by the bivariate Racah
polynomials introduced by Tratnik. Moreover, we present the family of monic bivariate Racah
polynomials defined from the three-term recurrence relations they satisfy, and we solve the con-
nection problem between two different families of bivariate Racah polynomials. These results are
then applied to other families of bivariate orthogonal polynomials, namely the bivariate Wilson,
continuous dual Hahn and continuous Hahn, the latter two through limiting processes. The fourth-
order partial divided-difference equations on quadratic lattices are shown to be of hypergeometric
type in the sense that the divided-difference derivatives of solutions are themselves solution of the
same type of divided-difference equations.
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1. Introduction
Univariate Racah polynomials can be defined in terms of hypergeometric series as [11, page
190]
rn(α, β, γ, δ; s) = rn(s) = (α + 1)n (β + δ + 1)n (γ + 1)n
× 4F3
(
−n, n + α + β + 1,−s, s + γ + δ + 1
α + 1, β + δ + 1, γ + 1
∣∣∣∣ 1
)
, n = 0, 1, . . . , N, (1)
where rn(α, β, γ, δ; s) is a polynomial of degree 2n in s and of degree n in the quadratic lattice
[5, 16]
η(s) = s(s + γ + δ + 1), (2)
and (A)n = A(A + 1) · · · (A + n − 1) with (A)0 = 1 denotes the Pochhammer symbol. Univariate
Racah polynomials satisfy the following second-order linear divided-difference equation [7]
φ(η(s))D2ηrn(s) + τ(η(s))SηDηrn(s) + λnrn(s) = 0, (3)
where φ is a polynomial of degree two in the lattice η(s) given by
φ(η(s)) = −(η(s))2 + 1
2
(−α(2β + δ + γ + 3) + β(δ − γ − 3) − 2(δγ + δ + γ + 2))η(s)
−
1
2
(α + 1)(γ + 1)(β + δ + 1)(δ + γ + 1),
τ is a polynomial of degree one in the lattice η(s) given by
τ(η(s)) = −(α + β + 2)η(s) − (α + 1)(γ + 1)(β + δ + 1),
the eigenvalues λn are given by
λn = n(α + β + n + 1),
and the difference operators Dη and Sη [14, 15, 22] are defined by
Dη f (s) = f (s + 1/2) − f (s − 1/2)
η(s + 1/2) − η(s − 1/2) , Sη f (s) =
f (s + 1/2) + f (s − 1/2)
2
. (4)
Notice that the above operators transform polynomials of degree n in the lattice η(s) defined in (2)
into polynomials of respectively degree n − 1 and n in the same variable η(s).
Equation (3) can be also written in many other forms, e.g. [11, Eq. (9.2.5)]
n(n + α + β + 1)rn(s) = B(s)rn(s + 1) − (B(s) + D(s))rn(s) + D(s)rn(s − 1),
where B(s) and D(s) are the rational functions given by
B(s) = (α + s + 1)(γ + s + 1)(β + δ + s + 1)(δ + γ + s + 1)(δ + γ + 2s + 1)(δ + γ + 2s + 2) ,
D(s) = s(δ + s)(−β + γ + s)(−α + δ + γ + s)(δ + γ + 2s)(δ + γ + 2s + 1) .
2
We would like to notice here that
Dηrn(α, β, γ, δ; s) = n(n + α + β + 1)rn−1(α + 1, β + 1, γ + 1, δ; s − 1/2) (5)
There are another families of univariate orthogonal polynomials on quadratic lattices and we refer
to [11, 16] as basic references on this topic.
Multivariable Racah polynomials have been introduced by Tratnik in [21] and deeply analyzed
by Geronimo and Iliev in [9], where they construct a commutative algebra Ax of difference op-
erators in Rp, depending on p + 3 parameters, which is diagonalized by the multivariable Racah
polynomials considered by Tratnik. In the particular case p = 2, the bivariate Racah polynomials
are defined in terms of univariate Racah polynomials (1) as
Rn,m(s, t; β0, β1, β2, β3, N) = rn(β1 − β0 − 1, β2 − β1 − 1,−t − 1, β1 + t; s)
× rm(2n + β2 − β0 − 1, β3 − β2 − 1, n − N − 1, n + β2 + N; t − n), (6)
which are polynomials in the lattices x(s) = s(s + β1) and y(t) = t(t + β2). These polynomials
coincide with the bivariate Racah polynomials of parameters a1, a2, a3, γ, and η introduced by
Tratnik [21, Eq. (2.1)] after the substitutions
β0 = a1 − η − 1, β1 = a1, β2 = a1 + a2, β3 = a1 + a2 + a3, and N = −γ − 1. (7)
As indicated in [9] it is a bit surprising that the difference operator having bivariate Racah
polynomials as eigenfunctions has a much more complicated structure than the operator for e.g.
bivariate big q-Jacobi polynomials [1, 12, 13]. The equation for bivariate Racah polynomials
given in [9] has 9 rational coefficients, compared to 6 polynomial coefficients for the operator
corresponding to bivariate big q-Jacobi polynomials. A Lie algebraic description of Tratnik’s ex-
tension of the Racah polynomials has been presented in [19]. In [9, Appendix] a pair of difference
equations for the bivariate Racah polynomials are explicitly given, involving rational coefficients.
In Section 2 we rewrite a difference equation involving rational coefficients given in [9, Ap-
pendix] into a fourth-order linear partial divided-difference equation on quadratric lattices for the
bivariate Racah polynomials involving polynomial coefficients in quadratic lattices. This equation
being of hypergeometric type, allows us to obtain some properties of the difference derivatives of
bivariate Racah polynomials. From this new form of the linear partial divided-difference equation
the matrix coefficients appearing in the three-term recurrence relations satisfied by any bivariate
orthogonal polynomial solution of this partial divided-difference equation are explicitly given in
Section 3. As a particular case, we provide explicit expressions for the matrix coefficients of the
three-term recurrence relations satisfied by the bivariate Racah polynomials introduced by Tratnik
[21] and deeply analyzed by Geronimo and Iliev [9]. Moreover, we present the family of monic
bivariate Racah polynomials defined from the three-term recurrence relations they satisfy. By
using this family of monic bivariate Racah polynomials and the analysis for the three-term recur-
rence relations we explicitly solve the connection problem between the two families of bivariate
Racah polynomials introduced by Tratnik [21]. In Section 4, by considering appropriate limit re-
lations, we obtain a fourth-order linear partial divided-difference equation for the bivariate Wilson
3
polynomials involving also polynomial coefficients as well as some properties of the difference
derivatives of the bivariate Wilson polynomials. Limit relations once more allows us to deduce a
fourth-order linear partial divided-difference equations satisfied by the bivariate continuous dual
Hahn and continuous Hahn polynomials. Also, properties on the partial difference derivatives of
the latter families are also obtained, as well as the matrix coefficients of the three-term recur-
rence relations they satisfy. Furthermore, we derived a sixth-order linear partial divided-difference
equation for the trivariate continuous Hahn polynomials as illustration of the conjecture we state
to generalize this result to any multivariate Racah, Wilson and continuous Hahn polynomials.
2. Fourth-order linear partial divided-difference equation for the bivariate Racah polyno-
mials with polynomial coefficients
In [9] (see Eq. (3.25) and Appendix for Lx2 and µ2(n)) the following equation involving rational
coefficients for the bivariate Racah polynomials defined in (6) up to a normalizing constant is
explicitly given
(N − t) (β1 + s) (−β0 + β1 + s) (β3 + N + t) (β2 + s + t) (β2 + s + t + 1)
(β1 + 2s) (β1 + 2s + 1) (β2 + 2t) (β2 + 2t + 1) (Rn,m(s + 1, t + 1) − I)
+
(β1 + s) (−β0 + β1 + s) (t − s) (β2 + s + t)
(β1 + 2s) (β1 + 2s + 1) (β2 + 2t − 1) (β2 + 2t + 1)
× ((β2 + 1) (β3 − 1) + 2N (β3 + N) + 2t (β2 + t)) (Rn,m(s + 1, t) − I)
+
(N − t) (β3 + N + t) (β2 + s + t) (−β1 + β2 − s + t)
(β1 + 2s − 1) (β1 + 2s + 1) (β2 + 2t) (β2 + 2t + 1)
× ((β0 + 1) (β1 − 1) + 2s (β1 + s)) (Rn,m(s, t + 1) − I)
−
s(N − t) (β0 + s) (β3 + N + t) (β1 − β2 + s − t − 1)
(β1 + 2s − 1) (β1 + 2s) (β2 + 2t) (β2 + 2t + 1) (β1 − β2 + s − t) (I − Rn,m(s − 1, t + 1))
+
(β1 + s) (β1 − β0 + s) (s − t)(s − t + 1) (β2 + N + t)
(β1 + 2s) (β1 + 2s + 1) (β2 + 2t − 1) (β2 + 2t) (β2 − β3 − N + t) (I − Rn,m(s + 1, t − 1))
+
s (β0 + s) (β2 + N + t) (β2 − β3 − N + t) (β1 + s + t − 1) (β1 + s + t)
(β1 + 2s − 1) (β1 + 2s) (β2 + 2t − 1) (β2 + 2t) (I − Rn,m(s − 1, t − 1))
+
s (β0 + s)
(
(β2 + 1) (β3 − 1) + 2N2 + 2β3N + 2t2 + 2β2t
)
(β1 + 2s − 1) (β1 + 2s) (β2 + 2t − 1) (β2 + 2t + 1)
× (β1 + s + t) (β1 − β2 + s − t) (I − Rn,m(s − 1, t))
−
(
(β0 + 1) (β1 − 1) + 2s2 + 2β1s
)
(s − t) (β2 + N + t)
(β1 + 2s − 1) (β1 + 2s + 1) (β2 + 2t − 1) (β2 + 2t)
× (β2 − β3 − N + t) (β1 + s + t) (I − Rn,m(s, t − 1))
+ (m + n)(β3 − β0 + m + n − 1)Rn,m(s, t) = 0, (8)
where Rn,m(s, t) := Rn,m(s, t; β0, β1, β2, β3, N) defined in (6) and I denotes the identity operator.
Our objective is to re-write the difference equation for bivariate Racah polynomials by using
uniquely polynomial coefficients in the lattices x(s) and y(t). In doing so, we shall consider the
4
lattices x(s) and y(t) are as
x(s) = s(s + β1), y(t) = t(t + β2). (9)
Theorem 1. The bivariate Racah polynomials defined in (6) are solution of the following fourth-
order linear partial divided-difference equation
f1(x(s), y(t))D2xD2yRn,m(s, t) + f2(x(s), y(t))SxDxD2yRn,m(s, t) + f3(x(s), y(t))SyDyD2xRn,m(s, t)
+ f4(x(s), y(t))SxDxSyDyRn,m(s, t) + f5(x(s))D2xRn,m(s, t) + f6(y(t))D2yRn,m(s, t)
+ f7(x(s))SxDxRn,m(s, t) + f8(y(t))SyDyRn,m(s, t) + (m + n)(β3 − β0 + m + n − 1)Rn,m(s, t) = 0,
(10)
where Rn,m(s, t) := Rn,m(s, t; β0, β1, β2, β3, N), and the coefficients fi, i = 1, . . . , 8 are polynomials
in the lattices x(s) and y(t) defined in (9) given by
f8(y(t)) = (β0 − β3)y(t) − N(β0 − β2)(β3 + N),
f7(x(s)) = (β0 − β3)x(s) − N(β0 − β1)(β3 + N),
f6(y(t)) = −(y(t))2 + 12(2N
2 + 2β3(β0 + N) − β2(β3 + β0))y(t) − 12Nβ2(β0 − β2)(β3 + N),
f5(x(s)) = −(x(s))2 + 12(2β3(N + β0) + 2N
2 − β1(β3 + β0))x(s) − 12Nβ1(β0 − β1)(β3 + N),
f4(x(s), y(t)) = −2x(s)y(t) + (2N2 + β2(1 − β0) + β3(β0 − 1 + 2N))x(s)
+ (β0 − β1)(β3 + 1)y(t) − N(β0 − β1)(β2 + 1)(β3 + N),
f3(x(s), y(t)) = (β2 − β3)(x(s))2 + x(s)
(
− (1 + β1 + β3 − 2β0)y(t) + (1 + β1 − 2 β0 + β2) N2
− β3 (−β1 − β2 − 1 + 2 β0) N + 12 (β2 − β3) (β1β0 − 2 β0 + β1)
)
+
1
2
β1 (β3 + 1) (β0 − β1) y(t) − 12 β1N (β2 + 1) (β3 + N) (β0 − β1) ,
f2(x(s), y(t)) = (β0 − β1)(y(t))2 + x(s)
(
(β0 + β2 − 2β3 − 1)y(t) + (1 − β0 + β2) N2
− β3 (−1 + β0 − β2) N + 12 β2 (β2 − β3) (β0 − 1)
)
−
1
2
(β0 − β1)
(
2 β3N − β3β2 + 2 N2 − 2 β3 + β2
)
y(t)
−
1
2
(β0 − β1) Nβ2 (β2 + 1) (β3 + N) ,
f1(x(s), y(t)) = −(x(s))2y(t) − x(s)(y(t))2 + (N2 + β3N − 12 β2 (β2 − β3))(x(s))
2
+
1
2
β1 (β0 − β1) (y(t))2 +
( (1
2
β1 +
1
2
−
1
2
β3 − β0
)
β2 − β3 −
1
2
β1 + 2 β0β3
+ β0 + N2 − β1β3 + β3N −
1
2
β1β0
)
x(s)y(t)
+
( (1
2
β1β0 +
1
2
β2
2 +
1
2
β1β2 +
1
2
β2 − β0β2 +
1
2
β1 − β0
)
N2
5
+
1
2
β3
(
β1β0 + β2
2 + β1β2 + β2 − 2 β0β2 + β1 − 2 β0
)
N
−
1
4
β2 (β2 − β3) (β1β0 + β1 − 2 β0))x(s)
−
1
4
β1
(
β2 − 2 β3 + 2 β3N + 2 N2 − β2β3
)
(β0 − β1) y(t)
−
1
4
Nβ1β2 (β2 + 1) (β0 − β1) (β3 + N) .
Proof. The result follows from Equation (8) given in [9, Appendix], first by writing the nine
expressions
D
2
xD
2
yRn,m(s, t), SxDxD2yRn,m(s, t), SyDyD2xRn,m(s, t), SxDxSyDyRn,m(s, t),
D
2
xRn,m(s, t), D2yRn,m(s, t), SxDxRn,m(s, t), SyDyRn,m(s, t), Rn,m(s, t),
as linear combinations of the nine terms Rn,m(s + ℓ1, t + ℓ2), −1 ≤ ℓ1, ℓ2 ≤ 1, then solving the
resulting system of linear equations in terms of the unknowns Rn,m(s + ℓ1, t + ℓ2), −1 ≤ ℓ1, ℓ2 ≤ 1,
and finally replacing the solution into equation (8) and observe that the coefficients obtained are
all polynomials in the lattices x(s) and y(t).
In order to give properties of the difference derivatives of the bivariate Racah polynomials we
shall need to recall a number of properties of the difference operators Dx and Sx (see e.g. [7] and
[8]): 
DxSx f = SxDx f + 12D2x f , S2x f = 12SxDx f + U2(s)D2x f + f ,
Dx( f g) = Sx fDxg + Dx fSxg, DySy f = SyDy f + 12D2y f ,
S2y f = 12SyDy f + V2(t)D2y f + f , Dy( f g) = Sy fDyg + Dy fSyg,
(11)
with f := f (s, t), g := g(s, t), where
U2(s) = x(s) +
β21
4
, V2(t) = y(t) +
β22
4
. (12)
Using the above properties, we show that the polynomials DxRn,m(s, t) and DyRn,m(s, t) are also
solution of a linear partial divided-difference equation of the same type as (10).
Theorem 2. The polynomial R(1,0)n,m (s, t) := DxRn,m(s, t) is solution of the following fourth-order
linear partial divided-difference equation
f11(x(s), y(t))D2xD2yR(1,0)n,m (s, t) + f21(x(s), y(t))SxDxD2yR(1,0)n,m (s, t) + f31(x(s), y(t))SyDyD2xR(1,0)n,m (s, t)
+ f41(x(s), y(t))SxDxSyDyR(1,0)n,m (s, t) + f51(x(s))D2xR(1,0)n,m (s, t) + f61(y(t))D2yR(1,0)n,m (s, t)
+ f71(x(s))SxDxR(1,0)n,m (s, t)+ f81(y(t))SyDyR(1,0)n,m (s, t) + (m + n − 1)(β3 − β0 +m + n)R(1,0)n,m (s, t) = 0,
where the coefficients fi1, i = 1, . . . , 8 are polynomials in the lattices x(s) and y(t) given by
f81(y(t)) = f8(y(t)) + Dx( f4(x(s), y(t))),
6
f71(x(s)) = Sx( f7(x(s))) + 12Dx( f7(x(s))) + Dx( f5(x(s))),
f61(y(t)) = f6(y(t)) + Dx( f2(x(s), y(t))),
f51(x(s)) = Sx( f5(x(s))) + Dx( f7(x(s)))U2(s) + 12Sx( f7(x(s))),
f41(x(s), y(t)) = 12Dx( f4(x(s), y(t))) + Dx( f3(x(s), y(t))) + Sx( f4(x(s), y(t)))
f31(x(s), y(t)) = 12Sx( f4(x(s), y(t))) + Sx( f3(x(s), y(t))) + Dx( f4(x(s), y(t)))U2(s),
f21(x(s), y(t)) = 12Dx( f2(x(s), y(t))) + Dx( f1(x(s), y(t))) + Sx( f2(x(s), y(t))),
f11(x(s), y(t)) = 12Sx( f2(x(s), y(t))) + Sx( f1(x(s), y(t))) + Dx( f2(x(s), y(t)))U2(s),
where U2(s) is given in (12), and the polynomial R(0,1)n,m (s, t) := DyRn,m(x(s), y(t)) is solution of the
following fourth-order linear partial divided-difference equation
f12(x(s), y(t))D2xD2yR(0,1)n,m (s, t) + f22(x(s), y(t))SxDxD2yR(0,1)n,m (s, t) + f32(x(s), y(t))SyDyD2xR(0,1)n,m (s, t)
+ f42(x(s), y(t))SxDxSyDyR(0,1)n,m (s, t) + f52(x(s))D2xR(0,1)n,m (s, t) + f62(y(t))D2yR(0,1)n,m (s, t)
+ f72(x(s))SxDxR(0,1)n,m (s, t)+ f82(y(t))SyDyR(0,1)n,m (s, t) + (m + n − 1)(β3 − β0 +m + n)R(0,1)n,m (s, t) = 0,
and the coefficients fi2, i = 1, . . . , 8 are polynomials in the lattices x(s) and y(t) given by
f82(y(t)) = Sy( f8(y(t))) + 12Dy( f8(y(t))) + Dy( f6(y(t))),
f72(x(s)) = f7(x(s)) + Dy( f4(x(s), y(t))),
f62(y(t)) = Dy( f8(y(t)))V2(t) + 12Sy( f8(y(t))) + Sy( f6(y(t))),
f52(x(s)) = f5(x(s)) + Dy( f3(x(s), y(t))),
f42(x(s), y(t)) = 12Dy( f4(x(s), y(t))) + Dy( f2(x(s), y(t))) + Sy( f4(x(s), y(t))),
f32(x(s), y(t)) = 12Dy( f3(x(s), y(t))) + Dy( f1(x(s), y(t))) + Sy( f3(x(s), y(t))),
f22(x(s), y(t)) = 12Sy( f4(x(s), y(t))) + Sy( f2(x(s), y(t))) + Dy( f4(x(s), y(t)))V2(t),
f12(x(s), y(t)) = 12Sy( f3(x(s), y(t))) + Sy( f1(x(s), y(t))) + Dy( f3(x(s), y(t)))V2(t),
where V2(t) is given in (12).
Proof. The result is obtained by applying the operators Dx and Dy to the partial divided-difference
equation (10) and using the relations (11).
Notice that for i = 1, . . . , 8 we have
fi1(x(s), y(t)) = fi(x(s − 1/2), y(t − 1); β0, 1 + β1, 2 + β2, 2 + β3, N − 1), (13)
fi2(x(s), y(t)) = fi(x(s), y(t − 1/2); β0, β1, β2 + 1, β3 + 2, N − 1), (14)
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where fi = fi(x(s), y(t); β0, β1, β2, β3, N) are already explicitly given in Theorem 1.
As a consequence of the latter equalities, we obtain the following relation which is the bivariate
analogue of (5)
DxRn,m(s, t; β0, β1, β2, β3, N) = n(n − β0 + β2 − 1)
× Rn−1,m(s − 1/2, t − 1; β0, β1 + 1, β2 + 2, β3 + 2, N − 1).
Remark 3. If we consider the following second family of the bivariate Racah polynomials ob-
tained from [21, Equation (2.12)] using the transformations (7)
¯Rn,m(s, t; β0, β1, β2, β3, N) = rn(2m − β1 + β3 − 1, β1 − β0 − 1,m − N − 1,m − N − β1, N − m − s)
× rm(β3 − β2 − 1, β2 − β1 − 1, s − N − 1,−β2 − N − s, N − t), (15)
it follows that
Dy ¯Rn,m(s, t; β0, β1, β2, β3, N) = m(m + β3 − β1 − 1) ¯Rn,m−1(s, t − 1/2; β0, β1, β2 + 1, β3 + 2, N − 1).
We should also note that both families of bivariate Racah polynomials Rn,m(s, t; β0, β1, β2, β3, N)
and ¯Rn,m(s, t; β0, β1, β2, β3, N) are solution of the same divided-difference equation (10).
In [9] (see Eq. (3.25) and Appendix for Lx1 and µ1(n)), it is shown that the bivariate Racah
polynomials Rn,m(s, t) := Rn,m(s, t; β0, β1, β2, β3, N) are also solution of the difference equation
(s + β1 − β0) (s + β1) (t + s + β2) (t − s)
(2 s + β1) (2 s + β1 + 1) (Rn,m(s + 1, t) − Rn,m(s, t))
+
(s + β0) s (t − s − β1 + β2) (t + s + β1)
(2 s + β1) (2 s + β1 + 1) (Rn,m(s−1, t)−Rn,m(s, t))+n(β2−β0+n−1)Rn,m(s, t) = 0.
Proceeding as above, we can rewrite this equation in the lattices x(s) and y(t) as
(−(x(s))2 + x(s)y(t) +
(
β0β2 −
β1
2
(β2 + β0)
)
x(s) + β1
2
(β1 − β0)y(t))D2xRn,m(s, t)
+ ((β0 − β2)x(s) + (β1 − β0)y(t))SxDxRn,m(s, t) + n(β2 − β0 + n − 1)Rn,m(s, t) = 0.
Corollary 4. The polynomial R(1,1)n,m (s, t) := DxDyRn,m(s, t) is solution of the fourth-order linear
partial divided-difference equation
f13(x(s), y(t))D2xD2yR(1,1)n,m (s, t) + f23(x(s), y(t))SxDxD2yR(1,1)n,m (s, t) + f33(x(s), y(t))SyDyD2xR(1,1)n,m (s, t)
+ f43(x(s), y(t))SxDxSyDyR(1,1)n,m (s, t) + f53(x(s))D2xR(1,1)n,m (s, t) + f63(y(t))D2yR(1,1)n,m (s, t)
+ f73(x(s))SxDxR(1,1)n,m (s, t)+ f83(y(t))SyDyR(1,1)n,m (s, t)+ (m+n−2)(β3−β0+m+n+1)R(1,1)n,m (s, t) = 0,
where the coefficients are polynomials in the lattices x(s) and y(t) given by
f83(y(t)) = f82(y(t)) + Dx( f42(x(s), y(t))),
f73(x(s)) = Sx( f72(x(s))) + 12Dx( f72(x(s))) + Dx( f52(x(s))),
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f63(y(t)) = f62(y(t)) + Dx( f22(x(s), y(t))),
f53(x(s)) = Sx( f52(x(s))) + Dx( f72(x(s)))U2(s) + 12Sx( f72(x(s))),
f43(x(s), y(t)) = 12Dx( f42(x(s), y(t))) + Dx( f32(x(s), y(t))) + Sx( f42(x(s), y(t))),
f33(x(s), y(t)) = 12Sx( f42(x(s), y(t))) + Sx( f32(x(s), y(t))) + Dx( f42(x(s), y(t)))U2(s),
f23(x(s), y(t)) = 12Dx( f22(x(s), y(t))) + Dx( f12(x(s), y(t))) + Sx( f22(x(s), y(t))),
f13(x(s), y(t)) = 12Sx( f22(x(s), y(t))) + Sx( f12(x(s), y(t))) + Dx( f22(x(s), y(t)))U2(s),
where U2(s) is given in (12).
Proof. The result follows from Theorem 2.
Remark 5. 1. An interesting consequence of the above results is that the fourth-order linear
partial divided-difference equation (10) is of hypergeometric type, i.e. the difference deriva-
tives of a solution are solution of an equation of the same type.
2. We would like to notice that the eigenvalues of the equations satisfied by the polynomi-
als R(1,0)n,m (s, t), R(0,1)n,m (s, t), and R(1,1)n,m (s, t) are given respectively by λm,n + Dx f7(x(s)), λm,n +
Dy f8(y(t)), and
λm,n + Dy f8(y(t)) + Dx f72(x(s)) = λm,n + Dy f8(y(s)) + Dx f7(x(s)) + DxDy f4(x(s), y(t)).
3. The coefficients fi3, i = 1, . . . , 8 can be also expressed as
f83(y(t)) = Sy( f81(y(t))) + 12Dy( f81(y(t))) + Dy( f61(y(t))),
f73(x(s)) = f71(x(s)) + Dy( f41(x(s), y(t))),
f63(y(t)) = Dy( f81(y(t)))V2(t) + 12Sy( f81(y(t))) + Sy( f61(y(t))),
f53(x(s)) = f51(x(s)) + Dy( f31(x(s), y(t))),
f43(x(s), y(t)) = 12Dy( f41(x(s), y(t))) + Dy( f21(x(s), y(t))) + Sy( f41(x(s), y(t))),
f33(x(s), y(t)) = 12Dy( f31(x(s), y(t))) + Dy( f11(x(s), y(t))) + Sy( f31(x(s), y(t))),
f23(x(s), y(t)) = 12Sy( f41(x(s), y(t))) + Sy( f21(x(s), y(t))) + Dy( f41(x(s), y(t)))V2(t),
f13(x(s), y(t)) = 12Sy( f31(x(s), y(t))) + Sy( f11(x(s), y(t))) + Dy( f31(x(s), y(t)))V2(t),
where V2(t) is given in (12).
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2.1. Conjecture on the partial difference equation satisfied by the p-variate Racah polynomials
The following question arises naturally: can we give the general form and the order of the
partial divided-difference equation satisfied by any p-variate Racah polynomials in terms of the
operators Sx and Dx? To answer this question, we need to recall some definitions.
Let N, p be two positive integers, x = (x1, . . . , xp), x0 = 0, xp+1 = N. The p-variate Racah
polynomials are defined by [9, Equation (3.10)]
Rn(x;β; N) =
p∏
k=1
rnk(2Nk−11 +βk−β0−1, βk + 1−βk−1, Nk−11 − xk+1−1, Nk−11 +βk+ xk+1;−Nk−11 + xk),
(16)
where β = (β0, β1, . . . , βp+1), n = (n1, n2, . . . , np) ∈ Np0 is such that n1 + n2 + . . . + np ≤ N, and
N j1 = n1 + n2 + . . . + n j with N01 = 0. Rn(x;β; N) is a polynomial in the lattices
yi(xi) = xi(xi + βi), i = 1, 2, . . . , p. (17)
Let us introduce the following notations: for any l1, l2, . . . , lp ∈ {0, 1, 2}, we define the operator
E(l1,l2,...,lp) which is equal to the product of SyiDyi and D2yi such that for i = 1, 2, . . . , p, if li = 0, there
is not SyiDyi and D2yi in the product, if li = 1, then there is SyiDyi but not D
2
yi in the product and if
li = 2, then there is D2yi but not SyiDyi in the product. This operator is defined explicitly by
E(l1 ,l2,...,lp) =
p∏
i=0
(
SyiDyi
)−li(li−2)(
D
2
yi
) 1
2 li(li−1)
.
For example, for p = 3, E(0,1,0) = Sy2Dy2 , E(0,1,1) = Sy2Dy2Sy3Dy3 , E(2,1,0) = Sy2Dy2D2y1 , E(2,2,2) =
D2y1D
2
y2D
2
y3 , . . . . Using these notations, we can write for p = 1 Equation (3) as
φ(η(s))E(2)rn(s) + τ(η(s))E(1)rn(s) + λnrn(s) = 0,
where E(2) = D2η and E(1) = SηDη. We can also write for p = 2 Equation (10) as
f1(x(s), y(t))E(2,2)Rn,m(s, t) + f2(x(s), y(t))E(1,2)Rn,m(s, t) + f3(x(s), y(t))E(2,1)Rn,m(s, t)
+ f4(x(s), y(t))E(1,1)Rn,m(s, t)+ f5(x(s))E(2,0)Rn,m(s, t)+ f6(y(t))E(0,2)Rn,m(s, t)+ f7(x(s))E(1,0)Rn,m(s, t)
+ f8(y(t))E(0,1)Rn,m(s, t) + (m + n)(β3 − β0 + m + n − 1)Rn,m(s, t) = 0. (18)
We have the following conjecture
Conjecture 6. The p-variate Racah polynomials Rn(x;β; N) defined in (16) are solution of a 2p-
order partial linear divided-difference equation with polynomial coefficients fi(x) of the form
2p∑
i=1
l1+l2+···+lp=i
fi(x)E(l1 ,l2,...,lp)Rn(x;β; N)
+ (n1 + n2 + · · · + np)(βp+1 − β0 + n1 + n2 + · · · + np − 1)Rn(x;β; N) = 0, (19)
where fi(x) is a polynomial of degree l1 + l2 + · · · + lp in the lattices yi(xi), i = 1, . . . , p, defined in
(17) and if l j = 0, then fi does not depend on x j.
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Remark 7. 1. Note that the eigenvalue −(n1 + n2 + · · ·+ np)(βp+1 − β0 + n1 + n2 + · · ·+ np − 1)
is given in [9, Theorem 3.6].
2. For any i from 1 to 2p, we take all the combinations of l1, l2, . . . , lp ∈ {0, 1, 2} such that
l1 + l2 + · · · + lp = i. It follows that Equation (18) has 3p polynomials coefficients since it is
supported on the cube {0, 1, 2}p.
3. Starting from i = 0 and ending at i = 2p, for each combination of l1, l2, . . . , lp ∈ {0, 1, 2}
such that l1 + l2 + · · · + lp = i, we substitute Rl(x;β; N) in (19) to get the coefficient fi(x).
4. Equation (19) is the analogue of Equation (4.14a) given in [9, Theorem 4.6].
3. Three-term recurrence relations for bivariate orthogonal polynomial solutions of (10)
From the partial divided-difference equation (10) satisfied by bivariate Racah polynomials we
first derive the matrix coefficients in the three-term recurrence relations satisfied by any bivari-
ate orthogonal polynomial solution of the equation. We give explicitly the recurrences satisfied
by those families of bivariate Racah polynomials defined in (6) and (15). The family of monic
bivariate Racah polynomials is introduced from the three-term recurrence relations it obeys, by
following a similar approach as already considered in the continuous case [4], discrete case [3]
and their q-analogues [1]. Moreover, by using these results we explicitly solve the connection
problem between bivariate Racah polynomials (6) and (15).
Let x(s) and y(t) be the quadratic lattices defined in (9) and let us denote x = (x(s), y(t)) and xn
(n ∈ N0) the column vector of the monomials x(s)n−ky(t)k, whose elements are arranged in graded
lexicographical order (see [6, p. 32]):
xn = (x(s)n−ky(t)k) , 0 ≤ k ≤ n, n ∈ N0 .
Let {Pn−k,k(x(s), y(t))} be a sequence of polynomials in the space Π2n of all polynomials of total
degree at most n in two variables, x = (x(s), y(t)), with real coefficients satisfying (10). These
polynomials can be expressed as finite sum of terms of the form ax(s)n−ky(t)k, where a ∈ R.
Let Pn denote the (column) polynomial vector of the polynomials Pn−k,k(x(s), y(t)) of total
degree n,
Pn = (Pn,0(x(s), y(t)), Pn−1,1(x(s), y(t)), . . . , P1,n−1(x(s), y(t)), P0,n(x(s), y(t)))T .
Then,
Pn = Gn,nxn +Gn,n−1xn−1 +Gn,n−2xn−2 + · · · +Gn,0 x0, (20)
where Gn, j are matrices of size (n + 1) × ( j + 1) and Gn,n is a nonsingular square matrix of size
(n + 1) × (n + 1).
Following [8], let us introduce the following bases {Fn(x(s))}n∈N and {Fn(y(t))}n∈N of monic
polynomials in the quadratic lattices x(s) and y(t) defined in (9)
Fn(x(s)) = (−4)−n
(
−β1 − 2s +
1
2
)
n
(
β1 + 2s +
1
2
)
n
, (21)
Fn(y(t)) = (−4)−n
(
−β2 − 2t +
1
2
)
n
(
β2 + 2t +
1
2
)
n
, (22)
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where we have used the Pochhammer symbol. If we denote the column vector
Fn = (Fn−k(x(s))Fk(y(t))) , 0 ≤ k ≤ n, n ∈ N0 ,
we can also write
Pn = G′n,nFn +G′n,n−1Fn−1 +G′n,n−2Fn−2 + · · · +G′n,0 F0, (23)
where G′n, j are matrices of size (n + 1) × ( j + 1) and G′n,n is a nonsingular square matrix of size
(n + 1) × (n + 1).
Next, we shall give explicit expressions for the matrices An, j of size (n + 1) × (n + 2), Bn, j of
size (n + 1) × (n + 1), and Cn, j of size (n + 1) × n appearing in the three-term recurrence relations
x jPn = An, jPn+1 + Bn, jPn + Cn, jPn−1, j = 1, 2, (24)
with the initial conditions P−1 = 0 and P0 = 1, where we have used the notations x1 = x(s) and
x2 = y(t) as well as (9), in terms of the polynomial coefficients of the fourth-order linear partial
divided-difference equation (10). As a consequence, we shall obtain the matrices An, j, Bn, j and
Cn, j for both families of bivariate Racah polynomials (6) and (15). Moreover, we shall introduce
the family of monic bivariate Racah polynomials also solution of (10). In doing so, we shall need
the following properties [8] of the bases {Fn(x(s))}n∈N and {Fn(y(t))}n∈N defined in (21) and (22)
respectively,
DxFn(x(s)) = nFn−1(x(s)), DyFn(y(t)) = nFn−1(y(t)), (25)
x(s)Fn(x(s)) = Fn+1(x(s)) + fn(β1) Fn(x(s)), y(t)Fn(y(t)) = Fn+1(y(t)) + fn(β2) Fn(y(t)), (26)
SxFn(x(s)) = Fn(x(s)) + gn Fn−1(x(s)), S yFn(y(t)) = Fn(y(t)) + gn Fn−1(y(t)), (27)
with
fn(βi) = 116
(
(2n + 1)2 − 4β2i
)
, i = 1, 2, gn =
1
4
n(2n − 1). (28)
From (25), (26), and (27) we obtain the following identities of column matrices

DxFn = En,1Fn−1, DyFn = En,2Fn−1,
SxFn = Fn + Jn,1Fn−1, SyFn = Fn + Jn,2Fn−1,
x(s)Fn = Ln,1Fn+1 + Mn,1Fn, y(t)Fn = Ln,2Fn+1 + Mn,2Fn,
where En,1 and En,2 are the matrices of size (n + 1) × n given by
En,1 =

n 0 . . . 0
0 n − 1 . . . ...
...
. . .
. . . 0
...
. . . 1
0 . . . . . . 0

, En,2 =

0 . . . . . . 0
1 . . . ...
0 2 . . . ...
...
. . .
. . . 0
0 . . . 0 n

,
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Jn,1 and Jn,2 are the matrices of size (n + 1) × n given by
Jn,1 =

gn 0 . . . 0
0 gn−1
. . .
...
...
. . .
. . . 0
...
. . . g1
0 . . . . . . 0

, Jn,2 =

0 . . . . . . 0
g1
. . .
...
0 g2
. . .
...
...
. . .
. . . 0
0 . . . 0 gn

,
where gn are given in (28), Ln,1 and Ln,2 are the matrices of size (n + 1) × (n + 2)
Ln,1 =

1 0 . . . . . . 0
0 1 . . . ...
...
. . .
. . .
. . .
...
0 . . . 0 1 0

, Ln,2 =

0 1 0 . . . 0
...
. . . 1 . . . ...
...
. . .
. . . 0
0 . . . . . . 0 1

, (29)
and Mn,1 and Mn,2 are the matrices of size (n + 1) × (n + 1)
Mn,1 =

fn(β1) 0 . . . 0
0 fn−1(β1) . . . ...
...
. . .
. . . 0
0 . . . 0 f0(β1)

, Mn,2 =

f0(β2) 0 . . . 0
0 f1(β2) . . . ...
...
. . .
. . . 0
0 . . . 0 fn(β2)

,
where fn(β1) and fn(β2) are given in (28).
If we substitute the expansion (23) in (10), by equating the coefficients in Fn−1 and Fn−2 we
obtain the following explicit expressions for the matrices G′
n,n−1 and G′n,n−2:

G′
n,n−1 = G′n,nSnZ−1n−1(λn),
G′
n,n−2 = (G′n,nTn +G′n,n−1Sn−1)Z−1n−2(λn),
(30)
in terms of the nonsingular matrices G′n,n, where
Zn(λℓ) = (λn − λℓ)In+1,
In stands for the identity matrix of size n, and λn = n(β3 − β0 + n − 1).
The matrix Sn of size (n+1)×n is given in terms of the polynomial coefficients of the equation
(10) as
Sn =

s1,1 0 . . . 0
s2,1 s2,2
. . .
...
0 s3,2
. . . 0
...
. . .
. . . sn,n
0 . . . 0 sn+1,n

(n ≥ 1), (31)
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where
sk,k = −
1
16(k − n − 1)
(
−β3 + 8β1
(
2
(
k + n − kn + N2 − 1
)
+ β1(n − 1)
)
+ β0
(
−4β21 + 8β1(k − n)
−4(k − 3n)(k + n) + 16β3(n − N − 1) − 32n − 16N2 + 17
)
+ 16N2(n − k) + 4β3 (β1 − k + n)
× (β1 − k − 3n + 4N + 4) − 2(n − 1)(−4(k − 2)k + 4(n − 2)n + 1)) , k = 1, . . . , n,
sk+1,k =
1
16k
(
−13β3 + 4β3
(
k2 + β2 (β2 − 2k + 4N + 2) − 2k(2N + 1) − 4
(
n2 − 2n(N + 1) + N
))
+8β2
(
2
(
−kn + k + (n − 1)n + N2
)
+ β2(n − 1)
)
+ β0
(
−4β22 + 8β2(k − 2n + 1)
−4k(k − 4n + 2) + 16β3(n − N − 1) − 16n − 16N2 + 13
)
− 16N2(k − 2n + 1)
+2(n − 1)(4k(k − 2n) + 8n − 5)) , k = 1, . . . , n.
Moreover, the matrix Tn of size (n+1)× (n−1) is given in terms of the polynomial coefficients
of the equation (10) as
Tn =

t1,1 0 · · · · · · 0
t2,1 t2,2
. . .
...
t3,1 t3,2
. . .
. . .
...
0 t4,2
. . .
. . . 0
...
. . .
. . .
. . . tn−1,n−1
...
. . .
. . . tn,n−1
0 · · · · · · 0 tn+1,n−1

(n ≥ 2), (32)
where, for 1 ≤ k ≤ n − 1,
tk,k = −
1
256(n − k)(n − k + 1) (−2β1 + 2k − 2n + 1) (4β0 − 2β1 + 2k − 2n + 1)
× (−2β1 + 2k + 2n − 4N − 5) (−2β1 + 4β3 + 2k + 2n + 4N − 5) ,
tk+2,k = −
1
256k(k + 1) (−2β2 + 2k − 4n + 5) (4β0 − 2β2 + 2k − 4n + 5) (−2β2 + 2k − 4N − 1)
× (−2β2 + 4β3 + 2k + 4N − 1) ,
tk+1,k =
1
128
k(k − n)
(
−160β3 + 8β1
(
8β2
(
k2 − kn + β3(k − 2N − 1) − 2N2 + 1
)
− 4β22 (β3 + k + n
−2) + β3(−4k(k − 4n + 4) − 16nN − 8n + 16N + 5) + k(−4k(k − 3n + 2) − 16n + 13)
−16nN2 + 5n + 16N2 − 2
)
+ 4β2
(
2
(
−4k3 + 8k2 + k
(
4n(3n − 8) + 16N2 + 13
)
− 2(n − 1)
×
(
4(n − 2)n + 8N2 + 1
))
+ β2
(
8kn + 4(k − 4)k − 12n2 + 32n − 21
))
+ 8β0
(
−26β3 + 4k3
+β2
(
−4k2 − 8k(n − 2) + 4β2(2n − 3) + 12(n − 2)n + 16N2 + 5
)
+ 4β3
(
2k2 − 2k(n + 2N)
+β2 (β2 − 2k + 4N + 2) + n(8N − 3n + 10) − 8N) − 8k2 + 4β21 (β3 − β2 + k − 1) − 12kn2
−8β1 (−β2 + β3 + k − 1) (k − n + 1) − 16N2(k − 2n + 2) + 32kn − 13k + 12n2 − 34n + 20
)
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+8β3
(
4k3 − 4k2(3n + 2N − 2) − 4β2(k − n + 1) (−β2 + 2k − 4N − 2) + k(32(n − 1)N + 16n
−13) + n(4n(2n − 6N − 9) + 48N + 47) − 26N) + 4
(
4k4 − 8k3n − 2k2
(
6(n − 4)n + 8N2
+13) + 2k
(
32(n − 1)N2 + n(8(n − 3)n + 13)
)
+ n
(
(63 − 16n)n − 48(n − 2)N2
))
+4β21
(
4β22 − 8β2(k − 2n + 2) + 4k(k − 4n + 4) + 8β3(−2n + 2N + 3) + 16n + 16N2 − 21
)
−304n − 208N2 + 121
)
.
In order to obtain the coefficients Gn,n−1 and Gn,n−2 of Pn in (20), we use the following relations:
Fn(x(s)) = x(s)n + H(1)n,n−1x(s)n−1 + H(1)n,n−2x(s)n−2 + terms of lower degree, (33)
Fn(y(t)) = y(t)n + H(2)n,n−1y(t)n−1 + H(2)n,n−2y(t)n−2 + terms of lower degree, (34)
where
H(1)
n,n−1 =
1
48
(
−4n3 + 12β21n + n
)
,
H(1)
n,n−2 =
(n − 1)n
(
720β41 + 120β21
(
1 − 4n2
)
+ (2n − 3)(2n − 1)(2n + 1)(10n + 7)
)
23040 ,
H(2)
n,n−1 =
1
48
(
−4n3 + 12β22n + n
)
,
H(2)
n,n−2 =
(n − 1)n
(
720β42 + 120β22
(
1 − 4n2
)
+ (2n − 3)(2n − 1)(2n + 1)(10n + 7)
)
23040 ,
(35)
to write
Fn = xn + Un,n−1xn−1 + Un,n−2xn−2 + terms of lower degree (36)
where Un,n−1 is the matrix of size (n + 1) × n
Un,n−1 =

H(1)
n,n−1 0 . . . 0
H(2)1,0 H
(1)
n−1,n−2
. . .
...
0 H(2)2,1
. . . 0
...
. . .
. . . H(1)1,0
0 . . . 0 H(2)
n,n−1

,
and Un,n−2 is the matrix of size (n + 1) × (n − 1)
Un,n−2 =

H(1)
n,n−2 0 · · · · · · 0
H(1)
n−1,n−2H
(2)
1,0 H
(1)
n−1,n−3
. . .
...
H(2)2,0 H
(1)
n−2,n−3H
(2)
2,1
. . .
. . .
...
0 H(2)3,1
. . .
. . . 0
...
. . .
. . .
. . . H(1)2,0
...
. . .
. . . H(1)1,0H
(2)
n−1,n−2
0 · · · · · · 0 H(2)
n,n−2

.
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By replacing (36) into (23) and identifying to (20) it yields
Gn,n = G′n,n,
Gn,n−1 = G′n,nUn,n−1 +G′n,n−1,
Gn,n−2 = G′n,nUn,n−2 +G′n,n−1Un−1,n−2 +G′n,n−2,
(37)
where the matrices G′
n,n−1 and G′n,n−2 are given in (30) in terms of the leading coefficient G′n,n of Pn
(23).
As a consequence, we obtain
Theorem 8. The explicit expressions of the matrices An, j, Bn, j and Cn, j ( j = 1, 2) in the three-term
recurrence relations (24) can be expressed in terms of the coefficients of (10) as
An, j = Gn,nLn, jG−1n+1,n+1, n ≥ 0,
B0, j =
(
−A0, jG1,0
)
G−10,0,
Bn, j =
(
Gn,n−1Ln−1,i − An, jGn+1,n
)
G−1n,n, n ≥ 1,
C1, j =
(
−A1, jG2,0 − B1, jG1,0
)
G−10,0,
Cn, j =
(
Gn,n−2Ln−2, j − An, jGn+1,n−1 − Bn, jGn,n−1
)
G−1n−1,n−1, n ≥ 2,
where the matrices Gn,n−1 and Gn,n−2 are given in (37).
Note that if we replace Gn,n by any invertible matrix of size (n + 1) × (n + 1) we obtain a
polynomial solution of (10).
If we choose Gn,n as the identity matrix in Theorem 8, we obtain
Corollary 9. The explicit expressions of the matrices An, j, Bn, j and Cn, j ( j = 1, 2) in the three-
term recurrence relations (24) in the case of monic polynomial solutions ˆPn of the fourth-order
linear partial divided-difference equation (10) can be expressed in terms of the coefficients of the
equation as
An, j = Ln, j, n ≥ 0,
B0, j = −L0, jG1,0, Bn, j = Gn,n−1Ln−1,i − Ln, jGn+1,n, n ≥ 1,
C1, j = −L1, jG2,0 − B1, jG1,0, Cn, j = Gn,n−2Ln−2, j − Ln, jGn+1,n−1 − Bn, jGn,n−1, n ≥ 2,
where the matrices Gn,n−1 and Gn,n−2 are given in (37).
Let us assume that the matrices in the three-term recurrence relations satisfy the rank con-
ditions rank An, j = rank Cn+1, j = n + 1 ( j = 1, 2), for the joint matrix An of An,1 and An,2,
An = (ATn,1, ATn,2)T we have rank An = n + 2, and for the joint matrix Cn+1 of Cn+1,1 and Cn+1,2,
CT
n+1 = (CTn,1,CTn,2), we have rank CTn+1 = n + 2. Since for n ≥ 0 there exist matrices An, j, Bn, j and
Cn, j ( j = 1, 2) such that the column vector of polynomials Pn satisfy the three-term recurrence
relations (24), then applying [6, Theorem 3.2.7] we have that there exists a linear functional L
which defines a quasi-definite linear functional and which makes {Pn}∞n=0 an orthogonal basis in
the space of bivariate polynomials.
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3.1. Explicit expressions of the leading matrices Gn,n for bivariate Racah polynomials (6) and
(15)
In order to obtain the matrix Gn,n for the particular case of both families of bivariate Racah
polynomials Rn,m(s, t; β0, β1, β2, β3, N) and ¯Rn,m(s, t; β0, β1, β2, β3, N) we use the connection formula
(−s)n(s + β1)n =
n∑
j=0
(−1) j 22 j−2n (n − j + 1) j
(
β1 + j − 12
)
2n−2 j
j! F j(x(s)),
as well as their definitions in (6) and (15), respectively to obtain the matrices of leading coefficients
Gn,n in (20) as
Gn,n = Gn,n(β0, β1, β2, β3, N) =
(
gi, j(n, β0, β1, β2, β3, N)
)
0≤i, j≤n , (38)
for bivariate Racah polynomials Rn,m(s, t; β0, β1, β2, β3, N) where
gi, j(n, β0, β1, β2, β3, N)
=

0, i < j,
(−1)i+n (β1 − β0)n−i (2n − i − β0 + β3 − 1)i (i − n)n− j (n − i − β0 + β2 − 1)n− j
(n − j)! (β1 − β0)n− j , i ≥ j,
and
¯Gn,n = ¯Gn,n(β0, β1, β2, β3, N) =
(
g¯i, j(n, β0, β1, β2, β3, N)
)
0≤i, j≤n , (39)
for bivariate Racah polynomials ¯Rn,m(s, t; β0, β1, β2, β3, N) where
g¯i, j(n, β0, β1, β2, β3, N)
=

0, i > j,(
i
j
)
(β2 − β3 − i + 1)i− j (i − β1 + β3 − 1) j (i + n − β0 + β3 − 1)n−i, i ≤ j.
By using these matrices Gn,n(β0, β1, β2, β3, N) and ¯Gn,n(β0, β1, β2, β3, N) it is possible to apply The-
orem 8 in order to compute the families of bivariate Racah polynomials Rn,m(s, t; β0, β1, β2, β3, N)
defined in (6) and ¯Rn,m(s, t; β0, β1, β2, β3, N) defined in (15) from the three-term recurrence relations
they satisfy.
3.2. Monic bivariate Racah polynomials and connection between bivariate Racah polynomials
(6) and (15)
Let us assume that Gn,n is the identity matrix of size n+1. Then, by using Corollary 9 we intro-
duce the family of monic polynomial solutions of the fourth-order linear partial divided-difference
equation (10). We would like to emphasize that in the case of monic polynomial solutions of
(10), for each n and m, only one term of total degree n + m appears, which moreover has leading
coefficient equal to one.
17
Let
Pn = (Rn−k,k(s, t; β0, β1, β2, β3, N))k=0,...,n, ¯Pn = ( ¯Rn−k,k(s, t; β0, β1, β2, β3, N))k=0,...,n,
and let ˆPn be the column vector of monic bivariate Racah polynomials generated from Corollary
9. Then, we have
Pn = Gn,n(β0, β1, β2, β3, N) ˆPn, ¯Pn = ¯Gn,n(β0, β1, β2, β3, N) ˆPn.
where Gn,n(β0, β1, β2, β3, N) and ¯Gn,n(β0, β1, β2, β3, N) are the matrices of size n + 1 defined in (38)
and (39), respectively. As a consequence, we obtain the following connection formulae for n ≥ 0

Pn = Gn,n(β0, β1, β2, β3, N)( ¯Gn,n(β0, β1, β2, β3, N))−1 ¯Pn,
¯Pn = ¯Gn,n(β0, β1, β2, β3, N)(Gn,n(β0, β1, β2, β3, N))−1 Pn.
(40)
4. Fourth-order linear partial divided-difference equation satisfied by the bivariate Wilson,
bivariate continuous dual Hahn, and bivariate continuous Hahn polynomials
In this section, we derive the fourth-order linear partial divided-difference equation of the
bivariate Wilson polynomials from the bivariate Racah ones. Using limiting process, the partial
divided-difference equation of the bivariate continuous dual Hahn and the bivariate continuous
Hahn polynomials follow. The coefficients of the three-term recurrence relations satisfied by these
families are also given, and the monic bivariate polynomial solutions of the equations are also
introduced.
4.1. Fourth-order linear partial divided-difference equation of the bivariate Wilson polynomials
If we make the change of variables [9, p. 443]
V0 :=

β0 = a − b, β1 = 2a, β2 = 2a + 2e2, β3 = 2a + 2e2 + c + d,
s = −a + ix, t = −a − e2 + iy, N = −a − d − e2,
(41)
we observe that the bivariate Racah polynomials (6) transform into the bivariate Wilson polyno-
mials (in a similar way as in the univariate case [11, p. 196])
Wn,m(x, y; a, b, c, d; e2) = wn(x2; a, b, e2 + iy, e2 − iy)wm(y2; n + a + e2, n + b + e2, c, d), (42)
where from now on x and y are the variables and wn(x2; a, b, c, d) are the Wilson polynomials
defined by [11, (9.1.1)]
wn(x2; a, b, c, d) = (a + b)n(a + c)n(a + d)n 4F3
(
−n, n + a + b + c + d − 1, a + ix, a − ix
a + b, a + c, a + d
∣∣∣∣ 1
)
.
(43)
Note that there is a misprint in [9, p. 443] on the change x = −a+ iy from the Racah to the Wilson
polynomials, and on the change xk = −εk2 − a + iyk from the multivariate Racah to the multivariate
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Wilson polynomials.
The appropriate operators for the Wilson polynomials are the operator Sx and the Wilson operator
Dx defined by [10]
Dx f (x) =
f
(
x + i2
)
− f
(
x − i2
)
2ix
, Sx f (x) =
f
(
x + i2
)
+ f
(
x − i2
)
2
.
If we perform the changes (41), we obtain by simple computations that
DxRn,m(s, t; β0, β1, β2, β3, N)
∣∣∣∣
V0
= −DxWn,m(x, y; a, b, c, d; e2),
DyRn,m(s, t; β0, β1, β2, β3, N)
∣∣∣∣
V0
= −DyWn,m(x, y; a, b, c, d; e2),
SxRn,m(s, t; β0, β1, β2, β3, N)
∣∣∣∣
V0
= SxWn,m(x, y; a, b, c, d; e2),
SyRn,m(s, t; β0, β1, β2, β3, N)
∣∣∣∣
V0
= SyWn,m(x, y; a, b, c, d; e2).
It follows from the bivariate Racah divided-difference equation (10) and (41) that
Proposition 10. The bivariate Wilson polynomials Wn,m(x, y) := Wn,m(x, y; a, b, c, d; e2) are solu-
tion of the fourth-order linear partial divided-difference equation
f1(x, y)D2xD2yWn,m(x, y) + f2(x, y)SxDxD2yWn,m(x, y) + f3(x, y)SyDyD2xWn,m(x, y)
+ f4(x, y)SxDxSyDyWn,m(x, y) + f5(x)D2xWn,m(x, y) + f6(y)D2yWn,m(x, y) + f7(x)SxDxWn,m(x, y)
+ f8(y)SyDyWn,m(x, y) + (m + n)(2e2 + a + b + c + d + m + n − 1)Wn,m(x, y) = 0, (44)
where
f8(y) = (−a − b − 2e2 − c − d) y2 + (c + d) e22 + (ad + ca + db + bc + 2 dc) e2
+ adc + dba + bac + dbc,
f7(x) = (−a − b − 2 e2 − c − d) x2 + (a + b) e22 + (bc + db + ad + 2 ba + ca) e2
+ bac + dbc + adc + dba,
f6(y) = −y4 +
(
be2 + ba + 2 ce2 + ca + ae2 + e22 + bc + dc + db + 2e2d + ad
)
y2
− dc (e2 + b) (e2 + a) ,
f5(x) = −x4 +
(
e22 + 2 ae2 + e2 d + ad + 2 be2 + ba + bc + ce2 + dc + db + ca
)
x2
− ba (e2 + d) (e2 + c) ,
f4(x, y) = −2x2y2 + (d + c + 2 ce2 + ca + bc + 2 dc + db + 2 e2 d + ad) x2
+
(
2 ae2 + ca + ad + a + 2 be2 + 2 ba + bc + db + b
)
y2
− (c + d) (a + b) e22 + (−2 dba − 2 adc − ad − 2 dbc − ca − db
−bc − 2 bac) e2 − 2 dbac − adc − dba − bac − dbc,
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f3(x, y) = (c + d)x4 − ba (2 e2 + d + c + 1) y2 + (1 + 2 a + 2 e2 + c + d + 2 b)x2y2
+ ba
(
(c + d) e22 + (d + c + 2 dc) e2 + dc
)
+
(
(−c − d) e22 + (−2 ad − 2 bc − 2 ca − 2 db − c − d − 2 dc) e2
− db − ca − bc − 2 adc − dc − dba − bac − ad − 2 dbc
)
x2,
f2(x, y) = (a + b)y4 − dc (1 + a + b + 2 e2) x2 + (a + b + 2 e2 + 2 c + 2 d + 1)x2y2
+ dc
(
(a + b) e22 + (2 ba + a + b) e2 + ba
)
+
(
(−a − b) e22 + (−a − 2 ba − 2 ad − 2 bc − b − 2 ca − 2 db) e2
− dbc − ba − ca − ad − 2 dba − bc − adc − 2 bac − db
)
y2,
f1(x, y) = x4y2 + x2y4 − cdx4 − aby4 +
(
(−2 c − 2 b − 2 d − 1 − 2 a) e2
− e22 − a − b − d − c − dc − ba − 2 ca − 2 db − 2 bc − 2 ad
)
x2y2
+ dc
(
e22 + (2 b + 2 a + 1) e2 + b + ba + a
)
x2
+ ba
(
e22 + (2 c + 2 d + 1) e2 + c + d + dc
)
y2 − adbe2 c (1 + e2) .
It has been shown [17] that the operators Dx and Sx satisfy the following properties
Dx( f g) = Dx f Sxg + Sx f Dxg, Sx( f g) = −x2Dx f Dxg + Sx f Sxg,
DxSx = SxDx −
1
2
D2x, S2x = −x2D2x −
1
2
SxDx + I,
where I f = f .
Applying the operators Dx and Dy on the divided-difference equation (44) and using the above
properties it yields:
Proposition 11. The polynomial W (1,0)n,m (x, y) := DxWn,m(x, y) is solution of the following fourth-
order linear partial divided-difference equation
f11(x, y)D2xD2yW (1,0)n,m (x, y) + f21(x, y)SxDxD2yW (1,0)n,m (x, y) + f31(x, y)SyDyD2xW (1,0)n,m (x, y)
+ f41(x, y)SxDxSyDyW (1,0)n,m (x, y) + f51(x)D2xW (1,0)n,m (x, y) + f61(y)D2yR(1,0)(x, y)
+ f71(x)SxDxW (1,0)n,m (x, y)+ f81(y)SyDyW (1,0)n,m (x, y)+(m+n−1)(a+b+c+d+2e2+m+n)W (1,0)n,m (x, y) = 0,
where the coefficients fi1, i = 1, . . . , 8 are given by
f81(y) = f8(y) + Dx( f4(x, y)),
f71(x) = Sx( f7(x)) − 12Dx( f7(x)) + Dx( f5(x)),
f61(y) = f6(y) + Dx( f2(x, y)),
f51(x) = Sx( f5(x)) − x2Dx( f7(x)) − 12Sx( f7(x)),
f41(x, y) = −12Dx( f4(x, y)) + Dx( f3(x, y)) + Sx( f4(x, y)),
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f31(x, y) = −12Sx( f4(x, y)) + Sx( f3(x, y)) − x
2Dx( f4(x, y)),
f21(x, y) = −12Dx( f2(x, y)) + Dx( f1(x, y)) + Sx( f2(x, y)),
f11(x, y) = −12Sx( f2(x, y)) + Sx( f1(x, y)) − x
2Dx( f2(x, y))),
and the polynomial W (0,1)n,m (x, y) := DyWn,m(x, y) is solution of the following fourth-order linear
partial divided-difference equation
f12(x, y)D2xD2yW (0,1)n,m (x, y) + f22(x, y)SxDxD2yW (0,1)n,m (x, y) + f32(x, y)SyDyD2xW (0,1)n,m (x, y)
+ f42(x, y)SxDxSyDyW (0,1)n,m (x, y) + f52(x)D2xW (0,1)n,m (x, y) + f62(y)D2yW (0,1)n,m (x, y)
+ f72(x)SxDxW (0,1)n,m (x, y)+ f82(y)SyDyW (0,1)n,m (x, y)+(m+n−1)(a+b+c+d+2e2+m+n)W (0,1)n,m (x, y) = 0,
where the coefficients fi2, i = 1, . . . , 8 are given by
f82(y) = Sy( f8(y)) − 12Dy( f8(y)) + Dy( f6(y)),
f72(x) = f7(x) + Dy( f4(x, y)),
f62(y) = −y2Dy( f8(y)) − 12Sy( f8(y)) + Sy( f6(y)),
f52(x) = f5(x) + Dy( f3(x, y)),
f42(x, y) = −12Dy( f4(x, y)) + Dy( f2(x, y)) + Sy( f4(x, y)),
f32(x, y) = −12Dy( f3(x, y)) + Dy( f1(x, y)) + Sy( f3(x, y)),
f22(x, y) = −12Sy( f4(x, y)) + Sy( f2(x, y)) − y
2Dy( f4(x, y)),
f12(x, y) = −12Sy( f3(x, y)) + Sy( f1(x, y)) − y
2Dy( f3(x, y)).
We can therefore deduce that
Corollary 12. The polynomial W (1,1)n,m (x, y) := DxDyWn,m(x, y) is solution of the following fourth-
order linear partial divided-difference equation
f13(x, y)D2xD2yW (1,1)n,m (x, y) + f23(x, y)SxDxD2yW (1,1)n,m (x, y) + f33(x, y)SyDyD2xW (1,1)n,m (x, y)
+ f43(x, y)SxDxSyDyW (1,1)n,m (x, y)+ f53(x)D2xW (1,1)n,m (x, y)+ f63(y)D2yW (1,1)n,m (x, y)+ f73(x)SxDxW (1,1)n,m (x, y)
+ f83(y)SyDyW (1,1)n,m (x, y) + (m + n − 2) (m + a + b + c + d + 2 e2 + n + 1) W (1,1)n,m (x, y) = 0,
where the coefficients fi3, i = 1, . . . , 8 are given by
f83(y) = f82(y) + Dx( f42(x, y)),
f73(x) = Sx( f72(x)) − 12Dx( f72(x)) + Dx( f52(x)),
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f63(y) = f63(y) + Dx( f22(x, y)),
f53(x) = Sx( f52(x)) − x2Dx( f72(x)) − 12Sx( f72(x)),
f43(x, y) = −12Dx( f42(x, y)) + Dx( f32(x, y)) + Sx( f42(x, y)),
f33(x, y) = −12Sx( f42(x, y)) + Sx( f32(x, y)) − x
2Dx( f42(x, y)),
f23(x, y) = −12Dx( f22(x, y)) + Dx( f12(x, y)) + Sx( f22(x, y)),
f13(x, y) = −12Sx( f22(x, y)) + Sx( f12(x, y)) − x
2Dx( f22(x, y))).
Remark 13. 1. It should be noted that as in the univariate Wilson case [11, (9.1.7)]
Dxwn(x2; a, b, c, d) = −n(n + a + b + c + d − 1)wn−1
(
x2; a +
1
2
, b + 1
2
, c +
1
2
, d + 1
2
)
,
the similar relation in the bivariate case is given by
DxWn,m(x, y; a, b, c, d; e2) = −n(n + a + b + 2e2 − 1)Wn−1,m
(
x, y; a +
1
2
, b + 1
2
, c, d; e2 +
1
2
)
.
2. We would like also to emphasize that
fi1 = fi
(
a +
1
2
, b + 1
2
, c, d, e2 +
1
2
)
, i = 1, . . . , 8,
and
fi2 = fi
(
a, b, c + 1
2
, d + 1
2
, e2 +
1
2
)
, i = 1, . . . , 8,
where fi = fi(a, b, c, d, e2), i = 1, . . . , 8 are given in Proposition 10, and fi1 and fi2 are given
in Proposition 11.
3. If we consider the second family of bivariate Wilson polynomials [20, Equation (2.13)]
¯Wn,m(x, y; a, b, c, d; e2) = wn(x2; m+ c+ e2,m+ d + e2, a, b)wm(y2; c, d, e2+ ix, e2 − ix), (45)
it follows that
Dy ¯Wn,m(x, y; a, b, c, d; e2) = −m(m + c + d + 2e2 − 1) ¯Wn,m−1
(
x, y; a, b, c + 1
2
, d + 1
2
; e2 +
1
2
)
.
4. We also note that Wn,m(x, y; a, b, c, d; e2) and ¯Wn,m(x, y; a, b, c, d; e2) are solution of the same
fourth-order divided-difference equation (44).
Using the change of variables (41), we also show that
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Proposition 14. Both families of bivariate Wilson polynomials Wn,m(x, y) := Wn,m(x, y; a, b, c, d; e2)
and ¯Wn,m(x, y) := ¯Wn,m(x, y; a, b, c, d; e2) are respectively solution of the second-order divided-
difference equations(
x4 − x2y2 +
(
−2 ae2 − ba − 2 be2 − e22
)
x2 + aby2 + abe22
)
D2xWn,m(x, y) +
(
(a + 2 e2 + b) x2
− (a + b) y2 − 2 bae2 − be22 − ae22
)
SxDxWn,m(x, y) − n(n − 1 + a + b + 2e2)Wn,m(x, y) = 0,
and(
− x2y2 + y4 + cx2d +
(
−2 ce2 − dc − 2 de2 − e22
)
y2 + cde22
)
D2y ¯Wn,m(x, y) +
(
(−c − d) x2
+ (c + 2 e2 + d) y2 − de22 − 2 dce2 − ce22
)
SyDy ¯Wn,m(x, y) − m(m − 1 + c + d + 2e2) ¯Wn,m(x, y) = 0.
From the divided-difference equation of the bivariate Wilson polynomials, we can also derive
a difference equation they satisfy with rational coefficients as given in
Proposition 15. The bivariate Wilson polynomials Wn,m(x, y) := Wn,m(x, y; a, b, c, d; e2) are solu-
tion of the difference equation
F1Wn,m(x+ i, y+ i)+F2Wn,m(x+ i, y− i)+F3Wn,m(x− i, y+ i)+F4Wn,m(x− i, y− i)+F5Wn,m(x+ i, y)
+ F6Wn,m(x, y + i) + F7Wn,m(x − i, y) + F8Wn,m(x, y − i) + F9Wn,m(x, y) = 0, (46)
with
F1 =
f1 − xy f4 + i(x f2 + y f3)
4x(2x + i)y(2y + i) , F2 = −
f1 + xy f4 + i(x f2 − y f3)
4x(2x + i)y(−2y + i) ,
F3 =
− f1 − xy f4 + i(x f2 − y f3)
4x(−2x + i)y(2y + i) , F4 = −
− f1 + i f2x + i f3y + f4yx
4 (−2 y + i) y (−2 x + i) x ,
F5 =
−i
(
i f3 − 2 f2x + 2 i f1 − 4 f7xy2 − f7x − f4x + 4 i f5y2 + i f5
)
2 (2 x + i) x (2 y + i) (−2 y + i) ,
F6 =
− i
(
4 i f6x2 + i f6 + i f2 − 4 f8yx2 − f8y − f4y − 2 f3y + 2 i f1
)
2 (2 y + i) y (2 x + i) (−2 x + i) ,
F7 =
i
(
2 i f1 + f4x + i f3 + 4 i f5y2 + i f5 + 2 f2x + 4 f7xy2 + f7x
)
2 (−2 x + i) x (2 y + i) (−2 y + i) ,
F8 =
i
(
2 i f1 + 4 i f6x2 + i f6 + f4y + i f2 + 2 f3y + 4 f8yx2 + f8y
)
2 (−2 y + i) y (2 x + i) (−2 x + i) ,
F9 = (m + n)(2e2 + a + b + c + d + m + n − 1)+
4 f1 + f8(4x2 + 1) + f7(4y2 + 1) + f6(8x2 + 2) + f4 + 2( f2 + f3) + f5(8y2 + 2)
(2 y + i) (−2 y + i) (2 x + i) (−2 x + i) ,
where fi, i = 1, . . . , 8 are the coefficients of the divided-difference equation (44).
Proof. Expand the expressions D2xD2yWn,m(x, y), SxDxD2yWn,m(x, y), . . . , SyDyWn,m(x, y) appearing
in the divided-difference equation of the bivariate Wilson polynomials and collect with respect to
Wn,m(x + i, y + i), Wn,m(x + i, y), . . . , Wn,m(x, y) to get the result.
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4.2. Conjecture on the partial difference equation satisfied by the p-variate Wilson polynomials
Let p be a positive integer, n = (n1, n2, . . . , np), x = (x1, x2, . . . , xp), and e = (e2, . . . , ep). The
multivariable Wilson polynomials of p variables are defined by (see [20])
Wn(x; a, b, c, d;ep)
=
( p−1∏
k=1
wnk (x2k ; Nk−11 + a + Ek2, Nk−11 + b + Ek2, ek+1 + ixk+1, ek+1 − ixk+1)
)
× wnp(x2p; N p−11 + a + E p2 , N p−11 + b + E p2 , c, d), (47)
where N j1 = n1+n2+ · · ·+n j, E
j
2 = e2+e3+ · · ·+e j with N01 = E12 = 0. They are polynomials of total
degree N p1 in the variable x21, x22, . . . , x2p. In a similar way as in the case of the multivariate Racah
polynomials —see section 2.1—, for any l1, l2, . . . , lp ∈ {0, 1, 2}, we define the operator E(l1,l2,...,lp)
which is equal to the product of SxiDxi and D2xi such that for i = 1, 2, . . . , p if li = 0, there is not
SxiDxi and D2xi in the product, if li = 1, then there is SxiDxi but not D
2
xi
in the product and if li = 2,
then there is D2xi but not SxiDxi in the product. This operator is defined explicitly by
E(l1 ,l2,...,lp) =
p∏
i=0
(
Sxi Dxi
)−li(li−2)(D2xi
) 1
2 li(li−1)
.
Using these notations, we can write for p = 2 Equation (44) as
f1(x, y)E(2,2)Wn,m(x, y) + f2(x, y)E(1,2)Wn,m(x, y) + f3(x, y)E(2,1)Wn,m(x, y) + f4(x, y)E(1,1)Wn,m(x, y)
+ f5(x)E(2,0)Wn,m(x, y) + f6(y)E(0,2)Wn,m(x, y) + f7(x)E(1,0)Wn,m(x, y)
+ f8(y)E(0,1)Wn,m(x, y) + (m + n)(2e2 + a + b + c + d + m + n − 1)Wn,m(x, y) = 0.
We have the following conjecture
Conjecture 16. The p-variate Wilson polynomials Wn(x; a, b, c, d;ep) defined in (47) are solution
of a 2p-order partial linear divided-difference equation with polynomial coefficients ( fi(x)) of the
form
2p∑
i=1
l1+l2+···+lp=i
fi(x)E(l1 ,l2,...,lp)Wn(x; a, b, c, d;ep)
+(n1+n2+ · · ·+np)(n1+n2+ · · ·+np−1+a+b+c+d+2(e2+e3+ · · ·+ep))Wn(x; a, b, c, d;ep) = 0,
where for any i from 1 to 2p, we take all the combinations of l1, l2, . . . , lp ∈ {0, 1, 2} such that
l1 + l2 + · · ·+ lp = i, fi(x) is a polynomial of degree l1 + l2 + · · ·+ lp in the lattices x21, x22, . . . , x2p and
if l j = 0, then fi does not depend on x j.
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4.3. Coefficients of the three-term recurrence relations satisfied by bivariate Wilson polynomials
solution of (44) and connection between them
In what follows we shall use the following bases
Fn(x(s)) = (−4)−n
(
−2s + 1
2
)
n
(
+2s + 1
2
)
n
, Fn(y(t)) = (−4)−n
(
−2t + 1
2
)
n
(
+2t + 1
2
)
n
,
obtained from (21) and (22) by simply considering β1 = β2 = 0, as well as
Fn = (Fn−k(x(s))Fk(y(t))) , 0 ≤ k ≤ n, n ∈ N0 ,
and
xn = (s2(n−k)t2k) , 0 ≤ k ≤ n, n ∈ N0 .
Therefore, a similar relation as (36) is satisfied where the coefficients are obtained from those in
(35) by setting β1 = β2 = 0.
The column vectors of bivariate Wilson polynomials satisfy a three-term recurrence relation
of the form (24). The coefficients of the matrices can be obtained by using the same procedure as
described for bivariate Racah polynomials, by using (30) with λn = n(2e2 + a + b + c + d + n − 1).
Proposition 17. The matrices Sn of size (n + 1) × n and Tn of size (n + 1) × (n − 1) have the
same structure as in (31) and (32) respectively, and their coefficients are given in terms of the
polynomial coefficients of the equation (44) as
sk,k =
1
6(−k + n + 1) (6(k − 1)(n − k) (2a + 2b + c + d + 2e2 + 1) + (4k − 4n + 1)(k − n)
× (a + b + c + d + 2e2) + 6(n − k) (e2 (2a + 2b + c + d + e2) + a(b + c + d)
+b(c + d) + cd) + 6(k − 1) (a(2b + c + d + 1) + 2e2(a + b) + b(c + d + 1))
+6 (e2 (a(2b + c + d) + e2(a + b) + b(c + d)) + ad(b + c) + abc + bcd)
+6(k − 2)(k − 1)(a + b) + 2(n − k)(k(2n − 5) + (n − 5)n + 7)) , k = 1, . . . , n,
sk+1,k =
1
6k
(2e2 (3a(c + d + k − 1) + 3b(c + d + k − 1) + 3e2(c + d + k − 1) + 6n(c + d + k − 1)
+6cd − 6c − 6d − 2k2 − 3k + 5
)
+ a (6b(c + d + k − 1) + 6c(d + n − 1) + 6n(d + k − 1)
−6d − 2k2 − 3k + 5
)
+ b(6c(d + n − 1) + 6d(n − 1) − (k − 1)(2k − 6n + 5))
+6n2(c + d + k − 1) − 2n(−6c(d − 1) + 6d + (k − 1)(2k + 5)) − (k + 1)(2k(c + d − 2)
+6cd − 5c − 5d + 4)) , k = 1, . . . , n,
tk,k =
1
180(n − k)(−k + n + 1)
(
6(k − n + 1)
(
4k2 + k(5 − 8n) + n(4n − 5) − 1
)
(a + b + c + d + 2e2)
−60(k − 1)(k − n)(k − n + 1) (2a + 2b + c + d + 2e2 + 1) + 30(k − 1)(4k − 4n + 1) (a(2b + c
+d + 1) + 2e2(a + b) + b(c + d + 1)) − 60(k − n)(k − n + 1) (e2 (2a + 2b + c + d + e2)
+a(b + c + d) + b(c + d) + cd) − 30(−4k + 4n − 1) (e2 (a(2b + c + d) + e2(a + b) + b(c + d))
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+ad(b + c) + abc + bcd) − 180ab(k − 1) (c + d + 2e2 + 1) − 180ab (c + e2) (d + e2)
+30(k − 2)(k − 1)(a + b)(4k − 4n + 1) − 180ab(k − 2)(k − 1) − (k − n + 1)
(
20k3 + 12k2(n − 14)
+k(205 − 24(n − 4)n) + n(−8(n − 9)n − 193) − 18)) , k = 1, . . . , n − 1,
tk+1,k =
1
18k(n − k) (6e2 (−3e2(c + d + k − 1)(a + b − k + n − 1) + a (−6b(c + d + k − 1)
−6n(c + d + k − 1) − 6cd + 9c + 9d + 2k2 + 6k − 8
)
+ b (−6n(c + d + k − 1) − 6cd + 9c
+9d + 2k2 + 6k − 8
)
+ (k − n + 1)(2c(3d + k + 2n − 4) + 2d(k + 2n − 4) + (k − 1)(4n − 7))
)
+3a
(
−2b
(
3k(c + d − 2) + 6cd − 6c − 6d + k2 + 5
)
− 6bn(c + d + k − 1) − 4n2(c + d + k − 1)
+n(−4k(c + d) + 3c(5 − 4d) + 15d + 13(k − 1)) + 6cdk + 12cd + 4ck2 − 10c + 4dk2 − 10d
+2k3 − 5k2 − 5k + 8
)
+ 3b
(
c
(
6d(k − 2n + 2) + 4k2 − 4kn + (15 − 4n)n − 10
)
+d
(
4k2 − 4kn + (15 − 4n)n − 10
)
+ (k − 1)(k(2k − 3) + (13 − 4n)n − 8)
)
−(k − n + 1)
(
3c
(
2d(k − 4n + 5) − 4kn + k(2k + 3) − 2n2 + 10n − 8
)
+ 3d (−4kn + k(2k + 3)
−2n2 + 10n − 8
)
+ (k − 1)
(
4k2 − 4kn − 6n2 + 26n − 19
)))
, k = 1, . . . , n − 1,
tk+2,k =
1
180k(k + 1) (180cd(k − n + 1) (a + b + 2e2 + 1) + 60(k − 1)k(k − n + 1) (a + b + 2c + 2d
+2e2 + 1) + 30(4k − 1)(k − n + 1) (c(a + b + 2d + 1) + d(a + b + 1) + 2e2(c + d))
−6(k − 1)(k(4k − 5) − 1) (a + b + c + d + 2e2) − 60(k − 1)k (e2 (a + b + 2(c + d) + e2)
+a(b + c + d) + b(c + d) + cd) − 30(4k − 1) (e2 (d(a + b + 2c) + c(a + b) + e2(c + d))
+ad(b + c) + abc + bcd) − 180cd (a + e2) (b + e2) − 180cd(k − n + 1)(k − n + 2)
−30(4k − 1)(c + d)(k − n + 1)(k − n + 2) − (k − 1)
(
20k3 + 24k2(7 − 3n)
+5k(12(n − 4)n + 41) − 12n + 18)) , k = 1, . . . , n − 1.
Moreover, the matrices of leading coefficients of bivariate Wilson polynomials defined in (42)
Wn,m(x, y; a, b, c, d; e2) are given by
Gn,n = Gn,n(a, b, c, d; e2) =
(
gr,s(n, a, b, c, d; e2)
)
0≤r,s≤n
, (48)
where
gr,s(n, a, b, c, d; e2) =

0, r < s,
(−1)n−i− j
(
n − r
s − r
)
(2n − r − 1 + a + b + c + d + 2e2)r
×(a + b + n − s)r (a + b + 2e2 + n − r − 1)n− j r ≥ s,
and the matrices of leading coefficients of bivariate Wilson polynomials ¯Wn,m(x, y; a, b, c, d; e2)
defined in (45) are given by
Gn,n = ¯Gn,n(a, b, c, d; e2) =
(
g¯r,s(n, a, b, c, d; e2)
)
0≤r,s≤n
, (49)
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where
g¯r,s(n, a, b, c, d; e2) =

0, r > s,
(−1)n
(
r
s
)
(−c − d − r + 1)i− j(c + d + r + 2e2 − 1)s
×(a + b + c + d + r + n + 2e2 − 1)n−r, r ≤ s.
As a consequence, both families of bivariate Wilson polynomials defined in (42) and (45) can
be generated from the three-term recurrence relations they satisfy by using Theorem 8, where
for these specific families we have x1(x) = x2 and y2(y) = y2. Moreover, if we consider Gn,n
as the identity matrix we can introduce the family of monic bivariate Wilson polynomials by
using Corollary 9. Finally, by using the matrices Gn,n(a, b, c, d; e2) and ¯Gn,n(a, b, c, d; e2) defined
above, it is possible to solve the connection problem between the two families of bivariate Wilson
polynomials defined in (42) and (45), in a similar way as described for bivariate Racah polynomials
(40) in section 3.2.
4.4. Fourth-order linear partial divided-difference equation of the bivariate continuous dual Hahn
polynomials
The continuous dual Hahn polynomials dn(a, b, c|x) result upon dividing (43) by dn and taking
the limit d →∞, (see [20])
dn(a, b, c|x) = (a + b)n(a + c)n 3F2
(
−n, a + ix, a − ix
a + b, a + c
∣∣∣∣ 1
)
.
Dividing (42) by bn+m and taking the limit b → ∞ yields (after redefining c → b, d → c) the
bivariate continuous dual Hahn polynomials [20]
Dn,m(a, b, c, e2; x, y) = dn(a, e2 + iy, e2 − iy|x)dm(n + a + e2, b, c|y). (50)
Using the above limit process, we deduce from (44) that
Proposition 18. The bivariate continuous dual Hahn polynomials Dn,m(a, b, c, e2; x, y) are solution
of the fourth-order linear partial divided-difference equation
f1(x, y)D2xD2yDn,m(x, y) + f2(x, y)SxDxD2yDn,m(x, y) + f3(x, y)SyDyD2xDn,m(x, y)
+ f4(x, y)SxDxSyDyDn,m(x, y) + f5(x)D2xDn,m(x, y) + f6(y)D2y Dn,m(x, y) + f7(x)SxDxDn,m(x, y)
+ f8(y)SyDyDn,m(x, y) + (m + n)Dn,m(x, y) = 0, (51)
where Dn,m(x, y) := Dn,m(a, b, c, e2; x, y) and
f8(y) = −y2 + (c + b) e2 + cb + ab + ca,
f7(x) = −x2 + e22 + (c + 2 a + b) e2 + ca + cb + ab,
f6(y) = −cb (a + e2) + (c + b + e2 + a) y2,
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f5(x) = −a (e2 + c) (e2 + b) + (2 e2 + a + b + c) x2,
f4(x, y) = (−b − c) e22 + (−2 ca − 2 ab − b − 2 cb − c) e2 − ca − 2 bac
− cb − ab + (1 + 2 e2 + 2 a + b + c) y2 + (c + b) x2,
f3(x, y) = a
(
e2 b + 2 be2 c + ce2 + cb + ce22 + be22
)
+ 2 x2y2 − a (2 e2 + c + 1 + b) y2
+ (−b − ab − 2 e2 b − 2 cb − c − 2 ce2 − ca) x2,
f2(x, y) = cb
(
2 ae2 + a + e2 + e22
)
+ x2y2 − x2cb + y4 + (−e2 − a − b
−e2
2 − 2 e2 b − 2 ae2 − 2 ca − c − 2 ce2 − cb − 2 ab
)
y2,
f1(x, y) = −be2 ca (1 + e2) + (−1 − 2 c − 2 e2 − 2 b − a) x2y2 + cb (1 + 2 e2 + a) x2 − ay4
+ a
(
cb + e2 + b + 2 e2 b + e22 + 2 ce2 + c
)
y2.
The divided-difference equation (51) is equivalent to a difference equation of the form (46) in
which the fi, i = 1, . . . , 8 are those of Proposition 18.
The following divided-derivative of the continuous dual Hahn polynomials is valid:
DxDn,m(a, b, c, e2; x, y) = −nDn−1,m(a + 1/2, b, c, e2 + 1/2; x, y).
We deduce from this relation that D(1,0)n,m (x, y) := DxDn,m(x, y) is solution of the fourth-order linear
partial divided-difference equation
f11(x, y)D2xD2yD(1,0)n,m (x, y) + f21(x, y)SxDxD2yD(1,0)n,m (x, y) + f31(x, y)SyDyD2xD(1,0)n,m (x, y)
+ f41(x, y)SxDxSyDyD(1,0)n,m (x, y) + f51(x)D2xD(1,0)n,m (x, y) + f61(y)D2y D(1,0)n,m (x, y) + f71(x)SxDxD(1,0)n,m (x, y)
+ f81(y)SyDyD(1,0)n,m (x, y) + (m + n − 1)D(1,0)n,m (x, y) = 0,
where f1i = fi(a + 1/2, b, c, e2 + 1/2), i = 1, . . . , 8 with fi = fi(a, b, c, e2) given in Proposition 18.
It also follows that the continuous dual Hahn polynomials Dn,m(a, b, c, e2; x, y) := Dn,m(x, y) are
solution of the second-order divided-difference equation(
(−a − 2 e2) x2 + y2a + ae22
)
D2xDn,m(x, y) +
(
x2 − y2 − 2 ae2 − e22
)
SxDxDn,m(x, y) − nDn,m(x, y) = 0.
4.4.1. Coefficients of the three-term recurrence relations satisfied by bivariate continuous dual
Hahn polynomials and the family of monic bivariate continuous dual Hahn polynomials
The column vectors of bivariate continuous dual Hahn polynomials satisfy a three-term recur-
rence relation of the form (24). The coefficients of the matrices can be obtained by using the same
procedure as described for bivariate Racah polynomials, by using (30) with λn = n.
Proposition 19. The matrices Sn of size (n + 1) × n and Tn of size (n + 1) × (n − 1) have the
same structure as in (31) and (32) respectively, and their coefficients are given in terms of the
polynomial coefficients of the equation (51) as
sk,k = −
1
6(k − n − 1) (6e2 (2a + b + c + e2 + 2n − 2) + 6a(b + c + k + n − 2) + 6b(c + n − 1)
+n(6c + 4k − 13) − 6c − 2k2 + k + 4n2 + 6
)
, k = 1, . . . , n,
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sk+1,k =
1
6k (6a(b + c + k − 1) + 6e2(b + c + k − 1) + 6b(c + n − 1)
+6n(c + k − 1) − 6c − 2k2 − 3k + 5
)
, k = 1, . . . , n,
tk,k =
1
30(n − k)(n − k + 1) (−10(k − n)(k − n + 1) (a + b + c + 2e2) + 5(k − 1)(4k − 4n + 1)
× (2a + b + c + 2e2 + 1) − 5(−4k + 4n − 1) (e2 (2a + b + c + e2) + a(b + c) + bc)
−30a(k − 1) (b + c + 2e2 + 1) − 30a (b + e2) (c + e2) − 30a(k − 2)(k − 1) + 4k3 + 8k2n
−46k2 − 8kn2 + 22kn + 49k − 4n3 + 29n2 − 64n + 9
)
, k = 1, . . . , n − 1,
tk+1,k = −
1
6k(k − n) (2e2 (−6a(b + c + k − 1) − 3e2(b + c + k − 1) − 6n(b + c + k − 1) − 6bc
+9b + 9c + 2k2 + 6k − 8
)
− 2a
(
3k(b + c − 2) + 6bc − 6b − 6c + k2 + 5
)
− 6an(b + c + k − 1)
−4n2(b + c + k − 1) + n(−4k(b + c) + 3b(5 − 4c) + 15c + 13(k − 1)) + 6bck + 12bc + 4bk2
−10b + 4ck2 − 10c + 2k3 − 5k2 − 5k + 8
)
, k = 1, . . . , n − 1,
tk+2,k =
1
30k(k + 1) (−10(k − 1)k (a + b + c + e2) − 5(4k − 1) (a(b + c) + e2(b + c) + bc)
−30bc (a + e2) + 30bc(k − n + 1) + 5(4k − 1)(b + c)(k − n + 1)
+(k − 1)(k(6k − 10n + 15) + 1)) , k = 1, . . . , n − 1.
The matrices of leading coefficients of continuous dual Hahn polynomials defined in (50)
Dn,m(a, b, c, e2; x, y) are given by
Gn,n = Gn,n(a, b, c, e2) =
(
gi, j(a, b, c, e2)
)
0≤r,s≤n
, (52)
where
gr,s(a, b, c, e2) =

0, r > s,
(−1)n−r−s
(
n − r
s − r
)
, r ≤ s.
As a consequence, bivariate continuous dual Hahn polynomials can be generated from the three-
term recurrence relations they satisfy by using Theorem 8, where for this specific family we have
x1(x) = x2 and y2(y) = y2. Moreover, if we consider Gn,n as the identity matrix we can introduce
the family of monic bivariate continuous dual Hahn polynomials by using Corollary 9.
4.5. Linear partial divided-difference equation of the bivariate continuous Hahn polynomials
The continuous Hahn polynomials hn(a, b, c, d|x) are obtained by transforming [20]
a → a +
1
2
iǫ, b → b − 1
2
iǫ, c → c +
1
2
iǫ, d → d − 1
2
iǫ, x → x −
1
2
ǫ,
dividing (43) by ǫn and then taking the limit ǫ → ∞. The resulting polynomials are
hn(a, b, c, d|x) = in(a + b)n(a + d)n 3F2
(
−n, n + a + b + c + d − 1, a + ix
a + b, a + d
∣∣∣∣ 1
)
. (53)
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Bivariate continuous Hahn polynomials can also be obtained from the bivariate Wilson families
(42) and (45) by transforming [20]

a → a1 +
1
2
iǫ, , b → b1 −
1
2
iǫ, c → b3 +
1
2
iǫ,
d → a3 −
1
2
iǫ, x → x −
1
2
ǫ, y → y −
1
2
ǫ,
(54)
dividing (42) and (45) by ǫn+m and then taking the limit ǫ → ∞. This yields the families
Hn,m(a1, e2, a3; b1, b3; x, y) = hn(a1, b1, e2 − iy, e2 + iy|x)hm(n + a1 + e2, n + b1 + e2, b3, a3|y), (55)
and
¯Hn,m(a1, e2, a3; b1, b3; x, y) = hn(m+ e2 + b3,m+ e2 + a3, a1, b1|x)hm(b3, a3, e2 − ix, e2 + ix|y). (56)
Whereas the Wilson operator Dx is appropriate for the Wilson and the bivariate Wilson polyno-
mials, the corresponding operator for the continuous Hahn and the bivariate continuous Hahn
polynomials is the operator [18, p. 436]
δx =
f (x + i2) − f (x − i2)
i
.
The following limit relations between Dx and δx hold:
lim
ǫ→∞
Dx
Wn,m(x − 12ǫ, y − 12ǫ; a1 + 12 iǫ, b1 − 12 iǫ, b3 + 12 iǫ, a3 − 12 iǫ; e2)
ǫn+m−1
= −δxHn,m(a1, e2, a3; b1, b3; x, y), (57)
lim
ǫ→∞
Sx
Wn,m(x − 12ǫ, y − 12ǫ; a1 + 12 iǫ, b1 − 12 iǫ, b3 + 12 iǫ, a3 − 12 iǫ; e2)
ǫn+m
= SxHn,m(a1, e2, a3; b1, b3; x, y), (58)
lim
ǫ→∞
Dy
Wn,m(x − 12ǫ, y − 12ǫ; a1 + 12 iǫ, b1 − 12 iǫ, b3 + 12 iǫ, a3 − 12 iǫ; e2)
ǫn+m−1
= −δyHn,m(a1, e2, a3; b1, b3; x, y), (59)
lim
ǫ→∞
Sy
Wn,m(x − 12ǫ, y − 12ǫ; a1 + 12 iǫ, b1 − 12 iǫ, b3 + 12 iǫ, a3 − 12 iǫ; e2)
ǫn+m
= SyHn,m(a1, e2, a3; b1, b3; x, y). (60)
Applying the transformations (54) to (44) and using (57)–(60), it follows that
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Proposition 20. The bivariate continuous Hahn polynomials Hn,m(x, y) := Hn,m(a1, e2, a3; b1, b3; x, y)
and Hn,m(x, y) := ¯Hn,m(a1, e2, a3; b1, b3; x, y) are solution of the fourth-order linear partial divided-
difference equation
f1(x, y)δ2xδ2y Hn,m(x, y) + f2(x, y)Sxδxδ2y Hn,m(x, y) + f3(x, y)Syδyδ2xHn,m(x, y)
+ f4(x, y)SxδxSyδyHn,m(x, y) + f5(x)δ2xHn,m(x, y) + f6(y)δ2y Hn,m(x, y) + f7(x)SxδxHn,m(x, y)
+ f8(y)SyδyHn,m(x, y) + (n + m) (a1 − 1 + 2 e2 + b3 + a3 + b1 + m + n) Hn,m(x, y) = 0, (61)
where
f8(y) = i (a1b3 + e2b3 − e2a3 − b1a3) + (−a1 − b1 − 2 e2 − b3 − a3) y,
f7(x) = i (a1b3 − b1a3 − b1e2 + a1e2) + (−a1 − b1 − 2 e2 − b3 − a3) x,
f6(y) = 12 a1b3 +
1
2
e2b3 +
1
2
e2a3 +
1
2
b1a3 − y2 +
1
2
i (a1 + b3 − a3 − b1) y,
f5(x) = 12 a1b3 +
1
2
b1a3 +
1
2
a1e2 +
1
2
b1e2 +
1
2
i (a1 + b3 − a3 − b1) x − x2,
f4(x, y) = a1b3 + b1a3 − 2 xy − i (−b3 + a3) x + i (−b1 + a1) y,
f3(x, y) = −12 i (a1b3 − b1a3) +
(
1
2
b3 +
1
2
a3
)
x +
(
1
2
a1 +
1
2
b1
)
y,
f2(x, y) = −12 i (a1b3 − b1a3) +
(
1
2
b3 +
1
2
a3
)
x +
(
1
2
a1 +
1
2
b1
)
y,
f1(x, y) = −1/4 a1b3 − 1/4 b1a3 + 12 xy + 1/4 i (−b3 + a3) x − 1/4 i (−b1 + a1) y.
Equation (61) is equivalent to the difference equation
F1Hn,m(x + i, y + i) + F2Hn,m(x + i, y − i) + F3Hn,m(x − i, y + i)
+ F4Hn,m(x − i, y − i) + F5Hn,m(x + i, y) + F6Hn,m(x, y + i)
+ F7Hn,m(x − i, y) + F8Hn,m(x, y − i) + F9Hn,m(x, y) = 0,
with
F1 = f1 + i2( f2 + f3) −
1
4
f4, F2 = f1 + i2( f2 − f3) +
1
4
f4, F3 = f1 − i2( f2 − f3) +
1
4
f4,
F4 = f1 − i2( f2 + f3) −
1
4
f4, F5 = −2 f1 − f5 − i f2 − 12 i f7, F6 = −2 f1 − i f3 − f6 −
1
2
i f8,
F7 = −2 f1 + i f2 − f5 + 12 i f7, F8 = i f3 − 2 f1 − f6 +
1
2
i f8,
F9 = 4 f1 + 2 f6 + 2 f5 + (n + m) (a1 − 1 + 2 e2 + b3 + a3 + b1 + m + n) .
The following partial differences of the bivariate continuous Hahn polynomials are valid:
δxHn,m(a1, e2, a3; b1, b3; x, y) = n(n+a1+b1+2e2−1)Hn−1,m
(
a1 +
1
2
, e2 +
1
2
, a3; b1 +
1
2
, b3; x, y
)
,
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δy ¯Hn,m(a1, e2, a3; b1, b3; x, y)
= m(m + a3 + b3 + 2e2 − 1) ¯Hn,m−1
(
a1, e2 +
1
2
, a3 +
1
2
; b1, b3 +
1
2
; x, y
)
.
The immediate consequence of the above partial derivatives is
Proposition 21. The partial difference-derivative of bivariate continuous Hahn polynomials
H(1,0)n,m (x, y) := δxHn,m(a1, e2, a3; b1, b3; x, y),
H(0,1)n,m (x, y) := δyHn,m(a1, e2, a3; b1, b3; x, y),
are respectively solution of the fourth-order linear partial divided-difference equations
f11(x, y)δ2xδ2y H(1,0)n,m (x, y) + f21(x, y)Sxδxδ2y H(1,0)n,m (x, y) + f31(x, y)Syδyδ2xH(1,0)n,m (x, y)
+ f41(x, y)SxδxSyδyH(1,0)n,m (x, y) + f51(x)δ2xH(1,0)n,m (x, y) + f61(y)δ2y H(1,0)n,m (x, y) + f71(x)SxδxH(1,0)n,m (x, y)
+ f81(y)SyδyH(1,0)n,m (x, y) + (m + n − 1) (m + n + a1 + 2 e2 + b3 + a3 + b1) H(1,0)n,m (x, y) = 0
and
f12(x, y)δ2xδ2y H(0,1)n,m (x, y) + f22(x, y)Sxδxδ2y H(0,1)n,m (x, y) + f32(x, y)Syδyδ2xH(0,1)n,m (x, y)
+ f42(x, y)SxδxSyδyH(0,1)n,m (x, y) + f52(x)δ2xH(0,1)n,m (x, y) + f62(y)δ2y H(0,1)n,m (x, y) + f72(x)SxδxH(0,1)n,m (x, y)
+ f82(y)SyδyH(0,1)n,m (x, y) + (m + n − 1) (m + n + a1 + 2 e2 + b3 + a3 + b1) H(0,1)n,m (x, y) = 0,
with fi1 = fi(a1 + 12 , e2 + 12 , a3, b1 + 12 , b3) and fi2 = fi(a1, e2 + 12 , a3 + 12 , b1, b3 + 12) for i = 1, . . . , 8
where the coefficients fi = fi(a1, e2, a3, b1, e3) are given in Proposition 20.
4.6. Trivariate continuous Hahn polynomials
To illustrate the truthful of our conjectures presented in sections 2.1 and 4.2, we consider the
case p = 3 for the trivariate continuous Hahn polynomials defined by [20]
Hn,m,r(a1, e2, e3, a4; b1, b4; x, y, z) = hn(a1, b1, e2 − iy, e2 + iy|x)
× hm(n + a1 + e2, n + b1 + e2, e3 − iz, e3 + iz|y)
× hr(n + m + a1 + e2 + e3, n + m + b1 + e2 + e3, b4, a4|z),
where the continuous Hahn polynomials h j are defined in (53). It follows that
Proposition 22. The trivariate continuous Hahn polynomials
Hn,m,r(x, y, z) := Hn,m,r(a1, e2, e3, a4; b1, b4; x, y, z)
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are solution of the six-order partial linear divided-difference equation with 33 = 27 polynomial
coefficients
(n + m + r) (n + m + r − 1 + a1 + 2e2 + 2e3 + a4 + b1 + b4) Hn,m,r(x, y, z) + f1SzδzHn,m,r(x, y, z)
+ f2SyδyHn,m,r(x, y, z) + f3SxδxHn,m,r(x, y, z) + f4SyδySzδzHn,m,r(x, y, z) + f5SxδxSzδzHn,m,r(x, y, z)
+ f6SxδxSyδyHn,m,r(x, y, z) + f7δ2z Hn,m,r(x, y, z) + f8δ2yHn,m,r(x, y, z) + f9δ2xHn,m,r(x, y, z)
+ f10SxδxSyδySzδzHn,m,r(x, y, z) + f11Syδyδ2z Hn,m,r(x, y, z) + f12Syδyδ2xHn,m,r(x, y, z)
+ f13Szδzδ2y Hn,m,r(x, y, z) + f14Szδzδ2xHn,m,r(x, y, z) + f15Sxδxδ2y Hn,m,r(x, y, z)
+ f16Sxδxδ2z Hn,m,r(x, y, z) + f17SxδxSyδyδ2z Hn,m,r(x, y, z) + f18SxδxSzδzδ2y Hn,m,r(x, y, z)
+ f19SyδySzδzδ2xHn,m,r(x, y, z) + f20δ2yδ2z Hn,m,r(x, y, z) + f21δ2xδ2yHn,m,r(x, y, z)
+ f22δ2xδ2z Hn,m,r(x, y, z) + f23Sxδxδ2yδ2z Hn,m,r(x, y, z) + f24Syδyδ2xδ2z Hn,m,r(x, y, z)
+ f25Szδzδ2xδ2yHn,m,r(x, y, z) + f26δ2xδ2yδ2z Hn,m,r(x, y, z) = 0,
where
f1 = (−a1 − 2 e2 − 2 e3 − b1 − b4 − a4) z − i (−b4a1 + b1a4 + e3 a4 − b4e3 + e2 a4 − b4e2) ,
f2 = (−a1 − 2 e2 − 2 e3 − b1 − b4 − a4) y − i (−a1e3 + b1e3 − b4e2 − b4a1 + b1a4 + e2 a4) ,
f3 = i (−b1e2 + b4a1 − b1a4 + a1e3 − b1e3 + a1e2) + (−a1 − 2 e2 − 2 e3 − b1 − b4 − a4) x,
f4 = (−2 z − i (−b4 + a4)) y + i (a1 − b1) z + b1a4 + e2 a4 + b4a1 + b4e2,
f5 = (−2 z − i (−b4 + a4)) x + i (a1 − b1) z + b1a4 + b4a1,
f6 = (−2 y − i (−b4 + a4)) x + i (a1 − b1) y + a1e3 + b1e3 + b4a1 + b1a4,
f7 = 1/2 b4a1 + 1/2 b1a4 + 1/2 e2 a4 + 1/2 e3 a4 + 1/2 b4e2 + 1/2 b4e3
+ 1/2 i (a1 − b1 − a4 + b4) z − z2,
f8 = 1/2 b4a1 + 1/2 a1e3 + 1/2 b1e3 + 1/2 b1a4 + e2 e3
+ 1/2 e2 a4 + 1/2 b4e2 + 1/2 i (a1 − b1 − a4 + b4) y − y2,
f9 = 1/2 a1e2 + 1/2 b4a1 + 1/2 a1e3 + 1/2 b1e2 + 1/2 b1e3
+ 1/2 b1a4 + 1/2 i (a1 − b1 − a4 + b4) x − x2,
f10 = (a4 + b4) x + (a1 + b1) z − i (b4a1 − b1a4) ,
f11 = (1/2 b4 + 1/2 a4) y + (1/2 a1 + e2 + 1/2 b1) z + 1/2 i (b1a4 + e2 a4 − b4a1 − b4e2) ,
f12 = (1/2 a1 + 1/2 b1) y + (1/2 a4 + 1/2 b4 + e3) x − 1/2 i (−b1e3 + b4a1 − b1a4 + a1e3) ,
f13 = (1/2 b4 + 1/2 a4) y + (1/2 a1 + e2 + 1/2 b1) z + 1/2 i (b1a4 + e2 a4 − b4a1 − b4e2) ,
f14 = (1/2 a1 + 1/2 b1) z + (1/2 b4 + 1/2 a4) x − 1/2 i (b4a1 − b1a4) ,
f15 = (1/2 a1 + 1/2 b1) y + (1/2 a4 + 1/2 b4 + e3) x − 1/2 i (−b1e3 + b4a1 − b1a4 + a1e3) ,
f16 = (1/2 a1 + 1/2 b1) z + (1/2 b4 + 1/2 a4) x − 1/2 i (b4a1 − b1a4) ,
f17 = (1/2 i (−b4 + a4) + z) x − 1/2 b1a4 − 1/2 i (a1 − b1) z − 1/2 b4a1,
f18 = (1/2 i (−b4 + a4) + z) x − 1/2 b1a4 − 1/2 i (a1 − b1) z − 1/2 b4a1,
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f19 = (1/2 i (−b4 + a4) + z) x − 1/2 b1a4 − 1/2 i (a1 − b1) z − 1/2 b4a1,
f20 = (1/2 z + 1/4 i (−b4 + a4)) y − 1/4 e2 a4 − 1/4 b1a4
− 1/4 i (a1 − b1) z − 1/4 b4a1 − 1/4 b4e2,
f21 = (1/2 y + 1/4 i (−b4 + a4)) x − 1/4 a1e3 − 1/4 i (a1 − b1) y
− 1/4 b1a4 − 1/4 b4a1 − 1/4 b1e3,
f22 = (1/2 z + 1/4 i (−b4 + a4)) x − 1/4 b1a4 − 1/4 i (a1 − b1) z − 1/4 b4a1,
f23 = (−1/4 a4 − 1/4 b4) x + (−1/4 a1 − 1/4 b1) z + 1/4 i (b4a1 − b1a4) ,
f24 = (−1/4 a4 − 1/4 b4) x + (−1/4 a1 − 1/4 b1) z + 1/4 i (b4a1 − b1a4) ,
f25 = (−1/4 a4 − 1/4 b4) x + (−1/4 a1 − 1/4 b1) z + 1/4 i (b4a1 − b1a4) ,
f26 = (−1/8 i (−b4 + a4) − 1/4 z) x + 1/8 b4a1 + 1/8 b1a4 + 1/8 i (a1 − b1) z.
Proof. Starting from i = 1 to i = 6, the coefficient of E(l1,l2 ,l3) with l1 + l2 + l3 = i and l1, l2, l3 ∈
{0, 1, 2} is obtained by replacing Hl1 ,l2,l3(x, y, z) in the divided-difference equation.
4.6.1. Coefficients of the three-term recurrence relations satisfied by bivariate continuous Hahn
polynomials and new family of monic bivariate continuous Hahn polynomials
The column vectors of both families of bivariate continuous Hahn polynomials satisfy three-
term recurrence relations of the form (24). As in the previous cases, the coefficients of the matrices
can be obtained by using the same procedure as described for bivariate Racah polynomials, by
using (30) with λn = n(a1 + 2e2 + b3 + a3 + b1 + n − 1). As a consequence, we can introduce new
families of bivariate continuous dual Hahn polynomials by choosing appropriately the matrix Gn,n,
where the bases xn = Fn = (xn−kyk)k=0,...,n.
Proposition 23. The matrices Sn of size (n + 1) × n and Tn of size (n + 1) × (n − 1) have the
same structure as in (31) and (32) respectively, and their coefficients are given in terms of of the
polynomial coefficients of the equation (51) as
sk,k =
1
2
i(n − k + 1) (2 (a1 (b3 + e2) − b1 (a3 + e2))
+ (a1 − a3 − b1 + b3) (n − k) + 2(k − 1) (a1 − b1)) , k = 1, . . . , n,
sk+1,k =
1
2
ik (a3 (−2b1 − 2e2 + k − 2n + 1) + a1 (2b3 + k − 1) + 2b3e2
−b1k − b3k + 2b3n + b1 − b3) , k = 1, . . . , n,
tk,k =
1
12
(n − k)(n − k + 1) (−2(k − n + 1) (a1 + a3 + b1 + b3 + 2e2) + 6 (b1 (a3 + e2)
+a1 (b3 + e2)) + 6(k − 1) (a1 + b1) − (k − n + 1)(3k + n − 6)) , k = 1, . . . , n − 1,
tk+1,k =
1
2
k(n − k) ((a3 + b3) (n − k − 1) + (k − 1) (a1 + b1) + 2 (a3b1 + a1b3)
+(k − 1)(n − k − 1)) , k = 1, . . . , n − 1,
tk+2,k =
1
12
k(k + 1) (2(k − 1) (a1 + a3 + b1 + b3 + 2e2) + 6 (b3 (a1 + e2) + a3 (b1 + e2))
−6 (a3 + b3) (k − n + 1) + (k − 1)(4n − 3k + −6)) , k = 1, . . . , n − 1.
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Moreover, the matrices of leading coefficients of continuous Hahn polynomials defined in (55)
Hn,m(a1, e2, a3; b1, b3; x, y) are given by
Gn,n(a1, e2, a3; b1, b3) =
(
gr,s(n, a1, e2, a3; b1, b3)
)
0≤r,s≤n
, (62)
where
gr,s(n, a1, e2, a3; b1, b3) =

0, r < s,
(−1)r−s
(
n − r
s − r
)
(a − 1 + b1 + 2e2 − r + n − 1)n−s
×(a1 + b1 − s + n)s−r (a1 + a3 + b1 + b3 + 2e2 − r + 2n − 1)r, r ≥ s,
and the matrices of leading coefficients of bivariate continuous Hahn polynomials defined in (55)
¯Hn,m(a1, e2, a3; b1, b3; x, y) are given by
¯Gn,n(a1, e2, a3; b1, b3) =
(
g¯r,s(n, a1, e2, a3; b1, b3)
)
0≤r,s≤n
, (63)
where
g¯r,s(n, a1, e2, a3; b1, b3) =

0, r > s,
(−1)r−s
(
r
s
)
(a3 + b3 + s)r−s(a3 + b3 + 2e2 + i − 1)s
×(a1 + a3 + b1 + b3 + 2e2 + r + n − 1)n−r, r ≤ s.
As a consequence, both families of bivariate continuous dual Hahn polynomials can be generated
from the three-term recurrence relations they satisfy by using Theorem 8, where for these specific
families we have x1(x) = x and y2(y) = y. Finally, if we consider Gn,n as the identity matrix we can
introduce the family of monic bivariate continuous dual Hahn polynomials by using Corollary 9.
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