Some movements that animals and humans make are highly stereotyped, repeated with little variation. The patterns of neural activity associated with repeats of a movement may be highly similar, or the same movement may arise from different patterns of neural activity, if the brain exploits redundancies in the neural projections to muscles. We examined the stability of the relationship between neural activity and behavior. We asked whether the variability in neural activity that we observed during repeated reaching was consistent with a noisy but stable relationship, or with a changing relationship, between neural activity and behavior. Monkeys performed highly similar reaches under tight behavioral control, while many neurons in the dorsal aspect of premotor cortex and the primary motor cortex were simultaneously monitored for several hours. Neural activity was predominantly stable over time in all measured properties: firing rate, directional tuning, and contribution to a decoding model that predicted kinematics from neural activity. The small changes in neural activity that we did observe could be accounted for primarily by subtle changes in behavior. We conclude that the relationship between neural activity and practiced behavior is reasonably stable, at least on timescales of minutes up to 48 h. This finding has significant implications for the design of neural prosthetic systems because it suggests that device recalibration need not be overly frequent, It also has implications for studies of neural plasticity because a stable baseline permits identification of nonstationary shifts.
Introduction
Some natural behaviors are repeated frequently, with little variation, whereas other movements are novel and tailored to the current circumstance. It is an open question whether repeated movements are accomplished with similar neural activity patterns or whether the brain uses somewhat different neural activity patterns to generate similar behaviors. By using chronically implanted multielectrode arrays, investigators can simultaneously monitor many neurons over several hours (Jones et al., 1992; Nicolelis et al., 1997; Williams et al., 1999; Wise et al., 2004; Santhanam et al., 2006) . We performed multielectrode array recordings in the dorsal aspect of the macaque premotor cortex (PMd) as well as primary motor cortex (M1) to ask whether the neural responses that give rise to similar behaviors are stable or change over time.
This question has relevance for both basic neuroscience and the development of brain-machine interfaces (BMIs). Several studies suggest that the neuron-behavior relationship remains stable across days (Schmidt et al., 1976; Greenberg and Wilson, 2004) , and such stability is an implicit assumption in many neurophysiology studies. In contrast, Padoa-Schioppa et al. (2004) found significant shifts in the preferred directions (PDs) of the neurons during an experimental session. Also, computational models have been developed around the concept of neural circuits using single neurons in different ways over time (Maass et al., 2002) or changing tuning readily (Abbott and Blum, 1996; Rokni et al., 2007) .
In the development of BMIs, the stability of the neuron-behavior relationship is a crucial design parameter. In BMI studies, a decoder that uses neural activity to infer arm movement behavior is typically built at the beginning of the experiment and then applied across the entire experimental session, often several hours. In support of a stable neuron-behavior relationship, Serruya et al. (2003) reported good performance across 2 d using the same decoder. Similarly, Musallam et al. (2004) predicted movement parameters using both fixed and adaptive neural prosthetic decoders and found no improvement with adaptive decoders. In contrast, Carmena et al. (2005) found that the contributions of individual neurons to the decoder varied dramatically over time, suggesting that neurons changed their relationship to the behavior. Thus, there is evidence from basic science and neural prosthetic experiments both for and against the notion that neural activity in PMd and M1 makes a stable contribution to behavior.
To examine this issue, the relationship between behavior and neural activity in caudal PMd and rostral M1 was examined while three rhesus macaques performed various reaching tasks for multiple hours. In two animals, data were also examined across multiple days. For each neuron across time, we measured (1) average firing rate for similar reaches, (2) preferred direction, and (3) the contribution of the neuron to a linear decoder of hand position. Our results suggest that the relationship between neural activity and reaching-arm behavior is reasonably stable on a timescale from minutes to 48 h.
Parts of this work have been published previously in abstract form (Chestek et al., 2006) .
Materials and Methods
Animal behavior. All protocols were approved by the Stanford University Institutional Animal Care and Use Committee. We trained three rhesus macaques (G, H, and L) to perform reaches to visual targets projected onto a frontoparallel screen (Fig. 1 A) . Reaches were performed in complete darkness except for the illuminated target. Hand position was optically tracked with infrared reflective tape attached to the distal digit of the index figure and measured at 60 samples/s (nominal submillimeter resolution) using a Polaris system (Northern Digital, Waterloo, Ontario, Canada). Eye position was tracked optically using Iscan (Iscan, Burlington, MA). In monkeys G and H, fixation was enforced throughout the plan period to control for potential eye-position modulations on activity in PMd (Batista et al., , 2008 .
Three monkeys performed many repetitions of the task across many weeks with simultaneous neural recordings. For analysis, we selected main datasets in which the monkeys worked for Ͼ1000 trials (which was typical, but not always the case) to have sufficient trial count and span of time to facilitate the present analyses. In this study, we used a total of five single-day datasets for three separate analyses, which are explained in detail below. To summarize, changes across the normal length of experiments (ϳ0.5-2 h) were examined using two datasets from monkeys G and H and a subset of a very large dataset from monkey L. The complete large dataset for monkey L was used in a second analysis to look at changes across 6.4 h. Finally, an additional two datasets from 1 d before the main dataset in monkey H and 2 d previous in monkey G were used to evaluate stability across days.
Monkeys G and H performed a "center-out" reach task (Georgopoulos et al., 1982; Churchland et al., 2006c) . At the start of each trial, a touch point was illuminated at approximately shoulder height. After 400 -700 ms, a peripheral target appeared at one of eight locations surrounding the touch point at a radius of 10 cm. Target location was random within blocks of eight. After a plan period of 750 or 1000 ms (randomized), the touch point was extinguished, and the peripheral target increased in size as the GO cue. To ensure that the monkey started planning immediately, one-third of the trials were "catch" trials, with plan periods 200 ms long, which were not analyzed in the present study. After the GO cue, the monkey was required to begin a reach within 400 ms. The criterion for when the hand was moving was a hand speed Ͼ0.2 m/s after filtering the velocity to remove highfrequency noise in the measurement. Average movement times were 240 and 280 ms for G and H. After reaching the target within 750 ms, the monkey was required to hold the target for 250 ms and then received a liquid reward. Figure 1 B shows 1 min of trajectories from monkey H, illustrating the task. Monkeys G and H performed 1456 and 1072 successful trials over the course of 1.5 and 2.3 h, respectively, taking several brief breaks. In these datasets, 10.0% of the combined trials were unsuccessful and were eliminated before analysis. The errors consisted of the following types: failing to move at all, moving too slowly to hit the target within 750 ms, moving after target onset but before the GO cue, and bringing their hand too far away from the screen out of range of the infrared camera during the reach. Also, an additional 856 similar reaches from 2 d previous in monkey G and 552 similar reaches from 1 d previous in monkey H were used in a multiday comparison.
The third animal, monkey L, performed a "grid" task, in which he reached to randomly selected targets at one of 25 locations (15 ϫ 15cm grid) as they appeared, each reach beginning where the last left off. Figure  1C illustrates this task with 1 min of the reach trajectories. This represents an intermediate case between the highly stereotyped reach task used with monkeys G and H and the gridless random target placement tasks like those in the studies of Paninski et al. (2004) and Carmena et al. (2005) . The animal had to complete each reach within 750 ms after the GO cue, but the average reach duration was 480 ms. A total of 8.5% of the trials were unsuccessful and were eliminated before analysis. This animal performed 12,982 successful trials over 6.4 h, electing to take 15 breaks up to 8 min in length at various times. This animal generally reaches eagerly, and this represents the longest contiguous dataset available from our experiments. All animals were well trained on their tasks, having performed tens of thousands of trials over 2-6 months before data were collected. Table 1 summarizes the speed and consistency of reaching behavior during successful trials for each animal. When directly comparing data for all three animals, 1000 reaches were used from each of the three datasets. When analyzing monkey L separately, the entire set of 12,982 trials was used. Monkeys G and H have also participated in other studies (Churchland et al., 2006a implanted into PMd/M1 of each animal using standard neurosurgical techniques . Arrays were placed rostrocaudally between the central and arcuate sulci and mediolaterally between the spur of the arcuate sulcus and the precentral dimple [supplemental figure of Santhanam et al. (2006) contains array implantation photographs for monkeys G and H]. Arrays were implanted contralateral to the arm used to perform the task. Neural data were recorded using a Cerebus system (Cyberkinetics). Single units were isolated off-line using the Sahani spike sorting algorithm (Sahani, 1999; Santhanam et al., 2004) . A total of 65 unit isolations were judged to be "very good" (17, 31, and 17 from monkeys G, H, and L, respectively). Figure 1 D shows an example. The firing rate and tuning curve analyses used these units. An additional 11, 25, and 28, respectively, "good" isolations were included in the linear decoder analyses. For the multiday analysis, spike sorting was performed as described above. Then, two independent observers matched units by size and isolation from other units across days. Only "high-confidence" matches agreed on by both observers were evaluated. These included 24 units of the original 48 for monkeys G and H. For an example of two matched units, see Figure 4 , A and B. Ideally, neurons would be recorded overnight, to statistically certify unit correspondence. This is now technically possible for future studies using two electrodes at a time .
Analysis 1: firing rate over repeated reaches. We explored whether average firing rate changed over time for reaches to the same targets (or directions for monkey L). Mean firing rate was measured over a perimovement epoch extending from 200 ms before to 300 ms after movement onset. For monkeys G and H, who performed a delayed reach task, mean firing rate was also obtained during a plan period epoch starting 150 ms after the target was presented and ending 500 ms later before the GO cue was given. Monkey L was not included in any plan period analyses because his task did not involve an enforced delay period. Because we average perimovement activity over a long window to get a stable measurement, average firing rates are considerably lower than their peak values. Perimovement and plan period epochs were analyzed separately. Changes in firing rate were identified between the first half and last half of trials for all reaches in each of eight directions. For the grid task, there were 600 possible trajectories (25 starting points ϫ 24 end points), which were pooled into eight bins according to the angle of the trajectory from the previous target, without regard to distance. Such binning was necessary to compare all three animals and should only increase the amount of observed instability. Distances are uniformly sampled, and this helps reduce any instability attributable to the non-uniformity in direction sampling. A t test was then performed on firing rate between the first half and last half of trials for all neuron target pairs with average firing rate Ͼ2 Hz. To determine the proportion of significant effects with multiple comparisons, we used a p value correction method described by Simes (1986) to control the false discovery rate (FDR), or the proportion of falsely rejected null hypotheses (Benjamini and Hochberg, 1995) . Also, a bootstrap distribution was computed by randomly resampling the firing rate data many times with replacement. The difference in mean firing rate between the first half and last half of this resampled data are plotted along with the measured changes. Figure 1 E shows an example of mean firing rate for a single neuron across 125 reaches in the same direction spread across the experiment. Similarly, for the multiday comparison, a t test was used to determine whether the two days had different mean firing rates for a given neuron-direction pair ( p Ͻ 0.05, FDR corrected).
Analysis 2: preferred direction. Tuning curves were estimated by plotting average firing rates as a function of target angle. Perimovement and plan epochs were analyzed separately. A minimal tuning depth of Ͼ2 Hz was required for inclusion of neurons, which was available in 43 of the 65 very-good-quality single units. PD was calculated by fitting the tuning curve with a sine and cosine (Georgopoulos et al., 1982; Churchland et al., 2006b; Churchland and Shenoy, 2007) as in Equations 1 and 2, where corresponds to reach angle, and f corresponds to firing rate across different angles. The coefficients in B were determined by regression:
Tuning curves were constructed using the first and second half of the data or the first and second day, and changes in PD were measured between them. Figure 1 F shows example tuning curves constructed using the first half of the trials (blue) and second half of the trials (magenta), along with the cosine fits and the estimated preferred directions (short vertical lines). Statistical significance of changes in PD were determined with a bootstrap analysis. First, for each neuron, firing rates were resampled many times to create distributions of PDs within the first half and within the last half of the trials. The means of these distributions were subtracted to simulate the null hypothesis of identical means, and a distribution of changes was found by sampling one PD from each distribution, subtracting these PDs, and then repeating 1000 times to form a PD difference distribution. The measured change was then compared with this distribution to determine a p value. To determine the percentage of significant shifts with multiple comparisons, the FDR Bonferroni's-type correction described above was used with p Ͻ 0.05. The bootstrap PD differences across the entire population also provide a baseline with which the magnitude of significant effects can be compared.
Analysis 3: linear model performance. We built models that could linearly reconstruct the reach trajectory using neural activity, as by Carmena et al. (2005) . The spike count was measured during 100 ms bins. Position and velocity in the horizontal and vertical dimensions were averaged during 100 ms bins from 1160 ms before to 340 ms after movement onset for monkeys G and H, and the entire trial for monkey L. The linear model used the firing rates of the neurons at 10 sequential 100 ms time lags (Eq. 3). Kinematic variables were modeled as a function of firing rate using a linear Wiener filter, determined by a multidimensional linear regression. In Equation 3, the firing rate matrix X has 10 columns for each neuron, and the desired kinematic variable, for example x position, is found in matrix Y. Both X and Y have rows corresponding to the total number of 100 ms bins in the experiment. The resulting linear decoder, matrix B, is computed through linear regression as shown in Equation 3. This is the algorithm used by Serruya et al. (2002) 
The dataset is not contiguous, because the animals made some errors, took a few breaks, and hand position could not be tracked reliably until the touch point was acquired at the start of the trial. Thus, for a given trial, the linear model had access to the current firing rate and 1 s of past firing rate, with zeros for time periods before the trial began. The average length of a trial was 2.2 s for monkeys G and H and 0.99 s for monkey L.
The linear model provides a scalar multiplier for each time lag and for each neural unit in the matrix B, which can then be used to predict kinematic variables from firing rate. Models for individual neurons ( B) were created for all kinematic parameters ( Y): horizontal and vertical position and velocity. We assessed stability in the neuron-behavior relationship by building models using subsequent 10 min epochs throughout the dataset and then testing them using the same fixed 5 min epoch of behavioral data at the end of the experiment, similar to Carmena et al. (2005) . The first decoder analysis used 1000 reaches from three monkeys with a 30 s sliding step between epochs, whereas the second used 12,982 reaches from monkey L only, and the sliding step was 10 min, which resulted in nonoverlapping epochs. Finally, the multiday analysis used 1856 reaches from monkey H and 1552 reaches from monkey G, with a similar sliding step of 30 s for 10 min epochs within days but not between days. All models were tested against 5 min from the end of the second day. Performance of these models was measured using the correlation coefficient and the normalized squared error between the predictions by the model of hand parameters and their measured values. Models were also created and evaluated using the full ensemble of neurons.
Residual behavioral trends. We examined whether small changes in neural firing rate over time correlate with small changes in behavior over time. To determine whether these correlations could account for some of the firing rate changes, we performed a multiple linear regression using three behavioral measures (reaction time, mean velocity, and end-point y error) as predictor variables or time alone as the predictor variable, and firing rate as the result variable. Also, the partial correlation coefficient between firing rate and time was found, controlling for these three behavioral variables. The amount of variance explained by these models was compared to assess the effect of time relative to the effect of small behavioral changes. Figure 2 summarizes the relationship between neural activity and behavior for all three animals. Neural data collected during 1000 successful reaches from each animal were evaluated according to average firing rate, preferred direction, and linear decoder performance. These reaches were performed over 76, 140, and 27 min, for monkeys G, H, and L. Figure 2 A shows a histogram of changes in perimovement firing rates across all neuron-direction pairs and all three animals, normalized to the average firing rate. Results were similar across monkeys when tested individually. There are statistically significant changes in 12.0% of 326 neuron-direction pairs with firing rate Ͼ2 Hz ( p Ͻ 0.05, FDR corrected). The absolute magnitudes of these changes (denoted in red) are quite small when a bootstrap analysis (green line) is considered. The median absolute change normalized to the average firing rate was 7.4%, which represents a small but significant difference from a 4.4% median change in the bootstrap analysis ( p Ͻ 0.05). The mean overall change in firing rate was 0.0% across the dataset with a SD of 16.2%, as shown in Table 2 . Supplemental Figure 1 A (available at www.jneurosci.org as supplemental material) shows similar results for plan period activity in monkeys G and H, in which 23% of 135 neuron-target pairs have significant shifts. In that analysis, the median absolute change was 15% compared with 7% for the bootstrap analysis ( p Ͻ 0.05).
Results

Relationship between neural activity and behavior
Figure 2 B shows the shift in preferred direction between the first half and the second half of the 1000 reaches, for 43 neurons with tuning depth Ͼ2 Hz. Again, shifts were very small, with a median absolute shift of 5.7°compared with 3.3°for the bootstrap analysis. Only 2 of 43 shifts were statistically significant ( p Ͻ 0.05, FDR corrected) with magnitudes of Ϫ33.1 and 7.6°. For plan period activity, the median absolute shift was 6.0°com-pared with 2.7°for the bootstrap analysis. Also, 2 of 21 units had statistically significant shifts of Ϫ6.0 and 6.7°( p Ͻ 0.05, FDR corrected), as shown in supplemental Figure 1 B (available at www. jneurosci.org as supplemental material). Comparing the first third to the last third of the dataset instead, 5 of 43 neurons had small but statistically significant shifts ( p Ͻ 0.05, FDR corrected) of 7.5, 11, 21, 28, and Ϫ43°. All significant shifts were smaller than 45°, which was the spacing between targets. The size of the firing rate changes and preferred direction shifts were not significantly correlated with whether the neuron was closer to M1 or PMd on the array ( p Ͼ 0.05 in both monkeys G and H).
We built a linear decoder that predicts reach kinematics from neural data (see Materials and Methods) and then examined whether the contribution of individual neurons to decoder performance changed over time. Decoders were trained during successive 10 min epochs of neural and behavioral data and then tested in their ability to reconstruct the final 5 min of behavioral data. Figure 2C shows a representative example of this analysis performed using one monkey's neural data and one behavioral parameter. The figure depicts the decoding performance of each individual neuron, assessed as the correlation coefficient between the predicted and the actual kinematic parameter in the test data. The abscissa depicts the epoch used to train the model. Along the ordinate, neurons are sorted by their performance during the first epoch, similar to Carmena et al. (2005) . It is evident from the strong horizontal color banding that the contribution of individual neurons stays very stable over time. The average absolute ranking change between the first and last training epoch is 1.0 of a possible 54, with an SD of 1.6. Results were nearly identical across monkeys and across kinematic parameters, which include position and velocity in both the horizontal and vertical dimensions. Supplemental Figure 2 (available at www.jneurosci.org as supplemental material) shows results for all four kinematic parameters in one animal.
Correlation between residual neural changes and residual behavioral changes
Several neurons did exhibit statistically significant changes in firing rate and tuning across 1000 reaches, although the magnitudes of these effects were small. This results in an increase in the error between the actual and predicted kinematic parameters for models generated further back in time from the test set (which was the final 5 min). For monkeys G, H, and L, the total squared error of the ensemble decoder increased by 4.3, 19, and 21% between the first and last training set. Figure 2E plots model prediction error as a function of the time between training and testing for the three bestperforming neurons (from each animal) in the linear decoder.
This increase in prediction error may be attributable to changes in the relationship between neural activity and behavior. Alternatively, it may be that this relationship is fixed but animals' behavior changes over time, although still within the bounds set for correct task performance. A linear model captures an approximate relationship within a limited range of values, so decoder performance may decline outside of that range. Figure 2 D shows a series of kinematic variables calculated for repetitions of individual trial types plotted as a function of repetition number. Despite being highly practiced at this task over months of training, performance was not (and cannot be) perfectly stationary. Significant trends include a decrease in average velocity (ϳ50 mm/s) and a droop in hand position (up to 10 mm). These correlations were not uniform across targets. For example, end point hand droop was higher for targets above the midline. A total of 66% of neurons have significant correlations with one or more of these parameters ( p Ͻ 0.05, Bonferroni corrected within all of the comparisons done for a single neuron).
To estimate how much of the trends in firing rate over time could be accounted for by correlations with other behavioral variables, multiple linear regression was performed using several behavioral parameters along with time to predict firing rate. When regressing firing rate versus time alone, time accounted for 2.4% of the variance in firing rate (mean across all neuron-target pairs, maximum 28%). Using multiple regression to control for the effects of reaction time, mean velocity, and end-point Y-error reduced variance explained to an average of 2.0% (maximum 20.1%). For comparison, these three behavioral measures alone (without time) account for an average of 5.1% of the variance (maximum 37%). One might have expected the small uncontrolled residual changes in behavior to explain only a small percentage of the variance in firing rate, but this amount is twice as large as the amount explained by time alone. Thus, the effect of time on firing rate is small relative to the parallel effect of small changes in behavior. Still, the effect of time was reduced only modestly when the regression factored out the drift of behavior with time. This suggests that the effect of time was not entirely attributable to changes in behavior. That said, the analysis included only three of the many potentially relevant behavioral parameters. It is almost certainly the case that the apparent effect of time would be reduced further if more behavioral variables (e.g., EMG) or internal variables (satiation/motivation) could be measured. Whether this reduction would be modest or dramatic is difficult to say.
Effects at longer timescales
Monkey L, who generally tends to reach eagerly during experiments, worked for 12,982 successful reaches over 6.4 h during one session. This is our single longest dataset. It offers a unique opportunity to look for neural changes during very long tasks. Figure 3 exhibits the analyses described in Figure 2 , which are repeated using this dataset. A significant change in firing rate can be seen in 89.0% of 127 neuron-direction pairs (Fig. 3A) ( p Ͻ 0.05, FDR corrected). Changes were relatively small with a me- dian absolute change of 14.8% compared with 1.3% in the bootstrap analysis. This is similar to the median value seen in the 1000 reach analysis during the plan periods. However, the overall mean change in firing rate was significantly negative, at Ϫ17% ( p Ͻ 0.05). The decline in firing rate may be attributable to declining motivation across a 6.4 h period. In this dataset, a few small but significant changes in PD are also evident (3 of 13 neurons) (Fig. 3B) . Figure 3D shows two of these neurons with both a significant shift in tuning and also a significant decrease in firing rate. The median absolute change was 3.9°compared with 1.5°in the bootstrap analysis. Given the length of this experiment, it seems plausible that these changes result from a change in posture or muscle recruitment: previous results have shown that changes in reach speed (Churchland et al., 2006b; Churchland and Shenoy, 2007) or arm posture (Scott et al., 1997) can significantly alter the preferred direction of a neuron. Similarly, for the multiday analyses for monkeys G and H, results are shown in Figure 4 . Across days, the median absolute change in firing rate was 30% compared with 5% for the bootstrap analysis. Also, the mean change in firing rate was significantly positive, at 31% ( p Ͻ 0.05). This positive change may result from selection bias in the datasets. For the main analyses, datasets were chosen in which animals seemed particularly motivated to perform many trials. Therefore, datasets chosen for the multiday analysis may tend to come from less motivated animals. Looking at these individual animals, there was a larger change in firing rate (41%) for monkey H whose data were separated by 1 d than for monkey G (15%) whose data were separated by 2 d.
Overall, 79.5% of 88 neuron target pairs show significantly different firing rates ( p Ͻ 0.05, FDR corrected) (Fig. 4 A) . Across days, there are again small but significant shifts in the PD of 5 of 10 neurons with tuning depth Ͼ2 Hz, shown in Figure  4 B. Figure 4 D shows four examples of tuning curves plotted for 2 d. The largest change is 31°with a target separation of 45°in this task. The median absolute change is 9.9°compared with 2.4°for the bootstrap analysis.
Despite these effects, contributions of individual neurons to linear decoder performance remains relatively stable throughout the long dataset (Fig. 3C ) and across days (Fig. 4C ) similar to Serruya et al. (2003) . Closer inspection of model performance in the long dataset reveals that firing rate changes result in a scaled but similar pattern of activity, which increases the absolute error without strongly affecting the correlation coefficient. The largest change in squared error from a single neuron decoder was 42% across the long dataset and 11% across days. These results are also consistent with previous studies showing a significant decline in open loop decoder performance over time (Wessberg and Nicolelis, 2004; Carmena et al., 2005; Lebedev et al., 2005) . However, the relative size of the errors is consistent with a behavioral cause, because the animal's behavior is potentially more similar at the beginning of experiments on different days than after reaching for 6.4 h.
We considered the possibility that recording stability could account for some of the changes observed in long dataset and across days. However, the isolation qualities of the units were evaluated by eye throughout the datasets, and the analyses include only neurons for which stability was independently verified by two observers (see Materials and Methods). Figure 4 E shows an example of an electrode containing two units (blue and green) that were matched across days.
Discussion
The central question in this study is whether the relationship between neural activity and behavior is stable or variable over time. That is, if an animal makes highly similar movements, do the properties of the neurons controlling the behavior vary or remain constant? Two experimental techniques allowed us to address this question. First, we are capable of performing stable continuous neural recordings over hours and days with chronic multielectrode arrays. Second, we are capable of tightly controlling our animals' behavior, resulting in reasonably stereotyped movements. Overall, the magnitudes of changes in firing rate and preferred direction were not dramatically larger than those from a bootstrap analysis, as summarized in Table 2 . However, several things suggest that there are small but significant changes over time. First, linear decoders tended to show smoothly decaying performance, apparently attributable to changes in mean firing rate. Second, the change in mean firing rate is significantly negative for the 6.4 h analysis and significantly positive for the multi- nonstationarity in the neuron-behavior relationships, animals in the study by Carmena et al. (2005) reached approximately half as fast as animals in our study, resulting in fewer reaches during the same amount of analyzed neural data. By downsampling our data, we can create instability similar to that observed by Carmena et al. (2005) . However, a 5ϫ downsample rather than a 2ϫ downsample is required to qualitatively recreate the variability they observed. Similarly, many of the changes observed by Rokni et al. (2007) might also be attributed to noise. Quantifying the size of PD shifts with the SD of the shift distribution, Rokni et al. (2007) found a change of 19°in the best isolated units. In the most similar analysis presented here, shown in Figure 2 B, the SD of the PD shifts was comparable, at 17°. Although small but significant shifts might be important for learning processes, the SD of the corresponding bootstrap distribution was 11°, suggesting that this value is dramatically inflated by the effects of noise. Also, the SD of the differences across days was 16°, which suggests that changes might not increase in size over longer timescales without adaptive pressure to change.
Finally, consistent with 5, different brain areas or cortical layers might exhibit differing degrees of stability and variability. The current study examined the caudal aspect of PMd and the rostral aspect of M1, and instability found was not correlated with position on the electrode array. Previous work showing instability studied neurons recorded in supplementary motor area (PadoaSchioppa et al., 2004; Carmena et al., 2005) as well as PMd and M1 Rokni et al., 2007) . Studies showing a more stable relationship focused on M1 (Serruya et al., 2003) , and medial intraparietal area, area 5 and PMd (Musallam et al., 2004) . The type and length of the electrodes used may also play an important role. Cortical layers projecting to the spinal cord may exhibit a more stable relationship between neural activity and movements. In the present study, we used an array with electrode lengths (1.0 mm) targeted to record from layer 5. This potentially yielded a larger proportion of corticospinal neurons with a direct relationship to specific muscles (Lemon, 1998) than in other studies.
A few general implications can be drawn from this study. First, the findings of other motor control studies, and perhaps of neurophysiological studies in general, need not necessarily be viewed as time dependent. Data collected across long durations and even multiple days can potentially be combined without much concern that neural tuning may have shifted over the course of the experiment, at least once animals are well trained. Second, this study establishes a stable baseline using several measures on which purposefully induced plastic changes can be reliably detected. Finally, researchers developing brain-machine interfaces can potentially rely on a degree of stability between a patient's intended behaviors and neural activity. Although any neural prosthesis will still need to be adaptable to other changes, such as waveform drift and changing behavioral contexts, this work shows that at least the relationship between neural activity and behavior is reasonably stable on timescales ranging from minutes to a few days.
