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Abstract
We propose a new method called localized conformal prediction, where we can
perform conformal inference using only a local region around a new test sample
to construct its confidence interval. Localized conformal inference is a natural
extension to conformal inference. It generalizes the method of conformal prediction
to the case where we can break the data exchangeability, so as to give the test
sample a special role. To our knowledge, this is the first work that introduces
such a localization to the framework of conformal prediction. We prove that our
proposal can also have assumption-free and finite sample coverage guarantees,
and we compare the behaviors of localized conformal prediction and conformal
prediction in simulations.
1 Introduction
Let Zi := (Xi, Yi) ∈ Rp × R for i = 1, . . . , n be i.i.d regression data from some distribution P . Let
Zn+1 = (Xn+1, Yn+1) be a new test sample with its response Yn+1 unobserved. Given a nominal
coverage level α, we are interested in constructing confidence intervals (CI) Ĉ(x), indexed by x ∈ Rp,
such that
P (Yn+1 ∈ Cˆ(Xn+1)) ≥ α, ∀P. (1)
The conformal inference is a framework for constructing Cˆ(x) satisfying eq. (1), assuming only that
Zn+1 also comes from P [1, 2, 3, 4, 5].
Conformal inference constructs CI based on a score function V : Rp × R → [0,∞). The score
function measures how unlikely a sample is from distribution P , and is constructed in a way such that
Vi = V (Zi) are exchangeable with each other for i = 1, . . . , n+ 1. By exchangeability, we know
[1]
P {Vn+1 ≤ Q(α;V1:n ∪ {∞})} ≥ α, ∀P. (2)
where Q(α;V1:n ∪ {∞}) is the level α quantile of the empirical distribution of {V1, . . . , Vn,∞}.
Although the construction of V can also be data-dependent, for illustration purposes, let’s first
consider a data-independent V (.), and let V (x, y) = |y − µ(x)| where µ(x) is a fixed prediction
function for the response y ∈ R at x ∈ Rp. To decide whether any value y is included in Ĉ(Xn+1),
conformal inference tests the null hypothesis that Yn+1 = y based on eq. (2), and includes y in
Ĉ(Xn+1) if V (zn+1) ≤ Q(α;V1:n ∪∞), where zn+1 = (Xn+1, y).
While it is good to have an almost assumption-free CI, the conformal CI treats all training samples
equally regardless their distance to Xn+1. However, in some cases, we may want to emphasize more
a local region around Xn+1. Such a localized approach is especially desirable when the distribution
of V (Zn+1) is heterogeneous across different values for Xn+1. Consider the example Yi = Xi + i
with i|Xi ∼ |Xi||Xi|+1N(0, 1), and Xi ∼ Unif(−2, 2) for i = 1, 2, . . . , n+ 1. We construct the CI
for Yn+1 by applying conformal inference to the score function V (x, y) = |x− y|. Figure 1 shows
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Figure 1: Conformal bands (blue), localized conformal bands (red) and underlying true confidence
bands (black) at level α = .95. The conformal bands cannot capture the heterogeneity in the distribu-
tion of V (Xn+1, Yn+1) for different Xn+1. The grey dots represent the actual test observations.
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the conformal confidence band using 1000 training samples (blue curves) and the underlying true
confidence band (black curves) at level α = .95. The conformal confidence band can not capture the
heterogeneity in a given score function V (.) because it has treated all training samples equally for
all test sample observations. In this paper, we propose a novel approach to build CI using localized
conformal inference, which allows for decision rules that may depend on Xn+1. The main idea is to
introduce a localizer around Xn+1, and up-weight samples close to Xn+1 according to the localizer.
For example, consider a localizer
H(Xi) =
{
1 if Xi is among the 100 nearest neighbors of Xn+1
0 otherwise .
We include the response value y in Ĉ(Xn+1) if and only if V (zn+1) is smaller than the α˜ quantile
of a weighted empirical distribution, where we assign weight H(Xi)∑n+1
j=1 H(Xj)
to Vi for i = 1, . . . , n
and weight H(Xn+1)∑n+1
j=1 H(Xj)
to∞. We show that we can choose α˜ strategically such that we have finite
sample coverage as described in eq. (1). In Figure 1, the red curve is the confidence band using the
localized conformal inference with the nearest neighbor localizer H that we have just described. We
can see that it does capture the heterogeneity of the underlying truth much better than the conformal
confidence band. Performing conformal inference while emphasizing the special role of Xn+1 is an
interesting problem, and to our knowledge, this is the first method providing a theoretical guarantee.
The paper is organized as follows. In Section 2, we give a brief summary of some related work
in conformal prediction with local coverage and weighted conformal prediction. In Section 3, we
introduce the idea of localized conformal prediction, focusing on the case where we have a fixed score
function with i.i.d generated training and test samples. We provide simulation results comparing
localized conformal inference and the conformal inference in Section 4. In Section 5, we give details
about how to apply the idea of localized conformal prediction with data-dependent score functions
and relate localized conformal inference to the notation of local coverage and asymptotic conditional
coverage. Proofs of all Theorems are given in the Supplement
2 Related work
One perspective for capturing the local structure of V (Zn+1) at different Xn+1 is to consider the
conditional coverage validity [4, 6]:
P{Yn+1 ∈ Cˆ(x0)|Xn+1 = x0} ≥ α for all P. (3)
However, let N(P) denote a set of non-atom points for P , it is impossible to achieve the finite sample
conditional validity without letting Cˆ(x) have infinite length for all x ∈ N(P) [4, 6, 7].
Different methods have then been proposed to construct CIs with approximate conditional coverage
validity or local coverage validity. In Vovk [6], Lei and Wasserman [4] and Barber et al. [7], the
authors partition the feature space into K finite subsets and applies conformal inference to each of
the subsets:
P{Yn+1 ∈ Ĉ(Xn+1)|Xn+1 ∈ Xk} ≥ α, ∀k = 1, 2, . . . ,K.
2
for some fixed partition ∪Kk=1Xk = Rp. This approach requires to fix ∪Kk=1Xk before looking at
the test sample Xn+1. In particular, with ∪Kk=1Xk being a fixed partition, we can have less than
ideal performance for Xn+1 close to the boundary of Xk. A second approach is to reweight the
empirical distribution of {X1, . . . , Xn, Xn+1} with m different Gaussian kernels centered at a set
of fixed points {xi ∈ Rp, i = 1, . . . ,m}, and correspondingly, construct m different confidence
intervals Ĉ(Xn+1, xi), i = 1, . . . ,m for Yn+1. The final CI Ĉ(Xn+1) = ∪mi=1Ĉ(Xn+1, xi) is
the union of all constructed CIs [8]. Similar to the previous approach, it is not ideal to have fixed
{xi ∈ Rp, i = 1, . . . ,m}, and the action of taking the union may lead to unnecessarily wide CIs.
Another line of related work consider better score functions for constructing the prediction intervals
[5, 9, 10, 11, 12, 13]. In Romano et al. [9] and Kivaranovic et al. [10], the authors use score
functions based on estimated quantiles instead of estimated mean values. In Izbicki et al. [12] and
Chernozhukov et al. [13], the authors consider score functions based on estimates of the conditional
cumulative distribution/density of y given x. Such methods tend to enjoy good empirical results
when we can learn the quantiles/densities reasonably well. They are very different from the localized
conformal prediction. The former find pre-fixed score functions V (.) that are more homogenous but
follows the usual conformal prediction construction once given the score function, while the later
extends the core idea of conformal prediction and allows up-weighting samples close to a given test
sample for any score function considered. They are also not competing with each other: we can
always use a perhaps better score function, and apply the idea of localized conformal prediction
to guard against overall poor results driven by a small percent of regions, or significant remaining
heterogeneity due to a bad model fit. Another slightly related idea is to reweight the training samples
to match the distribution of a batch of test samples [8]. In Barber et al. [8], the authors consider an
average coverage for the test sample distribution given that we have enough test samples to estimate
the covariate shift [14, 15, 16, 17]: it uses a pre-fixed weighting function to control the marginal
coverage under the test data distribution, and the CIs around the scores will still be homogeneous.
Again, it is different from the localized conformal prediction nor does it compete with the localized
conformal prediction. In the supplement, we further demonstrate this by applying localized conformal
prediction to the covariate shift scenario, and show that the localized&covariate shift conformal
prediction can have narrower confidence bands for regions with enough training samples compared
when the distributions of the training and test data are very different.
3 Localized conformal inference with fixed score function V (.)
We start with the setting where the score function V (.) is fixed. For example, V (x, y) = |y − µ(x)|
where µ(x) is a fixed prediction function for the response y ∈ R at x ∈ Rp. In practice, this can
correspond to the cases where
1. We perform sample splitting, using one fold of the data to train V (.) and the other fold to
perform conformal inference.
2. We have learned V (.) from previous data, but want to apply it to a new data set.
Let the localizer function H(x1, x2, X) ∈ [0, 1] for x1, x2 ∈ Rp be a function that may depend
on the set X = {X1, . . . , Xn+1}, and always satisfies H(x, x,X) = 1 for all x ∈ Rp. For the
convenience of notation, we define Hi(.) := H(Xi, ., X) be the localizer centered at Xi, and
Hi,j := Hi(Xj) = H(Xi, Xj , X). For any distribution F on R, define its level α quantile as
Q(α;F) = inf{t : P{T ≤ t|T ∼ F} ≥ α}
Let δv be a point mass at v, v1:n :=
∑n
i=1 δvi be the empirical distribution of {v1, . . . , vn}, and
v1:n ∪ vn+1 :=
∑n+1
i=1 δvi be the empirical distribution of {v1, . . . , vn, vn+1}.
The biggest difference between conformal inference and localized conformal inference is that, instead
of using the level α quantile of the empirical distribution, we consider the level α˜ quantile of the
weighted empirical distribution, with weight proportional to Hn+1,i for sample Xi. The weights
allow us to emphasize more the samples close to Xn+1. Let pHi,j :=
Hij∑n+1
k=1 Hik
for i, j = 1, . . . , n+ 1,
and define Fˆi :=
∑n+1
j=1 p
H
i,jδVj as the weighted empirical distribution of {V1, . . . , Vn, Vn+1} using
the localizer centered at Xi, for i = 1, . . . , n+ 1. Let Fˆ =
∑n
i=1 p
H
n+1,iδVi + p
H
n+1,n+1δ∞ be the
distribution replacing Vn+1 with∞ in Fˆn+1. We show that α˜ can be strategically chosen to guarantee
the finite sample coverage.
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Corollary 3.1. Let Z1, . . . , Zn+1
i.i.d∼ P , and V (.) be a fixed function. For any α˜, let v∗i =
Q(α˜; Fˆi), i = 1, 2, . . . , n+ 1. If α˜ satisfies
n+1∑
i=1
1
n+ 1
1Vi≤v∗i ≥ α. (G1)
then P
{
Vn+1 ≤ Q(α˜; Fˆn+1)
}
≥ α, and thus, P
{
Vn+1 ≤ Q(α˜; Fˆ)
}
≥ α.
Corollary 3.1 is a special case of Theorem 5.2. Here, we provide some intuition for why such an α˜ can
guarantee a level α coverage. Conformal inference relies on the exchangeability of data. However,
when weighting samples based on a localizer, we break the exchangeability in the training and test
samples. Corollary 3.1 suggests a way of picking α˜ that restores some underlying exchangeability, by
considering not only the weighted samples based on the localizer around Xn+1, but also localizers
around each of the trainings samples X1, . . . , Xn.
It is obvious that for Vn+1 = V (Xn+1, y) and any given y, v∗i is non-decreasing in α˜. Thus, α˜
satisfies eq. (G1) if any smaller value satisfies it. In practice, we would like to pick a small α˜ in order
to construct a short CI. Based on Corollary 3.1, to obtain an interval Ĉ(Xn+1) for Yn+1, for every
possible response value y, we let α˜(y) be the smallest value for α˜ that we can find such that eq. (G1)
holds with Vn+1 = V (Xn+1, y), and include y in Ĉ(Xn+1) if V (Xn+1, y) ≤ Q(α˜(y); Fˆ).
Such an algorithm is too computationally expensive to carry out in practice. We instead provide
Theorem 3.2 which is the foundation of a practical procedure.
Theorem 3.2. Let Z1, . . . , Zn+1
i.i.d∼ P , and V (.) be a fixed function. For any α˜, let v¯∗ = Q(α˜; Fˆ),
v∗i1 = Q(α˜;
∑n
j=1 p
H
i,jδVj + p
H
i,n+1δv¯∗), v
∗
i2 = Q(α˜;
∑n
j=1 p
H
i,jδVj + p
H
i,n+1δ0). If v¯
∗ =∞ or if
n∑
i=1
1
n+ 1
1Vi≤v∗i1 ≥ α and
n∑
i=1
1
n+ 1
1Vi≤v∗i2 +
1
n+ 1
≥ α. (G2)
then we have P
{
Vn+1 ≤ Q(α˜; Fˆ)
}
≥ α.
Instead of finding the value α˜(y) that makes eq. (G1) hold for each y, we find α˜ that makes eq. (G1)
hold for all y simultaneously. Two components in eq. (G2) can be viewed as two hardest cases in eq.
(G1): (1) when V (Xn+1, y) = 0, and (2) when V (Xn+1, y) = v¯∗. This argument can provide some
intuition, although the actual proof is more complicated than this. Based on Theorem 3.2, we can
use Algorithm 1 to construct the CI for Yn+1, which first constructs the CI for Vn+1 by doing a grid
search over a set of candidate values of α˜ to find a small value satisfying eq. (G1).
Algorithm 1 Localized conformal inference with fixed score function
Input: Level α, scores V , weights matrix pH and grid values 0 ≤ α1 < . . . < αM ≤ 1 (for α˜).
Output: The constructed CI as Ĉ(Xn+1) = {y : V (Xn+1, y) ≤ Q(α˜; Fˆ)}.
1. Grid-search for α˜, find the smallest value such that either eq. (G2) holds or Q(α˜; Fˆ) =∞.
2. Invert V (Xn+1, y) ≤ Q(α˜; Fˆ) to construct the CI for Yn+1.
Now, α˜ and Fˆ do not depend on y, and typically, it is easy to invert V (x, y) ≤ Q(α˜; Fˆ) for any given
x. As a direct application of Theorem 3.2, Algorithm 1 achieves the finite sample coverage guarantee.
Corollary 3.3. Let Z1, . . . , Zn+1
i.i.d∼ P , and V (.) be a fixed function. Let Ĉ(Xn+1) := {y :
V (Xn+1, y) ≤ Q(α˜, Fˆ)} as described in Algorithm 1. Then we have P{Yn+1 ∈ Ĉ(Xn+1)} ≥ α.
Usual conformal inference is a special case of localized conformal inference when Hi,j = 1.
Proposition 3.4. Let Hi,j = 1, ∀i, j = 1, . . . , n + 1, and let α˜ = α. Then, either v¯∗ = ∞ or
eq. (G2) holds, and Theorem 3.2 recovers the result that P {Vn+1 ≤ Q(α;V1:n ∪ {∞})} ≥ α.
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Two questions the reader may want to ask are: (1) how tight is the coverage of the localized conformal
prediction CI, and (2) what happens if we simply let α˜ = α without tuning it based on eq. (G2)? The
answer to both of these will depend on the localizer H . In Theorem 3.1, the coverage may not be
exactly α because we may not be able to select α˜ such that
∑n+1
i=1
1
n+11Vi≤v∗i = α exactly. However,
Corollary 3.5 says that if we take a random decision rule to get rid of the rounding issue in Corollary
3.1, then the resulting randomized decision rule will be tight.
Corollary 3.5. In the setting of Theorem 3.2, for any α ∈ (0, 1), let α˜1 be the smallest value of α˜
such that
∑n+1
i=1
1
n+11Vi≤v∗i ≥ α, and let α˜2 be the largest of α˜ such that
∑n+1
i=1
1
n+11Vi≤v∗i < α.
Let α1, α2 be the values of
∑n+1
i=1
1
n+11Vi≤v∗i attained at α˜1, α˜2, and let α˜ =
{
α˜1 w.p.
α−α2
α1−α2
α˜2 w.p.
α1−α
α1−α2
.
Then, we have P
{
Vn+1 ≤ Q(α˜; Fˆ)
}
= α.
Corollary 3.5 is a special case of Theorem 5.5. For the second question, we provide Example 3.6 and
Example 3.7 here, which show that letting α˜ = α may lead to both over-coverage and under-coverage.
Example 3.6. Let α ∈ (0, 1), let PX be any jointly continuous density for feature x, and consider
the localizer H(x1, x2) = exp(− |x1−x2|σ ). For any 1 >  > α, we can always choose σ to
be small enough such that with probability at least , we have
∑n
i=1H(Xn+1, Xi) <
1
α when
X1, . . . , Xn+1 are independently generated from PX . Then, with probability at least , we will have
Q(α; Fˆ ) =∞ > Vn+1. Hence, the achieved coverage is at least  > α.
Example 3.7. We consider an intuitive approach that practitioners may want to perform in practice:
Let Hi,j = 1|Xj−Xi|≤h for some fixed distance h and let α˜ = α ∈ (0, 1). Consider the following
distribution:
Xi =

−1 w.p 1−α2−α
0 w.p (1− 2(1−α)2−α )
1 w.p 1−α2−α
and Yi = Xi + i with i|Xi ∼ Uniform([−2|Xi|, 2|Xi|]). Let V (x, y) = |y − x|. Then
Vi ∼ Uniform(0, 2|Xi|). Suppose we set h = 1.5, and consider the asymptotic case when
n → ∞: If Xn+1 = 1, we know that the method considers only training samples at 1 and at
0, with asymptotic proportions (1 − α) and α respectively. Then Q(α; Fˆ) → 0 at Xn+1 = 1 and
P (Vn+1 ≤ Q(α; Fˆ)|Xn+1 = 1) → 0. Similarly, we have P (Vn+1 ≤ Q(α; Fˆ)|Xn+1 = −1) → 0.
Thus, the achieved coverage is asymptotically 1− 2(1−α)2−α , and we have an under-coverage of
α− (1− 2(1− α)
2− α ) =
α(1− α)
2− α ,∀α ∈ [0, 1]
3.1 Choice of H
The choice of H will greatly influence how localized our algorithm is. Suppose that we have a
data set D0 which is generated according to P and is independent of Z = {Z1, . . . , Zn, Zn+1}. We
consider two types of localizers and will tune them using D0:
1. Distance based localizer: Hh(x1, x2, X) = 1{| x2−x1h |≤1}.
2. Nearest-neighbor based localizer: Hh(x1, x2, X) = 1{|x1−x2|≤Q( hn ;
∑n+1
i=1 δ|Xi−x1|)}
.
In practice, we want to to tradeoff between locality and volatility, and choose h to have relatively
narrow and stable CIs for most of the samples. We propose a way of doing it in a data adaptive
way, and we give details of the proposal in Supplement section C. Also, when the dimension of the
features is high, we may want to find some low dimensional space to capture the heterogeneity in
the score functions and use weights based on the low dimensional projected distances. Finding good
low dimensional projection with high dimensional data is a non-trivial and separate topic, and we
consider only low dimensional features in the main paper. A relatively simple high dimensional
example is given in Supplement section C for illustrating purpose.
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Table 1: Example 4.1, Coverage. Column names h1, h2, h3 represent the tuning parameter being
0.1, 1, hˆ1 for the distance based localizer H1h and tuning parameters being 40, 500, hˆ2 for the
nearest-neighbor based localizer H2h.
α = .95 (a) (b) (c)
h1 h2 h3 h1 h2 h3 h1 h2 h3
CB 0.95 0.94 0.96
LCB, H1 0.96 0.96 0.96 0.96 0.94 0.95 0.96 0.96 0.96
LCB, H2 0.96 0.96 0.96 0.96 0.94 0.95 0.96 0.96 0.96
α = .80 h1 h2 h3 h1 h2 h3 h1 h2 h3
CB 0.80 0.81 0.81
LCB, H1 0.81 0.81 0.81 0.82 0.82 0.82 0.81 0.82 0.81
LCB, H2 0.81 0.81 0.81 0.82 0.82 0.82 0.81 0.82 0.81
4 Empirical study with fixed V(.)
We compare the localized conformal inference band (LCB) using Algorithm 1 and conformal
inference band (CB) in this section.
Example 4.1. Let Xi ∼ N(0, 1) and Yi = Xi + i for i = 1, . . . , n + 1. We use the fixed
score function V (Xi, Yi) = |Yi − Xi| to do inference for both the conformal and localized
conformal approaches. For localized conformal inference, we consider the distance based lo-
calizer H1h(Xj , Xi) = 1|Xi−Xj |≤h and the nearest-neighbor based localizer H
2
h(Xj , Xi) =
1|Xi−Xj |≤Q( hn ;
∑n+1
k=1
1
n+1 δ|Xk−Xi|)
for h nearest neighbors. We try three different values h1, h2
and h3 of the tuning parameter h. For H1h, we let h1 = .1, h2 = 1 and h3 = hˆ1, and for H
2
h, we
let h1 = 40, h2 = 500 and h3 = hˆ2, where hˆ1 and hˆ2 are automatically chosen using another i.i.d
generated data set with n samples according to Appendix C in the Supplement.
For each of the following noise generating mechanisms, we let n = 500 and repeat the experiment
1000 times: (a) i
i.i.d∼ N(0, 1), (b)i|Xi ∼ 12|Xi|+1N(0, 1), or (c)i|Xi ∼
|Xi|
|Xi|+1N(0, 1). Table 1
shows the achieved coverage for α = .80 and α = 0.95. We can see that both conformal prediction
and localized conformal prediction with different localizers have achieved the desired coverage.
Figure 2 shows the constructed confidence bands across 1000 repetitions using different methods at
α = .95.
As h increases, the localized conformal bands become more similar to the conformal bands. Compar-
ing results for localized conformal inference with h = h1 and h = h2, we see that small h reveals
more local structure. Using the automatic tuning procedure, we have successfully chosen large h
when the underlying distribution of V (Xn+1) is homogeneous and small h when it is heterogeneous
across different values of Xn+1.
5 Extensions
In this part, we draw a connection between the method of localized conformal and the notion of local
coverage/asymptotic conditional coverage, and consider an extension where the score function can be
data-dependent (but the exchangeability requirement is still needed).
5.1 Local and asymptotic conditional coverage
In [8], the authors suggest to consider the following type of local coverage: let x0 ∈ Rp and P x0X be
a distribution concentrated at x0, with
dP
x0
X (x)
dx ∝ dPX(x)dx K(x−x0h ) and K(xh ) being the Gaussian
kernel with bandwidth h, we would like Ĉ(x0) such that
P{Y˜n+1 ∈ Ĉ(x0)} ≥ α, X˜n+1 ∼ P x0X , Y˜n+1|X˜n+1 ∼ PY |X (4)
The proposal discussed in [8] considers the situation where we want eq. (4) to hold for a set of fixed
values for x0, and different values of x0 can lead to different constructed CIs for a new observation
Xn+1 (see section 2).
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Figure 2: Example 4.1. Confidence bands constructed using 1000 repetitions with targeted level at
α = .95. The black, blue, red and green dots respectively represent (1) the true responses for the test
samples (response), (2) the conformal confidence bands (CB), (3) the localized conformal confidence
bands with distance localizer H1h (LCB1), and (4) the localized conformal confidence bands with
nearest-neighbor based localizer H2h (LCB2). The red dots close to the top and bottom within each
plot represent samples whose CIs based on LCB1 have infinite length (both the CB and the LCB2 do
not have infinite length CI by construction).
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With the score function V (.) fixed, localized conformal inference provide a simple way to construct
a unique Ĉ(Xn+1) for every test sample such that the type local coverage requirement defined in
eq.(4) is satisfied.
LetH(x1, x2, X) = H(x1, x2) to be a data-independent localizer and define the localized distribution
P x0X (.) around x0 as
dP
x0
X (x)
dx ∝ dPX(x)dx H(x0, x), and Fˆ is defined with the localizer H(Xn+1, .).
Theorem 5.1. (a) Let Z1, . . . , Zn
i.i.d∼ P and V (.) to be fixed. Let Ĉ(Xn+1) := {y : V (Xn+1, y) ≤
Q(α, Fˆ)}. Conditional on Xn+1, let X˜n+1|Xn+1 ∼ PXn+1X , and Y˜n+1|X˜n+1 ∼ PY |X . Then, we
have P{Y˜n+1 ∈ Ĉ(Xn+1)|Xn+1 = x0} ≥ α for all x0.
(b) If the data distribution satisfies regularity conditions: (1) X is on [0, 1]d with marginal density
satisfying 0 < b1 ≤ pX(x) ≤ b2 <∞ for constants b1, b2. (2) The conditional density of V given
X is Lipschitz in X: ‖pV |X(.|x) − pV |X(.|x′)‖∞ ≤ L‖x − x′‖ for a constant L. Then, we have
[α−P(Yn+1 ∈ Ĉ(Xn+1)|Xn+1 = x0)]+ h→0→ 0.
The confidence interval Cˆ(Xn+1) is indexed by Xn+1, and when the training set does not change,
we will have a unique confidence interval for every realization of Xn+1. The regularity conditions
here are essentially a subset of regularity conditions used in Lei and Wasserman [4]. With a Gaussian
kernel, we can have local coverage when setting α˜ = α under relatively mild regularity conditions as
the bandwidth h→ 0. We defer the discussion of efficiency as a future work since it will depend on
both the score function used, sample size and localizers, while we want to focus on introducing the
idea of localized conformal prediction as an extension to the general conformal prediction framework.
5.2 Localized conformal inference with data-dependent score function
In this section, we consider a more general case where the score function can have some
data dependency but still leads to exchangeability. Let Z = {Z1, . . . , Zn, Zn+1} be the set
of training and test samples, the score function can depend on the set Z but not their order-
ing, and have the form V (., Z). To accommodate for this more general case and distinguish
it from the case with fixed score function, we introduce some new notations for convenience.
Define V zn+1i := V (Zi, Z)|Zn+1=zn+1 and Fˆzn+1i :=
(∑n+1
j=1 p
H
i,jδV Zn+1i
)
|Zn+1=zn+1 ,∀i =
7
1, . . . , n + 1, and Fˆzn+1 :=
(∑n
j=1 p
H
n+1,jδV Zn+1j
+ pHn+1,n+1δ∞
)
|Zn+1=zn+1 , as the realiza-
tions of V (Zi, Z) and the weighted distribution Fˆi , Fˆ at Zn+1 = zn+1. For example, V zn+1n+1 =
V (zn+1, {Z1, . . . , Zn, zn+1}) and V zn+1i = V (Zi, {Z1, . . . , Zn, zn+1}) for i = 1, . . . , n. We will
always use V and F with the superscript to represent that data-dependency is allowed, and use the
ones without superscript to represent that the score function is fixed. Theorem 5.2 and Theorem 5.5
are extensions of Corollary 3.1 and 3.5, allowing for data dependent score functions.
Theorem 5.2. Let Z1, . . . , Zn+1
i.i.d∼ P . For any α˜, define v∗i = Q(α˜; Fˆzn+1i ), i = 1, 2, . . . , n+ 1.
If α˜ satisfies
n+1∑
i=1
1
n+ 1
1
V
Zn+1
i ≤v∗i
≥ α (5)
Then P
{
V
Zn+1
n+1 ≤ Q(α˜; FˆZn+1n+1 )
}
≥ α, and thus, P
{
V
Zn+1
n+1 ≤ Q(α˜; FˆZn+1)
}
≥ α.
Remark 5.3. Same as in Proposition 3.4, when Hi,j = 1, we have FˆZn+1 = V Zn+11:n ∪ {∞}, and
v∗i = Q(α˜;V
Zn1
1:(n+1)), ∀i = 1, . . . , n+ 1. Since eq.(5) holds for if and only if v∗i ≥ Q(α;V
Zn1
1:(n+1)).
We recovered the conformal inference result [1]: P
{
V
Zn+1
n+1 ≤ Q(α;V Zn+11:n ∪ {∞})
}
≥ α.
Corollary 5.4 is a direct application of Theorem5.2.
Corollary 5.4. In the setting of Theorem 5.2, let zn+1 = (Xn+1, y), and let α˜(y) be values indexed
by y. Let Ĉ(Xn+1) := {y : V zn+1n+1 ≤ Q(α˜(y); Fˆzn+1)}. If α˜(y) satisfies eq. (5) at Zn+1 = zn+1,
we have P
{
Yn+1 ∈ Ĉ(Xn+1)
}
≥ α.
Same as in the setting with fixed score function, Theorem 5.5 says that if we take a random decision
rule to get rid of the rounding issue in Theorem 5.2, then the resulting randomized decision rule will
be tight.
Theorem 5.5. In the setting of Theorem 5.2, for any α ∈ (0, 1), let α˜1 be the smallest
value of α˜ such that
∑n+1
i=1
1
n+11V
Zn+1
i ≤v∗i
≥ α, and let α˜2 be the largest of α˜ such that∑n+1
i=1
1
n+11V
Zn+1
i ≤v∗i
< α. Let α1, α2 be the values of
∑n+1
i=1
1
n+11V
Zn+1
i ≤v∗i
attained at α˜1,
α˜2, and let α˜ =
{
α˜1 w.p.
α−α2
α1−α2
α˜2 w.p.
α1−α
α1−α2
. Then, we have P
{
Vn+1 ≤ Q(α˜; Fˆ)
}
= α.
We do not show experiments with the data-dependent score function because this general recipe
described in Theorem 5.2 is too computationally expensive: for every y, we need to retrain our predic-
tion model to get V zn+1(x) and then re-calculate v∗i and α˜(y). Similar problems are encountered by
the conformal prediction for data dependent score function V (., Z). We include the general setting
here for the sake of completeness and show that the idea of localized conformal inference can be
extended to the regime where the idea of conformal prediction also works.
6 Discussion
In this paper, we have described a new way perform conformal prediction with localization. This
localized conformal prediction approach allows us to focus on a local region around a given test sam-
ple, and have finite sample coverage guarantee without distributional assumptions on Y |X . Besides
constructing more localized assumption-free confidence intervals, another interesting application
would be to apply the idea of localized conformal prediction under the presence of outliers. Conformal
inference has been used in classification problems for outlier detection [18, 19]. Localized conformal
inference with distance-based localizer seems to be an useful framework for making prediction in the
presence of outliers, for both regression and classification problems if we can find a proper localizer.
Compared with most other outlier detection approaches [20, 21], it can use information from the
response, since the degree of localization will depend on the distribution of prediction errors.
In Appendix A, we generalize the localized conformal prediction to the setting where there might
be covariate shift. We compare localized&covariate shift conformal prediction with the conformal
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prediction construction under covariate shift[8] and show that the localized version could lead to more
desirable construction when the test samples are very different from the training samples. In Appendix
B, we provide proofs to all Theorems/Propositions in the main paper and in this Supplement. In
Appendix C, we provide details of picking the “bandwidth" h adaptively and automatically for the
localizer to achieve narrow and stable confidence bands, and a demonstrative example of applying
the localized conformal prediction to high dimensional data.
A Localized conformal prediction under covariate shift
When there is potential covariate-shift, we assume the training and test data can be generated from
different distributions in their feature space [14, 15, 16, 17]:
Zn+1 ∼ P˜ = P˜X × PY |X , Zi i.i.d∼ P = PX × PY |X , i = 1, . . . , n.
The distribution of Y |X is still assumed to be the same for the training and test samples. The work
of [8] extends conformal inference to this setting. Assuming that P˜X is absolutely continuous with
respect to PX , with known w(x) = dPXdP˜X , we can perform conformal inference using weighted
exchangeability.
Proposition A.1 (Barber et al. [8]). Let pi = w(Xi)∑n+1
i=1 w(Xi)
. For any α, we have
P (V
Zn+1
n+1 ≤ Q(α;
n∑
i=1
piδV Zn+1i
+ pn+1δ∞}) ≥ α.
Knowing the density ratio function w(x), we can generalize localized conformal inference to take
into consideration the covariate shift in a straightforward manner: both Theorem A.4 and Theorem
A.7 consider this general case.
Assumption A.2. The samples are independently generated and the distributions of the training
samples and the test sample can be different due to covariance-shift:
Zn+1 ∼ P˜ = P˜X × PY |X , Zi ∼ P = PX × PY |X , ∀i = 1, 2, . . . , n
Assumption A.3. P˜X is absolute continuous with respect to PX , with w(x) = dP˜X(x)dPX(x) .
We consider w(x) to be known. When w(x) = 1, ∀x ∈ Rp, we return to the i.i.d data setting.
Theorem A.4. Suppose that Assumptions A.2 - A.3 hold. For any α˜, define v∗i = Q(α˜; FˆZn+1i ), i =
1, . . . , n+ 1. If
n+1∑
i=1
w(Xi)∑n+1
j=1 w(Xj)
1
V
Zn+1
i ≤v∗i
≥ α (G1w)
Then P (V Zn+1n+1 ≤ Q(α˜; FˆZn+1n+1 ) ≥ α, and thus, P (V Zn+1n+1 ≤ Q(α˜; FˆZn+1) ≥ α.
Corollary A.5 is a direct application of Theorem A.4.
Corollary A.5. In the setting of Theorem A.4, let zn+1 = (Xn+1, y), and α˜(y) be any value that
satisfies eq. (G1w) when Vn+1 = V (zn+1). Let Ĉ(Xn+1) := {y : V zn+1n+1 ≤ Q(α˜(y); Fˆzn+1)}. Then
P (y ∈ Ĉ(Xn+1)) ≥ α.
Theorem A.4 provides a way to choose α˜ with guaranteed coverage, by considering localizers
centered at each of the samples to restore exchangeability. Theorem A.6 says that if we take a random
decision rule to get rid of the rounding issue, we can have an algorithm with tight coverage.
Theorem A.6. In the setting of Theorem A.4, for any α ∈ (0, 1), let α˜1 be the smallest value of
α˜ such that
∑n+1
i=1
w(Xi)∑n+1
j=1 w(Xj)
1
V
Zn+1
i ≤v∗i
≥ α, and let α˜2 be the largest value of α˜ such that∑n+1
i=1
w(Xi)∑n+1
j=1 w(Xj)
1
V
Zn+1
i ≤v∗i
< α. Let α1, α2 be the values of
∑n+1
i=1
w(Xi)∑n+1
j=1 w(Xj)
1
V
Zn+1
i ≤v∗i
attained at α˜1, α˜2, and let α˜ =
{
α˜1 w.p.
α−α2
α1−α2
α˜2 w.p.
α1−α
α1−α2
. Then, P
{
V
Zn+1
n+1 ≤ Q(α˜; FˆZn+1)
}
= α.
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When the score function is fixed, we can come up with a decision rule that does not depend on y.
Theorem A.7. Suppose Assumption A.2 - A.3 hold. Let V (.) to be a fixed function. For any α˜, define
v¯∗ = Q(α˜; Fˆ) and v∗i1 = Q(α˜;
∑n
j=1 p
H
i,jδVj + p
H
i,n+1δv¯∗), v
∗
i2 = Q(α˜;
∑n
j=1 p
H
i,jδVj + p
H
i,n+1δ0).
If v¯∗ =∞ or if
n∑
i=1
w(Xi)∑n+1
j=1 w(Xj)
1Vi≤v∗i1 ≥ α,
n∑
i=1
w(Xi)∑n+1
j=1 w(Xj)
1Vi≤v∗i2 +
w(Xn+1)∑n+1
j=1 w(Xj)
≥ α. (G2w)
Then we have P (Vn+1 ≤ Q(α˜; Fˆ) ≥ α.
Corollary A.8 is a direct application of Theorem A.7.
Corollary A.8. In the setting of Theorem A.7, let zn+1 = (Xn+1, y) and Ĉ(Xn+1) := {y :
V (zn+1) ≤ Q(α˜; Fˆ)}. If v¯∗ =∞ or if eq.(G2w) holds, then we have P (Yn+1 ∈ Ĉ(Xn+1)) ≥ α.
More concretely, to accommodate to the covariate shift, we need only to consider a weighted
evaluation equations in Theorem 3.2/Algorithm 1 (fixed score function) and Theorem 5.2 (data-
dependent score function) :
1. In Theorem 3.2//Algorithm 1, we change eq. (G2) into
n∑
i=1
w(Xi)∑n+1
j=1 w(Xj)
1Vi≤v∗i1 ≥ α,
n∑
i=1
w(Xi)∑n+1
j=1 w(Xj)
1Vi≤v∗i2 +
w(Xn+1)∑n+1
j=1 w(Xj)
≥ α.
2. Theorem 5.2 , we change eq. (5) into
n+1∑
i=1
w(Xi)∑n+1
j=1 w(Xj)
1
V
Zn+1
i ≤v∗i
≥ α.
Under the covariate shift, localized conformal inference may help to limit the influence of samples
with extremely large weight w(Xi). If P˜X and PX are not close to each other, the (weighted)
conformal prediction may construct a CI strongly influenced by a few samples with extremely large
w(Xi), even though Xn+1 can be far from those Xi.
To illustrate this, let Yi = Xi + i, with i ∼ N(0, 1) for i = 1, . . . , n + 1, and Xi ∼ N(0, 1) for
i = 1, . . . , n, Xn+1 ∼ N(3, 1). Consider the score function V (x, y) = |y − x| and let the training
sample size be n = 500. We compare conformal prediction and localized conformal prediction, both
under covariate shift. For localized conformal prediction, we use a nearest-neighbor based localizer:
H(x1, x2, X) = w(x2)1{|w(x2)−w(x1)|≤Q( hn+1 ;
∑n+1
i=1 δ|w(Xi)−w(x1)|)}
We let h = 450 to limit the influence of the training samples with extreme weights on Xn+1 far away
from them. We repeat the experiment 10 times and plot the constructed confidence bands using both
methods for x ≤ 2 in Figure 3. We overlap the localized conformal bands and the conformal bands,
and observe that localized inference leads to less volatile CIs for test samples in this regime. For
x > 2, localized conformal prediction can produce wider CIs and more CIs with infinity lengths
compared with the conformal prediction. This might actually be desirable since there are very few
training samples with x > 2, and in practice, we could want a wide/infinity CI to characterize the
lack in training samples at corresponding regions.
B Proofs
Theorems 3.2, 5.2 and 5.5 are special cases of Theorems A.7 ,A.4 and A.6 when w(X) = 1. Hence,
we will prove the later in this section. This section is organized as following. We first give proofs to
Proposition 3.4. We then give proofs to A.4 and A.6 with the help from Lemma B.1 and B.2. We
prove next Theorems A.7 by showing that it can guarantee the worst case scenario in Theorem A.4
for any pre-fixed score function. We present proofs to Theorem 5.1 by the end of this section.
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Figure 3: Conformal inference (blue) and localized conformal inference with automatically chosen h
(red) at level α = .95. The localized inference leads to less volatile CIs for samples that are close to
the training.
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B.1 Proof of Proposition 3.4
Proof of Proposition 3.4. When Hi,j = 1 and α˜ = α, we know v¯∗ = Q(α;V1:n ∪ {∞}),v∗i1 =
Q(α;V1:n ∪ {v¯∗}) and v∗i2 = Q(α;V1:n ∪ {0}), ∀i = 1, . . . , n. Without loss of generality, suppose
V1 ≤ V2 ≤ . . . ≤ Vn and v¯∗ = Vd(n+1)αe. We show that we must have v¯∗ = ∞ or eq. (G2). If
v¯∗ <∞, then, we have d(n+ 1)αe ≤ n, and
1. If v∗i,1 = v < v¯
∗, then, v¯∗ and {Vd(n+1)αe, Vd(n+1)αe+1, . . . , Vn} are both greater than v.
Thus, v is at most d(n+1)αe−1n+1 < α quantile of the empirical distribution V1:n ∪{v¯∗}, which
is a contradiction. On the other hand, by definition of v¯∗, we know
n∑
i=1
1
n+ 1
1Vi≤v¯∗ +
1
n+ 1
1∞≤v¯∗ =
n∑
i=1
1
n+ 1
1Vi≤v¯∗ ≥ α.
Hence,
∑n
i=1
1
n+11Vi≤v∗i1 ≥ α.
2. It is easy to check that v∗i,2 = Q([α− 1n+1 ]+ nn+1 ;V1:n). Hence, v∗i,2 is the d[α− 1n+1 ]+ n
2
n+1e
smallest value in {V1, . . . , Vn}. Consequently, we have
n∑
i=1
1
n+ 1
1Vi≤v∗i2 +
1
n+ 1
=
d[α− 1n+1 ]+ n
2
n+1e+ 1
n+ 1
≥ dα˜
n2
n+1 +
(n+1)2−n2
n+1 e
n+ 1
≥ dα(n+ 1)e
n+ 1
.
Combine them together, we know that α˜ = α leads to v¯∗ =∞ or eq. (G2), and Theorem 3.2 recovers
the result that
P {Vn+1 ≤ Q(α;V1:n ∪ {∞})} ≥ α.
B.2 Proofs Theorems of A.4 and A.6
Lemma B.1 and Lemma B.2 are important components for the proofs of Theorems of A.4 and A.6.
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Lemma B.1. For any α and sequence {V1, . . . , Vn+1}, we have
Vn+1 ≤ Q(α;
n∑
i=1
piδVi + pn+1δVn+1)⇔ Vn+1 ≤ Q(α;
n∑
i=1
piδVi + pn+1δ∞),
where
∑n
i=1 piδVi+pn+1δVn+1 and
∑n
i=1 piδVi+pn+1δ∞ are some weighted empirical distributions
with weights pi ≥ 0 and
∑n+1
i=1 pi = 1.
Proof of Lemma B.1. By definition, we know
Vn+1 ≤ Q(α;
n∑
i=1
piδVi + pn+1δVn+1)⇒ Vn+1 ≤ Q(α;
n∑
i=1
piδVi + pn+1δ∞).
To show that Lemma B.1 holds, we only need to show that
Vn+1 > Q(α;
n∑
i=1
piδVi + pn+1δVn+1)⇒ Vn+1 > Q(α;
n∑
i=1
piδVi + pn+1δ∞).
Without loss of generality, we assume 0 = V0 ≤ V1 ≤ V2 ≤ . . . ≤ Vn, and consider the case where
Vn+1 > Q(α;
∑n
i=1 piδVi + pn+1δVn+1).
In this case, we must have
∑n
i=1 pi ≥ α, and the empirical lower α quantile is the smallest index
i such that
∑i
j=1 pj ≥ α. Let i∗ ≤ n be this index. Since Vn+1 > Vi∗ and
∑i
j=1 pj ≥ α, by
definition, we know
n∑
i=1
1Vi≤Vi∗ ≥ α⇔ Q(α;
n∑
i=1
piδVi + pn+1δ∞) ≤ V ∗i
⇒Vn+1 > Q(α;
n∑
i=1
piδVi + pn+1δ∞).
Lemma B.2. For any event
T := {{Zi, i = 1, . . . , n+ 1} = {zi := (xi, yi), i = 1, . . . , n+ 1}} ,
we have
P{V Zn+1n+1 ≤ Q(α˜;
n+1∑
i=1
pHn+1,iδV Zn+1i
)|T } = E
{
n+1∑
i=1
w(xi)∑n+1
j=1 w(xj)
1vi≤v∗i |T
}
,
where vi = V (zi, (z1, . . . , zn, zn+1)), v∗i = Q(α˜;
∑n+1
j=1 p
H
i,jδV Zn+1j
) for i = 1, 2, . . . , n + 1, and
α˜ = α˜(Z) can be dependent of the data of through the set Z where Z = {Z1, . . . , Zn+1}. The
expectation on the right-hand-side is taken over the randomness of α˜ conditional on T .
Proof of Lemma B.2. Let σ be a permutation of numbers 1, 2, . . . , n+ 1. We know that
P (σn+1 = i|T ) = w(xi)#{σ : σn+1 = i}∑m+1
j=1 w(xj)#{σ : σn+1 = j}
=
w(xi)∑n+1
j=1 w(xj)
.
Also, since the function V (., Z) = V (.) and the localizer H(., ., X) = H(., .) have fixed function
forms conditional on T , and α˜ (can be random) is independent of the data conditional T , we also
have
P(V
Zn+1
n+1 ≤ Q(α˜;
n+1∑
i=1
pHn+1,iδV Zn+1i
)|T , α˜)
=
n+1∑
i=1
P (σn+1 = i|T )1{Vn+1≤v∗n+1(σ)|T ,σn+1=i}
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=n+1∑
i=1
w(xi)∑n+1
j=1 w(xj)
1{vi≤v∗n+1(σ)|T ,σn+1=i}
where v∗i (σ) = Q(α˜;
∑n
j=1 p
H
σi,σjδvσj ) is the realization of v
∗
i with data permutation σ conditional
on T and α˜:
v∗i (σ) = Q(α˜;
n+1∑
k=1
H(xσi , xσk)∑n+1
j=1 H(xσi , xσj )
δvσk )
With a slight abuse of notation, we let v∗i corresponds to the case where σi = i. We immediately
observe that
v∗i (σ) = v
∗
σi (6)
Consequently, we have P{V Zn+1n+1 ≤ v∗n+1|T , α˜} =
∑n+1
i=1
w(xi)∑n+1
j=1 w(xj)
1{vi≤v∗i }. Marginalize over
α˜|T , we have
P{V Zn+1n+1 ≤ v∗n+1|T , α˜} = E{
n+1∑
i=1
w(xi)∑n+1
j=1 w(xj)
1{vi≤v∗i }|T }
B.2.1 Proof of Theorem A.4
Define
T := {{Zi, i = 1, . . . , n+ 1} = {zi := (xi, yi), i = 1, . . . , n+ 1}} .
When we choose α˜ such that eq.(G1w) is satisfied, this decision rule does not depend on the ordering
of data conditional on T : for any permutation σ of numbers 1, 2, . . . , n+ 1, we have
n+1∑
i=1
w(Xi)∑n+1
j=1 w(Xj)
1
V
Zn+1
i ≤v∗i
|T , σ =
n+1∑
i=1
w(xσi)∑n+1
j=1 w(xσj )
1vσi≤v∗σi
=
n+1∑
i=1
w(xi)∑n+1
j=1 w(xj)
1vi≤v∗i .
Since V (., Z) and H(., ., X) are fixed functions conditional on T (see the arguments for eq.(6) in
Lemma B.2). Hence, apply Lemma B.2, we have
P{V Zn+1n+1 ≤ Q(α˜; FˆZn+1n+1 )|T } = E
{
n+1∑
i=1
w(xi)∑n+1
j=1 w(xj)
1vi≤v∗i |T
}
≥ α.
Marginalize over T , we have
P{V Zn+1n+1 ≤ Q(α˜; FˆZn+1n+1 )} ≥ α.
By Lemma B.1, equivalently, we also have
P{V Zn+1n+1 ≤ Q(α˜; FˆZn+1)} ≥ α.
B.2.2 Proof of Theorem A.6
Define
T := {{Zi, i = 1, . . . , n+ 1} = {zi := (xi, yi), i = 1, . . . , n+ 1}} .
Following the same argument as used for α˜ in the proof of Theorem A.4, we know that both α˜1, α˜2
and α1, α2 are fixed conditional on T . As a result, when α˜ =
{
α˜1 w.p.
α−α2
α1−α2
α˜2 w.p.
α1−α
α1−α2
, we know that α˜
is independent of the data conditional on T . Apply Lemma B.2, we have
P{V Zn+1n+1 ≤ Q(α˜; FˆZn+1n+1 )|T } = E
{
n+1∑
i=1
w(xi)∑n+1
j=1 w(xj)
1vi≤v∗i |T
}
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= α1
α− α2
α1 − α2 + α2
α1 − α
α1 − α2 = α.
Marginalize over T , we have
P{V Zn+1n+1 ≤ Q(α˜; FˆZn+1n+1 )} = α.
By Lemma B.1, equivalently, we have
P{V Zn+1n+1 ≤ Q(α˜; FˆZn+1)} = α.
B.3 Proof of Theorem A.7
Before we proceed to the proof of Theorem A.7, we first introduce Lemma B.3.
Lemma B.3. Let Zn+1 = (Xn+1, y), let v∗i = Q(α˜;
∑n
j=1 p
H
i,jδVj + p
H
i,n+1δVn+1), ∀i =
1, 2, . . . , n + 1, and αˆ(y) :=
∑n+1
i=1
w(Xi)∑n+1
j=1j w(Xj)
1Vi≤v∗i for v
∗
i evaluated at Zn+1 = (Xn+1, y).
For any α˜ such that eq. (G2w) holds, we have miny αˆ(y) ≥ α.
Proof of Lemma B.3. The key observations which we use to prove Lemma B.3 are that, for any α˜, y
only influences v∗i through Vn+1.
• v∗i is non-decreasing as Vn+1 increases. Thus,
∑n
i=1
w(Xi)∑n+1
j=1j w(Xj)
1Vi≤v∗i is non-decreasing
as Vn+1 increases.
• v¯∗ = v∗n+1 if Vn+1 > v¯∗: If v¯∗ = ∞, we have v¯∗ = v∗n+1. Otherwise, the quantile
Q(α˜; Fˆ) takes value in {V1, . . . , Vn}, and suppose it is the (i∗)th(≤ n) smallest value in
{V1, . . . , Vn}. Without loss of generality, suppose V1 ≤ V2 ≤ . . . ≤ Vn. By definition, i∗ is
the smallest number such that
i∗∑
i=1
pHn+1,iδVj∑n+1
j=1 p
H
n+1,jδVj
≥ α˜.
On the one hand, according to the definition of Q(α˜; Fˆ), we have Q(α˜; Fˆ) ≤ Vi∗ . Hence,
v∗n+1 ≥ v¯∗. On the other hand, we always have Q(α; Fˆ) ≥ Q(α,
∑n+1
j=1 p
H
n+1,jδVj ).
Consequently, we have v¯∗ = v∗n+1.
This leads us to consider the following two cases:
1. If v¯∗ < Vn+1, use the fact that v∗i is non-decreasing in Vn+1 and v
∗
n+1 = v¯
∗, we have
inf
v¯∗<Vn+1≤∞
αˆ(y) = inf
Vn+1>v¯∗
n∑
i=1
w(Xi)∑n+1
j=1j w(Xj)
1Vi≤v∗i
≥
n∑
i=1
w(Xi)∑n+1
j=1 w(Xj)
1Vi≤v∗i1 .
2. If Vn+1 ≤ v¯∗, again by the non-decreasing nature of
∑n
i=1
w(Xi)∑n+1
j=1j w(Xj)
1Vi≤v∗i , we have
inf
Vn+1≤v∗n+1<∞
αˆ(y) =
n∑
i=1
w(Xi)∑n+1
j=1j w(Xj)
1Vi≤v∗i2 +
w(Xn+1)∑n+1
j=1j w(Xj)
.
Combine them together, we have
inf
y
αˆ(y) ≥ min(
n∑
i=1
w(Xi)∑n+1
j=1j w(Xj)
1Vi≤v∗i1 ,
n∑
i=1
w(Xi)∑n+1
j=1j w(Xj)
1Vi≤v∗i2 +
w(Xn+1)∑n+1
j=1 w(Xj)
).
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We now prove Theorem A.7 using Lemma B.2 and Lemma B.3.
Proof of Theorem A.7. Let T = {(Zi, i = 1, . . . , n + 1) = (zi, i = 1, . . . , n + 1)} be the set of
values for Z1, . . . , Zn+1, where zi = (xi, yi) for i = 1, . . . , n+ 1. Let σ1:(n+1) be a permutation of
{1, . . . , n+ 1}. By Lemma B.3, although α˜ does not depend on yn+1, we can still achieve
n+1∑
i=1
w(Xi)∑n+1
j=1j w(Xj)
1Vi≤v∗i,n+1 ≥ α
where v∗i,n+1 = Q(α˜; Fˆi) and α˜ is a value we found (based on some pre-fixed procedure) satisfying
eq. (G2w). Note that α˜ is not symmetric on the observations Z1, . . . , Zn+1, and it assigns Zn+1 a
special role. Hence, we can not directly apply Lemma B.2. To use Lemma B.2, we first apply Lemma
B.3 to permuted observations, which leads to the eq. (7):
n+1∑
i=1
w(Xσi)∑n+1
j=1j w(Xσj )
1Vσi≤v∗σi,σn+1 ≥ α (7)
where v∗σi,σn+1 = Q(α˜
σn+1 ; Fˆσi), and α˜σn+1 is a value for α˜ such that eq. (G2w) holds with the
permutation order σ. Since eq. (7) holds for any permutation σ, and the permutation only influence it
via α˜σn+1 , consider all the possibilities for σn+1, e.g., σn+1 = 1, . . . , n+ 1, we have
n+1∑
i=1
w(Xσi)∑n+1
j=1j w(Xσj )
1Vσi≤u∗σi ≥ α (8)
where u∗σi = Q(min
n+1
l=1 α˜
l; Fˆσi). The new quantity minn+1l=1 α˜l depends only on {Z1, . . . , Zn+1}
but not their ordering, thus, we can combine eq. (8) with Lemma B.2 to prove Theorem A.7:
P{Vn+1 ≤ Q(α˜; Fˆn+1)|T } ≥ P{Vn+1 ≤ Q(
n+1
min
i=1
α˜n+1; Fˆn+1)|T }
= E{
n+1∑
i=1
w(xi)∑n+1
j=1 w(xj)
1{vi≤u∗i }|T } ≥ α
The above holds for arbitrary value set T , hence, marginalizing over all possible values of zi for
i = 1, . . . , n and xn+1, we have P{Vn+1 ≤ Q(α˜; Fˆ)} ≥ α.
B.4 Proof of Theorem 5.1
B.4.1 Part (a)
Proof. Conditional on Xn+1 = x0, define p˜(x) =
H(x0,x)∑n
j=1 H(x0,Xi)+H(x0,X˜n+1)
and let
C˜(X˜n+1, x0) := {y : V (X˜n+1, y) ≤ Q(α;
n∑
i=1
p˜(Xi)δVi + p˜(X˜n+1)δ∞)}.
As a direct application of Proposition A.1, we have
P{Y˜n+1 ∈ C˜(X˜n+1, x0)} ≥ α.
Since the H(x0, x0) ≥ H(x0, X˜n+1), define p(x) = H(x0,x)∑n
j=1 H(x0,Xi)+H(x0,x0)
, we have
Q(α;
n∑
i=1
p˜(Xi)δVi + p˜(X˜n+1)δ∞) ≤ Q(α;
n∑
i=1
p(Xi)δVi + p(x0)δ∞).
Hence, let Cˆ(x0) := {y : V (X˜n+1, y) ≤ Q(α;
∑n
i=1 p(Xi)δVi + p(x0)δ∞)}, we have
P{Y˜n+1 ∈ Cˆ(x0)} ≥ α.
The above is true for all x0 ∈ Rp, thus, P{Y˜n+1 ∈ Ĉ(Xn+1)|Xn+1 = x0} ≥ α for all x0.
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B.4.2 Part (b)
Proof. From part (a), we know that for any x0, we have
P{Y˜n+1 ∈ Ĉ(Xn+1)|Xn+1 = x0} ≥ α
Conditional on Xn+1 = x0, let M =
∫
K(x−x0h )dPX(x) be the normalization constant for the
distribution of X˜i and
dPx0 (x)
dx =
1
MK(
x−x0
h )
dP (x)
dx . Let µ(.) be the joint distribution of Z1:n after
reweighting. Then, we have:
α ≤P{Y˜n+1 ∈ Ĉ(Xn+1)|Xn+1 = x0}
=
∫
z1:n
(∫
x˜n+1
(∫
y˜n+1
1y˜n+1∈Ĉ(x0)pY |X(y˜n+1|x˜n+1)dy˜n+1
)
dP x0(x)
)
dµ(z1:n)
=
1
M
∫
z1:n
(∫
x˜n+1
(∫
y˜n+1
1V (x,y)≤Q(α,Fˆ)pY |X(y˜n+1|x˜n+1)dy˜n+1
)
K(
x− x0
h
)dP (x)
)
dµ(x1:n)
By the Lipschitz assumption, we know
α ≤ 1
M
∫
X1:n
(∫
X˜n+1
(∫
Y˜n+1
1V (x,y)≤Q(α,Fˆ)pY |X(y|x0)dy
)
K(
x− x0
h
)dPX(x)
)
dµ(x1:n)
+
L
M
∫
‖x− x0‖K(x− x0
h
)dPX(x)
=P (Yn+1 ∈ Cˆ(Xn+1)|Xn+1 = x0) + L
M
∫
‖x− x0‖K(x− x0
h
)dPX(x)
For a Gaussian kernel K(x−x0h ) =
1
(2pih2)
d
2
exp(−‖x−x0‖22h2 ) and under the regularity condition for
PX(.), we know that b1 ≤M ≤ b2 and∫
‖x− x0‖K(x− x0
h
)dPX(x) ≤ b2
(2h2)
d
2
1
Γ(d2 + 1)
∫ ∞
r=0
rd exp(− r
2
2h2
)dr =
hb2
(d+ 1)Γ(d2 + 1)2
d
2
Hence, if h→ 0, we have [α− P (Yn+1 ∈ Ĉ(Xn+1)|Xn+1 = x0)]+ → 0.
C Choice of H
We consider two types of localizers in this paper:
1. Distance based localizer
Hh(x1, x2, X) = 1{| x2−x1h |≤1}.
2. Nearest-neighbor based localizer
Hh(x1, x2, X) = 1{|x1−x2|≤Q( hn ;
∑n+1
i=1 δ|Xi−x1|)}
.
In practice, we can pick h beforehand based on a date set D0 that is independent of Z =
{Z1, . . . , Zn, Zn+1}, with Z0i i.i.d∼ P for Z0i = (X0i , Y 0i ) ∈ D0, i = 1, . . . ,m. Let X0 ={X01 , . . . , X0m}.
Define the score for sample Z0i as V
0
i = V (Z
0
i ) if V (.) is also independent of D0. If V (.) is trained
using D0, we suggest to let V 0i be its score from cross-validation using D0. For example , suppose
V (z) = |y − µˆ(x)|, where µˆ(.) is the prediction function trained using D0, we can let
V 0i = |Y 0i − µˆ−i(X0i )|
where µˆ−i(X0i ) is the trained prediction function with a subset in D0 \ {Z0i }.
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Based on the discussion in section 3.1, we want to to tradeoff between locality and volatility, and
choose h to have relatively narrow and stable CIs for most of the samples. Let X be a subset of D0.
We suggest to pick h such that in X : (1) the average length for CI is small, (2) the average variance of
lengths of CIs conditional on x is small, and (3) the coverage is at least α for the constructed CI in X .
We consider the subset X instead of every sample in D0 because, for the distance based localizer, it is
okay if we have a small portion of samples with∞-length CI. In this case, we can compare choices
of h based on those points with finite length CIs by considering the samples in the subset subset X .
We do require the subset X to be large though, for example, by default, we let X contain 90% of the
samples, and if h leads to more than 10% of CIs being∞, it is always not preferred.
More specifically, let h1 < h2 < . . . < hL, we use the following steps to choose h from hl for
1 ≤ l ≤ L automatically using D0. To reduce the computational complexity, we simply let α˜ = α in
Algorithm 1.
1. Let v¯∗i,l be the realization of v¯
∗ at α˜ = α, with test sample Z0i and training samples
D0 \ {Z0i }, and with parameter hl for the localizer H: v¯∗i,l = Q(α;
∑
j 6=i p
l
i,jδV 0j + p
l
i,iδ∞),
here pli,j =
Hhl (X
0
i ,X
0
j ,X
0)∑m
j=1 Hhl (X
0
i ,X
0
j ,X
0)
.
2. As h becomes smaller, the percent of v¯∗i,l being∞ may becomes higher for i = 1, . . . ,m
(note that if v¯∗i,l1 =∞, then, for l2 < l1, v¯∗i,l2 =∞ ). We consider only those hl that result
in less than (1− ω) percent of∞, and let X ⊆ D0 be the intersection of samples with finite
v¯∗i,l for all hl we consider.
3. Let sl =
∑m
i=1 v¯
∗
i,l1X0
i
∈X∑m
i=1 1X0
i
∈X
be an estimate of average CI length in X using hl.
4. Let γl =
(1−α)∑mi=1 1X0
i
∈X∑m
i=1 1{X0
i
∈X ,V 0
i
>v¯∗
i,l
}
∨ 1 be a measure of degree of empirical under-coverage. (If
the empirical coverage for samples in X is at least α, γl = 1; otherwise, γl > 1.)
5. We estimate the average standard deviation with Bootstrap: for each sample X0i and h = hl,
let v¯b,∗i,l , b = 1, . . . , B, be the value v¯
∗ with test sample X0i and (n− 1) training samples Z0j
bootstrapped from D0 with their corresponding score values V 0j . Let σi,l be the estimated
standard deviation using those v¯b,∗i,l with finite values for b = 1, . . . , B, and let σl be the
average standard deviation of σi,l across i = 1, . . . ,m.
6. Choose h as h∗ = arg minh∈{h1,...,hL} (γl × (sl + σl)).
By default, we let ω = .9 and B = 20. In high-dimension where p is large, instead of applying the
localizer to the raw feature x, we usually will prefer to use a low dimensional function t : Rp → RK ,
and apply H to t(x). How to find a good t is non-trivial and beyond the scope of this paper. Here, to
illustrate that the localized conformal prediction still gain over the conformal prediction if we can
approximately find the low dimensional direction where the score function has high variability, we
consider a simulated high dimensional example and simply let t(x) = xj where j is the direction
that leads to the largest mutual information between V 0i and X
0
i,j , i = 1, . . . ,m.
Example C.1. Let Yi = XTi β + i, with β = (1, . . . , 1︸ ︷︷ ︸
3
, 0, . . . , 0︸ ︷︷ ︸
p−3
)T , Xi,j ∼ Unif [−3, 3] for
i = 1, . . . , n+1 and j = 1, . . . , p, and we consider two cases of error distribution: (a) i
i.i.d∼ N(0, 1),
and (b)i|Xi ∼
{
.5N(0, 1) |Xi,p| ≤ 1
2N(0, 1) |Xi,p| > 1 . We let V (x, y) = |y − µ(x)|, where µ(x) is the
prediction model µ(x) trained using cross-validation lasso regression on a data set D0 of size
n = 500. We use an independent set D1 of size n = 500 to perform the conformal inference and
localized conformal inference. For localized conformal inference, we use both the distance based
localizer H1h and the nearest-neighbor based localizer H
2
h with the tuning parameter h automatically
chosen using D0. We perform 1000 experiments for p = 3 and p = 500. We see that all three
constructions have controlled the coverage in Table 2. In Figure 4, we plot the constructed CIs at
α = .95 for Vi using different methods and the true values of Vi across 1000 repetitions. We plot
the constructed lower and upper boundaries of CIs against their feature values Xi,p, and we can see
that localized conformal predictions with both the distance-based and the nearest neighbor based
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Figure 4: Example C.1. Confidence bands constructed using 1000 repetitions with targeted level at
α = .95. The black, blue, red and green dots respectively represent (1) actual Vi for the test samples
(error), (2) the conformal inference (CB) for Vi, (3)the localized conformal inference for Vi with
distance based localizer H1h (LCB1), and (4) the localized conformal inference with nearest-neighbor
based localizer H2h (LCB2). The x-axis shows values for Xp, and y-axis shows values for the upper
and lower boundaries of constructed CIs for each of the test samples.
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localizers (red and blue dots) have captured the underlying heterogeneity of CIs for across different
Xi,p.
Table 2: Example C.1. Coverage at α = .95.
α = .95 p = 3 p = 500
(a) (b) (a) (b)
CB 0.95 0.95 0.94 0.96
LCB1 0.95 0.95 0.95 0.96
LCB2 0.95 0.96 0.94 0.96
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