This article uses a molecular dynamics parallel computing technique to investigate trench filling in the damascene process. The qualitative behavior of the trench filling process for different incident energies and substrate temperatures is described in terms of the filling morphology and the filling characteristics. The significance of the geometric size of the simulation model is evaluated by comparing the coverage percentage results obtained from the current large model with the results presented previously for a small model. Similar filling characteristics are identified for both simulation models. This indicates that the qualitative behavior is independent of the model size.
I. INTRODUCTION
The shrinking size of semiconductor devices presents increasing difficulties in performing the physical observation and controls necessary to ensure that such devices conform to their requirements. Fortunately, however, the development of computer simulation methods has gone some way towards overcoming this problem. As shown in Fig. 1 , the damascene process 1,2 involves filling a trench etched into a dialectical material. The trench is then used as a conducting wire within the semiconductor device. Nowadays, the typical length of these wires may be as short as 130 nm, and therefore traditional continuum approaches are inappropriate for modeling purposes. Since the particle effect becomes more significant at such small characteristic sizes, a particle-based method such as molecular dynamics ͑MD͒ simulation is a more appropriate choice.
Previously, continuum and particle-based molecular dynamics approaches have both been used in the investigation of trench filling in the damascene process. One of the most frequently adopted continuum methods was the shocktracking algorithm, 3, 4 which was first developed by Hamaguchi and Rossnagel in order to study the filling profile evolution for the ion physical vapor deposition process. However, a drawback of this method is that several parameters which directly influence the accuracy of the filling morphology must be obtained separately from empirical analysis or from simple theoretical analysis. The MD approach offers the advantage that these parameters, which concern the reflection of incident atoms or the sticking of deposited atoms, may be modeled directly within the simulation. Although MD simulation of the damascene trench filling process provides a valuable understanding of the detailed mechanisms which occur at the evolution interface, a literature review reveals a comparative lack of related research. 5, 6 Furthermore, a valid criticism of the available material is that the geometric dimensions of the simulation trench models are far smaller than those actually used in practice, e.g., some former research studies adopted a 2 nm model whereas the actual characteristic length is closer to 130 nm. The precise quantitative influence of model size on the simulation results has never been fully determined. Accordingly, it is the aim of this current study to investigate this relationship. In order to enlarge the simulation system sufficiently that the influence of model size may be fully understood, it is necessary to adopt a parallel computing approach.
Although parallel computing techniques have been developed for a variety of computer simulation activities, including MD simulation, [7] [8] [9] [10] [11] to the best of the current authors' knowledge, they have seldom found use in the investigation of the damascene trench filling process. A significant feature of this process is that the total number of atoms within the system increases continuously. Since most parallel computing algorithms developed previously only consider a fixed number of atoms, they are clearly inappropriate for modeling this process. Furthermore, these algorithms seldom incorporate the MD tight-binding potential. [12] [13] [14] [15] Utilization of this potential is advantageous, however, since it yields more accurate predictions of certain material properties of transition metals with a d-band structure. 12, 13 The present study uses an MD parallel computing technique to simulate trench filling in the damascene process. The coverage percentage results obtained using the current large trench model are compared to those presented previously for a small model. 6 The parallel computing algorithm a͒ Author to whom correspondence should be addressed; electronic mail: weng@mail.ncku.edu.tw is modified to accommodate the continuously increasing number of atoms within the system. Furthermore, since a transition metal occurs in the region of the Ti barrier layer and the deposited Cu atoms, the tight-binding potential method is incorporated to simulate the interatomic forces between the Ti-Ti, Cu-Cu and Ti-Cu atoms.
II. SIMULATION MODEL
The simulation model includes two basic elements: ͑1͒ a trench comprising Ti layers, thermal control layers and a fixed layer, and ͑2͒ a set of functions which simulate a random spatial and angular deposition of the Cu atoms. The current simulation improves upon the previous small model 6 through the addition of ''trench wings'' on either side of the trench opening, and through the incorporation of several features required to support the parallel computing technique. It is noted that the current article only presents the new features of the simulation model. However, interested readers are invited to refer to Ref. 6 for a more comprehensive description of the model.
A. Trench and deposition models
A schematic diagram of the sputter trench filling process and the simplified three-dimensional trench model are shown in Figs. 1͑a͒ and 1͑b͒ , respectively. Prior to the deposition of Cu atoms, it is assumed that the trench surface is first covered by a uniform Ti barrier layer, as indicated by the black dots in Fig. 1͑b͒ . The layers beneath this film are used to control the thermal state of the barrier layer, and are referred to hereafter as the ''thermal layer.'' Due to the inherent computational limitations of MD simulation, the deposition rate adopted in the current investigation is far higher than the deposition rate generally employed in practice. In order to preserve the validity of the results, the simulation assumes that the incident energy transfer takes place rapidly, and that the substrate atoms attain their equilibrium state very quickly. This assumption is implemented by means of the scaling method, which maintains the thermal layer at a constant temperature, referred to hereafter as the ''substrate temperature.'' Finally, the outermost trench layer is fixed to prevent shifting of the trench atoms, and is indicated in Fig. 1͑b͒ by the lightest black dots.
The Ti film, fixed layer and thermal layer are all arranged according to their hexagonal close-packed ͑hcp͒ structure, and for simulation purposes are considered to comprise a total of 20 300 atoms. As shown in Fig. 1͑b͒ , the current simulation model considers a trench of width and depth approximately 10 nm having wings of 5 nm length attached on either side of the trench opening. Periodic boundary conditions are applied in the x and y directions.
The incorporation of trench wings represents a significant improvement over the previous model. In order to absorb the impact energy generated by the collision of highenergy incident atoms, the ends of these two wings are ''capped'' by the thermal control layer and the fixed layer. This prevents the incident energy from reflecting back and forth between the two ends of the trench, as would be the case if the periodic boundary conditions prescribed in the former research 6 were applied. Furthermore, the inclusion of trench wings allows the influence of incident atoms impacting upon the accumulation of deposited atoms to either side of the trench opening to be investigated.
It is assumed that all the incident atoms share a common initial velocity, which is dependent upon the specified incident energy, i.e., V atom ϭͱ2•E atom /M , where E atom represents the incident energy and M is the atomic mass. In practice, several deposition processes allow for the angular distribution to be controlled, e.g., collimated magnetron sputter deposition and ionized magnetron sputter deposition. Accordingly, the current investigation also simulates the case where the collimation of the incident angle is well controlled. The incident angle of the deposited atoms is generated by a random function and falls within a range of Ϫ5°to ϩ5°͑where the vertical z axis represents the zero angle reference͒. A cutoff angle 3, 6 of Ϫ5°to ϩ5°is also applied.
B. Potential model
This study employs the many-body potential of the tightbinding second moment approximation to simulate the interatomic forces between the various atoms. This model commences by summing the band energy, which is characterized by the second moment of the d-band density of state, and a pairwise potential energy of the Born-Mayer type
where is an effective hopping integral, r i j is the distance between atoms i and j, and r 0 is the first-neighbor distance. The parameters A, p, q and are determined by the experimental data of cohesive energy, lattice parameter, bulk modulus and shear elastic constants, respectively. The parameters of tight-binding potential relating to Cu-Cu and Ti-Ti are listed in Table I . 13 Rather than resorting to rigorous mathematical manipulation or theoretical analysis to determine the parameters of interatomic potential for Cu-Ti, an alternative approach is merely to take the average value of the two pure interatomic potential parameters, i.e., the relevant values of A, p, q and for Cu-Cu and Ti-Ti. This procedure has been used in previous literature to obtain the interaction parameters of Sb-Si 16 and Cu-Ru, Cu-Ir, Cu-W, etc. 17 It might be argued that the inaccuracies arising as a result of adopting this simplified approach should be reflected within the simulation. However, Cu-Ti interaction is restricted to the initial stages of the deposition process when Cu atoms are first deposited on the Ti trench. As deposition continues, the distance between the point of impact of the incident Cu atoms and the Ti trench exceeds the truncation distance of Ti. Therefore, Ref. 17 states that the effects of employing the simplified approach are negligible and may be ignored.
The interaction force on atom i can be expressed as
Deposition commences when the trench atom velocities have reached their thermal equilibrium state. In this condition, the atoms are at a constant temperature and their velocities conform to a Maxwell-Boltzmann distribution. The trajectories of the individual atoms are calculated by the leapfrog algorithm presented in Ref. 18 .
C. Parallel computing algorithm
The current simulation runs on a cluster of eight personal computers and adopts the atom decomposition ͑AD͒ algorithm. The total number of atoms within the system is divided into a discrete number of pieces, which are then assigned evenly across the individual PCs. In the traditional AD algorithm, atom decomposition is based upon the sequence number of individual atoms ͑assigned sequentially by the program͒, rather than upon the spatial position of these atoms, as is the case in the spatial deposition ͑SD͒ algorithm. Generally speaking, the SD algorithm reduces the volume of inter-processor traffic since data communication is only required between the nearest neighbor regions. However, the current simulation involves atoms in a state of violent agitation. Under these conditions, the volume of data communication required between each processor increases dramatically, and the SD algorithm loses its advantage. Furthermore, it is well known that obtaining the optimal division of the space domain between the individual processors within the cluster is problematic when using the SD composition algorithm. This is particularly true when the atoms undergo violent motion, as in the current investigation. One of the major improvements made to the AD algorithm utilized in the present study is the incorporation of ''generating'' and ''arranging'' functions which allow the algorithm to accommodate a continuously increasing number of atoms within the simulation system. The generating function is responsible for the introduction of new incident atoms into the simulation system, and determines both their velocities and their incident positions. As the total number of atoms within the system increases, it is the responsibility of the arranging function to divide them equally between the nodes in the cluster. Since the incremental characteristic within the simulation lies in the time domain, it is convenient to assign the generating function to the last processor and the arranging function to the first processor. This simple ''head-toe'' treatment allows the bulk of the traditional AD algorithm to be retained, thus minimizing the degree of modification required.
III. RESULTS AND DISCUSSION
The total number of atoms within the simulation system is in the order of 70 000. As stated previously, the trench comprises a constant 20 300 atoms, while a further 50 000 atoms are introduced progressively during the simulation.
Two main issues are discussed in this section of the article: ͑1͒ the effects of incident energy and substrate temperature upon the filling mechanisms, and ͑2͒ the effects of incident energy and substrate temperature upon the trench coverage percentage. The influence of geometric model size is also evaluated by comparing the coverage percentage results for a large model with those presented previously by the current authors for a small model. 6 A constant deposition rate of 10 atoms/ps is used in all of the current simulations. Furthermore, to facilitate a valid comparison between the various case studies, the same number of atoms is deposited in each case.
A. Incident energy effect
Nominal case of 1 eV and 300 K
Figures 2͑a͒-2͑d͒ present four snapshots of the filling process for the nominal case of an incident energy of 1 eV and a substrate temperature of 300 K. The initial filling morphology is shown in Fig. 2͑a͒ for an elapsed time of 500 ps. A small bulge of deposited atoms, generally referred to as an overhanging cluster, is noted on either side of the trench opening. Observation of Fig. 2͑b͒ , which shows the morphology at 1000 ps, indicates that these clusters have increased in FIG. 2 . Four snapshots of filling sequence for case of 1 eV, 300 K at ͑a͒ 500 ps; ͑b͒ 1000 ps; ͑c͒ 1500 ps; ͑d͒ 2200 ps.
size. Furthermore, they appear to have a detrimental effect upon the coverage of the bottom corners of the trench.
Figures 2͑c͒ and 2͑d͒ show the filling morphology at 1500 and 2000 ps, respectively. The continuing accumulation of atoms on the trench wings and the increasing size of the overhanging clusters are both immediately apparent. Although the two corners are scarcely filled, a pronounced bulge of deposited atoms is evident in the center of the base of the trench. This phenomenon is attributed to the so-called shadowing effect, in which the overhanging clusters impede subsequent incident atoms from reaching the lower corners of the trench. Figure 2͑d͒ presents the final trench filling morphology. The two overhanging clusters have increased to such a size that they actually meet and form a bridge, thus causing a void to become trapped within the trench.
Comparison of incident energies of 5 eV and 10 eV
Figure 3͑a͒ presents a snapshot of the filling sequence at 1500 ps for an incident energy of 5 eV. A comparison of Fig.  3͑a͒ with Fig. 2͑c͒ shows that the overhanging clusters have migrated further towards the base of the trench. It is also noted that the atom accumulations on the trench wings are thinner than in the previous case. The difference in filling morphology arises mainly from the increase in incident energy. Cu atoms which impact with higher incident energy transfer more kinetic energy to the deposited atoms, and this prompts the atoms accumulated on the trench wings or within the overhanging clusters to ''flow'' into the unoccupied trench space. Figure 3͑b͒ illustrates the final filling morphology of the deposited atoms, i.e., at an instant of 2100 ps. Although the elapsed time is different than that of Fig. 2͑d͒ , which presents a snapshot at 2000 ps, it is still valid to compare these two figures since the current morphology exhibits no change between 2000 and 2100 ps. A comparison indicates that utilization of a higher incident energy reduces the size of the trapped void. Additionally, the lower surface of the overhanging cluster bridge and the height of the bulge in the base of the trench are both seen to be lower in Fig. 3͑b͒ . These observations are attributed to the ''punch'' effect generated by the higher incident energy of the Cu atoms.
Figures 4͑a͒-4͑d͒ show four snapshots of the filling sequence for an incident energy of 10 eV. A comparison of the filling morphology shown in Fig. 4͑a͒ at a time instant of 1000 ps with the nominal case presented in Fig. 2͑b͒ demonstrates that the effect of the higher incident energy is to flatten the layer of atoms deposited along the base of the trench. In other words, the punch effect causes the deposited atoms to spread into the two corners of the trench rather than to accumulate in its center. Accordingly, the height of the bulge is reduced and coverage of the corners is improved. Figure 4͑b͒ shows the filling morphology at 1500 ps. Compared to Fig. 3͑a͒ , it is observed that the two overhanging cluster formations have migrated even further towards the base of the trench. Furthermore, the unoccupied space in the trench is far smaller than that observed in Fig. 2͑c͒ , which presents the morphology at the same time instant for the nominal incident energy of 1 eV. Figures 4͑c͒ and 4͑d͒ show the final filling sequences, i.e., at 1800 and 2200 ps, respectively. The size of the trapped void gradually reduces as deposition continues, and disappears completely in the steady state.
B. Substrate temperature effect
Substrate temperature elevated to 800 K for an incident energy of 5 eV
An aim of the current study is to investigate the influence of substrate temperature upon the filling coverage of the trench. Accordingly, Figs. 5͑a͒ and 5͑b͒ present the filling morphology at elapsed times of 1000 and 2200 ps, respectively, for an incident energy of 5 eV and an elevated substrate temperature of 800 K. Comparing Fig. 5͑a͒ with Fig.  3͑a͒ reveals that the cluster overhanging the right side of the trench is lower in the case of the higher substrate temperature. This suggests that the deposited atoms gain additional thermal energy from the high temperature substrate, and that this improves their mobility. Figure 5͑b͒ shows the final filling morphology at a time instant of 2200 ps. The void trapped within the trench is clearly much smaller than that shown in Fig. 3͑b͒ . This is further evidence that an elevated substrate temperature improves the fluidity of the deposited atoms. Figure 6 presents the coverage percentage results from the four simulations performed using the current large trench model. The numbers which appear within the parentheses located on the solid lines represent the incident energy and the substrate temperature, respectively. The results obtained from the previous research with a small model 6 are also presented for comparison purposes. The coverage percentage is calculated by dividing the total number of atoms deposited within the trench by the number of atoms required for perfect coverage, i.e., the number of atoms required to fill the trench completely when arranged with the same hcp structure as the Ti barrier.
C. Coverage percentage comparison for all cases
From Fig. 6 , it can be observed that the improvement in coverage percentage over elapsed time exhibits a two-stage increase for all four current simulations, and that increasing the incident energy of the Cu atoms improves the coverage percentage of the trench. During the initial deposition stages, i.e., between 0 ps and ͑approximately͒ 1000 ps, the rate of improvement in coverage percentage is only marginally affected by an increase in the incident energy. However, as evidenced by the divergence of the solid curves, it is apparent that the improvement in coverage percentage becomes increasingly dependent upon the intensity of the incident energy as deposition continues. This observation can be attributed to the gradual collapse of the bridge structure formed by the overhanging clusters in the latter stages of the deposition process. Finally, the solid curves are seen to approach a saturation value of the coverage percentage, which corresponds to the completion of the trench filling process. It is noted that the time required to attain this saturation coverage reduces as the intensity of the incident energy increases.
In order to investigate the substrate temperature effect, Fig. 6 presents the trench coverage results for an incident energy of 5 eV and a substrate temperature of 800 K. An elevation in the substrate temperature is seen to improve the trench coverage, and provides similar effects to those achieved by increasing the incident energy.
D. Quantitative comparison of geometrical effect
This subsection provides a quantitative comparison of the current coverage percentage results with those reported previously for a small model. 6 Although the former research employed the same tight-binding potential method to study the effects of incident energy and substrate temperature on the damascene trench filling process, the adopted simulation model was smaller, i.e., 2 nm deep by 2 nm wide, and it did not include trench wings. Furthermore, the previous simulation system comprised just 4000 atoms, a figure which represents a mere 5.7% of the number of atoms considered in the present study. FIG. 4 . Four snapshots of filling sequence for case of 10 eV, 300 K at ͑a͒ 1000 ps; ͑b͒ 1500 ps; ͑c͒ 1800 ps; ͑d͒ 2200 ps.
The dashed lines in Fig. 6 represent the coverage percentage results obtained previously. A separate time scale for the small model simulation is provided along the upper horizontal axis since the time required to complete trench filling is far shorter than in the current simulations. Other than deposition at 1 eV, 300 K, it is noted that the final coverage percentage for the small model is higher than that obtained for the large model under equivalent deposition conditions. Additionally, the shape of the coverage percentage improvement curve is significantly different for the two model sizes. Excluding the case of deposition at 5 eV, 300 K, which exhibits a two-stage increase similar to the current large model, the remaining small model simulations demonstrate a linear increase in the coverage percentage improvement. As stated previously, the abrupt improvement in coverage percentage is caused by the collapse of the overhanging clusters. The results presented in Fig. 6 indicate that the filling characteristics of the trench are affected significantly by the geometric dimensions of the model. Another significant difference between the two sets of results is evident in the case of deposition at 1 eV, 300 K. The results suggest that the overhanging clusters collapse for the large model, but do not appear to do so for the small model. This is explained by the fact that in the latter case, the bridge is relatively shorter since the trench opening is smaller. Therefore, it is better able to withstand the impact of the incident atoms. Other than the case of deposition at the minimum incident energy, the results confirm that a smaller model yields an improved final trench coverage percentage. The fourth column presents the absolute difference in magnitude between the coverage percentage results for the two models, and also expresses this difference as a percentage. For a constant substrate temperature of 300 K, it is noted that the discrepancy between the two sets of results diminishes as the incident energy is increased. Therefore, the geometric model size is particularly significant when deposition is carried out at a lower incident energy. This observation is not unexpected since the mobility of the incident atoms is small when the incident energy is low, and therefore they are less able to overcome the geometric barriers imposed by the smaller model.
The bottom row of Table II provides the coverage percentage results for deposition at 5 eV, 800 K. It is observed that the discrepancy between the two sets of results is the largest of the four deposition cases. Therefore, it can be stated that the geometric effect becomes more significant at elevated substrate temperatures. As in the previous cases, the coverage percentage is overestimated for the small size model. The results suggest that the thermal energy transferred from the substrate to the deposited atoms is strongly influenced by the geometric size of the trench model, i.e., for a constant substrate temperature of 300 K, the energy which is transferred through the thermal layers and which increases the mobility of the deposited atoms, is greater in the case of a smaller model. Table III shows the coverage percentage improvement for each step increase in the incident energy for a constant The numbers in parentheses indicate the incident energy and the substrate temperature, respectively, for both large and small models.͒ substrate temperature of 300 K. As before, a comparison is presented between the results obtained for the current large model and those of the previous model. When the incident energy is increased from 1 to 3 eV, the coverage improvement for the small model is 77.9%. However, the subsequent improvement as the incident energy is further increased to 5 eV is only 22.5%. By contrast, the equivalent improvements for the large model demonstrate an almost linear increase. The results indicate that the nature of the relationship between coverage improvement and incident energy is dependent on the model size. The lower row of Table III shows the coverage improvement as the substrate temperature is increased from 300 to 800 K for a constant incident energy of 5 eV. As before, it is noted that the coverage improvement is overestimated by the small model.
Finally, a few comments upon the scale of the current simulation model are in order. If the model were to adopt a realistic trench length of 130 nm and a depth of 5 nm, a total of approximately 500 000 trench atoms would be included in the simulation system. Accordingly, the simulation task would require significant computational effort and would be very time consuming. The current simulation results indicate that the model size effect may be ignored when the incident energy exceeds 10 eV. Therefore, in the simulation of the damascene process it is convenient to conclude that the results obtained from a smaller model may be extrapolated to represent a larger system if the incident energy is higher than 10 eV.
IV. CONCLUSION
This article has demonstrated the use of MD parallel computing techniques in the simulation of the damascene process. The traditional AD algorithm has been modified to accommodate a continuously increasing number of atoms within the simulation system. The modification basically involves the addition of a generating function and an arranging function to the first and the last processors within the eightnode cluster, respectively. An investigation into the trench filling process has been presented for a large size model, and a quantitative comparison has been made between the current results and those generated previously for a small model. 6 The results of this study indicate that the qualitative behavior of a large model is similar to that of a small model. Increasing the incident energy reduces the size of the overhanging clusters at the trench opening and the height of the bulge of atoms deposited on the base of the trench. Furthermore, an increased incident energy improves the coverage of the bottom corners of the trench. It is found that an elevated substrate temperature promotes the fluidity of the deposited atoms and improves trench filling. A quantitative comparison of the two sets of results shows that the geometric effect is significant when the incident energy is small or when the substrate temperature is higher. Finally, the nature of the relationship between coverage improvement and incident energy is found to depend on the model size. 
