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We investigate the interplay of rotor-angle and voltage stability in electric power systems. To this end, we
carry out a local stability analysis of the third-order model which entails the classical power-swing equations
and the voltage dynamics. We provide necessary and sufficient stability conditions and investigate different
routes to instability. For the special case of a two-bus system we analytically derive a global stability map.
A reliable supply of electric power requires a sta-
ble operation of the electric power grid. Thou-
sands of generators must run in a synchronous
state with fixed voltage magnitudes and fixed rel-
ative phases. The ongoing transition to a renew-
able power system challenges the stability as line
loads and temporal fluctuations increase. Main-
taining a secure supply thus requires a detailed
understanding of power system dynamics and sta-
bility. Among various models describing the dy-
namics of synchronous generators, analytic re-
sults are available mainly for the simplest second-
order model which describes only the dynamics
of nodal frequencies and voltage phase angles. In
this article we analyze the stability of the third
order model including the transient dynamics of
voltage magnitudes. Within this model we pro-
vide analytical insights into the interplay of volt-
age and rotor-angle dynamics and characterize
possible sources of instability. We provide novel
stability criteria and support our studies with the
analysis of a network of two coupled nodes, where
a full analytic solution for the equilibria is ob-
tained and a bifurcation analysis is performed.
I. INTRODUCTION
A stable supply of electric power is essential for the
economy, industry and our daily life. The ongoing tran-
sition to a renewable generation challenges the stabil-
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ity of power grids in several ways1. Electric power
has to be transmitted over large distances, leading to
high transmission line loads at peak times2,3. Wind
and solar power generation fluctuates on various time
scales, requiring more flexibility and challenging dynamic
stability4–7. Furthermore, the effective inertia of the grid
decreases such that power fluctuations have a larger im-
pact on system stability8.
A reliable power supply requires a detailed understand-
ing of power system dynamics and stability. Numeri-
cal studies are carried out routinely at different levels of
modelling detail (see Refs. 9 and 10 for a comparison
of different models). These studies provide a concrete
stability assessment for one given power grid or compo-
nents. For instance, the performance of different models
has been evaluated for the Western System Coordinating
Council System (WSCC) and the New England & New
York system in Ref. 11. Analytic studies into the math-
ematical structure of the problem have been obtained
mainly for second-order models based on the power-swing
equations12–15. These models describe only the dynam-
ics of nodal frequencies and rotor angles, assuming the
voltage magnitudes to be constant in time9,16,17. Volt-
age stability is usually investigated numerically, see Ref.
18 and references therein.
The present paper aims at providing analytical insights
into the interplay of voltage and rotor-angle dynamics in
electric power systems19. We analyze the stability of the
third-order model of synchronous generators, including
the transient voltage along the q-axis, which has been
studied so far mainly computationally9,10,20–24. We pro-
vide an analytical decomposition of the Jacobian into the
frequency and voltage subsystems, which gives rise to a
novel stability criterion (cf. Proposition 1), and a charac-
terization of possible sources of instability. For the most
elementary network of two coupled nodes a full analytic
solution of the equilibria is obtained and a bifurcation
analysis is performed.
The remainder of the paper is structured as follows:
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Section II recalls the third-order model. In Section III
we perform a local stability analysis via the Jacobian
linearization. Section IV discusses routes to instability,
while in Section V draws upon the example of a two bus
system. The paper ends with conclusions in Section VI.
II. THE THIRD-ORDER MODEL AND ITS
EQUILIBRIA
The third-order or one-axis model describes the tran-
sient dynamics of synchronous machines9,10, in particular
the
• power angle δ(t) relative to the grid reference frame,
• the angular frequency ω(t) = δ˙ relative to the grid
reference frame and
• the transient voltage E′q(t) in the q-direction of a
co-rotating frame of reference.
The third-order model does not cover subtransient ef-
fects and it assumes that the transient voltage in the
d-direction of the co-rotating frame vanishes. The equa-
tions of motion for one machine are given by9
δ˙ = ω, (1a)
Mω˙ = −Dω + Pm − P el, (1b)
T ′dE˙
′
q = E
f − E′q + (Xd −X ′d)Id, (1c)
where the dot denotes differentiation with respect to
time. Here, the symbol Pm denotes the effective me-
chanical input power of the machine and Ef the inter-
nal voltage or field flux. P el stands for electrical power
out-flow. The parameters D and M denote the damp-
ing and the inertia of the mechanical motion and T ′d the
relaxation time of the transient voltage dynamics. The
voltage dynamics further depends on the difference of
the static (Xd) and transient (X
′
d) reactances along the
d-axis, where Xd − X ′d > 0 in general, and the current
along d-axis Id.
In this article we consider an extended grid consist-
ing of several synchronous machines labeled by j =
1, 2, . . . , N . Neglecting transmission line losses, the elec-
tric power exchanged with the grid and the current at
the jth machine read20
P elj =
N∑
`=1
E′q,jE
′
q,`Bj,` sin(δj − δ`),
Id,j =
N∑
`=1
E′q,`Bj,` cos(δ` − δj),
(2)
where the E′q,j and δj are the transient voltage and the
power angle of the jth machine, the parameter Bjk ≥ 0
denotes the susceptance of the transmission line (j, k) and
Bjj ≤ 0 denotes the shunt susceptance of the jth node.
Using equations (2), the equations of motion assume a
particularly simple form5,20,21. For the sake of notational
convenience we drop the prime as well the subscripts d
and q in the following and obtain
δ˙j = ωj ,
Mjω˙j = P
m
j −Djωj +
N∑
`=1
EjE`Bj,` sin(δ` − δj), (3)
TjE˙j = E
f
j − Ej + (Xj −X ′j)
N∑
`=1
E`Bj,` cos(δ` − δj).
Many studies consider a grid consisting of synchronous
generators and ohmic loads, which can then be eliminated
using a Kron reduction25. The reduced system consists
of the generator nodes only and the parameters Bjk and
Pmj represent effective values characterizing the reduced
network.
The negligence of line losses is a common simplifica-
tion in power grid stability assessment, as the ohmic re-
sistance is typically much smaller than the susceptance
in high-voltage power transmission grids. This assump-
tion is not valid in distribution grids where resistance and
susceptance are comparable. Furthermore, losses are ex-
pected to become more important when the transmitted
power is large, i.e. at the border of the stability region.
Stationary operation of a power grid corresponds
to a state with constant voltages and perfect phase-
synchronization, i.e. a point in configuration space where
all Ej , ωj and δj − δ` are constant in time. The latter
condition requires that all nodes rotate at the same fre-
quency δj(t) = Ωt+ δ
◦
j for all j = 1, . . . , N , such that we
obtain the conditions
ω˙j = E˙j = 0, δ˙j = Ω for all j = 1, . . . , N. (4)
Strictly speaking, we are searching for a stable limit cycle,
but all points along the cycle are physically equivalent.
We can focus on any point on the cycle as a representa-
tive for the equivalence class and call this an equilibrium
in the following. Subsequently, the superscript ·◦ is used
to denote the values of the rotor phase angle, frequency
and voltage in this equilibrium state. Perturbations along
the cycle, where we add or subtract a global phase shift
δ from all phases δj simultaneously, do not affect phase
synchronization and thus can be excluded from the sta-
bility analysis. We will make this precise in Definition
1.
For the third-order model (3) an equilibrium state of
the power grid is thus given by the nonlinear algebraic
2
equations
Ω = ω◦j , (5a)
0 = Pmj −DjΩ︸ ︷︷ ︸
=:Pj
+
N∑
`=1
E◦jE
◦
`Bj,` sin(δ
◦
` − δ◦j ), (5b)
0 = Efj − E◦j + (Xj −X ′j)
N∑
`=1
E◦`Bj,` cos(δ
◦
` − δ◦j ).
(5c)
We note that many equilibria, stable and unstable, can
exist in networks with sufficiently complex topology26.
III. LINEAR STABILITY ANALYSIS
It is well-understood in the literature19,27 that local
stability properties of an equilibrium, i.e. stability with
respect to small perturbations, can be evaluated by lin-
earizing the equations of motion (3). For linear stability
analysis we introduce perturbations ξ, ν and :
δj(t) = δ
◦
j +ξj(t), ωj(t) = ω
◦
j +νj(t), Ej(t) = E
◦
j +j(t).
The main question is then whether the perturbations ξ, ν
and  grow or decay over time. If all perturbations decay
(exponentially), the equilibrium is said to be ‘linearly’
stable. In the literature, this property is sometimes also
called ‘local (asymptotic/exponential) stability’ or ‘small
system stability’, cf. Refs. 27 and 28. We also refer to
Ref. 19 for an overview of stability notions for power
systems. Substituting the ansatz from above into (3),
transferring to a frame of reference rotating with the fre-
quency Ω and keeping only terms linear in ξj , νj and j
yields
ξ˙j = νj ,
Mj ν˙j = −Djνj −
N∑
`=1
Λj,`ξ` +
N∑
`=1
A`,j`, (6)
Tj ˙j = −j + (Xj −X ′j)
N∑
`=1
Hj,`` +
N∑
`=1
Aj,`ξ`,
whereby Λ,A,H ∈ RN×N are given by
Λj,` =
{ −E◦jE◦`Bj,` cos(δ◦` − δ◦j ) for j 6= `∑
k 6=j E
◦
jE
◦
kBj,k cos(δ
◦
k − δ◦j ) for j = `
Aj,` =
{ −E◦`Bj,` sin(δ◦` − δ◦j ) for j 6= `∑
k E
◦
kBj,k sin(δ
◦
k − δ◦j ) for j = `
Hj,` = Bj,` cos(δ
◦
` − δ◦j ). (7)
Furthermore, we define the diagonal matrices M , D, X
and T (all in RN×N ) with elements Mj , Dj , (Xj −X ′j)
and Tj for j = 1, . . . , N , respectively. We note that all
these elements are strictly positive.
Now we can recast (6) into matrix form, defining
the vectors ξ = (ξ1, . . . , ξN )
>, ν = (ν1, . . . , νN )> and
 = (1, . . . , N )
>, where the superscript > denotes the
transpose of a matrix or vector. We then obtainξ˙ν˙
˙
=
 0 1l 0−M−1Λ −M−1D M−1A>
T−1XA 0 T−1(XH − 1l )

︸ ︷︷ ︸
=: J
ξν

 .
(8)
An equilibrium is dynamically stable if small perturba-
tions are exponentially damped. This is the case if the
real part of all relevant eigenvalues of the Jacobian ma-
trix J are strictly smaller than zero27. If an eigenvalue µ
has a positive real part then the corresponding eigenmode
grows exponentially as e<(µ)t and the system is linearly
unstable. If the real part equals zero then the question
for local stability cannot be decided using the lineariza-
tion approach and a full nonlinear treatment based on a
center-manifold approximation is necessary, see Ref. 27.
Typically, power systems are nonlinearly unstable in this
case29.
We note that J always has one eigenvalue µ1 = 0 with
the eigenvector (ξ ν )
>
= (1 0 0)
>
. This corresponds
to a global shift of the machines’ phase angles which has
no physical significance. We thus exclude this trivial
eigenmode from the stability analysis in the following,
i.e. we consider only perturbations from the orthogonal
complement
D⊥ =
{
(ξ,ν, )> ∈ R3N |1>ξ = 0} . (9)
Similarly, we define the projection onto the angle and
voltage subspaces (omitting frequency)
D˜⊥ =
{
(ξ, )> ∈ R2N |1>ξ = 0} , (10)
and the angle subspace (omitting frequency and voltage)
D¯⊥ =
{
ξ> ∈ RN |1>ξ = 0
}
. (11)
Furthermore, we fix the ordering of all eigenvalues such
that
µ1 = 0, <(µ2) ≤ <(µ3) ≤ · · · ≤ <(µ3N ). (12)
We then have the following consistent definition of linear
stability in all directions transversal to the limit cycle (cf.
Ref. 27).
Definition 1. The equilibrium (δ◦j , ω
◦
j , E
◦
j ) is linearly
stable if <(µn) < 0 for all eigenvalues n = 2, . . . , 3N
of the Jacobian matrix J defined in (8).
We note that an eigenvalue µn can be complex, but
then also the complex conjugate µ∗n is an eigenvalue.
Complex eigenvalues correspond to oscillatory modes,
i.e. the variables oscillate around the equilibrium with
a growing or shrinking amplitude. Indeed, the following
lemma shows that only damped oscillations are possible.
3
Lemma 1. If an eigenvalue is complex =(µn) 6= 0, then
its real part is strictly negative <(µn) < 0.
Proof. Recall the eigenvalue problem for the Jacobian
J
ξν

 = µ
ξν

 .
Decomposition yields
ν = µξ, (13a)
−Λξ −Dν +A> = µMν, (13b)
XAξ + (XH − 1l ) = µT. (13c)
Substituting (13a) into (13b) and multiplying (13c) with
X−1 yields
−Λξ − µDξ +A> = µ2Mξ, (14a)
Aξ + (H −X−1) = µX−1T. (14b)
Multiplying the two last equations with the Hermitian
conjugates ξ† and † from the left, respectively, and
equating (ξ†A>)† = †Aξ, one obtains
µ2〈ξ,Mξ〉+ µ〈ξ,Dξ〉 − µ∗〈,TX−1〉
+ 〈ξ,Λξ〉+ 〈, (H −X−1)〉 = 0, (15)
where 〈·, ·〉 is the standard scalar product on CN . All
matrices in these expressions are Hermitian such that all
scalar products are real. Thus we can easily divide (15)
into real and imaginary part obtaining
2<(µ)=(µ)〈ξ,Mξ〉+ =(µ)[〈ξ,Dξ〉+ 〈,TX−1〉] = 0.
(16)
This condition can be satisfied in two ways:
(1) =(µ) = 0. In this case we have an non-oscillatory
mode and ξ and  can be chosen real. This case is
analyzed in Lemma 2.
(2) If =(µ) 6= 0 we have a pair of complex conjugate
eigenvalues and the corresponding eigenmode de-
scribes a damped or amplified oscillation. In this
case we can divide equation (16) by =(µ) and solve
for <(µ) with the result
<(µ) = −〈,TX
−1〉+ 〈ξ,Dξ〉
2〈ξ,Mξ〉 . (17)
As all matrices T , X, D and M are diagonal with only
positive entries we obtain that =(µ) 6= 0 ⇒ <(µ) <
0.
As all oscillatory modes are damped, we can concen-
trate on real eigenvalues, µ ∈ R, in the following.
Lemma 2. The equilibrium (δ◦j , ω
◦
j , E
◦
j ) is linearly stable
if and only if the matrix
Ξ =
(−Λ A>
A H −X−1
)
(18)
is negative definite on D˜⊥.
Proof. By contradiction. We first consider the case that
Ξ is negative definite and show that this implies µ < 0.
We start from (14) for the eigenvalues µ and eigenvectors
of J , which is rearranged into matrix form:
(Ξ +C(µ))
(
ξ

)
= 0, (19)
where
C(µ) =
(−µ2M − µD 0
0 −µX−1T
)
. (20)
Now let Ξ be negative definite on D˜⊥. If we assume that
µ ≥ 0 is an eigenvalue, the matrix C(µ) is negative semi-
definite. Thus the sum of the two matrices Ξ +C(µ) is
also negative definite such that equation (19) cannot be
satisfied. Thus an eigenvalue with µ ≥ 0 does not exist
and the system is linearly stable.
Second, consider the case that the matrix Ξ is not
negative definite on D˜⊥. We then find an eigenvalue β ≥
0 with corresponding eigenvector (ξ, )>. We can assume
that  6= 0 because otherwise
Ξ
(
ξ

)
= β
(
ξ

)
(21)
would imply that Λξ = 0 and it would mean that either
ξ = 0 or ξ ∝ 1. The first option is impossible because
this would imply (ξ, )> = 0, the second is ruled out by
the assumption that (ξ, )> ∈ D˜⊥.
Then we evaluate the expressionξ0

> J
ξ0


=
ξ0

>1l 0 00 M−1 0
0 0 T−1X
 0 1l 0−Λ −D A>
A 0 H −X−1
ξ0


=
ξ0

>1l 0 00 M−1 0
0 0 T−1X
β
0ξ


=
ξ0

> 0βM−1ξ
βT−1X
 = β>T−1X ≥ 0, (22)
whereby the last inequality follows from X,T being pos-
itive definite. Thus the Jacobian is not negative definite
on D⊥ and the equilibrium is not linearly stable.
IV. ROUTES TO INSTABILITY
We can obtain further insights into the stability prop-
erties by decomposing the system dynamics into its rotor-
angle and voltage parts (cf. Refs. 19 and 30). We start
with the following proposition, which comes in two ver-
sions:
4
Proposition 1 (Sufficient and necessary stability
conditions).
I. The equilibrium (δ◦j , ω
◦
j , E
◦
j ) is linearly stable if and
only if (a) the matrix Λ is positive definite on D¯⊥
and (b) the matrix H−X−1+AΛ+A> is negative
definite, where Λ+ is the Moore-Penrose pseudoin-
verse of Λ.
II. The equilibrium (δ◦j , ω
◦
j , E
◦
j ) is linearly stable if and
only if (a) the matrix H−X−1 is negative definite
and (b) the matrix Λ +A>(H −X−1)−1A is pos-
itive definite on D¯⊥.
Proof. The results follow from Lemma 2 using the Schur
complement31. We demonstrate the proof for Part I. The
proof for criterion II is obtained analogously.
First, on D˜⊥, the matrix Ξ can be decomposed into
Ξ = U>
(−Λ 0
0 H −X−1 +AΛ+A>
)
U , (23)
with
U =
(
1l −Λ+A>
0 1l
)
. (24)
We define
y =
(
ya yv
)>
= Ux. (25)
Lemma 3 given in the Appendix shows that
x ∈ D˜⊥ ⇔ y ∈ D˜⊥,
x 6= 0 ⇔ ya,yv 6= 0. (26)
According to Lemma 2, an equilibrium is stable if and
only if
x>Ξx < 0 ∀x ∈ D˜⊥, x 6= 0.
By the use of equations (23) and (26) the above condition
is equivalent to
−y>a Λya + y>v (H −X−1 +AΛ+A>)yv < 0,
∀y ∈ D˜⊥, ya,yv 6= 0.
That is, the equilibrium (δ◦j , ω
◦
j , E
◦
j ) is stable if and only
if Λ is positive definite on D¯⊥ and H −X−1 +AΛ+A>
is negative definite.
We are especially interested in classifying possible
routes to instability in the third-order model, i.e. we
want to understand how a stable equilibrium can be lost
if the system parameters are varied. Proposition 1 pro-
vides the basis for this task as it shows where instabilities
emerge. Depending on which of the criteria in the corol-
lary is violated, the instability can be attributed to the
angular or the voltage subsystem or both. This analysis
will furthermore reveal stabilizing factors of the third-
order model.
A. Rotor-angle stability
An equilibrium becomes unstable when the Condition
I(a) in Proposition 1 is violated, i.e. when the matrix Λ
is no longer positive definite on D¯⊥. This corresponds to
a pure angular instability which can be seen as follows.
If we artificially fix the voltages of all nodes we arrive
at a second-order model, commonly referred to as clas-
sical model9, structure-preserving model16 or oscillator
model32,33 in the literature. In this case we have  ≡ 0
and the linearized equations of motion (8) reduce to(
ξ˙
ν˙
)
=
(
0 1l
−M−1Λ −M−1D
)(
ξ
ν
)
This system is stable if and only if Λ is positive definite
(cf. Ref. 29). Thus Condition I(a) includes a condition
for the stability of the rotor-angle subsystem alone.
For a system of two machines j = 1, 2 connected by one
transmission line this stability criterion is easily under-
stood. The matrix Λ is positive definite on D¯⊥ if and only
if the phase difference satisfies cos(δ◦2 − δ◦1) > 0. This is
a well-known criterion for stability extensively discussed
in the literature9,10,34. Stability is lost if the real power
transmitted between the two nodes,
P1 = E
◦
1E
◦
2B1,2 sin(δ
◦
1 − δ◦2),
is strongly increased. Typically, the phase difference
δ◦1 − δ◦2 grows with P1 until it reaches pi/2 where the
grid becomes unstable.
An example of such a pure angle instability is shown in
Fig. 1. For Xj−X ′j = 0 the voltages are fixed as E◦j = Efj
such that we can restrict our analysis to the stability of
the rotor-angle subsystem. Stable operation is possible
as long as P1 < Pmax = B1,2E
f
1E
f
2 as elaborated above.
As P1 → Pmax, the second eigenvalue of the Laplacian
Λ approaches zero and the stable equilibrium is lost in a
saddle-node bifurcation as studied in detail in Refs. 21
and 29.
This result can be generalized to larger networks in the
following way. We assume that the network is connected,
otherwise we can consider every connected component
separately. A transmission line (i, j) is called a ‘critical
line’ if the angle difference across (i, j) satisfies
pi
2
≤ |θi − θj | mod 2pi ≤ 3pi
2
,
otherwise it is called a non-critical line. We then have
the following corollary.
Corollary 1. If there is no critical line in the network,
then the matrix Λ is positive definite on D¯⊥.
This result follows from the fact that Λ is a Laplacian
matrix of a graph with weights wij = E
◦
i E
◦
jBi,j cos(δ
◦
j −
δ◦i ). If no critical line exists, Λ is a conventional Lapla-
cian, which is extensively studied in the literature35–37.
In particular, all eigenvalues are positive except for one
5
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FIG. 1. Example of a pure angle instability in a sys-
tem of two coupled machines. When the transmitted power
P1 = −P2 is increased towards a critical value Pmax, one
eigenvalue of the Laplacian matrix Λ (shown on the lower
panel) approaches zero. At once one eigenvalue of the Ja-
cobian J of the full dynamical system approaches zero and
stability is lost as described by Proposition 1. At the crit-
ical value the equilibrium is lost in an inverse saddle-node
bifurcation, corresponding to the border of the regions I and
II in the stability map in Fig. 4. The remaining parame-
ters are X1 − X ′1 = X2 − X ′2 = 0, B1,1 = B2,2 = −0.8,
B1,2 = B2,1 = 1.0, E
f
1 = E
f
2 = 1.0, D = 0.2,M = 1, T = 2 in
per unit system.
zero eigenvalue corresponding to the eigenvector 1, i.e.
a global shift of the voltage phase angles which has no
physical significance as discussed above.
The general case of a signed Laplacian with possi-
bly negative weights wij has been studied in detail only
recently29,34,38,39. Typically only few critical lines are
present such that it is insightful to analyze how stability
depends on the properties of these edges39. One can draw
an analogy to resistor networks, where 1/wij is taken as
the direct resistance of each edge in the network. The ef-
fective resistance between a pair of nodes is then defined
as the voltage drop inducing a unit current between the
respective nodes.
If only one critical line is present, its direct resistance
is negative. However, the Laplacian matrix remains pos-
itive semidefinite as long as the effective resistance of the
critical line remains positive40.
This result has been generalized to the case of sev-
eral critical lines as follows. Let G− be the subgraph
containing all vertices but only the critical edges and let
F− be a spanning forest of this subgraph. We denote the
node-edge incidence matrix of the spanning forest asD−.
Then the matrix
Γ− = D−Λ+D>−
is an effective resistance matrix: the diagonal elements
are the effective resistances of the respective edges and
the non-diagonal elements are mutual effective resis-
tances. One then finds:
Corollary 2. The signed Laplacian Λ is positive definite
on D¯⊥ if and only if the matrix Γ− is positive definite38.
B. Voltage stability
Condition II (a) in Proposition 1 describes the stability
of the voltage subsystem alone. To see this, we artificially
fix the phase angles and frequencies, i.e. we set ξ ≡ ν ≡ 0
and consider only perturbations of the voltages . The
linearized equations of motion (8) then reduce to
˙ = T−1X(H −X−1).
This system is stable if and only if the matrixH−X−1 is
negative definite. If this condition is violated we thus face
a pure voltage instability. Rotor angles and frequencies
and phase angles will be affected by such an instability,
too, but the origin lies in the voltage subsystem.
To obtain a deeper understanding of this condition,
we first consider a system of only two machines j = 1, 2
connected by one transmission line. Then we have
H−X−1 =
(
B1,1 − (X1 −X ′1)−1 B1,2 cos(δ◦1 − δ◦2)
B2,1 cos(δ
◦
2 − δ◦1) B2,2 − (X2 −X ′2)−1
)
.
The cosine is positive since otherwise the rotor-angle in-
stability would arise; Xj − X ′j and Bj,` are positive for
j 6= ` while Bj,j ≤ 0. Applying Silvester’s criterion we
find that H −X−1 is negative definite if and only if(
B1,1 − (X1 −X ′1)−1
) (
B2,2 − (X2 −X ′2)−1
)
> B1,2B2,1 cos
2(δ◦1 − δ◦2). (27)
For applications it is desirable to find sufficient stability
conditions which depend purely on the machine param-
eters and not on the state variables. Using the bound
cos2(δ◦1 − δ◦2) ≤ 1, a sufficient condition for voltage sta-
bility is obtained:(
B1,1 − (X1 −X ′1)−1
) (
B2,2 − (X2 −X ′2)−1
)
> B1,2B2,1.
This condition is satisfied if
(X1 −X ′1) < (B1,1 +B1,2)−1 and
(X2 −X ′2) < (B2,1 +B2,2)−1. (28)
Thus, voltage stability is threatened if the difference be-
tween the static and transient reactances (Xj −X ′j) be-
comes too large. An example for this route to instability
is shown in Fig. 2.
In more detail, we consider two identical machines run-
ning idle, i.e. no power is transmitted P1 = P2 = 0. In
this case the sufficient conditions (28) for stability are
also necessary conditions and the stable equilibrium is
lost at the critical value
(X −X ′)crit = (B1,1 +B1,2)−1. (29)
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FIG. 2. Example of a voltage instability in a system of
two coupled identical machines. As the parameter X − X ′
approaches the critical value given by Eq. (29), the nodal
voltages tend to infinity and the eigenvalues of matrices H −
X−1 and J tend to 0. The instability corresponds to the
border of the regions I and III in the global stability map
in Fig. 4. The remaining parameters are P1 = −P2 = 0.5,
B1,1 = B2,2 = −0.8, B1,2 = B2,1 = 1.0, Ef1 = Ef2 = 1.0, D =
0.2,M = 1, T = 2 in per unit system.
When X − X ′ is increased above this critical value, an
eigenvalue of the matrixH−X−1 crosses zero. Then also
an eigenvalue of the Jacobian J of the full dynamical sys-
tem crosses zero and the equilibrium becomes unstable,
as described by Proposition 1.
This result can be generalized to larger systems com-
prised of more than two machines. Next, we present a
sufficient and a necessary conditions for the stability of
the voltage subsystem alone. Again, we will support our
proposal for small values of (Xj−X ′j) for ensuring voltage
stability.
Corollary 3. If, for all nodes j = 1, . . . , N ,
(Xj −X ′j)−1 >
N∑
`=1
Bj,`,
then the matrix H −X−1 is negative definite.
Proof. By applying Gershgorin’s circle theorem41 to the
general form of the matrix H −X−1, the following con-
dition for eigenvalues λj is obtained:
|λj − (Bj,j − (Xj −X ′j)−1)| ≤ |
N∑
` 6=j
Bj,` cos (δ
◦
j − δ◦l )|,
with the radius of the disk
∑N
` 6=j Bj,` cos (δ
◦
j − δ◦l ) cen-
tered at Bj,j − (Xj − X ′j)−1. The matrix is negative
definite if and only if all the eigenvalues lie in the left
half of the complex plane, which is guaranteed if
Bj,j − (Xj −X ′j)−1 +
N∑
6`=j
Bj,` cos (δ
◦
j − δ◦l ) < 0.
Using the bound cos (δ◦j − δ◦l ) ≤ 1, a sufficient condition
for negative definiteness is obtained as
Bj,j − (Xj −X ′j)−1 +
N∑
` 6=j
Bj,` < 0
⇔ (Xj −X ′j)−1 >
N∑
`=1
Bj,` .
This concludes the proof.
Corollary 4. If for any subset of nodes S ⊂
{1, 2, . . . , N},∑
j∈S
(Xj −X ′j)−1 ≤
∑
j,`∈S
Bj,` cos(δ
◦
` − δ◦j ), (30)
then the matrix H−X−1 is not negative definite and the
equilibrium is linearly unstable.
Proof. This result follows from evaluating the expression
x>(H −X−1)x for a trial vector x ∈ RN with entries
xj = 1 ∀j ∈ S and xj = 0 ∀j /∈ S.
C. Mixed instability
The interplay of voltage and angle dynamics can lead
to a third type of instability. A genuine mixed insta-
bility is observed if the Conditions I (a) and II (a) in
Proposition 1 are satisfied such that no ‘pure’ angle or
voltage instability occur, but one of the Conditions I (b)
or II (b) is violated. An example of a mixed instabil-
ity is shown in Fig. 3. The matrices quantifying voltage
stability (H −X−1) and angle stability (Λ) remain neg-
ative and positive definite, respectively, but still stability
is lost in a saddle node bifurcation when the transmitted
power is increased.
It should be noted that a mixed instability is not ex-
ceptional, but the typical case. In the case of two cou-
pled machines a pure angle instability is observed only if
Xj − X ′j = 0 for j = 1, 2 (cf. Fig. 1). If Xj − X ′j > 0
an increase of the transmitted power can only lead to a
mixed instability.
The emergence of mixed instabilities demand more
rigid requirements for stability as discussed above. Based
on proposition 1, we derive necessary and sufficient con-
ditions in terms of network connectivity measures.
Definition 2. Given the ordering (12), the second small-
est eigenvalue λ2 of the Laplacian matrix Λ is known as
the Fiedler value or algebraic connectivity of a network36.
The associated eigenvector vF is the Fiedler vector
42.
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FIG. 3. Example of a mixed instability in a system of two
coupled machines. As the transmitted power P1 = −P2 in-
creases to a critical value, a stable equilibrium (solid lines) and
an unstable equilibrium (green dashed line) annihilate in an
inverse saddle node bifurcation. The bifurcation corresponds
to the border of the regions I and II in the stability map in
Fig. 4. Shown are the state variables E◦1 = E
◦
2 and the relative
phase δ◦12 and the eigenvalues describing linear stability. Only
the largest eigenvalues are shown for Λ and J . The remaining
parameters are X1−X ′1 = X2−X ′2 = 1, B1,1 = B2,2 = −0.8,
B1,2 = B2,1 = 1.0, E
f
1 = E
f
2 = 1.0, D = 0.2,M = 1, T = 2 in
per unit system.
The algebraic connectivity λ2 is a measure of the con-
nectivity of a graph, embodying its topological structure
and connectedness. For a conventional graph with pos-
itive edge weights the algebraic connectivity is greater
than 0 if and only if the graph is connected (cf. 1).
In the limit (Xj − X ′j) ≡ 0 (no voltage dynamics) a
necessary and sufficient condition for stability is that the
Laplacian Λ is positive definite on D¯⊥ which is equivalent
to
λ2
!
> 0 (31)
as discussed in detail in section IV A. We can extend this
necessary condition for the algebraic condition for small
(Xj − X ′j) by means of a Taylor expansion. To leading
order, the necessary connectivity always increases with
(Xj −X ′j).
Corollary 5. A necessary condition for the stability of
an equilibrium point is given by
λ2 >
N∑
j=1
(Xj −X ′j)
(
N∑
k=1
AjkvFk
)2
+O((Xj −X ′j)2),
where vF denotes the Fiedler vector for (Xj −X ′j) ≡ 0.
Proof. We denote by vF the normalized Fiedler vector at
(Xj −X ′j) ≡ 0 and by v′F the actual normalized Fiedler
vector for the particular non-zero value of the (Xj−X ′j).
Clearly, we have
v′F = vF +O((Xj −X ′j)1).
Furthermore, we use the expansion
(X−1 −H)−1 =
∞∑
`=0
X(XH)`,
such that
(X−1 −H)−1 = X +O((Xj −X ′j)2).
Now, condition II.(b) in proposition 1 reads
∀y : y>Λy > y>A>(X−1 −H)−1Ay.
Choosing one particular vector y one obtains a necessary
condition for stability. Picking y = v′F we find
λ2 > v
′>
FA
>(X−1 −H)−1Av′F ,
and expanding the right-hand side to leading order in
(Xj −X ′j) yields
λ2 > v
>
FA
>XAvF +O((Xj −X ′j)2).
The matrix X is diagonal such that we can evaluate the
expression further to obtain
λ2 >
N∑
j=1
(Xj −X ′j)
(
N∑
k=1
AjkvFk
)2
+O((Xj −X ′j)2).
Furthermore, we can derive two sufficient conditions
for stability in terms of the algebraic connectivity. These
results show that in the limit of high connectivity only
the pure voltage dynamics determines the stability of the
full system.
Corollary 6. If the algebraic connectivity is positive
λ2 > 0 and for all nodes j = 1, . . . , N we have
(Xj −X ′j)−1 −
N∑
`=1
Bj` >
‖A‖2‖A>‖2
λ2
, (32)
where ‖ · ‖2 is the operator `2-norm, then an equilibrium
point is stable.
Proof. (1) If λ2 > 0 this directly implies that Λ is positive
definite on D¯⊥ and condition I.(a) in proposition 1 is
satisfied.
(2) Using Gershgorin’s circle theorem as in the proof
of corollary 3 we find that the condition (32) implies that
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X−1−H−λ−12 ‖A‖2‖A>‖21l is positive definite on D¯⊥.
Noting that λ−12 = ‖Λ+‖2, this implies
∀y : y>(X−1 −H)y > ‖A‖2‖Λ+‖2‖A>‖2‖y‖2
≥ ‖AΛ+A>‖2‖y‖2
≥ y>AΛ+A>y. (33)
Hence, matrix X−1 −H −AΛ+A> is positive definite
on D¯⊥. Condition I.(b) in proposition 1 is satisfied and
the equilibrium is stable.
Corollary 7. If the voltage subsystem is stable,
i.e. X−1 −H is positive definite, and the algebraic con-
nectivity satisfies
λ2 > ‖A>(X−1 −H)−1A‖2, (34)
where ‖ · ‖2 is the operator `2-norm, then an equilibrium
point is stable.
Proof. (1) By assumption, we haveX−1−H positive def-
inite such that condition II.(a) is satisfied in proposition
1.
(2) Furthermore, the assumption (34) implies that
∀y ∈ D¯⊥ : y>Λy ≥ λ2‖y‖2
> ‖A>(X−1 −H)−1A‖2‖y‖2
≥ y>A>(X−1 −H)−1Ay,
such that the matrix Λ−A>(X−1 −H)−1A is positive
definite on D¯⊥ and condition II.(b) in proposition 1 is
also satisfied. Hence the equilibrium is stable.
V. EXISTENCE OF EQUILIBRIA AND
STABILITY MAP IN TWO BUS SYSTEMS
The analysis of the Jacobian reveals the stability of
a given equilibrium and different routes to instability.
We now investigate when a stable equilibrium exists and
derive the global stability map of the grid. We focus on
an elementary network of two coupled machines, one with
positive effective power P1 > 0 and one with negative
effective power P2 = −P1. All other machine parameters
are assumed to be identical, Ef2 = E
f
1 > 0, X2 − X ′2 =
X1 −X ′1 > 0 , B2,2 = B1,1 < 0 and B2,1 = B1,2 > 0.
This example allows for a fully analytical solution of
the equilibrium equations (5). Stability requires that
phase difference satisfies δ1−δ2 ∈ (−pi/2, pi/2). Equation
(5b) in (5) can then be solved for the phase difference
δ◦1 − δ◦2 = arcsin
(
P1
B1,2E◦1E
◦
2
)
. (35)
Substracting (5c) for one machine from that for the other
machine one can show that the voltages at both machines
must be identical in a stable equilibrium,
E◦2 = E
◦
1 .
Using the result (35), we can now eliminate the phases
from (5c). We are left with an equation containing only
the state variable E◦1 :{[
(X −X ′)B1,1 − 1
]2 − (X −X ′)2B21,2}E◦41 + Ef2E◦21
+ 2
[
(X −X ′)B1,1 − 1
]
EfE◦31 + (X −X ′)2P 21 = 0.
(36)
This is a fourth-order polynominal in E◦1 , which can be
solved analytically leading to rather lengthy expressions.
More importantly, the fundamental theorem of algebra
tells us that there are exactly four solutions for a given set
of system parameters. Discarding solutions where E◦1,2 or
δ◦1− δ◦2 are complex or E◦1,2 < 0, which are physically not
meaningful, we obtain a set of equilibria, which can be
stable or unstable, though.
Solving equation (36) as a function of the system pa-
rameters provides a general stability map and bifurcation
set. Here, we focus on the dependence on the machine
parameters P1 = −P2 and X − X ′, while keeping the
transmission system parameters fixed. The stability map
in Fig. 4 reveals three qualitatively different regimes. In
region I the polynomial (36) has two real roots, one corre-
sponding to a stable and one to an unstable equilibrium.
Hence a stable operation of the grid is possible.
The phase difference decreases steadily with the in-
crease of X − X ′, whereas the nodal voltages increase.
Notably, the maximum transmitted power (the maximum
power P1 for which a stable solution exists, correspond-
ing to the boundary of regions I and II) firstly decreases
with X−X ′ and then increases for larger values of X−X ′
due to 2nd power dependence on the voltages on nodes.
Near the border of the two regimes I-III the maximum
transmitted power is effectively infinite, as the voltage
diverges.
When the system is approaching the“phase border”be-
tween region I and II in the parameter space, two equi-
libria, stable and unstable, merge in an inverse saddle-
node bifurcation, and the equilibrium is lost, accompa-
nied with the birth of 2 complex roots of the polynomial
(36). The border line can be obtained analytically from
the determinant of the fourth-order polynomial (36) as
it sign changes from − to + when passing through the
line I-II. Therefore in region II all four roots of (36) are
complex and no stable equilibrium exits. For X−X ′ = 0
the saddle-node bifurcation corresponds to a pure rotor-
angle instability (cf. Fig. 1), for other values of X −X ′
it corresponds to a mixed instability, cf. Fig. 3.
In region III the polynomial (36) has two complex and
two real roots with opposite signs. Only the positive real
root corresponds to a physical solution, but it is always
unstable, such that no stable operation is possible. By
approaching the border I-III from below the coefficient
of the fourth power in the polynomial (36) becomes in-
finitesimally small. Consequently the magnitude of one
root goes to infinity on the border, thereby changing its
sign from positive in region I to negative in region III
(cf. Fig. 2).
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FIG. 4. Stability map for a system of two coupled iden-
tical machines. A stable equilibrium exists only in region I.
Stability is lost at the boundary to region II in an inverse
saddle node bifurcation (see Figs. 1 and 2 for examples). At
the boundary to region III the voltage E◦1 = E
◦
2 diverges and
changes sign such that the equilibrium becomes unphysical.
This corresponds to a pure voltage instability shown in Fig. 3.
The stability map is obtained from the solution of the fourth
order polynomial (36). At the boundary I-II two real solu-
tions become complex and the discriminant/determinant of
the polynomial changes sign.
In physical terms, the voltage magnitude increases
with X−X ′ until it diverges on the border of the regions
I-III. On the border one faces a pure voltage instability
as illustrated in Fig. 2. No stable operation is possible if
the difference of static and transient reactance X−X ′ ex-
ceeds a critical value (region III). Notably the divergence
of the voltage magnitude implies that the phase differ-
ence δ◦1 − δ◦2 → 0 on the I-III-border if the transmitted
power is finite.
VI. CONCLUSION AND OUTLOOK
This paper has investigated the third-order model of
power system dynamics with a focus on the interplay
of rotor-angle and voltage stability. We employed a lin-
earization approach and derived necessary and sufficient
conditions for local exponential stability and uncovered
different routes to instability. For the simplified case of
a two-bus system, the positions of the equilibria as well
as a global stability map was obtained fully analytically.
Our paper provides several rigorous results which can
deepen our understanding into the factors limiting power
system stability. In particular, the Proposition 1 provides
a decomposition of the Jacobian into the angle and volt-
age subspace by means of the Schur decomposition and
thus allows to rigorously classify possible routes to insta-
bility. Stability of the angle subsystem requires that volt-
age phase angle differences remain small, see Corollaries
1 and 2. Stability of the voltage subsystem is threatened
if the difference of the static and transient reactances
X−X ′ becomes too large as expressed in corollary 3 and
4. Mixed instabilities can emerge due to the interplay of
both subsystems.
Furthermore, our paper provides analytical insights
into how the structure of a network determines its dy-
namics by linking stability properties to measures of con-
nectivity. Future research can deepen the understanding
and the applicability of our result. In particular, our
approach can be extended towards models of increasing
complexity such as the fourth order model. Analytic re-
sults can be compared to numerical simulations to test
how tight the derived bounds are and to clarify the im-
portance of line losses for the stability problem.
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Appendix: Construction of the Schur
decomposition
In the appendix we summarize some technical results
which are used to proof the main results of the paper.
Lemma 3. Consider the matrix U defined in (24). If
x ∈ D˜⊥, then also y = Ux ∈ D˜⊥.
Proof. Let’s write x = (ξ)>, then
y =
(
1l −Λ+A>
0 1l
)(
ξ

)
=
(
ξ −Λ+A>

)
. (A.1)
1l ξ = 0 because x ∈ D˜⊥. 1l Λ+A> = 0 because
Λ+ maps onto D¯⊥ as Λ maps onto D¯⊥. Then (1l ξ −
Λ+A>) = 0 and therefore y ∈ D˜⊥. Also y 6= 0, as if it
is equal to zero, then{
ξ −Λ+A> = 0,
 = 0,
(A.2)
which is realized if and only if{
ξ = 0,
 = 0,
(A.3)
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meaning x = 0, that contradicts with the condition x 6=
0.
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