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We study the optimization of thermodynamic performances in arbitrary periodically driven open
quantum systems. Within the assumption of fast modulation of the driving parameters, we derive
the optimal cycle that universally maximizes the extracted power of heat engines, the cooling power
of refrigerators, and in general any linear combination of the heat currents. We denote this optimal
solution as “generalized Otto cycle” since it shares the basic structure with the standard Otto cycle,
but it is characterized by a greater number of strokes. We bound this number in terms of the
dimension of the Hilbert space of the system used as working fluid. The generality of these results
allows for a widespread range of applications, such as reducing the computational complexity for
numerical approaches, or obtaining the explicit form of the optimal protocols when the system-
baths interactions are characterized by a single thermalization scale. In this case, we compare
the thermodynamic performance of a collection of optimally driven non-interacting and interacting
qubits. We find that, while in the refrigerator case the non-interacting qubits perform almost as
well as the interacting ones, in the heat engine case there is a many-body advantage both in the
maximum power, and in the efficiency at maximum power. At last, we illustrate our general results
studying the paradigmatic model of a qutrit-based heat engine.
I. INTRODUCTION
The most important thermal machines that can be con-
structed utilizing two or more thermal baths are the heat
engine and the refrigerator. These machines are mainly
characterized by two figures of merit: the efficiency (or
coefficient of performance for the refrigerator) and the ex-
tracted power (or cooling power). The optimal strategy
to maximize the efficiency (and the coefficient of perfor-
mance) was identified already in the 19th century, and it
is closely related to the second law of thermodynamics.
As such it is characterized by a universal strategy: in-
finitely slow transformations, known as reversible trans-
formations, must be performed [1]. On the other hand,
the maximization of the extracted power or cooling power
requires finite-time thermodynamics, which relies on a
microscopic model to describe the evolution of the sys-
tem. Therefore, the maximization of the power is usually
regarded as a model-specific task, thus lacking a universal
characterization [2–5].
Conversely, the last decade has witnessed tremendous
advances in experimental techniques [6–10] which allow
us to control quantum system and to operate them as
thermodynamic machines [4, 5, 11–33]. We are now at
the point that it is possible to fabricate devices which
behave as qubits or qutrits, and couple them to ther-
mal baths [8, 34–38]. Typical experimental platforms,
which range from trapped ions [39, 40], to electron spins
associated with nitrogen-vacancy centers [41], to circuit
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quantum electrodynamics [42], to single-electron transis-
tors [43], are all characterized by a set of “control pa-
rameters”, e.g. electric or magnetic fields, that can be
controlled in time by the experimentalist. The available
control parameters may be subject to constraints, and
may only grant us a partial control over the system dy-
namics. Given this framework, a fundamental question,
which has not been tackled in general, is how to opti-
mally drive the control parameters as to maximize the
power of periodically driven classical or quantum ther-
mal machines. This is the aim of the current paper.
In general, this is a formidable task, as it requires us
to solve the time-dependent dynamics of an open quan-
tum system, coupled to thermal baths, and to perform a
functional optimization over all available control parame-
ters. Within the slow-driving regime [44–49], a universal
strategy to maximize the power has been recently derived
[50, 51]. Beyond this regime, common strategies to im-
prove the power extracted from a quantum engine rely
on performing fast and effectively adiabatic quantum op-
erations through the Shortcut to Adiabaticity technique
[52–55] or using Floquet engineering [56, 57]. The vari-
ety of frameworks employed span from the optimization
of finite time Carnot cycles [48, 50, 58, 59] to Otto cycles
[4, 14, 28, 60–64] to endoreversible models [65, 66].
However within this mare magnum of frameworks and
methods, in the context of systems described by Marko-
vian dynamics, recent evidence suggests that the optimal
strategy to extract maximum power may consist of vary-
ing the control parameters infinitely fast [29, 32, 67–70].
This observation would imply a profound “duality” be-
tween efficiency and power: both would be maximized
according to two opposite universal strategies (infinitely
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2slow, or infinitely fast control speed).
In the present paper we discuss the optimization of
thermal machines in the fast driving regime. This last,
characterized by driving time scales which are much
faster than the thermal relaxation, is introduced and dis-
cussed in the context of Markovian dynamics. Among
all possible control strategies and protocols, we provide
a universal proof that the power is optimized by “gen-
eralized Otto cycles”, i.e. by performing sudden varia-
tions of the control parameters among a finite number
of fixed values. We denote these sudden variations as
“quenches”. The generality of the proof is guaranteed by
the fact that it holds for any Hamiltonian describing the
working fluid, the baths, and the coupling. Furthermore,
it holds regardless of the number of baths, and regardless
of the specific form of the time dependent dissipators in
the Lindblad master equation, that can depend on an ar-
bitrary number of external controls subject to arbitrary
constraints. In addition, it holds for the maximization
of any linear combination of the heat currents, which in-
cludes the extracted power of a heat engine, the cooling
power of a refrigerator, the dissipated heat by a heater,
and so on.
The optimal protocol, i.e. the generalized Otto cycle, is
characterized by L infinitesimal time intervals, connected
by an identical number of quenches, in which the control
parameters are held constant. We prove that, in general,
L ≤ d2, where d is the dimension of the Hilbert space
of the working fluid, while L ≤ d in the semi-classical
case, when the Hamiltonian commutes with itself at dif-
ferent times. We also show that these bounds on L pose
strict constraints on the number of thermal baths that
are necessary to maximize the power.
When the dynamics is described by a particularly sim-
ple class of master equations, we further prove that
L = 2, that is, the optimal protocol is a standard in-
finitesimal Otto cycle. In such models, assuming to have
total control over the Hamiltonian of the working fluid,
we are able to explicitly identify the optimal modula-
tion of the control parameters, which is such as to pro-
duce a highly-degenerate many-body spectrum charac-
terized by a single energy gap. This protocol allows us to
compute the maximum achievable power using a work-
ing medium made up of n interacting qubits. We show
that the power of such heat engine goes beyond its coun-
terpart based on n non-interacting qubits, displaying a
many-body advantage. The value of the maximum power
has a supra-extensive transient regime in n, and in the
n → ∞ limit we find that it is linear in the tempera-
ture difference ∆T between the hottest and the coldest
bath, while the non interacting case exhibits the more
common quadratic ∆T 2 dependence. In addition, the in-
teracting case displays an efficiency at maximum power
which asymptotically approaches Carnot efficiency (for
n → ∞). Surprisingly, we find that in the refrigerator
case, many-body interactions do not provide significant
advantage over non-interacting qubits.
To conclude, we study the qutrit system as a testing
ground for the results derived in the manuscript. We nu-
merically show that while the standard Otto cycle is op-
timal for typical thermalization models used to describe
Bosonic and Fermionic baths, the generalized Otto cycle
(characterized in this case by three quenches) outper-
forms the standard Otto cycle for some particular forms
of the master equation. This implies that our bound on
L is, in general, tight. Furthermore, as opposed to the
maximum efficiency, we show that the power can be en-
hanced by the presence of more than two thermal baths
at different temperatures.
From an operational point of view, the results derived
in this paper hugely simplify the numerical procedure
of finding optimal protocols. Indeed, instead of having
to optimize over all possible protocols, which are piece-
wise continuous functions, using e.g. complex variational
techniques [71], our results allow us to find the maximum
power by optimizing a function of a fixed number of vari-
ables which is at most polynomial in the dimensionality
of the Hilbert space of the working fluid.
The main results are ordered as follows. In Sec. II we
describe the theoretical model of a thermal machine used
throughout the text, consisting of a quantum system cou-
pled to an arbitrary number of Markovian thermal baths.
In Sec. III we introduce and characterize the fast driving
regime for periodically driven systems. We then prove
the optimality of the generalized Otto cycle, and we dis-
cuss the bounds on the number of quenches L. In Sec.
IV we apply the theory to a simple class of master equa-
tions, finding the exact form of the optimal driving pro-
tocols and highlighting the many-body advantage arising
in this scenario. In Sec. V we apply our general results
to a qutrit thermal machine, and in Sec. VI we draw the
conclusions.
II. THE MODEL
As schematically depicted in Fig. 1, we consider a d-
dimensional quantum system S (the working medium or
working fluid of the model) that is weakly coupled to N
thermal baths characterized by inverse temperatures βα,
for α = 1, . . . , N . We assume S to be externally con-
trolled through a set of M time-dependent control pa-
rameters collectively represented by a real vector func-
tion
~u(t) : [0, τ ]→ D ⊆ RM , (1)
where τ is the total duration of the driving, and D
represents the set of the allowed values the controls
can assume, accounting for possible experimental con-
straints. In the following, we denote the function ~u(t)
as the protocol or the driving. In our analysis ~u(t) acts
as a modulator both for the local Hamiltonian of the
system H~u(t) as well as for the interactions with the
thermal baths which, adopting the Gorini-Kossakowski-
Sudarshan-Lindblad (GKSL) formalism [72, 73], we de-
scribe in terms of the super-operator dissipators Dα,~u(t).
3FIG. 1. An arbitrary d-level system, controlled by M pa-
rameters represented by the components of the vector ~u(t), is
coupled to N thermals baths.
We hence assign the temporal evolution of the system
in terms of the following Master Equation (ME) for the
reduced density matrix ρ(t) of S,
∂tρ(t) = L~u(t) [ρ(t)] ≡ − i~
[
H~u(t), ρ(t)
]
+
N∑
α=1
Dα,~u(t) [ρ(t)] ,
(2)
where L~u(t) is the (time-dependent) quantum Liouvillian
generator of the dynamics. In this paper, we consider dis-
sipators Dα,~u(t) which may have an arbitrary functional
dependence upon ~u(t) [74]. We note that, through this
dependence, we can include the possibility of deciding
which bath is coupled to S at any given time. If only
bath α is coupled to S, and if we fix the control param-
eters ~u(t) = ~u, we expect S to thermalize by evolving
towards the Gibbs density operator
ρ
(eq)
α;~u ≡ exp[−βαH~u]/Zα;~u , (3)
Zα;~u ≡ Tr[exp[−βαH~u]] being the partition function.
We frame this physical statement in mathematical terms
by requiring all the dissipators Dα,~u to be irreducible
and adjoint-stable [78, 79], two conditions which, as we
discuss in Appendix A, are typically satisfied by non-
pathological dissipators. The instantaneous heat flux
flowing out of bath α can then be computed as [2]
Jα(t) ≡ Tr
[
H~u(t)Dα,~u(t) [ρ(t)]
]
. (4)
Within the above framework, we are interested in per-
forming thermodynamic cycles, i.e. in performing a peri-
odic driving ~u(t), with period T , such that the variation
of internal energy
U(t) ≡ Tr[H~u(t)ρ(t)] (5)
of the working fluid is zero after each cycle. In this
regime, the first law of thermodynamics guarantees us
that all the work extracted from the system is only pro-
vided by the heat baths, and not by some particular state
preparation of S. As we see from Eq. (5), the periodic-
ity of U(t) requires both ~u(t) and ρ(t) to be periodic
functions. In general, ρ(t) is not a periodic function.
However, using the fact that the dissipators Dα,~u(t) are
irreducible and adjoint-stable, the Lindblad master equa-
tion enjoys the following property (a proof is provided by
Theorem 2 of Ref. [79]): if ~u(t) is a T -periodic function,
then the solution of Eq. (2) asymptotically converges to-
ward a “limiting cycle” solution ρ(lc)[~u] (t), which is inde-
pendent of the initial condition of the system, and which
is periodic with the same period T of the controls, i.e.
ρ
(lc)
[~u] (t + T ) = ρ
(lc)
[~u] (t) for all t (the name “limiting cy-
cle” follows from the fact that S naturally approaches it
when we repeat the periodic protocol “many times” [80]).
The subscript in ρ(lc)[~u] (t) emphasizes that the limiting cy-
cle is a functional of the whole protocol, i.e. it depends
on the control parameters along the whole cycle. In this
asymptotic regime, the internal energy U(t) becomes a
periodic function, providing us with a thermodynamic
cycle. From now on, we therefore focus solely on this
regime.
We now wish to identify the optimal choice of ~u(t) that
allows us to maximize the extracted power from a heat
engine, or the cooling power of a refrigerator, averaged
over a cycle. Both these quantities can be expressed as
linear combinations of time integrals of the currents, de-
fined in Eq. (4). Therefore, given an arbitrary collection
cα of real coefficients, we define the Generalized Average
Power (GAP), which is a functional of the whole proto-
col, as
Pc[~u] ≡ 1
T
N∑
α=1
∫ T
0
cαJα(t) dt,
= 1
T
∫ τ
0
Tr
[
H~u(t)
∑
α
cαDα,~u(t)
[
ρ
(lc)
[~u] (t)
]]
dt. (6)
For instance, if we choose cα = 1 for all α, Eq. (6) repre-
sents the average of the total extracted heat flux, which
coincides with the average extracted power for period-
ically driven heat engines; if instead cα = δα,N , with
α = N labelling the coldest bath and δ representing the
Kronecker delta, Eq. (6) represents the average cooling
power, which measures the performance of a refrigerator;
if cα = −1 for all α, Eq. (6) represents the average dis-
sipated heat flux, which measures the performance of a
heater, and so on.
III. FAST DRIVING REGIME
Finding the optimal value of ~u(t) that maximize the
functional (6) is, in general, a formidable task. Nonethe-
4less, as we shall see, an explicit solution to the prob-
lem can be obtained when studying the performance in
the fast driving regime. This is characterized by driving
the system with a protocol ~u(t) whose period T is much
shorter than the typical relaxation times induced by the
baths. Therefore, we may expect that the limiting cy-
cle state of S “does not have time” to thermalize with
the bath, so it might actually converge to a fixed, time-
independent out-of-equilibrium state. This is precisely
what happens.
More specifically, let us denote with η[~u] the typical
rate which characterizes the ME (7) (see App. B for a
mathematical definition of η[~u]). Formally, we can ex-
pand ρ(lc)[~u] (t) in a power series in η[~u]T  1. As we
prove in App. B, it turns out that the leading order term
ρ
(0)
[~u] is indeed time-independent. A closed expression for
such term can be obtained by making use of a projection
technique that allows us to replace the dynamical gen-
erator L~u(t) with the superoperator G~u(t) which has the
important property of being invertible on the (d2 − 1)-
dimensional linear subspace of traceless linear operators
L0S acting on S (see App. A for details). Specifically,
Eq. (2) can be rewritten in the more convenient form
∂tρ˜(t) = G~u(t)
[
ρ˜
(eq)
~u(t) − ρ˜(t)
]
, (7)
where ρ(eq)~u(t) is the (unique) fixed point of L~u(t) and where,
for all density matrices ρ of S, we define
ρ˜ ≡ ρ− 1 /d , (8)
its traceless component. Equipped with this notation, in
App. B we prove that
ρ˜
(0)
[~u] ≡
(∫
I[~u]
G~u(t)dt
)−1 [∫
I[~u]
G~u(t)[ρ˜(eq)~u(t)] dt
]
, (9)
where I[~u] denotes the time interval of one cycle of dura-
tion T . The invertibility of
∫
I[~u]
G~u(t)dt is guaranteed by
the assumption that the dissipators are irreducible and
adjoint-stable (see App. A for details). Using the approx-
imation ρ(cl)[~u] (t) ≈ ρ(0)[~u] , we can write the GAP in Eq. (6)
in the fast driving regime as
Pc[~u] =
1
T
∫
I[~u]
Tr
[
H~u(t)
∑
α
cαDα,~u(t)
[
ρ
(0)
[~u]
]]
dt, (10)
which is guaranteed to be valid up to linear corrections
in the expansion parameter η[~u]T (however, it should be
stressed that, by direct evaluation, the GAP of the op-
timal protocol turns out to be valid up to second order
corrections in η[~u]T in two level systems [29, 69] and in
the qutrit case studied in Sec. V).
Equations (9) and (10) are the main starting point of
our analysis: they allow us to express the GAP as an ex-
plicit functional of the protocol ~u(t) without requiring us
to solve the ME. This procedure is somewhat analogous
to what happens in the opposite regime, the slow driving,
in which the time scales of the driving are much slower
than the dissipative dynamics induced by the baths. Op-
timal protocols for maximizing GAPs in this regime have
been extensively discussed [48, 50, 51, 81, 82]. The rea-
soning above shows that, by exploiting the concept of
time scale separation, we can simplify the characteriza-
tion of the GAP in thermal machines. Dealing with the
dynamics of ρ(t) in intermediate regimes is in general
more difficult, and this can be tackled, for instance, using
the Pontryagin minimum principle technique [29, 31, 83].
A. Optimality of sudden quenches
Instead of performing a direct constrained functional
optimization of the GAP [see Eq. (10)] with respect to
~u(t), we will employ an iterative procedure that eventu-
ally leads to the identification of the “generalized Otto
cycle” as the optimal one. The main idea of the proof is
the following: given any assigned periodic protocol which
respects the constraint ~u(t) : [0, T ] → D, we prove that
it is possible to “cut away” parts of it to build a new,
shorter, cycle which delivers a higher or equal GAP than
the starting one. By reiterating this process over and
over, we end up with the generalized Otto cycle. We
therefore denote this procedure as cut-and-choose.
In order to detail the cut-and-choose procedure, let us
first formally introduce the notion of cyclic sub-protocols.
Given an arbitrary cyclic protocol ~u(t) of period T and
fundamental period I[~u] = [0, T ], consider a subset IA
of I[~u] of non-zero measure TA. A cyclic sub-protocol
~uA(t) of ~u(t) with period TA and fundamental period
I[~uA] ≡ [0, TA] is hence obtained by rigidly joining the
various parts which compose the restriction of ~u(t) on IA.
This procedure may introduce localized discontinuities,
i.e. quenches, within the protocol – see Fig. 2 for an
example for M = 1. Assume now to drive S by repeating
many times the selected sub-protocol: since the image
points of the curve ~uA(t) : I[~uA] → D form a proper
subset of those of ~u(t) : I[~u] → D, it follows that if the fast
driving limit holds for the latter, i.e. if η[~u]T  1, then
the same condition applies also to ~uA(t), i.e. η[~uA]TA  1
– see Appendix B 3. Furthermore, by construction, the
new cyclic sub-protocol satisfies the constraints on the
values of the control.
Since Eq. (9) holds for any periodic protocol in the fast
driving regime, by repeating ~uA(t) many times, the state
of S will tend to a new asymptotic constant state ρ(0)[~uA]
whose traceless component reads
ρ˜
(0)
[~uA] =
(∫
I[~uA]
G~uA(t)dt
)−1 [∫
I[~uA]
G~uA(t)[ρ˜(eq)~uA(t)] dt
]
.
(11)
It goes without mentioning that analogous conclusions
can be drawn also for the sub-protocol ~uB(t) that is ob-
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FIG. 2. Schematic representation of the cut-and-choose proce-
dure for M = 1. Upper panel: representation of an arbitrary
protocol ~u(t) defined on the time interval I[~u] of duration T .
Central panel: we partition I[~u] into two disjoing subsets IA
and IB . Lowe panel: we define two new sub-protocols ~uA(t)
and ~uB(t) by restricting ~u(t) respectively to IA and IB . This
process may introduce discontinuities in the controls, denoted
as quenches.
tained by considering the restriction of ~u(t) to the com-
plement IB of IA, i.e. the set IB = I[~u]/IA of measure
TB = T − TA: once more, under iterated application
of such driving, the state of S will tend to a constant
asymptotic state ρ(0)[~uB ] given by Eq. (11) by simply re-
placing everywhere the index A with B; see Fig. 2 for an
example.
Assume next that the states ρ(0)[~uA] and ρ
(0)
[~uB ] introduced
above coincide and are equal to ρ(0)[~u] , i.e.
ρ
(0)
[~uA] = ρ
(0)
[~uB ] = ρ
(0)
[~u] . (12)
Equation (12) is a rather strong requirement which in
general is not met by generic choices of IA and IB : still,
as we shall discuss in the next section, the possibility
of identifying sub-protocols fulfilling this property is al-
ways granted. For the moment we hence assume that
Eq. (12) is satisfied. The GAPs Pc[~uA] and Pc[~uB ] deliv-
ered respectively by the sub-protocols ~uA and ~uB can be
computed using Eq. (10). Assuming Eq. (12) is fulfilled,
𝑡
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𝑢2
𝑢L
𝑑𝜏1 𝑑𝜏2 𝑑𝜏L
…
FIG. 3. Representation of a generalized Otto cycle, which
results from a large number of re-iterations of the cut-and-
choose procedure depicted in Fig. 2. L (infinitesimally short)
constant controls are alternated with quenches. Finite upper
bounds can be obtained for the maximum value of L that is
needed for the optimization (see Table I).
we notice that the integrands entering Pc[~u], Pc[~uA] and
Pc[~uB ] are all the same. Therefore, exploiting the linear-
ity of the integral respect to the its integration domain
(i.e. time), and recalling that T = TA+TB , we have that
Pc[~u] =
TAPc[~uA] + TBPc[~uB ]
TA + TB
. (13)
The above equation establishes that the GAP of the orig-
inal protocol ~u(t) can be expressed as a non-trivial con-
vex combination of the GAPs of the sub-protocols ~uA(t)
and ~uB(t): therefore it must be smaller or equal to the
maximum of those two quantities, i.e.
Pc[~u] ≤ Pc[~uA], (14)
where, without loss of generality we assumed Pc[~uB ] ≤
Pc[~uA]. Inequality (14) implies that given a generic peri-
odic protocol ~u(t), it is possible to construct a shorter one
~uA that delivers a larger or equal GAP. This is the reason
for the name cut-and-choose procedure. We can now re-
iterate the cut-and-choose procedure starting from ~uA(t),
thus obtaining another (even shorter) protocol ~uAA(t)
that produces a greater or equal GAP, and so on and so
forth. After many iterations of the cut-and-choose pro-
cedure, we end up with a protocol that cannot be further
optimized via this technique. This is a generalized Otto
cycle.
This protocol is characterized by an infinitesimal do-
main I of duration dτ , divided into L segments of length
dτi, such that the controls ~u(t) take on a constant value
~ui ≡ ~u(ti) ∈ D during each time interval dτi; see Fig. 3
for a schematic representation. Using Eq. (10), the as-
sociated GAP of such protocol can hence be expressed
as
Pc[{~ui, µi}] =
L∑
j=1
µj Tr
[
H~uj
∑
α
cαDα,~uj
[
ρ
(0)
[{~ui,µi}]
]]
,
(15)
where µi = dτi/dτ represents the percentage of the total
protocol time spent at each point ~ui, and ρ(0)[{~ui,µi}] is
6Quantum Semi-classical Simple relax.
max L d2 d 2∗
Scalar Params d2(M + 1)− 1 d(M + 1)− 1 2∗(M + 1)− 1
TABLE I. Maximum value of L and maximum number of
scalar parameters which determine the generalized Otto cycle
in the general quantum case, in the semi-classical case, and
for a simple choice of the Lindbladian form (cfr. Sec.IV).
*: 2 holds for the refrigerator, while this value is min(N, d) in
the heat engine case. See Sec. IV for details.
the time-independent limiting cyclic state whose traceless
component is [see Eq. (9)]
ρ˜
(0)
[{~ui,µi}] ≡
 L∑
j=1
µjG~uj
−1  L∑
j=1
µjG~uj [ρ˜(eq)~uj ]
 . (16)
Crucially, we are able to place a finite upper bound to
the number L of time intervals of the optimal generalized
Otto cycle. In App. C 2 we prove that, in general, L is at
most equal to the degrees of freedom of the density ma-
trix plus one. Therefore, in general we have L ≤ d2; we
denote this the “quantum case”, since all elements in the
density matrix are assumed to contribute to the evalua-
tion of the GAP. Instead, if the system is “semi-classical”,
i.e. if [H~u(t), H~u(t′)] = 0 for all t and t′, this upper bound
is reduced to L ≤ d since, under this condition, only the
populations of the instantaneous eigenstantes, which are
d, play a role in the evaluation of the GAP. Furthermore,
as discussed in Sec. IV, if the dissipator of each bath is
characterized by a single (control-dependent) timescale
and N = 2, then L = 2 regardless of the dimensionality
of the system; in this case, the optimal protocol reduces
to a conventional infinitesimal quantum Otto cycle.
We therefore proved that the generalized Otto cycle
universally maximizes the GAP. The particular values of
the controls ~ui and of the time fractions µi that max-
imize Eq. (15) are instead model specific, and must be
determined case by case. The total number of scalar pa-
rameters over which Eq. (15) must be optimized is given
by (L− 1) +ML, where L− 1 comes from the time frac-
tions (note that
∑
i µi = 1), and ML is the number of
scalar control parameters. We report a summary of these
results in Table I.
In order to gain further physical insight into our result,
let us consider the paradigmatic case in which our system
S can only be coupled to one bath at the time. Mathe-
matically, this assumption can be described by a specific
control parameter, say α(t), whose value is the index of
the bath we are coupled to, α = 1, . . . , N . Therefore, S
must be coupled only to a single bath in each time inter-
val dτi. In this scenario, it is interesting to notice that
our bound on the number of time intervals poses a limit
to the maximum number of thermal baths necessary to
maximize the GAP: indeed, at most L baths will be used.
Therefore, for low dimensional working fluids, the max-
imum number of thermal baths necessary to maximize
the GAP is strongly limited. However, we also explicitly
show in Sec. V that three thermal baths at different tem-
peratures can outperform two thermal baths when the
working fluid is a qutrit. This result is in contrast with
the maximization of the efficiency, which is always ob-
tained by coupling S only to the hottest and coldest bath
available.
As a final technical remark, we discuss how to sim-
plify the optimization over the choice of the bath coupled
to S. In principle, any bath can be coupled to S during
each time interval dτi. However, by direct inspection of
Eqs. (15) and (16), it can be seen that the GAP is in-
variant under permutations of ~ui and µi. Therefore, the
number of independent choices of the bath is given by the
binomial coefficient
(
L+N−1
N−1
)
which e.g. scales linearly in
L when only two thermal baths are available. The maxi-
mization of the GAP is thus carried out by repeating the
optimization of Eq. (15) over the other control parame-
ters for each independent choice of the baths, and then
choosing the configuration delivering the largest GAP.
B. A geometric interpretation of Eq. (12)
The argument presented in the previous section relies
on the assumption (12) that one can identify two new
sub-protocols ~uA(t) and ~uB(t) that preserve the asymp-
totic state ρ(0)[~u] of the original protocol ~u(t). We provide
an explicit proof that such condition can always be ful-
filled by translating it into a geometric problem.
For this purpose, let us define the curves γ[~u] ≡
{v~u(t)|t ∈ I[~u]}, γ[~uA] ≡ {v~uA(t)|t ∈ I[~uA]}, and γ[~uB ] ≡
{v~uB(t)|t ∈ I[~uB ]} generated by the functions
v~u(t) ≡ G~u(t)
[
ρ˜
(eq)
~u(t) − ρ˜(0)[~u]
]
, (17)
v~uA,B(t) ≡ G~uA,B(t)
[
ρ˜
(eq)
~uA,B(t) − ρ˜
(0)
[~u]
]
. (18)
Since the domains I[~uA] and I[~uB ] are complementary and
provide a decomposition of I[~u], γ[~uA] and γ[~uB ] are dis-
joint, and their union coincides with γ[~u] (see upper pan-
els of Fig. 4 for a schematic representation). It is impor-
tant to notice that the functions in Eq. (18), thus also
the curves γ[~u], γ[~uA], and γ[~uB ], belong to the special sub-
space of L0S formed by the traceless Hermitian operators
of S which, being isomorphic to RD with D ≡ d2−1, can
be parameterized in terms of D real parameters.
Since ρ˜(0)[~u] satisfies Eq. (9), the curve γ[~u] has a null
“center of mas” O[~u] (represented by the black dot in
Fig. 4), i.e.
O[~u] ≡
∫
I[~u]
v~u(t) dt = 0 . (19)
Using the linearity of the integral respect to its integra-
tion domain, it is easy to verify that the sum of the
“centers of mass” O[~uA] ≡
∫
I[~uA]
v~uA(t) dt with O[~uB ] ≡
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FIG. 4. Upper left: schematic representation of γ[~u] and of
its center of mass. Upper right: schematic representation of a
partition of γ[~u] into γ[~u]A and γ[~u]B . Lower panels: schematic
representation of the sub-curves γ[~u]A and γ[~u]B which pre-
serve the center of mass of the original curve γ[~u].
∫
I[~uB ]
v~uB(t) dt is null, i.e.
O[~uA] +O[~uB ] = O[~u] = 0 . (20)
We claim that a necessary and sufficient condition for
Eq. (12) to hold is that the curve γ[~uA] (and hence due
to Eq. (20), also γ[~uB ]) must have a null center of mass
too. Indeed, exploiting the invertibility of
∫
I[~uA]
G~uA(t)dt
on L0S, one can observe that setting O[~uA] = 0 is fully
equivalent to having
ρ˜
(0)
[~u] =
(∫
I[~uA]
G~uA(t)dt
)−1 [∫
I[~uA]
G~uA(t)[ρ˜(eq)~uA(t)] dt
]
= ρ˜(0)[~uA], (21)
where, in the last step, we used Eq. (11) to recognize
ρ˜
(0)
[~uA]. An analogous conclusion holds also for the sub-
protocol ~uB(t) thanks to Eq. (20).
This is the geometric reformulation of Eq. (12) we were
looking for: our partitioning technique works if, starting
from a generic curve γ[~u] in RD having a null center of
mass, we are able to split it into two sub-curves γ[~uA]
and γ[~uB ] such that these still have a null center of mass
(this concept is schematically represented in Fig. 4). In
Appendix C we prove that it is indeed possible assum-
ing that the original protocol ~u(t) possesses some weak
notion of regularity. The main idea is that, given an ar-
bitrary curve in RD with zero center of mass, it is always
possible to identify a null convex combination of at most
D + 1 points lying on the curve. For sufficiently regular
curves, the implicit function theorem allows us to extend
these points to a piecewise continuous curve of finite size.
Reiterating this cut-and-choose procedure many times
may lead to a piecewise continuous curves with a large
number of discontinuities. Crucially, in App. C 2 we show
that it is always possible to end up with a curve charac-
terized by at most D+1 discontinuities. This result gives
rise to the bounds on L summarized in Table I.
IV. SIMPLE RELAXATION CASE
In this section we discuss a simplified model of ther-
malization where the super-operator G~u(t) of Eq. (7) is
purely multiplicative, leading to a ME of the form
∂tρ˜(t) = Γ~u(t)(ρ˜(eq)~u(t) − ρ˜(t)), (22)
with Γ~u(t) > 0 a scalar number which defines the rate
of thermalization of all the observables of the system.
Furthermore, we assume that the model allows S to be
coupled to a single bath at the time. As discussed in
the final part of Sec. III A, we formally introduce a single
control parameter, denoted with α(t), indexing the bath
we are coupled to at time t. Notice that, for all values
of ~u(t), the equilibrium states ρ(eq)~u(t) always correspond to
the Gibbs distribution of bath α(t), i.e. ρ(eq)α(t);~u(t) as in
Eq. (3). As discussed in the first part of the paper, the
maximum GAP is given by Eqs. (15) and (16) which,
using Eq. (22), can be rewritten as
Pc[{~ui, µi}] =
∑L
i,j=1 cαiµiµjΓ~uiΓ~ujPi←j∑L
i=1 µiΓ~ui
, (23)
ρ˜
(0)
[{~ui,µi}] =
∑L
i=1 µiΓ~ui ρ˜
(eq)
~ui∑L
i=1 µiΓ~ui
, (24)
where αi is the constant value of α(t) during the interval
dτi (we used the assumption that S can be coupled to
a single bath at the time to remove the sum over α in
Eq. (23)), and where
Pi←j ≡ Tr
[
H~ui
(
ρ˜
(eq)
~ui
− ρ˜(eq)~uj
)]
. (25)
Notice that Pi←i = 0, while
Pj←k + Pk←j ≤ 0 , (26)
when S is coupled to the same temperature during the
time intervals dτj and dτk. This is given by the fact
that Pj←k + Pk←j is equal to Pc[{~ui, µi}] with cα = 1
∀i, and µi = 0 ∀i 6= j, k, which physically represents
the average power extracted from a heat engine operat-
ing between equal temperatures (and therefore cannot be
positive) [84].
Using these properties, we show that with the only as-
sumption of the dynamics being described by Eq. (22),
it is possible to greatly simplify the optimization of the
GAP of thermal machines. As shown in Appendix D, we
consider positive GAPs, i.e. generalized average powers
8consisting of a positive linear combination of the heat
currents extracted from the different thermal baths (for-
mally we assume that cα ≥ 0 ∀α). This hypothesis in-
cludes both the average power extracted from a heat en-
gine (cα = 1 ∀α), and the cooling power of a refrigerator
(cα = δα,N , with α = N labelling the coldest bath). We
prove that, in order to maximize a positive GAP, it is
sufficient to consider a protocol with at most one time
interval per temperature; therefore L ≤ N . Moreover, if
more than one heat current is neglected in the definition
of the GAP, it is possible to further reduce the number
of intervals. Specifically, given κ ≤ N the number of
distinct temperatures of the baths for which cα 6= 0, we
prove that
L ≤ min(N,κ+ 1) . (27)
This implies that a refrigerator (κ = 1) is always char-
acterized by L = 2, regardless of the number of baths,
while a heat engine (κ = N) by L ≤ N . In the following,
for simplicity, we focus on the refrigerator and heat en-
gine case with two thermal baths at our disposal. As a
consequence, L = 2. Under this hypothesis, we find that:
(i) The optimal durations of the time intervals and
the resulting maximum GAPs can be determined
as a function of the control parameters (Sec.s IVA-
IVB).
(ii) If the thermalization rates are a function of the
bath α(t), but only weakly depend on the specific
value of the other control parameters, i.e. Γ~ui =
Γαi , and if we assume to have total control over
the system Hamiltonian, we can fully carry out the
maximization of the GAP, finding that the optimal
control strategies involve degenerate spectra of the
Hamiltonian of the working fluid (Sec. IVC).
(iii) Under the hypothesis of (ii), we find that generating
coherence in the eigenstate basis does not improve
the GAP of thermal machines (Sec. IVC).
(iv) Under the hypothesis of (ii), we compare the GAP
of a heat engine and of a refrigerator delivered
by n non-interacting qubits [GAPNI(n)], with the
GAP of n interacting qubits [GAPI(n)], finding
that there is a many-body advantage in the engine
case.
A. Refrigerator
Let us consider two inverse temperatures β1 and β2
such that β1 < β2. The average cooling power of a re-
frigerator, P[R], is described by the GAP with c2 = 1 on
the cold bath while c1 = 0. Since L = 2, Eq. (23) reduces
to
P[R] =
µ1µ2Γ~u1Γ~u2P2←1
µ1Γ~u1 + µ2Γ~u2
(28)
where µ2 = 1− µ1. We can thus explicitly maximize the
above expression over the choice of the time fraction µ1,
leading to
P
(max)
[R] =
Tr
[
H~u2
(
ρ˜
(eq)
~u2
− ρ˜(eq)~u1
)]
(√
Γ−1~u1 +
√
Γ−1~u2
)2 , (29)
which is obtained for µ1 =
√
Γ~u2/(
√
Γ~u2 +
√
Γ~u1). No-
tably, the expression of the maximum cooling power in
Eq. (29) only requires a maximization over ~u1 and ~u2,
which in general is model dependent.
B. Engine
Let us consider the same setting β1 < β2. The average
extracted power of a heat engine, P[E], is described by the
GAP with c1 = c2 = 1. Since L = 2, Eq. (23) reduces to
P[E] =
µ1µ2Γ~u1Γ~u2 (P1←2 + P2←1)
µ1Γ~u1 + µ2Γ~u2
(30)
It follows that the optimization over the time fraction
µ1 is identical to that of the refrigerator, see Eq. (28),
leading to
P
(max)
[E] =
Tr
[
(H~u1 −H~u2)
(
ρ˜
(eq)
~u1
− ρ˜(eq)~u2
)]
(√
Γ−1~u1 +
√
Γ−1~u2
)2 , (31)
which is obtained for µ1 =
√
Γ~u2/(
√
Γ~u2 +
√
Γ~u1). Also
in this case, Eq. (31) only requires a model-dependent
maximization over ~u1 and ~u2.
C. Full maximization
The maximum average power for the refrigerator and
the heat engine that we found in Eqs. (29) and (31) has
been maximized over the time fractions spent in contact
with each bath. However P (max)[R] and P
(max)
[E] still need to
be maximized over to the experimentally available con-
trols, i.e. over ~u1 and ~u2. Until now, we did not make
any assumption on the functional form of Γ~u, nor of H~u.
We now assume that the rates Γ~ui = Γαi are fixed for
each bath (i.e. they do not depend on the value of the
control ~u, but only on the bath index α), and that the
control on the Hamiltonians is total (i.e. that we can gen-
erate any Hamiltonian). In such case, the maximization
of P (max)[E] is carried out by maximizing
Tr
[
(H1 −H2)
(
e−β1H1/Z1 − e−β2H2/Z2
)]
(32)
with respect to the choice of the two Hamiltonians H1
and H2. This maximization has been carried out in
Ref. [59], finding that H1 and H2 must be diagonal in
9the same basis |ν〉, and that the spectrum must be given
by a non-degenerate ground state, and a d−1 degenerate
excited state. We therefore have
Hi =
d∑
ν=2
εi |ν〉 〈ν| , (33)
where ε1 and ε2 can be found by maximizing the form
taken by (32), i.e.
(ε1 − ε2)(e−β1ε1 − e−β2ε2)(d− 1)
(1 + (d− 1)e−β1ε1)(1 + (d− 1)e−β2ε2) . (34)
Analogously, it can be shown that the optimization
of P (max)[R] is carried out by maximizing the numerator
of Eq. (29) with respect to the values the Hamiltonian
assumes while in contact with the first and the second
bath, as we did for Eq. (32) in the heat engine case. The
optimal Hamiltonians are again of the form of Eq. (33),
with ε1 →∞ (physically, the hot bath attempts to drive
S towards its ground state, to obtain a better cooling),
while ε2 can be obtained as the maximum of the following
expression
ε2e
−β2ε2(d− 1)
1 + (d− 1)e−β2ε2 . (35)
Incidentally, we notice here that the optimality of
Hamiltonians with d − 1 degenerate spectra was found
also in the regime opposite to the fast driving, that is in
the slow driving, high efficiency regime [50].
D. Non-interacting vs many-body qubits
In this section we compare the maximum GAP of
a heat engine and of a refrigerator delivered by n
non-interacting qubits [GAPNI(n)] driven independently,
with the GAP of n interacting qubits [GAPI(n)]. In the
NI case, we assume that we have full control over the
Hamiltonian of the single qubits, while in the I case we
assume to have full control over the total many-body
Hamiltonian of n qubits. Furthermore, we work under
the assumptions of Secs. IVC, i.e. we consider rates Γα,
for α = 1, 2, that only depend on the bath index. Under
these assumptions, the GAP delivered by a single qubit
can be computed as described in Sec. IVC setting d = 2.
GAPNI(n) will then be equal to n times the power of a
single qubit. Instead, GAPI(n) can be computed setting
d = 2n.
In Fig. 5 we show the maximum GAP of a heat engine,
P
(max)
[E] (left panel), and the maximum GAP of a refriger-
ator, P (max)[R] (right panel), as a function of the number of
qubits n in a log-log plot. The black curve, corresponding
to GAPNI(n), is a linear function of n. Notably, there is
a transient regime, roughly between 100 and 102, where
GAPI(n) is superlinear: in particular, P (max)[E] scales as
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FIG. 5. P (max)[E] (left panel) and P
(max)
[R] (right panel), mea-
sured in units of β−12 /(
√
Γ−11 +
√
Γ−12 )2, as a function of the
number of qubits n displayed in a log-log plot. The black
curve corresponds to the non-interacting case, while the blue
curve to the interacting case. The dashed green curve is the
analytic asymptotic value we find for n → ∞, see Eq. (36),
while the dashed orange line is a reference quadratic function.
The temperatures are chosen such that β1 = 0.95β2.
n2, whereas P (max)[R] scales as a nδ, with 1 < δ < 2. How-
ever, for large enough n (thermodynamic limit), we see
that GAPI(n) is again a linear function of n, displaying
a finite gap with respect to GAPNI(n). In App. E we
prove that the asymptotic behavior is given by
P
(max)
[E]
n→∞= ln 2 β
−1
1 − β−12(√
Γ−11 +
√
Γ−12
)2 n,
P
(max)
[R]
n→∞= ln 2 β
−1
2(√
Γ−11 +
√
Γ−12
)2 n, (36)
which is indeed linear in n.
Remarkably, in the heat engine case, the asymptotic
behavior of P (max)[E] is linear in the temperature difference
∆T = (β−11 − β−12 )/kB . This is quite surprising: indeed,
any finite-size slowly-driven quantum system [50] or any
finite-size steady-state thermoelectric heat engine [24] de-
livers a maximum power which, for small ∆T , scales as
∆T 2. Furthermore, also the maximum power of a qubit-
based heat engine is proportional to ∆T 2 (see Ref. [69]),
yielding GAPNI(n) = c0 n (
√
Γ−11 +
√
Γ−12 )−2 kB∆T 2/T¯ ,
where c0 ≈ 0.11 and T¯ = (β−11 + β−12 )/2 is the average
temperature of the baths. This implies that, for small
temperature differences and large n,
GAPI(n)/GAPNI(n) ∝ 1/(∆T/T¯ ), (37)
which diverges in the limit ∆T/T¯ → 0. This is clear evi-
dence of the advantage of many-body systems over non-
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FIG. 6. Maximum power-per-qubit in units of kBT¯ (
√
Γ−11 +√
Γ−12 )−2, as a function of ∆T/T¯ , for various values of n. The
blue dashed lines corresponds to the |∆T | scaling predicted
in the thermodynamic limit [see Eq. (36)].
interacting systems for the construction of a heat engine.
Another way to visualize this advantage is provided in
Fig. 6, where we plot the power-per-qubit, P (max)[E] /n, as
a function of ∆T/T¯ , maintaining a fixed average temper-
ature T¯ . Each curve corresponds to a different value of n.
As we can see, for finite values of n, the behaviour of the
power-per-qubit is quadratic around ∆T = 0. However,
as n increases, the power switches to the linear regime for
smaller and smaller values of ∆T , approaching the non-
analytic |∆T | behaviour in the thermodynamic limit (see
the dashed line in Fig. 6).
Another notable many-body advantage is signalled by
the efficiency at maximum power η(P (max)[E] ), defined as
the ratio between the extracted power and the heat flux
provided by the hot bath (both time-averaged over a
cycle) when the system is driven at maximum power.
As shown in App. E, we find that η(P (max)[E] ) approaches
Carnot’s efficiency ηC = 1− β1/β2 for large n as
ηC − η(P (max)[E] )
n→∞= 2ln 2
β1
β2
lnn
n
. (38)
It is therefore possible to asymptotically approach Carnot
efficiency at maximum power in this specific model.
In the refrigerator case the comparison between the NI
and I cases reveals a completely different behavior. The
maximum cooling power can be computed analytically
(see App. E for details) obtaining, in the thermodynamic
limit,
GAPI(n)/GAPNI(n) = ln 2/W (1/e) ≈ 2.49, (39)
whereW (x) is the Lambert function. The previous equa-
tion highlights that there is no relevant advantage in us-
ing a many-body interacting working fluid over n sepa-
rate units working in parallel. Furthermore, the coeffi-
cient of performance at maximum power, defined as the
ratio between the maximum cooling power and the power
provided to the system, turns out to be null both in the
I and NI cases as a consequence of the fact that ε1 →∞
(see App. E for details).
V. CASE STUDY: A QUTRIT HEAT ENGINE
In this section we discuss and apply our optimal strat-
egy to a setup consisting of a qutrit (a three-level system)
which can be coupled to two or three thermal baths. We
assume that the control is such that [H~u(t), H~u(t′)] = 0
∀t, t′ ∈ I[~u] i.e. we operate in the semiclassical regime
and therefore know, from our general result, that at most
L = d = 3 intervals will be sufficient to maximize the
power in the fast driving regime.
By studying this example, we show that standard mod-
els used to describe Fermionic and Bosonic baths are opti-
mized simply by 2 quenches, i.e. through a standard Otto
cycle, with a spectrum as the one derived in Sec. IVC.
Then, we explicitly construct an example where the gen-
eralized Otto cycle with 3 quenches outperforms the stan-
dard Otto cycle both in the presence of 2 or 3 thermal
baths. Incidentally, this implies that the power can be
enhanced by the presence of more than 2 heat baths, even
if we can only couple the system to one bath at the time.
At last we show that - in all cases mentioned above - the
power decreases monotonically as we increase the period
of the protocol T . This is evidence that, in this model,
the fast driving regime is indeed the optimal regime to
maximize the GAP.
The Hamiltonian of the system is given by
H~u(t) = 2(t) |2〉 〈2|+ 3(t) |3〉 〈3| , (40)
where |n〉, for n = 1, 2, 3, are the three eigenstates with
energies n(t). Without loss of generality, we set 1(t) =
0. Our control vector is given by ~u(t) = (2(t), 3(t)), and
we assume that we can couple the system to one bath at
the time. Following the standard microscopic derivation
of the Lindblad master equation (see App. F for details),
the populations pn(t) ≡ 〈n|ρ(t) |n〉 satisfy
∂tpn(t) =∑
m 6=n
[−pn(t)Γnm(~u(t), α(t)) + pm(t)Γmn(~u(t), α(t))] ,
(41)
where the scalar quantity Γnm(~u, α) represents the tran-
sition rate, induced by the bath α(t), from state |n〉 to
state |m〉. Since the baths are assumed to be in equilib-
rium, the rates satisfy a set of detailed balance conditions
Γnm(~u, α) = eβα(n−m)Γmn(~u, α), (42)
which fix half of the rates. With this notation, the GAP
of a heat engine, i.e. Eq. (6) with cα = 1, is given by (see
App. F for details)
P[E][~u] =
∑
n
n(t)∂tpn(t). (43)
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FIG. 7. (a) The optimal protocol, described by 1(t) = 0
and 2(t) = 3(t), as a function of time t normalized to the
protocol period T for the Fermionic and Bosonic models. The
system is first coupled to bath α = 1, then to α = 2 after the
quench. (b) Average power, normalized to the peak value, as
a function of the period T . In both panel the parameters are
β2 = 2β1 and γ(α) = γ, where γ is a fixed timescale.
When the baths are given by a continuum of free
Fermionic (F) or Bosonic (B) particles, and the Hamil-
tonian describing the system-bath coupling is quadratic,
the rates are given by
Γ(F)nm(~u, α) = γ(α)f [βα(m − n)],
Γ(B)nm(~u, α) = γ(α)(m − n)n[βα(m − n)],
(44)
where f(x) = (ex + 1)−1 and n(x) = (ex − 1)−1 are
respectively the Fermi and Bose distributions. Notice
that, in Eq. (44), we are assuming the spectral density to
be flat in the Fermionic case, and Ohmic in the Bosonic
case. Physically, these models may describe respectively
electronic leads coupled to a quantum dot [3, 7, 10, 26,
85, 86] or photonic baths coupled to an (artificial) atom
[2, 8, 35, 67, 87].
Applying the results of the previous sections to these
models, as detailed in App. F, we have that the optimal
protocol maximizing Eq. (43) in the fast driving regime
is an Otto cycle with L = 3. This last is completely
specified by 8 parameters: two time fractions µi (since∑
i µi = 1) and 6 control values 
(i)
n , where we defined (i)n
as the value of n(t) during the time interval i = 1, 2, 3.
Notice that we only optimize over (i)n for n = 2, 3 since
1(t) = 0. Assuming that we have two thermal baths at
inverse temperatures β2 = 2β1, we study all the possible
configurations of the values of the temperature in each
one of the time intervals.
Carrying out this last stage of the optimization numer-
ically, we find that both the Bosonic and the Fermionic
models are optimized by a standard Otto cycle with
only 2 quenches. Furthermore, the maximum power is
achieved when (i)2 = 
(i)
3 , which is exactly the energy
spectrum which we proved to be optimal in a simpler re-
laxation model, see Sec. IVC. In Fig. 7(a), we plot the op-
timal protocol, described by 1(t) = 0 and 2(t) = 3(t),
as a function of time, while in Fig. 7(b) we plot a finite-
time numerical calculation of the average extracted power
P[E] as a function of the protocol duration T , while main-
taining the time fractions µi constant. Interestingly, we
notice that in both models the power decreases monoton-
ically with T , providing us with evidence that - in this
case - the fast driving regime may be optimal to maxi-
mize power extraction. We also notice that the derivative
of P[E] respect to T , at T = 0, is null, hinting that our
fast driving results may hold up to second order in γT .
Furthermore, a large fraction of the maximum power can
still be extracted even when the driving is slower than
the characteristic rate γ, showing that our upper bound
is “robust” to finite-time corrections.
We now show that there are cases in which a general-
ized Otto cycle with 3 quenches can outperform a stan-
dard Otto cycle. Let us consider a case where the rates
Γnm(~u, α) are vanishingly small for all controls ~u, except
for a set of discrete points. Physically, this could be im-
plemented through peaked density of states in the baths.
Within this assumptions, we can design 3 thermal baths
at inverse temperatures βα (for α = 1, 2, 3), such that
each one induces a non-null rate only when the controls
2(t) and 3(t) take the values ˜(α)2 and ˜
(α)
3 , respectively.
Mathematically, we can describe this scenario defining
Γnm(~u, α) = γnm(α)χ(~u, α), (45)
where γnm(α) are constants, and χ(~u, α) is an indicator
function equal to one for 2(t) = ˜(α)2 and 3(t) = ˜
(α)
3 and
zero otherwise. In this scenario, the optimal values of (i)n
are simply given by ˜(i)n , the only parameters over which
we must optimize being the time fractions µi, which we
express as
µ1 = x, µ2 = (1− x)y, µ3 = (1− x)(1− y),
(46)
where x ∈ [0, 1] and y ∈ [0, 1] cover all possibilities. This
parameterization is such that one of the three time frac-
tions µi is null if and only if x and/or y takes the values
0 or 1. In Fig. 8 we show a contour-plot of the average
power P[E] as a functions of x and y (see caption for the
parameters used). As we can see, the maximum power
does not occur on the sides of the box: this implies that
all optimal µi are finite, so the generalized Otto cycle
with three finite intervals outperforms the standard Otto
cycle. Numerically, we find that the optimal power oc-
curs at x ≈ 0.092 and y ≈ 0.86. This result also proves
that the power can be enhanced by using three thermal
baths; this is in contrast with the optimization of the ef-
ficiency, which only requires coupling to the hottest and
the coldest bath. Physically, this is due to the fact that,
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FIG. 8. Contour plot of the average power, normalized to the
peak value P (max)[E] , as a function of x and y. The parame-
ters are: β1 = 8.12β2, β3 = 7.81β2, (1)2 = 1.85β−12 , 
(1)
3 =
1.56β−12 , 
(2)
2 = 10.07β−12 , 
(2)
3 = 9.58β−12 , 
(3)
2 = 1.75β−12 ,

(3)
3 = 8.12β−12 , γ12(1) = γ, γ13(1) = 1.21γ, γ23(1) = 2.28γ,
γ12(2) = 9.45γ, γ13(2) = 2.53γ, γ23(2) = 5.26γ, γ12(3) =
5.9γ, γ13(3) = 1.4γ, γ23(3) = 6.22γ.
even if the third bath has a temperature between the
coldest and the hottest, it may have a thermalization
rate which is higher than the other baths, thus speeding
up the heat exchange. We want to remark that there is
a range of the parameters space in which 3 quenches still
outperform 2 quenches even with β2 = β3 that is, when
only two temperatures are available.
At last, we computed the exact finite-time average
power P[E] as a function of T , performing the optimal
protocol found through the maximization in Fig. 8. No-
tably, as in the Fermionic and Bosonic models, we find
that the power decreases monotonically as T increases,
with the same qualitative behavior as in Fig. 7(b).
VI. CONCLUSIONS
In this paper we exhaustively discussed the optimiza-
tion of thermal machines in the fast driving regime. We
proved in full generality that the optimal protocols are
universally given by generalized Otto cycles, which are
composed by a certain number L of infinitesimal time
intervals where the control is fixed. We then bounded
L from above in terms of the dimension of the Hilbert
space of the working fluid. The proof holds regardless of
the specific choice of the control-dependent dissipators,
of possible constraints on the control parameters, and
regardless of the specific form of the Hamiltonian of the
working fluid.
Studying a simpler class of master equations, we found
tighter bounds on L, and we showed that the standard
Otto cycle (characterized by L = 2) is optimal in a vast
class of systems. Assuming full control over the system,
we explicitly found the optimal driving strategy, which
involves producing highly degenerate states, revealing an
interesting connection with the results of [59] and [50]. In
this scenario, we found that the generation of coherence
in the instantaneous eigenstate basis is detrimental for
power maximization. We then applied this optimal strat-
egy to compare the performance of a refrigerator and of
a heat engine based on n interacting and non-interacting
qubits. In the refrigerator case, we found that the non-
interacting qubits perform almost as well as the interact-
ing ones; it is therefore reasonable to consider construct-
ing a refrigerator operating in parallel many simple in-
dependent units. Conversely, in the heat engine case we
found a many-body advantage resulting in the enhance-
ment of both the maximum power, and of the efficiency
at maximum power, which approaches Carnot efficiency
in the limit of many qubits.
Besides their theoretical relevance, these results lead
to a great simplification in the optimization of thermo-
dynamic problems from a practical point of view, due to
the intrinsic simplicity of the generalized Otto cycle. This
simplification can be exploited both for analytical and
numerical treatments, as we explicitly showed studying a
qutrit-based heat engine. In this setup, we analyzed typ-
ical configurations, such as fermionic and bosonic baths,
and we found a specific form of the dissipators such that
the optimal protocol consists of coupling the system to
three baths at different temperatures. This result marks
a difference with the maximization of the efficiency, that
always requires only two thermal sources, and shows that
the bound on the number of intervals derived in the first
part of the paper is actually tight in this case.
This work unlocks the possibility of analytically and/or
numerically optimizing the performance of many quan-
tum thermal machines. As future directions, it is in-
teresting to assess the role of coherence under general
master equations, and to understand for which classes
of systems the fast driving regime is optimal for power
extraction. Furthermore, by providing strict bounds on
optimal protocols, our results can be used as benchmarks
to assess if effects beyond the Markovian regime and weak
coupling approximation can indeed enhance, or decrease,
the performance of thermal machines. By highlighting
the importance of many-body interactions for the per-
formance of a heat engine regime, a future venue would
be to identify and study realistic systems which display
the ∆T scaling of the maximum power in the thermo-
dynamic limit. At last, it seems natural to investigate
the properties of the fast-driving regime respect to other
thermodynamic figures of merit, such as the efficiency at
maximum power, or work fluctuations.
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Appendix A: Projected form of the ME
Using projection techniques in this section we show how one can cast the master equation (2) in the more convenient
form (7). For this purpose we find it useful to first recall some structural properties of GKSL generators which hold
true in the finite dimensional case we are analyzing in the present work. In particular in Secs. A 1 and A2 we
shall introduce the notions of ergodicity, mixing, irreducibility, and adjoint-stability. After that we proceed with the
derivation of Eq. (7) in Sec. A 3.
1. Ergodic, Mixing, Irreducible and adjoint-stable GKSL generators
Let S be a quantum system of finite dimension d. To fix the notation we indicate with LS the d2-dimensional vector
space of linear operators on S and define SS and L0S its subsets formed respectively by the density and zero-trace
operators of the model, i.e.
SS ≡ {ρ ∈ LS|Tr[ρ] = 1 , ρ ≥ 0} , L0S ≡ {Θ ∈ LS|Tr[Θ] = 0} . (A1)
The the latter forms a (d2 − 1)-dimensional vector subspace of LS for which we can identify a projector introducing
the super-operator
Q[· · · ] ≡ Id[· · · ]− Tr[· · · ] I
d
, (A2)
and its orthogonal complement P ≡ Id−Q, Id being the identity channel (notice in fact that using “◦” to represent
the composition of super-operators we have Q ◦ Q = Q, P ◦ P = P, P ◦ Q = Q ◦ P = 0, and that Tr[Q[Θ]] = 0 with
Q[Θ] = Θ iff Θ ∈ L0S).
Consider next a GKSL generator L for a generic time-independent master equation
∂tρ(t) = L[ρ(t)] , (A3)
for the density matrices of S. By general properties of the theory we know that L is a super-operator on LS which
can always be cast in the standard form
L[· · · ] = −i[H, · · · ] +D[· · · ] , (A4)
D[· · · ] =
∑
j
(
Aj [· · · ]A†j −
A†jAj [· · · ] + [· · · ]A†jAj
2
)
, (A5)
where H is a hermitian operator identifying the Hamiltonian of the system, and D is a purely dissipator component
written in terms of the (Lindblad) operators Aj 6= 0. It is also a well know fact that L transforms any Θ ∈ LS into
an element of traceless subset L0S (i.e. Tr[L[Θ]] = 0), which formally translates into the following identity
Q ◦ L = L , (A6)
and that it admits always at least a fix-point state ρ(eq) ∈ SS, i.e. a density matrix of S which is an eigen-operator
of L associated with the eigenvalue zero,
L[ρ(eq)] = 0 . (A7)
Thanks to the above properties we can hence observe that for all density matrices ρ, we have
L[ρ] = (Q ◦ L)[ρ] = (Q ◦ L)[ρ− ρ(eq)] = (Q ◦ L ◦ Q)[ρ− ρ(eq)] = (Q ◦ L ◦ Q)[ρ˜− ρ˜(eq)] , (A8)
where in the third passage we use the fact that ρ−ρ(eq) has trace zero, while in the final one we adopt the short hand
notation Θ˜ to indicate the projected component of Θ on L0S, i.e.
Θ˜ ≡ Q[Θ] . (A9)
Notice finally that from ρ(t) = (Q + P)[ρ(t)] = ρ˜(t) + Id follows that ∂tρ(t) = ∂tρ˜(t). Thus using this and (A8)
evaluated for ρ = ρ(t), we can hence conclude that an equivalent way to express Eq. (A3) is
∂tρ˜(t) = G[ρ˜(eq) − ρ˜(t)] , (A10)
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where
G ≡ −Q ◦ L ◦ Q = −L ◦ Q , (A11)
is (minus) the restriction of L on L0S.
Equation (A10) is valid for all the finite-dimensional GKSL processes, but it becomes particularly handy when
specified under ergodicity assumptions [88], i.e. for those L for which the fix-point state ρ(eq) introduced in Eq. (A7)
constitute the unique eigenvectors with zero eigenvalue.
Definition: The generator L is said to be ergodic if ρ(eq) ∈ SS exists such that
L[Θ] = 0 ⇐⇒ Θ = λρ(eq) , (A12)
where λ is an arbitrary complex constant.
For our purposes, the main consequence of the above definition is that for an ergodic GKSL generator L the
corresponding restriction G defined in Eq. (A11) is invertible when acting on the elements of the (d2− 1)-dimensional
linear subspace L0S. Indeed using the fact that ρ(eq) has trace 1, we can conclude that under ergodic assumption (A12)
it holds
G[Θ] = 0 ⇐⇒ Q[Θ] = 0 , (A13)
or equivalently that G has no zero eigenvalue on L0S.
The ergodicity property (A12) has been extensively studied in several works. In particular a necessary and sufficient
condition for L to be ergodic can be found e.g. in Ref. [88] where it has been also shown that this property is
very common on the set of the GKSL generators (the non-ergodic examples being indeed a set of zero measure).
Interestingly enough it turns out that at least for the finite dimensional case we are studying here, Eq. (A12) is
equivalent to asking that the associated ME should induce a purely mixing evolution which asymptotically sends all
input states ρ ∈ SS of the system into ρ(eq), i.e.
lim
t→∞ ‖ρ(t)− ρ
(eq)‖1 = 0 , (A14)
where ρ(t) = etL[ρ] is the completely positive evolution obtained by integrating (A3) and ‖ · · · ‖1 is the trace norm
(the fact that (A14) implies (A12) is relatively easy to verify, while an explicit proof of the opposite implication can
be found in Refs. [89–92]).
The main drawback of the ergodic property is that (A12) does not behave well under summation of the GKSL
generators, i.e. the sum of ergodic generators is not necessarily ergodic (see [88] for an explicit counterexample).
Nonetheless, a slightly stronger version of the ergodicity notion does not suffer from this limitation. This is the set
of GKSL generators L which are irreducible and adjoint-stable [78, 79]:
Definition: Given a GKSL generator L and A ≡ Span{Ai} the set spanned by its Lindblad operators, we say
that L is irreducible if [A,B] = 0 for all A ∈ A implies that B = λ1 for some complex number λ, and that L is
adjoint-stable if A ∈ A implies A† ∈ A.
First of all it is worth noticing that both these two properties only involve the dissipative component D of L (indeed
they are independent of the system Hamiltonian H). Secondly, as discussed in Refs. [78, 79] it follows that all L which
are irreducible and adjoint-stable induce dynamical evolutions which are mixing (i.e. obey to Eq. (A14) with ρ(eq)
being identified with the steady state solution of the model) and hence, via the above mentioned equivalence, ergodic,
i.e.
L irreducible and adjoint-stable =⇒ L ergodic. (A15)
Most importantly it also follows that, at variance with the ergodic set, the set of irreducible and adjoint-stable GKSL
generators is closed under summation (in particular they form a convex set): more specifically given L irreducible and
adjoint-stable, and L′ adjoint-stable but not necessarily irreducible, their sum is irreducible and adjoint-stable, i.e.
L irreducible and adjoint-stable,L′ adjoint-stable =⇒ L+ L′ irreducible and adjoint-stable. (A16)
We now focus on a special subset of ergodic GKSL generators L which provide a rather general description of
thermalization events, see e.g. [87].
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Definition: Given β ≥ 0, a generator GKSL L is said to be thermalizing if it is adjoint-stable and ergodic with
fixed point provided by the Gibbs density matrix
ρ
(eq)
β ≡ exp[−βH]/Zβ , Zβ ≡ Tr[exp[−βH]] . (A17)
Notice that requiring adjoint-stability for a thermalizing map is in agreement with the underlying open system
derivation of the master equation. Indeed, if this last is derived from a microscopic model in which the system is
weakly coupled to a thermal bath of inverse temperature β, the adjoint stability of the GKSL generator can be proven
using the Kubo-Martin-Schwinger relations for the bath correlation functions [87].
We now claim that a thermalizing generator satisfies also a weak notion of irreducibility. To begin we notice that
in Eq. (A17) the parameter β plays the role of an inverse temperature and that, for all finite values of such quantity,
the density matrix ρ(eq)β is a full rank state (for β → ∞, i.e. as the temperature drops to zero, this property is not
longer guaranteed as ρ(eq)β converges to the ground state of H). Accordingly we can invoke Theorem 5.2 of [78] to
claim that for thermalizing processes the linear set AH ≡ Span{Ai, H} spanned by the Lindblad operators Ai and by
the Hamiltonian H is irreducible, i.e. that the following implication holds
[B,A] = 0 ∀A ∈ AH , =⇒ B = λ1 , (A18)
with λ generic complex constant. We will refer to the condition (A18) as to weak irreducibility, since it is less
demanding than the standard irreducibility, that can be recovered with some assumptions on the nature of the
Lindblad operators.
2. Irreducibility for physical GKSL generators
Within the assumption of a Thermalizing GKSL generator, let us suppose the Lindblad operators to be represented
by jump operators, i.e. of the form √γEj→Ei |Ei〉〈Ej | where |Ei〉 denotes an eigenvector of the system Hamiltonian,
whose levels are assumed to be non-degenerate.
In this case we have, for every operator B =
∑
i′,j′ mi′,j′ |Ei′〉〈Ej′ | with 0 ≤ i′, j′ ≤ D:[
B,
√
γEj→Ei |Ei〉〈Ej |
]
= √γEj→Ei
(∑
i′,j′
mi′,i|Ei′〉〈Ej |+mj,j′ |Ei〉〈Ej′ |
)
. (A19)
Using the equation above, we have[
B,
√
γEj→Ei |Ei〉〈Ej |
]
= 0 ↔ mi,i = mj,j , mi′,i = mj,j′ = 0 ∀i′ 6= i, j′ 6= j. (A20)
Since the condition [B,H] = 0 does not constrain the diagonal of B, the only way to obtain B = λ1 as required
by Eq. (A18) and fulfil weak irreducibility is that the set AH contains jumps connecting all the energy levels, i.e. for
every i there is at least one Lindblad operator √γEi→Ek |Ek〉〈Ei| connecting |Ei〉 with some other level |Ek〉. In this
way, the first of the two conditions in the r.h.s. of (A20) imposes that all the diagonal elements of B are equal. In
addition, using the second condition in the r.h.s. of (A20) we can set all the off diagonal elements to 0 eventually
obtaining B = λI. Since the latter has been proven without imposing [H,B] = 0, we just proved that by choosing
the jump operators as Lindblad operators we have that weak irriducibility implies irreducibility.
More in general, a Lindblad operator is the sum of jump operators connecting couples of levels with the same energy
difference [87], A(ω) =
∑
l,l′ fl,l′ |El〉〈El′ | where El − El′ = ω ∀l, l′.
We analyze the condition (A20) in the case of a Lindblad operator composed by two jumps, that is
[B, fi1,j1 |Ei1〉〈Ej1 |+ fi2,j2 |Ei2〉〈Ej2 |] = 0, (A21)
we obtain that this last is equivalent to require the r.h.s. of the (A20) for both i1, j1 and i2, j2, with the exception
that the four off diagonal elements mi1,i2 , mj1,j2 , mi2,i1 , mj2,j1 are not necessarily 0, but satisfy the following linear
system
fi2,j2mi1,i2 − fi1,j1mj1,j2 = 0,
fi1,j1mi2,i1 − fi2,j2mj2,j1 = 0.
(A22)
Using the adjoint stability property, the (A22) preserves its validity when replacing the elements of B with the ones
of B†, thus
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f∗i2,j2mi2,i1 − f∗i1,j1mj2,j1 = 0,
f∗i1,j1mi1,i2 − f∗i2,j2mj1,j2 = 0.
(A23)
The solution of Eqs. (A22) and (A23) is the null vector provided that |fi2,j2 |2 6= |fi1,j1 |2. In this last case, the
conditions imposed on B by requiring Eq. (A21) to be valid are equivalent to the ones obtained for two distinct jump
operators. So we can reproduce the reasoning done at the beginning of this section and state thatweak irreducibility
implies irreducibility also in the case of Lindblad operators composed by two jumps between energy eigenstates,
apart from cases in which particular criteria for the values of the couplings fl,l′ are met. The calculations for the
case in which some of the Lindblad operators are the linear combination of more than two jumps allows to derive
conditions on the fl,l′ linking the matrix elements of B associated to transitions between the levels connected by the
jumps, similarly to what observed in the two jumps case. To summarize, when the master equation is an effective
description of the dynamics induced by the weak coupling of the system with a thermal bath, the generator belongs
to the adjoint-stable subset of the ergodic maps and tipically satisfies irreducibility. Hence not only the associated
restrictions G (A11) of a thermalizing generator is invertible on L0S, but thanks to Eq. (A16) this property is also
shared by all the sums of an arbitrary collection of thermalizing generators.
3. Derivation of Eqs. (7)
Equipped with the results derived in the previous subsection it is now easy to explicitly show how to reformulate
the master equation (2) in the form (7) with the super-operator G~u(t) being invertible on their domain of definition.
As anticipated in the main text, we can obtain this by imposing that for all choices of the control vectors ~u ∈ D for
which Dα,~u is not explicitly null, we ask those super-operators to be thermalizing with fixed point provided by
ρ
(eq)
α;~u ≡ exp[−βαH~u(t)]/Zα;~u , Zα;~u ≡ Tr[exp[−βαH~u]] . (A24)
From the physical point of view this is a rather natural requirement to ask: it simply tell us that, by putting S in
contact with bath α, the model will reach the steady state configuration defined by the corresponding thermal state
ρ
(eq)
α;~u . As discussed in the previous section, in this setting it is natural to consider the dissipator Dα,~u to be adjoint
stable and irreducible. From (A16) it follows that for all assigned ~u(t), also the super-operator L~u(t) is irreducible
and adjoint-stable, due to the fact that according to Eq. (2) it is given by the sum of the Dα,~u(t)’s plus an irrelevant
Hamiltonian contribution which plays no role in deciding these properties, i.e.
L~u(t) = H~u(t) +
N∑
α=1
Dα,~u(t) , (A25)
where we used H~u(t) to identify the commutator with H~u(t), i.e. H~u(t)[· · · ] ≡ −i[H~u(t), · · · ]. Therefore, introducing
ρ
(eq)
~u(t) as the unique fixed point of L~u(t) and invoking (A8), we can again write
L~u(t)[ρ] = G~u(t)[ρ˜− ρ˜(eq)~u(t)] , (A26)
for all ρ, with
G~u(t) ≡ −Q ◦ L~u(t) ◦ Q = −L~u(t) ◦ Q , (A27)
which is also invertible on the traceless operator set L0S. Specified in the case where ρ is the evolved density matrix of
S at time t during its interaction with the baths of the model, and using the property ∂tρ(t) = ∂tρ˜(t), we can finally
rewrite (2) in the form (7).
Appendix B: Asymptotic solutions of the fast periodically driven ME
Here we discuss the asymptotic solutions of the system ME. We start in Sec. B 1 formally introducing the notion
of limit cycle solutions, valid for arbitrary driving speed. Then in Sec. B 2 we give a formal derivation of Eq. (9) of
the main text, valid in the fast-driving regime. Finally in Sec. B 3 we show that any sub-protocol extract from a fast
cyclic control also fulfil the fast limit condition.
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1. Periodic driving
Consider the case where the control vector ~u(t) of our model, and hence the generator L~u(t) of Eq. (2), is periodic
with period T , i.e. ~u(t+T ) = ~u(t), for all t. We have already commented in Appendix A, that requiring the Dα,~u(t)s to
be irreducible and adjoint stable, ensures that L~u(t) is irreducible and adjoint-stable. Invoking Theorem 2 of Ref. [79]
we can thus claim that our ME admits a limit cycle solution ρ(lc)~u(t) = ρ
(lc)
~u(t+T ) ∈ SS that is independent from the
initial conditions of S, and such that
lim
t→∞(ρ(t)− ρ
(lc)
~u(t)) = 0 , (B1)
the convergency being evaluated e.g. in the trace norm.
2. Fast driving limit
In the fast cyclic driving limit we assume that the period T of the cyclic driving ~u(t) is the shortest timescale
appearing in the master equation. In this scenario we want to show that, up to linear correction in T , we can
approximate the limit cycle solution ρ(lc)[~u] (t) with a term which is constant in time.
To begin with, let us observe that according to Eq. (7), we can identify the times scale of the system dynamics
associated with the driving of the model by using the quantity
η[~u] ≡ max
t∈I[~u]
‖G~u(t)‖ , (B2)
where the maximum is taken on period and where ‖ · · · ‖ is the induced trace-norm for super-operators [93], i.e.
‖G~u(t)‖ ≡ maxΘ∈LS
‖G~u(t)[Θ]‖1
‖Θ‖1 , (B3)
with ‖Θ‖1 ≡
√
Tr[Θ†Θ]. Since the system is finite dimensional, any other choice will be fine as well, the above choice
however allows for some simplification. In particular, by direct integration of Eq. (7) on a generic interval [t1, t2] we
can write
‖ρ(t2)− ρ(t1)‖1 = ‖
∫ t2
t1
dt′G~u(t′)
[
ρ˜
(eq)
~u(t′) − ρ˜(t′)
]
‖1 ≤
∫ t2
t1
dt′‖G~u(t′)‖‖ρ˜(eq)~u(t′) − ρ˜(t′)‖1 ≤ (t2 − t1) η[~u] , (B4)
which explicitly shows that the speed of variation of the density matrix of S along the trajectory induced by control
~u(t) is explicitly upper bounded by η[~u]. Accordingly we now formally identify the fast-driving regime by restricting
the analysis to those protocols which fulfil the constraint
η[~u]T  1 . (B5)
Next we prove that, in the cyclic and fast driving regime, ρ(lc)[~u] (t) is approximately given by ρ
(0)
[~u] . Accordingly, we can
use Eq. (B4) to claim that the distance between ρ(lc)[~u] (t) and ρ
(lc)
[~u] (t∗) is upper bounded by |t− t∗| η[~u]. Taking a fixed
value of t∗ and an arbitrary time t ∈ [t∗, t∗ + T ] we have that
‖ρ(lc)[~u] (t)− ρ(lc)[~u] (t∗)‖1 ≤ η[~u]T . (B6)
Therefore, invoking the fast driving condition in Eq. (B5), we find that at zeroth order in η[~u]T , all values of ρ(lc)[~u] (t)
are given by the same fixed state, which we denote with ρ(0)[~u] . We now want to show that, up to first order corrections
in η[~u]T , the constant term ρ(0)[~u] is given by Eq. (9) of the main text. For this purpose let notice that since L[~u] ≡∫
I[~u]
L~u(t)dt is a positive sum of L~u(t) which in our construction are irreducible and adjoint-stable. Fuethermore, from
(A16) we can also claim that such superar-operator fulfils the same property. Accordingly
G[~u] ≡ −Q ◦ L[~u] ◦ Q = −Q ◦
∫
I[~u]
L~u(t)dt ◦ Q =
∫
I[~u]
G~u(t)dt , (B7)
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must be invertible on L0S. Integrating hence (7) over the interval I[~u] and considering the limiting cycle solution
ρ
(lc)
[~u] (t), we get ∫
I[~u]
G~u(t)
[
ρ˜
(eq)
~u(t) − ρ˜(lc)[~u] (t)
]
dt =
∫
I[~u]
∂tρ˜
(lc)
[~u] (t)dt = ρ˜
(lc)
[~u] (T )− ρ˜(lc)[~u] (0) = 0 , (B8)
where the last identity follows from the periodicity of ρ(lc)[~u] (t). We therefore have that∫
I[~u]
G~u(t)
[
ρ˜
(lc)
[~u] (t)
]
dt =
∫
I[~u]
G~u(t)
[
ρ˜
(eq)
~u(t)
]
dt . (B9)
In the fast driving limit (B5), the left-hand-side of the above expression can be approximated as G[~u][ρ˜(0)[~u] ] up to linear
correction in η[~u]T . Accordingly in this regime (B9) allows us to finally write
G[~u]
[
ρ˜
(0)
[~u]
]
'
∫
I[~u]
G~u(t)
[
ρ˜
(eq)
~u(t)
]
dt =⇒ ρ˜(0)[~u] ' G−1[~u]
[∫
I[~u]
G~u(t)
[
ρ˜
(eq)
~u(t)
]
dt
]
, (B10)
where we used the above-mentioned invertibility of G[~u]. This expression, valid at leading order in the expansion in
η[~u]T , corresponds to Eq. (9).
3. Sub-protocols of fast driving controls
Here we show that a generic sub-protocol ~uA(t) extracted from a cyclic trajectory ~u(t) fulfilling the fast driving
limit condition (B5), also fulfils the same condition.
As detailed in Sec. III A of the main text, a generic sub-protocol ~uA(t) is constructed from reduction of ~u(t) on a
proper subset IA of the fundamental period I[~u]. Accordingly, from Eq. (B2) it follows that
η[~u] = max
t∈I[~u]
‖G~u(t)‖ ≥ max
t∈IA
‖G~u(t)‖ = max
t∈I[~uA]
‖G~uA(t)‖ = η[~uA] . (B11)
Also, indicating with TA the measure of the interval IA, we have by construction TA ≤ T : putting this together the
thesis finally follows via the inequality
η[~uA]TA ≤ η[~u]T  1 . (B12)
Appendix C: Selection of the infinitesimal protocol
As discussed in Sec. III B, proving the possibility of fulfilling the condition (12) of the main text, is equivalent to
showing that starting from a generic curve in RD (D = d2 − 1) that has a null center of mass, we can always split it
into two (non-trivial) sub-curves such that these still have a null center of mass. This result is proven explicitly in
Sec. C 1. Then in Sec. C 2 we give a characterization of the maximum number L of time intervals entering in Eq. (15).
1. Main result
Let γ ≡ {~v(t)|t ∈ [0, T ]} be a piecewise C1 curve generated by the function ~v(t) : [0, T ]→ RD, that satisfies∫ T
0
~v(t)dt = 0. (C1)
We want to show that there exist k ≤ (D+ 1)2 points on the curve ~v(t1), · · ·, ~v(tk) and parameters τ1, · · ·, τk > 0 such
that ∫ t1+τ1
t1
~v(t)dt+ · · ·+
∫ tk+τk
tk
~v(t)dt = 0. (C2)
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Indeed, in such case the sub-curve identified by the restriction of ~v(t) to [t1, t1 + τ1] ∪ · · · ∪ [tk, tk + τk] would have a
null center of mass.
We can suppose that this curve does not lay on any hyperplane V strictly contained in RD, otherwise we can simply
repeat the proof in the smaller space V ∼= RD−1.
We first notice that, calling C the convex hull of the range of the curve {~v(t) : t ∈ [0, T ]} and C˚ its interior, then
0 ∈ C˚. Indeed, if by contradiction this is not the case, by the Hahn-Banach theorem [94] there exists a unitary vector
~w ∈ RD such that ~w · ~x ≥ 0 for every ~x ∈ C. Since ~v(t) ∈ C for every t, ~v(t) · ~w is a non negative function, but using
Eq. (C1) we have ∫
~v(t) · ~wdt =
(∫
~v(t)dt
)
· ~w = 0,
hence ~v(t) · ~w = 0 for every t. This is equivalent to saying that ~v lies on the hyperplane {~w · ~x = 0}, that is a
contradiction.
Since 0 ∈ C˚, we can find D + 1 points ~p1, · · ·, ~pD+1 ∈ C˚,
~p1 = ε
(
1− 1D+1 ,− 1D+1 , · · ·,− 1D+1
)
,
~p2 = ε
(
− 1D+1 , 1− 1D+1 , · · ·,− 1D+1
)
,
~pD = ε
(
− 1D+1 ,− 1D+1 , · · ·, 1− 1D+1
)
,
~pD+1 = ε
(
− 1D+1 ,− 1D+1 , · · ·,− 1D+1
)
,
with ε a positive constant, so that ~p1, · · ·, ~pD+1 do not lie in any hyperplane and
~p1 + · · ·+ ~pD+1
D + 1 = 0. (C3)
Moreover, since ~pj ∈ C, there exist tj1, · · ·, tjmj ∈ [0, T ] and a set of coefficients αj1, · · ·, αjmj ∈ (0, 1) with mj ≤
D + 1, αj1 + · · ·+ αjmj = 1, such that
αj1~v(t
j
1) + · · ·+ αjmj~v(tjmj ) = ~pj . (C4)
Since the ~pj by construction do not lie on any hyperplane, the same holds true for the family ~v(tjk). To simplify the
notation, we reindex tjk = tl, 1 ≤ l ≤ m ≤ (D + 1)2, where m =
∑D+1
j=1 mj , and from (C3) and (C4), we notice that
there exist positive numbers a1, · · ·, am with a1 + · · ·+ am = 1 such that
a1~v(t1) + · · ·+ am~v(tm) = 0. (C5)
Moreover, the vectors ~v(t1), · · ·, ~v(tm) do not lie on any hyperplane. Up to reordering, we can assume that
~v(tm−D+1), · · ·, ~v(tm) are linearly independent. We define the maps
fl(τ) =
{∫ tl+τ
tl
~v(t)dt if tl < T,∫ T
T−τ ~v(t)dt if tl = T,
(C6)
and
F (τ1, · · ·, τm) = f1(τ1) + · · ·+ fm(τm). (C7)
Then (C2) is proven if we have that for some choice of τ1, · · ·, τm > 0 arbitrarily small, F (τ1, · · ·, τm) = 0. For this
purpose, we notice that ∂τfl(0) = ~v(tl), and
∇τm−D+1,···,τDF |τm−D+1=0,···,τm=0 =
(
~v(tm−D+1), · · · ~v(tm)
)
(C8)
which is an invertible matrix, since the vectors ~v(sm−D+1), · · · , ~v(sm) are linearly independent. Moreover,
F (0, · · ·, 0) = 0. Therefore, by the implicit function theorem [94], in a neighborhood of 0, there exist C1 functions
σm−D+1(τ1, · · ·, τm−D), · · ·, σD((τ1, · · ·, τm−D)) such that
F (τ1, · · ·, τm−D, σm−D+1(τ1, · · ·, τm−D), · · ·, σD((τ1, · · ·, τm−D))) = 0 (C9)
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and σj(0, · · ·, 0) = 0. If we have that for an appropriate choice of τ1, · · ·, τm−D > 0, then σj(τ1, · · ·, τm−D) > 0 for
every j, we obtain (C2). Differentiating
0 = F (a1t, · · ·, am−Dt, σm−D+1(a1t, · · ·, am−Dt), · · ·, σm(a1t, · · ·, am−Dt))
in t = 0, we obtain
a1~v(t1) + · · ·+ am−D~v(tm−D) + d
dt
σm−D+1(0)~v(tm−D+1) + · · ·+ d
dt
σm(0)~v(tm) = 0. (C10)
Combining this with (C5) and recalling that ~v(tm−D+1), · · ·, ~v(tm) are linearly independent, we obtain that
d
dt
σj(0) = aj > 0. (C11)
Therefore, for δ small enough, σj(δa1, · · ·, δam−D) > 0, and we obtain (C2) by choosing τj = ajδ for j ≤ m−D, and
τm−D+j = σm−D+j(δa1, · · ·, δam−D), and the analogous choice if tj = T for some j.
2. Maximum number of sudden quenches
As discussed in Sec. III B and in App. C, the most powerful protocol is a generalized Otto cycle composed by a
finite number k of infinitesimal segments where the control is constant. Here we will prove that k ≤ L = D−1, where
D is the dimension of the vector space in which the function ~v(t) introduced in Sec. III B lives.
As discussed in the main text, by repeating many times the cut-and-choose procedure we eventually end up with
an infinitesimal protocol to which we can associate a curve composed by k infinitesimal segments each one starting
from a vector ~wi ∈ RD with 0 ≤ i ≤ k. We assume this curve to have null center of mass, i.e. that Eq. (C2) is valid.
For an infinitesimal protocol, Eq. (C2) reduces to
k∑
i=1
αi ~wi = 0, (C12)
where αi = τi/T > 0 is such that
∑
αi = 1.
Let C be the convex hull generated by the vectors {~wi : i = 1, ..k}. As argued in the previous appendix, Eq. (C12)
implies that 0 belongs to C˚. Assuming that the original vectors do not lie on any hyperplane, by linear independence
we can identify a subset S of indices of {1, 2, ..., k} and some coefficients ξi such that
∑
i∈S ξi ~wi = 0 and
∑
i∈S ξi = 1.
Moreover, S has at most D + 1 elements.
We now take a linear combination of
∑
i∈S ξi ~wi = 0 and Eq. (C12) obtaining, up to reordering the vectors
(α1 − cξ1)~w1 + · · ·+ (αD+1 − cξD+1)~wD+1 + aD+2 ~wD+2 + · · ·+ ak ~wk = 0, (C13)
where c is a positive constant. If c = 0, all coefficients are positive, whereas for large values of c, the first D + 1
coefficients become negative. We therefore choose the smallest value of c such that one coefficient is null, and the
other ones are positive, that is
c = min
i=1,···D+1
αi
ξi
. (C14)
The following argument can be simply generalized to the case where more than one coefficient is null. We can assume
that the index that minimizes the right hand side of Eq. (C14) is i = 1. With this choice, we have that{
cξ1 ~w1 + · · · cξD+1 ~wD+1 = 0,
(α2 − cξ2)~w2 + · · · (αD+1 − cξD+1)~wD+1 + αD+2 ~wD+2 + · · ·+ αk ~wk = 0.
(C15)
We now define two new sub-curves, A and B, of the original infinitesimal curve through Eq. (C15). The first is given
by D + 1 infinitesimal segments, centered around ~w1, . . . , ~wD+1, with time duration τ (A)i /T given by the coefficients
of the first row of Eq. (C15). The second is centered around ~w2, . . . , ~wk with time duration τ (B)i /T given by the
coefficients of the second row of Eq. (C15). Thanks to Eq. (C15), these two sub curve have null center of mass [they
satisfy Eq. (C2)], and thanks to the fact that
∑
i τ
(A)
i +
∑
i τ
(B)
i = 1, they are a disjoint partition of the initial curve
into two sub-curves. Each one of the two sub-curves is associated to a sub-protocol, and following the cut-and-choose
argument introduced in Sec. III A, we know that the sub-protocol relative to one or the other sub-curve is not less
powerful than the original one. If this procedure selects the curve supported on D + 1 vectors, the proof is over. If
the most powerful one is the one composed of k − 1 > D + 1 vectors, we can reiterate this argument until we end up
with a protocol made up of D + 1 vectors.
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Appendix D: One control per temperature is sufficient for positive GAPs
Consider the expression of the generalized power (23), which can be rewritten as
Pc[{~ui, µi}] =
∑L
i,j=1 cαipiipijPi←j∑L
i=1 pii
, (D1)
(D2)
where αi is the constant value of α(t) during the interval dτi, and pii ≡ µiΓ~ui .
We assume now that the GAP to maximize is positive, that is it consists of a positive average of the currents
extracted from some of the thermal sources i.e. cαi ≥ 0 ∀i (note that this is the case both for the engine and the
refrigerator). In such a case it is easy to see that
Pc[{~ui, µi}] ≤
∑L
i,j=1 cαipiipijP˜i←j∑L
i=1 pii
, (D3)
Where P˜i←j = Pi←j if βi 6= βj while P˜i←j = 0 if the two temperatures are the same. The inequality holds thanks to the
fact that cαi ≡ cβi ≥ 0 is positive and only depends on the temperature, plus property (26) (that is, Pi←j +Pj←i ≤ 0
when βi = βj). We will now maximize the right hand side of (D3), which in the end will result in a maximization of
Pc as for the optimal control the inequality is saturated. Consider the list of controls to be ordered in such a way to
collect in the first k entries all the points at temperature β−11 , i.e.
βi = β1 ⇔ 1 ≤ i ≤ k (D4)
Then the right hand side of (D3) can be cast as∑
i≤k,j>k piipij(c1P˜i←j + cjP˜j←i) +
∑
i>k,j>k cipiipijP˜i←j∑
i≤k pii +
∑
i>k pii
. (D5)
It is possible to re-express the above equation in terms of the time ratios spent on each control point µi. Focusing
on the controls at temperature β−11 we consider the renormalized fraction of time spent on the first k points, i.e. we
introduce
θ
(1)
i =
µi∑k
j=1 µj
, (D6)
meaning that the vector ~θ(1) represents a normalized probability distribution on those points. With this definition we
see easily that expression (D5) is in the form
~θ(1) · ~a+A
~θ(1) ·~b+B
(D7)
for appropriate definitions of ~a, A, ~b, B. When tuning the time fractions spent on each point at temperature β−11 the
best option will be thus to concentrate on one point only, i.e. θ(1)i = δi¯i where i¯ reaches the maximum in the following
affine inequality (see Lemma below)
~θ(1) · ~a+A
~θ(1) ·~b+B
≤ max
i
ai +A
bi +B
. (D8)
It is then sufficient to repeat the same argument for each temperature to prove that for any positive GAP at most
one control point per temperature is needed in the maximization.
The power can be thus optimized on the form
Pc[{~uα, µα}] =
∑N
α,β=1 cαpiαpiβPα←β∑N
α=1 piα
, (D9)
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which is the same as (23), except for the indices running only on different temperatures. We notice also that if more
than one coefficient cα is zero the optimization can be reduced again. That is, suppose cα 6= 0 for α = 1, . . . , κ with
κ ≤ N − 2. Then the above expression takes the form∑
α,β≤κ cαpiαpiβPα←β +
∑
α≤κ,β>κ cαpiαpiβPα←β∑κ
α=1 piα +
∑N
α=κ+1 piα
, (D10)
and the Lemma can be used again to collapse all the last N −κ controls in one, remaining with κ+ 1 points. This has
the immediate consequence, that e.g. for a refrigerator two controls are always sufficient to optimize a refrigerator,
where κ = 1.
Lemma Given a probability distribution ~p, a vector ~a, a positive vector ~b ≥ 0, a constant A and a positive
constant B ≥ 0, it holds that
~p · ~a+A
~p ·~b+B
≤ max
i
ai +A
bi +B
. (D11)
Proof. First notice that the values of A and B can be reabsorbed in the definitions of ~a and ~b, due to ~p being a
probability distribution pi ≥ 0,
∑n
i pi = 1. Formally
a′i = ai +
A
n
, b′i = bi +
B
n
⇒ ~p · ~a+A
~p ·~b+B
= ~p ·
~a′
~p · ~b′
(D12)
Now consider a convex combination ~p = λ~p(1) + (1− λ)~p(2) and without loss of generality
r(1) ≡ ~p
(1) · ~a′
~p(1) · ~b′
≤ ~p
(2) · ~a′
~p(2) · ~b′
≡ r(2) . (D13)
It follows that
λ~p(1) · ~a′ + (1− λ)~p(2) · ~a′
λ~p(1) · ~b′ + (1− λ)~p(2) · ~b′
= λr
(1)~p(1) · ~b′ + (1− λ)r(2)~p(2) · ~b′
λ~p(1) · ~b′ + (1− λ)~p(2) · ~b′
≥ λr
(2)~p(1) · ~b′ + (1− λ)r(2)~p(2) · ~b′
λ~p(1) · ~b′ + (1− λ)~p(2) · ~b′
= r(2) . (D14)
where in the last inequality we used that ~b′ ≥ 0. The same inequality be carried out in the other sense and both
inequalities can be condensed as
~p(1) · ~a′
~p(1) · ~b′
≤ λ~p
(1) · ~a′ + (1− λ)~p(2) · ~a′
λ~p(1) · ~b′ + (1− λ)~p(2) · ~b′
≤ ~p
(2) · ~a′
~p(2) · ~b′
. (D15)
If follows in particular that expression is convex and is obtained on the extremal points of the polytope in which ~p
lives. The extremal points are deterministic points (pi = δi¯i for some i¯), and thus inequality (D11) is proven.
Appendix E: Power of many interacting qubits
In this appendix we prove Eqs. (36), (38) and (39), and the fact that the coefficient of performance of the refrigerator
at maximum power is null. We start from the refrigerator case. As discussed in Sec. IVC, the maximum average
cooling power is given by
P
(max)
[R] =
1(√
Γ−1α1 +
√
Γ−1α2
)2 1β2 maxε2 β2ε2 e
−β2ε2(d− 1)
1 + (d− 1)e−β2ε2 . (E1)
Defining x = β2ε2, we need to find the maximum of the function
f(x) = xe
−x(d− 1)
1 + (d− 1)e−x . (E2)
Setting to zero the derivative of f(x), the optimal value x∗ is determined by solving
ex
∗
(x∗ − 1) = d− 1. (E3)
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The solution to this equation can be given in terms of the Lambert function W (z), which is defined implicitly by the
relation z = W eW . We therefore find
x∗ = 1 +W
(
d− 1
e
)
. (E4)
Plugging this into f(x1), and using the relation e−W (x) = W (x)/x, we have that
f(x∗) = W
(
d− 1
e
)
. (E5)
This is an exact solution. The behavior of the Lambert function, for large arguments, is given by
W (z) = ln(z)− ln(ln(z)) +O(1). (E6)
Retaining only the largest contribution in the limit d→∞, we find
f(x∗) ≈ ln(d). (E7)
Plugging this result into Eq. (E1) with d = 2n yields the second relation of Eq. (36). In the NI case, the cooling
power of n qubits is given by n times the power of a single qubit. Setting d = 2 in Eq. (E5) and plugging the result
into Eq. (E1) gives an an exact expression of the maximum cooling power of a single qubit. Equation (39) is therefore
proven by combining this relation with Eq. (36).
The coefficient of performance Cop of a refrigerator is defined as the ratio between P (max)[R] , and the power provided
to the system. Under the specific protocol considered in Sec. IVD, it is simply given by
Cop =
ε2
ε1 − ε2 . (E8)
The Cop at maximum power is therefore given by inserting the values of ε∗1 and ε∗2 that maximize Eq. (E1) into
Eq. (E8). Since ε∗1 →∞ while ε∗2 is finite, we have that the Cop at maximum cooling power is null.
We now turn to the heat engine case. As discussed in Sec. IVC, the maximum average extracted power is given by
P
(max)
[E] =
1(√
Γ−1α1 +
√
Γ−1α2
)2 1β1β2 maxε1 ε2 (β1ε1 β2 − β2ε2 β1)(e
−β1ε1 − e−β2ε2)(d− 1)
(1 + (d− 1)e−β1ε1)(1 + (d− 1)e−β2ε2) . (E9)
Defining x1 = β1ε1 and x2 = β2ε2, we need to find the maximum of the function
f(x1, x2) =
(x1β2 − x2β1)(e−x1 − e−x2)(d− 1)
(1 + (d− 1)e−x1)(1 + (d− 1)e−x2) (E10)
in the limit of d→ +∞. Approximating d− 1 ≈ d and setting the partial derivatives of f(x1, x2) to zero, the optimal
values x∗1 and x∗2 are determined by solving
β1e
x∗1 (d+ ex
∗
2 )x∗2 − β2
(
e2x
∗
1 − dex∗2 + ex∗1+x∗2 (x∗1 − 1) + dex
∗
1 (1 + x∗1)
)
= 0,
β2e
x∗2 (d+ ex
∗
1 )x∗1 − β1
(
e2x
∗
2 − dex∗1 + ex∗1+x∗2 (x∗2 − 1) + dex
∗
2 (1 + x∗2)
)
= 0.
(E11)
We were not able to explicitly find a solution to this set of equation. We therefore search for a perturbative solution,
which is valid in the limit of large d. We do this by choosing an “ansatz” of the form
x∗1 =
∑
i
a
(i)
1 gi(d),
x∗2 =
∑
i
a
(i)
2 gi(d),
(E12)
where gi(d) are a set of functions that capture the asymptotic behavior of x∗1 and x∗2, and a
(i)
1 and a
(i)
2 are a set
of coefficients that do not depend on d, which we determine by imposing Eq. (E11), i.e. by setting to zero the
coefficients of the terms which diverge fastest in d. We choose the same set of functions gi(d) for both x∗1 and x∗2 since
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this simplifies the calculation, and since it is a reasonable assumption given that f(x1, x2) = f(x2, x1), provided that
we also exchange the temperatures.
Unfortunately, a straightforward expansion in powers of d does not work. This is due to the fact that we have both
polynomial and exponential terms in Eq. (E11). To find a good “ansatz”, we thus take inspiration from the exact
solution x∗1 found in the refrigerator case: indeed, the functions f(x) in the refrigerator case and f(x1, x2) in the heat
engine case are formally very similar. Using the asymptotic expansion of the Lambert function, from Eq. (E4) we
have that, in the refrigerator case,
x∗ ≈ ln d− ln ln d+O(1). (E13)
Using this intuition, and performing some attempts, we choose the following ansatz:
x∗1 = ln d− ln ln d− ln a1,
x∗2 = ln d+ ln ln d+ ln a2.
(E14)
Plugging this ansatz into Eq. (E11), and retaining only the fastest diverging term with respect to d, we find (up to
an irrelevant prefactor)
(a1β2 + β1 − β2) d2 ln d = 0,
(a2β1 + β1 − β2) d2 ln2 d = 0.
(E15)
In order to suppress these fast diverging term, we set the coefficient to zero, finding
a1 =
β2 − β1
β2
, a2 =
β2 − β1
β1
. (E16)
We now have an approximate expression for x∗1 and x∗2 which is asymptotically correct. Retaining only the fastest
diverging term with respect to d, we find
f(x∗1, x∗2) ≈ (β2 − β1) ln d. (E17)
Using Eq. (E17) to evaluate Eq. (E9), and setting d = 2n proves the first relations in Eq. (36).
The efficiency of a heat engine is defined as the ratio between P (max)[E] and the heat flux provided by the hot bath.
Under the specific protocol considered in Sec. IVD, it is simply given by
η = 1− ε2
ε1
. (E18)
The efficiency at maximum power η(P (max)[E] ), defined as the efficiency while performing the protocol that maximizes
the power, is simply given by Eq. (E18) computed in the values ε∗1 and ε∗2 that maximize Eq. (E9). It can be expressed
in terms of x∗1 and x∗2 as
η(P (max)[E] ) = 1−
β1x
∗
2
β2x∗1
. (E19)
Plugging Eq. (E14) into Eq. (E19), using d = 2n and retaining leading order contributions for large n yields Eq. (38).
Appendix F: Qutrit model
In this appendix we present the model we employ to describe a qutrit in the Markovian regime. The Hamiltonian
of the system is given by Eq. (40), and the dynamics of the local density matrix is described by Eq. (2). Following
the standard derivation of the Lindbald master equation [87], and accounting for the fact that we only couple one
bath at the time to the qutrit, we write the total dissipator D~u(t)[ρ] =
∑
αDα,~u(t)[ρ] as
D~u(t)[ρ] :=
∑
i 6=j
Γij(~u(t), α(t))
(
AijρA
†
ij −
1
2
[
A†ijAij , ρ(t)
]
+
)
, (F1)
where α(t) is an additional control labelling the bath we are coupled to, and [· · · , · · · ]+ denotes the anti-commutator
operations. Γij(~u(t), α(t)) is the dissipation rate induced by reservoir α which describes a transition from eigenstate
|i〉 to eigenstate |j〉 of H and Aij = |i〉 〈j|.
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We now define the occupation probabilities pn(t) = 〈n| ρ(t) |n〉. By projecting Eq. (2), provided with Eq. (F1), onto
the eigenstates of H, we can derive a closed set of equations for pn(t), given by Eq. (41). Explicitly, we have that∂tp1∂tp2
∂tp3
 =
−Γ12 − Γ13 Γ21 Γ31Γ12 −Γ21 − Γ23 Γ32
Γ13 Γ23 −Γ32 − Γ31
 ·
p1p2
p3
 , (F2)
where we omitted for simplity the arguments of the probabilities and of the rates.
In general, the probabilities associated with the limiting cycle can be computed solving Eq. (41) imposing periodic
boundary conditions, i.e. pn(0) = pn(T ), and imposing that
∑
n pn = 1. The instantaneous heat flux flowing out of
all baths J(t) =
∑
α Jα(t) can then be computed as
J(t) = Tr
[
H~u(t)D~u(t) [ρ(t)]
]
=
∑
n
n(t)∂tpn(t) =
∑
m 6=n
n(t) [−pn(t)Γnm(~u(t), α(t)) + pm(t)Γmn(~u(t), α(t))] (F3)
where, in the last equality, we used Eq. (41). The average power delivered by the heat engine is then given
P[E] =
1
T
∫ T
0
J(t)dt. (F4)
This is the procedure used for the numerical calculations at finite period T .
In order to simplify this calculation in the fast-driving regime, we first need to cast Eq. (F2) into a form equivalent
to Eq. (7). We do this using a slightly different approach respect to the one detailed in the main text, that yields
equivalent results. Inserting the relation p1 = 1−p2−p3 into Eq. (F2), and using the detailed balance condition (42),
we find
∂tpˆ(t) = G(~u(t), α(t)) · (pˆ(t)− pˆ(eq)α(t);~u(t)), (F5)
where we defined pˆ(t) = (p2(t), p3(t)), and where pˆ(eq)α(t);~u(t) = ([p
(eq)
α(t);~u(t)]2, [p
(eq)
α(t);~u(t)]3) are the Gibbs probabilities of
being in state |2〉 and |3〉 when in contact with bath α(t). Omitting the explicit argument, the matrix G(~u(t), α(t))
is given by
G =
(
Γ12 + Γ21 + Γ23 +Γ12 − Γ32
+Γ13 − Γ23 +Γ13 + Γ31 + Γ32
)
, (F6)
which can be shown to be strictly positive definite using the detailed balance condition (42) and assuming that
the bath temperatures are finite. Therefore, any sum of G(~u(t), α(t)) at different times will be positive definite,
thus invertible. All relations in the main text thus hold by replacing ρ(t) with p(t), ρ˜(t) with pˆ(t) and G~u(t) with
G(~u(t), α(t)). Specifically, defining ˆ(t) = (2(t), 3(t)), Eqs. (15) and (16), become in this notation
P[E][{~ui, µi}] =
L∑
j=1
µj ˆ
T
j ·G(~uj , αj) · (pˆ(0)[{~ui,µi}] − pˆ
(eq)
α(t);~u(t)), (F7)
and
pˆ
(0)
[{~ui,µi}] =
 L∑
j=1
µjG(~uj , αj)
−1  L∑
j=1
µjG(~uj , αj) · pˆ(eq)αj ;~uj
 , (F8)
where ˆj denotes the value of the energies during the jth time interval, as determined by the control ~uj . We can
therefore compute the power of a Generalized Otto cycle in the fast driving regime using Eqs. (F7) and (F8), which
is much easier than solving the dynamics explicitly. The optimization of P[E][{~ui, µi}] is then performed as described
in Sec. V.
