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PERIMETER APPROXIMATION OF CONVEX DISCS IN THE
HYPERBOLIC PLANE AND ON THE SPHERE
FERENC FODOR
Abstract. Eggleston [3] proved that in the Euclidean plane the best approxi-
mating convex n-gon to a convex disc K is always inscribed in K if we measure
the distance by perimeter deviation. We prove that the analogue of Eggleston’s
statement holds in the hyperbolic plane, and we give an example showing that
it fails on the sphere.
1. Introduction and main results
We call a compact, convex set K ⊂ R2 whose interior is non-empty a convex
disc. The perimeter of K is denoted by Per(K). Let K and L be both convex
discs. The perimeter deviation of K and L is defined as
dev(K,L) = Per(K ∪ L)− Per(K ∩ L).
We note that although the perimeter deviation is often used to measure the distance
of convex figures, it does not define a proper metric on the set of all convex discs. For
another notion of perimeter deviation, which is in fact a metric, see, for example,
Florian [7] and the references therein.
Eggleston [3], among other questions, investigated how well a convex disc can
be approximated by convex polygons of a given number of vertices in the sense of
perimeter deviation. For a positive integer n ≥ 3, let P(n) denote the set of convex
polygons with at most n vertices. Let
δdev(K,n) = inf{dev(K,P ) : P ∈ P(n)}.
A simple compactness argument shows that for each convex disc K and positive
integer n ≥ 3, there exists a P ∈ P(n) which minimizes the perimeter deviation
from K, that is, dev(K,P ) = δdev(K,n).
Eggleston proved the following beautiful statement, cf. [3, Lemma 4 on p. 353].
Theorem 1.1 (Eggleston, 1957). Let K be a convex disc and n ≥ 3 a positive
integer. If P ∈ P(n) is such that dev(K,P ) = δdev(K,n), then P is inscribed in
K, that is, P ⊂ K and the vertices of P are on the boundary of K.
According to a classical result of Dowker [2], the minimum area of convex n-gons
containing a given convex disc K is a convex function of n, and the maximum area
of convex n-gons contained in K is a concave function of n. This result was later
extended for perimeter in place of area by L. Fejes To´th [5], Eggleston [3], and
Molna´r [10], independently from each other. Thus, it follows from Theorem 1.1
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2 FERENC FODOR
that for a fixed convex disc K, the minimum perimeter deviation of convex n-gons
from K is also a concave function of n.
Let H2 denote the hyperbolic plane, and for two points p, q ∈ H2 let pq denote
the (hyperbolic) segment with endpoints p and q. The hyperbolic distance dH(p, q)
of p and q is the length of pq.
Let PH(n) denote the set of all convex polygons in H2 with at most n vertices
for n ≥ 3. Similarly to the Euclidean case, we define
δdevH (K,n) = inf{dev(K,P ) : P ∈ PH(n)}.
For any fixed K and positive integer n ≥ 3, there exits a convex polygon P ∈ PH(n)
such that devH(K,P ) = δdevH (K,n). In this paper we extend Theorem 1.1 to the
hyperbolic plane H2 as follows.
Theorem 1.2. Let K be a convex disc in H2 and n ≥ 3 a positive integer. If
P ∈ PH(n) is such that dev(K,P ) = δdevH (K,n), then P is inscribed in K, that
is, P ⊂ K and the vertices of P are on the boundary of K.
The analogues of Dowker’s theorem both for area and perimeter also hold on
the sphere S2 and the hyperbolic plane H2. These were proved by Molna´r [10]
and L. Fejes To´th [6]. Thus, Theorem 1.2, combined with the hyperbolic version
of Dowker’s theorem for the maximum perimeter of convex (hyperbolic) n-gons
contained in a given convex disc K, implies the following statement.
Corollary 1.3. The minimum perimeter deviation of convex n-gons from a given
convex disc K is a concave function of n in the hyperbolic plane H2.
On the unit sphere S2, the distance of two non-antipodal points p, q is the length
of the shorter arc of the unique great circle through p and q. The distance of
two antipodal points is pi. We call a closed set K on S2 (spherically) convex if it is
contained in an open hemisphere and for any p, q ∈ K, the shorter arc of the unique
great circle connecting p and q is also contained in K. One may naturally define
the perimeter deviation devS(K,L) of two convex discs K,L on the unit sphere
as in the Euclidean plane and hyperbolic plane. Again, for a convex disc K and
n ≥ 3, there exists a convex spherical polygon P with at most n vertices such that
devS(K,P ) = δdevS (K,n). However, P may not necessarily be contained in K (or
contain K) as shown by an example in Section 3.
2. Proof of Theorem 1.2
In this section we work in the hyperbolic plane H2, thus all notions, such as
distance, convexity, perimeter, perimeter deviation, etc. are always understood
in the hyperbolic sense without mentioning this fact explicitly. We think of H2
as a 2-dimensional Riemannian manifold of constant curvature −1, such as the
Beltrami-Klein model, see more on this below. By the curvature of a C2 curve
in H2 we mean its geodesic curvature. A compact set K ⊂ H2 is (geodesically)
convex, if for any x, y ∈ K, the geodesic segment xy is contained in K. We note
that there are other forms of convexity in H2, for example, h-convexity where we
require that the whole region bounded by the two horocyclic arcs connecting x and
y is contained in K, or λ-convexity where one requires that K contains the region
bounded by two congruent hypercyclic arcs of radius λ through x and y. For more
information we refer to [8].
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We essentially follow a similar but somewhat more complicated argument to that
of Eggleston in [3].
First, note that the set of all compact, convex sets forms a complete metric space
with respect to the Hausdorff distance in H2. Furthermore, the perimeter deviation
function is continuous on this space. Thus, it is enough to prove the theorem on a
suitable dense subspace of convex discs. We select this dense subspace the following
way: We assume that the boundary bdK of K is C2+ smooth, meaning that it is
twice continuously differentiable at every point and the geodesic curvature is strictly
positive everywhere.
We start the proof by examining the difference between the length of a chord
and the corresponding arc of bdK cut off by the chord.
In the following argument, we will work in the Beltrami-Klein model D of the
hyperbolic plane H2 whose points are the interior points of the unit radius circular
disc B2 centred at the origin, and whose lines (geodesics) are the Euclidean open
line segments with endpoints on the boundary S1 of B2. We define the distance of
two points p, q ∈ D as
dH(p, q) =
1
2
| ln(abpq)|,
where a and b are the intersection points of the line pq with S1 such that a is on
the side of p and b is on the side of q. The symbol (abpq) denotes the cross-ratio
of the points a, b, p, q in this order. It is well-known that the Gaussian curvature of
this model is constant −1, with this particular metric. Now, if p(x, y) is a point of
D, where x and y are its Euclidean coordinates in a Cartesian coordinate system
centred at the origin, then the hyperbolic coordinates of p(xh, yh) are the following
xh =
1
2
ln
1 + x
1− x, yh =
1
2
ln
√
1− x2 + y√
1− x2 − y .
The first fundamental form of D is
ds2 =
(1− y2)dx2 + 2xydxdy + (1− x2)dy2
(1− x2 − y2)2 ,
see, for example, [1].
Let K ⊂ D be a (geodesically) convex disc in D whose boundary is C2+ smooth.
Since geodesic segments in D are exactly the Euclidean segments, the disc K is
convex in the hyperbolic sense exactly if it is convex in the Euclidean sense. Assume
that o ∈ bdK and that the x-axis supports K at o. Then, in a suitably small
neighbourhood of o, the boundary of K can be represented by a convex function
f such that f(x) = (κ/2)x2 + o(x2) as x → 0, and κ > 0. A standard calculation
shows that the geodesic curvature of bdK at o is κ.
For sufficiently small x, let s(x) denote the arc-length of bdK between o and
the point (x, f(x)). Then
s(x) =
∫ x
0
((1− f2(τ)) + 2τf(τ)f ′(τ) + (1− τ2)(f ′(τ)2))1/2
1− τ2 − f2(τ) dτ
=
∫ x
0
√
1 + κ2τ2 + o(τ2)
1− τ2 + o(τ2) dτ. (1)
After substituting the Taylor series of
√
1 + z around z = 0 and that of (1 − z)−1
around z = 0 in (1), we obtain
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s(x) =
∫ x
0
(
1 +
κ2τ2
2
+ o(τ2)
)(
1 + τ2 + o(τ2)
)
dτ
=
∫ x
0
1 +
κ2 + 2
2
τ2 + o(τ2)dτ
=
(
τ +
κ2 + 2
6
τ3 + o(τ3)
]x
0
= x+
κ2 + 2
6
x3 + o(x3) as x→ 0+. (2)
First, let l = l(δ) be the line with Euclidean equation y = δ. For sufficiently small
δ > 0, the line l intersects bdK at x+(δ) > 0 (x−(δ) < 0) such that f(x+(δ)) = δ
(f(x−(δ)) = δ). Due to the definition of f , x+(δ) =
√
2/κδ1/2 + o(δ1/2) (x−(δ) =
−√2/κδ1/2 + o(δ1/2)) as δ → 0+.
Thus, by (2), the arc of bdK between o and the positive intersection point of l
and bdK has length
s(x+(δ)) = x+(δ) +
κ2 + 2
6
x3+(δ) + o(x
3
+(δ)) as δ → 0+. (3)
Clearly, a similar formula holds for the length of the arc of bdK between the
intersection point with (negative) x-coordinate x−(δ) and o.
The (hyperbolic) length of the segment between the y-axis and the (positive)
intersection point with bdK is the following
sl(δ) =
∫ x+(δ)
0
√
1− δ2
1− x2 − δ2 dx
=
1
2
ln
√
1− δ2 + x+(δ)√
1− δ2 − x+(δ)
= x+(δ) +
1
3
x3+(δ) + o(δ
2x+(δ)) as x+(δ)→ 0+, (4)
and, again, a similar formula holds for the length of the segment between the
negative intersection point of l and bdK and the y-axis.
From (3) and (4), and the expressions of x+(δ) and x−(δ), we obtain that the
difference of the arc of bdK and the chord at height δ is
κ2
3
(x3+(δ) + x
3
−(δ)) + o(x
3
+(δ)) + o(x
3
−(δ)) = O(δ
3/2) as δ → 0+. (5)
Second, we assume that the Euclidean equation of the line l is y = tan θ · x,
meaning that l passes through o and makes an angle θ with the positive part of
the x-axis. If θ > 0 is sufficiently small, then for the x-coordinate x(θ) of the
intersection point of l and bdK, different from o, the following holds
f(x(θ)) = tan θ · x(θ),
from which we obtain that
x(θ) = 2 tan θ/κ+ o(tan θ) = 2θ/κ+ o(θ) as θ → 0+.
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Substituting x(θ) in (2), we get that the arc-length of bdK between o and the
other intersection point of l and bdK is
s(θ) = x(θ) +
κ2 + 2
6
x3(θ) + o(x3(θ)) as x(θ)→ 0+. (6)
At the same time, the length of the segment l ∩K is
sl(θ) = tanh
−1(
√
x2(θ) + f2(x(θ)))
= tanh−1(
√
x2(θ) + tan2 θx2(θ))
= tanh−1(x(θ) sec θ)
= x(θ) sec θ +
1
3
x3(θ) sec3 θ +O(x3(θ) sec3 θ)
= x(θ) +
1
2
x(θ)θ2 + +
1
3
x3(θ) sec3 θ +O(x3(θ) sec3 θ). (7)
Now, by (6) and (7), the difference between the chord of l and the corresponding
part of bdK is
s(θ)− sl(θ) =
(
8κ2
6κ3
− 1
κ
)
θ2 + o(θ3) =
1
3κ
θ2 + o(θ3) = O(θ2) as θ → 0+. (8)
The observations (5) and (8) are elementary and probably well-known. We only
included their detailed proofs because we could not find an explicit argument in
the literature.
Now, we turn to the actual proof of Theorem 1.2. Let P ∈ PH(n) be an n-gon
which minimizes the perimeter deviation from K, that is, dev(K,P ) = δdevH (K,n).
We will denote the vertices of P by x1, . . . , xn in a counter-clockwise cyclic order
along P . It is clear that each side xixi+1 has a common point with K, otherwise we
could move it inwards and decrease the perimeter deviation using the monotonicity
of perimeter in the hyperbolic plane, cf. [9, Proposition 1.3]. The assumption that
bdK is C2+ yields that K is strictly convex, that is, bdK contains no geodesic
segment, and that bdK has a unique supporting line at each point, and therefore
it cannot have vertices.
The proof of Theorem 1.2 is indirect: we assume, on the contrary, that P is
not inscribed in K and seek a contradiction. It is clear that if P ⊂ K, then the
vertices of P must be on bdK, similarly to the Euclidean case, or otherwise we
could increase the perimeter of P by moving the vertices out to the boundary of
K. Therefore, the indirect assumption yields that P has a side with at least one
endpoint outside of K. There are several possibilities how this may happen. We
treat each such case and show that they all contradict to the best approximation
property of P .
We use the following notation, similar to [3, Section 2]. Let the vertex xi be
outside of K. We denote the internal angle of P at xi by αi. Let bi be the last
common point of the side xi−1xi and bdK, and let ci be the first common point of
xixi+1 and bdK in the counter-clockwise direction along P . Let the angle of the
tangent of bdK at bi and xi−1xi be denoted by βi, and the angle of the tangent of
bdK at ci and xixi+1 be γi. Then, clearly, αi + βi + γi < pi.
Let us first consider the case when P has a side, say x1x2, such that both x1
and x2 are outside of K. Let δ > 0 be small and let h = h(δ) be the hypercycle
that is the equidistant curve from the line x1x2 at distance δ in the half-plane of
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x1x2 containing P . Let x
′
1 and x
′
2 be the intersection points of the sides xnx1
and x2x3 with h(δ), respectively. Assume that δ is so small that both x
′
1 and
x′2 are outside of K. Then the n-gon P
′ with vertices x′1, x
′
2, x3 . . . , xn, in this
order, is contained in P , and the intersection of the side x′1x
′
2 and K is of positive
length. Let the feet of the perpendiculars from x′1 and x
′
2 to x1x2 be x
′′
1 and x
′′
2 ,
respectively. Then x′′1x
′′
2x
′
2x
′
1 is a Saccheri quadrilateral. It is known that the line
through the midpoints of the segments x′1x
′
2, and x
′′
1x
′′
2 is perpendicular to both
lines and thus it cuts x′′1x
′′
2x
′
2x
′
1 into two congruent Lambert quadrilaterals. Using
known trigonometric relations for Lambert quadrilaterals, we obtain that
sinh(d(x′′1 , x
′′
2)/2) = sinh(d(x
′
1, x
′
2)/2) cosh δ,
from which it follows that
d(x′1x
′
2) = d(x
′′
1 , x
′′
2) +O(δ
2) as δ → 0+.
By hyperbolic trigonometry, we obtain for i = 1, 2 that
sinh d(xix
′
i) = sinh δ cscαi,
thus
d(xix
′
i) = δ cscαi +O(δ
3) as δ → 0+,
and
sinh d(xix
′′
i ) = − tanh δ cotαi,
thus
d(xix
′′
i ) = −δ cotαi +O(δ3) as δ → 0+.
If x1x2 is tangent to K at a relative interior point x
′ ∈ x1x2, then let a and b
denote the intersection points of the segment x′1x
′
2 with bdK so that a is closer
to x′1. Then d(x
′, ab) ≤ δ. By the positivity of the geodesic curvature of bdK at
x′ and by (5), it holds that the difference of the arc-length of bdK between a and
b and the length of the segment ab is O(δ3/2) as δ → 0, and thus, by using the
estimates obtained above, we get that
dev(K,P ′) = dev(K,P )− δ(cscα1 + cscα2 + cotα1 + cotα2) +O(δ3/2) as δ → 0+.
Since cscα + cotα ≥ 0 for any α ∈ (0, pi), the coefficient of δ is negative in the
above expression. This contradicts the minimality of P , and thus P cannot have
such a side.
If the side x1x2 cuts the boundary in two distinct points that are relatively inte-
rior to x1x2, then according to the previously introduced notation these intersection
points are c1 and b2, and the tangents to bdK make an angle γ1 and β2 with x1x2,
respectively. We introduce the following notations, see Figure 1. Let the last inter-
section point of x′1x
′
2 and bdK be b
′
2. Let b
′′
2 be the perpendicular projection of b
′
2
onto x1x2. Let b2 be the point on x
′
1x
′
2 whose perpendicular projection onto x1x2
is b2. Let b
∗
2 be the intersection point of the tangent line of bdK through b2 and
x′1x
′
2. Finally, let b
∗∗
2 be the perpendicular projection of b
∗
2 onto x1x2.
We first note that, using hyperbolic trigonometry, we can conclude that
d(b2, b
′′
2) = d(b2, b
′
2) +O(δ
2) as δ → 0+,
and similarly,
d(b′′2 , b
∗∗
2 ) = d(b
′
2, b
∗
2) +O(δ
2) as δ → 0+.
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Figure 1.
Now, let δ′ = d(b∗2, b
∗∗
2 ). Clearly, δ
′ < δ. Similar as above, we obtain by hyperbolic
trigonometry applied to the triangle b2b
∗
2b
∗∗
2 that
sinh d(b2, b
∗
2) = sinh δ
′ cscβ2,
from where
d(b2, b
∗
2) = δ
′ cscβ2 +O(δ′3) as δ → 0+,
moreover,
sinh d(b2, b
∗∗
2 ) = − tanh δ′ cotβ2,
and
d(b2, b
∗∗
2 ) = −δ′ cotβ2 +O(δ′3) as δ → 0+.
From trigonometric formulas for the corresponding Lambert quadrilateral we get
that
δ′ = δ +O(δ3) as δ → 0+.
Also, it is clear from the C2+ property of bdK that
d(b′2, b
∗
2) = O(d(b2, b
∗
2)) = O(δ
2) as δ → 0+,
and thus from all of the above,
d(b2, b
′′
2) = d(b2, b
∗∗
2 ) +O(δ
2) as δ → 0+,
and
d(b2, b
′
2) = d(b2, b
∗
2) +O(δ
2) as δ → 0+.
Let l(δ) denote the length of the arc of bdK between b2 and b
′
2. From (2), we
obtain that
l(δ)− d(b2, b∗2) = O(δ3) as δ → 0+.
Finally, putting everything together, we obtain (similar to (19) in [3]) that
devH(K,P
′) = devH(K,P )− δ(2 cotβ2 − 2 cscβ2 + cscα2 + cotα2
+ 2 cot γ1 − 2 csc γ1 + cscα1 + cotα1) +O(δ2) as δ → 0+,
and thus, by the optimality of P , it must hold that
cot
1
2
α1 + cot
1
2
α2 = 2
(
tan
1
2
β2 + tan
1
2
γ1
)
. (9)
8 FERENC FODOR
In the following case we do not give all small details of the calculations as those
are very similar to the ones discussed above. We rather just point out the main
conclusions of these calculations.
Next, assume that for the side x1x2 it holds that x1 ∈ K and x2 /∈ K. Rotate the
line x1x2 around x1 by a sufficiently small positive angle ϕ such that the intersection
point x′2 of the rotated line with the side x2x3 is still outside K. Let P
′ be the
polygon with vertices x1x
′
2x3 . . . xn. Clearly, P
′ ⊂ P . Let b2 be the last intersection
point of the side x1x2 with bdK, as before.
If the line x1x2 is not a supporting line of K at x1, then we obtain by hyperbolic
trigonometry that
dev(K,P ′) = dev(K,P ) + ϕ(2 sinh d(x1, b2)(cscβ2 − cotβ2)
− (cscα2 + cotα2) sinh d(x1, x2)) +O(ϕ2) as ϕ→ 0+.
Due to the optimality of P , it must hold that
sinh d(x1, x2)
sinh d(x1, b2)
cot
1
2
α2 = 2 tan
1
2
β2. (10)
Note that d(x1, x2) > d(x1, b2), and thus by the strictly monotonically increasing
property of the sinh function it follows that the coefficient of cot(α2/2) in (10) is
larger than 1.
If x1x2 is a supporting line of K, then, using (8), we get that
dev(K,P ′) = dev(K,P )−ϕ(cscα2+cotα2) sinh d(x1, x2)+O(ϕ2) as ϕ→ 0+.
As the coefficient of ϕ is negative, this clearly contradicts the minimality of P , so
P cannot have such a side.
Now, the proof can be finished as in [3, cf. (24)–(25) on p. 357]: For each xi /∈ K,
the angle αi appears in exactly two equations of type (9) or (10), and βi and γi in
exactly one such equation. Thus, by adding the two equations in which αi appears,
the coefficient of cot(αi/2) will be at least 2. If 2 + εi denotes the coefficient of
cot(αi/2), then summing all equations of type (9) and (10) yields that∑
(2 + εi) cot
1
2
αi =
∑
2
(
tan
1
2
βi + tan
1
2
γi
)
<
∑
2 tan
1
2
(βi + γi)
≤
∑
2 tan
(pi
2
− αi
)
=
∑
2 cot
1
2
αi,
which is clearly a contradiction as all εi ≥ 0. This finishes the proof of Theorem 1.2.
3. Counterexample on the sphere
It is known that among spherical triangles contained in a (spherical) circle the
inscribed regular triangle has the maximal perimeter, cf. L. Fejes To´th [4]. Thus,
among triangles contained in the circle, the inscribed regular one has the minimum
perimeter deviation from the circle. However, below we show an example of a
triangle and circle, where the triangle is neither inscribed nor circumscribed, and
approximates the circle better than either the inscribed or the circumscribed regular
triangle.
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Let K(r) be the spherical circle with centre P and radius r. Consider the regular
spherical triangle T (d) = ABC4 with centre P and circumradius d. Let l = l(d)
denote the side length of T (d) and m = m(d) its inradius, see Figure 2.
r
d
l
l
m
α
s
A B
C
P
D
E
Figure 2.
Then
cos l = cos2 d+ sin2 d cos
2pi
3
,
and
cosm =
cos d
cos l2
.
Let D be the intersection point of the side BC with the circle K(r) that is closer
to B. Let E be the intersection of the side BC and the great circle through P
perpendicular to BC. Then m is the distance of P and E. Denote by s = s(d) the
length of the arc between D and E. Furthermore, let α = α(d) be the central angle
∠EPD. Then
cos s =
cos r
cosm
,
and
cosα =
cos s− cosm cos r
sinm sin r
.
Thus
f(r, d) = devS(K(r), T (d)) = 6(2α(d) sin r − 2s(d) + l(d)/2)− 2pi sin r.
The graph of f(pi2 − 0.1, d) over the interval [pi2 − 0.1, 1.52] is shown below, which
clearly has its minimum inside the interval. We note that at the left endpoint of
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the interval the triangle is inscribed and at the right endpoint it is circumscribed.
In fact, the circumscribed regular triangle approximates K(r) better than the in-
scribed one, and the minimum occurs for a triangle that is neither inscribed nor
circumscribed. Since all of these triangles are contained in the open hemisphere
centred at P , they are convex in the spherical sense.
1.48 1.49 1.50 1.51 1.52
0.0175
0.0180
0.0185
0.0190
0.0195
0.0200
Figure 3. The graph of f(pi2 − 0.1, d) over the interval [pi2 − 0.1, 1.52]
4. Acknowledgements
This research was partially supported by the National Research, Development
and Innovation Office of Hungary grant NKFIH K116451.
The author is grateful to Professor Ga´bor Fejes To´th (Budapest, Hungary) for
the enlightening discussions. The author also wishes to thank the MTA Alfre´d
Re´nyi Mathematical Research Institute where part of this research was done.
References
[1] James W. Cannon, William J. Floyd, Richard Kenyon, and Walter R. Parry, Hyperbolic
geometry, Flavors of geometry, Math. Sci. Res. Inst. Publ., vol. 31, Cambridge Univ. Press,
Cambridge, 1997, pp. 59–115.
[2] C. H. Dowker, On minimum circumscribed polygons, Bull. Amer. Math. Soc. 50 (1944),
120–122.
[3] H. G. Eggleston, Approximation to plane convex curves. I. Dowker-type theorems, Proc.
London Math. Soc. (3) 7 (1957), 351–377.
[4] L. Fejes To´th, Lagerungen in der Ebene, auf der Kugel und im Raum, Springer-Verlag,
Berlin-Go¨ttingen-Heidelberg, 1953.
[5] La´szlo´ Fejes To´th, Remarks on polygon theorems of Dowker, Mat. Lapok 6 (1955), 176–179
(Hungarian, with Russian and German summaries).
[6] L. Fejes To´th, Anna¨herung von Eibereichen durch Polygone, Math.-Phys. Semesterber 6
(1958/1959), 253–261.
[7] August Florian, The perimeter deviation of a convex set from a polygon, Rend. Circ. Mat.
Palermo (2) Suppl. 80 (2008), 169–181.
[8] Eduardo Gallego and Agust´ı Revento´s, Asymptotic behaviour of λ-convex sets in the hyper-
bolic plane, Geom. Dedicata 76 (1999), no. 3, 275–289.
[9] Daniel A. Klain, Bonnesen-type inequalities for surfaces of constant curvature, Adv. in Appl.
Math. 39 (2007), no. 2, 143–154.
[10] Jo´zsef Molna´r, On inscribed and circumscribed polygons of convex regions, Mat. Lapok 6
(1955), 210–218 (Hungarian, with Russian and English summaries).
Department of Geometry, Bolyai Institute, University of Szeged, Aradi ve´rtanu´k
tere 1, 6720 Szeged, Hungary
E-mail address: fodorf@math.u-szeged.hu
