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We study the Casimir-Lifshitz force and the radiative heat transfer in a system consisting of three
bodies held at three independent temperatures and immersed in a thermal environment, the whole
system being in a stationary configuration out of thermal equilibrium. The theory we develop is
valid for arbitrary bodies, i.e. for any set of temperatures, dielectric and geometrical properties, and
describes each body by means of its scattering operators. For the three-body system we provide a
closed-form unified expression of the radiative heat transfer and of the Casimir-Lifshitz force (both
in and out of thermal equilibrium). This expression is thus first applied to the case of three planar
parallel slabs. In this context we discuss the non-additivity of the force at thermal equilibrium, as
well as the equilibrium temperature of the intermediate slab as a function of its position between
two external slabs having different temperatures. Finally, we consider the force acting on an atom
inside a planar cavity. We show that, differently from the equilibrium configuration, the absence
of thermal equilibrium admits one or more positions of minima for the atomic potential. While
the corresponding atomic potential depths are very small for typical ground state atoms, they may
become particularly relevant for Rydberg atoms, becoming a promising tool to produce an atomic
trap.
PACS numbers: 12.20.-m, 42.50.Ct, 44.40.+a
I. INTRODUCTION
The quantum and classical fluctuations of the electro-
magnetic field are at the origin of several physical phe-
nomena such as the existence of a force, even in vac-
uum (the ground state of electromagnetic field), between
any couple of polarizable bodies. This effect, usually
known as Casimir-Lifshitz effect between macroscopic
bodies and Casimir-Polder force when one or more atoms
are involved, was first theoretically predicted in 1948 by
Casimir and Polder [1, 2] for ideal reflecting bodies at
T = 0, and later extended to real bodies at non-zero tem-
perature by Dzyaloshinskii, Lifshitz, and Pitaevskii [3].
Recently their predictions have been experimentally ver-
ified for several different geometrical configurations [4].
While these forces have been typically studied at ther-
mal equilibrium, it was shown in 2005 that systems out
of thermal equilibrium show indeed new qualitative fea-
tures, such as a strong tunability of the force and the
possibility of switching from an attractive to a repulsive
behavior [5, 6]. These theoretical predictions were at the
origin of the first measurement of the temperature depen-
dence of Casimir force [7] by using a BEC of rubidium
atoms as a micro-mechanical sensor of force [8]. These
results triggered a new interest in the study of Casimir
interactions in several different non-equilibrium scenarios
including both body-body [9, 10] and atom-body [11–15]
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configurations.
The absence of thermal equilibrium is at the origin of a
more familiar physical phenomenon also originating from
the electromagnetic field fluctuations, namely the radia-
tive heat transfer [16]. Remarkably, this effect shares a
close theoretical formalism with Casimir-Lifshitz forces,
and has also been recently experimentally assessed in dif-
ferent geometries [17–26].
In last years, a number of theories have been developed
to describe Casimir force and heat transfer out of ther-
mal equilibrium between bodies with arbitrary geome-
tries and dielectric properties [27–36]. These theories are
based on different approaches (such as scattering matri-
ces, Green’s functions and fluctuating surface currents)
but all share the use of flucutation-dissipation theorem
as the main tool to describe the correlations of the elec-
tromagnetic field radiated by each body out of thermal
equilibrium. Some of these theories [30, 36] have been
presented in a general way in order to be able to deal
with the general problem of an arbitrary number of bod-
ies. Nevertheless, closed form expressions and numerical
applications have been presented only for two interacting
bodies.
Non-equilibrium studies dealt also with several appli-
cations, as for the case of the heat transfer between two
nanogratings [37, 38]. More recently, the absence of equi-
librium has been proposed as a tool to manipulate the
quantum state of an atom when placed in proximity of
a body, realizing a new cooling mechanism and the in-
version of the atomic populations [39, 40] . It has been
also suggested to exploit non-equilibrium configurations
to produce and protect steady entanglement for two quits
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2[41, 42]. The heat transfer in configurations involving
more than two bodies has been also investigated: heat
transfer for three nanoparticles in the dipole approxima-
tion [43], the time-dependent heating and cooling in a
system of an arbitrary number of dipoles in [44], the heat
transfer in a collection of nanoparticles interacting with
an external laser source [45], and genuine three-body ef-
fect proposed to amplify the heat-transfer in a set of three
parallel slabs [46]. Concerning the force, only the three-
body force for three atoms at thermal equilibrium has
been calculated [47, 48].
In this work we develop in detail a general approach
to the Casimir force out of thermal equilibrium and heat
transfer in a system of three bodies immersed in an en-
vironment. The theory we present is valid for arbitrary
dielectric and geometrical properties of the body, as well
as for arbitrary values of the four temperatures involved
(the three temperatures of the bodies and the environ-
mental one). As a side result we obtain the three-body
expression for the Casimir-Lifshitz force at thermal equi-
librium for arbitrary bodies. As for the theory for two
bodies first presented in [29], of which this work is a gen-
eralization, in our work we take into account the proper-
ties of each body independently by means of its scattering
(reflection and transmission) operators. This technique
avoids the need to tackle for a given configuration the
entire electromagnetic problem, as in any Green-function
formulation.
The paper is organized as follows. In Sec. II we present
the physical system and the main definitions. In Sec. III
we define the Maxwell stress tensor and the Poynting vec-
tor, the main ingredients to calculate the Casimir force
and the heat transfer respectively. Section IV contains
the derivation of the correlation functions of the total
field in any region, based on the knowledge of the cor-
relation functions of the source fields as well as on the
introduction of the scattering operators. This allows us
to give, in Sec. V, the flux of Maxwell stress tensor and
Poynting vector in a unified formulation. We deal with
the case of thermal equilibrium in Sec. VI, while Sec. VII
contains the main result of our paper, i.e. the expression
of the force and the heat transfer for three arbitrary bod-
ies out of thermal equilibrium. In Sec. VIII this formula
is specialized to the case of three parallel slabs. In this
part we present as a numerical application a quantitative
study of non-additivity of the force acting on one of the
external slabs at thermal equilibrium, as well as a study
of the equilibrium temperature of the intermediate slab
for a given set of the other three temperatures. In Sec.
IX we consider the case of an atom between two parallel
slabs, by showing how thermal non-equilibrium allows to
design the shape of the force acting on the atom. We
finally provide some conclusive remarks in Sec. X.
II. PHYSICAL SYSTEM AND
ELECTROMAGNETIC FIELD
The system we consider is made of three bodies, la-
beled with indexes 1, 2 and 3. The bodies have arbitrary
geometries and material properties, as depicted in Fig.
1. As we will see in the following, these properties will
be accounted for by means of the classical electromag-
netic reflection and transmission operators associated to
each body. Moreover, we assume that each body i is kept
at a fixed temperature Ti by external energy sources and
that the three-body system is immersed in a environment
characterized by a fourth (in general different) tempera-
ture Te. Besides, we assume here that two parallel infinite
planes can be found separating the couple of bodies (1,2)
and (2,3). This assumption, verified in any typical ex-
perimental configuration, allows us to use a plane-wave
basis and can be in principle relaxed by an appropriate
change of basis. In the plane-wave description we adopt
1 2
A CB
E(e)+
E(A)‐
E(1)‐ E(1)+ E(2)‐ E(2)+
E(A)+
E(B)‐
E(B)+
E(C)‐
E(C)+
z1 z2 z3 z4
3
D
E(3)‐ E(3)+
E(e)‐
E(D)‐
E(D)+
z5 z6
Figure 1: Geometry of the three-body system. Bodies 1, 2
and 3 are respectively contained in the strips z1 ≤ z ≤ z2,
z3 ≤ z ≤ z4 and z5 ≤ z ≤ z6. This defines the four regions A,
B, C and D.
from now on a single mode of the field is identified by
the set of variables (ω,k, p, φ), where ω is the frequency,
k = (kx, ky) the component of the wavevector on the xy
plane (see Fig. 1), p the polarization index, taking the
values p = 1, 2 corresponding to TE and TM modes re-
spectively, and φ is the direction of propagation along
the z axis. In this approach, the z component of the
wavevector kz is a dependent variable, defined by
kz =
√
ω2
c2
− k2, (1)
while the complete wavevector K reads
Kφ = (k, φkz) = (kx, ky, φkz). (2)
For k ≤ ωc , kz is real and the corresponding wave is prop-
agative. On the contrary, for k > ωc , kz becomes imagi-
nary and we have an evanescent wave: in this case φ is
the direction along with the amplitude of the evanescent
wave decays.
We now turn to the explicit expression of the electric
fied, which we first decompose with respect to frequency,
3working only with positive frequencies
E(R, t) = 2 Re
[∫ +∞
0
dω
2pi
exp(−iωt)E(R, ω)
]
. (3)
The single-frequency component E(R, ω) is then decom-
posed with respect to the parallel wavevector k, the di-
rection of propagation φ and the polarization p
E(R, ω) =
∑
φ,p
∫
d2k
(2pi)2
exp(iKφ ·R)ˆφp (k, ω)Eφp (k, ω).
(4)
As a general rule, the sum on φ runs over the values
{+,−}, the sum on p over the values {1, 2}. For the
polarization vectors ˆφp (k, ω) appearing in Eq. (4) we
adopt the following standard definitions
ˆφTE(k, ω) = zˆ× kˆ =
1
k
(−kyxˆ + kxyˆ)
ˆφTM(k, ω) =
c
ω
ˆφTE(k, ω)×Kφ =
c
ω
(−kzˆ + φkzkˆ)
(5)
where xˆ, yˆ and zˆ are the unit vectors along the directions
x, y and z respectively and kˆ = k/k.
The expression of the single-frequency component of
the magnetic field can be easily deduced from Maxwell’s
equations. It reads
B(R, ω) =
1
c
∑
φ,p
∫
d2k
(2pi)2
exp(iKφ ·R)βˆφp (k, ω)Eφp (k, ω)
(6)
where
βˆ
φ
p (k, ω) = (−1)pˆφS(p)(k, ω) (7)
being S(p) the function which switches between the two
polarization, acting as S(1) = 2 and S(2) = 1.
III. MAXWELL STRESS TENSOR AND
POYNTING VECTOR
In order to calculate the Casimir-Lifshitz force and the
heat transfer on each body we have to calculate the fol-
lowing surface integrals through a closed surface Σ en-
closing the body under scrutiny
F =
∫
Σ
〈T(R, t)〉sym · dΣ
H = −
∫
Σ
〈S(R, t)〉sym · dΣ
(8)
of the quantum symmetrized average of the Maxwell
stress tensor T (having cartesian components Tij , with
i, j = x, y, z) and the Poynting vector S. In classical
electromagnetism, the definitions of these two quantities
in SI units read
Tij(R, t) = 0
[
Ei(R, t)Ej(R, t) + c
2Bi(R, t)Bj(R, t)
− 1
2
(
E2(R, t) + c2B2(R, t)
)
δij
]
,
S(R, t) = 0c
2E(R, t)×B(R, t).
(9)
and the quantum symmetrized average value 〈AB〉sym is
defined as
〈AB〉sym = 1
2
(
〈AB〉+ 〈BA〉
)
(10)
being 〈A〉 an ordinary quantum average value. As shown
in [29], as a consequence of working in a plane-wave de-
scription, in order to calculate the z component of the
force and the heat transfer on a given body we only need
the flux of Tzz and Sz through two planes z = z¯ on the
two sides of the body. We gather from now on the expres-
sions relative to force and heat flux in a unique notation,
by introducing an index m whose value m = 1 is associ-
ated to heat flux and m = 2 to the force. In particular,
we define
ϕm(z¯) =
∫
z=z¯
d2r
{
〈Sz〉sym m = 1
〈Tzz〉sym m = 2 (11)
Using the results of [29], the generalized flux can be cast
under the form
ϕm(z¯) = −(−1)m20c2
×
∑
p
∫
d2k
(2pi)2
(∑
φ=φ′
∫ +∞
ck
dω
2pi
+
∑
φ6=φ′
∫ ck
0
dω
2pi
)
×
(φkz
ω
)m
〈p,k|Cφφ′ |p,k〉.
(12)
In this expression we have introduced the matrix ele-
ments of the operator Cφφ
′
, defined in terms of the cor-
relation functions of the field amplitutes propagating in
directions φ and φ′ in the region where z¯ is located throug
the formula
〈Eφp (k, ω)Eφ
′†
p′ (k
′, ω′)〉sym
=
1
2
〈Eφp (k, ω)Eφ
′†
p′ (k
′, ω′) + Eφ
′†
p′ (k
′, ω′)Eφp (k, ω)〉
= 2piδ(ω − ω′)〈p,k|Cφφ′ |p′,k′〉.
(13)
From (12) we have
ϕm(z¯) = −(−1)m20c2
∑
φφ′
Tr
{(φ
ω
)m
Cφφ
′
×
[
δφφ′P(pw)m + (1− δφφ′)P(ew)m
]}
,
(14)
4where δφφ′ is the Kronecker delta, we have introduced
the trace operator
TrA =
∑
p
∫
d2k
(2pi)2
∫ +∞
0
dω
2pi
〈p,k|A|p,k〉 (15)
and defined
〈p,k|P(pw/ew)n |p′,k′〉 = knz 〈p,k|Π(pw/ew)|p′,k′〉 (16)
Π(pw) (Π(ew)) being the projector on the propagative
(evanescent) sector.
IV. CORRELATION FUNCTIONS OF THE
TOTAL FIELD
A. Self-consistent scattering formulation
In order to calculate the generalized flux (14) in any re-
gion we need the correlation functions of the total field.
This field is a function of the source fields present in
our system, namely the fields E(i)φ emitted by the body
i and propagating in direction φ as well as the coun-
terpropagating fields emitted by the environment E(e)φ,
represented in Fig. 1. The connection between total
and source fields can be made explicit by introducing
the reflection and transmission operators associated to
each body and by writing down a self-consistent system
of equations, in analogy with the method used in [29],
describing the multiple reflections occurring in the three-
body configuration. For the reflection and transmission
operators of body i we will use the notations R(i)φ and
T (i)φ, where φ describes the direction of propagation of
the outgoing field. For example, the matrix element
〈p,k|R(i)φ|p′,k′〉 (17)
gives the amplitude of the field mode (ω,k, p, φ) reflected
by body i for an incoming field mode (ω,k′, p′,−φ): the
frequency, implicitly contained in the reflection operator,
is conserved since we consider only time-invariant config-
urations (for more details see [29]).
Using these operators, it is easy to write down the
self-consistent system of equations giving the total field
in each region
E(A)+ = E(e)+
E(A)− = E(1)− +R(1)−E(e)+ + T (1)−E(B)−
E(B)+ = E(1)+ +R(1)+E(B)− + T (1)+E(e)+
E(B)− = E(2)− +R(2)−E(B)+ + T (2)−E(C)−
E(C)+ = E(2)+ +R(2)+E(C)− + T (2)+E(B)+
E(C)− = E(3)− +R(3)−E(C)+ + T (3)−E(e)−
E(D)+ = E(3)+ +R(3)+E(e)− + T (3)+E(C)+
E(D)− = E(e)−
(18)
We can now directly derive from Eq. (18) the total fields
E(A)φ and E(B)φ in regions A and B. Due to the symme-
try of the system, and using the invariance with respect
to the exchange in the indexes of the fields and scattering
operators
(A,B,C,D,+,−) (D,C,B,A,−,+), (19)
we can derive total fields E(C)φ and E(D)φ in regions C
and D. This invariance is of course already manifest in
the system of equations (18) itself.
B. Many-body scattering operators
The solution of the system (18) can be conveniently
provided in terms of many-body scattering operators tak-
ing into account the presence of two or three bodies at
the same time. This was already done in the case of two
bodies [29], where the operators
U (1,2) =
+∞∑
n=0
(R(1)+R(2)−)n = (1−R(1)+R(2)−)−1,
U (2,1) =
+∞∑
n=0
(R(2)−R(1)+)n = (1−R(2)−R(1)+)−1.
(20)
have been defined, describing the infinite series of mul-
tiple reflections in the cavity formed by bodies 1 and 2.
This interpretation explains why only R(1)+ and R(2)−
appear, i.e. the reflection operators of each body associ-
ated to the side on which the other body is located. We
generalize here this definition by first introducing two-
body reflection and transmission operators using the fol-
lowing intuitive definition given in the particular case of
bodies 1 and 2
R(12)+ = R(2)+ + T (2)+U (1,2)R(1)+T (2)−,
R(12)− = R(1)− + T (1)−U (2,1)R(2)−T (1)+,
T (12)+ = T (2)+U (1,2)T (1)+,
T (12)− = T (1)−U (2,1)T (2)−.
(21)
For example, the scattering processes participating to the
definition of R(12)+ [reflection on the right-hand side of
the couple of bodies (1,2)] are both single reflection on
body 2 (R(2)+) and the transmission inside the cavity
(1,2), the series of multiple reflections, and finally the
transmission out of the cavity (described by the second
term of the sum). An appropriate modification of Eq.
(21) gives the definition of the two-body reflection and
transmission operators for the couple (2,3). The defi-
nition (21) allows now to define iteratively three-body
intracavity U operators such as
U (1,23) = (1−R(1)+R(23)−)−1,
U (23,1) = (1−R(23)−R(1)+)−1,
U (12,3) = (1−R(12)+R(3)−)−1,
U (3,12) = (1−R(3)−R(12)+)−1.
(22)
5and finally three-body reflection and transmission oper-
ators
R(123)+ = R(3)+ + T (3)+U (12,3)R(12)+T (3)−,
R(123)− = R(12)− + T (12)−U (3,12)R(3)−T (12)+,
T (123)+ = T (3)+U (12,3)T (12)+,
T (123)− = T (12)−U (3,12)T (3)−.
(23)
It is clear that in Eq. (23), in order to write the three-
body reflection and transmission operators, we have con-
ceptually separated them in the two groups: (1,2) and
(3). It is possible to show that the alternative choice [1
and (2,3)], giving for example
R(123)+ = R(23)+ + T (23)+U (1,23)R(1)+T (23)−. (24)
leads to equivalent results. The choice of this subdivi-
sion is then only a matter of (theoretical or numerical)
convenience.
The introduction of many-body reflection, transmis-
sion and intracavity operators has the advantage of al-
lowing to write the total field in each region as a function
of the source fields in a more compact and intuitive way.
C. Total field in each region
Using the just defined many-body scattering operators
and performing simple algebraic manipulations on Eq.
(18) we obtain the total fields in regions A and B
E(A)+ = E(e)+, (25)
E(A)− = T (1)−U (23,1)R(23)−E(1)+ + E(1)−
+ T (12)−U (3,12)R(3)−E(2)+ + T (1)−U (23,1)E(2)−
+ T (12)−U (3,12)E(3)− +R(123)−E(e)+
+ T (123)−E(e)−,
(26)
E(B)+ = U (1,23)
[
E(1)+ +R(1)+T (2)−U (3,2)R(3)−E(2)+
+R(1)+E(2)− +R(1)+T (2)−U (3,2)E(3)−
+ T (1)+E(e)+ +R(1)+T (23)−E(e)−
]
,
(27)
E(B)− = U (23,1)
[
R(23)−E(1)+ + T (2)−U (3,2)R(3)−E(2)+
+ E(2)− + T (2)−U (3,2)E(3)−
+R(23)−T (1)+E(e)+ + T (23)−E(e)−
]
.
(28)
This concludes the derivation of the total field in each
region as a function of the source fields E(i)φ (i = 1, 2, 3,
φ = +,−) and the environmental field E(e)φ.
D. Correlation functions of the source fields
In order to proceed further we now need to know the
correlation function of the source fields. These are dis-
cussed and derived in [29]. In analogy with Eq. (13), we
introduce the two matrices
〈E(i)φp (k, ω)E(i)φ
′†
p′ (k
′, ω′)〉sym
= 2piδ(ω − ω′)〈p,k|C(i)φφ′ |p′,k′〉,
〈E(e)φp (k, ω)E(e)φ
′†
p′ (k
′, ω′)〉sym
= 2piδ(ω − ω′)〈p,k|C(e)φφ′ |p′,k′〉.
(29)
We introduce the auxiliary function
fα(R) =

P(pw)−1 −RP(pw)−1 R† +RP(ew)−1 − P(ew)−1 R†
α = −1
P(pw)m + (−1)mR†P(pw)m R+R†P(ew)m
+(−1)mP(ew)m R
α = m ∈ {1, 2}
(30)
and then express the correlation functions of the source
fields under the form
C(i)φφ =
ω
2ε0c2
Ni
(
f−1(R(i)φ)− T (i)φP(pw)−1 T (i)φ†
)
,
(31)
C(i)φ,−φ =
ω
2ε0c2
Ni
(
−R(i)φP(pw)−1 T (i)−φ†
− T (i)φP(pw)−1 R(i)−φ† + T (i)φP(ew)−1
− P(ew)−1 T (i)−φ†
)
,
(32)
C(e)φφ
′
= δφφ′
ω
2ε0c2
NeP(pw)−1 , (33)
where for α ∈ {1, 2, 3, 4, e} we have defined Nα =
N(ω, Tα) and we have introduced the thermal popula-
tion density
N(ω, T ) =
~ω
2
coth
( ~ω
2kBT
)
= ~ω
[1
2
+ n(ω, T )
]
(34)
with
n(ω, T ) =
1
e
~ω
kBT − 1
. (35)
E. Final result
In Sec. IV C we have derived the expression of the
total field in each region as a function of the source fields.
Being this relation always linear, we can write it under
the general form
E(γ)φ =
3∑
i=1
∑
α=+,−
A
(γ)φ
iα E
(i)α +
∑
α=+,−
B(γ)φα E
(e)α, (36)
6where γ ∈ {A,B,C,D}. From this general expression we
simply derive the general expression of the correlation
functions of the total field in the region γ
Cφφ
′
γ =
3∑
i=1
∑
α,α′=+,−
A
(γ)φ
iα C
(i)αα′A
(γ)φ′†
iα′
+
∑
α=+,−
B(γ)φα C
(e)B(γ)φ
′†
α ,
(37)
where C(e) = C(e)φφ. Being the coefficients A
(γ)φ
iα and
B
(γ)φ
α of the decomposition known from Sec. IV C and
the source correlation functions known from Sec. IV D,
this concludes the derivation of the correlation functions
of the total field in any region.
V. GENERALIZED FLUX IN ANY REGION
Using the results obtained in the previous Section we
are now able to derive the generalized flux ϕm in the four
regions A, B, C and D. In region A we have, after lenghty
algebraic manipulations,
ϕ(A)m = −Tr
{
ω1−m[(
N1 + (−1)mNe
)
P(pw)m−1
+Ne1R(123)−P(pw)−1 R(123)−†P(pw)m
+Ne3T (123)−P(pw)−1 T (123)−†P(pw)m
+N32T (12)−U (3,12)f−1(R(3)−)U (3,12)†T (12)−†P(pw)m
+N21T (1)−U (23,1)f−1(R(23)−)U (23,1)†T (1)−†P(pw)m
]}
(38)
where we have introduced the population differences
Nαβ = Nα − Nβ , for α, β ∈ {1, 2, 3, 4, e}. This gener-
alized flux is function of the four temperatures defined in
the system, as well as of the geometrical and dielectric
properties of the three bodies, embedded in their scat-
tering operators. In region B we have
ϕ(B)m = −Tr
{
ω1−m[
(−1)mN1U (1,23)f−1(R(1)+)U (1,23)†fm(R(23)−)
+N2U
(23,1)f−1(R(23)−)U (23,1)†fm(R(1)+)
+ (−1)mNe1U (1,23)T (1)+P(pw)−1 T (1)+†U (1,23)†fm(R(23)−)
+Ne3U
(23,1)T (23)−P(pw)−1 T (23)−†U (23,1)†fm(R(1)+)
+N32U
(23,1)T (2)−U (3,2)f−1(R(3)−)
× U (3,2)†T (2)−†U (23,1)†fm(R(1)+)
]}
.
(39)
For the two remaining fluxes (in regions C and D) we can
once again exploit the symmetry of the system. These
fluxes can be obtained from the results (38) and (39) in
regions A and B with the index replacement
(A,B, 1, 3,+,−)←→ (D,C, 3, 1,−,+) (40)
and multiplying by (−1)m.
VI. THERMAL EQUILIBRIUM
We will first consider the case of thermal equilibrium,
assuming T1 = T2 = T3 = Te. Indeed, even at equi-
librium, the three-body force is quite unexplored, since
on the a three-atom configuration has been investigate
[47, 48]. All the fluxes of the Poynting vector are zero in
each region
ϕ
(γ,eq)
1 = 0, γ = A,B,C,D. (41)
This property implies the fact that, as physically evident,
the heat flux on any body is zero when all the tempera-
tures coincide. For the flux of the stress tensor we have
ϕ
(A,eq)
2 = −2 Tr
[
N(ω, T )ω−1P(pw)1
]
= ϕ
(D,eq)
2 , (42)
ϕ
(B,eq)
2 = −Tr
{
ω−1N(ω, T )
×
[
U (1,23)f−1(R(1)+)U (1,23)†f2(R(23)−)
+ U (23,1)f−1(R(23)−)U (23,1)†f2(R(1)+)
]}
= −2 Tr
[
N(ω, T )ω−1P(pw)1
]
− 2 Re Tr
[
kzω
−1N(ω, T )
(
U (1,23)R(1)+R(23)−
+ U (23,1)R(23)−R(1)+
)]
,
(43)
ϕ
(C,eq)
2 = −Tr
{
ω−1N(ω, T )
×
[
U (3,12)f−1(R(3)−)U (3,12)†f2(R(12)+)
+ U (12,3)f−1(R(12)+)U (12,3)†f2(R(3)−)
]}
= −2 Tr
[
N(ω, T )ω−1P(pw)1
]
− 2 Re Tr
[
kzω
−1N(ω, T )
(
U (12,3)R(12)+R(3)−
+ U (3,12)R(3)−R(12)+
)]
.
(44)
We observe that the fluxes in the exterior regions A and
D do not depend on the geometrical properties of the
bodies, whereas this is not the case for the fluxes in the
interior regions B and C.
7A. Force on body 1
We are now ready to calculate the force acting on each
body at thermal equilibrium, by taking the appropriate
differences of fluxes calculated in the last Section. We
remind here that for simplicity we deal only with the z
component of the force acting on each body. For the force
acting on body 1 at thermal equilibrium we have, after
manipulations analogous to the ones used in [29],
F
(eq)
1z = ϕ
(B,eq)
2 − ϕ(A,eq)2
= −2 Re Tr
[
kzω
−1N(ω, T )
(
U (1,23)R(1)+R(23)−
+ U (23,1)R(23)−R(1)+
)]
(45)
This result allows us to show explicitly the non-addivity
of Casimir-Lifshitz forces even at thermal equilibrium.
To this aim we can compare the force (45) obtained in
the present purely three-body approach to the sum of the
two-body forces produced by each of the bodies 2 and 3 in
absence of the other. These forces can be calculated using
the results of [29] and their sum, i.e. the approximate
additive result, reads
F˜
(eq)
1z = −2 Re Tr
[
kzω
−1N(ω, T )
×
(
U (1,2)R(1)+R(2)− + U (2,1)R(2)−R(1)+
+ U (1,3)R(1)+R(3)− + U (3,1)R(3)−R(1)+
)]
,
(46)
which is manifestly different from the exact three-body
result (45).
B. Force on body 3
The force acting on body 3 at thermal equilibrium can
be deduced directly from the symmetry arguments dis-
cussed in the preceding sections. The exact force is given
by
F
(eq)
3z = ϕ
(D,eq)
2 − ϕ(C,eq)2
= 2 Re Tr
[
kzω
−1N(ω, T )
(
U (12,3)R(12)+R(3)−
+ U (3,12)R(3)−R(12)+
)]
,
(47)
while the sum of the forces produced by each of the bodies
1 and 2 in absence of the other would be
F˜
(eq)
3z = 2 Re Tr
[
kzω
−1N(ω, T )
×
(
U (3,2)R(3)−R(2)+ + U (2,3)R(2)+R(3)−
+ U (3,1)R(3)−R(1)+ + U (1,3)R(1)+R(3)−
)]
.
(48)
C. Force on body 2
To conclude this Section, we finally give the force act-
ing on body 2 at thermal equilibrium. We have
F
(eq)
2z = ϕ
(C,eq)
2 − ϕ(B,eq)2
= −2 Re Tr
[
kzω
−1N(ω, T )
×
(
U (12,3)R(12)+R(3)− + U (3,12)R(3)−R(12)+
− U (1,23)R(1)+R(23)− − U (23,1)R(23)−R(1)+
)]
.
(49)
The sum of the two-body forces produced by bodies 1
and 3 reads
F˜
(eq)
2z = −2 Re Tr
[
kzω
−1N(ω, T )
×
(
U (2,3)R(2)+R(3)− + U (3,2)R(3)−R(2)+
− U (1,2)R(1)+R(2)− − U (2,1)R(2)−R(1)+
)]
.
(50)
It is easy to verify that at thermal equilibrium the net
force acting on the three-body system vanishes, i.e.
F
(eq)
2z = −
(
F
(eq)
1z + F
(eq)
3z
)
. (51)
VII. OUT OF THERMAL EQUILIBRIUM
In Sec. V we have derived the generalized flux in any
region of the system. In particular, Eqs. (38) and (39)
give the generalized fluxes in regions A and B, whereas
the corresponding quantities in regions C and D can
be easily obtained by symmetry arguments as discussed
above. As discussed in Sec. III, this knowledge allows us
to deduce the force and the heat transfer on any body.
In this context, one must remermber that the force is
given by ϕ2 on the right side of the body minus the same
quantity on the left side, while the opposite difference of
ϕ1 provides the heat transfer.
A. Force and heat transfer on body 1
In order to give force and heat transfer acting on body
1 we first recast the expression (39) of the generalized
flux in region B in the following form
ϕ(B)m = δm2
[
F
(eq)
1z (T1)− 2 Tr
(
N1ω
−1P(pw)1
)]
+ ∆(B)m ,
(52)
8where
∆(B)m = −~Tr
{
ω2−m
×
[
n21U
(23,1)f−1(R(23)−)U (23,1)†fm(R(1)+)
+ n32U
(23,1)T (2)−U (3,2)f−1(R(3)−)U (3,2)†T (2)−†
× U (23,1)†fm(R(1)+)
+ (−1)mne1U (1,23)T (1)+P(pw)−1 T (1)+†U (1,23)†fm(R(23)−)
+ ne3U
(23,1)T (23)−P(pw)−1 T (23)−†U (23,1)†fm(R(1)+)
]}
.
(53)
The main advantage of the new expression (52) is that
it separates an equilibrium contribution which is differ-
ent from zero only for the force (m = 2), and a non-
equilibrium term ∆
(B)
m manifestly vanishing at thermal
equilibrium.
The final result for both force and heat transfer on
body 1 out of thermal equilibrium is the following
H1 = ∆1,1
F1z = F
(eq)
1z (T1) + ∆1,2
(54)
where the complete non-equilibrium contribution on
body 1 is given by
∆1,m = −2δm2 Tr
(
N(ω, T1)ω
−1P(pw)1
)
+ (−1)m
(
∆(B)m − ϕ(A)m
) (55)
which gives
∆1,m = −(−1)m~Tr
{
ω2−m
[
ne1
[
U (23,1)T (23)−P(pw)−1 T (23)−†U (23,1)†
(
fm(R(1)+)− T (1)−†P(pw)m T (1)−
)
+ (−1)m
(
U (1,23)T (1)+P(pw)−1 T (1)+†U (1,23)† − P(pw)−1
)
fm(R(23)−)
+
(
R(23)−P(pw)−1 R(23)−† −R(123)−P(pw)−1 R(123)−†
)
P(pw)m
]
+ n21U
(23,1)
(
f−1(R(23)−)− T (2)−U (3,2)f−1(R(3)−)U (3,2)†T (2)−†
)
U (23,1)†
(
fm(R(1)+)− T (1)−†P(pw)m T (1)−
)
+ n31U
(23,1)T (2)−U (3,2)
(
f−1(R(3)−)− T (3)−P(pw)−1 T (3)−†
)
U (3,2)†T (2)−†U (23,1)†
(
fm(R(1)+)− T (1)−†P(pw)m T (1)−
)]}
.
(56)
This expression is one of the main results of the paper. It
gives the heat transfer (m = 1) and the non-equilibrium
contribution to the force (m = 2) on body 1 for an ar-
bitrary set of three bodies having arbitrary geometry,
dielectric properties and temperatures and immersed in
a thermal bath having a fourth different temperature.
It is easy to verify that in the limit of absence of body
1 (R(1)φ = 0 and T (1)φ = 1) the non-equilibrium term
∆1,m goes to zero, as well as the equilibrium force F
(eq)
1z
of 45. Moreover, we observe that the contributions pro-
portional to n21 and n31 go to zero in absence of body 2
and 3 respectively. In this sense they can be interpreted
as the contribution to force and heat transfer associated
to the exchange of energy and momentum between body
1 and each one of bodies 2 and 3. Nevertheless, one must
keep in mind both that this subdivision is a matter of
convenience and that the exchanges between body 1 and
the two others are indeed dependent on the presence of
the third body, as evident in Eq. (56). This represents
an explicit confirmation of the non-additive character of
Casimir-Lifshitz force and radiative heat transfer.
We conclude this Section reminding that the force and
heat transfer on body 3 out of thermal equilibrium can be
obtained by simple symmetry arguments from the results
we have just discussed concerning body 1.
B. Force and heat transfer on body 2
In analogy with what we have done in Sec. VII A we
first express the generalized flux in region B under the
form
ϕ(B)m = δm2
[
F
(eq)
1z (T2)− 2 Tr
(
N2ω
−1P(pw)1
)]
+ ∆
′(B)
m ,
(57)
9where
∆
′(B)
m = −~Tr
{
ω2−m
×
[
(−1)mn12U (1,23)f−1(R(1)+)U (1,23)†fm(R(23)−)
+ n32U
(23,1)T (2)−U (3,2)f−1(R(3)−)U (3,2)†T (2)−†
× U (23,1)†fm(R(1)+)
+ (−1)mne1U (1,23)T (1)+P(pw)−1 T (1)+†U (1,23)†fm(R(23)−)
+ ne3U
(23,1)T (23)−P(pw)−1 T (23)−†U (23,1)†fm(R(1)+)
]}
.
(58)
1 2
z
1 d
δ
12
2δ
3d23
3δ
z1 z3z2
Figure 2: Geometry of the three-slab configuration. The slab
i (i = 1, 2, 3) is centered in zi and its thickness is δi. The dis-
tance between slabs 1 and 2 is d12, while the distance between
slabs 2 and 3 is d23.
This result allows us to write a similar expression for
the generalized flux in region C, obtaining
ϕ(C)m = δm2
[
F
(eq)
3z (T2)− 2 Tr
(
N2ω
−1P(pw)1
)]
+ ∆(C)m ,
(59)
where
∆(C)m = −~Tr
{
ω2−m
×
[
(−1)mn12U (12,3)T (2)+U (1,2)f−1(R(1)+)U (1,2)†
× T (2)+†U (12,3)†fm(R(3)−)
+ n32U
(3,12)f−1(R(3)−)U (3,12)†fm(R(12)+)
+ (−1)mne1U (12,3)T (12)+P(pw)−1 T (12)+†
× U (12,3)†fm(R(3)−)
+ ne3U
(3,12)T (3)−P(pw)−1 T (3)−†U (3,12)†fm(R(12)+)
]}
.
(60)
The final result for both force and heat transfer on body
2 out of thermal equilibrium is the following
H2 = ∆2,1
F2z = F
(eq)
2z (T2) + ∆2,2
(61)
where the non-equilibrium contribution is given by
∆2,m = (−1)m
(
∆(C)m −∆
′(B)
m
)
. (62)
This gives
∆2,m = −(−1)m~Tr
{
ω2−m
×
[
ne2
[
U (3,12)T (3)−P(pw)−1 T (3)−†U (3,12)†fm(R(12)+)− U (23,1)T (23)−P(pw)−1 T (23)−†U (23,1)†fm(R(1)+)
+ (−1)mU (12,3)T (12)+P(pw)−1 T (12)+†U (12,3)†fm(R(3)−)− (−1)mU (1,23)T (1)+P(pw)−1 T (1)+†U (1,23)†fm(R(23)−)
]
+ n12(−1)m
(
f−1(R(1)+)− T (1)+P(pw)−1 T (1)+†
)(
U (1,2)†T (2)+†U (12,3)†fm(R(3)−)U (12,3)T (2)+U (1,2)
− U (1,23)†fm(R(23)−)U (1,23)
)
+ n32
(
f−1(R(3)−)− T (3)−P(pw)−1 T (3)−†)
)(
−U (3,2)†T (2)−†U (23,1)†fm(R(1)+)U (23,1)T (2)−U (3,2)
+ U (3,12)†fm(R(12)+)U (3,12)
)]}
(63)
We conclude by remarking that this expression goes to zero in absence of body 2 and, in analogy with what we
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have seen before, that the terms proportional to n12 and
n32 go to zero in absence of bodies 1 and 3 respectively.
VIII. THREE PARALLEL SLABS
We now apply the general formulas for the force and
heat transfer between three arbitrary bodies to the spe-
cific case of three parallel planar slabs of finite thickness.
The slabs are identified with the indexes 1, 2 and 3 and
their thicknesses are δ1, δ2 and δ3 respectively. The co-
ordinates of the centers are z1, z2 and z3 respectively, as
represented in Fig. 2. As a consequence, the distances
between adjacent slabs are given by
d12 = z2 − δ2
2
−
(
z1 +
δ1
2
)
,
d23 = z3 − δ3
2
−
(
z2 +
δ2
2
)
.
(64)
As a consequence of the translational invariance with
respect to axes x and y, the reflection and transmission
operators of each slab are diagonal in the (k, p) basis.
Then, for a given frequency ω we have (see also [29] and
[40])
〈p,k|R(i)φ|p′,k′〉 = (2pi)2δ(k− k′)δpp′ρ(i)φp (k, ω),
ρ(i)φp (k, ω) = ρ
(i)
p (k, ω)e
−2iφkz
(
zi+φ
δi
2
)
,
〈p,k|T (i)φ|p′,k′〉 = (2pi)2δ(k− k′)δpp′τ (i)p (k, ω).
(65)
We observe, as discussed more in detail in [29], that the
matrix element of R(i)φ depends on the side of the body
we are considering, whereas the matrix element of T (i)φ
is independent of φ. The quantities ρ
(i)
p and τ
(i)
p are de-
fined in terms of the Fresnel reflection and transmission
coefficients for a slab of the finite thickness δi
ρ(i)p (k, ω) = r
(i)
p (k, ω)
1− e2ik(i)z δi
1− [r(i)p (k, ω)]2e2ik(i)z δi ,
τ (i)p (k, ω) =
t
(i)
p (k, ω)t¯
(i)
p (k, ω)ei(k
(i)
z −kz)δi
1− [r(i)p (k, ω)]2e2ik(i)z δi .
(66)
In these definitions we have introduced the z component
of the K vector inside the medium,
k(i)z =
√
εi(ω)
ω2
c2
− k2, (67)
εi(ω) being the dielectric permittivity of the slab i, the
ordinary vacuum-medium Fresnel reflection coefficients
r
(i)
TE =
kz − k(i)z
kz + k
(i)
z
, r
(i)
TM =
εi(ω)kz − k(i)z
εi(ω)kz + k
(i)
z
, (68)
as well as both the vacuum-medium (noted with t) and
medium-vacuum (noted with t¯) transmission coefficients
t
(i)
TE =
2kz
kz + k
(i)
z
, t
(i)
TM =
2
√
εi(ω)kz
εi(ω)kz + k
(i)
z
,
t¯
(i)
TE =
2k
(i)
z
kz + k
(i)
z
, t¯
(i)
TM =
2
√
εi(ω)k
(i)
z
εi(ω)kz + k
(i)
z
.
(69)
The fact that the operators R(i)φ and T (i)φ are diag-
onal implies that the same property holds also for the
many-body scattering operators as well as for the in-
tracavity operators defined in Sec. IV B. As a conse-
quence, the relations defining these operator simply be-
come scalar expressions connecting the matrix element
u of the operators U , and the matrix elements ρ and τ
of the reflection and transmission operators respectively.
We start with the two-body intracavity operators, for
which we have
u(1,2) = u(2,1) =
(
1− ρ(1)ρ(2)e2ikzd12
)−1
,
u(2,3) = u(3,2) =
(
1− ρ(2)ρ(3)e2ikzd23
)−1
.
(70)
The two-body reflection operators for the couple (12) are
given by
ρ(12)+ = ρ˜(12)+e−2ikz
(
z2+
δ2
2
)
ρ˜(12)+ = ρ(2) +
(
τ (2)
)2
u(1,2)ρ(1)e2ikz(d12+δ2),
ρ(12)− = ρ˜(12)−e2ikz
(
z1− δ12
)
ρ˜(12)− = ρ(1) +
(
τ (1)
)2
u(1,2)ρ(2)e2ikz(d12+δ1),
(71)
while for the couple (23) we have
ρ(23)+ = ρ˜(23)+e−2ikz
(
z3+
δ3
2
)
ρ˜(23)+ = ρ(3) +
(
τ (3)
)2
u(2,3)ρ(2)e2ikz(d23+δ3),
ρ(23)− = ρ˜(23)−e2ikz
(
z2− δ22
)
ρ˜(23)− = ρ(2) +
(
τ (2)
)2
u(2,3)ρ(3)e2ikz(d23+δ2),
(72)
The two-body transmission operators are given by
τ (12) = τ (12)φ = τ (1)τ (2)u(1,2),
τ (23) = τ (23)φ = τ (2)τ (3)u(2,3).
(73)
We finally have the three-body intracavity operators
u(1,23) = u(23,1) =
(
1− ρ(1)ρ˜(23)−e2ikzd12
)−1
,
u(12,3) = u(3,12) =
(
1− ρ˜(12)+ρ(3)e2ikzd23
)−1
,
(74)
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and the three-body reflection and transmission operators
ρ(123)+ = ρ˜(123)+e−2ikz
(
z3+
δ3
2
)
,
ρ˜(123)+ = ρ˜(3)+ +
(
τ (3)
)2
u(12,3)ρ˜(12)+e2ikz(d23+δ3),
ρ(123)− = ρ˜(123)−e2ikz
(
z1− δ12
)
,
ρ˜(123)− = ρ˜(1)− +
(
τ (1)
)2
u(1,23)ρ˜(23)−e2ikz(d12+δ1),
τ (123) = τ (123)φ = τ (12)τ (3)u(12,3) = τ (1)τ (23)u(1,23).
(75)
A. Pressure and heat transfer on slab 1
We are now ready to give the expression of the force
and heat transfer acting on slab 1. As discussed in [29],
in presence of an infinite planar slab the result of the
calculation is the pressure acting on the slab, the force
being formally infinite. For the equilibrium three-body
pressure we have from Eq. 45:
P
(eq)
1z (T1) = −
1
pi2
Re
∑
p
∫ +∞
0
dω
N(ω, T1)
ω
×
∫ +∞
0
dk k kz
ρ
(1)
p (k, ω)ρ˜
(23)−
p (k, ω)e2ikzd12
1− ρ(1)p (k, ω)ρ˜(23)−p (k, ω)e2ikzd12
.
(76)
This calculation can be performed, as usual, by means of
the rotation to the imaginary axis.
It is useful to remember that the genuine two-body
force acting on the slab 1 in presence of only slab 2 is:
P˜
(eq)
1−2,z(T1) = −
1
pi2
Re
∑
p
∫ +∞
0
dω
N(ω, T1)
ω
×
∫ +∞
0
dk k kz
ρ
(1)
p (k, ω)ρ
(2)
p (k, ω)e2ikzd12
1− ρ(1)p (k, ω)ρ(2)p (k, ω)e2ikzd12
.
(77)
In presence of only slab 3, the pressure P˜
(eq)
1−3,z is obtained
from the expression for P˜
(eq)
1−2,z by modifying ρ
(2) into ρ(3)
and d12 into d12 +δ2 +d23, i.e. the distance between slabs
1 and 3. It is also useful to define the sum
P˜
(eq)
1z = P˜
(eq)
1−2,z + P˜
(eq)
1−3,z, (78)
which is the total two-body pressure acting on body 1.
As for the non-equilibrium contribution, it can be writ-
ten under the following form
∆1,m = −(−1)m ~
4pi2
×
[
A
(2,pw)
1,m (T2)−A(2,pw)1,m (T1) +A(2,ew)1,m (T2)−A(2,ew)1,m (T1)
+A
(3,pw)
1,m (T3)−A(3,pw)1,m (T1) +A(3,ew)1,m (T3)−A(3,ew)1,m (T1)
+A
(e,pw)
1,m (Te)−A(e,pw)1,m (T1)
]
,
(79)
where we have explicitly separated the contribution com-
ing from evanescent waves (associated to the interactions
between body 1 and the two others) and from propagative
ones (including also the exchange with the environment).
Using Eq. (56) we obtain the following explicit expres-
sions of the functions appearing in Eq. (79) relative to
the coupling with body 2
A
(2,pw)
1,m (T ) =
∑
p
∫ +∞
0
dω ω2−mn(ω, T )
×
∫ ω
c
0
dk k km−1z |u(1,23)|2
(
1 + (−1)m|ρ(1)|2 − |τ (1)|2
)
×
[
1− |ρ˜(23)−|2 − |τ (2)u(23)|2
(
1− |ρ(3)|2
)]
,
(80)
A
(2,ew)
1,m (T ) = 2i
m
∑
p
∫ +∞
0
dω ω2−mn(ω, T )
×
∫ +∞
ω
c
dk k [Im(kz)]
m−1|u(1,23)|2
(
ρ(1)∗ + (−1)mρ(1)
)
×
[
Im
(
ρ˜(23)−
)− |τ (2)u(23)|2 Im(ρ(3))e−2 Im(kz)(d23+δ2)]
× e−2 Im(kz)d12 ,
(81)
with body 3
A
(3,pw)
1,m (T ) =
∑
p
∫ +∞
0
dω ω2−mn(ω, T )
×
∫ ω
c
0
dk k km−1z |u(1,23)u(2,3)τ (2)|2
×
(
1 + (−1)m|ρ(1)|2 − |τ (1)|2
)(
1− |ρ(3)|2 − |τ (3)|2
)
,
(82)
A
(3,ew)
1,m (T ) = 2i
m
∑
p
∫ +∞
0
dω ω2−mn(ω, T )
×
∫ +∞
ω
c
dk k [Im(kz)]
m−1|u(1,23)u(2,3)τ (2)|2
×
(
ρ(1)∗ + (−1)mρ(1)
)
Im
(
ρ(3)
)
e−2 Im(kz)
(
d12+d23+δ2
)
,
(83)
and with the environment
A
(e,pw)
1,m (T ) =
∑
p
∫ +∞
0
dω ω2−mn(ω, T )
×
∫ ω
c
0
dk k km−1z
×
[
|u(1,23)τ (23)|2
(
1 + (−1)m|ρ(1)|2 − |τ (1)|2
)
+ (−1)m
(
|u(1,23)τ (1)|2 − 1
)(
1 + (−1)m|ρ˜(23)−|2
)
+ |ρ˜(23)−|2 − |ρ˜(123)−|2
]
.
(84)
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Figure 3: Pressure acting on slab 1 at thermal equilibrium at
T = 300 K. All slabs are made of sapphire. The black solid
line is the three-body pressure P
(eq)
1z , while the red dashed line
represents the sum of two-body contributions P˜
(eq)
1z 78. The
thickness of slab 2 is δ2 = 1µm, and the distance betweeen
slabs 1 and 3 is fixed, so that we always have d12 + δ2 +d23 =
7µm (see also Fig. 4).
1. Numerical application: non-additivity of the force at
thermal equilibrium
In this section, we will perform a quantitative analysis
of the non-additivity of Casimir force, in the particular
case of three parallel slabs. Here we will consider a con-
figuration at thermal equilibrium at T = 300 K and three
slabs made of sapphire (Al2O3). The numerical data used
for this material are taken from [49]. Besides the values
of the two- and three-body forces, we will consider the
relative difference
∆P (d12, d23, δ2) =
P˜
(eq)
1z − P (eq)1z
P
(eq)
1z
(85)
as a quantitative measure of non-additivity. Using (85),
we will be able to estimate in which regions of the param-
eters the additive approximation breaks down: in these
regions, a fully three-body approach is mandatory in or-
der to recover the correct value of the force.
We first plot in Fig. 3 the absolute values of the two-
and three-body force acting on body 1. For this calcu-
lation, we have fixed the distance between slabs 1 and 3
to be 7µm and varied the distance d12 between slabs 1
and 2, i.e. the position of slab 2 between the external
ones. By representing the two forces for d12 between 2
and 6 µm we see that a visible deviation is indeed present
above 3 µm, and in particular the sum of two-body con-
tributions always overestimates the exact result.
In order to get an quantitative insight on the non-
additivity we have studied the relative difference (85) for
four different values of the thickness δ2 and as a function
of both d12 and d23. The results are shown in Fig. 4.
According to the values of the three parameters, relative
differences up to 20% can be observed. These plots allow
to identify the regions of parameters where an additive
approximation provides or not a good approximation for
the total force acting on body 1. To this aim we have
traced the dot-dashed line corresponding to a relative
difference of 10%. Moreover, we observe that the highest
results are concentrated around the dashed curve asso-
ciated to the points where P˜
(eq)
1−2,z = P˜
(eq)
1−3,z, i.e. where
the two-body forces coming from bodies 2 and 3 give the
same contribution.
We have finally considered the dependence of non-
additivity on the thickness δ2. To this aim, for each
value of δ2 between 1 nm and 1 mm we explore the re-
gions [10 nm, 100µm] of d12 and d23 and find the couple
(d12, d23) corresponding to a maximum value of ∆P . The
path followed by this couple as a function of δ2 is rep-
resented in Fig. 5(a). In this figure, the red points cor-
respond to the points of Fig. 5(b) (see caption for more
details). We remark that for values of δ2 around 1µm
both the values of d12 and d23 are of the order of some
microns. Figure 5(b) describes instead the highest val-
ues ∆Pmax of the relative difference (85) as a function of
δ2 (always considering d12, d23 ∈ [10 nm, 100µm]). First
of all we observe the presence of a plateau, roughly in
the region δ2 ∈ [100 nm, 10µm], where the relative differ-
ence can reach a significative value of 20%. As remarked
before, this region corresponds indeed to experimentally
reasonable values of the couple of distances (d12, d23).
Finally, we see that both for large and small δ2 the rela-
tive difference goes to zero. This is physically expected,
since both limiting cases correspond to a two-body in-
teraction: for very large δ2 the force acting on body 1 is
almost insensitive to the presence of body 3, whereas in
the theoretical limit of δ2 going to 0 the force on body 1
is only due to body 3.
B. Pressure and heat transfer on slab 2
We now proceed dealing with pressure and heat trans-
fer on the intermediate slab 2. We start with the equi-
librium pressure, which reads
P
(eq)
2z (T1) = −
1
pi2
Re
∑
p
∫ +∞
0
dω
N(ω, T1)
ω
×
∫ +∞
0
dk k kz
[ ρ(3)p (k, ω)ρ˜(12)+p (k, ω)e2ikzd23
1− ρ(3)p (k, ω)ρ˜(12)+p (k, ω)e2ikzd23
− ρ
(1)
p (k, ω)ρ˜
(23)−
p (k, ω)e2ikzd12
1− ρ(1)p (k, ω)ρ˜(23)−p (k, ω)e2ikzd12
]
.
(86)
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Figure 4: Relative difference (85) of two- and three-body pressures acting on slab 1. The four panels (a), (b), (c) and (d)
correspond to four different values of the thickness of slab 2, namely 100 nm, 1µm, 5µm and 10µm respectively. In each panel
the dot-dashed curve corresponds to a relative difference of 10%, while the dashed line gives the point where the two-body
coming from body 2 equals the one coming from body 3. Finally in (b) the solid line gives the points where d12+δ2+d23 = 7µm,
used in Fig. 3.
The non-equilibrium contribution is again presented un-
der the form of a sum of contributions coming from the
bodies 1 and 3 and from the environment, as follows
∆2,m = −(−1)m ~
4pi2
×
[
A
(1,pw)
2,m (T1)−A(1,pw)2,m (T2) +A(1,ew)2,m (T1)−A(1,ew)2,m (T2)
+A
(3,pw)
2,m (T3)−A(3,pw)2,m (T2) +A(3,ew)2,m (T3)−A(3,ew)2,m (T2)
+A
(e,pw)
2,m (Te)−A(e,pw)2,m (T2)
]
,
(87)
where the individual terms are defines as
A
(1,pw)
2,m (T ) = (−1)m
∑
p
∫ +∞
0
dω ω2−mn(ω, T )
×
∫ ω
c
0
dk k km−1z
(
1− |ρ(1)|2 − |τ (1)|2
)
×
[
|τ2u(1,2)u(12,3)|2
(
1 + (−1)m|ρ(3)|2
)
− |u(1,23)|2
(
1 + (−1)m|ρ˜(23)−|2
)]
,
(88)
A
(1,ew)
2,m (T ) = 2i
m(−1)m
∑
p
∫ +∞
0
dω ω2−mn(ω, T )
×
∫ +∞
ω
c
dk k [Im(kz)]
m−1 Im
(
ρ(1)
)
×
[
−|u(1,23)|2
(
ρ˜(23)−∗ + (−1)mρ˜(23)−
)
+ |τ2u(1,2)u(12,3)|2
(
ρ(3)∗ + (−1)mρ(3)
)
e−2 Im(kz)
(
d23+δ2
)]
× e−2 Im(kz)d12 ,
(89)
A
(3,pw)
2,m (T ) =
∑
p
∫ +∞
0
dω ω2−mn(ω, T )
×
∫ ω
c
0
dk k km−1z
(
1− |ρ(3)|2 − |τ (3)|2
)
×
[
−|τ2u(2,3)u(1,23)|2
(
1 + (−1)m|ρ(1)|2
)
+ |u(12,3)|2
(
1 + (−1)m|ρ˜(12)+|2
)]
,
(90)
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A
(3,ew)
2,m (T ) = 2i
m
∑
p
∫ +∞
0
dω ω2−mn(ω, T )
×
∫ +∞
ω
c
dk k [Im(kz)]
m−1 Im
(
ρ(3)
)
×
[
|u(12,3)|2
(
ρ˜(12)+∗ + (−1)mρ˜(12)+
)
− |τ2u(2,3)u(1,23)|2
(
ρ(1)∗ + (−1)mρ(1)
)
e−2 Im(kz)
(
d12+δ2
)]
× e−2 Im(kz)d23 ,
(91)
A
(e,pw)
2,m (T ) =
∑
p
∫ +∞
0
dω ω2−mn(ω, T )
×
∫ ω
c
0
dk k km−1z
×
[
|u(12,3)τ (3)|2
(
1 + (−1)m|ρ˜(12)+|2
)
− |u(1,23)τ (23)|2
(
1 + (−1)m|ρ(1)|2
)
− (−1)m|u(1,23)τ (1)|2
(
1 + (−1)m|ρ˜(23)−|2
)
+ (−1)m|u(12,3)τ (12)|2
(
1 + (−1)m|ρ(3)|2
)]
.
(92)
1. Numerical application: equilibrium temperature of slab 2
We will now present a numerical application of the for-
mulas deduced in the previous section, focusing in partic-
ular on the heat transfer on the intermediate slab. In this
context we will refer to an idea introduced in [46], where
we discussed how a three-body configuration can produce
an enhancement of the energy transfer on one of the two
external slab. In this work, in order to make the compar-
ison of energy transfers between a two- and three-body
configuration meaningful, we chose for the temperature
of the intermediate slab (the one added with respect to
the two-body case) the value making the flux on this in-
termediate slab zero. In this sense, the main point was
that no additional external energy source (a thermostat)
needed to be added to the system. In this section we
will provide a study of how this equilibrium temperature
varies as a function of the position of the intermediate
slab for two given cavity width.
The results are shown in Fig. 6. We show the temper-
ature at which the heat flux (87) (for m = 1) vanishes
(found using a simple bisection method) as a function of
the position z2 of slab 2 (see Fig. 2). For this calcu-
lation we have chosen three SiC slabs, whose dielectric
permittivity is described using the simple model [49]
ε(ω) = ε∞
ω2 − ω2l + iΓω
ω2 − ω2t + iΓω
, (93)
where ε∞ = 6.7, ωl = 1.827 · 1014 rad s−1, ωt =
1.495 · 1014 rad s−1 and Γ = 0.9 · 1012 rad s−1. This
Figure 5: Panel (a) describes the path followed as a function
of δ2 by the couple (d12, d23) realizing the highest value of
the relative difference ∆P , defined in Eq. (85). Each red
point of (a) corresponds to a red point of panel (b), from
which the value of δ2 can be deduced. Panel (b) gives the
highest possible value of ∆P for each value of δ2 in the region
[1 nm, 1 mm]. The four squares in both panels correspond to
the following values of δ2: 100 nm, 1µm, 5µm and 10µm.
model implies a surface phonon-polariton resonance at
ωp = 1.787 · 1014 rad s−1. Finally, the thicknesses of the
three slabs are δ1 = δ3 = 5µm and δ2 = 1µm and we con-
sidered two different values of the cavity width, namely
D = 6µm and D = 10µm.
In [46], the scenario we considered was always symmet-
ric, in the sense that the external slabs coincided and that
slab 2 was always in the center of the cavity. Under this
assumption we showed that in the spectrum of heat flux
on body 2 the quantity 2n(ω, T2) − n(ω, T1) − n(ω, T3)
factorizes. As a consequence, in the case of a quasi-
monochromatic flux at frequency ω0, imposing that this
quantity vanishes gives a first estimate of the equilibrium
temperature. It is well known that in presence of surface
resonance mode such as surface phonon polaritons the
near-field heat transfer is quasi-monochromatic at this
resonance frequency [50]. This enabled us to estimate
the equilibrium temperature in [46] with a good preci-
sion. In the present case, this criterion gives an equilib-
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Figure 6: Equilibrium temperature of slab 2 as a function
of the its position z2. The temperature of the external slabs
are T1 = 250 K and T3 = 350 K, and two different values of
the cavity width are shown: D = 6µm (solid red line) and
D = 10µm (dashed blue line). All the three slabs are made of
SiC and their thicknesses are δ1 = δ3 = 5µm and δ2 = 1µm.
rium temperature around 310 K, representing a less pre-
cise estimate of the one, numerically found, near 307 K.
This can be explained by observing that in [46] the near-
field assumption was much more verified, since the cav-
ity width considered was at most D = 2.6µm. Here, the
difference between estimate and results proves that also
non-resonant contributions are participating to the heat
exchange.
One can note from the dependence of the equilibrium
temperature on distance in Fig. 6 the presence of a non-
linear behavior, which reflects the non-linear behavior of
n(ω, T ). As expected, the equilibrium temperature tends
to T1 (T3) when slab 2 approaches slab 1 (slab 3).
IX. FORCE ON AN ATOM BETWEEN TWO
SLABS
In this section we will discuss the force acting on one
atom placed between two parallel slabs in a configuration
out of thermal equilibrium. The geometry of the system
is described in Fig. 7. We note with D the width of the
cavity, i.e. the distance between the two slabs. Moreover
we note simply with R the atomic coordinate: in virtue
of the cylindrical symmetry of our configuration, we ex-
pect all the results to depend only on the z coordinate
of the atom. Finally z = 0 is the plane at the center
of the cavity. Since the atom represents the body 2 in
our formalism, for the sake of clarity we keep for the two
slabs the indexes 1 and 3.
In order to deduce the force acting on the atom both
1
z
1
Dδ
3
3δ
z=0 z-D/2 D/2
Figure 7: Geometry of the configuration involving an atom
between two slabs. The distance between slabs 1 and 3 is D,
while z is the atomic coordinate, z = 0 being the plane in the
middle of the cavity.
at and out of thermal equilibrium we need the expression
of its scattering (both reflection and transmission) oper-
ators. As discussed in [51], these operators can be calcu-
lated within the dipole approximation by describing the
atom as an induced dipole d(ω) = α(ω)E(R, ω) propor-
tional to the component of the electric field at frequency
ω calculated at the atomic position R, the proportional-
ity factor being with the atomic dynamical polarizability
α(ω). It is convenient to write the atomic transmission
operator under the form T φA = 1 + T˜ φA where we intro-
duce the identity operator and an operator T˜ φA which, in
analogy with the reflection operator RφA, gives no contri-
bution in absence of the atom. Using these definition we
have [51]
〈k, p|RφA(ω)|k′, p′〉 =
iω2α(ω)
20c2kz
(
ˆφp (k, ω) · ˆ−φp′ (k′, ω)
)
× exp[i(k′ − k) · r] exp[−iφ(kz + k′z)z],
〈k, p|T˜ φA (ω)|k′, p′〉 =
iω2α(ω)
20c2kz
(
ˆφp (k, ω) · ˆφp′(k′, ω)
)
× exp[i(k′ − k) · r] exp[−iφ(kz − k′z)z].
(94)
Both operators are proportional to the dynamical polar-
izability α(ω) and cancel in absence of the atom.
In order to calculate the force acting on the atom we
have now to develop Eqs. (49) and (63) using the slab
and atomic scattering operators (65) and (94) and keep-
ing in mind that, coherently with the dipole approxima-
tion, we have to keep only the first order with respect to
the atomic polarizability α(ω). Using the fact that the
scattering operators of both slabs are diagonal, it is easy
to show that the equilibrium contribution simplifies to
F
(eq)
2z = −4 Re Tr
[
kzω
−1N(ω, T )u(1,3)
×
(
ρ(3)−R+A − ρ(1)+R−A
)]
.
(95)
This expression equals the sum of the two two-body
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forces between the atom and each slab, apart from the
presence of the intracavity reflection operator U (1,3). In
this case, this operator clearly provides the origin of the
non-additivity of Casimir forces, even in the case of a
perturbative expansion. More explicitly, using the usual
rotation to the imaginary axis, the previous expression
explicitly becomes
F
(eq)
2z =
kBTα(0)
2pi0
∫
dk k3u
(1,3)
TM (k, 0)e
−kD
[
ρ
(3)
TM(k, 0)e
2kz − ρ(1)TM(k, 0)e−2kz
]
+
kBT
2pi0c2
+∞∑
n=1
ξ2nα(iξn)
∫
dk ke−κnD
{
u
(1,3)
TE (k, iξn)
[
ρ
(1)
TE(k, iξn)e
−2κnz − ρ(3)TE(k, iξn)e2κnz
]
− u(1,3)TM (k, iξn)
(2c2k2
ξ2n
+ 1
)[
ρ
(1)
TM(k, iξn)e
−2κnz − ρ(3)TM(k, iξn)e2κnz
]}
,
(96)
where ξn = 2pikBTn/~ is the n-th Matsubara frequency and κn =
√
ξ2n/c
2 + k2. The non-equilibrium contribution
reads
∆2,2 = − ~
4pi20c2
∫
dω ω2
∑
p
×
{[
−n12
∫ ω
c
0
dk k|u(1,3)|2
(
1− |ρ1|2 − |τ1|2
)[
2 Im
[
ρ3e
2ikz(
D
2 −z)
]
(ε+ · ε−) Re[α(ω)] +
(
1− |ρ3|2
)
Im[α(ω)]
]
+ 2n12
∫ +∞
ω
c
dk k|u(1,3)|2 Im(ρ1)
[(
1− e−4 Im(kz)(D2 −z)|ρ3|2
)
(ε+ · ε−) Re[α(ω)]e−2 Im(kz)(D2 +z)
− 2 Im(ρ3) Im[α(ω)]e−2 Im(kz)D
]]
−
[
1
 3, D
2
± z 
 D
2
∓ z
]
+ ne2
∫ ω
c
0
dk k|u(1,3)|2
[
2
(
|τ3|2 Im
[
ρ1e
2ikz(
D
2 +z)
]− |τ1|2 Im[ρ3e2ikz(D2 −z)])(ε+ · ε−) Re[α(ω)]
−
(
|τ1|2
(
1− |ρ3|2
)− |τ3|2(1− |ρ1|2)) Im[α(ω)]]},
(97)
where in the fourth line one has to subtract the first term
in square brackets (the one associated to the difference
n12) after interchanging the indices 1 and 3 and D/2± z
with D/2∓z. As a first example, we have used Eqs. (96)
and (97) to calculate the force acting on a Rubidium 87
atom [52] and the associated potential energy in a sym-
metric configuration taking δ1 = δ3 = 5µm and three dif-
ferent values of the cavity width D. Both slabs are made
of sapphire, for which optical data are taken from [49],
the temperature of both slabs is T1 = T3 = 300 K, while
the environmental temperature is Te = 600 K. The re-
sults, presented in Fig. 8, show the symmetry of our con-
figuration, and in particular the fact that for any value
of D the force vanishes at z = 0, i.e. in the center of the
cavity (we remark that we have chosen U(0) = 0). More-
over, we clearly see from panels (a), (c) and (e) that the
forces changes its sign once for D = 10µm, three times
for D = 12µm and five for D = 10µm. Remarkably, this
corresponds to the possibility of creating one or more po-
tential wells for the atom by simply acting on the cavity
width. Besides, this width also modulates the position
and shape of the minima and maxima of the potential
energy. The existence of these wells is an intuitive con-
sequence of the repulsive character of the force already
found and discussed in [5] for an atom in front of a single
sapphire slab. In this paper the authors showed in detail
how the combination of the environmental and slab radi-
ation at different temperatures can produce a change in
the sign of the force for distances of the order of 3µm.
It is the sum of two similar contributions (opposite in
sign) that in the case of two slabs suggest the existence
and tunability of potential minima and maxima. Never-
theless, the general case of two slabs having two differ-
ent temperatures and material properties can be exactly
solved only in the context of a purely three-body theory.
In order to get more insight into the possibilities offered
by this scenario, we have studied the dependence of the
force on the thickness δ1 = δ3 = δ of both slabs, as
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Figure 8: Force [panels (a), (c) and (e)] and potential energy [panels (b), (d) and (f)] associated to a Rubidium atom in a cavity
made of two sapphire slabs of equal thicknesses δ1 = δ3 = 5µm. The temperatures are T1 = T3 = 300 K and Te = 600 K. The
figure shows three different values of the cavity width D. The presence of one or two potential minima are evident in panels
(d) and (f), respectively.
Figure 9: Force acting on a Rubidium atom in a cavity of
width D = 12µm made of two sapphire slabs of equal thick-
nesses δ1 = δ3 = δ. The temperatures are T1 = T3 = 300 K
and Te = 600 K. The figure shows five different values of the
thickness δ.
shown in Fig. 9. Considering five different values of δ
in the range [2,30]µm we observe that the change in the
sign of the force for z < 0 and z > 0 exists only for a
limited range of thicknesses, and in particular disappears
both for δ = 2µm and δ = 30µm. We remark here
that for this configuration we have numerically verified
that for all the possible parameters considered so far the
additive result is almost undistinguishable for the exact
three-body result at thermal equilibrium. This is not
the case out of thermal equilibrium. For example, for
δ = 2µm and δ = 30µm (see Fig. 9) the additive result
predicts the three sign inversions of the force observed
for δ = 5µm, whereas the exact result shows only one
inversion, and as a consequence no potential well.
We have finally investigated the possibility of control-
ling the shape of the potential well by producing on pur-
pose an asymmetry in the geometrical, material or ther-
mal configuration of the system. To this aim, we have
chosen as a reference condition the case of a rubidium
atom in a cavity having width D = 12µm and made of
sapphire walls having thicknesses δ1 = δ + 3 = 5µm.
With respect to this configuration, we have indepen-
dently modified the thickness of the slab on the right
(δ3 = 30µm), its temperature (T2 = 400 K) or replaced
the material of slab 1 with gold. The results, shown
in Fig. 10, show that acting on geometrical, material or
thermal properties is a promising tool to design the shape
of the wells, their position and even to control their ex-
istence (for example for the parameters chosen here the
presence of gold makes the well disappear).
From Fig. 8 we see that the depth of the potential wells
is of the order of 10−34 J, then far from being sufficient for
an atomic trap for ground-state atoms, since the average
kinetic energy kBT is of the order of 10
−26 J for tempera-
tures in the range of mK. Since the depth of the potential
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Figure 10: Force acting on a rubidium atom in several dif-
ferent asymmetric configurations. The solid black line corre-
sponds to the reference symmetric case (cavity width of D =
12µm, sapphire walls having thicknesses δ1 = δ + 3 = 5µm),
the green long-dashed line is associated to δ3 = 30µm, the
blue dot-dashed line to T2 = 400 K, the short-dashed grey
line to the choice of gold for slab 1.
wells is proportional to the atomic polarizability, the sit-
uation may completely change for Rydberg atoms. For
such kind of atoms, the fact of having a high value of
the principal quantum number n drastically modifies the
value of the polarizability, scaling approximately as n7
with respect to the ground-state one. As a consequence,
even for relatively low values of n, for example of the
order of 20, α increases by a factor around 109, suffi-
cient to realize an atomic trap. It is worth stressing that
the huge increase in the size of these atoms may need
to take into account also the quadrupole and octupole
contributions to the atom-field interaction [53, 54]. We
also remark that the trapping scheme we propose here
is robust and universal, since uniquely based on thermal
non-equilibrium configuration. It differs from the cavity
trapping scheme discussed in [55], based on a resonant
process exploiting molecular transitions.
X. CONCLUSIONS
We have calculated the Casimir force in and out of
thermal equilibrium and the radiative heat transfer in a
system made of three bodies of arbitrary geometry, tem-
perature and dielectric properties, immersed in an envi-
ronment having a fourth (in general different) tempera-
tures. To this aim, we have described each body through
its classical reflection and transmission operators and de-
duced for each body a general analytic unified expression
of force and heat transfer as a function of these individual
operators. One of the main advantage of this approach
is that in order to calculate force and heat transfer one
only needs to know the scattering operators of each body,
which result indeed from individual single-body electro-
magnetic problems.
The exact solution of a three-body problem raises sev-
eral interesting questions, the first of which is the range
of validity of a simplified additive approach based on the
knowledge of two-body results. This topic is discussed in
our first numerical application, i.e. the calculation of the
equilibrium force acting on an external slab of a system
made of three parallel slabs. For this system we have
shown that there exist indeed regions of the parameters
where the additive result is a very good approximation,
but this approach fails in some regions with an error as
high as 20%. As a consequence, it is in general relevant to
know the exact result for the sake of experiment-theory
comparison.
For the same system (three parallel slabs) we have also
considered the heat transfer on the intermediate one for
three given temperatures of the external slabs and of the
environment. This has allowed us to calculate the equi-
librium temperature of the intermediate slab at any po-
sition, i.e. the temperature which remains constant even
in absence of an external source of energy. In particular,
we have shown and briefly discussed that the tempera-
ture even in a symmetric configuration differs from the
average of the temperatures of the external slabs.
Finally, we have considered the case of an atom in a
planar cavity. For this system we have shown that the
manipulation of the temperatures of the external slabs,
of their dielectric properties as well as the lengths in-
volved is able to modify qualitatively the shape of the
force acting on the atom. Remarkably, for certain values
of the parameters, it is possible to produce one or more
potential wells. While for typical ground-state atoms the
depth of the well is too small to produce a trap, this is not
the case for Rydberg atoms. In this case the combination
of thermal non-equilibrium and of a the three-body con-
figuration may realize a single or multiple atomic trap,
with promising possibilities in terms of control of the
depth and shape of the trap. Rydberg atoms are already
manipulated in optical cavity for fundamental studies in
quantum physics and for quantum information purposes
[56, 57] with microwave cavities having sizes of the order
of several centimeters. Here we deal with a trap and a
cavity at the scale of the micron and uniquely based on
the absence of thermal equilibrium.
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