For an optimal control problem with an infinite time horizon, assuming various terminal state conditions (or none), terminal conditions for the costate are obtained when the state and costate tend to limits with a suitable convergence rate. Under similar hypotheses, the sensitivity of the optimum to small perturbations is analysed, and in particular the stability of the optimum when the infinite horizon is truncated to a large finite horizon. An infinite horizon version of Pontryagin's principle is also obtained. The results apply to various economic models.
Introduction
Various economic models lead to optimal control problems with an infinite time horizon, which go beyond the standard optimal control theory for a finite time interval [0; T ]. There are unresolved questions for infinite horizon concerning convergence, boundary conditions as time tends to infinity, and stability of an optimum to small perturbations. Some results are obtained, for a class of problems that can be converted to standard control problems by a nonlinear transformation of the time variable.
For an optimal control problem, whose objective is an integral over a time domain [0; T ], subject to a differential equation for the state function x.·/ in terms of the state and the control u.·/, and constraints on the control, necessary conditions for an optimum (assuming some regularity conditions) consist of: -the differential equation for the state, with an initial condition; -the differential equation for the costate, with a terminal condition; -the Pontryagin maximum (or minimum) principle.
These necessary conditions become also sufficient for an optimum, if the functions defining the problem also possess suitable convex, or generalised convex, properties.
The terminal condition for the costate is often called a transversality condition.
In some applications, especially in economics, optimal control problems arise, with an infinite domain [0; ∞/ replacing [0; T ]. (See for example Leonard and Long [5] , and Chiang [1] .) Then the proofs of the above necessary conditions only partly apply. If an optimum over [0; ∞/ is assumed, with state x * .·/, then necessary conditions may be deduced, by considering an optimum over [0, T] with an adjoined terminal condition x.T / = x * .T /. This approach does not give the terminal condition for the costate, but it is needed for any discussion of sufficient conditions. For infinite domain and no terminal condition for the state, some conditions are known when the costate tends to zero as time tends to infinity. Michel [6] considered a nonnegative objective integrand, and assumed that the optimal state was contained in a suitable neighbourhood of feasible solutions. Janin [4] assumed a coercivity restriction on the dynamic equation, and a discount rate not too small. But questions remain when the terminal state is constrained.
An optimal control problem may be expressed as optimising a function J .x; u/ of state and control, subject to a differential equation Dx = M.x; u/, mapping the functions x and u to the gradient Dx, and to constraints on u. Here x and u must lie in appropriate spaces X and U , such as piecewise smooth functions with norm x ∞ + Dx ∞ , and piecewise continuous functions with norm u ∞ : (See Section 2 for a definition of piecewise smooth on an infinite domain.) Then necessary Lagrangian conditions for an optimum hold, involving a Lagrange multiplier Â , attached to the constraint −Dx + M.x; u/ = 0. If the time domain is [0; T ], then the element Â in the dual space of X can be represented by '¾ = T 0 ½.t/¾.t/ dt for each ¾ ∈ X , where ½ is a generalised function, which reduces in the present context to an ordinary function, sometimes with delta functions added. Then the differential equation for the costate ½.·/, together with the terminal condition on ½.T /, follow from the Lagrangian necessary conditions.
But not all dual spaces (consisting of continuous linear functions on X ) can be thus represented by a function ½.t/. In particular, this representation fails when the time domain is [0; ∞/. In an economic context, ½.t/ has the significance of a price or a unit cost. But this interpretation is not always available over an infinite domain; qualitatively, something additional may happen " at infinity".
However, if the state and control functions are assumed to tend to finite limits (with values not necessarily specified) as t → ∞, then a nonlinear transformation of time t ∈ [0; ∞/ to − ∈ [0; 1], with − = 1 included in the domain because the limits exist, converts the optimal control problem on [0; ∞/ to an optimal control problem of standard form on [0; 1]. Some further assumption on the rate of convergence is needed, in order that required continuity and boundedness properties are satisfied. Then the boundary condition for the costate can be established. These conditions are specified in Theorems 2.1 and 2.2 in Section 2 below. Theorem 3.1 gives the boundary condition.
This transformation of the time scale also allows the sensitivity of the optimal point to a small perturbation to be analysed for an infinite time domain, by considering an equivalent problem on [0; 1]. A known theorem about the stability of a strict minimum to a small perturbation can then be applied. The results are given in Section 3. A version of the Pontryagin principle for an infinite time domain is given in Section 4.
Convergence rate assumptions are implicit, though not always explicit (see Chiang [1] ), in some standard economic models over infinite time. Thus, following Ramsey [7] , a modified objective 
A tractable class of control problems on an infinite domain
Consider the optimal control problem In order to obtain the differential equation for the costate, the functions J and M must be shown to be differentiable (where the mapping M is defined by
M.x; u/.t/ := m.x.t/; u.t/; t//
and the Lagrange multiplier must be representable by a costate function on [0; ∞/. The adjoint equation will follow from
which is part of the necessary Karush-Kuhn-Tucker conditions for an optimum .x;ū/ of the control problem, with a Lagrange multiplier Â , and which hold (see for example Craven [2] ) equally for infinite as for finite time domains. Consider then a nonlinear time transformation t = !.− /, with !.·/ increasing concave, !.0/ = 0, and
Define the transformed functionsx. 
with the boundary condition Suppose now that a terminal constraint r .x.∞/ ≥ 0 is adjoined to the optimal control problem. For the transformed problem with − ∈ [0; 1], this becomes r .x.1// ≥ 0. (This constraint may be assumed active, so optimal r .x.1// = 0, since inactive components may be omitted.) This constraint may be equivalently replaced (in a neighbourhood of the optimum) by a penalty term
where ¦ is a nonnegative Lagrange multiplier, determined by the constraint, and Ž.·/ is Dirac's delta-function. This puts a term ¦ r . Then, if q is sufficiently small, P.q/ reaches a local minimum at z * .q/, where z * .q/ → 0 as q → 0.
Perturbing the control problem
The uniform continuity (b) is immediate for compact neighbourhoods in finite dimensions, but is nontrivial for infinite dimensions. Likewise (c) needs additional proof for infinite dimensions, except in the case (see [2] ) where P.q/, for nonzero q, happens to be a finite-dimensional problem. For infinite dimensions, assumption (c) assumes the attainment of a minimum at z * .q/, when q is nonzero; and then the theorem proves that z * .·/ is continuous at 0, showing that the perturbation is stable. This theory will be applied first to an optimal control problem: 
The results follow.
Now consider the perturbation parameter q = 0. Assume that the bounds given by a ; b ; A; B and C now hold whenever |q| < for some > 0. Then (Lip state) and (Lip obj) hold uniformly in q. Thus hypothesis (b) of the perturbation theorem is verified. (Since u 1 ≤ T u ∞ , the norm u ∞ could also be used here.) For a control problem with T replaced by ∞ and R omitted, assume an optimum is reached at .x;ū/ when q = 0. An appropriate hypothesis is CRq, namely that CR holds when f and m depend also on the parameter q, uniformly when .x; u/ are in a neighbourhood of the optimal (x;ū/ and |q| < , for some > 0. REMARK. This theorem assumes existence of a minimum, and then proves stability, so that the perturbed optimal state will be close to the original optimal state. This proves the uniform continuity of M in q. The same argument applies also to M x and M u , and also to F, F x , and F u , here replacing .t/ by exp.−Žt/.
Pontryagin principle for an infinite domain
The adjoint differential equation, with its boundary condition, was obtained in Theorem 2.1 for a control problem on an infinite time domain, by using a nonlinear time transformation. The Pontryagin minimum (or maximum) principle may be similarly approached. In the proof in Craven [2] for a finite horizon T , the hypotheses were that: .t/ dt < ∞.
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