Real-time applications, such as process control signals and multimedia transmission, are more and more deployed in current networks. These applications produce a type of trafic with stringent timing requirements whose transmission is critical as it has to be completed within its deadline. This can be performed only using protocols that support real-time trafic transmissions. In this paper we propose a new real-time protocol, called RT-Ring, able to support transmissions of both real-time and generic traf-$c over a ring network. RT-Ring provides both network guarantees and high network resource utilization, while ensuring the compatibility with the emerging Differentiated Service Architecture. Network guarantees are fully proved and high network utilization is highlighted by a comparison study with the FDDI protocol. This comparison shows that RT-Ring network capacities are greater than the corresponding FDDI capacities.
Introduction
Recent years have been characterized by the invasion of real-time information into networks. This type of information, such as process control signals, on-line transaction messages, manufacturing control signal, multimedia traffic, differs from generic traffic, such as e-mail, ftp, telnet, as it is coupled with stringent timing constraints. Since the transmissions of this type of information is critical, as it has to be done within its deadline, the communication system must rely on a network that provides transmission guarantees. This means that the use of real-time protocols is mandatory, since they can provide the underlying network with the needed guarantees.
Several studies have been focused on developing realtime protocols for different areas. Local Area Network (LAN) was first used to deliver this type of traffic, and different access protocols have been developed. TDMA, Token-Passing Protocol [ 111, 802 .3D [ 131, FDDI (Fiber Distributed Data Interface) [l] are some of these pro-tocols. Real-time transmissions over Metropolitan Area Network (MAN) were also studied and it has been proved that real-time protocols developed for LANs present severe under utilization of the network resources if used in MANs [5] . An attempt to design a real-time protocol for MANs, was MetaRing [16] , but [6] showed designs errors that violated the real-time aspects of the protocol.
Several studies have also been done in the Internet environment, but the best-effort nature of the Internet posed significant problems in delivering real-time services. Recently, to solve these problems, a small set of differentiated service (diffserv) has been introduced in the Internet.
[15] is one of such proposals and it presents an architecture that handles three classes of services: Premium (realtime traffic whose transmission is fully guaranteed), besteffort (generic traffic) and Assured (traffic with higher priority than the best-effort traffic). Despite of these proposals, real-time applications deployed in the current Internet receive a quality of service (QoS) that is far from what is desired.
Since real-time communications are becoming more and more present, we think that several applications could receive great benefits on using protocols able to achieve high network utilization, to provide real-time services and to be compatible with the differentiated services architectures.
For instance, a surveillance system could control several buildings in a metropolitan environment using different cameras connected over a MAN, and this network could be connected to the Internet in order to transmit or to receive real-time streams from other networks. Remote industrial control process systems can be another example: in some period of the year the request of electricity can be very high (for instance, when a lot of people use air condition systems) and a power station could have problems in accommodating all of these requests at the same time. For this reason, in some US states, the power station makes an agreement with customers that are willed to pay less while receiving different electricity load during the day. This process could be automated using computers connected through real-time networks: the computer at the customer side (for instance, an industrial process control system) communicates with the power station and, depending on the energy load information received, it could activate/deactivate electrical devices. Needless to say that these communications must be done with a real-time protocol. These simple, but realistic, examples showed the benefits of having real-time protocols able to communicate with external network.
In this paper, we propose a new real-time protocol, called RT-Ring that provides network guarantees and high network resource utilization, while ensuring the compatibility with the Differentiated Service Architecture proposed in [ 151. This emerging architecture has been choose since it can provide real-time services both in current and in future wide area networks, as the Internet2 [12] .
We design RT-Ring as a ring protocol that can handle both real-time and generic traffic. We provide it with concurrent network access and spatial reuse policy. This increases the throughput beyond the link capacity. Considering a slotted ring network [16] , with N stations having uniform distribution for the traffic destination, the average distance for a packet to travel is N / 2 . This means that during one single rotation, the same slot can be used by two different stations (i.e. the spatial reuse factor is two).
Throughout the paper, we prove the correctness of RTRing (i.e. we analytically derive the upper bound to the network access time) and we show that RT-Ring can implement different classes of services in order to be fully compatible with the emerging differentiated service architecture [15] .
Further, we compare RT-Ring with another real-time protocol. Particularly, we compare RT-Ring with the FDDI protocol, as FDDI reaches better performance than other real-time protocols. We show that the protocol capacities (real-time, non real-time and global) achieved by RT-Ring are greater than the corresponding FDDI capacities.
This paper is organized as follow. In Section 2 we define the RT-Ring protocol and we show how to connect it with external networks. In Section 3, we derive RTRing properties. In Section 4, we compare RT-Ring with FDDI. In Section 5, we present a real-time bandwidth allocation scheme that can be used in RT-Ring. Conclusions are drawn in Section 6.
RT-Ring protocol
In this section we present the RT-Ring protocol with its basic principles: access control, fairness mechanism, integration of real-time and non real-time messages. We also show that RT-Ring can be connected to differentiated service architectures [ 151 without any problems and we describe how to implement different classes of services inside RT-Ring. Particularly, we provide RT-Ring with the same three different classes of services (Premium, Assured and best-efSort), as those implemented in [15].
Access Control
RT-Ring is designed to operate in a ring network topology, with fixed size slot circulating into the ring (Fig. 1) . Each slot can be either empty or busy.
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Figure 1. RT-Ring topology
Since each station can handle both real-time and non real-time traffic, it must have two local queues: one for real-time traffic and one for non real-time traffic. This is required since real-time traffic has higher priority than the non real-time traffic.
One of the main characteristics of RT-Ring is that it uses the spatial reuse policy. Data is removed from the network by the destination station and not by the sender station. This may increase the throughput beyond the link capacity. In fact, let us assume the presence of N stations in the ring, each of them with full load (i.e. always traffic to transmit). Assuming a uniform distribution for the traffic destination, the average distance for a busy slot to travel is N / 2 hops, producing a spatial reuse factor of two.
Unfortunately, spatial reuse policy (if coupled with concurrent network access) arises a new problem: how to prevent starvation and ensure fairness.
By starvation we mean that some stations are always covered by up-stream traffic and hence they cannot access the network (Fig. 2) 0 Data sent from station 1 to station 3 Data sent from station 3 to station 1 Figure 2 . Starvation scenario.
In Fig. 2 , Station 1 sends data to Station 3, and Station 3 uses the same slots to send data back to the Station 1. In such a scenario, Station 2 and Station 4 are said to be in starvation, because they are always covered by up-stream traffic, and hence they cannot transmit.
Needless to say that this is unacceptable for a real-time protocol, since each station must be able to transmit its own real-time traffic. RT-Ring avoids this problem using the fairness control mechanism that we present in the following Section.
Fairness Algorithm and Integration mechanism
In this section we present the fairness algorithm used by RT-Ring and the mechanism to integrate the transmission of real-time and non real-time traffic.
As known, a fairness algorithm can avoid starvation problems, since its goal is to ensure to all stations the same opportunity to access the network. Several fairness algorithms have been proposed in the literature. Magnet [14] , Orwell [9] , ATMR E171 are some of these proposals.
Briefly, fairness algorithms can be divided into two categories: global and local. Global fairness algorithms view the ring as a single shared communication resource, while local fairness algorithms view the ring as a multiplicity of communication resources (i.e. all the links between stations). Both approaches have positive and negative aspects For this reason, we provide RT-ring with a fairness algorithm that can be considered a hybrid between local and global fairness algorithms. In fact, RT-Ring accesses the r31.
A station can send non real-time traffic only if
NRTPCK is not greater than k and the real-time buffer is empty or RTPCK is equal to I.
After transmitting a real-time packet, RTPCK is incremented by one, while after transmitting a non real-time packet, NRTPCK is incremented by one.
SAT algorithm When a station receives the SAT, it Can:
1. forward the SAT if the station is satisfied; 2. hold the SAT until it becomes satisfied. network using both local and global information.
Global information are provided with a signal (named SAT) that circulates in the ring in the same direction of After releasing the SAT, RTPCK and NRTPCK are 'leared' data traffic. During every rotation this signal provides a pre-defined number of transmission authorizations to each station. The number of these authorizations is defined by two local parameters.
Note that, this signal doesnt travel freely in the network; in fact, every time it visits a station it can be either immediately forwarded or seized, depending on the status of the station. A station can be in two possible states: satisfied or not satisfied.
A station is said satisfied if it has no real-time traffic ready to be transmitted, or if between two consecutive SAT visits it has transmitted a pre-defined quota of realtime packets (denoted with I).
A non-satisfied station holds the SAT until it becomes satisfied. Once satisfied, a station immediately forwards the SAT down-stream.
After leaving the SAT, a station can authorize up to 1 real-time packets in its real-time queue and up to k non real-time packets in its non real-time queue. RT-Ring provides real-time traffic with higher priority than the non real-time traffic. If we denote two consecutive SAT arrivals at the same station as a cycle, this mechanism ensures the transmission of I real-time packets during each cycle. It also avoids the starvation problem, since after sending a maximum of k + I packets, a station cannot transmit more packets, until the next SAT round and a non-satisfied station holds the SAT until it becomes satisfied.
Algorithms
In this section we describe the fairness and the integration algorithms in details. Each station uses two local counters to count the transmitted packets: one for the real-time packet (RTPCK), and one for the non real-time packets (NRTPCK). These counters are cleared every time the SAT leaves the station.
Send algorithm
A station can send real-time packets only if RTPCK
is not greater than I;
Mapping Internet Differentiated Services on RTRing
In this section, we show the compatibility of RT-Ring with the Differentiated Service Architecture (difserv) proposed in [15] . We analyze a typical scenario where a LANMAN is connected to a WAN (where diffserv is used) (Fig. 3) .
RT-Ring can handle real-time traffic inside the LANMAN and we show that it can manage real-time traffic transmission across the two networks. In fact, the gateway (Station G1, in Fig. 3 ) exactly knows the real-time traffic sent across the two networks and hence this station doesnt differ from the other stations in the ring (as the others, it has its own real-time and generic traffic). For instance, suppose that a real-time stream has to be sent from WAN to LANMAN. Before establishing a connection, the WAN asks GI the needed bandwidth to transmit the real-time stream into the LANMAN. GI is controlled by RT-Ring, hence the protocol checks whether it is able to reserve the required bandwidth to G1 or not. If so, the bandwidth is allocated and the real-time service can be guaranteed. The same happens if a real-time stream has to be sent from LANMAN to WAN. In this case G1 asks the diffserv architecture if the needed bandwidth can be guaranteed inside the WAN. To be fully compatible with the diffserv architecture presented in [15], we show how to implement different classes of services in RT-Ring. This implementation is very simple, and it doesnt require any modifications to the RT-Ring protocol.
In fact, any single station can decide the number of classes of services to implement. These classes are provided to its own traffic, without affecting and without be-ing affected by the behavior of the other stations. For instance, the three different classes of services introduced in [ 151 (Premium, Assured and best-effort) can be implemented as follows.
As known, the I quota is the only guaranteed quota.
Hence, this quota can be comparable to the Premium class
[15]. The k quota can be split into two different quotas, kl and k2 (with kl + k2 = k). In this case, kl represents the quota reserved to the Assured traffic and k2 represents the quota reserved to the best-effort traffic. Note that, providing kl with higher priority than k2, the network access mechanism doesnt change.
RT-Ring properties
In this section we derive some RT-Ring properties that are necessary for a real-time protocol; particularly, we present the upper bound to the network access time. This bound is very important since the fundamental requirement of a real-time protocol is to meet the deadlines of the real-time traffic it handles. To meet these deadlines, the real-time messages must be transmitted before their deadlines expire. This means that the network access time must be less than the deadline.
To prevent any problem, the protocol must consider the worst case scenario (i.e. the maximum network access time it can experience). Hence, the upper bound to the network access time is a fundamental requirement of a real-time protocol.
In the following we first derive the upper bound to the SAT rotation time (since a station can transmit only if it has received authorizations from the SAT) and then we derive the upper bound to the network access time. We also present a generalization of SAT bound: the upper bound to n SAT rotations. This value is, in fact, quite important since it can be used by real-time bandwidth allocation scheme and it can also be used to compare RT-Ring with other protocols, like FDDI (Section 4).
In the following we consider a slotted ring with S slots, and N stations with asymptotic traffic conditions (i.e. always traffic to transmit). Proof A satisfied station j doesn't hold the SAT and can send up to Z+k packets after releasing the SAT. A nonsatisfied station holds the SAT until it becomes satisfied. Let T be the set of the non-satisfied station and suppose i E T (the SAT is held by station i).
The SAT can be followed by a maximum number of busy slots equals to S A T -T I M E 5 S + CzT(Zj + kj). Station i holds the SAT and then it can send up to Zi packets. After that, it can release the SAT.
If T = {i} then all stations in the ring are satisfied and hence the SAT will be back at station i after S slots.
If T # {i} some stations are not satisfied. When the SAT is held at the station, whose index is the last of the T set, it can be followed by a maximum number of busy (Zj + kj). After transmitting slots equals to CjZl
I L~~~( T )
packets, the SAT moves freely towards station i.
Hence, the SAT propagation time is equal to L a~t ( T ) -l
It is easy to verify that the above inequality assumes it highest value when T = {i, i -l}, leading to Equation s + ( N -2) . (2 . k + 2 . 1) + 3 . I + IC (2) Proof It follows from the previous Theorem.
0
Theorem 2 Let S A T -T I M E i [ n ]
be the time elapsed between n consecutive SAT arrivals at the same station i.
The following holds:
Proof The SAT, during each rotation, can give up to Zi + ki authorizations to each station i. Considering n SAT rotations (from k to n + k), the maximum number of authorizations is given by: n -x ; , (kj+Zj). Some of the authorized packets cannot be transmitted in the same round they obtained the authorizations for. For instance, packets that have received the authorizations in the (Ic -1) -th cycle can be transmitted during the n successively rotations. Hence, the number of transmissions in n rotations can be ( n + 1) . Czl(kj + Zj).
Based on the previous considerations, the upper bound to n consecutive SAT arrivals is given by Equation (3). o 
Proof It follows from the previous Theorem.
0
Proposition 3 The average SAT rotation time, E [ S A T -T I M E ] , is equal to:
Proof The bound on average SAT rotation time, is derived as follows:
E [ S A T -T I M Ei] I --
SAT -T I M Ei [n]
lim n+m n N = s+ C(Zj + Icj) j=1
Upper Bound to the Network Access Time
So far, we derived the upper bound to the SAT rotation time. In this section we derive the upper bound to the network access time. In this way RT-Ring can check whether the traffic deadlines can be met or not.
To simplify the notation, in the following, we denote with S A T -M A X , the value of the upper bound to the SAT rotation time, defined by Equation (1). 
Lemma 1 Let
95
Let us suppose the presence of P I , P2 P3 . . . , Pn packets in the output queue, denoting with PI the message that will be transmitted first.
A packet Pt will receive the authorization only after P I , . . . , Pt-1 have been authorized. If Pt arrives at the head while the station is holding the SAT, it will immediately receive the authorization (this can be considered as the best case). The worst case happens when this packet arrives at the head position while the SAT is not present and just after the station has already used its 1 real-time authorizations (obtained when the SAT left the station). Hence, this packet will receive the authorization at the next SAT arrival (i.e. after SAT_MAXi -Zi), leading to Equation (6). is not able to send any other packets (hence, it will hold the SAT when it will come back). This means that these Zi packets will be sent in the next SAT round. Hence, the following holds:
T&,ait-tz 5 S A T -M A X ( + S A T X A X i 5 5 SAT_IMAXi[2]
However, when the SAT comes back for the first time at the station i, it can be followed by up to Zi-1 + ki-1 packets. The station i starts transmitting after these packets, and it completes its transmissions after Zi time slots, leading to Equation (7) . Proof If a real-time packet receives the authorization, it can be transmitted in the same cycle if the station catches enough empty slots. If the station is not able to transmit an authorized packet, it will hold the SAT at the next SAT arrival: hence the packet will be transmitted in the following SAT round. Note that if a packet had waited for Twait-atz to obtain the authorization, then it will be transmitted after ki-1 slots. It is easy to verify that the real-time capacity of RTRing is greater or equal than the FDDI real-time capacity (in the literature known as synchronous capacity). In fact, if the length of the FDDI frames is equal to F , and
Proof Lemma 1 states that in order to obtain transmission authorizations, only one SAT round is needed. Lemma 2 states that in order to be transmitted, an authorized packet will be transmitted in the next SAT round.
Hence, the following holds: T k a i t 5 3 . S A T -M A X i 5
However, Proposition 4 states that if the head packet has waited for a time equal to T&ait-atz, in order to obtain the authorization, it is transmitted after a time equal to ki-1. Hence, Equation ( 8 ) holds.
S A T T I M E i [ 3 ]
Analysis of RT-Ring
In this section we analyze RT-Ring comparing it with another real-time protocol. Particularly we compare it with the FDDI protocol, as FDDI is well suited for supporting real-time applications and it reaches better performance than other real-time protocols (as TDMA, 802.3D
Before going into the analytical comparison of the two protocols, we highlight the main difference between FDDI and RT-Ring. This difference lies on the network access, which is concurrent in RT-Ring and sequential in FDDI. The concurrent network access mechanism, coupled with spatial reuse policy, allows RT-Ring to increase the throughput beyond the link capacity. As we already stated, if N station are present, each of them with full load (i.e. always traffic to transmit), under uniform destination distribution, the average distance for a packet to travel is N / 2 hops, producing a spatial reuse factor of two (i.e. the same slot can be used twice during one round trip).
In the following we derive the RT-Ring capacities and we compare them with the corresponding FDDI capacities. In particular, we first analyze the real-time and the non real-time (usually referred as synchronous and asynchronous in FDDI studies) capacities, and then we analyze the global capacity achieved by both protocols. The proofs of the following properties can be found in [7] . ~3 1 ) .
Real-time capacity
The real-time capacity, p(RT), is computed by assuming that every station always has real-time traffic to transmit and zero non real-time traffic. Under these hypotheses the following lemma holds. 
Lemma 4 In
Non real-time capacity
To compute the non real-time capacity, p ( N R T ) , we assume that in each station the non real-time queue is never empty (asymptotic conditions) while none real-time packet is ready for transmission. It is interesting to note that, in an FDDI network, by assuming T T R T -R i n g J a t e n q / F = k , it follows that pk%jj = 1/(1 + S/ k). Again, the non real-time capacity of FDDI (also known as asynchronous capacity) is equal to the lower bound of the RT-Ring non real-time capacity. Hence, RT-Ring achieves greater capacity than FDDI.
Global capacity
Since RT-Ring can operate with both type of traffic, we now compute the protocol capacity, p, assuming both asymptotic real-time and non real-time traffics condition. Since only 1 slots are guaranteed during any SAT round, these slots have to be used by real-time traffic, while the other k authorizations can be also used by generic traffic.
Bandwidth Allocation Scheme
The goal of a real-time bandwidth allocation scheme is to allocate bandwidth so that the traffic deadlines can be met. A deadline is met if the real-time message is sent before its deadline expires. Since 1 is the only guaranteed quota during each SAT round, 1 must be large enough to meet all of the messages deadline.
In the following we characterize a real-time stream with three parameters: Ci (message length), Di (message deadline) and Pi (message period).
Using these notations, the goal of an allocation scheme is to reserve a quota 1 of packets to each station i in order to send Ci packets (generated every Pi slots) within Di slots.
To compute 1 and k the value of S A T T I M E is needed, but S A T -T I M E is computed with 1 and k.
Hence, we need a virtual value of S A T T I M E in order to begin the allocation procedure. For instance S A T T I M E = Pminr where Pmin = min{Pi} i = 1,. . . N ( N is the number of the stations). In this way both the real-time and the non real-time quota, can be calculated as follows.
Algorithm
The real-time quota reserved to each station must be equal to 1, since 1 is the number of guaranteed slots during any SAT round. The real-time quota can be computed as follows:
Regarding the non real-time quota, k, we dont propose any allocation scheme, since we focus our attention to the real-time aspects of the protocol, but we suppose that k is somehow computed.
With the parameters 1 and k, RT-Ring has to check whether it is able to meet the deadlines or not. This can be done using the T,,itvalue (Equation 8 ). The value of Twait is computed using S A T T I M E . Since, so far, we have used a virtual S A T -T I M E value, we first have to use Theorem (1) to compute the actual S A T -T I M E value. After that, RT-Ring can check, using the following If Equation (13) doesn't hold, the protocol is not able to accept all the requesting real-time services. RT-Ring could then decide to refuse the real-time service to some stations or to reduce the bandwidth allocated to non realtime services. After refusing some real-time services, or after reducing the non real-time quota, all the previous allocation procedure has to be repeated.
When all of the deadlines can be met (Equation (1 3) holds), the SATTIME value (obtained using Equation
(1)) can be used to re-compute the parameters Zi and ki (Equation (12)), since they were computed using a virtual value of S A T T I M E . Again, with the new values of li and ki, S A T -T I M E can be calculated using Equation (1). The procedure is repeated until li and ki no longer change (i.e. steady situation).
This completes the real-time bandwidth allocation algorithm. At this point, each station i knows the real-time quota ( l i ) and the non real-time quota (ki). Further it is sure that its real-time traffic can be served by the RT-Ring protocol.
Ring utilization
The real-time network utilization, Vi, achieved by a station i, is equal to Vi = Ci/Pi. Hence, the total realtime network utilization U , is:
Conclusion
In this paper we presented a new real-time protocol, named RT-Ring, that can handle both real-time and generic traffic transmission over local/metropolitan ring networks.
We provided RT-Ring with concurrent network access and with spatial reuse policy. These characteristics allow the protocol to achieve high network utilization. RT-Ring also provides guarantees (analytically proved) to real-time traffic.
A real-time bandwidth allocation scheme was also presented in order to complete the definition of the protocol.
Further, since connection among networks is very important, we described how to connect RT-Ring with wide area networks and we showed the compatibility with the emerging Differentiated Service Architectures [ 151. This compatibility allows RT-Ring to provide different classes of services; in particular, we presented the implementation of the same three different classes (Premium, Assured and best-effort) proposed in [ 151. We then analyzed the performance aspects of RT-Ring: we compared its capacities (real-time, non real-time and global) with the corresponding FDDI protocol capacities and we proved that RT-Ring achieves protocol capacities higher than the FDDI protocol.
Real-time guarantees, better performance than FDDI and compatibility with the Differentiated Service Architecture are characteristics that candidate RT-Ring as a protocol that is worth implementing in locdmetropolitan networks that need to manage real-time streams.
