Automation of tasks can have critical consequences when humans lose agency over decision processes. Deep learning models are particularly susceptible since current black-box approaches lack explainable reasoning. We argue that both the visual interface and model structure of deep learning systems need to take into account interaction design. We propose a framework of collaborative semantic inference (CSI) for the co-design of interactions and models to enable visual collaboration between humans and algorithms. The approach exposes the intermediate reasoning process of models which allows semantic interactions with the visual metaphors of a problem, which means that a user can both understand and control parts of the model reasoning process. We demonstrate the feasibility of CSI with a co-designed case study of a document summarization system.
INTRODUCTION
Deep learning has become a universal tool that is increasingly applied in automated approaches to commonplace problems. Often, improvements in performance and efficiency from deep models come at the cost of increased model complexity, which leads to difficulties in interpretation, analysis, and visualization. By relying on the outputs of these complex black-box models, users give up their agency and control over the automated process. Moreover, the users are forced to trust and rely on models that have been shown to be biased, and that can make inexplicable mistakes.
To combine the advantages of models and humans, researchers across disciplines have advocated for models as collaborative team members. Grosz argues that the development of "intelligent, problemsolving partners is an important goal in the science of AI" [29] . Horvitz' principles for mixed-initiative user interfaces [36] and the more recent guidelines for human-AI interaction [3] call for "mechanisms for efficient agent-user collaboration to refine results." Similarly, Heer points out that work on automation ignores the design space in which computational assistance augments and enriches people's intellectual work [31] .
We propose a framework that can be applied to enable users to control predictive processes called collaborative semantic inference (CSI). CSI describes a dialogue, alternating between model predictions presented in a visual form and user feedback on internal model reasoning. This process requires exposing the model's internal process in a way that mirrors the users mental model of the problem and then empowering the user to influence this process. This approach is centered around the core design principles for visual analytics, which integrates visualization and analytics in a human-centered interface [42] . Endert et al. [23] define semantic interactions as those which "enable analysts to spatially interact with [such] models directly within the visual metaphor using interactions that derive from their analytic process." CSI describes how to connect these semantic interactions to the model inference process. The development of CSI methods and interfaces further requires a tight collaboration between the visual analytics, interaction design, and machine learning experts, which is a challenging, but promising, direction of research [24, 33, 67, 71] .
Most deep neural networks do not expose their internal reasoning process. The CSI framework requires the development of model extensions that expose intermediate reasoning that can be associated with user-understandable choices. In this work, we present a proposal that incorporates discrete latent variables [45] into the model design. These variables act as "hooks" that can control the reasoning process and output of a model. The hooks enable what-if analyses by answering what internal choices would have led to a specific output. Crucially for CSI, the hooks also allow a user to infer the model's reasoning process by seeing how a given output was selected. This visual analysis in the backward direction, from prediction to input, is typically not possible without model modifications.
To contextualize the multi-disciplinary co-design process and assist in developing collaborative tools, we provide an overview of the visualization and interaction design space for neural network models. We describe the actions required to move towards the goal of retaining human agency through visual CSI interfaces. We further connect our categorization to the previously described user roles of architect, trainer, and end-user [74] and a classification into interpretability methods that aim to understand and shape the model or its decisions.
As proof of concept, we apply our design process to the use case of a document summarization system. When this task is handled by an automated system, the results almost always require heavy post-editing by humans. Our use-case presents a first attempt at a collaborative, deep learning-based, interface for this problem. This use-case also demonstrates the expanded design space of interactive visual interfaces for collaborative models. We further identify challenges encountered in these collaborative models: How do we develop an interface that visualizes the prediction process on a granular level for any kind of model-specific input type (e.g., text, images, spectrograms), and how can a visual interface provide an integration of human interventions as part of the prediction process.
The paper contains the following contributions. In Section 2, we define the concept of collaborative semantic inference and its place in the design space of integrating deep neural models with visually interactive interfaces. We then describe how CSI can be incorporated into models using latent variables in Section 3. We showcase a visually interactive use-case for applying CSI to a text summarization task in Section 4. Based on our experience gained from this use case, we describe learned lessons towards building a systematic co-design process (Section 5). We discuss the implications of CSI and its advantages and disadvantages in Section 6.
DESIGN SPACE FOR INTEGRATING A MACHINE-LEARNED MODEL AND INTERACTIVE VISUALIZATION
While previous work has categorized and described the vast design space for visual interpretation of machine learning models [ 61], the problem of co-designing models, visualizations, and interactions remains challenging. In an analysis, Crouser and Chang find that there exists no common language to describe human-computer collaboration interfaces in visual analytics and propose to reason about interfaces based on the possible interactions humans can have with a model [19] . Expanding this idea, we contextualize different co-design approaches by categorizing the design space based on three criteria: (1) the level of integration of a machine learning model and a visually interactive interface, (2) the user type, and (3) applications that aim to understand and shape the model or model-decisions. Table 1 shows a categorization of the related work using criteria (1) and (3).
We identify three broad integration approaches between models and visual interfaces ( Figure 1 ): passive observations, interactive observations, and interactive collaborations. As we will discuss in detail in this section, each category comprises a class of techniques that address different challenges of an analysis pipeline.
To decide on the visualizations and interactions for a specific problem in this design space we need to additionally consider the user type. We follow Strobelt et al. [74] who describe the roles of model architects, trainers, and end-users. Architects are defined as users who are developing new machine learning methodologies or who adapt existing deep architectures for new domains. Trainers are those users who apply known architectures to tasks for which they are domain experts. End-users are those users who use trained models for various tasks and who may not know how a model functions. As domain experts, the end-users' main goal is to achieve and explain the results of a model.
In addition to the level of integration and user type, we divide the design space between visual interfaces to understand and shape the model or the decisions of the model. Model-understanding/shaping describes systems with the goal of understanding or shaping the model through its features and parameters. The methods can help to gain insights into or modify the parameters that a model is in the process of learning or has learned already. Decision-understanding/shaping systems have the goal of understanding or shaping the individual decisions of the model on specific instances. Decision-based applications aim to understand how the model arrives at a given output but does not modify the parameter of the model. Shaping the model and decisions requires a tight coupling between the model and the interface, which in our classification is only possible with interactive collaboration interfaces, whereas the other categories focus on understanding.
Passive Observation
The first stage in our design space is passive observation, in which visualizations present a user with static information about the model or its output. The information can target any user-type and range from global information about model training to heatmaps overlaid over specific inputs. Passive observation interfaces only require a loose coupling between the interface and the model (Figure 1(a) ).
Model-Understanding Architects and trainers are often concerned about how well a model is training, i.e., the model performance. Tools can assist trainers by tracking and comparing different models and metrics, e.g., Tensorboard [84] . Moreover, it is crucial for trainers to understand whether a model learns a good representation of the data as a secondary effect of the training, and to detect potential biases or origins of errors in a model [9] . To address this issue, many modelunderstanding techniques aim to visualize or analyze learned global features of a model [8, 12, 63, 90] .
Decision-Understanding Decision-understanding passive observation tools assist end-users in developing a mental model of the machine learning model behavior for particular examples. The most commonly applied decision-understanding techniques present overlays over images [22, 66] or texts [20, 54, 55] . These overlays often represent the activation levels of a neural network for a specific input. For example, in image captioning, this method can show a heatmap that indicates which part of an image was relevant to generate a specific word [85] . A qualitative assessment of these methods may focus on whether highlights match human intuition before and after changes to the input or model [1, 46] . These methods also commonly assist in a pedagogical context [33, 69] .
Interactive Observation
Interactive observation interfaces can receive feedback or information from the model itself ( Figure 1(b) ). This feedback enables the testing of multiple hypotheses about the model behavior within a single interface. We classify tools as interactive observation that allow changing inputs or extracting any model-internal representation as part of an interactive analysis. We call these forward interactions, analogous to how sending inputs into a model is called the forward pass. This approach can be used by trainers with domain knowledge to verify that a model has learned known structures in the data, or by end-users to gain novel insights into a problem. The development of interactive observation methods has been an active field of research, as summarized in recent review papers [ Activation Atlas [12] , Classification Visualization [15] , DeepEyes [65] , Feature classifiers [8] , Tensorboard [84] , Weight Visualization [76] Deconvolution [90] , LIME [66] , Neuron Analysis [20] , Rationals [54] , Saliency [55] , Structured Interpretation [22] , Prediction Difference [92] Interactive Observation [Understanding]
ActiVis [41] , Deep Visualization [89] , Embedding Projector [70] , GANViz [79] , LSTMVis [74] , Prospector [48] , RetainVis [51] , RNNVis [62] , ShapeShop [32] Instance-Level Explanations [47] , Manifold [91] , NLIZE [59] , RNNBow [14] , Semantic Image Synthesis [16] , Seq2Seq-Vis [73] Interactive Collaboration [Shaping] Human-in-the-Loop Training [35] , Statistical Active Learning [17] , Tensorflow Playground [69] , Explanatory Debugging [50] Achievable via CSI, for example in GANPaint [7] Table 1 . A classification of some of the related work, which shows the distinct lack of collaborative interfaces for decision-understanding and shaping. Our CSI framework aims to fill this void, with a particular focus on applications built for end-users. However, different user types span all of the previous work, some aiming towards architects, trainers, end-users, or a combination of them.
space of potential interactions than passive observation tools and thus require a closer coupling between visualizations, interface, and the model [24] .
Model-Understanding
In an extension of visualization of learned features, interactive observational tools enable end-users and trainers to test hypotheses about global patterns that a model may have learned. One example is Prospector [48] , which can be used to investigate the importance of features and learned patterns. Alternatively, counterfactual explanations can be used to investigate changes in the outcome of a model for different inputs, thereby increasing trust and interpretability [78, 81] .
Decision-Understanding Interactive decision-understanding tools visualize how minor changes to an input or the internal representation influences the model prediction. Interactively building this intuition is crucial to end-users since past research has shown that statically presenting only a few instances may lead to misrepresentation of the model limitations [44] or the data that the model uses [77] . Another desired outcome of interactive observational tools is the testing of hypotheses about local patterns that a model may have learned. For example, we developed Seq2seq-Vis [73] , which allows users to change inputs and constrain the inference of a translation model in order to pinpoint what part of the model is responsible for an error. This interaction is a type of non-collaborative shaping where the interactions are limited to the forward direction with the intended goal of understanding the decisions of the model. Similar debugging-focused approaches [47, 91] only visualize the necessary parts of a model to find and explain errors, instead of giving in-depth insights into hidden model states.
Interactive Collaboration
We characterize collaboration in interactive interfaces for deep learning models through the ability of end-users or trainers with domain knowledge to present feedback to the model (Figure 1(c) ) with the goal to shape the model or its decisions. We call these backward interactions. Since each interaction direction needs to call a different shaping process within the model, the interface and model in interactive collaboration tools require a tight coupling. Only co-designing the model, visualizations, and interactions can achieve this tight integration.
Model-Shaping On the model-level, the feedback is expressed as user-provided labels which can be used to change the model parameters in an active learning setting [17, 35, 39] . In the forward direction, model performance can be visualized, and new samples for the labeling process can be selected [35] . The model parameters can be updated through backward interactions [50, 69] .
Decision-Shaping Interactive collaboration for decision-shaping requires an interface in which the end-user can guide the model-internal reasoning process to generate a different output than the model would have reached on its own. Since interactive collaborative interfaces also retain the ability for forward interactions, the intervention enables to an interplay between suggestions by the model and feedback by the user. Our proposed approach to developing CSI methods, which we describe in Section 3, presents one way to design such applications.
During forward interactions, the visualization shows what the modelinternal reasoning process looks like for a specific input. During backward interactions, the end-user can modify the output and observe how the model-internal reasoning process would have looked like to arrive at that specific output. The incorporation of these feedback mechanisms into visual analytics tools requires three essential components. First, the model needs to expose an interpretable hook along its internal reasoning chain, which should be transparent in derivation and understandable for non-experts [58] . Second, this interpretable hook needs to correspond to the mental model of the end-user. Most importantly, a collaborative tool needs to enable efficient interactions with the visual metaphor of the hook through semantic interaction [23] .
The interpretable hooks of a model can act as explanations for rules of behavior that models learn. These explanations have been shown to improve model personalization [11] and explainability [13, 49] . Conversely, failing to provide explanations can inhibit the development of mental models in end-users [56] . However, explanations should also not overwhelm an end-user, and many previous approaches thus choose to select less complex models [52] or aim to reduce the feature space of a trained model [18, 87] .
CSI systems have models and end-users collaborate on the same output. This contrasts with previous work that often treats the model as a complementary assistant, for example recommending citations for a writer [5] . Moreover, CSI argues for a design approach to collaborative interfaces where the user retains agency over the exposed parts of the model's reasoning process. Even in related approaches where the model and user both generate content, the users either do not have control over the model suggestions [30] or the model is replaced by uncontrollable crowdworkers [10] . While previous work on interactive phrase-based machine translation showed promising results towards the goal of collaborative interfaces, the same techniques are not possible with deep learning-based approaches [28] . This lack of previous work (see Table 1 ) can in part be attributed to the progress of deep learning methods, which have only recently reached the performance levels necessary for CSI-style interfaces.
REARCHITECTING MODELS TO ENABLE COLLABORATIVE

SEMANTIC INFERENCE
Interactive collaboration requires interpretable model hooks that enable semantic collaboration. From the machine learning side, these hooks can be implemented as discrete latent variables. During the prediction, or inference, process, the variables take on explicit and understandable values. To illustrate this process, consider a hook resembling a lever that directs a train towards a left or right track, as shown in Figure 2 . A model is predicting where a train will end up. Without the hook, the model can predict the end position accurately, but it is not clear how it
The advantage of latent variables is the transparent reasoning process. CSI requires model reasoning, illustrated by a lever that dictates which turn a train is taking. In the forward inference direction, we know in both cases where the train will end up, but only the lever allows us to know what path it will take. Similarly, in the backward inference direction, we know where the train originated, but only the lever shows the track it took to get there.
will get there (top-left). Similarly, once the train reaches the top of the tracks, the model cannot explain how it got there (bottom-left). With the hook, however, the prediction explicitly exposes the lever decision. That means that it is predictable to the user whether the train will take the left or right branch (top-right). Once the train is at the top of the intersection, the user can look at the position of the lever to find the path the train has taken (bottom-right).
To formally describe hooks, we consider the problem of generating a sequence of words y 1 ,...,y T that is conditioned on an input x using a deep model. In the exemplary problem of document summarization, x represents a long document and y the summary. A forward-only deep sequence model defines a conditional distribution to predict one word at a time, p(y t+1 | y 1:t , x) while considering all previously generated words. In the collaborative approach, the deep sequence model is extended to expose intermediate terms as latent variables z. In the summarization example, this could be the decision what words in an input are considered important enough to be included in a summary. The architect defines p(y t+1 | y 1:t , x) = ∑ z p(y t+1 | y 1:t , x, z) × p(z | y 1:t , x) for the latent variable z. That means that the model considers all possible values of z to make a prediction. In the train-lever example, that means we can run the inference process to compute the best lever position by looking at which of the two positions would lead to a better final position as judged by the model. This decision splits the black-box into multiple parts: a prediction network, p(y t+1 | y 1:t , x, z), that predicts the next word, and a hook network, p(z | y 1:t , x), that predicts the value of the latent variables z. Because this model is probabilistic, we can also perform posterior or backward inference. This gives p(z | y 1:T , x), the distribution of z after taking into account the entire output, i.e., the text summary.
Another example of a collaborative interface could be for semantic image synthesis [16, 64, 80] . In this application, a user-defined input x describes high-level features, for example, the location of grass and sky, and a neural network generates the corresponding image. In this case, y is an image and not a sequence of words. The current approaches do not allow iterative refinement through interaction with an image and are limited to changing the input and generating a completely new output. A collaborative approach to the same problem is GANPaint [7] , which uses a hook network to associate parts of the latent space of an image-generating model with the semantic features and exposes a modification interface to the user.
In a real-world example of a hook-network, Google Translate recently introduced a semi-collaborative approach to prevent genderdiscrimination in translation systems. By treating the gender as a hook, they can present both possible options whenever the gender in a language is ambiguous, for example in Turkish. This approach allows a user to pick the translation they want.
The model hooks represent ways in which users can constrain and direct interpretable predictions in otherwise end-to-end black boxes. They are extensions of otherwise well-performing models to expose the latent variable, co-designed by experts in interaction design, visualization, and machine learning. They have to decide on the model hooks, desired interactions, and the associated visual encodings. While some guidelines have been developed for interaction design for machine learning [2, 25, 75, 86] , they focus on designing machine learning methods where the model performs complementary tasks to the user, or where the user interacts with black-box models. In contrast, CSI enables the study of interaction design for models that approach the same task as the user. One important question that requires further study is how many hooks are actually useful to a user. As more latent variables are designed and incorporated into a model, the training process becomes increasingly more challenging and the model performance might degrade. Moreover, the increase in potential user interactions with additional hooks might overwhelm users. As a consequence, we focus on a model with a single hook throughout our use case and show how a single hook can already enable many powerful interactions.
We now describe our co-design approach for a CSI system for document summarization and present the lessons we learned from our CSI co-design process in Section 5.
USE CASE: A COLLABORATIVE SUMMARIZATION MODEL
We demonstrate an application of the CSI framework to the use case of text summarization. Text summarization systems aim to generate summaries in natural language that concisely represent information in a longer text. This problem has been targeted by the deep learning community using an approach known as sequence-to-sequence models with attention [85] . These models have three main architectural components: (1) an encoder that reads the input and represents each input word as a vector, (2) a decoder that takes into consideration all previously generated words and aims to predict the next one, and (3) an attention mechanism that represents an alignment between the current decoding step and the inputs. In summarization, the attention can be loosely interpreted as the current focus of the generation and can be visualized for each generated word [73] .
Imagine an end-user called Anna, who wants to use an interface powered by a summarization model. Current deep learning models act in a forward-only manner, as described above; therefore the design space is limited to an interactive observation interface. This interface allows Anna to paste an input text and have the model infer an output summary. If Anna does not like the output summary, she can edit the suggestion to her liking, but it is not possible to reuse the model to check her changes. Moreover, if the model produced a bad or wrong output, Anna would have to write the entire summary from scratch. Applying the CSI framework by extending a well-performing summarization model with the previously defined hooks can address these issues. By tying the user's interactions to understandable reactions within the model, we can achieve three previously not possible interactions. The collaborative interface (1) guides the model towards important content, (2) enables the dialogue between human-generated and machine-generated output, and (3) allows a user to review the decisions the model would have made to generate a specific output, i.e., what parts of an input text the model chose to summarize.
These changes require designing a semantic model hook that can describe the content that a model considers for a summary. We base the hook on a similar model we introduced in our previous work on document summarization [27] . Commonly applied neural summarization models have the ability to either copy a word from the source document or generate a word. In contrast to users who write a summary, this approach does not have a planning phase where the model decides what content should be able to be copied from a more global perspective. We, therefore, introduce a hook for each word in a document that expresses whether the model should be able to copy the word. By exposing the hook within the interface, we can describe the semantic interaction as the user-decision what content of a document is relevant for its summary. A detailed description of the forward and backward models can be found in Appendix A.
We now describe how Anna generates a summary by using our CSI interface to collaborate semantically with the model.
Collaborative Summarization: Anna's Story
Anna intends to collaboratively write a summary of an article describing how scientists found water on Mars 1 . She begins by reading the article to assess what information is relevant and should be part of the summary. Then to begin the interaction, she selects the entire input text, shown by the blue highlights in Fig. 3a , letting the model know it is free to summarize any relevant part of the document.
She starts the collaborative writing process by requesting that the model suggest three initial sentences (Fig. 3c ). This triggers a forward inference of the model and a visual update that presents the suggestions to Anna. At the same time, the system computes a backward inference to show which part of the input has been summarized. Visually, the input text may be longer than the browser window, so we introduce a proxy element for each sentence in input and output (Fig. 3d ). The covered words in the input are presented with a red underline and the proxies of the sentences with at least one covered word have a red border (Fig. 3a,b ). The interface also visualizes the model "attention," which shows which covered words were selected by the model at what step during the generation. The attention is visualized using grey ribbons that are aggregated across each sentence and connect the proxy elements. By hovering over one of the sentences or proxies, the interface highlights the relevant connections in yellow (Fig. 3b ).
Through these visual interactions with the output summary, Anna observes that the second input sentence ("scientists at nasa are one step closer to understanding how much water could have existed on primeval mars. these new findings also indicate how primitive water reservoirs there could have evolved over billions of years, indicating that early oceans on the red planet might have held more water than earth's arctic ocean, nasa scientists reveal [...]") splits into two different summary sentences ("primitive water reservoirs there could have evolved over billions of years, scientists say." and "early oceans on the red planet might have held more water than earth's arctic ocean."). It is common for summarization models to compress, merge, and split input sentences, but the user would not be aware of where the inputs for each summary sentence originate. By exposing the internal model decisions in a CSI interface, a user can immediately discover how the input connects to the output. From this suggested summary, Anna determines that the input focus of the system was correct, but that output text should elaborate on these sentences in more detail. She communicates this by first constraining the model to the currently focused region. She can match the content selection (blue highlights) with the result of the backward inference (red underlines) by clicking "match" in Fig. 3h . With these constraints, she triggers the generation of an additional output sentence ("nasa scientists say that much of this water loss happened over billions of years, along with a loss of atmosphere.") ( Fig. 4a) . This suggestion is the result of a forward inference with her additional constraint on the model hook.
Unfortunately, Anna is dissatisfied with the new sentence, so she removes it from the summary (Fig. 4b) . To prevent the model from suggesting the same sentence again, she consults the backward inference and deselects the input sentence that had the highest influence on its generation by clicking on its proxy element (Fig. 4c ). With this updated constraint, Anna generates another sentence ("water trapped in mars' polar ice caps has a much higher level of hdo than fluid water on earth.") that better captures her goals. (Fig. 5a ).
Anna would next like to include more details to the summary, particularly about water found on Mars. The system allows her to intervene in the output text directly. She starts writing "the water is" and then adds an ellipse (...) that triggers sentence completion by the model (Fig. 5b,c) . The resulting sentence ("the water is very likely wet for a longer period of time than was previously thought, the scientists say.") is acceptable to her, but she now spots an error with the verb ("is") which should be in the past tense. She quickly corrects this output (Fig. 5d,e ), which invokes a backward inference to the input document. By updating the red highlights in the input, the interface provides her with information about what content was selected was used to create this improved sentence. These interactions help her create a mental picture of the model behavior.
Anna would finally like the model to help her generate a sentence about a region of the input that is currently not included in the summary. She selects a previously unused sentence in the input ("this ocean had a maximum depth of around 5,000 feet or around one mile deep, said villanueva.") ( Fig. 6a) , requests another forward inference, and approves of the resulting suggestion ("this ocean had a maximum depth of around 5,000 feet or around one mile deep, nasa scientists say."). However, she dislikes the repetition of "scientist say" (Fig. 6b) . After entering the edit mode on the output side, she removes one of the repeated phrases (Fig. 6c ). Upon leaving the edit mode, the interface automatically triggers another backward inference that updates which parts of the inputs are covered. Anna uses this information to evaluate how much of the document is covered by her summary. By looking at the computed coverage ( Fig. 6d ), she can observe which sentences are covered and analyze how many of the proxies have a red border. Her six sentences (Fig. 6e ) summarize the original text pretty well.
Visual and Interaction Design
We designed the text summarization prototype (CSI: Summarization) such that text occupies the majority of screen estate as the central carrier of information for the task. Two central panels (Fig. 3a,c) represent input text and output text. Each text box represents words that are aggregated into sentences. Text highlights in the input show information about the model hooks and relations between input and output. Neutral gray colors are used on the output side to clearly distinguish them from the blue colors that represent selections on the input (Fig. 3c) .
The input and output text are connected by a bi-partite graph that indicates model attention (Fig. 3b) , which expands on previous work on visualizing and normalizing attention [57, 72] . Due to the length of source documents, displaying the entire graph is not feasible or informative. Therefore, we use two design elements to observe the full graph in a de-cluttered view: aggregations and proxies. First, we allow the aggregation of words into meaningful word groups, e.g., sentences, that can be dissolved on demand (Fig. 7d ) if this level of detail is required. Aggregating words implicitly requires the aggregation of the attention which simplifies the graph. Secondly, we represent sentences by a vertical arrangement of boxes that are space-filling in height and which act as proxies for the full sentences. In that way, all sentences are always visible by their proxy, even when they are outside the display area. These proxies mirror selections and highlights of their related text boxes.
CSI: Summarization offers a range of user interactions. As a general principle, buttons trigger forward (left to right) actions (Fig. 3e ) because a forward inference can change the output summary itself. Unintended changes to the output could confuse the user. To let users explicitly request updates instead of automatically intervening is inspired by similar mixed-initiative writing assistants [5] , where researchers found that this type of interaction is seen as least intrusive. All backward inferences are automatically triggered after exiting the edit mode by hitting enter. Since backward interactions do not change the content of the summary, the automatic invocation does not lead to accidentally overwriting important information. Users can define which sentences or words to consider for generating the next sentences by selecting them (blue color). Clicking on the bar on the right of an aggregation group selects or deselects the entire group. The same action is triggered by clicking on the proxy element of the corresponding sentence (Fig. 3d) .
The interface additionally provides three selection templates (Fig. 3h) for convenience: select all sentences, select no sentence, or select only those sentences that match the selection from the backward step (match red and blue). For the forward pass, the selection can be used to either initialize a new summary with a user-selected number of sentences (init with) or to add a sentence to the existing summary (add sentence) ( Fig. 3e ). On the output side, sentences can be deleted or edited by clicking the edit and delete buttons at the end of each sentence.
Design Iterations
During the creation of the prototype, we explored multiple designs for model hooks, visualizations, interactions, and their integration. Overall, we found that CSI systems are more difficult to design because of the, sometimes competing, interactions between all these elements. We want to highlight one example for each of the elements.
On the model side, our initial backward inference had good accuracy but did not reveal useful information within the interface. Only after re-allocating efforts to train a different model with a much higher performance did the backward model match the human intuition. Since model hooks complicate the design of the machine learning models, it also complicates their training process. Issues, such as the one described above, are only uncovered with the visual interface.
On the visualization side, we explored multiple different designs for the input selections presented in the interface. The selections we currently show are (1) the selection that was used for the most recent forward step, (2) the selection that was returned from the most recent backward step, and (3) the sentences that the user is selecting for the next forward pass. In our first iteration, we aimed to show all of them in separate views (Fig. 7a) , and additionally have a view that highlights their intersection (Fig. 7b,c) . Internal tests revealed that only the combined view was useful to users to avoid having to switch forth and back. We, therefore, replaced the different views by the current more natural and coherent use of red and blue highlights within the same view. In conclusion, this design iteration provides a good example of the prevalent visualization challenge how to encode necessary information for the targeted user group. For CSI interfaces, the task is severe because of the major difference in abstraction between model internals and end-users intuitive understanding.
On the interaction side, we found that requesting the model to generate words without a constraint on the minimum or the maximum number of sentences often led to output that was unreasonable to users. The model architects on our team pointed out that the training data for summarization models rarely contains examples where the summary is longer than three sentences. Forcing a model to generate longer summaries than it was trained to generate led to the degradation in output quality. We also found that users had more control over the content of a summary if they iteratively built up a summary from a short initial suggestion instead of suggesting a lengthy summary and letting the user change it afterward. Our current modes combine these findings by designing the interaction after discussions with our model architects and visualization experts. The first interaction initially generates a small maximum number of sentences. This both leads to better model output but also lets users explore the output space more effectively. Similarly, adding one new sentence at a time by incorporating previous sentences as prefix context and allowing users to select the content enables users to quickly generate and review new content.
TOWARDS A CO-DESIGN PROCESS FOR CSI SYSTEMS
During the implementation of the CSI:Summarization prototype we developed an understanding of how an integrated design process for CSI systems could look like and also experienced its limitations. We discuss our insights as learned lessons. It is essential to evaluate if a CSI approach is beneficial for the given task, e.g., a face recognition model used to unlock a cell phone does not benefit from the CSI approach as no shared output is produced.
Since CSI methods are decision-shaping, they require human oversight and interventions and are thus not suited for processing massive data. Moreover, since CSI interfaces are targeted at end-users, the visualization can be domain-specific but should abstract model-internals in an intuitive way. Finally, no side should dominate over the other to allow model-human collaboration, which should be reflected in the visualization and interaction design -e.g., allowing equal easy access to triggers for human input and model suggestions.
Co-design requires continuous evaluation. In the development of the summarization system, there was a constant negotiation between visualization requirements and model capabilities. This process led to iteration on the question: "does this visual encoding help the end-user collaborating with the model?" and "which additional model behavior do we need to help to encode relevant information?". Fig. 8 illustrates how this continuous co-design play forms a bilateral relationship between model design and visualization design. CSI systems, like most visual analytics systems, can help to reveal model problems immediately. If, for example, a specific model hook is performing so poorly that it cannot facilitate the user's mental model, it will be immediately revealed. On the other hand, requirements for a visualization might over-constrain a model such, that it breaks. E.g., creating a system for poem writing which should suggest lines of text that rhyme, even for human entered text, might over-constrain the model. CSI systems are about to find the middle ground between what would be ideal for a user interface vs. what would be possible with the underlying ML model.
CSI may be a worthwhile investment. Since CSI is centered around a single abstraction that should reflect the mental model that an end-user has of a problem, we pose that machine learning needs to learn about interactions. There is currently a limited understanding of the space of easily trainable hooks and interaction strategies. Since machine learning techniques do not natively consider bidirectional interactions with end-users, the visualization, interaction design, and machine learning experts need to teach each other about desired interactions and the limits of deep models. Deep learning models with hooks thus lead to an increased development complexity for both machine learning and visualization experts. However, during the development of the summarization use case, we also experienced that CSI has a learning curve. While CSI systems are individualized to a problem and thus one-of-a-kind systems, most of the techniques are transferable and the team can apply the insights gained from one CSI project to the next one. Moreover, the long-term benefits of the increased control over models can justify the additional development complexity, especially considering that many applications in industry are used for many years. As shown in our summarization example, the CSI methods can even lead to more structure and subsequent improvements in outcomes.
CONCLUSIONS AND FUTURE WORK
In this paper, we introduced a framework for collaborative semantic inference, which describes a design process for collaborative interactions between deep learning models and end-users. Interfaces designed within this framework tightly couple the visual interface with model reasoning. We applied CSI to develop a collaborative system for document summarization that demonstrates that CSI systems can achieve powerful interactions within an interface powered by a neural model.
While previous studies have shown that explainability methods can mediate in an agency-efficiency trade-off [53, 88] , none of them demonstrate a way for users to retain agency while gaining the efficiency benefits of models interaction. We believe this is due to the difficulty of engaging the user in the prediction process of a black-box model. We address this problem by designing semantic interactions as part of the model itself. While CSI does not solve problems with biased data and models or the lack of interpretability of models, it aims to expose important model decisions and facilitate collaboration between an enduser and the model to take these decisions. Further developments in interpretability research could be used in conjunction with CSI for a better overall model understanding.
The CSI framework significantly expands the interaction design space over conventional interaction strategies for many deep learning models. CSI-style approaches have the potential for application especially in scientific or safety-critical applications where explainable AI may become mandatory. Moreover, since CSI treats the model as a team member, another area of particular interest are creative applications, where models can assist users in creating stories [26] , chord progressions [37] , or even recipes [43] . Future work might also investigate how similar principles could support cases where more than a single end-user and a single model aim to collaborate.
Finally, it is crucial to develop ways to systematically evaluate collaborative interfaces and to investigate the implications of designing algorithmic interactions with humans [82, 83] . While an interpretabilityfirst approach could assist in highlighting fairness and bias issues in data or models [34, 38] , it could also introduce unwanted biases by guiding the user towards what the model has learned [4] . It is thus insufficient to limit the evaluation of a system to measures of efficiency and accuracy. Future work needs to address these shortcomings by developing nuanced evaluation strategies that can detect undesired biases and their effect on end-users.
We provide a demo, the code, and the required models for CSI:Summarization at www.c-s-i.ai.
A DETAILS ON THE SUMMARIZATION MODEL HOOKS
Summarization models use source words x 1 ,...,x n as input with the goal to generate a summary y 1 ,...,y m with m n.The most commonly used neural approach to document summarization is the sequence-tosequence model [6] , which encodes a source document and then generates one word at a time. Sequence-to-sequence models incorporate an attention distribution p(a j |x, y 1: j−1 ) for each decoding (generation) step j over all the source words in x, which is calculated as part of the neural network. The attention can also be interpreted as the current focus of the model. Since summaries often reuse words from the source document, current neural architectures incorporate a mechanism called copy-attention. This mechanism introduces a binary switch that enables the model to either generate a new word or copy a word from the source document during the generation [68] . Similar to the standard attention, the copy-attention computes a distribution over all source tokens for each decoding step. The copy-attention (shown in Fig. 3e ), is directly interpretable since a high value means that the model is actually copying a specific word from the input.
While this approach yields a high performance on automatic metrics, the end-to-end approach with decisions per generated word is disconnected from human summarization approaches. There have been multiple studies that show that humans typically follow a two-step approach in which they first decide what content within a document is important, and then try to paraphrase it [40] . Following the goals of the CSI framework, we aimed to design a hook that reflects this two-step approach so that we can expose the planning stage and model decision what content is important to the end-user. Importantly, the end-user, in this case, may only have minimal or no knowledge of the underlying machine learning model, which means that every action by the end-user should be intuitive and directly connected to the hook.
To enforce the human-like process within the model, we developed a CSI add-on for the high-performing model. We introduce binary tags for each of the source words, t 1 ,...,t n . The model is allowed to copy the i-th word only if t i is 1 2 . The prediction network that generates the summary p(y j |x, y 1: j−1 ,t) is thus prevented from copying the blanked out content. The additional hook network, which predicts the tag probabilities p(t|x), decides what content is important, which leads to significant improvements in fully automatic summarization. Since the model explicitly reasons over content-importance through the hook network, we can achieve semantic interactions by letting users define a prior on p(t|x). When user deselects a sentence from the input, we set the prior p(t) for all its words to 0, which means that the hook network can no longer identify the words as important which means that it is prevented from copying deselected words.
The last step towards the fully integrated CSI:Summarization is the backward inference, i.e. the identification of what content a summary actually used, or p(t|x, y). The result of this is shown with red highlights in the interface in Fig. 6 . The backwards model is a separate model we specifically developed for the interface. It uses a contextualized representation of words in both input and summary that represents them as vectors of size d hid [21] . Given the representation for a word x i , the model computes an attention over y, such that each summary word y k is assigned an attention weight a k . We use these weights to derive a context for the word x i which we denote c i , by computing
To arrive at a probability that x i was used in the output, we compute
where b 1,2 are trainable bias terms and W 1 ∈ R d hid ×2d hid and W 2 ∈ R 1×d hid trainable parameters. Since this model is independent of the forward model, it can analyze arbitrary summaries, even those that are user-written, as we show throughout our use case.
