In this paper, adaptit-e neural design is presented for a class of parametric-strict-feedhack nonlinear systems with unknown time delays. The proposed design method does not require the a priori knowledge of the signs of the unknown virtual control coefficients. The unknown time delay-s are compensated for using a p propriate Lyapunov-Krasovskii functionals in the design. It is proved that the proposed backstepping design method is able to guarantee semi-global uniformly ultimately boundedness of all the signals in the closedloop.
Introduction
Recent years have witnessed great progress in adaptive control of nonlinear systems due to great demands from industrial applications. In order to obtain global stability, some restrictions have to be made to nonlineaxities such as matching conditions, extended matching conditions, or growth conditions [l] . To overcome these restrictions, a recursive design procedure called a d a p tive backstepping design was developed in [2]. Robust adaptive backstepping control has been studied for certain class of nonlinear systems [3] [4] [5] (to name just a few).
In the above cited works such as [3] (41, the virtual control coefficients are assumed to be 1, while the a d a p tive backstepping technique has been extended in [SI to parametric strict-feedhack systems with unknown virtual control coefficients. In [6] , the coefficients are assumed to be unknown constant but with known signs (either positive or negative). With the aid of neural networks parameterization, adaptive control schemes have been further extended to certain classes of strictfeedback in which virtual control coefficients are unknown functions of states with known signs (7, a], and pure-feedback systems [9] . When there is no a priori knowledge about the signs of virtual control coefficients, the adaptive control of s'uch systems becomes much more difficult. The first solution was given in [lo] for a class of first-order linear systems, where the Yussbaum-type gain was originally proposed. This nonlinear timedelay systems with a so-called "triangular structure". However, the uncertainty from unknown parameters or unknown nonlinear functions were not discussed, especially when the the virtual control coefficients are unknown nonlinear functions. For system z = f (2) + g(z)u, the unknown virtual control function g(z) causes great design difficulty in adaptire control. Based on feedback linearization, certainty equiv- 
where the input vector Z E R C R9, weight vector W = [WI, w2,. . , , wjIT E R', the NN node number 1 > 1; and
withs,(Z) beingchosenas the commonly used Gaussian functions, which have the form
is the center of the recep tive field and qi is the width of the Gaussian function. It has been proven that network (3) can approximate any continuous function over a compact set Rz C R9
to arbitrary any accuracy as
where W* is ideal constant weights, and E is the approximation error.
The ideal weight vector W ' is an "artificial" quantity required for analytical purposes. W' is defined as the d u e of TV that minimizes le/ for all 2 E Rz c Rp, i.e., . .
Adaptive Backstepping Control Design
The backstepping design procedure contains n steps. At step i, an intermediate control function a, shall be developed using an appropriate Lyapunov function Vi.
Step I : Let us firstly consider the equation in (1) when i = 1, i.e.,
Define new states LI = 21, and z2 as the difference between the the actual z2 and its desired value 01 as z2 = x2 -a l , then 21 ( t ) = 91 (ZI (t))(zz(t)+ai (t))+fi(zi (t))+hi (21 (t-70 The time derivative of (7) is with ZI = [z1,yd,ydlT E R,, c R3.
It is apparent that controller singularity may occur. Therefore, care'must be taken to guarantee the boundedness of the controller. For ease of discussion, let us define sets Qcz, and flp, as follows := { 21 E R I IZII < G, } C fl,, (9) (10) cl:> := R,, -ne:, where c2, is a constant that can he chosen arbitrarily small and "-" in (10) is used to denote the complement of set B in set A as follows
A -B : = { z I z E A and z @ B }
The unknown function Ql(Zl) is to be approximated by neural network, i.e.,
QI(ZI) = W T S ( Z i ) + e , ,
where E%, is the approximation error.
Since the sign of g1(z1(t)) is unknown, the sign of 
~~(zI(~))~I(zI ( t ) )

+il -~-~: T S ( Z~)~~
+ e,,zl + W;r;l&l(t)
+8: (21 ) g : ( Z l ) Z :
In order to prevent the NN weights drift, the following adaptive law by incorporating a u-modification as
where UI is a small constant. Using the inequality -T *. Xoting (6) Lemma 1, the boundedness of z l ( t ) can be guaranteed.
The eflect of J,' p:g:Z,2e-""('-')dr will be dealt with at the following steps.
Step i (2 5 i 5 n -1): Similar procedures are taken for each steps when i = 2 , . . . , n -1 as in Step 1.
The time derivative of zi(t) is given by
The scalar function is chosen as Yoting .4ssumption 3, the time derivative of V,< is
Ui(Zi(t)) = -zf(t)e?(z;[t)) (17) where
Similarly, the following control function is constructed by means of neural networks (18) 
with the Y 4 rveights updating law (19) where U , is a small constant. Consider the following Lyapunov function candidate Step n. This is t,he final step, since the actual control U appears in the derivative of z, as given in
The scalar function is chosen as Step n -1 is readily obtained. respectively. Thus, the system output satisfies
where is the size of a small residual set which depends on the NZ1 approximation error controller parameters eiO, u i , r i and system physical constants gio. For / z i / < cZi, since zi is already bounded by cz.
and ai = 0, i = 1,. . . , n -1, the semi-global uniformly ultimately boundedness of y(t) and all the other signals in closed-loop system directly follows. Thus, by appropriately choosing the design constants, we can achieve the regulation of the output y(t) to any prescribed accuracy while keeping the boundedness of all the signals and states of the closed-loop system. 0 R e m a r k 4 Since the function approzimation property (4) of neuml networks is only guamnteed within a compact set, the stability result proposed is se;;-global, i.e., for any compact set there ezists a controller with sufficient large number of NN nodes such that all the signals of the closed-loop system are bounded if the initial states are in this compact set. It should be pointed out that the sizes of the compact sets R,: are not available because they depend on the unknown pammeters W y .
Conclusion
An adaptive neural-based control has been addressed for a class of parametric-strict-feedback nonlinear systems with unknown time delays. The proposed design method does not required the o priori knowledge of the signs of the unknown virtual control coefficients. The unknown time delays have been compensated for by using appropriate LyapunovKrasovskii functionals. The proposed systematic hackstepping design method bas been proved to be able to guarantee semi-global uniformly ultimately boundedness of all the signals.
