In many classification problems, it is desirable to have estimates of conditional class probabilities rather than just "hard" class predictions. Many algorithms specifically designed for this purpose exist; here, we present a way in which hard classification algorithms may be applied to this problem without modification. The main idea is that by stochastically changing the class labels in the training data in a simple way, a classification algorithm may be used for estimating any contour of the conditional class probability function. The method has been tested on a toy problem and a problem with real-world data; both experiments yielded encouraging results.
Introduction
Classification is one of the most studied problems in machine learning research. In the simplest case, the task is to use training data to infer a classifier function :
where X is the instance or input space from which data points are taken. The usual measure of the quality of a classifier is the proportion of correct classifications it yields when given data not present in the training set. In the following, a classifier that outputs this kind of binary-valued predictions will be called a hard classifier.
Hard classifiers are clearly most useful when there is reason to believe that there is a deterministic relationship between each data point's position in input space and its class. In many problems this is not the case; this may be because all relevant information is not encoded in the input representation, or it may be due to real randomness in the problem domain. In such cases, it is desirable to have an indication of the certainty that a data point belongs to a given class. Learning machines that estimate actual probabilities of class membership of input data are particularly useful in this respect, for instance in problems where the costs of misclassification of positive and negative examples are different.. Soft two-class classification algorithms of this kind are essentially regression algorithms where a Bernoulli probability model is assumed.
Many methods have been devised for the estimation of conditional class probability functions, ranging from classical logistic regression, via neural networks and Bayesian methods (e.g. [1] ), to recent advances in the field of kernel methods and support vector machines (SVMs) (e.g. [2, 3, 4, 5] ). In the latter area, we shall return to the work of Platt [2] , who proposed fitting a logistic function to the unthresholded output of an SVM classifier, and of Wahba [3, 4] , who modified the cost function of a kernel method to obtain probabilistic outputs.
These previous approaches have in common that they require implementation (or modification) of methods specifically for conditional class probability estimation. In this paper, we present a novel approach where hard classifiers are used for addressing this task. In our method, only the training data need to be modified -in a simple way -while existing (hard) classification software can be used as-is.
Our approach is motivated and presented in Section 2 and subjected to experimental evaluation in Section 3. Section 4 discusses some theoretical and practical issues relating to this method, while Section 5 concludes the paper.
Problem and Algorithm Formulation
In this section, we formulate the problem of estimating conditional class probabilities, and relate it to the pure classification problem. This serves as a motivation for our algorithm, which is subsequently described. The presentation is kept at a somewhat informal level; a more thorough examination of the simplifications and assumptions made is given in Section 4.
Conditional Class Probabilities and Hard Classifiers
In the problem we study here, we assume that each data point x is drawn from an input space X according to the probability distribution ( ) p x and assigned to class 1 y = with probability ( 1 ) p y = x and to class 0 y = otherwise. The task is to estimate the true conditional class probability ( 1 ) p y = x as a function of x, based on training data 1 {( , )} .
What is the relation between hard classification and this task? The goal in hard classification, assuming equal misclassification costs, is usually to obtain a function : {0,1 } c X → that minimizes the expected classification error on unseen data. For a given data point x, the expected error is minimized if the equivalence
x holds. Thus, the classification boundary of a hard classifier can be seen as an estimate of the surface in input space where 1 2 ( 1 ) . p y = = x
Motivation for Our Algorithm
The main idea of our algorithm is motivated by the simple relationship described above. There, the boundary for other values of q as well, we are able to estimate ( 1 ) p y = x for a new example x, by checking its place in the instance space in relation to the probability contours for the various values of q. The idea of our algorithm is to "shift" these contours by modifying the training data, so that the surface at which ( 1 )
in the original data corresponds to the surface
for the new data set. A hard classifier estimating the boundary
can then be trained on this data set, and thus give an estimate of the
in the original data set.
Specifically, consider the (unknown) surface in input space where ( 1 ) p y = x has a given constant value 1 
. q <
Loosely stated, we may then expect that in our training set, a larger proportion than q of the data points on one side of this surface belong to class 1, while this is true of less than a proportion q of the points on the other side. p = 0.25 p = 0.5 p = 0.75 p = 0.25 p = 0.5 p = 0.75 a b quantity clearly grows monotonously with r, and is equal to 1 2 if and only if . r q = Thus, the decision boundary of a hard classifier trained on this modified data set may serve as an estimate of the ( 1 ) p y q = = x contour surface in input space. Figure 1 illustrates this relationship in the case when
where the class labels are set to 0 with a suitable probability, may of course be performed.
In this way, we may estimate any contour surface 0
and by building a collection of estimates of this kind we are able to approximate ( 1 ) p y = x by a discrete function having the resolution we require. The following section describes this method in more detail, along with practical solutions to some problems that arise.
Description of the Algorithm
the first steps in using hard classifiers to form an estimate of the conditional class probability function ( 1 ) p y = x are as follows:
1. Choose the coarseness of the estimating function. For simplicity, we divide the interval (0,1) into K equally-sized parts at the points { } 1 1 ,
For each k from 1 to 1, K − estimate the contour surface ( 1 ) :
Train a hard classifier k c on the data set ( ) . k D Seen in isolation, the interpretation of a single classifier k c classifying a data point x as positive is that ( 1 ) p y = x is estimated to be larger than . k q A seemingly obvious way of obtaining a full estimate for ( 1 ) p y = x is therefore to find k such that
as our estimate. Unfortunately, due to the stochasticity of the algorithm, it may (and does) happen that a classifier k c classifies a point as negative, while another classifier k k c ′> does not. To address this problem, we use a simple remedy that reduces to the procedure above when the outputs of the classifiers are indeed consistent with each other. The final step in the estimation of the conditional class probability function is then:
This function clearly ranges from 1 2K to 1 2 1 K − in increments of 1 , K and constitutes the output of our algorithm.
Related Work
The idea of using modified data sets in training is not in itself new. In the field of ensemble methods, machine-learning algorithms are run repeatedly on different data sets resampled from the original one, and the votes of the resulting classifiers are used as a basis for classification. The proportions of votes could also of course be regarded as estimates of class probabilities, but this probabilistic interpretation is not necessarily well-founded. These methods differ from our approach in that only the selection of chosen data points varies; the class labels themselves are not changed. To our knowledge, the only other algorithm that changes class labels of the training examples is MetaCost [6] , which operates in a slightly different context, that of costsensitive classification. In MetaCost, an ensemble of classifiers is trained using resampled versions of the training set. The training examples are then relabelled with their optimal classifications, given the chosen misclassification costs and votes from the single classifiers. Any classification algorithm can then be trained on this modified set to provide cost-sensitive classification. Thus, another similarity between MetaCost and the algorithm presented here is that both are able to use any hard classification method as a "black box". We shall return to the link between class probability estimation and cost-sensitive classification in connection with the experiments described in Section 3.2.
Experiments
In this section, we present results from testing our algorithm on two problems. First, we apply it to a simple illustrative toy problem; the second test employs a data set from the UCI machine learning repository and compares the results achieved with results reported in previous research.
Toy Problem Experiment
As an illustration of our approach, we defined a problem with input space ( ) ( ) A contour plot of this function is shown in Figure 2a . A training set D of 250 L = data points x were drawn with uniform probability over X and labelled with y values in {0,1} according to the probability function ( 1 ) p y = x -see Figure 2b .
As a basis for comparison, we first estimated ( 1 ) p y = x by forming a distanceweighted average function using a simple radial basis function (RBF) algorithm, with a Gaussian kernel function ( )
around each data point ( , ) .
This yields the estimate
Based on some initial experiments, we set 0.15; σ = Figure 2c shows the resulting contour plot of ˆ( 1 ).
RBF p y= x
Next, we estimated the conditional class probability function using only hard classifiers in combination with the algorithm we have described. We used the classification algorithm that results from thresholding ˆ( 1 ) RBF p y= x at 1 2 . When run on the original data set D, the result is clearly a hard classifier with a decision boundary following the 0.5 contour in Figure 2c .
We partitioned the interval (0,1) into 50 K = parts, so that / 50 k q k = for 0,1,...,50, k = and ran the algorithm as described in Section 2.3. That is, for each , 1, 2,..., 49, k q k = we created a modified data set, trained a hard classifier on this modified set, and used Equation (1) as an estimate ˆ( 1 ) HC p y = x of the conditional class probabilities. Figure 2d shows a contour plot of the results.
A comparison to Figure 2c shows that our algorithm yields similar results, apart from being less smooth -this latter property is not surprising, given the algorithm's discrete and stochastic nature. A more quantitative assessment of the performance of the two algorithms can be gained from estimating the expected negative loglikelihood, according to the probability estimate, of a new data point drawn from ( ) p x and ( 1 ). p y = x This quantity was estimated using a uniform grid of 51 51 × points over the input space in the following way: The results for ˆR BF p and ˆ, HC p as well as for the true function p, are given in Table 1 ; this confirms that the two algorithms have similar performance.
Experiment on the UCI Adult Benchmark
As a more challenging test for the algorithm, we used the Adult data set from the UCI machine learning repository [7] . Each data point x here consists of fourteen values (six numeric and eight categorical) taken from a census form for a household; the class label indicates whether the household's yearly income was greater or smaller than USD 50,000. This data set, comprising 32,561 training examples and 16,281 test examples, was used in order to enable direct comparison to the work of Platt [2] , in which he presents a method where the outputs of a support vector machine (SVM) are mapped to probabilities by fitting a logistic function. Platt's paper compares the negative log-likelihoods of the test data (held out during training) given the conditional class probability estimates resulting from this approach and from a regularized-likelihood (RL) kernel method [3, 4] . We evaluate our algorithm by comparing its performance to these reported results, using the same hold-out set and criterion.
For classification, we downloaded the decision tree classification program CRUISE version 1.09 [8] over the Internet. The algorithm used in CRUISE is described in [9] . The motivations for choosing this software package were that it was a) readily available in executable form for the Windows NT platform, and b) free. The point of requiring an executable classification program was that the experiments would, if successful, support our claim that software for hard classification may be used for conditional class probability estimation without modification.
Again, we set 50, K = and for each k made a modified version of the training data set as described above. CRUISE was then run on each of these sets, where, for simplicity, the default values were used for all parameters except one. The exception was the number of cross-validation folds that CRUISE uses for pruning after building the full decision tree; this parameter was set to 2 rather than the default of 10 in order to reduce running time.
The performance was evaluated by calculating the negative log-likelihood for the hold-out test data set T according to the resulting estimate of the probability function: Table 2 shows the results, averaged over five runs, alongside those reported in [2] , and also gives the equivalent, but more intuitive, geometric mean of the predicted likelihoods of the test examples: In this experiment, our algorithm shows slightly poorer performance than the other two methods. However, those methods were specifically designed for this kind of problem, and also employed some preprocessing of the input data representation [2] . We simply applied a ready-made hard classification algorithm -with no data preprocessing and hardly any parameter tuning 1 -to stochastically modified data sets.
Seen in this light, we consider our results to be remarkably close to those previously obtained.
We have mentioned cost-sensitive classification as one context where estimates of class probabilities are useful. This relationship can also be seen the other way -a set of cost-sensitive classifiers can be used for estimating class probabilities. To see this, consider the case when the cost of classifying a negative example as positive is 1, while the cost of misclassifying positive examples is k. Classifying an example as positive then means that the expected cost of this choice is less than the expected cost of a negative classification, that is, (
Thus, the contour for the probability level ( 1 ) p y q = = x can be estimated by running a cost-sensitive classifier (again as a black box), setting the cost of misclassifying positive examples to (1 ) .
Since our chosen hard classifier supports cost-sensitive classification, we also compared our algorithm with the results achieved when estimating the same 49 probability levels by this method, using the same way of estimating the final probability estimates. The result for the cost-sensitive estimation was ( ) 5716, LL p − = which is clearly inferior to the results achieved by our algorithm.
Discussion
In the informal exposition in Section 2, we considered the decision boundary of a hard classifier as an estimate of the contour in input space where
In fact, this view is the basis of the motivation for our algorithm. However, although it is clearly always optimal that a given single data point x is classified as positive if and only if
the assumption that a classifier will show this behaviour over the whole input space does not necessarily hold, even given unlimited training data. The reason for this lies in the inductive bias of any practical classification algorithma given algorithm is not able to output an arbitrary classification function : {0,1 }, c X → but has a limited hypothesis space from which to choose its classifier. This means that the globally best classifier in this hypothesis space, according to classification accuracy, may not classify according to p everywhere. Platt [2] shows, for example, that the decision boundary of a support vector machine trained on the UCI data set used here does not estimate the 1 2 p = contour well.
This means that although we do not need to do any modification to a classification algorithm in order to apply it the way we have described, it is important that we know something about the relationship between its classification properties and class probabilities. This point of view sheds some light on the good results obtained here using the CRUISE software -like most other classification algorithms based on decision trees, CRUISE assigns to each of its leaf nodes the class to which the majority of the node's examples belongs. When we consider that the set of tests leading to a given leaf node in effect describes a region in input space, it becomes clear that this way of assigning class labels makes the resulting decision boundary approximate the 1 2 p = contour.
A natural objection to our approach is that it may seem unappealing to introduce more noise into an already noisy data set by modifying the training examples. Our answer to this is that the notion of "noise" is really not the correct one in this probabilistic setting. Unlike in many regression problems, where the observations of the function to be learnt consist of the true values with an added noise component, the data in our setting are simply the natural realisations of an underlying Bernoulli probability function. Thus, flipping the labels in a consistent way should be seen as merely shifting the probability levels of the function, rather than introducing more noise. These considerations also give a hint about which problems the algorithm is likely to solve well. Being based on shifting the probability levels in the instance space, it thus implicitly assumes that such a probability-based model is natural for the problem at hand. Consequently, the method should perform best if the problem is indeed truly probabilistic in nature.
The value of our algorithm lies in the fact that it makes classification algorithms applicable to a new class of problems. This approach may thus be useful if a classification algorithm suited to the problem at hand is readily available, but a conditional probability estimation algorithm is not. If the hypothesis representation of the chosen classification algorithm is easily understandable to humans -as is the case for decision trees, for example -this method also has another advantage, namely that it yields descriptions of the regions of input space where the probability of the positive class is greater than a given level.
The main practical disadvantage of our method is that it is somewhat expensive in terms of runtime -for each probability level, a new data set must be created and the classification algorithm run on this set. On the other hand, the user is free to choose an appropriate trade-off between runtime efficiency and the resolution of the estimating function, by selecting the number of probability levels to estimate. Another disadvantage is that it does not naturally generalize to multi-class problems. Of course, the process can be repeated for each class, but it is then unlikely that the estimated probabilities for the classes sum to one. In the special case where the classes have a natural order, however, the process can be run repeatedly by considering the upper n classes as positive examples, with n ranging from 1 to the number of classes minus one, each run yielding a probability function estimate p n . The probability levels for class m can then be estimated by considering the difference between the probability functions p m and p m-1 [10] . Even in this case, though, consistent estimates are not guaranteed, due to the stochasticity of the algorithmp m -p m-1 may erroneously be negative in parts of the instance space.
Conclusion
We have described a method for obtaining probabilistic estimates of class membership in classification problems, using only hard classifiers. The algorithm works by generating a succession of data sets from the original one. In each of these sets, a proportion of the examples have their class labels flipped in a way that allows the decision boundary of a hard classifier, trained on the modified data, to be interpreted as an estimate of a given probability contour. By collecting the resulting set of hard classifiers, we may form an estimate of the true conditional class probability function. The algorithm has been tested on a toy problem and a problem from the UCI data set repository, with encouraging results.
