The terrestrial measurements using Electronic Distance Measurement (EDM) have been widely done for different applications such as deformation monitoring and establishing geodetic networks. The calibration of the EDMs reflects the quality of the estimated parameters. In geodesy, least squares principle is mainly used for estimating parameters. The least square estimation is adversely affected by the systematic and non-systematic errors resulting in bias for the estimated parameters. In this study, to compare efficacy of different robust methods, the Monte Carlo simulation is applied to the EDM calibration as well as real experiments. The parameters without errors are obtained as a result of the used methodology. The methods given in this study are basically based on iteratively reweighted least squares and can be used for both parameter estimation and outlier diagnostics. This is of particular importance for calibrations of electromagnetic distance measurements using the Monte Carlo simulation and the measured test baselines. The results showed that one of the advantages of the used methodology is the improvement of the reliability of the estimated calibration parameters.
INTRODUCTION
Spatial distances are surveyed using different measurement techniques such as electronic, optical and direct methods. Electronic Distance Measurement (EDM) is often used to determine distances by the developed electronic equipment phase difference, pulse, Doppler methods and interferometry [1] . Currently, EDMs basically employed the phase different detection using infrared or light waves that are classified as electro-optic instruments. Microwave instruments are based on radio waves.
The errors disturbing an EDM instrument are internal errors, i.e. zero error, scale error, cyclic error, phase measurement error, and external errors are commonly due to atmospheric refraction [2] . The EDM calibration baselines have to be scaled to determine the scale error, which is formed by changing frequency of proportional part of the scale in time in the electromagnetic distance measurements. On the other hand, true values of certain distances obtained by dividing the whole control baseline and the distances, which are formed as combinations of these distances, have to be known. Calibration of electromagnetic distance measurements and design of EDM calibration baselines were studied by many scientists [1] [2] [3] [4] [5] .
There are some works for modelling instrumental biases [2, 6, 7, 8] . These studies focused on estimating the calibration parameters of Electronic Distance Meter (EDM) by Least Square Estimation (LSE).
Noise level can be handled by fitting a model to data since the real data are contaminated by different reasons. The LSE approach that is a common form of regression analysis can efficiently be applied to normally distributed random errors in EDM calibration [2, 7] . Since LSE approach is extremely sensitive to outliers, several robust methods developed in recent decades were successfully applied to data which includes outliers [9] [10] [11] [12] . The robust methods were applied to determine calibration parameters of EDM using just a number of dataset first time [13] . However, it could not provide the efficacy of the robust estimators or LSE in identifying calibration parameters.
In this study, commonly used EDM calibration process is modified using robust estimators in order to estimate calibration parameters and to localize biases. Here, to enable the comparison among the different robust estimators and LSE in various situations, measures of performance are used. One such global performance measure for the robust estimators is to use the Monte Carlo simulation as well as the real experiments. Moreover, it is investigated to determine which of these techniques is best suited for surveying applications.
ERROR SOURCES FOR EDM
The error sources are classified as internal and external errors. The internal errors for EDMs can be regarded as zero error, scale error, cyclic error and so on. These can occur due to some deficiencies on instruments and reflectors. On the other hand, the external errors are caused by atmospheric refraction.
Zero (additive) error that occurs observing the distance between two marks by EDM is a constant systematic error [13] . This error can be caused by the internal electronic or optical deficiencies of the instruments or improperly centering of the instrument and reflector [2, 14] .
Scale error is an increasable systematic error. In the generation stage of the modulated signal, there can be deficiencies in electronic oscillator unit because of ageing or temperature changes resulting in scale factor for EDM. It means that discrepancies between design frequency and modulated frequency result in change of wavelength for the instrument. Atmospheric changes, such as atmospheric pressure and temperature, affect the velocity of the electromagnetic signal [13] .
The equation for the wave:
where v is the velocity, f is the frequency, λ is the wavelength. The frequency of the wave is constant. It can be represented by the scale error as parts per million (ppm).
Cyclic error is caused by the non-linearity in amplitude modulation of the phase and carrier wave measurement. This cyclic error changes across the modulated wavelength. This error is normally small for an EDM instrument in good adjustment. But, its presence must be checked as an indication of the adjustment of the EDM instrument. Cyclic error is usually a periodic, sinusoidal, in nature with a wavelength equal to the unit length of the EDM. Cyclic error can be regarded as systematic error. The unit length is the scale on which the EDM measures the distance. Unit length is as great as one half of the modulation wavelength [13, 15] .
Other errors can be regarded as pointing errors that take place of misalignment of the telescope to the target. This is resulting in weak signal strength and makes it difficult to take observation. Telescope of EDM should be directed to target until maximum signal is gained.
Even though there are many error sources to be addressed, the evaluation of the zero and the scale errors is the aim of the calibration process [2] . The zero and scale errors can simultaneously be estimated using the baselines with different distances between the different points.
OUTLIER CONCEPT
Outlier analysis is a very important concept in all kinds of scientific studies [16] . There are several techniques to get rid of the outliers in the data set. If the number of the sample increased, the observations are mentioned as normally distributed according to the central limit theorem. Deviations from the normal distribution can be analysed by using confidence interval. Confidence interval defines reliability of the estimated distribution. A confidence interval can be changed using confidence level that is expressed as a percentage. The end points of the confidence interval managed by confidence level can be mentioned as confidence limits. The measurements exceed the limit value regarding as outliers are discarded from the data set.
In statistics, one pays more attention to outliers that render the estimation of unknowns meaningless. For example, the least squares estimator has a breakdown point of 0 %, because the presence of only one outlier affects the LS estimator to produce arbitrary biased solutions. There are several robust estimators studied by the scientific community.
The robust M-estimation, a generalized form of maximum likelihood estimation (MLE), was presented by Huber [17] . Iteratively reweighted LS estimation can be used to solve non-linear normal equation system of the M-estimation [18] . The M-estimation of Huber, the Mestimation of Hampel, the M-estimation of Andrews, the Danish method, the L 1 -norm and the IGGIII scheme were used [9, 10, [19] [20] [21] [22] [23] . Even though the LMS method was assumed as the most robust method by [11] , it was shown in [24] that this method failed with a single influential outlier.
Outliers are assumed as coming from different set of observation group in [16] :
where F(x) is the distribution function of observation set, H(x) is the distribution function of outliers, F 0 (x) is the distribution function of good observations and ε is the breakdown degree. If F 0 (x) and H(x) are normal distributed functions as
Distribution function of observation set can be given as follows:
where μ is mean value of normal distribution and σ 2 is the variance of the distribution. As it can be seen from Eq. (2), outliers come from separate distribution [25] . Observations with N(μ, σ 2 ) that comes from the same distribution can be mentioned as good observations. Outliers are assumed in the interval of (−∞, μ−z 1−α/2 ) and (μ+z 1−α/2 , +∞) where α is the significance level, z 1−α/2 is the corresponding critical value.
The observations are taken into account as deterministic and stochastic components: 
where i l is the observation which includes the outliers and δl i is the outlier. Outliers can take values between the given intervals as −∞<δl i <−s d or s d <δl i <∞ where s d is the limit value that is chosen as 3σ.
Huber has been a pioneer [17] to robust statistics and many investigators such as [10, 20] contributed to improve this statistics. They aimed to estimate unknown parameters and standard deviations discarding the disturbing effects of the outliers in such quantities. The benefit of the robust estimation is to reduce or even eliminate the effects of outliers on the estimated parameters [26] .
Robust estimation is not sensitive to small deviations from model assumptions. It limits the effects of the outliers in the observations. The outliers do not affect all the residual that only magnifies related residual [27] . Robust M-estimation uses iterative re-weighting LS during the solution of the unknown. In this process, the a priori weight of the observations is converted to pseudoweight in the iteration step. If any observation includes outlier, pseudo-weight will get smaller even rapidly converging to zero. This feature provides recognition of the outliers in the observations. M-estimator which generalizes Maximum Likelihood estimator was introduced for location parameter of a distribution in [17] as follows:
where ρ(v i ) is the lost function. The derivation of ρ(v i ) with respect to v i gives influence function as
Derivation of M with respect to the unknowns assuming v i as the function of the unknowns,
with matrix notation 0 ) ( ) (
Eq. (9) is usually not linear unless residuals are normally distributed. If the residuals are normally distributed the solution is identical with LS [27] .
If Eq. (9) is multiplied and divided with ) (
is obtained. After transformation, the following equation is attained as:
This equation is similar to the LS normal equation. After this equation arranged,
A number of robust methods have been proposed, which include the M-, R-, and L-estimators, the L 1 -norm, the least median of squares (LMS) and the signconstrained robust least squares [9, 10, 11, 22, 24] . If the variance-covariance (VCV) matrix of the observations is given, the M-estimates have been extended to include correlated observations [28, 29] . Robust methods have also been applied to geodetic networks [26, [30] [31] [32] [33] [34] [35] [36] [37] [38] .
MATHEMATICAL MODEL FOR EDM
In the mathematical model for EDM calibration, the observed baselines and zero error will be estimated using the conventional least squares and robust methods. The basic equation for adjustment can be given as follows:
where z 0 is the zero error, l is the measured distance and l c is the corrected distance. Zero error can be defined by using observed baselines. The general linear or linearized observational parametric model can be given as:
where A is the design matrix; x is the vector of unknown parameters; l is the vector of observations; and v is the vector of residuals. The least squares solution x of Eq.
(15) is as follows [39] :
where P is the weight matrix; x C covariance matrix of parameters; N is the normal equation matrix and 2 0 σ is the a priori variance factor. The adjustment model can be given as: Calibration techniques assume that there is no pillar movement between the time when the baseline is certified and when the user calibrates the EDM. Baseline stability is closely monitored to ensure that calibrations can be performed to the required precision.
EXPERIMENTAL RESULTS, ANALYSIS AND DISCUSSION
Tests were performed to evaluate the efficiency of the robust methods in comparison with a conventional LSE. However, prior to the testing, the MATLABR2016a v.9.0 script was enhanced to compute the parameters to be estimated [40] . Before beginning the experiments, a check was done to grasp how to run the system. This was done to confirm that measuring baselines were in common between the conventional LSE method and the robust method. In the conventional method, parameter estimation is performed using the LSE method. For the robust methods, on the other hand, the iteratively reweighted least squares approach is replaced by LSE in the parameter estimation. All the parameters, i.e. adjusted sub-baselines and the zero error, could be obtained after the measuring procedure through the user interface in the MATLAB script. Therefore, the result is ready almost immediately after all the points are measured. The efficiency of the robust methods for parameter estimation has been tested on different baselines for special cases. The results of baseline solutions are the outcome of a simulation study and real data measured in Terzioglu Campus, Canakkale.
Simulation
EDM can be calibrated by measuring a combination of distances on a baseline. An important feature of baseline design is to enable the determination of all instrument errors to an appropriate level of precision. One objective of the design is to ensure that the additive constant and scale error are determined independent of any cyclic error contributions. However it is not possible to solve for a scale error unless the inter-pillar distances for the baseline are known. So, in the first example, the basic baseline between A and E points, totally 400 meters, has been divided into four equal parts. It is considered that the length of each part is 100 meters. These baselines are given in Fig. 1 . To investigate the quality of calibration of the instruments and estimated baselines by the various methods, some special samples are required, for example Monte Carlo simulation. Therefore, various examples will be first shown in a simulation study that the calibration process using the LSE is comparable to that of other robust methods. The key advantage of the Monte Carlo simulation is that the optimal quality criteria are guaranteed between estimated parameters and their known values.
Figure 1 Sub-divisions of simulated baseline
Let us take a simulated baseline which consists of four equal parts given in Fig. 1 . Each part is 100 meters. Various combination scenarios based on this baseline are considered, each being a four or component mixture of normal components. Tab. 1 shows these scenarios and the lengths of the baselines. Let the sample o be formed by including the baselines. A contaminated sample o is obtained by adding some kinds of errors to the original baselines o. After applying LSE method and robust estimator to the contaminated sample o , the baselines and the zero error will be computed. For the baselines, the observations, such as baseline measurements o are computed from Tab. 1. They are not affected by random errors. First, the random errors for these baselines have been simulated by randn.m function of the MATLAB software. By using the random number generator, the random errors are generated from the normal distribution, i.e. e ~ N(0,σ 2 ) where σ = 3 mm + 2 ppm.
To obtain good distance measurements o 2j ', random errors of e o2j are added to o as follows:
where n is the number of the observation. As mentioned before, primary sources of these errors are EDM instrument centering errors, prism centering errors, atmospheric conditions etc. The baselines are also intentionally erroneous by a constant systematic error, i.e. zero error, 0.009 m. Moreover, in order to contaminate the sample, a baseline is randomly chosen for each sample and we have replaced the random error by a blunder, i.e. gross error, whose magnitude is 0.05 m. Finally, we have a hundred of different contaminated samples o which includes random errors, zero error and also gross errors.
The random errors must be computed according to the rules of errors propagation to determine their effect on parameter estimation for surveying measurements. Moreover, the disturbing effect of the outliers must be reduced on parameter estimation. To do it, robust methods are used as a statistical tool in order to reduce or remove the effect of outlying data. The conventional LSE estimator and five robust methods are applied to the simulated samples. The robust methods used in this study are Andrews, Danish, Hampel, L 1 -Norm and IGG-3 [10, 19, 20, 21, 22, 29] . The aim is to estimate each subbaseline of 100 meters and also zero error of the instrument. In this study, the tuning constant, c is chosen as 1.5 for robust methods except for Hampel's method. For Hampel's method the values of a, b and c are taken as 0.8, 1.6 and 3.2. All the results attained have been calculated using a computer program in MATLAB (v 6.5) in which subroutine rob.m and linprog.m. The weighting functions of the robust methods will be given in the appendix. Note that in the design matrix A given in Eq. (18), the unknown parameters to be estimated are x, y, z and t baselines and also z 0 zero error for the EDM instrument. In this section, we make use of solutions based on robust approach. Comparing the results to the ones from the conventional LSE, a hundred different samples are firstly analyzed simulated by the Monte Carlo method. The results of the adjustment for estimating the zero error and the unknown baselines using LSE, Andrews, Danish, Hampel, L 1 -Norm and IGG-3 methods are computed. The procedure was applied as described above to compute four sub-baselines, i.e. x, y, z and t given in Fig.  1 , for a hundred separate experiments. For reasons of comparison, the results of the methods are presented together. Fig. 2 shows the resulting x unknown for the experiments. As seen from here, the largest differences compared to the rigorous solution are obtained for the LSE. Even one error can badly affect the estimates of LSE. Therefore, the errors must be analyzed and eliminated on the final solution. To do it, we use the robust approach to the same samples. When comparing the result from the robust methods from Fig. 2 , all the robust methods provide smaller differences than the ones from LSE, except for Andrews' estimation. Especially, Danish, L 1 -Norm and IGG-3 give the best solutions for the x baseline. They have minimal differences from the rigorous solution.
Here, similar results are obtained for the estimation of the other baselines. Figs. 3, 4 and 5 show the solutions of y, z and t baselines, respectively. The largest differences in amount are the solutions for conventional LSE. It is clear that LSE is very sensitive against the errors. On the other hand, the robust methods successfully eliminated disturbing effects of this kind of errors on the final solution. Furthermore, we concentrate on the estimation of the z 0 zero error for the EDM instrument. Note that 0.009 m of the zero error is intentionally simulated and added to all the baselines. Fig. 6 shows the solution of z 0 error. Danish method gives the most successful estimation for z 0 . In addition, LSE has the largest differences compared to the rigorous solution for a hundred samples.
Real Baselines
In the practical applications, calibrations of a higher precision can be achieved by occupying all pillars and measuring all combinations of distances on a baseline. For this purpose, the cadastral surveying system finally used total station surveying technology to conduct precise observations of prism reflectors. The baselines available in Terzioglu Campus, Canakkale, have specially established the concrete benchmarks for the stations. Fig.  7 illustrates these benchmarks as well as the baselines and some buildings around. As seen from Fig. 7 , there are 6 pillars. In the conventional method, generally, two people can form a survey crew. One person typically handles the reflector prism. The other one of the crew is located at the instrument point, actually operates the instrument and handles the field book. Real observations have been carried out by the Kolida KTS-442 RLC total station. Note that Kolida KTS-442RLC with the following technical performance: precision angular measurements 1", 5000 m distance measurements reflector 2 mm + 2 ppm, typical measurement times 0.5 s. All the combinations of distances (sub-baselines) have been measured independently 10 times. The mean values of the measured distances between the pillars given in Tab. 2 show that the number of observations is 30, the number of unknown parameters is 6, the degree of freedom is 24, and the accuracy of these observations is 2 mm + 2ppm. We formed the design matrix A given in Eq. (18) , and the unknown parameters are From the above results, the simple derived formula based on the robust approach produces better solutions for estimating baseline distances. In the previous studies, the conventional least square approach was only used for estimating calibration parameters of EDM [2, 7, 8] . However, in this study, in terms of the reliability and accuracy of criterion-related validity, five robust approaches are used to estimate EDM calibration as well as the lest squares when comparing with similar studies. Here, the standard deviations for the zero error obtained shows that using the robust approach more quality estimation is performed than the least squares. Thus, the unbiased parameters are obtained as a result of above methodology. So, the iteratively reweighted least squares should be substituted into the parametric model for estimating.
CONCLUSION
In this study, to perform more reliable calibration of EDM, the iteratively reweighted least squares are adopted against various types of errors. For evaluating their efficacy, 5 robust approaches and conventional least squares are compared for EDM calibration. The basic formula is very effective for more reliable solutions in EDM instruments. The efficiency and validity of the suggested robust formula were tested and validated successfully. Results show that the robust approaches provided more reliable results for estimating the calibration parameters comparing to the least squares. In terms of more quality estimation, the robust approaches performed better the standard deviations than the least squares in estimating of the zero error. Furthermore, the estimation of baselines provided more accurately against the outlying data. Moreover, the evaluation of the zero error as the systematic error for EDM instruments is performed more accurately. As a results, there might be some errors/outliers for EDM calibration. In such a case, practitioners should adopt this scheme to the precision of their measurements, for precise work.
simplex method is a technique designed to solve linear programming problem as:
The L 1 -norm has been commonly used for two purposes: the estimation of parameters and outlier detection.
A.5 Hampel's M-estimation
In the Hampel's M-estimation, the weight function is 
where a = 1.5, b = 3 and c = 6 are taken [10] .
A.6 IGG-3 Scheme
For the IGG-3, the weight function is as: 
