Abstract
Introduction
The adoption of deep convolutional neural networks (CNN) facilitated tremendous progress in image recognition and object detection tasks. Current CNN models can classify the ImageNet dataset [19] with over 1 million images with very high accuracy [13, 22, 24] , and they can also detect objects in a video frame in real time [18] . As CNNs are deep models, large amounts of data and time are needed to train them.
Video action recognition is even more challenging than image classification due to the additional temporal dimension. The networks for action recognition are typically more complex than those for image recognition which causes training to take even longer.
Simonyan and Zisserman [21] proposed a method based on the biological two-stream hypothesis, according to which the human visual cortex contains two pathways: the ventral stream (which performs object recognition) and the dorsal stream (which recognizes motion). In the proposed approach each of the two streams consists of a two dimensional (2D) CNN. The innovation was primarily in the temporal CNN stream, which takes in a stack of optical flow images containing the motion information of the video. Since then, the two-stream approach has become the standard for the action detection task, with optical flow routinely used as motion information. Several works have made improvements in terms of backbone architecture [4, 15, 28] , fusion of the streams [5, 6, 34] and leveraging richer temporal structures [3, 29, 30] .
The architecture that seems to be the most natural approach for action classification was only studied in the last few years: the use of three dimensional (3D) CNNs that learn the temporal information directly in the convolution filters. Explored in several works [10, 25, 26, 27] , the 3D CNNs incorporate the pleasing characteristic of directly creating hierarchical representations of spatio-temporal data. Despite that, 3D networks present a number of issues: i) the additional kernel dimension adds far more parameters than a 2D CNN, ii) the third dimension creates a new unstudied problem paradigm making it challenging to know what the filters are learning and what architecture is best , iii) the bigger neural network requires more training data, but the available datasets are either too small (e.g., UCF101 [23] , HMDB51 [14] ) or too loosely labeled (Sport 1M [11] ), and iv) the inability to pretrain on a large image-only dataset that is crucial for achieving top performance and is only currently possible when using 2D CNNs [21] .
Partial solutions to these issues were proposed by Carreira and Zisserman [2] with the introduction of an inflated 3D (I3D) CNN based on 2D CNN inflation: filters and pooling kernels are expanded into 3D, making it possible to learn spatio-temporal feature extractors from video while leveraging successful ImageNet architecture designs and their pretrained weights. While I3D addresses issues ii) and iv), Xie et al. [31] proposed S3D and its variants, where the 3D convolutional k t × k × k filters are replaced by spatiotemporal-separable 3D convolutions. These effectively consist of a pair of smaller 3D convolutions with a 1 × k × k filter followed by a k t × 1 × 1 filter. S3D minimizes the time needs of 3D approaches, showing a 1.5x speed-up compared to I3D while preserving and improving the final accuracies. I3D achieves state-of-art accuracies when pretrained on the large-scale Kinetics dataset [12] . Although the results shown on UCF101 and HMDB51 are great, in our opinion the comparison with all the previous approaches is not fair since they rely on pretraining on Kinetics. Training a network over such a large dataset is not always affordable, both in terms of computing power and time. In fact, the I3D network achieves accuracies similar to 2D two-stream approaches when trained only on the target dataset. Furthermore, the third convolution dimension should exploit the temporal information of the videos, making the costly computation of the optical flow unnecessary. Actually, all the 3D architectures provide subpar results compared to the 2D two-stream approaches when they only use the information from the input frames. In fact, even I3D and S3D results make use of the two-stream approach, having two separated 3D convolutional streams, one with a series of frames as input and another with a series of optical flow -doubling the already high training cost of the network.
Considering all the open challenges and issues of the 3D approaches, we believe that the 2D CNN provides enough learning power to succeed in the video action recognition task and can be an attractive alternative to expensive 3D architectures. In our study we further improve the two-stream 2D convolution approach and propose an efficient distributed algorithm for training. Our implementations achieve higher accuracy than the 3D convolution approach while minimizing training time. In our experiments we observed 4.67x speedup in the time needed to train both the spatial and the temporal streams with the UCF101 dataset when compared to I3D.
The two-stream approach leads to better results for both 2D and 3D architectures and is an elegant design inspired by the human visual system. However, there is no reason to use only two streams. We believe that adding more models in an ensemble of streams could incorporate additional information that would further improve action recognition performance. One such additional stream is a data-driven temporal stream that learns flow features most useful for action recognition. In contrast, the TV-L1 algorithm [20] is the typical method for optical flow estimation and is used in previous works for action recognition. It is a very time consuming and storage demanding task, representing a major computational bottleneck of current two-stream approaches. Although it has been shown that both 2D and 3D architectures need an optical flow stream to achieve state-of-art accuracy, using TV-L1 estimation makes training possible only if optical flow is precomputed and stored, making it harder, if not impossible, to perform real-time activity detection. Moreover, TV-L1 is completely independent of the high-level action recognition task, never learning what motion is the most important to the temporal CNN for action recognition. In this work, we use a novel end-to-end network-computed optical flow stream that can be combined with the standard two streams. A similar idea was proposed by Zhu et al. [33] where TV-L1 flow estimation was replaced by a new network called MotionNet. We adopt a tiny Spatial Pyramid network (called SPyNet) [17] for estimating optical flow. It achieves state-of-art results in optical flow estimation, and pretrained models on a variety of optical flow estimation datasets are publicly available. Using SPyNet and a standard temporal CNN in an end-to-end fashion yields high accuracies for the temporal stream.
Finally, we investigate alternative ways of combining stream predictions beyond simple averaging and feature concatenation which adds model complexity [6] . We evaluate our approach on UCF101 [23] and HMDB51 [14] benchmark datasets. UCF101 contains over 13K videos (180 frames/video on average), annotated into 101 action classes; HMDB51 includes 6.8K videos over 51 actions. Although three different training/validation splits are available for each dataset (UCF101 splits contain ∼9.5K training videos while HMDB51 ∼3.7K) , we follow the common practice of using only the first split.
Our three-stream approach yields comparable accuracies on UCF101 when compared to two-stream 3D CNNs, and far surpasses 3D accuracies when moving to HMDB51.
The rest of the paper is organized as follows: Section 2 introduces our two-stream approach, including the neural network architectures, training algorithm, optimizations, and results achieved; Section 3 describes the end-to-end trained temporal stream in detail as an alternative to TV-L1 flow stream, and shows that by freezing certain layers in SPyNet, more temporal streams can be created for ensemble learning; Section 4 illustrates the improvements when using the endto-end stream as a third prediction mechanism for action classification; Section 5 shows more sophisticated ways than average to combine the streams; and Section 6 concludes the study and discusses future work.
Two-Stream Approach
Proposed by Simonyan and Zisserman [21] , the twostream approach trains the spatial stream (also known as the RGB stream) and the temporal stream (also known as the flow stream) separately and their predictions are combined for validation. The RGB stream takes in a random frame from an input video and feeds it to a CNN followed by a fully-connected layer for classification. The flow stream takes in 10 consecutive optical flows randomly sampled from an input video and feeds them to a CNN followed by a fullyconnected layer for classification. The optical flows are precomputed using the TV-L1 algorithm and are stacked in their channels when fed to the flow stream. Essentially, the flow stream takes in a 20 channel image (10 horizontal and 10 vertical flow frames). For final validation, the prediction of each stream is computed by averaging the predictions of 25 samples per video.
In our study we base our CNN on ResNet152 [7] with minor modifications to the first and last layers. The model is pretrained on ImageNet. For both streams, the last layer is modified for the proper number of output classes given our dataset (101 for UCF101 and 51 for HMDB51). For the flow stream, the input layer is changed to take in a 20 channel image instead of the original 3 channels. Simple averaging is initially used to combine the predictions from the two streams.
We implement the data augmentation scheme described in [28] to prevent overfitting, as compared with the model size the video datasets are relatively small. The video frames are scaled to 256 x 340. During training, a multi-scaled crop (random crop of dimension randomly chosen by [256, 224, 192, 168] followed by a re-size of the cropped region to 224 x 224) and a random horizontal flip are applied to the input. During validation, a center crop of 224 x 224 without scaling is applied to the input. The frames used for validation on a single video are uniformly sampled from all frames of the video. For training, the frames are sampled uniformly at random.
Training the two streams
We train the spatial and the temporal streams using an adaptive batch size, p-learner K-step averaging algorithm (AAVG). We note that an efficient distributed training algorithm with optimizations specific to the two stream approach is critical to both evaluating candidate neural network architectures and achieving high validation accuracies.
The AAVG algorithm solves the non-convex optimization problem formulated as min w∈X F (w) where the objective function F : R m → R is continuously differentiable but not necessarily convex over X , and X ⊂ R m is a nonempty open subset.The formal description of AAVG is given in Alg. 1. AAVG takes the following inputs: the training dataset T , the validation dataset V, the averaging interval K, the initial batchsize B, the initial learning rate γ, the validation interval m, the number of learners P , the number of steps N , and parameters b 1 and b 2 that are used to adapt batchsize. AAVG returns the trained model w N after N iterations. With AAVG, P learners run stochastic gradient descent concurrently (lines 4 to 11 ), and average their parameters every K steps (line 12). Every m steps, the algorithm evaluates validation accuracy a on the validation dataset V and adapts batchsize according to the validation result (lines 13 to 21). Alg. 1 extends the K-step averaging algorithm proposed by Zhou and Cong [32] .
for j = 1, . . . , P in parallel do 6: set w j n = w n 7:
randomly sample a mini-batch of size B n from T In our study AAVG is implemented with PyTorch. Adam is used as the optimizer with initial learning rate of 0.001, B 0 =64. Communication among learners is done using CUDA-aware openMPI 2.0 through MPI4Py. Our cluster has 4 IBM Minsky nodes, each with 2 Power8 CPUs with 10 cores each and 4 NVIDIA Tesla P100 GPUs. The interconnect between nodes is Infiniband.
When both trained with AAVG using 16 GPUs, the times spent on the RGB and the flow streams for 2D convolutions and 3D convolutions are shown in We show the impact of AAVG on training with the UCF101 dataset. AAVG increases the batchsize by a factor of b 2 whenever the validation accuracy does not improve by a margin of b 1 . In our implementation, we use b 1 = 1 and b 2 = 2. We keep the maximum batchsize to 576. 1 shows the impact of dynamically adapting batchsize on the validation accuracy for the RGB stream. With small batchsizes in the beginning, the algorithm makes many updates to the weights and converges fast. The batchsizes are increased in later iterations as better estimates of gradients are needed near convergence. On GPUs increasing batchsizes also reduces epoch time. Adaptive B (starting at 32) brings significant improvement of accuracy over constant B=32. The best validation accuracy achieved with constant B is at 81.6 %, while the best validation accuracy achieved with adaptive B is at 83.7%. In the figure batchsize adaption first occurs after 5 epochs. After 20 epochs, the validation accuracy with batchsize adaptation is much higher than without.
The impact of dynamically adapting batchsize on the validation accuracy for the flow stream can be found in Fig. 2 . Again we notice adaptive B brings improvement of accuracy over constant B, although the improvement is not as dramatic as that for the RGB stream. The best validation accuracy achieved with constant B is at 84.1 %, The ResNet model used in our two-stream training employs batch normalization [9] . Batch normalization has been shown to significantly boost neural network performance. During validation batch normalization maintains a running mean and variance of the input for the specific layer and rescaling these inputs according to the mean and variance. After averaging in AAVG, the current mean and variance may no longer be a good fit for the next batch, and need to be adjusted.
After model averaging, the running mean and variance for batch normalization at each learner are re-computed by combining the mean and variance from other learners.
For the RGB stream, the impact of customizing the optimizer for AAVG on the validation accuracy is illustrated in Fig. 3 . In the figure, AAVG with customized Adam consistently outperforms AAVG after 20 epochs. The highest accuracy achieved with optimizer customization is 85.06 %, while the highest accuracy achieved with AAVG is 83.7%. Fig. 4 shows the impact of customizing the optimizer for AAVG on the validation accuracy of the flow stream. In the figure, the highest accuracy achieved by AAVG with customized Adam is 84.7 %, while the highest accuracy Two factors contribute to the slower training of the flow stream compared to the RGB stream. The first is that the pretrained ResNet was trained with RGB images not flow inputs. The second is that the input layer of the modified ResNet used in the flow stream has significantly more channels and thus more weights to train.
Instead of using ResNet with weights trained on ImageNet, we use the network trained for the RGB stream. For the input layer, we populate the filter weights for each channel with the mean of the weights of the 3 RGB channels in the ResNet for the RGB stream. Figure 5 compares the convergence behavior of AAVG (with customized Adam) and AAVG with transfer learning in addition to customized Adam for the flow stream. In the figure, the validation accuracy with transfer learning is significantly higher than AAVG without transfer learning for the In addition to accelerating the training of the flow stream, the accuracy from combining the two streams is also improved with transfer learning. The combined accuracy is 91.83%. Table 2 shows the results of our distributed training for UCF101 and HMDB51. The spatial stream and temporal streams were trained for 100 and 200 epochs, respectively. The two-stream predictions are then averaged. A weighted average scheme of 30% spatial and 70% temporal yields better results, 93.10% for UCF101 and 74.31% for HMDB51.
Results
Although the accuracies of both streams are quite similar, the sets of videos misclassified by each stream do not completely overlap. In UCF101, the classification accuracies of the spatial and temporal streams are 85.06% and 84.7% respectively (Table 2 ), but out of the ∼3.5K validation videos, only 76.26% are correctly classified by both streams. This means there are a large number of videos that are correctly classified by at least one stream. This explains the benefit of their combination.
End-to-end Trained Temporal Stream
TV-L1 optical flow estimation [16] , used in most twostream approaches, is not ideal for training because i) the computation is expensive and ii) the result is composed of granular pixel motion, invariant to which motion identifies the action and which motion is insignificant. Instead, we propose using a neural network to learn the optical flow features that lead to the best performance by the temporal stream in a similar approach to [33] . The idea behind the use of network-computed optical flow is that by extending the back-propagation from the action prediction output through the flow estimation, the network will change its generated optical flow paradigm, adding some useful information for the final action recognition goal.
Among the available techniques in literature, we choose to use the Spatial Pyramid Network (SPyNet) [17] . SPyNet is a very small network (96% smaller than FlowNet [8] ) but is able to achieve state-of-the-art results in benchmark datasets for optical flow computation. The architecture of SPyNet is quite simple. It uses a pyramid design, where at the top-most level it looks at low resolution versions of the input images, and each subsequent level increases the details until at the base it looks at the full resolution images.
This formulation leads to a convolutional approach applied to pairs of warped images, since the flow at each pyramid level is very small. Furthermore, unlike FlowNet, the learned convolution filters appear similar to those learned in the classical spatio-temporal CNNs, giving insights into what is being learned all while keeping the network very small and fast. We use a PyTorch implementation of SPyNet 1 pretrained on the Sintel dataset 2 [1] . This version of the model makes use of 6 pyramid levels.
As in standard temporal streams, we stack 10 optical flows and feed them to a ResNet with 20 input channels. In the network-computed optical flow approach (Figure 7) , we collect 11 consecutive frames from the video and we compute the 10 resulting flows with SPyNet, keeping all the parameters in the forward pass so that we can back-propagate through the temporal stream into SPyNet.
We experiment with the new end-to-end trained flow stream, where the predictions are made by the same ResNet architecture of the standard temporal stream, but using the optical flow computed by the SPyNet network instead of the TV-L1 estimation. To save training time, we pretrain this stream using i) for SPyNet, its weights after training on the Sintel dataset and ii) for ResNet, the weights of our trained temporal stream model. We fine-tune the whole network for a total of 200 epochs. We notice that the accuracy in the very first epochs are already high since the CNN is already trained on the TV-L1 optical flow, and the SPyNet is trained 1 https://github.com/sniklaus/pytorch-spynet 2 https://github.com/anuragranj/spynet The end-to-end trained flow stream alone reaches high single-stream accuracies: 88.32% for UCF101 and 58.69% for HMDB51. In both cases these accuracies are higher than the original temporal stream, and on UCF101 the networkcomputed temporal stream represents the highest accuracy for a single stream. The promising results of the networkcomputed temporal stream confirm our hypothesis that having an end-to-end trainable network makes it possible to extract motion information more suitable to the high-level final task when compared to the traditional optical flow estimation.
Combining the new temporal stream based on SPyNet computed optical flow with the RGB frame yields surprising results. Table 3 shows the results achieved by the new single stream based on SPyNet with a full end-to-end training and also with the frozen SPyNet estimation. Although the SPyNet computed stream yields higher single-stream accuracy than the classical TV-L1 based one, it does not lead to the same improvement when combined with the spatial stream. The combined prediction accuracies are not better Table 3 : Accuracy (%) of two-stream approaches using the endto-end SPyNet based temporal stream.
than those obtained when fusing spatial and TV-L1 streams with a weighted average.
One possible explanation for this lack of improvement is due to the fact that the high-level training of SPyNet leads to computing optical flows that exploit information similar to that used by the spatial stream ( Figure 8 ). This diminishes the efficacy of stream combination, as now each stream is correctly classifying a similar subset of videos instead of different ones. The number of samples correctly classified by both the streams is 78.82%, higher than combining the RGB stream with the TV-L1 optical flow stream. Figure 8 shows the different optical flow estimation for four frame pairs. From the figure it is obvious the similarity between TV-L1 ( Fig. 8(b) ) and the optical flow estimations using the pretrained SPyNet (Fig. 8(c) ).There is an appreciable clarity and absence of noise in the TV-L1 version. Note the change of the SPyNet computed optical flows after the end-to-end fine-tuning ( Fig. 8(d) ). SPyNet computed optical flows add details that help the single-stream action recognition task by giving more context information about the scene and the objects that are involved in the movements. While this is helpful to improve the flow stream performance, it also risks of making the flow stream too similar to the RGB stream.
To reduce the similarity between the SPyNet temporal stream and the RGB stream, we experiment with a SPyNet temporal stream that are not fully trained end-to-end. We freeze the first several layers in the SPyNet model from training for the flow stream. Freezing some layers can make the SpyNet temporal stream sufficiently different from the RGB stream. The performance impact of having the first four layers of the SPyNet model frozen is shown in Table  3 . Although the single stream accuracies achieved with four frozen SPyNet layers are lower than those with full end-toend trained SPyNet, the combined accuracies from both the temporal and the spatial streams are higher. The SPyNet temporal stream with the flexibility to freeze select layers from training brings opportunities for ensemble methods that combine multiple (i.e., more than two) streams. 
Multi-stream ensembles
In Section 3 we showed that an end-to-end trained temporal stream has different performance characteristics when combined with the spatial stream for classification than the TV-L1 temporal stream. Moreover, the flexibility to freeze layers from training in SPyNet can generate multiple temporal streams with different performance characteristics (e.g., freezing the first layer shows different performance than freezing the first 4 layers). We consider combining three streams, the spatial stream, the SPyNet (with frozen layers) temporal stream, and the TV-L1 temporal stream for classification. The accuracies achieved with an unweighted mean are 92.78% in UCF101 and 75.16% in HMDB51, bringing an improvement in both cases with the respect to the best two-stream results previously obtained.
We also test the three-stream combination with a weighted average. We choose to give 50% of weight to the standard temporal stream and 25% to both the spatial and the SPyNet based ones. In this case the results for UCF101 and HMDB51 are 93.47% and 77.45% respectively, leading to an improvement in both cases. These results shown in Table  4 Note that adding a SPyNet temporal stream incurs very little extra training time. The reason is that SPyNet is tiny, already pre-trained, used as inputs to an already trained temporal CNN stream. Refinement requires only a few epochs of rapid fine-tuning, and the cost is less than 10% of the total training time.
Other combination methods
Most studies implementing the two-stream approach use simple average to combine individual stream predictions. While simple average is fast, more sophisticated combination methods may lead to better performance. We have shown that weighted average yields better results than simple average. Several studies have investigated combining techniques, for example, fusing the two streams at certain portions of the CNNs [6] and using an SVM as a final combination layer [21] . Fusing streams adds significant complexity to the model when training. As an alternative, we explore a variety of machine learning methods for the final validation prediction.
For both training and validation data we precompute the predictions made by each stream, concatenate them all together and use them as features for a supervised algorithm. The training of the supervised algorithm is off-line with respect to the training of the CNNs streams -it does not affect their training loss.
We experiment with several classifiers including SVM, random forest, k-nearest neighbors, and logistic regression. We test the supervised combination algorithms on the standard two-stream approach as well as on the new three-stream approach. Results are shown in Table 4 . The machine learning classifiers always improve upon the unweighted average combination. With HMDB51 we are able to increase accuracy by over 6%. With HMDB51 the combined accuracy is substantially higher than that achieved by the two-stream I3D approach. In addition, it is also above the 81.2% accuracy two-stream I3D achieves after pretraining on Kinetics.
We also investigate the use of shallow neural networks to combine the stream predictions. Results are shown in Table  4 . For both UCF101 and HMDB51 the shallow network yields slightly lower results.
Conclusion
We developed an efficient, batch size adaptive distributed training algorithm (AAVG) for training the two streams. With optimizations customized for the two-stream approach such as transfer learning from the spatial stream to the temporal stream and tuning the parameters of Adam, AAVG achieves 93.10% and 74.31% validation accuracies for UCF101 and HMDB51, respectively.
We also proposed a new 2D convolutional architecture where the motion information is learned in an end-to-end fashion, through a neural network that first generates a new optical flow paradigm from adjacent frames and then makes use of the typical temporal 2D CNN to compute the action prediction.
When an RGB stream, a TV-L1 flow stream, and a SPyNet flow stream with frozen layers are combined together, we achieve high validation accuracies, surpassing those yielded by the two-stream I3D architecture.
The 2D streams (without the SpyNet stream) are 4.67x faster per epoch to train on our target platform than I3D, and since the end-to-end model uses pretrained SPyNet and ResNet architectures, the cost of adding a third stream is insignificant. This advantage will become even more important when we consider training on larger datasets. With all of the techniques discussed in the paper combined, we achieve 93.47% and 81.24% validation accuracies on UCF101 and HMDB51, respectively. These are the highest accuracies achieved that we are aware of without pretraining on much larger datasets, demonstrating that 3D CNNs may not be necessary for action classification.
In our future work we plan to evaluate our techniques on datasets larger than UCF101 and HMDB51. We will develop fast training algorithms for a large number of learners.
