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Abstract
Quantum simulators are a promising technology on the spectrum of quantum devices from spe-
cialized quantum experiments to universal quantum computers. These quantum devices utilize
entanglement and many-particle behaviors to explore and solve hard scientific, engineering, and
computational problems. Rapid development over the last two decades has produced more than
300 quantum simulators in operation worldwide using a wide variety of experimental platforms. Re-
cent advances in several physical architectures promise a golden age of quantum simulators ranging
from highly optimized special purpose simulators to flexible programmable devices. These develop-
ments have enabled a convergence of ideas drawn from fundamental physics, computer science, and
device engineering. They have strong potential to address problems of societal importance, ranging
from understanding vital chemical processes, to enabling the design of new materials with enhanced
performance, to solving complex computational problems. It is the position of the community, as
represented by participants of the NSF workshop on “Programmable Quantum Simulators,” that
investment in a national quantum simulator program is a high priority in order to accelerate the
progress in this field and to result in the first practical applications of quantum machines. Such a
program should address two areas of emphasis: (1) support for creating quantum simulator proto-
types usable by the broader scientific community, complementary to the present universal quantum
computer effort in industry; and (2) support for fundamental research carried out by a blend of
multi-investigator, multi-disciplinary collaborations with resources for quantum simulator software,
hardware, and education.
This document is a summary from a U.S. National Science Foundation supported workshop held
on 16-17 September 2019 in Alexandria, VA. Attendees were charged to identify the scientific and
community needs, opportunities, and significant challenges for quantum simulators over the next
2-5 years.
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I. EXECUTIVE SUMMARY
Recent technical advances have brought us closer to realizing practical quantum simu-
lators: engineered quantum many-particle systems that can controllably simulate complex
quantum phenomena. Quantum simulators can address questions across many domains of
physics and scales of nature, from the behavior of solid-state materials and devices, to chemi-
cal and biochemical reaction dynamics, to the extreme conditions of particle physics and cos-
mology that cannot otherwise be readily probed in terrestrial laboratories [1]. These state-of-
the-art experiments involve the control of up to millions of quantum elements and are imple-
mented on a wide variety of atomic, molecular, optical, and solid-state platforms. Each archi-
tecture is characterized by strengths and weaknesses for solving particular classes of quantum
problems. Simulators run the gamut from special purpose to highly programmable devices.
These systems have the potential to fill a critical gap between conventional supercomputers—
which cannot efficiently simulate many-particle quantum systems—and fault-tolerant scal-
able digital quantum computers, which may be decades away. At the same time, there are
significant opportunities for co-development of the science and technology underlying both
quantum simulators and fault-tolerant quantum computers.
Many years of progress by single investigators have evolved the field to a tipping point
where investing in programs that bring together experimental scientists, theorists, computer
scientists, and engineers will yield increasingly high returns and transformational outcomes.
National leadership in quantum information science and engineering can be significantly bol-
stered by advancing this technology toward platforms that tackle pressing fundamental and
applied problems. We envision the creation of a robust ecosystem in this area that spans all
sectors. Academic researchers will excel at stimulating technical and scientific breakthroughs,
industry will lead transitioning research to commercial-scale systems for widespread avail-
ability, while national laboratories will contribute to shaping a large-scale R&D effort, across
the boundaries of traditional disciplines. Industry, universities, and national labs will col-
laborate to focus on problems aligned with the long-term interests of end-users and society.
Successful realization of this unique opportunity requires a dedicated national quantum sim-
ulator program.
We believe that realizing the ultimate potential of quantum simulators requires creat-
4
ing such a national program centered around two main pillars. (1) Early Prototype
Quantum Simulators will support the development, realization and deployment of com-
plementary quantum simulator prototypes. They will leverage — rather than duplicate
— the substantial industrial investment in technologies and software for digital quantum
computing toward realistic, near-term simulator machines. This strategy will promote and
establish access to the most mature architectures, and the software to operate them, by
the broader scientific community to foster and accelerate practical quantum simulations. (2)
New, Emerging Quantum Simulators will support creative, cutting-edge research in sci-
ence and engineering to uncover new paradigms, advance nascent hardware platforms, and
develop new algorithms and applications for a new generation of quantum simulators. This
effort will further support the development of new materials and devices to help accelerate
the progress of new technologies and push them outside the research laboratory. Here we
document the opportunities and challenges in quantum simulators and explain our vision for
accelerating the evolution of and capitalizing on this promising quantum technology via this
two-pillar approach.
II. INTRODUCTION
Quantum simulators strive to solve scientific problems that are not tractable by other
means. For the purposes of this article, we define a quantum simulator as “a quantum
device that utilizes entanglement and other many-particle quantum phenomena to explore and
solve hard scientific, engineering, and computational problems.” Quantum simulators can be
realized via different approaches, including highly tunable “analog” systems that naturally
realize the physics problem of interest, or more digital methods that employ external control
fields to produce non-native Hamiltonian evolution. Recent advances in several physical
architectures promise a golden age ranging from highly optimized special-purpose quantum
simulators to flexible and fully programmable devices. These developments are enabled
by a convergence of ideas drawn from fundamental physics, computer science, and device
engineering.
Starting around 2002 [2], early implementations of ultracold-atom-gas based quantum
simulators began to shed light on a range of long-standing problems such as quantum phase
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transitions, strongly interacting bosons and fermions [3], the quark-gluon plasma, neutron
stars, and the only measured quantitative new predictions from string theory (via holographic
duality) [4]. Quantum simulators have led to discoveries of unanticipated dynamical quantum
many-body phenomena not governed by thermodynamic laws [5], and even realized systems
without natural analogs such as hyperbolic space-times [6] and synthetic dimensions [7].
Since many of these discoveries extend beyond what can be efficiently simulated exactly
on a classical computer, quantum simulators are believed to exhibit a form of “quantum
advantage” for computation.
Bulk-gas neutral atom experiments involving millions of particles [4, 8], enabling precision
thermodynamic measurements e.g. on strongly interacting fermionic matter [9, 10], are com-
plemented by more bottom-up approaches with fully resolved control over smaller numbers of
elements. Highly coherent quantum systems consisting of 50 or more individually addressed
quantum elements have been created with superconducting circuits, trapped ions, and atom
arrays. Recent improvements in materials, engineering, quantum control, measurement,
and environmental isolation are opening new directions of study in these systems, including
far-from-equilibrium many-body physics and large-scale entanglement. For example, novel
ordering of spins was observed in a collection of over 50 Rydberg atoms held in optical
tweezers [11], a many-body order parameter was measured with over 50 trapped atomic ions
to show the behavior of a dynamical phase transition [12], and there has been impressive
progress toward demonstrating quantum advantage and supremacy in superconducting cir-
cuits [13]. Quantum simulations with ultracold fermionic atoms in optical lattices simulate
condensed matter Hubbard models, and are shedding light onto pseudogap [14] and strange
metal physics [15, 16]. Meanwhile, novel quantum simulator architectures—e.g., gated quan-
tum dots and photonic arrays—are on the cusp of opening unique and important new areas
of investigation, such as modeling many-body quantum transport in engineered reservoirs
and predicting properties of quantum complex networks for a quantum internet [17, 18].
Progress on advancing quantum simulation techniques will be heralded by finer control
over bulk systems and scaling addressable systems to work with larger number of particles.
Both approaches have already established a frontier: understanding quantum simulators even
at the 40–50 qubit scale is beyond direct brute-force diagonalization methods on classical
computers. Scaling existing bottom-up quantum simulators to hundreds or even thousands
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of interacting, entangled, and well-controlled quantum elements is realistically within
reach.
Achieving more advanced quantum simulation techniques will impact a wide range of
fundamental and applied science and engineering. Efforts to create new materials by design
will benefit from validated models of strongly correlated solids. New materials will offer
potentially transformative properties, such as enhanced high-temperature superconductiv-
ity, topological excitations, unprecedented functionality for energy transport and storage,
more efficient transistors, and advanced sensing technologies, as well as fundamentally new
materials possessing properties with yet-to-be-conceived applications. Better understanding
of non-equilibrium phenomena could lead to methods for generating light-induced topol-
ogy and superconductivity, new techniques for control over chemical reaction kinetics, novel
approaches to build robust quantum sensors for fundamental physics [19] and to enhance
non-linear optical response, a more complete theory of the quantum origin of thermodynam-
ics, and new insights into quantum gravity and lattice gauge theory. Applications to com-
puter science could include hybrid digital/analog quantum computing, quantum approaches
to combinatorial optimization problems, and quantum machine learning [20]. Realizing this
promise requires convergence of multi-disciplinary experimental and theoretical work, includ-
ing engineering expertise throughout the design, implementation, and process deployment.
Fundamental research by single investigator groups continues to generate important ad-
vances in quantum simulation. Given the diversity of possibilities, and unpredictable na-
ture of how quantum simulation will advance, it is essential to foster such research. How-
ever, quickly transitioning from fundamental research to mature developments ready for
widespread availability, while maintaining alignment with the long-term interest of end-
users, requires support and coordination best fueled by the creation of an interdisciplinary,
multi-organization, and multi-investigator convergence accelerator program. Such a pro-
gram will break down barriers among disciplines, achieve a cross-pollination of
ideas, and provide a coordination of effort that is essential for making rapid
progress in the realization of practical simulators, especially those usable by the
broader community outside of single-investigator groups.
We envision a convergence accelerator program supported by two main pillars:
• Pillar 1, Early Prototype Quantum Simulators, focuses on assisting the rapid
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development of practical (i.e., achievable within 2–5 years) quantum simulator pro-
totypes that can be made broadly available to the scientific community. This effort
will employ a systems engineering approach to advance the most mature technologies.
Existing facilities, commercially available quantum systems, and open-source software
will be used to accelerate the timeline to deployment. Key goals include making sys-
tems with improved flexibility for users and developing algorithms to speed the initial
practical applications of these quantum machines. Success in this pillar requires fo-
cused, interdisciplinary collaborations including experimental and theoretical physics,
engineering, and computer science. Early engagement of industry and national labo-
ratories is critical to provide and manage access to existing systems for the broader
scientific community. These stakeholders can also assist other technologies close to
deployment readiness to become publicly available.
• Pillar 2, New, Emerging Quantum Simulators, focuses on accelerated conver-
gence of fundamental science and engineering to discover principles, devices, and new
applications that will lead to the next generation of simulators with improved capabil-
ities. Priorities include theoretical work in computer science and quantum many-body
physics, the development of new architectures and algorithms for quantum simulators,
novel classical methods to simulate many-body systems informed by quantum simula-
tor results, and continued fundamental research that advances existing and emerging
quantum simulator platforms. This activity will require further work on experimental
systems, classical engineering for electronic and optical control systems, developing
new materials and device fabrication techniques to improve coherence, and work to-
ward improving the programmability and scalability of quantum simulator platforms.
The remainder of this paper is organized as follows. Sec. III details the opportunities
and challenges for quantum simulators to explore a range of key scientific problems. Sec. IV
overviews existing quantum simulator platform architectures. Sec. V addresses critical re-
quirements to produce reliable simulators, particularly tunability, programmability, and ver-
ifiability. Sec. VI describes the community structures that can take quantum simulators
to the next level, including the formation of a quantum hub internet resource for quantum
simulator hardware, software, and education. Conclusions are provided in Sec. VII.
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III. USING QUANTUM SIMULATORS TO INVESTIGATE FUNDAMENTAL
SCIENCE AND BEYOND
Quantum simulators have the potential to solve a wide range of important outstanding
scientific problems and dramatically impact technology development. They can tackle im-
portant models of quantum materials that defy understanding despite decades of intensive
research, promise breakthroughs in accurate simulation of chemical processes far out of reach
of even the most advanced supercomputers, and can access extreme conditions relevant to
high-energy particle physics and cosmology otherwise impossible to create in the laboratory.
Moreover, quantum simulators enable an unprecedented degree of spatio-temporal control
and measurement detail and precision [21], offering deeper insights than previously accessi-
ble.
Near-term advantages will necessarily be realized with systems that lack full error cor-
rection. The impact of imperfections such as noise and decoherence cannot be accurately
modeled theoretically, and must be explored empirically by building and testing successively
more complex simulation platforms. Constant experimental advances will be required to
reduce noise, increase the number of interacting quantum elements, and improve flexibility
and programmability. Theoretical and algorithmic advances are required to extend the ca-
pabilities of quantum simulators, identify new directions for research, analyze and interpret
experimental results, and synthesize outcomes from different platforms into a unified perspec-
tive. These challenges, detailed further below, highlight the need for cohesive collaborations
between experiment and theory.
A. Scientific opportunities for quantum simulators
Quantum materials simulation: Many deceptively simple models of correlated elec-
tronic materials defy efficient simulation due to sign problems associated with fermionic
statistics, spin frustration, or complex gauge fields. A paradigmatic example is the fermion
Hubbard model [22], which is commonly regarded as a minimal microscopic starting point for
describing the physics of a host of solid-state materials, from high-temperature superconduc-
tors to frustrated quantum magnets. Despite decades of theoretical and experimental efforts,
the physics of the Hubbard model and the materials it models are not fully understood. Spin
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and Bose-Hubbard systems have similar complexity in the presence of strong interactions
and gauge fields or spin frustration. Quantum simulators can implement these models and
explore exotic low-temperature phases and higher temperature regimes, including the famous
pseudo-gap, strange metals, and the quantum critical fan. Simulations of more complex fea-
tures including heterostructures, artificial lattice structures such as quantum spin ice, and
quantum generalizations of soft matter such as the spin glass are also achievable. Further-
more, quantum simulators allow more complete access to quantum states and quantities
difficult to access in conventional materials, including non-local observables, entanglement
measures, high-order correlators, and even full snapshots of the quantum wave-functions.
On the 2–5 year time scale a wide variety of such materials simulations can be performed in
a quantum simulation version of the materials genome initiative, particularly as prototypes
are made available to the materials science community via pillar 1, and as multi-investigator
blended physics–materials science teams are formed in pillar 2.
Quantum Chemistry: Chemistry problems such as calculating reaction rates and mod-
eling catalysis are tantalizing topics with societal importance, including more efficient ni-
trogen fixation [23] and making synthetic versions of light-harvesting photosynthetic com-
plexes. Classical computation proves insufficient in many areas, including reactions occurring
through conical intersections, determining whether the reaction products are controllable by
wavefunction manipulation of the reactants, electron transport and energy harvesting in
multi-scale molecules and environments, and even many problems in bond energies and
bulk properties in modest-sized molecules. For example, accurately calculating molecular
properties of a single Cr2 dimer from first principles remains beyond the reach of current
techniques. Quantum simulators can solve such problems by directly emulating a model of
such molecules or reactions and are not limited by the high overhead required by digital
quantum computers. For example, recent progress has been made on simulating the inter-
play of molecular vibrations and electronic properties, and quantum simulations modelling
phonon-assisted energy transfer have been carried out [24]. Extending these simulations will
enable the identification of previously undiscovered electron–phonon interactions. On a 2–5
year time scale a direct model of the photosynthesis problem can be built on several quan-
tum simulator architectures to help resolve the ongoing controversy over the role of quantum
coherence in exciton transport and energy harvesting [25, 26], with applications to a new
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generation of photovoltaics and many other chemical problems such as multi-scale enzyme
reactions [27]. The role of accessible prototypes to the chemistry community under pillar 1
will greatly enhance such studies.
Quantum devices and transport: Similar to constructing a direct model of quan-
tum processes in complex molecules, quantum simulators admit tunable models of quantum
devices. Quantum simulators can play a key role in understanding the transport of cur-
rent, spin, heat, and information and the influence of coupling to gates and substrates in
quantum devices. A general understanding of transport needs to build beyond semi-classical
limits and linear response to include quantized interactions and correlations. For example, a
complete quantum understanding of the basic building block of CPUs—the field-effect tran-
sistor (FET)—may provide both fundamental insight and identify physical limits; quantum
simulators are already exploring this area [28]. Recent experiments are starting to shed
light on the transport properties of the Fermi-Hubbard model, believed to hold the key for
the understanding of high-temperature cuprate phenomenology [15, 16]. Likewise, trans-
port is essential to quantum-dot based photovoltaics, quantum thermoelectrics, spintronics,
and other quantum entanglement-enhanced devices that tolerate or even prefer decoherence,
rather than avoid it. The question of quantum thermoelectric effects and the quantum mean-
ing of heat transport ties in to nanothermodynamics more generally [29]. In this direction,
creation of information-based engines have been proposed, with initial demonstrations of
an information-based Carnot cycle [30], but a great deal of exploration is needed to un-
lock this field. Finally quantum complex networks can be realized in very recent quantum
simulator architectures, allowing one to predict and explore properties of future “quantum
internet” channels and device elements. On the 2–5 year time scale, environment-enhanced
quantum transport in a wide variety of open quantum systems, quantum complex networks,
and quantum nanothermodynamic devices can all be realized on several quantum simula-
tor architectures. Progress in this area will especially benefit from multidisciplinary teams
combining electrical engineers and physicists.
Gravity, particle physics, and cosmology: Quantum simulators will serve as labo-
ratory test-beds for non-terrestrial phenomena relevant to particle physics, cosmology, and
quantum gravity. Simulators can explore a wide range of phenomena, including lattice gauge
theories [31], color superconductivity, cosmological defect production in inflating spacetimes
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and quantum effects in curved spacetimes. Investigations into the dynamics of thermal-
ization have revealed striking and unanticipated connections linking aspects of many-body
quantum chaos, scrambling of quantum information theory, holographic descriptions of black-
holes, and quantum gravity [32]. These conjectured links can be directly tested in quantum
simulations, forging new connections between these seemingly disparate disciplines. En-
tangled quantum many-body systems constructed for simulation purposes, combined with
high-precision measurements, could even act as highly sensitive detectors to explore gravi-
tational effects. On the 2–5 year time scale, the question of information scrambling in out-
of-time-order correlators can be addressed on near-term quantum simulator architectures,
particularly with the added benefit of multi-disciplinary supported collaboration between
cosmologists and string theorists together with quantum simulator theorists and experimen-
talists. A national quantum simulator program can also support joint programs in this area
(see Sec. VI).
Non-equilibrium quantum many-body dynamics: Quantum simulators also en-
able access to fundamentally new regimes of coherent, closed-system, and highly excited
dynamics previously inaccessible in conventional materials [33, 34]. This important prob-
lem spans all scales of nature, from the formation of large-scale structures in the universe
to the response of semiconductor devices. The potential impact of quantum simulators in
this domain is high, since dynamics and excited states for multi-particle interacting quan-
tum systems are largely inaccessible to conventional computing. Furthermore, theoretical
tools for describing out-of-equilibrium behavior are limited. Quantum simulators can access
the full range of many-body dynamics, including relaxation to thermal equilibrium in some
closed systems, to non-thermalizing behavior in integrable and disordered systems [34]. Open
challenges addressable by quantum simulators include uncovering the universal organizing
principles governing out-of- and non-equilibrium quantum phenomena; understanding how
time-dependent control, driving, and engineered dissipation can be used to stabilize non-
equilibrium quantum phases [35]; and enabling error-resilient storage and manipulation of
quantum information [36]. In thermalizing systems, quantum simulators can shed light on
transport properties and non-linear response, which are often poorly understood despite
their critical importance for characterizing materials and designing electronic devices. Un-
derstanding non-equilibrium quantum many-body dynamics is perhaps the greatest strength
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of quantum simulators and ties together all the topics of this section, falling squarely into
the area of pillar 2 under fundamental research.
B. Challenges and Opportunities for Theory
Theoretical work plays a critical role in designing quantum simulators, interpreting the
experimental data they produce, and developing an overarching framework to apply lessons
learned in synthetic simulators to physical systems of interest. The new theoretical ideas and
methods needed to drive breakthroughs in quantum simulation are possible only through a
symbiotic relationship between theoretical and experimental teams.
Advances in quantum simulators pose both challenges and opportunities for theory. One
key challenge is the need to move beyond existing frameworks by investigating new regimes of
non-equilibrium dynamics not described by standard statistical mechanics and capitalizing
on access to non-local observables such as entanglement [37], string orders, snapshots of
many-body wave functions [38], and distribution functions. Standard theoretical approaches
to many-body systems emphasizing two-point correlation functions of local observables and
near-equilibrium linear response must be extended. Needed advances include effective field
theories, variational methods, and advanced numerical techniques.
An opportunity for theory is the possibility for detailed comparison of different model
predictions against quantum simulation experiments, which will be fundamental to extract
lessons about the quantum problems at stake. For example, in the case of quantum materials,
many classes of theories have been proposed to explain competing orders, quantum criticality,
and proximity to exotic fractionalized phases in high-temperature superconductors. These
theories can be used as a foundation for model-based analysis of the complex data sets from
quantum simulation experiments. Such a program requires new methods to translate the
predictions from these models into the observables from quantum simulators. Advances in
data-science and machine-learning tools can also be used to compare theory and experiment
and contrast different approximate theories. The same needs apply to other fields, such as
interpreting nuclear magnetic resonance (NMR) spectra in biomedical systems. Successes on
quantum simulator problems can thus translate into understanding in other fields, such as
NMR. Success calls for organizing multi-disciplinary collaborations between experts in data
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science, theoretical physics, medicine, engineering, and other fields of science.
C. Challenges to building a large-scale quantum simulator
The main technological challenges to leverage the strengths and overcoming the weak-
nesses of quantum simulators are common across platforms and center around scalability,
complexity, state preparation, control, and measurement.
Scalability and complexity: The quantum simulator architectures, numbered A–1
through A–11, are described in detail in Sec. IV. Some platforms, such as A–2 (color cen-
ters), A–3 (dopants in semi-conductors), A–4 (gate-defined quantum dots), and A–8 (super-
conducting quantum circuits), face the challenge of variability, i.e., quantum devices with
nominally identical design rarely exhibit identical performance, are affected by coupling to
nearby environments or defects, and typically require time-intensive independent calibration.
Addressing this issue will require better understanding of imperfections and coupling to the
environment; developing better techniques for placement and control of impurities, donor
atoms, and vacancy centers that act as artificial atoms; and devising automated calibration
processes to tune-up a large number of independent devices. Furthermore, many problems
of interest require long-range connectivity that typically cannot be easily be achieved by
physical wiring in planar devices. Implementing long-range interactions via SWAP networks
is technically possible, but often incurs a large overhead. Progress is needed to enhance phys-
ical connectivity of devices, and devise better algorithmic methods to improve connectivity.
Along with connectivity comes cross talk or unwanted connections and interactions, as one
finds natively in many of the other architectures, e.g. in A–1 (cold and ultracold molecules),
A–6 (photons and atoms in cavities), A–7 (Rydberg atom arrays), and A–9 (trapped atomic
ions). A careful design of the system architecture is required so that cross-talk errors do not
scale with the system size. As discussed below, as the system size grows, so does the com-
plexity, not only for the physical architecture and the control and measurement hardware,
but also for the quantum states involved and their verification.
State preparation and control: As quantum simulators enter ever larger scales and
complexities, it becomes increasingly difficult to reach and maintain the low entropy and
low effective temperatures required to prepare and investigate strongly correlated quantum
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many-body states. Multiple platforms will benefit from new methods of state preparation, in-
cluding new cooling techniques, entropy redistribution via reservoir engineering, stabilization
via a dissipative bath, and measurement-based state preparation. Alternatives to traditional
adiabatic protocols include (i) autonomous error mitigation for analog quantum simulators
using engineered baths/dissipation e.g. in architectures A–7 (Rydberg atom arrays), A–8
(superconducting quantum circuits), and A–10 (ultracold neutral atoms); (ii) new tools for
quantum state control, see Sec. V; and (iii) optimizing state-preparation protocols, cool-
ing, and variational approaches in near-term algorithms. These challenges present unique
opportunities for disparate disciplines such as computer science, electrical engineering, ma-
terials science, and mathematics to contribute critical insights making large scale quantum
simulation possible.
IV. QUANTUM SIMULATOR ARCHITECTURES
Quantum simulators can be assembled from a wide variety of atomic, molecular, opti-
cal, and solid-state physical platforms. In the following, we summarize these platforms in
alphabetical order.
A–1: Cold and Ultracold Molecules
Polar molecules present a quantum element combining the strong, anisotropic electric
dipolar interaction with one to hundreds of internal states with transitions at convenient fre-
quencies [39–41]. They can be assembled from neutral atoms to reach Fermi degeneracy [42],
or be directly laser cooled [43]. Molecule-based quantum technology will improve precision
measurement [44] and provide insights in molecular physics, chemistry, and biology. Their
range of frequencies, kHz to hundreds of THz, lends itself to efficient information transduc-
tion across different platforms and study of multiscale quantum physics, while combining
with their intrinsic tunable interactions will allow them to reach high-fidelity entanglement.
Stacked multi-layer fermionic polar molecules [45] can simulate the extended-Hubbard and
t-J models and topological phases, while different classes of molecules can explore models
difficult to access with other platforms, e.g. exotic XYZ magnetism, and internal states
can provide a separately tunable reservoir for simulations of open quantum systems. Crucial
challenges for lattice-based quantum simulators include cooling the system to the many-body
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ground state, obtaining more than about 103 to 104 quantum elements, and extending the
classes of molecules to simulate more models. Addressability at the single molecule level is
another key goal, as well as trapping and control of cold molecules in optical tweezers [46, 47].
A–2: Color Centers
Color centers in wide band gap semiconductors (diamond, SiC, etc.) feature microwave
transitions for control and optical transitions for coupling to each other and to cavities [48].
This system does not require high vacuum or particle trapping, and performs well at modest
temperatures (> 1.5 K) with coherence times ranging from hundreds of microseconds to
minutes. Small quantum registers of up to 10 fully-connected qubits have been recently
demonstrated [49]. Color centers are well suited for the study of open quantum systems [50].
Two quantum registers have been optically connected using nitrogen-vacancy centers in
diamond [51]. Active areas of research to facilitate scalability include increasing the quality of
optical interconnects through improved fabrication methods and photonic optimization [52,
53], exploration of new defects, integration of defects to photonics structures, and precise
control over defect placement.
A–3: Dopants in Semiconductors
Dopant atoms have been integrated into gate-defined quantum-dot devices using deter-
ministic ion implantation [54], and have been placed with atomic precision into dopant-based
devices using scanning probe fabrication. Both single-qubit and two-qubit gates have been
shown using the electron spin bound to donor atoms [55]. Emergent many-body behavior
has been seen in the transport through short 1D chains of donors [56]. In general, dopants in
semiconductors have many of the same opportunities and limitations of gate-defined quan-
tum dots, with some notable differences. The nuclear spin provides an additional degree of
freedom that has very long coherence times, and can be coupled to bound electrons [57].
The main challenge of this platform is achieving tunable donor-donor coupling. Scaling to
larger arrays also requires managing the wiring for individual qubit control.
A–4: Gate-defined Quantum Dots
Spin qubits in gate-defined quantum dots offer a tunable, scalable platform with long spin
coherence relative to their gate time [58]. Advantages of this technology include the ability to
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scale to moderate numbers of qubits using nanoscale lithographic patterning on high-quality
semiconductor silicon, and silicon-germanium substrates. 1D and 2D arrays of these struc-
tures have been demonstrated with excellent control. Silicon quantum dot platforms have
achieved single-qubit and two-qubit gate fidelities of 99.9% [59] and 98% [60] respectively.
Strong coupling between double quantum dot qubits and superconducting coplanar waveg-
uide resonators has recently been achieved. A Fermi-Hubbard model quantum simulator
has been implemented with quantum dots [61]. Quantum dots offer the possibility of long-
range interactions with controllable disorder for simulation of quantum spin fluid formation,
Wigner crystallization, Anderson localization, and time crystals, as well as opportunities for
reservoir engineering for open quantum systems. Active areas of research include exploring
material science parameters to reduce inter-device variability, methods of using variabil-
ity as a resource, modified measurement schemes to improve speed and scalability, such as
multiplexed dispersive readout, and automation of tuning and readout protocols.
A–5: Photons in Nanostructures
Engineered nanophotonic structures coupled to strong nonlinearities offer a potential so-
lution to realizing tunable long-range interactions in two-dimensional lattices [62]. This will
facilitate simulation of quantum spin fluid formation or Wigner crystallization, and Bose
Hubbard models [63]. Furthermore, the spectral or spatial inhomogeneity of the quantum
emitters providing the nonlinearity also acts as a disorder term, making these platforms well
suited for implementation of disordered many-body systems with long range interactions,
challenging to investigate classically since the analytical tools used to study symmetric and
translationally invariant systems break down in the presence of disorder. Optimization tech-
niques will play an important role in engineering of photonic structures [64].
A–6: Photons and Atoms in Cavities
Cavity quantum electrodynamics (QED) enables coupling of distant atoms through pho-
ton exchange via the mode of a cavity operating in the strong-coupling regime. These
long-range interactions, which can include all-to-all connectivity, allow simulation of exotic
spin models [65–67]. Coupling to several cavity modes and/or Floquet driving provide ad-
justable range, connectivity, and sign of the interactions, which in turn enable simulation of
phenomena ranging from quantum spin glasses to information scrambling in quantum black
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holes. Alternatively, these setups can be viewed as many-body systems of cavity photons
with strong photon-photon interaction mediated by atoms [68, 69], and Laughlin states of
light have been recently demonstrated [70]. In current experiments, the cavity mode often
couples collectively to large clusters of atoms, which therefore behave as large semi-classical
spins with cooperatively enhanced interactions. This regime has allowed for deterministi-
cally generating many-particle entangled states, including squeezed [71–74] and W states
[75]. In an opposite limit, cavity-mediated interactions have enabled a two-qubit entangling
gate [76]. An important challenge for future experiments is to go deeper into the quantum
regime in scalable many-body systems, by combining strong atom-light coupling with local
tunability of the interaction of individual atoms with the cavity.
A–7: Rydberg Atom Arrays
Deterministically prepared, often reconfigurable 1D, 2D and 3D arrays of individually
trapped cold neutral atoms with strong, long range, coherent interactions enabled by excita-
tion to Rydberg states constitute a promising approach to realizing programmable quantum
simulators. Recent experiments realized quantum spin models using over 50 qubits with
tunable interactions [11], leading to the discovery of a new class of quantum many-body
states that challenge traditional understanding of thermalization in isolated quantum sys-
tems. The work also provided insights into quantum phase transitions in exotic, previously
unexplored condensed matter models. Symmetry-protected topological phases of matter
have been realized using 2D atom arrays [77]. High-fidelity single-qubit rotations and multi-
particle entangled states, quantum state detection, and parallel quantum logic operations
have been demonstrated, establishing neutral atoms as a competitive platform for quan-
tum information processing. Challenges include scaling to hundreds of entangled quantum
elements and reproducing results on similar or complementary platforms.
A–8: Superconducting Quantum Circuits
Superconducting circuits are a leading solid-state quantum simulation platform with rela-
tively long coherence times and strong, tunable interactions enabling fast, high-fidelity quan-
tum logic gates. Relatively high-fidelity operation and readout of more than 50 qubits is now
achievable [13, 78]. A wide range of circuit topologies can be lithographically defined, mak-
ing superconducting circuits one of the most geometrically flexible simulator platforms [79].
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Quantum elements include linear resonant elements operating as cavities or photon (bosonic)
reservoirs [80], and nonlinear elements operating as artificial multi-level atoms (qudits), two-
level atoms, spins, or qubits [79, 81]. Linear and nonlinear couplings between elements can
provide tailor-made interactions [79, 82, 83] for investigating frustrated spin systems, photon-
photon interactions, or modelling phase-transitions beyond mean-field theory. This platform
has been applied to digital simulation of spin models, fermionic dynamics, quantum chem-
istry using variational quantum eigensolvers; and machine learning for classification [83–87].
Analog simulation of strongly correlated quantum matter — such as many-body localized
states in disordered lattices and the Mott insulating phase in the Bose-Hubbard model [88]
— has been recently explored. Significant challenges in this platform include obtaining
high fidelity and full quantum control over more than tens of qubits, while maintaining and
improving the coherence of individual circuit elements.
A–9: Trapped Atomic Ions
Trapped atomic ions are among the most coherent and controllable of all quantum sim-
ulation platforms [89]. The internal structure (spin) of atomic ions is not perturbed by
the external confinement forces. Trapped ion qubits can be localized, initialized, and mea-
sured with high fidelity. Reconfigurable qubit couplings are mediated by the Coulomb in-
teraction and controlled through state-dependent dipole forces realized with applied optical
or microwave fields. Qubits can be fully connected for modest system sizes. This allows
the implementation of magnetic spin models with long-range and tunable interactions, and
simulations of phase transitions and quantum dynamical processes through adiabatic ma-
nipulations, quantum quenches, and Hamiltonian modulation [90]. Variational quantum
eigensolver algorithms for quantum chemistry have also been demonstrated with this plat-
form [91, 92]. Current state-of-the-art trapped ion quantum simulators involve more than
50 spins [12, 93, 94], with complete control and high fidelity up to a few tens of ions. The
primary challenge to scaling ion traps is the systems-level engineering of optical controllers
and electrode structures to connect groups of trapped ions through shuttling, as well as the
integration of photonic interconnects for modular communication between trapped ion qubit
clusters.
A–10: Ultracold Neutral Atoms
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Ultracold neutral atoms working with thousands to tens of millions of interacting fermionic
or bosonic quantum elements can simulate a wide variety of paradigmatic quantum phases
and phenomena because of their high degree of isolation, flexible geometry, interaction and
spin control, and slow observable dynamics. Fermionic degrees of freedom can be natively
realized. Quantum simulator tools range from optical lattices [22, 95] and Feshbach reso-
nances realizing strong interactions [3, 96] to now artificial gauge fields, arbitrary confining
geometries, dipolar interactions, coupling to optical cavities, and individual atom imaging
and control in quantum gas microscopes [38, 97], allowing one to directly sample the many-
body wave function. Equilibrium quantum simulations accessible to these devices include the
Fermi-Hubbard model (reducing temperature roughly four-fold may exhibit the predicted d-
wave superconductivity), quantum spin liquids (using lattices with geometrical frustration),
fractional quantum Hall physics (using artificial gauge fields), and even models from cos-
mology (using dynamical geometry or interaction strengths). Nonequilibrium simulations
include the breakdown of thermalization in isolated integrable systems, the dynamics of
many-body localization, and high order correlators, for example in atom interferometry [98].
The unified approach of quantum simulation and precision metrology [99, 100] is leading a
revolution in our understanding of complex systems for applications in measurement science.
Floquet engineering on atomic quantum gases has already synthesized gauge fields relevant
to condensed matter, high-energy, particle and gravitational physics. Challenges include the
non-uniformity inherent to many trapping scenarios, a variety of loss and decoherence mech-
anisms from background vacuum gas to trapping fields, and removing entropy to achieve
ground states.
A–11: Van der Waals Heterostructures, Moire´ Materials, and Excitons
Atomically thin 2D materials such as graphene and transition metal dichalcogenides
(TMDs) can be combined into layered heterostructures of great variety. These structures
effectively simulate a highly tunable Hubbard model, analogous to what occurs in compli-
cated correlated materials, but on a greatly expanded length scale. The relative importance
of electronic tunneling and correlations can be continuously varied by tuning gate voltages,
relative interlayer twist angles, strain, and dielectric environments, to explore a full phase
diagram in a single material [101]. Moire´ superlattice structures of graphene have realized
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highly tunable correlated insulators, magnets, and superconductors, and future heterostruc-
tures will be able to simulate even more complex correlated topology, frustrated magnetism,
and fractionalized spin liquids. 2D material heterostructures can also host high densities
of long-lived bosonic particles such as excitons and exciton-polaritons, manipulable to pro-
duce highly tunable solid-state platforms to simulate bosonic many-particle systems, and
to realize optoelectronic and thermoelectric applications [102]. These architectures can be
cooled more easily, relative to the tunneling and superexchange energies, than for instance
their counterparts in architectures A–1 (cold and ultracold molecules) and A–10 (ultracold
neutral atoms) to explore coherent spin-physics, presenting both an exciting opportunity
and a challenge.
V. PROGRAMMABILITY AND VERIFIABILITY
Quantum simulators can take many forms ranging from completely analog to fully digital,
with hybrid implementations in between [103]. Having presented the scientific challenges and
opportunities in Sec. III, and the architectures in Sec. IV, this section proceeds to identify
opportunities and challenges in the programmability and operation verification [104] of this
large class of simulators.
A. Digital, Analog, or Hybrid
While quantum simulators are traditionally classified as analog or digital, actual realiza-
tions are more nuanced, spanning the continuum between the two. Digital, i.e., gate-based
quantum simulation, has the advantage of versatility since in principle, all Hamiltonians
can be effectively encoded into quantum circuits involving just one- and two-qubit gates.
However, the high coherence and gate fidelity, along with error correction, required for deep
quantum circuits are unattainable in the next 2–5 years. Quantum simulators spanning the
continuum between digital and analog provide a more realistic path to solving scientifically
pressing problems in the near term.
Fully analog devices fix the Hamiltonian to mimic the problem exactly. Adding tunabil-
ity allows broadening to a class of problems rather than a fixed Hamiltonian. Additional
capabilities such as single-qubit gates or single-site addressability provide added control and
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an even larger class of problems to be tackled. On the other hand, in a model closer to
the digital quantum computer, allowing for analog-like elements such as switching on/off
multi-qubit interactions, rather than decomposing multi-qubit gates in terms of two-qubit
and single-qubit gates, can lead to shorter depth circuits and the ability to simulate more
complex problems, despite limited coherence and gate fidelity.
Hybrid models of simulation can also open new opportunities. This can include either
hybrid approaches involving different architectures from Sec. IV, or quantum-classical hybrid
simulations, such as variational quantum eigensolvers. In the former case, one approach is
running the same problem on different hardware to cross check and benchmark the results;
another possibility is a physical connection between disparate systems via a quantum chan-
nel. For quantum-classical hybrid simulators, the quantum system is used for encoding and
evolving the quantum state as an ansatz, while the classical computer is used for optimization
of its parameters.
B. Challenges and Opportunities
Before problems of practical importance can be tackled, it is imperative to test the ability
to accurately control engineered quantum systems, verify that the results of the quantum
simulators can be trusted, and quantify errors. Gate-based quantum simulators benefit
from verification and validation methods developed for quantum computing, such as ran-
domized benchmarking and gate set tomography, to characterize system performance and
diagnose errors. However, these tools have an intrinsic exponential scaling, limiting them
to smaller systems. For analog quantum simulation, the theoretical design of benchmarking
and error-correction tools is in its infancy. For example, what is the equivalent of a “quan-
tum volume” [105, 106] for quantum simulators that will enable comparison of the different
architectures? There is a broad opportunity for witness observables, akin to entanglement
witnesses, to validate simulator operation without a priori predictions for the outcome of
the complete simulation. In fact, we expect techniques for validating, calibrating, and di-
agnosing quantum simulators to be platform agnostic. Similarly, quantum error correction
methods developed for universal quantum computers provide high-level protocols transcend-
ing specific physical architectures but require overheads too large for near-term simulators.
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Uncovering new types of error correction and mitigation suitable for near-term simulators is
an open problem.
Furthermore, there is a natural trade-off between the coherence of a system and the degree
of programmability and tunability. Understanding and exploring this trade-off is important
in developing quantum simulators. There is also an opportunity in the development of
algorithms with this trade-off in mind, leading naturally to the concept of co-design, i.e.,
developing applications for specific hardware and architectures. Such efforts will benefit
from the convergence of various areas of expertise, including experimental physics, quantum
control theory, computer science and software, and engineering.
Validating Analog Simulators: Physical systems contain contributions to their Hamil-
tonian beyond the strict confines of the model that they are designed to implement [107],
representing a challenge to analog quantum simulators. However, exact agreement between
a simulator and its target model is not expected to be necessary. Thanks to the universality
of the low energy physics arising from collective behavior, often these additional terms or
fluctuations will not affect the correctness of the simulation provided they are not too large.
Current experiments show that good agreement with simple and tractable theoretical mod-
els can be achieved despite the presence of imperfections [108]. An immediate question is
whether it is possible to quantify the robustness of observables to such perturbations. Clas-
sification of the relevance of perturbations to the systems as relevant, marginally relevant,
or irrelevant bear resemblance to classification schemes in renormalization group flows [109].
Methods to determine how strongly observables are affected by small perturbations and to
derive reliable error bounds are desirable. This presents remarkable research opportunities
to quantify uncertainties in systems without a-priori known behavior.
Validating Digital Simulators: Digital quantum simulation suffers from several in-
herent sources of errors, including digitization errors arising from insufficient number of
Trotterization steps, control errors on the gate unitaries, and decoherence due to both de-
phasing and environmental interactions. Well-understood tools exist for characterizing and
dissecting these errors in small-scale quantum circuits, such as randomized benchmarking,
cross-entropy benchmarking, and state and process tomographies. However, these tools be-
come forbiddingly difficult to implement at the level of 10 to 50 qubits, let alone for larger
and more complex quantum elements [110]. Possible directions will involve new bench-
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marking protocols to estimate the fidelity of quantum circuits without explicit reliance on
classical calculations, and new measurement methodologies improving upon the exponential
or super-exponential scaling behavior in the number of quantum elements in the system.
The use of computer-science validation techniques will also prove crucial. For example,
machine-learning based techniques can be used to validate and reconstruct properties of
large quantum hardware [111]. Success in any of these efforts, even moderate, will have
profound impact on digital quantum simulation and computation as a whole.
Comparison to Classical Calculations: Comparison of experimental results with con-
trolled classical simulations of quantum systems plays an important role in the validation
of quantum hardware. For small systems, brute-force classical simulations can be still per-
formed without essential approximations. At this scale, systematic verification and compar-
ison procedures can reveal flaws or neglected relevant perturbations in microscopic models.
For larger-scale quantum hardware, comparing to classical simulation is more challenging but
venues for benchmarking are still open. State-of-the-art classical many-body techniques can
be used to validate analog and digital quantum computers. For example, low-entangled states
in 1D are naturally amenable to tensor-network simulations [112], whereas sign-problem-free
models can be effectively studied with stochastic Quantum Monte Carlo techniques [113].
Comparing to classical simulations has a dual goal. First, it is crucial in understanding
the microscopic details of quantum hardware and better assessing its capabilities. Second,
experimentally accessing regimes beyond the current applicability of many-body classical
techniques can be regarded as a way to benchmark and improve upon such techniques.
Verification of Simulators: Given that many problems are well-suited to implementa-
tion on multiple platforms, comparison of simulations of the same Hamiltonian using differ-
ent technologies can verify the outcome or reveal unexpected interactions in the simulators.
Alternatively, one can use self-verification, where the simulator is run forward and then
backward, testing that the state at the midpoint has the desired properties of the simulation
and that the inversion of the evolution returns to the same initial state. A more complex
self-verification will generate the same Hamiltonian through two different physical processes
to compare outcomes.
Error correction and mitigation for quantum simulators: The type of quantum
simulator hardware determines the impact and types of imperfections affecting the system.
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Decoherence and unwanted interactions have a different physical origin depending on the
platform. The central challenge is to identify and correct for these unwanted interactions.
To date, the most successful approach is to address every imperfection individually by careful
engineering and ingenuity. A methodology is needed for quantum simulators that, similar
to quantum error correction, is able to mitigate the effect of errors and offer a high degree
of portability across different architectures. Because quantum simulators do not demand
the same flexibility as universal quantum computers, they open up the possibility to devise
error mitigation schemes that are targeted at special purpose simulations with near-term
devices [114–117]. More research is needed to explore opportunities to apply methods derived
from quantum error correction and mitigation to analog simulators.
Mesoscopic Metrics of Quantum Complexity: Most models of computational com-
plexity are based on the asymptotic limit of computation, an approach that is relevant for
large systems. This is a poor model for quantum simulators, which possess both limited con-
trol and limited components. Developing a complexity theory of quantum simulation that
is more relevant to medium-scale systems is an open problem that will impact the further
design of these platforms.
VI. FOSTERING COLLABORATION AND SHARED RESOURCES
Ultimately, the goals of pillar 1 (to create a transition of mature quantum simulator
architectures from laboratory demonstrations to prototypes to end-user products accessible
by the broader scientific community) and pillar 2 (to bring less well-developed platforms up
to that point and perform fundamental research) require a multi-faceted program to support
multi-disciplinary team formation beyond the present predominantly single investigator level.
In the following, we describe our vision of community support for such a national quantum
simulator program. It is the position of the community that this approach is necessary to
succeed on a 2-5 year time scale.
A. Horizontally and Vertically Integrated Teams
The design and operation of a quantum simulator involve a high level of collaboration
between theorists who introduce hard models, computer scientists and systems engineers
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who ensure that the simulator is appropriately tunable, reliable, and usable, and quantum
experimentalists who implement and run the device and extract the data. There are common
techniques among multiple physical architectures, from manipulating individual photons, to
trapping and interrogating atoms and molecules, to controlling decoherence in quantum cir-
cuits and materials. There are also common analysis techniques and theoretical tools behind
the identification of models and their relation to the native interactions in the quantum
hardware. A successful quantum simulator program will streamline the use of such common
tools by establishing standards and encouraging the sharing of resources between all scien-
tific groups, including software and theoretical computational tools, schematics for control
systems used across many architectures, and the practical details of building quantum sim-
ulators on specific architectures that often prove surprisingly useful on different platforms.
Operating different platforms requires different equipment. For example, trapped atoms
or ions and superconducting quantum circuits are, at first sight, quite distinct. However,
they have directly benefited from each other, for example in applying concepts of quan-
tum trajectories from quantum optics [118] to superconducting circuits [119, 120]. In fact,
experimental technologies, specific techniques, physical models, system Hamiltonians, and
quantum operations can all be very similar. Dedicated funding support for establishing and
promoting these interdisciplinary collaborations will have a high impact. In particular, to
create the necessary synergy among laboratories, we envision a mixture of two approaches:
vertical and horizontal. In the vertically integrated approach, a single experimental quantum
simulator platform is implemented by a team of PIs with different expertise. In the horizon-
tally integrated approach, teams employ multiple platforms to study the same problem or
model.
B. Academic, National Laboratory, and Industry Cooperation and Mutual Benefit
The success of these vertical and horizontal approaches requires continued maturation
of key supporting sub-systems, including atomic sources, integrated optical systems, opto-
mechanical assemblies, quantum-limited amplifiers, and high-speed field-programmable gate
array (FPGA) control systems. Given the significant challenges to maturation for quantum
system engineering, we see a substantial opportunity to inspire and push for industrial de-
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velopment of these new tools for a broad user community through strategic and deliberately
coordinated partnerships between academic, national lab, and industrial developers.
Collaborations between universities, national labs, and industry to improve existing tech-
nologies will also be vital to accelerating the development of quantum simulators as deploy-
able devices. Advancements on this front can be spurred by supporting academic access to
national lab and industrial systems. Dedicated or priority access at multiple levels (e.g., high-
level software and API and low-level qubit and control hardware) will help enable researchers
to understand the entire system and develop new protocols that will lead to improved and
larger-scale quantum simulations. All parties can also provide open-source code building
features that the community identifies as being beneficial for the advancement of their work.
We therefore envision a student- and postdoc- exchange program that will encourage cross-
pollination of ideas at multiple levels. First, we emphasize the need for direct interactions
between researchers in experiment and theory. Theory students or postdocs will spend
time at different institutions collaborating with experimentalists in their labs and vice-versa.
Second, students or postdocs from one architecture will visit labs from another to share
common strategies that exist between different platforms. Third, we suggest fellowships and
other funding opportunities be created for students and post-docs to work in academia–
national lab–industry partnerships.
It is imperative and timely to prepare students with a broad, cross-cutting educa-
tional experience spanning architectures—e.g., neutral atoms and superconducting quantum
circuits—and sectors, e.g., academia and national labs. This approach will best position
the future work-force to develop and deploy the prototypes needed to solve the scientifically
pressing questions described in Sec. III and the practical problems highlighted in Sec. V.
C. National Quantum Repository and Information Exchange Hub
Technical expertise in academia is typically siloed in individual groups and can be difficult
to share due to a lack of documentation, software robustness, and instrument compatibility.
Strong collaborations and greater exchanges of technical expertise between research groups
and experimental and theory programs, encouraged by dedicated funding, will strongly fa-
cilitate progress. For larger scale exchanges, we recommend establishing a national quantum
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repository and information exchange hub in the form of an internet resource for technical in-
formation and common basic subsystems. An organized, searchable repository of schematics,
technical drawings, and publications similar to the LIGO portal (https://dcc.ligo.org/)
will be maintained as part of the quantum hub.
A key challenge to this plan is that physics research groups are typically not motivated
to develop robust and well documented hardware solutions. A potential workaround to this
problem is to fund engineering and computer science student projects (e.g., as a supplement
to a funded project) to design and benchmark a modular hardware or software component.
Funding such (possibly co-advised) projects will provide a pathway to transferring critical en-
gineering expertise into groups working on quantum simulator research. Information shared
on the repository will also help identify current and future engineering needs for quantum
simulators, which will help nucleate these student projects and activities.
The hub will also provide a centralized location to curate and promote existing open-
source software tools, similar to the highly successful nanoHUB (https://nanohub.org/).
Funding agencies can incentivize and encourage groups to post capabilities to this hub. Dis-
cussion forums will also provide a centralized online communication network, allowing in-
dividuals from across physics, computer science, and engineering to communicate and grow
collaborations involving expertise from different areas. Forum discussions will cover capa-
bilities of experimental platforms and theoretical methods, motivating problems in physics
and computer science and their connections to different hardware systems.
Creating such a forum and ensuring that it reaches critical mass (like the mathemat-
ics, computer science, and quantum information stack exchanges) will require a concerted
effort and leadership from the community. Time and effort from experts in the field will
be required to initiate and moderate discussions and establish a tradition of collaboration
and communication. Resources will be required to enable principal investigators, postdocs,
senior students, and dedicated engineers to devote time to standing up and developing the
hub so that it can grow into a valuable tool for fostering collaboration, communication, and
connections beyond a select few groups across the quantum simulator community.
We note that the success of the hub to accelerate the development of quantum technology
hardware will depend critically on sustained and centralized support. This challenge provides
an opportunity for the community to work with permanent partners such as national labs
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to establish such a critical resource.
In addition to a virtual hub, other approaches to a quantum simulator hub were discussed
by workshop participants. Inspired by the LIGO-style focused collaborative effort, and mo-
tivated by potentially strong opportunities to bring revolutionary impacts to science and
technology, a quantum simulator hub could include experimental scientists, engineers, theo-
retical physicists, and computer scientists all working together toward selected grand chal-
lenge goals. Such a Hub could utilize several complimentary platforms (both advanced and
emerging) aiming to address key scientific and engineering challenges to produce practically
useful simulators for scientific application. It would complement individual investigators’ ef-
forts and could include robust community outreach effort to enable access to most advanced
platforms and to disseminate technology. It is also in the spirit of the National Quantum
Initiative that a quantum simulator hub of this form would include strong partnerships with
industry and national labs.
VII. CONCLUSIONS
Despite advances in high-performance conventional computing, machine learning, and
artificial intelligence, simulations on classical hardware remain unable to address many key
scientific problems. Universal digital quantum computers have been proposed to solve many
of these outstanding problems, with very exciting recent progress toward quantum advantage
and supremacy [13]. However, achieving a sufficient number of well-controlled error-corrected
qubits of large enough quantum volume [105] to broadly realize impactful use-cases—i.e.,
the “killer app”—is likely decades away. An alternative, non-universal approach for certain
applications are quantum simulators. These devices are already being built on a wide variety
of architectures (including atomic, molecular, optical, and solid-state systems), consist of up
to millions of quantum elements, and range from highly optimized special-purpose devices
to flexible and fully programmable machines.
Quantum simulators offer extraordinary opportunities for applications realizable on a 2–5
year time scale. These include optimizing the performance of quantum materials, solving
hard quantum chemistry problems related to reaction rates and catalysis, designing quantum
devices to develop a fundamental understanding of transport, modeling the quantum inter-
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net, and unlocking the potential quantum nature of photosynthesis. Quantum simulators
also provide a platform for resolving fundamental theoretical questions in cosmology, particle
physics, gravity, and quantum thermodynamics. Challenges to realizing this potential in-
clude scalability and complexity, state preparation and control, validation, verification, and
error correction and mitigation.
To overcome these challenges, it is the position of the community that investment in
a national quantum simulator program is a high priority. Such a program should consist
of two main pillars: (1) Early Prototype Quantum Simulators will support the cre-
ation of quantum simulator prototypes usable by the broader scientific community, and (2)
New, Emerging Quantum Simulators will support fundamental research carried out by
a novel blend of multi-investigator, multi-disciplinary collaborations, including a quantum
hub internet-based community resource for quantum simulator software, hardware, and edu-
cation. An integral part of pillars (1) and (2) are partnerships between university researchers,
national labs, and industry.
The resulting goals for accelerating progress in quantum simulators resonate with the
goals of two recent related NSF Accelerator workshops – “Quantum Interconnects” and
“Quantum Computers.”
Any subjective views or opinions that might be expressed in the paper do not necessarily
represent the views of the U.S. Department of Commerce, the U.S. Department of Energy,
or the United States Government.
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