ABSTRACT. We consider solutions of Lagrangian variational problems with linear constraints on the derivative. These solutions are given by curves γ in a differentiable manifold M that are everywhere tangent to a smooth distribution D on M ; such curves are called horizontal. We study the manifold structure of the set Ω P,Q (M, D) of horizontal curves that join two submanifolds P and Q of M . We consider an action functional L defined on Ω P,Q (M, D) associated to a time-dependent Lagrangian defined on D. If the Lagrangian satisfies a suitable hyper-regularity assumption, it is shown how to construct an associated degenerate Hamiltonian H on T M * using a general notion of Legendre transform for maps on vector bundles. We prove that the solutions of the Hamilton equations of H are precisely the critical points of L.
INTRODUCTION
The aim of this paper is to generalize to constrained variational problem the classical results about the correspondence between Lagrangian and Hamiltonian formulations (see for instance [1] ). Particular cases of this theory are the sub-Riemannian geodesic problem, and the so called Vakonomic approach to the non holonomic mechanics.
The constrained variational problem is modeled by the following setup: we consider a differentiable manifold M endowed with a smooth distribution D ⊂ T M ; moreover, L is a (possibly time dependent) Lagrangian function on D. In the non holonomic mechanics, M represents the configuration space, D the constraint, and L is typically the difference between the kinetic and a potential energy. In the sub-Riemannian geodesic problem, L is simply the quadratic form corresponding to a positive definite metric on D.
The solutions to the constrained variational problem are given by horizontal curves γ in M which are stationary points of the action functional L(γ) = b a L(t, γ(t),γ(t)) dt, and that satisfy suitable boundary conditions.
We consider the set Ω P,Q ([a, b], M, D) of horizontal curves in M of class C 1 joining two submanifolds P and Q of M . If either P or Q is transversal to D, then we show that Ω P,Q ([a, b], M, D) has a natural structure of a Banach manifold. More in general, we give conditions that guarantee the existence of a differentiable structure on Ω P,Q ([a, b], M, D) in terms of the symplectic structure of the cotangent bundle T M * . In this situation, L is a smooth map on Ω P,Q ([a, b], M, D) and we describe its critical points.
In order to be able to treat the case of a general Lagrangian function, in the paper we have considered as domain of the action functional the set of horizontal curves of class C 1 . If one considers a Lagrangian of some specific form, like for instance L(t, q,q) quadratic inq, then one can extend the domain of the action functional to include curves that satisfy weaker regularity conditions, for instance of Sobolev type. Considering such extension may be more appropriate for developing an existence theory for the solutions of the variational problem by techniques of Global Analysis. We remark here that virtually all the results presented in this paper may be extended in this direction by minor modifications of the arguments.
When the Lagrangian function L satisfies a hyper-regularity condition, we introduce an associated Hamiltonian H 0 on D * using a suitable version of the Legendre transform for general vector bundles. The Hamiltonian H 0 has a canonical extension to a Hamiltonian H in T M * , which is degenerate, given by H(t, q, p) = H 0 t, q, p| D . The solutions of the Hamilton equations of H whose momenta annihilate T P and T Q at the endpoints are shown to be precisely the critical points of the action functional L in Ω P,Q ([a, b], M, D). In this way, we obtain a Hamiltonian formulation of our variational principle.
In the particular case where D is endowed with smoothly varying positive definite inner product g and L is given by L(t, q,q) = In particular, we obtain a variational proof of [7, Theorem 1] .
In Reference [5] it is studied the case of Vakonomic mechanics, by considering a Lagrangian L of the form L(t, q,q) = 1 2 g(q,q) − V (q), where V : M → IR represents the potential energy of the force acting on the system. We conclude with a remark about a possible index theory for trajectories of Vakonomic mechanics. Every such solution comes with a well defined Morse index, possibly infinite, which is the dimension of a maximal negative space for the second variation of the Lagrangian action functional. In the case of non constrained hyper-regular Lagrangians, this number is related to the Maslov index of the corresponding solution of the Hamilton equations (see [12] ). However, an index theorem for the action functional of a general constrained Lagrangians is not known yet, and we suggest that further investigation can be done in this direction. A sub-Riemannian version of the Morse index theorem can be found in [4] .
We give a brief description of the material presented in each section of the paper. In Subsection 2.1 we present an abstract version of the Legendre transform for maps defined on general vector bundles. In Subsection 2.2 we recall the classical theory concerning the relations between the critical points of the action functional associated to a time-dependent Lagrangian function and the solutions of the corresponding Hamiltonian obtained by the Legendre transform. We consider rather weak regularity assumptions on the Lagrangian L and we also study the case of variable endpoints. For the case of time independent non constrained smooth Lagrangians and curves with fixed endpoints, we refer to [1] .
In Subsection 3.1 we show the existence of local time-dependent referentials for a general vector bundle defined in the neighborhood of the graph of a given continuous curve. Using these referentials, in Subsection 3.2 we describe a convenient atlas for the Banach manifold structure on the set of horizontal curves with free final endpoint. In Subsection 3.3 we study the differential structure of Ω P,Q ([a, b], M, D) in terms of critical points of the endpoint map on Ω P ([a, b], M, D). Such critical points are completely characterized in terms of characteristic curves of D, which are the curves in T M * everywhere tangent to the kernel of the restriction to D o of the canonical symplectic form of T M * . Some questions concerning the genericity of the property of existence of critical points of the endpoint map are answered in [2] . In Subsection 3.4 we study the differentiable structure of 
where E Z : U → IR is given by Proof. Differentiating the equality Z * • dZ = E Z and (2.1.2), we obtain:
is an isomorphism, the conclusion follows. 
Hence, by definition of E Z * , we get
Let now M be a smooth manifold and π : ξ → M be a smooth vector bundle over M ; for m ∈ M , we denote by ξ m the fiber π −1 (m). The dual bundle of ξ will be denoted by ξ * ; the bi-dual ξ * * is canonically identified with ξ. Let Z : U ⊂ ξ → IR be a map such that, for every m ∈ M , U ∩ ξ m is open in ξ m and such that the restriction of Z to U ∩ ξ m is of class C 2 .
Definition 2.1.4. The fiber derivative FZ : U → ξ * is the map defined by:
where m = π(v). Let V ⊂ ξ * be the image of FZ; we say that Z is regular if for each m ∈ M , the restriction of FZ to U ∩ ξ m is a local diffeomorphism; Z is said to be hyper-regular if for each m such restriction is a diffeomorphism onto V ∩ ξ We use the notions of regularity and hyper-regularity given in Definition 2.1.4 for Lagrangians and Hamiltonians on manifolds. Using the Legendre transform defined in Subsection 2.1 (Definition 2.1.4), given a hyperregular Lagrangian L on M , the map H = L * is a hyper-regular Hamiltonian on M . To see that H(t, ·) is of class C 1 , one applies the Inverse Function Theorem to the map FL(t, ·).
1
If H is the hyper-regular Hamiltonian obtained by Legendre transform from the Lagrangian L, then by Proposition 2.1.5, we have that H * = L, and that FH and FL are mutually inverse bijections.
Let
The action L(γ) of L on the curve γ is given by the integral:
L defines a functional on the set:
1 As a matter of fact, the Hamiltonian H = L * is continuous. This can be seen by applying the Theorem of Invariance of Domain (see [10] ) to conclude that FL is a homeomorphism onto an open subset of IR × T M * .
where P and Q are two smooth embedded submanifolds of M . It is well known that Ω P,Q ([a, b], M ; U ) has the structure of an infinite dimensional smooth Banach manifold (see for instance [11] ), and L is a functional of class
We will call L the action functional of the Lagrangian L.
We have the following characterization of the critical points of L: 
where L(t, q,q) is the coordinate representation of L. Observe that the coordinate representation of the map FL(t,γ(t)) is given by the partial derivative Conversely, if conditions 1, 2 and 3 are satisfied, equation (2.2.4) follows easily, which implies that γ is a critical point.
We now pass to the study of the Hamiltonian formalism, and we consider the canonical symplectic form ω on T M * , given by ω = −dϑ, where the canonical
is the corresponding chart on T M * , ϑ and ω are given by:
dq i ∧ dp i .
Given a Hamiltonian H on M , we define the Hamiltonian vector field H to be the timedependent vector field on T M * defined by:
where H t = H(t, ·).
We say that a curve γ : 
These are called the Hamilton equations of H; observe that the first equation in (2.2.6) can be written intrinsically as:γ 
.4. Let L be a hyper-regular Lagrangian on M and let H be the corresponding hyper-regular Hamiltonian by the Legendre transform. Let P and Q be smooth submanifolds of
M ; a curve γ ∈ Ω P,Q ([a, b], M ; U ) is a
critical point of L if and only if γ is a solution of the Hamiltonian H which admits a Hamiltonian lift Γ such that
obtaining:
where p = ∂L ∂q (t, q,q). Using that FH and FL are mutually inverse, we get ∂H ∂p (t, q, p) = q; it follows from (2.2.9):
The second Hamilton equation follows from formula (2.2.10) and from Proposition 2.2.2.
Conversely, suppose that γ is a solution of the Hamiltonian H which admits a Hamiltonian lift Γ satisfying (2.2.8). Since FH and FL are mutually inverse, from (2.2.7) it follows that Γ(t) = FL(t,γ(t)). Equality (2.2.10) and the second Hamilton equation imply (2.2.3), and the conclusion follows from Proposition 2.2.2.
THE SPACE OF HORIZONTAL CURVES AND ITS DIFFERENTIABLE STRUCTURE
Let M be an n dimensional manifold; a smooth distribution D of rank k on M is a smooth subbundle D ⊂ T M whose fibers are k-dimensional spaces. This means that, for
which is smoothly varying with m, i.e., there exist k smooth vector fields around each point of M which form a pointwise basis for D.
We will consider throughout a manifold M with a fixed distribution D; a
Let Ω([a, b], M ) denote the space of curves γ : [a, b] → M of class C 1 and let P , Q be two submanifolds of M . We define the following subsets of Ω([a, b], M ):
) ∈ U for all t; similar notations will be used for all the spaces appearing in formula (3.0.11).
In this section we will prove that
In the Subsection 3.1 we give a couple of preliminary results needed to the study of the geometry of the set of horizontal paths in (M, D).
The main reference for the geometry of infinite dimensional manifolds is [6] ; for the basics of Riemannian geometry we refer to [3] .
Existence of time-dependent referentials.
Definition 3.1.1. Let (M, g) be a Riemannian manifold and x ∈ M . A positive number r ∈ IR + is said to be a normal radius for x if exp x : B r (0) → B r (x) is a diffeomorphism, where exp is the exponential map of (M, g), B r (0) is the open ball of radius r around 0 ∈ T x M and B r (x) is the open ball of radius r around x ∈ M . We say that r is totally normal for x if r is a normal radius for all y ∈ B r (x).
By a simple argument in Riemannian geometry, it is easy to see that if K ⊂ M is a compact subset, then there exists r > 0 which is totally normal for all x ∈ K.
Given an vector bundle π : ξ → M of rank k over a manifold M , a time-dependent local referential of ξ is a family of smooth maps
is a basis of the fiber ξ x for all (t, x) ∈ A. Proof. We first consider the case that γ is a smooth curve.
Let us choose an arbitrary connection in ξ, an arbitrary Riemannian metric g on M and a smooth extension γ : [a − ε, b + ε] → M of γ, with ε > 0. Since the image of γ is compact in M , there exists r > 0 which is a normal radius for all γ(t), t ∈ [a − ε, b + ε]. We define A to be the open set:
Let now X 1 , . . . , X k be a referential of ξ along γ; for instance, this referential can be chosen by parallel transport along γ relative to the connection on ξ. Finally, we obtain a time-dependent local referential for ξ in A by setting, for (t, x) ∈ A and for i = 1, . . . , k, X i (t, x) equal to the parallel transport (relative to the connection of ξ) of X i (t) along the radial geodesic joining γ(t) and x.
The general case of a continuous curve is easily obtained by a density argument. For, let γ : [a, b] → M be continuous and let r > 0 be a totally normal radius for γ(t), for all t ∈ [a, b]. Let γ 1 : [a, b] → M be any smooth curve such that dist(γ(t), γ 1 (t)) < r for all t, where dist is the distance induced by the Riemannian metric g on M . Then, if we repeat the above proof for the curve γ 1 , the open set A thus obtained will contain the graph of γ, and we are done.
The abstract result of Lemma 3.1.2 will now be used in the situation that we are interested in. Namely, let us consider a manifold M endowed with a smooth distribution D of rank k.
Let A ⊂ IR × M be an open set and let X 1 , . . . , X n be a time-dependent referential of T M defined in A. We say that such referential is adapted to the distribution D if X 1 , . . . , X k form a referential for D. 
Charts in Ω([a, b], M ) adapted to a time dependent referential.
Given a time-dependent referential of T M defined in an open set A ⊂ IR × M , we are going to associate to it a map
whereÂ denotes the open subset of IR × T M given by:
. We define B 0 by:
The map B 0 is smooth; its differential is computed in the following:
We define a time-dependent vector field in A by
and a vector field w along γ by
Given a chart (q 1 , . . . , q n ) defined in an open set V ⊂ M , denote byṽ(t),X(t, q) and w(t) the representation in coordinates of v, X and w respectively. Then, the following relation holds:
Proof. Simply consider a variation of γ with variational vector field v and differentiate relation (3.2.3) with respect to the variation parameter, using the local chart. 
Proof. The differential of B is given by:
where (dB 0 ) γ (v) is given in Lemma 3.2.1. By standard results on the existence and uniqueness of the solution of a linear differential equation with given initial conditions, it follows that dB γ is an isomorphism, hence B is a local diffeomorphism. The injectivity of B follows easily from the uniqueness of solutions of ordinary differential equations with given initial conditions. This concludes the proof. Now, using the chart B, we can prove that Ω P ([a, b], M, D) has the structure of a smooth Banach manifold: 
By the uniqueness of the solution of a Cauchy problem, it follows that, for all t ∈ [a, b], the evaluation map
is an isomorphism. Therefore, for every t ∈ [a, b] we can define a linear isomorphism
Using the maps Φ t we can give a coordinate free description of the differential of B 0 , based on the "method of variation of constants" for solving non homogeneous linear differential equations.
. Define the objects X, w and Φ t as in (3.2.4), (3.2.5) and (3.2.8) respectively. Then, the following equality holds:
Proof. Both sides of (3.2.9) coincide at t = a, therefore, to conclude the proof, one only has to show that its representation in local coordinates satisfies the differential equation 
The curve γ will be called singular if it is not regular.
We recall the definition of transversality for maps between Banach manifolds. 
is a complemented subspace of T x M. We say that f is a submersion at x ∈ M if f is transversal to {f (x)} at x; f is transversal to Q (resp., a submersion) if f is transverse to Q (resp., a submersion) at every x ∈ f −1 (Q) (resp., at every x ∈ M).
It is well known (see for instance [6] ) that if f is transverse to Q at x, then f −1 (Q) is a smooth submanifold of M around x. We can now motivate the introduction of the endpoint map:
If γ is regular, this restriction of the endpoint map is easily seen to be transverse to Q at γ, since it has finite dimensional range.
We want to relate the differential of the endpoint map with the symplectic structure of T M 
where x = π(p). We can now compute the ω-orthogonal complement of
Recall that H Y denotes the corresponding Hamiltonian vector field in T M * . 
Lemma 3.3.4. Let p ∈ T M * and set
The conclusion follows by observing that, since ω is nondegenerate, the ω-orthogo- For the second part of the statement, observe that for t ∈ [a, b], X(t, ·) is a horizontal vector field in an open neighborhood of γ(t) whose value at γ(t) isγ(t). Thereforeη(t) is ω-orthogonal to T η(t) D o if and only ifη(t) = H X (η(t)). 
whereX is the representation in coordinates of X.
Proof. Simply use Corollary 3.3.5 and write the Hamilton equations of H X in coordinates.
Differential equation (3.3.1) is called the adjoint system of (3.2.7). It is easily seen that η is a solution of (3.3.1) if and only ifη(t)ṽ(t) is constant for every solutionṽ of (3.2.7). From this observation we get: Proof. By Corollary 3.3.6 and the observation above we get that η is a characteristic if and only if η(t)v(t) is constant for every v ∈ Ker (dB 0 ) γ . The conclusion follows.
We can finally prove the main theorem of the subsection. By Lemma 3.3.7, if η is a characteristic with π • η = γ and with η(a) ∈ T γ(a) P o , then η(b) annihilates the right hand side of (3.3.3). Namely: o . Now, setting w = 0 in the righthand side of (3.3.3), we obtain that
Theorem 3.3.8. The annihilator of the image of the differential of the restriction of the endpoint mapping to Ω P ([a, b], M, D) is given by:
for any v 0 ∈ T γ(a) P , and this concludes the proof. 
Proof. It follows easily from Proposition 3.3.3 and Corollary 3.3.9.
The next corollary, which is obtained easily from (3.3.2), gives a characterization of singular curves in terms of characteristics: Observe that by Lemma 3.3.7 a characteristic either never vanishes or is identically zero. 
Proof. In first place, the closed subspace Ker(df (x)) ∩ Ker(dg(x)) is complemented in Ker(dg(x)), because it has finite codimension.
Since Ker(dg(x)) is complemented in T x M, it follows that Ker(df (x)) ∩ Ker(dg(x)) is complemented in T x M, hence Ker(df (x))∩Ker(dg(x)) is complemented in Ker(df (x)). It remains to show that df (x)| Ker(dg(x)) is surjective onto T f (x) M 1 if and only if dg(x)| Ker(df (x)) is surjective onto T g(x) M 2 . This follows from a general fact: if T : V → V 1 and S : V → V 2 are surjective linear maps between vector spaces, then T | Ker(S) is surjective if and only if Ker(T ) + Ker(S) = V . Clearly, this relation is symmetric in S and T , and we obtain the thesis.
We now consider an n-dimensional manifold M , endowed with a smooth distribution of rank k.
Using Lemma 3.1.2, we describe D locally as the kernel of a time-dependent IR n−kvalued 1-form: Let θ and A be as in Lemma 3.4.2, and define Θ :
, IR n−k ) to be the smooth map:
Proposition 3.4.3. Θ is a submersion.
Proof. Let γ ∈ Ω P,Q ([a, b], M ;Â) be a fixed curve; we choose a time-dependent referential X 1 , . . . , X n of T M defined in a neighborhood of the graph of γ such that θ i (X j ) = δ i,j−k , i = 1, . . . , k and j = k + 1, . . . , n. This is easily done by considering an extension of θ to a basis of T M * (see Lemma 3.1.2), and then taking the X i 's to be a suitable reindexation of the corresponding dual basis. We now consider the chart B of Ω P ([a, b], M ) associated to X 1 , . . . , X n constructed in subsection 3.2 (see Corollary 3.2.2). In such a chart, the map Θ is simply a projection, and therefore it is a submersion.
It is easy to see that the endpoint map is a submersion on Ω P ([a, b], M ), hence we have the following: 
LAGRANGIANS WITH LINEAR CONSTRAINTS AND DEGENERATE HAMILTONIANS
Let M be an n-dimensional manifold and D ⊂ T M be a smooth distribution of rank k. We consider D as a vector bundle over M with projection π : D → M . We apply the theory of Section 2 to the vector bundle ξ = IR × D over the manifold IR × M , with projection Id × π. The fiber ξ (t,m) is given by {t} × D m .
Let L : U ⊂ ξ → IR be a map of class C 2 defined in the open set U ; we assume that L is hyper-regular in the sense of Definition 2. 
whenever (t, p| D ) ∈ V . Observe that the maps H 0 and H are of class C 1 .
In this context, we say that L is a constrained Lagrangian on M , and H is the corresponding degenerate Hamiltonian.
Given any two submanifolds P and Q of M , a constrained Lagrangian L on M defines an action functional L on Ω P,Q ([a, b] , M, D; U ) by formula (2.2.1) whose stationary points are interpreted as the trajectories of the mechanical systems that we are interested in.
The following is the main result of the section and its proof is given in subsection 4.2:
its Legendre transform and let H be the corresponding degenerate Hamiltonian as in (4.0.2).
Fix two submanifolds P and Q of M and let L be the action functional of L in the space
critical point of L if and only if it is a solution of H that admits a Hamiltonian lift
Theorem 4.0.5 is a generalization to the case of constrained Lagrangians of Theorem 2.2.4, where it was required a weaker regularity assumption on L. We emphasize that the rather awkward regularity assumption made in Theorem 2.2.4 is due to the fact that the result will be now applied to the case of a Lagrangian whose regularity in the variable t is not clear a priori.
The classical example of a constrained hyper-regular Lagrangian function L is given by: To see that (4.0.3) defines a hyper-regular Lagrangian, simply observe that the fiber derivative FL is given by:
For such Lagrangians, it is easily computed: 
We emphasize that, in general, a minimum of the action functional L may not be a regular
, and in this situation it may not satisfy the Hamilton equations of H. Examples of this phenomenon are given in [7, 9] in the case V = 0. Hence, one can only conclude that a minimum of L is either a solution of the Hamilton equations or the projection of a non null characteristic of D (see Corollary 3.3.11).
Generalized functions calculus
For the proof of Theorem 4.0.5, and also to justify the computation of the Euler-Lagrange equations (see Remark 2.2.3), we will occasionally have to consider derivatives of functions that are only continuous. These derivatives must be understood in the sense of Schwarz-distributional calculus. However, the usual definition of distribution as the dual space of smooth compactly supported maps only allows products of distributions by smooth maps. To overcome this difficulty, we introduce a calculus for distributions of stronger regularity, that are the dual of a space of functions with weaker regularity. Let V be a real finite dimensional vector space. For k ≥ 0, we define C 
Moreover, we have inclusions D k ֒→ D k+1 defined by restriction of the functionals. We summarize these observations by the following diagram:
We sometimes omit the parameters in C k or D k , whenever there is no risk of confusion. In addition to the standard vector space operations in D k , we define the following:
It is easily seen that when we apply the above operations to elements of D k which correspond to functions then we obtain the standard operations on functions. Moreover, the standard Leibniz rule for derivatives of products holds for distributions:
In order to prove some regularity results we present the following elementary Lemmas.
Proof. We first consider the case
It is easily seen that f = c. For the general case, observe that for all α ∈ V * , the product α f ∈ D k ([a, b], IR) has vanishing derivative, hence it is constant. Since α is arbitrary, then f is constant.
Proof. Consider the map d : C 
Corollary 4.1.3 (Bootstrap lemma)
. Let f be a generalized function.
Proof. We prove, for example, the first item. By Lemma 4.1.2, we can find F ∈ L 2 with F ′ = f ′ . By Lemma 4.1.1, it follows that F − f is constant, hence f ∈ L 2 . The other items are proven similarly.
We now give a result that shows that regularity of a generalized function is a local property: 
Proof. Consider a partition a = t 0 < t 1 < . . . < t r = b such that f i = λ| [ti,ti+2] is of class C k for all i = 0, . . . , r − 2. By applying λ to functions with support contained in ]t i+1 , t i+2 [, it is easily seen that, for all i,
It follows that f agrees with λ on maps α with support contained in some interval [t i , t i+2 ], and such functions span the entire domain of λ. This concludes the proof. 
, and so the annihi-
* has dimension equal to 2 dim(V ). The conclusion follows immediately from the observation that the elements δ The proof of Theorem 4.0.5 is based on the method of Lagrange multipliers, and we start with the precise statement of the result needed for our purposes. 
Proof. The point p is critical for f | g −1 (0) if and only if df (p) vanishes on T p g −1 (0) = Ker(dg(p)). The proof follows from elementary functional analysis arguments.
The linear functional λ ∈ E * of Proposition 4.2.1 is called the Lagrange multiplier of the constrained critical point p; it is easily seen that such λ is unique. We can now prove of the main result of the section. In the argument we will need a regularity result for a Lagrangian multiplier, whose proof is postponed to Lemma 4.2.2. We will prove in Lemma 4.2.2 that the Lagrange multiplier λ is of class C 1 , i.e., that it is given by: The hyper-regularity is proven by exhibiting explicit inverses: 
and, using (4.2.5), we therefore obtain: We now compute the Hamilton equations of the Hamiltonian H λ with the help of local coordinates (q 1 , . . . , q n , p 1 , . . . , p n ) in T M * and of a local g-orthonormal referential X 1 , . . . , X n−k of D ′ . We write: Now, it follows easily from (4.0.2) that ∂H ∂p is in D; since γ is horizontal, i.e., dq dt ∈ D, from the first equation of (4.2.9) it follows that (p+λ 0 θ)(X i ) = 0 for all i = 1, . . . , n−k. Setting (p + λ 0 θ)(X i ) = 0 in (4.2.9) we obtain the Hamilton equations of H, which concludes the proof.
We are left with the proof of the regularity of the Lagrange multiplier λ. We will use the generalized functional calculus developed in Subsection 4.1. 
