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COMPATIBILITY SUPPORT MAPPINGS IN EFFECT
ALGEBRAS
GEJZA JENCˇA
Abstract. We give a characterization of subsets of effect algebras, that can
be embedded into a range of an observable. To give this characterization, we
introduce a new notion of compatibility support mappings.
1. Introduction and motivation
Question 1. Let S be a set of effects on a separable Hilbert space H. Is there a
measurable space (X,A) and a POV-measure α : (X,A) → E(H) such that S is a
subset of the range of α?
If S consists only of orthogonal projections (that means, idempotent effects),
then the answer is simple: S is a subset of the range of a POV-measure iff the
elements of S commute. On the other hand, if there are non-idempotent effects in
S, the answer is not known.
In the present paper, we examine a related question:
Question 2. If S is a subset of an effect algebra E, is there a Boolean algebra B
and a morphism of effect algebras α : B → E such that S ⊆ α(B)?
This can be considered as a quantum-logical version of Question 1. We prove
that, given subset S of an effect algebra E such that 1 ∈ S, there exist a Boolean
algebra B and a morphism α : B → E with S ⊆ α(B) if and only if there is a
mapping J . , . K : Fin(S) × Fin(S) → E satisfying certain properties. We call
them compatibility support mappings. The proof uses a modification of the limit
techniques introduced in [3].
We show that compatibility support mappings, and hence pairs (B,α), exist
whenever S is an MV-algebra or S is a pairwise commuting set of effects on a
Hilbert space. We prove several properties of strong compatibility support maps,
generalizing the properties of the prototype Example 2.
The results presented in this paper are more general than the results from an
earlier paper [7], where only interval effect algebras were considered. In that paper,
a related notion of witness 06 was introduced to characterize coexistent subsets of
interval effect algebras.
In the last section, we examine connections between compatibility support map-
pings and witness mappings. We prove that, for a subset S of an interval effect
algebra, every compatibility support map for S gives rise to a witness mapping for
S. We do not know whether this relationship is a one-to-one correspondence.
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2. Definitions and basic relationships
An effect algebra is a partial algebra (E;⊕, 0, 1) with a binary partial operation
⊕ and two nullary operations 0, 1 satisfying the following conditions.
(E1) If a⊕ b is defined, then b⊕ a is defined and a⊕ b = b⊕ a.
(E2) If a⊕ b and (a ⊕ b)⊕ c are defined, then b ⊕ c and a⊕ (b ⊕ c) are defined
and (a⊕ b)⊕ c = a⊕ (b⊕ c).
(E3) For every a ∈ E there is a unique a′ ∈ E such that a⊕ a′ = 1.
(E4) If a⊕ 1 exists, then a = 0
Effect algebras were introduced by Foulis and Bennett in their paper [5]. In-
dependently, Koˆpka and Chovanec introduced an essentially equivalent structure
called D-poset (see [8]). Another equivalent structure, called weak orthoalgebras
was introduced by Giuntini and Greuling in [6].
For brevity, we denote the effect algebra (E,⊕, 0, 1) by E. In an effect algebra
E, we write a ≤ b iff there is c ∈ E such that a⊕c = b. It is easy to check that every
effect algebra is cancellative, thus ≤ is a partial order on E. In this partial order, 0
is the least and 1 is the greatest element of E. Moreover, it is possible to introduce
a new partial operation ⊖; b⊖ a is defined iff a ≤ b and then a⊕ (b⊖ a) = b. It can
be proved that a⊕ b is defined iff a ≤ b′ iff b ≤ a′. It is usual to denote the domain
of ⊕ by ⊥. If a ⊥ b, we say that a and b are orthogonal.
Example 1. The prototype example of an effect algebra is the standard effect
algebra E(H). Let H be a Hilbert space. Let S(H) be the set of all bounded
self-adjoint operators. on H. Let I be the identity operator H.
For A,B ∈ S(H), write A ≤ B if and only if, for all x ∈ H, 〈Ax, x〉 ≤ 〈Bx, x〉.
Put E(H) = {X ∈ S(H) : 0 ≤ X ≤ I} and for A,B ∈ E(H) define A ⊕ B iff
A⊕B ≤ I, A⊕B = A+B. Then (E(H),⊕, 0, I) is an effect algebra. The elements
of E(H) are called Hilbert space effects.
An effect algebra E is lattice ordered iff (E,≤) is a lattice. An effect algebra is
an orthoalgebra iff a ⊥ a implies a = 0. An orthoalgebra that is lattice ordered is
an orthomodular lattice.
An MV-effect algebra is a lattice ordered effect algebraM in which, for all a, b ∈
M , (a ∨ b)⊖ a = b ⊖ (a ∧ b). It is proved in [4] that there is a natural, one-to one
correspondence between MV-effect algebras and MV-algebras given by the following
rules. Let (M,⊕, 0, 1) be an MV-effect algebra. Let ⊞ be a total operation given by
x⊞ y = x⊕ (x′ ∧ y). Then (M,⊞,′ , 0) is an MV-algebra. Similarly, let (M,⊞,¬, 0)
be an MV-algebra. Restrict the operation ⊞ to the pairs (x, y) satisfying x ≤ y′
and call the new partial operation ⊕. Then (M,⊕, 0,¬0) is an MV-effect algebra.
Among lattice ordered effect algebras, MV-effect algebras can be characterized
in a variety of ways. Three of them are given in the following proposition.
Proposition 1. [1], [4] Let E be a lattice ordered effect algebra. The following are
equivalent
(a) E is an MV-effect algebra.
(b) For all a, b ∈ E, a ∧ b = 0 implies a ≤ b′.
(c) For all a, b ∈ E, a⊖ (a ∧ b) ≤ b′.
(d) For all a, b ∈ E, there exist a1, b1, c ∈ E such that a1 ⊕ b1 ⊕ c exists,
a1 ⊕ c = a and b1 ⊕ c = b.
COMPATIBILITY SUPPORT MAPPINGS IN EFFECT ALGEBRAS 3
Let B be a Boolean algebra and let E be an effect algebra. An observable is a
mapping α : B → E such that α(0) = 0, α(1) = 1 and for every x, y ∈ B such that
x ∧ y = 0, φ(x ∨ y) = φ(x) ⊕ φ(y).
3. Compatibility support mappings — definition and examples
In this section we introduce (strong) compatibility support mappings and present
two examples.
Definition 1. Let E be an effect algebra, let S ⊆ E be such that 1 ∈ S. We say
that J . , . K : Fin(S) × Fin(S) → E is a compatibility support mapping for S if
and only if the following conditions are satisfied.
(a) If V1 ⊆ V2, then JU, V1K ≤ JU, V2K.
(b) JU, V K ≤ JU, {1}K.
(c) JU, ∅K = 0.
(d) J∅, {c}K = c.
(e) If c /∈ U ∪ V , then JU ∪ {c}, {1}K⊖ JU ∪ {c}, V K = JU, V ∪ {c}K⊖ JU, V K
A compatibility mapping is strong if and only if the following condition is satisfied.
(e*) For all c, JU ∪ {c}, {1}K⊖ JU ∪ {c}, V K = JU, V ∪ {c}K⊖ JU, V K
Note that (e*) implies (e).
Example 2. LetM be an MV-effect algebra. Define J . , . K : Fin(M)×Fin(M)→
E by
JU, V K = (∧U) ∧ (∨V ).
Then J . , . K is a strong compatibility support mapping. The conditions (a)-(d)
are easy to prove. Let us prove (e*).
JU, V ∪ {c}K⊖ JU, V K = (∧U) ∧ (c ∨ (∨V ))⊖ ((∧U) ∧ (∨V )) =
= ((
∧
U) ∧ c) ∨ ((
∧
U) ∧ (
∨
V ))⊖ ((
∧
U) ∧ (
∨
V )) =
= ((
∧
U) ∧ c)⊖ ((
∧
U) ∧ c ∧ (
∨
V )) =
= JU ∪ {c}, {1}K⊖ JU ∪ {c}, V K
Example 3. Let ⊔ be an operation on the set of all operators on a Hilbert space
H given by
a ⊔ b := a+ b− ab.
It is easy to check that ⊔ is associative with neutral element 0.
If a and b are commuting effects, then a.b is an effect with a.b ≤ a, b. Moreover,
a⊔b is an effect. Indeed, since a, b are commuting effects, 1−a, 1−b are commuting
effects. Since 1− a, 1− b are commuting effects, (1 − a).(1− b) is an effect and
1− (1− a).(1− b) = 1− (1− a− b+ ab) = a+ b− ab
is an effect.
Let S be a set of commuting effects with 1 ∈ S; there exists a commutative C∗
algebra A with S ⊆ A. The operations ⊔, . are commutative and associative on
A ∩ E(H) ⊇ S.
Let U, V be a finite subsets of S. Write
d
U for the product of elements of U .
Write
⊔
∅ = 0,
⊔
{c} = c and, for V = {v1, . . . , vn} with n > 1, write⊔
V = v1 ⊔ · · · ⊔ vn.
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Define J . , . K : Fin(S)× Fin(S)→ E
JU, V K = (lU).(⊔ V ).
Let us prove that J . , . K is a compatibility support mapping.
Proof of condition (a): Suppose that V1 ⊆ V2. We need to prove that JU, V1K ≤JU, V2K. Let us prove that ⊔V1 ≤ ⊔V2. Since V1 ⊆ V2, we may write
⊔
V2 = (
⊔
V1) ⊔ (
⊔
(V2 \ V1)) =
= (
⊔
V1) + (
⊔
(V2 \ V1))− (
⊔
V1).(
⊔
(V2 \ V1))
Therefore,
(
⊔
V2)− (
⊔
V1) = (
⊔
(V2 \ V1))− (
⊔
V1).(
⊔
(V2 \ V1)) ≥ 0,
so
⊔
V1 ≤
⊔
V2. Since
⊔
V1 ≤
⊔
V2,
JU, V1K = (
l
U).(
⊔
V1) ≤ (
l
U).(
⊔
V1) = JU, V2K.
The conditions (b)-(d) are trivially satisfied.
Proof of condition the (e):
JU, V ∪ {c}K− JU, V K = (lU).(c ⊔⊔V )− (lU).(⊔ V ) =
= (
l
U).(c+
⊔
V − c.(
⊔
V ))− (
l
U).(
⊔
V ) =
= (
l
U).c+ (
l
U).(
⊔
V )− (
l
U).c.(
⊔
V )− (
l
U).(
⊔
V ) =
= (
l
U).c− (
l
U).c.(
⊔
V ) = JU ∪ {c}, {1}K⊖ JU ∪ {c}, V K
Note that, if S contains some non-idempotent c, then J . , . K is not strong. To
see that (e*) is not satisfied, put U = V = {c} and compute
JU ∪ {c}, {1}K⊖ JU ∪ {c}, V K = c⊖ c.c 6= 0
JU, V ∪ {c}K⊖ JU, V K = c.c⊖ c.c = 0
4. Observables from compatibility support mappings
The aim of this section is to prove that for every S such that S ∪ {1} admits a
compatibility support mapping, then S is coexistent.
The direct limit method used here is a dual of the projective limit method
introduced in [3]. See also [9] for another application of the projective limit method.
Several proofs in this section (Lemma 3 through Theorem 1) are very similar,
or even the same, as in [7]. The reason for this is that they are basically an
application of Lemma 2, which is the Proposition 4 of [7]. However, the author
decided to include them here, to keep the present paper more streamlined.
Running assumption 1. In this section, we assume the following.
• E is an effect algebra.
• S is a subset of E with 1 ∈ S.
• J . , . K : Fin(S)× Fin(S)→ S is a compatibility support mapping.
Lemma 1. For all c ∈ S, J{c}, {1}K = c.
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Proof. Put U = V = ∅ in condition (e) of Definition 1. We see that
J{c}, {1}K⊖ J{c}, ∅K = J∅, {c}K⊖ J∅, ∅K.
By conditions (c) and (d), this implies that J{c}, {1}K = c. 
Let us write, for A,X ∈ Fin(S) such that X ⊆ A,
D(X,A) = JX, {1}K⊖ JX,A \XK.
Lemma 2. Let A,X ∈ Fin(S), X ⊆ A and let c ∈ S be such that c 6∈ A. Then
D(X,A) = D(X,A ∪ {c})⊕D(X ∪ {c}, A ∪ {c}).
Proof. We see that
D(X,A ∪ {c}) =JX, {1}K⊖ JX, {c} ∪ (A \X)K
D(X ∪ {c}, A ∪ {c}) =JX ∪ {c}, {1}K⊖ JX ∪ {c}, A \XK
and, by condition (e) of Definition 1, we see that
JX ∪ {c}, {1}K⊖ JX ∪ {c}, A \XK = JX, {c} ∪ (A \X)K⊖ JX,A \XK.
Therefore,
D(X,A ∪ {c})⊕D(X ∪ {c}, A ∪ {c}) =
= (JX, {1}K⊖ JX, {c} ∪ (A \X)K)⊕ (JX, {c} ∪ (A \X)K⊖ JX,A \XK) =
= JX, {1}K⊖ JX,A \XK = D(X,A).

Lemma 3. Let C,A,X ∈ Fin(S) be such that X ⊆ A and C ∩ A = ∅. Then
(D(X ∪ Y,A ∪ C))Y⊆C is an orthogonal family and
⊕
Y⊆C
D(X ∪ Y,A ∪ C) = D(X,A).
Proof. The proof goes by induction with respect to |C|.
For C = ∅, Lemma 3 is trivially true.
Assume that Lemma 3 holds for all C with |C| = n and let c ∈ S, c 6∈ A∪C. Let
us consider the family
(D(X ∪ Z,A ∪C ∪ {c}))Z⊆C∪{c}.
For every Z ⊆ C ∪ {c}, either c ∈ Z or c 6∈ Z, so either Z = Y ∪ {c} or Z = Y , for
some Y ⊆ C. Therefore, we can write
(D(X ∪ Z,A ∪ C ∪ {c}))Z⊆C∪{c} =
(D(X ∪ Y,A ∪ C ∪ {c}), D(X ∪ Y ∪ {c}, A ∪ C ∪ {c}))Y⊆C .
By Lemma 2,
D(X ∪ Y,A ∪ C ∪ {c})⊕D(X ∪ Y ∪ {c}, A ∪ C ∪ {c}) = D(X ∪ Y,A ∪ C).
It only remains to apply the induction hypothesis to finish the proof. 
Corollary 1. For every A ∈ Fin(S), (D(X,A))X⊆A is a decomposition of unit.
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Proof. Obviously,
D(∅, ∅) = J∅, {1}K⊖ J∅, ∅K = 1⊖ 0 = 1.
By Lemma 3, ⊕
X⊆A
(D(∅ ∪X, ∅ ∪ A)) = D(∅, ∅).

Corollary 2. For every A ∈ Fin(S), the mapping αA : 2(2
A) → E given by
αA(X) =
⊕
X∈X
D(X,A)
is a simple observable.
Proof. The atoms of 2(2
A) are of the form {X}, where X ⊆ A. By Corollary 1,
(αA({X}) : X ⊆ A) is a decomposition of unit; the remainder of the proof is
trivial. 
For A,B ∈ Fin(S) with A ⊆ B, let us define mappings gAB : 2
(2A) → 2(2
B)
gAB(X) = {X ∪ C0 : X ∈ X and C0 ⊆ (B \A)}
and let us write G for the collection of all such mappings.
It is an easy exercise to prove that every gAB ∈ G is an injective homomorphism
of Boolean algebras and that ((2(2
A) : A ∈ Fin(S)),G) is a direct family of Boolean
algebras.
Let us prove that the mappings gAB behave well with respect to the observables
αA and αB.
Lemma 4. Let A,B ∈ Fin(S) with A ⊆ B. The diagram
2
(2A) E
2
(2B)
αA
gA
B αB
commutes.
Proof. For all X ∈ 2(2
A),
αB(g
A
B(X)) = αB({X ∪ C0 : X ∈ X and C0 ⊆ (B \A)}) =
=
⊕
(D(X ∪ C0, B) : X ∈ X and C0 ⊆ (B \A)) =
=
⊕
X∈X
( ⊕
C0⊆(B\A)
D(X ∪ C0, B)
)
Put Y := C0, C := B \A; by Lemma 3,⊕
C0⊆(B\A)
D(X ∪ C0, B) = D(X,A).
Therefore,
αB(g
A
B(X)) =
⊕
X∈X
D(X,A) = αA(X)
and the diagram commutes. 
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Corollary 3. For every B ∈ Fin(S), B is a subset of the range of αB.
Proof. We need to prove that every a ∈ B is an element of the range of αB . For
B = ∅, this is trivial.
Suppose that B is nonempty and let a ∈ B. Let A = {a}. and let X =
gAB({{a}}). By Lemma 4,
αB(X) = αB(g
A
B({{a}})) = αA({{a}}),
and we see that, by (c) of Definition 1 and by Lemma 1
αA({{a}}) = α{a}({{a}}) = D({a}, {a}) = J{a}, {1}K⊖J{a}, {a} \ {a}K = a⊖0 = a.

Theorem 1. Let E be an effect algebra, let S ⊆ E. If S∪{1} admits a compatibility
support mapping, then S is coexistent.
Proof. Suppose that S ∪ {1} admits a compatibility support mapping. Let us
construct FB(S) as the direct limit of the direct family (2
2A : A ∈ Fin(S)),
equipped with morphisms of the type gAB. After that, we shall define an observable
α : FB(S)→ E.
Consider the set
ΓS =
⋃
A∈Fin(S)
{(X, A) : X ⊆ 2A}
and define on it a binary relation ≡ by (X, A) ≡ (Y, B) if and only if gAA∪B(X) =
gBA∪B(Y), that means
{X ∪CA : X ∈ X and CA ⊆ A ∪B \A} = {Y ∪CB : Y ∈ Y and CB ⊆ A ∪B \B}.
Then FB(S) = ΓS/ ≡ and the operations on FB(S) are defined by
[(X, A)]≡ ∨ [(Y, B)]≡ = [(g
A
A∪B(X) ∪ g
B
A∪B(Y), A ∪B)]≡
and similarly for the other operations. Then FB(S) is a direct limit of Boolean
algebras, hence a Boolean algebra.
Let αS : FB(S) → E be a mapping given by the rule αS([(X, A)]≡) = αA(X).
We shall prove that αS is an observable.
Let us prove αS is well-defined. Suppose that (X, A) ≡ (Y, B), that means,
gAA∪B(X) = g
B
A∪B(Y). By Lemma 4,
αA(X) = αA∪B(g
A
A∪B(X))
and
αB(Y) = αA∪B(g
B
A∪B(Y)),
hence αS is a well-defined mapping.
Let us prove that αS is an observable. The bounds of the Boolean algebra FB(S)
are [(∅, A)]≡ and [(2A, A)]≡, where A ∈ Fin(S). Obviously, by Corollary 2,
αS([(∅, A)]≡) = αA(∅) = 0
and
αS([(2
A, A)]≡) = αA(2
A) = 1.
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Let [(X, A)]≡ and [(Y, B)≡] be disjoint elements of FB(S), that is, g
A
A∪B(X) ∩
gBA∪B(Y) = ∅. Then
αS([(X, A)]≡ ∨ [(Y, B)]≡) = αS([g
A
A∪B(X) ∪ g
B
A∪B(Y), A ∪B]≡) =
= αA∪B(g
A
A∪B(X) ∪ g
B
A∪B(Y)).
Since αA∪B is an observable,
αA∪B(g
A
A∪B(X) ∪ g
B
A∪B(Y)) = αA∪B(g
A
A∪B(X))⊕ αA∪B(g
B
A∪B(Y)).
It remains to observe that
αA∪B(g
A
A∪B(X)) = αS([(X, A)]≡)
and that
αA∪B(g
B
A∪B(Y)) = αS([(Y, B)]≡).
Let us prove that the range of αS includes S. Let a ∈ S. By Corollary 3, the
range of α{a} includes a and, by an obvious direct limit argument, the range of
α{a} is a subset of the range of αS . 
5. Compatibility support mappings from observables
The aim of the single theorem of this section is to prove that every subset S of
the range of an observable admits a strong compatibility support mapping.
Theorem 2. For every coexistent subset S of an effect algebra E, S ∪ {1} admits
a strong compatibility support mapping.
Proof. Let B be a Boolean algebra and let α : B → E be an observable, let S be a
subset of the range of α.
For every a ∈ S ∪ {1}, fix an element pa ∈ α−1(a) and define
JU, V K = α((∧
a∈U
pa) ∧ (
∨
b∈V
pb)).
Let us check the condition in the definition of a strong compatibility support
mapping. Let c 6∈ U, V . Then
JU ∪ {c}, {1}K⊖ JU ∪ {c}, V K =
= α((
∧
a∈U
pa) ∧ pc)⊖ α(((
∧
a∈U
pa) ∧ pc) ∧ (
∨
b∈V
pb)).
To simplify the matters, write
mU = (
∧
a∈U
pa)
jV = (
∨
b∈V
pb)
We can write
α((
∧
a∈U
pa) ∧ pc)⊖ α(((
∧
a∈U
pa) ∧ pc) ∧ (
∨
b∈V
pb)) = α(mU ∧ pc)⊖ α(mU ∧ pc ∧ jV ) =
= α((mU ∧ pc)⊖ (mU ∧ pc ∧ jV ))
Similarly,
JU, V ∪ {c}K⊖ JU, V K = α((mU ∧ (pc ∨ jV ))⊖ (mU ∧ jV )).
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Since B is a Boolean algebra,
(mU ∧ pc)⊖ (mU ∧ pc ∧ jV ) = (mU ∧ (pc ∨ jV ))⊖ (mU ∧ jV )
The remaining conditions are trivial to check. 
Let us note that, if we start with a non-strong compatibility support mapping,
apply Theorem 1 to construct an observable and then apply Theorem 2 to con-
struct a compatibility support mapping, we cannot obtain the compatibility support
mapping we started with, since Theorem 2 always produces a strong compatibility
support mapping.
6. Properties of strong compatibility support mappings
The aim of this section is to prove that several properties of the Example 2 are
valid for all strong compatibility support mappings. It remains open whether and
which of these properties are valid for all compatibility support mappings.
The main vehicle here is Proposition 2, that is interesting in its own right: it
shows that, for a given S, every strong compatibility support mapping on S is
determined by its D( . , . ).
Running assumption 2. In this section, we assume the following.
• E is an effect algebra.
• S is a subset of E with 1 ∈ S.
• J . , . K : Fin(S)×Fin(S)→ S is a strong compatibility support mapping.
Lemma 5. If U, V are not disjoint, then JU, V K = JU, {1}K.
Proof. Let c ∈ U ∩ V . This implies that U ∪ {c} = U and V ∪ {c} = V . Therefore,
by (e*),
JU, {1}K⊖ JU, V K = JU, V K⊖ JU, V K = 0,
hence JU, V K = JU, {1}K. 
Lemma 6. JU ∪ {c}, {1}K = JU, {c}K.
Proof. Put V = ∅ in (e*):
JU ∪ {c}, {1}K⊖ JU ∪ {c}, ∅K = JU, {c}K⊖ JU, ∅K.
By condition (c), JU ∪ {c}, ∅K = JU, ∅K = 0, therefore
JU ∪ {c}, {1}K = JU, {c}K.

Proposition 2. Let U, V ⊆ S.
(1) If U ∩ V 6= ∅, then JU, V K = JU, {1}K = D(U,U).
(2) If U ∩ V = ∅, then
JU, V K = ⊕
∅6=Y⊆V
D(U ∪ Y, U ∪ V ).
Proof.
(1) By Proposition 5, JU, V K = JU, {1}K and
D(U,U) = JU, {1}K⊖ JU, ∅K = JU, {1}K⊖ 0 = JU, {1}K.
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(2) By Lemma 3,
D(U,U) =
⊕
Y⊆V
D(U ∪ Y, U ∪ V ).
Therefore,
D(U,U)⊖D(U,U ∪ V ) =
⊕
∅6=Y⊆V
D(U ∪ Y, U ∪ V ).
Moreover,
D(U,U)⊖D(U,U ∪ V ) = (JU, {1}K⊖ JU, ∅K)⊖ (JU, {1}K⊖ JU, V K) =
= JU, V K⊖ JU, ∅K = JU, V K⊖ 0 = JU, V K.

Proposition 3. If U1 ⊆ U2, then JU1, V K ≥ JU2, V K.
Proof.
(Case 1) Suppose that U1 ∩ V 6= ∅. Then U2 ∩ V 6= ∅. By Proposition 2 and
Lemma 3,
JU1, V K = D(U1, U1) =
⊕
Y⊆U2\U1
D(U1 ∪ Y, U2) ≥ D(U2, U2) = JU2, V K.
(Case 2) Suppose that U2 ∩ V = ∅. Then U1 ∩ V = ∅. By Proposition 2,
JU1, V K =
⊕
∅6=Y⊆V
D(U1 ∪ Y, U1 ∪ V ).
By Lemma 3, for every ∅ 6= Y ⊆ V ,
D(U1 ∪ Y, U1 ∪ V ) =
⊕
W⊆U2\U1
D(U1 ∪ Y ∪W,U2 ∪ V ).
Obviously (put W = U2 \ U1), this implies that
D(U1 ∪ Y, U1 ∪ V ) ≥ D(U2 ∪ Y, U2 ∪ V ),
hence we may write
JU1, V K =
⊕
∅6=Y⊆V
D(U1 ∪ Y, U1 ∪ V ) ≥
⊕
∅6=Y⊆V
D(U2 ∪ Y, U2 ∪ V ).
It remains to apply Proposition 2 again:
⊕
∅6=Y⊆V
D(U2 ∪ Y, U2 ∪ V ) = JU2, V K.
(Case 3) Suppose that U1 ∩ V = ∅ and U2 ∩ V 6= ∅. By Proposition 2,
JU1, V K =
⊕
∅6=Y⊆V
D(U1 ∪ Y, U1 ∪ V ).
By Lemma 3,
D(U1 ∪ Y, U1 ∪ V ) =
⊕
W⊆U2\(U1∪V )
D(U1 ∪W ∪ Y, U2 ∪ V )
We can put W = U2 \ (U1 ∪ V ), proving that
D(U1 ∪ Y, U1 ∪ V ) ≥ D((U2 \ V ) ∪ Y, U2 ∪ V ).
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Therefore,
JU1, V K =
⊕
∅6=Y⊆V
D(U1 ∪ Y, U1 ∪ V ) ≥
⊕
∅6=Y⊆V
D((U2 \ V ) ∪ Y, U2 ∪ V ) ≥
⊕
V ∩U2⊆Y⊆V
D((U2 \ V ) ∪ Y, U2 ∪ V ).
For every V ∩ U2 ⊆ Y ⊆ V , there is exactly one Z ⊆ V \ U2 such that
(U2 \ V ) ∪ Y = U2 ∪ Z.
Thus, we can rewrite⊕
V ∩U2⊆Y⊆V
D((U2 \ V ) ∪ Y, U2 ∪ V ) =
⊕
Z⊆V \U2
D(U2 ∪ Z,U2 ∪ V ).
By Lemma 3 and Proposition 2,⊕
Z⊆V \U2
D(U2 ∪ Z,U2 ∪ V ) = D(U2, U2) = JU2, V K.

Proposition 4. JU, {1}K is a lower bound of U .
Proof. Any element is a lower bound of ∅.
Suppose that the proposition is true for some U and pick c ∈ S \ U . By Propo-
sition 3,
JU ∪ {c}, {1}K ≤ JU, {1}K.
By the induction hypothesis, JU, {1}K is a lower bound of U . It remains to prove that
JU ∪ {c}, {1}K ≤ c. By Proposition 6, JU ∪ {c}, {1}K = JU, {c}K. By Proposition 3
and condition (d), JU, {c}K ≤ J∅, {c}K = c. 
Corollary 4. JU, V K is a lower bound of U .
Proof. By Proposition 4, JU, {1}K is a lower bound of U . By condition (b), JU, V K ≤
JU, {1}K. 
Proposition 5. J∅, V K is an upper bound of V .
Proof. Any element is an upper bound of ∅.
Suppose that the proposition is true for some V and pick c ∈ S \V . By condition
(a),
J∅, V K ≤ J∅, V ∪ {c}K
and by induction hypothesis, J∅, V K is an upper bound of V . It remains to prove
that c ≤ J∅, V ∪ {c}K.
Put U = ∅ in condition (e*):
J{c}, {1}K⊖ J{c}, V K = J∅, V ∪ {c}K⊖ J∅, V K.
Add J∅, V K to both sides to obtain
(J{c}, {1}K⊖ J{c}, V K) ⊕ J∅, V K = J∅, V ∪ {c}K.
As J{c}, V K ≤ J∅, V K,
J{c}, {1}K ≤ (J{c}, {1}K⊖ J{c}, V K) ⊕ J∅, V K.
By Lemma 1, J{c}, {1}K = c. 
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7. Compatibility support mappings and witness mappings
Let (G,≤) be a partially ordered abelian group and u ∈ G be a positive element.
For 0 ≤ a, b ≤ u, define a⊕ b if and only if a+ b ≤ u and put a⊕ b = a+ b. With
such a partial operation ⊕, the closed interval
[0, u]G = {x ∈ G : 0 ≤ x ≤ u}
becomes an effect algebra ([0, u]G,⊕, 0, u). Effect algebras which arise from partially
ordered abelian groups in this way are called interval effect algebras, see [2].
Let E be an interval effect algebra in a partially ordered abelian group G. Let
S ⊆ E. Let us write Fin(S) for the set of all finite subsets of S. We write I(Fin(S))
for the set of all comparable elements of the poset (Fin(S),⊆), that means,
I(Fin(S)) = {(X,Y ) ∈ Fin(S)× Fin(S) : X ⊆ Y }.
For every mapping β : Fin(S)→ G, we define a mapping Dβ : I(Fin(S))→ G.
For (X,A) ∈ I(Fin(S)), the value Dβ(X,A) ∈ G is given by the rule
Dβ(X,A) :=
∑
X⊆Z⊆A
(−1)|X|+|Z|β(Z).
In [7], we introduced and studied the following notion:
Definition 2. Let E be an interval effect algebra. We say that a mapping β :
Fin(S)→ E is a witness mapping for S if and only if the following conditions are
satisfied.
(A1) β(∅) = 1,
(A2) for all c ∈ S, β({c}) = c,
(A3) for all (X,A) ∈ I(Fin(S)), Dβ(X,A) ≥ 0.
We proved there, that a subset S of an interval effect algebra E is coexistent if
and only if there is a witness 06 β : Fin(S)→ E.
The aim of this section is to explore the connection between the notion of a
witness mapping and the notion of compatibility support mappings.
Proposition 6. Let E be an interval effect algebra, let S be a subset of E with 1 ∈
S. Suppose there is a compatibility support mapping J . , . K : Fin(S)× Fin(S)→
S. Then β : Fin(S) → E, given by β(X) = JX, {1}K is a witness mapping and
D(X,A) = Dβ(X,A), for all (X,A) ∈ I(Fin(S)).
Proof. We see that, by the condition (d) of Definition 1,
β(∅) = J∅, {1}K = 1,
so the condition (A1) of Definition 2 is satisfied. By Lemma 1,
β({c}) = J{c}, {1}K = c,
hence (A2) is satisfied.
For the proof of (A3), it suffices to prove that D(X,A) = Dβ(X,A), for all
(X,A) ∈ I(Fin(S)). The positivity of Dβ then follows from the positivity of D.
The proof goes by induction with respect to |A \X |.
If |A \X | = 0, then A = X and
Dβ(X,A) = β(X) = JX, {1}K = JX, {1}K⊖ 0 = JX, {1}K⊖ JX, ∅K = D(X,A).
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Suppose that D(X,A) = Dβ(X,A), for all (X,A) ∈ I(Fin(S)) such that |A \
X | = n. Let (Y,B) ∈ I(Fin(S)) be such that |B \ Y | = n+ 1. Pick c ∈ B \ Y and
put X = Y , A = B \ {c}.
By Lemma 1 of [7], for any mapping β : Fin(S)→ E, for all (X,A) ∈ I(Fin(S))
and for all c ∈ S \A, the following equality is satisfied:
Dβ(X,A) = Dβ(X,A ∪ {c}) +Dβ(X ∪ {c}, A ∪ {c}).
Therefore,
Dβ(Y,B) = Dβ(X,A ∪ {c}) = Dβ(X,A)⊖Dβ(X ∪ {c}, A ∪ {c}).
By the induction hypothesis, Dβ(X,A) = D(X,A) and Dβ(X ∪ {c}, A ∪ {c}) =
Dβ(X ∪ {c}, A ∪ {c}). Thus,
Dβ(Y,B) = D(X,A)⊖D(X ∪ {c}, A ∪ {c}).
By Lemma 2,
D(X,A)⊖D(X ∪ {c}, A ∪ {c}) = D(X,A ∪ {c}) = Dβ(Y,B).

The following problem remains open.
Problem 1. Let E be an effect algebra, let S ⊆ E, let β : Fin(S) → E be
a witness mapping. Is there always a compatibility support mapping J . , . K :
Fin(S)× Fin(S)→ S such that β(X) = JX, {1}K?
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