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Abstract 
Based on the Stoner Model for a single band in the mean field approximation (MFA), 
aspects of the interaction between lattice deformation and magnetisation of itinerant 
electron systems are studied. 
The derivation of the Hartree-Fock-Stoner (HFS) Hamiltonian is reviewed for a single 
band starting from a general Hamiltonian describing band electrons. The finite-temperature 
properties of the model, including the various magnetic states and the ferromagnetic-to-
paramagnetic phase transition, are briefly discussed within MFA. 
The HFS Hamiltonian is applied to a single band with a rectangular density of states 
(DOS). The finite temperature magnetic properties of the system are studied using MFA. 
The model is extended to incorporate the interaction of lattice and magnetic degrees of 
freedom by introducing a dependence of the bandwidth on the lattice parameter. The 
effects of local variations of the lattice parameter are studied by introducing a local 
bandwidth and treating the variations as fluctuations. The results are compared to 
experimental magnetisation measurements of Invar alloys. Furthermore, magnetostriction 
and magnetic contributions to the thermal expansion are discussed within the model. 
Finally, effects of particle exchanges are considered within the model. 
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Chapter 1 Introduction 
1 Introduction 
The observation of magnetic phenomena goes back to ancient times (Mattis [1]). Although 
classical physics has had some success in describing macroscopic effects of magnetism, 
one could not understand the microscopic origins of magnetism until the rise of modern 
physics at the beginning of the twentieth century. On a microscopic scale, magnetism is a 
quantum mechanical phenomenon. In fact, in a purely classical model, a system can not 
exhibit any magnetic moment even in the presence of a magnetic field (Bohr-van Leeuwen 
theorem [1]). 
Quantum theory of magnetism has been developed from two opposite starting points: the 
localised model and the band model. In the localised model, first introduced by Heisenberg 
in 1928 [2], each electron remains localised on an atom, where the intra-atomic electron-
electron interactions are large and determine the magnetic moment of the atom. The inter-
atomic forces are much smaller and compete with thermal disorder to define the magnetic 
order of the material. 
The band model goes back to the works of Bloch [3], Mott [4], Slater [5] and Stoner [6-9] 
in the late 1920's and 1930's. In the band model, the magnetic carriers are itinerant and 
move in the average field of the other electrons and the ion cores. Weak electron-electron 
interactions form the ordered magnetic states characterised by different numbers of spin-up 
and spin-down electrons. Itinerant magnetism has been discussed, for example, by Herring 
[10], Blandin [11], Gautier [12] and Capellmann [13]. 
The model, which is among those most widely used to study itinerant magnetism, is that 
developed by Stoner [6-9]. Starting from the paramagnetic density of states (DOS), the 
electron-electron interactions are incorporated into the Stoner model by adding an 
exchange term quadratic in the magnetisation. In the earlier works, a parabolic form of the 
DOS has been used. Later, other band shapes and overlapping bands where considered, 
too. A rectangular shape has been discussed, for example, by Watanabe [14], Hunt [15] 
and Wohlfarth [16]. Using a rectangular shape has the advantage that the main formulae 
can be obtained in closed algebraic form. Reviews of the Stoner model have been given by 
Stoner [17] and by Wohlfarth [18]. 
Of particular interest in the field of magnetism is the interaction of magnetic and lattice 
degrees of freedom. The phenomena arising from this interaction range from magneto-
volume instabilities in REMn2 compounds [19] to the unusual properties of Invar 
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materials. Invar materials, first found by C. E. Guillaume in 1897 [20], are characterised by 
a low or even negative thermal expansion in a wide range around room temperature, which 
is attributed to the coupling of magnetic moment and lattice. A discussion of the Invar 
problem has been given by Wassermann [21]. 
Stoner-type models have frequently been used to discuss the effects of the interaction of 
magnetic and lattice degrees of freedom in itinerant electron systems. Mathon and 
Wohlfarth successfully explained many properties of Fe6sNi35 Invar using a Stoner model 
for weak itinerant ferromagnetism [22,23]. An itinerant model with distance-dependent 
bandwidth was suggested by Shiga and Nakamura [24]. Results for the distance-
dependence of the d-bandwidth in transition metals where used by Janak and Williams [25] 
to describe the anomalous large volumes of the magnetic transition metals iron and nickel 
by giant internal magnetic pressure. 
The aim of this work is to study aspects of the interaction between lattice deformation and 
magnetisation of itinerant electron systems based on the Stoner Model for a single band 
within mean field approximation (MFA). After a brief discussion of the localised model 
and its shortcomings following this ·chapter, the derivation of the Hartree-Fock-Stoner 
(HFS) Hamiltonian for a single band will be reviewed in chapter 3. The eigenstates of the 
HFS Hamiltonian will be discussed and the Stoner criterion at zero temperature will be 
derived. The interaction of electrons with an external magnetic field will be included into 
the model in chapter 4. 
In chapter 5, the zero-temperature properties of the Stoner model will be investigated by 
applying the HFS Hamiltonian to a band with a rectangular DOS. This case will then be 
generalised to a non-rectangular density of states to support the findings from the study of 
the rectangular DOS. The finite-temperature properties of the Stoner model, including the 
various magnetic states and the ferromagnetic-to-paramagnetic phase transition, will be 
discussed within MF A in chapter 6. 
In chapter 7, the MFA will be used to study the finite-temperature properties of the single 
band with rectangular DOS. The dependence of the magnetisation, the susceptibility and 
the Curie temperature on the system parameters will be analysed using analytical 
calculations in conjunction with numerical methods. 
In chapter 8, the Stoner model for a single rectangular band will be extended to incorporate 
the interaction of lattice and magnetic degrees of freedom by assuming a dependence of the 
bandwidth on the lattice parameter. The effects of local variations of the lattice parameter 
will be studied by introducing a local bandwidth and treating the variations as fluctuations. 
2 
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The results will be compared to experimental findings in Invar alloys. Furthermore, the 
magnetic contribution to the thermal expansion and magnetostriction will be discussed 
within this model. In chapter 9, an attempt will be made to include the effect of particle 
exchange between the single band and other parts of the electronic structure into the 
model. The work will be concluded with a summary and suggestions for future work in 
chapter 10. 
The discussion in chapter 2, chapter 3 and chapter 6 will mainly follow the works by 
Blandin [11] and Gautier [12]. For experimental data of ferromagnetic materials, the books 
by Wohlfarth [26] and by Borzorth [27] will be used. The work of Wassermann [21] will 
be used as reference for Invar. For questions concerning solid state physics, the books by 
Kittel [28] and Ashcroft!Mermin [29] will be used as reference. The books by Nolting [30-
33] will be used for theoretical questions. 
3 
Chapter 2 The Localised Model and its Shortcomings 
2 The Localised Model and its Shortcomings 
2.1 The Localised Model 
Since this work is concerned with aspects of itinerant magnetism, the localised model will 
be discussed only briefly. Many localised models are based on the Heisenberg Hamiltonian 
H=-LlijS,·Sj 
ij 
(2.1) 
with spin S; localised on site i interacting with spin Si localised on site j by an inter-atomic 
force lij which depends only on the distance between sites i and j. This Hamiltonian may 
be analysed within a mean field approximation. Using this approximation, the model may 
be solved yielding qualitatively many properties, which are found in most magnetic 
materials. One example is the approximation of the magnetic high-temperature 
susceptibility, which is obtained as 
X= g 2J.ti S(S +1} 
3k8 (T -Tp) 
(2.2) 
with the spin quantum numberS, the Bohr magneton J.ln, the Lande factor g, the Boltzmann 
constant kn, the temperature T and the paramagnetic Curie temperature Tp. 
In the localised model, spin waves can be introduced as elementary excitations in the 
magnetically ordered state at low temperatures. For a ferromagnet, the low-temperature 
saturation magnetisation is obtained as 
M(T) =M(O)(l-aT3/2 ) (2.3) 
where M(O) = gj.t8 S per atom. 
In the Hamiltonian, J is regarded as a phenomenological parameter. In his original work, 
Heisenberg introduced J as the direct exchange integral between electrons of the same spin 
located in different orbitals. However, in ionic crystals, J is due to super-exchange and in 
rare earth metals, J is due to an indirect mechanism (RKKY) caused by the polarisation of 
the conduction electrons. 
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2.2 The Shortcomings of the Localised Model 
However, many magnetic materials show properties, which can not be explained in a 
localised model such as the Heisenberg model. For example, the saturation moments 
should be an integral number of Bohr magnetons p.8 , but the measured saturation 
magnetisation of many transition metals and their alloys are fractional. For iron, cobalt and 
nickel, the moments are 2.22 p.8, 1.7 f.l.B and 0.6 p.8 , respectively. The measured Curie 
constants C = g 2J.liS(S +1)/(3k8 ) of the magnetic susceptibility (2.2) do not lead to 
integer multiples of values of 1/2 forS. Furthermore, the spins derived from the measured 
Curie constant do not agree with the spins derived from the measured saturation 
magnetisation moments in the framework of the localised model. In some cases, the 
measured temperature dependence of the high temperature susceptibility follows only 
approximately a Curie law. Above the Curie Temperature Tc, some materials, such as 
chromium, do not show any spin fluctuations, as would be expected, if a Heisenberg model 
where applicable. 
In transition metals, the partially filled d-electron states are the origin of the magnetism. De 
Haas-van Alphen experiments carried out on these materials clearly indicate the existence 
of a Fermi surface for d-electrons. Transport properties of transition metals show that d-
electrons participate in the conduction process. In particular, the galvano-magnetic 
properties of iron, cobalt and nickel can only be explained if the magnetic electrons are 
assumed to be itinerant. 
To understand these properties, the magnetic degrees of freedom can not be considered 
alone. In addition, the degrees of freedom associated with the itinerancy of the electrons 
have to be taken into account. The d-electrons in transition metals, showing itinerant 
character, have to be described within a band model, where the electron-electron 
interactions may stabilise various magnetic states in the metal. 
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3 The Derivation of the Stoner Model 
3.1 The General Band Hamiltonian 
In modem physics, the dynamics of a system is described with a Hamiltonian H. In 
quantum theory, His an operator acting on a set of vectors / rp) of a Hilbert space, which 
represent the possible states of the system. The usual method for describing a quantum 
mechanical system comprising a large number of particles is by second quantisation. 
In second quantisation, the Hamiltonian for a many-electron system, like a d-electron band 
in a solid, takes the form 
(3.1) 
with a, p, y and o each characterising a one-electron state, which together form a basis in 
the one-electron Hilbert space. The operators aa+ and aa are the creation and annihilation 
operators of the state a, respectively. The matrix elements of the 'kinetic energy' 
2 
Tap =(a/L+V{r)/.8) 
2m 
(3.2) 
comprise the one-electron kinetic energy p 2 /2m and the one-electron potential V(r). The 
Coulomb matrix elements 
2 
U =(a<1>[3<2> I e lr(l>o<2>) 
afly5 lr(l) -r(2)1 (3.3) 
describe the electron-electron Coulomb interaction. 
One way is to use localised atomic orbital-like states as the one-electron states for the 
description of the band electrons. A more common way to describe band electrons is to use 
the states derived by exploiting the translation symmetry of the crystal. The set of vectors 
representing this translation symmetry is called Bravais lattice and can be identified with 
the crystal lattice points by taking one of the crystal vectors as origin. The Bravais lattice 13 
can be generated by three linear independent vectors a; {i E {1,2,3 }) : 
(3.4) 
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These vectors are called primitive vectors of the lattice. A volume of space is called a 
primitive cell if it fills all of space without either overlapping itself or leaving voids when 
translated through all the vectors in the Bravais lattice. A special choice of the primitive 
cell is the Wigner-Seitz cell, which is the region of space around a lattice point that is 
closer to this point than to any other lattice point. 
With the choice of the Bravais lattice of a crystal, the reciprocal lattice is defined by: 
(3.5) 
The reciprocal lattice is itself a Bravais lattice with the original Bravais lattice as its 
reciprocal lattice. The Wigner-Seitz cell of the reciprocal lattice is called the first Brillouin 
zone. 
In a crystalline solid, the one-electron potential V(r) and with it the kinetic energy, carry 
as symmetry the periodicity of the crystal lattice. Following from group theory, the 
eigenstates of the kinetic energy then transform according to this symmetry. A way to 
express this relation is the celebrated Bloch Theorem: The eigenstates of the one-electron 
Hamiltonian 
2 
H=L+V(r) with V(r)=V(r+R) VRe~ 
2m 
(3.6) 
can be chosen to have in space the form 
(3.7) 
with the function 
(3.8) 
having the periodicity of a primitive cell. Here k is a vector in the first Brillouin zone of 
the reciprocal lattice and l is a set of additional quantum numbers needed to characterise 
the different eigenstates 'I' k 1 • 
The states satisfying (3.7) are called Bloch states. As eigenstates of the kinetic energy of 
Hamiltonian (3.1), they diagonalise the kinetic part. However, in general, the kinetic part 
and the Coulomb part of the Hamiltonian can not be diagonalised simultaneously. 
7 
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3.2 The Single Band Hamiltonian 
For a single band in a solid formed by N atoms, the states a, p, y and o in the Hamiltonian 
(3.1) can each be characterised by their spin ae{i,-1-} and indices i,j,k,le{1, ... ,N} 
representing the atom to which the orbital state belongs to: 
H =LT ij aj: a ju' + t L uijkl a:U a;a' ala" aka" 
ij aa' ljkl aa'u"a" 
aU aa'a"u" 
(3.9) 
Since the operators T and U of the Hamiltonian act only on the spatial part of the states 
(3.10) 
2 
U.. = (ia(!l ja'12l I e I ka'1'l!a"'12l) ~~·.,."u"' I r(l) - r(2)1 
2 
(3.11) 
- (·(!) ·(2) I e I ki')/(2))( I ')( 'I "')- u " " 
- I } lr(l) -r(2)1 (]' 0' 0' 0' - ijklua,a'ua',a' 
the Hamiltonian (3.9) transforms to: 
H = LTij a7c,. aia +t LUijkl a:U a;u' a1c1 aka 
ij j j kl 
a ua' 
(3.12) 
For the tightly bound d-electrons in transition metals the orbital states are localised to the 
site i. Therefore, the Coulomb matrix elements involving only one site are much larger 
than the ones involving different sites. If all the Coulomb interactions Uijkl except the ones 
involving only one site are neglected, i.e. 
(3.13) 
with 
{
1 8 = <,J, ... ,l 0 if 
. . l I l=j= ... = 
otherwise (3.14) 
as a generalised Kronecker Delta function, and because the electrons, being fermions, obey 
the Pauli principle, the Coulomb part of (3.12) can be simplified further 
(3.15) 
= !ULa;: a"(_a ai-a aia = !UL n;a nl-a = UL n;T nt.l 
~ ~ I 
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leading to the Hamiltonian: 
H = LTij a,: aiu + UL n1r n,~ 
ijr:J' 
The Derivation of the Stoner Model 
(3.16) 
For a non-zero number of both spin-up and spin-down electrons on a site, the contribution 
from the Coulomb part of the site to the energy (3.16) is always positive. This contribution 
becomes zero if electrons occupying the site are only of one spin direction. In a band 
model, a spin polarisation causes the contribution of the kinetic part to increase, because 
electrons from states of one spin have to be shifted to previously unoccupied states of the 
other spin with higher energy. Consequently, the Coulomb part in (3.16) shows a 
preference for spin polarisation on each site, while the kinetic part shows a preference for 
an equal number of spin-up and spin-down electrons. 
3.3 The Hartree-Fock-Stoner Hamiltonian 
The appropriate one-particle-states to describe band electrons are the Bloch states. It 
follows from Bloch's theorem that the kinetic part of the Hamiltonian (3.16) can be 
diagonalised using the Bloch states lka) for electrons in a single band 
L'T; i a7"u aiu = LE(k) 8k.k' a; .ak'u = LE(k) nku 
i j k k' a k u (3.17) 
q 
with e(k) as their kinetic energy. For real materials, the E(k) are fairly complicated to 
estimate and the approximations needed to calculate them add another uncertainty to the 
calculations. 
For the compact atomic d-electron orbitals in transition metals, the overlap of the 
electronic wavefunctions of neighbouring atoms is usually small. The bands created by the 
overlapping electron orbitals are quite narrow, Thus, it is a good first approximation to 
describe the d-band states by a linear combination of the atomic d-orbitals. More precisely, 
this means that the Bloch states I ka) can be approximated by the Fourier transform of the 
orbital states. Conversely, the Wannier states 
IR,a)= ~ Le·ikR, lka) 
vN • 
(3.18) 
as the inverse Fourier transform of the Bloch states with R; as the lattice vector of the site i 
may be approximated by the atomic orbital I ia). More generally, one may assume that the 
9 
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Wannier states I Ria) for a narrow band are localised to site i and show properties very 
close to the atomic orbitals. Under this assumption, the calculations of the previous section 
remain valid by taking the orbital functions as the Wannier functions. 
Applying the relations 
and (3.19) 
between the creators and annihilators of the Bloch and Wannier states, the Coulomb part of 
Hamiltonian (3.16) becomes 
(3.20) 
by observing the sum form of the discrete delta function: 
(3.21) 
The Hamiltonian (3.16) then takes the form: 
(3.22) 
In a Hartree-Fock approximation (HFA) one takes only those parts of the Hamiltonian, 
which lead to number operators, which are build only of occupation number operators 
nanysrate. This originates from taking Slater determinants 
lk,a,C'>) lk,a,c2>) lk,a,C•>) 
jHF) = JNi.jk,a" ... ,k.a.)H =}m lk20" 2 (I)) lk20"2(2)) lk20" 2 (n)) (3.23) 
lk.a.(l)) lk.a.c2l) lknancn>) 
10 
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as antisymmetric test functions in the variation method 
(3.24) 
where all non-number parts of H do not contribute. The Slater determinants (3.23) are 
identical - apart from a normalisation constant - with the Pock states I nk,a,, 00., nk,aJ H . 
Pock states I na,, n"', 00 .) (±) are the usual way to describe states in the second quantisation 
formalism. 
Making the Hartree-Fock approximation for the Coulomb part of Hamiltonian (3.22) and 
neglecting all contributions with q ;t. 0 
(3.25) 
one obtains the Hartree-Fock Hamiltonian: 
with (3.26) 
For the description of band magnetism, this Hamiltonian was first introduced by Stoner. 
Therefore, Hamiltonian (3.26) is also referred to as Hartree-Fock-Stoner Hamiltonian. The 
Hamiltonian (3.26) can be written in the form 
(3.27) 
where it is apparent that in this approximation the direct and the exchange term of the two 
states jka) and jk'a') are both determined by the intra-atomic Coulomb repulsion. 
3.4 The Density-of-States Approximation 
In a solid, the number of atoms N is usually very large. In the limit of a large crystal, the 
allowed values for k in a sum of the form L,k a Q(k, 0') are quasi-continuous and the sum 
can be approximated by an integral 
11 
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LQ(k,a) = LJ Q(k,a) i5.(k) dk (3.28) 
•• • 
by using the density of states D"(k) as a continuum approximation of the distribution of 
the one-electron states lka) in k-space. If, as is often the case, the quantities Q(k,a) 
depend on k only through the one-electron energies e(k), the sum can be expressed as: 
~ 
LQ(k,a) = LJ Q(e(k),a) D"(k) dk = L J Q(e,a) Da(e) de 
ka u a -~ 
(3.29) 
The integral over the k-space with the weight D"(k) is replaced by an integral over the 
one-electron energies E with the weightD.,{e). The density of states Da(e) is the 
continuum approximation for the distribution of the states over the one-electron energies e. 
In the models used here, the density of states D"(e) does not depend on the occupation of 
the states and the spin-up and spin-down densities are identical: 
(3.30) 
Therefore, the spin indices for Dt (e) and D ~ (e) can be dropped and the density of states 
for both spins may be denoted as D(e). In this approximation, the HFS Hamiltonian (3.26) 
can then be written as 
H = L J e n.(e) D(e) de +U nt n~ (3.31) 
a-
with n" (E) as the continuum approximation of the occupation numbers of the states with 
spin a and one-electron energies e , 
~ 
n" = Lnka = J n.(e) D(e) de 
k -
(3.32) 
as the number of spin-up and spin-down electrons and 
(3.33) 
as the total number of electrons. D(e), and consequently H, n, n1 and nt are normalised 
such as to be measured per atom in order to exclude a dependence on sample size. 
12 
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3.5 The Eigenstates of the Hartree-Fock-Stoner Hamiltonian 
The eigenstates of the Hartree-Fock Hamiltonian (3.26) are the Slater determinants (3.23), 
the eigenstates for the system without electron-electron interactions: 
(3.34) 
This is evident from the way the Hamiltonian has been derived. The Slater detenninants 
(3.23) are eigenstates of the occupation number operator n.,. In the Hartree-Fock 
approximation, those parts of the Hamiltonian are neglected, which can not be represented 
as a function of n.,, which would cause the Slater determinant (3.23) not to be an 
eigenstate of the Hamiltonian. 
After having been derived using a variation method, Hamiltonian (3.26) has to be used to 
find the states that minimise the total energy. The minimal value of the total energy and the 
corresponding state may then be used as an approximation for the ground state and the 
ground state energy. The deviations of this state and energy from the real ground state of 
the full many-body Hamiltonian (3.9) are due to correlations, the effect of which may be 
difficult to quantify. 
The eigenstates of Hamiltonian (3.26) representing a completely ferromagnetic state are 
the Slater detenninants with either all or none of the states of one spin direction occupied, 
i.e. 3o- E {i, J..} such that (( n., = 0 Vk )v ( n., = 1 Vk )). These states are also 
eigenstates of the Hamiltonian (3.22). The Slater detenninant for the fully ferromagnetic 
state with 
if e(k) ~ t:F, 
if e(k) > eF, (3.35) 
where e F" is a spin-dependent Fermi energy, is the state of lowest energy for maximum 
spin polarisation and given total number of electrons. A Slater determinant representing a 
partial ferromagnetic state, where ((3k: n., = 0 )" (3k: n., = 1 )) \la- E {i, J.. }, is not an 
eigenstate of Hamiltonian (3.22). 
The Hamiltonian (3.26) is invariant under rotation. For an eigenstate of the Hamiltonian 
with finite magnetisation, the rotational symmetry of the system is broken. Nevertheless, 
these eigenstates are degenerate with respect to the polarisation direction due to the 
rotational symmetry of the Hamiltonian. The degeneracy is lifted by application of an 
external magnetic field. This will be discussed in more detail in chapter 4. 
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3.6 The Stoner Criterion 
As the main feature of the Hartree-Fock-Stoner Hamiltonian (3.26), the magnetic 
properties of the system in this approximation are governed by its band structure and its 
band filling. Several studies of the criteria for the onset and stability of different 
ferrornagnetic states have been carried out for the Stoner model [34] and other, more 
general models [35,36,37]. 
To study the stability of the paramagnetic state at low temperature within the Stoner 
model; an electron band containing n electrons with density of states D(e) for both spin-up 
and spin-down electrons and a Fermi energy eF located inside the band is considered. For 
the paramagnetic state, the occupation numbers at zero temperature are: 
(a) 
if e(k) ~ eF 
if e(k) > eF 
8 
and 
E 
E 
m 
(3.36) 
Fig. 3.1: The Stoner Criterion. 
For wide bands (a), the shift of 
electrons from the spin-down to the 
spin-up states raises the energy, 
whereas for narrow bands (b) the 
energy of the system is !owed by this 
process. 
If all the spin-down electrons in a shell of infinitesimal thickness 8E located directly below 
the Fermi surface are shifted to the free spin-up states located directly above the Fermi 
level, the change in the kinetic energy 
£F+8E EF-6£ 
t:;.T = J e D(e) de+ J e D(e) de= D(eF )8E2 (3.37) 
and the change in the Coulomb energy 
14 
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(3.38) 
yield a total change in the electronic energy: 
(3.39) 
For U D(sF) < 1 the total change in energy till by a small spin polarisation is positive, 
whereas for U D(EF) >I, the change in energy till is negative. From this consideration, 
the Stoner criterion follows: For U D(EF) < 1 the paramagnetic state is energetically 
locally stable, while for U D(EF) > 1 the paramagnetic state is unstable. 
More generally, this means that for a wide band, where the DOS at the Fermi level D(EF) 
is small, the paramagnetic state is stable, whereas for bands, which are sufficiently narrow 
and therefore exhibit a large D(EF), the ferromagnetic state is favoured. With a similar 
stability analysis based on the density of states and its derivatives, one can derive 
approximate criteria for the stability of magnetisation values [34]. 
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4 The Inclusion of an External Magnetic Field 
Until now, the model has been treated without consideration of an external magnetic field. 
In this work, only Pauli spin paramagnetism is considered. Diamagnetic and higher order 
interaction of electrons with a magnetic field are usually very small and are thus neglected 
here. However, it can be shown [33] that the diamagnetic or Landau susceptibility XL for 
free electrons is negative and one third in magnitude of the paramagnetic or Pauli 
susceptibility XP. In some metals, the deviation of the effective electron mass from the 
free electron mass even causes the Landau susceptibility to dominate the Pauli 
susceptibility [33]. Furthermore, all interactions of the orbital angular momentum with the 
magnetic field are neglected. In crystals, permanent moments arising from orbital angular 
momentum usually vanish, which is known as the quenching of orbital angular momentum 
[29]. 
4.1 The Hamiltonian 
In a magnetic field, the degeneracy of the one-electron energies e. with respect to their 
magnetic quantum number along the field direction is lifted [32]. Therefore, it is 
convenient to choose the spin quantisation axis in direction of the applied field. This 
preserves the states (3.23) as eigenstates of the Hamiltonian including interactions with an 
external magnetic field. Since the z-component of the spin S in a Cartesian coordinate 
system is chosen for characterisation of the states (3.23), the direction of the external 
magnetic field has to be chosen as the z-axis. With the approximations used here, the 
additional part in the Hamiltonian for the interaction of an electron in a state jk a)with an 
external magnetic field B0 = (0,0,-80 ) is then 
with S as the spin of the electron andJt8 as the Bohr magneton [32]. Here the notation 
CT = {+ 1 for CT = t 
-1 for a=.!. 
has been used for brevity. 
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This yields the spin-dependent one-electron energies 
(4.3) 
which replace the e(k) in (3.26) [33]. The Hartree-Fock-Stoner Hamiltonian (3.26) then 
becomes 
with n" = .~> •" . The difference nt - nt is the spin polarisation: 
k 
m= LO' n." = nt -nt 
kcr 
(4.4) 
(4.5) 
In the next chapter, it will be shown that m or its expectation value is the magnetisation of 
the system measured in Bohr magnetons J.l8 = ..!!:..._ = 9.2732 xi0-24 J r-1 • 2m,c 
The Hamiltonian ( 4.4) can be written in compact form as 
(4.6) 
with 
(4.7) 
as an effective one-electron energy. In the density-of-states approximation (see 3.4), the 
Hamiltonian takes the form: 
~ 
H = L J e n"(e) D(e)de+U nt nt (4.8) 
" -
with 
n" = Ln•" = J n"(e) D(e) de 
k 
(4.9) 
as the number of spin-up and spin-down electrons and 
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n = :Lnk• = :Ln" = L J n"(e) D(e) de (4.10) 
kO' (/ 0'--
as the total number of electrons. D{e), H, n, n1 and n1 are normalised. 
In the absence of an external magnetic field, the possible directions of the magnetisation 
are degenerate due to spherical symmetry of the Hamiltonian. A non-zero external field 
breaks this symmetry. If only fields are considered, which point in a fixed direction, one 
can choose the spin quantisation axis along the field direction and the spin-up electrons to 
have lower energy than the spin-down electrons, which amounts to assuming B0 <: 0 for 
B0 = (O,O,-B0 ). For an external magnetic field with changing direction, this can not be 
achieved. However, any change of the direction of the magnetic field without a change in 
its strength just rotates the magnetisation in the field direction, but does not change the 
energy. In this model, there is no energy needed to change the direction of the 
magnetisation. 
4.2 The Magnetisation 
The magnetisation M is defined as the derivative of the system's free energy F with 
respect to the external magnetic field B0 . The magnetisation is usually normalised by the 
volume or the number of atoms to eliminate the dependence on sample size. This is not 
done here explicitly, since the free energy is already taken per atom in the density-of-states 
approximation. In general, the magnetisation is a vector quantity as well as the magnetic 
field. However, the system studied here can be seen as one-dimensional with an external 
field B0 = (o,O,-B0 ) and a magnetisation M= (O,O,M ). 
Now it will be shown that the spin polarisation defined by (4.5) is the magnetisation of the 
system measured in Bohr magnetons. With (4.5), the Hamiltonian can be written as: 
(4.11) 
By means of the internal energy (H) as the expectation value of the Hamiltonian, the 
entropy S and the temperature T, the system's free energy can be written 
as:F=(H)-rs. 
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The magnetisation is then calculated as: 
M=-(~) = -(~) -(~) (a(m)) 
aBo T,V,n aBo T,V,n,m a(m) T,V,n,B aBo T,V,n (4.12) 
The spin polarisation (m) is considered as an internal degree of freedom and it therefore 
minimises the free energy of the system. This implies that the term (aFjo(m))r,v.n.s 
vanishes for a proper minimum, i.e. a minimum lying inside the region of possible 
magnetisation values. For a minimum at the boundary, infinitesimal changes of B do not 
change m, and therefore, the term (o(m)joB0 ) vanishes. T,V,n 
Therefore: 
M=- - =- -- +T -( aF) (a(H)) ( as ) 08o T,V,n,m 08o T,V ,n,m oBo T,V,n,m (4.13) 
Furthermore, the entropy is not explicitly dependent on the magnetic field. Hence: 
M= -(o(H)) = Jls (m) 
oB0 T,V,n,m 
(4.14) 
The spin polarisation m is indeed the magnetisation measured in Bohr magnetons. 
4.3 The Susceptibility 
The susceptibility X is defined as the second derivative of the free energy F with respect 
to the external magnetic field B0 • In general, it is a tensor of rank two, but in the isotropic 
case studied here, it is considered simply a number. With (4.12) it can be calculated as: 
(4.15) 
For proper minima of the free energy with respect to m, where 0 = (oFjo(m))r,v,.,s,, a 
useful relation between the susceptibility X and the stability requirement 
0 < 1a2 F/o(m)2 \ can be obtained by (indices T, V, n at the derivatives omitted): ~ Jr,v,n,B0 
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(4.16) 
For a non-zero value of the susceptibility, this yields: 
(4.17) 
Therefore, the stability of a stationary value of (m) is equivalent to a positive 
susceptibility. 
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5 The Stoner Model at Zero Temperature 
5.1 The Rectangular Band at Zero Temperature 
Distinguished by its simplicity, the case of a single, independent rectangular band is 
studied here to establish some fundamental properties of the Stoner theory. In a first step, 
an external magnetic field is not included into the consideration. Starting from the Hartree-
Fock-Stoner Hamiltonian for a single band (3.26), the density of states approximation 
(3.31), (3.32) and (3.33) for a rectangular density of states 
{
1/W 
D(s) = 
0 
for -W/2 ~ E ~W/2 
otherwise 
(5.1) 
with the bandwith W is applied. In the Hamiltonian, the operators are then substituted by 
their eigenvalues, which characterise their eigenstates, namely the Slater determinants 
(3.23). The resulting Hamiltonian is then used to find the ground state and its magnetic 
properties for different system parameters. In the model, adjustable system parameters are 
the total number of electrons in the band n, the strength of the on-site Coulomb repulsion U 
and the bandwidth W. 
E 
D;(E) 
Fig. 5.1: The density of states D;(E) for spin-up and 
Dt(E) for spin-down electrons and the filling of the 
unfilled states states. 
filled states 
The unequal filling of the spin-up and the spin-down 
states gives rise to a band splitting ll. as the 
difference in energies of the highest filled spin-up 
and the spin-down band states. 
The density of states (5.1) satisfies the normalisation as proposed in section 3.3, since for a 
single band, there are exactly one spin-up and one spin-down one-electron state per atom. 
Furthermore, the total number of electrons n in the band is fixed to a value between zero 
and two. The number of spin-up electrons n; and the number of spin-down electrons n .~, 
are then related by equation (3.33). 
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For zero temperature, the occupation numbers na(e) are approximated by a step function 
(5.2) 
with e Fa being the Fermi energy for spin u as derived from the total number of electrons 
with spin a: 
(5.3) 
The occupation numbers (5.2) are the occupation numbers of the Slater determinant with 
lowest energy for a fixed number of up- and down-spin electrons. 
The paramagnetic Fermi energy Ep defined by 
~ ~ 1 ~ 
n = L J D(e) de= 2 J W de= 1 + vJ 
a -- -W/2 
is determined by the total number of electrons n and the bandwidth W: 
eF =(n-1)W 
2 
The spin polarisation or magnetisation (per atom, measured in J.l 8 ) is defined by 
and can take values in the interval [- mmax, mmax] with 
mmax = min{n, 2- n} 
as the saturation magnetisation. 
(5.4) 
(5.5) 
(5.6) 
(5.7) 
The magnetisation m is assumed to be an internal degree of freedom of the system. Hence, 
its actual value minimises the system's free energy F, which for zero temperature is 
identical to the internal energy H 
F = H = 2, J e na(e) D(e) de +U nrnJ. (5.8) 
a-
with the kinetic energy as the first term and the Coulomb repulsion as the second term. It is 
now the aim to express all the quantities in (5.8) in terms of the external system parameters 
W, U, n and B0 and the internal degree of freedom m and then to minimise (5.8) with 
respect to m. 
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Using (3.33) and (5.6), the number of spin-up and spin-down electrons can be expressed 
by: 
n m 
nr =-+-2 2 
and n m nJ. =---
2 2 
By introducing the band splitting energy 
d=mW 
and using (5.3), (5.4), (5.5) and (5.9), one finds for the Fermi energies the relations: 
(5.9) 
(5.10) 
(5.11) 
With these relations, the magnetisation dependence of the free energy is calculated as: 
~ 
F = L J e n.,(e) D(e) de+ U nrnJ. 
"-
Ert EFJ. u 
= J e D(e) de+ J e D(e) de+ 4 nrnJ. 
-W/2 -W/2 
(n-l+m)W /2 (n-l-m)W /2 U 
= J !_de+ J !_de+-(n+mXn-m) 
-W/2 W -W/2 W 4 
Minimising the magnetisation-dependent part of the free energy 
m2 
dF(m) = (W -U)-
4 
with respect to the magnetisation leads to: 
{
±mmax 
m= 
0 
for W <U 
for W >U 
(5.12) 
(5.13) 
(5.14) 
This dependence of the magnetisation on the bandwidth W reflects the Stoner criterion 
discussed in section 3.6. For a DOS at the Fermi level D(eF) = 1/W, the paramagnetic 
state becomes unstable for W < U . For a rectangular band shape in the Stoner model, all 
magnetisation values between zero and maximum magnetisation are generally not stable. 
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Therefore, for the rectangular band and within the framework of Stoner theory, the 
magnetisation shows a first order phase transition from zero to maximum as a function of 
the bandwidth at W = U . To observe a continuous transition, a different band shape is 
needed in Stoner theory. 
5.2 The Rectangular DOS and a Finite External Field 
To include the interaction with an external magnetic field B0 = (0,0,-B0 ), the Hamiltonian 
(3.31) is modified by use of (4.3) yielding Hamiltonian (4.8). For a rectangular DOS (5.1) 
at T = 0, the calculations of section 5.1 can be straightforwardly adapted. The result for 
the magnetisation-dependent part of the free energy in an external magnetic field is then 
m2 
M(m,B0 ) = (W -U)-- Jl8 B0 m 4 
In the paramagnetic case with W > U , the field dependence of the magnetisation is 
for field strengths IBo !lower than the saturation field strength 
w-u 
Bo max = 2 11lmax JlB 
(5.15) 
(5.16) 
(5.17) 
with mmax = min{n,2- n} as the saturation magnetisation. For higher field strengths, the 
magnetisation is simply the saturation magnetisation. Therefore, the susceptibility in the 
paramagnetic case is zero for IBo I > B0 max and c~nstant for field strengths IBo I < B0 max : 
2jl2 
x= B 
w-u 1-U/W 
(5.18) 
The Coulomb interaction enhances the small field susceptibility by a factor (1- U /W }-1 
compared to the Pauli susceptibility XP = 2Jl;/w derived in the Pauli theory of spin 
paramagnetism, where electron-electron interactions are neglected [33]. 
In the ferromagnetic state for W < U , the magnetisation is maximal, i.e. 
m=±mmax =±min{n,2-n}, and its absolute value does not depend on the external 
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magnetic field. Hence, the susceptibility vanishes for finite ·fields, as expected for a 
saturated magnet. The susceptibility is not definable for B0 = 0 . 
5.3 Beyond a Rectangular DOS 
For a density of states D( e) deviating from the coarse approximation of a rectangular 
shape, one has to start the calculation of the magnetisation dependence of the free energy F 
from Hamiltonian (3.31) again. Firstly, an external magnetic field is not considered. This 
will be included in the next section. 
Of interest is only the change of the free energy M caused by a non-zero magnetisation 
compared to the case of a zero magnetisation. Most definitions and calculations, for which 
the particular band shape is not important, can be taken over from the previous section, 
where they have been derived for a rectangular density of states. Using (3.33) and (5.6), 
the Coulomb part of Hamiltonian (3.31) can be expressed in a form, which is independent 
of the band shape: 
(5.19) 
The Coulomb part is a function of the magnetisation m and the number of electrons n. 
Therefore, the change in the Coulomb part !J.U is simply: 
u 2 !!.U=--m 
4 
(5.20) 
Now the change in the kinetic part !J.T has to be calculated for an arbitrary DOS. For zero 
temperature, the occupation numbers na(e) are assumed to be 
(5.21) 
with eFa as the Fermi energy for spin a derived from 
'J na = D(e) de (5.22) 
similarly to the previous section. For convenience, the zero-point of the energy is chosen to 
coincide with the paramagnetic Fermi energy Ep defined by: 
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n= L 1 D(s}ds (5.23) 
a -~ 
For the paramagnetic state, the Fermi energies E Fa for both spin directions coincide with 
the paramagnetic Fermi energy E F = 0. A non-zero magnetisation causes the Fermi energy 
for the spin-up electrons EFt to be raised from zero by ~r and for the spin-down electrons 
E F4. to be lowered by~ •. 
e 
Dt(E) 
filled states 
Fig. 5.2: The density of states Dt(E) for spin-up 
and Dt(E) for spin-down electrons and the filling 
of the states. 
The unequal filling of the spin-up and the spin-
down states band yields a shifting lit and <it of the 
energies of the highest filled up- and down-band 
states. 
For an explicitly known band shape, one can perform the analysis by carrying out all the 
integrals involving the DOS. The conservation of the number of electrons, the 
magnetisation m and the change in the kinetic energy 11T are then expressed by the 
integrals: 
Ill -L\J. 0=~= jD(s}de+ JD(s}ds 
At 0 
= J D(s) dE- J D(s) ds (5.24) 
0 0 0 -AJ. 
Ar -d.t .6.r .6.r o 
m= J D(e) dE- J D(s} ds = J D(e) de= 2 J D(e) de= 2 J D(e) de (5.25) 
0 0 -tt.J. 0 -A,c. 
~T = 7 E D(s) ds + Ts D(s) ds = 7 E D(e) dE- f E D(E) ds (5.26) 
0 0 0 -,1,\J. 
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Then a stability analysis of the free energy F(m) = F(O) + ~T(m) + ~U(m) can be canied 
out by calculating the minima with respect to m. This yields the ground state value for m 
and possibly other metastable values for the magnetisation. 
To get an expression for the stable values of m using the properties of the DOS at the 
Fermi level eF, a Taylor expansion of the DOS 
~ D 
D(e) = L-fe' 
i=O z. 
with D = a'D(e) 
' a . e' E=O 
(5.27) 
around eF = 0 can be applied to the integrals (5.24) to (5.26). For its validity, a smooth 
DOS D( e) is required in the range - ~ ~ ~ e ~ ~r . In practice, this is fulfilled by a regular 
DOS around the Fermi energy and a small magnetisation m. Application to the integral 
(5.26) yields a change in kinetic energy: 
"1 _,, "1 ~ D -a, ~ D ~T = J e D(e)de + J e D(e)de = J I-;f-e'•1 de+ J I-fe'•1 de 
o o oi=0 1• oi=Oz. (5.28) 
In this formula, J.T depends on the two energy shifts ~i and ~t. These quantities are 
connected by the conservation law (5.24) and therefore can not be varied independently. 
Furthermore, the change in Coulomb energy has a simple form in terms of the 
magnetisation. Therefore, it seems appropriate to express M and ~t in terms of the 
magnetisation as well. Applying the Taylor expansion of the DOS to the integrals (5.25), 
one obtains 
"1 "1 ~ D 
m=2 J D(e) de =2 J :L-fe' de= 
o oi=Oz. 
<>0 11i 
L2D,_1+ 
l=l z. 
(5.29) 
by using the expression including only~;, and similarly 
(5.30) 
for ~t. These series can be inverted by application of the reversion of a power series [38] 
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y(x)= :La,(x-x0 ) 1 =} 
(5.31) 
giving the expansion of M and ~t in terms of m: 
(5.32) 
Substituting these into expansion (5.28) of the change in the kinetic energy in terms of M 
and ~t yields the expansion 
(5.33) 
up to 6'h order in m. It should be clear that, due to the symmetry between spin-up and spin-
down, only even powers in m appear in the expansion. This procedure can be performed up 
to any order in m. Of course the effort in obtaining higher order coefficients in the 
expansion increases enormously with the order of the expansion. 
The resulting Landau-type free energy with the magnetisation m as the order parameter is: 
F(m) = F(O) + ~T + ~U -}-l8 B0m 
with: 
105D: -105D0D1
2D2 +lODtDi +15DtDP3 - DgD4 
3840D6 
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Keeping in mind that D0 = D(E F), this again reflects the Stoner criterion. For D0U < 1, 
the free energy F has a local minimum for m = 0 and hence, the paramagnetic state is 
locally stable. For D0U > 1, the point m = 0 becomes a maximum of F, so the 
paramagnetic state is unstable and the free energy has its minimal value at a finite 
magnetisation. For a rectangular band, all derivatives of the DOS D(s) and thus all D; for 
i?. 1 vanish and equation (5.34) simplifies to equation (5.13) with 11 D(E F) = W. 
5.4 Beyond a Rectangular DOS: A Finite External Field 
For deviations from a rectangular DOS, the Hamiltonian (3.31) is modified to (4.8) by use 
of (4.3) to include the interaction with an external magnetic field B0 = (O,O,-B0 ). 
Calculations similar to section 5.3 yield the magnetisation dependent part of the free 
energy 
(5.36) 
with coefficients a2 , a4 and a6 defined by (5.35). The formula (5.36) is valid for a 
smooth DOS around the Fermi level and a small magnetisation. The magnetisation m is 
defined by: 
0 (
oF) ~ 21-1 B 
=- =L..Ja2,m -JJ.so 
Om Bo i=l 
and --2 <0 l<J 2F) om •• (5.37) 
For the paramagnetic state, this yields a field dependence of the magnetisation for small 
fields: 
m(Bo) = L f32i+I (JJ.s Bo}2i+I 
i:::O 
The first coefficients of (5.38) are: 
(5.38) 
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/3, =-1 = 2D0 
a2 l-UD0 
{3 = _ a 4 = - 3D12 + D0D2 
3 a~ 3D0 (1-UD0 ) 4 
{3 _ 3ai - a2a6 
s- a7 
2 
= (3D12 -D0DJ + -105D14 +105D0D12D2 -lODgDi-15DgD,D3 +D5D4 
6D5 (1- UD0 )" 60D5 (1- UD0 )6 
(5.39) 
The paramagnetic susceptibility X( B0 ) can be obtained for B0 = 0 by differentiation of 
(5.38) or from (5.37) by means of the Implicit Function Theorem: 
(5.40) 
The paramagnetic susceptibility is again enhanced by a factor ( 1-U D ( e F) t' compared 
to the Pauli susceptibility XP = 2p!D(eF). As U D(eF) approaches unity, the 
susceptibility goes to infinity, indicating an instability of the paramagnetic state for 
U D(eF) >1. The result (5.40) agrees with (5.18) for a rectangular band shape. In this 
model, the zero-field paramagnetic susceptibility depends only on the on-site repulsion U 
and the density of states at the Fermi level D ( e F). Contrary to the case of a rectangular 
DOS, the susceptibility X(B0 ) may vary with the external field and even show 
singularities at points of field-induced discontinuous changes of magnetisation. 
For the ferromagnetic case, the situation is more complicated. For the fully ferromagnetic 
state, where the magnetisation is maximal and field independent, the susceptibility 
vanishes. In the case of weak ferromagnetism, where the zero-field magnetisation is small, 
one can neglect higher order coefficients in (5.38) and use a Landau free energy 
description to derive the magnetisation and susceptibility. However, in the case of strong 
ferromagnetism, where the magnetisation may be large, the equations derived here by 
using a power expansion are not applicable in general. Too many coefficients in the power 
expansions may be needed to obtain reliable results from the calculations. Moreover, the 
equations derived here by using a power expansion may suffer from any problems 
associated with power expansions in general. They might not converge outside a certain 
region of parameters or if, then not to the same value as the function. 
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6 The Stoner Model at Finite Temperatures 
6.1 The Mean Field Approximation 
To study the properties of a system characterised by the Hartree-Fock Hamiltonian (3.26) 
at finite temperatures T, one has to use the methods of statistical physics. The interaction 
terms nk ank' -a in the Hamiltonian (3.26) make the statistical treatment difficult, since they 
cause the one-particle energies to depend on the occupation numbers. Here a mean field 
approach is used. In the mean field approximation (MF A), the product of two operators A 
and B is approximated by 
AB= (A- (A))(B- (B))+ A( B)+ (A)B- (A)(B) 
MFA ~ A( B)+ (A)B- (A)( B) 
(6.1) 
by neglecting the product of the fluctuations (A -(A) )(B -(B)) [33]. 
Here, the form (4.6) with the effective one-particle energies (4.7) including the interaction 
with an external magnetic field B0 = (0,0,-80 ) is used as a starting point for the MFA. The 
electron-electron interaction term nrn~ is approximated by nr(n.) + (nr )nJ.- (nt )(n.). 
This yields the mean field Hamiltonian 
(6.2) 
with 
(6.3) 
and the effective one-electron energies 
(6.4) 
with a defined in (4.2) in section 4. Next, each Hamiltonian Ha is considered separately. 
This is done by regarding ( n -a) in Ha as an external parameter, which has to be 
calculated in a self-consistent manner. The resulting Hamiltonian (6.3) represents a 
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Hamiltonian for non-interacting electrons with one-electron energies (6.4). Hence, the 
expectation values of the occupation numbers nk a 
are given by the Fermi distribution 
1 f(e, /l, {3) = P(•-~1 1 
e + 
(6.5) 
(6.6) 
where {3 = 1/k8 Twith the Boltzmann constant k8 and the temperature T. The chemical 
potential !la is determined by the expectation value of the spin-a electron number: 
(6.7) 
With the internal energy 
(Ha)= 2.ek.f(eka•lla,f3) (6.8) 
k 
as the expectation value of the Hamiltonian Ha and the entropy 
= -k8 2. ( f(ek a• !la, {3) lnf(ek a• lla• {3) (6.9) 
k 
one can calculate the free energy of the spin-a electrons 
(6.10) 
with the temperature, the magnetic field and the number of electrons for each spin as 
parameters. The whole free energy of the system is then: 
F = 2.F.(T,B0,(na),(n_a)l- U (nr)(n.) 
a N 
= L ( ek af(ek a• lla• {3) + k8T f(ek a• lla• {3) In f(ek a, lla• {3) (6.11) 
ka 
With the expectation value of the magnetisation 
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(m)= (n;)- (n~) (6.12) 
and the total number of electrons 
(n) = (n;) + (n~) (6.13) 
one obtains: 
(6.14) 
Using the special properties of the Fermi function, the expectation values for the nk" can 
be expressed as 
(6.15) 
with a new chemical potential iiu determined by: 
(6.16) 
This can be solved, at least in principle, for iiu = f..Lu(T,(n),(m)). Using (6.14) and (6.15), 
the free energy can then be written as: 
F = _Q_((n)2 -(m)2)-.us B0 (m) 4N 
+ L[ ek f(s.,/iu,f3)+k 8 T f(s.,Jiu,/3) In f(s.,Jiu,/3) (6.17) 
ku 
This form allows a clear physical interpretation. The first term contains the electron-
electron interaction and the second term the interaction with the external field. The 
remaining sum is the sum of the two free energies 
F" = L[e. f(ek,/iu,f3)+k8 T f(e.,Jiu,f3)Inf(s.,Ji",f3) 
k (6.18) 
+k8T (1- f(s.,/i.,f3))In (1- f(s.,Ji",/3))] 
of non-interacting spin-cr electrons with chemical potential f..Lu • In these reduced free 
energies F", the first part of the sum represents the internal energy of non-interacting spin-
cr electrons ( H") and the last two terms contain their entropy S" and the temperature. 
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Within the continuum approximation with the density of states D,(s) = D(s) of the 
distribution of the states J k a) over the energy E, the free energy takes the form: 
(6.19) 
with 
~ 
F, = f D (e) [ E f(E, .il,, /3) + k8 T f(E, .il,, {3) In f(E, .U,, {3) (6.20) 
+k8T (1- f(s,.U,,f3))ln (1- f(s,.U,,/3)) ]ds 
Furthermore, the expectation of the number of spin-u electrons takes the form: 
(6.21) 
The expectation value of the total number of electrons and the magnetisation are then: 
(n) = L(n,) = L f D(E) f(s,.U,,/3) ds (6.22) 
" " -
~ 
(m)= La(n,) = ~:U f D(s) f(s,.U,,/3) ds (6.23) 
" " 
Here, the DOS D(s), the expectation values (n,), (n) and (m) and the free energy Fare 
normalised to be quantities per atom. The chemical potentials Jla as a function of (n) and 
(m) is determined by (6.21). 
After the mean field approximation is applied, operators, such as the total number of 
electrons, enter the equations of the model only as their expectation values. For brevity, the 
brackets ( ) around the symbols indicating averaging will be dropped from now on. The 
addition 'expectation value' will also be omitted for these quantities in the following 
treatment. 
6.2 The Magnetisation and the Susceptibility 
The magnetisation m is considered an internal degree of freedom of the system. Therefore, 
its actual value, which is adopted by the system in thermal equilibrium, minimises the 
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system free energy (6.17). At finite temperatures, the maximal possible magnetisation 
mmax, for which eithern.r = 1 or n•J. = 0 for all k, does not minimise the free energy. A 
physical reason for this is the fact that thermal excitations always lead to an actual 
magnetisation lower than mmax. From the mathematical point of view, the derivative of the 
entropy part - k8 TLu S" of the free energy with respect to m goes to positive infinity as 
m approaches mmax . The same is true for a magnetisation m = -mmax . Since it can be 
assumed, that the free energy as a function of m is regular in the range - mmax < m < mmax , 
it follows that the free energy is minimal for a value of m within this range. Therefore, the 
actual value of the magnetisation m is determined by (aF jam h .•. • = 0 and 
(a 2 F jam 2 ~ ••• • > 0. With (6.14), (6.18) and the thermodynamic relation between free 
energy, particle number and chemical potential, one obtains: 
( aF'" ) ( aF" ) (an" ) _ a l am T,8
0
,n = anu T,B,,n am T,B,,n = Jlu 2 (6.24) 
as first condition for the magnetisation in the DOS approximation, this yields: 
(6.25) 
u lit- J£. 
= --m - f.l • Bo + '-"---=-''-"'-2 2 
The second condition is: 
O J a2 F) = _ U +.!.( alit) _.!_( aJ[J.) 
l am2 T,B,,n 2 2l am T,B,,n 2l am T,B,,n 
( )-1 ( )-1 u 1 anr 1 an. = --+- -- +- --2 4 a- 4 a-f.lr T,B0,n )1 J, T,B0,n 
(6.26) 
Using (4.17), one can calculate the susceptibility per atom: 
(6.27) 
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Sometimes the band splitting !:J. is used to characterise the magnetic state. It represents the 
shift of the reduced chemical potential of the spin-up electrons against the spin-down 
electrons due to an external magnetic field and the electron-electron interaction: 
(6.28) 
In absence of an external field, m = 0 always satisfies the first condition due to symmetry 
between the spin-up and spin-down electrons. If the second condition is satisfied too, the 
paramagnetic state is stable. If for m = 0 , the second condition is not satisfied, the stable 
state is ferromagnetic. 
6.3 The Paramagnetic State 
With setting U = 0, the Pauli theory of spin paramagnetism for non-interacting electrons is 
recovered [12,33] and therefore the Pauli susceptibility is: 
(6.29) 
In the density-of-states approximation with a normalised DOS D(e), the Pauli 
susceptibility Xp(B0 , T) for zero field can be calculated as [12]: 
(6.30) 
with the DOS D1 (e)= Dt (e)= D(e) and the paramagnetic chemical potential Jl 
determined by the electron number. For a smooth and slowly varying DOS in the range 
much larger than kaT around the Fermi energy eF, the Pauli susceptibility can be 
calculated by the usual expansion formula [ 12] 
( ) ( )[ 7r
2 
( )2 D,
2 
- D0D2 ] XP O,T =xP 0,0 1+- kaT 2 + ... 6 D0 
(6.31) 
with the zero-temperature zero-field Pauli susceptibility 
(6.32) 
and the D; as the coefficients of a power expansion of D( e) around e F : 
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D = o'D(e) 
' Oe1 (6.33) 
The Pauli susceptibility can be used to express the susceptibility (6.27) as a function of the 
magnetisation as: 
X(m,T) = t(m,T) 
1--2 XP(m,T) 2p,. 
(6.34) 
In the paramagnetic case, B0 = 0 {:} m= 0 and therefore, the susceptibility z(B0 , T) as a 
function of the external field can be written as: 
X(O,T) = t(O,T) 
1--2 XP(O,T) 2p,. 
(6.35) 
According to (4.17), the susceptibility (6.35) has to be finite and positive for the 
paramagnetic state to be stable. Therefore: 
u 1>-2 Xp(O,T) 2p,. (6.36) 
This represents the Stoner criterion for finite temperatures. For T = 0, it reduces to the 
Stoner criterion discussed in section 3.6. 
6.4 The Curie Temperature 
If the temperature dependence of the Pauli susceptibility is known, this can be used to 
calculate the Curie temperature. Suppose, there is a temperature Tc, below which the 
paramagnetic state becomes unstable. Then above Tc , the susceptibility of the 
paramagnetic state (6.35) is positive, whereas below Tc, it becomes negative. With 
XP(O,T) > 0 for all T, this implies a sign change of (6.35) at Tc in the denominator and 
therefore: 
1 = _Q_X (0 T ) = -U J~ D(e) of(e, J.t, Tc) de 
2, 2 p ' c oe 
.... -
(6.37) 
The paramagnetic susceptibility (6.35) is singular at T = Tc. 
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For a continuous transition from the paramagnetic to the ferromagnetic state, the 
temperature Tc can be straightforwardly identified with the Curie temperature. However, 
there may be a temperature range above T c, where a ferromagnetic state is still stable. 
Then either the paramagnetic or the ferromagnetic state is metastable and the transition 
may be discontinuous and exhibit hysteresis. 
6.5 Ferromagnetic States 
If the paramagnetic state is unstable, then a state with finite magnetisation must be the 
ground state. In order to find the actual magnetisation, one has to solve the relations (6.25) 
and (6.26). If for T = 0, no magnetisation value m other than the maximum magnetisation 
mmax is stable, the equilibrium state for all magnetisation values is the saturated magnet 
[12]. Either the spin-up band is completely filled or the down band is empty. The density 
of states is zero for one of the liu. The susceptibility vanishes, since the magnetisation 
does not depend on the external field. For T * 0, the magnetisation m(T) for 80 = 0 
decreases slowly by spin reversals. There is an energy gap 8 between the upper edge of 
the spin-up band and the unoccupied states of the spin-down band. Therefore, the decrease 
of the magnetisation .im(T) := m(O)- m(T) oc T 312 exj- _§_) for low temperatures (12]. 
"l k8 T 
If for T = 0 , the stable value of the magnetisation is non-zero and smaller than the 
maximum magnetisation mmax, the equilibrium state for 8 0 = 0 is an unsaturated magnet. 
The density of states D(/iu) * 0 for both Jl.u . The susceptibility is non-zero for field 
strengths 8 0 smaller than the saturation field strength. If the magnetisation is very small, 
the state is called a weak ferromagnet. For T * 0, the magnetisation m(T) decreases by 
the reversal of spins, but there is no gap for such excitations and therefore, .im(T) oc T 2 
for low temperatures. 
In both cases, the theory does not yield the Bloch law (2.3) for the low temperature 
magnetisation. This is clear, since in the Hartree-Fock approximation, only individual 
excitations are considered. Both cases show a phase transition to the paramagnetic state at 
a certain temperature Tc, since for very high temperatures, the entropy part of the free 
energy, which is minimised by m = 0, dominates the free energy. Above the Curie 
temperature Tc, the susceptibility is given by (6.35). 
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6.6 Other Magnetic States 
In the framework of Stoner theory, further magnetic states can be explained. If, for 
example, the paramagnetic state is stable, but X( m)< 0 in a region m1 <m< m2 (0 < ff1t ), 
there is a discontinuous change of the magnetisation from a low-moment to a high-moment 
state driven by the external field [12]. This behaviour is called metamagnetism. One can 
use Maxwell's theorem (for the van der Waals theory of liquid-gas transition) to obtain the 
stable magnetic state. 
If the system is paramagnetic at low temperatures and the zero-field susceptibility x(T) 
shows a maximum when the temperature is increased, the paramagnetic state can become 
unstable for a temperature T with Ts < T < Tc, and a spontaneous magnetisation occurs in 
this temperature range. 
The Stoner model can be extended to explain band antiferromagnetism. In the simplest 
case, this is done by introducing two identical sublattices. One sublattice is obtained from 
the other by translation and inversion of the spins. The magnetic moments of all sites of the 
first sublattice are equal and opposite to those of the second sublattice. This model can be 
further extended to more complicated commensurate and incommensurate magnetic 
structures [ 1 0,39]. 
All these behaviours have been observed for transition metals, their alloys and compounds. 
For example, Ni, Co, NhFe and CoFe are strong ferromagnets, Fe is an unsaturated 
ferromagnets, ZrZnz, Sc3In and YNb are weak ferromagnets, ThCos and Coz.xSe, are 
metamagnets. Spontaneous thermal magnetisation can be observed for YzNh [12]. 
6.7 Spin Waves 
For the low-temperature magnetisation in the ferromagnetic state, only individual 
excitations were considered, which have finite excitation energy [11]. An individual 
excitation 
(6.38) 
out of the ground state I'¥ .fUnd) , which lowers the magnetisation by one unit, has an 
excitation energy of approximately U(nr - n.~,) for small q. These excitations are called 
Stoner excitations. Collective excitations, such as spin waves, should have an excitation 
energy proportional to q2 , but these can not be described within this framework. The 
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simplest way to model collective ex citations is to build up 'spin waves' by linear 
combinations of individual excitations. These are no true spin waves, because electron-
hole excitations of the same spin are missing. Within a random phase approximation, one 
finds in addition to a pseudo-continuum of individual excitations, a collective excitation 
with energies proportional to q 2 for small q. Using Bose-Einstein statistics for these 
excitations, one finds again the Bloch law (2.3) for the low temperature magnetisation of a 
ferromagnetic system. In the same manner, one can introduce spin-wave excitations for a 
non-magnetic state in a finite external field. 
6.8 The Discussion of the Stoner Model 
The Hartree-Fock-Stoner theory has been widely used for explaining the properties of 
ferromagnetic metals and alloys. With the intra-atomic interactions, the magnetic 
properties depend only on the shape of the density of states. 
The theory provides an explanation of the non-integral values of the saturation 
magnetisation in Bohr magnetons. In particular, experimental findings of magnetic 
properties at zero temperatures, such as the Slater-Pauling curve, are well explained by this 
model [11]. The saturation magnetisation m,aJ of strongly ferromagnetic metals and alloys 
for zero-temperatures is explained by the dependence of mmax on the band filling n. 
The model also explains why the susceptibility may be different from the Curie-Weiss 
susceptibility (2.2). There is no a priori reason for the susceptibility given by (6.35) should 
be proportional to (T - Tc )' for high temperatures. If this is the case, then it is not 
surprising that the Curie constant does not lead to half-integer values of the magnetisation 
in Bohr magnetons. Furthermore, the Stoner model may explain why the magnetic entropy 
is different from what is expected by a Heisenberg model. Finally, the Stoner model is in 
accordance with all the experiments, which show the existence of d-bands. 
The details of the finite temperature magnetic properties of real materials are not well 
explained by the Stoner model. Especially, the Curie temperatures for ferromagnetic 
materials calculated with the Stoner model are too high by a factor five to ten compared to 
the experimental values [13]. The Stoner model can not explain the quite good agreement 
of the susceptibilities of most transition metals and alloys with the Curie-Weiss law. In 
addition, the Stoner model has difficulties to explain weak ferromagnetism [37]. 
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The breakdown of the Stoner theory is believed due to the neglect of electron-electron 
correlations in the Hartree-Fock and the mean field approximation [13]. Furthermore, no 
collective excitations, which have energies much smaller than individual excitations, are 
considered in the model. Therefore, the calculated low-temperature magnetisation does not 
lead to the observed Bloch law (2.3), and the calculated Curie temperature for 
ferromagnetic materials is much too high [13]. 
In conclusion, the Stoner model gives a qualitatively satisfactory explanation of many 
properties of transition metals and alloys. For a deeper understanding of their properties, 
the electron-electron interactions have to be treated in a more sophisticated manner. 
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7 The Rectangular Band at Finite Temperatures 
In this chapter, the mean field approximation will be used to study the finite temperature 
properties of the Stoner model for a rectangular density of states. A rectangular DOS has 
the advantage that a large part of the calculations can be carried out analytically. However, 
in the further studies, it will not be possible to refrain completely from numerical methods. 
7.1 The Free Energy of the Rectangular Band 
As mentioned above, many expressions for the case of a rectangular density of states can 
be derived analytically. However, these expressions are rather complicated and therefore, 
the assistance of mathematical software [38] has been enlisted for the calculations. With 
the rectangular DOS 
{
1/W for - W/2 ~ E ~W/2 
D(E) = 
0 othenvise 
(7.1) 
and equations (6.19) to (6.23) of the mean field approximation, one obtains the following 
expressions for the free energy, the electron numbers and the magnetisation: 
U I 2 2) ~-F= -\n -m -jJ8 B0 m+ L.,Fu 4 a (7.2) 
W/2 1 
Fa= f -[E f(E,""fiu,f3)+k8 T f(E,Jlu,f3)ln f(E,Jla,f3) 
-W/2 W (7.3) 
w 
na = .!.(n + 0' m}= J J:.... f(E,fia, {3) dE 
2 -W/2 W 
(7.4) 
(7.5) 
(7.6) 
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The DOS D(E), the electron numbers na and n, the magnetisation m and the free energy F 
are expressed in units per atom here. 
These equations have to be used to find the value of the magnetisation, which minimises 
the free energy for a given set of parameters. Parameters of the system are the on-site 
repulsion U, the bandwidth W, the total number of electrons n in the band, the external 
magnetic field Bo and the temperature T. The magnetisation m can vary between - mmax 
and + mmax , where 
mmax = min{n,2- n} (7.7) 
is the maximal possible magnetisation, which is determined by the total number of 
electrons and electronic states in the band. 
Solving (7.4) for the reduced chemical potentials "fia yields: 
- k Tl [ h[W(2-n-crm)] · h[W(n+crm)]] Jla = a n CSC Sin 
kaT kaT 
(7.8) 
Here, csch(x) = sinh(xt' is the hyperbolic cosecant. With (6.25), the first condition for 
the stable magnetisation value is: 
0 = (aF) 
Om a,,T,n 
_ B U k TL(jl [ h[W(2-n-crm)] . h[W(n+crm)]] 
- _, --n+ - n csc Sin 
ra 0 2 a a 2 kaT kaT 
(7.9) 
With (6.26), the second condition is: 
0 < (a2F) =- U + w LJ coth[W(n+ifm)J-coth[W(n-2+ifm)JI (7.10) 
om
2 
a,,T,n 2 8 a vl 4 kaT 4 kaT ) 
The right hand side of (7.10) has been derived by differentiating the right hand side of (7.9) 
with respect to m. From this equation, the formula for the susceptibility can be derived: 
(7.11) 
The equations for finite temperatures are inappropriate for studying the system at zero 
temperature. The correct limiting process T ~ 0 for these equations yields the equations 
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for the rectangular band at zero temperature given in chapter 5. The results found there can 
be integrated into the discussion here, where it is necessary. 
7.2 General Properties of the Derivative of the Free Energy 
The extrema of the free energy are the roots of equation (7.9). The roots corresponding to 
minima of the free energy represent a stable or metastable magnetic state of the system. 
The magnetisation enters equation (7 .9) in an essentially non-algebraic way. A short 
discussion of the properties of (ciF jam h.•.n as a function of m helps to find its roots of 
equation (7.9) and determine whether they represent a maximum or a minimum of the free 
energy. The free energy (7.2) is an analytical function of m in the range 
- mmax <m < mmax and so are its derivatives. In the absence of an external magnetic field, 
(aFjam)r .•.• is an odd function and therefore, m= 0 is a root of (7.9). Moreover, if 
m = m0 is a root then m = -m0 is also a root. From 
=±oo (7.12) 
it follows that the greatest and the smallest of the roots of (7 .9) represent a maximum of the 
free energy and therefore, are stable magnetisation values. 
aF aF 
(a) - (b) -am am 
~ 
I I 
m 
I .....__ 
_;' m 
-m mmax -m Oax mmax 
Fig. 7.1: Sketch of the derivative of the free energy for a rectangular DOS. 
(a) The derivative has one root representing a minimum of the free energy. The system is paramagnetic. 
(b) The derivative has three roots, of which the smallest and the largest represent minima of the free energy. 
The system is ferromagnetic. 
The numerical investigation of (7.9) shows, that there are only two qualitatively different 
cases. In the first case, the equation (7.9) has only one root, which is then a minimum of 
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the free energy. For B0 = 0, the root is m= 0. When B0 is increased (decreased), the root 
is shifted continuously from zero to positive (negative) values. The system is 
paramagnetic. 
In the second case, the equation (7.9) has three roots. For vanishing external field, one root 
is m = 0, which is a maximum of the free energy and represents an unstable paramagnetic 
state. The other two are m = +m0 and m = -m0 with 0 < m0 < mmax • These are the two, for 
B0 = 0 degenerate minima of the free energy, which represent two ferromagnetic states 
with equal absolute magnetisation but opposite orientation. For a finite external field 
B0 > 0, the degeneracy between the two ferromagnetic states is lifted. The three roots are 
shifted from the position for B0 = 0. Since the magnetisation corresponding to the smallest 
root is unstable with respect to a rotation of the magnetisation direction, only the largest 
root represents a stable state. 
Whether the system is paramagnetic or ferromagnetic depends on the system parameters. 
In general, the system is ferromagnetic for small bandwidth Wand temperature T, large on-
site Coulomb interaction U and an electron number n close to half-filling of the band. 
Conversely, the system is paramagnetic for an almost empty or filled band with large W 
and T, small U. 
7.3 The Magnetisation 
In the following, the consideration is restricted to a non-negative magnetisation, because of 
the symmetry of the system with respect to a simultaneous change of the direction of 
magnetisation and external field. Furthermore, only band fillings n ::;; 1 are considered, 
since a band filling n = n1 leads to the same results as a filling n = 2 - n1 because of the 
symmetry between electrons and holes. If not mentioned explicitly, an external magnetic 
field is not considered. Furthermore, the model is invariant under a scale transformation of 
the energy. This implies that only the ratios between the parameters of the model, which 
are of dimension of energy, are of importance. 
Firstly, the temperature-dependence of the magnetisation value m(T) is studied in the 
absence of an external magnetic field. The behaviour of m(T) is shown diagrammatically 
in Fig. 7.2. 
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Fig. 7.2: The magnetisation m vs. temperature T 
in absence of an external field (schematic). 
For U < W, the system is paramagnetic at all 
temperatures. For U > W, the system is 
ferromagnetic for temperatures T < Tc and 
paramagnetic for larger temperatures. 
Two qualitatively different situations can be observed. For U < W , the system is 
paramagnetic at all temperatures: 
m(T) = 0 V T for U < W (7.13) 
For U > W , the system is ferromagnetic at low temperatures. The magnetisation decreases 
steadily from mmax at T = 0 with increasing temperature until the magnetisation vanishes 
at the Curie temperature Tc. Above Tc, the system is paramagnetic: 
(
mmax 
m(T) = ~ < m(T) < mmax 
T=O 
for 0 < T < Tc for U > W 
T~Tc 
(7.14) 
Since the system is fully ferromagnetic at zero temperatures, there is an energy gap for 
excitations from the ground state. To change the magnetisation from m = mmax at zero 
temperature by a small 8 m , the energy 
(7.15) 
is needed. Hence, for an elementary magnetic excitation, where an electron changes from 
h · · h · · · b d f" · f " w-u · t e maJonty to t e mmonty spm an , a mite amount o energy u oc mmax IS 
2 
needed. Therefore, the decrease of the magnetisation as a function of temperature Lillz(T) 
is proportional to T 312 exj U - W mmax J for very low temperatures. 
'\. k8 T 
For temperatures close to the Curie temperature, the magnetisation is small. The free 
energy can be expanded in terms of m around m = 0: 
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a a 
F(m) = F0 + -2 m 2 + -4 m4 + o(m6 ) (7.16) 2 4 
The coefficients are: 
a 2 ja2~) =- U + W(coth[ nW ]+coth[(2-n)W]) (7.17) lam a,,T,n m=O 2 4 4 kaT 4 kaT 
a =.!_[a•F) 
• 6 a • m Bo,T,n m=O (7.18) 
= W
3 [coth[~]csch[~]2+coth[(2 -n:W]csch[(2 -n)w]2 J 
192(kaT? 4kaT 4kaT 4kaT 4kaT 
The coefficient az changes sign at the Curie temperature. The coefficient ll4 is positive for 
all T > 0. Hence, the transition at Tc is continuous, but lim (am)= -oo. 
T->Tcl aT 
The decrease of the magnetisation with temperature and the Curie temperature depend on 
U, Wand, via mmax , on n. 
In Fig. 7.3, the magnetisation vs. temperature curves m(T) for different values of the total 
number of electrons n in the band are compared. The behaviour is universal for all 
parameters with W < U admitting a ferromagnetic state at low temperatures. The 
magnetisation m depends on the band filling n only via mmax = min{n,2- n}, due to the 
symmetry between electrons and holes in the band. Therefore, the dependence of the 
magnetisation is symmetric around the band filling n = 1, for which the magnetisation for 
a certain temperature is the highest compared to other band fillings. As the electron 
number is shifted from n = 1, the magnetisation decreases faster with temperature and the 
Curie temperature is reached earlier. In the limit of vanishing or complete band filling, i.e. 
n = 0 or n = 2 , the magnetisation vanishes. In order to illustrate this dependence, the 
magnetisation is plotted in Fig. 7.4 as a function of both band filling and temperature. In 
section 7.5, an investigation of the Curie temperature will show that in this limit not only 
the maximum magnetisation goes to zero, but also the Curie temperature. 
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Fig. 7.3: The magnetisation m vs. temperature Tfor UIW= 10 and different band fillings n. 
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Fig. 7.4: The magnetisation m as a function of the band filling n and the temperature T for UIW = 10. 
The dependence of the magnetisation as a function of temperature m(T} on the on-site 
repulsion U is shown in Fig. 7.5. The magnetisation as a function of both temperature and 
on-site repulsion is shown in Fig. 7.6. At zero temperature, the magnetisation as a function 
of the on-site repulsion is the step function (5.14). For U <W, the magnetisation is zero 
for all temperatures. For U > W , the magnetisation is finite for temperatures smaller than 
the Curie temperature. In this temperature range, the magnetisation is larger for a larger on-
site repulsion. For U slightly larger than W, the Curie temperature increases rapidly. For 
U >> W, the Curie temperature increases linearly with increasing U. 
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Fig. 7.5: The magnetisation m as a function of temperature T for n = 0.8 and different on-site repulsion U. 
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Fig. 7.6: The magnetisation m as a function of temperature Tand on-site repulsion U for n = 0.8. 
Since only the ratios of the energies are of importance, the dependence of the 
magnetisation on the bandwidth can be obtained from the dependence of the magnetisation 
on the on-site repulsion. Therefore, the dependence of the magnetisation on the bandwidth 
will only be briefly discussed. 
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Fig. 7.7: The magnetisation m as a function of temperature T for n = 0.8 and different bandwidths W. 
m 
Fig. 7.8: The magnetisation m as a function of temperature Tand bandwidth Wfor n = 0.8. 
In Fig. 7.7, the magnetisation as a function of the temperature m(T) is plotted for different 
bandwidths W. In addition the magnetisation as a function of both the temperature and the 
bandwidth is plotted in Fig. 7.8. As long as W « U, the dependence of the magnetisation 
curve m(T) on the width of the band W is weak. However, for a bandwidth W, which is 
comparable to the on-site repulsion U, the dependence becomes crucial. As W approaches 
U from below, the magnetisation decreases much faster with temperature and the Curie 
temperature drops rapidly. 
Finally, the magnetisation in the presence of an external magnetic field B0 is studied. 
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Fig. 7.9: The magnetisation m as a function of temperature Tfor and different external fields B0 . 
Parameters: n = I and U/W = 0.5. The system is paramagnetic at all temperatures. 
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Fig. 7.10: The magnetisation m as a function of temperature T for different external fields B0 • 
Parameters: UIW= 10, n =I. The system is ferromagnetic below the Curie temperature k•TdW= 2.5. 
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The dependence is illustrated in Fig. 7.9 for U < W, where the system is paramagnetic at 
all temperatures. The external magnetic field causes a non-vanishing magnetisation. For a 
given external field, the magnetisation is larger for lower temperatures. If the external field 
is strong enough, saturation of the magnetisation occurs and the magnetisation does not 
increase noticeably with increasing field any more. 
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In Fig. 7.1 0, the dependence of the magnetisation on an external field is illustrated for 
U > W , where the system is ferromagnetic at low temperatures. A non-vanishing external 
field causes a non-vanishing magnetisation also in the paramagnetic phase at temperatures 
above the Curie temperature. At low temperatures, where the magnetisation is almost 
maximal, a non-vanishing external field changes the magnetisation only slightly. The 
change of the magnetisation by the external field is maximal for temperatures around the 
Curie temperature. 
7.4 The Reduced Magnetisation 
From the temperature dependence of the magnetisation, one can calculate the reduced 
magnetisation m= m/mmax as a function of the reduced temperature T = T/Tc for 
parameters with U > W, which permit a ferromagnetic state at low temperatures. The 
behaviour of m(T) is similar for a wide range of parameters. Firstly, the influence of the 
on-site repulsion U and the width W of the band will be considered. 
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Fig. 7.11: The reduced magnetisation m as a function of the reduced temperature T for different ratios U/W 
andn = 0.8. 
As seen in Fig. 7.11, the curves m(i) for larger ratios U/W lie above those for smaller 
ratios. For l<U/W::; 1.00001, i.e. for Uvery close toW, the reduced magnetisation m(T) 
decreases almost linearly accept for T close to zero or unity. For larger U /W, the reduced 
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magnetisation curve becomes rapidly more convex. For U >> W, the graphs for the 
reduced magnetisation against the reduced temperature are almost indistinguishable. 
1 
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Fig. 7.12: The reduced magnetisation m as a function of the reduced temperature f for different n and 
UIW=2. 
The influence of the total number of electrons n on the shape of the reduced magnetisation 
as a function of the reduced temperature is very small. Fig. 7.12 illustrates the dependence. 
The reduced magnetisation for n = 1 and n << 1 is slightly smaller than for intermediate 
values of n. 
For large U >> W, the behaviour of the reduced magnetisation is very similar to that 
derived from the Molecular Field Approximation for a ferromagnetic Heisenberg 
Hamiltonian with S = t, which is given by: 
iii(T) =Root[ iii =tan{ f)] (7.19) 
This seems reasonable, because in the limit W --t 0, the Heisenberg model and the single 
band Stoner model differ in the mean field approximation only in the statistics used. 
Whereas in the Heisenberg model, the spins are considered distinguishable particles and 
therefore, Boltzmann statistics is used, Fermi statistics is used for the electrons in the 
Stoner model. 
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Fig. 7.13: The deviation of the reduced magnetisation t:.m(1) of the Stoner model from the one derived from 
the Heisenberg model (7 .19) for U/W = 10. 
The roughness of the graphs is due to numerical inaccuracies. 
In particular for n = 1 and n << 1, the graphs m(T) of the Stoner model differ only very 
little from the reduced magnetisation defined by (7.19) as is illustrated in Fig. 7.13. For 
intermediate values of n or smaller U /W , the deviation is larger. 
7.5 The Curie Temperature 
If the on-site repulsion U is larger than the width of the band W, the system is 
ferromagnetic at low temperatures and paramagnetic at high temperatures. In this model, 
the transition is continuous and takes place at the Curie temperature Tc, which depends on 
the system parameters U, Wand n. Below the Curie temperature, the paramagnetic state is 
unstable. When the temperature is increased above the Curie temperature, the 
paramagnetic state becomes stable. This is accompanied by a sign change of 
(o 2 F /om 2 ).,.r .n for m = 0 at T = Tc. Therefore, the Curie temperature can be calculated by 
solving the equation 
O=(o2F) =-u + w(coth[(2-n)w]+coth[ nW ]) 
om
2 
B T 2 4 4ksTc 4ksTc 
0
' ,n m:O,T=Tc 
(7.20) 
for Tc. This equation has a real and non-negative solution only for U;:: W . This is 
consistent with the fact that for U < W the paramagnetic state is stable at all temperatures 
and there is no paramagnetic-to-ferromagnetic transition and no Curie temperature. 
There is no exact general expression for the solution of (7 .20) in terms of standard 
functions. Therefore, the case for n = 1 , the limit n ~ 0 and W ~ 0 will be considered 
first, where an analytical expression can be found. Then an approximate expression will be 
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developed for all values of n. This expression will then be compared with the values of Tc 
obtained by solving (7.20) numerically. 
For n = 1, the solving of equation (7.20) yields for the Curie temperature: 
w 
Tc(n = 1) = ---.,.--.,. 
4 arccoth[ ~ J 
u 
=-for U»W 
4 
This dependence is illustrated in Fig. 7 .14. 
Fig. 7.14: The Curie temperature Tc (solid line) for a total number of electrons n = I. 
For U >> W, the Curie temperature can be approximated by k8 Tc = U I 4 (dashed line). 
(7.21) 
For U >> W, the Curie temperature behaves asymptotically as U /4. For U ~ W from 
above, the Curie temperature goes to zero. 
For calculating the Curie temperature for small n, the properties of the hyperbolic 
cotangent can be employed to approximate (7 .20). As observed in the numerical 
calculations of the magnetisation, the Curie temperature k 8 Tc is very small compared to 
the width W of the band for small n. Thus, the second term in (7.20) can be approximated 
by: 
for k 8 Tc << W & n << 1 (7.22) 
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The third term in (7.20) can not be approximated in this way, since the argument of the 
hyperbolic cotangent n __!__ might not be much larger than unity. Therefore for smaii n, 
ksTc 
equation (7 .20) is approximated by: 
This yields the Curie temperature: 
k T. "' nW 
8 
c [2U-W] 4arccoth W for n <<1 
"'2n U 
4 
for U » W & n « 1 
The Curie temperature calculated by (7.24) is shown in Fig. 7.15. 
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Fig. 7.15: The Curie temperature Tc (solid line) for a total number of electrons n << I calculated by (7.24). 
The behaviour of Tc for n << 1 is similar to the case n = 1. For U --7 W from above, the 
Curie temperature goes to zero. For U >> W, the Curie temperature can be approximated 
by 2n U /4. For n $ 0.1, the values for Tc calculated by (7.24) are in such good agreement 
with the ones calculated by the fuii equation (7.20), that the difference would not be visible 
in Fig. 7.15. For an almost completely filled band with 2- n << 1, a similar analysis yields 
the results as for n << 1 by substituting n by 2- n . 
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For any band filling, the Curie temperature can be computed in the limit of a vanishing W. 
With 
(7.25) 
it follows that: 
(7.26) 
This result represents also the asymptotic behaviour for U >> W. In this limit, it confirms 
the findings for n = 1 and n << 1. 
The results for the Curie temperature for n = 1 and n << 1 can be used to obtain an 
approximate expression for all values of n. This formula must be symmetric with respect to 
n around n = 1. Furthermore, it must be identical with (7.21) for n = 1 and for U >> W, it 
must go to (7 .26). The formula 
(7.27) 
satisfies these conditions. In Fig. 7.16, the Curie temperature calculated using this formula 
is compared with the values calculated by solving (7.20) numerically. 
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Fig. 7.16: The Curie temperature Tc as a function of the total number of electrons n. 
Dashed line: interpolation formula (7.27). Solid line: exact formula (7.20) numerically solved. 
The deviation of the values calculated by (7 .27) from the ones obtained by solving (7 .20) 
numerically is only noticeable for U close to W and small mmax. For U >> W, the 
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difference is negligible for all n. Only for (u - W )/W << 1 and mmax << 1, the relative 
difference amounts to values up to 50%. 
7.6 The Susceptibility 
After the magnetisation is computed, the susceptibility can be simply calculated using 
(7 .11 ). For U < W at all temperatures or for U > W and T > Tc , the system is 
paramagnetic and the magnetisation vanishes in the absence of an external magnetic field. 
Formula (7.11) then yields the zero field susceptibility in the paramagnetic phase: 
x(T) = Jli(- U+ W csch[(2 -n)W]csch[ nW Jsinh[~])-1 for m= 0 (7.28) l 2 4 4 k 8T 4 k8 T 4 k8 T 
In 7.17, the zero field susceptibility is shown as a function of temperature for different 
values of the on-site repulsion U < W . The system is paramagnetic at all temperatures. At 
very low temperatures, the susceptibility as a function of temperature is almost constant, 
since the free energy is dominated by the internal energy. For higher temperatures, where 
the entropy dominates the free energy, the susceptibility decreases faster with increasing 
temperature. In particular at low temperatures, the susceptibility is enhanced for 
U > 0 compared to U = 0 . The larger the on-site repulsion, the larger is the zero field 
susceptibility. As U reaches W, the susceptibility goes to infinity at zero temperatures. 
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7.17: The zero field susceptibility X vs. temperature T for different on-site repulsion U < Wand n = I 
The system is paramagnetic at all temperatures. 
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Fig. 7.18: the zero field susceptibility X vs. temperature Tfor n = I, and UIW = 10. 
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The system is ferromagnetic below the Curie temperature k8 Tc = 2.5 and paramagnetic above. 
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Fig. 7.19: the inverse high-temperature zero-field susceptibility x·' vs. temperature Tfor n =I. 
For U = 0, the system is paramagnetic at all temperatures. 
For UIW = 2, the system is ferromagnetic below k8Tc=< 0.455. 
6 
In Fig. 7 .18, the susceptibility is shown for the case U > W , where the system is 
ferromagnetic at temperatures below Tc and paramagnetic above. The susceptibility is 
strongly enhanced for temperatures around the Curie temperature. The susceptibility has a 
pole at T = Tc. This marks the ferromagnetic-to-paramagnetic phase transition. At very 
low temperatures, the susceptibility is small and reaches zero for T = 0 , because the 
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magnetisation is saturated already in the absence of an external field. For very high 
temperatures, where the entropy part of the free energy strongly disfavours a non-zero 
magnetisation, the susceptibility is very small, too. 
The inverse zero field susceptibility x-' as a function of temperature is shown in Fig. 7.19. 
For U < W , the inverse susceptibility is almost constant at low temperatures. With 
increasing temperature, the inverse susceptibility increases. At high temperatures, the 
inverse susceptibility increases linearly with temperature. For U > W , the inverse 
susceptibility is negative for temperatures T < Tc. At temperatures above Tc, the inverse 
susceptibility increases linearly, but a shift can be observed towards higher temperatures in 
comparison to the case of U = 0 . 
The high temperature susceptibility in this model looks very much like the one calculated 
from the Heisenberg model (2.2). For example, the linear dependence of the inverse 
susceptibility on the temperature suggests that the susceptibility is inversely proportional to 
the temperature. From the limit 
I. kT· (T)- 2 n(2-n) 1m 8 X - 1-ls __,__....!.. T~~ 2 (7.29) 
it follows that at high temperatures, the susceptibility can be approximated by: 
(T)"' 2 n(2- n) X 1-ls 2 k T 
B 
(7.30) 
This approximation can be improved by calculating: 
I. { -I(T) 2 k8T J U 1m X - =---r~ !Jin(2- n) 21-li (7.31) 
From this, a shift of the temperature in the denominator of the right hand side of (7 .30) can 
be calculated: 
-n(2-n)_Q_ 
4k8 
Therefore, the approximation becomes: 
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This approximation is correct as far as both the difference between the exact formula and 
the approximation and the difference between their reciprocal values go to zero as T -+ oo • 
For U >> W, the temperature shift Tp is almost identical to the Curie temperature Tc. 
Furthermore, for n = 1 and setting TP := Tc, the formula (7.33) is identical to (2.2) 
assuming a spin S = t. A reason for the similarity between both models is that at very 
high temperatures, the system behaviour is dominated by entropy. 
7.7 Discussion 
The mean field approximation has been used to study the finite temperature properties of 
the Stoner model for a single band with rectangular density of states. Expressions have 
been derived for the free energy and its derivatives, the magnetisation and the 
susceptibility. The magnetisation and the susceptibility have been calculated for various 
sets of parameters, and the dependence of the magnetic properties on the system 
parameters has been discussed. 
Assuming a rectangular density of states permits a large part of the calculations to be 
carried out analytically, which facilitated the discussion. Moreover, a rectangular shape can 
be seen as a first approximation for more complicated band shapes and is therefore, in this 
sense, quite general. Small deviations of the DOS shape from a rectangular form do not 
affect the results noticeably as shown by numerical investigations, which have been carried 
out. 
The model can be used to describe the magnetic behaviour of a paramagnet. For a 
bandwidth larger than the on-site repulsion, the system is paramagnetic at all temperatures. 
At high temperatures, the magnetic susceptibility follows a Curie law. Near zero 
temperature, the susceptibility is almost constant as predicted by the Pauli theory of spin-
paramagnetism, but may be enhanced by the on-site repulsion. 
Furthermore, the model can describe a strong ferromagnet. For a bandwidth smaller than 
the on-site repulsion, the magnetisation is maximal at zero temperature. The maximum 
magnetisation, which depends on the band filling, can take any real value between zero and 
half the number of states in the band. By the dependence of the maximum magnetisation 
on the filling of the band, the values of the zero-temperature magnetisation in transition 
metals and alloys can be explained. At finite temperatures, the magnetisation decreases 
with increasing temperature and vanishes at the Curie temperature. Above the Curie 
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temperature, the system is paramagnetic. The susceptibility is low at low temperatures 
where the magnetisation is almost maximal. At the Curie temperature, the susceptibility is 
singular as expected for the ferromagnetic-to-paramagnetic phase transition. At high 
temperatures, the susceptibility follows a Curie-Weiss law. 
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8 The Coupling of Magnetisation and Lattice 
8.1 Introduction 
So far, the magnetic degrees of freedom in the model investigated here, namely spatially 
uniform magnetisation m, has been considered only. For the derivation of the Stoner 
model, the perfect periodicity of the crystal lattice has been assumed. For the study of the 
Stoner model at finite temperatures, the nuclear lattice has been seen as a fixed, rigid, 
immobile array of ions. This is only an approximation for the actual ionic configuration. In 
a crystal, the electron configuration is affected by the ions moving around their equilibrium 
positions, which in turn depend on the electronic structure. 
In many magnetic materials, experiments show that the interaction between lattice and 
magnetic degrees of freedom is crucial for their magnetic and mechanic properties. A 
group of materials exhibiting a strong interaction of magnetic and lattice degrees of 
freedom are Invar alloys. These materials are characterised by a low thermal expansion in 
a wide temperature range around room temperature [21]. Furthermore, Invar materials 
show a large forced volume magnetostriction and a substantial pressure dependence of the 
magnetisation and the Curie temperature. The unusual thermal expansion making these 
materials interesting for many applications, such as precision instruments or seismographic 
devices, was first found by Guillaume [20] in 1897 in ferromagnetic iron-nickel alloys with 
compositions close to the classic Invar alloy Fe6sNi3s. Later, Invar anomalies where 
observed in other ferromagnetic materials, e.g. in ordered and disordered Fe3Pt, and in 
antiferromagnetic materials. 
One way of introducing an interaction of the magnetisation and lattice degrees of freedom 
into the Stoner model is to consider the dependence of the one-electron energies on the 
state of the lattice. Via such a coupling, the system parameters determining the electronic 
behaviour may become temperature-dependent. Furthermore, fluctuations of the lattice 
may cause fluctuations of the system parameters. 
In the following, the study will be restricted to the case of a rectangular density of states, 
which is fully characterised by its bandwidth W. The interaction of lattice and magnetic 
degrees of freedom will be incorporated into the model via dependence of the bandwidth 
on the lattice parameter. The effects of local variations of the lattice parameter are studied 
by introducing a local bandwidth and treating the variations as fluctuations. 
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8.2 The Lattice Parameter and the Electronic States 
To study the interaction between the lattice degrees of freedom and the magnetisation, the 
possible dependence of the parameters in Hamiltonian (4.4) on the lattice parameter will be 
considered in this section. The inter-atomic distance or lattice parameter is chosen to 
describe the relative position and the dynamics of the ion cores. The emphasis is on finding 
a simple description reflecting the correct general behaviour rather than exact formulas. 
From the derivation of the Stoner model in chapter 3, the on-site repulsion U is the matrix 
element of the Coulomb interaction between electrons of opposite spin on the same atom. 
Therefore, it may be regarded as independent of the location of the atoms. However, in a 
generalisation of the Stoner model, the on-site repulsion can be seen as the linear 
coefficient of an expansion of the one-electron energies in terms of the magnetisation. In 
this case, the on-site repulsion might as well depend on the lattice configuration, but here it 
will be regarded as independent. 
In a complex band structure with more than one band, the total number of electrons n in a 
band may depend on the lattice configuration. However, only a single independent band is 
considered here and particle exchange with other bands or the environment is neglected. 
Therefore, the total number of electrons is regarded as constant and independent of the 
lattice configuration. 
In contrast, the one-electron energies and the band structure clearly depend on the relative 
position of the atoms with respect to each other. If the atoms are sufficiently far away from 
each other, the one-electron states of the band are degenerate and their energies are 
identical to the energy levels of the isolated atom. Conversely, bringing the atoms close 
together results in a broadening of the atomic energy levels to a band. 
Here, only a simple approximation of the bandwidth on the inter-atomic distance is 
desired. The d-bands in transition metals and their alloys are narrow. In the view of the 
Stoner criterion, this favours the occurrence of ferromagnetism. For a narrow band, a tight-
binding model may be used to derive the dependence of the width of the band on the lattice 
parameter. In the tight-binding approximation for a single band, the bandwidth is 
proportional to the overlap integral [29] 
W ex J dr !p'(r) ~V(r) !p(r + R) (8.1) 
64 
ChapterS The Coupling of Magnetisation and Lattice 
with the tight binding atomic wave function ,P(r) of the atom at the origin, the vector R 
joining nearest-neighbouratoms and !!. V(r) comprising corrections to the atomic potential 
to produce the full periodic potential of the crystal. 
The overlap integral (8.1) depends on the distance I RI between neighbouring atoms in the 
crystal. At sufficiently large distances from the origin, the atomic wave function falls of 
exponentially with the distance r from the nucleus: 
tP(r) oc exp(- al r I ) , (a >0) (8.2) 
In the tight-binding model, the next-neighbour separation is large enough to use this 
approximation for the overlap integral. With the lattice parameter a proportional to the 
next-neighbour separation I RI, the overlap integral can be roughly estimated as being 
proportional to exp(- fJ a ) . From this, it follows that 
W "'W0 exp(- fJ a) ' ({J > 0) (8.3) 
for distances a from the nucleus. 
8.3 The Lattice-Parameter Dependence of Magnetisation and Curie 
Temperature 
With the electronic structure depending on the location of the ion cores in the crystal, the 
magnetisation of the crystal may change by a change of the lattice parameter. The results 
for the magnetisation of a rectangular band in chapter 5 can be used to estimate the 
dependence of the magnetisation on the lattice parameter at zero temperature. Assuming a 
single band with a rectangular DOS (5.1), the magnetisation at zero temperature is either 
zero or maximal depending on whether the bandwidth W is larger or smaller than the on-
site repulsion U: 
{± mmax m= 0 
for W<U 
for W>U (8.4) 
With a dependence (8.3) of the bandwidth on the lattice parameter a, the magnetisation as 
a function of the lattice parameter is then: 
{
+m 
m( a)= 0 max for a >am for a< am (8.5) 
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Here, 
(8.6) 
is the lattice parameter, where the on-site repulsion and the bandwidth become equal. This 
distance can be used to rewrite (8.3) as: 
'(/3> 0) (8.7) 
w m 
u 
0 a 0 a 
Fig. 8.1: The bandwidth Wand the magnetisation m as functions of the lattice parameter a at T = 0. 
The dependence of W and m on the lattice parameter at zero temperature is illustrated in 
Fig. 8.1. If the atoms of the crystal are far apart, the gain in Coulomb energy is larger than 
the loss in kinetic energy by increasing the magnetisation. The magnetisation is maximal. 
If the lattice constant is smaller than am, the cost in kinetic energy for a finite magnetisation 
becomes too large and the magnetisation goes to zero. For a rectangular density of states, 
the change of magnetisation is discontinuous. 
For a different DOS with a more complicated dependence of its shape on the lattice 
parameter, the dependence of the magnetisation may be more complicated. However, as 
long as the bandwidth becomes very large for small lattice parameters, the system is 
paramagnetic for small lattice parameters. With a bandwidth going to zero, as should be 
expected for a realistic DOS, the system becomes ferromagnetic for sufficiently large 
lattice parameters within the framework of Stoner theory. 
For very large lattice parameters, the single band Stoner model predicts a ferromagnetic 
state for all materials at zero temperature. This is not consistent with experimental 
findings. However, for very large lattice parameters, the mobility of the electrons in the 
band goes to zero and the electrons of the solid become localised on the atoms. Hence, the 
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Stoner model is inapplicable and a model of localised moments must be used to calculate 
the magnetic state. 
In order to study the dependence of the magnetisation on the lattice parameter at finite 
temperatures, the results for the rectangular DOS in chapter 7 can be used. The dependence 
(8.7) of the bandwidth is inserted into the conditions (7.9) and (7.10), which determine the 
magnetisation of the system. The resulting magnetisation, as a function of the lattice 
parameter, is shown in Fig. 8.2 for a set of temperatures. 
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Fig. 8.2: The dependence of the reduced magnetisation m on the lattice parameter a (for n = 1 and fJ = !). 
For a < am , the magnetisation is zero for all temperatures. For a > am , the magnetisation 
is maximal at zero temperatures. At low temperatures, the magnetisation is only noticeably 
decreased for lattice parameters close to am. For higher temperatures, the magnetisation is 
manifestly decreased for all lattice parameters. The minimal lattice parameter with a non-
zero magnetisation am;n(T)= min{aj m(T,a) i' o} increases faster with increasing 
temperature. The transition from m(T, a) = 0 to m(T, a) > 0 at a = amin (T) is continuous at 
finite temperatures in contrast to the transition at T = 0 . Above the maximum Curie 
temperature Tcma< = max{Tc (a)}, the magnetisation is zero for all lattice parameters. 
Since the bandwidth goes to zero for large lattice parameters and the Curie temperature Tc 
is highest for minimal bandwidth, the maximum Curie temperature is (using (7.26)): 
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Fig. 8.3: the dependence of Curie temperature Tc on the lattice parameter a for different band fillings n. 
The dependence of the Curie temperature on the lattice parameter is shown in Fig. 8.3. For 
a < am , the system is paramagnetic at all temperatures and the Curie temperature is not 
defined. For a close to am, the Curie temperature increases rapidly with increasing lattice 
parameter. For large lattice parameters, the Curie temperature goes to Tc max· 
8.4 The Pressure Dependence of Magnetisation and Curie Temperature 
In a solid, the application of external pressure changes the lattice parameter. For small 
external pressure, the lattice parameter a depends linearly on the external pressure p0: 
Here, a0 = a(p0 = 0} is the lattice parameter in the absence of external pressure and: 
da TJ=--
dpo p,=o 
(8.9) 
(8.10) 
The pressure dependence of the magnetisation and Curie temperature follows from the 
dependence on the lattice parameter. Assuming (8.9) for the lattice parameter and (8.7) for 
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the bandwidth of a rectangular DOS, the pressure dependence follows straightforwardly 
from the previous section. 
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Fig. 8.4: The dependence of magnetisation m on external pressure p0 at different temperatures T. 
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The response of the magnetisation to external pressure in the model is shown in Fig. 8.4. 
The magnetisation decreases with increasing pressure. For low temperatures, the relative 
decrease in magnetisation is low and almost linear for low pressures. For higher 
temperatures, the relative decrease in magnetisation is higher and the critical pressure 
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needed to bring the magnetisation to zero is lower. However, for a pressure large enough to 
compress the lattice parameter below am, the magnetisation is zero for all temperatures. 
Close to the critical pressure, the dependence of the magnetisation on pressure is non-
linear. 
The dependence of the Curie temperature on external pressure is shown in Fig. 8.5. At low 
external pressure, the Curie temperature decreases slowly and almost linearly with 
increasing pressure. Close to the value of external pressure p0 , where a(p0 ) = am , the 
Curie temperature decreases faster with temperature and reaches zero for p0 (a = am) . For 
higher pressures, the system is paramagnetic at all temperatures and the Curie temperature 
is not defined. 
8.5 Lattice Vibrations 
At finite temperatures, the perfect periodicity of the lattice is disturbed by lattice 
vibrations. The distance between neighbouring ions may be elongated or shortened 
compared to the lattice parameter of the crystal due to the lattice vibrations. The deviations 
from the perfect periodicity complicate the description of electronic states. The band 
picture of the electrons has to be corrected by including the interaction of electrons with 
lattice vibrations. 
At low temperatures, where mainly acoustic long-wavelength phonons are present, the 
inter-ionic distance varies slowly in space [28]. Compared to electronic time scales, they 
also vary slowly in time. Therefore, it seems reasonable to divide the whole solid into 
regions, where the inter-atomic distance is almost constant. Within these regions, the 
periodicity is mainly preserved and the electronic states may be regarded as states in a 
local band. Furthermore, a local lattice parameter a1 equal to the local average of the inter-
ionic distance can be associated with the region. The width of the local band depends on 
the local lattice parameter. 
The whole crystal then is composed of an ensemble of regions with a local lattice 
parameter. The statistical distribution of these regions in the crystal can be estimated using 
the elastic energy associated with the deformation. In the harmonic approximation, the 
energy V needed to change the inter-ionic distance x from the equilibrium position xo is 
[28]: 
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K V(x) = -(x- x0 ) 2 2 
where K is the elastic constant associated with the deformation. 
(8.11) 
In classical statistics, the probability p for an inter-ionic distance x is then a Gauss 
distribution [33]: 
(8.12) 
With the global lattice parameter ao as the equilibrium distance, the probability of a region 
in the crystal having a local lattice parameter a1 = x is then: 
(8.13) 
This step includes fluctuations of the lattice parameter into the model. 
With a probability (8.12) of a region having a local lattice parameter, one can calculate the 
average magnetisation of the whole solid from the local magnetisation, which depends on 
the local lattice parameter. The limiting case of one well-defined lattice parameter in the 
whole crystal and a temperature dependent magnetisation has been treated in chapter 7. 
The opposite limiting case is a local magnetisation 
m (a T) = {mmax 
I I' Q 
for al >am 
for a1 <am 
for all T 
and a distribution (8.12) of the lattice parameter. The average magnetisation is then 
with the errorfunction eif(z) := ~ J e_,, dt. 
"V 7r o 
(8.14) 
(8.15) 
For a 0 > am, the result is shown in Fig. 8.6. The system is fully ferromagnetic at zero 
temperature. For very low temperatures, the lattice vibrations do not noticeably decrease 
the magnetisation. Indeed, all coefficients of a power expansion in terms of T around 
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T = 0 are zero. With increasing temperature, the change of magnetisation becomes more 
rapid. At the temperature 
(8.16) 
the magnetisation is still 96% of the maximum magnetisation, but the slope of the 
magnetisation vs. temperature curve reaches its maximum. For larger temperatures, the 
decrease in magnetisation becomes smaller and the magnetisation goes asymptotically to 
mmax/2 forT --7 oo. 
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Fig. 8.6: The distribution of the local lattice parameter p(a1) (schematic) and the magnetisation m as a 
function of temperature T. 
However, for high temperatures, the local magnetisation can not be regarded as constant 
with temperature. With a dependence of the magnetisation on the local lattice parameter as 
discussed in section 8.3 for the rectangular band and a distribution (8.13) of the local 
lattice parameter, the average magnetisation can be calculated taking into account both 
effects. The average magnetisation is then calculated by 
~ 
m(T} = J p(a1}m1(a1,T) da1 (8.17) 
with a local magnetisation, which depends on temperature as calculated in section 7.3 in 
contrast to the simple dependence presented by (8.14). 
The resulting reduced magnetisation is shown in Fig. 8.7 for different values of K. In the 
case of absent magneto-elastic coupling, the bandwidth is independent of the lattice 
parameter. This case is equivalent to the limit K --7 oo, where the case of a constant lattice 
parameter throughout the solid at all temperatures is recovered. In this limit, the Curie 
temperature Tc is well defined and can be used to calculate the reduced temperature 
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T = T/Tc. The limit K--? 0 corresponds to a temperature dependence (8.15) of the 
magnetisation. 
For 0 < K < oo, the resultant average magnetisation is shown in Fig. 8.7. At low 
temperatures, the magnetisation falls off faster with increasing temperature for a softer, 
lattice, i.e. smaller K. However, above a temperature closely below the Curie temperature, 
the magnetisation is larger for smaller K. For finite K, there is a tail of non-zero 
magnetisation above the Curie temperature. The temperature range of visible non-zero 
magnetisation becomes larger with decreasing K. 
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~ 0.6 
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' s 0.4 
0.2 
0.2 0.4 0.6 0.8 1 1.2 
T/Tc 
Fig. 8.7: The magnetisation m as a function of the temperature Tfor different elastic constants K. 
Parameters: aofam = LOS, amf3 = !, n = 1, kaT dU = 0.13. 
For a soft lattice, the reduced magnetisation is similar to the curves of Invar materials. In 
comparison with most other ferromagnetic transition metals and alloys, the magnetisation 
of Invar compounds decreases much faster with increasing temperature. Furthermore, they 
show a pronounced tail of non-zero magnetisation above the Curie temperature. It is 
believed that these deviations from the behaviour shown by FeNi alloys with different 
composition occur due to the large magneto-elastic coupling present in Invar alloys. 
In order to compare the model with experimental data, a reasonable range of parameters 
has to be chosen. For the transition metals Fe and Ni, the width of the d-band is 
approximately Se V. The effective on-site repulsion U is of the same order of magnitude, 
but difficult to estimate. To achieve a ferromagnetic ground state, the on-site repulsion is 
assumed slightly larger than the bandwidth. For Fe6sNi3s Invar alloy, the saturation 
magnetisation at zero temperature is about 2!-ls per atom, which is consistent with a filling 
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of the d-band states of approximately 80%. The possible dependence of the bandwidth on 
the lattice parameter and the rigidity of the lattice are more difficult to estimate. 
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Fig. 8.8: Comparison of reduced magnetisation m/m"""' as function of reduced temperature T/Tc of the model 
(line) to experimental data ofFe65Ni35 (dots) [21]. 
In Fig. 8.8, the measured reduced magnetisation of Fe6sNi35 Invar alloy [21] is compared to 
the reduced magnetisation calculated using (8.17) for an adjusted set of parameters. The 
parameters chosen are: n =1.8, U = 5.13eV, ar/am = 1.02567, [3 am= 1 and K am2 = 2800. 
This yields a bandwidth W(ao) = 5eV and a Curie temperature Tc = 0.136eV, which is too 
large compared to the Curie temperature Tc =0.045eV [21] observed in Fe65Ni)5, as typical 
for the Stoner model. However, concerning the simplicity of the model used, the curves of 
the reduced magnetisation vs. reduced temperature are in excellent agreement. 
8.6 Periodic Lattice Distortions 
The model used to study the dependence of the magnetisation on the lattice parameter may 
not only be used to describe systems in thermal equilibrium, but also certain situations, 
where the system is not in its equilibrium state. In a crystal at zero temperature, each 
nucleus in the crystal is located at its equilibrium position and the lattice can be seen as 
having the perfect periodicity of the lattice parameter. However, the crystal may be shifted 
away from equilibrium by the creation of a single phonon, for example by inelastic 
scattering of a neutron at a nucleus. Due to the much smaller time scales of their dynamics, 
the electrons may have adjusted to the new positions of the nuclei, before the phonon 
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decays and the lattice finds back to its equilibrium. Furthermore, there may be situations, 
where a static distortion of the lattice occurs. 
Consider a lattice, which is distorted by a sinusoidal modulation of the inter-ionic distance: 
a(r) = a0 + Asin(k · r) (A> o, k"" o) (8.18) 
Here, a0 is the inter-ionic distance in absence of the distortion, i.e. the lattice parameter, A 
the amplitude and k the wave vector of the distortion. The whole crystal may then be seen 
as composed of many small regions with a local lattice parameter a1 = a(r). The width 
W{r) of the local electron band with rectangular DOS in a region around r is assumed to 
depend on the local lattice parameter: 
w; (r) = W0 exp[- f3 a(r)] 
At zero temperature, the magnetisation of each region is then: 
{
±mmax 
m1(r) = 
0 
for a(r) >a"' 
for a(r) <a"' 
(8.19) 
(8.20) 
where am := - f3 -• ln(U /W0 ) is the lattice parameter, at which the bandwidth and the on-site 
repulsion are equal. The resulting average magnetisation then can be calculated by 
integrating over the whole volume V of the crystal: 
m=_!_ J m1{r}dr Vv 
Without any distortions, the average magnetisation is either zero or maximal: 
{
mmax 
m= 
0 
for a0 >am 
for a0 <am 
This does not have to be the case for a finite distortion. With z := k · r and 
{
mmax 
m1(z) = 
0 
one obtains: 
for a0 -am+ Asin(z) > 0 
for a0 - am + Asin(z) < 0 
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1 1 1 2n 12n 
m=-J m1(r}dr =-J m1(a(r))dr =-J m1(a(z}}dz =-J m1(z)dz Vv Vv 2n"o 2:n:o 
1 for (a0 -am)> A 
1 (a -a ) :n: arccos m A 0 for A>(a0 -am)>-A 
0 for -A> (a0 - aJ 
The result is shown in Fig. 8.9. 
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Fig. 8.9: The local lattice parameter a1(z) and the average magnetisation m. 
The average magnetisation depends on the ratio of the difference (am- a0 } and the 
amplitude A of the distortion. If (am- a0 ) >A, the magnetisation is not affected by the 
distortion, since all regions have a local lattice parameter smaller than am and therefore the 
average magnetisation remains zero. For ( a0 -am} > A , the local lattice parameter is larger 
than am throughout the crystal and the average magnetisation is maximal. Only if am and ao 
are close enough, i.e. la0 -am I < A, the lattice parameter is in some regions larger than am 
and smaller in others. Consequently, the average magnetisation takes a value between zero 
and maximum magnetisation in contrast to the magnetisation in absence of distortions. 
8.7 Coupling of Lattice Parameter and Magnetisation 
So far, only the dependence of the magnetisation on the lattice parameter has been studied. 
Now, the dependence of lattice parameter on the magnetisation will be taken into 
consideration, too. The origin of the inter-ionic potential, which defines the equilibrium 
distance between neighbouring ions, is the interplay between the Coulomb repulsion 
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between the ions and the gain in electronic energy by forming partially filled electron 
bands. 
A large part of the cohesive energy of the crystal comes from the electrons in the 
conduction band. The part Ec of the cohesive energy from the conduction electrons may 
be approximated near its equilibrium position by a harmonic potential: 
(8.25) 
Here, 
x:=a-a0c (8.26) 
is the deviation of the inter-ionic distance a from the equilibrium position a0c of Ec and g 
the elastic constant of the harmonic approximation of Ec. For simplicity, it is assumed that 
further contributions to the inter-ionic potential, which are not due to the rectangular band, 
are included in Ec. With (5.12) and (8.3), the energy of the rectangular band at zero 
temperature is: 
(8.27) 
It depends on the magnetisation m, which can take values between - mmax and mmax with 
mmax = min{n,2- n }. 
The total energy is the sum of both contributions: 
E(x,m) = Ec(x) + ER(x,m) 
g 2 W0 exp [- f:l x]( 2 2 2) U ( 2 2) = -x + n - n+m +- n -m 
2 4 4 
(8.28) 
The total energy becomes unstable for negative x with sufficient magnitude. Since (8.28) is 
only a reasonable approximation for small ixi, the considerations will be restricted to these 
values of x. 
In equilibrium, the energy is a minimum of both m and x. Let m0 and x0 denote the values 
of m and x, for which the total energy is minimal. The minimum value x0 must satisfy 
(8.29) 
and: 
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~I 132 
0 < a71 ... .., = g + 4 W0 exp[- {3 x0 1(n 2 - 2n + m2 } (8.30) 
This yields: 
1 d tl [{3 2 W0 (n 2 -2n+m2 }] 
x0 = /3pro uc og 4g (8.31) 
where productlog[z1 is the principal solution for z = w ew. 
For all choices of parameters, x0 is negative. For a fixed set of parameters, x0 is smaller 
for magnetisation values with smaller magnitude. Therefore, as a guideline, a paramagnetic 
state has lower volume than a ferromagnetic state. For the magnetisation, it is sufficient to 
restrict the calculation to n s; 1, since for 2- n , one obtains the same results as for n. For 
n s; 1 , the maximum magnetisation is mmax = n and therefore: 
m -{n for U>W0 exp[-f3x1 
0 
- 0 for U < W0 exp [- {3 x 1 (8.32) 
The total energy landscape for various parameters is shown in Fig. 8.10. The system shows 
a surprisingly rich behaviour. For W0 > U , W0 exp [- {3 x 1 > U for all m and therefore, the 
system is paramagnetic: 
mo =~ [{3 2 W: (n 2 -2n}] I fio W: >U 
x0 = {3 productlog 0 4g r o 
(8.33) 
For W0 << U, the system is fully magnetic: 
mo =±mmax I 
1 [ {3 2 W: (2n2 - 2n}] fi W: « U x0 = {3 product log 0 4g or o 
(8.34) 
For W0 smaller, but close to U, there may exist both a stable paramagnetic state with low 
lattice parameter and a stable fully ferromagnetic state with higher lattice parameter: 
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The energy difference between both states depends on the system parameters. However, 
the energy barrier between the two states may be very small. Hence, the activation energy 
needed to transform parts of the system from the ground state to the meta-stable state may 
be accessible for thermal excitations. 
(a) (b) 
/3X 
(d) 
{3X 
Fig. 8.10: The total energy E as a function of magnetisation m and deviation x. 
Darker areas represent higher values of E. Parameters: n = 0.8, 'I U/3 2 = I. 
{3x 
/3X 
(a) WofU = 0.6: The minima of the energy are at (m I m=, = ±I, {3 x = -0.05). The system is ferromagnetic. 
(b) WofU = 0.8386: Besides the minima at (±I, -0.072) a local minimum at (0, -0.261) with slightly higher 
energy occurs. 
(c) WofU = 0.854: The minimum at (0, ·0.268) has lower energy than the local minima at (±I, -0.074). 
(d) WofU = 1.1: There is only one minimum, namely at (0, -0.39). The system is paramagnetic. 
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Assuming a ferromagnetic ground state and that with increasing temperature the total 
energy landscape is not deformed very much from its T = 0 form, thermal excitations may 
lead not only to a reduction of the magnetisation, but also to a volume reduction. For the 
case of another paramagnetic low-volume state being close in energy to the ferromagnetic 
one, the volume reduction may become significant. 
For zero temperature, total-energy contours exhibiting both a high-volume high-moment 
(HS) and low-volume low-moment (LS) state have been calculated, for example, by 
Morruzzi [ 40] for ordered Fe3Ni as a model for Fe65Nh5 Invar and by Schroter and Entel 
[ 41] for ordered Fe3Pt. The theoretical calculations predicting the occurrence of the HS and 
LS states support the phenomenological two-state model of Weiss [42]. This early model 
seeks to explain the low or negative thermal expansion of Invar materials. It is based on the 
volume reduction due to the thermal excitation from the HS state to the LS state. However, 
experimental evidence for the existence of the two states has not been forthcoming. 
Furthermore, neutron diffraction experiments on Fe6sNhs [43] question models invoking 
the thermal population of two states with a different number of eg and tzg sub-band carriers. 
This objection does not apply to the simple model presented here. Only one single band is 
considered with a fixed the number of electrons. No electrons are exchanged with other 
bands in the solid or the environment and therefore, the distribution of the electrons among 
different bands in the solid does not change. Furthermore, the model has the property that 
x0 is smaller for smaller lml even without two pronounced minima of the total energy. 
This effect may give a negative magnetic contribution to the thermal expansion in the 
ferromagnetic regime within such a model. 
8.8 Thermal Expansion and Magnetostriction 
In the last section, the dependence of the total energy on both magnetisation and lattice 
parameter suggested a negative contribution from the coupling of the magnetisation to the 
thermal expansion. In this section, an example will be presented of a calculation of the 
lattice parameter and the magnetisation for finite temperatures based on the Stoner model. 
In most solids, the thermal expansion can be roughly described by the Debye 
approximation [29]. In this approximation, the specific heat per atom is: 
(8.36) 
80 
ChapterS The Coupling of Magnetisation and Lattice _ 
The De bye temperature e D can be obtained from experimental data. The linear thermal 
expansion coefficient 
1( at) 
a=l ar p (8.37) 
as the relative change of length l of the crystal with temperature Tat constant pressure p, is 
proportional to the specific heat c.: 
a =Le 3B V (8.38) 
The overall Griineisen parameter y describes the volume dependence of phonon 
frequencies and the Bulk modulus B is the inverse compressibility. Within the Debye 
approximation, y is independent of temperature. The bulk modulus is only weakly 
temperature dependent [29]. If the temperature dependence of the bulk modulus is 
neglected, one obtains for the lattice parameter: 
a(T) = a{ 1 + l a(T')dT') = a{ 1 + .Js l c. (T')dT') (8.39) 
The weak temperature dependence of the bulk modulus implies a weak temperature 
dependence of the elastic constant describing the change of the lattice parameter by 
application of pressure. 
Now the results of the Debye model will be used to develop a model of thermal expansion 
incorporating the effects of a narrow band, which may be polarised at low temperatures. 
The narrow band will be again described by the rectangular band. The part of the free 
energy, which does not originate from the rectangular band, is approximated by a harmonic 
potential with a temperature-dependent equilibrium distance: 
(8.40) 
Here, 
x:=a-a0e (8.41) 
is the deviation of the inter-ionic distance a from the equilibrium position aoc of Fe at 
T = 0 and g the elastic constant of the harmonic approximation of Fe. The shift of the 
equilibrium position with temperature 8(T) is chosen to reproduce a temperature 
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dependence of the lattice parameter according to (8.39), if the rectangular band is 
neglected: 
T 
8(T)=a~aoc 3JD(T'/E>0 )dT' (8.42) 
0 
with 
1/t 4 X 
D(t) := t 3 J ~ ~ e j dx 
o e -1 
(8.43) 
The parameters of the shift 8(T) are the high-temperature thermal expansion coefficient 
a~ and the Debye temperature e 0 • With these parameters and a0c, a reference length for 
the thermal expansion can be defined as: 
(8.44) 
This distance is roughly the total length change of the lattice parameter caused by raising 
the temperature by the amount of the Debye temperature. 
Assuming a deviation dependence of the bandwidth 
W(x) = W0 exp(- fJ x2 ] (8.45) 
and using (7.2) to (7.6), (7.8) and (8.3), the free energy FR of the rectangular band can be 
expressed in terms of the magnetisation m and the deviation x. By help of [38], an 
analytical expression can be found for F.(W(x),m), which can be used to find analytical 
expressions for the derivatives of F. [44]. 
The free energy of the whole system is the sum of both contributions: 
F(x,m) = Fc(x) + FR(W(x),m) (8.46) 
The equilibrium values of the magnetisation and the deviation minimise the free energy. 
Therefore, they satisfy: 
(CJF) ( ) (CJF ) 0= - =~ x-8(T) + -• ax m,n,T,B0 ax m,n,T,B0 
O=(CJF) =(CJF•) 
am x,n,T,Bo iJm x,n,T,Bo 
(8.47) 
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In actual calculations, the minimum values will be obtained by solving these coupled 
equations numerically. The stability of the solutions is analysed by calculating the matrix 
of the second derivatives and checking if it is positive definite. 
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Fig. 8.11: The deviation x and the thermal expansion a as functions of temperature T for a distance-
independent bandwidth. 
For a rectangular band with distance-independent bandwidth, i.e. {3 = 0, the behaviour of 
the model is shown in Fig. 8.11. The deviation is independent of the magnetic state of the 
system. Moreover, it is identical to the case without rectangular band. The contribution of 
the rectangular band merely shifts the free energy of the system uniformly for a given 
magnetisation. Therefore, this contribution does not alter the x-values of the minima of the 
free energy. Hence, the resulting thermal expansion follows the Debye approximation. 
0 
X/XQ 
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Fig. 8.12: The free energy F as function of 
magnetisation m and deviation x for a distance-
dependent band width and paramagnetic ground 
state. 
Parameters: n = 0.8, U = 0, W0 / k8eD = 5, 
l:xo21kseD= l,/h0 =0.2. 
Darker areas represent higher values of F. 
The minimum ofF is shifted towards smaller x-
values. 
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Fig. 8.13: The deviation x as function of temperature T for a paramagnetic ground state. 
Parameters: n = 0.8, U = 0, W0 I k8e0 = 5,? :xo' I k8e0 = I. 
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Fig. 8.14: The thermal expansion a as a function of temperature T for a paramagnetic ground state. 
Parameters: as Fig. 8.13. 
The case of a band with distant-dependent bandwidth and a paramagnetic ground state is 
shown in Fig. 8.12 to Fig. 8.14. The inclusion of the rectangular band shifts the equilibrium 
deviation towards smaller values. The shift is larger for larger /3, i.e. stronger distance-
dependence of the bandwidth, or smaller ~. i.e. a softer lattice. Furthermore, the shift is 
larger for a larger bandwidth Wo. It is also larger for a band filling closer to n = 1 , where 
the gain in energy by increasing the bandwidth is largest. At higher temperatures, the 
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cohesive energy of the rectangular band diminishes due to thermal excitation of electrons 
from the lower to the upper part of the band. Consequently, the shift of the equilibrium 
deviation becomes smaller and the lattice parameter approaches its value without a 
rectangular band for T -7 oo. The resulting thermal expansion follows roughly the Debye 
approximation, but is higher than for a distance-independent bandwidth, in particular at 
intermediate temperatures. 
0.25 0.5 0.75 1 1.25 1.5 1.75 
T/eo 
Fig. 8.15: The deviation x as function of temperature T for a ferromagnetic ground state. 
Parameters: n=O.B, Ulk8 8 0 =10.5, Wofk8 80 =!0, I; x02/k8 8 0 =0.00022. The kinks mark the Curie temperature. 
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Fig. 8.16: The thermal expansion a as function of temperature T for a ferromagnetic ground state. 
Parameters: as Fig. 8.15. The jumps in the curves mark the Curie temperature. 
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(a) 
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-0.5 
-1~~~ 
-20 0 10 
X/X<) X/X<) 
Fig. 8.17: The free energy F as function of deviation x and magnetisation m for a ferromagnetic ground state. 
Parameters: n = 0.8, Ulk8 fJ0 = 10.5, Wofk8 fJ0 = 10, l;x02/k8 fJ0 = 0.00022, {3x0 = 0.000172. 
(a) T = 0: The minima of the energy are at (mlm=, = ±1, xlx, = -0.05). 
(b) T 180 = 1: The minima have moved toward smaller absolute values of m. 
Above Tc = 1.24480 , the shape of the free energy is similar to Fig. 8.12. 
0.8 
= 0.4 
0.2 
0.25 0.5 0.75 1 1.25 
T/eo 
Fig. 8.18: The magnetisation m as function ofT for a ferromagnetic ground state. 
Parameters: as Fig. 8.17. 
The curves for {3 x0 = 0.0003 and {3 x, = 0.0001 are almost identical to the shown curve. 
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Fig. 8.19: The deviation x of a system with a ferromagnetic ground state (solid line) compared to a similar 
system staying paramagnetic below Tc =1.2448v (dashed line). 
Parameters: as Fig. 8.17. 
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Fig. 8.20: Comparison of the thermal expansion of a system with ferromagnetic ground state (solid line) to a 
similar system with paramagnetic ground state (dashed line). 
Parameters: as Fig. 8.17. 
For a rectangular band with a ferromagnetic ground state, the behaviour is illustrated in 
Fig. 8.15 to Fig. 8.21. As seen in Fig. 8.18, the magnetisation as a function of temperature 
is very similar to the case of a distance-independent bandwidth. However, the behaviour of 
the deviation differs noticeably from the case of a distance-independent bandwidth. The 
deviation increases much slower with temperature in the ferromagnetic phase. For a large 
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distance-dependence, the deviation may even decrease with increasing temperature. As 
illustrated in Fig. 8.20, the resulting thermal expansion is decreased in the ferromagnetic 
phase compared to the case of a paramagnetic system and therefore, to the case of a 
distance-independent bandwidth. The decrease in the thermal expansion is larger for 
stronger distance-dependence f3 of the bandwidth, or smaller elastic constant g. 
Furthermore, the decrease is larger for a larger bandwidth Wo and a band filling closer to 
n = 1 . For a certain set of parameters, the thermal expansion may almost vanish or become 
negative. 
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Fig. 8.21: The magnetic contribution to the thermal expansion a, . 
Parameters: as Fig. 8.17. 
1.5 
By comparing the thermal expansion CXferro calculated for a ferromagnetic system to the 
thermal expansion apara of a system with the same parameters, but assumed paramagnetic 
at all temperatures, one can calculate the magnetic contribution to the thermal expansion: 
(8.48) 
This contribution is always negative for temperatures below the Curie temperature. 
Whereas the magnetisation and the lattice parameter change continuously at the Curie 
temperature, the thermal expansion jumps discontinuously from the low value in the 
ferromagnetic phase to the high value in the paramagnetic phase. 
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X/XQ x!XQ 
(d) 
X/XQ X/XQ 
Fig. 8.22: Example of a free energy with both a ferromagnetic and a paramagnetic minimum at T = 0. 
The free energy F is plotted as a function of magnetisation m and deviation x at different temperatures T. 
Darker areas represent higher values of F. The parameters are: n = 1, U I k8ev = 1!0, W0 I k8ev = 100, 
l;xo21 ksev = 0.000005, f3:xo= 0.00015. 
(a) T = 0: Besides the minima at (mlmnwx = ±1, xlx0 = 0), there is a local minimum at (0, -852.3) with higher 
energy. The ferromagnetic state is stable and the paramagnetic state is meta-stable. 
(b) T =Tc = 8.19ev: The minima at (±0.78, -256.0) and (0, -776.5) have the same energy. Above this 
temperature, the paramagnetic state is stable, and the ferromagnetic state is meta-stable or unstable. 
(c) T = 9.187ev: The ferromagnetic minima vanish at (±0.51, -525.8). The system cannot remain in a 
ferromagnetic state above this temperature. 
(d) T = l2ev: The only minimum is at (0, -840.6). The system is paramagnetic. 
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Fig. 8.23: The magnetisation m as a function of temperature T. 
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The parameters are the same as Fig. 8.22. The solid line represents the value of the stable state, i.e. the global 
minimum of the free energy, whereas the dashed line represents the values of a possible meta-stable state. 
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Fig. 8.24: The deviation x as a function of temperature T. 
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Parameters: as Fig. 8.22. The solid line represents the value of the stable state and the dashed line the values 
of a possible meta-stable state. 
However, a system with both a stable ferromagnetic state and a meta-stable paramagnetic 
state at T = 0, may show a first-order transition from the ferromagnetic to the 
paramagnetic phase. Above a certain temperature Tc, the energy of the paramagnetic state 
may become lower than the one of the ferromagnetic state. Then the magnetisation may 
suddenly drop to zero and the lattice parameter may jump from its high value in the 
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ferromagnetic phase to its lower value in the paramagnetic phase. The thermal expansion is 
then singular at the transition temperature. However, there may be a temperature range 
around Tc, where the system remains in the meta-stable minimum during heating or 
cooling through Tc. Hence, the transition may exhibit hysteresis. 
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Fig. 8.25: The magnetisation m as function of the external magnetic field 80• 
Parameters: as Fig. 8.17. 
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Fig. 8.26: Magnetostriction: The response of the deviation x to an external magnetic field 80• 
Parameters: as Fig. 8.17. 
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Fig. 8.27: Magnetostriction: The change of the deviation x by change of the field strength 80• 
Parameters: as Fig. 8.17. 
1 
Coupled to the magnetisation, the deviation is expected to change with application of an 
external magnetic field. The response of the deviation to an external magnetic field Bo is 
shown in Fig. 8.26. Since a state with larger moment has a larger lattice parameter, the 
deviation is larger for a higher external field. Furthermore, the change of deviation with 
changing external field (axjaB0 ~.. is approximately proportional to the change of the 
magnetisation with Bo, i.e. to the magnetic susceptibility. Therefore, the dependence of the 
deviation is particularly large for a system with ferromagnetic ground state around the 
Curie temperature. Since the field dependence of the deviation arises from the coupling to 
magnetisation, it is larger for a stronger magneto-elastic coupling, i.e. smaller ~, larger f3 or 
larger Wo. A system with more than one minimum of the free energy, as for example 
shown in Fig. 8.22, may show metamagnetic behaviour. There may be a discontinuous 
change in magnetisation and hence a discontinuous change in the lattice parameter forced 
by the external field. 
8.9 Discussion 
Although the coupling of magnetisation and lattice parameter has been treated in a 
particular simple way, the model studied here may give insight into the possible 
mechanisms of various effects arising from magneto-elastic coupling. For example, the 
dependence of the bandwidth on the lattice parameter results in a pressure-dependence of 
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magnetisation and Curie temperature. Furthermore, the model, as it has been used in 
section 8.5, may explain the smearing out of the ferromagnetic-to-paramagnetic phase 
transition in certain materials. Due to lattice vibrations, which alter the distance between 
neighbouring ions, and the magneto-elastic coupling, parts of the solid may have already 
become paramagnetic around the Curie temperature, whereas others are still ferromagnetic. 
The model analysed in section 8.8 can explain a very small or negative thermal expansion 
due to a decrease of the magnetisation. A partially filled band with increasing bandwidth 
for decreasing lattice parameter favours a smaller lattice parameter. The energy of the 
band, which is gained by decreasing the lattice parameter, is lower for a higher spin 
polarisation. Thus, if the magnetisation of the band is lowered, the energy gain is increased 
and the equilibrium value of the lattice parameter is decreased. Therefore, a decrease of the 
magnetisation by an increase in temperature creates a negative contribution to the thermal 
expansion, which counteracts positive contributions to the thermal expansion. A change of 
the magnetisation by application of an external magnetic field gives rise to a field-induced 
change in the lattice parameter. In case of various competing minima of the free energy 
with different values of lattice parameter and magnetisation, the transition between the 
various magnetic states may be discontinuous in both magnetisation and volume. 
Not only the results of section 8.5 for a soft lattice are qualitatively in good agreement with 
experimental findings in ferromagnetic Invar materials, but also the results for other 
magneto-elastic effects discussed within this model. For example, the pressure-dependence 
of magnetisation and Curie temperature, as discussed in section 8.4 for a system with a 
lattice parameter slightly larger than the critical distance, follows qualitatively the 
behaviour observed in Fe6sNi3s [21]. The low or negative thermal expansion of Invar is 
reproduced in section 8.8 by a system with ferromagnetic ground state. Furthermore, the 
results for the magnetostriction at low field strengths render the volume-magnetostriction 
data of iron-nickel Invar [21]. For example, the difference in the trends for the slope of the 
volume-magnetostriction between the ferromagnetic and the paramagnetic phase of iron-
nickel Invar is reproduced correctly in the model. 
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9 Particle Exchange 
In solids, there may be more than one electron band with a non-vanishing density of states 
at the Fermi level. Then, the total number of electrons in one of these bands can not be 
regarded as constant any more. Electrons may be exchanged between the bands and a 
change of external parameters may lead to a redistribution of the electrons. Furthermore, 
there are processes, where electrons may be exchanged with the environment, e.g. 
photoemission or electric currents. 
9.1 The Chemical Potential 
In the derivation of the mean field Hamiltonian of the Stoner model in section 6.1, the 
chemical potential tJ, of the electrons had been substituted by two reduced chemical 
potentials "iiu for each spin direction a E {i,.!. }. The chemical potential can be recovered 
by the thermodynamic relation: 
tl = ( ~:1 ... (9.1) 
With (6.14), (6.17), (6.18) and (6.25) follows for the chemical potential of the electrons in 
the band for stationary values of m: 
tJ,=- +- - =-(()F) (()F) (()m) (()F) an T,B0 ,m dm T,B0,n dn T,B0 dn T,B0 ,m 
= U n+ L(()F" l (an") 
2 u dnu )T,Bo dn T,B,.m 
(9.2) 
u Ji1 +ttJ, 
= - n + .:._:.___.:--=.. 
2 2 
For a paramagnetic system in absence of an external magnetic field, the reduced chemical 
potentials for both spin directions are equal: 
Ji1 (m= 0) = tlJ, (m= 0) =: Jiparo (9.3) 
The chemical potential is then: 
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(9.4) 
The chemical potential is enhanced by the Coulomb repulsion. If the number of electrons 
in the system is raised, then the chemical potential is additionally increased by an increase 
in Coulomb energy. 
For a system with finite magnetisation, ji paro = (Jrt + ji• )/2 may not hold. Therefore, the 
chemical potential of a state with finite magnetisation may not be the same as for the 
paramagnetic state. Furthermore, the expression (Jtt + ji• )/2 may depend on the 
magnetisation. Then the chemical potential of a ferromagnetic system might depend 
strongly on temperature in the range, where the magnetisation changes with temperature. 
9.2 The Chemical Potential of a Band with Rectangular DOS 
To understand, how the chemical potential of a ferromagnetic state differs from the 
paramagnetic state in the framework of Stoner theory, a band with a rectangular density of 
states (5.1) at zero temperature is considered first. As calculated in section 5.1, the free 
energy of the system is given by: 
(9.5) 
The magnetisation of a paramagnetic system is zero. The free energy is then given as: 
(9.6) 
From (9.6), the chemical potential can be calculated directly by differentiation with respect 
ton: 
W+U W 
J.lparo = n--2 2 
(9.7) 
The chemical potential depends linearly on the total number of electrons. 
If the system is fully ferromagnetic and the band is less than half filled, i.e. n < 1, the 
magnetisation is equal to the total number of electrons. The free energy is then: 
(9.8) 
From this, the chemical potential is obtained as: 
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w 
J-lferro =Wn-Z (9.9) 
The chemical potential depends linearly on the total number of electrons, but the slope is 
different from (9.7). 
For n > 1, the magnetisation of the fully ferromagnetic state is 2- n. With the free energy 
the chemical potential is: 
3W 
J-lferro =Wn-2+U 
(9.10) 
(9.11) 
The chemical potential is again a linear function of the total number of electrons. The slope 
is equal to the one for n < 1 , but the offset is different. 
(a) 
U+W/2 
U-W/2 
U/2 
W/2 ././ 
-W/2 c-'/ L---------------------- n 1 2 
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U+W/2 
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U/2 
U-W/2 
-W/2 
L----------------------- n 1 2 
Fig. 9.1: The paramagnetic (dashed line) and the ferromagnetic (solid line) chemical potential Jl as functions 
of the total number of electrons n for (a) U> Wand (b) U < W (schematic). 
In Fig. 9.1, the paramagnetic and the ferromagnetic chemical potential are compared as 
functions of the total number of electrons. For U > W , the ferromagnetic chemical 
potential is smaller than the paramagnetic for n < 1 and larger for n > 1. For U < W , the 
ferromagnetic chemical potential is larger than the paramagnetic for n < 1 and smaller for 
n >1. 
In section 5.1, it has been calculated that for U > W the system is ferromagnetic. Then, as 
a function of the total number of electrons n, the chemical potential is discontinuous at 
n = 1. There it jumps from a value below to a value above the paramagnetic chemical 
potential. 
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The results of chapter 7 can be used to examine the chemical potential of the rectangular 
band at finite temperatures. The reduced chemical potentials "iia are obtained by solving 
(7.4). The result is: 
- k Ti [ h[W(2-n-crm)J . h[W(n+crm)]] 1-la = 8 n csc srn k8 T k8 T 
Using this result and (9.2), the chemical potential is obtained as: 
U k8 T "'' [ h[W (2- n+Cfm)] . h[W (n -am)]] J.l =-n+--LJ n csc srn 
2 2 a k8 T k8T 
This expression reduces to 
u J.l =- for n=l. 
2 
(9.12) 
(9.13) 
(9.14) 
For n = 1 , the chemical potential is independent of temperature and magnetisation. For 
n * 1 , the chemical potential depends on the temperature and on the magnetisation, which 
can be found by solving the minimum conditions (7.9) and (7.10). 
7 n = 1.98 n = 1.8 
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Fig. 9.2: The chemical potential f.J. as a function of temperature T for different band fillings n > 1 ( UIW = 5). 
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Fig. 9.3: The chemical potential JlaS a function of temperature T for different band fillings n :<:: 1 (U/W = 5). 
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Fig. 9.4: The chemical potential Jl as functions of temperature T (solid line) and of a hypothetical system 
staying paramagnetic below k8Tc = 1.03 W (dashed line). 
Parameters: n = 1.4, U/W = 5. 
The chemical potential as a function of temperature for different band fillings is shown in 
Fig. 9.2 for n > 1 and in Fig. 9.3 for n < 1. For n > 1 and temperatures higher than the 
Curie temperature Tc, where the system is paramagnetic, the chemical potential decreases 
with decreasing temperature. However, for band fillings between n = 1 and n = 1.5 , the 
chemical potential increases with decreasing temperature below Tc due to the increasing 
magnetisation. For larger band fillings, the chemical potential still decreases with 
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decreasing temperature, but not as rapidly as in the paramagnetic phase. The difference 
between the chemical potential of the ferromagnetic phase and the chemical potential as it 
would be expected if the system stayed paramagnetic at all temperatures is shown in Fig. 
9.4 for a certain set of parameters. The chemical potential is symmetric with respect to the 
transformation (n ~ 2- n, Jl ~ U- J.l ). Therefore, the behaviour of Jl(T) for n < 1 can 
be obtained by exploiting this symmetry. 
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Fig. 9.5: The chemical potential )l as function of the total number of electrons n for different temperatures T. 
Parameters: UIW = 5, k8Tc(n=l)IW = 1.233. 
The dependence of the chemical potential on the total number of electrons for different 
temperatures is shown in Fig. 9.5. As discussed in the previous section, the chemical 
potential at zero temperature is, as a function of the total number of electrons, 
discontinuous at n = 1. For finite, but low temperatures, the change of Jl(n) around n = 1 
is rapid but continuous. For large temperatures, where the system is paramagnetic for all 
band fillings, the step at n = 1 vanishes completely. Whereas the limit of a full or empty 
band leads to finite values of J.l for T = 0, infinite values result for T > 0. 
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9.3 The Grand Potential 
So far, the magnetisation of the single band has been considered without the possibility of 
particle exchange with other parts of the electronic structure of the solid. If the electronic 
structure in a range around the Fermi level accessible for thermal excitations is dominated 
by the single band, this approach is justified. However, in most transition metals and 
alloys, the d-band states lie in the same energy region as states belonging to other bands, 
e.g. s-p-bands. 
A first step towards integrating the interaction of the single band with other bands in the 
solid is to allow electrons to be exchanged between states of the single band and the 
environment. If electrons can be exchanged between the single band and a large particle 
reservoir, not the free energy of the band is minimal in the thermodynamic equilibrium, but 
the grand potential. The grand potential Q is related to the free energy F by the Legendre 
transformation: 
(9.15) 
where n is the total number of electrons in the single band and 1-l = (aF jan fr.s, the 
chemical potential. In equilibrium, the magnetisation then minimises the grand potential 
under the constraint of a constant chemical potential, whereas the total number of electrons 
may vary. Hence, the actual magnetisation satisfies: 
0 =(an) 
am ~ (9.16) 
The actual magnetisation for a constant chemical potential can be calculated using the 
results for the magnetisation in the case of a constant total number of electrons. With 
(6.19), one can express the grand potential as: 
Q = Q(/-l,m) = F(n(/-l,m),m)- 1-l n(!-l,m) (9.17) 
Using this expression for Q, one obtains for its derivative: 
(9.18) 
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If the magnetisation minimises the free energy under the constraint of a constant total 
number of electrons, i.e. 
(()F) =O dm n (9.19) 
then 
1-l =(dF)=(dF(n,m)) +(dF(n,m)) (dm)=(dF(n,m)) 
dn dn m dm n dn dn m 
(9.20) 
and therefore: 
((JQ) =0 dm P (9.21) 
Interchanging the role of F and Q and n and J-l and using the same arguments as above 
leads to the equivalence: 
(()F) =O dm n n=n(p) ~ - =0 (an) dm P p=p(n) (9.22) 
The actual magnetisation for a given number of electrons n is the actual magnetisation for 
a given chemical potential equal to J-l( n) and vice versa. Hence, if the actual magnetisation 
m(n) for a given total number of electrons n is known and one can invert (9.20) to obtain 
n(J-l), one can calculate the actual magnetisation m(J-l) = m(n()-l)) for a given chemical 
potential )-l . 
A different approach is to express the grand potential as Q()-l,n,m) = F(n,m)- )-ln and 
minimise it with respect to both m and n. However, it seems convenient to perform the 
change of variables 
n+m n-m 
n; =-- and n" =--
2 2 
(9.23) 
and minimise the grand potential with respect to the total number of electrons for each spin 
direction n; and n". With (6.19) and (6.20), the grand potential as a function of n; and n• 
is: 
Q()-l,n;, nJ,) = Un;nJ, - )-l8 B(n; - n• )+ L Fa (na, T)- J-l(n; + nJ,) (9.24) 
a 
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With (6.20) and (a Fa /ana ~.~.s,,n_. = 'iia, the conditions· for the actual values of the total 
number of spin-er electrons are 
(9.25) 
where P-a (na) is calculated by solving (6.21) for 'iia. From analysing the matrix of the 
second derivatives, one obtains the condition for the stability of the solution: 
(9.26) 
Noticing that (aJiafana) = D(e 1 J1 for the paramagnetic state, this again reflects the Stoner 
criterion. For a large density of states at the Fermi level, the paramagnetic state is unstable. 
Then a ferromagnetic state must be the ground state. 
9.4 The Magnetisation of a Band with Rectangular DOS 
In this section, the magnetisation of a single band with rectangular density of states is 
considered for the situation, where electrons can be exchanged between the band and a 
particle reservoir. As discussed in chapter 5, a band with a rectangular density of states 
(5.1) at zero temperature is paramagnetic for U < W regardless of the total number of 
electrons and, hence, for any value of the chemical potential. For U > W , the system is 
fully ferromagnetic. Using (9.9), (9.11) and (9.14), the total number of electrons, as a 
function of the chemical potential, is in the fully ferromagnetic phase: 
0 for w~-W/2 
1/2+ p,fW for - W/2 < p, <W/2 
n= 1 for w /2 ~ p, ~ u - w /2 (9.27) 
3/2 + (p, -u);w for u-w /2 < J.l < u + w /2 
2 for p, :?.U +W/2 
From this and (5.7), it follows for the magnetisation for U > W: 
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J.l ~ -W/2 
-W/2 < J.l <W/2 
w /2 :5 J.l :5 u - w /2 (9.28) 
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Fig. 9.6: The magnetisation m as a function of the 
chemical potential Jl.. 
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The result is shown in Fig. 9.6. For a chemical potential below the lower edge of the band, 
the band is empty and hence the magnetisation is zero. For - W /2 < J.l < W /2, the 
magnetisation increases with increasing chemical potential by filling the up-spin states. 
Since the spin-down states are all pushed above the chemical potential by the Coulomb 
repulsion, they remain empty. For a chemical potential between the upper edge of the spin-
up band at W /2 and the lower edge of the spin-down band, which is shifted by the 
Coulomb repulsion above the spin-up band to U /2, the magnetisation remains constant. 
Only if the chemical potential rises above the lower edge of the spin-down band, the 
magnetisation decreases by filling the spin-down states with electrons. For a chemical 
potential above the upper edge of the spin-down band, both sub-bands are completely filled 
and the magnetisation is zero. 
For calculating the magnetisation of a band with rectangular DOS at finite temperatures, 
the results of chapter 7 in conjunction with those of section 9.2 can be used. The equation 
(9.13) for the chemical potential J.l(n,m(n)) as a function of the total number of electrons 
is numerically inverted to find the total number of electrons n(J.l) as a function of the 
chemical potential and, with it, the magnetisation m(n(J.l)). 
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Fig. 9.7: The magnetisation m as a function of the chemical potential JJ at different temperatures T. 
Parameters: U I W = 4, k8 Tc lW = 0.979 for JJ = Ul2. 
5 
In Fig. 9.7, the magnetisation as a function of the chemical potential is shown for different 
temperatures. For a chemical potential close to the bottom of the band, the magnetisation 
may be larger at finite temperatures than at zero temperature since, in this case, the band 
contains more electrons at higher temperature. 
9.5 Lattice Distortions 
In section 8.6, a periodic lattice distortion has been considered and the resulting 
magnetisation has been calculated under the assumption that the number of electrons is 
locally conserved. However, the very small time scale of the dynamics of the electrons and 
their itinerant character imply that the electrons may spatially redistribute to adjust to any 
lattice distortion. This can be included into the model by assuming a constant chemical 
potential throughout the crystal instead of a constant electron density. 
Consider a lattice at zero temperature, which is distorted by a sinusoidal modulation of the 
inter-ionic distance: 
a(r) = a0 + Asin(k · r) (A> O,k ;e 0) (9.29) 
Here, ao is the inter-ionic distance in absence of the distortion, i.e. the lattice parameter, A 
the amplitude and k the wave vector of the distortion. The whole crystal may be seen as 
being composed of many small regions with a local lattice parameter a1 = a(r). The width 
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W(r) of the local electron band in a region around r is assumed to depend on the local 
lattice parameter: 
W,(r) = W0 exp[- f3 a(r)] (9.30) 
Because of the symmetry between spin-up and spin-down band and between electrons and 
holes, it is sufficient to consider a positive magnetisation and f.l < U I 2. This implies that 
one may focus the consideration to the spin-up states, since the local band is either 
paramagnetic or the spin-down band is empty for m > 0 and f.l < U /2 . 
Using (9.31), the magnetisation of each region is given at zero temperature by: 
!0 for W,(r)<U m1(r)= I/2+f.l/W,(r) for W,(r)>U I for W,(r) > U 
e 
: ll1l.=O : ll1l*o: ll11.=0 : m1*o 
I I I I 
I I I I 
ll1l. ( Z) 
or - W,(r)/2:?: f.l 
and - W1(r)/2 < f.l < W,(r)/2 
and W, (r)/2 $. f.l $. U /2 
(9.31) 
Fig. 9.8: The lower and the upper edge of the local 
spin-up band and the local magnetisation m1 
(schematic). 
In regions, where the local bandwidth W!(z) is larger 
than the on-site repulsion U, the local band is 
paramagnetic. In regions, where the lower edge of 
the band lies above the chemical potential p., the 
band is empty. 
The resulting average magnetisation can then be calculated by integrating over the whole 
volume V of the crystal: 
m=..!..Jm1(r)dr Vv 
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· Without any distortions, the average magnetisation is given by: 
!0 for W0 <U or -W0 /2"<?. f.l m= 1/2 + f.l/W0 for W0 > U and - W0 /2 < f.l < W0 /2 1 for W0 > U and W0 /2 S f.l S U /2 (9.33) 
The following definitions will be used to calculate the average magnetisation for a finite 
distortion: 
(9.34) 
a 
0 
:= {- /3-' In(- 2f.l/W0 ) for f.l < 0 
P oo for f.l ?. 0 (9.35) 
._ {- /3-'ln(2f.l/W0 ) for f.l > 0 
aP, .-
oo for f.l S 0 (9.36) 
z:=k·r (9.37) 
(9.38) 
w;(z) := W0 exp[- /3 a(z)] (9.39) 
1
0 for a0+Asin(z) <am v a0+Asin(z) ~ apo 
m1 (z) = 1/2 + f.l/w; (z) for a0+Asin(z) > am A a0+Asin(z) < min{aP0 , aP1} 
1 for a0+Asin(z) >am A a0+Asin(z) "<?. aP1 
(9.40) 
With these definitions, the average magnetisation can be written as: 
(9.41) 
In the following cases, one finds for the average magnetisation: 
0 for A< min{am- a0 ,a0 -apo} 
m= 1/2+ W: ~Pao 10 (/3 A) for A< min{ao- am,apO -ao,apl- ao} (9.42) 
oe 
A< min{a0 -am,a0 -aPJ 1 for 
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Here, I. (z) is the modified Bessel function of the first kind, which satisfies the differential 
equation z2 f'(z) + z f'(z)- (z 2 + n2 )f(z) = 0. These cases are characterised by a small 
amplitude A of the distortion compared to other length scales associated with the local 
lattice parameter. Then the local magnetisation is given by the same branch of (9.40) for all 
regions of the crystal. Furthermore, one obtains: 
(9.43) 
In these cases, some regions of the crystal are paramagnetic and others ferromagnetic, but 
the local magnetisation has the same value in all ferromagnetic regions. This situation has 
been implicitly discussed in section 8.6. 
For large amplitudes, there are regions in the crystal with a local magnetisation given by 
different branches of (9 .40), which complicates the calculation of the average 
magnetisation. However, the situation simplifies for very large amplitudes. In the limit 
f3 A ~ oo , on obtains: 
1m m= I. {0 for 
PA--+" 1/2 for (9.44) 
For J.l < 0, all regions of the crystal are either paramagnetic or do not contain any electrons 
at all. For J.l ;:: 0, all regions of the crystal are either paramagnetic or have a completely 
filled local spin-up band and an empty local spin-down band. In other situations, an 
expression in terms of standard functions has not been found for the average 
magnetisation. 
An impression of the possible complexity of the behaviour of the average magnetisation 
gives Fig. 9.9, where m is plotted against the amplitude A of the distortion for a certain set 
of parameters with - W0e -Pa. /2 < J.l < 0 and am < a~0 < a0 • For small amplitudes, the 
magnetisation decreases as the amplitude increases. However, when the amplitude well 
exceeds a~0 - a0 , the magnetisation increases again with increasing amplitude until 
A = a0 -am . From this point, the magnetisation decreases drastically with increasing 
amplitude, because parts of the crystal become paramagnetic. For A--t oo, the 
magnetisation goes to zero. 
107 
Chapter 9 Particle Exchange 
0.012 zoom-out 
0.011525 0.01 
0.008 
0.0115 s 0.006 
0.004 
0.011475 0.002 
0.1 0.2 0.3 0.4 
= 
0.01145 AlatJ 
0.011425 
0.0114 
0.011375 
0.02 0.04 0.06 0.08 0.1 
A/f¥) 
fig. 9.9: The average magnetisation m as a function of the amplitude A of the distortion. 
Parameters: Jl./ Wo = -0.4, am I ao = 0.87, f3 ao = 0.2. 
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However, if the electrons are confined to the rectangular band, they may redistribute to 
establish a constant chemical potential throughout the band, but their total number N will 
be constant. With the average number of electrons 
n=N/V 
and the maximum magnetisation 
mmax = min{n,2 - n} 
one obtains for the average magnetisation: 
m = mmax {1 for 
0 for 
A<(a0 -aJ 
A< (am -a0 ) 
(9.45) 
(9.46) 
(9.47) 
For -A< (a0 - am)< A, one may use (9.7) and (9.27) to calculate the local number of 
electrons as a function of the chemical potential: 
0 for W(r) <U & J.l 5.-W(r)/2 
1/2 + J.l./W(r) for W(r) <U & - W(r)/2 < J.l < W(r)/2 
n1 (r, J.l) = 1 for W(r) <U & W(r)/2 5. J.l$. U- W(r)/2 (9.48) 
w + 2j.l. for W(r) > U 
W+U 
Then the average number of electrons is calculated as: 
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(9.49) 
This relation then may be inverted to obtain the chemical potential as a function of the 
average number of electrons. Then the chemical potential for the specific number of 
electrons may be used to calculate the magnetisation using (9 .41 ). The resulting 
magnetisation may again show a non-trivial dependence on the amplitude of the distortion. 
9.6 Discussion 
The assumption of a constant chemical potential alters the results for the magnetic 
properties of the system compared to the assumption of a constant total number of 
electrons. As shown in section 9.4 for the case of a rectangular density of states, the 
magnetisation for an almost empty band may increase with increasing temperature at low 
temperatures. This rather unusual effect, which is due to electrons flowing into the band, 
does not occur, if the number of electrons is fixed. Furthermore, the effect of lattice 
distortions on the magnetisation value may show a quite complex behaviour as a function 
of the distortion amplitude. 
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10 Summary and Outlook 
This work was aimed at studying aspects of the interaction between lattice deformation and 
magnetisation of itinerant electron systems. Therefore, an approach based on the Stoner 
model within mean field approximation has been used. The introduction of a lattice-
parameter dependence of the bandwidth enabled the discussion of a wide range of effects 
arising from magnetisation-lattice interactions. The obtained results are qualitatively in 
good agreement with experimental findings in ferromagnetic Invar materials. 
As pointed out in the discussion of the localised model, many properties found in transition 
metals and alloys require a description that considers the itinerant character of the 
magnetic carriers. Consequently, the cl-electrons in transition metals have to be described 
within a band model. Here, the Stoner model has been used to describe band magnetism. 
Its finite-temperature properties, including the various magnetic states and the 
ferromagnetic-to-paramagnetic phase transition, have been discussed within MFA. 
The Stoner theory provides an explanation of the non-integral values of the saturation 
magnetisation in units of JlB· In particular, experimental findings of magnetic properties at 
zero temperatures, such as the Slater-Pauling curve, are well explained by this model. The 
model also explains a possible deviation of the susceptibility from the Curie-Weiss law. In 
summary, the Stoner model gives a qualitatively satisfactory explanation of many 
properties of transition metals and alloys. 
The Stoner model in mean field approximation has been used to study the finite-
temperature properties of a single band with a rectangular DOS. A rectangular shape can 
be seen as a first approximation for more complicated band shapes. Furthermore, it permits 
a large part of the calculations to be carried out analytically. This facilitated the discussion 
of the magnetic properties of the system and their dependence on the system parameters. 
According to the ratio of bandwidth and on-site repulsion, the model can describe the 
magnetic behaviour of a paramagnet, or a strong ferromagnet. 
The model of the single band with a rectangular DOS has been extended to incorporate the 
interaction of lattice and magnetic degrees of freedom by introducing a dependence of the 
bandwidth on the lattice parameter. This extended model gives insight into the possible 
mechanisms of various effects arising from magneto-elastic coupling. For example, the 
pressure dependence of the magnetisation and the Curie temperature are explained by a 
change in the kinetic energy of the magnetic electrons if the inter-ionic distance is 
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changed. Furthermore, the smearing-out of the ferromagnetic-to-paramagnetic phase 
transition, as it is observed in some materials, is explained by local variations of the inter-
ionic distance due to lattice vibrations. 
Furthermore, the model explains a small or negative thermal expansion and 
magnetostriction due to magneto-elastic coupling. For a partially filled band with 
increasing bandwidth for decreasing lattice parameter, the energy gained by decreasing the 
lattice parameter is lower for a higher spin polarisation. If the magnetisation of the band is 
lowered, the energy gain is increased and the equilibrium value of the lattice parameter is 
decreased. Therefore, a decrease of the magnetisation caused by an increase in temperature 
creates a negative contribution to the thermal expansion. The application of an external 
magnetic field increases the magnetisation and consequently, increases the lattice 
parameter. 
The results of the model for the pressure dependence of the magnetisation and the Curie 
temperature, the reduced thermal expansion, the magnetostriction and the smearing-out of 
the ferromagnetic-to-paramagnetic phase transition are all in good qualitative agreement 
with the experimental findings for ferromagnetic iron-nickel Invar. This supports that the 
basic assumptions of the model are correct. Quantitatively, the results may not agree very 
well with experimental findings due to the coarse approximations made. A more extensive 
analysis of the details of the magnetisation-lattice interaction may improve the quantitative 
agreement. 
A feature of the model, which is not observed in Invar materials, is the sharp step in the 
thermal expansion at the Curie temperature. A model including fluctuations, as it has been 
used to describe lattice vibrations, into the approach of a free energy depending on 
magnetisation and volume, as used for the discussion of the thermal expansion, may 
remedy this discrepancy. 
The model has also been used to study the influence of periodic lattice distortions on the 
magnetisation. Whereas in certain situations, the magnetisation is not affected by the lattice 
distortion, in other cases, the magnetisation shows a complex dependence on the amplitude 
of the distortion. The results may be used to discuss the effect of static lattice distortions on 
the magnetisation. Furthermore, they may be used to discuss the interaction of a single 
phonon with the magnetisation. 
The consideration of the chemical potential and the grand potential in the last part of the 
work provides a firm basis for a further development of the model. The model may be 
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extended to two or more interacting electron bands. Furthermore, the model may be 
extended to study transport processes in polarised bands. 
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