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right column shows a reparameterization of the BRDF using the half vector h
[46]. Here n is the surface normal and t is the surface tangent vector. Repre-
senting BRDFs using (θd, φd) and (θh, φh) is significantly easier than (θi, φi) and
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4.3 Synthetic spheres rendered with four MERL BRDFs [32], the 3-lobe DSBRDF
model, and the first to third individual lobes of the DSBRDF model. The left
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4.4 Comparison of the DSBRDF model to the non-parametric bivariate model [44]
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Abstract
Radiometric Scene Decomposition:
Estimating Complex Reflectance and Natural Illumination from Images
Stephen Anthony Lombardi
Advisor: Ko Nishino, Ph.D.
The phrase, “a picture is worth a thousand words,” is often used to emphasize the wealth
of information encoded into an image. While much of this information (e.g., the identities
of people in an image, the type and number of objects in an image, etc.) is readily inferred
by humans, fully understanding an image is still extremely difficult for computers. One
important set of information encoded into images are radiometric scene properties—the
properties of a scene related to light. Each pixel in an image indicates the amount of light
received by the camera after being reflected, transmitted, or emitted by objects in a scene.
It follows that we can learn about the objects of the scene and the scene itself through the
image by thinking about the interaction between light and geometry in a scene.
The appearance of objects in an image is primarily due to three factors: the geometry
of the scene, the reflectance of the surfaces, and the incident illumination of the scene.
Recovering these hidden properties of scenes can give us a deep understanding of a scene.
For example, the reflectance of a surface can give a hint at the material properties of that
surface. In this thesis, we address the question of how to recover complex, spatially-varying
reflectance functions and natural illumination in real scenes from one or more images with
known or approximately-known geometry.
Recovering latent radiometric properties from images is difficult because of the severe
underdetermined nature of the problem (i.e., there are many potential combinations of re-
flectance, light, and geometry that would produce identical input images) combined with
xvi
the overwhelming dimensionality of the problem. In the real world, reflectance functions are
complex, requiring many parameters to accurately model. An important aspect of solving
this problem is to create a compact mathematical model to express a wide range of surface
reflectance. We must also carefully model scene illumination, which typically exhibits com-
plex behavior as well. Prior work has often simply assumed the light incident to a scene
is made up of one or more infinitely-distant point lights. This assumption, however, rarely
holds up in practice as not only are scenes illuminated by every possible direction, they
are also illuminated by other objects interreflecting one another. To accurately infer re-
flectance and illumination of real-world scenes, we must account for the real-world behavior
of reflectance and illumination.
In this work, we develop a mathematical framework for the inference of complex,
spatially-varying reflectance and natural illumination in real-world scenes. We use a Bayesian
approach, where the radiometric properties (i.e., reflectance and illumination) to be in-
ferred are modeled as random variables. We can then apply statistical priors to model
how reflectance and illumination often exist in the real world to help combat the ambi-
guities created through the image formation process. We use our framework to infer the
reflectance and illumination in a variety of scenes, ultimately using it in unrestricted real-
world scenes. We show that the framework is capable of recovering complex reflectance and
natural illumination in the real world.
Abstract

1Chapter 1: Introduction
Images captured by a camera are the result of physical interactions between surfaces and
light sources. Light begins by emission from a source and is reflected, absorbed, or trans-
mitted between surfaces in a scene before potentially entering the aperture of a camera and
striking the film or charge-coupled device (CCD). The CCD then tells us how much light,
for three different color channels, entered the camera. The amount of light and the path
the light takes from emission from a source to absorption in the camera depends on the
geometry of the scene as well as the radiometric properties of each surface in the scene.
When a ray of light is reflected or transmitted, it encodes information about the surface
and the illumination environment into the resulting light ray. The reflected light ray will be
attenuated in different spectra and sent along a unique distribution of directions depending
on the reflectance properties of the surface. This process imprints information about the
surface onto the outgoing light ray, making it possible to infer information about the surface
(both the reflectance of and the shape of the surface) and about the light source by carefully
examining the pixel values of the image.
Decoding the radiometric information of the scene imprinted onto the image is an im-
portant problem to solve. The reflectance of an object can give us important clues about
what the object is made of. For example, an object made of gold has a distinctive appear-
ance: it is a golden-yellow color, and it reflects light in an almost mirror-like way. If we
could identify these qualities, we could narrow down the potential set of materials of that
object. The illumination of a scene can also give us important information. If we knew
that a scene was brightly lit from a single direction with a particular spectral signature, we
2might conclude that the sun is illuminating the scene and that the scene, therefore, takes
place outdoors. We could even take this a step further and draw conclusions about where
in the world the picture was taken based on the angle of the sun and the current time. This
rich information that we can extract from the radiometric properties of an image indicate
that this is a important problem to solve.
The problem of recovering radiometric and geometric information from images has re-
ceived considerable attention. One of the earliest works in the area, called shape-from-
shading [21], is a method for learning the geometry of an object from an image under strict
assumptions. This work has pioneered the way for more complex methods for recovering
radiometric and geometric properties from a set of images. Subsequent work in this area has
attempted to relax the conditions of the scene or to infer different subsets of radiometric
and geometric information. Our goal is to tackle this problem in the most unrestrained
setting yet. In this thesis, we propose a method to infer complex, spatially-varying re-
flectance, infinitely-distant natural illumination, and refine the geometry given a small set
of high-dynamic range (HDR) photographs and geometry acquired from an RGB-D sensor.
A common shortfall of past methods has been the use of simplistic reflectance and
illumination models. Barron and Malik have developed a method for inferring spatially-
varying reflectance, spatially-varying illumination, and geometry from RGB-D [2]. The
proposed method is limited, however, in that the reflectance of all surfaces is assumed to
be purely diffuse. Zickler et al. develop a method to measure spatially-varying reflectance
from a small set of images [56], but only consider illumination by an infinitely-distant point
light. Limiting the reflectance and illumination models necessarily limits the amount of
information we can recover from the scene.
In the real world, reflectance behavior and incident lighting is complex. For example,
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3real-world scenes have complex reflectance functions, often featuring off-specular peaks,
retroreflection, and subsurface scattering effects, that can vary along a surface. Further-
more, scenes are illuminated from arbitrary directions in the scene—not only by single point
light sources but by distant surfaces in the scene (e.g., the sky, the walls, or the ground).
There are also significant radiometric effects that occur between objects like shadowing and
interreflection that can thwart inference algorithms that don’t account for these effects.
To extract the maximum possible information from images, we must fully model the real-
world behavior of surfaces and light. In other words, we must model complex real-world
reflectance functions and natural illumination. We cannot rely on simplifying assumption
like assuming surfaces have only Lambertian reflectance. This would prevent us from learn-
ing about the complex specular behavior of a surface which could potentially reveal that a
surface is made of metal rather than paint or fabric. Without modeling complex reflectance
and illumination behavior, we cannot fully understand scenes on a radiometric level.
In this thesis, we build a method for the inference of complex, real-world reflectance and
natural illumination and the refining of geometry from a set of one or more images and rough
or exact initial geometry. We develop a reflectance model and priors, illumination priors,
spatial segmentation models and priors, and geometry refinement techniques to effectively
solve the problem. We demonstrate our inference framework on a set of synthetic and real
scenes and give qualitative and quantitative evaluation of our method.
1.1 Contributions
Our first task is to develop a sophisticated reflectance model that is capable of modeling
real-world reflectance. This is crucial for recovering the maximum amount of information
from images. We begin with the Directional Statistics Bidirectional Reflectance Distribution
function (DSBRDF) and further enhance it to improve compactness of the representation.
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reflectance behavior of real-world materials. To do this, we construct a novel data-driven
reflectance prior that accurately captures the variation of real-world BRDFs. We then
incorporate the model and prior in a Bayesian formulation to perform inference.
We demonstrate single reflectance function inference under point-light illumination with
a large synthetic dataset. We use the MERL BRDF dataset [32] to synthesize spheres with
each of the one hundred BRDFs under 5 different point light directions. We give quantitative
and qualitative results for both recovered reflectance accuracy and illumination direction
accuracy.
We build on this work by introducing a spatial segmentation model that handles multiple
different reflectance functions in a single scene. This works by assuming the scene is made of
a small number of reflectance functions and modeling which of the reflectance functions are
present at each pixel location. Rather than simply using a Markov Random Field (MRF)
to model this spatial segmentation, we develop a new model that allows for greater spatial
contiguity for material regions. We again use a Bayesian framework to infer the reflectance,
illumination, and segmentation map.
We demonstrate our multi-material reflectance and point-light illumination inference
framework on a novel dataset of real-world images in a dark room setting. We give qual-
itative comparisons to a novel view of the object to show that we are correctly inferring
reflectance and spatial segmentation.
So far, we have assumed that the scenes are illuminated with infinitely-distant point
lights. As we have discussed, this rarely holds true in practice. Especially in indoor scenes,
objects are potentially illuminated by windows, lights, a television, or even indirectly from
the sun shining brightly on a nearby wall. Furthermore, these illuminants can be any size or
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5color and they can be arbitrarily directed. Modeling this variability is key to decomposing
scenes radiometrically in the real world.
To address the problem of natural illumination, we model the incident illumination as
a panoramic image of the scene. This gives us the flexibility necessary to model a variety
of indoor and outdoor scenes. With this flexibility, however, comes additional ambiguity.
We therefore propose a set of priors on the natural illumination image to constrain the
variability of this representation. We note that, a panoramic image of the scene is first an
image and we may therefore place natural image statistic priors on the illumination image.
We also note that the reflectance function increases the entropy of the reflected radiance. To
compensate for this, we must constrain the illumination image to have minimum entropy.
We use a Bayesian framework to tie the pieces together.
We demonstrate reflectance and natural illumination inference from a single image on
a large synthetic dataset and a novel real-world dataset. Our synthetic dataset is a set
of spheres rendered with each of the one hundred MERL BRDFs in four different natural
illumination environments from Paul Debevec’s light probe gallery [12]. We give quanti-
tative evaluation of the reflectance estimates and the illumination estimates. Our novel
real-world dataset consists of 6 objects in 5 novel natural illumination environments with
ground truth illumination. We show qualitative comparisons of the objects rendered under
different illumination environments.
The next hurdle we must overcome is the inference of multiple complex real-world re-
flectance functions in scenes with complex geometry (i.e., multiple objects that can inter-
reflect, concave objects, etc.) under natural illumination. Extending the problem in this
way presents a significant challenge in that the interreflection and radiometric interaction
between objects begins to significantly affect the image. Modeling this interreflection be-
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surface is specular is that it reflects other objects in the scene.
Our first task to solve this problem is to extend our image-based spatial segmentation
model to the three dimensional geometry of the scene to enable the use of multiple views.
We do this by placing the segmentation over the triangles of the geometry rather than
the pixels of the image. A consequence of this is that the image likelihood is no longer
differentiable with respect to the segmentation parameters, which is necessary for gradient-
based optimizers. Therefore, we must reduce the dimensionality of the segmentation space
so that we may use a gradient-free optimizer to compute the maximum a posteriori estimate
for the segmentation map.
Although most real-world scenes have a small number of fundamental reflectance func-
tions, the diffuse texture of an object can vary greatly along the surface. For example,
imagine a wooden desk—the whole desk may have a light sheen from a coating of lacquer
that is constant along the surface, but the wood grain will impart a change in the absorption
of light of certain areas of the surface. To extract the most radiometric information possible
from a scene, we must consider this diffuse texture variation. We model this by allowing
the diffuse lobe color to finely vary within material regions using a high resolution texture
map. This allows us to capture important texture detail in the scene.
In the final chapter, we assume that the geometry is input from an RGB-D sensor.
RGB-D sensors typically have several types of noise that interfere with reflectance and
illumination inference. For example, the limited resolution of commodity depth sensors
means that fine geometric detail is typically lost. Furthermore, large scale stitching errors
can be introduced when multiple depth images are fused to form a single geometric model.
We address large scale stitching errors by developing a geometric refinement model that
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Finally, we address the problem of the indirect illumination (e.g., interreflection between
objects, shadowing, etc.). Ignoring these effects is a considerable problem when inferring
complex reflectance because an object reflecting other objects in the scene can be the biggest
indicator of its reflectance behavior. It is important to model shadows because they can
provide important clues about the illumination of the scene. When natural illumination is
considered, however, it can be difficult to determine exactly where shadows should be unless
the indirect illumination is fully simulated. We address these problems by fully simulating
the indirect illumination by using an unbiased rendering algorithm and by developing an
algorithm for computing error function gradients by modifying a path tracing algorithm.
We demonstrate our method on both synthetic and real scenes. We develop a novel
synthetic dataset consisting of several scenes with various objects and rendered with PBRT
[40] for physically-accurate rendering. We also capture a novel dataset of real-world scenes
with ground truth illumination using an HDR camera and a Kinect sensor. The scenes
span a range of different objects with varying geometry and reflectance functions that
would typically occur in real-world scenes.
In this thesis, we develop a method for inferring multiple complex reflectance functions,
natural illumination, and refine geometry from a small set of images. This is achieved
through the following contributions:
• A sophisticated reflectance model based on the Directional Statistics Bidirectional
Reflectance Distribution Function.
• A reflectance prior that enables tractable reflectance inference.
• A spatial segmentation model in the image domain to model objects with multiple
Chapter 1: Introduction
8reflectance functions from a single image in real-world scenes.
• A spatial segmentation model in the 3D geometric domain to model scenes with
multiple reflectance functions.
• A texture estimation method for recovering fine diffuse texture in a scene.
• A natural illumination model and priors to enable illumination inference
• A method for handling indirect illumination during reflectance and illumination in-
ference.
• A Bayesian inference framework that allows us to incorporate our priors and solve
the problem by computing an estimate of the maximum of the posterior distribution
(i.e., the distribution of the reflectance, texture, spatial segmentation, illumination,
and geometry given the input images).
We show that these contributions allow us to decompose real scenes into their radiometric
components.
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Our goal is to make inferences about physical quantities of the world based on radiance
values measured by one or more cameras. In this chapter we will explain the notions
of radiance, reflectance, and illumination, and discuss previous work to infer radiometric
quantities from images.
2.1 Reflectance
For the purposes of this work, we assume that geometric optics are sufficient for representing
light transport (i.e., light can be thought of as a ray through space with an associated
spectrum distribution). This will let us ignore quantum effects such as diffraction.
A fundamental part of what determines the appearance of a scene is the reflectance
function of each surface. In general, there are several things that can happen when light
strikes a surface. One possibility is that the light is absorbed. Another possibility is that
the light is reflected away from the surface or transmitted through the surface. If light is
transmitted into the surface, it can pass straight through (as it would in a piece of glass)
or be scattered within the object, possibly emerging from a different point on the surface.
We can quantify this behavior by defining a function,
fr(xi,xo, ωi, ωo) =
Lo(xo, ωo)
(Nxi · ωi)Li(xi, ωi)
, (2.1)
that gives the fraction of light leaving the surface Lo(xo, ωo) at surface point xo in direction
ωo when that surface receives Li(xi, ωi) light at surface point xi in direction ωi, where Nxi
is the surface normal at surface point xi. This function is called the Bidirectional Scattering
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Distribution Function (BSDF) [3]. If we shined a light on a surface at a particular point in
a particular direction and recorded the amount of light that is reflected at another point in
another direction,, for all possible pairs of points and directions, we would gain a complete
description of how that surface reflects light.
In practice, this is an extremely difficult task because of the high dimensionality of
the function. There are two two-dimensional position parameters and two two-dimensional
angular parameters for a total of eight dimensions. It is easier in practice to assume that a
light ray is either immediately absorbed or reflected. This will eliminate one of the positional
parameters of the model.
Assuming that a light ray is immediately absorbed or reflected gives us a simpler model
called the Bidirectional Reflectance Distribution Function (BRDF). The BRDF is written
more simply,
fr(x, ωi, ωo) =
Lo(x, ωo)
(Nx · ωi)Li(x, ωi) , (2.2)
and only considers light that is reflected from the surface (i.e., it ignores transmission
through the surface). Despite this simplification, the BRDF is still a powerful way to
represent reflectance.
Although the BRDF is a simpler model, it is still a four-dimensional function, making
it hard to represent in practice. It turns out that many of the additional degrees of freedom
can be redundant for many types of materials. An isotropic BRDF is one that is invariant
when the incident direction ωi and the exitant direction ωo are rotated an equal amount by
the surface normal. This restriction reduces the BRDF to only three dimensions, making it
significantly easier to model.
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2.1.1 BRDF Models
There are a number of BRDF models invented for computer graphics and computer vision.
Arguably the simplest BRDF is a Lambertian surface [27], which appears the same intensity
regardless of the viewing direction, therefore making it invariant to ωo:
fr(ωi, ωo) =
ρ
pi
, (2.3)
where ρ is the albedo of the surface that determines its color. This simple BRDF can only
model diffuse surfaces.
Separate models have been developed to represent surfaces with specular behavior.
Cook-Torrance [9] is a microfacet BRDF model, meaning that it assumes the surface is
composed of microscopic facets whose orientation follows a particular distribution. The an-
alytical formula for the model is derived by aggregating the behavior over the distribution
of facets and accounting for geometric effects between facets. Similar models have been
derived using this microfacet approach, such as the Oren-Nayar model [38].
It’s also possible to combine two or more different BRDF models by adding them to-
gether. In this scenario, each term is referred to as a BRDF lobe. Lobes can be two different
BRDF models entirely (e.g., one lobe for diffuse reflectance and one lobe for specular re-
flectance) or each lobe can use the same model but with different parameters. Using the
multiple lobes of a single reflectance model is an easy way to create a more expressive model.
Many other BRDF models have been developed without an underlying physical theory.
Instead, they simply provide a visually plausible reflectance model. One of the first examples
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Figure 2.1: Diagram of the vectors used to define the BRDF. The left column shows an
example outgoing direction ωo and incident direction ωi on the hemisphere. The right
column shows a reparameterization of the BRDF using the half vector h [46]. Here n
is the surface normal and t is the surface tangent vector. Representing BRDFs using
(θd, φd) and (θh, φh) is significantly easier than (θi, φi) and (θo, φo) for many real-world
materials.
is the Blinn-Phong specular model [4]. This model writes the reflected radiance,
fr(ωi, ωo) = (H ·N)α , (2.4)
where H = ωi+ωo‖ωi+ωo‖ is called the halfway vector, N is the surface normal, and α controls the
degree of specularity.
The halfway vector is a convenient way to formulate BRDFs. A popular reparameteri-
zation lets us write the BRDF as a set of angles relative to the halfway vector rather than
relative to the incident and exitant directions [46]. We can use this reparameterization to
write the BRDF,
fr(θh, φh, θd, φd), (2.5)
where θh is the angle between the halfway vector and the surface normal, φh is the azimuth
angle of the halfway vector, θd is the angle between the halfway vector and the incident
direction ωi, and φd is the azimuth angle of the incident direction with respect to the halfway
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vector. Figure 2.1 visualizes this reparameterization.
This parameterization has a number of benefits. First, isotropic BRDFs can be repre-
sented by simply dropping the dependency on φh. Next, a second type of isotropy that is
common in real materials can be represented by dropping the dependency on φd. This is the
same as stating that the BRDF has the same value when the incident direction and exitant
direction are rotated about the halfway vector. These modifications allow us to write the
BRDF as a two-dimensional function (dependent only on θh and θd) that is dramatically
simpler to model.
2.1.2 Measuring BRDFs
The reflectance function of real-world surfaces is more complex than can typically be mod-
eled by simple parametric BRDF models like Lambert’s Law and Cook-Torrance. Advanced
models of reflectance have been developed that can capture real-world reflectance behavior
more accurately.
Properly measuring a real-world reflectance function requires taking many different an-
gular samples of both the incident and exitant directions of light. Numerous methods have
been developed to do this. Murray-Coleman and Smith [34] develop a gonioreflectometer
to easily sample many incident and exitant light directions to acquire BRDF data. Ward
[51] develop a curved mirror apparatus to easily capture multiple incident light directions at
once. This apparatus is used to measure real-world reflectance functions and fit them to a
parametric anisotropic BRDF model. Later, Dana [10] introduce an improved method that
uses a concave parabolic mirror and enables the automatic changing of illumination direc-
tion. Marschner et al. [31] move the camera around a curved object illuminated by a point
light to measure the reflectance function. This method is primarily designed for BRDF
measurement in laboratory settings. Han and Perlin [18] develop a tapered kaleidoscope for
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the capture of surfaces from multiple views with a single image.
Dana et al. [11] extend the concept of a BRDF by including the spatial domain, giving
rise to the bidirectional texture function (BTF). They use a robotic arm to automatically
rotate material samples to sufficiently cover the angular domain of the reflectance func-
tion. They use this apparatus to recover measured reflectance data from over 60 different
materials with over 200 different combinations of viewing and illumination directions.
Matusik et al. [32, 33] introduce an image-based BRDF capture apparatus that relies
on curved surfaces to provide many surface normals so that only the light source must be
moved. They use their BRDF capture apparatus to recover densely sampled BRDFs of one
hundred real-world materials. This has been an extremely important contribution to the
field as it allows us to analyze the accuracy of many BRDF models and even develop new
models from the data. These developments have made it possible to capture a large number
of real-world reflectance functions from an image easily.
2.2 Illumination
The illumination incident to a surface Li(x, ωi) can take on many forms. In real scenes,
surfaces are illuminated from every direction on the hemisphere, from either surfaces that
emit light or from other surfaces reflecting light. This complexity is typically reduced in
most computer vision applications in a number of ways. Very often, it is assumed that all
surfaces are directly illumination by a small emitting source, such as a point light. Less
often, methods account for shadowing. Even more rare are methods that account for full
illumination complexity (i.e., modeling unlimited indirect light bounces).
In this work, we model the light source of a scene to be an infinitely-distant sphere
surrounding the scene emitting light from every direction. These assumptions generally
hold on natural scenes in practice when light sources are sufficiently far from imaged part
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of the scene.
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Chapter 3: Related Work
Decomposing a scene into its radiometric ingredients has been an important problem through
the history of computer vision. In this chapter, we discuss many of the method for inferring
one or more radiometric property of a scene (i.e., reflectance, illumination, and geometry)
from one or more images.
3.1 Early Radiometric Scene Decomposition
The problem of inferring reflectance and other scene properties from an image has received
considerable attention in computer vision. Photometric stereo [53] and shape-from-shading
[21] are two early algorithms that attempt to solve an instance of this problem. These two
problems focused primarily on the recover of geometry but they can be seen as radiometric
scene decomposition where some quantities (e.g., reflectance or illumination) are assumed
to be known.
Photometric stereo is the problem of estimating the diffuse albedo and surface normals
of a scene from a set of images from a single view under changing point-light illumination.
When the illumination directions are known, recovering the albedo and surface normals
can be accomplished by a simple matrix inversion. The problem is only convex, however,
when the reflectance is assumed to be Lambertian and the illumination is assumed to be
infinitely-distant point lights.
Shape-from-shading methods attempt to recover the geometry of an object based on
variation in shading in the input image. This is typically done by finding the surface
normals that produce an image that closely matches the input. Unfortunately, for simple
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surfaces under point-light illumination, there are many surface normals that produce one
particular image pixel value. Horn [21] attempts to constrain this ambiguity by using a
spatial smoothness prior on the surface normals and an occluding boundary prior on the edge
of the object. Many steady improvements have been made to this basic algorithm, including
the enforcing of integrable surface estimates by Frankot and Chellappa [16], estimating the
lighting direction and albedo [55], and extending it to surfaces that are piece-wise smooth
[29].
These early methods, however, impose simplistic assumptions about objects (e.g., that
they exhibit ideal Lambertian reflectance) that inherently limit their applicability. Although
many of these restrictions have been relaxed as the body of work has grown, there is still a
need for methods that function effectively in the wild.
Other methods are primarily interested in recovering reflectance and illumination and
assume that the geometry is known. Ikeuchi and Sato develop a method for recovering
reflectance properties and illumination direction from a single image of a uniform object
with known geometry [23]. They model reflectance with a combination of Lambertian
plus Torrance-Sparrow that allows them to represent and infer a more rich set of object
reflectance than the original photometric stereo and shape-from-shading methods. This pio-
neering work opened the door for many more methods that focus on the recovery reflectance
and illumination information from a small number of images.
Later, Sato et al. [47] developed a method to recover spatially-varying reflectance prop-
erties from the full geometry and image intensity from multiple views. They first acquire
a series of range images of the object and align and merge them to form a full geometric
model of the object. They then use the geometry, known light source direction, and image
observations from multiple views to densely recover the diffuse albedo, specular component,
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and refine the surface normals. This work is somewhat limited, however, in that it relies
on having at least three observations of each triangle in the mesh and its assumption of
known point-light illumination. In real scenes, objects may occlude one another, limiting
the number of observations across the surface. In addition, the natural illumination of real
scenes makes this type of approach infeasible in general.
3.2 Intrinsic Images
Intrinsic image decomposition in general are methods to extract per-pixel latent informa-
tion from images. In the context of reflectance and illumination recovery, intrinsic images
typically refer to a reflectance and a shading image that, when appropriately combined,
will form the original input image. The reflectance image typically contains the diffuse
albedo for each pixel in the scene, while the shading image represents the effects of both the
illumination and geometry. If properly estimated, the intrinsic images can be used to syn-
thetically insert objects into a scene or accurately segment an image based on reflectance.
Because the goal is to retrieve two images from a single input image, additional constraints
must be applied to solve this underdetermined problem.
One of the first works that attempted to recover intrinsic reflectance and shading images
from an image is called Retinex from Land and McCann [28]. The method works by
assuming that the reflectance image will be characterized by sharp jumps whereas the
shading image will have smooth variations from curved surfaces. They use this assumption
to filter the input image into a reflectance and shading image.
Tappen et al. classify each image gradient as being caused by either the reflectance image
or shading image [49]. They use color and gray-scale image features as input to a classifier
to determine whether an image gradient belongs to the reflectance or shading image. They
then propagate this information to areas where the image features are ambiguous.
Chapter 3: Related Work
19
Chen and Koltun infer intrinsic images by breaking the shading image into a direct
irradiance and indirect irradiance image so that they may use stronger priors on each [8].
They also leverage depth information to place a prior on the direct irradiance image. This
method is interesting because it attempts to estimate the indirect illumination contribu-
tion. As we show in this thesis, when we estimate reflectance and illumination with known
geometry of a scene, we can simulate the indirect illumination.
By combining the effects of illumination and geometry into a single image, intrinsic
image methods limit the amount of information they can recover from a scene. They also
typically only assume that surfaces exhibit Lambertian reflectance. Rather, we are inter-
ested in separately recovering each variable (i.e., reflectance, illumination, and geometry)
using expressive models that don’t restrict our ability to model real-world scenes.
3.3 State of the Art
Many authors have adopted sophisticated reflectance models to recover object reflectance
outside the laboratory. Zickler et al. develop a method to measure spatially-varying re-
flectance from a small set of images [56]. This work uses a non-parametric BRDF model
but overcomes the need for many reflectance samples by “sharing” observations between
the spatial and angular domain. Although these methods use more complex models for
reflectance, expressive illumination models are also necessary for the real world.
Some past work has explored sophisticated illumination models for real-world radio-
metric scene decomposition. Marschner and Greenberg estimate a lighting distribution
using a sum of basis functions from a single image, but assume Lambertian reflectance [30].
Nishino et al. recover a Lambertian plus Torrance-Sparrow reflectance model under an un-
known lighting distribution from a small set of images [37]. Hara et al. derive a spherical
Torrance-Sparrow reflection model to jointly estimate multiple point sources and the re-
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flectance parameters through mixture modeling on a unit sphere [20]. The main limitation
of this work is the use of polarization filters to manually separate specular highlights. Hara
and Nishino model the spatial variation of just the specular reflection by superimposing
a radial basis function network and by estimating the parameters of a spherical Torrance-
Sparrow model at each node using variational inference [19]. Chandraker and Ramamoorthi
study the conditions under which a 1D slice of a BRDF is uniquely estimable [7]. By con-
trast, we estimate full BRDFs by utilizing strong priors to constrain the solution space. For
recovering reflectance and illumination in the wild, we need to represent both reflectance
and illumination in a general way.
Ramamoorthi and Hanrahan introduced a signal-processing framework for unconstrained
reflectance and illumination environments [42]. This work analyzed the theoretical ambigu-
ities that exist between the reflectance and illumination by representing both with spherical
harmonics and enumerated the situations under which they cannot be separated. A ma-
jor practical concern of this work, however, is the large number of input images required
and the limited expressiveness of generic bases like spherical harmonics that require exces-
sively many coefficients to express high-frequency illumination and reflectance (e.g., strong
directional light in a scene and specularities, respectively).
Barron and Malik construct a complete framework for joint spatially-varying reflectance,
spatially-varying illumination, and geometry estimation [2]. They use a large-scale energy
minimization of reflectance, illumination, and geometry with several unique priors to solve
the problem in the real world. Although the method is able to estimate reflectance, illu-
mination, and refine geometry, it is has one important limitation: the assumption of pure
Lambertian reflectance. While many scene may have a number of diffuse objects, the diffuse
behavior of these objects themselves can be very complex (e.g., exhibiting retroreflection
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and even grazing angle specular behavior). Solving this problem in the real world requires
dealing with all kinds of real objects with real, complex reflectance behavior.
An interesting and unique aspect of the work by Barron and Malik is the use of a
spatially-varying illumination model. This makes the method capable of modeling nearby
light sources. Additionally, it enables the method to gracefully handle strong indirect
illumination. This is, however, at the cost of a large amount of additional variables to infer.
On the other hand, our method simulates the indirect lighting bounces, obviating the need
for such an expressive illumination model.
Yu et al. refine shape from RGB-D images by simultaneously estimating albedo and
illumination [54]. They explicitly seek to refine the surface normals from noisy RGB-D
sensors. This method assume that the objects exhibit Lambertian reflectance. While this
is a convenient assumption, it eliminates much of the rich radiometric information we can
infer from RGB-D images—for example, the reflectance behavior of an object can give us
a clue about the material of that object, and the appearance of the specular highlights can
tell us about the illumination environment.
Oxholm and Nishino recover geometry and reflectance from a small set of views in the
real world with known illumination [39]. They combine surface normal likelihood distribu-
tions for each view with several shape priors to successfully refine geometry from an initial
convex hull. Because our initial geometry comes from an RGB-D sensor rather than a con-
vex hull, we must tailor our geometry refinement process appropriately. Furthermore, the
method only handles objects with a single reflectance function.
Goldman et al. estimate geometry and spatially-varying BRDFs from a set of images
under known point-light illumination [17]. Similar to our approach, the authors note that
objects are typically composed of a small number of fundamental materials. They estimate
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each fundamental material plus a material weight map that controls the mixture of the
fundamental materials at each pixel. We take a similar approach, but with some important
differences: the segmentation of the scene is imposed over the 3D geometry rather than in
the image space to allow for multiple views of a scene; the segmentation is specified by a
set of geometric bases which encourages contiguity among material segments. Furthermore,
we don’t allow a mixture of fundamental materials (i.e., a surface point only exhibits one
of K base materials). Rather, we argue that a linear combination of fundamental materials
is rare but variation in the diffuse texture is common.
Romeiro and Zickler introduced a practical method to estimate real-world reflectance
functions under known natural illumination from a single image [44]. This method is able
to effectively tackle real-world scenes by using a non-parametric data-driven BRDF model.
Later, Romeiro and Zickler extended this work to unknown natural illumination [45]. The
main drawbacks of their method are that the illumination environment is not inferred but
instead marginalized out and that the reflectance and illumination are actually monochrome
(color is added later as a post-processing step). The illumination environment itself conveys
a wealth of information as it is the scene itself surrounding the object; inferring it jointly
with reflectance is therefore useful.
Dong et al. estimate spatially-varying reflectance and natural illumination from a video
of a single object with known geometry [13]. Their method works by examining the change
in appearance of an object as it rotates. Unfortunately, the method requires many input
images and is not robust to noisy geometry from RGB-D sensors. Furthermore, the method
only considers single objects rather than scenes where objects may interreflect and shadow
one another. Rather, our method uses only approximately-known geometry from an RGB-D
sensor.
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Karsch et al. estimate reflectance, illumination, and geometry from a single image
[26]. Their method uses a pipeline of methods to estimate each variable one at a time:
first geometry, then reflectance, then illumination. This is limiting because each variable is
estimated in isolation (i.e., there is no feedback between variables). Our method models the
crosstalk between each of these variables. This is critical because the appearance of a scene
is so interdependent on each of the variables. For example, the change in appearance along
the surface of an object can be due to a change in surface geometry, an object reflecting a
natural illumination environment, or a change in the reflectance function along the surface
(i.e., texture). Isolating each variable by itself will render an algorithm unable to decide
which aforementioned situation is really occurring.
Unlike previous work, we estimate complex spatially-varying reflectance and natural
illumination from geometrically complex scenes (i.e., scenes prone to interreflection and
other indirect illumination effects) from known or approximately-known geometry. We
use expressive but tractable reflectance and illumination models with data-driven priors to
reliably estimate radiometric scene properties. We show that our framework can tackle this
problem in unrestricted real-world scenes.
Chapter 3: Related Work
24
Chapter 4: Directional Statistics BRDF
The goal of this chapter is to derive a low-dimensional parametric BRDF model that can
achieve accuracy comparable to non-parametric representations. That is, we aim to accu-
rately express the wide variety of real-world BRDFs with an analytical model consisting
of a small number of parameters. In order to make the problem tractable, we focus on
isotropic BRDFs. Our approach to this challenging, long-standing problem is based on a
novel perspective of a BRDF. We view the BRDF as a directional statistics distribution,
a probability density function that takes in an incident light ray direction and returns a
distribution of reflected light ray directions.
We believe the novel DSBRDF model has direct implications in a broad range of appli-
cations. Most important, it enables the encoding of a wide variety of real-world isotropic
BRDFs with a common low-dimensional analytical form. This is in sharp contrast to pre-
vious work in which the appropriate model had to be chosen and combined among different
BRDF models or the representations were left high dimensional, incurring burden on further
analysis.
4.1 Isotropic BRDF
As discussed in Chapter 2, the BRDF is a four-dimensional function defined as the ratio of
the reflected radiance Lo in a given exitant (view) direction ωo to the incident irradiance
(N · ωi)Li due to light from direction ωi,
fr(ωi, ωo) =
Lo(ωo)
(N · ωi)Li(ωi) , (4.1)
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where N is the surface normal at the surface point of interest. The BRDF is thus a 4D
real-valued function fr : Ω × Ω → R, where Ω is the upper hemisphere with its origin at
the surface point and its north pole (Z axis) aligned with the surface normal. The two
directions ωi and ωo can be described in spherical coordinates (θi, φi) and (θo, φo) for an
explicit 4D notation of the BRDF.
Although in general the BRDF has four dimensions, the intrinsic dimensionality of
many real-world materials is less than four. One class of BRDFs with a lower intrinsic
dimensionality are isotropic BRDFs. These BRDFs are invariant to azimuthal rotations of
the incident and exitant direction about the surface normal. This property can be written,
fr(θi, φi, θo, φo) = fr(θi, φi + c, θo, φo + c), (4.2)
for any real number c. Using the reparameterization of the BRDF into half and difference
vector, this can be represented more simply by dropping the dependency on φh,
fr(θh, φh, θd, φd) = fr(θh, c, θd, φd), (4.3)
for any real number c.
Romeiro et al. have experimentally shown that many isotropic BRDFs can be accurately
represented in only two dimensions [44]. They found that measured BRDFs tend not to
vary greatly with φd which leads to a writing of the BRDF as a function of only θh and
θd: fr(θh, θd). We exploit this observation by developing an analytical BRDF model as a
function of only θh and θd.
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Figure 4.1: Hemispherical Exponential Power Distribution. The hemi-EPD model
can represent a wide variety of hemispherical directional distributions. Here we show
several example sets of parameters to visualize the expressive power of the hemi-EPD.
4.2 Hemispherical Exponential Power Distribution
We now derive an analytical reflection model for representing real-world isotropic BRDFs.
The key observation we make is that a 2D slice of a BRDF can be viewed as a statistical
distribution of reflected light rays given an incident light ray (θd), where the reflected
radiance values fr(θh, θd) represent the probability of incident light being scattered into
that specific direction (θh, θd).
With this insight, we must choose a directional statistics distribution with a small
number of parameters that is also able to model real-world reflectance functions. We can
leverage the fact that BRDFs typically peak when θh = 0 because this will cause the
incident and exitant directions to become the mirror direction of each other. This suggests
that we should use a center-peaked isotropic probability density function of θh to model the
BRDF. The domain of many conventional direction statistics distributions are unsuitable
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for modeling this variation; we must explicitly model it as a probability distribution over
the hemisphere.
We use a hemispherical distribution analogous to the exponential power distribution for
this task [36]. This directional distribution is referred to as the hemispherical exponential
power distribution (hemi-EPD):
p(θh) = C(κ, γ) (exp [κ cos
γ θh]− 1) , (4.4)
where κ and γ are the parameters of the distribution and C is the normalizing factor.
The hemi-EPD has several advantages for modeling real-world BRDFs. As shown in
Figure 4.1, it can represent a wide variety of hemispherical directional distributions. We
refer to κ as the scale parameter and γ as the shape parameter. The κ parameter controls
the height of the distribution and therefore has a similar effect as an albedo parameter.
The γ parameter controls the concentration of the reflected light direction and therefore
controls the specularity of the reflectance. The hemi-EPD can model perfect Lambertian
surfaces when γ = 0 or a perfect mirror as γ →∞.
Real materials often exhibit a mixture of different reflectance behavior. For this reason,
a linear combination of BRDF models are typically used in practice to represent real-world
surfaces (e.g., Lambertian and Torrance-Sparrow). We can use this same concept to take a
linear combination of hemi-EPDs to represent the BRDF,
%(θd, θh) =
∑
r
exp
[
κr(θd) cos
γr(θd) θh
]
− 1, (4.5)
where κr is the shape parameter of the r-th lobe and similarly for γ. Here we drop the
normalization constant C because real-world BRDFs do not typically integrate to one due
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Figure 4.2: Synthetic spheres rendering using the DSBRDF model with parameters fit
from three MERL BRDFs (nickel, specular-blue-phenolic, and orange-paint) [32]. The
left column shows the spheres rendering using the measured BRDF data. The next five
columns show the spheres rendered using the DSBRDF model with 1 to 5 lobes from
left to right, respectively.
to absorption of the incident light. Note that we have now made the parameters κ and
γ a function of θd, the angle between the incident direction and the half vector. This
substantially increases the expressibility of the model.
A BRDF represented with the DSBRDF model can now be thought of as a set of (κ, γ)-
curves, one for each lobe. The (κ, γ)-curves control the behavior of the reflectance function
across different θd slices of the BRDF. We choose to model these (κ, γ)-curves with quadratic
B-splines with nine knots based on an exploratory analysis of various functional bases with
leave-one-out cross validation,
κr(θd) = exp
[∑
i
ακ,r,iBi,2(θd)
]
, (4.6)
γr(θd) = exp
[∑
i
αγ,r,iBi,2(θd)
]
, (4.7)
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Figure 4.3: Synthetic spheres rendered with four MERL BRDFs [32], the 3-lobe
DSBRDF model, and the first to third individual lobes of the DSBRDF model. The
left column shows renderings of four MERL BRDFs, the second column shows the 3-
lobe DSBRDF model fit to the MERL BRDF data, the third, fourth, and fifth column
show the first, second, and third DSBRDF lobe, respectively.
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for the knot vector (0, 0, 0, pi8 ,
pi
4 ,
3pi
8 ,
pi
2 ,
pi
2 ,
pi
2 ), where Bi,2 is a quadratic B-spline basis func-
tion. Importantly, we model the (κ, γ)-curves in log-space to ensure that κ and γ can never
be negative.
4.3 Modeling Color
We represent the BRDF color by introducing a chromaticity vector for each lobe. The
chromaticity, c, modulates the color of each lobe,
%λ(θd, θh) =
∑
r
cr,λ
(
exp
[
κr(θd) cos
γr(θd) θh
]
− 1
)
, (4.8)
where λ is the color channel, and with the constraint that
∑
λ cr,λ = 1, which ensures that
the chromaticity vector does not influence the overall luminance of the lobe. This explicit
modeling of color is key to more tightly modeling real-world reflectance.
4.4 Characterizing the Variation of Real-World BRDFs
Because (κ, γ)-curves give a complete description of the BRDF, we can fit them to a set
of measured reflectance data (such as the MERL BRDF database [32]). Capturing the
variation of these curves is the key to achieving a compact but expressive model.
We fit the DSBRDF model by numerically optimizing the B-spline parameters to the
(κ, γ) curves. To do this, we optimize the following objective function:
∑
θh,θd,φd
(
log fr(θh, θd, φd)− log %(θh, θd)
)2
, (4.9)
where fr(θh, θd, φd) is the measured BRDF data and %(θh, θd) is the DSBRDF model. We
found it necessary to optimize the logarithm of the BRDF values for several reasons. For
one, it helps account for the large disparity in scale between specular peaks and diffuse areas
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of the BRDF. Second, it makes the objective invariant to the overall scale of the BRDF
(i.e., dark BRDFs will not be penalized in the objective function differently than bright
BRDFs).
Once we fit the DSBRDF model to measured data, we can establish correspondences
among the K individual lobes across different θd by simply sorting the lobes based on the
shape parameter γ. This will separate the lobes into different classes of lobes, from most
specular to least specular. Later, we will analyze how each reflectance lobe class varies in
the real world.
Figure 4.2 shows the DSBRDF model fit to three MERL BRDFs when the number
of lobes used varies from one to five. As shown, most of the main characteristics are
captured in the first lobe of the BRDF. However, capturing more subtle detail of the BRDF
requires sometimes up to three or more lobes. This is most noticeable in the middle row
of the figure (specular-blue-phenolic) where even two lobes is not sufficient for capturing
the subtle behavior of the reflectance function especially at grazing angles (notice how the
two-lobe approximation is too dark along the edges). We empirically found that using three
lobes gave a good compromise between accuracy of fit and the size of the parameterization.
Compared to MERL BRDFs, which are modeled with 3× 90× 90× 180 samples, modeling
the DSBRDF with (κ, γ)-curves requires only 12K parameters. In the rest of the work, we
will fix the model to have three lobes.
Figure 4.3 shows the individual lobe behavior for the DSBRDF model. From the figure
we can see that each lobe captures a different aspect of the reflectance function: the last
lobe typically captures diffuse behavior, whereas the first and second lobes capture very
specular and glossy characteristics. For very glossy BRDFs, however, even the last lobe is
dedicated to modeling specular reflection.
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The DSBRDF model can represent a continuum of real-world isotropic BRDFs with the
same low-dimensional parametric form. This enables an analysis of the space of isotropic
BRDFs, represented with measured data of 100 real-world BRDFs. This ability is vital to
study the space and characterize it for further use in various inverse or forward problems—
for instance, to extract statistical priors to constrain ill-posed inverse problems.
We analyze the variability of the (κ, γ) curves by performing multivariate functional
principal component analysis (FPCA) [43] on all lobes of the 100 real-world BRDFs. To
properly account for the scale disparity between κ and γ, we modify the inner product used
to perform FPCA between (κ, γ) curves by weighting the κ and γ portions of the product
by the reciprocal of their mean curve squared,
〈ξ1, ξ2〉 =
∑
r
1
||µκr ||2
∫
ξκr1 (θd)ξ
κr
2 (θd)dθd +
1
||µγr ||2
∫
ξγr1 (θd)ξ
γr
2 (θd)dθd, (4.10)
where ξ = [ξκr , ξγr |r ∈ {1 . . .K}] are the (κ, γ)-curves. The principal functions (eigen-
functions) not only capture the major variations of κ and γ separately across θd, but also
capture how κ and γ vary together.
Note that the mean function and each basis function are 36-dimensional vectors that
contain the B-spline values for all reflectance lobes and κ and γ. If we denote the op-
eration of extracting the B-spline coefficients for reflectance lobe r, and function κ with
b(θd;κ, r) (similarly for γ), we can express the DSBRDF parameters κ and γ as a log-linear
combination of these functions:
κr(θd) = exp
[
bµ(θd;κ, r) +
∑
i
ψibi(θd;κ, r)
]
, (4.11)
γr(θd) = exp
[
bµ(θd; γ, r) +
∑
i
ψibi(θd; γ, r)
]
, (4.12)
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where bµ is the mean function, bi are the learned basis functions, and ψi are the DSBRDF
coefficients. Each coefficient ψi for the i-th basis function is a scalar that controls the
influence of the m-th eigenfunction to the DSBRDF parameters across all reflectance lobes.
Because of the nature of PCA, these principal basis functions are ordered by importance
(the functional variance of the data) and we may use far fewer basis function than the full
set and still retain accuracy. By using a subset of the basis functions, we can trade off
accuracy and compactness. We found that as few as 7 bases are sufficient for accurately
representing real-world BRDFs.
Figure 4.4 shows a comparison of the modeling error of BRDFs fit to measured data
from the MERL database [32]. We compare the DSBRDF model to the bivariate model
proposed by Romeiro and Zickler [44] and a simple Lambertian plus Cook-Torrance BRDF
[9]. In this example, we use 7 reflectance bases for the DSBRDF and 2 parameters per lobe
for chromaticity for a total of 13 free parameters. The bivariate BRDF model is a non-
parametric representation that depends only on θd and θh and is computed by averaging
over φd. This bivariate model represents the best error we can possibly achieve when the
BRDF is only modeled as a function of only θh and θd. We measure accuracy using root-
mean-square error in log-space,
E`-RMS =
√√√√ ∑
θh,θd,φd
(
log f(θh, θd, φd)− log %(θh, θd)
)2
N
, (4.13)
between the measured BRDF f(θh, θd, φd) and the fit BRDF %(θh, θd). As noted by [32],
when comparing two BRDFs it is critical to take the log because the specular peaks of the
BRDFs typically have values orders of magnitude greater than the diffuse portions.
The figure demonstrates the modeling power of the DSBRDF model compared to a sim-
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Figure 4.4: Comparison of the DSBRDF model to the non-parametric bivariate model
[44] and Cook-Torrance [9]. This figure shows the log-space RMSE of fitting Lamber-
tian and 1 lobe of Cook-Torrance (10 free parameters), Lambertian and 3 lobes of
Cook-Torrance (24 free parameters), the DSBRDF using only 7 learned bases (13 free
parameters), the full DSBRDF model (42 free parameters), and the non-parametric bi-
variate BRDF (24,300 parameters). The figure demonstrates that the DSBRDF model
accurately captures real-world reflectance functions with a low-order parameterization.
ple parametric model. The DSBRDF model can model real-world BRDFs more accurately
than Lambertian and several lobes of Torrance-Sparrow with a slightly larger parameteriza-
tion (42 free parameters for the DSBRDF compared to 24 free parameters for Lambertian
plus three lobes of Cook-Torrance). However, when we truncate the set of reflectance bases
and only use the 7 most important bases, we get a model that is still more accurate than
Lambertian plus three lobes of Cook-Torrance but with a more compact parameterization
(only 13 free parameters). This shows that we have achieved a very expressive but also
compact model, which will be important when we want to perform inference.
4.4.1 A Prior on the Reflectance Bases
With the entire model specified, we can develop specialized priors that will enable tractable
inference. We first place a prior on the variation of the (κ, γ)-curves.
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A straightforward way to constrain the variation is to exploit the fact that principal com-
ponent analysis naturally assumes the projection of the data onto each principal component
is characterized by a Gaussian distribution,
p(Ψ) ∼ N (0,Σ), (4.14)
where Σ is the covariance matrix derived from the PCA. This provides a fairly good fit to
the data.
We can exploit our model better, however, by examining how the reflectance bases
characterize the space of BRDFs in the MERL database. Figure 4.5 shows a visualization
of the prior overlaid onto the DSBRDF space. The DSBRDF space is visualized by plotting
the projections of each BRDF onto the first two basis functions b0(θd), b1(θd). We note
that the projections give a natural clustering of the BRDFs, with pure diffuse lobes spread
over the right side of the graph, metallic-looking materials tightly clustered towards the
center, and plastic-looking materials toward the left. This tells us that the DSBRDF model
is naturally separating different types of materials through the reflectance bases. It then
makes sense to model this using a Gaussian mixture model,
p(Ψ) =
∑
i
piiN(Ψ|µi,Σi), (4.15)
to provide a stronger prior and to capture this variation of different types of materials. We
overlay the ellipses of the Gaussian mixture in Figure 4.5 to demonstrate how it models the
space of BRDFs.
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Figure 4.5: Reflectance prior overlaid onto a 2D slice of the DSBRDF space. The
BRDFs of the MERL database are visualized by the first two eigenfunction coefficients
in the DSBRDF model. The ellipses of the Gaussian mixture are shown. We can see
that the mixture of Gaussians is a good model for this distribution.
4.4.2 A Prior on Lobe Chromaticity
We can also place a novel prior on the chromaticity vectors. The most important variation
we should capture is the variation in color among the lobes—that is, the joint variation
of lobe chromaticity. We observe that the chromaticity vectors in a BRDF will often have
similar hue but will not necessarily have similar saturation. We use this observation to
construct a simple prior distribution that quantifies the relationship of lobe chromaticity.
This is difficult to do, however, as there is no obvious reparameterization of chromaticity
into “hue” and “saturation”. We must therefore derive a hue representation.
Hue is typically encoded as a rotation around the center of a color triangle. Chromaticity
is represented with Barycentric coordinates so it would be unnatural to try to compute this
rotation as if it were a Euclidean space. Instead, we will use a function that gives a vector
that is invariant to saturation. First, consider the function,
gi(x, α) =
xαi∑
i′ x
α
i′
, (4.16)
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where x is a Barycentric coordinate. As α grows, the point x will move from the center of
the color triangle toward the nearest corner. The derivative of g with respect to α at α = 0,
g′(x, 0) ∝ L log x, (4.17)
where
L =

2 −1 −1
−1 2 −1
−1 −1 2
 , (4.18)
will give a vector whose direction can be interpreted as “hue” and whose magnitude can be
interpreted as “saturation”. Normalizing it will then give us “hue”:
h(x) =
L log x
‖L log x‖ . (4.19)
Given that the hue vector lies on the unit circle, it is a natural choice to place a von Mises
distribution [15] on it. In order to address the relationship of lobe chromaticity vectors in
a BRDF, we will construct a prior distribution for pairs of lobe chromaticity vectors. The
prior distribution for the chromaticity of lobe r given the chromaticity of lobe r′ is,
p
(
h(cr) | h(cr′)
) ∝ exp [κhhT(cr′)h(cr)], (4.20)
where κh is the concentration parameter. Assuming there are three conditionally indepen-
dent lobes and assuming a uniform marginal distribution, we can write the joint distribution
for c,
p(c) = p
(
h(c2) | h(c1)
)
p
(
h(c3) | h(c1)
)
. (4.21)
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Figure 4.6: Empirical support for the novel BRDF chromaticity prior. The left two
rows show the lobe chromaticity values fit to four example BRDFs from the MERL
database. Solid dots represent the chromaticity values. The dashed line is Eq. 4.16 as
α is varied. The right plot shows the distribution of the angles between chromaticity
hue vectors for each unique pair of lobes among all MERL BRDFs. We then fit a von
Mises distribution to this (cyan curve). The strong correlation of lobe chromaticity hue
vectors shows that the novel BRDF chromaticity prior effectively constrains the BRDF
color to reflect that of real-world BRDFs.
Intuitively, this prior encourages lobes to have similar hues regardless of saturation.
Figure 4.6 visualizes the distribution of chromaticities among the lobes in several BRDFs
and gives empirical evidence for our prior. For these example BRDFs, we also illustrate the
path of the Eq. 4.16 as α is varied from zero to infinity. Any two lobes having the same
dashed path will have the same chromaticity hue vector. Also shown is the distribution
of the angles between chromaticity hue vectors for each unique pair of lobes for all MERL
BRDFs. This data is used to fit the parameter κh for the von Mises prior distribution.
We can see that the distribution is peaked where the hue vectors are pointing in the same
direction, indicating a strong correlation of hue among lobes.
4.5 Conclusion
In this chapter, we introduced the Directional Statistics Bidirectional Reflectance Distribu-
tion Function (DSBRDF). We gave a mathematical description of the model and showed
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that it is capable of accurately representing a diverse set of real-world BRDFs. We also
introduced novel reflectance priors that will help us to infer the reflectance parameters from
images. In the following chapters, we will leverage the DSBRDF to infer complex reflectance
functions from synthetic and real-world images.
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Chapter 5: Reflectance Estimation under Point Light Illumination
In this chapter, we investigate inference under a simple point light illumination model.
Although inference under a single point light is an unrealistic assumption, it will allow us
to understand how well the model is able to extrapolate unseen slices of the reflectance
function. This is because an object imaged under a single point light will only express a
small portion of its reflectance function (i.e., θd is fixed). Any inference procedure that
attempts to recover a full BRDF from an object illuminated by a single point light must
therefore make assumptions about the other parts of the reflectance function that are not
observed. In this section, we show that our model is making intelligent assumptions about
the behavior of unseen BRDF slices.
5.1 Inferring Reflectance
We may now formulate single material estimation under a single point light as estimating
the DSBRDF parameters R = {Ψ, c} from the image. Note that, for single material
estimation, the entire object surface shares a single set of parameters R. We achieve
this with a Bayesian formulation that lets us fully leverage the distribution of real-world
materials derived in Chapter 4. Given an image I = {Ip = (IRp , IGp , IBp ) |p = (x, y)}, our
goal is to find the maximum a posteriori estimate of the DSBRDF parameters R and the
point source L = (Lx, Ly, Lz) including its direction and intensity
p(R,L|I) ∝
∏
p
p(Ip|R,L)p(R)p(L),
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where p(R) = p(Ψ)p(c). We assume a uniform distribution for the normalization p(I) and
also for the prior probability of the light source direction p(L).
We write the likelihood distribution using a Laplacian distribution on the logarithm of
the irradiance values,
p(I|R,L) ∝
∏
p,λ
exp
[
− βI
∣∣ log Ip,λ − log Iˆλ(p; R,L)∣∣], (5.1)
where Iˆλ(p; R,L) is the mean of the distribution and represents a function that computes
the irradiance at pixel p and color channel λ given parameters for reflectance R = {Ψ, c}
and illumination L and βI is a parameter controlling the scale of the distribution. For point
light illumination, we can write the predicted irradiance,
Iˆλ(p; R,L) = %λ
(
θd(Np,L), θh(Np,L); R
)
|L| cos θi(Np,L), (5.2)
where the polar angles θh and θd and the incident angle θi are computed using the known
surface normal at pixel Np and the light source direction
L
‖L‖ . Here the illumination is
assumed to be white.
We use a Laplacian distribution to model the image formation process because it allows
for robust estimation [52]. It’s important to place the distribution on the logarithm of the
radiance so that the likelihood is invariant to the scale of the input image pixel intensities
which can be arbitrary due to the camera response function.
With the complete posterior distribution specified, we can now perform inference by
computing a maximum a posteriori estimate. In practice, we will minimize the negative
log of the posterior with an alternating minimization approach. After initialization, we
fix the reflectance and chromaticity estimates and estimate the illumination. Then, we
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fix the illumination estimate and estimate the reflectance and chromaticity. We alternate
estimating reflectance and illumination in this fashion until convergence (determined by the
difference in the negative log posterior between successive iterations), which typically takes
5 to 10 alternations. Although our priors help to keep the optimization on the right track,
there are cases where the optimization gets stuck in a local minimum.
We use a simple procedure for estimating the point light parameters. We model the light
as a point on a sphere with a non-negative intensity value. During the inference algorithm,
when the reflectance estimate is fixed, we simply use Powell’s method [41] to update the
lighting parameters.
We initialize our algorithm with a very straightforward approach. The reflectance coef-
ficients Ψ are initialized to all zeros. This can be interpreted as the “mean BRDF” because
of the data-driven bases derived from the MERL database. The chromaticity c is initialized
to 1/3 for each color. The light direction is initialized to be the same direction as the viewer.
5.2 Experimental Results
To perform this evaluation, we set up 500 single point light experiments. For each of the 100
BRDFs in the MERL database [32], we render a sphere with that BRDF under five point
light directions: 0, 30, 60, 90, and 120 degrees from the viewer. We then run our inference
algorithm for each rendered sphere and quantitatively evaluate the estimated BRDF. Note
that we exclude the BRDF being estimated in the data-driven basis and prior computations.
To evaluate BRDF estimates, we again use the log-space RMSE (Eq. 4.13). As previ-
ously discussed, there is an ambiguity in scale between the light and reflectance function
that cannot be known without additional information. Therefore, there is an unknown
scale factor between the recovered BRDF and the ground-truth BRDF. Because we know
the ground-truth lighting intensity, we can simply invert the estimated lighting intensity to
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Figure 5.1: Quantitative evaluation of single point light experiments and select results.
Subfigure 5.1a shows the log-space RMSE (Eq. 4.13) of recovered BRDFs from 500
single point light experiments. Each BRDF from the MERL database was illuminated
by a point light at 0, 30, 60, 90, and 120 degrees from the viewing direction. Subfigure
5.1b highlights several example results to illustrate how certain log-space RMSE values
correspond to perceptual accuracy. The BRDFs on the right are visualized by rendering
a sphere under several point light directions.
arrive at the correct scale factor.
Figure 5.1 shows quantitative results for all 500 experiments. To give these quantitative
results meaning, we compare several BRDFs to ground truth as a cascaded rendering of
spheres from different point light directions. This helps visualize how log-space RMSE
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Figure 5.2: Quantitative evaluation of point light direction estimation. This figure
shows the distribution of point light direction error in degrees. As shown, all estimates
are within a single degree of the ground-truth lighting direction.
values correspond to perceptual BRDF accuracy. From the plot we can see that specular
BRDFs are more difficult to estimate. This is likely because the specular BRDFs have a
greater degree of variation, especially as θd varies.
Figure 5.2 shows a quantitative evaluation of the point light estimates. As the figure
shows, all estimates of the illumination direction are within one degree of the ground truth
lighting.
5.3 Conclusion
The extensive synthetic results give us convincing evidence that our reflectance inference
framework is performing well in this restricted case. The Bayesian framework is capable of
recovering a large variety of reflectance functions and light source positions from a single
image. This ability is necessary for recovering reflectance in the real world. Next, we
broaden the applicability of this framework by considering scenes with multiple unique
reflectance functions.
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Chapter 6: Single Image Multimaterial Estimation
Identifying materials from their images is a long quested ability of computer vision systems
to better interact with the real world. Estimating the radiometric properties of materials
from their images (i.e., recovering the reflectance of object surfaces) is a fundamental step
towards achieving this goal. If successful, the estimated reflectance can give robust cues
to other descriptive attributes, such as its tactile and geometric properties (e.g., surface
roughness and rigidity), and also greatly narrow down the search space for recognizing
materials from their raw image cues.
In this chapter, we will focus on the challenging but practical task of estimating the
reflectance of object surfaces made of multiple materials from as few as a single image.
We assume that the reflectance of the surface can be approximated well with pointwise
reflectance, namely the Bidirectional Reflectance Distribution Function (BRDF), and its
geometry can be estimated beforehand, in our case with a laser-stripe range sensor. We
also assume that the illumination consists of an unknown single directional light source.
Multimaterial estimation under these assumptions is still a very challenging task mainly
for two reasons: material assignment and limited angular samples. Consider estimating the
reflectance of an object surface that occupies N pixels in its image. All N combinations
between the two extrema, the surface consisting of a single material and the image providing
N angular samples of its reflectance on one hand and the surface consisting of N materials
and the image providing on average only one angular sample of each material’s reflectance on
another hand, are plausible solutions. The main challenge, however, lies in the assignment
of the pixels to distinct materials as each k-th combination can have kN valid solutions each
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of which corresponds to a different spatial segmentation of the object surface with up to k
materials.
Most important, as the number of materials increases, the angular sampling of each
material’s reflectance decreases. The fact we have only a single point source compounds
this problem as each angular sample would only capture a single combination of incident
and exiting directions. As such, even if we could manually give a fairly reliable estimate of
the number of materials (e.g., with the aid of color segmentation) segmenting the surface
into individual materials while estimating the reflectance of each material poses significant
challenges that require the interpretation of sparse and under-sampled angular observations
of each reflectance. Surface normals of real object surfaces rarely cover the full frontal half
of a sphere as often assumed in other works, which further exacerbates this problem.
We address these challenges by leveraging the DSBRDF and constructing a novel proba-
bilistic formulation of multimaterial estimation that fully leverages those reflectance priors.
We derive a layered Markov random field formulation of multimaterial estimation, in-
spired by the work of Sun et al. [48], to fully leverage these reflectance priors. Each material
is represented with an MRF in this formulation. The spatial extent of each material is mod-
eled with a continuous latent layer that encodes soft assignments of pixels to that material.
The reflectance of each material is then modeled using a set of DSBRDF parameter values.
This formulation nicely captures the spatial segmentation of the multiple materials while
allowing us to place constraints on the solution. We jointly estimate the material segmen-
tation and each material reflectance, together with the strength and direction of a single
point source.
We experimentally evaluate the effectiveness of the method on a number of synthetic
and real object surfaces that consists of different numbers of materials. The results clearly
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demonstrate that the method can achieve accurate segmentation and recovery of the re-
flectance. They also show that the method can handle real-world materials that exhibit
reflectance that cannot be modeled with conventional parametric models. We believe the
method yields an important step towards realizing radiometric material estimation in gen-
eral images.
6.1 A Layered MRF Formulation
We solve single image multimaterial estimation by fully leveraging additional characteristics
of real-world surfaces. We observe that adjacent pixels tend to belong to different materials
when their intensities differ greatly. Although adjacent pixels in an image will hardly ever
be the exact same color, they will usually differ smoothly due to lighting if they belong to
the same material.
We derive a probabilistic formulation to exploit this observation together with the re-
flectance model and priors. The formulation, inspired by the work of Sun et al. [48], uses
a layered graphical model where each k-th layer is responsible for both the spatial extent
and surface geometry of the k-th material out of K distinct materials. Each layer models
the spatial extent and surface geometry with a Markov random field (MRF), mk respec-
tively. The MRF mk specifies the spatial region of the k-th material with continuous latent
variables at each pixel p. We denote the collection of this MRF for all K materials with m.
We say that a pixel p belongs to the k-th material if and only if mk,p(∈ mk) is the
maximum value among all other layer values {mk,p | k = 1, . . . ,K}. For this, we define
an indicator random field s that, for each pixel p, encodes the material of the surface in a
1-of-K coding
sk,p = 1{mk,p = max
k′
mk′,p}, (6.1)
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where 1 is an indicator function returning one when the expression inside the braces are
true, zero otherwise.
The assumptions that the illumination will cause a material to vary smoothly across
an image, whereas changes in material are more likely to happen between pixels with large
intensity differences, can be modeled with a spatial prior on each material MRF
p(m) =
∏
k
∏
p
∏
p′∈N(p)
exp
[
− w(p,p′)(mk,p −mk,p′)2
]
, (6.2)
where N(p) denotes the 4-neighbors of pixel p and the weights reflect the intensity differ-
ences
w(p,p′) = max
{
exp
[
− 1
2σ2c
||Ip − Ip′ ||2
]
, δ
}
, (6.3)
where the difference is the l2 norm of RGB vectors and the parameters σc and δ control the
sharpness and penalty of material boundary edges.
We again write the likelihood distribution using a Laplacian distribution,
p(I|R,m,L,N) = (6.4)∏
k
∏
p,λ
exp
[
− sk,p
∣∣∣Ip − Iˆλ(p; Rk,L,N)∣∣∣],
where R = {Ψ, c} are the set of the DSBRDF parameters and Iˆ is a function that computes
the irradiance at pixel p (Eq. 5.1).
6.2 Inferring Material Reflectance and Region
We estimate the reflectance of each surface point from a single image by computing the
maximum a posteriori estimates of the reflectance R = {Rk|k = 1 . . .K} and the spatial
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extent m = {mk|k = 1 . . .K} of each of the k-th material,
p(R,m,L | I) ∝
p(I|R,m,L,N)p(m)p(L)
∏
k
p(Rk), (6.5)
where p(Rk) = p(Ψk)p(ck). We assume a uniform distribution for the light source prior
p(L). In practice, we compute the MAP estimate via energy minimization which corre-
sponds to minimizing the negative log posterior while weighting the prior terms.
We alternate between estimating the light source L, the reflectance parameters R, and
the material extents m. We employ the same method described in Chapter 5 to estimate
the light source. In the material estimation step, we compute the reflectance parameters for
each material Rk given the current material segmentation m to compute the unary prior
p(Rk). For each k-th material, this is equivalent to the single material estimation discussed
in Chapter 5. The error term in an energy potential form corresponding to the unary prior
p(Rk) is also weighted proportionally to the number of pixels assigned to material k,
E(Rk) =
∑
k
∑
p
−sk,p log p(Rk) (6.6)
to avoid penalizing small material regions more heavily. Once we compute the reflectance
for each material, given the material segmentation from the last iteration, we can estimate
the spatial extent mk of each material by minimizing the negative log posterior using the
L-BFGS algorithm [6].
We compute an initial estimate of the light source direction by thresholding the image
to roughly obtain the specular highlights and then by averaging all the reflected directions
of the viewing direction mapped on the geodesic dome using the known surface normals of
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these highlight pixels. Although this only gives a rough estimate as highlights can never
be exactly localized with simple thresholding, we found it to be good enough to start the
estimation.
We obtain an initial estimate of the material segmentation m through k-means clustering
on the chromaticity of the single input image. The clustering gives us a set of centroids
{hk | k = 1, . . . ,K}, where each centroid hk is a three-dimensional chromaticity vector
I˜ = 1
IR+IG+IB
(IR, IG, IB). We set the initial estimates m(0) to be inversely proportional to
the distance of each pixel in the chromaticity image to the centroids
m
(0)
k,p = exp
[
− (I˜p − hk)2
]
. (6.7)
Finally, we approximate the max operator to compute the segmentation map s from the
material MRFs m = {mk | k = 1, . . . ,K} with a differentiable function so that the gradient
can be computed when optimizing for R and m
sk,p ≈ exp γmk,p∑
k′ exp γmk′,p
.
In this approximation, γ controls its accuracy: the approximation becomes exact as γ →∞.
We, however, keep γ to a moderately large number to avoid arithmetic overflow. It is worth
pointing out that
∑
k sk,p = 1, indicating that our selection of γ will never over- or under-
penalize the pixel p. A consequence of this is that we may set γ low to allow materials to
blend together, which is useful for objects that do not have sharp material boundaries.
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Figure 6.1: Multimaterial estimation results for three real scenes. Each row, from
left to right, shows the input image, a synthesized image of the scene using estimated
reflectance and light source, the material segmentation result, a relit image of the
object, and a ground truth image of the relighting result for each scene. The results
demonstrate that the method successfully recovers the reflectance for complex scenes,
for instance the gold paint on the mask, except when interreflections and shadowing
are prevalent in the scene.
6.3 Experimental Results
Figure 6.1 shows the results of multimaterial estimation for several real-world scenes. The
results show that the method successfully segments the object surface into distinct materials
and accurately estimates the reflectance at each surface point. The painted mask object
has a very smoothly varying surface; because of this, normal refinement was not necessary.
The cup scene, on the other hand, features particularly sharp specular highlights.
Some of these materials have reflectance that cannot be captured with conventional
diffuse plus specular reflectance models. For instance, the gold paint on the forehead of
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Figure 6.2: The reflectance and spatial extents of the five materials in the mask scene.
Each column represents a different material; the top row shows the geometry of the mask
rendered with that material and the bottom row shows the material assignment mk,p.
the mask does not have any diffuse component and its color is actually in its specular
reflection. The method successfully recovers the reflectance of such challenging real-world
materials from the limited information that can be extracted from a single image, which
truly demonstrates the power of the reflectance priors and the probabilistic formulation.
For the scenes in figure 6.1 the estimated light source direction was within 13.5 degrees of
the ground truth direction. We believe these errors were mainly caused by the imperfect
surface normal measurements.
Figure 6.2 gives some insight to how the method operates by showing the geometry
of the mask rendered with each material, and the values of material assignment mk,p.
The method attempts to minimize the difference between adjacent values of mk,p while
simultaneously minimizing the difference between the predicted and the observed data. It
allows material regions to be discontinuous (jump in the values of mk,p) when the difference
between adjacent pixel intensities are high, and this effect is visible in the figure.
In this chapter, our method does not model global illumination effects like interreflection
Chapter 6: Single Image Multimaterial Estimation
53
and cast shadows which can contribute greatly to the scene irradiance of more complex
objects. This effect is noticeable in the cups scene: the center cup is reflected in the green
cup and a heavy shadow cast on the red cup causes that area to be erroneously assigned
to a dark material. In Chapter 8, we explore methods to predict these global effects by
modeling the complete geometry of the scene rather than just the surface normals.
We note some limitations of our method as well. Our formulation assumes that a scene
is made up of only a handful of materials. As a result, the method is not suited to scenes
that feature smoothly varying BRDFs along the scene surface. As we mentioned, it is
also unable to handle scenes with significant global illumination effects. Finally, a scene
including materials with a limited number of angular samples (e.g., a scene composed of a
set of planes) can cause the method to fail to accurately capture the BRDFs. Using multiple
input images can alleviate this problem.
6.4 Conclusion
In this chapter we developed a spatial segmentation model to enable the inference of re-
flectance in scenes with multiple unique materials. We developed this model by creating a
set of latent material layers that combine to form the indicator segmentation. This allowed
us to easily place strong spatial priors on the latent layers that encourages large contiguous
material regions. We demonstrated our method on a novel set of real scenes and showed
that we can accurately decompose the reflectance functions of a scene.
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Chapter 7: Reflectance and Natural Illumination from a Single Image
An image is a function of several scene components: object geometry, object reflectance, and
scene illumination. So far, we have investigated the recovery of reflectance functions from
scenes under simple, controlled illumination with known geometry. In general, however,
scene illumination is more complex than a single infinitely-distant point light. In fact, real
scenes are illuminated from every possible incident direction. Knowing this illumination
environment could tell us about the scene itself—for example, it could be used to infer
whether a scene is indoors or outdoors. Acquiring the reflectance of an object and the
illumination environment would also enable the prediction of object appearance in a novel
scene, helping support appearance-based object tracking and recognition. The most critical
factor in solving this problem successfully is that we must design an approach with real-
world complexity in mind.
In this chapter, we investigate the problem of estimating object reflectance and scene
illumination from a single image given the geometry of that object. We would like to solve
this problem for images taken in the wild—images of real-world objects taken under natural,
complex illumination. To do this, we make as few limiting assumptions about reflectance
and illumination as possible: we don’t assume that reflectance can be accurately represented
by simple models like Lambert’s law [27] or Torrance-Sparrow [50] and we don’t assume that
illumination can be modeled by a small set of point lights or a small set of generic linear
bases. Rather, we will leverage highly expressive reflectance and illumination models that do
not constrain us to simple synthetic scenes. This added flexibility significantly complicates
the problem by introducing many additional variables. To address this difficulty, we must
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analyze the natural variation of real-world reflectance and the effect of reflectance on the
illumination environment.
Each reflectance and illumination separately contribute to the difficulty of the joint in-
ference problem. Fitting a reflectance function from a single image is difficult even when
the illumination is known because a single image only reveals a small fraction of the full re-
flectance function [7]. An inference approach must therefore be able to sensibly extrapolate
this unseen information. The addition of unknown natural illumination further complicates
the problem because of the sheer number of variables introduced. Many approaches assume
that natural illumination can be modeled with a low-order parametric model like spherical
harmonics or a small number of point light sources. These models fail to accurately predict
scene irradiance when the reflectance model is not Lambertian. A full-color non-parametric
illumination model representing the sphere of incident illumination is necessary to model
real-world scenes.
Reflectance and illumination themselves are not the only problem—their interaction
compounds the difficulty. Several ambiguities exist between reflectance and illumination
caused by the image formation process that thwart inference algorithms. One is a bilinear
ambiguity between the magnitude of the reflectance and the illumination. The consequence
of the ambiguity is that multiplying the reflectance by a scale factor and dividing the illu-
mination by that same scale factor will produce the same image as the unscaled reflectance
and illumination. The problem is compounded by the fact that the bilinear ambiguity ex-
ists among each color channel independently and therefore gives rise to the color constancy
problem. If we observe an object in an image, we cannot be sure whether the color of that
object is due to the reflectance function, the incident illumination, or some combination
of both. An ambiguity also exists between the specularity of the reflectance function and
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the sharpness of the illumination map, as first noted by Ramamoorthi and Hanrahan [42].
This means that if we increase the specularity of the reflectance function and blur the il-
lumination environment, we would produce the same image as the original reflectance and
illumination. Consequently, a trivial solution to the reflectance and illumination inference
problem is a perfect mirror reflectance function. Careful use of prior knowledge is required
to resolve these ambiguities.
We utilize the DSBRDF model and priors described in Chapter 4. We model the illumi-
nation environment with a non-parametric representation of the incident illumination field.
A non-parametric model allows for a great deal of expressibility that must be constrained
in order to reduce the solution space. We use several priors to do this. First, we develop an
entropy prior that models the entropy loss of the illumination due to its interaction with
the object reflectance. We also utilize a natural image statistic prior that encourages a
plausible natural illumination environment to be recovered.
We thoroughly evaluate the effectiveness of our Bayesian joint estimation with synthetic
and real images. First, we demonstrate the ability of our model to successfully infer re-
flectance and illumination in a number of synthetic scenes. We quantitatively evaluate
results on synthetic scenes by computing the log-space root-mean-square error between the
ground truth and inferred reflectance and illumination. We qualitatively discuss results on
real scenes and compare inferred illumination to the ground truth. In the end, we show
that the key features of the model greatly ease this difficult inference problem.
7.1 Modeling Natural Illumination
Handling natural illumination is essential to enable radiometric scene property inference
from real-world images. Real-world scenes cannot be adequately represented by simple
models like a small set of point lights or spherical harmonics. We must consider that a
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scene is illuminated by every visible direction in full color. Although this ostensibly burdens
the inference problem, there is a great deal of latent structure in the natural illumination
environment that we can exploit.
7.1.1 A Non-parametric Illumination Model
In the past there have been numerous approaches for modeling natural illumination environ-
ments. Barron and Malik use spherical harmonics as a linear basis [2]. Romeiro and Zickler
model natural illumination as a linear combination of data-derived basis functions [45].
Rather than attempt to reduce the variability of the representation, we use a very expres-
sive representation but control variability with carefully constructed priors. The priors will
help overcome the ambiguities of the problem and encourage the recovery of accurate illumi-
nation maps. We represent natural illumination non-parametrically as a dense grid on the
sphere which we call the illumination map L =
{
Lθ,φ,λ|θ ∈ [0, pi2 ], φ ∈ [0, 2pi], λ ∈ {R,G,B}
}
for incident angle {θ, φ} and color channel λ. We can think of this representation as a wide-
angle image of the surrounding environment. Because of the great expressiveness afforded
by this model, we must apply intelligent priors to constrain the solution space and recover
sensible estimates.
7.1.2 Illumination Priors
We know that the natural illumination environment can be interpreted as a wide-angle
image of the scene surrounding the object. It follows, then, that we can place natural
image statistics priors on the illumination environment to properly constrain it. Previous
works on natural image statistics has found that the gradients of natural images form a
distribution with a heavy tail [22]. We can therefore place a heavy-tailed prior distribution
on the gradient magnitudes of the illumination map. We do this with a hyper-Laplacian
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(a) Natural Illumination (b) Gradient Magnitude Histogram
Figure 7.1: Gradient Magnitude Histogram of Natural Illumination. Subfigure 7.1a
shows an example natural illumination map. Subfigure 7.1b shows the gradient mag-
nitude histogram of this natural illumination map with a hyper-Laplacian distribution
overlaid. We can see that the hyper-Laplacian distribution is a good model for the
gradient magnitudes.
distribution,
p1(L) ∝
∏
θ,φ
exp
−b−1
√√√√∑
λ
∂Lθ,φ,λ
∂θ
2
+
∂Lθ,φ,λ
∂φ
2
α , (7.1)
where
∂Lθ,φ,λ
∂θ ,
∂Lθ,φ,θ
∂φ is the partial derivative of the illumination map in the y and x direction,
respectively, b is the scale parameter, and α is the shape parameter. Here we set α = 0.8.
Note this formulation of the image gradient magnitude takes the color of the gradient into
account.
Figure 7.1 shows an example real-world natural illumination environment and its corre-
sponding gradient magnitude histogram. We have fit a hyper-Laplacian distribution to this
histogram to verify that it is indeed a good fit to the data.
This prior is important for two reasons. First, it helps promote a gradient distribution
in the recovered illumination map that a natural image would have. It will also help
conquer the ambiguity between the specularity of the reflectance and sharpness of the
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illumination map by deterring the optimization from choosing the trivial solution—a mirror-
like reflectance function and a blurred illumination map. If the current estimate is the trivial
solution, the soft gradients of the illumination map will cause the image-gradient prior to
have very low probability.
7.1.3 The Entropy Increase by Reflection
Our goal is to properly constrain the space of possible illumination estimates that is made
ambiguous during image formation. Recall that part of the reason why this ambiguity exists
is that the material reflectance acts on the illumination as a bandpass filter. We empirically
show that, due to the band-limited reflectance of incident irradiance, the entropy of the
distribution of reflected radiance becomes higher than when there was no bandpass filtering
(i.e., the reflectance has all frequencies–perfect mirror reflection).
Entropy has been studied in many areas of computer vision as a useful information
theoretic metric to constrain estimation. Alldrin et al. [1] use the entropy of the distribution
of albedo values of a textured surface to resolve the generalized bas-relief ambiguity in
photometric stereo. They assume that the true distribution of albedo values is sparsely
peaked and use entropy to guide the estimation to find the albedo values that conform to
this property. Finlayson et al. [14] propose an approach to remove shadows by finding a
direction in a 2D chromaticity feature space under which illumination is invariant. The
correct invariant direction minimizes the entropy of the image formed by projecting the
2D feature points along it. As it so happens, entropy can also be used to order the set of
potential illumination maps that we face during joint estimation.
Figure 7.2 demonstrates the effect of the reflectance on the entropy of the reflected
radiance for a variety of materials. As our intuition suggests, the action of the BRDF as a
bandpass filter causes a blurring of the illumination and thus a spreading of the histogram.
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Figure 7.2: The BRDF always causes an increase in entropy of the reflected radiance.
The most specular materials (e.g., nickel) cause the least increase while the most diffuse
(e.g., green-latex) cause the greatest increase. Only a perfect mirror (e.g., chrome), will
not increase entropy.
This, in turn, increases the entropy of the reflected radiance. We’d like to recover the
true illumination environment and to do this we assume that the entropy increase in the
observed image is due entirely to the BRDF. To this end, we constrain the illumination to
have minimum entropy, so that the BRDF will be responsible for causing the increase in
entropy of the outgoing radiance.
It is with this intuition that we formally derive our entropy prior. Entropy is defined as
the expected value of the information context of a random variable. While typically defined
for discrete random variables, we use a continuous definition which will allow us to take
the derivative with respect to the illumination map later. The entropy of an image is an
integral over the distribution of intensity values,
H = −
∫
p(x) log p(x)dx , (7.2)
where in our case p(x) is the histogram of L. To ensure that entropy is differentiable with
respect to the illumination map, we write the histogram using kernel density estimation
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with a Gaussian kernel
p(x) =
1
N
N∑
i=1
1√
2piσ2
exp
[
−(x− Li)
2
2σ2
]
, (7.3)
where N is the number of pixels in the illumination map, Li chooses the i
th point, and σ2 is
the variance of the Gaussian kernel. Using this expression of entropy, we place a exponential
prior on the illumination map with an exponent proportional to the entropy
p2(L) ∝ exp [−H(L)] . (7.4)
Multiplying the two illumination priors together, we obtain the complete illumination
prior,
p(L) ∝ p1(L)p2(L). (7.5)
7.1.4 Resolving the Color Ambiguity
One problem we have not addressed thus far is the color constancy problem between the
reflectance and the illumination. As previously mentioned, if we are given an image of
an object that appears red, we cannot know whether the red appearance is due to the
reflectance or the illumination. This is made even more difficult by the fact that we are
only dealing with a single object: if we observed that all the objects in a scene were red,
we might assume that the redness is due to illumination. To handle the color ambiguity,
we adopt the grey-world hypothesis [5] and assume that the lighting environment is, on
average, uncolored. Consequently, we assume that the dominant coloration of the observed
image is caused by reflectance.
We propose a simple way of exploiting this assumption. When performing joint estima-
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Figure 7.3: Evaluation of synthetic experiments under natural illumination. The
bottom plot shows the log-space RMSE for 100 MERL BRDFs under four natural
illumination environments. Highlighted are eight results from that plot shown at the
top. This plot demonstrates the ability of the model to successfully infer reflectance
and illumination in a variety of illumination environments for many different materials.
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Relationship of natural illumination accuracy versus BRDF specularity
Figure 7.4: Quantitative evaluation of natural illumination estimation versus BRDF
specularity. This figure shows the RMS error of the natural illumination estimates in
blue for 100 MERL BRDFs in four illumination environments. In red is the “spec-
ularity” of the BRDF, as measured by the γ value of the most specular lobe. This
figure illustrates the general trend that high specularity BRDFs enable more accurate
illumination estimation.
tion, we run our estimation algorithm twice: once constraining the illumination map to be
greyscale, and again using the previous result as the initial input. During the first run this
has the effect of forcing the BRDF to explain all the color variation in the input image. The
colored BRDF is then used as an initial estimate for the second run of the algorithm. In all
the lighting environments and materials we tried this approach and it successfully deduced
the material color from the scene color.
7.2 Inferring Reflectance and Natural Illumination
As in Chapter 5, we will minimize the negative log of the posterior with an alternating
minimization approach. After initialization, we fix the reflectance and chromaticity esti-
mates and estimate the illumination. Then, we fix the illumination estimate and estimate
the reflectance and chromaticity. We alternate estimating reflectance and illumination in
this fashion until convergence (determined by the difference in the negative log posterior
between successive iterations).
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Input
GT
(a) Alum-bronze under Eucalyptus Grove
Input
GT
(b) Violet-acrylic under Uffizi Gallery
Figure 7.5: Predicting the appearance of materials with recovered illumination. We
use the recovered illumination map to predict the appearance of materials with lower
frequency reflectance. The top row shows the ground truth and the bottom row shows
the predicted appearances. The input image for each subfigure is the top-left image.
These results demonstrate the ability to accurately predict object appearance with the
recovered illumination map.
7.3 Experimental Results
We thoroughly evaluate the effectiveness of our method with a number of synthetic and
real-world images. First, we explore full reflectance and natural illumination inference
in synthetic scenes. Dealing with synthetic scenes allows us to ignore some confounding
variables and gives us the opportunity to better analyze the results. Finally, we use our
framework to estimate reflectance and natural illumination in the real world.
7.3.1 Synthetic Results
To evaluate our algorithm synthetically, we created 400 experiments using 100 MERL
BRDFs in four different illumination environments. Each material comes from the MERL
BRDF database [32]. Illumination environments are from Paul Debevec’s Light Probe
Gallery [12]. We compare each recovered material and illumination estimate to the ground-
truth values.
Each synthetic experiment uses a single 200 × 200 pixel input image and attempts to
infer a 128 × 64 pixel illumination map. We found that the alternating minimization of
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(a) Alum-bronze under Grace-new
GT
(b) Alum-bronze under Kitchen
GT
(c) Gold-paint under Eucalyptus Grove
GT
(d) Gold-paint under Uffizi Gallery
Figure 7.6: Predicting object appearance from different views. By using the recovered
illumination map and reflectance estimate, we can show the object as it would appear
from different viewing directions. The first row of each subfigure contains ground truth
renderings for various BRDFs, using the measured BRDF values and true environ-
ment maps, and the second row contains the predicted appearance using the recovered
reflectance and illumination from our method.
the negative log posterior typically takes 5 to 10 alternations to converge. In practice, the
optimization concludes in about 15 minutes running on an NVIDIA Tesla K40m.
Like the single point-light experiments in chapter 5, we use log-space RMSE to quantita-
tively evaluate the results. However, determining the scale difference between the recovered
and ground-truth BRDF is not straightforward now that the illumination is no longer a
single point. Therefore, we will use the scale factor that minimizes the log-space RMSE,
Eˆ`-RMS = min
α
√√√√ ∑
θh,θd,φd
(
log f(θh, θd, φd)− logα%(θh, θd)
)2
N
, (7.6)
Figure 7.3 shows the accuracy of the reflectance estimates compared to a baseline method
and compared to the error of fitting the DSBRDF directly to measurements. For the baseline
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Figure 7.7: Relighting comparisons. The first column in each subfigure show a pho-
tograph of an object under several different illumination environments. We recover the
reflectance and illumination of the object and then use the recovered reflectance to
relight the object with each illumination environment which is shown in the subsequent
columns. The visual similarity of the relighting to the ground truth demonstrates the
accuracy of our reflectance estimates.
method we simply run our method without priors. We can see visually that the specularity
and color of the recovered BRDF is often very close to ground truth. This indicates that our
model and priors are working as intended. Many of the recovered illumination environments
are also very accurate and detailed—this is particularly true for scenes with specular BRDFs.
For more diffuse BRDFs, many of the important features of the illumination environment
are captured, including bright windows and the sky.
Figure 7.4 examines the relationship between the specularity of BRDFs and the accuracy
of the estimated illumination. We can see that, in general, more specular BRDFs allow for
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Figure 7.8: Relighting comparisons continued. The first column in each subfigure show
a photograph of an object under several different illumination environments. We recover
the reflectance and illumination of the object and then use the recovered reflectance to
relight the object with each illumination environment which is shown in the subsequent
columns. The visual similarity of the relighting to the ground truth demonstrates the
accuracy of our reflectance estimates.
more accurate natural illumination estimates. This makes sense, because less information
is destroyed during the image formation process for specular BRDFs than diffuse. This
relationship is especially prevalent in the “rnl” and “uffizi” lighting environments. Figure
7.3 also illustrates this effect.
Figure 7.5 demonstrates how we may use the recovered illumination map to accurately
predict the appearance of other materials. The results show that, even for materials that
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Figure 7.9: Relighting comparisons continued. The first column in each subfigure show
a photograph of an object under several different illumination environments. We recover
the reflectance and illumination of the object and then use the recovered reflectance to
relight the object with each illumination environment which is shown in the subsequent
columns. The visual similarity of the relighting to the ground truth demonstrates the
accuracy of our reflectance estimates.
are not close to perfect mirror reflectance, we can use the recovered illumination to accu-
rately compute the appearance of other materials, showing the ability of using an object of
arbitrary material as a light probe.
Figure 7.6 shows one of our most important results: that we can accurately predict object
appearance in the same scene from different viewing directions. The figure shows renderings
of the ground truth BRDFs and illumination compared with our recovered reflectance and
illumination from different viewing directions. The results show the ability to properly
predict object appearance from any location in a scene. As mentioned, this ability could
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Figure 7.10: Relighting comparisons continued. The first column in each subfigure
show a photograph of an object under several different illumination environments. We
recover the reflectance and illumination of the object and then use the recovered re-
flectance to relight the object with each illumination environment which is shown in
the subsequent columns. The visual similarity of the relighting to the ground truth
demonstrates the accuracy of our reflectance estimates.
benefit object recognition and tracking algorithms.
7.3.2 Real scenes
The most challenging scenes–and the ultimate goal of this paper–are ones in the real world.
They may present significant global illumination effects, camera noise, and other unique
problems. Despite these great difficulties, we show that our model is able to accurately
capture reflectance and illumination from a single image.
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Figure 7.11: Results on “lobby” and “spiralStairs” illumination environments. Each
row shows the recovered reflectance and illumination of a different object with the
ground-truth illumination for comparison. Note how features of the reflectance function
are accurately captured: the “apple”, “bear”, “horse”, and “milk” objects are shiny and
the recovered reflectance function has sharp specular highlights; the “tree” object has
a softer glossy reflection that is captured in the reflectance estimate.
For the real-world experiments, we have captured a new database of high dynamic-range
images of real objects with aligned ground-truth geometry taken under a variety of indoor
and outdoor illumination environments that we introduce 1.
Figures 7.7 and 7.8 examine the accuracy of the reflectance estimates through a series of
relightings. For each image in the data set, we use the reflectance recovered by our method
to relight the object using the ground truth illumination of each environment. In this way,
we can visually compare reflectance results to the ground-truth images. This figure shows
many compelling results, including those of the “bear” object and the “tree” object. It can
be seen that the method is able to recover reflectance and illumination in a wide variety of
scenes and it can be effectively used to predict object appearance in novel environments.
Figures 7.11 and 7.12 show real-world results for each illumination environment. In each
1Available online at http://www.cs.drexel.edu/~kon/natgeom
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Figure 7.12: Results on “garden”, “main”, and “picnic” illumination environments.
Each row shows the recovered illumination of a different object with the ground-truth
illumination for comparison. This illustrates that our algorithm is able to capture
important features of the illumination environment. For example, in the “picnic” scene,
the method captures the sun behind a building from the “apple” object.
environment, we can see that our algorithm recovers plausible reflectance estimates through
a cascaded rendering of spheres. For example, in Figure 7.11, note the diffuse highlight
of the “tree” object. In addition, many important features of the natural illumination
environments are recovered. For example, in Figure 7.12 (b), many illumination estimates
(especially from the horse object) capture the position and detail of the skylight that is
casting much of the light in the scene. Also note the “milk” object in each figure, which
does not contain a full hemisphere of surface normals. In these cases, unseen portions of
the lighting environment are assumed to be black. Overall, the objects that allow the best
recovery of the illumination environment seem to be the “apple”, “bear”, and “horse”. This
is likely because the surface normals of these objects span the entire hemisphere facing the
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Figure 7.13: Comparison to Romeiro and Zickler [45]. We compare our results quali-
tatively on a data set of four real spheres created by [45]. The top row shows the input
image, the second row shows the predicted appearance from a novel viewpoint using
the BRDF recovered using [45], the third row shows the ground truth appearance of
the object from the novel viewpoint, the fourth row shows the predicted image from
the novel viewpoint using the recovered reflectance function using our method and the
ground truth illumination map, and the fifth row shows our result after manual color
correction. As shown, our method in general recovers a more accurate BRDF.
camera, and the objects are mostly concave so they do not cause significant inter-reflection.
Figure 7.13 shows a direct comparison to the method of Romeiro and Zickler [45] on
the real-world dataset captured by the authors. As shown our method can more accurately
capture the frequency characteristics of the reflectance function. In particular, we correctly
estimate the soft specular highlight of the gray plastic sphere in the fourth column whereas
the method of [45] recovers a more specular BRDF. We believe this is because the joint
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inference of reflectance and illumination has a better opportunity to reconstruct the true
reflectance than marginalization because the number of possible illumination environments
is vast. Representing the distribution and marginalizing over all these possibilities accu-
rately is very difficult—directly representing and solving for the illumination allows us to
avoid this problem. Instead, we can exploit specific illumination characteristics that would
lead to the most plausible illumination environment.
7.4 Conclusion
In this chapter, we presented a reflectance and natural illumination recovery method that
uses flexible reflectance and illumination models in order to handle real-world scenes. We
introduced strong priors that keep inference tractable and enable us to overcome the ambi-
guities due to the image formation process. We used synthetic examples to further analyze
the performance of our model under a variety of scenarios. Finally, we demonstrated the
performance of our algorithm on real-world scenes.
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Chapter 8: Spatially-varying Reflectance, Natural Illumination, and
Refined Geometry from RGB-D
Until this chapter, we have examined the inference of reflectance of multi-material scenes
under point-light illumination and the inference of reflectance of uniform objects under
natural illumination separately. To complete this work, we must unify these approaches
into a single radiometric scene decomposition method. This is no simple task, as allowing
for multiple reflectance functions under natural illumination causes a significant increase in
variability and ambiguity of the problem. Additionally, we will relax our assumptions about
known geometry by using commodity depth sensors to capture approximate geometry of
the scene from multiple views, which will increase the practical applicability of this work.
In this chapter, our goal is to decompose a scene radiometrically: to infer the spatially-
varying reflectance of the surfaces, to infer the natural illumination of the scene, and to
refine the geometry using the initial rough geometry and color observations given to us
through a set of RGB-D images from multiple views. We perform this decomposition on
complex scenes, with objects interreflecting, shadowing, and occluding one another, which
greatly enhances the difficulty of the problem. We first use the Kinect Fusion algorithm
[24, 35] to integrate a series of RGB-D images into a single triangle mesh and simultaneously
compute extrinsic camera parameters that is input to our algorithm. As high dynamic-
range (HDR) cameras become more ubiquitous, we assume that the RGB images given to
us are HDR. Our method then segments the geometry into regions of distinct reflectance,
infers the reflectance of those regions, infers the natural illumination of the scene, estimates
spatially-varying diffuse texture of the geometry, and refines the initial input geometry.
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Recovering these radiometric scene properties in real-world scenes is difficult. As we have
discussed, real-world scenes have complex reflectance functions (often featuring off-specular
peaks, retroreflection, and subsurface scattering effects) that can vary greatly across a sur-
face and natural illumination causes surfaces to be illuminated from arbitrary directions in
the scene. We must now handle both spatially-varying reflectance and natural illumination
simultaneously to fully solve the radiometric scene decomposition problem.
As in previous chapters, we will assume that there are a small number of fundamental
materials in a scene. In chapter 6, we proposed a spatial segmentation model that is used to
infer the reflectance function of each pixel in the image. In this chapter, we are expanding
the problem to multiple views of the scene. This means that we must modify our spatial
segmentation model to exist on the surface of the geometry rather than existing on the pixels
of the image. We also allow the diffuse texture of the scene to vary with high frequency to
enable the recovery of surfaces with texture.
We note that the materials in the scene convey a varying amount of information about
the illumination environment. For example, a mirror ball will give very accurate information
about the illumination environment whereas a Lambertian ball will given very little. We
can exploit this observation when estimating the illumination environment by preferring
pixels from more specular materials.
In previous chapters, we used 3D laser-stripe range scanners to acquire the geometry of
objects in a scene. Acquiring geometry with these scanners is expensive and time consuming.
Recently, commodity RGB-D sensors, such as the Microsoft Kinect, have enabled the cheap
and ready capture of geometry through a simple image acquisition. RGB-D sensors are
appealing for research in photometry because of the strong link between light and geometry.
Depth data from RGB-D sensors, however, is noisy. This is a real problem for recovering
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reflectance and illumination because even a small change in the surface geometry can greatly
alter the appearance of an object, particularly for specular surfaces. In order to leverage the
fast and cheap capture of geometry from RGB-D sensors, we must address the geometric
uncertainty and develop a method to tackle it.
In this chapter, we develop a geometry refinement technique for enhancing the rough
input geometry. The depth values from RGB-D sensors are typically noisy and the limited
spatial resolution of many RGB-D sensors means that fine geometric detail is difficult to
capture even when multiple depth images are fused. Additionally, precise surface normals
are necessary to accurately estimate the reflectance behavior of specular objects. To man-
age this problem, we incorporate a procedure to modify the geometry to match the scene
appearance.
One major problem that we have yet to address is indirect illumination. The problem
of estimating complex reflectance functions under natural illumination in complex scenes is
impeded by the radiometric interaction between the objects in the scene. When objects are
close to one another, they can cause shadowing, interreflection, and other indirect illumi-
nation effects. Properly accounting for this is crucial to accurately estimating reflectance
and illumination in real scenes. Without taking indirect illumination into account, a shad-
owed region could be improperly inferred as a darker material. Furthermore, a mirror-like
reflectance function is primarily identified by the fact that it reflects other objects in the
scene—we need an understanding of indirect illumination to leverage this information. We
incorporate indirect illumination directly into the image formation likelihood to allow our
method to seamlessly handle it.
Our key contribution is a probabilistic framework for inferring the rich radiometric scene
information (i.e., the complex reflectance, natural illumination, and geometry) contained
Chapter 8: Spatially-varying Reflectance, Natural Illumination, and
Refined Geometry from RGB-D
77
within images. This is accomplished by several individual contributions: a) a spatially-vary-
ing reflectance model that allows for complex, real-world reflectance functions and textured
surfaces by separating the scene into a small number of fundamental materials while allow-
ing diffuse texture to vary within material regions; b) an illumination estimation procedure
that takes advantage of the frequency characteristics of the different materials in the scene
to improve the inferred illumination; c) a geometry refinement scheme that leverages the
rich information encoded in scene appearance to refine the input geometric surface given
by an RGB-D sensor; and d) an image formation likelihood that accounts for shadowing,
inter-reflection, and other indirect illumination effects that are pervasive in real-world im-
ages.
To evaluate our method, we demonstrate our radiometric scene decomposition algorithm
on a novel synthetic data set and a novel real-world data set. Our synthetic data set
is created by combining a set of synthetic shapes, reflectance functions from the MERL
database of BRDFs [32], and measured illumination environments [12]. Our real-world
data set is created using a range of scene illumination (e.g., indoor and outdoor) with a
variety of objects that span gamut of real-world materials in their reflectance (e.g., very
specular, glossy, matte), texture (e.g., high-frequency texture, smoothly varying texture, no
texture), and geometry (e.g., fine detail, convex objects, concave objects). We show that
the proposed method successfully separates regions with different reflectance, accurately
estimates the reflectance parameters and texture, estimates the illumination environment,
and refines geometry from a small number of input images.
8.1 Radiometric Scene Decomposition
Our goal is to infer the spatially-varying reflectance, infer the natural illumination, and
refine the geometry—in other words, radiometrically decompose a scene—from a set of RGB-
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D images. To do this, we construct a Bayesian framework where we model the spatially-
varying reflectance (R), natural illumination (L), and geometry (G) as random variables.
We write the observations (i.e., the HDR pixel values) as I and use Bayes’ rule (with
the assumption that reflectance, illumination, and geometry are independent) to write the
posterior probability,
p (R,L,G|I) = p (I|R,L,G) p (R) p (L) p (G) . (8.1)
This allows us to specify prior distributions on the reflectance, illumination, and geometry
that capture the real-world variation of the variables.
We perform inference in this model by computing a maximum a posteriori (MAP)
estimate. In practice, we alternate between maximizing the posterior with respect to the
reflectance, illumination, and geometry.
8.2 Modeling Indirect Illumination
A major problem for reflectance estimation algorithms in the real world is indirect illumina-
tion. In this work, we consider indirect illumination to be light that arrives at a surface from
other surfaces in the scene as opposed to light that arrives from the infinitely-distant illu-
mination environment. Methods that ignore indirect illumination will incorrectly attribute
interreflection or shadows with changes in the reflectance or geometry of a surface. This can
cause important information about the illumination to be lost. For example, consider that
we know the rough geometry and understand how shadows form—we can use shadowed
regions to help us infer the main illuminant directions. Without this understanding of light
transport, we become limited in the information we can extract from a scene.
To handle indirect illumination, we simply compute the predicted irradiance Iˆ(p; R,L,G)
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at pixel p, using an unbiased rendering algorithm. Formally, we write the predicted pixel
value,
Iˆλ(p; R,L,G) = (8.2)∫
v
Eλ(t(e,v; G),−ωi; R,L,G)dv,
where t(e,v; G) is the closest point on the surface of the geometry G on the ray from eye
position e along viewing direction v, Eλ(x, ωo; R,L,G) is the radiance from surface point
x to the camera, and v is a set of directions passing through pixel p. The radiance from
world point x in direction ωo, Eλ(x, ωo; R,L,G), is written,
Eλ(x, ωo; R,L,G) = (8.3)∫
Ω
fλ(x, ωi, ωo; R)L(ωi)v(x, ωi; G)dωi +∫
Ω
fλ(x, ωi, ωo; R)Eλ(x
′,−ωi; R,L,G)v¯(x, ωi; G)dωi,
where v is a visibility function that determines if ray beginning at x in direction ωi inter-
sects the geometry, and fλ(x, ωi, ωo; R) is the BRDF at surface point x with reflectance
parameters R. This is a rewriting of the rendering equation [25] into a direct and indirect
lighting component. We solve the integral using Monte Carlo Integration (i.e., using a path
tracing algorithm). Importantly, we can take the derivative of these integrals with respect
to the reflectance and illumination parameters in order to maximize the posterior using
gradient-based algorithms. Appendix A derives the gradient of the error function with re-
spect to the reflectance and illumination parameters and describes an efficient algorithm
for computing them.
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Figure 8.1: Example geometric bases. This figure visualizes the geometric bases g
created by computing the eigenvectors of a similarity matrix of the triangles in the
scene. By taking a linear combination of these bases, we can represent a large variety
of segmentations of the geometry surface.
We can now write the likelihood function using a log-Laplace distribution centered on
the predicted irradiance,
p(I|R,L,G) ∝
∏
p,λ
exp
[
−| log Ip,λ − log Iˆλ(p; R,L,G)|
b
]
. (8.4)
Taking the logarithm of the predicted irradiance is important as it makes the likelihood
function independent of the scale of the intensity values.
8.3 Spatial Segmentation
Thanks to the DSBRDF model, we can model real-world materials accurately and com-
pactly. Real-world scenes, however, generally contain more than one reflectance function.
In the most extreme case, a scene could have a unique BRDF at each surface point. The
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right spatially-varying reflectance model will allow for the most expressibility (i.e., how
many scenes it can represent) while limiting the dimensionality of the model for ease of
inference.
We observe that there are typically only a handful of different base reflectance functions
in a scene although the diffuse color of a surface may vary with high frequency. We can
use this observation to develop a spatial segmentation model that dictates the reflectance
function present at each surface point out of a small set of reflectance functions. Then,
we can allow the diffuse color of the surface to vary within reflectance segments according
to well-established priors on albedo. This scheme will allow us to model a large variety of
scenes with a compact parameterization.
We construct our spatial segmentation model by creating an indicator layer, S, across
the surface of the scene that dictates the reflectance function of each surface point. That is,
Sx indicates, from 1 . . .K, the reflectance function at surface point x. Rather than modeling
the indicator layer directly, we can construct a set of hidden layers, one for each material,
and then use the hidden layer whose value is greatest to determine the base material at
that spatial point. More formally,
Sx = arg max
k
Mx,k. (8.5)
This formulation allows us to model the hidden material layers M rather than directly mod-
eling the indicator layer S. The main advantage of this approach is that we can constrain
the hidden layers M more easily than the indicator layers.
This model gives great expressive power at the cost of increased dimensionality. We
alleviate this problem by expressing the hidden layers as a linear combination of geometric
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basis functions,
Mx,k =
N∑
n=1
g
(n)
x a
(n)
k , (8.6)
where g are the N geometric basis functions and a are the coefficients. Figure 8.1 gives a
visual description of the geometric basis system. Estimating the spatial scene segmentation
is now simply a matter of estimating the geometric basis coefficients a.
We want to ensure that the material regions are largely contiguous as they often are in
real life. Therefore, we want geometric basis functions that vary smoothly across the surface.
For this, we turn to the largest eigenvectors of the similarity matrix of the triangles in a
scene.
The k largest eigenvectors of a matrix of a similarity matrix between triangles will give
us a set of smoothly varying basis functions across the geometry of a scene. Furthermore, we
want the bases to allow changes in material where we might expect two different materials to
meet (e.g., in regions with sudden sharp curvature or regions with sudden changes in color).
To satisfy these requirements, we can modify our distance metric between triangles to take
into account the angle between adjacent triangles and the color of adjacent triangles. To
compute the color of each triangle, we simply average the input pixel values of each triangle
and use nearest neighbor to fill in triangles with no image pixels. We compute the distance
between two adjacent triangles by taking a weighted sum of the geodesic distance between
triangle centroids, the angle between the triangles, and the difference in color (in LAB color
space) between the triangles. A distance matrix is computed using all-pairs shortest path.
The similarity matrix is then computed,
Zi,j = exp
[
−d
2
i,j
σ2
]
, (8.7)
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This scheme will construct a set of geometric bases that prefers material region boundaries
along geometric and photometric seams.
We must take care to initialize the material segments in a way that gets us as close
to the correct solution as possible to minimize the time spent searching for the optimal
solution. To accomplish this, we oversegment the input geometry into small clusters that
share proximity, similar surface normals, and similar color in the input image. This is
performed by spectral clustering on the similarity matrix described above. This scheme
gives us a good starting point for the rest of the optimization.
One problem we may encounter in this formulation is that two different material regions
may, in fact, be the same material. In the proposed formulation, there is no encouragement
to consolidate the material regions and so using two material regions to represent one
material will have at least the same likelihood as using one material region. To solve this
problem, we must provide external motivation for similar regions to merge.
Our proposed solution is to manually attempt to merge neighboring material regions. If,
after merging, the likelihood function is higher than the previous likelihood function (plus
some small epsilon) then the merge is accepted. This step encourages the method to use
the smallest number of material regions possible to accurately model a scene.
8.4 Spatially-varying Texture
We note that, while one material region may have a relatively constant specular behavior
along a large surface area, the diffuse texture can change within material regions with
high frequency. For example, a wooden desk will a generally uniform gloss from the finish
although the grain of the wood will cause the diffuse color of the desk to vary. We must be
able to model this variation in texture to fully capture real-world scenes.
To tackle this problem, we estimate a high-resolution texture map of the diffuse lobe
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chromaticity of the DSBRDF model. Because the DSBRDF lobes are always ordered by
their gamma curves, the chromaticity of the first lobe contains the diffuse color of the
BRDF. We drop the dependency on color channel (λ) here for brevity and let c˜ = c1 be
the diffuse texture that is accessed by a surface point u. This color value, c˜u, is allowed to
vary within material regions.
A problem with representing scenes so flexibly is that the diffuse texture can overfit the
input images by representing specular highlights or fine changes in surface geometry. We
must carefully constrain the texture values to prevent this.
We adopt two strategies found in prior work on estimating albedo. Previous work has
found that the global distribution of albedo values has low entropy [2]. Therefore, we place
an entropy prior on the diffuse texture. The entropy prior has the form,
p(c˜) = exp [−H(c˜)] , (8.8)
where H is the entropy of texture map c˜. We compute the entropy using the continuous
form of entropy and model the histogram of values using kernel density estimation so that
we can take derivatives for gradient-based optimizers.
We also apply a strong spatial smoothness prior on the texture map,
p(c˜) ∝
∏
u
∏
v
N
c˜u
∣∣∣∣∣c˜v, 1exp [− ||u−v||2
2σ2
]
 , (8.9)
where c˜u is the texture map, and u,v ∈ R2 are texture coordinates. This spatial smoothness
prior enforces similar diffuse values strongly when the texels are close and decays for texels
far apart. This is a strong spatial smoothness prior that helps prevent overfitting.
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8.5 Natural Illumination
As in Chapter 7, we use a spherical panorama to represent the natural illumination of
the scene and we use the natural image statistic prior and our novel entropy prior on the
illumination. We also introduce a novel chromaticity prior that prefers unsaturated colors
in the illumination map with a Dirichlet distribution,
p(L) ∝
∏
θ,φ,λ
(
Lθ,φ,λ∑
λ′ Lθ,φ,λ′
)α−1
, (8.10)
where (θ, φ) is an illumination map pixel location and λ is a color channel. This prior helps
enforce the grey-world assumption, in which we assume that, on average, the illumination
is uncolored.
When initializing the illumination, our primary goal is to simply capture the scale of
the scene illumination. To do this, we estimate a one-pixel illumination map first. We then
initialize the full-sized illumination map with the value of this single pixel. This method
gives us a good starting point for the general intensity of the scene that will speed up
convergence of the method later on.
8.6 Reflectance-aware Illumination Estimation
It is important to consider how different objects in the scene impart different amounts of
information about the illumination environment. For example, a perfect mirror will reflect
all incoming light and preserve the information about the scene illumination. On the other
hand, a Lambertian surface acts as a low-pass filter over the illumination environment,
removing all of the high-frequency illumination information. We can take advantage of this
fact to improve the illumination inference.
We improve our use of the image information by introducing a weight wp in the error
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term for each pixel p that is equal to the average of the γ curve of the most specular
reflectance lobe of all surfaces within pixel p. As we have noted, the γ value of the DSBRDF
roughly corresponds to the specularity of the reflectance function. Therefore, pixels in the
input image with more specularity will carry more weight in the error function. This scheme
allows us to use the reflectance estimates to improve the illumination estimate.
8.7 Optimizing Rough Geometry
In this work, we are given a series of RGB-D images to infer radiometric properties of a
scene. We then utilize a depth image fusion algorithm [24, 35] to create a single geometric
model of the scene. This gives us a good initial starting point, but this starting geometry
is only approximate.
Depth image fusion algorithms improve the quality of the raw depth images by combining
the information from several depth maps, but they are not without noise. There are two
main sources of error when using a series of registered and combined RGB-D images: details
finer than the resolution of the depth images are lost and large-scale low-frequency stitching
errors that arise while fusing the data into a single geometric model. We use a targeted
approach to deal with this noise.
To fix the large-scale low-frequency errors, we must modify the vertices of the geometry.
Modifying all the vertices is a difficult because of the high dimensionality of the problem.
Furthermore, the solution space must be constrained is some way so that the geometry
does not self-intersect or otherwise violate physical constraints. We attempt to correct
the large-scale low-frequency error by modeling the mesh vertices using a set of smoothly
varying bases. We can actually reuse the geometric bases from the scene segmentation for
this purpose.
We write the vertices as an initial vertex (i.e., the input geometry) V(0) plus a linear
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GT With Interreflection Without Interreflection
Figure 8.2: Evaluation of the importance of considering global light transport. Left:
An image of a simple scene consisting of a sphere and a quad. Middle: Our algo-
rithm understands interreflection and therefore correctly estimates the reflectance of
the quad. Right: When interreflection is not modeled, the algorithm cannot correctly
infer reflectance in this scene.
combination of the geometric bases in the direction of the surface normal at that point,
Vx = V
(0)
x +
J∑
j=1
wjg
(j)
x Nx, (8.11)
where x is a point on the surface, w is a set of coefficients that controls the influence of the
geometric bases, and Nx is the surface normal at x. This formulation allows the inference
algorithm to “shrink” or “expand” pieces of the geometry so that they better match the
input images.
8.8 Experimental Results
In this section, we describe the application of our method to synthetic and real scenes.
First, we evaluate our method on a novel synthetic dataset so that we can quantitatively
compare to ground truth. Next, we demonstrate our method on real scenes.
Synthetic data gives us a chance to evaluate estimates of our method directly to ground
truth. We have created a dataset of synthetic scenes to evaluate our algorithm. Each scene
consists of several synthetic shapes in complex configurations to imitate the challenges of
real-world scenes. The scenes are rendered from a small set of unique views using PBRT
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Figure 8.3: Three example scenes of our synthetic dataset. The first four columns
show the input images. The fifth column shows the illumination map used to render
the images. The sixth column shows the ground truth geometry used to render the
images. The seventh column shows the geometry after we artificially perturb it by
adding random noise to the vertices and then smoothing. This process is repeated
several times to make the geometric noise more low-frequency.
[40] and those images are used as input to our algorithm. This allows us to synthetically
test our method on a variety of shapes and reflectance functions.
We use the NVIDIA OptiX ray tracing engine for both rendering the scene given the
estimated reflectance, illumination, segmentation, texture, and geometry and for computing
the gradients of the log posterior with respect to the reflectance, illumination, texture,
segmentation, and geometry. Each of the following experiments consists of input data
from three to four images with roughly 200 × 200 pixels. We found that each experiment
took between a few days and a week to converge on an NVIDIA Tesla K40m. This can
vary depending on the number of input images, the size of the images, and the number of
assumed fundamental materials. This long running time is largely due to the computation
of the gradient of the log posterior that can be time-consuming because of the large amount
of variables to estimate (e.g., reflectance parameters for several regions, the pixels of the
illumination map, the segmentation parameters, the texture, and the geometry).
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Input (1 of 4) Before Refinement After Refinement
Before Refinement
(Difference Image)
After Refinement
(Difference Image)
Novel View Before Refinement After Refinement
Before Refinement
(Difference Image)
After Refinement
(Difference Image)
(a) Blob 1
Input (1 of 4) Before Refinement After Refinement
Before Refinement
(Difference Image)
After Refinement
(Difference Image)
Novel View Before Refinement After Refinement
Before Refinement
(Difference Image)
After Refinement
(Difference Image)
(b) Blob 2
Figure 8.4: Two Example Geometry Refinement Results. In this figure we show
two results of geometry refinement on a synthetic scene. The first column shows the
input image, the second column shows the predicted appearance of the scene before
geometry estimation, the third column shows the predicted appearance of the scene
after geometry estimation, the fourth column shows a difference image between the
first column and the second column, and the fifth column shows a difference image
between the first column and the third column. As shown, the geometry refinement
process improves the rough initial geometry.
8.8.1 Importance of Interreflection
Figure 8.2 shows an experiment that demonstrates the importance of accounting for indirect
illumination. The scene contains a specular quad that is reflecting light from an adjacent
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Environment 1
R1 R2 R3
B1 0.966 1.973 3.001
B2 0.954 1.970 2.004
B3 1.434 2.307 1.931
Environment 2
R1 R2 R3
B1 1.554 2.236 2.119
B2 1.069 2.062 1.865
B3 1.337 2.590 5.538
Environment 3
R1 R2 R3
B1 1.091 2.011 2.563
B2 1.260 1.812 1.697
B3 1.310 2.152 2.324
(a) Reflectance Error
Environment 1
R1 R2 R3
B1 0.023 (-32%) 0.022 (-36%) 0.022 (-38%)
B2 0.020 (-26%) 0.019 (-28%) 0.019 (-31%)
B3 0.024 (-30%) 0.024 (-30%) 0.026 (-25%)
Environment 2
R1 R2 R3
B1 0.024 (-31%) 0.025 (-27%) 0.023 (-34%)
B2 0.019 (-31%) 0.018 (-32%) 0.020 (-26%)
B3 0.024 (-32%) 0.024 (-30%) 0.031 (-11%)
Environment 3
R1 R2 R3
B1 0.024 (-31%) 0.025 (-27%) 0.023 (-34%)
B2 0.019 (-31%) 0.018 (-32%) 0.020 (-26%)
B3 0.024 (-32%) 0.024 (-30%) 0.031 (-11%)
(b) Geometry Error
Figure 8.5: Quantitative evaluation of novel synthetic dataset. We have constructed
a set of synthetic scenes that consist of three different “blob” meshes rendered with
three different reflectance functions in three different illumination environments ren-
dered from four viewpoints. We run our radiometric scene decomposition algorithm
on each scene. Subfigure 8.5a on the left shows a table of log-space root-mean-square
error of the inferred reflectance for each scene and on the right shows the three example
scenes rendered with the estimated reflectance, illumination, and geometry from a novel
view compared to ground truth. Subfigure 8.5b on the left shows a table of the error
of the refined mesh for each scene and on the right shows the difference image between
the scene rendered with the estimated reflectance, illumination, and geometry and the
ground truth before and after geometry estimation. We can see that the geometry
estimation greatly reduces the errors on the border of the geometry.
sphere. Our method accounts for indirect illumination and therefore correctly estimates
the reflectance of the quad. When the indirect illumination computation is disabled, the
quad is estimated as being diffuse instead. This experiment demonstrates the importance
of considering indirect illumination for reflectance and illumination inference.
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Figure 8.6: Results on Blob Experiments Under Three Illumination Environments.
For each reflectance function and mesh, we show a novel view of the scene and use our
inferred reflectance, illumination, and geometry to predict the appearance of the novel
view. We also quantitatively evaluate the reflectance estimates by computing the log-
space root-mean-square error compared to the measured BRDF. We also quantitatively
evaluate the geometry by computing the distance between each vertex in the estimated
mesh to the closest point on the ground-truth geometry and average all distances. We
also show the percentage the geometry error is reduced by our method in parentheses (a
negative number indicates a reduction in error). The general low-frequency quality of
the illumination environment eases the accurate inference of reflectance and illumination
in these scenes.
8.8.2 Evaluation of Geometry Refinement on Synthetic Blob Dataset
In this section, we show detailed qualitative and quantitative results on a set of three differ-
ent meshes rendered with three different MERL BRDFs under three different illumination
environments (27 total scenes). In these experiments, we artificially perturb the geometry
of each mesh by adding noise and then smoothing the vertex positions. We then use our
method to estimate the reflectance and illumination and refine the geometry.
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Figure 8.7: Results on a synthetic scene. Subfigure 8.7a shows the input images. Sub-
figure 8.7b shows comparisons to ground truth. The first column shows the estimated
appearance using the inferred reflectance, illumination, and segmentation of the scene,
the inferred illumination, and the estimated segmentation map. The second column
shows the input appearance and ground truth appearance from a novel view, ground
truth illumination, and ground truth segmentation. Subfigure 8.7c shows the inferred
reflectance functions visualized as a series of spheres rendered with varying point-light
directions.
Figure 8.3 shows 3 of the 27 synthetic scenes. For each experiment, we use the four
input images and the artificially-perturbed geometry as input to our method. As shown,
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Figure 8.8: Results on a synthetic scene. Results are presented as in Figure 8.8.
each of the meshes, reflectance functions, and illumination environments are distinct and
therefore provide a good range of inputs to evaluate our method.
Figure 8.5 shows detailed quantitative results of these scenes. Figures 8.4 and 8.6 show
detailed qualitative results. To evaluate our results, we give a visual comparison of a
ground truth novel view compared to a rendering of that view using the inferred reflectance,
illumination, and geometry of our method. To quantitatively evaluate the reflectance, we
compute the log-space root-mean-square error between the estimated reflectance and the
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Figure 8.9: Results on a real scene. Subfigure 8.9a shows the three input images.
Subfigure 8.10b shows intermediate results of the algorithm: after reflectance and il-
lumination estimation, after texture estimation, and after geometry estimation. It’s
important to note that our method correctly infers the specular highlights rather than
using the diffuse texture to model them. Subfigure 8.9c shows the predicted appearance
from a novel view and geometry, illumination, and segmentation estimates. The first
column shows the estimated appearance using the inferred reflectance, illumination, and
segmentation of the scene, the refined geometry, the inferred illumination, and the in-
ferred segmentation map. The second column shows the ground truth appearance from
a novel view, the input geometry, the ground truth illumination. Subfigure 8.9d shows
the inferred reflectance functions visualized as a series of spheres rendered with varying
point-light directions. Our method correctly recognizes the bright specular highlight
on the table and uses other highlights in the scene to recover a detailed illumination
map.
Chapter 8: Spatially-varying Reflectance, Natural Illumination, and
Refined Geometry from RGB-D
95
(a) Input Images
After Reflectance
And Illumination After Texture
After Geometry
(b) Stages of Inference
Estimated Ground Truth
A
p
p
ea
ra
n
ce
(N
o
ve
l
V
ie
w
)
Refined Input
G
eo
m
et
ry
Estimated Ground Truth
Il
lu
m
in
a
ti
o
n
S
eg
m
en
ta
ti
o
n
(c) Estimates
Inferred Reflectance
P
en
g
u
in
(t
o
p
)
P
en
g
u
in
(b
o
tt
o
m
)
W
o
o
d
en
B
ow
l
S
a
lt
S
h
a
ke
r
(l
ef
t)
S
a
lt
S
h
a
ke
r
(r
ig
h
t)
T
a
b
le
(d) Reflectance Estimates
Figure 8.10: Results on another real scene. Results are presented as in Figure 8.9.
ground-truth reflectance,
E`−RMS =
√√√√ ∑
θh,θd,φd
(log f(θh, θd, φd)− log fˆ(θh, θd))2
N
, (8.12)
where f is the ground-truth BRDF, fˆ is the BRDF to be evaluated, and N is the number of
samples of the ground-truth BRDF. To quantitatively evaluate the geometry, we compute
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Figure 8.11: Results on another real scene. Results are presented as in Figure 8.9.
the distance between each vertex in the estimated mesh to the closest point on the ground-
truth geometry and average all distances. We also show percentage the error was reduced
by our geometry refinement compared to the initial geometry error.
From the qualitative results, we can see that our method is able to capture reflectance
well, especially when the true reflectance of the scene does not feature sharp specular high-
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Figure 8.12: Results on another real scene. Results are presented as in Figure 8.9.
lights or the illumination environment does not have many high-frequency illuminants or
the geometry is smooth. When the object is highly specular and the illumination envi-
ronment has high-frequency detail, the initial error in the geometry causes the reflectance
and illumination inference to be trapped in a local minimum. In a majority of the experi-
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ments, the geometry error is reduced by a large margin—on average, by 25%. This indicates
that our algorithm is using the rich radiometric information encoded in the appearance to
successfully refine geometry.
8.8.3 Decomposition on Synthetic Scenes
Figure 8.7 shows results on an example synthetic scene. This scene consists of several
teapots in a room with a textured floor. This tests the ability of our algorithm to infer
reflectance and illumination from relatively simple scenes. The results show that we infer
plausible reflectance functions for each of the teapots and an accurate illumination map.
Our method is also able to capture the texture of the floor.
Figure 8.8 shows results on a final synthetic scene. This scene contains a single object
that has many different materials in a complex natural illumination environment. Note that
inaccuracies on the top of the car and on the front windshield are because of the limited
data of those regions in the input images. The results show that we are able to successfully
estimate plausible reflectance functions and infer the salient features of the illumination
map.
8.8.4 Decomposition on Real Scenes
Although synthetic scenes are a good test bed for our method, our ultimate goal is inference
in real-world scenes with real-world conditions. We have collected a small dataset of N real
world scenes. In each scene we capture the geometry of the scene using the Microsoft Kinect
sensor and acquire high dynamic-range (HDR) images of the scene from several different
viewing directions. We use the Kinect Fusion algorithm [24, 35] to combine multiple depth
images into a triangle mesh that is used as the input geometry. We also capture the ground
truth illumination using a mirror ball placed in the center of the scene.
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Figure 8.9 shows results on a real scene. Note that this scene would be challenging if
the reflectance was assumed to be a diffuse reflectance model as the light reflecting off the
table opposite the viewer would be estimated erroneously as a change in diffuse texture.
Our framework is able to correctly deduce that this is due to specular reflectance while also
correctly estimating the texture of the table. We use our inferred reflectance, illumination,
and geometry to predict the appearance of the scene from a novel view that looks very
similar to the ground truth. The estimated segmentation map is correct except for the
table being represented by two separate materials because the segmentation map has no
incentive to collapse two similar materials when it can represent it equally well as two
materials. In this scene we are also able to capture the texture detail on both the table and
the coffee mug which would not be possible without explicitly modeling texture.
Figure 8.10 shows results on another real scene. This scene is more difficult than the
last as it contains increased diffuse texture and objects with finer geometric detail. Despite
this difficulty, our method is still able to reasonably segment the scene although the table is
split into multiple different regions. Note that the shadowed regions in front of the penguin
and salt shakers and the specular highlights on the table and wooden bowl are estimated
correctly and not as being part of the diffuse texture. Our method is able to distinguish
these regions because we consider complex reflectance functions and illumination and model
the indirect illumination effects between objects. The solid white regions of the image exist
because geometry has not been captured in those regions. We are also able to capture the
texture on the penguin, salt shakers, table, and wooden bowl. The texture is faint in some
regions, which is likely due to the strong spatial smoothness prior we place on the texture
map. Note that we compare to a novel view of the scene where many of the surfaces are not
seen at all in the input images (e.g., the back of the penguin and the salt shakers). Because
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of this, we don’t recover fine texture details in those areas but we are able to extrapolate the
reflectance of those unseen regions because of the spatial segmentation model that leverages
the geometric bases.
Figure 8.11 shows results on another real scene. This scene contains an object with
a metallic-like reflectance function. This type of complex reflectance function would be
difficult to model accurately with a combination of simple models such as Lambertian plus
Torrance-Sparrow. Additionally, there is a great deal of interreflection of other objects in
the piggy bank object. Despite this, we successfully infer the reflectance of the piggy bank
object and the main light sources in the illumination environment allowing us to accurately
predict the appearance of the scene from a novel view. Again, we compare to a novel view
where some of the surfaces are not seen in any input image yet we are able to correctly
extrapolate the extents of the material regions because of the geometric bases. Note that the
initial geometry captured by the Kinect has significant inaccuracies (e.g., there are missing
portions of the ear of the piggy bank) that make it difficult for our method to refine the
geometry because the difference is so great. The segmentation map correctly separates the
objects although it uses several materials to compose the table.
Figure 8.11 contains the most geometrically complex arrangement of objects in our
dataset. Our method correctly infers the illumination as being a cluster of lights located
behind the viewer although finer details are not captured because there are no highly-
specular materials in the scene. We also recover plausible reflectance functions, such as the
dull specular highlight on the black lamp, that allow us to predict the appearance of the
scene from a novel view. Fine texture detail, such as the text on the book, is captured
although there is some noise present in the diffuse albedo. This is mostly in spots where
the surface is view by few or no input images, and may also be due to small errors in the
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intrinsic or extrinsic camera parameters.
8.9 Conclusion
In this final chapter, we have presented a method for decomposing a scene into its radio-
metric elements (reflectance, illumination, and geometry) given rough geometry and images
of that scene from several angles. We demonstrated that our model is capable of modeling
the large variation of real-world scenes but remains tractable during inference through our
priors. We showed that modeling complex reflectance behavior and natural illumination is
important for extracting the most information possible from RGB-D images. We developed
a spatial segmentation model that models large contiguous material regions and allows the
diffuse texture to vary across the surface. We developed a geometric refinement scheme
to optimize the initial geometry provided by an RGB-D sensor. We utilize an unbiased
renderer to represent the image formation process, allowing us to model indirect illumina-
tion effects that exist in the real world. We combined these contributions using a Bayesian
formulation that enables full, real-world radiometric scene decomposition.
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Chapter 9: Conclusion
Appearance is the product of incident light, geometry, and reflectance. Decomposing a
scene into these radiometric components is an important task for understanding images in
the real world. In this thesis, we have created a method for accurate inference of reflectance
in single and multi-material scenes, under point-light and natural illumination given known
or approximately-known geometry from one or more images. We have accomplished this
through an important set of contributions.
First, we developed a reflectance model that is capable of representing the complex
reflectance behavior that exists in the real world. We did this by thinking about the
BRDF as a probability distribution of exitant light rays and by modeling that probability
distribution with a novel hemispherical exponential power distribution. We fit our novel
DSBRDF model to a set of measured BRDFs and used the database to derive a set of
reflectance bases that encode the primary modes of variation of real-world BRDFs. This
enabled us to achieve a more compact modeling of reflectance than a mixture of Lambertian
and Cook-Torrance model while realizing superior expressiveness. We used our reflectance
bases to construct a novel reflectance prior that succinctly encodes the distribution of real-
world BRDFs. We showed that the DSBRDF can overcome ambiguities in the inverse
rendering problem because of the compact but expressive representation and our data-
driven reflectance priors.
We then tackled the problem of estimating reflectance in scenes with more than one
unique reflectance function. We leveraged the observation that scenes typically have a small
number of “fundamental” reflectance functions. This observation was used to construct a
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spatial segmentation model that dictates, for each pixel, the fundamental material present
at that pixel using a set of latent MRF layers. We placed a smoothness prior distribution
on the latent layers to encourage the recovery of reflectance regions like those in the real
world. Our carefully constructed spatial segmentation model enabled us to tractably solve
the combinatorial problem of determining the spatial extent of each reflectance function.
We also tackled the difficult problem of inferring reflectance under natural illumination
environments. We utilized a non-parametric natural illumination model alongside strong
priors to enable the tractable inference of reflectance and illumination in the real world. We
noticed that a panoramic illumination environment is a natural image that we can place
natural image statistic priors on. We also explored how the reflectance function will increase
the entropy of the reflected radiance, and how the illumination must have low entropy to
compensate for this increase. These priors made it possible for us to recover rich natural
illumination environments from only a single image and with known geometry.
Finally, we developed a method for inferring complex reflectance, inferring natural illu-
mination, and refining geometry in multimaterial scenes from RGB-D data. To accomplish
this, we first extended our spatial segmentation model to the 3D geometry and created a
compact parameterization of it using a set of geometric bases. Next, we proposed a tex-
ture estimation method that allows us to recover the fine diffuse texture present on many
surfaces (e.g., wood grain). We then created a technique for refining the initial geometry
acquired through RGB-D sensors by accounting for the low-frequency stitching errors that
are created through the RGB-D fusion process. Lastly, we proposed a way to handle indirect
illumination, shadowing, and interreflection effects that occur between objects in real-world
scenes by directly simulating it. We showed that modeling this indirect illumination is
critical for correctly estimating reflectance and illumination in a generative framework. We
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then demonstrated that our method successfully recovers complex reflectance, natural illu-
mination, and refines geometry in scenes from RGB-D.
9.1 Limitations
This thesis is an important step towards a method for the complete radiometric understand-
ing of scenes. There are, however, some limitations to the proposed method.
First, we have made some simplifying assumptions about the nature of reflectance. To
ease the computation burden, we assume that surface reflectance can be modeled with the
Bidirectional Reflectance Distribution Function (BRDF). This necessarily eliminates our
ability to handle any transmissive surfaces, like glass or clear plastic. We also assume that
the light can be modeled with geometric optics. This makes it impossible to simulate the
quantum effects of diffusion or interference. Although this limits the applicability of the
method somewhat, these assumptions hold true in the majority of real-world scenes.
We also note that the method is unable to handle atypical scenes that display high-
frequency changes in fundamental reflectance behavior. For example, a paint embedded with
metal flakes would have constant changes in reflectance across its surface. The geometric
bases used to model the spatial segmentation, being smoothly varying, cannot model this
high frequency change in reflectance.
Another limitation is the assumption that the only sources of light emission come from
an infinitely-distant source. This is applicable to most scenes depending on the scale of the
scene. For example, if the scene rests entirely upon a small table, we can assume that the
ceiling lights or windows are infinitely distant. This assumption can be violated, however,
when the scene itself contains a source of light. For example, if a lamp is placed on the
table and turned on, our proposed method will not understand that part of the scene itself
is emitting light. Instead, it would likely assume that the bulb of the lamp was reflected
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more light than it receives. Fortunately, the proposed framework could easily incorporate
the possibility of objects in the scene emitting their own light by introducing an emissivity
attribute over the geometry of the scene.
The geometry estimation method has some limitations as well. Our approach to ge-
ometry estimation is to slightly expand or contract regions of the geometry to best match
the input images. The goal of this approach is to resolve some of the low-frequency stitch-
ing errors that arise from depth map fusion algorithms. Because of these assumptions,
our method cannot complex structures that were not captured in the original geometry
which can frequently happen if the depth sensors return erroneous data (this can happen
depending on the infrared reflectance properties of the surface). A more complex geometric
refinement model is necessary to overcome this problem.
9.2 Future Work
As RGB-D sensors grow more ubiquitous and mobile hardware becomes more powerful,
we believe that the work in this thesis will become more useful in time. A popular area
of mobile development is augmented reality, where virtual objects are added to real image
or video. To realistically add digital objects, it is necessary to properly illuminate and
occlude the digital objects based on the true illumination environment and scene geome-
try. After applying our method, inserting virtual objects becomes simple because we have
radiometrically decomposed the scene into reflectance and illumination.
Virtual tourism is an exciting area that allows users to explore real-world places from
the comfort of their home. Providing an immersive virtual tourism experience relies on
accurately decomposing a scene radiometrically so that it can be re-rendered for a user
to explore virtually. To accomplish this task, we could extend the scale of the method
proposed in this thesis to handle many input images and very large-scale scenes. Currently,
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the computational complexity of the method in this thesis prohibits the use of large-scale
scenes like those that would be typical for virtual tourism.
We would also like to see the proposed method applied in the robotics community. In
the future, robots will require an understanding of the world not only through objects but
also through material information. That is because interacting with objects requires a sense
of the tactile properties of the object (e.g., softness, hardness, or fragility). It’s possible that
reflectance information could help computers make inferences about the physical properties
of materials.
Finally, we believe that the radiometric scene decomposition method proposed in this
thesis should be incorporated into the problem of complete scene understanding (i.e., the
understanding of all properties of a scene—radiometric information, object type, number,
and identity, location information, etc.). This is because of correlations between the types
of objects one might find in a scene, the reflectance of those objects, the setting of the
scene, and how the scene is illuminated. For example, there is some pattern in the types
of objects one finds outside (e.g., trees and buildings are more likely than kitchen items).
There is likely also a pattern to the illumination environment one would find outside (e.g., it
is likely illuminated by the sun and the sky). By attempting to infer radiometric properties
of a scene in addition to the types or identities of objects, we could exploit these different
relationships through sophisticated priors.
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Appendix A: Important Gradients for Optimization
Throughout this thesis, we have relied on computing a maximum a posteriori estimate of
our Bayesian framework to infer reflectance and illumination. In practice, this often means
minimizing the negative log posterior using a gradient-based optimizer. In order for these
optimizers to work, we must supply a function that computes the gradient of the error
function for the current reflectance, illumination, and geometry estimate. This function is
used by gradient-based optimizers to quickly minimize the error function. In this chapter,
we provide gradients of the error function with respect to the reflectance and illumination
parameters and an algorithm for computing them.
A.1 Gradient of the Negative Log Likelihood
In practice, we minimize the negative log posterior, which is a sum of the negative log
likelihood and the negative log of the prior distributions. In this work, we write the negative
log likelihood as a sum of absolute values,
− log p(I|R,L,G) =
∑
p
∣∣∣Ip − Iˆ(p; R,L,G)∣∣∣ , (A.1)
where p is an image pixel, Ip is the value of pixel p in the input image, Iˆ is a function
that predicts the pixel value at pixel p given the current parameters of the reflectance R,
illumination L, and geometry G. We write the predicted pixel value,
Iˆλ(p; R,L,G) =
∫
v
Eλ(t(e,v; G),−ωi; R,L,G)dv, (A.2)
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where t(e,v; G) is the closest point on the surface of the geometry G on the ray from eye
position e along viewing direction v, Eλ(x, ωo; R,L,G) is the radiance from surface point x
to the camera, and v is a set of directions passing through pixel p. This is simply an integra-
tion over the pixel p. The radiance from world point x in direction ωo, Eλ(x, ωo; R,L,G),
is written,
Eλ(x, ωo; R,L,G) = (A.3)∫
Ω
fλ(ωi, ωo; R,x)L(ωi)v(x, ωi; G)dωi +∫
Ω
fλ(ωi, ωo; R,x)Eλ(x
′,−ωi; R,L,G)v¯(x, ωi; G)dωi,
where v is a visibility function that determines if ray beginning at x in direction ωi intersects
the geometry, and fλ(ωi, ωo; R,x) is the BRDF at surface point x with reflectance parame-
ters R. This is a rewriting of the rendering equation [25] into a direct and indirect lighting
component. Note that here we assume that the foreshortening term cos θi is absorbed by
the BRDF fλ for simplicity.
Crucially, we rewrite the irradiance E with an expression that easily translates into an
iterative path tracing algorithm,
E(x, ωo; R,L,G) = (A.4)
∞∑
i
i∏
j
f
(
ω
(j)
i , ω
(j)
o ; xj
)
D(x, ωo; R,L,G),
where
D(x, ωo; R,L,G) =
∫
Ω
fλ(ωi, ωo; R,x)Li(ωi)v(x, ωi; G)dωi, (A.5)
is the direct lighting integral, and ω
(j)
i , ω
(j)
o ,xj are the incident, exitant, and collision point
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of the jth intersection point on the light path. This better represents the steps in an
iterative path tracing algorithm: we first shoot a light ray to the surface, keeping track of
an attenuation parameter which is the product of all BRDFs seen so far, and then we solve
for the direct lighting component which is the integral, before continuing the path tracing
by shooting a ray to the next surface. This form will make it simpler to take gradients with
respect to the variables R, L, and G and incorporate it into an iterative path tracing-like
algorithm to compute the gradients.
We can write the partial derivative of the negative log likelihood,
∂ − log p(I|R,L,G)
∂R
=
−
∑
p
(
Ip − Iˆλ(p; R,L,G)
)
∣∣∣Ip − Iˆλ(p; R,L,G)∣∣∣
∂Iˆλ(p; R,L,G)
∂R
, (A.6)
where R represents all reflectance parameters (whatever the model may be). We then write
the derivative of the predicted pixel value Iˆ,
∂Iˆλ(p; R,L,G)
∂R
=
∫
v
∂Eλ(t(e,v; G),−ωi; R,L,G)
∂R
dv, (A.7)
which is simply an integration over the pixel p.
We can now write the derivative of the radiance E,
∂E(x, ωo; R,L,G)
∂R
=
∞∑
i=0
(
∂
∏i
j f
(
ω
(j)
i , ω
(j)
o ; xj
)
∂R
D(x, ωo; R,L,G)+
i∏
j
f
(
ω
(j)
i , ω
(j)
o ; xj
) ∂D(x, ωo; R,L,G)
∂R
)
. (A.8)
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It’s important to write the derivative of the product of the BRDFs as a product of two
factors,
∂
∏i
j f
(
ω
(j)
i , ω
(j)
o ; xj
)
∂R
= i∏
j
f
(
ω
(j)
i , ω
(j)
o ; xj
)
 i∑
j
∂f
(
ω
(j)
i ,ω
(j)
o ;xj
)
∂R
f
(
ω
(j)
i , ω
(j)
o ; xj
)
 . (A.9)
This rearrangement allows us to easily see how to compute the derivative in a path tracing
algorithm: we can iteratively compute the new sum term, which is the derivative of the
attenuation factor, and the new integral term can be computed just like the direct lighting
integral.
Algorithm A.1 gives the steps of this efficient algorithm to compute the gradient of
reflectance parameters considering indirect illumination. Note that it has the same asymp-
totic complexity as path tracing. We can use the same algorithm for taking the derivative
with respect to the surface normals of the surface.
Computing the gradient of the error function with respect to the illumination parameters
is simpler than the reflectance function. This is because the illumination only appears inside
the direct lighting integral. We can therefore write the gradient of the error function with
respect to the illumination parameters,
∂E(x, ωo; R,L,G)
∂L
=
∞∑
i=0
i∏
j
f
(
ω
(j)
i , ω
(j)
o ; xj
)∫
ωi
f(ωi, ω
(i)
o ; xi)
∂L(ωi)
∂L
v¯(xi, ωi)dωi. (A.10)
Numerically computing the gradient requires Monte Carlo integration of the direct light-
ing integral and the gradient of the direct lighting integral. Multiple importance sampling is
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Algorithm 1: Compute Predicted Pixel Irradiance Gradient with Respect to Reflectance
attenuation[1× 3]← 1
∂attenuation/∂R[|R| × 3]← 0
radiance[1× 3]← 0
∂radiance/∂R[|R| × 3]← 0
let r be a ray from the camera location through the pixel being shaded
while true do
let x be the intersection point when ray r is traced into the scene
if no surface is hit then
break
directlighting[1× 3]← 0
∂directlighting/∂R[|R| × 3]← 0
for 1 . . . nsamples do
s← random ray direction
if ray s hits the illumination environment then
directlighting← directlighting + f(r, s; x) ∗ L(s)/p(s)
∂directlighting/∂R← ∂directlighting/∂R + ∂f(r, s; x)/∂R ∗ L(s)/p(s)
radiance← radiance + attenuation ∗ directlighting
∂radiance/∂R ← ∂radiance/∂R + attenuation ∗ (∂attenuation/∂R ∗ directlighting +
∂directlighting/∂R)
r′ ← random ray direction
attenuation← attenuation ∗ f(r′, r; x)
∂attenuation/∂R← ∂attenuation/∂R + ∂f(r′,r;x)/∂Rf(r′,r′;x)
r ← r′
Figure A.1: Compute Predicted Pixel Irradiance Gradient with Respect to Re-
flectance. This algorithm is a modification of the path tracing algorithm to keep track
of the gradient with respect to reflectance.
typically used to compute the direct lighting integral by separating sampling from a BRDF
proposal distribution and an illumination proposal distribution and combining the samples.
We use the same technique for computing the gradient of the direct lighting integral. When
computing the gradient of the direct lighting integral with respect to the BRDF, we use
the same BRDF proposal distribution. When computing the gradient of the direct lighting
integral with respect to the illumination, the illumination proposal distribution is changed
to only sample rays in the direction of the illumination map pixel Lθ,φ whose derivative is
being taken.
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A.2 Gradient of the DSBRDF Model
To compute the gradient of the negative log likelihood with respect to the reflectance pa-
rameters, we must be able to take the derivative of the BRDF value with respect to the
reflectance parameters. We can write the gradient of the DSBRDF model with respect to
the DSBRDF coefficients,
∂fλ(θh, θd)
∂Ψ
= (A.11)∑
r
cr,λ exp
[
κr(θd) cos
γr(θd)(θh)
]
cosγr(θd)(θh)(
∂κr(θd)
∂Ψ
+ κr(θd)
∂γr(θd)
∂Ψ
log cos θh
)
.
The derivatives of κ and γ are written,
∂κr(θd)
∂Ψ
= κr(θd)b(θd;κ, r), (A.12)
∂γr(θd)
∂Ψ
= γr(θd)b(θd; γ, r), (A.13)
where b are the data-derived DSBRDF bases.
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