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ABSTRACT 
Perturbation expansions and new perturbation bounds for the matrix sign function 
are derived by using a simple technique. The perturbation expansions are then used to 
derive Fr6chet derivatives, the condition number, and the first order perturbation 
bounds for the matrix sign function. 0 Ehvier Science Inc., 1997 
1. INTRODUCTION 
Throughout this paper, gmX” denotes the set of m X n complex matri- 
ces, g = glx ‘, and 
g-={z~g:Rez<O}, %?={zE%?:Rez>O}. 
AT and A denote the transpose and the conjugate of a matrix A, respectively, 
A” = z, and A( A) denotes the set of eigenvalues of A. I, is the identity 
matrix of order m, 0 is the null matrix. II112 stands for the Euclidean vector 
norm and the spectral matrix norm, and II IIF the Frobenius norm. For 
A = (cxjk) = (q,...,a,) E %Ymxn and a matrix B, A 8 B = (cxjk B) is a 
Kronecker product, and vec( A) is a vector defined by vec( A) = (a:, . . . , azIT 
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(see [ll, Chapter 121 for properties of the Kronecker product and vet 
operation). 
Let A E Fnx” have no eigenvalue on the imaginary axis. Then there are 
several ways to define the matrix sign function sgn( A), such as (i) by a 
contour integral [l, 13, 51, (“) n using the Jordan decomposition or the Schur 
decomposition [3, 5, 7, 9, 121, (iii) by the Newton recursion [2, 91, (iv) by the 
matrix sign decomposition [7], (v) by G reen’s function (see [lo, Section 2.51). 
In this paper, we use the definitions based on the Jordan decomposition and 
the Schur decomposition (see [6, Chapter 71 or [15, Chapter l] for the Schur 
decomposition and the Jordan decomposition). 
Let A = X/X-’ be the Jordan decomposition of A E gnx”, where 
11 0 
J= 0 J2 ’ JlEg ( I mXm, A(],) c g-, h(Ja) c F’+. (1.1) 
It is known [3, 5, 71 that the matrix sign function sgn( A) can be defined by 
&A) =X( -2 Inl,)X-l. 
Let 
UH 
(1.2) 
(l-3) 
be the Schur decomposition of A, where A,, E gmxm, A( A,,) c F’-, 
A( A,) C %‘+. Then from (l.l)-(1.2) we see that the function sgn( A) can also 
be defined by 
(1.4) 
where Q E gmx(n-m) is the solution of the Sylvester equation 
&Q - QA22 = -242. (1.5) 
By the definition (1.2) or (1.4), for any nonsingular T E WXn we have 
sgn(T-‘AT) = T-’ sgn( A) T. (1.6) 
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Kenney and Laub [lo] p resent a nice survey of the matrix sign function. 
The survey includes some historical background, definitions and properties, 
approximation theory and computational methods, and perturbation theory, 
as well as applications to matrix equations in control and to algebraic 
eigenproblems. 
In recent years, perturbation analysis of the matrix sign function has been 
studied by certain authors. Based on Frechet derivatives, Kenny and Laub [9] 
present a first order perturbation theory. Higham [7] investigates the condi- 
tioning of the matrix sign decomposition, and derives an explicit expression 
for the condition number of the matrix sign function. Mathias [12] derives an 
expression for the Frechet derivative using the Schur decomposition. Byers, 
He, and Mehrmann [5] derive an expression for the Frechet derivative using 
integral formulas. Kenney and Laub [lo] and Bai and Demmel [l] present 
global perturbation bounds for the function sgn. 
In this paper, we use a simple technique to derive perturbation expan- 
sions for the matrix sign function based on the Schur decomposition and the 
Jordan decomposition (Section 2). The perturbation expansions are then used 
to derive Frechet derivatives, the condition number, and the first order 
perturbation bounds for the matrix sign function (Section 3). Section 4 
presents new global perturbation bounds for the matrix sign function. In 
Section 5 we use an example to illustrate the main results of Sections 3-4. 
2. PERTURBATION EXPANSIONS 
2.1. Introduction 
We first use the definition of the matrix sign function based on the Schur 
decomposition. 
Let A and sgn( A) be th e matrices expressed by (1.3)~(I.5), and let 
B E gnX” be expressed by 
UH, B,, E~mxm. 
We now consider the matrix A + tB, where 
(2.1) 
t Es&(O) = {t E i?:(tl < E), E > 0. 
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By [17, Section 21, there is an analytic function P(t) E ‘@fl-m)X m of t E 9JO) 
for a sufficiently small E such that 
p(t)( A,, + t%)P(t) + p(t)( A,, + t%) 
- ( A,, + tB,,) P( t) - tB,, = 0 
and P(O) = 0. Let 
(2.2) 
T(t) = (P::t, J*
Then by (1.61, we have 
s&A + tB) = UT(t)sgn 
A,, + % 
tB 
21 
xzyt)-‘uH 
i 
Au(t) 42(t) 
= UT(t)sgn o 
A,,(t) i 
T(t)-‘P, (2.3) 
where 
A,,(t) = A,, + A,,P(t) + t&, + t&P(t), 
Au(t) =A,, + t42, 
A,,(t) = A22 - P(t)A,, + tB,, - tP(t)B,,. 
Assume that E is sufficiently small so that 
(2.4) 
&L(t)) = e-, &422(t)) c g+, t E%(O), (2.5) 
and let Q(t) E ‘Z?mx(n-m) be the solution of the Sylvester equation 
Au( - Q(t)Azz(t> = -2&(t). (2.6) 
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Then from (2.3) 
sgn( A + tB) = UT(t) (-: y)T(t)-w 
u 
i 
-L - Q(t)P(t) 
= 
--2P(t) - P(t)Q(t)P(t) 
= sgn( A) + UA(t)U”, (2.7) 
where sgn( A) is expressed by (1.41, and 
A(t) = 
--Q(t)P(t) Q(t) - Q 
--gP(t) - P(t)Q(t)P(t) P(t)Q(t) 
Observe that P(t) is an analytic function of t EsBJO), and P(0) = 0. 
Moreover, from (2.4)-(2.6) and (1.5) we see that Q(t) is also an analytic 
function of t E Se(O), and Q(0) = Q, where Q is the solution of the 
Equation (1.5). Hence, P(t) and Q(t) can be expressed by the Taylor 
expansions 
P(t) = 5 tkp'k', Q(t) = 2 tjQ(j), ~(0) = Q, (2.9) 
k=l j=O 
where t E Be(O). Consequently, the function A(t) expressed by (2.8) has the 
Taylor expansion 
A(t) = 2 t’ti!‘), t EJq(O), (2.10) 
i=l 
where 
AC”’ = i = 1,2 ,... . (2.11) 
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Substituting (2.8), (2.101, and (2.11) into (2.7), we get the expansion of 
sgn( A + tB): 
sgn( A + G-3) = sgn( A) + E tiUA((‘)UH, t EcGq(0). (2.12) 
i=l 
2.2. Expressions for A(” (i = 1,2, . . . ) 
We now use (2.8)-(2.11) to derive the expressions for A(“’ for i = 1,2, . . . 
as follows: 
(1) From 
All(t) = -Q(t)P(t) = - fti C Q(~)P(~), 
i=l j+k=i 
j>O,kal 
we get 
At;; = _ c QWp(k), i = 1,2 )... . 
j+k=i 
jaO.ka.1 
(2.13) 
Thus we have, for example, 
A:‘1 = _ Qp(‘), A($ = _ (Qp’2’ + Q(l)p(l)), 
A’1”: = _ (Qp(3) + Q(l)P@) + Q@)p(l)). 
(2.14) 
(2) From 
A,,(t) = Q(t) - Q = 2 tjQ’j’, 
j=l 
we get 
A(;; = Q(i), i = 1,2,... . 
(3) From 
(2.15) 
b(t) = -2P(t) - W)Q(t)P(t) 
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we get 
A(;! = _2p(i) _ c p(k)Q(j)p(l), i = 1,2 ,... . (2.16) 
k+j+l=i 
jao,k,I>,l 
Thus we have, for example, 
A(;; = -2p(l’, A(;; = -2p’2’ _ p(l)Qp(l), 
A$ = _ 2 ~(3) _ ( p(l)Qp@) + P(l)Q(l)P(l) + p@)Qp(l)). 
(2.17) 
(4) From 
Am(t) = P(t)Q(t) = & c Pck)Q(j), 
i=l k+j=i 
ka 1, j>O 
we get 
‘$2 = c pwQci), i = 1,2,... . 
k+j=i 
k>l,j>O 
(2.18) 
Thus we have, for example, 
‘$2 = p(l,Q, A@; = p@,Q + P(l)Q(l), 
A(2 = p(3,Q + p@)Q(l) + p(l)Q@). 
(2.19) 
Substituting (3.13), (2.15), (2.161, and (2.18) into (Zll), we get the 
expressions for h”) for i = 1,2, . . . . For example, (2.14), (2.15), (2.17), and 
(2.19) give 
A@’ = 
_ (QP@) + Q(l)p(l)) 
-2p’2, - p(uQpcl) 
and 
_ (Qp(3) + Q(9d2) + Q@)@l)) Q (3) A<(3) = 
_ 2~(3’_ ( p(l)Qp(z) +P(l)Q(l)P(l) +p(2)Qp(1)) p(3)Q + pc2)Qc1) + p(‘)Q@) . 
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2.3. Expressions for Pck) and Q(j)(k, j = 1,2, . . . ) 
It is known that P(t) = Cy= ,tkPck’ is the solution of the Riccati equation 
(2.2) in ~8~(0). By [17, Section 21, the matrices P(l), Pc2) can be determined 
by the equations 
P(l)A,, - A,, P(l) = B,,, 
Pc2)A 11 - A,, Pc2) = 2( B,, P(l) - Pcl)Bll) - 2p(‘)A,, P(l), (2.20) 
and Pck) for k > 3 can be determined by the equations 
P(k)A,, - A,, Pfk) = k( B,, Pck-l) - Pck+)Bll) 
k-2 
- k c c:_,P (k- 1 -‘)B,, PC’, 
l=l 
k-l 
-c C; Pck-‘)A12 PC’), k a 3, (2.21) 
1=1 
where CL_ I and CL are binomial coefficients. 
It is known that Q(t) = C~=OtjQ(j’ is the solution of the Sylvester 
equation (2.6). Substituting (2.4) and (2.9) into (2.6), we see that Q(O) = Q, 
the solution of the Sylvester equation (1.5). Moreover, Q(l) can be deter- 
mined by the equation 
AllQcl) - Q(‘)A,, = -2 B,, - [(A&‘) + B,,)Q + Q(P(‘%, - B22)] z 
(2.22) 
and Q (8 for j > 2 can be determined by the equations 
AllQ(j) - Q(j)A,, = - [(A,, PC’) + Bll)Q(j-l) + Q”-“( P(‘)A,, - B,,)] 
- kg-j [( A,, Pck) + B,, Pck- l))Q(‘) 
k>2,1>0 
+ Q(l)( PACT - pck- l)~,,)] , 
j z 2. (2.23) 
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2.4. Conclusions 
To sum up, we have proved the following result. 
THEOREM 2.1. Let A E EI”‘” have the Schur decomposition (1.3), 
where A( A,,) c e’, A( A,,) c ‘~9’. Moreover, let B E Wx” be expressed 
by (2.1). Then for a sufficiently small E > 0, the function s&A + tB) has 
the expression 
sgn( A + tB) = sgn( A) + 5 tiUA((“)UH, t E.$(O), 
i=l 
where A(‘) = (A(:!), in which A(,!! for r, s = 1,2 are expressed as combina- 
tions of Pck), Q, and Q(j) by (2.131, (2.15), (2.161, and (2.181, and Pck’, Q, 
and Q(j) are determined by the Sylvester equations (2.20)-(2.211, (1.5), and 
(2.22)-(2.231, respectively. 
Suppose that the matrix sign function is defined by using the Jordan 
decomposition of A. Then by the same argument as above in Sections 
2.1-2.3, we get the following 
THEOREM 2.2. Let A E Wx” have the Jordan decomposition (1.11, and 
let B E ~zZ”‘~” be expressed by 
Cl, c,z. 
B = x c,, c,, i I x-l, c,, E %?mxm. 
Then for a suficient small E > 0, the function sgn( A + tB) has the expan- 
sion 
sgn(A + tB) = sgn( A) + c t’XI”“X-‘, t E&&(O), (2.24) 
i=l 
where r(j) = (I’!,:‘>, in which I’!,:’ f or r, s = 1,2 are expressed as combina- 
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tions of Kck’ and L(j) by 
JI-GUANG SUN 
r{:) = 0, r,(i) = _ C LWK(k), i 3 2, 
j+k= I 
j,kal 
rig) = L(i) i > 1, 
rp = -2K”’ , rg) = _gp), 
pIi) = -2KCi) _ C K(k)L(j)K(O i > 3, 
k+j+l=i 
k,j,1>1 
rg) = 0, rg = C K(k)LW, i 3 2, 
k+j=i 
k,jal 
the matrix K ck) and L(j) are determined by the Sylvester equations 
Kcl)J1 - Jz Kc’) = C 21’ K@)J1 - J2 K@) = 2( C22 K (l) - Kcl)CIl), 
K(k)ll -JzK’k’ = k(C,,K’k-1) _ K(k-UC 
11 
) 
k-2 
-k c C:_,K (k-1-OC12K(0 k > 3, 
I=1 
and 
Jl L”’ - L”‘J2 = - 2c,, , I1 L@’ - L’“‘J2 = - (Cl, L”’ - LW,,), 
JILW _ L(j)J2 = _(CIILWl) _ LWl)C,,) 
- kzzj ( 
Cl2 K(kp’),+) - L(‘)K(k-‘)C12), j > 3. 
k>2,1,1 
Theorem 2.2 gives explicit expressions for the matrices rCi) for i = 1,2, . . . 
in (2.24). For example, 
r(l) = 
L”’ 
-2’:w 0 ’ 
i 
r(2) = 
r(3) = 
_ (L(l)@“) + ,5(2&(l)) 
_ 2 K(3) _ K(l)L(‘)K(l) 
-L(l)@‘) 
-2K’2’ 
L’3’ 
K(l)L@) + K@),5(‘) ’ 
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3. A FIRST ORDER PERTURBATION THEORY 
The following result is a corollary of Theorem 2.1. 
THEOREM 3.1. Let A E TX” have the Schur decomposition (1.3), 
where h( A,,) c ‘SC-, A( A,,) c W. Moreover, let E E enX” be expressed 
bY 
(3.1) 
If 11 E (1 is suficiently small for a consistent norm II 11, then 
sgn(A+E)=sgn(A)+U UH + 0(llE112), (3.2) 
where Q, P,, and Q1 are determined by the Sylvester equations 
4,Q - Q4z = -24,, 
P,A,, - A,,P, = E,,, (3.3) 
A,,Q, - Q14, = -2% - [(A,,6 + E,,)Q + Q(f’4, - Ed 
The expansion (3.2) shows that the Frechet derivative I&( A, E) of the 
function sgn at A in the matrix direction E can be expressed by 
(3.4) 
Note that the expression (3.4) of the Frechet derivative I&( A, E) and that 
of [12, (2.2)] are essentially the same, but (3.4) is a little simpler than [12, 
(2.211. By [12, (2.2)-(2.811 th e cost of each evaluation of Lsgn( A, E) is at most 
27n3/8 flops, and by (3.3)~(3.4) the cost is at most 23n3/8 flops. 
The following result is a corollary of Theorem 2.2. 
THEOREM 3.2. Let A = XIX- ’ be the Jordan decomposition of A E 
$?‘xn, where ] is expressed by (1.1). Moreover, let E E WXn be expressed 
bY 
E=XFX-‘, F= , F,, E W’Xm. (3.5) 
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Zf 11 E/l is sufficiently small for a consistent norm II 11, then 
sgn(A+E) =sgn(A) +X 
(-2oK, :) X-’ + O(llEl12), (3.6) 
where K, and L, are determined by the Sylvester equations 
KJ, - 12 K, = F21) 
J,L, - Ll2 = -2F,2. 
(3.7) 
The expansion (3.6) has been derived in [5, Section 31 by using integral 
formulas. 
By (3.6), the Frechet derivative L,,,( A, E) of the function sgn at A in 
the matrix direction E can be expressed by 
&,(A, E) =X( _;,, Lo’ix-‘. (3.8) 
From the relations (3.2), (3.4), (3.61, and 
perturbation bound for the function sgn: 
kn( A + E) - sgn( A) 11, =G 1) Es& A, E) IIF 
(3.81, we get the first order 
+ O(IlEll;), JIEIIF --f 0, 
(3.9) 
where L,,,( A, E) can be computed by (3.3)-(3.4) or by (3.7)-(3.8). 
Let A, E ‘ZmXm, A, E @x1, 
set. Define sep( A,, A,) by [14] 
and let A( A,) n A( A,) = 0, the empty 
sep(A,, A,) = min IIA,Z - ZA,IIF. 
lIZIlL-= 1 
The following two results (Corollaries 3.3-3.4) present estimates of 
II Lsgn( A, E)ll~. 
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COROLLARY 3.3. Let A, A,,, A,,, A,,, and E be as in Theorem 3.1, and 
Zet L,,,(A, E) be expressed by (3.4). Then 
II Lsgn( A, E) IIF Q j ‘/I + (1 + 211;:,llii’llEll,. 
where 6 = sep(A,,, A,,). 
Proof By (3.3) and (3.41, 
11 Lsgn( A, E) (IF d ~211911;11~,112F + 4llP,ll2F + llQ1ll”F > 
where 
2llA,,ll~ 
IIQIIFG s 
llE,,ll~ IIEIIF 
, IIP,IIF < ---j--- =G --j-Y 
(3.10) 
(3.11) 
(3.12) 
and 
(3.13) 
Substituting (3.12)-(3.13) into (3.111, a simple calculation gives the estimate 
(3.10). n 
Note that the estimate (3.10) and that of [5, Corollary 11 are essentially 
the same, but (3.10) is a little better. 
COROLLARY 3.4. L,et A, X, J1, and Jz be as in Theorem 3.2, Lsgn( A, E) 
be expressed by (3.8) and 
x = (X,, x2>, Y = X-H = (Y,,Y,), X,,Y, E %Fnxm. (3.14) 
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=s 2K;,X) IIEIIF, (3.15) 
where KJX) = IIXll2llX-‘112, and a, c sep(J1,J2). 
Proof By (3.7) and (3.81, 
~ 2I((Y, @ x232 @ x,)II, vec(F2,) 
3 Iii ill vec(F1,2) 2’ 
Combining it with 
we get the first inequality of (3.15). 
Observe that for W E E’ nXn partitioned as 
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we have 
Similarly, we have 
xl’ 8 Y,H l/i III xz’ 8 Y,H < IIxll2llx-‘ll2. 2 
Hence, the second inequality of (3.15) is deduced from the first one. W 
Let rl and r2 denote the highest orders of the Jordan blocks of J1 and 
J2, respectively, and let 
0 if r,=r,=l, 
v,= 1 if r,=lorr,=lbutr,r,>l, 
2 if rl, r2 > 2. 
Moreover, let 
d, = lyiy{lA, - Ajl: hi E A(],), Aj E A(J2)}. 
By 116, Theorem 2.11, 
1 r,+rs-1 _ 3 d;‘+rz-l 1 
=P(_L 12) G 3 - 4 d;l+‘p-l * 
(3.16) 
Combining (3.16) with (3.151, we get 
r,+r2-1 _ dr,+rz-1 
II&,,( A, E) IIF G 2’& x) . ” v, _ ,1; IlEll~ . 
d;‘+‘2-1 
. (3.17) 
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In particular, if ri = rs = 1, that is, the matrix A is diagonahzable, then by 
(3.17) 
(3.18) 
The estimate (3.18) has been given in [9, Section 31 and [7, Section 41 by 
using other techniques. 
Let A, E be as in Theorem 3.2 [or Theorem 3.11, and let L,,,( A, E) be 
expressed by (3.8) [or (3.4)]. Define 
+(sgn, A) = ,gx, Ikgn( A> E)ll~. (3.19) 
F 
Then the quantity ~&gn, A) can be regarded as the condition number of the 
function sgn at A with respect to the Frobenius norm II JJF [9, Section 11. We 
now are going to derive expressions for ~,(sgn, A). 
Let 
S = sgn( A). (3.20) 
By [9, Theorem 3.11, 
SAL& A, E) + Lsgn( A, E) SA = E - SES. (3.21) 
[The relation (3.21) can also be easily verified by (1.2), (3.5), (3.7), and (3.8X1 
Let A = XJX-’ be the J or an d d ecomposition of A, where J is expressed by 
(1.1). Then from 
SA = X 
we see that h(SA) c E”+. Consequently, the matrix 
CD = I,, 8 (SA) + (SA)r 8 Z, 
is nonsingular. Hence, from (3.21) we get 
(3.22) 
vec( kgn( A, El) = W’( Z,,B - ST 8 S) vec( E) 
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and 
I[L,,(A QllF =I[@-‘(L~ - sT Q S)vec(E)Ilem (3.23) 
The relation (3.23) together with the definition (3.19) shows the following 
COROLLARY 3.5. Let A, E be as in Theorem 3.2 (or Theorem 3.11, and 
let S, @ be the matrices defined by (3.20) and (3.22). Then the condition 
number ~&gn, A) &fined by (3.19) can be expressed by 
/+(sgn, A) =I)@-‘(Zno - ST @ S)112. (3.24) 
Note that Higham [7, Section 41 derived the same expression as (3.24) of 
the condition number for the function sgn by using the matrix sign decompo- 
sition. 
Obviously, if the Jordan decomposition of A is known, then substituting 
(1.2) into (3.24) we can get an explicit expression for ~&gn, A). However, a 
simple and convenient method is to derive the expression for K&II, A) 
directly from (3.8) and (3.19). In fact, by (3.8) we have 
Lsgn( A, E) = -2X,&Y; + X,L,Y,H, (3.25) 
where Xi, X,, Y,, and Ys are defined by (3.14). Further, from (3.25), (3.7), 
and (3.5) we get 
vec( kgn( A, E)) 
= -2(Y, C9 xs) vec( K,) + (Y, @ Xi) vec( L,) 
z -2[(y, @X,)(J1’8 I”_, - I, @JJ1(x: 8 YF) 
+(E 8 Xl)(L @.I1 -.c” @ Zm)-l( Xr B Y:)] vec( E). (3.26) 
Taking the Euclidean vector norm 
relation (3.26) gives the following 
11 112 and using the definition (3.19), the 
COROLLARY 3.6. Let A, X, J1, and Jz be as in Theorem 3.2, and let X,, 
X,, Y,, and Yz be defined by (3.14). Then 
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where 
1’ 8 I”_, - I, @JJl 0 
. (3.28) 
0 (I”_“, @J1 -.K @ L>-l 
Note that Corollary 3.6 is a bit disappointing in that it involves knowing II 
and Jz. 
4. NEW PERTURBATION BOUNDS 
By using a perturbation equation, Kenney and Laub [lo, Section 4.21 
derive an upper bound on llsgn(A + E) - sgn(A)]]r, where the matrix E 
has a sufficiently small norm. By using Cauchy integral representation, Bai 
and Demmel [l] derive an upper bound on I]sgn( A + E) - sgn( A)]la. and 
the bound reveals the relationship between the sensitivity of the matrix sign 
function and the distance of the eigenvalues of A to the imaginary axis. 
However, the authors of [5] show with an example that the upper bound in 
[l] can be an overestimation. Hence, just as the authors of [lo] say, “more 
work needs to be done in this area.” In this section, we present a new upper 
bound on l]sgn( A + E) - sgn( A>llr by the definition of the function sgn 
based on the Schur decomposition. 
Let Ydenote the imaginary axis, and let 2 E @‘I satisfy A(Z) ns = 0. 
Following Van Loan [IS] and Him-ichsen and Pritchard [8], define 
d, = min{lIWllz: h(Z + W) n4z 0). (4.1) 
It is known that we can regard the quantity d, as the distance of the 
eigenvalues of Z to the imaginary axis, and d, can be expressed by [8, 
Proposition 2.11 
d, = min ami,( irZ - Z), 
7 (4.2) 
where a,,,,(i~Z - Z) denotes the smallest singular value of the matrix irZ - 
Z, in which r is real and i = m. A bisection method for determining a 
sequence of upper and lower bounds on d, can be found in [4]. 
Suppose that A E %?‘“’ n has the Schur decomposition 
UH, A( An) c e-7 A( A,,) c g+, (4.3) 
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where U is unitary, A,, E ‘FX”‘. Obviously, 
S = sep( A,,, A,,) > 0. 
By the definition of the function sgn, we have 
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(4.4) 
where Q E ‘iF 7nX(n-1’L) is the solution of the Sylvester equation 
4,Q - Q&z = -2A,,. 
Let E E iFnxn be expressed by 
(4.5) 
(4.6) 
and let 11 E 1) F is so small that 
8, = 6 - (IIE1& + llE,,ll~) > 0 (4.7) 
and 
IIE,,11~11&11~ 1 
sp 
< 4’ (4.8) 
where A-,, = A,, + E,,. Then by Stewart [14], the equation 
I’( A,, + E,,) - (A,, + E,,)P = E,, - P( A,, + E,,)P 
has a solution P E @” “jx “’ satisfying 
(4.9) 
Take the matrix P, and let 
. 
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Then 
sgn(A+E) = UTsgn 
A,, + E,, AN + E,, 
E 
21 A,, + -%, 
= UT sgn T_‘U”, (4.10) 
where 
& = A,, + E,,, 
A,, = A,, + A,, A, = E,, + i,,P, 
&=A~~+A~, A,=E,,-Pi,,. 
(4.11) 
Assume that llEllF is small enough so that 
and 
llElllln + 2ll~,,II~1lE&/~~ < c& 
IIE,,Iln + 2ll&,Il&,l~~/~1 < dALZ> 
(4.13) 
where dA are defined by (4.1). Then the conditions 
(4.11, (4.9Y, and (4.11) imply that A( A,,> c F, and 
from (4.10) 
sgn(A+E)=UT ( -21 I,z,,, ]*-‘u” 
(4.13) together with 
h(i&,) c SZ+. Thus, 
= sgn( A) + U 
where Q is the solution of the Sylvester equation 
_ _ 
A,,Q - @k3” = -2&,. (4.14) 
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Consequently, we have 
IIsgn( A + E) - sgn( A) IIF 
=1l! 
-QP 0-Q 
-2P-PQP PQ F 
6 4 2IIPII;II~II”F + (2 + llPll~ll~~l~)~lIPIl~ + I@ - 911;. (4.15) 
Observe the following facts: 
(1) By th e d f ‘t’ e ml Ion and properties of the function sep [14], from (4.14) 
we get 
IIQIIF < 
2ll&,llF 
sep A,, ( - > A,,) 
2ll&llF 
’ sep( A,,, A,,) - (llA,ll~ + llA211~) 
bY (4Wl 
< 2’l~1zl” [by (4.11) and (4.12)]. 
2 
This together with (4.9) gives 
dmIlFlIQlIF < 
4v’%l~,,II~IlE2~ll~ 
6 6 = &(A,E), (4.16) 
1 2 
and 
(4.17) 
(2) From (4.51, (4.14), and (4.11), we get 
&(@ - 0) - (@ - Q)&2 = -2E,2 - (Et, + 42P)Q 
+ Q( E,, - P&2) 
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and 
110 - QIIF < 
2llE,,ll~ + (IIAJIF + I~~~~~F)IIQIIF 
sep A,, ( - > &) 
llEllll~ + llE,,ll~ + 
4ll~~~ll~llE21ll~ 
s 
1 II 
= 4,( A> E). (4.18) 
Hence, combining (4.16)-(4.18) with (4.1%, we derive the following 
THEOREM 4.1. Let A E %‘nXn have the Schur decomposition (4.31, 
E E @YX” be expressed by (4.61, and 1) El1 F be small enough so that the 
conditions (4.71, (4.81, (4.121, and (4.13) are satisfied. Then 
(4.19) 
where +i(A, E) f or i = 1,2,3 are expressed by (4.16)-(4.18). 
Observe that from (4.18) 
211 A,& + l6II Ap_II2FII A,,II$ 1’2 
82 s2s2 ) 
IIEIIF. 
1 
Combining it with (4.16)-(4.17) gives 
4,“( A, E) + 4,“( A> E) + d&t E) 
Hence, from Theorem 4.1 we get the following 
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COROLLARY 4.2. Let A, E be as in Theorem 4.1, and let 11 EllF be small 
enough so that the conditions (4.71, (4.8), (4.121, and (4.13) are sati.sJied. 
Then 
hdA + E) - sgn(A% 
XllEll~, (4.20) 
where A-,, = A,, + E,,. 
Note that the results formulated by Theorem 4.1 and Corollary 4.2 are 
new. The new results differ from those of [lo] in two respects: (1) the 
conditions (4.7), (4.81, (4.12), and (4.13) show the significance of the quanti- 
ties S E sep( A,,, A,,) and dA,j (j = 1,2), the distance of the eigenvalues of 
Ajj to the imaginary axis; (2) the estimates (4.19) and (4.20) give explicit 
expressions for the global bounds by means of Aij, Eij, and 6. The sharpness 
of the new results will be illustrated by a simple example in the next section. 
5. AN EXAMPLE 
In this section we use a simple example to illustrate the main results of 
Sections 3-4, and to give comparisons of our global perturbation bounds for 
the matrix sign function and those of [lo] and [l]. 
EXAMPLE 5.1 [lo, Example 21. For a nonzero real scalar X. let 
A=( ;’ ;‘)> E=($ ;), o<e<1. (5.1) 
Decompose A as 
A=X x= (; -;‘2). 
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By the definition (1.21, 
sgn( A) =X( -i :))X-’ = ( i1 y’). 
Decompose A + E as 
A+E=X 
x= 
By the definition (1.2), 
sgn( A + E) = _f 
Consequently, we have 
x 
l-&=-F 
-1 
x 
1+J1--E . 
-1 I 
‘-1 Of-l= 
i 1 0 1 
h&A + E) - sgn(A)II, 
-7&T 
; x l--E 
L I ._ 
= (1 + JL--E)\I1--EIxI 
j/x” + 2x” + (1 + JZ)” 
ElXl 
z - _ if 1x1 * 1. (5.2) 
(1 + \/l - ,)Jl - 
5.1. First Order Perturbation 
E 
Bounds 
Let A, E be as in (5.1). Then 
6 = sep( - 1,1) = 2, IIEIIF = ~/1x1, lIA,ell~ = 1x1. 
Consequently, the estimate (3.10) gives 
I(k,,(A> E& =z &J(x’+ 
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Substituting it into (3.9), we get 
- ,I, + 0. (5.3) 
Note that by 15, Theorem 1 and Corollary 11, we have 
II kgn( A, E) IIF ’ < ii1 t llA;~l’;)’ IIEIIF = -&(I4 + 2)’ 
and 
11 sgn( A + E) - w( A) II F < &(ld + 2)” + o 
Obviously, the relations (5.3) and (5.4) yield the same estimate 
Ib( A + E) - Sgn( A) IIF 5 Elx’ if 1x1 * 1, 
fi -+o. 
(5.4 
(5.5) 
and the estimate (5.5) coincides with the relation (5.2) essentially. 
5.2. Condition Number 
Let D, be the matrix defined by (3.28). Then for the matrix A of (5.1) we 
have DJ = diag( - i, - i). Moreover, we have 
x=(:, -;‘2)=(xl,x2), Y=x-H=(x;2 q=(y,y2). 
By (3.27)-(3.28), the condition number K,(sgn, A) can be expressed by 
II x2 KF(Sp, A) = 2 (VI @ x2> jj2 @ x,)D, = T + 1. (5.6) 2 
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5.3. Global Perturbation Bounds 
By (4.41, (4.71, (4.12), and the definition (4.0, we have 
6 = 6, = 2, 8, = 2( 1 - E) , dA,, = dA,, = 1. 
The condition (4.7), i.e., 8, > 0, is obviously satisfied. Moreover, the condi- 
tions (4.8), (4.12), and (4.13) can be expressed by 
E/4 < a, 2(1 - l ) > 0, E < 1. (5.7) 
It is clear that the conditions of (5.7) are satisfied if and only if E < 1, and in 
this case, (4.19) and (4.20) give 
~ G (1 -:,,.,? x4 + 2x2 + (2 - l )” = /3,(x, l ), (5.8) 
and 
bgn( A + E) - sgn( A) IIF 
respectively. 
We now are going to give comparisons of our perturbation bounds 
(5.8)-(5.9) and the bounds given in [lo] and [l]. 
From [lo, Section 4.21 we know that if 
(5.10) 
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then by [lo, Theorem 41, 
IIw( A + E) - sgn( A) IIF G 
(X2 + 3)’ 
Ixl(1 - G(e/]r])) = @,,(r, l ). 
(5.11) 
It can be proved that 
f(x) = ‘r’ 
0X(4x” + 13) 
+( ““,- l)1’2j = o.0345. 
Consequently, the condition (5.10) is much stronger than our condition 
E < 1. Moreover, the relations 
and 
is< x7 l ) l-td_ x4 + 5x2/2 + [l + (2 - l )‘] 
pKL(x>E) = 
<l 
l--E x4 + 6x2 + 9 
show that the upper bound &(x, E) and &<x, E) expressed by (5.8) and 
(5.9) are better than PKL(r, E) expressed by (5.11). 
The relations (5.8), (5.9) and (5.11) imply that for large 1 xl we have 
Comparing (5.12) with (5.2), we see that all the upper bounds p&x, E), 
&(x, E), and fl,,(x, E) are in close agreement with the exact value of 
((sgn( A + E) - sgn( A)]] ,W for large 1 XI and small E. 
The bounds in [I] are based on d,, the distance of the eigenvalues of A 
to the imaginary axis, defined by (4.1) [or equivalently, by (4.2)]. By [l, 
Theorem 11, if 
ItEll < d,> (5.13) 
204 
then 
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4 IlEllS 
’ L. &,(d, - II-f%) 
(114112 + IIEII~) + g. (5.14) 
2 
For the matrices A, E of (5.1), we have 
2 
d, = 
1x1 + 4x2 + 4 
= 1x1 + &c-T ’ II Alln = 2 , lIElIz 6. 
Consequently, the condition (5.13) can be expressed by 
21x1 
l < 1x1 + 0T-4 
=g(x). (5.15) 
Since the function g(x) satisfies g(0) = 0, limIx,_ +,g(r) = 1, and 
45(x) > o 
dx 
dg(x) <o 
forx>O, ___ 
dx 
for x < 0, 
the condition (5.15) is stronger than our condition E < 1. Moreover, the 
estimate (5.14) gives 
Ilsgn( A + E) - Sgn( A) II2 
26(2 + x2 + INl@T4) 
G T[l - E(1-t d-)/2] 
.[;(1+/L$)+fi] 
4E 
+ Ixl(lxl + G-x) 
= P,,(~, l )
4EX2 
= %-(1 - l ) if 1x1 * 1. (5.16) 
Comparing (5.16) with (5.2) and (5.12), we see that PBD( x, E) is an overesti- 
mation in the upper bound of Ilsgn(A + E) - sgn(A>llz. 
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6. CONCLUSIONS 
In this paper, we have obtained both perturbation expansions and pertur- 
bation bounds for the matrix sign function. The results are based on the 
perturbation technique for the invariant subspaces which was developed in 
1171. 
The perturbation expansions are used to derive the local bounds, i.e., the 
first order perturbation bounds, which are similar to those by Mathias [12], 
Higham [i’], or Byers, He, and Mehrmann [5]. The global bounds obtained in 
this paper are new, and roughly speaking, they are dominated by 
II A,,lG 
[sep( A,,, A12)]3”E”F’ 
The new global bounds are reasonable extensions of the local bounds. 
I nr~ grateful to the referees for helpf 1 u comments and mluable suges- 
tirms. 
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