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Abstract
We consider associative algebras over a field of characteristic zero. We give
a version of the proof of the Kemer’s theorems concerning the Specht prob-
lem solution [12], [13]-[16]. It is proved that the ideal of graded identities of a
finitely generated PI-superalgebra coincides with the ideal of graded identities
of some finite dimensional superalgebra. This implies that the ideal of poly-
nomial identities of any (not necessary finitely generated) PI-algebra coincides
with the ideal of identities of the Grassmann envelope of a finite dimensional
superalgebra, and is finitely generated as a T-ideal.
MSC: Primary 16R50; Secondary 16R10, 16W50, 16W22
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Introduction
We present here one of the proofs of the Kemer’s theorems about Specht problem
solution for associative PI-algebras over a field of characteristic zero [12]. We give
principally the proof of the fact that any finitely generated Z/2Z-graded PI-algebra
has the same graded identities as some finite dimensional Z/2Z-graded algebra. This
result is the crucial and the most difficult step of the whole Kemer’s solution of the
Specht problem. The proof represented here is the partial case of the proof of a
similar result for algebras graded by a finite abelian group given by the author in
[23] (the case G = Z/2Z). It is only slightly modified to extend the result from an
algebraically closed base field (as it was considered in [23]) to any field of charac-
teristic zero. Observe that the proof of generalised results in [23] is independent on
the original Kemer’s proof. The unique essential reference to the Kemer’s results
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in that paper served to obtain Lemma 1. This reference can be safely exchanged
by the Lewin’s results [17]. PI-representability of a non-graded finitely generated
PI-algebra can be also obtained as a partial case of [23] considering the trivial group
G = {e}.
The second step of the Kemer’s arguments is to prove that any PI-algebra satisfies
the same graded polynomial identities as the Grassmann envelope of some finitely
generated Z/2Z-graded PI-algebra. We refer the reader to the book [9] for the
proof of this fact. The author also can prove this fact independently but assume
that the proof represented in [9] is the most elegant, short and clear to understand
for a reader. Thus the author thinks that there is no any need to repeat these
arguments. These two theorems imply (see also [9]) that any PI-algebra satisfies the
same polynomial (non-graded) identities as the Grassmann envelope of some finite
dimensional Z/2Z-graded algebra. The positive solution of the Specht problem in
the classical case follows from the last classification theorem immediately.
Observe that besides the original proof of Aleksandr Kemer [13]-[16], published
later also in [12], there are several later versions of various authors including inter-
pretations and generalisations. Therefore the author does not pretend on originality
or some exclusive properties of this text. And she never would get an idea to rewrite
the proof of the original Kemer’s results whenever some obvious misunderstandings
appeared some time ago. This text is just one of the possible version of the proof
as the author understood it generalising these results in [23]. Notice that this text
is a little more detailed then the text published in [23]. Even here we omit some
details and proofs that seems to us not very difficult to restore for a reader. But the
author can assure possible readers that all the statements with omitted arguments
were really checked. Moreover, even the text [23] is the restricted version of the
original detailed author’s text.
Throughout the paper we consider only associative algebras over a field of char-
acteristic zero (not necessary unitary). Further they will be called algebras.
Let F be a field of characteristic zero and F 〈X〉 the free associative algebra over
F generated by a countable set X = {x1, x2, . . .}. A T-ideal of F 〈X〉 is a bilateral
ideal invariant under all endomorphisms of F 〈X〉.
Let A be an associative algebra over F . A polynomial f = f(x1, . . . , xn) ∈ F 〈X〉
is called polynomial identity for A if f(a1, . . . , an) = 0 for any a1, . . . , an ∈ A (f ≡ 0
in A). Let us denote by Id(A) = {f ∈ F 〈X〉 | f ≡ 0 in A} the ideal of all polynomial
identities of A. If A satisfies a non-trivial polynomial identity then A is called
PI- algebra. It is well known, for example, that any finite dimensional algebra is
PI ([10, 18, 21]). The relation between T-ideals of F 〈X〉 and PI-algebras is well
understood: for any F -algebra A, Id(A) is a T-ideal of F 〈X〉, and any T- ideal I of
F 〈X〉 is the ideal of identities of some F -algebra A, in particular, of the relatively
free algebra of F 〈X〉/I.
An algebra A is called Z/2Z-graded (or super-algebra) if A = A0¯ ⊕ A1¯ is the
direct sum of its subspaces A0¯, A1¯ where AθAξ ⊆ Aθξ holds for any θ, ξ ∈ Z/2Z.
An element a ∈ Aθ is called homogeneous in the Z/2Z-grading of the graded degree
θ, we also write degZ2 a = θ in this case. The homogeneous component A0¯ of the
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Z/2Z-graded algebra A is called neutral (or even).
A homomorphism of Z/2Z-graded algebras A, B ϕ : A→ B is graded if ϕ(Aθ) ⊆
Bθ for any θ ∈ Z/2Z. An ideal I ✂ A of a graded algebra A is graded if and only
if I is generated by homogeneous in the grading elements. In this case the quotient
algebra A/I is also Z/2Z-graded with the grading induced by the grading of A
(degθ a¯ = degθ a).
Let us denote by A1×· · ·×Aρ the direct product of algebras A1, . . . , Aρ, and by
A1 ⊕ · · · ⊕Aρ ⊆ A the direct sum of subspaces Ai of an algebra A. We also denote
by J(A) the Jacobson radical of A. Observe that in general all bases and dimensions
of spaces and algebras are defined over the base field F unless otherwise indicated.
We always assume that the set Nk0 (N0 = N
⋃
{0}) is linearly ordered with the
lexicographical order for any natural k.
The most part of notions, definitions, facts and properties of polynomial identi-
ties may be found in [5], [7], [8], [9], [12].
1 Free graded algebra.
Let us denote by XZ2 = {xiθ|i ∈ N, θ ∈ Z/2Z} a countable set of pairwise different
elements. The algebra F = F 〈XZ2〉 is the free associative Z/2Z-graded algebra with
the grading F = ⊕θ∈Z/2ZFθ, where Fθ = 〈xi1θ1xi2θ2 · · · xisθs |θ = θ1 + θ2 + · · ·+ θs〉F .
Since all the variables are pairwise distinct then any multihomogeneous polynomial
is also a homogeneous element of F in the sense of the grading. An element xiθ is
called graded variables, and f ∈ F a graded polynomial.
Let f = f(x1θ1 , . . . xnθn) ∈ F 〈X
Z2〉 be a non-trivial Z/2Z-graded polynomial. We
say that a Z/2Z-graded algebra A satisfies the graded identity f(x1θ1 , . . . xnθn) = 0
if f(a1θ1 , . . . anθn) = 0 in A for any aiθi ∈ Aθi . Denote by Id
Z2(A) ✂ F 〈XZ2〉 the
ideal of Z/2Z-graded identities of A. Similar to the case of ordinary (non-graded)
identities IdZ2(A) is a two-side graded ideal of F 〈XZ2〉 invariant under all graded
endomorphisms of F 〈XZ2〉. Such ideals are called Z2T-ideals. It is clear that any
Z2T-ideal I of F 〈XZ2〉 is the ideal of Z/2Z-graded identities of F 〈XZ2〉/I.
Take a set S ⊆ F 〈XZ2〉. Denote by Z2T [S] the Z2T-ideal generated by S. Then
Z2T [S] contains exactly all graded identities which are consequences of polynomials
of the set S. Z/2Z-graded algebras A and B are called Z2PI-equivalent (A ∼Z2 B)
if IdZ2(A) = IdZ2(B). Let Γ) be a Z2T-ideal. We write also f = g (mod Γ) for
f, g ∈ F 〈XZ2〉 iff f − g ∈ Γ.
We consider only graded identities of PI-superalgebras, i.e. the case when
IdZ2(A) ⊇ Γ for some nonzero ordinary T-ideal Γ✂F 〈X〉. This holds iff the neutral
component Ae is a PI-algebra (Id
Z2(A) ∋ f(x10¯, . . . , xn0¯) 6= 0) (see [6], and [1]).
Observe that a finitely generated superalgebra always has a finite set of Z/2Z-
homogeneous generators. We consider only homogeneous generating sets of super-
algebras.
Definition 1 Given a finitely generated superalgebra A and a finite homogeneous
generating set K of A denote by grk(K) the maximal number of elements of the
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same graded degree in K.
Then the homogeneous rank grk(A) of A is the least grk(K) for all finite homo-
geneous generating sets K of A.
Let XZ2ν = {xiθ|1 ≤ i ≤ ν; θ ∈ Z/2Z} be a finite set of graded variables and
F 〈XZ2ν 〉 the free associative Z/2Z-graded algebra of the rank ν, ν ∈ N.
Let A be a finitely generated Z/2Z-graded algebra. Then the superalgebra
Uν = F 〈X
Z2
ν 〉/(Id
Z2(A)
⋂
F 〈XZ2ν 〉) is the relatively free algebra of the rank ν for
A. Similarly to case of ordinary identities if ν ≥ grk(A) then IdZ2(A) = IdZ2(Uν).
Moreover the next remark takes place.
Given a Z2T-ideal Γ1 ⊆ F 〈XZ2〉 denote by Γ1(F 〈XZ2ν 〉) = {f(h1, . . . , hn)|f ∈
Γ1, hi ∈ F 〈X
Z2
ν 〉, degZ2 hi = degZ2 xi,∀i}✂F 〈X
Z2
ν 〉 the verbal ideal of the free asso-
ciative Z/2Z-graded algebra of the rank ν generated by all appropriate evaluations
of elements of Γ1.
Remark 1 1. f(x1, . . . , xn) ∈ Id
Z2(F 〈XZ2ν 〉/(Γ
⋂
F 〈XZ2ν 〉)) if and only if
f(h1, . . . , hn) ∈ Γ for all homogeneous polynomials of appropriate graded de-
grees h1, . . . , hn ∈ F 〈X
Z2
ν 〉.
2. Let A be a finitely generated associative Z/2Z-graded algebra, Γ2 = IdZ2(A) the
ideal of its graded identities, and ν ≥ grk(A). Then Γ1(F 〈X
Z2
ν 〉) ⊆ Γ2 implies
that Γ1 ⊆ Γ2.
It’s well known due to the linearization process and possibility to identify vari-
ables in case of zero characteristic that any system of identities (ordinary or Z/2Z-
graded) is equivalent to a system of multilinear identities. Thus in case of zero
characteristic it is enough to consider only multilinear identities.
2 Graded algebras.
Let F˜ be an algebraically closed field. Consider a finite dimensional F˜ -superalgebra
A = A0¯ ⊕ A1¯. Then we have an analog of the Wedderburn-Maltsev decomposition
for superalgebras.
Lemma 1 Let F˜ be an algebraically closed field. Any finite dimensional F˜ -superal-
gebra A is isomorphic as a superalgebra to an F -superalgebra of the form
A′ = (C1 × · · · × Cp)⊕ J. (1)
Where the Jacobson radical J = J(A′) of A′ is a graded ideal, B′ = C1 × · · · × Cp
is a maximal graded semisimple subalgebra of A′, p ∈ N
⋃
{0}. A Z/2Z-graded
simple component Cl is one of the superalgebras Mkl,ml(F˜ ) (a matrix algebra with
an elementary Z/2Z-grading) or Mkl(F˜ [c]) (a matrix algebra over the group algebra
of F˜ [c|c2 = 1] with the grading induced by the natural grading of the group algebra).
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Moreover A′ = SpanF˜{D,U}, where
D = ∪1≤l≤p Dl,
Dl = {Eliljl = εlEliljlεl | 1 ≤ il, jl ≤ sl },
sl = kl +ml if Cl =Mkl,ml(F˜ );
Dl = {Eliljl = εlEliljlεl, Eliljlc = εl Eliljlc εl | 1 ≤ il, jl ≤ sl}, (2)
sl = kl, c
2 = 1 if Cl =Mkl(F˜ [c]);
U = {εl′uθεl′′ | l
′, l′′ = 1, . . . , p + 1; uθ ∈ Jθ = J ∩A
′
θ, θ ∈ Z/2Z} (3)
are the sets of homogeneous in the grading elements. Eliljl is the matrix unit.
Elements of D are homogeneous with the grading defined by the next equalities
degZ2 Eliljl = 0¯ if 1 ≤ il, jl ≤ kl, or kl+1 ≤ il, jl ≤ kl+ml, and degZ2 Eliljl = 1¯ oth-
erwise in Cl =Mkl,ml(F˜ ); degZ2 Eliljl = 0¯, degZ2 Eliljl · c = 1¯ for all 1 ≤ il, jl ≤ kl
in Cl =Mkl(F˜ [c]). The element εl is a minimal orthogonal central idempotent of B
′,
homogeneous in the grading, that corresponds to the unit element of Cl (l = 1, . . . , p).
Elements uθ runs on the set of homogeneous basic elements of the Jacobson radical
J = J(A) = ⊕p+1l′,l′′=1εl′Jεl′′ , where εp+1 is the adjoint idempotent.
Proof. It is a classical result (see, e.g., [9] or [2], [3] for a more general case) that
a finite dimensional superalgebra A can be represented as B ⊕ J, where J is the
Jacobson radical of A, that is a graded ideal, and B is a maximal Z/2Z-graded
semisimple subalgebra of A. It is also well known that B ∼= ×
p
l=1Cl, where Cl are
simple superalgebras. Cl is isomorphic either to a matrix superalgebra Mkl,ml(F ) =
Mkl+ml(F ) with an elementary grading
kl ml
(Cl)0¯ =
{
kl
ml
(
∗ 0
0 ∗
)}
,
kl ml
(Cl)1¯ =
{
kl
ml
(
0 ∗
∗ 0
)}
,
or to a matrix algebra over the group algebra Mkl(F˜ [Z/2Z]) ≃ Mkl(F˜ [c|c
2 = 1])
with the grading induced by the natural Z/2Z-grading of the group algebra (Cl)0¯ =
Mkl(F˜ ), (Cl)1¯ =Mkl(F˜ ) · c.
Thus A′ = B′ ⊕ J can be assumed our superalgebra. Any Z/2Z-simple compo-
nent Cl of the semisimple graded subalgebra B
′ has the unit element of the even
degree. It gives the minimal orthogonal central idempotent εl of the algebra B
′. D
is a homogeneous basis of B′. It is clear that any element r ∈ J can be uniquely
represented as a sum of elements of graded subspaces εl′Jεl′′ , l
′, l′′ = 1, . . . , p+ 1.
Moreover εla = 0 (and aεl = 0) for any a ∈ εl′Jεl′′ with l 6= l
′ (l 6= l′′), l = 1, . . . , p.
✷
The next construction is useful to extend the previous result for any field of zero
characteristic in some sense.
Take a superalgebra B (not necessarily without unit). We denote by B# =
B ⊕ F · 1F the superalgebra with the adjoint unit 1F .
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Let us take a finite dimensional superalgebra A = B ⊕ J(A) with a maximal
Z/2Z-graded semisimple subalgebra B and the Jacobson radical J(A). Consider a
Z/2Z-graded subalgebra B˜ ⊆ B, and a positive integer number q. Consider the
free product B˜# ∗F F 〈X
Z2
q 〉
#, and define on it the Z/2Z-grading by the equalities
degZ2(u1 · · · us) = (degZ2 u1) + · · · + (degZ2 us), where ui ∈ B˜
#
⋃
F 〈XZ2q 〉
# are
homogeneous elements. Let B˜(XZ2q ) be the graded subalgebra of B˜
# ∗F F 〈X
Z2
q 〉
#
generated by the set B˜
⋃
F 〈XZ2q 〉. Denote by (X
Z2
q ) the two-sided graded ideal of
B˜(XZ2q ) generated by the set of variables X
Z2
q . Particularly, it is clear that B˜(X
Z2
q ) =
B˜ ⊕ (XZ2q ).
Given a Z2T-ideal Γ denote by Γ(B˜(XZ2q )) the two-sided graded verbal ideal of
B˜(XZ2q ) generated by results of all appropriate evaluations of polynomials from Γ.
Take any s ∈ N, and consider the quotient algebra
Rq,s(B˜,Γ) = B˜(X
Z2
q )/(Γ(B˜(X
Z2
q )) + (X
Z2
q )
s). (4)
Denote also Rq,s(A) = Rq,s(B, Id
Z2(A)) for Γ = IdZ2(A), B˜ = B.
Lemma 2 Take any natural numbers q, s and a Z2T-ideal Γ such that Γ ⊆ IdZ2(A).
The algebra Rq,s(B˜,Γ) is a finite dimensional superalgebra with the ideal of graded
identities IdZ2(Rq,s(B˜,Γ)) ⊇ Γ. Moreover Rq,s(B˜,Γ) = B ⊕ J(Rq,s(B˜,Γ)). Here
B is a maximal semisimple Z/2Z-graded subalgebra of Rq,s(B˜,Γ), and B ∼= B˜.
The Jacobson radical of Rq,s(B˜,Γ) is equal to (X
Z2
q )/(Γ(B˜(X
Z2
q )) + (X
Z2
q )
s), and is
nilpotent of degree less or equal to s.
If q ≥ grk(J(A)), and s ≥ nd(A) then IdZ2(Rq,s(A)) = Id
Z2(A).
Proof. It is clear that I = Γ(B˜(XZ2q )) + (X
Z2
q )
s ⊆ (XZ2q ), and B˜
⋂
I = (0). I is a
graded ideal of B˜(XZ2q ). Hence Rq,s(B˜,Γ) = B˜(X
Z2
q )/I is a superalgebra. Then for
the canonical homomorphism ψ : B˜(XZ2q ) → Rq,s(B˜,Γ) we obtain B = ψ(B˜)
∼= B˜.
Hence Rq,s(B˜,Γ) = B ⊕ ψ((X
Z2
q )), where ψ((X
Z2
q )) = (X
Z2
q )/I is the maximal
nilpotent ideal of the algebra Rq,s(B˜,Γ) of degree at most s. It is clear that (X
Z2
q )/I
is Z/2Z-graded and finite dimensional. Then Rq,s(B˜,Γ) is also a finite dimensional
algebra with the Jacobson radical J(Rq,s(B˜,Γ)) = ψ((X
Z2
q )). It is clear that Γ ⊆
IdZ2(Rq,s(B˜,Γ)) for any q, s ∈ N.
Let us take Γ = IdZ2(A), B˜ = B. Suppose that the Jacobson radical J(A) of
the algebra A is generated as an algebra by the set {r1, . . . , rν}. Then we have
ri =
∑
θ∈Z/2Z riθ, where riθ ∈ J(A)
⋂
Aθ (i = 1, . . . , ν). Consider the map ϕ :
xiθ = xiθ + I 7→ riθ (i = 1, . . . , ν). Assume that ϕ(b + I) = b for any b ∈ B. If
q ≥ ν, and s ≥ nd(A) then ϕ can be extended to a surjective graded homomorphism
ϕ : Rq,s(A)→ A. Therefore Γ = Id
Z2(A) ⊇ IdZ2(Rq,s(A)). ✷
Definition 2 F -algebra A is called representable if A can be embedded into some
algebra C that is finite dimensional over an extension F˜ ⊇ F of the base field F.
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Lemma 3 If a Z/2Z-graded F -algebra A is representable then there exists a finite
dimensional over F Z/2Z-graded F -algebra U such that IdZ2(A) = IdZ2(U).
Proof. Suppose that A is isomorphic to an F -subalgebra B of a finite dimen-
sional F˜ -algebra B˜. We can assume that the extension F˜ ⊇ F is algebraically
closed, and B is Z/2Z-graded. Consider the algebra U˜ = U˜0¯ ⊕ U˜1¯, where U˜θ =
(F˜Bθ) ⊗F˜ F˜ θ ⊆ B˜ ⊗F˜ F˜ [Z/2Z]. U˜ is a finite dimensional Z/2Z-graded F˜ -algebra.
And IdZ2(U˜) = IdZ2(B) = IdZ2(A). Let C˜l = C˜l0¯⊕ C˜l1¯ be a Z/2Z-simple component
in the decomposition (1) of the algebra U˜ .
It is clear from the classification of simple superalgebras (see also Lemma 1)
that C˜l contains a finite dimensional over F Z/2Z-graded simple F -subalgebra Cl =
Cl0¯ ⊕ Cl1¯ satisfying C˜lθ = F˜Clθ for any θ ∈ Z/2Z (l = 1, . . . , p). More precisely,
Cl =Mkl,ml(F ) if C˜l =Mkl,ml(F˜ ), and Cl =Mkl(F [c]) if C˜l = Mkl(F˜ [c]). Moreover
the algebras C˜l and Cl have the same canonic homogeneous base of type (2) over F˜
and F respectively.
Let us take B = C1 × · · · × Cp, Γ = Id
Z2(A), q = dimF˜ J(U˜ ), s = nd(U˜). Then
the F -algebra U = Rq,s(B,Γ) defined by (4) is Z/2Z-graded finite dimensional over
F. And IdZ2(U) = Γ = IdZ2(U˜) (Lemma 2). ✷
Definition 3 We say that an F -finite dimensional superalgebra A′ has an elemen-
tary decomposition if it satisfies the assertion of Lemma 1.
It is clear that the direct product of superalgebras with elementary decomposition
is the superalgebra with elementary decomposition. Also if F is algebraically closed
then any finite dimensional F -superalgebra has an elementary decomposition.
Corollary 4 Let F be a field of characteristic zero. Any finite dimensional F -
superalgebra is Z2PI-equivalent to a finite dimensional F -superalgebra with elemen-
tary decomposition.
Proof. A finite dimensional F -superalgebra A can be naturally embedded to the
superalgebra A˜ = A ⊗F F˜ preserving graded identities. We assume here that
degZ2 a ⊗ α = degG a, for all a ∈ A, α ∈ F˜ . The superalgebra A˜ is finite di-
mensional over F˜ . By Lemma 3 there exists a finite dimensional F -superalgebra A′
with elementary decomposition such that IdZ2(A′) = IdZ2(A˜) = IdZ2(A). Where all
identities are considered over the field F. ✷
Therefore considering graded identities of a finite dimensional superalgebra A we
always can assume that A has a form (1), and a basis of A can be chosen in the set
D
⋃
U. Particularly, for multilinear graded polynomials it is enough to consider only
evaluations by elements of the set D
⋃
U. Such evaluation of a multilinear graded
polynomial is called elementary. Elements of the set D are called semisimple, and
elements of the set U are radical.
Definition 4 Let A = B ⊕ J be a finite dimensional superalgebra, B = ⊕θ∈Z/2ZBθ
a maximal semisimple Z/2Z-graded subalgebra of A, and J(A) = J the Jacobson
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radical of A.We denote by dimsZ2A = (dimB0¯,dimB1¯), and by nd(A) the nilpotency
degree of the radical J. Consider as principal the next parameter of A parZ2(A) =
(dimsZ2A; nd(A)).
The 4-tuple cparZ2(A) = (parZ2(A); dim J(A)) is called complex parameter of A.
A finite dimensional superalgebra A is nilpotent if and only if dimsZ2A = (0, 0).
Recall that n-tuples of numbers are ordered lexicographically. Then for any nonzero
graded two-side ideal I ✂A we have that cparZ2(A/I) < cparZ2(A).
3 Kemer index.
Let f = f(y1, . . . , yk, x1, . . . , xn) ∈ F 〈X
Z2〉 be a polynomial linear in all variables of
the set Y = {y1, . . . , yk}. The polynomial f is alternating in Y, if
f(yσ(1), . . . , yσ(k), x1, . . . , xn) = (−1)
σf(y1, . . . , yk, x1, . . . , xn)
holds for any permutation σ ∈ Symk.
For any polynomial g(y1, . . . , yk, x1, . . . , xn) that is linear in Y = {y1, . . . , yk}, it
is possible to construct a polynomial alternating in Y by setting
f(y1, . . . , yk, x1, . . . , xn) = AY (g) =
∑
σ∈Symk
(−1)σg(yσ(1), . . . , yσ(k), x1, . . . , xn).
The corresponding mapping AY is a linear transformation, we called it the alterna-
tor. Any polynomial f alternating in Y can be decomposed as f =
∑s
i=1 αiAY (ui),
where uis are monomials of f, αi ∈ F. The properties of graded alternating polyno-
mials are similar to that of non-graded polynomials. We consider only polynomials
alternating in homogeneous sets of variables.
Given a pair t = (t1, t2) ∈ N20 we say that a graded polynomial f ∈ F 〈X
Z2〉
has a collection of t-alternating graded variables (f is t-alternating) if f(Y0¯, Y1¯,X)
is linear in Y = Y0¯ ∪ Y1¯, and f is alternating in each set Yθ = {y1θ, . . . , ytθθ} ⊆ Xθ,
|Yθ| = tθ, θ ∈ Z/2Z.
Definition 5 Fix any t = (t0¯, t1¯) ∈ N
2
0. Suppose that τ1, . . . , τs ∈ N
2
0 are some
(possibly different) pairs satisfying the conditions τj = (τj0¯, τj1¯) > t = (t0¯, t1¯) for all
j = 1, . . . , s. Let f ∈ F 〈XZ2〉 be a multihomogeneous graded polynomial. Suppose
that f = f(Y1, . . . , Ys+µ;X) has s collections of τj-alternating variables Yj = Yj0¯∪Yj1¯
(j = 1, . . . , s), and µ collections of t-alternating variables Yj = Yj0¯ ∪ Yj1¯ (j =
s + 1, . . . , s + µ). We assume that all these sets are disjoint. Then we say that
f is of the type (t; s;µ) = (t1, t2; s;µ). Here Yjθ ⊆ Xθ with |Yjθ| = τjθ for any
j = 1, . . . , s, and |Yjθ| = tθ for any j = s+ 1, . . . , s + µ.
Observe that a multihomogeneous polynomial f of a type (t; s;µ) is also of the
type (t; s′;µ′) for all s′ ≤ s, and µ′ ≤ µ. Particularly, any nontrivial graded multi-
linear polynomial of degree s has the type (0, 0; s;µ) for any µ ∈ N0.
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Definition 6 Given a Z2T-ideal Γ ✂ F 〈XZ2〉 the parameter β(Γ) = (t0¯, t1¯) is the
greatest lexicographic pair t = (t0¯, t1¯) ∈ N
2
0 such that for any s ∈ N there exists a
graded polynomial f /∈ Γ of the type (t; 0; s).
The parameter β(Γ) is well defined for any proper Z2T-ideal Γ ✂ F 〈XZ2〉 of
a finitely generated Z/2Z-graded PI-algebra. In this case Γ contains the ordinary
Capelli polynomial of some order d ([11]). Hence any graded polynomial f of the
type (t0¯, t1¯; 0; s) belongs to Γ if t0¯ ≥ d or t1¯ ≥ d. The next parameter is also well
defined.
Definition 7 Given a nonnegative integer µ let γ(Γ;µ) = s ∈ N be the smallest
integer s > 0 such that any graded polynomial of the type (β(Γ); s;µ) belongs to Γ.
γ(Γ;µ) is a positive non-increasing function of µ. Let us denote the limit of this
function by γ(Γ) = lim
µ→∞
γ(Γ;µ) ∈ N. Then ω(Γ) is the smallest number µ̂ such that
γ(Γ;µ) = γ(Γ) for any µ ≥ µ̂.
Definition 8 We call by the Kemer index of a Z2T-ideal Γ the lexicographically
ordered collection indZ2(Γ) = (β(Γ); γ(Γ)).
Notice that indZ2(Γ) is greater than (0, 0; 1) for any proper Z2T-ideal Γ. We assume
also that indZ2(F 〈X
Z2〉) = (0, 0; 1).
Let us denote ω(A) = ω(IdZ2(A)), γ(A;µ) = γ(IdZ2(A);µ), indZ2(A) =
indZ2(Id
Z2(A)) for a finitely generated PI-superalgebra A.
It is clear that A is a nilpotent superalgebra of class s if and only if indZ2(A) =
(0, 0; s). Particularly indZ2(A) = parZ2(A) for a nilpotent algebra A. In general case
we have
Lemma 5 indZ2(A) ≤ parZ2(A) for any finite dimensional superalgebra A.
Proof. Let us denote dimsZ2A = (t0¯, t1¯). Suppose that βθ˜ > tθ˜ for some θ˜ = 0¯, 1¯,
and a multilinear polynomial f has the type (β0¯, β1¯; 0; nd(A)). Then for any j =
1, . . . ,nd(A) all θ˜-variables of the alternating set Yjθ˜ of f can not be evaluated only
by semisimple elements with nonzero result. Therefore f ∈ IdZ2(A), and indZ2(A) ≤
parZ2(A). ✷
Definition 9 Given a Z2T-ideal Γ, and any µ ∈ N0 a multihomogeneous polynomial
f ∈ F 〈XZ2〉 is called µ-boundary for Γ if f /∈ Γ, and f has the type (β(Γ); γ(Γ)−1;µ).
Let us denote by Sµ(Γ) the set of all µ-boundary polynomials for Γ. Denote also
Sµ(A) = Sµ(Id
Z2(A)), Kµ(Γ) = Z2T [Sµ(Γ)], Kµ,A = Kµ(IdZ2(A)) = Z2T [Sµ(A)].
Observe that if the Kemer index is well defined for a Z2T-ideal Γ then Γ has
multilinear boundary polynomials for all µ ∈ N0. Moreover a polynomial f belongs
to Sµ(Γ) if and only if its full multilinearization f˜ belongs to Sµ(Γ). Definitions 6,
7 immediately imply the next basic properties of the Kemer index and boundary
polynomials.
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Lemma 6 Given Z2T-ideals Γ1, Γ2 admitting the Kemer index if Γ1 ⊆ Γ2 then
indZ2(Γ1) ≥ indZ2(Γ2).
Lemma 7 Consider Z2T-ideals Γ, Γ1, . . . , Γρ admitting the Kemer index. Assume
that indZ2(Γi) < indZ2(Γ) for all i = 1, . . . , ρ. Then there exists µ̂ ∈ N0 such that
Sµ(Γ) ⊆
ρ⋂
i=1
Γi for any µ ≥ µ̂.
Proof. Let us denote indZ2(Γi) = (βi, γi), 1 ≤ i ≤ ρ, indZ2(Γ) = (β, γ). Assume
that βi < β for i = 1, . . . , ρ
′, and βi = β, γi < γ for i = ρ
′ + 1, . . . , ρ (0 ≤ ρ′ ≤ ρ).
If β > βi (1 ≤ i ≤ ρ
′) then there exists µi such that any polynomial of the type
(β; 0;µi) belongs to Γi. If βi = β and γi < γ (i = ρ
′ + 1, . . . , ρ) then any polynomial
of the type (β; γi;µi) belongs to Γi for all µi ≥ ω(Γi). Thus Sµ(Γ) ⊆
ρ⋂
i=1
Γi for any
µ ≥ max{µ1, . . . , µρ′ , ω(Γρ′+1), . . . , ω(Γρ)}. ✷
Lemmas 6, 7 jointly give the next properties.
Lemma 8 Given Z2T-ideals Γ1, Γ2 admitting the Kemer index indZ2(Γ1 ∩ Γ2) =
maxi=1,2 indZ2(Γi).
Lemma 9 For all finitely generated PI-superalgebras Ai indZ2(A1 × · · · × Aρ) =
max
1≤i≤ρ
indZ2(Ai).
Lemma 10 Given Z2T-ideals Γ1, Γ2 admitting the Kemer index, and satisfying
Γ1 ⊆ Γ2 one of the following alternatives takes place:
1. indZ2(Γ1) = indZ2(Γ2), and Sµ(Γ1) ⊇ Sµ(Γ2), Kµ(Γ1) ⊇ Kµ(Γ2) ∀µ ∈ N0;
2. indZ2(Γ1) > indZ2(Γ2), and Sµˆ(Γ1) ⊆ Γ2 for some µˆ ∈ N0.
Moreover in the case Γ1 ⊆ Γ2 the conditions indZ2(Γ1) > indZ2(Γ2) and Sµ(Γ1) ⊆ Γ2
are equivalent for some µ ∈ N0.
Proof. By Lemma 6 we have that indZ2(Γ1) ≥ indZ2(Γ2). The conditions indZ2(Γ1) =
indZ2(Γ2) = (β, γ), Γ1 ⊆ Γ2 imply that Sµ(Γ1) ⊇ Sµ(Γ2), Kµ(Γ1) ⊇ Kµ(Γ2)
∀µ ∈ N0.
If indZ2(Γ1) > indZ2(Γ2) then Sµˆ(Γ1) ⊆ Γ2 holds for some µˆ ∈ N0 by Lemma
7. And visa versa if Γ1 ⊆ Γ2, and Sµˆ(Γ1) ⊆ Γ2 for some µˆ ∈ N0 then Sµˆ(Γ2) ⊆
Sµˆ(Γ1) ⊆ Γ2 gives a contradiction. Therefore in this case we obtain that indZ2(Γ1) >
indZ2(Γ2). ✷
Similarly the conditions indZ2(Γ1) = indZ2(Γ2) and Sµ(Γ1) ⊇ Sµ(Γ2) are also
equivalent in the case Γ1 ⊆ Γ2.
The last lemma has the following corollary.
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Lemma 11 Given an integer µ ∈ N0 and finitely generated PI-superalgebras A1, . . . , Aρ
with the same Kemer index indZ2(Ai) = κ for all i = 1, . . . , ρ it holds
Sµ(A1 × · · · ×Aρ) = Sµ(
ρ⋂
i=1
IdZ2(Ai)) =
ρ⋃
i=1
Sµ(Ai),
Kµ,A1×···×Aρ = Kµ(
ρ⋂
i=1
IdZ2(Ai)) =
ρ∑
i=1
Kµ(Id
Z2(Ai)) =
ρ∑
i=1
Kµ,Ai .
Lemma 12 Given a Z2T-ideal Γ, and a non-positive integer µ ∈ N0 we have that
indZ2(Γ) > indZ2(Γ +Kµ(Γ)).
Proof. Since Γ ⊆ Γ +Kµ(Γ) and Sµ(Γ) ⊆ Kµ(Γ) ⊆ Γ +Kµ(Γ) then the assertion
immediately follows from Lemma 10. ✷
4 Z2PI-reduced algebras.
Definition 10 A finite dimensional superalgebra A with elementary decomposition
is Z2PI-reduced if there do not exist finite dimensional superalgebras A1, . . . , A̺
with elementary decomposition such that
⋂̺
i=1
IdZ2(Ai) = Id
Z2(A), and cparZ2(Ai) <
cparZ2(A) for all i = 1, . . . , ̺.
It is clear that a nilpotent finite dimensional superalgebra A is Z2PI-reduced if
and only if it has the minimal dimension among all nilpotent finite dimensional
superalgebras satisfying the same graded identities as A.
Lemma 13 Any simple finite dimensional superalgebra A with elementary decompo-
sition is Z2PI-reduced, and indZ2(A) = parZ2(A) = (t0¯, t1¯; 1) (i.e. β(A) = dimsZ2A,
and γ(A) = nd(A) = 1).
Proof. Suppose that dimsZ2A = (t0¯, t1¯). Any finite dimensional Z/2Z-graded simple
algebra is semisimple, nd(A) = 1, and cparZ2(A) = (dimsZ2A; 1; 0). It follows from
Lemma 5 that β(A) ≤ dimsZ2A = (t0¯, t1¯). Hence it is enough to construct a polyno-
mial of the type (t0¯, t1¯; 0; sˆ) that is not a graded identity of A for any sˆ ∈ N. Fix any
natural number sˆ. Since A has an elementary decomposition then A = Mk,m(F ) or
A =Mk(F [c]).
Consider the case A = Mk,m(F ) at first. In this case A has a homogeneous in
the grading basis of the type {Eij |i, j = 1, . . . , k + m}, where Eij are the matrix
units. Consider sˆ sets of (k+m)2 distinct graded variables Yd = {yd,(ij) ∈ X
Z2 |i, j =
1, . . . , k +m}. Here any graded variable yd,(ij) corresponds to the matrix unit Eij ,
and degZ2 yd,(ij) = degZ2 Eij in the superalgebra Mk,m(F ) (d = 1, . . . , sˆ).
Denote by Yd,θ = {y ∈ Yd|degZ2y = θ}. Then for any d we have that |Yd,θ| =
tθ = dimAθ, θ ∈ Z/2Z. Let us take also the set of graded variables Z = {z(ij) ∈
XZ2 |degZ2 z(ij) = degZ2 Eij, i, j = 1, . . . , k+m}. We assume that Z is disjoint with
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Y =
⋃sˆ
d=1 Yd. We say that the variable z(j1i2) connects the variables yd,(i1j1) and
yd,(i2j2). Let us consider for any fixed d the graded monomial wd that is the product
of all variables yd,(isjs) connected by variables z(ij)
wd = yd,(11)z(11)yd,(12)z(21)yd,(13) · · · yd,(i1j1)z(j1i2)yd,(i2j2)z(j2i3)yd,(i3j3)
· · · yd,(k+mk+m−1)z(k+m−1k+m)yd,(k+mk+m), (d = 1, . . . , sˆ);
and the monomial W (Y,Z) = z(11) ·
( sˆ∏
d=1
(wdz(k+m1))
))
. (5)
Then the polynomial f(Y,Z) =
(∏sˆ
d=1(AYd,0¯ AYd,1¯)
)
W (Y,Z) is (t0¯, t1¯)-alternating
in any set Yd = Yd,0¯ ∪ Yd,1¯ (d = 1, . . . , sˆ).
Notice that for any d and θ the set Yd,θ contains at most 1 variable yd,(ij) for
the same pair (i, j). Consider the evaluation yd,(ij) = Eij , z(ij) = Eij (∗) of the
polynomial f. Since the variables z(ij) fix the positions for indices of the variables y
then (∗) gives a nonzero result
f∣∣
(∗)
=W∣∣
(∗)
= E11 6= 0. (6)
Similarly, we construct the polynomial f(Y,Z), and the corresponding nonzero
evaluation for the case A =Mk(F [c]). In this case A has a homogeneous in the grad-
ing basis of the type {Eij , Eijc|i, j = 1, . . . , k}, where Eij are the matrix units, and c
is the central element of A satisfying c2 = 1. Here degZ2 Eij = 0¯, and degZ2 Eijc = 1¯
for all i, j = 1, . . . , k. The set Yd = {yd,0¯,(ij), yd,1¯,(ij) ∈ X
Z2 |i, j = 1, . . . , k} contains
2k2 graded variables. A graded variable yd,0¯,(ij) corresponds to the basic element
Eij , and yd,1¯,(ij) corresponds to Eij · c, degZ2 yd,θ,(ij) = θ (d = 1, . . . , sˆ). Then
Yd,θ = {yd,θ,(ij)|i, j = 1, . . . , k}, and |Yd,θ| = tθ = dimAθ = k
2, θ ∈ Z/2Z. All
connecting variables z(ij) have even degree. In this case the variable z(j1i2) connects
variables yd,θ,(i1j1) and yd,ξ,(i2j2) for any θ, ξ ∈ Z/2Z.
The graded monomial wd,θ is the product of all variables yd,θ,(isjs) connected by
variables z(ij) for any fixed θ ∈ Z/2Z and d
wd,θ = yd,θ,(11)z(11)yd,θ,(12)z(21)yd,θ,(13) · · · yd,θ,(i1j1)z(j1i2)yd,θ,(i2j2)z(j2i3)yd,θ,(i3j3)
· · · yd,θ,(kk−1)z(k−1k)yd,θ,(kk), (d = 1, . . . , sˆ, θ = 0¯, 1¯).
Then the monomial W (Y,Z) = z(11) ·
( sˆ∏
d=1
(wd0¯z(k1)wd1¯z(k1))
)
. (7)
Take the polynomial f(Y,Z) =
(∏sˆ
d=1AYd,0¯ · AYd,1¯
)
W (Y,Z). f(Y,Z) is (t0¯, t1¯)-al-
ternating in any set Yd =
⋃
θ∈Z/2Z Yd,θ (d = 1, . . . , sˆ).
For any d and θ the set Yd,θ contains at most 1 variable yd,θ,(ij) for the same pair
(i, j) then the evaluation yd,0¯,(ij) = Eij, yd,1¯,(ij) = Eijc, z(ij) = Eij (∗) of f gives a
nonzero result
f∣∣
(∗)
=W∣∣
(∗)
= E11 · c
k2 6= 0. (8)
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Notice that ck
2
= c if k is odd, and ck
2
= 1 otherwise.
In both of the cases f /∈ IdZ2(A), and this is the desired polynomial of the type
(t0¯, t1¯; 0; sˆ). Therefore β(A) = dimsZ2A. By Lemma 5 the conditions dimJ(A) = 0,
and indZ2(A) = parZ2(A) imply that A is Z2PI-reduced. ✷
Z2PI-reduced algebras exist and possess the next properties.
Lemma 14 Given a Z2PI-reduced algebra with the Wedderburn-Malcev decompo-
sition (1) A = (C1 × · · · × Cp) ⊕ J we have Cσ(1)JCσ(2)J · · · JCσ(p) 6= 0 for some
σ ∈ Symp.
Proof. Suppose that Cσ(1)JCσ(2)J · · · JCσ(p) = 0 for any σ ∈ Symp. Consider the
Z/2Z-graded subalgebras with elementary decomposition Ai = (
∏
1≤j≤p
j 6=i
Cj)⊕ J(A) of
the superalgebra A. Then we have IdZ2(A) =
p⋂
i=1
IdZ2(Ai), and dimsZ2Ai < dimsZ2A
for any i = 1, . . . , p. This contradicts to the definition of Z2PI-reducible algebra. ✷
Particularly we have nd(A) ≥ p for a Z2PI-reduced algebra A.
Lemma 15 Any finite dimensional superalgebra is Z2PI-equivalent to a finite direct
product of Z2PI-reduced algebras.
Proof. By Lemma 4 any finite dimensional superalgebra is Z2PI-equivalent to
a finite dimensional superalgebra A with elementary decomposition. If A is not
Z2PI-reduced then it is Z2PI-equivalent to a finite direct product of finite dimen-
sional elementary decomposed superalgebras with the complex parameters less than
cparZ2(A). We apply this process inductively to all multipliers. The set N
4
0 with the
lexicographical order satisfies the descending chain condition. Therefore this process
of decomposition will stop after a finite number of steps. ✷
Lemma 15 along with Lemmas 10, 11 implies
Lemma 16 Any finite dimensional superalgebra A is Z2PI-equivalent to a direct
product O(A) × Y(A) of finite dimensional superalgebras with elementary decom-
position satisfying indZ2(A) = indZ2(O(A)) > indZ2(Y(A)). Moreover O(A) =
A1×· · ·×Aρ, where Ai are Z2PI-reduced superalgebras, and indZ2(Ai) = indZ2(A) for
all i = 1, . . . , ρ. There exists µ̂ ∈ N0 such that Sµ(A) = Sµ(O(A)) =
⋃ρ
i=1 Sµ(Ai) ⊆
IdZ2(Y(A)) holds for any µ ≥ µ̂.
Proof. Suppose that A is Z2PI-equivalent to a direct product A1 × · · · × Aρˆ of
Z2PI-reduced superalgebras. By Lemma 9 indZ2(A) = max1≤i≤ρˆ indZ2(Ai). Assume
that the Kemer index has the maximal value for Ai with i = 1, . . . , ρ. Then the
superalgebras O(A) = A1 × · · · ×Aρ, Y(A) = Aρ+1 × · · · ×Aρˆ satisfy the assertion
of the lemma. ✷
Definition 11 O(A) is called the senior part of A, Y(A) is called the junior part
of A. The algebras Ai (i = 1, . . . , ρ) are called the senior components of A. µ̂(A) is
the minimal µ̂ ∈ N0 satisfying the assertion of Lemma 16.
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The next lemma shows the relation between the Kemer index and the parameters
of a Z2PI-reduced superalgebra.
Lemma 17 Given a Z2PI-reduced superalgebra A we have β(A) = dimsZ2A.
Proof. For a nilpotent superalgebra the assertion is trivial. Consider any non-
nilpotent Z2PI-reduced algebra A with dimsZ2A = (t0¯, t1¯). By Lemma 5 it is enough
to find a polynomial of the type (t0¯, t1¯; 0; sˆ) that is not a graded identity of A for any
sˆ ∈ N. Assume that A has the elementary decomposition (1). For any l = 1, . . . , p
consider the graded monomial Wl(Y(l), Z(l)) of the type (5) or (7) constructing for
the simple component Cl (see Lemma 13). Wl(Y(l), Z(l)) depends on the disjoint
sets of graded variables Y(l) =
⋃sˆ
d=1(Y(l),(d,0¯) ∪ Y(l),(d,1¯)), and Z(l) = {z(l),(ij), |i, j =
1, . . . , sl}. Where Y(l) = {y(l),(d,(ij)) ∈ X
Z2 | 1 ≤ i, j ≤ sl; 1 ≤ d ≤ sˆ} for Cl =
Mkl,ml(F ), and Y(l) = {y(l),(d,θ,(ij)) ∈ X
Z2 |θ = 0¯, 1¯; 1 ≤ i, j ≤ sl; 1 ≤ d ≤
sˆ} for Cl = Mkl(F [c]). We have that Y(l),(d,θ) ⊆ Xθ, Yd,θ =
⋃p
l=1 Y(l),(d,θ), and
degZ2 z(l),(ij) = degZ2 Elij in Cl. It is clear that |Yd,θ| = tθ for any d = 1, . . . , sˆ,
θ ∈ Z/2Z.
Then the appropriate elementary evaluation of the word Wl(Y(l), Zl) in Cl (see
Lemma 13) is equal to the non-zero element El11c¯l, where c¯l = 1 or c¯l = c. By
Lemma 14 we can assume that A contains an element ε1r1ε2 · · · εp−1rp−1εp 6= 0,
where rl ∈ J are some Z/2Z-homogeneous radical elements, and εl =
sl∑
il=1
Elilil is
the unit of Cl (l = 1, . . . , p). Let us take p nontrivial graded polynomials
fl(X˜(l), Y(l), Z(l)) =
sl∑
il=1
x˜l,(il)Wl(Y(l), Z(l))
˜˜xl,(il,c¯l) (9)
depending on the additional set of graded variables X˜(l) = {x˜l,(il),
˜˜xl,(il,c¯l) ∈ X
Z2 | 1 ≤
il ≤ sl; degZ2 x˜l,(il) = degZ2 Elil1, degZ2
˜˜xl,(il,c¯l) = degZ2 El1il c¯l, }. Notice that fl is
not a multihomogeneous polynomial, although it is linear in Y(l), and Z(l). But fl is
homogeneous in the grading of even degree, since any monomial x˜l,(il)Wl(Y(l), Z(l))
˜˜xl,(il,c¯l)
has even degree (it has the same Z/2Z-degree as Elilil in Cl).
Then the polynomial
f(X˜, Y, Z) =
(
sˆ∏
d=1
AYd,0¯ AYd,1¯
)
(f1x1f2x2 · · · xp−1fp) (10)
is linear in Y
⋃
Z =
(⋃p
l=1 Y(l)
)⋃ (⋃p
l=1 Z(l)
)
, and alternating in any set Yd,θ ⊆ Xθ,
θ ∈ Z/2Z, d = 1, . . . , s. It follows from Lemma 13 that the evaluation
y(l),(d,(iljl)) = εlEliljlεl, y(l),(d,0¯,(iljl)) = εlEliljlεl,
y(l),(d,1¯,(iljl)) = εl(Eliljlc)εl, z(l),(iljl) = εlEliljlεl,
x˜l,(il) = εlElil1εl,
˜˜xl,(il,c¯l) = εl(El1il c¯l)εl,
xq = εqrqεq+1,
1 ≤ il, jl ≤ sl, l = 1, . . . , p; q = 1, . . . , p− 1; d = 1, . . . , sˆ,
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of the polynomial f(X˜, Y, Z) is equal to ε1r1ε2 · · · εp−1rp−1εp 6= 0.
Therefore we obtain f /∈ IdZ2(A). Hence at least one multihomogeneous com-
ponent f˜ of f also is not a graded identity of A. f˜ is alternating in any set Yd,θ
(θ ∈ Z/2Z, d = 1, . . . , sˆ). Thus f˜ is the required polynomial. ✷
5 Exact polynomials.
Definition 12 Given a finite dimensional superalgebra A with elementary decom-
position an elementary evaluation (a1, . . . , an) ∈ A
n (namely, ai ∈ D
⋃
U ⊆ A (2),
(3)) is called incomplete if there exists j = 1, . . . , p such that
{a1, . . . , an}
⋂
(Cj
⋃
{εjuεl, εluεj |u ∈ U, l = 1, . . . , p+ 1}) = ∅.
Otherwise (a1, . . . , an) is called complete.
Definition 13 An elementary evaluation (a1, . . . , an) ∈ A
n is called thin if it con-
tains less than nd(A)− 1 radical elements (not necessarily distinct).
Definition 14 We say that a multilinear graded polynomial f(x1, . . . , xn) ∈ F 〈X
Z2〉
is exact for a finite dimensional superalgebra A with elementary decomposition if
f(a1, . . . , an) = 0 holds in A for any thin or incomplete evaluation (a1, . . . , an) ∈ A
n.
Lemma 18 If A is a Z2PI-reduced superalgebra then any multilinear polynomial of
the type (dimsZ2A; nd(A)− 1; 0) is exact for A.
Proof. It is clear that a Z2PI-reduced algebra either is not semisimple or is
Z/2Z-simple. For a Z/2Z-graded simple finite dimensional algebra any multilin-
ear graded polynomial can be assumed exact. A multilinear polynomial of the type
(0, 0; nd(A) − 1; 0) has degree greater or equal to (nd(A) − 1). Hence it is assumed
to be exact for a nilpotent algebra A.
Suppose that A is not nilpotent, and f is a multilinear polynomial of the type
(dimsZ2A; nd(A)−1; 0). In a thin evaluation at least one of s˜ = nd(A)−1 collections
of τj-alternating variables of f will be completely replaced by semisimple elements.
Since τj > dimsZ2A for any j = 1, . . . , s˜ then the result of such evaluation will be
zero.
Any simple Z/2Z-graded component Cl of A (Lemma 1) has the unit εl ∈ Cl0¯.
Hence dimF Cl0¯ > 0 for any l = 1, . . . , p. Therefore an incomplete evaluation can
not contain all semisimple elements of the even degree from the base D (2). Taking
into account the conditions τj > dimsZ2A for any j = 1, . . . , s˜ we obtain that at least
two variables of every collection of τj-alternating variables of f must be substituted
by radical elements, otherwise the result of the substitution will be zero. Thus in
any case the result of an incomplete evaluation of the polynomial f is zero. ✷
Lemma 19 Any nonzero Z2PI-reduced superalgebra A has an exact polynomial, that
is not a graded identity of A.
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Proof. For a nilpotent superalgebra A the assertion follows from Lemma 18. Sup-
pose that A is a non-nilpotent superalgebra with the decomposition (1). Con-
sider its subalgebras Ai = (
∏
1≤j≤p
j 6=i
Cj) ⊕ J(A), i = 1, . . . , p. Take q = dimF J(A),
s = nd(A)−1. Then by Lemma 2 A˜ = A1×· · ·×Ap×Rq,s(A) is a finite dimensional
superalgebra with elementary decomposition satisfying IdZ2(A) ⊆ IdZ2(A˜). Let
{r1, . . . , rq} ⊆ U be a homogeneous basis of J(A) (3), degZ2 ri = θi (i = 1, . . . , q).
Consider the map ϕ defined by the next equalities ϕ(xiθi) = ri for i = 1, . . . , q, and
ϕ(b) = b for any b ∈ B. ϕ can be extended to a surjective graded homomorphism
ϕ : B(XZ2q ) → A. It follows that any multilinear polynomial f ∈ Id
Z2(Rq,s(A))
is turned into zero under any thin substitution. It is also clear that any incom-
plete substitution in a multilinear graded polynomial f ∈ IdZ2(×pi=1Ai) yields zero.
Therefore, any multilinear polynomial f ∈ IdZ2(A˜) is exact for A. Remark that
cparZ2(Ai) < cparZ2(A) (1 ≤ i ≤ p), and cparZ2(Rq,s(A)) < cparZ2(A). Since A is
Z2PI-reduced then IdZ2(A) $ IdZ2(A˜). Any multilinear graded polynomial f such
that f ∈ IdZ2(A˜), and f /∈ IdZ2(A) satisfies the assertion of the lemma. ✷
Lemma 20 Let A be a finite dimensional superalgebra with an elementary decom-
position, h an exact polynomial for A, and a¯ ∈ An is any complete evaluation of
h containing s˜ = nd(A) − 1 radical elements. Then for any µ ∈ N0 there exist a
graded polynomial hµ ∈ Z2T [h], and an elementary evaluation u¯ of hµ by elements
of A such that:
1. hµ(Y˜1, . . . , Y˜s˜+µ, X˜, Z˜) is τj-alternating in any set Y˜j with τj > β = dimsZ2A
for all j = 1, . . . , s˜, and is β-alternating in any Y˜j for j = s˜+1, . . . , s˜+ µ (all
the sets Y˜j , X˜, Z˜ are disjoint),
2. hµ(u¯) = h(a¯),
3. all the variables of X˜
⋃
Z˜ are replaced by semisimple elements.
Proof. If h(a¯) = 0 then the assertion of lemma is trivial. It is sufficient to take any
consequence hµ(Y˜1, . . . , Y˜s˜+µ) ∈ Z2T [h] that is alternating in all Y˜j as required (we
assume here that X˜
⋃
Z˜ = ∅), and replace the variables of the alternating sets Y˜j
by equal elements. Particularly, from conditions nd(A) = 1, p ≥ 2 it follows that
h(a¯) = 0.
Assume that h(a¯) 6= 0. Consider the case nd(A) > 1, p ≥ 2 in the decomposition
(1) of the superalgebra A.We can assume for simplicity that the evaluation a¯ has the
form a¯ = (ε1r1εl′′1 , εl′2r2ε2, . . . , εp−1rqεp, εl′q+1rq+1εl′′q+1 , . . . , εl′s˜rs˜εl
′′
s˜
, b1, . . . , bn−s˜),
where 1 ≤ l′s, l
′′
s ≤ p+ 1, {1, . . . , p} ⊆ {l
′
s, l
′′
s |1 ≤ s ≤ q} for some q ≤ s˜, l
′
s 6= l
′′
s for
any 1 ≤ s ≤ q. Namely, in a complete evaluation all minimal orthogonal idempotents
ε1, . . . , εp appear in mixed radical elements (in elements of the type εl′rlεl′′ ∈ U (3)
with l′ 6= l′′). We assume that they appear in the first q mixed radical elements.
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The last elements n− s˜ of the evaluation a¯ b1, . . . , bn−s˜ ∈ D (2) are supposed to be
semisimple, and the first s˜ elements εl′srsεl′′s ∈ U (3) are radical.
Let us take for any l = 1, . . . , p the polynomial fl(X˜(l), Y(l), Z(l)) defined by (9) in
Lemma 17 assuming sˆ = s˜+µ = nd(A)−1+µ. Here Y(l) =
⋃s˜+µ
d=1(Y(l),(d,0¯)∪Y(l),(d,1¯)),
and Yd,θ =
⋃p
l=1(Y(l),(d,0¯)∪Y(l),(d,1¯)) (d = 1, . . . , s˜+µ, θ ∈ Z/2Z). consider also a new
set of graded variables y˜s ∈ X
Z2 such that degZ2 y˜s = degZ2 rs, 1 ≤ s ≤ s˜. Let us
denote Y˜d,θ = Yd,θ
⋃
{y˜d} if degZ2 y˜d = θ, and Y˜d,θ = Yd,θ otherwise d = 1, . . . , µ+ s˜).
Then we obtain τ¯d = (τd0¯, τd1¯) = (|Y˜d,0¯|, |Y˜d,1¯|) > (|Yd,0¯|, |Yd,1¯|) if d = 1, . . . , s˜.
And τ¯d = (|Y˜d,0¯|, |Y˜d,1¯|) = (|Yd,0¯|, |Yd,1¯|) for any d = s˜+1, . . . , s˜+µ.Here (|Yd,0¯|, |Yd,1¯|) =
dimsZ2A for any d.
Denote by Y˜d = Y˜d,0¯ ∪ Y˜d,1¯ (d = 1, . . . , s˜+ µ); X˜ =
(⋃p
l=1 X˜l
)⋃
{x1, . . . , xn−s˜};
Z˜ =
⋃p
l=1 Zl. Consider the polynomials
h′(Y˜1, . . . , Y˜s˜+µ, X˜, Z˜) = h
(
f1
(
X˜(1), Y(1), Z(1)
)
y˜1, y˜2f2
(
X˜(2), Y(2), Z(2)
)
, . . . ,
fp−1
(
X˜(p−1), Y(p−1), Z(p−1)
)
y˜qfp
(
X˜(p), Y(p), Z(p)
)
, y˜q+1, . . . , y˜s˜, x1, . . . , xn−s˜
)
;
hµ(Y˜1, . . . , Y˜s˜+µ, X˜, Z˜) =
(s˜+µ∏
d=1
(AY˜d,0¯
AY˜d,1¯
)
)
h′(Y˜1, . . . , Y˜s˜+µ, X˜, Z˜).
The polynomial hµ is linear in variables Y˜ =
⋃s˜+µ
d=1 Y˜d, and τ¯d-alternating in any Y˜d
(d = 1, . . . , s˜ + µ). Although hµ is not multilinear and is not multihomogeneous in
general.
Consider the following evaluation of the polynomial hµ in the superalgebra A
y(l),(d,(iljl)) = εlEliljlεl, y(l),(d,0¯,(iljl)) = εlEliljlεl,
y(l),(d,1¯,(iljl)) = εl(Eliljlc)εl, z(l),(iljl) = εlEliljlεl,
x˜l,(il) = εlElil1εl,
˜˜xl,(jl,c¯l) = εl(El1jl c¯l)εl,
y˜s = as = εl′srsεl′′s ; xn′ = an′+s˜ = bn′ , (11)
l = 1, . . . , p; 1 ≤ il, jl ≤ sl,
d = 1, . . . , s˜+ µ; 1 ≤ s ≤ s˜; 1 ≤ n′ ≤ n− s˜.
The evaluations of the variables y, z, x˜, and ˜˜x are defined as in Lemma 17. It is clear
that (11) is an elementary evaluation and satisfies the third claim of the lemma.
Due to the evaluation of the variables z, x˜, and ˜˜x, the polynomial fl can contain
only elements of the simple component Cl or elements εlrsεl, otherwise, we get
zero. The second case will give us a thin evaluation of the polynomial h, thus, such
summands are also zero. Therefore, the evaluation (11) of the polynomial hµ gives
the same result as this evaluation of the polynomial
h(f ′1y˜1, y˜2f
′
2, . . . , f
′
p−1y˜qf
′
p, y˜q+1, . . . , y˜s˜, x1, . . . , xn−s˜),
where f ′l = (
∏s˜+µ
d=1 AY˜d,0¯
AY˜d,1¯
)fl. Similarly to arguments of Lemmas 17, 13, we can
see that the result of our evaluation of f ′l is equal to εl. Thus (11) for hµ gives the
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result h(ε1r1εl′′1 , εl′2r2ε2, . . . , εp−1rqεp, εl′q+1rq+1εl′′q+1 , . . . , εl′s˜rs˜εl′′s˜ , b1, . . . , bn−s˜) =
h(a1, . . . , an). Therefore hµ is the desired polynomial. The evaluation (11) can be
taken as u¯.
Consider the case nd(A) ≥ 1, and p = 1. If ε1h(a1, . . . , an) = 0 then among
s˜ radical elements of a¯ there is a homogeneous in the grading radical element of
the type ε2rε1 ∈ ε2J(A)ε1, where ε2 is the adjoint idempotent of A (since the
substitution a¯ is complete). We can suppose without loss of generality that a1 =
ε2r1ε1, and the first s˜ = (nd(A)−1) elements of a¯ are radical a2 = εl′2r2εl′′2 , . . . , as˜ =
εl′s˜rs˜εl′′s˜ ∈ J(A), an′+s˜ = bn′ ∈ D, for n
′ = 1, . . . , n − s˜. Then using the same
arguments as in the previous case p ≥ 2, assuming that p = 1, q = 1, l′s, l
′′
s ∈ {1, 2},
we can prove that the evaluation (11) of the polynomial
hµ =
(s˜+µ∏
d=1
AY˜d,0¯
AY˜d,1¯
)
h
(
y˜1 · f1
(
X˜(1), Y(1), Z(1)
)
, y˜2, . . . , y˜s˜, x1, . . . , xn−s˜
)
is equal to h(a1, . . . , an).
If ε1h(a1, . . . , an) 6= 0 then the similar arguments as in the case p ≥ 2 show that
the result of the evaluation (11) of the polynomial
hµ =
(s˜+µ∏
d=1
(AY˜d,0¯
AY˜d,1¯
)
)
f1
(
X˜(1), Y(1), Z(1)
)
· h
(
y˜1, y˜2, . . . , y˜s˜, x1, . . . , xn−s˜
)
is equal to ε1h(a1, . . . , an) = h(a1, . . . , an). Here variables y˜s can not take places
inside f1 with a nonzero result, since it will give a thin evaluation of h.
In both of the last cases the polynomial hµ and the corresponding evaluation
possess all desired properties.
The case p = 0 is trivial. In this case the superalgebra A is nilpotent, and
dimsZ2A = (0, 0). Since a multihomogeneous graded polynomial h is exact for A and
is not a graded identity of A (h(a¯) 6= 0) then the full degree of h is (nd(A)− 1), and
h has the type (0, 0; nd(A) − 1;µ) = (dimsGA; nd(A) − 1;µ) for any µ ∈ N0. Thus
in this case hµ = h, u¯ = a¯. ✷
Lemma 20 has the following important corollaries.
Lemma 21 Let A be a Z2PI-reduced algebra then indZ2(A) = parZ2(A). If f is an
exact polynomial for A, and f /∈ IdZ2(A) then Z2T [f ]
⋂
Sµ(A) 6= ∅ for any µ ∈ N0.
Proof. By Lemma 19 A has an exact polynomial f˜ /∈ IdZ2(A). f˜ can be nonzero
only for a complete evaluation containing exactly (nd(A) − 1) radical elements.
Lemma 20 implies that f˜ has a nontrivial consequence g˜ /∈ IdZ2(A) of the type
(dimsZ2A; nd(A) − 1;µ) for any µ ∈ N0. By Lemma 17 we have β(A) = dimsZ2A.
Then Definition 7 implies γ(A) > nd(A) − 1. Taking into account that indZ2(A) ≤
parZ2(A) we obtain γ(A) = nd(A).
Moreover by Lemma 20 any exact for A polynomial f such that f /∈ IdZ2(A)
has a nontrivial consequence gµ ∈ Z2T [f ] for any µ ∈ N0. Where gµ is µ-boundary
polynomial for A. ✷
Lemma 21 along with Lemma 18 immediately implies
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Lemma 22 Any multilinear µ-boundary polynomial for a Z2PI-reduced algebra A
is exact for A.
Lemma 23 Given a Z2PI-reduced algebra A, and an integer µ ∈ N0 let SA,µ be
any set of graded polynomials of the type (β(A); γ(A) − 1;µ). Then if a multilinear
polynomial f ∈ Z2T [SA,µ] + IdZ2(A) then f is exact for A.
Proof. A multilinear graded polynomial f ∈ Z2T [SA,µ] + IdZ2(A) has the form
f(x1, . . . , xn) =
∑
1≤i≤d1
1≤j≤d2
αij vi · gj(hi1, . . . , hinj ) · wi + g(x1, . . . , xn),
where hi1, . . . , hinj , vi, wi ∈ F 〈X
Z2〉 are graded monomials, vi, wi are possibly
empty; gj(zj1, . . . , zjnj) ∈ F 〈X
Z2〉 are full linearizations of some polynomials from
the set SA,µ; g is a multilinear graded identity of A; αij ∈ F. It is clear that the
multilinear graded polynomials gj(zj1, . . . , zjnj) have the type (β(A); γ(A) − 1;µ)
(∀j = 1, . . . , d2), and the graded monomials vi · hi1 · · · hinj · wi are multilinear
and depends on the same variables x1, . . . , xn as f for any i. Particularly, the
monomials hi1(xδ1 , . . . , xδsi1 ), . . . , hinj (xλ1 , . . . , xλsinj
) are multilinear, here we have
{δ1, . . . , δsi1 , . . . , λ1, . . . , λsinj } ⊆ {1, . . . , n}.
Fix any i = 1, . . . d1, j = 1, . . . , d2. Given an elementary evaluation (a1, . . . , an) of
f in A consider homogeneous elements of A, that are the evaluation of the monomials
hil a˜i1 = hi1(aδ1 , . . . , aδsi1 ), . . . , a˜inj = hinj (aλ1 , . . . , aλsinj
). Then a˜il is either a
semisimple element of A or radical, and
a˜il =
dimRl∑
tl=1
α(il),tl utl , α(il),tl ∈ F, degZ2 utl = degZ2 a˜il = θl, ∀tl;
utl ∈ D (2), ∀tl, Rl = Bθl , or utl ∈ U (3), ∀tl, Rl = J(A)θl .
Then the evaluation (a1, . . . , an) of gj(hi1, . . . , hinj ) yields
gj(a˜i1, . . . , a˜inj ) = gj(
dimR1∑
t1=1
α(i1),t1ut1 , . . . ,
dimRnj∑
tnj=1
α(inj),tnjutnj ) =∑
t1,...,tnj
α(i1),t1 · · ·α(inj),tnj gj(ut1 , . . . , utnj ).
All evaluations (ut1 , . . . , utnj ) of the polynomials gj are elementary. The numbers
of radical elements in (ut1 , . . . , utnj ) is equal to the number of radical elements in
(a˜i1, . . . , a˜inj ) for all t1, . . . , tnj , and does not exceed the number of radical elements
in the initial evaluation (a1, . . . , an). Thus if (a1, . . . , an) is a thin evaluation then
(ut1 , . . . , utnj ) is also thin for all t1, . . . , tnj and i, j.
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(
∏
1≤l≤p
l 6=k
Cl)⊕ (
∑
1≤l′,l′′≤p+1
l′ 6=k, l′′ 6=k
εl′J(A)εl′′) is a graded subalgebra of A for any k. There-
fore, if (a1, . . . , an) is incomplete then (a˜i1, . . . , a˜inj ), and (ut1 , . . . , utnj ) are also
incomplete. The last evaluations do not contain elements of Ck
⋃
{εkrεl, εlrεk|r ∈
U, 1 ≤ l ≤ p+ 1} if elements of this set does not appear in (a1, . . . , an).
A is Z2PI-reduced, and by Lemma 21 indZ2(A) = parZ2(A). Thus gj is a multi-
linear graded polynomial of the type (β(A); γ(A)− 1;µ) = (dimsZ2A; nd(A)− 1;µ),
and by Lemma 18 gj is exact for A (for any j).
Thus for any thin or incomplete evaluation (a1, . . . , an) we obtain
gj(a˜i1, . . . , a˜inj ) =
∑
t1,...,tnj
α(il),t1 · · ·α(il),tnj gj(ut1 , . . . , utnj ) = 0.
Hence f(a1, . . . , an) = 0, and f is exact for A. ✷
Lemma 24 Let Γ be a proper Z2T-ideal, and A be a Z2PI-reduced algebra such that
indZ2(Γ) = indZ2(A). Suppose that a graded polynomial f satisfies the conditions
f /∈ IdZ2(A), and f ∈ Kµˆ(Γ) + Id
Z2(A) for some µˆ ∈ N0. Then Z2T [f ]
⋂
Sµ(A) 6= ∅
holds for any µ ∈ N0.
Proof. The full linearization f˜ of some multihomogeneous component of f also
satisfies f˜ ∈ Kµˆ(Γ) + Id
Z2(A), f˜ /∈ IdZ2(A). Then by Lemma 23 f˜ is exact for A.
And by Lemma 21 we obtain that ∅ 6= (Z2T [f˜ ]
⋂
Sµ(A)) ⊆ (Z2T [f ]
⋂
Sµ(A)) for
any µ ∈ N0. ✷
6 Representable graded algebras.
Let R be a commutative associative unitary F -algebra. Suppose that a Z/2Z-graded
F -algebra A = A0¯ ⊕ A1¯ has a structure of R-algebra satisfying RAθ ⊆ Aθ, ∀θ ∈
Z/2Z.
Definition 15 Any R-linear mapping tr : A0¯ → R is called trace on the Z/2Z-
graded R-algebra A.
Observe that a trace on A is not necessary symmetric (not necessary satisfies tr(ab) =
tr(ba)).
Denote by S the free associative commutative unitary algebra generated by
all symbols tr(u) for nonempty associative noncommutative even monomials u ∈
(F 〈XZ2〉)0¯ over X
Z2 . We say that FS〈XZ2〉 = F 〈XZ2〉 ⊗F S is free Z/2Z-graded
algebra with trace. We assume that (f ⊗ s1)s2 = s2(f ⊗ s1) = f ⊗ (s1s2) for all
f ∈ F 〈X〉, s1, s2 ∈ S. The Z/2Z-grading on FS〈XZ2〉 is induced from F 〈XZ2〉
(S is supposed to be trivially graded). Elements of FS〈XZ2〉 are called graded
polynomials with trace. Elements of S are called pure trace polynomials.
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We identify F 〈XZ2〉 ⊗F 1 with F 〈X
Z2〉. The symbol ⊗ usually is omitted in
the notation of graded polynomials with trace. The concept of degrees (homogene-
ity in the sense of degree, multilinearity, alternating, etc.) of graded polynomials
with trace or pure trace polynomials is defined in similar way to ordinary graded
polynomials assuming degx tr(u) = degx u for any x ∈ X
Z2 .
The S-linear function of trace tr : (FS〈XZ2〉)e → S is defined on the S-algebra
FS〈XZ2〉 by the formula tr(
∑
i uisi) =
∑
i tr(ui)si, where ui ∈ (F 〈X
Z2〉)e are
monomials on XZ2 of the even graded degree, si ∈ S.
Let A be a Z/2Z-graded R-algebra with trace, f(x1, . . . , xn) ∈ FS〈XZ2〉 be a
graded polynomial with trace. A satisfies the graded identity with trace f = 0 if
f(a1, . . . , an) = 0 holds in A for any a1, . . . , an ∈ A. The ideal of graded identities
with trace of A SIdZ2(A) = {f ∈ FS〈XZ2〉| A satisfies f = 0} is Z/2Z-graded S-
ideal of FS〈XZ2〉 closed under all graded endomorphisms of the algebra FS〈XZ2〉,
and preserving the trace. SIdZ2(A) also satisfies the condition g · tr(f) ∈ SIdZ2(A),
for any g ∈ FS〈XZ2〉, and for any f ∈ (SIdZ2(A))0¯. Ideals of FS〈X
Z2〉 with these
properties are called Z2TS-ideals. Given a Z2TS-ideal Γ˜, and polynomials with trace
f, g ∈ FS〈XZ2〉 we write f = g (mod Γ˜) if f − g ∈ Γ˜. Z2TS[V] is the Z2TS-ideal
generated by a set V ⊆ FS〈XZ2〉.
Let Γ˜✂FS〈XZ2〉 be a Z2TS-ideal of FS〈XZ2〉. Denote by I = SpanF{tr(f)v|f ∈
Γ˜0¯, v ∈ S} ✂ S the ideal of S generated by all elements of the form tr(f) for all
polynomials with trace f ∈ Γ˜ of the even graded degree. Let S¯ = S/I be the quotient
algebra. Then the quotient algebra FS〈XZ2〉 = FS〈XZ2〉/Γ˜ is Z/2Z-graded and has
the well-defined structure of S¯-algebra. S¯-linear function tr : (FS〈XZ2〉/Γ˜)0¯ → S¯ is
naturally defined by the equalities tr(a + Γ˜) = tr(a) + I for any a ∈ (FS〈XZ2〉)0¯.
The ideal of graded identities with trace of FS〈XZ2〉 coincides with Γ˜. Moreover
FS〈XZ2〉/Γ˜ is the relatively free Z/2Z-graded algebra with trace for the Z2TS-ideal
Γ˜.
We also can consider the free associative Z/2Z-graded algebra with trace FS〈XZ2ν 〉
and the relatively free Z/2Z-graded algebras with trace FS〈XZ2ν 〉/(Γ˜
⋂
FS〈XZ2ν 〉)
of a finite rank ν ∈ N.
Let us take a finite dimensional F -superalgebra A = B ⊕ J with the Jacobson
radical J = J(A), and the semisimple part B. Then the even component of the
semisimple part B0¯ = B∩A0¯ is a finite dimensional subalgebra of A with dimF B0¯ =
t0¯, where dimsZ2A = (t0¯, t1¯). Since the left regular representation T : B0¯ →Mt1(F )
of B0¯ is injective then B0¯ is isomorphic to a subalgebra of the matrix algebraMt0¯(F ).
Therefore the trace tr : A0¯ → F on A is well defined by the rule
tr(a) = tr(b+ r) = Tr(T(b)), a ∈ A0¯, b ∈ B0¯, r ∈ J0¯, (12)
where Tr is the usual trace of a linear operator.
Lemma 25 A finite dimensional F -superalgebra A with the trace (12) satisfies the
Z/2Z-graded identity with trace tr(z)f =
∑t0¯
i=1 f |xi:=zxi . Where f(x1, . . . , xt1 , Y ) ∈
F 〈XZ2〉 is any graded polynomial (without trace) of the type (dimsZ2A,nd(A)−1, 1),
alternating in the set {x1, . . . , xt0¯} ⊆ X0¯. Here t0¯ = dimB0¯, z ∈ X0¯.
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Proof. A polynomial f of the type (dimsZ2A, nd(A)−1, 1) is (dimsZ2A)-alternating
in at least one set of graded variables. Suppose that {x1, . . . , xt0¯} ⊆ X0¯ is the part of
the even graded degree of this set. An elementary evaluation of variables of the set
{z, x1, . . . , xt0¯} of the polynomial g = tr(z)f −
∑t0¯
i=1 f |xi:=zxi must be semisimple.
Moreover the set {x1, . . . , xt0¯} must be exchanged by pairwise different semisimple
elements of the basis D (2) of degree 0¯. Otherwise, we get zero.
Suppose that z = b ∈ B0¯ in our evaluation. Consider a polynomial f˜(x1, . . . , xt0¯ , . . . )
that is alternating in a homogeneous set of variables of even degree {x1, . . . , xt0¯} ⊆
X0¯. It can be directly checked (see also [[5], Theorem J]) that for an arbitrary linear
operator K : B0¯ → B0¯ and for all pairwise distinct basic elements b1, . . . , bt0¯ of B0¯ the
equality Tr(K)f˜(b1, . . . , bt0¯ , . . . ) = f˜(K(b1), . . . , bt0¯ , . . . ) + · · ·+ f˜(b1, . . . ,K(bt0¯), . . . )
holds in A, the replacement of other variables being arbitrary. Applying this ob-
servation to the linear operator T(b) of the left multiplication by the element b we
complete the proof. ✷
Observe that in Lemma 25 it is enough to consider semisimple or radical evalu-
ations of variables (not necessary elementary ones).
Lemma 26 Let us take any β ∈ N20, γ ∈ N. Consider a graded polynomial without
trace f(y1, . . . , yk) ∈ F 〈X
Z2〉 of the type (β; γ − 1; 1), and a pure trace polyno-
mial s(z1, . . . , zd) ∈ S ({z1, . . . , zd} ⊆ X
Z2 .) Then there exists a graded polynomial
without trace gs(y1, . . . , yk, z1, . . . , zd) ∈ F 〈X
Z2〉 such that gs ∈ Z2T [f ], and any fi-
nite dimensional superalgebra A with the parameters parZ2(A) = (β; γ) satisfies the
graded identity with trace
s(z1, . . . , zd) · f(y1, . . . , yk)− gs(y1, . . . , yk, z1, . . . , zd) = 0.
Proof. If parZ2(A) = (β; γ) then by Lemma 25 A satisfies the Z/2Z-graded trace
identity tr(z)f(w1x1, w2x2, . . . , wt0¯xt0¯ , Y ) − (f(zw1x1, w2x2, . . . , wt0¯xt0¯ , Y ) + · · · +
f(w1x1, w2x2, . . . , zwt0¯xt0¯ , Y )) = 0. Where wi ∈ (F 〈X
Z2〉#)0¯ are arbitrary (possibly
empty) graded monomials (i = 1, . . . , t0¯), and f(x1, . . . , xt0¯ , Y ) ∈ F 〈X
Z2〉 is any
graded polynomial of the type (β; γ−1; 1), alternating in {x1, . . . , xt0¯} ⊆ X0¯, z ∈ X0¯.
Let us take any graded monomials ui ∈ (F 〈X
Z2〉)0¯ (i = 1, . . . , n), and any (pos-
sibly empty) graded monomials vj ∈ (F 〈X
Z2〉#)0¯ (j = 1, . . . , t0¯). Then by induction
on the number n ∈ N0 of monomials ui there exist a natural n˜, and graded monomials
v˜lj ∈ (F 〈X
Z2〉#)0¯ (possibly empty) such that tr(u1) · · · tr(un)f(v1x1, . . . , vt0¯xt0¯ , Y ) =∑n˜
l=1 f(v˜l1x1, . . . , v˜lt0¯xt0¯ , Y ) (mod SId
Z2(A)). Moreover the monomials v˜lj depend
on the same variables as the monomial u1 · · · unv1 · · · vt0¯ .
Hence for any pure trace polynomial s(z1, . . . , zd) =
∑
(j) α(j)tr(uj1) · · · tr(ujn) ∈
S the algebra A satisfies the identity
s(z1, . . . , zd) · f(x1, . . . , xt0¯ , Y )− gs(x1, . . . , xt0¯ , Y, z1, . . . , zd) = 0.
Where gs ∈ Z2T [f ] is some graded polynomial that does not depend on A. Here
uj ∈ (F 〈z1, . . . , zd〉)0¯ are monomials, α(j) ∈ F. ✷
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Let A be a finite dimensional F -superalgebra with the semisimple part B =
B0¯ ⊕ B1¯, and the Jacobson radical J = J0¯ ⊕ J1¯. Let us denote dimBθ = tθ,
dim Jθ = qθ for any θ ∈ Z/2Z.
Given a number ν ∈ N take a set Λν = {λθij |θ ∈ Z/2Z, 1 ≤ i ≤ ν, 1 ≤ j ≤ tθ+qθ}.
Consider the free commutative associative unitary algebra F [Λν ]
# generated by Λν ,
and the associative algebra Pν(A) = F [Λν ]
# ⊗F A. The algebra Pν(A) has the
structure of F [Λν ]
#-module defined by a ·f = f ·a = f · (
∑
i fi⊗ai) =
∑
i(ffi)⊗ai,
for any f, fi ∈ F [Λν ]
#, ai ∈ A, a =
∑
i fi ⊗ ai ∈ Pν(A).
The Z/2Z-grading on Pν(A) is induced from A assuming that F [Λν ]# is trivially
graded. Define an F [Λν ]
#-linear map tr : (Pν(A))0¯ → F [Λν ]
# by the equalities
tr(a) = tr(
t0¯∑
i=1
fi ⊗ bi0¯ +
q0¯∑
j=1
f˜j ⊗ rj0¯) =
t0¯∑
i=1
fi Tr(T(bi0¯)). (13)
tr is well defined in Pν(A). Here bi0¯ ∈ B0¯, rje ∈ (J(A))0¯, fi, f˜j ∈ F [Λν ]
#. T is the
left regular representation of B0¯, and Tr is the usual trace.
Lemma 27 Pν(A) satisfies the graded identity with trace (Xt0¯(x) ·x)
nd(A) = 0. Here
Xt0¯(x) is the Cayley-Hamilton polynomial of the degree t0¯, x ∈ X0¯.
Proof. The algebra B0¯ with the trace (12) satisfies the identity with trace Xt0¯(x) ·
x = 0 ([19], [20]). F [Λν ]
# is commutative non-nilpotent algebra. F [Λν ]
#⊗F (J(A))0¯
is a nilpotent ideal of (Pν(A))0¯ of the degree nd(A). Hence the neutral component
(Pν(A))0¯ = (F [Λν ]
#⊗F B0¯)⊕ (F [Λν ]
#⊗F (J(A))0¯) satisfies the full linearization of
the identity (Xt0¯(x) · x)
nd(A) = 0. ✷
Let {bˆθ1, . . . , bˆθtθ} be a basis of the graded component Bθ (θ ∈ Z/2Z) of the
semisimple part B of A, dimBθ = tθ. Also let {rˆθ1, . . . , rˆθqθ} be a basis of the
graded component Jθ of the Jacobson radical J = J(A), dimJθ = qθ. Recall that
for a superalgebra with elementary decomposition all these bases may be chosen in
the set D
⋃
U ((2), (3), Lemma 1). Take elements
yθi =
tθ∑
j=1
λθij ⊗ bˆθj +
qθ∑
j=1
λθij+tθ ⊗ rˆθj ∈ Pν(A), θ ∈ Z/2Z, 1 ≤ i ≤ ν. (14)
The elements yθi are Z/2Z-homogeneous of degree θ (θ ∈ Z/2Z; 1 ≤ i ≤ ν). Given
a positive integer ν consider the F -subalgebra Fν(A) = 〈yθi|θ ∈ Z/2Z, 1 ≤ i ≤ ν〉 of
Pν(A) generated by the set Y
Z2
ν = {yθi|θ ∈ Z/2Z, 1 ≤ i ≤ ν}. Fν(A) is Z/2Z-graded.
Any map ϕ of generators to arbitrary homogeneous elements a˜θi ∈ Aθ (α˜θij ∈ F )
ϕ : yθi 7→ a˜θi =
tθ∑
j=1
α˜θij bˆθj +
qθ∑
j=1
α˜θij+tθ rˆθj ∈ Aθ (θ ∈ Z/2Z, i = 1, . . . , ν) (15)
can be extended to the graded homomorphism of F -superalgebras ϕ : Fν(A) → A,
also inducing the graded homomorphism ϕ˜ : Pν(A) → A defined by the following
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equalities
ϕ˜((λθ1i1j1 · · · λθkikjk)⊗ a) = (α˜θ1i1j1 · · · α˜θkikjk) · a ∀a ∈ A. (16)
The homomorphism ϕ˜ preserves the trace defined by (13) on Pν(A) and by (12) on
A.
Elements of Fν(A) are called quasi-polynomials in the variables Y
Z2
ν . Products
of the generators yθi ∈ Y
Z2
ν of the algebra Fν(A) are called quasi-monomials. We
have also IdZ2(Fν(A)) ⊇ Id
Z2(Pν(A)) = Id
Z2(A) for any ν ∈ N.
Fν(A) is a finitely generated PI-algebra. By Shirshov’s height theorem [22]
Fν(A) has a finite height and a finite Shirshov’s basis. Shirshov’s basis of an algebra
always can be chosen in the set of monomials over the generators ([5], [22]). Thus we
can suppose that a Shirshov’s basis of Fν(A) consists of homogeneous in the grading
elements of Fν(A).More precisely, there exist a positive integer H, and homogeneous
in the grading elements w1, . . . , wd ∈ Fν(A) such that any element u ∈ Fν(A) has
the form u =
∑
(i)=(i1,...,ik)
α(i) w
c1
i1
. . . wckik , where k ≤ H, {i1, . . . , ik} ⊆ {1, . . . , d},
cj ∈ N, α(i) ∈ F.
Consider the polynomials sˆil = tr(w
2l
i ) ∈ F [Λν ]
# (i = 1, . . . , d, l = 1, . . . , t0¯).
Then F̂ = F [sˆil | 1 ≤ i ≤ d; 1 ≤ l ≤ t0¯ ]
# is the associative commutative non-graded
F -subalgebra of F [Λν ]
# with the unit generated by {sˆil}, and by the unit of F [Λν ]
#.
Take the Z/2Z-graded F̂ -subalgebra Tν(A) = F̂Fν(A) of Pν(A). Then Fν(A)
is a graded subalgebra of Tν(A). An arbitrary map of type (15) can be uniquely
extended to a graded homomorphism from Tν(A) to A preserving the traces (it is
the restriction of ϕ˜ defined by (16) onto Tν(A) ).
Since for any i = 1, . . . , d we have w2i ∈ (Pν(A))0¯ then it follows from Lemma
27 that all elements w2i are algebraic of degree nd(A)(t0¯ + 1) over F̂ . Therefore,
by Shirshov’s height theorem, Tν(A) is finitely generated F̂ -module, where F̂ is
Noetherian. By theorem of Beidar [4] the algebra Tν(A) is representable.
Let V ⊆ F 〈XZ2〉 be a set of graded polynomials. We denote by V (Tν(A)) ✂
Tν(A) the verbal ideal generated by results of all appropriate substitutions of Z/2Z-
homogeneous elements of Tν(A) to any graded polynomial from V.
Lemma 28 Given a set V ⊆ F 〈XZ2〉, and any ν ∈ N the verbal ideal
V (Tν(A)) = SpanF { s · v1f˜(u1, . . . , un)v2 | s ∈ F̂ ; ui ∈ Fν(A) are
quasi-monomials; v1, v2 ∈ Fν(A)
# are quasi-monomials, possibly empty;
f˜ is the full linearization of a multihomogeneous component of any f ∈ V }
is a graded F̂ -closed ideal of Tν(A). The quotient algebra T ν(A,V ) = Tν(A)/V (Tν(A))
is a representable F̂ -superalgebra. The ideal of graded identities of T ν(A,V ) satisfies
IdZ2(T ν(A,V )) ⊇ Γ˜ + Id
Z2
(
F 〈XZ2ν 〉/(Γ˜ ∩ F 〈X
Z2
ν 〉)
)
, where Γ˜ = IdZ2(A) + Z2T [V ].
Proof. It is clear that in case of characteristic zero any verbal ideal of an algebra can
be generated by the results of all appropriate substitutions to the full linearizations
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of multihomogeneous components of polynomials from the given set. Particularly,
V (Tν(A)) is generated by Z/2Z-homogeneous elements, and hence, this is a graded
ideal.
Any homogeneous element of Tν(A) has the form c =
∑
i si · ui, where si ∈ F̂ ,
ui ∈ Fν(A) are quasi-monomials, degZ/2Z ui = degZ/2Z c for all i. If f˜ is a multi-
linear graded polynomial then f˜(c1, . . . , cn) = f˜(
∑
i1
s1i1 ·u1i1 , . . . ,
∑
in
snin ·unin) =∑
(i1,...,in)
(∏n
l=1 slil
)
f˜(u1i1 , . . . , unin) for any homogeneous elements c1, . . . , cn ∈ Tν(A).
Here ulil ∈ Fν(A) are quasi-monomials of appropriate graded degrees, slil ∈ F̂ . We
have also s·f˜(c1, . . . , cn) = f˜(s·c1, . . . , cn) = f˜(c
′
1, . . . , cn) ∈ V (Tν(A)) for any s ∈ F̂ .
Then the quotient algebra T ν(A,V ) is Z/2Z-graded is an F̂ -module. T ν(A,V )
is finitely generated over F̂ , as well as Tν(A), and is also representable. Tν(A) is a
graded F -subalgebra of Pν(A). Therefore we have Id
Z2(T ν(A,V )) ⊇ Id
Z2(Tν(A)) ⊇
IdZ2(Pν(A)) = Id
Z2(A). It is clear also that V ⊆ IdZ2(T ν(A,V )), hence Γ˜ =
IdZ2(A) + Z2T [V ] ⊆ IdZ2(T ν(A,V )).
Let us denote the Z2T-ideals Γ1 = IdZ2
(
F 〈XZ2ν 〉/(Γ˜ ∩ F 〈X
Z2
ν 〉)
)
, and Γ2 =
IdZ2(T ν(A,V )). From the arguments above we have Γ1(F 〈X
Z2
ν 〉) ⊆ Γ˜ ⊆ Γ2. Then for
a multilinear graded polynomial f(x1, . . . , xn) ∈ Γ1, for any homogeneous elements
ui ∈ Fν(A) (degG ui = degG xi), and for any si ∈ F̂ we obtain
f(s1u1, . . . , snun) = s1 · · · snf(u1, . . . , un) ∈ F̂Γ1(Fν(A)) ⊆ F̂Γ2(Fν(A)) ⊆ V (Tν(A)),
since grk(Fν(A)) = ν. Therefore f ∈ Γ2, and Γ1 ⊆ Γ2. ✷
Definition 16 We say that a subset V ⊆ F 〈XZ2〉 is multihomogeneous if for any
f ∈ V V contains all multihomogeneous components of f.
Lemma 29 Let A = A1 × · · · × Aρ be the direct product of arbitrary finite dimen-
sional superalgebras A1, . . . , Aρ. Suppose that V ⊆ F 〈X
Z2〉 is a multihomogeneous
set, and ν is any positive integer. Let us take any f(z1, . . . , zn) ∈ Id
Z2(T ν(A,V )),
and any homogeneous polynomials h1, . . . , hn ∈ F 〈X
Z2
ν 〉 with degZ2 hl = degZ2 zl.
Then the equality f(h1, . . . , hn) =
∑
j sj · vj1f˜j(uj1, . . . , ujn)vj2 (mod SId
Z2(Ai))
holds for any i = 1, . . . , ρ. Here f˜j are the full linearizations of some polynomials
fj ∈ V ; ujl, vjl ∈ F 〈X
Z2
ν 〉 are monomials, vjl may be empty; and sj ∈ S are pure
trace graded polynomials in the variables XZ2ν .
Proof. Given a graded polynomial f(z1, . . . , zn) ∈ Id
Z2(T ν(A,V )), and arbitrary
homogeneous polynomials h1, . . . , hn ∈ F 〈X
Z2
ν 〉 of degrees according to variables of
f, we have f(h˜1, . . . , h˜n) ∈ V (Tν(A)). Here the quasi-polynomial h˜i = hi(y1, . . . , y2ν)
is obtained by replacement of the variables xl ∈ X
Z2
ν by the corresponding elements
yl ∈ Y
Z2
ν (14). Since V is a multihomogeneous set then by Lemma 28 in the algebra
Tν(A) we obtain the equality f(h˜1, . . . , h˜n) =
∑
j s˜j · v˜j1f˜j(u˜j1, . . . , u˜jn)v˜j2, where
f˜j are the full linearizations of polynomials fj ∈ V, u˜jl = ujl(y1, . . . , ymν) ∈ Fν(A)
are quasi-monomials, s˜j = sj(y1, . . . , ymν) ∈ F̂ are pure trace quasi-polynomials,
v˜jl = vjl(y1, . . . , ymν) ∈ Fν(A) are also quasi-monomials, possibly empty.
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An arbitrary graded map ϕ : Y Z2ν → Ai from the generating set (14) of Fν(A) into
any subalgebra Ai ⊆ A (i = 1, . . . , ρ) can be extended to the graded homomorphism
ϕ˜ : Tν(A)→ Ai preserving the trace. Thus the equality
f(h1(a1, . . . , a2ν), . . . , hn(a1, . . . , a2ν))−
∑
j
sj(a1, . . . , a2ν) · vj1(a1, . . . , a2ν)×
f˜j(uj1(a1, . . . , a2ν), . . . , ujn(a1, . . . , a2ν)) vj2(a1, . . . , a2ν) = 0
holds in Ai for any elements a1, . . . , a2ν ∈ Ai of appropriate graded degrees. There-
fore
f(h1(x1, . . . , x2ν), . . . , hn(x1, . . . , x2ν))−
∑
j
sj(x1, . . . , x2ν) · vj1(x1, . . . , x2ν)×
f˜j(uj1(x1, . . . , x2ν), . . . , ujn(x1, . . . , x2ν)) vj2(x1, . . . , x2ν) = 0
is a graded identity with trace of the algebra Ai, for any i = 1, . . . , ρ. ✷
Lemma 30 Suppose that A1, . . . , Aρ are any Z2PI-reduced algebras with indZ2(Ai) =
κ for all i = 1, . . . , ρ. Given a subset V ⊆
⋃ρ
i=1 Sµ(Ai) (for any µ ≥ 1), and a
positive integer ν, there exists an F -finite dimensional superalgebra Cν such that
IdZ2(Cν) = Id
Z2
(
F 〈XZ2ν 〉/
(
(
⋂ρ
i=1 Id
Z2(Ai) + Z2T [V ])
⋂
F 〈XZ2ν 〉
))
.
Proof. Let us take A = A1 × · · · × Aρ, and any ν ∈ N. By Lemma 11 we
have
⋃ρ
i=1 Sµ(Ai) = Sµ(A) for any µ, hence V ⊆ Sµ(A). Observe that a set of
boundary polynomials is always multihomogeneous. Then for any f(z1, . . . , zn) ∈
IdZ2(T ν(A,V )), and any homogeneous polynomials h1, . . . , hn ∈ F 〈X
Z2
ν 〉 of appro-
priate graded degrees by Lemma 29 we have
f(h1, . . . , hn) =
∑
j
sjvj1f˜j(uj1, . . . , ujn)vj2 (mod SId
Z2(Ai)) ∀ i = 1, . . . , ρ.
Where f˜j ∈ Z2T [V ] are multilinear graded polynomials; ujl, vjl ∈ F 〈XZ2ν 〉 are
monomials, vjl may be empty; sj ∈ S, sj depends on X
Z2
ν .
Ai is a Z2PI-reduced superalgebra, hence from Lemmas 21, 9 it follows that
parG(Ai) = indG(Ai) = indG(A) = κ = (β; γ) ( ∀i = 1, . . . , ρ). Any polynomial
f˜j has the type (β; γ − 1;µ) (as the multilinearization of the polynomial fj ∈ V ⊆
Sµ(A)). Then by Lemma 26 there exists a graded traceless polynomial g˜j ∈ Z2T [f˜j]∩
F 〈XZ2ν 〉 ⊆ Z2T [V ] ∩ F 〈X
Z2
ν 〉 such that sj f˜j(vj1, . . . , vjn) = g˜j (mod SId
Z2(Ai))
for any i = 1, . . . , ρ. Therefore
f(h1, . . . , hn) =
∑
j
vj1g˜jvj2 (mod SId
Z2(Ai)) ∀ i = 1, . . . , ρ,
where g =
∑
j vj1g˜jvj2 ∈ Z2T [V ]
⋂
F 〈XZ2ν 〉. Hence we obtain that f(h1, . . . , hn)−g ∈
SIdZ2(Ai) ∩ F 〈X
Z2
ν 〉 = Id
Z2(Ai) ∩ F 〈X
Z2
ν 〉 for all i = 1, . . . , ρ. Thus f(h1, . . . , hn) ∈(
IdZ2(A)+Z2T [V ]
)⋂
F 〈XZ2ν 〉, and f ∈ Id
Z2
(
F 〈XZ2ν 〉/
(
(IdZ2(A)+Z2T [V ])
⋂
F 〈XZ2ν 〉
))
.
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By Lemma 28 we have also that IdZ2
(
F 〈XZ2ν 〉/
(
(IdZ2(A)+Z2T [V ])
⋂
F 〈XZ2ν 〉
))
⊆
IdZ2(T ν(A,V )). The superalgebra T ν(A,V ) is representable. Hence by Lemma 3
there exists an F -finite dimensional superalgebra Cν such that
IdZ2(Cν) = Id
Z2(T ν(A,V )) = Id
Z2
(
F 〈XZ2ν 〉/
(
(IdZ2(A) + Z2T [V ])
⋂
F 〈XZ2ν 〉
))
.
✷
7 Graded identities of finitely generated PI-algebras.
Lemma 31 Let F be a field of characteristic 0. Let Γ be a non-trivial ideal of graded
identities of a finitely generated associative PI-superalgebra over F. Then there exists
a finite dimensional associative F -superalgebra A˜ satisfying the conditions IdZ2(A˜) ⊆
Γ, indZ2(Γ) = indZ2(A˜), and Sµˆ(O(A˜)) ∩ Γ = ∅ for some µˆ ∈ N0.
Proof. Γ contains a non-trivial T-ideal Γ˜ of ordinary non-graded identities of a
finitely generated associative PI-algebra. By [17] Γ˜ also contains the T-ideal of some
finite dimensional non-graded algebra Cod. It is clear that A = Cod ⊗F F [Z/2Z]
is a finite dimensional superalgebra with a Z/2Z-grading induced by the natural
grading of the group algebra F [Z/2Z], and IdZ2(A) = Z2T [Id(Cod)]. Thus we have
that Γ contains the ideal of graded identities IdZ2(A) of some finite dimensional
Z/2Z-graded algebra A. We assume by Lemma 16 that A = O(A) × Y(A) with
the senior components A1, . . . , Aρ. It is clear that κ = indZ2(Γ) ≤ κ1 = indZ2(A)
(Lemma 6). If Γ ⊆ IdZ2(Ai) for some i = 1, . . . , ρ then κ1 = indZ2(Ai) = κ. Thus,
the case Γ ⊆ IdZ2(O(A)) is trivial.
Assume that Γ * IdZ2(Ai) for all i = 1, . . . , ρ1 (1 ≤ ρ1 ≤ ρ), and Γ ⊆ IdZ2(A′′),
where A′′ = ×ρi=ρ1+1Ai, A
′ = ×ρ1i=1Ai. Consider the set V = Sµ˜(A
′) ∩ Γ for µ˜ =
µ̂(O(A)) (Definition 11). Take ν = grk(D) for a finitely generated PI-superalgebra
D such that Γ = IdZ2(D). By Lemma 30 there exists a finite dimensional over F su-
peralgebra Cν such that Id
Z2(Cν) = Id
Z2
(
F 〈XZ2ν 〉/
(
(IdZ2(A′)+Z2T [V ])∩F 〈XZ2ν 〉
))
.
Then A˜ = Cν × A
′′ × Y(A) is a finite dimensional superalgebra. For any
f(x1, . . . , xn) ∈ Id
Z2(A˜), and for any homogenous polynomials h1, . . . , hn ∈ F 〈X
Z2
ν 〉
of the appropriate graded degrees we have f(h1, . . . , hn) = h+g, where h ∈ Id
Z2(A′),
g ∈ Γ ∩ IdZ2(Y(A)). Therefore h = f(h1, . . . , hn) − g ∈ Id
Z2(A′) ∩ IdZ2(A′′) ∩
IdZ2(Y(A)) = IdZ2(A) ⊆ Γ. Hence f(h1, . . . , hn) = h + g ∈ Γ for any h1, . . . , hn ∈
F 〈XZ2ν 〉, and by Remark 1 Id
Z2(A˜) ⊆ Γ. Particularly indZ2(A˜) ≥ κ.
Suppose that A′′ 6= 0. Then κ1 = κ = indZ2(A˜). Thus either indZ2(Cν) = κ
implyingO(A˜) = A′′×O(Cν), or indZ2(Cν) < κ implyingO(A˜) = A
′′. Since Sµ(A
′′)∩
Γ = ∅ then in the first case we use Lemmas 11, 16, 10 and conclude for any µ ≥
max{µ̂(Cν), µ˜} we have Sµ(O(A˜)) ∩ Γ = Sµ(Cν) ∩ Γ ⊆ Sµ(A
′) ∩ Γ ⊆ V ⊆ IdZ2(Cν).
Thus, in both cases Sµ(O(A˜)) ∩ Γ = ∅, and A˜ satisfies the claims of the lemma.
IfA′′ = 0 then κ ≤ indZ2(A˜) = max{indZ2(Cν), indZ2(Y(A))} ≤ κ1. If indZ2(Cν) =
κ1 = indZ2(A
′) then O(A˜) = O(Cν), and by analogy with previous case we apply
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Lemmas 16, 10 for any µ ≥ max{µ̂(Cν), µ˜} and obtain Sµ(O(A˜)) ∩ Γ = ∅. It also
follows from Lemma 10 that indZ2(A˜) = indZ2(Γ), and A˜ is also the desired algebra.
The last case A′′ = 0, indZ2(Cν) < κ1 gives A˜ = Cν × Y(A) with Id
Z2(A˜) ⊆ Γ,
and κ ≤ indZ2(A˜) < κ1 = indZ2(A). Then by the inductive step on indZ2(A) we can
assume that the assertion of the lemma holds in this case. ✷
Lemma 31 with Lemma 10 implies the corollary.
Lemma 32 Let F be a field of characteristic 0. Let Γ be a non-trivial ideal of graded
identities of a finitely generated associative PI-superalgebra over F. Then Γ contains
the ideal of graded identities of a finite dimensional associative F -superalgebra A
satisfying indZ2(Γ) = indZ2(A), and Sµ˜(A) = Sµ˜(Γ) for some µ˜ ∈ N0.
Proof. Let us take a superalgebra A satisfying the claims of Lemma 31. Lemma
10 implies that Sµ(A) ⊇ Sµ(Γ) for any µ ∈ N0. On the other hand indZ2(Γ) =
indZ2(A) = (β; γ). Consider an integer µ˜ = max{µ̂(A), µˆ}, where µˆ is defined by
Lemma 31, and µ̂(A) is taken from Definition 11. Then any polynomial f ∈ Sµ˜(A)
has the type (β; γ−1; µ˜), and satisfies f /∈ Γ (since f ∈ Sµ˜(O(A))). Thus, f ∈ Sµ˜(Γ).
✷
Theorem 1 Let F be a field of characteristic zero. For any finitely generated as-
sociative Z/2Z-graded PI-algebra D over F there exists a finite dimensional over F
associative superalgebra C˜ such that the Z2T-ideals of Z/2Z-graded identities of D
and C˜ coincide.
Proof. Let Γ be the ideal of graded identities of D. We use the induction on the
Kemer index indZ2(Γ) = κ = (β; γ) of Γ.
Inductive basis. If indZ2(Γ) = (0, 0; γ) then D is a nilpotent finitely generated
F -superalgebra. Hence D is finite dimensional.
Inductive hypothesis. Lemma 31, and Lemma 32 imply Γ ⊇ IdZ2(A), where
A = O(A)+Y(A) is a finite dimensional superalgebra with indZ2(Γ) = indZ2(A) = κ.
Moreover, Sµ˜(Γ) = Sµ˜(O(A)) = Sµ˜(A) ⊆ Id
Z2(Y(A)) for some µ˜ ∈ N0.
Let A1, . . . , Aρ be the senior components of the algebra A. Denote (t0¯, t1¯) =
β(Γ) = dimsZ2Ai, t = t0¯ + t1¯; γ = γ(Γ) = nd(Ai) (for all i = 1, . . . , ρ). Let us
take for any i = 1, . . . , ρ the algebra A˜i = Rqi,s(Ai) defined by (4) for the senior
component Ai with qi = dimF Ai, s = (t + 1)(γ + µ˜). A˜i is a finite dimensional
superalgebra. Γi = Id
Z2(A˜i) = Id
Z2(Ai), and dimsZ2A˜i = dimsZ2Ai = β. The
Jacobson radical J(A˜i) = (X
Z2
qi )/I of A˜i is nilpotent of class at most s = (t +
1)(γ + µ˜), where I = Γi(Bi(X
Z2
qi )) + (X
Z2
qi )
s. Here the algebra Bi can be considered
as the semisimple part of Ai and of A˜i simultaneously (Lemma 2, Lemma 21).
Particularly, A˜i are superalgebras with elementary decomposition. By Lemma 28,
and Lemma 3 there exists a finite dimensional F -superalgebra C such that IdZ2(C) =
IdZ2(T ν(A˜,Γ)), where A˜ = ×
ρ
i=1A˜i, ν = grk(D).
Let us denote D˜ν = F 〈X
Z2
ν 〉/
(
(Γ + Kµ˜(Γ))
⋂
F 〈XZ2ν 〉
)
. Lemmas 6, 12 imply
that indZ2(D˜ν) ≤ indZ2(Γ + Kµ˜(Γ)) < indZ2(Γ). By the inductive step we obtain
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IdZ2(D˜ν) = Id
Z2(U˜) for a finite dimensional over F superalgebra U˜ . Lemma 28
yields Γ ⊆ IdZ2(C × U˜).
Consider a multilinear polynomial f(x1, . . . , xd) ∈ Id
Z2(C × U˜). Let us take
any multihomogeneous polynomials h1, . . . , hd ∈ F 〈X
Z2
ν 〉 with degZ2 hi = degZ2 xi
(i = 1, . . . , d). We have f(h1, . . . , hd) = g + h for some multihomogeneous graded
polynomials g ∈ Γ, h ∈ Kµ˜(Γ). Then by Lemma 29 we obtain h = f(h1, . . . , hd)−g ∈
SΓ+SIdZ2(A˜i) for any i = 1, . . . , ρ. Hence h˜(x1, . . . , xn) ∈ SΓ+SId
Z2(A˜i) also holds
for the multilinearization h˜ of h. Lemma 23 implies that h˜ is exact for Ai (h˜ ∈ Kµ˜(Γ))
for any i = 1, . . . , ρ.
Let us fix any i = 1, . . . , ρ. Assume that {c1, . . . , cqi} is a basis of Ai of homo-
geneous in the grading elements chosen in (2), (3) (Lemma 1), and fix the order
of these basic elements. Suppose that a¯ = (r1, . . . , rs˜, bs˜+1, . . . , bn) is any elemen-
tary complete evaluation of h˜ by elements of the algebra Ai, where rj ∈ J(Ai),
bj ∈ Bi, s˜ = γ − 1. By Lemma 20 there exist a polynomial hˆµ˜(Y˜1, . . . , Y˜s˜+µ˜, X˜, Z˜) ∈
SΓ+ SIdZ2(A˜i) of the type (β, γ − 1, µ˜), and an elementary evaluation u¯ in Ai such
that hˆµ˜(u¯) = h˜(a¯). Moreover, hˆµ˜ is alternating in any Y˜j (j = 1, . . . , s˜ + µ˜), and all
variables from X˜
⋃
Z˜ are exchanged by semisimple elements. Then we have
α1hˆµ˜ =
(s˜+µ˜∏
d=1
AY˜d,0¯
AY˜d,1¯
)
hˆµ˜ =
∑
j
(s˜+µ˜∏
d=1
AY˜d,0¯
AY˜d,1¯
)(
s˜j g˜j
)
(mod SIdZ2(A˜i)), (17)
where Y˜d = Y˜d,0¯ ∪ Y˜d,1¯; α1 ∈ F, α1 6= 0; g˜j ∈ Γ, s˜j ∈ S. Denote {ζ1, . . . , ζnˆ} the
variables Y˜
⋃
X˜
⋃
Z˜ of hˆµ˜ (the first variables are from Y˜ =
⋃s˜+µ˜
d=1 Y˜d).
Given an element ul ∈ Ai of the mentioned above evaluation u¯ of the polynomial
hˆµ˜ defined by Lemma 20 we take the element x¯π(l)θl = xπ(l)θl + I of the algebra
A˜i. Here xπ(l)θl ∈ X
Z2
qi is a graded variable of graded degree θl = degZ2 ul, and π(l)
is the ordinal number of the element ul = cπ(l) in our basis of Ai, 1 ≤ π(l) ≤ qi
(1 ≤ l ≤ nˆ). Consider the following evaluation of hˆµ˜(ζ1, . . . , ζnˆ) in the algebra A˜i
ζl = εk1 x¯π(l)θlεk2 ∈ J(A˜i) if ζl ∈ Y˜ , ul = cπ(l) ∈ εk1Aiεk2 ;
ζl = ul if ζl ∈ X˜
⋃
Z˜. (18)
Suppose that in (17) the pure trace polynomial s˜j depends essentially on Y˜ .
Then we get s˜j |(18) = 0, because the trace of a radical element is zero (12).
If s˜j does not depend on Y˜ then
(∏s˜+µ˜
d=1 AY˜d,0¯
AY˜d,1¯
)(
s˜j g˜j
)
= s˜j ˜˜gj , where ˜˜gj =((∏s˜+µ˜
d=1 AY˜d,0¯
A
Y˜d,1¯
)
g˜j
)
∈ Γ. If ˜˜gj |(18) 6= 0 in A˜i then one of degree multihomo-
geneous components of ˜˜gj is a µ˜-boundary polynomial for A˜i. And it is not a µ˜-
boundary polynomial for Γ, because it belongs to Γ. This implies that Sµ˜(A) 6=
Sµ˜(Γ), which contradicts to the properties of A. Therefore, we have ˜˜gj|(18) = 0.
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Thus, in any case hˆµ˜|(18) = 0 holds in the algebra A˜i. Hence the evaluation
ζl = vl = εk1xπ(l)θlεk2 if ζl ∈ Y˜ , ul = cπ(l) ∈ εk1Aiεk2 ;
ζl = vl = ul if ζl ∈ X˜
⋃
Z˜
of the polynomial hˆµ˜ in the algebra Bi(X
Z2
qi ) is equal to hˆµ˜(v1, . . . , vnˆ) ∈ I =
Γi(Bi(X
Z2
qi ))+ (X
Z2
qi )
s. Since |Y˜ | < s, the polynomial hˆµ˜ is linear in Y˜ , and the vari-
ables from X˜
⋃
Z˜ are replaced by semisimple elements, then we obtain hˆµ˜(v1, . . . , vnˆ) ∈
Γi(Bi(X
Z2
qi )).
Consider the map ϕ : xπ(l)θl 7→ cπ(l) (l = 1, . . . , |Y˜ |), and ϕ(b) = b for any b ∈ Bi.
It is clear that ϕ can be extended to a graded homomorphism ϕ : Bi(X
Z2
qi ) → Ai.
Then ϕ(hˆµ˜(v1, . . . , vnˆ)) = hˆµ˜(ϕ(v1), . . . , ϕ(vnˆ)) = hˆµ˜(u¯) = h˜(a¯) ∈ ϕ(Γi(Bi(X
Z2
qi ))) =
Γi(Ai) = (0).
Therefore h˜(a¯) = 0 holds in Ai for any elementary complete evaluation a¯ ∈ A
n
containing γ − 1 radical elements. Since h˜ is a multihomogeneous exact polynomial
for Ai, and γ = nd(Ai) then h˜ ∈ Id
Z2(Ai). Hence h ∈ ∩
ρ
i=1Id
Z2(Ai) = Id
Z2(O(A)),
and h ∈ IdZ2(O(A)×Y(A)) = IdZ2(A) ⊆ Γ. Then we have f(h1, . . . , hd) = g+h ∈ Γ
for any multihomogeneous polynomials h1, . . . , hd ∈ F 〈X
Z2
ν 〉 of appropriate graded
degrees. The application of Remark 1 now implies that IdZ2(C × U˜) ⊆ Γ.
Therefore, Γ = IdZ2(C × U˜). Theorem is proved. ✷
Observe that to be a PI-algebra is an essential condition for a finitely generated
superalgebra D in Theorem 1, since a finite dimensional superalgebra is always a
PI-algebra.
8 Specht problem.
Let E = 〈ei, i ∈ N| eiej = −ejei, ∀i, j〉 be the Grassmann algebra of infinite rank
with the canonical Z/2Z-grading E = E0¯ ⊕ E1¯ (E0¯ and E1¯ are the subspaces of E
generated by all monomials in the generators of even and odd lengths respectively).
Consider for a superalgebra A = A0¯ ⊕ A1¯ the Grassmann envelope E(A) = A0¯ ⊗
E0¯⊕A1¯⊗E1¯. Observe that the algebra E(A) has the natural Z/2Z-grading E(A)θ =
Aθ ⊗ Eθ, θ ∈ Z/2Z. The next remark is obvious.
Remark 2 If two PI-superalgebras A and B has the same Z/2Z-graded identities
then they have also the same ordinary non-graded polynomial identities. The T-ideal
Id(A) is the biggest T-ideal that is contained in IdZ2(A).
Lemma 33 (Remark 3.7.6, [9]) If two PI-superalgebras A and B have the same
Z/2Z-graded identities then the algebras E(A), and E(B) have the same ordinary
non-graded polynomial identities.
Proof. This is a simple consequence of the fact that the Z2T-ideals of superalgebras
A and E(A) related by some well understood invertible transformation (see, e.g.,
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[12], [16], [9]). This transformation is completely algorithmic. Particularly, if two
superalgebras are Z2PI-equivalent then their Grassmann envelopes are also Z2PI-
equivalent. By Remark 2 the Grassmann envelopes of these superalgebras also have
the same non-graded identities. ✷
Theorem 2 The T-ideal of polynomial identities of an associative PI-algebra over a
field of characteristic zero coincides with the T-ideal of identities of the Grassmann
envelope of some finitely generated PI-superalgebra.
Proof. See Theorem 4.8.2 [9]. ✷
Theorem 1 along with Theorem 2, and Lemma 33 implies the principle Kemer’s
classification theorem.
Theorem 3 The T-ideal of polynomial identities of an associative PI-algebra over a
field of characteristic zero coincides with the T-ideal of identities of the Grassmann
envelope of some finite dimensional superalgebra.
Theorem 3 immediately implies the positive solution of the Specht problem.
Theorem 4 (Theorem 2.4, [12]) The T-ideal of polynomial identities of an asso-
ciative PI-algebra over a field of characteristic zero is finitely generated as a T-ideal.
Proof. Suppose that Γ is a T-ideal that is not finitely based. Then there exists
an infinite sequence of multilinear polynomials {fi(x1, . . . , xni)}i∈N ⊆ Γ satisfying
the conditions deg fi < deg fj for any i < j and fi /∈ T [f1, . . . , fi−1] for any i ∈
N. Consider the T-ideals Γi generated by all consequences of the polynomial fi of
degrees strictly greater then ni = deg fi (i = 1, 2, . . . ), and the T-ideal Γ˜ =
∑
i∈N Γi.
Then we have fi /∈ Γ˜ for any i ∈ N. By Theorem 3 we obtain Γ˜ = Id(E(C)) for a
finite dimensional superalgebra C.
Lemma 1 implies E(C) = E(B) ⊕ E(J), where B is the semisimple part of C,
J is the Jacobson radical of C. Consider a polynomial fk from our sequence, such
that deg fk = nk > nd(C), and consider an evaluation in E(C) of fk of the type
xi = ai = cδi ⊗ gδi , where cδi ∈ Bδi
⋃
Jδi , gδi ∈ Eδi , δi = 0¯, 1¯ (i = 1, . . . , nk). If
for any i = 1, . . . , nk the elements cδi are radical then fk(a1, . . . , ank) = 0 in E(C),
since nk > nd(C). Suppose that xlˆ = bδlˆ ⊗ gδlˆ , where bδlˆ ∈ Bδlˆ for some lˆ. Then
for any element g˜0 ∈ E0 we obtain fk(. . . , alˆ, . . . )g˜0 = fk(. . . , bδlˆ ⊗ (gδlˆ · g˜0), . . . ) =
fk(. . . , alˆ · (1B ⊗ g˜0), . . . ) = 0, since fk(x1, . . . , xlˆ · x0, . . . , xnk) ∈ Γ˜, x0 ∈ X, 1B is
the unit of B. It implies fk(a1, . . . , ank) = 0. Therefore fk ∈ Γ˜, that contradicts to
the choice of Γ˜. ✷
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