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第 1{，'~ : 1封。品
Ida 85，付akashima90b]:， LISPプロセッサのi長大の特徴Itrl":j崖itl:であるが，その鍵となうて
いるの{よハードウェアKよる、Ik行処珂て'ある。!![Jち，デー タ仰の判定などLISPの処sHに必
要な I付随的なl操作を，特別のハードウェアを設ける ζ とによって，演算などの F 本来
の J~栄作と，lkf rして行うことにより，オーパへ〆ドを大今く続減するととができたのであ
るc



























'PSI.I， PSI.n， PSI.mにつ円て比それぞれ「逐次型推為マシン PSI ， r逐次型推論マシン PSI.DJ. 
PIM 'm 叫京プロセササJ という可称、がi1:式なものであるが.本給文では相互の関連性と相還を明w.にする
ため. PSI.I， PSI-D， PSI-皿と呼ぶこととする。
3 
_;u 1 l'~l : 1-;諭
(2)インタプリ夕方式とコンパイル方式の評価:
PSIIの実行方式は、 ソース ・プログラムに頒似した協造を持つ I内部表現」を，マ
イクロプログラムのインタプリタが解釈 実行するものであった。一方ζれとは対照
的な方式として. WAM (Warren Abstract Machine)と咋ばれるf!ll象マシンの命令へ
コンパイルする方式が提案された [Warren831c *者らはこのこつの方式の俊劣を判定






























:Kilo Logical Inference per Secondの略であり，一秒以llC行われるゴー ル呼びだし凶数を窓味する。
B操作対象のデータを幻るために，任芯;長のポインタの述鎖を予繰る処JIIl。
4 
第 1i';re : r子治
(6) ，tHilJ推論マゾンの実現:
而jMsの 二ーうの推論マンンは，全てilv.ダIJ推論マノム/の要素プロセッサと u ても用いら
れた 特に PSI-llを要系プロセッサとする Multl-PSI¥'2は， 64プロセッサという
大切校な儲成であるとともに‘ !1T.91J論理担包i市KLlやオベレーテノング ・システム
PIMOS ~戸実装した本格的な、tÝ.列プロセッサである また. PSI-IIIを要表プロセッサ
としてけいることにより， Multi-PSI ，2をい能と鋭棋の両両で発展させた故列推論
















!1~ 1川市で i士 、 論用地言語の忌適イヒK関して、 n王者らが独自に提案し実証した様々な手法に
















な論理j担2iHjである Prologを対象に除する。 Prologは1971年に AlanColmerauerにより
考案され、その後RobertKo¥，'alsklによってプログラミング言語として位置付けられた論














て. f)JJ~jの Prolog 処理系は全く不充分なものであり、実川的なとお話であるとはみなされて
いなかった。とれを大幅に改汗したのが、 1977年に DavidH. D. WarrenらKよって開発
された DEC・10Prologの処J!P.系である ;Warren77， Bowen 81¥ ¥Varrenら(土、それまでの
インタプリタによる実現K変えて、初めてコンパイラを場人するとともに，変数の領域別当
やTailRecursion 1(，関するJk本的な以適化を行う ζ とにより、処理速度と記憶効率の両国
で 10倍以上と己'う飛躍的な性fiE向上を述成した。その結果. Prologの価値の見直しとユー
7 
















は令.て I'H;，Iりであり、 l家[;jiはfJI4iの父である などを去現している(と解釈する ζ とが
できる)。
また;
brother(X， y):-father(F， X)， father(F， y). 
は 「規則 l であって， I'FがXの父であり，かつ FがYの父でもあるならば， xとYは
比~}である l という論理的な推論規則を示している 。 ζζで X) Y) Fは変数であって，との
「規日IJJに閲する限りその!lqはどのようなものであっても良い。




































































はパックトラノクと ρ うもう一つの重要な地構を持っており・ これが言語の大き左特徴と
なゥている。
図 2-1:brother (信康，秀忠)の実行
? 「 ?、 、???， ，?? 、
パ吋クトラックの機構は， AND-OR木の左優先/深さ優先の探索のための機構と?す
ζ とふて寸る。即ち.クローズはそのゴーバ分校とする A~D ノードであり、また特疋の
こ一 企ユニフ 7イ可能なへ -;1ドを持つクローズの集合がORノードとなる。探索は，ゴ一
二とへ;ドのーフ fケーシヨンにより行なわれ，ユニフバケーシヨンが失敗すると最後に
Y) . (b) I 
y)をユニファイする。その結
brother(信康，秀忠). (a) I 
ノレbrother(信康，秀忠)とユニファイ可能なヘッドを持つクローズを探す。
クローズ;
円rother(X，y):-f叫 er(F，X)， father(F， 
が凡っかり， brother(信康，秀忠)と brother(X，













果， F =家康となる。 (c)はゴ ノーレを持っていないので(b)に戻るぞ
信皮) (X =信康となっている)
クローズ;
























(3) (b)の二番目のゴーノレ father(家康，秀忠) (F =家康， y =秀忠となっている)
ユニファイ可能なヘッドを持つクローズを探す。クローズ;








ぬ2ポ:i:命珂lJ恒三s?fjとその処.Pl1方式 ~2 市:論]:JTI J明己， 1話とその処.EP.方J:\:
(1) elder_brother(秀忠， B). 
elder_brother( X • y):-father(F， 1)， father(F. Y)， elder(X， y). 
~l 
elder_brotherC秀忠， B) 
(2) elder_brother(秀忠.B):-father( F ，秀忠).father(F， B)， elder(秀忠， B). 
、 ?，???，?? 、






(3) elder_brother(秀忠， B):-father(家康，秀忠)， father(家康. B)， elder(秀忠.B). 
father(家康，信康)• 
























(6) elder_brother(秀忠，秀忠): -father(家康，秀忠)， father(家康，秀忠).elder(秀忠、，秀忠)• 
















22 ユニフィケーション 一方， ~宣教の臼然な内部ぷ現はもちろん税数L'u_:rであるが、例えば 「整数 '3' 1と 『おり
'3'が:'，lJりJ反られたアトム とは区別しなりれはならない。との区別のために用いられるの
がタグである。一般に Prologのデータの内部ム現。ム図2・4Kぷすように、データの ，岳
をノjτすタグと‘数値やアトムの苔J号などをノJミす r(lA: Jの部分とに分かれている。2 2.1 基本的なデータ表現
Prolog の最も)~本的なデータは、 アトムと稔数である。 アトムは(通常)小文子で始ま
る英数7ニ(及びγ)の列で去現される。例えば; 2.2.2 変数の表現
father brother elder elder_brother 
は全てアトムである。また‘前述の例での家康などもアトムとしてmいている二
次にfl:]~ となるのは，変数のぷ現方法である。 Prolog の変数の有効範囲はクローズの内
部であり，手紙明言語のJp所変数と同4去にローカルなスコーフ.を持っている。また，クロー











father → 1 
brother → 2 
elder → 3 
elder_brother → 4 




(1) brotherCX， y):-father(F， X)， father(F， y). 
(2) brother(信康，秀忠): -f ather (F ，信康)，father (F ，秀忠). 









































? 、 ? ? ??
?




経山して Bに代入される c戸ornI 3 
アトム
ζの 「同じものにするJ処理は、 Reference Pointerという特殊なポノノタを用いて行
う。lHJち、関2・6にぷすように 1ミユ;J32変数どうしのユニフィケーションでは‘一方の変数
にf也ブJをJRすポインタを代入し， タグに ReferencePointerであることを示すrefをセ ット
する 力ー、 Reference Pointerに対するユニフィケーションは‘そのポインタが指してい
るデータに対して行い，ポインタとそれが指すデータが，同じもの であることを実現す
る。
























あるが [To凶 ti87]，ハードウェア ・ サポートのイjjr!~やそのコストなどを勘案すると、どちら
がイj干IJかの'I!lj断をドすことは難しい。





双方が未定災変数の場合には単純な代入を行う訳にはいかない。 ζ の場合~'(I i， .::.つの恋ふ
を「同じもの tにする処理が必要となる。例えは，出i述の elder_brotherC秀忠 B)蒜
では，クローズ elder_brother(X，y):ー .. .の状態は以ドのように変化した。
(1) elder_brother(X， Y):-father(F. X)， father(F. Y). elder(X， y). 
(2) elder_brother(秀忠， B):-father(F，秀忠)， father(F，B)， ， 
elder(秀忠， B). 
(3) elder_brother(秀忠， B): -father(家康，秀忠).father(家康.B)， 
elder(秀忠， B). 
さて、変数を取扱うに当つての需要な.t'fiHの一つに.変数をどこに置いておくか、即ち変
数の1.'j1J付の|問題があるo !lii述のように Prologの変数は一つのクローズに ローカルな も
のであるのて九手続型言語の局所変数と同紙にスタックの上に割付けるのが自然である。凶l




(4) elder_brother(秀忠，秀康):-father(家康，秀忠)， father(家康，秀康)， 
elder(秀忠，秀康). 
. -hを泣ける効本的な方法はないc






















から構戒される また，実行中のクローズの Enviro entのペース ・アドレスは頻繁に使
用されるため，レジスタ (E)に保持しておくのが普通である。
このような方法を用いた場合，未定義変数どうしのユニフィケーシヨンに，一定の制限が
加わるととに注立し老ければならない。即ち、未定義変数 X とYのユニ 7Aケーヤコ'/Ir 
おいて Xが Yよりもスタ yクのボトム側にある場合，yにXへのふfe…;一二
を代入しなければれない。とれを逆にして XI亡 Yへの ReferencePointer州人する
と、 Y を合む En¥'ironmentがスタックから除去された場介VC，X の内玲:が lイFイピしない
セノレへのポインタ jとなってしまうからである。








データ X とYのユニフノケーシ J ン傑作は以ドのようになる。
(1) Xをデレヌアレンスしその結果を X'とする





Y'← ref to X' 
undef 
if X' < Y' 
.'¥'← ref to }.， 
X'」 γ'
if X' > Y' 
atom Y'←);' 
success if X' -Y' 
fむl otherwise 




success if );' = Y' I 
I fail 0伽 wiseI 











[Warren 83)のよう に，ヲi数の評価値をレジスタに七 ットしておく方法もある。
己れらの方式には一長一短があるが、以ドの議論においては現在ft.lも効去的と考えられ
ている [Warren83]の方法を前提とする二この方法では， η 慣の引数を格納するための






Al Aミ12誌のJ. j所変数Fへの ReferencePointer 
A2 } . jfW変敬Xのi直信康
がそれぞれ七 γ トされる。
さて.ユニフィケーシヨンの簡略化であるが‘A2も附!日であるのはヘシドヲl数が水口JZ






(a) .4'<γであれば γにJ へのReferencePointer争代入する向
(b) .4' > Yであれば 4'にYへの ReferencePointer州入するJ
(4) .4'がアトムか整数であれば、その(t向安 γに代人する。
とをるが、 この操作は吏に簡略化することができる。
まず、 .4'が木定義変数の場合，A'は Yが・3まれている Environmentよりもスタック
のボトム側にある Environmentに含まれているため， (3)(b)は起とりえない。従って:い
ず九の宅介も Yへの代入が行われるため‘ (2)における Yの初期化も不要である。また，
(1)のてレフアレンスを行わずに AをYに凶接代入する ζ とぜできるn このお合、oAがア
トムか常数であるか‘または米定義変数をi白接指している ReferencePointerであればもち
ろん問題ない l それ以外の場?でb 代入後の YはA'を凶接または間接に指すReferen
Pointer e:なり， .4.'と勺価になるので論照的には』王しい。挺にとの操作では A'へ手る
Reference Pointerの段数を哨やしていないため、同様のユニフィケーシヨンを繰返し行う
ζ とによる段数の増加を心配する必要もない 従って上記の隙作は、 rAルY に代入す
るj という杓めて単純な操作とするととができる
次に問自信化できるユニヌイケーシヨンは，ヘァ 1:引数がアトム(または税数)であると




























所変数についてのユニフィケーシ 3 ンに関するものであった。本項では、 Prologの重要念
特徴の一つである儲造体(または佐合項)に関するユニフメケーションと、それに関辿する
大以変数について!議論する。
Prologでは悩造・体は、 f(a， X)のように， 1'1刻数Jの形で記述される。 ζれは， aとX
の:つの要ぷからなる fという名前の構造体と与えることもできるしまた f，a， Xの三要
~のベクタと解釈することもできるo 情造イ4>:のを兵の数は任芯:であり.また;
|f札 g(X，Y， b) 
のように要点に|出iti休を持つこともできる。





[X I [y I [2I [] J J ([]は nil)を [X，Y ，2]と記述することもできる。また、 '+，(XJyyを
X +Y と記述する泌~: -J二紀仁左も許されている。例えば;
I brother(X， Y):-father(F， X)， father(F. y). 
も演算子記法のー磁て'あり;
':-'(brother(X， Y)， '.'(father(F， X)， father(F， y))) 
と解釈される。
.ミ子構造{本 Sと任なのデータ X とのユニフィケーシヨンの馴リ{仁以下のように定め
つ才(..Q。
















ワードからなる構造体を I生成 1しかっ生成しか陥造体を適切にぷ現する lツードのデー
タを米定義変数K代人しなけれはならない。 ζの儲造体の生成方法が、 Prologの処舟=方式
の中で売要なポイントのーっとなっている。







定災であるとする)。前述のように、 X は Jt1J所変数としてクロースの Environment に .'.~J付
けられ. pの実行が完了した時点でスタックから除去される これは，ゴーノレ引数 Aがどの
ようなfI([でゐつでも，呼出し側から Xへの参照パスが存在しな ρ ことに基いている。
一方、Yについては事情が呉.なゥている。即ち， Bにf(a.y) (を表現するデータ)が
代人されるため， 1子山し但IJから Y1'(対する間接的な参照パスが存在する。従って， pの実行
が完 fしでも Yの変数セノレを除去してしまう ζ とができないため， Y を Environment にit~)
付けてはならない。
この Yのように En¥"ironmentI{.IIOI付けることができな ρ変教は I大域変数 ・と呼ばれ、
En¥'ironmentを保持する .ローカル ・スタ y クJとは万1)のスタックである グローバル ・





阪7よtどでは， t.荷造体の全体がグローパル ・スタック上に生成される。即ち2 先に述べた








一方、 J~~î訟では構造体を、関 2・9に不すように， r珂定的な部分と可変の部分に分けてぷ
現する。伊lJえばf(a，y) では、要点数 3，及びアトム f と a は I，'~定的な部分であり， yが
uJ変部分である。 181定的な部分はスケルトン (Skeleton)と呼ばれ、何回構造体を生成しで












































Local Stack Global Stack ? ? ? ? ? ? ? ?? ? ? ?
B strct . 
寸。
























モレキュール(~円cule) と叩工れるスケルトンとグローパル ・ フレームへのポインタから
なる・ 2ワートのァータがクローパル ・スタ・リク上に作られるohititfAを代人すべき変数に









を持つ憐込=仏・の生成の際1L グローパル ・スタ…クを m+2r;ードしか消貸しないw これ
{土，(u1j.ltが!帯造{本全体に相当するグローパノし ・スタックの領域を消貸しかっ m 個の変












(2) 砧-造体の~1~索とアトム f をユニフアイする。






という処J'l1が行われる この処J!I!の中の (2)-(4)/止、 nip買で述べたアトミックなデータJP
}"J所変数に関するユニフメケーメヨンと、ほとんど同政である。
こ乙てす1:怠すべきは、ゴール引数がぶ定義変数であるか構造・体であるかが実行所jにl'i下I1ら
ないこルである。即ち， (1)の処舟において前項と何段、 undef， strct，デレフアレ/スの






p(f(a. g(h(b. X. y). c). i(d. Z))):ー ... 
p(f(a. T1， T2)):甲 T1 ~ g(T3， c)， T3 = h(b， X， Y)， 






























際に三つのスタックを紡める ζ とができる。との iJ~実はグローパル ・ スタックにとって特に
1主要であり，怠図的なパァクトラックによってグローハノレ ・スタ yクムに生成した縞造体の
ための領域を解脱するととができる。乙の簡易的なガベ j ・Jレクシヲンとも言える千法
は. Prologのプログラムの中でしばしば用いられ、 LISP 7; K.比べて容易に記憶領岐を節
約/管理する ζ とをuJ能にしている二
との他lζ保存しなければならない情報は，クローズが1子:Hされた骨、干点ではスタックに吉か
れていないものである ζれらがどのような梢報であるかは，災現方式K依存するが、 2.2 
で述べた ¥¥'arren83J場。;













法であり Carlsson861， もう一つはローカル・スタック上に ChoicePointを置く方法であ
る。而j".('fの方が簡単なように見えるが、スタックの数を地やすことによる管理オーパヘノド
が発生する また後者の方が、 ローカル ・スタ y クを紛める操作や，後述するローカル ・ス
タックムのぷ定義変数のじndoのための操作などが‘学工易に行えると言う視点もある。この
他、 [Warren 7:ゃPSI-Iのように En¥'ironmeniとChoicePointを一つにまとめる方法な
どもあるが. とこでは :Warren83]ゃ PSI-ll，PSJ rnで採用しているローカル ・スタック上
にChoicePointを独立に置く方法につnて議論を進めるo
この方法では ChoicePointの位置臼体がORノード通過時のローカル ・スタック・
トップであるので ChoicePoint内にはローカル ・スタック ・トップを保存する必要はな
く.ibt新の ChoicePointのベースをレジスタ Bに保持すれば良い'。なおレジスタ Bは、
スタックムの ChoicePointを結ぶために‘ Choice Point中に保存されるI。








































図 2・10:Choice Point 
30 
inuation Point 





柿節のアドレスK変~するわ一方， APが保持する候補節がi員後のものであれば.， Choice 
Pointをロー カノレ ・スタックから取り除き， Bをl直前の ChoicePointのベース old-BK設
定する。





なおここで， Environmentの除去と ChoicePointの関係について述べておく 。 2.2にお




ローズの Environmentを含むものであるので， クローズの実行が完了しても Environment
を除去する ζ とはできない。具体的左 Environment除去の判定基準は、除去すべき Envi-
ronmentとぷ新の ChoicePointの位置関係によって定まる。即ち、 Environmentが最新の
Choice Pointよりもスタ ックのボトム側にあれば(E< B)除去する ζ とはできず，そうで




れるが， Prologの場合は変数への代入が一度しか行われないため， LISP fC比べて容易で






トレイル ・スタック ・ト ップ (TR)を記憶する必要があるが， とれは ChoicePoint K保持
さ.nる~
-Choice Poin t I'C保持すべき情報{よ， これで全てである。
31 
治2I~i: : rii~ßllJ目己-titi とその処J!p.方式
さて?変数への代人時 I~ r汚に ・トレイノレを行っても良いが、パックトラ yクによって
消滅する 1変般に|刻するトレイルは無駄であるo H/1ち、ぷ羽iの ChoiccPointよりもトノ
プ(llUにある均所変数ゃ、 Choice Pointに保持されたグローパル ・スタック ・トップよりも
トップ側にある大域変数は、パ・ソクトラ・ソク1ケのスタック紡i昌により消滅してしまうため、
トレイル操作は不安で'ある白克際、変数代人の、1:数以上がトレイル不~のものであるとい
?貯があり !To叫 87 また長い目ではればほとんと・・全ての変数代人が決定的なものとな
る :¥akashima90a]。此γ て、 ドレイノレ ・スタックの無uな伸長を防止するためにも、選択
的なトレイル操作を行うのが合通である。







}， ;j所変数に関すミトレイノレの要否の判定は紛であり、変数がlii~iの Choice Pointより
もトップ側にあれは、日fJち変数のアドレスル A とした時に A>Bであれは 1レイノレは不
安である。大域変数に関しては、五ミー新の ChoicePointが保持するグローパル ・スタヴク ・
トγ:・との比較が必要となる沙仁 この値をレジスタ (GB)にキャッシユして同法化問る
?と手である(図2.11)0 しかしこの場合‘ Cholce Pointを除去する際に GBを更新す



















Local Stack Global Stack 




Y ? C: b W ?ゃ=d 
X<B=今trail Z < GB =争 trail




p :-q， !， r. q :-s. S. 
× p :ー A q :ー A s 
× p :ー A q :ー ム s 
× p :ー ム q :ー ム s :-





I while (B > E) 
B = B->old_B 
if (B->E == E->old_E && B->CP == E->CP) 
B= B->old_B 
いもし ζの方法は除去される ChoicePointの教に比例した手間lを要する〉そこで En-
nrcnment rr-にカットのために ChoicePointの情報を保持する方法が用いられる。例え
はPSInや PSI-IDでは. Environment にBを保持するエントリを設け.そのタグによ勺
てカyトによって除去されるか否かを判別している。まあ ID伽 ay86]などではカyL
ミれた時に戸新といべき ChoicePointのアドレスを、 }.J所変数の形で保持する方法を
とっている l。なお、 iWarren 77Jや PSI-Iのように、 EnvironmcntとChoicePointが一体
になっている品合には，比較的容易に実現するととができる。
ごつ付の川題H， ロー カノレ ・スタァクの紡退に関するものである。例えば;l-!P l 
p:ー
の泌合， Choice Point及びEnvironmentは以ドのような順序で生岐/除去される。.











クロース (pの第一クローズ)の Environmentがトップ側にあるため、 ロー カノレ ・スタッ
ク・トッヌは Environmentのl直後までしか紛めることができない。また (4)では、 Envi-
ronmentの除去、即ち Environmentの先頭までローカル ・スタックを絹めることはできる





cαse-b: カy トの対象であり，まだカ y トされていない。
cαse-c: カットの対象であったが，既にカットされた。
の3状態のいずれかとまる。カット操作ではこのエントリを E->Bとした時;
cαse・α :B = E->B 
cαse-b，c: B = (E->B)ー>old_B
とし Environmentの除去の場今には;
rαse-a，b: Local_Stack_ Top = E 
case-c : Local_Stack_ Top = E->B 
として‘除去された ChoicePointがローカル ・スタック中に残らないようにしている。
なお Environment丹と ChoicePoint用にスタノクを分献する方法や Enironmentと
Choice Pointを一体化する方法では.スタックの新jjg(，.t比較的容易である。
.忍・円のrgJ忠は、 トレイル ・スタックに|到するものである。前述のように，選択的トレ






に I~J しては‘ トレイノレ ・スタックから除去されない変数アドレスに対して、アドレスの比較
とトレイル ・スタック中での移動が必要であるため、スタックのアクセス回数や比較の回数
については、選択的 じndoの方が有利になる。従って、 Tidv-Trailの効果はトレイル ・ス
タックを{巾はさないことのみであることになる。





第2_~;'r2 日ihi可11刊 ~j.， 1百とその処JrJ!カベ
的に市!f師するのはかなり肉般である。 PSI兵列の処1却系ではアクセスのJ;.jPJft'l:を市視して
Tidyぐ[rail を fjっているが、例えばトレイル ・ ス夕、ソク ・ トップが-~二の境界を超えるごと
に-.JlfjしてTidy-Trailをfiう力法なども.釘J)であるととを付記しておく。
なお Tidy-Trailの対象となるのは、除去される ChoicePowt の中でM~ Ifiいものが保
持する TR (とれを TR}とする)からトップ側である。しかし ，~のような Choice Point 
を見つけるのは砕・易ではないため、 カットによって14-新となる ChoicePointが保持する









2.4.1 Tail Recursion Optimization 
Prologが持つ 'iL1Jr; ;Iil]御機能は‘一楕のサヌルーチン ・コーノレてあるゴールのIlflHしと，
パックトラック(及びそれをHiIJ御する Cut)のみである 従って，干絞型言語におけるfor，
whtlcなとのノレー プは， ゴールの再対的ロflBしにより実現される¥例えば;
I whl.le (coηdtttOn) 
I dり om山吋;
のような whtleループは:
while_loop(. .):ー condttton. !. 










れを TallRecurSlOn OptimlzatlOn (TRO)と言い: Warren 80:により提案された後.ほと
んどの処即系ではJ，]されている。なお、との1ti適化は以後の呼出しが臼分自身でない場合に
もi白川されるのがt3・過である10










(defun append (11 12) 
(if (ni1 11) 
12 
(cons (car 11) (append (cdr 11) 12)) )) 
のように‘ appendを再配:}的にITfWした後で consが呼ばれるため. Tail Rccursionとはな
らない。一方Prologでは:
I append([]， L， L):ー!
append([xIL1]， L2， [XIL3]):-append(L1， L2， L3). 













第τ三は，最終ゴールに泌す品所変数の取扱いである。 11IJ ち，~終コ・ ル争If-11lすrinr.En-
¥'ironmentを除去するためァ品所変数を1ti終ゴーノしがl白接参照することはでキないeそこ



















append([xIL1]， L2， [XIL3]):-append(Ll， L2， L3). 
の第一.21・引散がリスト ・セルて¥第二ヲ|数が未定義変貌の弘行'、変数X.L1， L2， L3を
レジスタ R1"-R4にそれぞれ初当てて，以ドのように処界することができる。
(1)ぬー引数がリスト ・セルて'ある ζ とを位認しそのcarをR1(X)へ、 cdr令R2(L1) 
へ代人する。
(2)213:引数を R3(L2へ代入する。
(3)お三引教が未定義変数であることを位認しグローパル ・スタックょにリス L ・セノレ
を生成する。その carには Rl(X)を代人し. cdrは未定義変数としてR.1(L3)にそれ
への RcfcrencePointerをセットする。
(4) R2 (L1)， R3 (L2)， R4 (L3)ι ゴールの第一、第 二ー 23=i引数として引渡す。
ゴール引説をヲ1数レジスタ Anにセ y トする方式では、更に大きな効果を得ることができ














め、 乙のidi直化1First Goal OptirTUzation (FGO)と呼ばれる。


















l p:-q(X). r(X. Y). s札 Z).t (z) . I 
では、 J.;jE庁変数を Environmentr壬1で"Z， Y， Xの)1碩に配置し rの1予IflL riIiに Xを、 また s.の
呼!日し前に Yを、それぞれ Enyironmentから除去する(ローカル ・スタソクや 1ワードず










Clause Indexing 2.4.2 
パックトラ ックの回数を減らすためには?ノ、ッシングの手法が用いられる。例えば今今:
1h叫ムy_jatom Labelム Label_i. ...• label_n 
が第一引数が漢守:アトムであるとして.その日本語読みが 「あ.J rい_!••. iん」のいずれ
で始まるかによって Label司 a，Label_iぃ・.， Label_nに分岐するものであるとする九これ
Prologでは手続盟256におけるがthen-elscや SU;帯itch-cαseのような条件判定、またfor.






















































X)の災hは極めて尚速化される。ル capital(~中縄，， :J をはけば，
まず前者を解決するためには、第一引数と特定のアトムの比較による条利分l岐命令の海人










きて‘ Clause lndexingがむも効果を尭押するのは.2qー 引紋の刈lどにより選択I能な
クローズが一つに絞られる場合であるo append ~ capi tal (沖縄， X)はこの範防てeあり，
パ ッ クトラ ッ クルふく起こさずにクローズを選択てきる w のみならす、選択肢:iÓ~一つしかな
いため、 2.3で.ifベセように ChoicePoint 生成も不安であり.その尖行は傾めて尚速に行
ツことができる。






であるクロース~tJ~存イ正すると、そのクローズはいかなるゴール引数に士、j しても.Qf1R IJ 1能であ
るため、 Choice Pointの生成は必須となる





2.5 ESP jKLO 
ESP Chikayama 83a， 84'は PSI系列の逐次期推論マシンの基本己ー話であり‘そのオペ




オブジェクト指向の概念は、 Prologの欠点のーワて'ある 平板さ を解決するために導
入者れたものである。 Prologの.iA話は，構:x.&び，むl沫の両市において互いに対等な関係に
あか I)!J辿令持ったit;Iifjの集合としての iモジ ール や、 i421活問の 「上下関係 といった






これらの性質/'J:.大規模なプログラムの開発には極めて不便であるn 例えば. ファイノレ ・
システムを Prologで実現する場合 open，close， read， writeといったインタフェースとな
る述おだけでなく、ディスクの起動を行う述i誌のような砲院すべきものも公開されてしま









に，公1mJされる述z語である lメソッド』と3 外部から 『犯挺lされた 『ローカル述語』の
:N1Wが込=認される。また. クラスを f釘!n~-t，! .. としてその I インスタンス 1 である 『オブ
ジぷクト』を生成することができる。オブジェク，./'th!lf1の状態変数である 'スロット』を
持つ一方で，メソッドやローカルiliE6は同じクラスに属する他のオブジェクトと共有してい




フス !として定おし f J二クラス l ではIl~，ìHの氾加機能だけを定義する|緋/広明能 や、総
ip;.した機能の一部分を変挺する Jデーモン lなど. ソフトウェアのそジューノレfLを尚めるた
めの磁能が用忠されている。更に ESPには、采tW;でかうおい機能をもったマクロの機構が











;切子駅御機能が・ ESPの土台となっている言j語である KLO [Chjkayma 83b]にm:人された。
・軒おる述慌によるエラー検出と 「例外ノ、ンドラ jの可=びl:IIし。










~ 2 A'( 論sTて型言語とその処sTI方式
2.6 KLl 
KLl :.Miyazaki 88， Chikayama 88 I士、、tf.$ilj推論マ/ノのために開発された並列論毘塑言語
であかその己.i出土係は GHC(Guarded Horn Clauses) lGeda 8ふ 86えという論PR751zZz?互に
)J;いているわ GHCはCommittedChoice Languageとi呼ばれる否認の一種であり. このグ

















なければならない重要な課題である [Nakajima89Jo特i亡、 MRB (Multiple Reference Bit) 
Pいう lピットのリファレンス ・カウンタをよ]いた実的!日jガページ ・コレクションの方式











録A及び Bに示すように， ESP KLOやKL1においては Prologに比べてより動的な処理
が必要であり 3 処ßR系の采Ili~~ さが求められるロ
ζれらの特徴宅JlfJちタグ操作，記憶管理‘処理の柔軟性は，;在者らが開発した推論マンン
である PSI-I，PSI-ll， PSI-皿の全てに共通した、法本的な設?i-方針である。






記憶管即については院3-2に示すように、 f.lf々 のスタックに対応する 「エリアJという概
念を導入し独立に伸縮するスタックの個別管理をらlf現した。また、ページ/オフセット
によるアドレス変換や、動的な記憶領竣;13i{、fのためのハードウェア ・サポート.大谷・世の
キ・1・ッシュ ・メモリのらlf装など、 1:百述.なメモリ ・アクセスへの手厚い配騒がfJ立されている。
記憶容卦の而でも、 16 '" 64 ~1、\. (80 "'-320 ~IB) という極めて大容吐の物煎向憶の実装を可
能とし、大脱税:な AI応mフログラムの実行に充分に対処できるようにしている。
-ーーーー ・ー-
| tag I 





:;/~ 3 1';1 :拍JHマシンのア-:¥テクチ・1・
8 14 10 
area 
page # offset for PSI-I 
# 
19 10 
国 page # 。仔set for PSI-II. PSI-II 
医;3-2:アドレスの形式
柔軟な処男系の構築という点、では、マイクロプログラミング [Hagl、""ara77Jの下法をJは大
限に芦田した。特に、大容批の WCS(¥・ntableControl Store)月本、ト l!νコマイクロ命令，
盟ぷなレジλ タ テーフ.ル切など、，fji宝t'1と栄軟性というマイクロプυグラミングの特'1




めて重要な要索であるb 図 3-3に示すようにいずれのマシンにおいても、 i司広デノスクなど





に対する ECCピy トの付加，各所に設けられたパリティ ・チェック機協な乙凶j川機とし
て必要かっ充分な1記憶を行っているn
一方，偶々のマシンに関しては以ドのよう な特徴がある。まず PSI-Iでは， KLOの|内
部五現 F をマイクロプログラムが解釈/尖行するという， rマイクロ ・インタプリタ』方
式令採J1:)した。 このマイクロフプ.ログラムにi電f草君事窒豆，バL.'人点，'
試f行f'処理系の〉挙詳勤に関する評{側耐なと， J諸処理の研究のためのは々な実験を， ファーム
ウェアという閉じた世界で実庇できるという大きなメリ y トがあった。ま介、 OS 喰能の
フアームウェア化Kより， d速化， ソフトウェアの開発け削減、テストの容易化など¥段々
なメリ〆トか生じた。しかしながら、論:fIl1明L-Ili昔という 1はいレベルのJi活止ハードウェア
との|詰jのセマンテノクス ・ギャ y プ令、マイクロプログヌムのみで埋める乙とは慌しく.
37.5 KLIPS という当11なの以I~;J水準の性能を達成したものの， fl・能改2:?の余地がかなり大き

































れる抽4念Rマシンの命令へコンパイノルLし司 この1機遊械命令をマイクロアプ，υグラムてでaエミ 1 レ一
トする方J式《を採!丹則:刊jした。この方式が性能而でマイクロ ・インタプリ夕方式にほる ζ と1，1.
PSI-Iムに WAl¥1の誌験的な処廻系を防-2起して‘そのz百l(仰を3宇和lに行うこ L によって慌たE







ンド ・フュ γチという従来のバイフライン袋能に加えて.アータ ・タイプの判定とデレフア
レンス処理をパイプライン化しノ、ードウェアによる位行処珂!の範聞を一問舷大する方式
引用した白この改良はマシン ・サイクノレとサイクノレ数の両i1iiでmEVIl上にはく寄与し‘
























ち、 ソフトウェアとファームウェア /ハードウ rアの接点で'ある機械命令を、 KLOの内部
主現という側めてfl・;jいレベルに設定しそれをマイクロプログラムが解釈/実行する マイ
































QUtcA Sorlプログラムの一部分である述語partition ; 
I partition( [] ，ー，L，L):ー!
I partition([XILl] ，Y， [XIL2] ，L3):-X < Y， !， partition(Ll，Y，L2，L3). 















{~{r した後、 cLARは第一クローズの第一引数の位置に設定される。なお，区 3-4には，
partition の~ -ク ローズから白分白身を再十Ill-的に11予 111 した際の， pLARとcLARのこ
のI.T点
次K. pLARとcLARが指示するエントリイト読み、それぞれの内容に従ってユニフィ





-PSI 1でIt， リスト ・セんのコード山のlFしい京犯はcdrを混-î:t!;~~~ carを第二愛索とするヒープ ・ベク
タであるが.説明を簡単化するために listタグを持つデー タとしているe





















[x 1 L1] ， 
Y， 
L2， 







header Args=4 H 






blt cut ----int Args=4 lvars=O Gvars=3 Alt H一一
rel ←寸l' 争一一一ー
list -一 一 Igv訂 書l事
lvar #1 gvar #2 
list I -・圃-ー 蜘開明圃・圃・ 一 一
lvar 1 =2 
blt les gval#l Ival存1 レ--
blt cut ---云云Y レ---





int Args=4 lvars=O I Gvars=3 c:-戸k一一一




list --・ 4 gv紅 #1 








nth(N， [_IL] ，E):-Nl 1S N-l， nth(Nl，L，E). 
Frame Buffer-A 
int n N 
mol for Ilst L I L] [_1 L] 
ref to var E E 






clAR lv訂 #1 






cLAR .y移動しまた pLARをヘッド ・ユニフィケーション氾始時の値に戻して、再度ユ
ιノバケーションを行う内
以ムのような 概念的 a 手法は Warren77}に矧似した 4のであり、 2.4で述べたよう
にTailRecursion Optimizationを適附することができない。また、ヘッド ・ユニフィケー
ションの失敗によって次のクローズへ移行する Shallou'Backtrackのたびに. pLARが持





フィケーション処理は、 cLARが指示するヘッド引数と‘ フレーム ・バッフアに格納され
た計{，Ioft(!とのユニフィケーションとなり、かなりのよGi主化を期待することができる。










まず‘ J:記憶(物理記'隠)は40ビヴト x16Mw (ki大)という大谷町のf，Y;J定であり，件
ワードには ECCのためのチェック ・ピットが 7ビット付加されている。 12RUtむと CPUの
問lこは， 8Kwのキャッシュ ・メモリと2ihiFi!/物理アドレスの変換後儲がuiHえられている











Parent log.cal Addr Reg. 
Currenl logical Addr. Reg. 
Parent Data Reg 
Current Data Reg. 
Work File 
MSTR' M.cro Stalus Reg， WCS' 
IR: Inslrucl.on Reg. MIR. 
DPTM: 0岨patchMemory TRCM ; 
MSTK: M.croprogram Slack μ: 










Constant rrom Micro.n“ 
2733if:JiiiJiBマンンのアーキテクチャ
メモリ系と CPU止のインタフ zースは，うのアドレス ・レジスタ pLAR). (' LAR， 
Aぴ」つのデータ・レジスタ pDRe cDRク用いて行われる。このように， ア}レス/
データ ・レjスタを .-組設けたのは、論sfl型山話の処J!P.tc.おいてはメモリ ・アクセスが頻繁
になされるという子~1IJtc.基いている また，砂々なj尋問で成される ~l:配憶の'頁次アクセスの
1: :J速化を阿るために， pLAR/cLARにはインクリメント機能がuiiJえられている。
CPUの内抜部である ALUには， :つの人)Jデータ ・パスである 51-Busと52・Bus、及
び11¥))パスである D5T-Busが接続されている 51 BusにはpDR.cDRの他に、 1Kwの
~f宇tÌを持つレジスタ ・ ファイノしてeある WF が持航されている白 また. pDR cDRと羽TF
の先頭 16wについては、これらのレジスタに関する操作が12i頗皮てあるととを子;Qし，
52 Bus tc.も接ibtされている。
52-Busには'の他、 pLAR cLAR.定数生成のためのマイクロ命令フィールド‘ 3.1.4 








ALじ泌'frの結果を保持するフラグやスイ ッチ ・フラグの民合俗である. レジスタ
MSTRの特定のピットのオンノオフにより、次の番地か‘白己相対方式で持定さ






岐テーノ.ル DPTM のゐW~結果による分岐が可能である。また DPTl\在 は. 3.1.5で
iAベるタグによる多方向分岐にも用いられる。
(<1 )サフ・ルー チンJl子山/復帰:















のアドレスをトレースする 1Kwのリング ・バッファである TRCl¥在 が備えられており、マ
イクロプログラムのデノぐッグ効率化に大きく寄与している。
以上述べたハードウェア回路は、汎用の MSI/SSIである FAST+[FAIRCHILD 82]約
1，800チップと、各商テーフソレやレジスタ ・ファイル知のための 190チyプの SRAM (4 '" 
16 Kbitlchip)を用いて構成され， 200 DSのマシン ・サイクルで動作している。また、 こ
れらの素i'.は約 30cm四方のプリント基板 12枚のょに*装された。 ζのf也、 t記憶は
256 Kbitの DRAM を用いて 16枚(最大構成時)のプリント法松に人IH }J~lIJ御装世は
10 枚のプリント基板にそれぞれ実装された。これらと周辺機6~ゃ従源などを jEむ任体の大













スタ yク・ポインタやスタ yク ・フレームのベースなど， 2章で述べた様々なレジスタが配
置されている。また，末尾の 64wは読出に関してのみl直接アクセス可能な領域であり，
μ=争| Work (2・port) 116w 






WFBR， p/cDR =斗 Frame 132w 
Bu仔er・8
WFA即 時| 邑ーイ2w
~ ~ otne 
WFCBRμ=今l! EEx《o o tended 132w n sta nts 
μ=令 nstants 164w 
μ Microinstruction Field 
WFAR1/2・ WFAddress Reg・1/2
WFBR: WF Base Reg. 
WFCBR: WF Constant Area Base Reg. 
pDR: Parent Data Reg. 








要な領主主が、 3. 1. 2 で~ベセフレーム ・ パッフアであるc
フレーム ・パヴプアのアクセスのために. 2柿切のアクセス ・モードがJTLむされている。
一つはア γブダウン ・カウンタであるレジスタ WFARlをけいた順次アクセスである。 ζ
のモーには.引数を一つずつ棋備するための許込と‘ヘソド ・1 ニフィケーションを一つず
つ行うための説IHの.双方に用いられる。また、 Environment/Choice Pointの生成のため
に、フレーム ・パッファを 125己憶に芹き写す際にも， I1目次アク守ス ・モー ドが)f.Jいられる。




方. 3 1.2で述べたように FlrstGoal OptimizatlOnのためにフレーム ・パッフ li -っ活
けられているため， どちらを使灯するかの選択が必要となる-のため‘ 7ンダム .rク




イノレ ・バッファ t:切付けられている トレイノレ ・川ツフ 7 はトレイノレ ・スタ yクの先浦部分
(長大32¥¥・)をキャッシュした曜、のであり、ア yプダウン ・カウンタである WFAR2をm















Access Mode Sl-Bus S2-Bus 
WFOO-Of 12.2 I 6.9 100.0 { 29.1 
WF10-3f 58.5 /33.0 一
Constant 23.0/13.0 一
@pDR/cDR 1.3/ 0.8 一。¥¥'FAR1 4.6{ 2.6 
"g¥'FAR2 0.1 I 0.0 一
~WFCBR 0.3， 0.2 一









で、 Sl¥IPOSのウバノにウ ・ノステム (IVtndoω)と.出文解析システム BUP(Bottom-
Up Parser)を刈象に 羽TFけ幼的なアクセス特性を測定した:="akashlma 85， 8ib I。





















なF. 羽TF以外のレジスタについては、メモリ ・イ ンタフェースである pLAR，cLAR 
とpDRcDRのアクセス額度が高く.これらを重視した方針が正しかったことが明かと






g;されているεζれらの機構は，タグとアドレス/数fl({などの 「値 をノ、ードウェア ・レベ
ルで、Iv91jに処即するために設けられている。例えば;
Z . tag = X. t ag ; 
Z.value = X.value + Y.value ; 




















pDR' Parent Data Reg. WF: Work File 
cDR: Current Data Reg. MSTR: Micro-$tatus Reg. 






のいずれかである。 後者は、特定のタ イプのデータを生成するのに伺いられる。 例えば，
つの未定義変数のX，Yのユニフィケーシヨンにおいて， XへYへのReferencePointerを代
入する際に;
pLAR = "address of X" 
pDR.tag = ref ， pDR.value = "address of Y" ; 
write(pLAR，pDR) ; 
というよう に，refが即値として指定される(上記の 2fTfiのようなソ による複数の操作
を連結は、これらの操作が 1マシン ・サイクルの中で並行して実行されることを立味する。
またγはマシン ・サイクルの切れ目を立味するわ以ド同線)。 ζの機能はかなり T重要なも








テータス ・レジスタ MSTRK.セットすることができる。例えば，二つのレジスタ XとYの
タグ/値双方の一致判定は ;
void = X _ Y ，load_ALU_status() 
if (MSTR. zero) .. 
1f (MSTR. same_tag) .. 
のように行われる。とれもかな り重要な機能と与えられるが，ステータスzeroとS訓 e_
tagの論理積による条件分岐， UIJち ;
|if (MSTR.zero &&附 R.same_ tag) 
を用意しなかったため， 期待したほどは使用されなかった。
以上述べた基本機能の他、図 3・8K破線で示した，補助的な機能も用]5:されている。 即























|z山=X.value + Y.V山 e， if (Y.tag != int) 
のように I等しくなv->J乙とを判定する際に不便である。
(2)比較対象が S2・Busのタグ部であるため， Sl・Busにのみ接続されている WFよのフ


























2-way Jump Multiway Jump 
タグをmいた多方向分岐に関して(ムマイクロプログラムの容帝や書きやすさに配厳し
て?柔軟性の1f:jぃ陥£とした。まず予多方向分岐の対象となるのは pDRcDRのタグであ
るが、これをlb(接に分岐アドレスとはせず、 RA ~l テーブルである DPTM を介したアド
レス生成方式を採用した。また‘ DPTMそ12の バノクJi二分iす、 pDR cDRのタグ
をパンク山マ Vレスとしパンク([_，jき沢iエマイクロ命令ノイーノレドで指定する構行文とした。
挺に， DPTMの各エントリには分岐アドレスそのものではなく、ベース ・アドレス(臼







"store X in Y" • 













灰 3-9:PSI-I J'rUfrihij御系のタグ ・アーキアクチャ









Parent Data Reg. 







Writable Control 5tore 
Mlcroprogram Counter 
.1 same_tag status 













~3 I~"!: 推論マシンのアーベー テクチ・1・
s w~tch (ト TーR) { 
} 
case 'undef' : "make unbound" ， 
case 'save' : "restore saved value" 
case 'excb' : "restore EXTR" ; 
case 'obcb' : "invoke on-backtrack predicate" 






switch (Y.tag) { 
case 'ref': "continue dereference" ; 
case 'undef' : "store X in Y" ， 
case 'hook' : "store X in Y and invoke hooked pred1cate" 
case ' ~nt ' : "compare X and Y" 













"store X in Y" ， 
"store X in Y and invoke hooked predicate" 
"backtrack" ; 
"compare X and Y" 
"backtrack" ; 
と同じ分岐パターンとなる。従って， ζれらを同じパンクに割当ててパンクを節約する一







弁おDPTMのぷj己256wは、 制LiA.iill高を処珂1するマイクロプロク'ラム ・ルーチンr の
洲~K.Ji J いられ， IRの上位 8ピッ I(組込辿AJー ド)によりアクセスされるE まι
組込idiZLの引数仏報はIRのド位24ピットに、 8ピットずつ設定され、各ノ、ィ lの上位3






レベルアドレス変換機儲である。 PSI-Iではローカノレ ・スタック e司 コントロール ・スタッ































































前i!f!のようにキャッシュ ・メモリの構吠は、 8Kwの存昔t2ウτイのセット ・アソンア
ティプ方式という.かなり大規模な構成としたロまた、ライ/ ・ 吟イズl'.ì 4w であり.~
込の方式として StoreThroughよりも一般に向性能とされている StoreBack方式を採JI)し









い。そこで w・rite-stack傑作ではキ h ツシュ ・ミスの際にもブロ yク・ロードを行わない
こととした。従ってヲキャ yシュ ・ミス時のt'L能は通常の曾込よりもかなり向く、特にスト
ア ・パックを{1iわない場合にはキヤノシュ ・ヒットと全く同じ性能が得られる。
例えば、 A....Eの5つの要素がらなるスタ ック ・フレームを、スタック ・トップに生成す
る操作I'.t. write-stackを用いて;Jt--"のように尖泌される。























される。実際5.3.1でUEべるように，キ h ツシュ ・ミスのペナノしティを半分以下にすること
ができた。このf也、読出でのキャッシュ ・ミスの際に{土ブロック ・ロードをアクセス対
象となったワードから開始しかっそのデータが物Pl%~tむから到17i した時点て'マ イクロ命






































(2) DRF LARF LAIF CCF 
これらのフメールドはメモリ ・アクセスのために用いられる。担任ち、 DRFがデータ ・レ
ジスタ pDR/cDRの選択を、 LARFがアドレス ・レjヌタ pLARcLARの選択をそれ








一方、 LAIFによるアドレス ・レJスタのインクリメントについては，メモリ ・アクセ
スを行 d たサイクノレの約半分でこの強能が位われており、その内の 90%以上が同時にALU
泌Jr.を行っていることから.その有効性が足止された。
(3) M DF， DSTF 
'れらのフィールドは. DST-Busの{lHを合込むレジスタの選択に向いられるの MDF








(4) SC1F SC2F 











佑約されているl直接アクセス領域を、 52-Busに:HゾJできないζ とに対する不泌が3 マイク
ロプログラマの多くから指摘された。
(5) SM F BYRF BIRF 
これらのフィールドは 52-Busに対するシフト /マスク泌}}:を指定する。日rJち、まずid-
初に BYRFで指定されたバイト数に BIRFで指定されたピ γ ト数を加えた舶のローテー












(6) FFIF /FF2F 
ζれらのフィーノレドはMSTRの制御を行う。 MSTRはALUti内・lTの結果を保持する 10
ピァトのフヌグ (ALUフラグ)， 1酉男IJI'Cセ〆ト/リセ y トが IJIÎl~ な 8 ピットのフラグ(ス
イyチ ・フラグ. SWO '" 7) ，及び機械命令レベノレでの J ンディション ・コードとして
のu1!パなどを怨にした 14ピy トのフラグからなるコFFIFでは ALUフラグの一括設定、
符りまたはゼロ ・ヌラグのみの設定，または SWO'" 3に対する慨別のセ〆ト/リセット
が指定できる。FF2Fはタノフ 3のマイクロ合今にのみ設けられており，オンである時に
はFFIFのな味が変史され) SW4 ~ 7に対する柄引lのセット/ リセットなどが指定でき
る。









とヨえる内また、 タイプ3のみで司能な SW4，-， 7の概作は約2%であうたが，タイプ3の
マイクロ命令の内では 30'" 40%の絞ばとなっている 従って‘分岐がほとんと不ロJ台Eな
I不便な lタイフであるタイプ3が選択された1m1のか在りの部分が， この操作にあると百





のかタイプ1， 2がタイプ2、3がタノブ3をそれぞれ怠株する。なお， TYPFが lの時
と‘ タイプ3でSI2Fが1の時;乙 SC2Fの値が定数として 52・Busに出力される。
比較的使用紙皮が15い操作に関して、 タイプごとに災行可能とものをまとめると?以下の
ようになる。
タイプ 1:rr.術演算、 52・Bus への定数p~1J.絶対アドレス以外での分較
タイプ2:論理演算、絶対アドレス (AAF)での分岐




ldfiEなタイフ 3でのみロ}能な SW4"-' 7の操作やタグ即脱出)Jは，極めて使用しにくいも
のであるとdえる。従って、これらの機能を分岐と同時に行えるような工夫が必要であると
与えられる。
(8) CN DF 
CNDFは分岐の荷額と分岐条件を指定するフィールドであか前述のように約65%の
問主で{~J.jされている。その内訳は、 二方向条件分岐が約 40%、タグによる多方向今ω:
約 10%、その他の無条件分岐(サブノレ一二千ン ・コールや復帰などを含む)が約 15%であ
り‘ 三方向条件分岐の頻度が尚いことが際だった特徴となっている。{rl.し 3.1.5で述べた








ALF は ALl."で行う泌p:の荷額を定めるフィールドであり、タイプ 1 で 'i ~nj，iMn:が、
タイプ2ではri(，UJlft演算が.またタイフ 3では EALFにより ~7術/論河出.r~ の刈方が.それ
ぞれ指定できる。
ALF に関する評価結果では，まず:í~くデータ転送や演算を fiわないものが約 20% あ勺た
ことに注目する必要がある。この結果と分岐頻度の13さを考え介わせると、分1肢のみを行っ
ているマイクロ令今がかなり ι証することが結論される 。 実際.マイクロプログラムの以~
コーデメングを(iおうとすると、データ転送/泌算の敬よりも央什分岐の故によってステッ
プ敬が定まることがしばしばある。これを改評するには、 IIj.iAの S訓 e_tag~ zeroの;oJl
Mのような民合条件による条件分l肢のiS人が必要と・与えられるu また、 y = X + 0のよ
うな単なるデータ転送が約40%あることも.注目すべき結京でみるo
残りの 40% では何らかのi'~算が行われ‘ その内の約 80% が}JfI減17“であっ た なお‘アド












! f~Iíî~な操竹:であるととに起凶していると忠われる。実際，タ イプ 3 のマイクロ命令11: 1刻し
ては， 30 "'40%の使用頻度であり、 タイプ3が選択された主要凶のーっとなヮている。
78 
ぬ3r;t:推論マンンのアーキテクチベ・




リ夕方式と言う 9~4虫干しの品い処即ュ方式会保FH したが・ 方式上のrhl題点，即ちkキなセマン
テメクス ・ ギ~ .-ブr埋めるかめのマイクロプログラム処pftのオーバヘツピによか必ずし




が次以前発化し、 KLlをJ] V". た段々な，U~ 9IJ ソフトウェアが開発され的め tr..)しかし、こ
のようなF究令本は化するにJ'L その当時使用可能であった逐次的な処理系や6台の PSI-1
を結台した ~lu)ti"PSI y1 l~lasuda 88~ は、性能と処毘口11Eなプログラム規膜の両市てe貧沙]
なものであった。モこで、プロセ ソサ数‘I1体性能，通信速度，メモリ最，実JiWl:など，あ
らゆる而でふ:絡的な，1~9IJ推論マシンの実現が強く望まれていたr
PSl n ;¥akashima 87c、はこのような背玖に去き、 PSI-Iの後継哉として廷にITV交友 .-¥1
ワークステーシ ヨンを提供することと、本時的故列推論マシン Multi-PS1/γ2‘Takeda88， 
lJ clllda 88'の要素プロセツサとすることの・二つの目的のために開発された。これらのH
的を述成するために. PSI-nでは高速化と小型化を特に重視する方針で設計を行った。
































- ローカル ・スタ yク
. グローパル ・スタック
・トレイル ・スタ yク
のiつのスタ ックど， KLO特有の領按であるヒープに分割されるc左お、 '¥・arren83で
は構造休のユニフノケーシヨンのためのスタ ック(PDL)が用意されているが) PSI-IIては
ローカル ・スタ ックを用 ρ るセめ不要である。






L ローカル ・スタック ・トッフ・↑
G グロー パノレ ・スタック ・トップT
GB グローパル ・スタックのパックトラック ・ポイントI
TR トレイル ・スタック ・トッフ
S 階ie{本ユニフィケーションのためのポインタ
また KLO特引の遠隔カットのために，レベル ・カウンタ LVLCが用窓されている。
述必を1子IUす際にはその π官官の引数が、 レジスタ Al'" Anに格納される。なお.引数
レジスタ Ajは一時変数レジスタ Xjとしても{世J，Jされる。一時変数レジスタは.へ y ド
とぬーゴールにのみ出現する変数.1ti終ゴーノレにのみ出現する変数、及びヘッド ・ユニフイ
ケーションやコ・ール引数生成時の日IJ構造体の栴納のためにJ1]いられる。
-[¥Varren 83]ではそれぞれStack，Heap， Tra.il ~I呼ばれる。





get_variable Xn， Ai 初1の一時変数Xn
get_ variable Yn， Ai 長J1のjlj所変数Yn
get_value Xn， Ai 既:uのー fケ変数Xn
get_value Yn， Ai 既:.1のl寸前変数Yn
get_constant C， A~ アトミ y クな忘数c
get_nil Al niI C []，) 
get_list Ai リスト ・セル
get_vector N， Ai N要5誌のベクタ
ロー カノレ ・スタック上のフレームである EnvlronmentI'.t， m wiの局所変数 Yl"-Y . 
の他、 E とCPの退避領域として使用される PSI-llでは記に BとLVLCもふviroJ
m-tに退避される。一方 ChoicePointには、 B， E， CP， G， TR， (I前日節のアドレス (AP)
及ひ A1..Anが退避されるu また PSI-llでは LVLCもん避される。
命今は、 get， put， umfy. control電 indexin9の5グループに大別される 以ド各グループ
について概説するが、付録 Cに命令の一覧と各命令の機能、 PSI-lljPSI回での実行サイ
クル数をノ式しているので， J自立参照されたい。また付録 D~亡は， 2，1にノJ¥した例 elder巴




引数に一つの命令が対応する。 z翻の引数 Ajのユニフノケーシヨンは へ y ドヲl訟の
種類に応じて去3-2 f(.;Jミす命令により行われるn 即ち、 get_variableはMIIIの変数に対応




get_integer C， Ai 






put_var~able Xn， A~ 初1の一時変数Xn
put_vむ iable Yn， Ai 初1の川所変数Yn
put_value Xn， Ai 既IHの一時変数Xn
put_value Yn， Ai 既出の/1)所変数Yn
put_unsafe_value Yn. Ai 既wの 「危険な f，.)所変数Yn
put_constant C， Ai アトミァク在定数c
L!'ut_nil Ai nil (' [] ，) 
put_list Ai リスト ・セノレ




の場介にはノ可 yクトラ yク処煙がfiわれる，問]ち、 id新の ChoicePointに退避された情報
にJiづき，実行環境の復元と変数代人の無効化 (undo)が行われる また， (I民柿節への分
岐旬以IJちChoicePoint巾の APが指示するアドレスへの分岐が行われる。従って、 get_ 
var~able や除く gct 系の命今{ム 潜在的な条件分岐命今であると言うことができる
(2) put系命令
put 系の命令はゴール引数の虫h~を行うものであり，原員t として一つのゴール引数に一つ
の命令が対応する。 i番目の引数 Ajの生岐は、 ゴーノレ引数の開舗にLじじて去 3-3に示す命
令によりrdコれる。悶lち， put_vaiable はM!I~の変数に対応し変数セノレの生IJ支/初期化
を行い、それを指示する ReferencePointerを Ajに設定する。また pu七世valueは既1の
変数に対応し ij'i.に変数の(凶を Ajに代入する。{日し， put_unsafe_valueは 「危険な J
)， .) &r変数に士、nê.~オるものであり、 TRO のためにHLむされている ~ lち，最後のゴーノレに
|刻しては、ヘッドまたは構造体中に出現しない変数 Yf(.関する put_valueがput_unsafe_
valueに泣き換えられ、 Yがぶ定義であればtyをグロー パノレ ・スタ〆クに移動する v
put_constant， put_nilはと数であるようなゴーノし引数に対似し指定された定数を単
f(. Aiへ代人する。なお， PSI-lでは get系と同岐に;
-!Warren 83] (})“get_structure F， Ai"に相当する。
t IE僚に liß:~1の Envrionment r 1にイF犯している米よ淀変数である場合e
83 
213342:J佐;向マシンのアーキテクチャ
一万 get系て AjがAミ定美変数であった場今、変紋にじグローバル ・スタ yク・トッフ字
mすi品jfi体ポインタが代人される p 同U'にput系の場今に{士、儲i主体ホインタがゴーノレヲ|
政 Ajに代人される 一方、 umfy系命/?の勤(I!:は i哲込モードjとなり，グローパル ・ス













unify_constant C アトミックな山数 c
;t主:3市:lffi~，品マシンの γーヰテクチャ
p. 3-4: unify系命令







































































































. •• ， 
get系でかつ Ajが構造体であった場合，get系命令{土偶治体の最初の要紫のアドレスをレ
ジスタ Sにセットする また unify系命今は「誌，ell¥モー ド lで動作し，そのオペランドと S







put_vector 2， X1 y. V1= 
unify由 atom g g( 
unify由 value Y2 1 B) 
put_list X2 Y. V2= [ 
unify_value X1 1 v11 
unify_value Y3 C] 
put_vector 3， Al 
unify_atom f 日f(
unify_value Y1 日 A， 









N 個のJ~.j所変数を持つ Environment 生戒命令“allocate N"が発行されるu また Environ-




n -0 : get ~ proceed 
九一 1: get... (put ~ execute) 
九と 2: allocate十 get..(put . call)ム...・ (put←call) 








"codes for 1st clωse" 
C1: retry_me_else C2 
"codes for 2nd clα包se打
C2: retry_me_else C3 
“codes for 3rd clαuse" 
Cn: trust_me 
“codes for n-th clause" 
にようてみ視される。悶lち， try _me_else は1u初jのクローズの'長行の前に ChoicePointを
I t'1l!(し、 trust_meはぷ後のクローズの誕f-j!IiにChoicePointを除去する。またretry_





switch_on_term Ai， Lv， Lc， Ll， Ls 
switch世 on_constant Ai， Table 
switch_on_structure Ai， Table 
のミ析がある swi tch_on_ term (土 Aj が保持するデータカ~， Aミ定義変数、アトミ yク， リ
スト，ベク夕、のいずれであるかによって、 Lv，Lc，Ll，Lsに分岐する二一方 switch_on_
constantjswitch_on_structureは， Ajが保持するアトミック ・データの(直，または構
造体の 名古ijJと要ぷ数K基きハッシュ ・テー フ・ル Tableを索引して得られるアドレスへ
分岐する。









がf'"Jいられる これらの命令は try_mιelseなど Wdが付いたものと同様の動作をする
が、 Choicc Pointの APに白身の次のアドレスを設定し Labへ分舷する点が異なってい
る。




これらを用いて• Quick Sortの一部分である partition; 
I partition( [] .ー.L.L):ー!
partition([xIL1] ，Y， [XIL2] ，L3):-X < Y， !， partition(L1.Y.L2.L3). 
partition([XIL1] .Y.L2， [XIL3]):-part1tion(L1.Y.L2.L3). 
は‘以 Fのようにコンパイんされる。
partition: 








"codes for partition([] ._.L.L):ー I " 
C2a: 
C2: 
retry_rne司 else C3a 




"codes for partition([XIL1]，Y.L2.[xIL3]):ー " 
また. Warren 83に示された例;
call(X or y) :骨 call(X).







call (repeat) . 
call(repeat):-call(repeat). 
ca11(true). 
は.図3・12のようにコンパメルされる。なお， ζのコンパイノレ方法は [Warren83) K.示され
たものとは異なり、一つのJA語に対して複数の ChoicePointを生成せず，変則的な retry
(_rne_e1se)の使用によって.複雑念 Clauselnde泊ngを実現している ま丸 jwnpは無条
件分岐命令， failはパ yクトラッ クを行う命令である。
なお PSJ-JI では~il~m なハ y シングの回避や，第一ヲ|数が変数であるクローズの決定的選


























switch_on_term A1， Cla， L1. fail. L2 
switch_on_constant A1， <trace:C3， notrace:C4， nl:C5> 







"codes for cal(X or y):-call(X)." 
retry_me_else C3a 
"codes for ca11(X or y):-ca11(Y)." 
retry_me_e1se C4a 
"codes for call(trace):-trace." 
retry_me_else C5a 
"codes for ca11(notrace):-notrace." 
retry_me_e1se C6a 
"codes for ca1l(n1):也 n1."
retry_me_e1se C7a 
"codes for call(X):-builtin(X)." 
retry_me_e1se L4 
"codes for cal(X):-ext(X)." 
switch_on_term A1， C8a， L5， L7， L8 









C8a: retry_me_else C9a 
C8: "codes for call(call(X)):ー call(X)."
C9a: retry_me_e1se C10a 
C9: "codes for call(repeat)." 
C10a: retry_me_else C11a 
C10: "codes for ca11(repeat):-ca11(repeat). 
Clla: trust_me 
Cll: "codes for ca11(true)." 
図 3・12:call (X)のコンλ イル ・コード
89 
:)，j3市:他ぬマシンのアーキテクチャ
~~ 3 I~"~ 推論マンンのアーキテクチャ
PSII上での実験3.2.2.2 
fail 





























P5I-ll の機織命令として ，，'A~I の命令セソトル場人するに当って、その効率を予測し、ま


















































マイクロプログラム ・ ルーチンへの分岐ーをタグ多方向分~て〆J.fJJl した。また、 WFのl日H-妾
アクセス領域に :';~J付けた引数レジスタへのアクセスも 、 pDRによる WFのI日H妾アクセス










こ勺f也、従来は WF の 51-Bus にのみ説UI可能な領以にl~qJ付けられていた制御レジスタ
を. 52・Busへの読出がuJ能な領域に移動してアクセスにかかる予!日!を円c減した。また














ころ， 5.1.1でi![、べるように PSI-Iの1.7"， 33倍である乙とが明らかになった。この件能




































Args=3，Lvars=O，Gvars=O， '!. append( 









まず WAM の命令コードと KLOの内部表現を I命令的JK記述したものを、区 3・13と
~3・ 14にそれぞれ示す。 \\'A~1 の コ ードでは‘巧妙なーlf与変数の:，';~J付けによる First Goal 
Optimizationが何めて効果的に行われているととにn円すべきである 即ち、一時変数 Ll，



























さて appendが咋1¥されると， ¥¥AMでは switch_on_termにより Alがリストである
ことが干1)どされ‘ Choice Pointをl~-'Jl(することな、ラベル C2 への分l肢が行われる。一方.
KLOのマイクロ ・インタプリタ(以ドμIntとl呼ぶ)では，引数のタイプによる Clauseln-
deJang喰能がないため、第一クローズが長行される。fI.lし， シャロー ・パックトラックの




次に \\'A~l で{士山ちに第一引数のユニフィケーションが間的されるが、 μlotではクロー
ズ実fjのnIJ処理が行ιれる。11ち:
(1)引数の数が3であることを知り， ローカル ・スタックを 3ワード分だけ{巾ぱせ・るζ と
をチ r ックするn また、引数の偶数を 引数カウンタ .fC記憶する。
(2)引数以外に局所変数が走;いことを知る。
(3) ，ントロール ・スタック会 lフレームザだけ伸ば寸ることかチz ・ソ クする。






'!iまを保月しているためである 一方‘ (1) '" (3)については、ゴールが一つしかない場合
には結時不要となる処理であるが，そのような情報は与えられていないため(後にその..jC
*を発込する)知駄な処理を行ってしまうむまた， (5)と(6)については、 V の1，'.f報が必2!!
な時期はヘァド ・ ユニフメケーション後であるにも関わらず、提示されている位はが!l:'.~~た




なって， WAMではレジスタか用いることができる処JTIlのために， μIntではグローパル ・
スタ yクへのアクセスが必要と在る。また リスト ・セルの要素がμIntでは断れた場所，
WJちスケルトン L1に記述されていることも，オーバヘッドの要凶となっている
次に第て引数のユニノノケーションについては， WA~l では命令 CJ体が省附されてい
るためいかなる処理l~.Jrわれない。一方μIntでは 初出の}.，j所変数 という情報が抗心さ
れているが、とれは {IJもしなくて良いJというととをJZ味している。従って，このワード




~ :引放のユニフィケーションについては、 WAM では個々の要素にI~Jする処ßPを W な
がらグローパル ・スタ y クょに儲』主体が生1)父される。μlntでは要素に|刻する処即.は一切不
要でゐり，スケノレトンL2の内部は参照されないの但し， 22 て'.l!Í!べた 2 ワードの ~lo1ecule
が生成される介め、 グローパノレ・スタ ックへの苫込回数はお及的に等しくなるr
ヘッド ・ユーフィケーションが完fすると. ¥VAMでは FJrstGoal Optimizationの効果
で、!白:ちに executeが実行されて， appendの処見は完fする p 一方μlotでは.まず引数




揃節が存イピしないことを 思い出し ・，ローカル ・スタック/コントロール ・スタックにフ
レームを生戒する必要が在いと判断する
これらの処周が終わると引数の椴備を始めるが、まず何惰引数を準備すれば良いかを呼IU
す述1冶のへ yダを読んで知り、それを引数カウンタにセットする そして，フレーム ・パッ
ファの切換を行った後、 "\'A~1 の put 系命令と同係に引数をIi賢次フレーム ・ パ y フアに躍。iする。その際、引数カウンタをテク jメン十して終了チェ yクを行ρ，0になった時点で
1JfIBす述i訟の第一クローズの処理を開始する








はなし ，コー ド瑚のデータ がヘッド/ゴール引数として出現した場合にも使用されるた
め守、 4 ニノイケーションや引敬司{iUinの終了判定に使用することができない。従って，引数
カウンタのゼロ ・チェックという::歪の判定が必要となっている。














断したc実際 appendのコード抗は、命令コードを 8ピット、 レjスタ指定を 4ピット，え下
肢アドレス伐を 16ピットとした時・ワー凶位の場合は 15w. バイト仰の場合は (j
グはiEJ司できないとして) 10 w となか柑端な元民はない 民IC. 佐合命令を吟入すると




することが望まれた。また、 34でkべるように PSI-ll上で KLOとKL1の処男系を同時
に動向させる pseudo:¥1 ulti・PSIv2の実現ゃ、 LISPなど他Ei出の処舟系構築も予想された
ため、命令コードに余裕を持たせる必要があった。そ ζで、 8ピットの命令コードを持つ，








としたc 走I3， 実パ的なフログラムでは多引数となる ζ とがしばしばあるため、引数レジ







8 bit operand 
6 2 8 8 8 8 
tag Icls I opcode Yn Ai し/ Yn， Ai 
tag ~ opcode A， AJ Ak Ai，且j，Ak 
tag opcode Ai Aj C ladd_constant Ai， C， Aj 
16 blt operand 
6 2 8 8 16 
tag |吋 opcode 1..-::/l Lab execute Lab 



























get_atom C， Ai 
40 b，t operand 
62 






opcode get_constant C， Ai 
tag: Tag for instruction words 
cls: Instruction class 
Yn 0仔setfor local varrable Y n 
A， Argument temporary register number 
Lab: Relatlve branch address 





PSI Iのハードウェアは.区;3・16に〆jミす構成となっており.マシン ・#イクノしは 155ns
である .0
主配憶(物理記憶)は PSI1と同様に. iピッ トの ECCヂヱ 〆ク.¥:"ッ トが付加され
た 40ピット x32 ?¥lw・(lt:::)，:)の構成ととっている。fqし拡張性をみ!志して‘物即3アト






MAR Memory Addr. Reg 
IAR. Instructlon Addr. Reg， 
LC Loop Counter 
G Global 5uck Top 
5 5tructure POlnter 
7 
Constant 
MDR: Memory Dilta Reg 
IFR: In‘truction Fetch Reg. 
IBR Instruction BufTer Reg 
IR In5truct，on Reg 
RF. Reg同terFile 
M5TR. M時間'5tatusReg 
M5TK: Microprogram Stack 
DPTM: D，spatch Memory 








DPTM (3 K) 1 (mM5TK (16) J 
JR J 
-，;) 
WC5 W"table Control 5tore 
MIR: Micro川引ruct，onReg 
TRCM' Trace Memory 
-ー 』ー一
~3 '・;T:推論マ J メのアーキテクチャ
また‘ キャ yシュ ・メ毛リとアドレス変静機儲のイパ正も PSIIと同肢であるが. そのtm'JI(
はJ7下劣化している ます，キャ y ンョ・メモリ{シ、ートウェア註の円'~ì戒のために、 4Kw 
のダイレクト ・マ yピング方式とした沙に 乙れによるt't.íl~の低下は 5.3.2 ~'C示すように切
である'とが評価にょうて明らかになヮているn また、 アドレヌ変捗f~構については・フロ
セスどとに 32 ピットの論.l:-lJ1アドレスを与える多ïff論理明間の係肘や，メモリ '81J~ のチェッ
クi震情の導入が、 tな変史}~!..て'ある c なお， これらにつρ ては 3.2.6で詳しく述べる。
メモリ系と CPじとのインタフェースは、命今フェ ッチのために大きく変更された。ま
ず， '.1[(，'のインクリメント機能ル持ゥたアドレス ・レジスタを備えた点は PSI-Iと同じで
あ広が.命令JJをIAR、データfJをMAR として機能争明確に分離した。また，データ -
Jスタを命令/データ共同の IFR.命令rJの IBR. データ同の MDRの三つ叫加す




¥YFに間当する RFの谷H.を64wにHfJi貸し高速のマルチボート ・メモリである Am29334
，Al1D 85~ を JJ いて長現した。 この結記 RF の全領域に閃して‘ 51・Bus，52・Busの双方に対
与る 2ポー ト抗出がI.IJ能とな F た。また_ RFの前半32wに引数レジスタ Ajを割付け
3.2.4でm!べるように命令レジスタ IRのオペランド ・フィーノレドを円いた間接アクセス護
tiFを_ 2 ポートの説IH と 3込のいずれに対しても J:1志した。 また後 f~32 wは直接アクセス
似とし， {|jl;御用レジスタやスクラ yチ ・ハ y ドに割当てた。な払定数領域やトレイル ・
パ yフrは雌l卜.した。




一方51・BusK，li，アドレス ・レジスタてeある MAR/IARの他に， 3つのレジ千九、
G， Sを接絞した LCはノレーフ・航御けのダウン ・カウンタであか G Sは仰の糸の命
令ム:口述処JTIのためにア yプ ・カウンタとした。また 51・Busj52・Busの双方に対して定
数iljぃ11Eとし特に 52・Busに関しては強)Jな定数生成唆構を1]志して、 ¥¥'F定数字域
のi先lト.のダメージをiは小化した。なお，上記以外のレジスタ /テーフ。ル類については、令て
































RGl ピット 31'" 16/15 '" 0 =今 S1-Bus/S2-Busへの1¥ jJ









を70チ プγ減らすと止がでキた。これらの結束、 CPU の実装~~t::はプリン i 法呪3i:文
となり. PSI-Iの 1/4に圧航された 史に、 J:記憶を両[問実装IJ能な 1~Iblt の DRAM 土
問いて憐h.文し，人IHJJ制御装己や磯山に限jしでも小吋化をFった時7、箆{Jt.‘めAきさは向さ




Instruction Addr. Reg. 
Instructlon Fetch Reg 




























機械命令、ろエミュレーションにおいて.命令フ :r.，チのオーバヘード争以小化する v と1




(c) End Instruction “A・-










? ? ? ???










単純化と命令フェッチ ・オーパヘッドの1i小化の双方や実現した 命令パイプライン ・レ




は引数レジスタ ・アクセスのための RFのアドレス生吸なとに用いられる。 (2) 
図3・17:PSI.ITの命令フェッチ設構さて，)正本的な命令フェッチは区 3・17(1)に/Jとすように行われる。まず、命令
開始時点では、 IRK Aが. IBR ~C次の命令 B がそれぞれセットされており.
更に次の命今 Cのア Jレスを保持している。命令 Aのためのマイクロプログフム ・ル
ンの1i後のマイクロ命令では，命令終f払WI;eopが発行され， IBRが保持する命令 Bの
命令コードによる多方向分岐と，BのIRへの移動が行われる。同Jt寺に命令フ工ツチ操i'l・

















; } eop() 
i_fetchがIJ能であり.




のようにデータ ・タイプのチェ ックなど様々 な'..)而で使mされる。また、この方法によっ
てフェ ッチを行う命令の処.anで/i， IFR をデータ ・ レジスタとして{~nJすることができ
る。





ζことができる 従って、山l込令隠された灸件分岐止して使う ζ とができ、 3 1.6でilEへる
;モリ仙チェ yクや‘ 4.3 1で述べる様々な例外処理の効率的な実現のために阿いられて
いる。
一方G:後のマイクロ命令がメモリ ・アクセスをf'i:う地合には、f;('3-1 i ( 2)に示すよう
IFRがプリフェッチ ・バッファとしてJJいられるc1!1ち， メモリ ・7クセス争行わな
いいずれかのマイクロ命令で、先行フェ・ソチ燥Vfpre_fetchがれわれて、 IARが指〆lミす
る命令 CがIFR;二時5納 されるとともに、 IARかインクリメントされるしその後、母役の
マイクロ命令で門に eopr葉町をfiうと‘ Bの命令コードによる多方向分般・と BのIRへの
移動とともに、 IFRから IBRへ Cが移動する。従って、命今処埋巾にメモリ ・アクセス
を行わないマイクロ命令が一つでもu=在すれば¥オーバへ・ッドなしに命作フゴツチをお行












M エード判定符d乍{士、ステータス ・レジスタ MSTRのフラグIMODEと、 DPT 
して得られたアドレスのピット lの論理積をとることにより行われる まず，
l1:et_vectorは、引数がリストやベクタである時には IMODEをオフに し，未え;j受変数である
込にはオンにする・ その後叫操作を行うと， umfy系の命令に対応する DPTMのエン
トリについてはピjトlがオンになっているため、 IMODEの{直によ って異なる71--レスへ





MAR = E + n 
MDR = A[i] 
iirite(MAR， 
;'，'1込やモード判定のための機構の効果は、以ドのように推定される p まず、一命令あたり
の)ィクロプログラム ・ステップ数は平均 5であるので )-osruda-H87:. 割込チェック機備
がない1与には一命令あたりのステップ数が 0.5!l1加すると仮定すると、約10%の性能向上
: 1"; えられる。また、 モード判定機構がえ~"^時には u巾1y 系命令の処理がやはり 0.5 ステ y




IAR = "Branch Address" 
Lfetch() 
LfetchO 






従って， executeの実行原皮2%とそのステ yプ数3から，命令フェッチのオーパへ y ド










て且‘ ifhAレジスタ IRの各バイト(上位から rO. r3 7ィーノレドと呼ばれる)を司 RFの
Sl Bus S2 Busへのお21打、及びDST-Busからの???込アドレスとして使用できる構成とし
た。 iたって.引数レジスタ問の転送を(Tういget由 variableXn，Ai幻は:
l 附 R.rl]= RF[IR.r2] ， i_fetch() ，叫o; I 
の?うに、 1サイクノしで実行すること沙;できる。なお、この機能の使汗限度は 27%.:-停め
ておく，ハードウェアが有効に市町されていることが明らかになっている Yoshida-H 87 c 
この他‘ RFの Sl-Busへの読wとDST-Busへの持込では、イ ンクリメント機能を持っ
たレジスタ RFARをアドレスとして{吏JjJすることができ. Choice Pointの生成やパック
トラック時の引数レジスタの復元に円いられるわまた. RFに!刻辿するレジスタとして
AjのてT}込を行うとピット iがオンになるレジスタ RVFRがある RVFRをパックトラソ
ク時などにクリアしておくと、各引数レジスタがぷl床のちるデータをJわているかmfijl
}il]することができ、ガページ ・コレクシヨンのルート判定などにIHいられる。




i IAR =川+叩-…I山 R&: Oxf削;
と ::).J現される。また、 J，~所変数 Yj の 7 ".レスは;
l MAR = E + zer…tend((IR >>日)&: Oxff) ; I 

















に!刻しても， PSI-Iとほぼ同様である ，しかし PSI-Iではマイクロ命令の構唆上の問題で
不可JjEであうた、 タグ即値生戒と分岐の何時実行をuJ能とした結果.タグ即{重の使用頻度は
PSI 1の 2'" 3~もから 15% へと、飛窓的に向上した。伊jえは、整数を引数レジスタに代入
する“put_integerC，Ai"は:
A[i) .tag = int ， A[i) .value = sign四 extend(IR&:&: Oxffff) ， 






なお‘ タグ伝送/演算に関する締E力的被fiEについては、 タグ部の AL1'への入力{土屍止
し MDRのタグ部をソース デステメネーションとするものに転送のみに限定して，





.買序制!御系については、f1fHI(l~との比較対象を Sl-Bus のタグとし RFのタグも比，険対象
とできるようにしたのがM大の改良点てeあるのこの結果.例えば“get_listAl"は;
S = A [i] if (A[i] .tag = list) { i_fetch() eopO ; } 
のように. Ajがリストであればlサイクルで:長行することができる。




























兵体的なアドレス変換略構l士、 PSJ-Iと同様の儲戒となうている。 lflち、 3ピットに圧縮
プ・ベースが索引され.その結果と論理されたエリア番りにより、 8エントリのペ一、 7 
・ージ寄付加算した{似ページマッフのエントリ ・アドレスとなる。ぃ， 8てのエリL
の内0"， 3はフ・ロセスJ毛布領域、日1ちヒーフ・及びシステム領域であり‘ 417がケ??
打のスタ・γ ク l亡'，I~J付けられている・。従ってプロセス切換の際には、へーンマツノ ・ へー λ
の内のエントリ 4'"'-7のみを汚換えれば良い。
--Jゾマ・yプの官珪は・物理記憶明間を 16~1v: から 64Mw に拡大したのに伴h 物理
・ームU大計の1.5{きである似ページ分とした。なお、 PSI-Iではページマ yフ・上で
エリアぷ突するのを遊けるためにベージマッフを物理記憶空間の2倍の容抗としていた
が、 1.5 {~でも衝突頻度は無視できる {IRであることが判明したため、ハードウエア位の圧縮
のために胤減した。



















allocated allocated grαy 
page page page 
allocated allocated gray 
page page page 
Stack Top 
Gray Page Interrupt 
l 
Stack Top 
I al…1alwld|叩 gray page ， page I page page 
I al山 d lallocatd| gray 
















phν. gray page 
-ーーーー
;見3市:lti;向マ/ンのアーキテクチャ
一方グレイ ・ ベージは，スタック/ヒープの仰長時のメモリ '，I~J当チェ y クを r， ~J速化する
ために埠人されたむ PSI-Iでは 3.1.6で述べたように特別なメモリ羽j当チェ y クはなく.マ
イクロプログ Yムによる判定を行ヮてρ たため‘スタックを伸ばす操作のオーノυ ドと
なっていた。そこて二 PSI-llでは各エリアに'引当てられたiL後のページを、 グレイ ・ペー
ジという特別なページとし メモリ宮ljと当チエ〆クの/、ードウェア化による r~.;j述イヒを灰った
Nakashima 87c， Yoshida-H 86]0 
グレイ ・へ-Jは、正しく物1mページヵ;割当てられているが、アクセスを'(rうとアドレス
変換:fJjみが発位するという'1'1質 4を持っているわ従うて，一つの機械命令によるスタック伸長
を{，I~ う古・込lì. グレイ ・ ページに対しても正しく行なわれ、命令の実行完了後に'，f~J込が発生
する。この'.'，lj込はマイクロプログラムによって処s11され，新たな物理ページがグレイ ・ペー



























へ'"ド ・ユニフィケーションのために‘件スタ γ クがM大どのl'iU引巾びるかを f'測する ζ と








| ωck_st叫 _gro川 dL，dG， dTR 
を拝-入することができる。この命令は一つのスタックに関して、スタック ・トyプと伸長計
( dL など)の加算と丹その結果とページ'~;lJ当偵の比較が必要であり . PSI.nやは 7ステ
プを要するc この(ijと述語呼出し命令の11¥現頻度9凡及び一命令l乙褒する、l;:j:Jステ yプ数
5をWJ案すると:
5 + i x 9% 




















乙ζ とができなかゥたo また，プロセス IDモ論JJllアドレスのペアとナることもどえられた
ふノ、ードウ z アによるフーロセス敬のa~muゃ、ディレクトリのピ y ト殺か大きくなることを
財I。て保JIjしなかゥた。
そとで、キャッシ 1 ・デノレクトリが保持する{伯として，ペー'.)マップのアドレスを選択





このf也、今ャ yシュ ・メモリの操(1，:に関して、 write.stackの改良ι cancel株作の斗入
を行った。 PSI-Iのwritestackはアドレスに無関係に動作するため、 ヒットする ζ と17し













MAR = A [i] ， if (A [i] . tag = ref) { dereferece ; } 









MAR = A[i] 1 if (A[i] .tag == ref) { de陀fercce; } 
read (MAR 1 MDR) 1 if (A [i] . tag ! = hvect) { ratsc cxceptwn ; } 
のように 2ステ ップで尖現する。即l;>. "raise exception"の先両で cancelが実行される
と‘直前に行われた説H1によるアドレス変換例外やキャッシュのプロ yク・ロードなどが無












た その結果，図3-19K示すように， PSI-Iよりも 10ピット少ない53ピァトのマイクロ命
令てヘハードウェアの機能を段大限に発仰することができた。この命令長短縮とハードウェ
アの、I~ タIjíl)IJ御という相反する課題令解決するために大きな効果を発揮したのが、 エミァ
l・フJ ルド l と呼ばれるマイクロ命令フィールド EMl，EM2， EM3である。これら
のノィールドは、去 3-5にぷすように、 mJ([~1.ゃ分自主アドレスの生戒の他、使用額度が比較的









また TYPFI亡は‘ EMlを命令コード/HlJfIA:としてjむいて， フラグ ・レジスタ MSTR
の;I;IJ御、 カウンタ LC，G， Sの削減、及びDST・Busのタグ部への即値出力を行う機能があ
る。これらの犠能はいずれも使用頻皮が比較的I~・;jいため，以ドのような組合せで使用できる
ように配I. ¥tしている。




;g 3 !~i: 推論マシンの Tーキテクチ・1・
ぷ3-5:PSI-IIのエミット ・フノールド
機能 EM1 






8 bit with shift 
14 bit with shift 。
.¥L，(;演算 specialop. (0) 






タグ即値比較 long tag 。
タク'即(LI色生成 long tag 。

















払ヮた設計がl[しかうたことが立証されたp ま九カウンタ <)1，御の実行旗'ftltLC ~ヒ主に
19%とおく、 14人の効果が良く現れているの
(2) DBGF 



















ー方ビット数削減の市では、 RFのl直接アクセス領域の圧新j， タク'部への r(凶J?}込を
MDRのみとしたこと，命令タイ プの導入などが効果を発姉し PSI-Iでの 10ビットが7







入によって. フィールド長は P5I-1よりも 1ピ y ト減少しているo また.エミット ・フィー
ノレドを1!1憾とする定数生成を同怠し l;:数領域の廃l卜.に対処している。
(6) SC2F 
52-BusにIBブJするレジスタ を選択するフィー ノレドてサつり， P51.1から大きく 変lJiされた
ものの一つである。まず、 52・Busへ1力で'きる RFのrl-l]妾アクセス領以が， P5I-1の 16w 
から 32wへ哨加し更に間接アクセス領域の1}JもuflELなったD また定数領域の廃止に















この他、 24ピット系の泌rを胤除するなどした絹果， ALFは2ビyトとなり， P5I-I 









ブーr;. Y = X + 0のような単なるデータ転送{土、 PSI-Iの40%から 56%に附加したo
、ー ドウェア構'J史上、 ζのようなt伝送・を特に日述化するにとはできなかゥたが、 ー与に値す
る結束ではある。また，演算を行っているものにういては、その約85%が加減算であり.
予想が裏付けられた。
(8) JM PF /CN DF 
分岐タイプの指定 (JMPF)と，分岐灸いての指定 (CNDF)をfIうフノーノレドであり、
PSII から大きく変更されたものの一つである






• El¥11. EM2. EM3の全てを連結した絶対アドレス
の 4fiEをj有志し頻度の高い近傍への分岐については、他の設能のためにエミ・・ト ・フィー
ノレドを41効に使用できるようにした。また.灸件付きの絶対アドレス分岐の導入は.マイ
クロプログラムの:'Jき易さの而て'効呆が大きい ~l のと与えられる。更に. CNDFが不要
である 1i!~条件分岐については、 EM2のかわりに CNDFを絶対アドレス生成に使門し
S] 152-Busへのに数生吠などの機能を同時に;長行できるようにした。
-方、マイクロ命令長削減の商では、 eopやサブルーチンからの復帰など，アドレスを




o '"]5については CNDFの内でl庄接に.またそれ以外については EMlを使用すること
とし機能とマイクロ命令長の対方に配慮した協IJX:とした。
その他の分岐失件については、 MSTR ~ 32ピットから24ピ吋トに縮小した{也、タグ/
14の脱力が'Jtしいことを示すふsame_tag &:&: zero'、や.アドレス比較のためのキャリーと













刊白?で.iLsべたように、 PSI-llでば WAMをベースと E た機械命今の導入、ノ、ードウェ
r . 1ー キテクチャの様々な改良などによって、 P5トIを大幅に上回る高い性能を達成す
ることができた。また， L5l化やアーキテクチャの:夫により， P5I-1の 1/4というコンパ




世代コンピユ一タ . プロジェクトの最終成~~の一つである岐ダIj推論マシン PI:\l 'じchida88， 
Goto 88b] I士、数百フロセ yサ規模の大制民，tv.91J処毘を同標としており‘単位プロセァサの
!Jiなる小別化が求められていた。
そζでまず， PSI-lをより災前度の高い¥"L51手ップを用いて再構戒し実装規模の圧転i
とともに、 ~'~~!Mゲートの使用によるマシン ・ 斗イクルの短紡を行うことを検討したo しか
しこのような単純な改良ではラマシン ・A イクルは 100ns粍度lこしか縮まらず， l.5倍程I支
の性能向上に問まることが問かとなった。 ζのJHIIは‘ P51-lのクリテノカノレ ・パス上の
レジスタ ・ファイル)ALじなどの緊f-には‘内部がECLで構成された Am29300をwiって
いるため、 lJLmないしはサブミクロン ・プロセスの Cl¥105ゲートを用いても大きなj!i延
11与I:\J~呈紡が望めないことにあったw また実装の而では‘/く脊すえの SRAM を中心としたハー
ド
そこで11ji主化を i:1lU仁 PSI-llの機械命令の実行iliHlや頻度を詳しく検討した結足以
ドの v とがI:lf]らかになった'Kakajima87 まず、実行時間の約13はEnvironmentChoice 
Point の (~IJ\( と、パックトラ ックによる Choice Pointからレジスタへの移動に占められてい
るが、 こtもらは;
RFωMDR仲 メモリ
の転送が l~である。 この内RF時 MDRの転送は.クリテイカル ・パスの一つである;











一方、やはり笑行時間の約 1/3を占める get，put， unify系，及び制i込jA，語の災行に関して
は， RFをソースとする ALU演算や， RFから RFの松送が2サイクル要すること は，
かなりのダメージとなる。これを回避するには. lj¥純な 2フェーズ儲吠ではなく，命令実行
開始時にはオペランドがRFから MDRに移されている、 1'"2ステージ ・パイプラインJ










また MDRのタグ判定に関しても PSI-lと同じ憐成では 60nsをかなり上回る ζ とが見
積もられ， RFと同級に分割せざるをえないととが判明した。しかしとの分;切は，特にデ
レフアレンスに大きな窓影響を及ぼすため，何らかの対応を必要とすると与えられた。そ ζ













~3 I';!: 推論マメノの Fー キテクチャ
しかしこのような偶成てeは、 メモリよのオ J アンドにウいてはi出延!時!日]の関係てヘ jd終













R メモリ ・オベランド ・フェアチ
S データ ・タイプ判定
E N~n: 
垣に Aステージのrijにデコード用のステージD 今加え. 5ステージのパノプラインとする
こととしfζ。
このようなハイプライン方式を導入しセことは?メモリ ・アーキテクチャにth忠告を及ぼ
したo 1111 ち 5.3.2 で~べるように， PSI-ITのメモリ ・アクセス頻度は 60%以上と極めて1














これらの結果、 PSI-IDの実行速度は PSI-llの 2"， 3.5fきとなり， 1.5 MLIPSという柑め











エントリ，セット ・アソシアテバブ方式 (2ウェイ)のものが(/耐えられているc また、命
令キャ yシュ/データ ・キャッシュの冶:iltはそれぞれlKw. 4Kwであり、共にダイレク
ト・マッピング方式である。この他、パックトラックのIJj崖化のために、 16wのトレイ
ノし ・パッフアが新たに設けられた。これらのハードウェアはデータ ・キャ yシュのデータ・
アレイを除寺、竺て ¥"LSlチップCじ土に誕装されている Cじに熔載されたトラン jスタ
数は約610Kであり， 1μmのCMOSプロセスにより監造される白なお，TLBの構成に関
「
PU: Proce‘$Ing Unil 
CU: Cache Unll 
cu 
。:Oecode Stage 
A' Address Calculatlon Stage 
R Read Oata Stage 
5: Sel-up Slage TLB Table Look-Aside Bu仔er
E' Execution Stage WCS Wrotable Cont，ol Store 


















り， 64 bit x 32 K w の容吐を持っている。この他， 1/0パスのilC御などを行うためのLSl
や浮動小数点出算プロセッサが備えられており， とれら全てが l枚のプリント法阪上に実装
されている。従って、CPじの実装規模はPSI-lの 1/3に圧航されているら
トレイル ・バッファについては 4.2.2で、しては 3.3.5で、
の5つのパイプライン ・ステージから情成されている(図 3-21)。これらの内 A，R， Sの
•. "".)のスアー ジは Dステージが生成する ナノ Jード により，また Eステージはマイク
uプログラムにより、それぞれ制御される。また， Eステージは， RFなどのレジスタか









4ャッシュとなっている。即ち， テーブノレの各エントリには，命令コード o'"- 511 (KLO 
系)と 512'"- 1024 (KL1系)のどちらに対するナノコードを保持しているかを示すフラグ
があり，供給された命令コードとフラクeのfI({が食い迩う場合には、 Eステ一ジ}に亡命令沙が;到
i述主した1与ιわ}点'















Instruction Decode Table 
(512) 
Addre5S Calculator 





































D-stage: Decode Stage 
A-51age Address Calculatlon 5tage 
R-stage Rud Data 5tage 
5-‘tage 5et-up Stage 
E-stage; Executlon Stage 
RF: Register File 
WR:W四 kReglster File 
E: Environmen Base 
CP: Continuation Point 
PC: Program Counter 
G: Global 5tack Top 
5: Structure POlnter 
LC' Loop Counter 
DR: Data Reg 
ALF ALU Flags 
5W SWltch Flags 
TGT' Tag Dispatch Table 
TDAR' Tag Dospatch Addr. Reg 
M5TK: Microprogram 5tack 
JR' Jump Reg. 





312 2 2 3 10 3 3 2 2 4 6 4 
MAF 
関 3-22:ナノ Jード
RF 引数レジスタ Aiのための 32wのレジスタ ・ファイノレであり，そのアドレスは









御が}JI(される c 即ち， Aステージには RFの各エントリと E，CPに対応するインタロッ




f.fかが指定される。との他，命令長が 1w 2wのいずれであるかを示すフバールド LNF
も、 A ステージの制御に用いられる。
3 3.3.3 Rステージ













オペランド ・セットアップは、 EステージがJ、?っ:つのメ之リ ・アドレス ・レジスタ
MARl MAR2と、メモリ ・データ・ レジスタ MDRlMDR2 K対して、命令のオペ





(4)紋御レジスタ I スクラァチ ・パッドのためのレジスタ ・ノァイノレWR
(5)グロー パノレ ・スタック ・トヌプG
(6)構造{本ポインタ S
これらのいlのミつが，ナノコード ・フィールド OSlF，OS2Fにより選択され， ODSFが
定めるレジスタに設定される。また， OTFの指ぷによりエミ〆ト ・フィー ノレド EM02を
タグ即{肉として付加するとともできる。
なお、 (4) "-' (6)は所おオペランドではないが，パイプラインによる、!Y.行動作をJ最大阪に
活丹するために、セットアップの対象とした。例えばdeallocate命令にはオペランドはな
いが、 WRのエントリである EとBをセ yトア yプすることにより， Environment除去




























ノヱーズ lには前述の RF，WR， G， Sの他、ルーフ ・カウンタ LC，プログラム ・カウン
タPC，命令レジスタ IR、及び)1慎If制御系や他のステージのレジス タをアクセスする際の
インタヌエースとなるレジスタ DRがある。フェーズ lからフェーズ2へは， Sl-BusfS2 
susを経，1して，同時にてつのレジスタの(，(iを伝送するととができる。 Sl-Eus~{.は IR を
|除くや:てのレジスタが、 S2・Busには RF，WR， IR、&び2ワード命令のために Sステー
ジの命令レジスタが、それぞれ接続されている。このようにてつのパスによるレジスタ転送
により， PSI-JIで1:石ぃ頻度で行われていたレジスタ伝送を並列処理するととが可能となっ
た。これに加え、フェーズ 2からフェーズlへの転送も蛇行して行うととができるため、 2 
フェ・ズ化による処理ステップ数の附加をid小限とするばかりか，かえってステップ数の胤
i戒につながるととも期待される






















































(3) Choice Point 生岐など. クローズ選択のための処理
(4) Al"-Ai-l I乙関するヘッド ・ユニフメケーション
があり、多くの場合更新と参照を行う命令問IL.，充分な数の命令または処理サイクルが存住
することが期待できる。例えば:.appendの場合号|数が3個と少なく，かっClauseIndexing 
のために (3) の処児で第一引数を参照しているが，設定と参照の間~5 命令みが存在しパ
イプライン ・ストールは発生しない。
一方、 メモリ ・データに関する依存関係の解決は、メモリの書込アドレスとメモリ ・オペ
ランドのアドレスとの一致検出機構を Sステージに設けることにより行っている。この機












あらかじめ定められており，その I予測Jが外れた場合には Bステージがパイプライン ・






ニフメケーションや軒u6ili，語の 失敗 によるものであること明つまり (-~IU していないj



















(iして行うタグi七校. タグ即(i在生成とそれに対するマイクロ命令構成上の配慮なと， PSI-I 
とほぼ同慌のアーキテクチャとなうている。れし DST-Busに対するタグ即値出力だけで
はなく， Sl-Busについてもタク日]{lH出)J段階を設け、 レ jスタ問の転送のも並列化がタグ保
f'1:のためにtWなわれることがないように配隠した。また、 KL1処理における :¥1RBの操作
のために. ALU 演算と並行して :¥lRBをオン/オフする悩能を付け加えた。
IJil下町制!系に関して{土、 3.3.1で述べたように、タグと即値の比較結票による条件分岐が
2フェーズに分別されたのが大きな変貞点である。 ζれと阿波に、タグによる多方匂乃蚊;-~ 
2ノ スー'化されたclfJち?箆ーのフェーズでは case_tag_setup操作;こより. MDRl 
MDR2のタグにより多方向分岐テーフ.ル TGTが索引され、その結果がレジスタ TDAR















MDRl = A [i] ; 
case_tag_setup(MDR1.tag) 
case_branch { 




のように、 3ステップの処理となる(横線の上の処理はパイプラインで行われる ζ ととす
る。以下同様)。また， listを優先して ;
MDRl = A[i] 
S = MDRl ， COND = (MDR1.tag==list) ， MODE_A = read 











まず， (1) K関しては比較的単純な機構であり， sステージがなくても実現するととがで
きる。との機能を用いると，前述の get_listは;
MDRl = A[i] ， COND = (A[i] .tag==list) 
S = MDRl ， case_tag_setup(MDR1.tag) ， MODE_A = read ， 
if (COND) eop () ; 
case_branch { 
〉







addr = A[i] ; 
if (addr.tag==ref) MDRl = 彬addr， 
else { MDRl = addr ， COND = (A[i] .tag==list) ; } 
のようになり、フェアチしたデータが listであることは判定できないため， ref → list 
の場合は3ステップの処理となる。一方Sステージがあれば;
addr = A [i] ; 
if (addr.tag==ref) data =ホaddr ， else data = addr 
MDRl = data ， COND = (A[i] .tag==list) ; 
となり， ref → listの場合も lステップで処理できる。
次に、 (2)のタグ多方向分岐のセットア yプ機能は， listでない時の処理を高速化する
効果がある事例えば;
addr = A[i] ; 
if (addr.tag==ref) data = *addr ， else data = addr 






S = MDRl ， MODE_A = read ， eop() 




addr = A[i] ; 
if (addr.tag==ref) data = *addr • else data = addr 









case PSI-ill PSIll 
list l 
ref →list 1 4 
ref 今 undef(no trail) 2 a 
ref _. undef (trail) 3 7 
とする ことができる。
なお，(1)と(2)の組合せをマイクロ保作 ;




いても高速に行われる。実際、主 3・6に示すように PSI-Iと比較すると listである場合
は共に 1ステップ， その他の文配的ケースである ref→ listjundef本については，それぞ
れ3ステップ (undefでトレイルが必要な場合は更に1ステ yプ)短縮されている，
なお (1)と(3)の組合せも可能て'あり、例えば加算を行う純りる述語“addAi，Aj，Ak"は ;
addr = A[i] ; 
if Caddr.tag==ref) data =本addr， else data = addr 
MDRl = data ， MDR2 = A[j] ， COND = (A[j] .tag==int) ， 
if (data.tag==int) start(for_int) ， 
for_int 
else start(for_others) ; 
XR = MDRl + MDR2 ， 
if (! COND) { "dereference or exception" ; } 






この{也、 SステージのタグJずWr=l進行Eとして、 タグロ1](，肖をf、t}JIしたオペランド ・セット
アッフがある 例メは unify_varlableの処珂は.ζ の後能ぞ MODE_Aによる災fr開始岳
地の変更，及び G Sのセ・7 トアッヌ機能を用いて;
MDR1.tag = undef ， 
if (MODE_A==read) { MDR1.value = S ， start(for_read) ， } 
else { MAR1.value = MDR1.value = G ， start(for_宵rite); } 
for申 read:
A[l] .tag = ref ; A[i] .value = MDRl ; eop() 
for_wrlte: 
本MARl= MDRl ; eop() ; 
のように読出/l!?込モー下とも lステップで尖現されている。なお‘ MODE-Aによる実行
開始アドレスの修飾i設能を布効に:J"可するために仕. Sステージのもう一つのタグ傍作機
笠である、 タグ1~rJ定結果による MODE-A の設定機能が必要である o Uflち，実際の get_llst
のSステージでの処舟ーは;
MDRl = data ， case_tag由 setup(data.tag) ， 
if (data.tag==list) { MODE_A = read ， start(for_list) ， } 








デレフアレンスのためのハードウェア機階、 以[1ちメモリ ・オペランドの タグがrefであ









root SRP COl 








図 3-23 ~lRB によるガページ・コレクシ ョンのサポート









ない。しかし ζの問題は、論理型言語の持つ 単一代人 の什質をJJ いて，簡単に解決さ
れる。凶lち、 KLO/KLlの処毘では、パッチ的なガページ ・コレクシ 3 ンを除くと， Refer-
ence Pointcrが古換えられるのは以下の場合に限られる
(a) KLOのパノクトラ〆ク時にReferencePointerが本定義変数に Undoされる。


























ζの般的iはlマシン ・サイクル (15505)でI"rわれるが. との操作のためのパスがクリ
テイカル ・パスとなっている。
(2) Dcvicc Speed Up 
PSI-lIの論周素子を、 PSI-国と同得のj邸主のとしたものoマシン ・サイクノしは 100ns
れ皮と忠弘主される。
(3) Two Phase Execution 
(1)のクリテイカル ・パスを (a)と(b). &.び(c)と(d)の2フェーズに分割したも
の。この憐成はEステージと同級であり、 60nsのマシン・サイクノしで動作すること
ができる。






3.3.5 メモリ ・アーキテクチャ。 250 500 750 1000 1250 ?， 、????』? ?， ，?? 、??????








(2) Oevice Speed Up 
笠立」






倹!時に ζれを伐宗してハードウェアに炉して実行中のプロセスの pidを与える p 従って、実
行すべきプロ士スがマップ中にイパビしない場合には、 LRuによってマップを変更するとと




笠1](4) Two Stage Pipeline 
(5) Four Stage Pipeline 
(6) PSト11(5 Stage Pipeline r 
with Dereference) l 笠三」 1515 
{'l~に‘ TLBの柑ilJ立は命令/データmとも 2セ・yトのセット・アソシアティプ方式とし
詐吐はそれぞれ 64エントリとした・またデータ用 TLBについては、各スタックA3ヒー
プのアクセス特性やィラ慮してョそのエントリ ・アドレス EA(4: O}を;
E.4(4: 2} = pαge#'4 : 2} eαrea# 
臼 (1: 0)= ~仰#(1 : O)， for heap 






























パイプライン化に伴うメモリ ・7クセス頻皮の明加に円以占:した、命令キャ :1シt とデー












(1 x 3 5)十 (2x 1 5) = 1 











~ . ~ 3 I~;モ: Hi;ぷBマ././のアーキテ クチ・1・
3.3.6 マイクロ命令アーキテクチャ
PSI皿では. Eステージか 2ステ-J化されたために、政行動作が司能なノ、ードウェア
機構が PSI- IT よりもかな り j11)J~ した。これらのハードウェアを有効に利はするためには.
マイクロ命令のピット数を明やして枯行止御をpJ能にしなければならない。実際、 PSI-皿
のマイクロ命令Ii灰3・25にぷすように， PSI-ITの53ビy トから 1 1:"ノトW，Jnし， 64ヒ y




PSI-llと同隊司プレーク ・汁イノトの設定と評価問カウンタ GEVCのイノクリメン を
(jう。
(2) CCF 




(3) WRBF DSTF 'SCIF SC2F 
フェーズ1のレジスタの1!i-込(DSTF)と、 SI S2・Busへの読1:¥ (SCIF SC2F)を献御
する。科フィールドのピット数は、以ドのじ夫によって PSI-Iから 1'" 2ピ〆ト胤減され
ている。
ま:f.J ードの人平を市める WRのアドレス (5ピット)の内の 1ピyトを、各フノー
ルドJ七通rCWRBFが定めることとした。但し共通化できない場合のために DSTF/ 
SCIFではEMlが、 SC2Fでは EM2~レアドレスとするコードを設けた。




また. SC2Fでは命今レジスタ IRのフィールド拘hU¥が桁にできるが、具体的なピ y ト
数や{立はの指定{よEM2によるものとした。 Iどに、 rwj-:mu御やパイプJイン制御のための雑
多なレジスタ類に関する読Hl/許込については， EMlによってレジスタを指定することと




慮して、 SDIFのコードには MARlとMDRl， 及び MAR2とMDR2へ，同じ怖を
設定する操作が含まれている。




は ASIF が AS2F の怠味を修飾する よ うにして、 最低限のピ y ト数で怠q.~のある組合せが


















11Íì節までにjA‘ベ1-c 3 つの逐次型推論マ/ンは，、IV~ll推論マン/の要素プロセ y サとして
もmいられている 長初に開発した並ダIJ推品マンン'ずある::Ylu]tl-PSI¥'1 [.Masuda 88. l土 6 








レーテ J ング ・システム PIMOS，Ch.ikayama 88:が実装されたことにより， 1l1~~1j応用プログ
ラムの開発環境が整仇仏;iなl必用分野における岐列ソフトウェアの研究がuJ能となった
[lCOT 90;0 
iどに、現イ正1)，4発中の PI¥lm :¥'a.kashima 90c， 90d~ では、 PSI-IDのCPL'を要索プロセツ











ムとなっている a また、各要素プロセッサは 16Mwというノイ件1誌の{ローカルな I '1:記憶
を持っており、大規模な、t~ýlJ プログラムの実行にも充分に耐えうる構成となっている。
ユーザとのインタフ zースなどの人出)J処理l.t， フロント ・2 ンド ・プロセァサ (FEP)
である PSI-IIjPSI-IDを介して行われる。 FEPと本休日jの通臼は、 Multi-PSIjv2ではプ
ロセッサ!日jネットワークと同じものが. PIM，mでは SCSIが内いられる。また PIM/mで
は8プロセッサに一つの割合で、 600MBのデバスクがSCSIパスを経1Iして接続されてお
か大規模知ú~ベースの構築などが可能となうている。
尖装に関しては、 :¥lulti-PSI v2では 8プロセツサ、 PI~1 mでは 32プロセッサを格納
した律{本を単位として~減がロI能であり、小/中規模な椛・Jx.からQ大構成まで子、必要に応じ
て採々なシステムを構築することができる。また、 FEPの教も 1'" -1と可変であり司大
~~な構成では FEP についても負街分散を行うことができる。誕に‘ FEPに接続された
LA:¥を経由した遠隔利用もロJ能で句多数のユーサ'が計算資源を共有できるように配慮され
ている。
なお、 PSI-IIや PSI-IDはFEPとして向いられるだけではなく、 KL1プログラムのデ


















示すマーク ・ビット，及びパリテバ ・ピットの合計 10ピットからなか送受Cが完全に独
立した全二重通信が行われる。また，各送信ポート Kはネットワークの渋滞を緩和するため
のバッファが備えられておかその容母は Multi-PSI/¥'2では 48B、 PIM/rnでは 64Bと
なっている。
CPUと通信機構の聞には，送信用パッファ WBと受信用パッファ RBがあり， RBに
ついてはパケットが到請したことを CPU に通知するための1~J込機織も備えられている。
ノぐッファの容量に関しては， Multi-PSI/v2では各々 4KBであったが，評価の結果過大で









パケットのスイッチングは，転送方向を決定するためのテーフ。ルPTと， 5 x 5のスイ ッ








とした ITakeda88)。また PIM/rnにおいても容量を 1Kエントリ確保し，パケットの穂類
によって転送経路を変更するなどの， プロセッサ開通信に関する様々な実験を行えるように
四eh慈している。
































( iに内められており、その実現手法~(/)良子?が総fT的なf:!:能今大きく左右する ζ とは明らかで

















KLO にはデータ ・ タ イ プ判定‘構造データ操作~ ~H百/論pfl演算及び比較など、 150樋
以 Lの組込.iA;活が{耐えられているc これらは:)，fJfj的なプログラムの作成に不可欠のもので
あるばかりではなく ，極めて叛繁に使Jiされる ζ とが知られている。例えば， ~íj述の Win­
doωや BUPで1. JÆ，語呼出に I~める組込ill;踏の;mlfTがそれぞれ 82% と 65% と 柑めて向く





法本的には XとYを加えることであり、引数のデレフアレンスやタイプ ・チェ yクを含めて
も、さほど復雑な操伶は必要としない。従って_ addの段能をマイクロプログラムで'長現
することは比較的容易であり?また処理速度の函でも得策であると ρ える。実際- P51系
列F推斡マシンではほとんど全ての誕むる述語がマイクロプログラムで処理されている。特に
1'51 1や P5I-ilでは、呼出しの手間は最小化するために、組込述語を機械命今としてぷ現
している。この マイクロプログラム化」 と I命令化」が、組込述語の最適化の第一ステッ
プである。




ため， グローパル ・スタック ・トップGとトレイル ・スタック ・トップTR以外のレジス
タは、一切変更されることがない。この性~立{土、例えば get_list の よ うなヘッド ・ ユニ
フバケーション命令と同じである。従って. ‘. -'のiι後に出現する組込述語は.ヘッド ・
ユニフィケーションの一部であるとみなすことができる。
この1'1-さを1"1いて、 2.4で述べたFGOを拡張することができる。 FGOでは :








|p(X，Y，Z) :四 Wis X + Y， q(W，Z，U)， r(U) 
では‘ X) Y) Z) Wをヲi数レジスタに割付けるととができる。また，組込i181dが波数ある場介
も同様であり:
lp(X，Y，Z):-W is X + Y， W < Z， q(W，Z，U)， r(U) 
の変数百l付も同じように行うことができる、。
この変数割付の最適化は、 クローズの先頭部分以外でも実施する ζ とがでキる。例えば;







また， FGOの拡授は変数割j付だけではなく， TROと組み合わせた TransitiveClauseや
Unit Clauseの最適化にも適門できる。即ち;
コ・ー ノレの数がEG々 ー{貯であるクローズでは Environmentを生成しない。
という規則を拡張し;
'. -)の!直後に!日現する組込述語(の列)を除いたゴーノレの数がli~ 々 ー{向である
クローズでは Environmentを生成しない。
とするととができる《乙の結果，例えば QuickSortの一部である;
partition([xIL1]，Y， [XIL2] ，L3):-X く Y，!， P訂 tition(Ll，Y，L2，L3).
は、 Transitive Clauseとみなされる。また;








円三Z):ー q(X，Y)，Z is Y + 1 
はqの;J，fi完f後もクローズの処sJlを継続しなければならないため， Environmentの生成
が必}妄となる。イ1し，一般の複数ゴーノレを持つクローズが;
allocate + call-call十'" . call ・..deallocateトexecute
とコンパイルされるのに対し組込述必が以後のゴーノしとなうているクローズは;
allocate i call . call十...T callー.built-mム deallocate-proceed 
とコンパイルされる。
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!A 4 j';'~ li~適化下法
4.1.2 引数の受渡し
組込述語の~適化の重要なポイントの一つに、引数の受設しの方はがある。まずIIH題と
なるのは、 add(X，Y，Z)のZ 1(.関しては、加~r結果とのユニ 7 ノケーシヨンが必寝なこと
である。従って、通常のゴールと同段に put系命令によって引数をj践すと、 addの処周の
巾てーユニフノケーシヨンが必褒となる。また， Zが初出のぶ定義変数である品作¥変数
を置いておく 局所 E が必要となる。この Ij弘前J をローカル ・スタ y クに;1当てると、
Transitive t:'nit Clauseの概念を鉱悲して En¥'ironment生成を省附する、 FGOとTROを









(1)p(X，y):ー Z is X + Y， 
(2) p(X， Y ，Z):ー Zis X + Y， 
(3)p(X):ー Y is X + 1， .，
(4)p(X，Y):ー Yis X + 1， ••• 
のための addは，それぞれ;
(1) put_value(for X) + put_value(for Y) + add + get_variable(Jor Z) 
(2) put_value(for X)ーput_value(forY) + add + get_value(for Z) 
(3) put_value(for X) ~ put_integer(for 1) .add -get_variable(Jor Z) 











、ミ¥ 定数 持造体 初出局所変数 初IH-時変数 既!Il局所変数 既w-a:r変数
fail put_const put_val 
え:数 。E fail -r put_const 宇 get_const 
πone get_var get_const 
put_，vect put_vect put_val 
同遺体 fail →・ ー put_vect ー get_vect 
get幽 vect get_var get_vect 
put_const put_vect 
制HlqE}f変数 ー -ー "'1 "'1 
色et_var get_var 
初出-g，j変数 I put_const put_vect I "'1 ~l :.} 
put_val put_val 
既IW，J針変数 T 十 "'1 get_val get_val 
get_const get_vect 
Rt出一時変数 get_const get_const 拡1 get_val get_val 
l阿ピ変教とみなされる。
・2りストについては偶浩外のget/put_vectorをget/put_listに註き換えたものとなるc
方法としては，通常の述語と同じように Al， A2， ...を.暇番に使用するものが考えられる。
この場合司 リスト LのN番Hの要紫Eを求める.iAaIJnth(N ，L，E).凶lち;
I nth(l， [EI_] ，E):ー!





unify_variable X4 1 L]， 
get_variable X5， A3 E):ー
subtract(N， 
put_1nteger 1， A2 日 1， 
subtract 
get_variable A1， A3 日 N1)， 
日 nth(N1， 
put_value X4， A2 1 L， 




このコードの問題点は subtractの引数設定のために A}. A3が他mされるため、 Lと









get_list A2 '/. [ 
unify_void 1 1 
unify_variable A2 1 L]， 
E):ー
subtract(N， 
put_integer 1， X4 1 1， 





execute nth 1 
とれを単純な方式のものと比較すると， LとE1(.1刻するi止過;1付の結果， get_variable 
がーっと， put_valueが:つ除去されたととが平IJる。更に れ に関しでもlJ:過;明l付が行
われ， get_variable がもう一つ取り除かれている。従って合11~ 4命令が除去されたこと
となり、処理.述，Zとコード誌の両面で高いほ適化効果が生じている。
吏~(.， subtract f'(.関しては，第二引数を命令のオペランドに埋め込んだ， (subtract_ 
constant Ai，N，Aj'を用芯;して， pu七時integerを取り除いている。との命令の羽人によっ
て、単にput_integerが除去されるだけではなく，組込述i括処即の内での見'引数のデレ







パ''/クトフ yク{はtWi論命F珂R現言3結否の大きな特徴の一つてありか. ま jたk竜要な侃椛!御機i弘』品~でで~ ~ある


















次に、 Clause Index.ingでは決立的選択ができなかった場合， (2)の ChoicePoint 生成




を削減するととができる。また、シャロー ・パックトラックしか起ζ りえないζ とが判って
いれば、 Choice Pointに保存する悩報も月り戒することができ、更にね速化できる。
この， rシャロー ・パックトラックしか程こりえない!ということは、 :. _，の山後での
カット， 11ちNcckCut のイ1・111~により判断することができる。また， 4.1.1で述べた組込述
lidのn質をHJいると、 f':-' f(.~I~:，c く組lì6述認の後のカット もNeckCutとみなすことが
できる。なお、 Neck Cutは結果的1(. 何もしないJ ことになりやすいととや、 Tidy Trail 
が1;1.純化できるなど司 hl適化の対象となりうる操作が数多く存在している。
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第 4 市 M~化予i1:
4.2.1 Clause Indexing 










か、または部突させて1賢次探索をしなければならない。たとえば長下位ピ y ト(ピット 0)




:z-こで、ノ、 yシュjまではなく限次探索にょうてクローズ選択を行うための命今、 'jump_ 
on_constant Ai，C，Labを導入した。この命今は ん がCIC等しければLabに分岐する単
純な条件分岐命令であり， ~íjJÆの例については;
上 jump_∞_c∞s七回t Al， a， Clause_l 
上 jump_on_c∞stant Al， b， Clasue_2 
とコンパイルされる。また、 との命令はノρ、ツシユ(，他肉凶~{b沙が;街突した時K も用いられ る。以凶即rJ ち，
Iノハノハ、ツシユυ法〈による Clauselnde泊ngのための命令 4可】hashし.岨_0々。n_valueAi 
は， Ehj'突が起こっていなければJクローズのアドレスが.通j突が起こっていればjump_on_
constantのタIjのアドレスが.それぞれ栴納される。









I P (f (X)， • ):ー
I p(f(X，Y)， ):ー .. 
1 p(g(X)， ..):ー .
のための lnde泊ngは ;
さて， nthのなl沫を良くィ営える庁、第一引数が r1ではない JIf与には第 1クローズを決定
的に選択して良いことが判る。l!1Jち，第一引数が I一致する .クローズではなく‘ I一致し
ないj クローズを~訳するという発忽の転換砂行えば， nthの:jfiのほとんとをrSめる第
:クロー ズのJi;:択が決定的となるr つまり， Clause lnde氾 ngは 『試行できるクローズを選
択する 1のではなく、 「誌れすることが無意味なクローズを除去する 操作であると45-えれ
は良い。encode_vector Xj， A1 
]ump_on_constant Xj， k(f，1)， Clause_l 
jump_on_const担 t Xj， k(f，2)， Clause_2 
jump_on_constant Xj， k(ι1)， Clause_3 
のように行われる。 また クローズが多い場介には ;




encode_vector Xj， A1 




nth(l， [E I-J ，E) :ー !







switch_on_term A1， C1a， L1， C2， C2 






try国 me_else C2a 
"codes for nth(l， [EI_J ，E) :-!." 
trust_rne 
"codes for nth(N，LILJ，E):ー " 
nth: try_rne_else C2 switch_on_term → jump_on_constant →jump → C2 
S冒itch_on_terrn A1， C1a， L1， fail， fail 
L1 : 
L2: 
switch_on_constant A1， <1:L2> 









"codes for nth(l， [EI_J ，E):ー I " 
という命今寺川15:している。 ζれは Ajの{直と Cがユニフアイできない時.良fJち Ajが未定
技変数でも Cでもない時に‘ Labへ分岐する命令である。これをけいると nthは;
nth: A1， 1， C2 
C2a: trust世 me
"codes for nth(N，し 1LJ ，E) :ー " C1a: 
C1 : 
とコンパイルされる。 RI1ち司見ニクローズの第一引数が変数であるため， try世間 _else1(. 
よって無条件に ChoicePointが生成される。従って， Nが 1より大きい!日jは; C2a: 
C2: 
try_me_else→ switch_on_terrn→ switch_on_constant→ bαcktr，αck→ 
七rust_me とJ ンパイルされ、 さら に r~・:jj忠化される [Nakashima 86J。
]ump_on_non田 unifiable_value
try_me_else C2a 
"codes for nth(l， [EI_J ，E):申 I " 
trust_me 
"codes for nth(N， L 1 L]，E) :巴 H












に比べて 簡単な」処理である。また. ;Tateno 89]での評価ではカットの中の 70%以上を
占めており、最終クローズ以外でのカットの出現傾Hrが約55%であることをi吃・え合わせる
と.非常・にだい頻度で実行される。従って‘ ? 簡単でかつr~ -:J頻度j という最適化の法本灸件
をj尚たしている。
また NeckCutは、やはり I簡単てー l詰頻度iの処3mであるシャロー ・パ yクl守ラ y クとも
深く関わっている。f1[lち‘ ib終クローズを除く全てのクローズが NeckCutを持っているよ
うな述穏に関しては，それに対応する ChoicePomtがンヤロー ・パ yクト Y クによって
のみ参照されることが時前に判る。 ζのような場合には、 Choice Point にほイr目する情報を
減らすζ とが可能となり、高速な処理を行うことができる。またとのような必語における
:¥eck Cutでl亡、 Tidy Trailの処理も簡単化できる
以ド. :Keck Cutに関するとれらの最適化，即ち NeckCut自身の高速化と‘シャロー ・








吋i!~)む味ま カ y トは例外的なものであるように比えるc しかし， [Tateno 89]て'の評価に
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よれば， Mぷ"*なカット処舟が:Jfに 40%以上をI片めている このjW).u土. Clause Indexing 
と深く限lわ勺ているむ例えば;
を、引絞を aまたは bとして呼出した弘今、 Clause Indexingによって第ーまたは良 二ク
ローズが決定的に~訳されるため、これらのクローズのカットは何もしといこととなる し
かし v れらのカットが不要となるのは、 Clause Indexingという言わば処理系の 「都合
によるものであか法本的にはフロク'ヲマの関知すると ζ ろではな w。また，1E者なとは






適化をみ・司ざした ;¥akash.ima86， 8icjo 
まず、 DETのオン/オフは以ドのように行われる。
-ゴールの1子:Hの際に callや execute1'[よってオン
• Chocie Point lEh交の際に try(_me_else)によってオフ
.ib;終自先制的の選択の際に trust(_me)によってオン
また、 DETはNeckCut を行う命令 cut_me ~ により参照され、オンならば何もせず、オフ
ならばカット:mJffit f iう。なお、 DETはハードウェアのスイッチ ・フラグを用いて実現し
ているため‘そのオンノオフ操i/lニI.if也の燥作と並行に行われ、オーバヘッドは一切ない。
また‘ cut_me における判定も必~て'あり、 f何もしないJI昨の実行サイクルは PSI-llでは
1. PSI IIでは 2と、 i極めて短い時I日!で'長行されるn このような効果は DETの導入により
もたらされたものでありー 2.3で述べた [Debray86:のようにレジスタなどにカット後の級
新 ChoiccPointをセットする方法よりも優れている。
一方 (2) のケ・人即ちカット蝶i~ .が必要な場合も， Neck Cutは他のカットに比べて心i
速な処即を行うととができる。 11払除去すべき ChoicePointがレジスタ Bが指示する
M新の ChoicePointのみであることが明らかなため、カット後にお;羽iとなる ChoicePoint 
の発比やローカル ・スタックの鮎j邑は傾めて谷易である。また Tidy Trailが真に必褒な








えば、 リスト L の中に要~E が作在するか否かを悶ベる rnember (L ， E)、日11 ち;
rnernber([EI_] ，E) :_1. 
mernber(しIL]，E):-rnernber(L，E) 
では司 Clause Inde氾ngはぐく行われず、第一クローズのヘッド ・ユニフ J ケーションの失
敗によるシャロー ・ パックトラックが，ループを一回~るたびに行われる。また、 QU'I，ck 
Soバの一部である partition、即ち:
partition([] ，_，L，L):ー!
partition([xIL1] ，Y， [XIL2] ，L3):-X < Y. 1， partition(Ll.Y，L2，L3). 
Partition([xIL1] ，Y，L2， [XIL3]):-partユtion(Ll.Y，L2，L3).
では、 X が Y よりも小さくない時にシヤロー ・ バックトラックが行われて，~三クローズが
j選択される。
一般のプログラムにおいても、特に':-' I直後の~l.込ili:認の失敗によるンヤロー ・ パック
トラックが頴発する 例えば， X akajim.a 86a， 86b1ではパックトラック全体の 60'" 98% 
を占めるととが、また 'Carlsson89:でも 50"-80%であることが司それぞれ報告されてい
る。
さて、シャロー ・パックトラ yクは'生成したばかりの Choice Pointを開いた状態の
佐元操作であるので，復元前後の状態の差異が比校的少ないという性質がある。まず単純
には， Choice Pointに{米作されノぐックトラック時に復元されるレジスタ， 11ちE，CP， G， 
TR， LVLC， A1 '" Anの内， CPとLVLCは変化しない。また，ヘッド ・ユニフィケー
ション完f後に allocateを行うようにすれば， Eも変化しない。更に，引数レジスタの
最適It~J付によるレジスタ|詰]伝送の除去をあきらめ、へ〆ド ・ ユニフバケーション完 fまでは
引数レジスタを破壊しないようにすれば， A1.， Anも変化しない。従って，パノクトラッ
ク時にシャローか有かの判断を行h シャローならば復元が必要な G とTR、及び依締節
のアドレスだけを ChoicePointから読出すようにすれば，かなりの尚速化が期待できる。





通?ヰの ChoicePointを生成する [Nakashima86， 87c)。
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(2) とりあえず限定的な ChoicePoinl を生岐し， M初jの通常ゴール '~Il}・ IHすHis-b.f.て'カ y ト
されていなければ、通常の ChoicePoint K置き捗える IYokota84， Carlsson 89]0 
この而'(iの得失を判断するのは傾めて慨しいが，筆者らは以ドの桜拠にょうて (1)ク返照し
た白
(a) ~HJ範IlHの広さては (2) が勝っているが、シ h ロー ・ パック L ラ y クの大、12( 二 \eck





(b) (1)の場合には通常の ChoicePointへの変換がないことを前提i仁、限定的 Choice
Pointをレジスタに白いているが‘ (2)の場今に ζれを行うと変換時にオーバへいド
となる。 ζれを避けるために [Carlsson89.では限定的 ChoicePointをローカノレ・ス





• G + GD . GB -4 BG 
• TR t BTR 
のj退忌迎を{υfう また‘ トレイノルレ処i珂司のために Bをその時J人点.Jif
フプ.に七ツト jる必要があるため;
D • BB ; L→ B 




たノぐ:ソクト Jック{去に実行される retry(_rne_else)とtrust(_rne)もF_MODE fC.r，t-






B とGB"'復元、及び BTRからトップ側の TidyTrail を行う。な ì~~ PSI-固では、 F_
MODE )(1直によ P て.fh令処理マイクロプログラムの実行開始醤地を変史する機構 (3.3.2
参照)を附いて‘パイプライン化による判定処理の向述・化を図っている。
なお一般の述話、HIJち:¥eckCutを持たないクローズが.がイピする弱合に，部分的にJti適
化を;mFjすることはuJ能である。艮1ち、 :¥eck Cut .~レ持つクローズのタ1 'の先順と本厄で
fast_try(_me_else)とtrust(_me)を、また NeckCutを持たないクローズ列の先問と
木!乏でtry(_me_else)とtrust(_me)を，それぞれ実行するようにすれば良いc しかしと




実際は Clauselndexingによって ChoicePoint 生成やパァクトラックがιこらないような
述i誌に関しては，この性能低下は腹立たしいものがある。現時点でl:tlu終クローズに関して
のみ、ヘッド ・ ユニフィケーションとどで引数レジλ タを破r~するコードを生1j\( している。
この配慮と.ループのための再M呼出が最終クロースでfjわれることが一般的であることか
ら、ほとんどのループの処理に関しては問題がないとは考えられる。しかし;









シャロー ・パックトラ〆クの最適化は， Choice Pointの生成とパ 1クトラックには大き
な効果があるが、選択するクローズが決定した場合に行われる ~eck Cutの処珂1は，さほど
九速化されない。 ζのtな.aRltJは，かなり複雑な処舟:である TidyTrail にあるため、とれ
を除去する方法を考案した。
'ソース ・プログラム上は迎続していないクロー ズが， Clause Indexlsgによりil航される場合も含む。
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ケーシ J ンがトレイノレ不要な代人の例て'あるが、 このようなユニフ J ケーγ ョンは柑めて椛
であると考えられるe 従って，全ての変数札人余トレイノレしでもほとんど無駄ではないとい
うことができる。
ζ の 'J~尖にJ~ ð"， 1長新の ChoicePointが限定的なものである時にはトレイル要脊判定の
なl沫・を変似し I¥eck Cutにょうて除去されるか行かによってトレイノしする場所を変える方
訟を促従した :¥akasruma87cJ。この方法では、限定的 ChoicePointの生成時に B とGB
をもIi新せず. これらをトレイルする場所の選択にfijいる。例えば， ロー カノレ ・スタ，クにE芙;
する通常・のトレイ It.処WiI;; 
lif (X < B) push_trail(X) ; 
であるのに対し F_Iv10DEがオンである時には:
I if (X < B) push由 trail(X); 
else push_special_trail(X) 
とする。 UIJち. BとGBは必ず行われるカットの後でQ新となる ChoicePointに対応して
いるため、 Tidy Trailで除去されないものは払〈通のトレイル ・スタックに，除去されるも
のは~W~;IJ なトレイル ・ スタックにプッシュされるo
この刀法により、 カットの処舟は側めてm純化されるo UIJちTidyTrailは 1特別トレイ
Jレ・スタヴク，を需にするだけの操作であり、 'H実ムfnJもする必要がない。また B とGB
がIど新されないため、その後.元撚f1;も不g夏となる今一方、パックトラックの際には 特別ト
レイノレ ・スタック，とトレイノレ ・スタ yクの必方をmいた Gndoが必要であるが. l"ndoの
回数臼体は同めて多くの場合変わりがない留また‘ trust (_me_else)における B とGB
の彼元限f'l=も不要となる。












writeを行い，かつトレイル処理も BとGBを用いて通常どおり fjう。但し， F_MODE 
がオンの場合にはBとGBがカット後に忌-新となる ChoicePointに対応するので;
• Tidy Trailによって除去されないものはトレイノレ・ スタックのみに





さて， fast_try(_me_else)ではトレイル ・パッフアに 25:味を持たせる ために ト
レイル ・バッファのトップ ・ポインタをボトムに設定するコマンド clear_trail_buffer
を実行する。この操作は，パックトラック時にトレイル ・バッファのトップ ・ポインタをコ
マンド get_trail_buffer_topによって知り、その闘を"Cndo操作の回数として利用する
ために行う。即ち， トレイノレ ・バッファには TidyTrail Kは無関係に変数アドレスが保存
されているので， F_MODEがオンである時の Vndoは， トレイノレ ・バッファのみを対象
として行えば良い本。更に‘ トレイノレ ・バッファをポップしてそのアドレスに未定義変数セ
ルを雲込むコマン ドundoが用意されているため，通常の 変数アドレス読出 T ぷ定義変
数セノレ書込」よりも高速に実行される。
一方， F_MODEがオンである時の cut_meは， F_MODEをオフにする以外Kは何も
しなくて良い。即ち， トレイノレ ・スタックは既I'C. Tidy Trail完了後Jの状態になってお
り，またBや GBの復元操作も不要である。
なお， PSI-皿 のトレイノレ・パップアは PSI-Iのものとは異なり，アンダーフローはもち
ろん，オーバフローの心配も不要となっている。即ち，コンパイラはヘッド ・ユニフィケー
ションによって行われる変数代入の回数を予測しそのI在がトレイノレ ・スタックの深さであ
る16以下である時Kのみ fast_try(_me_else)を用いた忌適化を行う。従って， cut_me 
k到達するまでにトレイノレ ・スタックがオーバフローする ζ とはありえない。なお，ヘッ
ド・ユニフィケー ションの中I'C.， get/unify_ value I'Cよる 「一般的なJユニフィケーショ
ンがあると，コンパイラは完全に変数代入の数を予測できないoL!IJち，それが構造体!日]のユ
ニフィケーションであると，任意回の変数代入が発生するυJ能性がある。しかし， 構造体!日j















- ヘッド引数と ~eck Cutまでの組込述語の出JJ引数が全て異なる変数である。




て出現するととがしばしばある。例えは:'， parti tionをクローズ内 ORを用いて記述する
と ;
partition( [] ，田，L，L):ー !
partition([xIL1] ，Y，L2，L3):ー
(Xく Y，!， L2 = [X I L21]， p訂 tition(Ll，Y，L21，L3)
L3 = [XIL31]， pむ tition(Ll，Y，L2，L31)). 
となる。この第二クローズはコンパイラによって概念的には ;
partition([xIL1] ，Y，L2，L3):ー dummy_predicate(X，Y，Ll，L2，L3). 
dummy_predicate(X，Y，Ll，L2，L3):-X く Y，!， 
L2 = [XIL21]， partition(X，Y，L21，L3)， 
dummy_predicate(X，Y，Ll，L2，L3):ー





l if (built-in-p内dicαte).. else 
のように実行する最適化が可能である。この忌適化下法は if-then-elseki適化 と呼ばれ，







jump_unless_less_than X4， A2， L1 
"codes for L2=[xIL21]， partition(X，Y，L21，L3)" 















さてトレイノレの要符判定は，変数アドレスとパ y クトラック ・ポイントとの比較によって





if (X < G) { if (X < GB) push_trail(X) ; } 
else { if (X < B) push由 trail(X); } 
となる。また、 ~ \ì\'arren 83J のように，グローパル ・ スタックはアドレスの 11碩方向~'C， ロー
カル ・スタックはアドレスの逆方向に対向する形で伸びるものとすると;
if (X < GB) push_trail(X) 
























switch (X) { 
case int 
case ref 
case lundef : unify_write(&X，Data) 
if (X < B) push_trail ; break ; 
case gundef : unify_write(&X，Data) ; 
default 
} 












内.動的な述語fJ子 1 1{を{'t~うもの，即ち組込j主主jの例外 (Exception) と Bind Hookに関して
{土、 ζれまで木市で必べた最適化手法の実現の点:附となる、のであるc
日U.i?.制l込ji;1語をへ y ド・ユニフノケーションの一部とみなす FGOの拡珪ゃうieckCut 
Optimizationは、 いずれも id初jの通常il:認のfI千IIIIiには・・・J という前提灸件に法くjd迫
化干あるが、動的な述語呼1¥がこの前伏合崩してしまう。例えば，へ y ド・ユニフノケー
シ 3ンてフック変数への代人が行われるル、 <. _，の!な後に変数にフ〆クされた通常J.!li話が
r 1rf;人，される n 従って、 それに引税く組込述36やカットは、 J:ー・直後の・・・ a という性
質を災い‘以通化の適用発件からはずれたものとなってしまう。同様に.組込i:t話の完行中
に例外が怜知されると、組込述語が通常述語である例外ノ、ンドラに l置換 されるため‘モ
れ以降:'，tr;: _，に引絞く組込述認のlr{後の.. . Jという性質がなく在ってしまう。
まと BindHookに関してlL フック変数への代人から述語呼出まての問に 「遅延jが存
在するため.代人が行われたことをどのようにして句るゥ、と言う問題があるハ同じ問題{土.





のや、 Bind Hookを}甘いた遅延評価についても、実行される頻度が小さい上、 ソフトウェ
アによる兆現と比較して充分にf~・4速て'あれば\多少の性能のr:百低は問題とはならないョ同
叫にコンパイル ・コードのデバッグに|刻しでも‘Jtf本的にはユーザとの対話処理であるた
め、 インタ/リタの性能を大きく上回る ζ とができさえすれば充分である。
従って、 これらの機能を実現するにと当つては、例外的な ~ß象である 実際に動作した時J
の性能が多少犠牲になってな '通常の処思Jのf;j主化を優先すべきであると言うことがで














またこれを改良した方法として、 '. _，の I立後 ~L end_headなる命令を何人し、フック
変数の代人をチエンクすることも考えられる。この方法は、カ y トや創l込i127治での判定が不







は組込述揺を合む全てのゴールがトレース例外ノ、ンドラに誼捗されるため、 [Carlsson 87~ と
同様の方法で例外を検出せざるをえない。従って， Bind Hookとトレース例外の双方を実
現するには， [Carlsson 87， K依らざるをえないように見える。
しかし PSI-lIや PSI-固では， lIJ込を用いた巧妙な判定午段を治人し，例外検山のオーパ
ヘッドを完全に除去するととに成功した [Nakasluma87dJcζの了仏・は，命令と刀l込の荷額
によって \!~J込の許可/不許可を決定する， r命令依存者'n，1J込マスク とも言うべき方式に
法いている 。 例えば、フック変数の代入を行うと「フ〆ク変数代人~'，lJ込 をオンにするが、
この~~1J.iみはヘッド ・ ユニフノケーション K出現する getjum.fy 系の命令てeはマスクされ、ユ
ニフィケーション完 f後のむ初の命令実行時に有効となる。また 「トレース例外押j込J は、
call， execute &.び組Li6述語命令以外で'はマスクされる。また、 これらの;切込はプロセス切
換な vを~'~うソフトウェア ・ レベルで'の割込みとは異なり，マイクロプログラムによって述
品呼IBが行われるため、l'.qJ込処理白{本も高速であるp
'比較、 タイプ判定など使用頻度の高い組込述語。
t: Carlsson 87、 には'l~されていないが proceed でもチェックしなければならない。
1レ〆』ロー ・パックトラ yクカ;発生すると判定回数が附加するように比えるが. ‘:-'を通過した後のシャ




~ 4 j';t hl迫化了=法
なお、 :ι-際のマスク処珂1もハードウェアではなくマイクロプログラムて行われる。nrJち、
ノ、ー ドウ zア・レベノレでは命令こ'と に叩j込が発'Eするが、それを処理するマイクロプログラ
















(2) ~eck Cut (cut_rne)における、フラグDETを用いたカシト般的:の要否判定と BをJl]
いたカ y ト操作D








また， bind_hookや exception_hookで定義される述語には，命令 end_of_bind_hook_












~4 î・~1 . ki泊化了'i1:
p: add Al， A2， A1 
execute q 





る。ま j， end_of_xxx_handlerはフラグDETをオフにするとともに EVENTをオン
Kして、 cut_rne K.最適化が適Jqできない ζ とを通知する。 ζの場合の cut_rneの処照は、
23でitijべたナイーブなカット処理、同}ち ChoicePointとEnvironmentの連鎖をたとって
除去対象か訴かを一つずつ判定する処理を行う。
な:3.EVENT I土DETがオンである時には，C:味を持たないため、 call. execute‘ 
trust (_rne)が DETをオンにする処理や、 cut _rne が1・~勤t乍の場合は全く影告を受けな
い。また、 DETをオフにする tryしrne_else)はEVENTもオフKし老ければならず、




限定的 Choice Pointを '苫通
の 4のに変換することによって解決される。山lち、 G とTRに関しては BGとBTR
をChoicePointに，;g避しそれ以外に関しては try(_rne_else)と同様にレジスタの治避
が行われ，史.にトレイル ・パ yファの内容が全てトレイル ・スタ yクに移される九また、
仁 MODEはオフになるため雫 cut_rneの処珂二はrlijilのEVENTを利用したものとなる刊な






;(j 4 {(I' l~j，自化予j1・
4.4 複合命令
辿続して出現する可能性の1iljぃ校教の命令を、一つの命令にまとめてしまう命令の複合化








(1) get_list -get_variable -get_var~able 
リスト ・セルの分解にはいられる命令であり、 carに関しては一時変数に限定し、
cdr に関しては一時変数と J;~所変数の以方をH]jむしている c これは;
i p ( [XI y]， ' ， ， ) : _ q (X ， • • • )， p (y ， • • • ) ， 
という典型的なリスト処理において、 qが組込it:，活であるものと、ぞうでないものの




get_list守 nnify_ variable .J，. nnify _ variable 1 
deallocate -execute 1 
deallocate -proceed 2 
execute .J，. switch_on_terrn ;) 
execute . deallocate + swi tch_on_ terrn 3 
callトswitch_on_term
put_atorn + execute_rnethod 2 
put_atorn十deallocate斗 execute_rnethod 4 
put_atorn -calLmethod 2 
cut_me'"T" proceed 4 




通常のコ ルがてつ以上ある1与のibi終ゴーノレの1予1¥/'1， JJ;本的にはこのハタ ンで
れわれるc 従ってそのIH現J煩Hrは当然I苛く，ゴー ノレ!年11の約 15%はこの制10せで
( fわれるe な.:t'， deallocate が必要な場合の~f数以上はこのパターンであるが，
deallocate _，_ proceedというハターンも約 1/4を出めるため， 乙の組今~もF115; し
ている ν
(3) call/execute-switch_on_terrn 
iiijsdの先頑の命令が sw~tch_on_terrn であるととが多く、全体の約 20% を l片めてい
る。そこでこの組合せをjljぷしているが，分岐のi皇統と5・うパイプラ イン・マンンが
I JfT2の パターンであるため、ステッフ・数以上の効果が現れていると思われる。




(5) cut_me -proceed 
通常jA:il{}のロf出が全くない(拡恕された)ユニット ・クローズの，約 30%は木hiに
カ・y トがあり， cut_rne.J，. proceedのパターンとなる。 また通常述語がある場合






























PSI-ll) PSI-皿の三つの推論マシンと、 3.2.2で述べた PSI-I上の実験的WAM処珂系に関
して，いくつかのベンチマーク ・プログラムの実行時間を測定した。
5.1.1.1 ベンチマーク・プログラム





nrev リストの反転を O(η2)の手間で行う，所謂 NaiveReverseo Warren Benchmark 
[Warren 77]の一つであり，要素数は 30である。やはり，決定的なリスト処理が中心
表 5-1:ベンチマーク ・プログラム
program # of # of # of 
predicates clauses inference 
αppend 1 2 1)000 
nrev 3 5 498 
qsort 3 6 603 
tr，αv 2 4 2)124 
lisp 9 37 7)421 
queen 5 9 5，750 
diff 5 26 3)053 
solve 4 9 1，302 
srev 2 4 854 








lisp Pure Lispのインタプリタで 10番目のフィボナッチ数を計算する。基本的には決定的
な処理であるが，基本関数の処理でカットのないシャロー ・パックトラ yクが多発す
る。






solve 臼然数を SuccessorFunction S(5(... 5(0)))を用いて表現し論理型言語の持つ双方





hα7・montzer ζれは PrologContestの課題ではなく， FGCS'84で行った PSI-Iのデモ
ンストレーション用のプログラムであり，与えられたメロディ K対して四戸の和音
を生成する一時のエキスパート ・システムである。 219種の和音データ ・ベースと
99椅の和1&進行視則による Generationand Checkが基本であり，カットのないシャ
ロー ・パックトラックとディーフ ・パックトラックがとも K多発する。
5.1.1.2 ベンチマーク ・プログラムの実行速度
各マシンにおける上記のプログラムの実行時間(笑測値)と LIPS値を，表5・2K示す
[Okuno 85， Nakasruma 87b， 87c， Saeki 91]。また去には PSI-IとPSI-IIの速度比を示してい
るが， PSI-Iから PSI-IIIまでの進歩が 7'" 40倍という大きなものであったととがとの値に





program PSI.I v¥'A:M on PSI-II PSI-田 PSJ-I 
PSI-I PSI-困
αppend 26.4 9.66 2.33 0.66 40.41 
37.5 103.5 430.1 1515.2 
nrev 13.6 4.35 1.36 0.41 33.17 
36.6 114.5 3662 1214.6 
qsort 15.2 6.73 2 73 0.83 18.31 
40.1 90.5 223.1 ;33.i 
trav 51.i 2895 16.14 5.93 
41.1 73.4 131.6 3582 
lisp 369.0 キ2 102. ii 3588 10.28 
20.1 72.2 2068 
queen 96.0 48.10 20.93 ;.34 13.08 
59.9 119.5 274.7 783.4 
dtff 森2 28.28 12.61 5.79 一
108.0 242.1 527.3 
solve 38.2 22.31 14.04 5.16 7.40 
34.1 58.4 92.7 252.3 
srev 24.8 10.30 6.11 2.34 10.60 
34.4 82.9 139.8 365.0 
九α門πontzer 656.3 276.00 120.56 60.63 10.82 





group-l ・・・ append nrev 
決定的なリスト処理であり， Clause Index.ing) FGO: TRO などのJ~;t:的ぷ適化が非
常に布効であるため， 33 '"v 40倍の極めて大きな性能比が現れる。
group-2 ・・・ qsort， queen 
カyトがあるシャロー ・パック 1ラy クが多いため、 Xeck Cut OptimizatlOnが有効
に作用し， 13 '" 18倍程度のかなり大きな性能比となる。




ltsp = 17.14 
sret' = 12.35 
に拡大し、 group-1に近づく。
group-4 ・・・ trαむ，solve 





-ディープ ・パックトラックや双方向ユニフィケーションなど， Prologの 論理 ι の
tJlJ而をm純に用いた ナイーブ なプログヲムについてはさほど性能が上がっていな
い沙， ， 










5.1.1.3 インタブリ夕方式とコンパイル方式の比較 5.1.1.4 PSI-IとPSI-Iの比較
見5~~;~f~ . :百110
以下_ PSI-Iから PSI-皿までの各ステップでのい能向上について検討する まず図 5・










である PSI-Iよの WAM処理!系と PSI-llの性能の比を、関5・3にノJミす。性能比は1.6，. 4.1 
i~てあか 改良の効果が大きいことが判るが， n能比のばらつきはインタプリタ/コンパイ
ラの比較結果に比べて大きくなうている また、 PSI-llではシャロー ・パックトラ〆クの
此迫化も場人されており.プログラムによってはこの効たが大きい。
















































































































た，lisp IC関しては PSI-Iのインタプリ夕方式との比較しかできないが，やはり 3.6
{きから 5.7{告に鉱大し， group-2の値である 4.6'" 4.9倍をも上回る結果となる。
これらの舶を.R.るとク'ルー プ1M]での大きな長はなく，パイプライン化を中心としたアーキ








































最初の実用的処毘系である DEC・10Prolog :Bowen 81]であり，使用した計算機は DEC-
2060である :Okuno85~。なお， DEC・10Prologの処理方式は， [Warren 7:κ基くもので
ある。もう一つは、 [Warren 83]の処理方式を初めて商用処理系K適用した QuintusProlog 
[QUINTUS 85]であり、 VAX/8700を使用して測定した。E出
図 5・5:PSI-llとPSI-IDの性能比(正規化値)
乙れらのiUIJ定憾に基く， PSI系列の推論マシンとの比較結果を図 5-6K.示す。 ζの留に
は. 5.1.1で述べたベンチマークの各ク'ループを代表するのものとして ηrev1qsortl hαrmo-
nizerl tr，仰を選び，それらの性能を PSI-Iをlとして正規化した{直を示している。





一方 QuintusPrologは. PSI-Iの 0.5'" 3.0倍というかなりばらついた性能比を示
し， 5.1.1で述べた傾向が拡大されている。との性質は図5・7K.示した， Quintus Prolog 
をlとした時の PSI-l及びPSI-Illの性能からも読み取れる。とれは， PSI-llやPSI-lliで
は I複雑な」処毘がマイクロプログラムKよって行われるため，同じ WAM系の処理方式
を!日いた QuintusProlog ~(.比べて，ディープ・パ ックトラックなどのダメージが比較的
少ないためであるとィ号えられる。なお，測定に使用した VAX/8700は約5MIPSの性能で
あると言われており，とれに基いて換算すると論理型言語の処理に関する限り， PSI-llは
15 '" 30 MIPS， PSI-皿は 30I'V 80 MIP S級の汎用機に相当する性能を持っていると言う
ζ とができる。また.i患のベンチマーク・ プログラムによる測定結果によれば [Saeki91]， 
Quintus Prologを10MIPSの性能と言われる SUN4/280上で実行した性能[Habata89J K.




























































図 5-8は，主な論理型言語専用機と PSI系列の推論マシンの αppendのLIPS値である。
ζの図から PSI-IIや PSI-Illの性能が12iいレベノレにあるとと，特に PSI-皿の性能は最高水
準にあるととが明らかである。以下、各マシンについて簡単に議論する。
(1) CHI-I [Nakazaki 87J 
PSI-Iと同様，第五世代コンビュータ ・プロジェクトの一環として開発された初期の
専用機の一つであるが， PSI-Iとは違いパックエンド・マシンであり， ESP jKLOも
195 
第5I'~ :計(1師 見5I~~ :評frli
350 KLIPS将j交に改汗されているものと推定される。
。 500 1000 KLIPS 1500 
担封
(3) PLM [Dobry 85J 
WAMをベースとした専用機としては，辰初期に提案されたものの一つであり、かな
り許制な設計ーまでは少なくとも実胞されたと思われる。アーキテクチャはWAMをマ
イクロプログラムでエミュレートする CISCであり，マシン ・サイクノレは 100nsであ
る。なお、 α.ppend の性能に関しては，文献に不明確な慌が多いため推定(l~ とした。
また， Sunなどのワークステーションのコプロセッサとして動作する， PLMをベー
スとした商用機XenologicX・1が開発されている。
(4) CHI-II [Habata 87J 
前述の CI-I-Iの後継機であるが、ハードウェア構成がかなり大幅K改良されてお
り、 CMOSゲート ・アレイの使用によりマシン ・サイクノレが 170ns rc低下したにも
関わらず、性能はかなり向上している。アーキテクチャは PSI-llと同様の CISCであ
り，ノ、ードウェアの大きさ，マシン ・サイクル，使用素子左ども PSI-llとよく似てい
る。なおー αppendの性能は PSI-IIを若干上回っているが， [Habata 89J I亡報告されて
いる他のプログラムの件.能は逆に PSI-lを下回っている [Saeki91]0 



























インが付加されている。また，論理素子としてECLI'C類似した CML(Current Mode 
Logic)を使用し， 100 nsのサイクノレ ・タイムを実現しているが， プリント基板75枚
というかなり大規模な構成となっている。
(6) IP1704 [Maeda 89J 
Pegasusと同級rcRISCyなプロセッサであるが， PegasusやIP1704の前身である
IP704 [Kawakita 8]とは異をり， Prolog処理のために複数サイクノレ要する命令を
i詩人し，それをマイクロプログラムで処理するという CISCyな方式も取り入れてい
る。また，シャロー ・パックトラックの高速化のための， Pegasusと同様の発想、K基








ロプログラム制御による CISCであり， [K urosawa 88}で述べられているように様々
(2) Pegasus [Seo 87， 89J 





考えられ，笑際PSI-ITK対する性能比も ηrevの0.6から qsortでは 0.75I'C向上して
いる。ハードウェアは1.5μmのCMOSフノレカスタム ・チップを用いて構成されてお
り， トランジスタ数は約80Kとかなりコンパクトである。但し，マシン ・サイクノレ
は200nsと， RISCにしては少し大きめの値である。なお， αppendの性能は [Seo87} 














Eの 10%，. 20%程度である IHabata89J。また，街用ではないものの広く利用されてい
るSICStusProlog ICarlsson 88JはCで古かれた V/AMエミュレータを用いているため、
それを MIPS[Kane 88J f(.実装した報告によれば性能は PSI-illの 10%以下に包まっている
[Taylor 90]。とれらのエミュレーションによる方式は，コード最は PSI-皿のような CISCと


















またコード世の遅いも大きく， PSI-IIIの 12w f(.対して MIPSでは 10倍以上の 132wを
必要とする~との(lqは， [Seo 87Jや [Borriello87J f(.報告された伯である 5，. 15 i告に程合し
ており，論即明言語の処理を RISCで行う上での竜ノてな問題点である。またフェ yチした命
令のワード数も， PSI-IIIの 7f(.対して MIPS [Korsloot 90‘などの報告と整合している。こ




か再かをプログラマが宣言する そードn:言J~Warren 77Jの利用や， A bstract Interpre-
tationによるよそードやデータ埠!などの事前判定によって :Bruynooghe87， Taylor 89;，条件分









一方、 A bstract Interpretationではとのような問題はないが、解析に要する時間とプロ











‘Choice Pointの生成，パックトラック.一般的ユニフィケー ションなどのような複雑な処理はサフツレー チ
ンとしており，極端Kコー ドを柄やすようなマクロ展開は仔っていない。
199 




(1) switch_on_terrn A1， pむ tition_C1a，partition_C1， 
































対象としたベンチマークは. Quick Sortの一部である partitionと、 リストの九番円
の要素を求める nthの二種類である。とれらのプログラム)J11Jち;
parti七ion([]，Y，L，L):一!
partition([xIL1] ，Y， [XIL2] ，L3):-X < Y， !， partition(L1，Y，L2，L3). 
partition([xIL1] ，Y，L2， [XIL3]):-partition(L1，Y，L2，L3). 
Pむ tition_C1a:
( 4) fast_try_rne_else partition_C2a 
partition_C1 : 
(5) get_nil A1 
(6) get_value A2， A3 
( 7) cut_rne + proceed 
partition喧 C2a:
(8) retry_rne_else p訂 tition_C3a
partition_C2: 
(9) get_list + unify_variable + unify_variable 






(2)→ (9)→ (10)→ (11)→ (12)→ (13)→ (14)→ (15)→ (16)→ 
(17)→ (2)→ (9)→ (10)→ (11)→ (12)→ (13)→ (3)→ (19)→ 
(20)→ (21)→ (22)→ (23)→ (2) 
が対象となる。
(10) get_list A3 
( 11) unify_value X5 
(12) unify_variable X7 
(13) less_than X5， A2 
(14) cut_rne 
(15) put_value X6， A1 
(16) put_value X7， A3 
(17) execute + switch_on_terrn 
nth (1， [E 1_] ，E) :ー!









(19) get_list + unify_variable + unify_variable 









execute + switch_on甲 terrn























A1， 1， nth_C1a 
fast_try_me_else nth_C2a 
get_l.nteger 1， A1 
get_list A2 
unify_value A3 
cut_me + proceed 
trust_me 
get_list + unify_variable + unify_variable 
X4， A2， A2 




























(b)グレイ ・ページによるメモリ割付けチェック。比較対象は 3.2.6で述べたスタ y
クの最大伸長坑予測と、 call/executeにおけるそのチェック。
(4)佐合命令
(a) execute + swi tch_on_ term 





























(X < Y， !， L2 = [XIL21]， partition' (Ll，Y，L21，L3) ; 
L3 = [XIL31]， partition'(L1，Y，L2，L31)). 
nth'(N，[E1IL] ，E2):一
(N) 1， !， N1 is N _ 1， nth'(N1，L，E2) 

















(a) Clause lnde泊時 (b)シャロー ・ノぐックトラック
(c)トレイノレ ・ノJッファ (d)トレイノレ ・チェック
(a)割込利用 (b)グレイ ・ページ
(a)get_list + unify_variable + unify_v訂 iable
































program speed-up Choice Points 
normal fast if-then-else 
Compiler 17 % 20% 20% 60% 
Assembler 9 56 21 23 



























Windoω...・M ・..…… SIMPOSのウインドウ ・システム













コマンドの実行頻度にt~j しては，読出と詰込の比が約 3:1 であることが示されている r
また読出の約半数がコード (KLOの内部ぷ現)のアクセスであると凡打iもられ;
inst-fetch: dαtα・read:dαtα・ω門te= 3: 3: 2 










Wmdoω 15.2 % 3.5% 1.2% 4.7% 19.9% 
BUP 15.6 3.5 2.2 5.7 213 




program heap global local control l trail 
stack stack stack ，1 stack 
~t'mdow 49.6 % 4.6% 16.5 % 267% 2.6% I 
BじP 39.0 29.9 17.3 12.0 l.8 
Harmonizer 35.2 17.7 12.8 
なものでも、コード/データ比は 1: 1程度と言われており 'Srruth82J' 論理型品括処毘の一
つの特徴であると与えられる 従ヮて‘処理系がf司法ー 化され Jード ・アクセスあたりの実行
時!日jが短給されると.データ ・アクセスの頻度は非常に向いものとなることが子恕された白




他、スタ ック伸長mのwrite-slack (3.1.6参照)が芳込の 60'" 70 %を占めており‘ーマン
ドの湾人の妥当性が確認された。
J欠l亡、エリアどとのアクセス畷lEを主主 5・5に示す。まず. ヒープへのアクセスのノ〈干が
コード説/Hによるものであるが‘ 1FtηdoU'に関しては ESPのスロ ，ト 在どヒープ上のデー





りも頻度が品くなっていると忠われる。ま九 TROに閲辿する 危険なJ 局所変数乞 m~
灸件 iこグローパル ・ スタックに ;t~J付けているととも原凶の一つで'あろう。この他、 トレイ
ル ・スタックのアクセス頻度が非常に少ないが、 これはトレイル ・パッファの効果と2うよ
りも、 トレイル処理白体の頻度が低いことを示したものと与えられる。-
5.3.1.2 ヒット率
各プログ F ムに閲するキャッシュのヒット本を、友 5・61こ jj~す なお、去にはエリアごと
のヒットキもボしている。どのプログラムに関しでもヒット率は非常に高く、充分に満足
できる伯となっている。また、 ローカル ・スタックのヒットヰ坊ひ121常に高いことも明らかに






global local control trail total 
stack stack stack stack 
Wmdow 94.1 % 92.8% 98.9% 99.4 % 99.6% 96.4 % 
BUP 98.2 96.8 99.0 98.2 99.7 98.0 
Hαrmontzer 97.5 98.4 99.4 98.2 97.9 98.4 
また， Windowに関してはより詳細な評価を行い，以下のような結果を得た。





(1ー ヒットネ)x (プロック ・ロードのサイクル)x (アクセス倒的
= 3.6 % x 6 x 19.9 % = 4.3 % 
で表される 結J31lqJの1/2以下である 2.1%であった。これは、 3.1.6で述べた同
期方式の工夫や、 Load Through方式の採用の効果である。
(3) Store Back方式を StoreThroughに変更すると約5%の性従低下となる。また、













である'と，ストア ・パy クされるキャッシュ .)イン (4w)の千均史新回数{士 1.4
回である ζ となど， Store Back方式の有効性を£付ける結果も得られた。
(4 )キャァシュの容積を変化させk.時の性能をシミュレートしたと ζ ろ，図5-12にポす結
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度は 60%を越えており， PSI-Iと比べると約3isに柄加している M この結果は、 PSI-Iと
PSI-llではメモリ ・アクセス回数に大差はなく，性能が3倍以上κ向上した分だけ相対的に
頻度が噌加したことを示している。
図 5・14にコマンド/エリアどとのヒット率を示す。命令に比べてデ ター ・アクセスの
ヒットユネが1.4く.特に存込でのヒットヰiがPSI-Iと同様に柑めてlf:iぃ。エリ 7}jIJのヒット
本については、 ロー カノレ ・スタックのヒット率が非常に，:・4く，実質的にローカル ・スタッ
ク・バッフ rの役割jを果たしていることが判る。全体のヒットキは 96.8%と充分に1i本で
あり.心配されたヒット率の依ドは六大なものではなかったと考えられる。またミスヒット




ほぼ1:1 : 1であり， PSI-Iよりも若干データ乃込の比率が多くなっているが，概ね同じよ
うな傾向である。従って， 1:・4頻度のデータ ・アクセスという論fil型J踏の判徴が再度確認さ
れた。また， wrlte-stack がち込全体に占める '.'~J合が， PSI-Iよりもお干附加して約3/4と
なっている。とれは， 326で述べた write-stackの改良によるものであると考えられる。
次}亡、キャッシュ容最下減の影響を調べるために，同じデータを用いて 4Kw x 2 set 
のキャッシ 1 ・メモリのヒ ットギと件能をシ ミュレートした。図5・15はPSI-IIのキャ ッ




平分，データ ・エリアの 3/4を市めているのが特徴である。との1ぬは [Tic.k85]とは一致し
なお， キャッシュ ・ミス ・ペナノレティのi42f;(直，即ち;
212 213 
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mlss.hit (no store back) 
miss-hit (store back) 
キャ yシュ存抵の決定に際しては、 ¥'LSIチップに搭載uI能な等対で充分な性能が得られ
るか否かがJd大の問題であった。そこてヘキャッシュの容吠を変化させてヒットニ容を測定し
たところ、同5・16に示す結果が得られた。 ilf]ち，命令キャッシュは 1Kw. データ ・キャッ
シュは 2Kw程度までは‘容量の対数にほぼ比例してヒット率が向上している。
100% 
区 5・14:PSI.llのキャ ッシ 1 ・ヒット本
T 
Hlt Rat lo ト~~
4K:日目 命令ノデータ ・キャッシュヰト今わせて 1Kw内外と見一方、チップにHH&uJ能去谷~fttは.
wもられた。従って;
? ? ?
?、 ? ， ? ，????? ?









さて、キャッシュ ・ミス ・ペナルテ Jの大きな要因となるブロック ・ロードに要するサイ
クル数は、 -iZU憶を構成する DRAMの速度がほとんど向上していないため，単純にマシ









(1ー ヒット率)x (ブロック ・ロードのサイクノレ)x (アクセス頻度)
= 3.2 % x 6 x 61.9 % = 11.9 % 

































1K 2K 4K(w) 256 512 
図 5・16:命令/データ ・キャッシュのヒットギ





かなり大きいと予怨されるため，梶めてf日iい純であることが要求されるr ことに PSI-皿 で
はハードウェア設計のfrn~n化のためI'C， TLBミスの際の処理をマイクロプログラムで行う
とととしたため， ヒァトネには細心の注怠が必要となった。 そζで， TLB I'C関しては，谷
批だけではなく構成方式I'C!YJしでも，いくつかのバリエーションを与えて評価を行った。
まず，命令用 TLBについては，ダイレクト ・マッピング方式と 2セットのセット ・アソ
シアテバプ方式の双方について， 16 '" 64エンドリの場合のヒット本を測定した・その結











9998 100.0 100，0 
100.0% r- _ . .._. . 
ー 一一。・32h4 100 0 
99.85 
99.5 ~ 
・一・2set， Set Assoc. 
0---0 Dlrect Mappl 
32 64 (entries) 16 
関 5・17:命令用 TLBのヒット本
の余裕があると比られる、 64エントリのセット ・アソシアティプ方式とする ζ ととした。
一方、データのアドレス分布については、複数のエリアがアクセスされるため‘離散傾向
が更に強まることが容易に予測できるo またスタックの伸びを押さえる処理方式をとって
いるため、特にローカル ・スタ ック とトレイル ・スタ -ークについてはスタ〆ク ・ボトム付近
へのアクセスが集中すると子怨されるo 同l~. 使用するアドレスの分布は;
trad-stack : local-stack < global-stack <: heap 
となることが子怨される。
同5・18d:. 2セットのセット ・アソシアテノプ方式のアドレス変換パ yフアのヒ ;ト平
を，主主Mとエントリ ・アドレスの生成方法・を変化させて測定した結果である。この中で







のであるため.持f散傾向が強いヒープに関してのヒ y ト率が恋くなってしまう。実際、 ヒー
プのヒット率は 96.9'" 96.2 %であり，充分な{直であるとはJえない。
そとで，エントリ ・アドレス EAを』ド式によって生成する方法 AreaOriented-IIを庁l'-fI面
した。
EA(n:η2) = page#(η:η2) $α内 α#
EA(η3 :0) = page#(η3:π) (9: Exclusive-OR) 
との方法では.スタ・ソク{詰jでのページのfitいあいが抑止されるとともに， ヒープのために





977 97.6 97.6 ";"'" 
0... …..0…H・H・...~
98 ? ? ?
-一・AreaOrlented-II 
0….0 Area Onented-I. 
白…巴 Na，ve
32 64 (entnes) 
図 5-18:データ用TLBのヒット率
エントリの場合には 100%となった。そこで.アドレス変換バッフアの憐成を、 64エント




EA{4 : 2 = page#{4 : 2) e a吋 α土
f page#{l : O}， for heap 
EA(1 : O} = ~ 

































































デコード，オペランドのアドレス計算/フ工ツチ K加え，デー タ *t'~の判定とデレフア
レンスと いう特布の機能をパイプライン化した構成方式を与案したととが第五の成果
である。との方式は， PSI-I以来の法本方針であるノ、ードウェアによる タグ操作の故
行処理の概念を 1時P~I'flb方!のH(.拡大したものであるとともに，灸什分蚊のハー ド ウェア
化というパイプライン ・マシンの高速化についての一つの解答でもあった。とのパイ
プライン方式の巧入Kより， PSI-lIの性fiEはPSI-IK比べて挺に 2'" 3.5 i告に向上











・引故が変数であるク υ スー'に関する Inde泊ng
• !': eck Cutに関する ShallowBacktrackとTidyTrailのぷ適化
. タグ '~J']いたトレイル妥否判定
• J ンパイノレ時tcr凡できない例外事象の処理方式





3.4 wiで述べた通り、 PSI-I令要素プロセッサとする Multi-PSI/vl， 64 f聞の PSI-II




























ては‘深い研究がfJ文されていなかったとも言える。一方、 M ulti PSI/ v2上で保々な応月jプ
ログラムが開発されるに従って，並列論.f!tlJ恒三三i話料イ1・の J ンテクスト ・スイッチが f忽以





























また:斐TK機(株)において御指if3.御鞭拡をTri¥.A '1eι 大阪大学 ・首藤勝教授(元情報恒子
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??????? ??? ?? ?
????????????
:read(Obj， Data):-








write_to_disk(Status， Data):ー .. . 
close_file (Obj) :ー .
end. 




た状態変数(スロット)を持つ一方，それを操作するメソ y ドを共布している。 UrJち、ファ
イルの状態を保持するスロットである file_statusは{悶々のオブジェクト (UfJちノアイ
















l Obj ISlot := Data 
は，組込述語 set_slotを用いて;





| ， : read(町， Data) ， 




















:read_line(Obj， Line):一 .. . 
:write_lineCObj， Line):甲.. 
のようにクラス file_systemを継承し追加機能だけを定義するととによって実現さ
れる。即ち，クラス file_systemが持つ open/closeなどの法本機能を、そのまま file_
systeI1Lwith_lineの機能とすることができる。
また :read_lineや:write_lineの定義が端末との入出力Kも適用できる場合には;
class with_line has 
instance 
: read_line(Obj， Line):ー .. . 
:write_lineCObj， Line):ー .. . 
end. 
のようにクラス with_lineを定義しクラス file_systeI1Lwith_lineは;
class file_system_with_line has 








class exclusive_open_file_system has 
nature file_system ; 












Object Descri ptor 
Method Table Base 
ー
ESPが持つこれらの高度な継承機能，即ち複数のクラスの継承や， Beforej After Demon 
は， ソフトウェアの「部品化」を促し， ソフトウェアの生産性向上に大きく貢献している。
Method Table Mask 
=2Nm _ 1 
510t Table Base 
←-←-
A.1.3 オブジェクトとクラスの実現方式
510t Table Mask 














コードやスロットの探索は，図 A・1K/J'すデータ構造を用いて行われる [Yokota85， Ikeda 
87)。まず，コンパイノレ時にクラス内で定義さ れたメソッド/スロットの名前と， コード ・
~Demon 以外のメソ ッドは Principal Predicateと呼ばれる。






Mj • Mj • Mk 






















… ? … ? …
510t Table 
































Synonymの数が 3"， 4となるのに対し， 1"， 2となることが明らかになっている。
















ができる。また BeforejAfter Demon ICより継承したメソッドを修正する ζ とも可能であ
る。一般にメソッドに関する継及関係は，クラス COがl直接/間接K継承したクラスを
Cl， c2， ••• Cn，クラス Ciで定義されたメソッド m のBefore(After Demonを bi，ai， 








という MethodCombination I'C等価である， と定められている。
HfJ 
さて，継/氏関係の解決方法には， コンパイノレ/リンク時に継承した全てのクラスのメソッ









は， Demonが存在する ζ とと， Principal Predicateが ORの関係にあると とから， 1n-
line Cacheのイi効性が廠めて疑わしい。即ち，一回のメソッド呼出しで複数のクラスで定義







カットは，メソッドが属しているクラスに存在する Alternativeだけではなく， Method 










po :ー × 
Po : ・ × 
Pl :ー 6 
Pl :ー A 
P2 :ー ム
P2 :ー /:; 
である時， poの第一クローズのカットは、 ×を付したクローズだけではなく， Aを付し
たクローズも除去しなければ‘ならない。
これを実現するために， PSI-Iでは後述する遠隔カットをJ:Ijいて，メソッド中のカットは
1レベル上の Alternat1veをカットするようにしている。しかし述隔カ y トはカット後にM
%frとなる ChoicePointを頁次段索する・7責たいl処理を含むため， PSI Il， PSI-IDでは 2.3
で述べた !Debray86] K.似た手法を用いてl匂速化を図っているD 時iち， Method Combina-
tionを:
「ー 一ー明
rn :- load_choice_point(C)， p(C). 
p (C) : -po ( C). 
p(C) :-Pl(C). 
p(C) :ー P2(C). 
として，カット後に最新となるべき ChoicePointのアドレスを引数として Pl.にj位す。とれ
を丹}いて‘ メソ y ド中のカットには:
lpo (C) :ー ， method_c制札




• Method Version 
:append(Obj， []，L，L):ー !;
:append(Obj， [XILl] ，L2， [XIL3]):ー :append(Obj，Ll，L2，L3);
• Local Predicate Version 
append([] ，L，L):ー !;
append([xIL1] ，L2，[xIL3]):-append(Ll，L2，L3); 





機能，日IJち lぽ新.する ζ とができるという Prologの変数にはない機能を持っている。ま




い。1!IJち、 LISPのrplaca，rplacd， setfなどの操作を Prologのリストや儲造体に適円す
ると，パックト);/クによってグローパノレ ・スタックを縮めるという効率的な記憶管sPを行
うことができなくなる
そこで、スロットを冷んて'いるデータt1lf造であるオブジェクトは、 グロー パノレ ・スタ yク













































exception_handler(Pred， Type， ErrArg， Args， Addr):ー
















.， exception_hook(illegal_input， my_handler/S)，・ 1
rny_handler(vector_element， illegal_input，ー， -， _) !ー， fail. 
my_handler(P，T，AN，AV，AD):ー default_handler(P，T，AN，AV，AD).
とすることにより， vector _element ~(.ついてのみ， DEC-I0 Prologの argと同じ処理と
する ζ とができる。また ;
my_handler(add， illegal_input， _， {X，Y，Z}， )ー:-
evaluate(X， X1)， evaluateCY， Y1)， add(X1， Y1， Z). 
my_handlerCsubtract， illegal_input，巴， {X，Y，Z}，ー ):-
evaluate(X， X1)， evaluate(Y， Y1)， subtract(X1， Y1， Z). 
evaluate(X， X):-integer(X)， !.
evaluate(X+Y， Z):一!，
evaluate(X， X1)， evaluate(Y， Y1)， add(X， Y， Z). 
evaluate(X-Y， Z):申!，






込例外がある。ユーザ定義例外は， except ion_hook (Type ， Handler)でシステムが用意し







に基き DEC・10Prologなどのデバッグ機能である creap，skip， leapや、述語名/引数など
の去示を行うととができる。との結果，通常の処理系ではインタプリティプ ・コードに対し



























Trail Stack Global Stack 
code default handler for非i←，、ー'
code mod・edhandler for存j←
default handler for #j 
，、‘' ，、-、d
-ーユ J.nt exception # = k 
code handler for #ん -
excb '一
EXTR=今
J.n七 exception # = 1 
code handler for #1 .一
excb 
• System exception #j is modified. 













































































を繰返し災行する構成となっている。即ち ; exception_handler(Pred， Type， ErrArg， Args， Addr):ー
error_message(Pred， Type， ErrArg， Args， Reply)， 
error_action(Reply). 
error_action(abort):ー!，fail. 





という 「トップ ・レベル ・ループJが，プログラムの以上位にイμ正する。
さて executeの中で，何らかの異常を発見した湯合、 executeや向ILするとともに
get_commandから次のループを続行するととが求められる 別ち， executeからの 「大域














さて， execute (及びput_result)が完fした場介には， top_levelの末尾における
カッ トによって全ての OR分校が除去されるため、 top_leveLloopの第一クローズにお
250 251 
付録


































(level = i -1) 
q. 
q: ・
(level = i) 
r:骨 t.
r:司










CP =?， LVLC = i -1 
」ー一一ー
old B .由・ー
E . ・ ‘ 
CP: ・callr・， LVLC = i 
」一一ー
old B 4 
E -ー・ ・
CP:-: "call s"， LVLC = i 
old.E .幽ー -
CP = "call s"， LVLC = i T 1 
」ー幽一回
B=> .. old_B 4 
E .回目ー -一-t脚
CP "call v"， LVLC = i + 2 
E old.E .国ー
CP -' "call v・. LVLC = i-2 







(not to be cut) 
Cholce POlnt 
for r 


















? ??????、? ??? ???????????????
、
e = E ; 
cp = CP 
while (e->LVLC >= level) { 
cp = e->CP 
e = e->old_E ; 
} 







to_be_cut(B， e， cp， level) 
〈
のように記述するととができる。






































(2) mark(Label)は Y1 に，Labelのタグを特殊なもの(例えば lab)に置き換えた{直
をセットする。
〉
return(el == e批 cpl== cp) 
(3) remote_cut(Label)はEから始まる Environmentの連鎖から， Y1のタグが labで
14がLabelであるようなものを見つける。
〉
乙れは 2.3~'(示した普通のカットのナイープ在処理に類似しており，退避された E と CP
がともに等しい EnvironmentとChoicePointは， i直系の先祖と子孫Jの関係にあるとい
うことを利用している。














































ることがしばしばある。 例えば前述の ESP_ Listnerでは， トップ ・レベノレ ・ノレープへの大




によって， expresswnが終fまたは大域脱出した際IC，後始末処理 clean-叩 の実行を指示
するととができる。また， ζの機構を用いた i
| (iiith-open-file β戸μιE仔か_叩.





(not to be cut) 
Choice Point 
for r 
(to be cut) 






遠隔カットとパックトラックによる大域脱出の際に も必ず実行される。従って， Common 
L1SPのiiith-open-fileK相当する機能を ;
iiith_open_file(File， Procedure):ー























との他， ESPのス ロット代入をパックトラック時KUndoする操作も， on_backtrack 
をmいて以下のように実現できる。
set_slot_iii七h_undo(Object，Slot， Value):ー
Old_Value = Object!Slot， Object!Slot := Value， 
on_backtrack(undo_slot(Object， Slot， Old_Value)). 






を傾めて小さいものとすることができた。また 4.2でぶしたように Tidy Trailでは月IJの
な味でタグ判定が有効であることや、 「簡単な パックトラック，カットではえ;や:にオーバ
ヘッドを除去できるととも明らかになっている。
A.2.4 8ind Hook 
これまでに述べた順序jlW御機能の他に、 KLOには変数への代入による1子1¥機能である
Bmd Hookがある。組込述，iUbind四 hook(X，Goals)は.変数X~'[ Mらかの(lHが代入された
際にゴーノレ~(JGoalsをJlfU¥すことを指定する。
との機能は， Prolog I Colmerauer眠における向仰と同段のものであり、様々な用途




p:-X = a， Y = b， diff(X，Y). 
q:-X = a， diff(X，Y)， Y = b. 
z:-diff(X，Y)， X = a， Y = b. 
において， pのdiffは成功するものの， q， rのdlffは失敗するため、 fm珂:的jではな






check_diff(X，X) :ー!， fail. 
check_diff(X，Y) . 
と記述することができるc また，これを一般のデータK.4拡張する ζ とも，さほど燥しいとと
ではない。






I eight由 queen(L):-generate(8，L)， check(L). 
generate(O， [J) :巴!




generate由 elernent(N，X):甲 N1is N-1， generate_elernent(Nl，X). 
check(L) :-c 
check([J，_):ー!
check([xIL1J ，L2):-check_elernent(X，L2)， check(L1，L2). 












.， bind_hook(X， Code， Args) ， • 
Code (Args) : -Goall' Goa12， ..， Goaln. 
K変換される。組込述i詰bind_hookは. グロー パノレ ・スタック上1(.hookというタグを付




























Local Stack ? ? ? ?
hook ? 
code to c1 . -一一+・
svect to Arg1 . -ト→』
link ' 
ref .回E・一
code to c2 .一トー ←
svect to Arg2 . -トー ←
link .周回・ ユー
hook ? 
code to c3 -一トー ←
svect to Arg3 -ー-ー-t炉・
I，nk ' 
ref -ー
code to c4 . -トー +
svect to Arg4 - トー+
hnk . 由ー 一工
仁
仁

























code to cl -・ートー ト
svect to Arg1 - トーー ←
link ， 
ref .戸・・一
code to c2 - トー→ー
svect to Arg2 . -ト-ー
link ' 
atom a 
code to c3 . 曲幽
svect to Arg3 - トーー ト
Ink 守
ref . ・
code to c4 . -トー ト
svect to Arg4 . -ト一軒
Ilnk -一工
こζで1':1題となるのは.へ y ド・ユニフノケーシヨンの完了と Hook変数への代入の有無
をいかK知るかであるc例えは enιheadなる命令を全てのクローズの C :_} K対応する部
分に挿入しそこで Hook変教の代人を調べるのは容易である。しかしとの方法は.低頻度
の処理である Hook変数への代人のために， 通常の 処即の性能が低下するという欠山が
ある内また、へ〆ド ・ユニフメケーシ 3 ン完f後に動的に呼出が挿入されるとと{士、 2.4で
i1iベた FirstGoal OptirnizatlOnの逓J，)~(.も 1:11題が生じる。これらの効率的な解決法につい
て{上 4.3において詳しくJ命じている。
ヘッド ・ユニノイケーシヨンで， Hookされた変数に対して代人をfiうと，対応する制御
ブロックに絡納セれた Codeの1子出がfiわれるが， これは全てのへ y ド・ユニフ〆ケーショ
ンが完fした時M てj!t延こされる。従って，処理系{土起動すべき制御フ・ロ〆クをリンクしえ










after head unificatlon 
of r(a， b):ー .
p:-bind_hook(X，cl，Argl)， bind_hook(X，c2，Arg2)， 











H1 :ー Gl，G12， ..， G1n1 I Bll' B12， ..， B1m1・
H2 :ー G21，G22， ..， G2n2 I B21， B22， ..， B2m2・
Hk : -G)tl' Gk2， .." Gkn)t I Bkい Bk2，..， Bkmk' 
とこで、 H
1 はヘッド， Gl.J， Bijはいずれも ¥1v.9Ij実行されるゴールである。また、 カットに





は規程されないため， gの l後で hを実行するには何らかの同期メカニズムが必要とな
る そとで‘ hはXIこ何らかの{砲が代入されるまで実行しないj というぷカ午スムが用い





cーoncurmtPro同では，変数に対して ReαdOnly Annot山 nという問l:を付加lし、そ
のような変数に対するユニフメケーシヨンは代入を待つものとしている。








.• keyboard(S). display(S)， • 
keyboard(S):-true I get_char(C)， S = [CIS1]， keyboard(Sl). 
d1splay([CIS]):-true I put_char(C)， display(S). 
付録
11ち， keyboardはget_charによってキーボードから入)Jされた文字Cを受け取り，それ
をcarとするリスト ・セノレを引数 S.r:.代入する。伺時に cdrである Slを引数として再帰呼
IBをrぃ、次の人)Jに備える。
一方、 displayはカードで引数とりスト ・セルとのユニフィケーションをfrっているた
め. keyboardがリスト ・セノレを代入するまで待つとととなる。リスト ・セルが代人され表














よりも挺にr:'~f~ な Clause lndex.ingを行うこともできる IKimura89:。









より通知される これらの殺慌により‘ PIl¥10Sがユーザ ・プログラムの実行企符押するこ
とが ~J能になると同時に‘ ユーザ ・ プロクラムの中での， 1、敗 I;がPIl¥105を台めた/ステ
ム全体の f失敗』とならないようにすることができた。ftOt、PIM05とユーザ ・プログノ
ムは概念的には;
l . pirnos. user_prograrn. 
のように AXDの関係にあるため、 user世 prograrnが失敗すると pirnosも失敗すること止
なる。これを ;














l rnerge(1n， Out) 
により，入.カストリーム 1nを出力ストリーム Outf(.単にコピーするプロセス、即ち;
merge([XI1] ，XO):-ture I XO = [xIO]. rnerge(1，O). 
とへなfliなものが生成される その後， 1n I'C対してリスト ・セルて'はなくベクタ，例えば
{I1， 12. 13}をユニファイすると、 ζのプロセスは I1，12， 13 ~片マージするプロセス 、 HIl
ち;
merge([XI11] ，12.13.XO):-ture I XO = [XIO]， rnerge(11，12，13，O). 
merge(11， [XI12] ，13，XO):-ture I XO = [xlo]， rnerge(11，12.13.0). 
merge(11，12. [XI13] ，XO):-ture I XO = [XIO]， merge(11.12，13，O). 
と写{而なものに 変化 ・ する。 ~K，例えば 11 I'C {111，112.113}を斗ニファイすれば、









により行われる これは構造休 (ベクタ) OldVのN醤日の要素OldEι NeilEに旦多柏
えたベクタ N州 を生成する。従って、 A.lで述べた KLOのヒープ ・ベクタの史新:{城
なり.純粋に ri白照的 な掠';f乍である。この操作をナイーブに実現すると・ベクタの要素数
に比例した千!品jや要する。しかし，後述するデータへの参照パス数の情報をHJいて、 一OldV












































具体的な処却は以ドの下I1蹟で行われる lKimura87J。まずコ・ーノレの引数i土 Warren 83;ル
同様に引数レジスタに用芯され¥へ y ド・ユニフィケ←ションとガーにの組込iJ:話の実行
が行われるわそれらが未定義変数の代入待ちゃ起ζすととなく成功すると、1J:初jのゴールの
引数を FirstGoal Optimizationの手法を用いて引数レジスタにセットする 一方， 」番付
以降のゴールについては，その引数‘実行すべきコードのアドレスなどからなる ゴール ・
レコード」と呼ばれる構造データを生成し， 乙れや実行1-1能なゴーノレのプールである Iゴー






































の三つの妥雲付注ら成る。例えばゴーノレpが変数XとYに、 コ'ー ル qが Xに、 またゴール r





(a)リンク (2)をたどってpとqをゴール ・スタックにフ，."/シュし ;
(b) リンク (3)をたどって Yへのpのフ y クを解除する;
という操作が行われる。











そこでKLlの処理系では， 日RB(:¥lultiple Reference Bit)という一間のリファレンス ・
カウンタをタグの一部として埋め込み， これを用いて実1時間jでのガページ ・コレクション






























(a) Unify Y and a・
? ?
•••• 
.• •  •• •  •  •  .•  •  •  •  .  •  •  •  •  •  •   •  •  •  •  ? ?? ? ?
きて‘セルの回収はユニフィケーション(及び組込述出の実行)の際に行われるが、ガー
ドとボデパでは右下回収の方法が異なる。例えば;
filter([f(X) IInJ ，FYO):由 true I FYO = [f(Y)IOut]， modify(X，Y)， 
filter(In，Out) . 
において， filterみ第一引数が昭一参照のリスト ・セルである時、デレフアレンスにょう
てリスト ・セノレl亡干るポインタ ・セル，即ち ReferencePOlfiterとリスト ・セルを!山陵指し
ているポインタが回収される，一方リスト ・セルは‘ carとf(X)とのユニフィケーション






(b) Unify Y and a 
(c) Unify X and a・
~ 
E子1叶at~m I ~ 
•••••• •  •  .•. •  •  •. •  ..  .  •• ••  •  •  •. •. •  ?.  •  •• ? ? ? ? ? ?
~ 
図 B・4:未定義変数の MRB
一方，ボディでのユニフバケーション FYO=[f (y) IOut]においては、 FYOが米定義変数
でありT、かっ ReferencePointerのMRBが全てオフである場合には、前述のように Ref-
erence Pointerのみが回収される。また， [f (Y) IOut]に対応するリスト ・セノレが生成さ
れ， Aミ Æl~変数へはそれを指す MRB がオフのポインタが代入される。但しとの例では、












A1lreo ? ................ 一. -. 目・・・ー・・・・.........







































の MRBは変化せず、またボディにのみ現れた変数への ReferenceP01nterの MRBはオy
となる。一方;
lp(X):-true I q(x，札 r(X，Y)，s(Y) 
では. Xは規則(1)により，またYは規則 (2)により，その MRBがオンになる なお、一
旦オンになった MRBは，パッチ的なガベージ ・コレクションにより庁ノになりうることが
確認されるまで変化しない !~liyauclù 87:。
なお、 MRBは実時間ガページ ・コレクションだけではなく、 B 1でjti;、べたマージャや構
造体の~ぷ更新の効率的な実現にも、不可欠な要素である。また MRBがオンになった時
点で正確なリファレンス ・カウンタを生成し.22照数が一時的に 2以上になるようなデータ
の回収を可能とする方法も提案されている 'Goto88a'， .. 
B.2.3 プロセッサ問ユニフィケーション
KL1 を、佐列プロセッサ上に実装する際に，hl:大の rra題となるのはプロセッサ II~Jのユニ
フィケーションの方式である。特に守主者らが開発した Multi-PSI/v2ITakeda 88， Ududa 881 





















I xref I 
Po 
HfJ 















/データを移動しでも，輸出ぶのエントリを更新するだけで良く、 Iローカル a な処sTIのみ
で尖現することができる。
また、外部へのポインタル 『輸入 したプロセッサは， r輸入去jを続山した1:l]接参照を
fiっている。これは簡易的なプロセッサ間ガページ ・コレクションのために治人されたも
ので、 ローカノレなガページ ・コレクションの完rn加亡、輸出元のプロセッサに不安となった
外部参照ポインタを通知するために用いられる。H!)ち、ガページ ・J レクションでは 不要
なJものを直接知ることは図様であるため‘ 「必要な l外部参照ポインタに対応する倫入ぷ
のエントリをマークし、長後に輸入去をスキャンしてマークされていないポインタを通知す




し， ζのりフアレンス ・カウントはポインタの数ではなく、それに 「重みjを付加したもの
となっている :Ichlyoshi88 J"例えは‘区B・6に示すように，プロセッサ PAがプロセ ッサ PB
とと Pc に、データ X へのポインタを翰出している I~ネそれそれには重み 1000 が与えら
れ、各々の翰入去に登録されるのまた，PA はその合計値2000を輸出去に保持する，その
後 Pcが PD K対し X へのポインタを「再輸出 する場合，翰入ぷに記された巧み1000
を(例えば) 500ずつに分:'，qjし，PD K.500の市みや持つポインタを渡す。ポインタが不要




化 lや，プロセ yサ問での 移動J の際K，翰II元に f許可4 を得る必要がないという利点
がある。即ち通常のリフ yレンス ・カウントの場合，例えば上記の世話i化の例では;
(1) Pcから PA Kポインタ附加を通知する。
(2) PA はリファレンス ・カウンタ Klを加え，その行を PcK返答する。




という処即が必要である二一方巧み付きの場合. (1)， (2)， (4)が全て不要であるため，プ
ロセツサ!日j通信社の削減と，ポインタ移動の時間短紡の， .- i賓のメリットがある。
なお、同級のリファレンス ・カウント方法が，一つのiE凶に属するゴーノレが複数のプロ







本1買では rWarren83]に示された WAM命令の機能と、 PSI l， PSI-ll1における命令実行
サイクノレ数をノ]'¥す。なお実現方式の違いにより Warren83、とは一部巽っており、 IJjl除され
たもの (get_structureなど)・ il加されたもの (get_atomなど)，機能が変反された
もの (allocateなど)がある。
機能の表示d.:Cのシンタックスに宇佐拠し以下の配仁左を用いる。














B->G グローバル ・スタァク ・トップ




L ローカル・スタ yク ・トッフ
G グロー ノぐノレ ・スタヌク・トァプ
GB グロー パノレ ・スタック ・トップのパックトヌック ・ホイント



















arg = X ; 
while (arg.tag == ref) 
arg = 琢(arg.value); 
return(arg) ; 
local_v訂 (X) Xが局所変数であれはS;{，大域変数であれば偽を返す。
一bind(X，D) "f..::定義変数Xへのデータ Dの代人を、以 Fのように行う。
琢(X.value)= 0 
if (local_var(X)) { 
if (X.value < B) 
-TR++ = X ; } 
else { 
if (X.value < GB) 
本TR++= X ; } 
一Jump(L) Lへ分岐するn
fail() パックトフック処押を以下のようにriぅ。
E = B->E ; CP = B->CP ; G = B->G ; 
old_TR = TR ; TR = B司 >TR; L = B + B->N + 6 ; 
for (i = 1 ; i <= B->N ; i++) 
A[i] = B->A[i] ; 
while (-ーold_TR>= TR) 
本(*old_TR)= *old_TR ; 
jump(B->AP) 
ト一一一


























x [nJ = A [i] ; 
get_variable Xn，Ai 
E->Y[吋=A [i] ; 
get_value Xn，Ai 
unify(X[nJ， A[i]) ; 
get_value Yn，Ai 
unify (E >Y [吋， A [i]) ; 
get骨 constantC，Ai 
unify(C， A[i]) ; 
get_atom C，Ai 
unify(data(atom， C)， A[i]) 
get_integer C，Ai 
unify(data(int， C)， A[i]) ; 
get_list Ai 
arg = deref(且[i]) ; 
switch (arg.tag) { 
case list : S = arg.value ; KODE = read ; 
break ; 
case undef : bind(arg， data(list， G)) ; 
KODE = ~rìte ; break ; 
default fail() ; break ;} 
get甲 vectorN，Ai 
arg = deref(A[i]) ; 
switch (arg.tag) { 
case vect : 
if (length(arg) == N) { 
S = arg.value ; KODE = read ; break ; } 
else { 
fail() ; break ; } 
case undef : bind(arg， vect_data(N， G)) ; 
MODE = write ; break ; 


















V .5 V→3 
d→2 d→l 
V吋 4 V→3 
付録
{、tJ'















put_variable Xn，Ai 3 3 
X[n] = A[i] = data(ref， G) ;刈=data(undef， G++) 
put_variable Yn，Ai 1 1 
A[i] = data(ref， t(E->Y[n])) 
put骨 valueXn，Ai 1 
A [i] = X [n] ; 
put_value Yn，Ai 1 
A [i] = Eー>Y[n] ; 
put_unsafe_value Yn，Ai 4 2 
arg = deref(E→Y [n]) ; 
if (arg.tag == undef tt arg.value >= E) { 
A [i] = data(ref， G) ;刈=data(undef， G++) ; } 
else 
A [i] = arg ; 
put骨 constantC ，Ai 2 2 
A [i] = C ; 
put_atorn C，Ai 1 
A[i] = data(atom， C) 
put_integer C，Ai 1 
A[i) = data(int， C) 
put_list Ai 1 
A[i) = data(list， G) ; MODE = ~rite ; 
put_vector N，Ai 1 
A[i) = vect_data(N， G) ; MODE = ~rite ; 
unify_variable Yn 
if (HODE z= read) 
E~>y[n] = data(ref， 5++) ; 
else { 
E・>Y[n]= data(ref， G) ; *G = data(undef， G++) ; } 
unify_value Xn 
if (HODE == read) 
unify(X[n]， *5++) ; 
else { 
arg -deref (X [n]) ; 
if (arg.tag == undef tt local_var(arg)) { 















*G++ = arg ; } 
unify_value Yn 
if (MODE == read) 
uni!y(E->Y[n] ，・5++) ; 
else { 
arg = deref(E->X[n]) ; 
if (local_var(arg)) { 








*G++ = arg ; } 
unify_constant C 









*G++ = C ; 
(.3 unify系命令 unify_atorn C 
if (HODE read) 
unify(data(atom， C)，時++) ; 命令とその機能 サイクル数 サイクル数
(PSI-D) (PST-皿)
unify_variable Xn r→1 r→l 
if (HODE == read) 日 ~2 w→1 
X[n] = data(ref， 5++) 
else { 








*G++ = data(atom， C) ; 
unify由 integerC 
if (MODE = read) 












C.4 control系命令 命令とその慨fl~ サノクル敬 サノクノレ数
(PSI-II) (PSJ-ID) 
trust_me 
5 5 L ご 8; 8 = 8->01d_8 ; GB = 8->G ; 
命令とその機能 サイクル数 サイクル数
(PSJ I) (PSJ-ID) 
call Lab 4 3 
trust Lab 
5 5 
L = B ; B = B->olιB ; GB =ト>G; jump(Lab) ; 
CP = P + 1 ; jurnp(Lab) ; 
execute Lab 3 2 
svitch_on_term Ai，Lv，Lc，Ll，Ls Lv→6 Lv→6 
arg = deref(A[i]) ; 
Lc→4 Lc .3 switch (arg.tag) { 
L1→5 L1→6 case atorn 
Ls→5 Ls→4 case int : jump(Lc) ; break ; 
case 1ist : jump(L1) ; break ; 
case vect : jurnp(Ls) ; break ; 
default : jump(Lv) ; break ; } 
Jump(Lab) 
P玄。ceed 4 4 
jump(CP) 
allocate N 8+N 5+N 
old_E = E ; E = L ; E->old_E = old_E ; 
E->CP = CP ; L = L + N + 2 ; 
for (i = 1 ; i <= H ; i++) 
E->Y[i] = data(undef， l(Eー>Y[i] )) ; 
svitch申 on_constantAl，Table 9 12 jump(Table[hash_for_const(A[i])]) ; deallocate E<B・4 E<B→4 E = Eー>old_E; E>B・5 怠>B→6
sVltch_on_structure Ai，Table 15 20 jump(Tab1e[hash_for_vect(A[i])]) ; 
if (E > B) 




try_me_else Lab，N ll~N 9~ト;
old_B = B ; B = L ; L =L + H + 6 ; 
B->old_B = old苧 B; B也 >E= E ; B->CP = CP ; 
B->G = GB = G ; B->TR = TR ; B->AP = Lab ; B->H = N ; 
for (i = 1 ; iく=H ; i++) 
B->A [i] = A [i] ; 
try Lab，N 12十N 9+N 
old_B = B ; B =L ; L =L + H + 6 ; 
B->old_B = old_B ; B->E = E ; B->CP = CP ; 
B->G = GB = G ; B->TR = TR ; B->且P= P + 1 ; B->H = N ; 
for (i = 1 ; i <=N ; i++) 
B->A [i] = A [i] ; 
jump(Lab) 
retry_me_else Lab 3 2 
B->AP = Lab ; 
retry Lab 5 2 














[ 1] allocate 2 Y. elder_brother( 
[ 2] get-variable Y1， A1 X， 
[ 3] get-variable Y2， A2 y) 
[ 4] call brother '/. brother(X，Y)， 
[ 5] put_value Y1， A1 '/. elder(X， 
[ 6] put_value Y2， A2 y). 
[ 7] deallocate 
[ 8] execute elder 
brother: 
[ 9] allocate 2 Y. brother(X， 
[10] get_variable Y1， A2 y):ー
[11] put_value A1， A2 '/. father( 
[12] put_variable Y2， A1 F， X)， 
[13] call father 
[14] put_unsafe_value Y2， A1 '/. father(F， 
[15] put_value Y1，且2 y). 
[16] deallocate 日
[17] execute father 
father: 
[18] switch_on_term father_c1， father_c1， fail， fail 
father_c1: 
[19] try_me也 else father_c2 '/. father( 
[20] get_constant 家康， A1 1 家康，
[21] get_constant 信康， A2 信康)• 
[22] proceed 
father_c2: 
[23] retry_me_else father_c3 '/. father( 
[24] get_constant 家康， A1 1 家康，
[25] get_constant 秀忠， A2 日 秀忠). 
[26] proceed 
father_c3: 
[27] trust_me '/. father( 
[28] get_constant 家康， A1 家康，
[29] get_constant 秀康， A2 秀康)• 
[30] proceed 
elder_brother(X， y):-brother(X， Y)， elder(X， Y). 




上記のプログラムをコ ンパイルすると，灰lD・1のような ¥VAMのコー ドが生成されるc ま
た、プログラムをゴール:
| elder_br仙 er側 、，B) 
により呼び出すと，実行が成功袋K完了し，未定義変数B~(f白秀康が代入される。以ド，こ
の実行過程を)1闘を追って説明する。























































初期状態，即ち elder_brotherが呼びIHされるl庄前のローカル ・スタック， トレイル ・
スタック，及びレジスタ P，CP， E， B， L， TR， Al， A2 状態を~D・2に示す。なお、グロー
パル ・スタ〆ク及び関連するレジスタの状態は一切変化しないため，図示していない。
ポインタのぷ記“=今 [x]"は，同D・1の命令 [x]を指示している ζ とを怠味する。また，
Jミ3己“=今 <+x>ヘ “(x)"はローカル ・スタ〆ク， トレイノレ ・スタックのアドレス <+x>，
(+x)を指示している ζ とをそれぞれ広味する。1{iK， “[?] "はコード領域の任怠の場所
ι “<?>"はロー カノレ ・スタァクの任，むの場所を，それぞれ，E:味する。




Lコ<+0>1 undef I 
~ 
<+ 0> 




=今 [1] <+ 5> 
=争 [? ] <+ 6> 
<+ 7> 
秀忠 <+ 8> 









































[9J allocate 2 
[10J get_variable Y1， A2 
[llJ put_value Al， A2 
[12J put_variable Y2， A1 
[13] call father 
閑D・4に，この時点での状態を示す。


















。0>1undefI <+ 0> 
<+ l>lold_E= <? > 1 
<+ 2>rep・・4・・[汁----11 Envirorur削 t
。3>1atorn 1 秀忠 1 r for elder_brother 











































〉 ? 〉 ?
?〉 ? 〉 ?
?




























































[21] get_constant [18] switch_on_term 
[19] try_me_else 
[20] get_constant 
father骨 c1，father_c1， fail， fail 
father_c2 '1. 
家康， A1 '1. A1=unbound(F)→家康



















A1 <+ 8> 
秀忠
Local Stack ? ? ? ? ? ?
<+ O>~undef I <+ 0> 
<+ 1>lold_E= <? > 1) 
<+ 2> 1 CP = [ ? ] 1I 
<+ 3>1 atom 1 秀忠 1 ( 
<+ 4>1ref 1 <+ 0> IJ 
E=> く+5>1 old_E= <+ 1> 1) 
<+6>lcp = [5] 1I 
<+計五:|:::械にu
B=宇<+9>lold_B= <? > 1、
<+10>1 E = <+ 5> 
<+11>1 CP = [14] 
<+12>ITR = (+0) 
<+13>1 AP = [23] 
<+14>1 ref 1 <+ 8> 
<+15>1 atom 1 秀忠 11 
undef 1 <+ 0> 
old_E= <? > 
CP = [ ? ] 
~-r----~忌--
ta4totI!-，---υ・6五---
old_E= <+ 1> 
CP = [ 5] 
.ー... . . . ...・・ー ーー .... . . . 
ref 1 <+ 0> 
. . . . . . ...ー・ー・・・・ー・ー
undef I <+ 8> 
old_B = <? > 
E = <+ 5> 
CP = [14] 
TR = (+ 0) 
AP = [23] 
. . . . . .ー... . . . . . ...ーー













































[23] retry_me_else father_c3 
[24] get_constant 家康， A1 '!. A1=unbound(F)ー 〉家康
[25] get_constant 秀忠， A2 '!. A2=秀忠
[26] proceed 
図D-7にこの時点での状態を示す。
































undef I <+ 0> 
old_E= <? > 1) ω-・ 4・・・・t?Y---11
atom I 秀忠 1( 
ref I <+ 0>IJ 
old_E= <+ 1> I、
CP = ( 5] 1I 
ref I <+ 0> I I 
4t~~ I ---家.康----1) 
old_B = <? > 1、
CP = (14] 
TR = (+ 0) 
AP = (27] 













[14] put_unsafe_value Y2， A1 
[15] put_value Y1， A2 
[16] deallocate 










<+ 0> undef I <+ 0> TR -=> (+ 1) E::} <+ 1> 





~~t -1---<?!~'> --~ J 
=宇(5] <+ 6> 
家康
<+ 0> A2 I ref 
<+ 7> 
<+ 8> 
B ~ <+ 9> 
t~~~ ~ F 二三宮~ ~ ~ v 
old_B= <? > 
<+10> ・ーー ーー ・ー ---ーー ーー・ ・・ーE = <+ 5> 
<+11> CP = [14] 
<+12> TR = (+ 0) 



















(8) father(家康，信康)の実行-2 (9) elderの呼び出しー 1
次に，以ドに示す述語 father の~ークローズの命令列が実行され、ユニフィケーション




















































old_E= <? > J) 
CP = [ ? ] 1I 
atom I 秀忠 I ( 
ref 1 <+ 0> 1) 
old帽 E= <+ 1> J) 
CP = [ 5] 1I 
ref 1 <+ 0> 1 
4iぶ.トー ・・家.盛---.1) 
old_B= <? > I、
E = <+ 5> 
己長.-. -・・--[14"]" -
TR = (+ 0) 
AP = [27] 
ref 1 <+ 8> 
atom 1 秀忠
old_B= <+ 9> I、
E = <+ 1> 
CP = [ 5] 
TR = (+ 1) 
AP = [23] 
atom I 家康
































、 ? 、 ? 、 ? 、 ? 、 ? 、 ， ， 、 ? 、 ， ， 、
?
























old_E= <? > 1、
CP = [ ?] 11 
atom I 秀忠 l( 
ref I <+ 0>I J 
old_E= <.. 1> I、
CP = [ 5] 11 
ref I <+ 0> I ( 
atom I 家康 1) 
old_B= <? > 
E = <+ 5> 
CP = [14] 
TR = (+ 0) 
AP = [27] 
ref I <+ 8> 
atom I 秀忠
old_B= <.. 9> 
E = <+ 1> 
CP = [ 5] 
TR = (+ 1) 
AP = [23] 
atom I 家康






























?? elder_cl. elder_idx. fail. fail 




















;皆 家康<+ 0> 






<+ 0>1 ref 1 <+ 0> 
E=争<+ 1>lold_E= <? > 1) 
<+ 2>fcp = [?) 1I 
<+ 3>fãtõm~1 秀忠 1( 
<+ 4>1ref 1 <+ 0>1) 
<+ 5>lold_E= <+ 1> l' 
<+6>lcp = [5] Il 
<+ 7>lref 1 <+ 0> 1 
<+ 8>rãtõ~ -，----家康----1) 
<+ 9>lold_B= <? > 
<+10>1 E = <+ 5> 
<+11>1 CP = [14] 
<+12>ITR = (+0) 
<+13>IAP = [27] 
<+14>1 ref 1 <+ 8> 
<+15>1atom 1 秀忠
B=令 <+16>IoULB= <+ 9> [) 
<+18>1 CP = [ 5] 
<+19>1 TR = (+ 1) 
<+20>IAP = [23] 
<+21>r~tõ~-r----家康---
<+22>lref 1 <+ 0> 
<+ 8> 























for brother ;出m ? ? …
Choice Point 
for father 

















old_E= <? > 
CP = [ ? ] 
atom 1 秀忠
ref I <+ 0> 
old_E= <+ 1> 1、
CP = [ 5] 1I 
ref I <+ 0> I ( 
atom I 家康 IJ 
old_B = <? > 
E = <+ 5> 
CP = (14) 
TR = (+ 0) 
AP = [27] 
ref I <+ 8> 
atom 1 秀忠 1) 
old_B = <+ 9> 
E = <+ 1> 
CP = [ 5] 
TR = (+ 1) i長ー・・4・・ (2-7]--
一ぷ-r ---家康-....... 













官 D・12:fatherC家皮，秀忠)の実行ー 2 
298 299 
{、t$;
(12) elderの呼び出し-2 (13) elderの失敗-2





[31] switch_on_term elder_c1， elder_idx， fail， fail 
[32] switch_on_constant <信康 :elder_idx1>，<秀忠 :elder_c3a>
[44] get_constant 秀忠.A1 Y. A1=秀忠







put_value Y1， A1 y. A1=秀忠















<+ 1>lold司 E= <?> 1) 
<+ 2>lcp = [?] 1I 
<+ 3>1 atom 1 秀忠 1 r 
<+ 4>1 ref 1 <+ 0> 1) 
<+5>lold_E= <+1> 11 
<+ 6>lcp = [5] 1I 
<+ 7>1 ref 1 <+ 0> 1 ( 
<+ 8>r4t…i ---家康......1) 
<+ 9>lold_B= <? > 1、
<+10>1 E = <+ 5> 
<+11>1 CP = [14] 
<+12>1 TR = (+ 0) 
<+13>IAP = [27] 
<+14>1 ref 1 <+ 8> 
<+15>1 atom 1 秀忠
B功。16>1old_B =く+9> 1、
<+17>1 E = <+ 1> 
<+18>1 CP = [ S) 
<+19>1 TR = (+ 1) 
<+20>1 AP = [27) 
<+21>1 atom 1 家康












































Local Stack ? ? ? ? ? ?
ref I <+ 0> 
old_E= <? > 1) 
CP = [ ?) 11 
atom 1 秀忠 1 ( 
ref 1 <+ 0>1) 
old_E= <+ 1> 1) 
CP = [ 5] 1I 
ref 1 <+ 0> I ( -…-I ---家1定---1) 
old_B= <? > 
E = <+ S> 
CP =・・・ ・(1"4Y---
TR = (+ 0) 
AP = [27] …l 秀忠〉 :() 
old_B= <+ 9> 
E = <+ 1> 
CP = [ S) 
TR = (+ 1) 
AP =・・ --(uY-ー-
atom 1 家康
















次に以ドに示す:ilsGtfielder _ brotherの命令列が実行され， elderの五度目の呼び出し
が行われる。
[27] trust_me [ 5] put_value Yl， Al '1. Al=秀忠
[28] get_constant 家康， Al '1. Al=家康， [ 6] put_value Y2， A2 '1. A2=ref(B)=秀康
[29] get_constant 秀康， A2 '1. A2=unbound(B)ー 〉秀康)• [ 7] deallocate 
[30] proceed 1 [ 8] execute elder 


































old_E= <? > 1) 
CP = [ ? ] 11 
atom 1 秀忠 1( 
ref 1 <+ 0>1) 
old_E= <+ 1> 1) ω-・4・・ C5Y---1 
ref 1 <+ 0> 1 r 
4t--トー ーー 家康--ー-1)
old_B= <? > 1、
E = <+ 5> 
CP = [14] 
TR = (+ 0) 
AP = [27] 











































old_ε:: <? > 
ω-・4・・・・(?y-
atom 1 秀忠
ref 1 <+ 0> 
old慣 E:: <.. 1> 1、
CP = [ 5] 11 
ref 1 <+ 0> 1 ( 
-tõ~ -，・ ・ー・家蔵---1J 
old_B = <? > 
E : <+ 5> 
CP : [14] 
TR : (+ 0) 
AP = [27] 
ref 1 <+ 8> 




































?? elder“c1， elder_idx， fail， fail 
〈信康 :elder_idx1>，<秀忠 :elder申 c3a>
秀忠， A1 '!. Al=秀忠




































old_E= <? > 1) 
CP = ( ? ] 1 1 
atom I 秀忠 I ( 
ref 1 <+ 0>I J
old_E= <+ 1> 1) 
CP = ( 5] 1I 
ref I <+ 0> I I 
4i~~ i ---家康........1) 
old_B = <? > 1、
E ;: <+ 5> 
CP = (14] 
TR = (+ 0) 
AP = (27] 
ref I <+ 8> 
atom I 秀忠
関 D-17:elderの完了
304 
Envirorunent 
for elder_brother 
Envirorunent 
for brother 
Choice Point 
for father 
