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Abstract
Inferring a graphical model or network from observational data from a large
number of variables is a well studied problem in machine learning and computa-
tional statistics. In this paper we consider a version of this problem that is relevant
to the analysis of multiple phenotypes collected in genetic studies. In such datasets
we expect correlations between phenotypes and between individuals. We model
observations as a sum of two matrix normal variates such that the joint covariance
function is a sum of Kronecker products. This model, which generalizes the Graph-
ical Lasso, assumes observations are correlated due to known genetic relationships
and corrupted with non-independent noise. We have developed a computation-
ally efficient EM algorithm to fit this model. On simulated datasets we illustrate
substantially improved performance in network reconstruction by allowing for a
general noise distribution.
1 Introduction
It is now common for genetic studies of human diseases to collect multiple correlated
measurements on individuals to uncover an underlying genetic network. In such stud-
ies, P variables (commonly called phenotypes or traits) are measured on N related
individuals and stored in a data matrix Y ∈ RN×P .
In this paper we consider a model which is the sum of two matrix normal variates
such that the joint covariance function is a sum of Kronecker products:
Y = Z +  (1)
Z ∼ MN (0, R−1, C−1) (2)
 ∼ MN (0, I,D−1) (3)
∗These authors contributed equally
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Z denotes the genetic component of the multiple phenotypes, which we model as a ma-
trix normal distribution with row precision matrix R and column precision matrix C.
The matrix R, which defines the relationships between individuals (e.g. parent-child
pairs), will typically be known in advance or be well estimated from genetic data col-
lected on theN individuals [9, 6, 8]. We therefore assume that it is known in this paper.
The term  denotes the non-genetic component of the multiple phenotypes, which we
model as a matrix normal distribution with row precision matrix I and column preci-
sion matrix D.
In order to infer the genetic network between variables, we assume C is sparse. A
sparse precision matrix defines a network between the variables, where non-zero ele-
ments correspond to connections in the network. Inference in (1) is not straight-forward
as Kronecker products are not closed under addition, and so Y is not matrix variate nor-
mal. Therefore even for small N and P , the inference can be prohibitively slow as full
covariance matrices of all the random variables in Y contain N2P 2 elements.
Several algorithms already exist for models that are related to (1). The simplest
special case occurs when  = 0. In this case a sparse C can be learned using the
Graphical Lasso (Glasso), which puts an `1 penalty on C and results in inferences of a
Gaussian Graphical Model (GGM) [1, 13].
If, in addition to setting  = 0, we allow R to be unknown then the covariance
matrices can be learned using a “flip-flop” algorithm [7]. This iterative procedure in-
volves rotating the data using one covariance matrix and estimating the other using the
resulting whitened data [14]. However, it was noted by [2] that matrix variate models
can result in information loss through cancellation, which can be avoided by adding 
as in (1).
Another related model is considered in [10], in which the observational noise is
assumed to be independent and identically distributed (iid) (i.e. D = τI) but R is
learned. Specifically, R is assumed to have an approximately low rank structure so as
to model confounding factors. Model inference is performed using an approximate EM
algorithm called the Kronecker Glasso (KronGlasso). The noise free random effects,
Z, are modeled as latent variables and learned alongside the other parameters. Param-
eters are iteratively updated based on the current estimates of the other parameters in
order to optimize the model likelihood. A sparse C is learned using Glasso. The im-
plementation is not an EM algorithm because a fixed estimate of Z is used to estimate
C−1.
[5] recently introduced the Bigraphical Lasso to perform inference in the case
where C−1 is equal to the identity. With this constraint, the data covariance becomes a
Kronecker sum, R−1 ⊕D−1. As the name suggests, the Bigraphical Lasso alternately
performs Glasso on R and D in a flip-flop type algorithm.
The assumption thatR is known a priori is our focus here, which is a ubiquitous as-
sumption in studies of human, plant and animal genetics [15, 12, 11]. WithR fixed, the
KronGlasso algorithm reduces to just three components: estimating the noise precision
τ ; finding the expectation of Z; and estimating a sparse C. We feel that the assumption
of iid noise is quite restrictive, and for many applications (not just genetics) an arbitrary
structure on D would be more appropriate.
We develop a class of efficient EM algorithms to estimate (1) under general con-
vex penalty functions for C and D. The E-step of our algorithm has computational
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complexity of O(NP 2 + P 3) at each iteration, and the M-step typically calls efficient
third-party software.
In the following section, we describe our full EM algorithm for the case of arbitrary
noise. We also explain the difference between our EM algorithm and the approximation
of [10]. Section 3 contains a comparison of the algorithms’ ability to infer structure
in C on simulated data. We generate data with both iid and non-iid noise, showing
that in the case of non-iid noise, allowing for an arbitrary D improves inference of C
considerably. A conclusion and discussion is given in section 4. Technical lemmas are
given in the appendix.
2 Methods
In this section, we derive an EM algorithm to maximize the likelihood of (1) under
arbitrary penalties on C and D. Before we describe the algorithm, we layout out some
definitions and notation.
2.1 Definitions and notation
The Kronecker product of matrices U and V is defined by
U ⊗ V =

u11V u12V · · · u1nV
u21V u22V · · · u2nV
...
...
...
un1V un2V · · · unnV

We denote x = vec(X) as the column-wise vectorization of a matrix X . If M is an
np× np matrix, we can represent this matrix in terms of p× p blocks, as
M =
 M11 . . . M1n... . . . ...
Mn1 . . . Mnn

then define trP (M) is the n× n matrix of traces of such blocks
trP (M) =
 tr(M11) . . . tr(M1n)... . . . ...
tr(Mn1) . . . tr(Mnn)

Finally, the matrix variate normal with mean zero has density
MN (Y |0, A−1, B−1) = exp(− 12 tr[BY TAY ])
(2pi)NP/2|A|P/2|B|N/2
This is a special case of a multivariate normal, where vec(Y ) has mean 0 and precision
B ⊗A.
3
2.2 A penalized EM algorithm
The EM algorithm consists of an E-step which calculates an objective function and an
M-step to maximise this objective function. Treating Z as a latent variable in (1), the
objective function at step t is given by
Q
(
C,D|C(t), D(t), R
)
= EZ|Θ(t) [logP (Y, Z|C,D,R)]
= EZ|Θ(t) [logP (Y |D,Z) + logP (Z|R,C)] (4)
where we denote EZ|Y,R,C(t),D(t) := EZ|Θ(t) . The individual terms in the above ex-
pression can be re-written as
EZ|Θ(t) [logP (Y |D,Z)] ≡ EZ|Θ(t)
[
N log |D| − ||(D1/2 ⊗ IN )(y − z)||22
]
≡ N log |D| − EZ|Θ(t)
[
tr
(
(Y − Z)D(Y − Z)T )]
≡ N log |D| −N tr
(
DΩ
(t)
1
)
(5)
EZ|Θ(t) [logP (Z|R,C)] ≡ EZ|Θ(t)
[
N log |C| − ||
(
C1/2 ⊗R
)
z||22
]
≡ N log |C| − EZ|Θ(t) tr
(
RZCZT
)
= N log |C| −N tr
(
CΩ
(t)
2
)
(6)
where Ω(t)1 and Ω
(t)
2 are estimates of the unobserved sample covariance matrices Z
TZ
and T ,
Ω
(t)
1 := EZ|Θ(t)
[
1
N
(Y − Z)T (Y − Z)
]
(7)
Ω
(t)
2 := EZ|Θ(t)
[
1
N
ZTRZ
]
(8)
If Z were known, the terms inside these expectations would be the obvious estimators
for C and D.
Together, (5) and (6) imply that maximizing Q is equivalent to minimizing
− log |D| − log |C|+ tr
(
DΩ
(t)
1
)
+ tr
(
CΩ
(t)
2
)
(9)
We note that even though the function (4) treats Z and  asymmetrically, the symmetry
is recovered in the EM objective function (9). This symmetry is not recovered in the
KronGlasso algorithm derived in [10].
The M-step optimizes the objective (9) with added penaltyP (C,D). If this penalty
additively separates into convex functions of C and D, so that P (C,D) = PC (C) +
PD (D), the M-step becomes two uncoupled convex optimization problems:
D(t+1) ←min
D0
(
− log |D|+ tr
(
DΩ
(t)
1
)
+ PD (D)
)
C(t+1) ←min
C0
(
− log |C|+ tr
(
CΩ
(t)
2
)
+ PC (C)
)
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We primarily use P (C,D) = λ||C||1, corresponding to the belief that D is dense and
that C describes a sparse graphical model. The resulting EM algorithm is
1. Compute Ω(t)1 and Ω
(t)
2
2. Update Dt+1 ← Ω(t)1 ; Ct+1 ← Glasso
(
Ω
(t)
2 , λ
)
We refer to our method as G3M since it infers a Genetic Gaussian Graphical Model.
2.3 Evaluating the Ω’s
To compute the expectations in (7) and (8), we require the full conditional distribution
for Z, given by
P (Z|Y,C,D) ∝ P (Y |Z,D)P (Z|C)
∝ exp −1
2
(
(y − z)T [D ⊗ I] (y − z) + zT [C ⊗R] z)
∝ exp −1
2
(−2zT [D ⊗ I] y + zT [D ⊗ I + C ⊗R] z)
= exp
−1
2
(−2zTΣ−1 (Σ [D ⊗ I] y) + zTΣ−1z) =⇒
z|Y,C,D ∼ N (µ,Σ)
where
Σ := [D ⊗ I + C ⊗R]−1 (10)
µ := Σ [D ⊗ I] y (11)
Define M := vec−1 (µ), that is, fill up an N × P matrix column-wise with the entries
of µ. Then the Ω’s can be rewritten as
Ω
(t)
1 =
1
N
[
(Y −Mt)T (Y −Mt) + trP (Σt)
]
(12)
Ω
(t)
2 =
1
N
[
MTt RMt + trP ((IP ⊗R) Σt)
]
(13)
using the result
E
(
XTRX
)
ij
= E
(
tr
(
X,jRX
T
,i
))
= tr
(
R
(
ν,jν
T
,i + Cov(X,i, X,j)
))
=⇒ E [XTRX] = νTRν + trP ((I ⊗R) Θ)
for any X such that E (X) = ν and V (vec(X)) = Θ.
(12) and (13) give explicit forms for the E-step and are only O(NP 2). However,
before these computations can be performed, M and Σ must be computed, which costs
O(N3P 3) as written in (10) and (11). We use simple linear algebra tricks in the next
section to decrease the complexity to O(NP 2 + P 3).
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Efficient computation
We begin with computing the following (where we have dropped reference to the iter-
ation (t) for clarity),
UΛRU
T : = Spectral Decomposition (R)
Q1Λ1Q
T
1 : = Spectral Decomposition
(
D−1/2CD−1/2
)
Λ∗1 : = [I + Λ1 ⊗ ΛR]−1
Q2Λ2Q
T
2 : = Spectral Decomposition
(
C−1/2DC−1/2
)
Λ∗2 : =
[
I + Λ2 ⊗ Λ−1R
]−1
These computations require that C, D and R are invertible, however we note that this
is guaranteed by the log-determinant terms in the likelihood function. Also compute
S1 = vec−1 (diag (Λ∗1)) ∗
(
UTY D1/2Q1
)
S2 = vec−1 (diag (Λ∗2)) ∗
(
UTY C1/2Q2
)
In the remainder of this section, we show how to compute the Ω’s using only the quan-
tities above. The algebraic results that we use are given in the Appendix.
The Σ terms in (12) and (13) are easy to write in terms of the above quantities:
trP (Σ) = trP
(
[D ⊗ I + C ⊗R]−1
)
= D−1/2Q1trP (Λ∗1)Q
T
1 D
−1/2 (by Lemma 3)
trP (Σ (I ⊗R)) = trP
([
D ⊗R−1 + C ⊗ I]−1)
= C−1/2Q2trP (Λ∗2)Q
T
2 C
−1/2 (by Lemma 3)
The terms involving Mt in (12) and (13) require a bit more work:
(Y−Mt)T (Y −Mt) = trP
(
(y − µt)(y − µt)T
)
(by Lemma 4)
(a)
= trP
[ ([
C−1D
]⊗R−1 + I)−1 yyT ([C−1D]⊗R−1 + I)−T ]
(†)
=
(
C−1/2Q2ST2
)(
C−1/2Q2ST2
)T
MTt RMt = trP
(
µtµ
T
t (I ⊗R)
)
(by Lemma 4)
(b)
= trP
[ ([
D−1C
]⊗R+ I)−1 yyT ([D−1C]⊗R+ I)−T (I ⊗R) ]
(†)
=
(
D−1/2Q1ST1
)
ΛR
(
D−1/2Q1ST1
)T
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(a) and (b) must be proven, while the (†) equations use Lemma 5. For (a),
I − Σ (D ⊗ I) = I − (D ⊗ I + C ⊗R)−1 (D ⊗ I)
= I − (I + (D−1C)⊗R)−1
(∗)
=
(
(C−1D)⊗R−1 + I)−1 =⇒
(y − µ) = [I − Σ (D ⊗ I)] y = ((C−1D)⊗R−1 + I)−1 y
and for (b),
µ = Σ (D ⊗ I) y = (C ⊗R+D ⊗ I)−1 (D ⊗ I) y
=
([
D−1C
]⊗R+ I)−1 y
Finally, equation (∗) follows from
I − (I + P )−1 = (I + P )−1P = (P−1 + I)−1
Runtime and memory complexity
Our manipulation of the expressions for the Ω’s using eigenvalue decompositions and
standard results of Kronecker products reduces these calculations to O(N3 + P 3).
This can be further improved by performing a one-off eigendecomposition of R at the
outset, which reduces the complexity of computing the Ω’s to O(NP 2 + P 3). For
many datasets, this will mean that the run time of our method is dominated by the
optimization in the M-step. For example, Glasso has complexity O(P 4), and even
though this code is extremely well optimized our algorithm spends the vast majority of
its time running Glasso in all our simulations.
2.4 Relationship to the KronGlasso
The KronGlasso algorithm of [10] is only an approximate EM algorithm in that it does
not use the full conditional distribution of Z. Rather, at each step it calculates the
expectation of Z and uses this to estimate C. In the setting where R is known, the
expression for Ω(t)2 reduces to
Ω
(t)
2 =
1
N
(
ZTRZ
)
Another difference between the algorithms is in estimating D. [10] assumes D is
iid and learns the scalar variance parameter by gradient ascent. Although our frame-
work allows a general D, a penalty can be used to constrain D to be iid. Another
benefit of our exact approach is that the variance parameter has an analytic solution:
the update for D = τI is
τ (t+1) ← min
τ≥0
(
−P log(τ) + τ tr
(
Ω
(t)
1
))
=
P
tr
(
Ω
(t)
1
)
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C D
AR(1) AR(1)
Random(1%) Wishart
(
P−3, IP / (P−3)
)
Random(10%) iid
Table 1: Different choices for precision matrices.
3 Simulation study
3.1 Data Generation
We carried out a simulation study to illustrate the benefits of modelling non-independent
noise for graphical model estimation. We simulated 40 datasets with N = 400 indi-
viduals and P = 50 traits according to model (1). We assumed a relatedness matrix
R with a block diagonal structure of 80 families of 5 siblings, so that each block of 5
individuals has off-diagonal entries equal to 0.5.
We vary C and D in our simulations to demonstrate different levels of sparsity,
summarized in Table 1. We generate a matrix defined by Random(p) in two steps. First
a fraction p of the edges are taken to be non-zero and equal. Second we add a scalar
multiple of the identity such that the resulting condition number of the matrix is exactly
P , as in [7, 5]. For AR(1) we use an autocorrelation of 0.8.
We scaled C and D so that the signal-to-noise ratio (SNR) was 20%, where we
define
SNR =
E||Z||2F
E||||2F
=
tr(C−1)
tr(D−1)
In the genetics literature, the size of the genetic signal is measured on a trait by trait
basis as the heritability (h2i ) of the ith trait, which is the proportion of total variance
attributable to the genetic random effect. We generate equally heritable traits, so that
h2i =
(C−1)ii
(C−1)ii + (D−1)ii
=
tr
(
C−1
)
tr (C−1) + tr (D−1)
=
SNR
1 + SNR
Thus the heritability of each trait is constant and 0.17 in all our simulations.
3.2 ROC Curves
We compare G3M to KronGlasso and vanilla Glasso. Vanilla Glasso is run on the sam-
ple covariance Y TY and we implemented KronGlasso ourselves based on the details
in [10]. We use the R package glasso by [4] whenever we call Glasso. To make a
fair comparison with G3M, which knows the true R, we give KronGlasso the true R.
Each of these methods has a regularization parameter λ which we vary by setting
λ = 5x for x linearly interpolated between -7 and 3. For each value of λ we infer
a network and calculate its power and type I error for picking edges in C. Figure
1 presents ROC curves for Glasso, KronGlasso and G3M, each averaged over all 40
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datasets. Each plot corresponds to a unique pair of C and D; rows and columns index
C and D respectively.
In the case of a dense D (column 1), the motivating scenario for our method, we
find that G3M performs considerably better than both Glasso and KronGlasso. Our
improvement is uniform; for all type 1 error levels, our method offers the greatest
power.
When D is iid (column 3), our method performs worst. It is not surprising that
G3M loses, as the simplifying assumption of iid noise made by KronGlasso is satis-
fied. However, it is surprising that KronGlasso loses to vanilla Glasso. We suspect
that for our choice of R the parsimony of Glasso outweighs the flexibility of Kron-
Glasso; the improvements over vanilla Glasso noted in [10] used an approximately low
rank R, which is more structured than our R matrix and understandably would favor
KronGlasso over vanilla Glasso.
Finally, whenD itself is sparse there is no uniformly dominant method. Again, this
is unsuprising; G3M expects a dense noise matrix while KronGlasso expects iid noise,
and sparse D matrices lie between these extremes. We do note, however, that G3M
performs drastically better for type 1 error rates less than 10%, which is the interesting
part of the ROC curve for almost all statistical applications.
Although we expect dense noise matrices in practice, which motivated our choice
not to penalize D, it is easy to adapt G3M to model sparse noise if desired. To test this,
we add the penalty γ||D||1 to the likelihood. We allow γ 6= λ, which comes at the cost
of searching over a 2 dimensional grid of regularization parameters. We superimposed
the resulting ROC curve in green in the center plot of Figure 1, which uses sparse C
andD. Specifically, we fit the model for all (γ, λ) pairs, optimize over γ for each λ and
then plot the ROC curve as λ varies. Because of this computational cost, we use two
shortcuts. First, rather than optimizing γ via cross validation, we choose it to maximize
the precision of the resulting C, which is only possible because we know the ground
truth. Second, the line is not averaged over 40 datasets but rather only one. Despite
these caveats, we feel it is clear that this regularization on D recovers most of G3M’s
suboptimality in the case of sparse D, as expected.
3.3 Network reconstructions
Typically, one graphical model is selected to summarize the data, and so we compare
individual inferred networks from each method on a single simulated data set. This data
set was generated using the Random(1%) model forC and a (dense) Wishart matrix for
D, which we feel is realistic. Figure 2 shows each method’s reconstructed network at
70% power (shown by the dashed horizontal line). Glasso and KronGlasso return net-
works that are both unusable practically and give the false impression that the variables
are densely related. G3M, however, recapitulates most of the true relationships without
including a qualitatively misleading number of false edges. Figure 2 also includes the
ROC curve for the specific data set used to generate these networks which is typical of
ROC curves averaged to give the (2,2) block of Figure 1.
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Figure 1: Comparison of methods for network reconstruction with different C and D.
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Figure 2: Network estimation on simulated datasets with Wishart noise. Left : recon-
structed networks at 70% power. Right: ROC curve for the networks shown on the left.
The dashed line is drawn at 70% power.
4 Discussion
We have developed an efficient EM algorithm for estimation of a graphical model from
observational data assuming that samples are correlated and observations are corrupted
with non-independent noise. We assume that observations (rows of the data matrix)
are correlated with a known covariance structure, a condition that is met by modern
multi-phenotype genetic datasets.
Our approach extends the KronGlasso method of [10] to accommodate non-iid
noise. Moreover, whereas KronGlasso is an approximate EM algorithm, we derive
a full EM algorithm and use linear algebra tricks to facilitate computationally efficient
inference. Results on simulated datasets show substantial benefits in modelling non-
independent noise when it is present. We advocate model selection procedures, such
as BIC, out-of-sample predictive error or out-of-sample likelihood, to decide whether
iid or non-iid noise models are more appropriate.
We expect that the EM algorithm can be extended to learn R as in [10]. At a min-
imum, the cost would be that the EM algorithm turns into an expectation conditional
maximization algorithm, as it is unlikely that the updates for C and R will be easily
decoupled.
In future work it will be interesting to explore other penalty functions on C and D.
A penalty function like
P (C,D) = min
L+S=C
(
λSC ||S||1 + λLC ||L||∗
)
+ λD||D||1
would model C as a combination of a low-rank component L, corresponding to con-
founders, and a sparse graphical model S, encoding causal structure [3]. This could be
particularly useful in genetics, where the random effect Z is sometimes used to model
genome-wide causal effects (which presumably would correspond to a sparse graphi-
11
cal model, suggesting the penalty ||C||1) and Z is sometimes used to model confound-
ing population structure (which corresponds to a low-rank confounder, suggesting the
penalty ||C||∗).
We have not explored the utility of this model for prediction of missing pheno-
types but this will likely be an important application in real genetic studies where some
phenotypes are not measured on all subjects.
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Appendix: Linear algebra identities
The first lemma gives an alternate representation of the block trace:
Lemma 1.
tr ((X ⊗ IN )M) = tr (XtrP [M ]) (14)
tr ((IP ⊗X)M) = tr (XtrN [M ]) (15)
Proof.
tr ((X ⊗ I)M) =
P∑
a,b=1
N∑
i,j=1
(
XT ⊗ IT )
ab:ij
Mab:ij
=
P∑
a,b=1
N∑
i,j=1
(
XTabIij
)
Mab:ij
=
P∑
a,b=1
(
XTab
)
tr (Mab:..)
= tr (XtrP [M ])
Similarly,
tr ((I ⊗X)M) =
P∑
a,b=1
N∑
i,j=1
(
IT ⊗XT )
ab:ij
Mab:ij
=
P∑
a,b=1
N∑
i,j=1
(
ITabX
T
ij
)
Mab:ij
=
N∑
i,j=1
(
XTij
)
tr (M..:ij)
= tr (XtrN [M ])
As a corollary,
Lemma 2. If U is an orthogonal matrix,
trP
[
(Q⊗ U)W (Q⊗ U)T
]
= QtrP (W )QT (16)
Proof.
trP
[
(Q⊗ U)W (Q⊗ U)T
]
ij
= tr
(
(Qi ⊗ U)W (Qj ⊗ U)T
)
= tr
((
(QTj Qi)⊗ I
)
W
)
= tr
(
(QTj Qi)trP (W )
)
= QitrP (W )QTj
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The partial trace is no longer cyclic. However, it is true that
trP ((A⊗ I)B) = trP (B(A⊗ I))
Another useful computation enables the block trace of Σ, which is the inverse of a sum
of Kronecker products, to be taken without ever evaluating NP ×NP matrices.
Lemma 3.
trP
[
(A⊗ I +B ⊗X)−1
]
= A−1/2QΛQTA−1/2 (17)
where
QΛ1Q
T : = Spec Decomp
(
A−1/2BA−1/2
)
Λ2 : = Eigenvalues (X)
Λ : = trP
(
[I + Λ1 ⊗ Λ2]−1
)
Proof. Let QΛ1QT be the eigendecomposition of A−1/2BA−1/2, and let UΛ2UT be
the eigendecomposition of X . Also define Λ′ = Λ1 ⊗ Λ2. Then
(A⊗ I +B ⊗X)−1 =
(
A−1/2 ⊗ I
) [
I +
(
A−1/2BA−1/2
)
⊗X
]−1 (
A−1/2 ⊗ I
)
=
(
A−1/2Q⊗ U
)
[I + Λ′]−1
(
QTA−1/2 ⊗ UT
)
Defining T = A−1/2Q and Λ = trP
(
[I + Λ′]−1
)
= trP
(
[I + Λ1 ⊗ Λ2]−1
)
trP
(
(A⊗ I +B ⊗X)−1
)
ij
= tr
([
(T ⊗ U) [I + Λ′]−1 (TT ⊗ UT )]
[i,j]
)
= tr
(
(Ti, ⊗ U) [I + Λ′]−1
(
(Tj,)
T ⊗ UT ))
= tr
(((
TTj, Ti,
)⊗ I) [I + Λ′]−1)
= tr
((
TTj, Ti,
)
trP
(
[I + Λ′]−1
))
(by Lemma 1)
= Ti,ΛT
T
j, =⇒
trP
(
(A⊗ I +B ⊗X)−1
)
= TΛTT
= A−1/2QΛQTA−1/2
Block traces of outer products can also be efficiently computed.
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Lemma 4.
trP
(
uvT [I ⊗X]) = (V TXU)T = UTXTV (18)
Proof. Define U = vec−1(u), where vec−1 maps theNP vector u to anN×P matrix
U by filling it column-wise. Define the ith multi-index
[i] := (i− 1) ∗N + 0 : (N − 1)
Then u[i] = U,i, and
trP
(
uvT [I ⊗X])
ij
= tr
(
u[i]v
T
[j]X
)
= tr
(
U,iV
T
,j X
)
= V T,j XU,i =⇒
trP
(
uvT [I ⊗X]) = (V TXU)T = UTXTV
The next lemma computes block traces of µ quadratic forms.
Lemma 5. Define T =
[
I + (A−1B)⊗X]−1 for invertible matrices A, B and X .
Then
trp
(
TyyTTT (I ⊗X)) = (A−1/2QST)ΛX (A−1/2QST)T (19)
trp
(
TyyTTT
)
=
(
A−1/2QST
)(
A−1/2QST
)T
(20)
This uses the eigendecompositions
QΛQT = A−1/2BA−1/2 and UΛXUT = X
and
S := vec−1
(
diag
(
[I + Λ⊗ ΛX ]−1
))
∗
(
UTY A1/2Q
)
(21)
Proof. First, simplify Ty:
Ty =
[
I + (A−1B)⊗X]−1 y
=
(
A−1/2 ⊗ I
) [
I +
(
A−1/2BA−1/2
)
⊗X
]−1 (
A1/2 ⊗ I
)
y
=
(
A−1/2 ⊗ I
)
(Q⊗ U) [I + Λ⊗ ΛX ]−1 (Q⊗ U)T
(
A1/2 ⊗ I
)
y
=
((
A−1/2Q
)
⊗ U
)
s (+)
s : = diag
(
[I + Λ⊗ ΛX ]−1
)
∗ vec
(
UTY A1/2Q
)
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Let X ′ = UDUT for arbitrary D. Then
trp
(
TyyTTT (I ⊗X ′))
= trp
[((
A−1/2Q
)
⊗ U
)
ssT
((
QTA−1/2
)
⊗ UT
) (
I ⊗ (UDUT ))]
(by (+))
= trp
[((
A−1/2Q
)
⊗ U
)
ssT (I ⊗D)
((
QTA−1/2
)
⊗ UT
)]
= A−1/2Q
[
trP
(
ssT (I ⊗D))]QTA−1/2 (by (16))
= A−1/2Q
[
STDS
]
QTA−1/2 (by (18))
Now line (19) follows from taking D = ΛX ⇐⇒ X ′ = X and (20) follows from
taking D = I ⇐⇒ X ′ = I .
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