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Given a bounded real function f defined on a closed bounded real interval/, the 
problem is to find a quasi-convex function f '  so as to minimize the supremum of 
If(s)-f'(s)] for all s in L over the class of all quasi-convex functions f '  on L This 
article obtains optimal solutions to the problem and derives their properties. This 
problem arises in the context of curve fitting or estimation. © 1986 Academic Press, Inc. 
1. INTRODUCTION 
In this article is considered the problem of finding a quasi-convex 
function nearest to a given function f A suitable norm is introduced as a 
measure of the distance between two functions. Specifically, given a boun- 
ded real function f defined on a closed bounded real interval/ ,  it is desired 
to find a quasi-convex function f '  on / ,  which minimizes the supremum of 
I f ( s ) - f ' ( s ) l  for all s in L over the class of all quasi-convex funct ionsf '  on 
/. In this article optimal solutions to the problem are obtained and their 
properties are derived. Algorithms of complexity O(n) can be constructed 
for obtaining optimal solutions for a discrete version of this problem on a 
grid of n + 1 points. Problems of this type arise in the context of curve 
fitting or estimation. 
Let I=  I-a, b] and let B be the linear space of all bounded real functions 
f on I with the uniform norm 
Ilfll = sup{ ff(s)l: sEI}. 
A function k in B is said to be quasi-convex if
k(z) ~< max{k(s), k(t)}, 
for all z with s<~z<~t and all a<~s<~t<~b [9, 11]. Let KcB be the set of 
all quasi-convex functions on / .  Given f in  B, the infimum of ] I f -k l l  for all 
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k in K is called the error and is denoted by A. The problem of quasi-convex 
optimization is to find an f '  in K so that 
A - - I I f - f ' l l  = inf( I l f -k l l :  keK}. (1.1) 
Such an f '  in K is nearest o f and is called an optimal solution to the 
problem. 
It is easy to verify that K is a closed cone (i.e., K is closed and if k • K, 
then )&eK for all 2~>0) but K is not convex [11]. Our approach is to 
decompose the problem into a class of restricted subproblems each of 
which involves finding an element in a closed convex conic subset of K 
nearest o f. Each subproblem allows application of the results of isotone 
optimization [13] for its solution. An optimal solution to the original 
problem is then identical to an optimal solution of one of the subproblems 
which has a minimum error. This special subproblem can be identified 
without having to solve each subproblem to find one with a minimum 
error. In Section 2 we define a class of partial orders on I and identify 
quasi-convex functions as a union of sets of functions which are isotone 
with respect to these orders. Our subproblem then is to find a nearest 
element in a closed convex cone of functions which are isotone with respect 
to a given partial order. Section 3 summarizes the results of isotone 
optimization. Section 4 identifies a subproblem which solves the original 
problem and, using results of Section 3, constructs its optimal solutions. It 
isolates pairs of "minimal" and "maximal" optimal solutions u, v, with 
u ~< v, so that any f '  in K which is in some function "interval" [u, v], i.e., 
satisfying u~< f '  ~< v, is also optimal. Section 5 obtains properties of optimal 
solutions when f is continuous. One of the results given there states that 
when f is continuous but not quasi-convex, there exists an infinitely dif- 
ferentiable optimal solution. An explicit expression for such a solution can 
be obtained by convolution with a Friedrichs mollifier function [8]. 
Additional results on quasi-convex optimization are obtained in [19]. See 
[18] for similar results for other problems. 
As observed above, the set K of quasi-convex functions is a closed cone 
but not convex. In this respect this problem differs from two similar 
problems in which nearest elements in a closed convex cone K are sought 
[15, 16]. Here K is the set of either convex functions or monotone 
functions, the latter being a special case of isotone functions on a partially 
ordered set. It is shown there that, for discrete versions of these problems 
on a grid of n + 1 points, one can construct O(n) algorithms to obtain 
optimal solutions. An optimal solution to the convex problem is the 
greatest convex minorant of the discretized given function shifted through a 
certain distance. An algorithm for finding convex hulls [1, 2, 4, 10] can be 
easily modified to construct an O(n) algorithm for determining reatest 
convex minorants and then an optimal solution to the convex problem 
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[15]. It is interesting to note that O(n) algorithms can also be constructed 
to obtain optimal solutions for the problem of quasi-convex optimization 
considered on a grid of n+ 1 points [17]. This discrete version of the 
problem has a somewhat different structure from the continuous version 
considered in this article due to the fact that limits are not involved in the 
finite case. Hence, at this stage, we do know that O(n) algorithms can be 
obtained for determining reatest convex minorants of functions as well as 
optimal solutions for the problems of finding nearest elements in sets of 
convex, monotone, and quasi-convex functions defined on n + 1 points. An 
open question that arises is whether it is possible to identify certain con- 
ditions so that for problems satisfying these conditions one can construct 
O(n) algorithms to obtain optimal solutions in the discrete case. 
The problem under consideration falls in the class of curve fitting or 
estimation problems in which the initial data points f(t), based on 
experimental observation, display certain random variations and need be 
approximated by an element from a set K. In general f is not in K. We let 
f(s) = I~(s) + q(s), where # is in K and ~/represents a random disturbance or 
noise. The actual values of ~t are not known. A best fit for/~ is f '  which is in 
K and is nearest o f For example, in economics, assumptions of concavity 
of convexity are often made regarding various functions such as utility, 
marginal utility, production, etc. [5, 6]. If ~t(s) is such a convex function 
representing a particular entity as a function of s, we obtain its best convex 
f i t f ' (s)  on the basis of the actual observationf(s) of the entity. We observe 
in Section 2 that a quasi-convex function f on I is initially nonincreasing on 
some subinterval of I and later nondecreasing. Such a property, called U- 
shapedness in reliability, is assumed to apply to the failure rate function of 
an item. This function describes the way in which the item under con- 
sideration wears out. Thus the quasi-convex function f '  is a best fit for the 
observed failure rate f under the stated assumption on the failure rate_ 
Similarly, the monotone approximation problem finds a best fit for the 
failure rate under the assumption that the rate is nonincreasing. This 
assumption applies during the "debugging" period of a system when its 
defects are gradually being eliminated. In one early version of this problem, 
an objective function defined on B and satisfying certain conditions 
replaces the norm []'r] and is minimized over the closed convex cone of 
isotone functions on a finite partially ordered set [20, 21]. A special case 
occurs when the weighted Lp norm, 1 ~< p < 0% is used for the objective 
function and an isotone function nearest o a given function is sought. The 
unique optimal solution to this problem when p> 1 has a minimax 
representation [213. Under certain conditions on the weight function, this 
optimal solution converges, as p ~ oo, to an optimal solution of the isotone 
optimization problem [13]. When p=2,  the above problem is called 
isotonic regression. See [7, 13, 223 and references given there. It is known 
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that O(n) algorithms can be constructed to solve this problem when the 
partial order is a total order. The analysis is more involved when the Lp 
norm is considered in a general setting of a probability space [7]. For 
some extensions of isotone optimization see [12]. 
2. QUASI-CONVEX FUNCTIONS AND ISOTONE FUNCTIONS 
In this section, we characterize quasi-convex functions in terms of 
functions which are isotone (order preserving) with respect o some partial 
order on/.  
A partial order R on I is a reflexive, transitive and antisymmetric 
relation on I [3]. A function f in  B is said to be isotone with respect o R if 
and only i f f(s)<~f(t) whenever sRt. For each x in L we define partial 
orders P~- and P+ on I as follows: 
P~- : 
p+.  
x 
(i) I f s~x  and t<<,x, then t P i  s if and only ifs<<,t, and 
(ii) I f s>xand t>x,  thensP i  t i fandon ly i f s<~t .  
(i) I f s<xandt<x,  then t P+ s if and only if s~< t, and 
(ii) I f s>/xandt>~x,  then s P+ t if and only if s ~< t. 
We define the lower semicontinuous envelope (abbreviated lse) j7 of a 
function f in B by 
iT(s) = rain {f(s), lim inff(t)}. 
f ---* S 
The following proposition gives a characterization of quasi-convex 
functions. 
PROPOSITION 2.1. A function k is quasi-convex if and only if there exists 
an x in I such that k is isotone with respect o one of the partial orders P7 
or P+. 
Proof Let k be quasi-convex and let/7, be its lse. Let x in I satisfy 
/~(x) = min{~(s): s E I} = p, 
say. Such an x clearly exists. Then, for every 6 > 0 there exists some z such 
that k(z )<p+6 and Ix-z1 <6. Now let s<t<x.  We show that k(s)>~ 
k(t). If k(t )=p then k(s)>~ p = k(t). If, on the other hand, k(t)> p, then 
k(t) > k(z) for some z such that s < t < z. By the definition of quasi-con- 
vexity we have 
max{k(s), k(z)} >/k(t), 
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which implies that k(s)>~ k(t). A symmetric argument shows that k(s)<~ 
k(t) for all x < s < t. We also conclude that 
c = limit {k(s): s T x}, 
and 
d=limit{k(t): tJ, x}, 
exist. Now, if s < x < t, then from the definition of quasi-convexity we have 
k(x) <~ max{ k(s), k(t) }. It follows that k(x) <~ max{c, d}. Hence k(x) <~ c or 
k(x) <~ d. We conclude that k(x )4k(s )  for all s~< x or k(x)<~k(t) for all 
t ~> x. We have thus established that k is isotone with respect o P~- or P~+. 
Now assume that k is isotone with respect o P2 .  We show that k is 
quasi-convex. Indeed, let s ~< y ~< t. We establish that 
k(y) ~< max{k(s), k(t)}. (2.1) 
If y ~< x, then s ~< y ~< x. By isotonicity of k we have k(s) >~ k(y) which 
establishes (2.1). If x < y then x < y ~ t. Again by isotonicity of k we have 
k(y) <~ k(t) which establishes (2.1). Thus quasi-convexity of k is established. 
Similarly, if k is isotone with respect o P.+, then k is quasi-convex. The 
proof is now complete. 
3. PRELIMINARIES ON ISOTONE OPTIMIZATION 
In this section we summarize the results of isotone optimization [13]. 
These results will be applied to our problem in subsequent sections. 
Let R be a partial order on I and let K' be the set of all function in B 
which are isotone with respect o R. It is easy to verify that K' is a closed 
convex cone. Given a function f in  B, let A' be the infimum of [[f-kj[  for k 
in K'. The problem of isotone optimization is to find a f '  in K', called an 
optimal solution, such that 
A'= Ilf - f'll =inf{ l l f -k[ [ :  k ~ g'}. (3.1) 
To present a solution to the problem, we introduce some notation. Let 
0 '= (½) sup { f (s ) - f ( t ) :  s, te l ,  sRt}. 
Define g, h, u, and v in K' by 
g(s)=sup{f(t) :  te l ,  tRs}, s6I ,  
h(s)=inf{f(t):  t~I,  sRt}, s~I  
u(s) = g(s) - 0', s e I 
v(s) = h(s) + 0', s ~ I. 
(3.2) 
(3_3) 
(3.4) 
(3_5) 
(3.6) 
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We observe that h is the greatest isotone function which does not exceed f 
at any point in I; hence it is called the greatest isotone minorant o f f  
Similarly, g is the smallest isotone majorant of f The following result 
appears in [13]. The functions u, v are optimal solutions to the problem of 
isotone optimization (3.1) and A '= 0'. Furthermore, u ~< v and anf '  in K' is 
an optimal solution if and only if u ~<f'~< v. This result with a few com- 
putations gives us the following: 
A' -- O' = (½)llf- gll = (½)LIf- hll- (3.7) 
The above results show that the optimal solutions u and v are the smallest 
isotone majorant and greatest isotone minorant shifted through a distance 
0'. Furthermore, 0' can be determined by (3.7) once the majorant or 
minorant is computed by (3.3) or (3.4). 
The above-mentioned quality A '= 0' is a duality result on the normed 
linear space B. Duality refers to a relationship between a pair of 
optimization problems, a primal problem on B and a dual problem on the 
dual space B*, which is the Banach space of continuous linear functionals 
on B. For definitions ee [3]. General duality relations when convex cones 
are defined in terms of subsets of the dual space in a normed linear space 
are analyzed in [-14]. It follows from that article that A '= 0' is a rather 
strong result and is not true in general. 
4. OPTIMAL SOLUTIONS 
In this section we construct optimal solutions to problem (1.1). 
For each x in/ ,  let K i and K~ be the class of all functions in B which are 
isotone with respect to the partial order Px and P~, respectively. By 
Proposition 2.1, we conclude that 
K=U{K: wK~+ :x~I}. 
Let 3;- (A~ +) be the infimum of IIf-k[I for all k in K x (K+). To find a 
solution to problem (1.1), we first determine an optimal solution f2  in K 2 
and f~+ in K~, respectively, to each of the following two problems: 
A 2 = I [ f -  f~-[I = inf{ [Lf- k lL: k e K~- }, (4.1) 
and 
A+~ = Ilf-f+~ II = inf{ I [ f -  kll: k e K~ + }. (4.2) 
We then find an element y in I, if it exists, such that min{A i , Ay + } 
minimizes min{A 2 , A~ } for x in I. In this case an optimal solution to 
problem (1.1) is f_;- or f f  depending upon whether A] or A;- is smaller. 
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To construct optimal solutions to problems (4.1) and (4.2), we apply 
results of Section 3 by letting R = P£ (P+) and K' = K ,  (K + ) in that sec- 
tion. We define the following: 
O; = (1) max {sup{f (t) - f(s): a ~< s ~< t ~< x}, 
sup{f  (s) - f(t): x < s ~ t ~< b } }. (4.3) 
0 5 = (½) max{sup{f (t) - f(s): a ~< s ~< t < x}, 
sup{f  (s) - f ( t ) :  x ~< s ~< t ~< b} }. (4.4) 
gT(s)=sup{f(t):s<~t<~x}, a<~s<~x, 
=sup{f(t) :x<t<.s},  x<s<.b. 
hT(s)=inf{f(t):a<<.t<<.s}, a<<.s<~x, 
=inf{f(t):s<~t<~b}, x<s<~b. 
g+(s)=sup{f(t):s<~t<x}, a<~s<x, 
=sup{f(t):x<~t<~s}, x<~s<~b. 
h+(s)=inf{f(t):a<<.t<~s}, a<~s<x, 
=inf{f(t):s<<.t<~b}, x<~s<~b. 
A x = O; = (½)[[f- g2 II = (½)[If- h ;  11, 
A 2 _ 4- 1 + -0x  =(~) f-g_,~ II =(½)llf-h+ll. 
u/(s)  = gx (s) -- 0~-, s • / ,  
v2(s )=hx(s )+O; ,  seL  
(4.5) 
(4.6) 
(4.7) 
4- u~ (s)= g+(s) -0+ 
v+~(s) = h+(s) + 0+~, 
sel, 
s~l. 
(4.8) 
(4.9) 
(4.10) 
(4.11) 
(4.12) 
(4.13) 
(4.14) 
THEOREM 4.1. The functions uf, v~ (u + , v +) are optimal solutions to 
problem (4.1) ((4.2)). Furthermore, u~ <~ v~ (u + <~ v + ), and a function f 2 in 
K~ (f+ in K+), is optimal to (4.1) ((4,2)) if and only if u; <<.fx <~v; 
+ + ( u+ "~fx <~ v~ ). 
Specifically, (3.3) with R = P~ and P~ gives us (4.5) and (4.7), respectively. 
Similarly, (3.4) gives (4.6) and (4.8)_ Equalities (3.7) give (4.9) and (4.10). 
Again, (4.11), (4.13) are obtained from (3.5). Similarly, (4.12) and (4.14) 
are obtained from (3.6). Observe that g~-(x)= g~+ (x )=f (x )  and 
hx(s)=h~+(s) for a~s<x,x<s<~b.  (4.15) 
Now the results of Section 3 give us the following theorem. 
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Our next task is to determine a y in I with the properties tated earlier 
and thereby obtain optimal solutions to problem (1.1). We state the results 
in the form of a theorem. 
THEOREM 4.2. Let j7 be the Ise off, and let y in I satisfy 
7(Y) = rain {JT(s): s ~ I}. (4.16) 
I f  h_~ (y) >~ h + (y) then 
min{A+,3;}>~Af  forall x~I. (4.17) 
In this case, U=Uy and V=Vy are optimal for problem (1.1). I f  hT(y)< 
h+(y) then 
min{3+,A.~}>~A + forall xEI. (4.18) 
In this ease, u= Uy and ~ = v + are optimal for problem (1.1). In either case 
u <~ v and any f '  in K with u <~f' <~ v is optimal for problem (1.1). 
Proof. For convenience, let jT(y)= p. Obviously, inf{f(s): s ~ I} --p. Let 
xeL  Assume that x<y.  We conclude by (4.6) that h/(s)=hx(s)  for 
a<~s<~x, y<s<~b. Since x<y<~b and jT(y)=p, again by (4.6) we have 
h.~(s)=p for x<s< y. It is easy to verify by (4.6) and (4.8) that 
min{hy-(y), h+ (y)} = p. (4.19) 
Now let hy(y)>~ h~+(y). We show (4.17). In this case we conclude by (4.19) 
that h + (y) = p. Again, h ;  (y) = h + (y). Hence, h£ (y) -- p. Consequently, 
hu(s)= p for x<s<~y. But then hy(S)>~p for all s in L These arguments 
show that h 7 (s)~> h~-(s) for all s in L Hence, 
f ( s ) -h~(s )~f (s ) -hy(s )>~O for all s~L 
Thus by (4.9), A;>~Ay. Again, by (4.15) we have hy(s)--hy(s) for 
a ~< s < y, y < s ~< b. Since, by hypothesis, hy (y) >~ h~ (y), we have 
f (s)-h+(s)>~f(s)-hj(s)>~O for all s~I. 
Hence, by (4.9) and (4.10), 3 + >~Ay. Again, by (4.15) we have h£(s )= 
+ h x (s) for a ~< s < x, x < s ~< b. It was shown above that h j  (s) >t h£ (s) for all 
s inL Hence hv(s)>~h+(s) for a<~s<x, x<s<~b. Now since x< y<~b and 
+ ]~y)=p, we have h+(x)=p. Since hy(X)>~p, we have h~(x)>~h~ (x). 
Hence hy(s)>1 h+(s) for all s in L Thus 
f(s) - h + (s) >t f(s) - hy (s) >~ O. 
We conclude by (4.9) and (4.10) that A + >~ 3 7 . Hence (4.17) is established 
when x < y. A similar argument may be applied when y < x. Hence (4.17) 
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is established for all x in L The optimality of Uy and v;  follows from 
Theorem 4.1 and (4.17). In a similar manner (4.18) and the optimality of 
u f  and v + follows when hy (y )< h~+(y). By Theorem 4.1, we have u ~< v. 
Lastly, for any f '  in K with u ~f '~  v, we have 
I l f -  f'll ~< max{ I I f -  ull, I I f -  vii }. 
It follows that f '  is optimal. The proof is now complete. 
The above theorem shows that explicit expressions can be obtained for 
optimal solutions to (1.1) and suggests the use of the following sequence of 
formulae for their determination. Determine y by (4.16) and the numbers 
hy(y), h;(y)  by (4.6) and (4.8). If hy (y )> h+(y) then obtain functions gx 
and h~- using (4.5) and (4.6) and the number 0~- using (4.9). Then deter- 
mine u~-, v x by (4.11 ) and (4.12). If h ;  (y) < h~- (y), determine u~ +, v~ + in a 
similar manner using the alternative set of formulae. It should be noted 
that (4.3) and (4.4) are not included in the above sequence. These formulae 
will be used in the next section to establish properties of optimal solutions. 
The optimal solutions u and v of Theorem 4.2 satisfying u ~< v may be 
called a "minimal" and "maximal" optimal solution, respectively. These 
are, indeed, minimal and maximal for problems (4.1) or (4.2) with x=y. 
We define the function "interval" [u, v] by 
[u, v] = {fEB: u<~f <~v}_ 
Thus, any f '  in Kc~ [u, v] is also optimal. We note that the set Y consisting 
of all y in I satisfying (4.16) may not be singleton. In such a case there will 
be a pair of minimal and maximal optimal solutions u, v for every y in Y so 
that all functions in Kn  [u, v] are optimal. It is shown in [19] that all 
such maximal v are identical. 
5. PROPERTIES OF OPTIMAL SOLUTIONS 
In this section, we assume that f i s  continuous on I and establish proper- 
ties of optimal solution to problem (1.1). We also show that there exists an 
infinitely differentiable optimal solution to (1.1) when f is continuous but 
not quasi-convex. 
The assumption of continuity of f obviously enables us to replace sup 
and inf in certain expressions of Section 4 by max and rain, respectively. 
AlsojT=f Clearly, 0~ = 0 + and g.~ = g+ for all x. Again, since y minimizes 
f we have hy = h + . Hence 0 ;  = 0 + , Uy = u + , and v j  = v + . Let 0, u, and v 
respectively denote these quantities. By Theorem 4.2, u and v are optimal 
for problem (1.1). Noting (4.3) and (4.4), for a fixed f, we define 
T l= {(s, t )E Ix I :  a<<.s<,t<~ y, (½)(f(t)--f(s))=O}, 
T2= {(s, t)EI×I: y<~s<~ t<~b, (½)(f(s)- f(t))=O}. 
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Also, we let 
P i=U{[s , t ] : ( s , t )•T i} ,  i=  1,2, 
where [s, t] denotes a closed interval with end points s and t, 
Qi=U{{s , t} : (s , t )•T i} ,  i=  1,2, 
and 
m(s, t)= (½)(f(s) + f(t)).  
THEOREM 5.1. 
quasi-convex then 
I f  f is continuous, then u and v are continuous, l f  f is not 
P1 = U{[Ck, dk]: k= 1, 2,..., p}, 
e2= U{[4,  d;]: k= 1, 2,..., q}, 
where p and q are nonnegative integers with p + q >~ 1, [c~, dk] ([c~, d~]) 
are nondegenerate disjoint closed intervals contained in [a, y) ((y, b]), and 
(ck, dk) • T1 and (c'k, d'~) • T2. Also, in this case the following holds: 
(i) u(s)=v(s) if and only if s•P iuP  2 with 
u(s) = v(s) = m(ck, dk) for all s • [c k, dk], k = 1, 2,..., p, 
and 
u(s) = v(s) = m(c'k, d'~) for all s e [c'k, d'~], k = 1, 2,..., q. 
(ii) If(s) - u(s)l = If(s) - v(s)l = 0 > 0 for all s • QI u Qz. 
THEOREM 5.2. I f  f is continuous and not quasi-convex then there exists an 
infinitely differentiable optimal solution f '  with u 4 f '  <~ v. 
Proofs of Theorems 5.1 and 5.2. The proof of Theorem 5.1 follows 
closely the proof of Theorem 2 of [13, Part I]  with the weight function w 
taken to be identically equal to unity. In Section 2 of that article, we con- 
sider the special case of isotone optimization on an interval I equipped with 
its usual total order ~<. The partial orders P7 and P~- defined in this 
article are also based on usual total order on L Hence, proofs of [13, 
Part I]  can be applied with some modification to our setting to prove 
Theorem 5.1. Again, the proof of Theorem 3 of [13, Pat t i ]  can be 
modified to derive Theorem 5.2 from Theorem5.1. As is done in that 
article, an explicit expression for an infinitely differentiable optimal 
solution f '  can be derived by convolving the continuous function u with a 
Friedrichs mollifier function [8 ]. 
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