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Abstract
We deal with a free boundary problem, depending on a real parameter λ, in a infinite
strip in R2, providing stability, instability and bifurcation.
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1. Introduction
In this paper we continue the study of the system, set in the infinite strip
R× (−l, l) (l ∈R+), in the unknowns Θ , S and ξ :
Θt(t, η, y)=∆Θ(t, η, y), t  0, |y|< l, η < ξ(t, y),
Θ(t, η, y)= 1, t  0, |y|< l,η ξ(t, y),
St (t, η, y)=∆S(t, η, y)− λ∆Θ(t, η, y), t  0, |y|< l, η = ξ(t, y),
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[Θν]
(
t, η(t, y), y
)
+ exp(S(t, η(t, y), y))= 0, t  0, |y|< l,[
(S − λΘ)ν
](
t, η(t, y), y
)= 0, t  0, |y|< l,
[Θ](t, η(t, y), y)= [S](t, η(t, y), y)= 0, t  0, |y|< l,
DyΘ(t, η, l)=DyS(t, η, l)= 0, t  0, η = ξ(t, l),
DyΘ(t, η,−l)=DyS(t, η,−l)= 0, t  0, η = ξ(t,−l),
Dyη(t,±l)= 0, t  0. (1.1)
Here ∆=D2η +D2y and with the symbol [ · ] we denote the jump at η = ξ(t, y).
At any point (η, y) with η = ξ(t, y), we denote by ν = (ν1, ν2) the unit normal
vector to the surface η= ξ(t, y) with ν1 > 0.
We recall that problem (1.1) admits a planar travelling wave solution given by
(Θ(t, x), S(t, x), ξ(t, y))= (Θ0(x + t), S0(x + t),−t), where
Θ0(x)=
{
ex, x < 0,
1, x  0, S
0(x)=
{
λxex, x < 0,
0, x  0. (1.2)
In [8] we have proved existence–uniqueness results and regularity properties for
the solution to problem (1.1) for initial data close to the travelling wave. Here we
prove stability, instability results and bifurcation of nonplanar travelling waves.
One of the basic problems concerned with (1.1), pointed out in [1], consists in
establishing whether the TW solution is stable or unstable for 2D-disturbances.
A formal study made by Sivashinsky in [11], in the case of the whole space (i.e.,
l = +∞), showed that there exists a (negative) critical value of λ (say λc) such
that the TW should be orbitally stable for λ ∈ (λc,1) and orbitally unstable for
λ > 1. In [5] and [3] a rigorous proof of instability for λ > 1 and stability for
λ= 0 is given. Up to now, to the author’s knowledge, the case where λ ∈ (λc,1]
is still a challenging (from a mathematical viewpoint) open problem.
Here we give an answer to the question of the stability of the TW in the case
of the strip. Denote by Al the set
Al = (−∞, λ˜)∪
(
1+ π
2
l2
,+∞
)
, (1.3)
λ˜ being the supremum of the set
Λ :=
{
λ ∈ (−2− 2√3,−16/3]:[(
k1(λ)− 1
)1/2
l/π,
(
k2(λ)− 1
)1/2
l/π
]∩N \ {0} = ∅},
if Λ = ∅, and λ˜=−2− 2√3 otherwise. Here
kj (λ) := k
(
ξj (λ)
)/
λ,
ξj (λ)= 8− 3λ+ (−1)
j
√
9λ2 + 48λ
16
, j = 1,2 (1.4)
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and
k(ξ)=−16ξ3 − 8(λ− 2)ξ2 − (λ2 − 8λ+ 4)ξ + λ2.
Our main results about stability can be collected in the following theorem.
Theorem A. If λ ∈ Al the TW solution (1.2) to problem (1.1), and the front are
unstable with respect to smooth and sufficiently small 2D-perturbations, both in
the weighted and in the nonweighted case. If λ ∈R \Al , the TW solution (1.2) is
orbitally stable in the weighted case. The solution to problem (1.1) converges to a
translate of the TW solution (namely, there exists r∞ ∈R such that the solution to
problem (1.1) converges to (Θ0(x + r∞ + t), S0(x + r∞ + t), t + r∞) as t tends
to +∞).
To prove Theorem A we transform our problem into an equivalent fully
nonlinear problem as we did in [8]. We get the system{
Dtu(t, ·)= Lu(t, ·)+F(u(t, ·)), t > 0,
Bu(t, ·)= G(u(t, ·)), t > 0, (1.5)
where L is the second-order differential operator
Lu= (∆v − vx,∆w−wx − λ∆v,∆h+ hx), u = (v,w,h),
and the boundary differential operator B = (B0,B1,B2) is given by{
(B0u)(y)= λv(0, y)−w(0, y)+ h(0, y), y ∈ [−l, l],
(B1u)(y)= λv(0, y)+ λvx(0, y)−wx(0, y)− hx(0, y), y ∈ [−l, l],
(B2u)(y)= v(0, y)+ h(0, y)− vx(0, y), y ∈ [−l, l].
The nonlinear operator F is given by
F(u(t, ·))=F0(u(t, ·))
− ∆v(t,0, ·)− vx(t,0, ·)+ f1(u(t, ·))(0, ·)
1− v(t,0, ·)+ vx(t,0, ·) Ψ
(
u(t, ·)),
for any t ∈R+, where F0(u)= (f1(u), f2(u), f3(u)) is given by
f1(u)=
(
vy(0, ·)
)2(
Θ0xx − v(0, ·)Θ0xxx + vxx
)
+ 2vy(0, ·)
(−vy(0, ·)Θ0xx + vxy)
+ vyy(0, ·)
(− v(0, ·)Θ0xx + vx),
f2(u)=
(
vy(0, ·)
)2(
S0xx − v(0, ·)S0xxx +wxx
)
+ 2vy(0, ·)
(− vy(0, ·)S0xx +wxy)
+ vyy(0, ·)
(− v(0, ·)S0xx +wx)− λf1(u),
f3(u)=
(
vy(0, ·)
)2
hxx − 2vy(0, ·)hxy − vyy(0, ·)hx,
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for any u :Ωl →R3 smooth enough (here and in what follows Ωl := (−∞,0)×
(−l, l)), while Ψ (u) and G(u) are defined by
Ψ (u)= (−v(0, ·)Θ0xx + vx,−v(0, ·)S0xx +wx,−hx)
and
G(u)= (0,0, g(u)), g(u)= 1+ h(0, ·)− (1+ (vy(0, ·))2)−1/2eh(0,·).
The transformations we perform to get (1.5) from (1.1) transform the TW (1.2)
into the null solution to (1.5). Consequently, now the problem of the stability for
the TW (1.2) reads as the problem of the stability of the null solution to problem
(1.5).
We study the spectrum of the realization of L in nonweighted and suitably
weighted spaces of continuous functions (see the forthcoming Definition 2.2),
determining the set of all the λ ∈R such that the spectrum of L does not contain
elements with positive real part. However, since 0 is an eigenvalue for every λ,
the principle of the linearized stability for fully nonlinear equations cannot be
applied, and we have to use a Lyapunov–Schmidt procedure to prove Theorem A.
As far as bifurcation is concerned, we show that the set {λ= 1+π2n2/l2: n ∈
N \ {0}} consists of bifurcation points of branches of nonplanar 2D-travelling
wave solutions to (1.1) bifurcating from the trivial branch (Θ0, S0). By 2D-
travelling wave solutions we mean any triplet of functions (Θ,S, ξ), explicitly
depending on y , defined by Θ(t, η, y)=Θ1(η+ ct, y), S(t, η, y)= S1(η+ ct, y)
and ξ(t, y)=−ct + ξ1(y), for some c > 0, that solves (1.1).
It is immediate to see that if (Θ,S, ξ) is a nonplanar solution to (1.1) then the
triplet (Θ1, S1, ξ1) solves
cΘ1η(η, y)=∆Θ1(η, y), y ∈ [−l, l], η < ξ1(y),
Θ1(η, y)= 1, y ∈ [−l, l], η ξ1(y),
cS1η(η, y)=∆S1(η, y)− λ∆Θ1(η, y), y ∈ [−l, l], η = ξ1(y),[
Θ1ν
](
ξ1(y), y
)+ exp(S1(ξ1(y), y))= 0, y ∈ [−l, l],[
(S1 − λΘ1)ν
](
ξ1(y), y
)= 0, y ∈ [−l, l],
[Θ1](ξ1(y), y)= [S1](ξ1(y), y)= 0, y ∈ [−l, l],
DyΘ
1(η, (−1)j l)=DyS1(η, (−1)j l)= 0, η = ξ1((−1)j l), j = 0,1,
ξ1y (±l)= 0. (1.6)
We transform problem (1.6) into an equivalent one using the technique of [8].
First we fix the boundary at x = 0 and then, introducing the new unknowns v and
w defined by
(i) v(x, y)=Θ1(x + ξ1(y), y)−Θ0(x)−Θ0x (x)ξ1(y),
(ii) w(x,y)= S1(x + ξ1(y), y)− S0(x)− S0x (x)ξ1(y), (1.7)
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we transform problem (1.6) into the fully nonlinear problem (c− 1)(U
0
x − v(0, ·)U0xx + S3ux)= Lu+F0(u), in Ωl,
Bu= G(u), in [−l, l],
Dyu(· ,±l)= 0, in(−∞,0],
(1.8)
where U0 = (Θ0, S0,0) and S3u = (v,w,−h).
We show that if λ ∈ 1 + (π2/l2)N2, then ω = 0 is a double eigenvalue of the
realization L of L in the space X(0(Ωl) (cf. Definition 2.2). So, we have a problem
of bifurcation from a double eigenvalue. But we reduce it to bifurcation from a
simple eigenvalue, using the translation invariance of problem (1.1) to reduce the
dimension of the kernel of L, and getting the unknown velocity c in terms of
(v,w) to reduce the codimension of the range of L.
To this new problem we successfully apply the Crandall–Rabinowitz theorem
obtaining the bifurcation results below.
Theorem B. For any n ∈ N \ {0} there exist δn ∈R+, four infinitely many differ-
entiable functions Un : (−δn, δn)→C2+α((−∞,0]×[−l, l])×C2+α((−∞,0]×
[−l, l])×C2+α([0,+∞)× [−l, l]),
Un(σ )(x, y)= e−x/2
(
vn(σ )(x, y),wn(σ )(x, y),hn(σ )(x, y)
)
,
∀σ ∈ (−δn, δn), (x, y) ∈Ωl,
λn, cn : (−δn, δn)→ R, ξ1n : (−δn, δn)→ {f ∈ C2+α([−l, l]): f ′(±l) = 0}, with
Un(σ ) explicitly depending on y , such that, for any σ ∈ (−δn, δn), the pair
(Θn(σ), Sn(σ )) given by
Θn(σ)(t, η, y)= vn(σ )
(
t, η− ξn(σ )(t, y), y
)
,
η ξn(σ )(t, y) := −cn(σ )t + ξn(σ )(y),
Sn(σ )(t, η, y)=
{
wn(σ)(t, η− ξn(σ )(t, y), y), η ξn(σ )(t, y),
hn(σ )(t, η− ξn(σ )(t, y), y), η > ξn(σ )(t, y),
is a solution to problem (1.1) with λ= λn(σ ). Moreover, Un(0)= U0, where U0
is the TW solution given by (1.2) (with λ− λn(σ )), Un(σ ) ≡ U0 for any σ = 0,
λn(0) = 1 + π2n2/l2, cn(0) = 1, and ξ1n (0) ≡ 0. Further, for any n ∈ N \ {0},
cn(σ ) is locally greater than 1 in a neighborhood of σ = 0 and there exists
n0 = n0(l) ∈N such that λ′′n(0) > 0 for any n n0.
It would be interesting to study the stability properties of the bifurcated
travelling waves. However, this would need a considerable technical effort which
would make the paper much longer and heavier. Therefore the topic will not be
considered here.
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2. The function spaces
In this section we introduce the Banach spaces we deal throughout this paper.
For notation convenience we use a bold style to denote any vector valued function.
According to the notations of the Introduction, we denote by Ωl (l ∈ R+) the
set Ωl = (−∞,0)× (−l, l).
Definition 2.1. For any k  1 and any l ∈R+, we denote by Ck∂y([−l, l]) the set
of all the functions f ∈ Ck([−l, l]) such that f ′(±l)= 0, and we endow it with
the norm of Ck([−l, l]).
Definition 2.2. For any l > 0, the function space Xk(Ωl) is defined as follows:
Xk(Ωl)=
{
f ∈ Ck(Ωl): lim
x→−∞D
αf(x, y)= 0, ∀y ∈ [−l, l], ∀|α| [k]
}
,
k  0.
We endow the space Xk(Ωl) with the norm of Ck(Ωl).
Moreover, for any T > 0 and any α ∈ (0,1) we denote byXα/2,α(0, T ,Ωl) and
X1+α/2,2+α(0, T ,Ωl) the Banach spaces
Xα/2,α(0, T ,Ωl)=
{
u: u(t, ·) ∈Xα(Ωl), ∀t ∈ [0, T ],
sup
0<t<T
∥∥u(t, ·)∥∥
Xα(Ωl)
<+∞,
u(· , x, y) ∈Cα/2([0, T ]), ∀(x, y) ∈Ωl,
sup
(x,y)∈Ωl
∥∥u(· , x, y)∥∥
Cα/2([0,T ]) <+∞
}
,
X1+α/2,2+α(0, T ,Ωl)=
{
u: D
α1
t D
α2
x D
α3
y u ∈ Xα/2,α(0, T ,Ωl),
for 2α1 + α2 + α3  2
}
.
They are normed by
‖u‖Xα/2,α (0,T ,Ωl) = sup
0<t<T
∥∥u(t, ·)∥∥
Xα(Ωl)
+ sup
(x,y)∈Ωl
[
u(· , x, y)]
Cα/2([0,T ]),
‖u‖X1+α/2,2+α(0,T ,Ωl) =
∑
2α1+α2+α32
∥∥Dα1t Dα2x Dα3y u∥∥Xα/2,α (0,T ,Ωl).
Next we define the weighted spaces X(k(Ωl) (k ∈ R+), X (α/2,α(0, T ,Ωl) and
X (1+α/2,2+α(0, T ,Ωl). X(k(Ωl) consists of all the functions f := (f, g1, g2) such
that
(x, y) → f ((x, y)= (e−x/2f (x, y), e−x/2g1(x, y), ex/2g2(x, y))
belongs to Ck(Ωl). We norm X(k(Ωl) by taking ‖f‖X(k(Ωl) = ‖f
(‖Ck(Ωl) for any
f ∈X(k(Ωl) and any k ∈R+.
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The weighted spaces X (α/2,α(0, T ,Ωl) andX (1+α/2,2+α(0, T ,Ωl) are defined as
the corresponding nonweighted ones with Xk(Ωl) (l ∈R+) everywhere replaced
by X(k(Ωl). We norm them accordingly to the norm of Xα/2,α(0, T ,Ωl) and
X1+α/2,2+α(0, T ,Ωl).
Finally by X(2+α,∂y(Ωl) we denote the set of all the functions u ∈ X(2+α(Ωl)
such that Dyu(· ,±l)= 0. We endow it with the norm of X(2+α(Ωl).
Remark 2.3. It is easy to check that X(k(Ωl) can be characterized as the space
of all the continuously differentiable up to the [k]-order functions such that
Dαf ∈X(0(Ωl) for any |α| [k] and Dαf ∈X(k−[k](Ωl) for any |α| = [k]. More-
over, the norm
|||f|||
X
(
k(Ωl)
=
∑
|α|[k]
‖Dαf‖
X
(
0(Ωl)
+
∑
|α|=[k]
[Dαf ]
X
(
k−[k](Ωl)
,
is equivalent to the norm ‖ · ‖
X
(
k(Ωl)
.
Definition 2.4. For any α ∈ (0,1), l, T > 0, C(j+α)/2,j+α([0, T ] × [−l, l]) (j =
1,2) denote the usual parabolic Hölder spaces
C(j+α)/2,j+α
([0, T ] × [−l, l])
=
{
ψ: ψ(t, ·) ∈Cj+α([−l, l]), sup
t∈[0,T ]
∥∥ψ(t, ·)∥∥
Cj+α([−l,l]) <+∞,
ψ(· , y) ∈C(j+α)/2([0, T ]),
sup
y∈[−l,l]
∥∥ψ(· , y)∥∥
C(j+α)/2([0,T ]) <+∞
}
,
endowed with the norm
‖ψ‖C(j+α)/2,j+α ([0,T ]×[−l,l]) = sup
t∈[0,T ]
∥∥ψ(t, ·)∥∥
Cj+α([−l,l])
+ sup
y∈[−l,l]
[
ψ(· , y)]
C(j+α)/2([0,T ]), j = 1,2.
3. Stability and instability results
In this section we are devoted to prove stability and instability results for the
TW solution (1.2) to problem (1.1) (i.e., for the null solution to (1.5)). For this
purpose we need to determine the values of the real parameter λ such that the
spectrum of L (that we denote by σ(L) in the nonweighted case, and by σ((L) in
the other case) does not contain elements with positive real part.
We recall that in [8] we have proved that
138 L. Lorenzi / J. Math. Anal. Appl. 275 (2002) 131–160
σ(L)= {ω ∈C: Reω−(Imω)2} ∪ σpoint(L) := σcont(L) ∪ σpoint(L),
σ ((L)= {ω ∈R−: ω −1/4} ∪ σpoint(L) := σ(cont(L) ∪ σpoint(L), (3.1)
where
σpoint(L)=
⋃
n∈N
{
ω ∈C: detMλ(ω,n)= 0
}
,
detMλ(ω,n)= µ1,n(µ1,n +µ2,n)+
λµ21,n
µ1,n +µ2,n −
λπ2n2
4l2
1
µ1,n +µ2,n ,
(3.2)
and
µj,n := µj(ω,n)= 12
(
1+ 4ω+ π
2n2
l2
)1/2
+ (−1)j 1
2
, j = 1,2, n ∈N.
Observe that σ(cont(L) does not contain elements with nonnegative real part,
while σcont(L) contains 0 as unique element with nonnegative real part. Hence
to determine the set of all λ ∈ R such that σ(L) (respectively, σ((L)) does not
contain elements with positive real part we need to study the dispersion relation
defined by the infinitely many equations detMλ(ω,n)= 0, n ∈N∪ {0}.
3.1. A thorough analysis of the dispersion relation
Theorem 3.1. 0 belongs to σpoint(L) for any λ ∈R. Moreover:
(i) σpoint(L)∩ {ω ∈C: Reω > 0} = ∅ if and only if λ ∈Al ;
(ii) σpoint(L)∩ {ω ∈C: Reω  0} = {0} if and only if λ /∈Al .
Proof. We begin by observing that the equation detMλ(ω,0)= 0 admits, for any
λ ∈ R, 0 as a solution. Moreover, 0 is its unique solution with nonnegative real
part if and only if λ ∈ (−2− 2√3,+∞).
We now consider the equations detMλ(ω,n)= 0 with n 1 and determine the
set of λ ∈R such that the previous equations admit solutions with nonnegative real
part. Of course, we can merely deal with the case λ ∈ (−2− 2√3,+∞).
We first determine the solutions zj , j = 1,2,3, to the equation
z3 + 1
2
(λ− 2)z2 − λz+ λ
2
− λπ
2n2
2l2
= 0,
and then we solve the equation(
1+ 4ω+ π
2n2
l2
)1/2
= zj , j = 1,2,3. (3.3)
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Let us set zj = ξ+ iη. Since we are looking for solutions to (3.3) with nonnegative
real part, the pair (ξ, η) turns out to be a solution to
(a) ξ3 − 3ξη2 + 12 (λ− 2)(ξ2 − η2)− λξ + λ2 − λπ
2n2
2l2 = 0,
(b) η3 − 3ξ2η− (λ− 2)ξη+ λη= 0,
(c) ξ  (1+ π2n2
l2
)1/2
,
(d) ξ2 − η2 − 1− π2n2
l2
 0.
(3.4)
Let us consider solutions z ∈ C with η = Im z = 0. Replacing the expression of
η2 in terms of ξ2 given by (3.4b) into (3.4a) and (3.4d), leads us to the following
equivalent system:
(e) 8ξ3 + 4(λ− 2)ξ2 + 12
(
λ2 − 8λ+ 4)ξ − 12λ2 + 12λ+ λπ2n22l2 = 0,
(f) η2 − 3ξ2 − (λ− 2)ξ + λ= 0,
(g) ξ  (1+ π2n2
l2
)1/2
,
(h) 2ξ2 + (λ− 2)ξ + 1− λ+ π2n2
l2
 0.
(3.5)
Getting (πn/l)2 from (3.5e) and replacing it in (3.5h) we get
sgn(λ)
(
8ξ2 + (3λ− 8)ξ + 2− 3λ) 0, λ = 0. (3.6)
Consider the case λ > 0 and observe that 8ξ2 + (3λ− 8)ξ + 2 − 3λ > 0 for any
ξ  1. Consequently, any solution to (3.5e) satisfies also (3.6).
Let us study (3.5e) and denote by hn,λ its left-hand side. It is easy to see that
hn,λ attains its minimum value at
ξλ = 16 (2− λ)+
1
12
(λ2 + 8λ+ 4)1/2,
and ξλ < 1 for any λ > 0. Consequently, hn,λ(ξ) hn,λ(1) > 2 for any ξ  1 so
that, if λ > 0, problem (3.5) does not admit any solution with η = 0.
In the case λ = 0 we see immediately that there is not any solution to (3.5)
with η = 0.
Let us consider the case λ < 0 and the function kλ(ξ)= 8ξ2+ (3λ−8)ξ +2−
3λ, ξ ∈ R. Since kλ(ξ) > 0 for any ξ  1 when λ ∈ (−16/3,0), we deduce that
(3.6) does not hold for these values of λ. Consequently, problem (3.5) does not
admit any solution z with Im z = 0 if λ ∈ (−16/3,0).
Suppose now that λ ∈ (−2− 2√3,−16/3]. Then 3ξ2 + (λ− 2)ξ − λ 0 for
any ξ  1. Consequently, any solution to (3.5e) and (3.5g) satisfies also (3.5f).
Observe that, if λ ∈ (−2 − 2√3,−16/3], then the function hn,λ is increasing in
[1,+∞) for any n ∈N. Define the function m1 by setting
m1(ξ, λ)= 8ξ3 + 12 (9λ− 16)ξ
2 + 1
2
(λ2 − 8λ+ 4)ξ − 1
2
λ2,
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for any (ξ, λ) ∈ [1,+∞)× [−2− 2√3,−16/3]. As is easily seen
hn,λ
((
1+ π
2n2
l2
)1/2)
=m1
((
1+ π
2n2
l2
)1/2
, λ
)
.
Observe that for any ξ  1, the function m1(ξ, ·) is increasing and for any
λ ∈ (−2 − 2√3,−16/3], the equation m1(· , λ) = 0 admits a unique root
ξ(λ) 2. Equation (3.5a) admits a solution ξ∗(λ)  1 + π2n2/l2 if and only
if 1 + π2n2/l2  ξ(−2 − 2√3 ). ξ∗(λ) satisfies (3.6) if and only if it belongs
to [ξ1(λ), ξ2(λ)] or, equivalently, if and only if 1 + π2n2/l2 ∈ [k1(λ), k2(λ)]
(see (1.4)). A straightforward computation shows that the functions k1 and
k2 are, respectively, increasing and decreasing for λ ∈ [−2 − 2
√
3,−16/3].
Moreover, k1(−16/3) = k2(−16/3)= 7/6 while k1(−2 − 2
√
3 ) = 1, k2(−2 −
2
√
3 ) = 1 + √3/4. Hence, if π2n2/l2 > √3/4, then problem (3.5) admits no
solution (ξ, η) with η = 0. If there exists λ0 ∈ (−2 − 2
√
3,−16/3] such that
1 + π2n2/l2 ∈ [k1(λ0), k2(λ0)], then problem (3.5) admits solutions (ξ, η) for
any λ ∈ (−2− 2√3, λ0].
Let us now study the real solutions to problem (3.3). We have to deal with the
problem
ξ3 + 1
2
(λ− 2)ξ2 − λξ + λ
2
− λπ
2n2
2l2
= 0, ξ 
(
1+ π
2n2
l2
)1/2
, (3.7)
for n > 0. Observe that for any λ ∈ (−2− 2√3,+∞) the function Rn defined by
the left-hand side of the differential equation in (3.7) is increasing for ξ  1. In
particular,
Rn
[
(1+ π2n2l−2)1/2]=m2[(1+ π2n2l−2)1/2],
where m2(ξ)= ξ3 − ξ2 − λξ + λ= (ξ − 1)(ξ +
√
λ )(ξ −√λ ). Hence problem
(3.7) admits no solution for any n ∈N, n 1 if and only if λ ∈ (−∞,1+π2/l2).
So we get the assertion. ✷
3.2. Instability
Let us now prove that if λ ∈ Al the null solution to problem (1.5) is unstable
with respect to both nonweighted and weighted perturbations. For this purpose,
we provide a backward solution to problem
Dtw(t, ·)= Lw(t, ·)+F(w(t, ·)), t  0,
Bw(t, ·)= G(w(t, ·)), t  0,
Dyw(t, · ,±l)= 0, t  0,
(3.8)
which goes to 0 as t →−∞.
We will prove our results in the nonweighted case, since the proofs can be
easily adapted to the weighted spaces.
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First of all let us prove that if λ ∈Al , then there exists a suitable Jordan curve
separating σ+(L) := {ω ∈C: Reω > 0} from the rest of the spectrum of L.
Lemma 3.2. For any b ∈R, σ+(L)∩ {ω ∈C: Reω > b} consists of finitely many
elements.
Proof. Suppose that ω solves the equation detMλ(ω,n) = 0 and Reω > b. By
squaring both sides of the equation we deduce that ω is a root of the polynomial
Qn defined by Qn(z) := z3 + c1(n)z2 + c2(n)z+ c3(n), where
c1(n)∼ 34
π2n2
l2
, c2(n)∼ 316
π4n4
l4
, c3(n)∼ 164
π6n6
l6
,
as n→+∞.
Of course, a complex number ω with Reω > b solves the equation Qn(z) = 0
if and only if ω − b is a solution, with positive real part, to Qn(z) = 0, where
Qn(z)= z3 + c′1(n)z2 + c′2(n)z+ c′3(n) and
c′1(n)∼
3
4
π2n2
l2
, c′2(n)∼
3
16
π4n4
l4
, c′3(n)∼
1
64
π6n6
l6
,
as n→+∞.
From the Routh–Hurwitz theorem (cf. [6, Chapter 2, Section 4]) we deduce that
for sufficiently large n, Qn does not admit roots with positive real part. This
implies that σpoint(L)∩{ω ∈C: Reω > b} consists of finitely many elements. ✷
From Lemma 3.2 we deduce that if λ ∈Al , σ+(L) is a nonempty set consisting
of finitely many points. Hence we can define the spectral projectionP+ associated
to σ+(L) by
P+ = 1
2πi
∫
γ
R(ω,L)dω, (3.9)
where γ is a suitable simple and closed Jordan curve separating σ+(L) from the
rest of the spectrum of L.
We are now in a position to prove the following result.
Theorem 3.3. Suppose that λ ∈ Al , and fix 0 < ω0 < min{Reω: ω ∈ σ+(L)}.
Then problem (3.8) has a nontrivial backward solution u such that e−ω0tu ∈
X1+α/2,2+α(−∞,0,Ωl) (see Definition 2.2).
Proof. Fix u0 ∈ P+(X0(Ωl)) and define the set Y by
Y = {u ∈ X1+α/2,2+α(−∞,0,Ωl): Dyu(· ,±l)= 0, u(0, ·)= u0,
‖eω0tu‖X1+α/2,2+α(−∞,0,Ωl)  ρ
}
.
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Define the nonlinear operator Γ in Y by
Γ (u)(t, ·)= etLu0 +
t∫
0
e(t−s)LP+
[F(u(s, ·))+LNg(u(s, ·))]ds
+
t∫
−∞
e(t−s)L(I − P+)[F(u(s, ·))+LNg(u(s, ·))]ds
−L
t∫
−∞
e(t−s)L(I − P+)Ng(u(s, ·)) ds
−L
t∫
0
e(t−s)LP+Ng(u(s, ·)) ds,
for any t  0 and any u ∈ Y , where N is the lifting operator defined at the
beginning of Appendix A. Observe that, thanks to Lemma A.1, Γ (u) is the
(unique) solution in X1+α/2,2+α(−∞,0,Ωl) to problem (3.8) with (F(w),G(w))
being replaced by (F(u),G(u)), which satisfies the initial condition v(0, ·)= u0,
provided we show that e−ω0tF(u) and e−ω0t g(u) belong to Xα/2,α(−∞,0,Ωl)
and C1+α/2,1+α((−∞,0] × [−l, l]), respectively. Since, as is easily seen, any
solution to (3.8) is a fixed point of the operator Γ , we will get the assertion
of the theorem if we prove that Γ is a contraction mapping Y into itself.
Straightforward computations, and the fact that F ′ ∈ C(B(0, ρ);L(X2+α(Ωl),
Xα(Ωl)))∩Lip(B(0, ρ);L(X2(Ωl),X0(Ωl))) and g′ ∈ C(B(0, ρ);L(X2+α(Ωl),
C1+α([−l, l]))) ∩ Lip(B(0, ρ);L(X2(Ωl),C([−l, l]))) for suitable small ρ > 0,
show that F(u) ∈ Xα/2,α(−∞,0,Ωl) and g(u) ∈ C(1+α)/2,1+α((−∞,0] ×
[−l, l]) for any u ∈ Y . Moreover, there exists a positive function K1 which goes
to 0 as ρ tends to 0 such that∥∥e−ω0t [F(u)−F(v)]∥∥Xα/2,α (−∞,0,Ωl)
+ ∥∥e−ω0t [g(u)− g(v)]∥∥
C(1+α)/2,1+α((−∞,0]×[−l,l])
K1(ρ)
∥∥e−ω0t (u− v)∥∥X1+α/2,2+α(−∞,0,Ωl), (3.10)
for any u,v ∈ Y .
From (3.10) and Lemma A.1, we can now show that Γ is a contraction in Y
provided ρ and ρ0  ρ are sufficiently small. Consequently, problem (3.8) admits
a unique solution in Y . ✷
Theorem 3.3 holds also in the weighted case and its proof can be obtained with
slight changes from the proof of Theorem 3.3.
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Thanks to Theorem 3.3, we can prove instability of the null solution to
problem (1.5). In fact, using a well-known technique we can show that there
exists a sequence of initial data u0,n ∈X2+α(Ωl) (respectively, v0,n ∈X(2+α(Ωl))
(n ∈ N) tending to 0 in X2+α(Ωl) (respectively, in X(2+α(Ωl)) such that the
solution un (respectively, vn) to problem (1.5) satisfying un(0, ·)= u0,n (respec-
tively, vn(0, ·)= v0,n) does not converge to 0 in X0(Ωl) (respectively, in X(0(Ωl))
as n→+∞.
Therefore we have
Theorem 3.4. Suppose that λ ∈ Al . Then the null solution to problem (1.5) is
unstable both with respect to the X0(Ωl)- and X(0(Ωl)-norm.
Coming back to our original problem (1.1), Theorem 3.4 implies that the
TW solution (1.2) and the front ξ(t) = −t are unstable with respect to 2D-
perturbations for any λ ∈Al .
3.3. Stability in X(0(Ωl)
In this section we prove that if λ /∈ Al (see (1.3)) then the null solution to
problem (1.5) is stable in the X(2+α(Ωl)-norm. Unfortunately, we cannot apply
immediately the Linearized Stability Principle in X(0(Ωl) to prove the stability
results since, as pointed out in Theorem 3.1, ω = 0 is an eigenvalue of L for
any λ ∈ R. However, we shall show that ω = 0 is a semisimple eigenvalue of L.
In particular, if λ /∈ Al then ω = 0 is a simple eigenvalue of L and the kernel
of L is spanned by the function U0x(x) = (ex, λ(x + 1)ex,0). Then we split the
solution u to (1.5) as u = P0u+(I−P0)u := r(t)U0x+w, where P0 is the spectral
projection associated with the eigenvalue ω = 0, obtaining a system for the pair
(r,w), the second equation involving only the function w. We successfully apply
the Linearized Stability Principle to the equation for w, and then we solve the
system.
We observe that for any f = (f, g1, g2) ∈X(0(Ωl), R(ω,L)f = v1 + v2, where
v1 and v2 are given by
vj (x, y)= 12l
+∞∑
n=0
a1(n) cos
(
πn
2l
y − πn
2
) 0∫
−∞
eµj,nt fˆj (t + x,n) dt
+ 1
2l
+∞∑
n=0
a1(n) cos
(
πn
2l
y − πn
2
) 0∫
x
eµ3−j,nt fˆj (x − t, n) dt
+ 1
2l
e(2−j)x
+∞∑
n=0
a2,j (n)
detMλ(ω,n)
cos
(
πn
2l
y − πn
2
)
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×
0∫
−∞
eµ1,n(t+x)gˆ1(t, n) dt
+ 1
2l
+∞∑
n=0
a3,j (n)
detMλ(ω,n)
cos
(
πn
2l
y − πn
2
)
×
0∫
−∞
eµ3−j,n(t+x)e(j−1)t gˆ2(t, n) dt
+ 1
2l
e(2−j)x
+∞∑
n=0
a4,j (n)
detMλ(ω,n)
cos
(
πn
2l
y − πn
2
)
×
0∫
−∞
teµ1,n(t+x)fˆ (t, n) dt
+ 1
2l
e(2−j)x
+∞∑
n=0
a5,j (n)
detMλ(ω,n)
cos
(
πn
2l
y − πn
2
)
×
0∫
−∞
eµ1,n(t+x)fˆ (t, n) dt, (3.11)
j = 1,2, f1 = (f, g1 − λ∆v,0), f2 = (0,0, g2), while a1(n) = µ1,n + µ2,n,
a2(n)= a1(n)(π2n2/(4l2)−µ21,n) and
a2,j (n)=
(
2− j, (2− j)λa1(n)µ2,n, (1− j)µ1,n
)
,
a3,j (n)=
(
2− j, (2− j)(λa1(n)a2(n)+ λ(a1(n)+ 1)+µ1,n),
(j − 1)λ
2
a1(n)
(
1− (1+ 2ω)a1(n)
))
,
a4,j (n)= λ
(
(j − 2)a1(n)a2(n), (j − 2)λa1(n)a2(n)+ (µ2,n + 1),
(j − 1)a1(n)a2(n)µ2,n
)
,
a5,j (n)=
(
(2− j)λa1(n)a2(n)+µ2,n, (2− j)λ2a1(n)a2(n)
+ (1− j)λ(1+µ2,n), (1− j)a−11 (n)µ1,n
)
,
for j = 1,2.
In the following theorem we show that 0 is a semisimple eigenvalue of R(· ,L)
and we provide an explicit representation formula for the projection P0.
Theorem 3.5. For any λ ∈R, ω= 0 is a semisimple eigenvalue of the operator L.
In particular, if λ = 1+π2n2/l2 for any n ∈N, then ω = 0 is a simple eigenvalue
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of L and the corresponding eigenspace is spanned by the function U0x . Moreover,
P0u = (T0u)U0x , where
T0(v,w,h)=
[
1
2l
0∫
−∞
dx
l∫
−l
v(x, y) dy +
0∫
−∞
dx
l∫
−l
w(x, y) dy
+
0∫
−∞
(
1
2l
ex + 1− 1
2l
)
dx
l∫
−l
h(x, y) dy
]
. (3.12)
If λ ∈ 1 + (π2/l2)N2, then ω = 0 is a double eigenvalue of L and the cor-
responding eigenspace is spanned by U0x and Uλ, where
Uλ(x, y)=
 e
(
√
λ+1)x/2[
λ+
√
λ
2 − 12 +
(√
λ
2 + λ2
)
x
]
e(
√
λ+1)x/2(√
λ
2 − 12
)
e(1−
√
λ)x/2

× cos
(
πn
2l
y − πn
2
)
. (3.13)
The spectral projection onto KerL is given by
P0(u)= T0(u)U0x + Tλ(u)Uλ, (3.14)
where
Tλ(v,w,h)= ρ
{√
λ
0∫
−∞
[
1−
(√
λ
2
− 1
2
)
x
]
e(1−
√
λ )x/2 dx
×
l∫
−l
v(x, y) cos
(
πn
2l
y − πn
2
)
dy
+
0∫
−∞
e(1−
√
λ)x/2 dx
l∫
−l
w(x, y) cos
(
πn
2l
y − πn
2
)
dy
+
0∫
−∞
e(
√
λ+1)x/2 dx
l∫
−l
h(x, y) cos
(
πn
2l
y − πn
2
)
dy
}
,
(3.15)
and ρ =√λ(λ+ 2√λ− 2)−1l−1.
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Proof. To show that 0 is a semisimple eigenvalue, we have to check that 0 is a
simple pole of the function ω → R(ω,L). From Lemma 3.2 it follows that 0 is
isolated in σ(L).
To show that 0 is a simple pole of the resolvent, we observe that for any λ ∈R,
0 is a simple zero of the equation detMλ(· ,0) = 0 (see (3.2)) and detMλ(0, n)
= 0 for n ∈ N unless λ = 1 + π2n2/l2 (in such a case 0 is still a simple
zero). Moreover, as pointed out in [8, Theorem 4.3], the coefficients a1(n) and
(detMλ(ω,n))−1ak,j (n), j = 1,2, k = 2, . . . ,5, in (3.11) do not exceed C1n−1,
C1 being a positive constant, independent of ω and n in a neighborhood of 0, for
n sufficiently large. A straightforward computation shows that |detMλ(ω,n)| 
C2n2, for anyω ∈ B(0, r)\{0}, any n n0(r) and some positive constantC2. This
implies that the function ω → ωR(ω,L) has a removable singularity at ω = 0.
Observe now that the dimension of KerL does not exceed two. Indeed, the
dispersion relation detMλ(ω,n)= 0 admits ω= 0 as solution if and only if n= 0
or n= n0 and λ= 1+π2n20/l2. This immediately implies that if λ = 1+π2n2/l2
for any n ∈ N ∪ {0} then 0 is a simple eigenvalue of L. In such a case, a
straightforward computation shows that the kernel of L is spanned by U0x and
that P0(u)= (T0u)U0x for any u ∈X(0(Ωl).
Let λ= 1+π2n20/l2 for some n0 ∈N. Let u ∈KerL, and denote by v :Ω2l →
C the function defined by v(x, y)= u(x, l + (−1)j−1y) for any x  0 and any
(−1)jy ∈ [0,2l], j = 1,2. As is easily seen Lv = 0 in Ω2l . We recall that in
[8, Theorem 4.3], we have proved that the Fourier coefficients of the function
y → v(· , y) (say (vˆ(· , n), wˆ(· , n), hˆ(· , n)) solve the algebraic equations
Mλ(ω,n)
(
vˆ(· , n), wˆ(· , n), hˆ(· , n))= (0,0,0), n ∈N, (3.16)
where Mλ(ω,n) is a 3 × 3 matrix whose determinant is given by the right-hand
side of (3.2). Of course, if n /∈ {0, n0}, then (3.16) implies (vˆ(· , n), wˆ(· , n),
hˆ(· , n)) = (0,0,0). Moreover, Mλ(ω,0) and Mλ(ω,n0) have rank equal to
two (see [8, Theorem 4.3]). Therefore, (vˆ(· ,0), wˆ(· ,0), hˆ(· ,0)) (respectively,
(vˆ(· , n0), wˆ(· , n0), hˆ(· , n0))) is determined up to a multiplicative constant C0
(respectively, Cn0 ). This implies that the kernel of L has geometric multiplicity
equal to two.
Straightforward computations show that U0x and Uλ are eigenfunctions of L
with eigenvalue ω = 0 and that the operator defined by the right-hand side in
(3.14) is a projection onto KerL commuting with L. This implies that it coincides
with P0 (cf. [10, Lemma A.2.8]). ✷
We now project problem (1.5) into P0(X(0(Ωl)) and into (I − P0)(X(0(Ωl)),
respectively. The system will be easily decoupled since
F(u)≡F((I − P0)u), G(u)≡ G((I − P0)u), F(P0u)≡ 0,
G(P0u)≡ 0, u ∈X(2(Ωl).
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We split the solution of the initial value problem u(0, ·) = u0 for (1.5) as u =
P0u+ (I −P0)u = r(t)U0x + v, and observe that the pair (r,v) solves the systems{
r ′(t)= T0[Lv(t, ·)+F(v(t, ·))], t ∈ [0, T ],
r(0)= T0[u0], (3.17)
Dtv= L˜v+ (I − P0)F(v), in [0, T ] ×Ωl,
B(v)= G(v), in [0, T ] × [−l, l],
Dyv(· ,±l)= 0, in [0, T ] × (−∞,0],
v(0, ·)= (I − P0)u0, in Ωl,
(3.18)
where L˜= (I − P0)L.
We can now prove the following stability result.
Theorem 3.6. Suppose that λ /∈Al . Then the null solution to problem (1.5) is sta-
ble in the X(2+α(Ωl)-norm. To be more precise for any ω0 ∈ (0,−max {Reω: ω ∈
σ+(L)}) there exist r > 0 and R > 0 such that, for any u0 ∈ B(0, r)⊂X(2+α(Ωl)
satisfying the compatibility conditions
B(u0)= G(u0), B0
[Lu0 +F(u0)]= 0, Dyu0(· ,±l)= 0,
the solution u = (I −P0)u+ r(t)U0x to problem (1.5) with initial datum u0 exists
for t ∈ [0,+∞) and satisfies the following estimate:∥∥eω0t (I − P0)u∥∥X (1+α/2,2+α(0,+∞,Ωl) R‖u0‖X(2+α(Ωl). (3.19)
Moreover, there exists r∞ ∈R such that r∞ = limt→+∞ r(t).
Proof. The proof follows the same ideas of the proof of Theorem 3.3 and,
consequently, it is only sketched. Let us introduce the set Y defined by
Y = {v ∈ B([0,+∞);X): Dyv(· ,±l)= 0, v(0, ·)= u0,
‖eω0tv‖X (1+α/2,2+α(0,+∞,Ωl)  ρ
}
,
where B stays for bounded, and consider the nonlinear operator Γ defined by
Γ (v)(t, ·)= etLu0 +
t∫
0
e(t−s)L
(F(v(s, ·))+ L˜Ng(v(s, ·)))ds
−L
t∫
0
e(t−s)L(I − P0)Ng
(
v(s, ·))ds, t  0,
for any v ∈ Y . Arguing as in the proof of Theorem 3.3 and taking Lemma A.3
into account, it can be proved that the operator Γ is well defined and it is a
contraction mapping in Y provided ρ and r are sufficiently small. This implies
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that the equation Γ (v) = v admits a unique solution in Y that turns out to be a
solution to problem (3.18) with T =+∞.
An easy computation shows that eω0t T0(Lv + F(v)) ∈ Cα/2([0,+∞)). Con-
sequently, problem (3.17) admits a unique solution r ∈ C1+α/2([0,+∞)) given
by
r(t)= T0(u0)+
t∫
0
T0
[Lv(s, ·)+F(v(s, ·))]ds.
Now, the function u(t, ·)= r(t)U0 + v(t, ·), t  0, is easily seen to solve problem
(1.5) and to enjoy property (3.19). Moreover, r(t) converges to the real number
T0(u0)+
∫ t
0 T0[Lv(s, ·)+F(v(s, ·))]ds as t tends to +∞. ✷
Remark 3.7. Coming back to our original problem (1.1) the results in Theo-
rem 3.6 read saying that the solution to the initial value problem associated with
(1.1) exists in the time interval [0,+∞) for initial data sufficiently close to the TW
wave in (1.2). Moreover, the functions (t, x, y) → (Θ(t, x − ξ(t, y), y), S(t, x −
ξ(t, y), y)) and (t, y) → ξ(t, y) + t converge, respectively, to the TW function
in (1.2) in the X2+α( -norm, and to −r∞ as t →+∞. Hence the solution to (1.1)
converges to a translate of the TW (1.2); namely, it converges to the TW function
(Θ0(x + r∞ + t), S0(x + r∞ + t), t + r∞) as t tends to +∞.
4. Bifurcation results
In this section we prove that there exists a sequence of values of the real
parameter λ giving raise to bifurcated branches of nonplanar travelling waves.
4.1. Some additional results on the linear operator L
We need some preliminaries to prove the bifurcation results.
Theorem 4.1. Assume that λ ∈ 1+ (π2/l2)N2. Then the range of the operator
K :X(2+α,∂y(Ωl)→X(α(Ωl)×C2+α∂y
([−l, l])× (C1+α∂y ([−l, l]))2,
defined byKu= (Lu,Bu), where C1+α∂y ([−l, l]),C2+α∂y ([−l, l]) andX(2+α,∂y (Ωl)
are defined in Definitions 2.1 and 2.2, has codimension 2 and consists of all the
quadruplets (f, k0, k1, k2) such that
R1(f, k0, k1, k2) :=
(
T0f+
l∫
−l
(
k1(y)− k0(y)+ 12l k2(y)
)
dy
)
× (U0x,0,0,0)= 0, (4.1)
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R2(f, k0, k1, k2) :=
[
Tλf+ ρ
l∫
−l
(
k1(y)+
√
λk2(y)
)
cos
(
πn
2l
y − πn
2
)
dy
−
(√
λ
2
+ 1
2
)
ρ
l∫
−l
k0(y) cos
(
πn
2l
y − πn
2
)
dy
]
× (Uλ,0,0,0)= 0. (4.2)
Moreover, the restriction K˜ of K to (I − P0)(X(2+α,∂y(Ωl)) is an isomorphism
between (I − P0)(X(2+α,∂y(Ωl)) and (I −R1 −R2)(X(α(Ωl)×C2+α∂y ([−l, l])×
C1+α∂y ([−l, l])×C1+α∂y ([−l, l])), where P0 is defined by (3.14) and (3.15).
Proof. Fix f ∈X(α(Ωl), k0 ∈ C2+α∂y ([−l, l]), k1, k2 ∈ C1+α∂y ([−l, l]), and consider
the functional equation (Lu,Bu)= (f, k0, k1, k2). Define the function z by setting
z = (I − P0)(M(k0, k1) + N k2), where N is the lifting operator defined at
the beginning of Appendix A. The operator M is defined by M(g0, g1) =
M0g0 +M1g1, where M0g0(x, y)= (ϕ1(x)g0(y),ϕ2(x)g0(y),0) and M1g1(y)=
(0,−Ng1,0) for any g0, g1 ∈ C([−l, l]), and N is the operator defined in (A.2)
while ϕ1, ϕ2 ∈ C∞0 (R) are smooth functions which vanish outside (−1,1) and
satisfy the following conditions: ϕ1(0)= ϕ′1(0)= 1, ϕ2(0)= λ−1, ϕ′2(0)= 2λ. It
is immediate to check thatM ∈ L(C2+α∂y ([−l, l])×C1+α∂y ([−l, l]),X(2+α,∂y(Ωl)),
BM(g1, g2)= (g1, g2,0) for any g1 ∈ C2+α∂y ([−l, l]) and any g2 ∈C1+α∂y ([−l, l]).
Obviously, z ∈ (I − P0)(X(2+α,∂y(Ωl)) and Bz = k, k = (k0, k1, k2), sinceBP0 ≡ 0. As is easily seen the equation (Lu,Bu) = (f, k0, k1, k2) is solvable
if and only if the equation (Lw,Bw) = (f − Lz,0) admits a solution w ∈
X
(
2+α,∂y(Ωl).
Observe that w ∈ X(2+α,∂y(Ωl) is a solution to the previous equation if and
only if w ∈D(L) and Lw= f−Lz, due to the Schauder type estimate in [8].
Since 0 is a semisimple eigenvalue of L, RangeL = (I − P0)(X(0(Ωl)).
Consequently, the equation (Lw,Bw) = (f − Lz,0) is solvable if and only if
P0(f−Lz)= 0, that is, if and only if (4.1) and (4.2) hold.
To conclude the proof let us check that the mapping K˜ is an isomorphism.
K˜ is obviously bounded from (I − P0)(X(2+α,∂y(Ωl)) with values in (I −R1 −
R2)(X(α(Ωl)×C2+α∂y ([−l, l])×C1+α∂y ([−l, l])×C1+α∂y ([−l, l])).
Let us prove that K˜ is onto. For this purpose we fix (f, k0, k1, k2) ∈ (I −
R1 − R2)(X(α(Ωl) × C2+α∂y ([−l, l]) × C1+α∂y ([−l, l]) × C1+α∂y ([−l, l])) and we
observe that there exists f0 ∈X(α(Ωl) such that f = f0 −R1(f0, k0, k1, k2)U0x −
R2(f0, k0, k1, k2)Uλ. Hence (f, k0, k1, k2) belongs to the range of K˜ if and only if
P0(f−L(M(k0, k1)+N k2))= 0, that immediately follows from
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P0
(
f−L(M(k0, k1)+N k2))
= P0
(
f0 −R1(f0, k0, k1, k2)U0x −R2(f0, k0, k1, k2)Uλ
−L(M(k0, k1)+N k2))
= P0
(
f0 −L
(M(k0, k1)+N k2))− P0(f0 −L(M(k0, k1)+N k2))
= 0.
Observe that K˜ is one to one. Indeed, K˜(u) = 0 implies that u ∈ D(L) and
Lu = 0. Hence u belongs to the kernel of L but, since u ∈ (I −P0)(X(2+α,∂y(Ωl)),
then u = 0. ✷
4.2. Study of the nonlinear problem (1.8)
This section is devoted to show the existence of nontrivial nonplanar TW
solutions to (1.1) bifurcating from the planar TW solution (1.2) and to study the
concavity of the bifurcating branches.
Proof of Theorem B (first part). The proof will be achieved adapting the
technique of [4] to our situation.
Let us write problem (1.8) in the form
H(u,µ, c)= (0,0,0), (4.3)
where
H :X(2+α,∂y(Ωl)×R2 →X(α(Ωl)×C2+α∂y
([−l, l])× (C1+α∂y ([−l, l]))2
is defined by
H(u,µ, c)= (Lu+F0(u,µ+ λ(n))− (c− 1)(U0x − v(0, ·)U0xx + S3ux),
B0u,B1u,B2u− g(u)
)
,
and S3u is given in (1.8).
Taking the characterization of the weighted spaces X(k(Ωl) in Remark 2.3 into
account, it is not hard to check that F0(u,µ) belongs to X(α(Ωl) so thatH is well
defined.
Let us observe that, if problem (4.3) admits a solution (w,µ, c) belonging to
X
(
2+α,∂y(Ωl)×R2, then it admits the infinitely many solutions (βU0x + w,µ, c),
β ∈R. Indeed, for any w ∈X(2+α,∂y(Ωl) and any β ∈R it holds F0(βU0x +w)≡F0(w), G(βU0x +w)≡ G(w). Consequently,
H(w+ βU0x,µ, c)=H(w,µ, c)+ (c− 1)β(Θ0x (0)U0xx − S3U0xx)
=H(w,µ, c).
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Hence we just seek for a solution (w,µ, c) of (4.3) with w ∈ (I −
P1)(X
(
2+α,∂y(Ωl)), where P1u= T0(u)U0x and T0 is given by (3.12). For this pur-
pose we are going to apply the Lyapunov–Schmidt method. Note that at λ= λ(n)
the kernel of (L,B0,B1,B2) = DyH(0,0,1) is two-dimensional and the codi-
mension of its range is two, due to Theorem 4.1. But looking for a solution with
w ∈ (I − P1)(X(2+α,∂y(Ωl)) we reduce the dimension of the kernel to 1. More-
over, we shall reduce the number of unknowns and the codimension of the range
by expressing c in terms of w.
We begin by observing that the triplet (w,µ, c) is a solution of (4.3) if and
only if
(a) R1H(w,µ, c)= 0,
(b) (I −R1)H(w,µ, c)= 0. (4.4)
Let us write down explicitly (4.4a). For this purpose we observe that
T0(Lw)=
l∫
−l
B0w(y) dy −
l∫
−l
B1w(y) dy− 12l
l∫
−l
B2w(y) dy. (4.5)
Taking (4.5) into account, it can be checked that
R1H(w,µ, c)=
[
T0
(F0(w,µ))
− (c− 1)
(
1+ 1
2l
0∫
−∞
ex dx
l∫
−l
h(x, y) dy −
l∫
−l
B0w(y) dy
)
− 1
2l
l∫
−l
g(w)(y) dy
](
U0x,0,0,0
)
. (4.6)
Recalling that any solution (w,µ, c) to (4.3) is such that B2w = 0, from (4.4a),
taking (4.6) into account, we easily get
c− 1 = I(w,µ) :=
(
1+ 1
2l
0∫
−∞
ex dx
l∫
−l
h(x, y) dy
)−1
×
(
T0
(F0(w,µ))− 12l
l∫
−l
g(w)(y) dy
)
, (4.7)
provided the term in the first brackets does not vanish. This is certainly true if we
take w in a sufficiently small neighborhood of 0.
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Replacing c− 1 into (4.4b) we immediately deduce that the triplet (w,µ, c) is
a solution to (4.3) if and only if (w,µ) solves the equation H˜(w,µ)= 0, where
H˜(w,µ)= (I −R1)
{Lw+F0(w,µ)− I(w,µ)[U0x − v(0, ·)U0xx + S3ux],
Bw− G(w)}. (4.8)
Obviously H˜(0,0) = 0. Moreover, H˜ is smooth and its Fréchet derivative with
respect to w at (0,0) is the operator (cf. (4.5))
H˜w(0,0) : (I − P1)
(
X
(
2+α,∂y(Ωl)
)→
(I −R1)
(
X(α(Ωl)×C2+α∂y
([−l, l])×C1+α∂y ([−l, l]))2,
H˜w(0,0)= (I −R1)(L,B)= (L,B).
By Theorem 3.5, we know that the kernel of H˜w(0,0) is one-dimensional and
it is spanned by the function Uλ in (3.13). Moreover, Theorem 4.1 implies
that the range of H˜w(0,0) consists of all the quadruplets (f, k0, k1, k2) ∈ (I −
R1)(X(2+α,∂y(Ωl)×C2+α∂y ([−l, l])× (C1+α∂y ([−l, l]))2) such that
R˜2(f, k0, k1, k2)= Tλf+ ρ
l∫
−l
k1(y) cos
(
πn
2l
y − πn
2
)
dy
+√λρ
l∫
−l
k2(y) cos
(
πn
2l
y − πn
2
)
dy
−
(√
λ
2
+ 1
2
)
ρ
l∫
−l
k0(y) cos
(
πn
2l
y − πn
2
)
dy = 0.
(4.9)
In particular, the range of H˜ is one-dimensional.
We are going to apply the Crandall–Rabinowitz theorem about bifurcation for
a simple eigenvalue (see [7]). For this purpose we have to check that the trans-
versality condition
R˜2
(H˜µw(0,0)(Uλ)) = 0 (4.10)
is fulfilled. As is easily seen, H˜µw(0,0)v= (0,−∆v,0, v(0, ·), v(0, ·)+ vx(0, ·),
0), for any v ∈X(2+α(Ωl) with sufficiently small norm. Thanks to (4.9), we get
R˜2
(H˜µw(0,0)(Uλ))= 12
√
λ− 1
λ+ 2√λ− 2 , (4.11)
and (4.10) is trivially fulfilled since λ = λ(n) = 1 + π2n2/l2 > 1. Hence
the Crandall–Rabinowitz theorem implies that there exist δn > 0, two smooth
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functions µn : (−δn, δn)→ R and wn : (−δn, δn)→ (I − P1)(X(2+α,∂y(Ωl)) such
that
µn(0)= 0, wn(0)= 0, wn(σ ) = 0 for σ = 0, (4.12)
and
H˜(wn(σ ),µn(σ ))= 0, ∀σ ∈ (−δn, δn).
Moreover, there exists εn > 0 such that if |µ|  εn and w ∈ B(0, ε) ⊂ (I −
P1)(X
(
2+α,∂y(Ωl)) are such that H˜(w,µ) = 0, then µ = µn(σ) and w = wn(σ )
for some σ ∈ (−δn, δn).
Coming back to problem (4.3) it is now easy to check that there exist (wn,µn)
as in (4.12) and a function cn : (−δn, δn)→R given by cn = 1+I(wn(σ ),µn(σ ))
such that cn(0)= 1 and
H(wn(σ ),µn(σ ), cn(σ ))= 0, ∀σ ∈ (−δn, δn).
Moreover, there exists εn > 0 such that if |µ|  εn and w ∈ B(0, ε) ⊂ (I −
P1)(X
(
2+α,∂y(Ωl)) are such that H(w,µ, c)= 0, c = cn(σ ), then µ= µn(σ) and
w = wn(σ ) for some σ ∈ (−δn, δn).
Let us prove that wn(σ ) depends explicitly on y , if σ = 0. Without
losing in generality we can suppose that cn(σ ) > 0 for any σ ∈ (−δn, δn).
A straightforward computation shows that if H(w,µ, c)= 0 with w independent
of y , and c > 0, then w = kU0x for some constant k ∈ R, and c = 1. Since
wn(σ ) ∈ (I − P1)(X(2+α(Ωl)) it follows that wn(σ ) = (I − P1)(kU0x) = 0, that
leads us to a contradiction, since wn(σ ) = 0 if σ = 0.
Coming back to problem (1.1), from the previous results and performing the
inverse transformations that led us to problem (1.8) (see also [8, Section 2]),
we deduce that for any σ ∈ (−δn, δn) there exists a quadruplet (Un(σ ), ξ1n (σ ),
cn(σ ), λn(σ )) satisfying the assertion of Theorem B.
The proof of the first part of Theorem B is now complete. ✷
To conclude this section we study the concavity of the bifurcation branches
and the behaviour of cn in a neighborhood of σ = 0 and we prove the second part
of Theorem B. As far as cn is concerned, it is quite easy to show that it is locally
greater than 1 in a neighborhood of σ = 0. Things are much more difficult when
dealing with the concavity of λn. In fact, for any n ∈ N the bifurcated branches
are parabolic near λ(n). We will show that for any l ∈ R+ there exists a critical
value n0 = n0(l) ∈ N such that if n n0, then λ′′n(0) > 0. Throughout the rest of
this section the symbol ′ will denote differentiation with respect to σ .
Theorem 4.2. For any l ∈ R+ and any n ∈ N, µ′n(0) = 0 and there exists
n0 = n0(l) ∈ N such that µ′′n(0) > 0 for any n  n0. Moreover, the functions cn
are locally greater than 1 in a neighborhood of 0 for any n ∈N.
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Proof. Here we prove only the last part of the theorem, postponing the proof of
the first part until Appendix B, since it relies essentially on heavy computations.
We recall that for any σ ∈ (−δn, δn)
cn(σ )− 1= I
(
wn(σ ),µn(σ )
)
, (4.13)
where I is given by (4.7). Differentiating (4.13) with respect to σ , evaluating
the so obtained equality at σ = 0, and recalling that from the proof of [7,
Theorem 1.7] it follows that w′n(0) = Uλ, we get c′n(0) = µ′n(0)Iµ(0,0) +
Iw(0,0)Uλ. Since Iw(0,0)= 0, Iµ(0,0)= 0, we obtain c′n(0)= 0.
Then we twice differentiate (4.13) with respect to σ and evaluate both sides
at σ = 0. Observing that Iwµ(0,0)= 0, Iµµ(0,0)= 0, we deduce that c′′n(0) =
Iww(0,0)(Uλ,Uλ). Straightforward computations show that
Iww(0,0)(Uλ,Uλ)= T0
(
DwwF0(0,0)(Uλ,Uλ)
)
− 1
2l
l∫
−l
gww(0)(Uλ,Uλ)(y) dy
= 1
4
(√
λ− 1)(2√λ− 1).
Consequently, c′′n(0) > 0 for any λ > 1. Since λ = λ(n) = 1 + π2n2/l2, n ∈
N \ {0}, we immediately deduce the assertion. ✷
Appendix A. Asymptotic behaviour in the linear problem
Throughout this section σ+(L) denotes the set of all λ ∈ σ(L) with positive
real parts, P+ the projection defined by (3.9).
Let us consider the backward problem
Dtu(t, ·)= Lu(t, ·)+ f(t, ·), t  0,
Bu(t, ·)=ψ(t, ·), t  0,
Dyu(t, ·)= 0, t  0,
u(0, ·)= u0.
(A.1)
We introduce the lifting operatorN defined by Nψ = (−Nψ,−λNψ,0) for any
ψ ∈ C([−l, l]), where
Nψ(x,y)= η(x)x
∫
R
ϕ(ξ)Eψ(y + ξx) dξ, (x, y) ∈Ωl. (A.2)
ϕ ∈C∞0 (R) is any nonnegative even function compactly supported in B(0,1) and
such that ‖ϕ‖L1(R) = 1, while η is any infinitely many differentiable function
such that η≡ 1 in [−1,0] and η ≡ 0 in (−∞,−2]. E ∈ L(C(Ωl),C(R2−)) is the
extension operator defined as follows: Eψ(x,y) = Eψ(x, (−1)n(y − 2ln)) for
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any x  0, any y ∈ [(2n−1)l, (2n+1)l) and any n ∈ Z (see also [8, Theorem 4.1,
Lemma A.6]).
Lemma A.1. Suppose that λ ∈ Al . Fix 0 < ω0 <m+ := min{Reω: ω ∈ σ+(L)}.
Suppose that e−ω0t f ∈ Xα/2,α(−∞,0,Ωl), e−ω0tψ ∈ C(1+α)/2,1+α ((−∞,0] ×
[−l, l]), with Dyψ(·,±l)= 0, and u0 ∈X2+α(Ωl). Then problem (A.1) admits a
solution u ∈X1+α/2,2+α(−T ,0,Ωl) for any T ∈R−, with v := e−ω0tu belonging
to B((−∞,0];X0(Ωl)), if and only if
(I − P+)u0 =
0∫
−∞
e−sL(I − P+)[f(s, ·)+LNψ(s, ·)] ds
−L
0∫
−∞
e−sL(I − P+)Nψ(s, ·) ds. (A.3)
In such a case, u is given by
u(t, ·)= etLP+u0 +
t∫
0
e(t−s)LP+
[
f(s, ·)+LNψ(s, ·)] ds
−L
t∫
0
e(t−s)LP+Nψ(s, ·) ds
+
t∫
−∞
e(t−s)L(I − P+)[f(s, ·)+LNψ(s, ·)] ds
−L
t∫
−∞
e(t−s)L(I − P+)Nψ(s, ·) ds,
t ∈ (−∞,0]. (A.4)
Moreover, e−ω0tu ∈ X1+α/2,2+α(−∞,0,Ωl) and there exists a positive constant
C such that
‖e−ω0tu‖X1+α/2,2+α (−∞,0,Ωl)
C
(‖u0‖X0(Ωl) + ‖e−ω0t f‖Xα/2,α (−∞,0,Ωl)
+ ‖e−ω0tψ‖C(1+α)/2,1+α((−∞,0]×[−l,l])
)
. (A.5)
Proof. The proof can be obtained arguing as in the proof of [2, Theorem 0.2]
taking the Schauder estimates in [8] into account. Hence it is omitted. ✷
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Remark A.2. The previous lemma holds also in the weighted case. The lifting
operator N can be used also in the weighted case. Observe in particular that
σ+(L)⊂ σpoint(L). Indeed, σ((L)= σ(cont(L)∪σpoint(L) (see (3.1)), and σ(cont(L)
is contained in the half space Reω < 0.
We now deal with the problem
Dtu(t, ·)= (I − P0)Lu(t, ·)+ f(t, ·), t  0,
Bu(t, ·)=ψ(t, ·), t  0,
Dyu(t, ·)= 0, t  0,
u(0, ·)= u0,
(A.6)
where P0 is the spectral projection associated with the eigenvalue ω = 0 and
X = (I − P0)(X(0(Ωl)).
Taking the Schauder estimates in [8] into account and arguing as in the proof
of [2, Theorem 0.1] we can show the following result.
Lemma A.3. Suppose that λ /∈Al and fix ω0 ∈ (0,−max{Reω: ω ∈ σ(L)}). Then
for any triplet of functions u0 ∈ X(2+α(Ωl) ∩ X, eω0t f ∈ X (α/2,α(0,+∞,Ωl) ∩
B([0,+∞);X) and eω0tψ ∈C(1+α)/2,1+α([0,+∞)× [−l, l])∩B([0,+∞);X),
satisfying the compatibility conditions
B(u0)=
(
0,0,ψ(0, ·)), B0[Lu0 + f(0, ·)]= 0,
Dyu0(· ,±l)= 0, Dyψ(· ,±l)= 0,
problem (A.6) admits a unique solution u belonging to X (1+α/2,2+α(0, T ,Ωl)
for any T > 0 and such that eω0tu belongs to X (1+α/2,2+α(0,+∞,Ωl) ∩
B([0,+∞);X), given by
u(t, ·)= etLu0 +
t∫
0
e(t−s)L
(
f(s, ·)+ L˜Nψ(s, ·)) ds
−L
t∫
0
e(t−s)L(I − P0)Nψ(s, ·)ds, t  0, (A.7)
where L˜ = (I − P0)L and N is the lifting operator defined at the beginning of
Appendix A. Moreover, there exists a positive constant C, independent of data,
such that
‖eω0tu‖X (1+α/2,2+α(0,+∞,Ωl)
 C
(‖u0‖X(2+α(Ωl) +‖eω0t f‖X (α/2,α (0,+∞,Ωl)
+ ‖eω0tψ‖C(1+α)/2,1+α([0,+∞)×[−l,l])
)
. (A.8)
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Appendix B. Determining the concavity of the branches
This section is devoted to determine the concavity of the function λn (n ∈ N)
in a neighborhood of σ = 0.
Proof of the first part of Theorem 4.2. As is easily seen we can merely deal
with the function µn since λn and µn differ by a constant.
Observe that the couple (wn(σ ),µn(σ )) defined in the proof of Theorem B
solves the equation
H(wn(σ ),µn(σ ))= 0, σ ∈ (−δn, δn), (B.1)
where
H(w,µ)= (Lw+F0(w,µ)− I(w,µ)(U0x − v(0, ·)U0xx + S3ux),
Bw− G(w)).
Differentiating both sides of (B.1) with respect to σ and evaluating them at σ = 0
gives Hµ(0,0)µ′n(0)+Hw(0,0)(Uλ)= 0. Since DkµH(0,0)= 0, for any k ∈ N,
we cannot make µ′(0) explicit in terms of the other quantities. Hence we need to
twice differentiate (B.1) with respect to σ and evaluate the so obtained function
at σ = 0. We get
2µ′n(0)Hµw(0,0)(Uλ)+Hww(0,0)(Uλ,Uλ)=−Hw(0,0)w′′(0). (B.2)
Observe that the right-hand side in (B.2) belongs to the range of (L,B).
Hence, applying R˜2 (cf. (4.9)) to both the sides of (B.2), and observing that
R˜2(Hµw(0,0)(Uλ)) = R˜2(H˜µw(0,0)(Uλ)) > 0 (cf. (4.7)), thanks to (4.11), we
deduce that
µ′n(0)=−
1
2
R˜2(Hww(0,0)(Uλ,Uλ))
R˜2(Hµw(0,0)(Uλ))
.
Long but straightforward computations show that R˜2(Hww(0,0)(Uλ,Uλ)) = 0.
Hence µ′n(0)= 0 (for a detailed proof see [9]).
Hence to determine the behaviour ofµn in a neighborhood of σ = 0 we need to
consider the second-order derivative of such a function. Differentiating thrice with
respect to σ the equation H(µn(σ ),wn(σ )) = 0 and evaluating the so obtained
function at σ = 0, we finally deduce that
Hwww(0,0)(Uλ,Uλ,Uλ)+ 3Hww(0,0)
(
Uλ,w′′n(0)
)
=−Hw(0,0)w′′n(0), (B.3)
so that the left-hand side of (B.3) belongs to the range of the operator (L,B).
Consequently, applying the functionalR2 to both the sides of (B.3) we obtain an
explicit expression for µ′′n(0), that is,
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µ′′n(0)=−
R˜2(Hww(0,0)(Uλ,w′′n(0)))
R˜2(Hµw(0,0)(Uλ))
− 1
3
R˜2(Hwww(0,0)(Uλ,Uλ,Uλ))
R˜2(Hµw(0,0)(Uλ))
. (B.4)
To compute µ′′n(0) we need to determine the function w′′n(0). From (B.2)
we deduce that w′′n(0) is determined via the equation Hww(0,0)(Uλ,Uλ) =
−Hw(0,0)w′′n(0). Hence to determine w′′n(0) we have to solve the problemLw = f, in Ωl,Bw= g, in [−l, l],
Dyw(· ,±l)= 0, in (−∞,0],
(B.5)
where (f,g)=Hww(0,0)(Uλ,Uλ), looking for a smooth solution w = (v,w,h).
Since Hww(0,0)(Uλ,Uλ) is split into the sum of two functions, the first one
independent of y and the latter one given by h(x) cos(πny/l − πn) for some
smooth function h, it is natural to look for a solution to (B.5) in the form
w= w(1)(x)+w(2)(x) cos(πny/l − πn). Long but easy computations show that
a suitable function w(1) = (v1,w1, h1) is given by
v1(x)= 14 (λ
1/2 − 1)(2λ1/2 − 1)xex − 1
2
(λ1/2 + 1)e(
√
λ+1)x/2,
w1(x)=−14
[
λ1/2(λ1/2 + 1)2x + (λ1/2 + 1)(2λ+ 3λ1/2 − 1)]e(√λ+1)x/2
+ 1
4
λ(λ1/2 − 1)(2λ1/2 − 1)(x2 + x)ex + λex,
h1(x)= 14 (λ
1/2 − 1)2e(
√
λ−1)x/2,
and a suitable function w2 = (v2,w2, h2) is given by
v2(x)= λ
1/2(4λ− 3)1/2[(2λ1/2 − 3)(4λ− 3)1/2 + λ1/2]
6(λ− 1)[(4λ− 3)1/2 − 1] e
(
√
4λ−3+1)x/2
+ 1
2
ex − 1
2
(λ1/2 + 1)e(
√
λ+1)x/2,
w2(x)=−14
[
λ1/2(λ1/2 + 1)2x + (λ1/2 + 1)(2λ+ 3λ1/2 − 1)]e(√λ+1)x/2
+ 1
2
λ3/2[(4λ− 3)1/2 + 1]2[(2λ1/2 − 3)(4λ− 3)1/2 + λ1/2]
24(λ− 1)2
× xe(
√
4λ−3+1)x/2 + 1
2
λ(x + 2)ex
+ λ
[
(7λ1/2 + 4)(4λ− 3)1/2 + 16λ3/2 − 8λ− 21λ1/2
12(λ1/2 + 1)((4λ− 3)1/2 − 1)
]
× e(
√
4λ−3+1)x/2,
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h2(x)= λ
[
(4λ− 3)1/2 − λ− 3λ1/2 + 3
12(λ− 1)
]
e(
√
4λ−3−1)x/2
+ 1
4
(λ1/2 − 1)2e(
√
λ−1)x/2.
So, we have determined explicitly a solution w(0)n to (B.5). This is enough for our
aims. Indeed, if v is another solution, the difference v − w(0)n belongs to KerL.
Since wn(σ ) belongs to (I − P1)(X(2+α(Ωl)) for every σ , then w′′n(0) does and,
therefore, w′′n(0)= w(0)n + cUλ for some real constant c. It follows that
R˜2
(Hww(0,0)(Uλ,w′′n(0)))
= R˜2
(Hww(0,0)(Uλ,w(0)n ))+ cR˜2(Hww(0,0)(Uλ,Uλ))
= R˜2
(Hww(0,0)(Uλ,w(0)n )),
which has to be replaced in (B.4).
We are now in a position to compute µ′′n(0) from (B.4). Long but straightfor-
ward computations show that
µ′′n(0)=µ′′n(0, λ)
= [(4λ− 3)1/2(87λ4 − 522λ7/2 + 696λ3 + 808λ5/2 − 1296λ2
− 396λ3/2 + 564λ+ 66λ1/2 − 63)
+ 24λ9/2 − 999λ4 + 1722λ7/2 + 1876λ3 − 3132λ5/2 − 852λ2
+ 1680λ3/2 − 60λ− 234λ1/2 + 63]
× {48(λ1/2 + 1)[(4λ− 3)1/2 + λ1/2]2[(4λ− 3)1/2 − 1]}−1.
Observe that the sign of µ′′n(0) is determined by the sign of the term in the first
square brackets (say g) since the other term is positive when λ ∈ [1,+∞). To
determine the sign of g we begin by observing that the function g1 defined by
g1(λ)= 87λ4 − 522λ7/2 + 696λ3 + 808λ5/2 − 1296λ2 − 396λ3/2
+ 564λ+ 66λ1/2 − 63
is nonnegative for λ 2 and (4λ− 3)1/2  (2λ1/2 − 1) for any λ 1. Hence
g(λ2) 198λ9 − 2130λ8 + 3636λ7 + 2796λ6 − 6532λ5 − 348λ4
+ 3204λ3 − 492λ2 − 426λ+ 126, (B.6)
and the function in the right-hand side of (B.6) is positive increasing in [9,+∞).
Consequently, we can limit ourselves to studying µ′′n(0, ·) in [1,81). A direct
analysis of µ′′n(0, ·) shows that it is positive in (1, λ0) and in (λ1,9), where
λ0 ∈ (4.33440627,4.33440628) and λ1 ∈ (67.53976333,67.539763335) and
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µ′′n(0,4.33440627)∼ 0.00109677292193,
µ′′n(0,4.33440628)∼−0.00203195797718,
µ′′n(0,67.53976333)∼−0.81658303246377,
µ′′n(0,67.539763335)∼ 0.09168112950397.
Coming back to our problem, we deduce that for any l ∈ R+ there exists n0 =
n0(l) ∈N such that for any n n0, µ′′n(0) > 0, and the proof is now complete. ✷
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