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Introduction
For the description and the analysis of time series it is useful to initially introduce a coarse classification in order to be able to choose the most appropriate tools for the more detailed analysis.
One important classification is to discriminate between well-predictable and not-well-predictable processes. Information about the predictability of a process facilitates e.g. a sensible choice of the forecasting window. In the case of chaotic time series the prediction accuracy can decrease considerably already after only a few time-steps in contrast to a stationary stochastic process (Abarbanel (1996) , Casdagli (1991) ).
In addition, in the analysis of stochastic processes there often is the problem that only one time series is available and no previous knowledge about the temporal-functional relationship is given.
Despite these restrictions a formal identification of predictable time series can be achieved by analyzing the Lyapunov spectrum or the largest Lyapunov exponent of the time series (this is often just referred to as the Lyapunov exponent). Originally, the Lyapunov exponent was defined for non-stochastic, deterministic systems. Anyhow, the concept behind the Lyapunov exponent can be embedded into a statistical framework.
The remainder of this paper is organized as follows. After an introduction of the Lyapunov exponent (Sec 2) we will show that it can be used as a criterion to discriminate between well-predictable and not-well predictable time series (Sec 3). Experimental results of a BTA-deep-hole drilling process illustrate the method of separation by the Lyapunov exponent (Sec 4). A conclusion is drawn in Sec. 5.
Lyapunov exponent
One possibility to distinguish between well-predictable and not-well-predictable time series is given by the computation of the largest Lyapunov exponent (often briefly called the Lyapunov exponent). This was originally defined for non-stochastic, deterministic processes. However, the Lyapunov exponent can also be analyzed and used for the stochastic case.
Firstly, it will be introduced for deterministic processes. The dynamics of deterministic processes is defined by
with initial point or initial state x 0 ∈ IR k , x t describes the state at time t. The functional relationship is described by f and it is assumed that f is differentiable everywhere. Hence, the dynamics is entirely deterministic.
The Lyapunov exponent describes the divergence of two different trajectories. This can be motivated as follows:
In Fig. 1 the behavior of two nearby trajectories is shown. The starting point x * 0 is "nearby" but displaced from x 0 . Furthermore, the trajectories follow the same functional relationship. The distance between x 0 and x * 0 is given by
Hence, the distance after one iteration can be approximated by applying the first order Taylor expansion as follows:
After N iterations the distance between the trajectories arises from using the chain rule:
Thus, we are interested in diverging or converging of the trajectories after N iterations in comparison to the beginning. This is estimated by an expansion rate. Obviously, the expansion rate of the trajectories can be expressed by
where λ N is the characteristic value dependent on time N and x 0 . This expansion rate illustrates the behavior of the trajectories after N iterations in dependence of ∆ 0 and x 0 . The consideration of the asymptotic behavior for N → ∞ yields the definition for the Lyapunov exponent of deterministic processes:
It is the long time consideration of the average logarithmic derivation after N equals infinity many iterations. The Lyapunov exponent measures the asymptotic average logarithmic expansion rate along two trajectories.
The derivative f ′ of the function f is often unknown. It has to be evaluated from the given observation series. Various approaches for the calculation of λ have been suggested in the literature (for more details see for example Sano and Sawada (1985) , Kantz and Schreiber (1997) ).
If stochastic processes are considered, two cases have to be distinguished separately: The random effect is additive in the functional equation and the random effect is not necessarily additive.
First the case with an additive noise is considered. The dynamics of stochastic processes with an additive random effect is defined by
By transforming
we obtain the same derivatives of g and f so that the definition of the Lyapunov exponent for stochastic processes with an additive noise is directly derived from the deterministic case. The function g is inserted in the definition of the Lyapunov exponent for deterministic processes and the definition for stochastic processes with an additive noise is obtained:
However, an additive noise can not always be justified because this assumption is too restrictive with regard to possible model classes. Thus, the general case is considered. The dynamics of stochastic processes with a nonnecessarily additive noise is defined by
The Lyapunov exponent can be naturally generalized as:
In any case, as an estimator of the Lyapunov exponent
is taken. For details about the Lyapunov exponent for deterministic and stochastic processes see Busse et al. (2001) , Busse (2003) , and Busse and Weihs (2004) .
3 Well-predictable and not-well-predictable processes
The knowlegde about the quality of prediction of processes is an important property for the interpretation of the predicted results. The greater the information loss in a multi-step-forcasting the greater the decrease in the quality of prediction. Thus, it is interesting to know a measure of information loss for avoiding possible misinterpretations. The Lyapunov exponent can be interpreted as an expansion rate with a direct context to the information loss over time.
If we assume that the true starting point x 0 of a time series is possibly displaced by an ǫ, we know only the information area about the starting point we do not know the proper position of x 0 . After t-time steps the time series is in the information area at time t, I t and after t + 1-time steps in the information area I t+1 (Fig. 2) . If the information area is small, we have more information about the true position of the data point in contrast to a greater information area (Beck (1993) ). As an adequate measure of information the information content b n of a true position of a data point in an information area I n of the volume ∆ n is given by:
The connection to the volume of an information area is given by
It can be characterized by the distance between two trajectories of a process at time n. For the evaluation of the quality of prediction we are interested in the information loss from one time to the next. For this the difference of two information contents before and after an iteration step are determined. Thus, the information loss IV about the true position of a data point in one iteration step is given by
with
If the difference is positive, IV describes an information increase, whereas an information loss is given, if I n is less than I n+1 .
The information loss is the logarithmic first derivative of the functional relationship of a process, so that the Lyapunov exponent can be used for the description of the average information loss:
In contrast to the traditional classification of time series we do not use the given data points but the possible position areas like k-means clustering (Hastie (2001) ).
The classification of both deterministic and stochastic processes by the Lyapunov exponent is given by:
The information about the true position of the data increases due to the reduction of the information area. Consequently, we get a good predictability.
Here, the information content levels off. We have neither information loss nor information increase.
The information loss about the true position of the data increases over time due to the information area increases. Consequently, we get a bad predictability. 
Experimental results
The Lyapunov exponent achieved a distinction between well-predictable and not-well-predictable time series. We applied this classification to a real-worldproblem. The aim was to analyze a BTA-deep-hole drilling process and to control at best working conditions (VDI (1974) ). BTA-deep-hole drilling is used to produce holes with a high length-to-diameter-ratio. But the slenderness of the tool can yield unwanted states, like chatter. This should be avoided, because chatter generates surface discontinuity at the workpiece, noise exposure and increases the wear of cutting edges substantially.
For the analysis we were given a time series of acceleration data with different types of the process. First the non-chatter area with a weakly periodical part and the chatter area with a strongly periodical part. The transition between these areas appears funnel shaped.
The aim was to identify the chatter early to avoid the possible consequences. For this we characterize the transition in time windows of length 1024 data points. We chose the Lyapunov exponent because its ability to distinguish between good and bad predictability makes it possible to estimate the starting point of the transition. For every time window in the transition area the Lyapunov exponent of the given time series was evaluated. For this, equation (6) and equation (12) respectively is estimated by the approach of Kantz and Schreiber (1997) . In order to identify the "true" transition it is important whether the Lyapunov exponent is less than 0, that is to classify a good forecast-property or whether λ is greater than 0.
For the interpretation of the resultsnote that amplitude increase is in the time window 559313-560335. The identification of the change between the non-chatter and the chatter area occured one and a half drill rotations earlier than the real amplitude increase (see Table 1 , 556240-558287). The distinction between well predictable and not-well predictable processes by the Lyapunov exponent was applied with good results to various time series. For more details about other applications see for example Busse (2003) .
Conclusion
We analyzed the Lyapunov exponent in the context of the separation between well-predictable and not-well-predictable processes. Such a classification seems useful since it would facilitate a more detailed analysis of the underlying process with respect to the choice of the appropriate tools. In this work the Lyapunov exponent was suggested for separation. This criterion describes the asymptotical average logarithmic expansion of the model derivative.
It was shown that the Lyapunov exponent can be used for the evaluation of predictability. The Lyapunov exponent as a classification criterion can be used without knowledge stochastics of the process and without knowledge about the temporal-functional relationship, only using the given time series.
In addition, different areas of a BTA-deep-hole drilling process were classified by the Lyapunov exponent. Detection of the transition to chatter was possible substantially earlier than the rise in acceleration was visible.
