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Abstract
The mesospheric fraction of the atmosphere has been proposed by previous studies
as a highly sensitive indicator of climate change. In contrast to the lower atmosphere,
the build-up of greenhouse gases, in particular CO2, is expected to lead to a more pro-
nounced radiative cooling. While the lower and middle mesospheric regions show strong
evidence of long term cooling trends, the upper mesospheric trend is rather uncertain.
Simultaneously, the upper mesosphere exhibits a large dynamic variability, in particular
over the polar regions, such that mesospheric air is strongly departing from its radia-
tive equilibrium. Improving our understanding of the driving processes of the dynamic
variability is therefore crucial for understanding the climate response of the upper meso-
spheric and mesopause region. In this connection, the emission from the hydroxyl (OH*)
airglow layer at mesopause altitudes is one important source of information, which is
extensively used in the present work to study the temporal variability of this region by
means of Fourier transform spectroscopy and mesospheric models. The main contribu-
tions of this work are divided into two parts:
Part 1: Spectroscopic observations of the OH* emission were performed during the po-
lar winter seasons at the high latitudinal AWIPEV station in Ny-A˚lesund, Spitsbergen.
Based on the observed OH(3-1), OH(4-2), and OH(8-5) Meinel emission bands, rota-
tional temperature estimates are derived and serve as a close approximation of ambient
kinetic temperatures. A temperature time series is created for the periods from 2007-12
and 2013-14. A comparison with temperature estimates from the AURA/MLS satellite
reveals that ground-based temperature estimates are lower for most of the time. The
smallest offset is found for the OH(3-1) temperature estimates, which reduces to a few
Kelvin or even less during some periods. In contrast, the offsets of OH(4-2) and OH(8-5)
temperature estimates to MLS remain quite substantial for most of the time and can
reach values as large as a few tens of Kelvin. While a sensitivity test shows a critical
dependency of the temperature retrieval on the simulated atmospheric transmission for
both emission bands, in particular the exceptionally low OH(8-5) temperature estimates
are a surprising result compared to previous studies.
In addition to the intercomparison of different temperature estimates, NCEP1 re–
analysis data were used to study the impact of sudden stratospheric warmings on the
dynamic variability of the upper mesosphere that is reflected in the associated tem-
perature estimates. Evidence of mesospheric feedbacks to changes in the stratospheric
conditions was found in a number of cases. An interesting case example was found
in January 2011 where changes in upper mesospheric temperatures appear to precede
changes in the stratospheric dynamic conditions, which seems to contradict an upward
propagating disturbance explanation.
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Finally, harmonic perturbations in the observed OH* emission brightness and associ-
ated temperature estimates are a common feature at hourly time scales in the derived
time series of this work. Following previous theoretical considerations on the impact of
vertically propagating waves on the OH* airglow layer, phase shifts between brightness
and temperature perturbations were identified and discussed in the time series. The ob-
served brightness/temperature relations are supposed to be dependent on vertical wave
properties, implying a valuable application of the OH* measurements for future studies.
Part 2: Previous studies revealed systematic vertical shifts between different vibra-
tional populations of OH*. The thermalisation at different altitudes induces differences
between rotational temperatures from different OH* Meinel bands. With the aim of
improving our understanding of the driving processes that modulate the vertical shifts
in the OH* Meinel emission, this work performs gas-kinetic simulations by means of
a collisional quenching model driven by SD–WACCM4 model runs. This work finds
that the combined effect of collisional quenching with atomic and molecular oxygen
is crucial to understand seasonal changes in the vertical shifts between different OH*
emission bands, whereas previous studies were mainly focusing on the impact of atomic
oxygen only. At diurnal time scales the model results suggest that changes in the source
gases of OH* become another important factor. A similar investigation of vertical shifts
between different OH* emission bands based on spaceborne observations by SABER re-
veals a qualitative agreement with the model results, while the quantitative deviations
imply that further improvements in our theoretical understanding are necessary.
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1. Introduction
The Earth’s atmosphere is a crucial life supporting medium of this planet and has been
subject to substantial changes during the Earth’s evolution. It nowadays provides the
conditions for a manifold of lifeforms, which in turn significantly affect its chemical
composition and the Earth’s albedo. This again has important implications for the total
energy budget in response to the incident solar radiation, and through this inducing
momentum to the Earth’s atmosphere. It appears that the conditions we experience on
this planet are the result of a complex interaction within the entire Earth system that
is responding to the incoming solar radiation. From prehistoric climate records we find
evidence of drastic variability in the atmospheric state, having severe implications for
the life supporting conditions on this planet. Due to the pronounced world wide growth
in economies and agricultural land use over the past decades, the associated accelerated
anthropogenic release of gases that can potentially influence the Earth’s energy budget
is leading to a rising concern among societies and policy makers. The Montreal protocol
is a prominent example of an intergovernmental treaty that regulates the anthropogenic
release of ozone depleting halogenated substances into the atmosphere. It entered into
force in 1989 with the aim of preventing the destruction of the stratospheric ozone layer,
which is protecting life from harmful solar ultraviolet (UV) radiation. More recently,
Garcia et al. [2012] have confirmed within model projections from the Whole Atmosphere
Community Climate Model (WACCM) that a world without the successful ratification
of the Montreal protocol would have experienced a collapse of the entire ozone layer by
the mid-21st century.
The release of greenhouse gases as a result of the strong increase in fossil fuel combus-
tion and agricultural land use, in particular carbon dioxide (CO2) and methane (CH4),
is another important issue from the anthropogenic altering of the atmospheric composi-
tion. According to the recently published 5th assessment report of the Intergovernmental
Panel on Climate Change (IPPC, 2013), the anthropogenic impact on global warming
since the 1950s is considered to be highly significant, while CO2 concentrations have
increased by 40 % since pre-industrial times. However, the scientific debate on global
warming is still subject to large uncertainties, which certainly must be attributed to the
complexity of this topic. In this context, it is important to note that climate change is
not constrained to the tropospheric layer, but ranging from the oceanic bottoms to the
land ecosystems to the atmospheric edge of space. Hence, a thorough understanding of
the response and interaction between different components of the entire Earth system is
mandatory to allow reliable future climate projections.
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The middle atmosphere, ranging from the tropopause to the homopause at about
100 km altitude [Brasseur and Solomon, 2005], is one part of this puzzle, which has
attracted the attention of an increasing number of research groups over the past decade.
However, in particular the mesospheric fraction, starting at about 50 km altitude, is one
of the still least understood components of the Earth’s atmosphere for mainly two rea-
sons. Firstly, in-situ sensing of this region is technically very challenging and practically
limited to cost expensive rocket campaigns; and secondly, in many cases remote sensing
of this region requires the consideration of non local thermal equilibrium (non-LTE)
conditions, posing a non-trivial problem to the data evaluation.
Despite these problems, there is a growing scientific consensus on the importance in
understanding the climate response of this atmospheric region, which, among others, is
manifesting by the growing Network of the Detection of Mesospheric Change (NDMC).
One reason for that is the high sensitivity of this region to dynamical and chemical
perturbations, which makes it a favourable early indicator of climate change. In this
context, the climate response can be quite different in comparison with the tropospheric
layer below. For instance, CO2 warming of air occurs in the tropospheric layer due to
the absorption of infrared (IR) emission from the Earth’s surface. In contrast, CO2 at
mesospheric altitudes acts as a cooling IR-radiator into space, therefore a global cooling
of this atmospheric region is expected. Indeed, evidence of a mesospheric cooling has al-
ready been found by various authors as summarised in the review papers on mesospheric
temperature trends by Beig et al. [2003] and Beig [2006]. Following these papers, they
deduce a cooling trend of about 2-3 K per decade at the lower and middle fractions
of the mesosphere from the bulk of observations. This appears to be quite substantial
compared to the globally averaged combined land and ocean surface temperature rise of
0.85 K that is estimated from multiple independent datasets between 1880 to 2012 in
the frame of the 5th IPPC report. Vice versa, a growing number of studies report zero-
trends for the upper mesospheric boundary, the mesopause, (among others, see Dyrland
and Sigernes [2007] and Holmen et al. [2014]) but also a few exceptions exist that report
negative trends as large as -10 K per decade [Beig et al., 2003]. The dynamic variability
of this region, its sensitive response to changes in the solar forcing, as well as the scarcity
of long term measurements (i.e. at least one decade as supposed by Beig et al. [2003] or
even two decades as supposed by Khomich et al. [2008]) and their limitation to a fixed
geolocation make trend analyses a challenging task, hence, improving our understanding
of the driving processes of the dynamic variability will lead to a better understanding of
climate change in the mesopause region.
Many observational studies on the mesopause region rely on a special feature, which
is commonly referred to as airglow. It results from the emission of electronically excited
atoms as well as rotationally-vibrationally (ro-vibrationally) excited molecules, which
offers a valuable source of information on the ambient air by means of remote sens-
ing techniques. In particular the Meinel bands, first identified by Meinel [1950a,b] as
the emission from the ro-vibrationally excited hydroxyl (OH*) radical, are a prominent
3source of airglow at mesopause altitudes. Fortunately, some of the OH* Meinel bands
can be easily observed from the ground during nighttime. Spectroscopic observations of
the OH* Meinel bands allow us to determine the OH* rotational temperatures, which
are extensively used to study temperature changes at mesopause altitudes. In addition,
the OH* brightness is another important parameter, which is responding to changes in
the chemical composition of the ambient air. Both parameters, rotational temperature
and emission brightness, appear to be highly sensitive to dynamical perturbations, while
theoretical models suggest that dynamical properties are directly contained in the com-
bined set of parameters, as we will discuss later in more detail.
In this work, a strong emphasis is given to the OH* Meinel emission (abbreviated as
”OH* emission” in the following), which is used as a tool to study mesopause dynamics
and temperatures. To provide new insights into the mesopause region, this work pursues
two approaches. First of all, ground-based observations by means of Fourier Transform
Spectroscopy in the IR wavelength region (FTIR) were performed at the high latitudinal
AWIPEV station, which is located in the Arctic village of Ny-A˚lesund, Spitsbergen at
78◦55’N. Following the preliminary OH* emission measurements prior to this work be-
tween 2007-09, a further refinement of the measurements was applied in 2010 to improve
the OH* signal strength. Since then, ongoing measurements throughout the polar night
have been performed. From selected OH* Meinel bands, rotational OH* temperatures
are retrieved and compared with additional temperature measurements from spaceborne
platforms. The temporal variability of the temperature time series is further compared
to the stratospheric dynamic conditions below, which this work deduces from reanalysis
data to study the vertical dynamic coupling between both atmospheric regions. In addi-
tion, we also address the variability of the solar forcing and its potential impact on the
results of this work. Besides the comparison of the OH* temperature time series with
other datasets, we exploit the above mentioned relation between temperature/brightness
perturbations based on selected case examples at the end of the first main part of this
work.
For the second approach, this work performs gas-kinetic simulations to investigate
processes that lead to systematic vertical shifts between the emission profiles of different
OH* Meinel bands. While previous studies suggest that the process of collisional relax-
ation of the excited OH* radicals is primarily determining these vertical shifts, this work
investigates the role of the collisional quenching process on the temporal modulation of
these shifts. For this task, the gas-kinetic simulations are driven by model runs from the
WACCM4 model version extended with specified dynamics. The simulated OH* profiles
are further compared with spaceborne measurements of vertical shifts between different
OH* Meinel bands. The motivation for the two approaches of this work is summarised
in the following.
4 1. Introduction
1.1. Motivation of this work
The climate response at mesopause altitudes is subject to ongoing research. In this
connection, the driving processes of the dynamic variability at these altitudes appear
to play a significant role. This in particular applies to the polar mesospheric regions,
which are largely disturbed due to dynamic perturbations that have their origin mainly
in the lower atmospheric layers. Vice versa, high latitudinal ground-based observations
are very sparse, but also spaceborne instruments are typically limited in their latitudinal
range due to their prescribed orbits. In addition, local small-scale perturbations that
play a fundamental role in driving the large-scale circulation, as we will soon discuss, are
not fully resolved by spaceborne observations due to their large observational footprints
and limited number of orbits per day. In turn, the parametrisation of these small-scale
perturbations remains a challenging task in numerical simulations of the middle atmo-
spheric general circulation.
Ground-based observations of the OH* emission can be performed throughout the
polar night during clear night-sky conditions at time increments in the order of a few
minutes. This significantly broadens the sensitivity to dynamical perturbations com-
pared to spaceborne observations. The establishing of high-latitudinal ground-based
observations of the OH* emission is therefore an important contribution to the inves-
tigation of the driving processes of the dynamic variability at mesopause altitudes. In
addition, ground-based instruments are an important validation source for spaceborne
missions, which can be affected by degradation effects over time that, if not considered,
would lead to artificial trends in long-term observations.
The motivation for the model part of this study relies on the importance of the vertical
profile structure of the OH* emission for the intercomparison of ground-based measure-
ments that consider different OH* Meinel bands. Previous studies have shown that
systematic differences exist in the vertical distributions of OH* concentrations with re-
spect to their vibrational level of excitation. This again induces systematic differences in
the rotational temperatures based on Meinel bands originating from different vibrational
OH* populations. Hence, the precise intercomparison of OH* rotational temperature
records based on different Meinel bands requires a profound knowledge about the ver-
tical structure of the OH* profiles. Apparently, this complicates the intercomparison
between ground-based observations of the OH* emission, which are usually measuring
the integrated emission along the line-of-sight and therefore lack the information about
the OH* profile shape and altitude. Hence, a better understanding of systematic pro-
cesses that modulate the vertical displacements between different Meinel bands will help
us to understand associated systematic difference that occur in the comparison between
different ground-based long-term datasets.
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1.2. Structure of thesis
A review of the physical background of this study is provided in Chap. 2. It introduces
the basic concept of the classification of atmospheric layers. This is followed by a general
discussion about the global circulation with a special focus on the mesospheric fraction.
This discussion summarises the most important dynamical processes that are driving
or perturbing the mesosphere with the aim of providing a general background on the
natural variability of the OH* emission. The following sections summarise the forma-
tion process of OH* radicals and explain how their emission spectrum is related to the
ambient temperature.
Chapter 3 provides a background on the instrumentation and measurement principles.
It begins with a summary on the principles of Fourier transform spectroscopy and in-
troduces the method of this work to derive rotational temperatures from the measured
OH* emission spectra. This is supplemented by a review of important issues in the mea-
surements; namely, the impact of the atmospheric transmission on the OH* emission
signal, the instrumental sensitivity and its thermal stability during operation. In addi-
tion, this chapter investigates the impact of the new viewing direction that is applied to
the measurements since 2010. Finally, a brief summary is given on the instrumentation
of the AURA/MLS satellite. It provides independent temperature measurements, which
are compared with the ground-based temperatures measurements in the next chapter.
Chapter 4 discusses the temperature time series above Ny-A˚lesund. It begins with
an introduction on the quality criteria that are applied in the data filtering of this work.
This is followed by a brief overview on the developed data processing scheme. The tem-
perature time series from different OH* Meinel bands and spaceborne measurements
from MLS are then discussed and related to the solar as well as stratospheric dynamic
conditions as noted earlier. The final section of this chapter addresses the observed
small-scale perturbations in the OH* emission and discusses the related implications
from current theoretical models.
Chapter 5 addresses the model part of this work. It introduces the updated quenching
model that was established in this work and summarises the key features of the extended
WACCM model, which is used to drive the gas-kinetic simulations of OH*. In addition,
it provides a brief overview on the TIMED/SABER satellite, which is used for compari-
son of the model results. Based on a sensitivity study, this chapter addresses the diurnal
and seasonal impacts of the collisional quenching process on the vertical shifts between
the OH* Meinel bands.
Chapter 6, the final chapter, summarises the main aspects of the experimental and
model parts of this work and outlines their implications for the mesospheric region.
Potential future applications to the ongoing OH* observations in Ny-A˚lesund and the
model approach of this work are discussed in the outlook at the end of this chapter.

2. Scientific Background
2.1. The vertical layers of the atmosphere
The Earth’s atmosphere is classified according to different layers that have distinct
characteristics. One criterion for classifying atmospheric layers is the associated ver-
tical temperature gradient, as illustrated by the schematic vertical thermal profile in
Fig. 2.1. This profile can be split up into layers where temperatures either decrease with
altitude (i.e. troposphere and mesosphere) or increase with altitude (i.e. stratosphere
and thermosphere). Between these layers, intermediate layers exist where temperatures
remain rather constant with altitude. We denote these intermediate layers with the term
”pause” instead of ”sphere” in the end of their names. Depending on the geographic
position, the seasonal and local time, the altitudes of the intermediate layers and the
temperature gradients of the surrounding layers will differ. Furthermore, conditions can
occur where the vertical thermal structure inside a layer can be locally reversed, leading
to a more complex structure.
The thermal structure of the atmosphere results from different factors that favour the
warming or cooling of air. For instance, the large abundances of stratospheric ozone,
a very effective absorber of UV radiation, lead to a strong radiative heating, which is the
main driver of the positive temperature gradient with height in this region. In contrast,
radiative IR cooling into space starts to dominate in the mesospheric layer via vibrational
relaxation of CO2, H2O and O3 [Brasseur and Solomon, 2005]. At mesopause altitudes
the dominant radiative cooling mechanism is provided by CO2, which is largely driven
by transfer of energy due to collisions with atomic oxygen [Beig et al., 2003]. For the
thermospheric region, radiative heating due to the increasing amount of highly energetic
solar radiation starts to dominate again. In this context, heating is primarily due to the
deposition of kinetic energy of air molecules and atoms because of the rarefied thermo-
spheric air.
Another classification of atmospheric layers is given by the chemical composition and
driving dynamic processes of air. Based on this criterion, air below 100 km is dominated
by turbulent mixing processes and mainly consists of N2 and O2. Its molecular weight
is therefore rather constant with altitude. Above 100 km, the atmospheric composition
becomes very heterogeneous with altitude. Because highly energetic solar radiation is
significantly increasing with height at this fraction of the atmosphere, photo dissociative
processes become more important. In addition, transport of air is dominated by molec-
ular diffusion rather than turbulent mixing. Both processes lead to a weight dependent
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Figure 2.1.: Vertical thermal structure (left panel) and pressure/altitude relation (right
panel) based on the U.S. Standard Atmosphere 1976.
distribution of species in the vertical direction. According to these characteristics, the
region below 100 km is referred to as the homosphere and the region above 100 km is
referred to as the heterosphere. The intermediate layer where molecular diffusion and
turbulent mixing compete with each other is referred to as either the homopause or
turbopause.
In summary, we find systematic structures in the atmosphere, which are categorised
by different atmospheric layers. In the next section, we expand this one-dimensional
picture to the meridional direction and review some of the fundamental processes which
are driving the mesospheric dynamics.
2.2. Middle atmospheric dynamics
The global circulation of air is an important dynamical process, which is significantly
affecting the thermal structure of the mesopause region. A schematic view of the zonally
averaged global circulation is presented in Fig. 2.2 where the thermal contrast between
different regions is indicated by the coloured background, i.e. ”warmer” temperatures
are denoted with red colours and ”colder” temperatures are denoted with blue colours.
At first glance, it might appear surprising that the winter mesopause is warmer than
the summer mesopause, in particular above the poles, as illustrated in Fig. 2.2. In fact,
the mesopause at the summer pole is the coldest naturally existing place in the Earth’s
atmosphere [Smith, 2012a]. To understand the thermal contrast between the summer
and winter pole, the transport of air, which is denoted by the yellow arrows in Fig. 2.2,
must be taken into account. As illustrated, a pole-to-pole meridional circulation exists at
the mesopause with upwelling air above the summer pole and downwelling air above the
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Figure 2.2.: Schematic representation of middle atmospheric ciculation and thermal con-
trasts during solstice conditions. The propagation of gravity waves and
planetary waves is denoted by arrows (see legend). Taken from Meriwether
and Gerrard [2004]
winter pole. Due to the adiabatic vertical motion, up-/down welling air parcels depart
from their radiative equilibrium because of the associated adiabatic cooling/warming.
A fundamental process, which is driving the meridional circulation between both poles,
is given by the dissipation of breaking internal gravity waves in the mesosphere. In
general, wavelike perturbations are a crucial dynamical feature of the atmosphere in the
altitude range between 10 km and 110 km [Fritts and Alexander, 2003]. To provide
an overview on the physical background of these features and their implications for the
dynamical and thermal state of the mesospheric region, different mechanisms producing
these features are reviewed in the following.
2.2.1. Gravity waves
Internal gravity waves are an essential driver of mesospheric dynamics. They can be
generated by orographic disturbances (e.g. air flow over mountains) as well as non-
orographic disturbances (e.g. frontal systems, thunderstorms, velocity jets) in the lower
atmosphere. These disturbances lead to wavelike perturbations due to the fluid buoy-
ancy of ambient air [Nappo, 2002]. An additional restoring force is given by the Coriolis
force which becomes significantly important, if horizontal wavelengths are greater than
about 300 km [Brasseur and Solomon, 2005]. Typical horizontal wavelengths of gravity
waves range between 10 to 1000 km, while observed vertical wavelengths range between
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Figure 2.3.: Schematic vertical distribution of mid-latitudinal zonal winds and its impact
on the vertical propagation of gravity waves. Filtering of gravity waves oc-
curs where phase speeds approach zonal wind speeds. Adapted from Lindzen
[1981].
10 to 30 km near the mesopause [Fritts and Alexander, 2003].
An important property of gravity waves is that they can propagate from the lower
atmosphere to the mesosphere as indicated by the pink arrows in Fig. 2.2. By doing this,
they provide a source of transport of energy to the mesosphere, which can be released
via wave dissipation, in particular due to wave breaking, as will be discussed soon. The
process of gravity wave propagation and energy transfer can be described by means of
the fundamental equations of fluid dynamics, i.e. the momentum equation that results
from Newton’s laws of motion, the conservation of thermal energy and the continuity of
mass. Different methods exist to find (approximate) solutions for these non-linear differ-
ential equations, as described in more detail, among others, in the textbooks of Andrews
[1987] and Nappo [2002]. The reader who is interested in a more detailed discussion of
mathematical solutions to these equations is referred to these books. Here, we limit the
discussion to some of the crucial implications for mesospheric dynamics that result from
corresponding wave solutions.
Typically, the generation of gravity waves results from the excitation of a spectrum
of monochromatic waves. This leads to the formation of wave packets that propagate
through the atmosphere with a corresponding group velocity ug and transport the en-
ergy of disturbance in the same direction. Air parcels oscillate with a corresponding
phase speed up along wave fronts perpendicular to the propagating wave packets. By
assuming that the atmosphere is a stratified fluid medium, it can be shown that a grav-
ity wave is completely absorbed, if its phase speed is equal to the zonal wind speed of
the atmosphere. Vice versa, if the gravity wave phase speeds sufficiently differ from the
zonal background flow, these waves propagate nearly undamped through the atmosphere
[Andrews, 1987]. It follows that the vertical propagation of gravity waves is largely con-
trolled by the vertical distribution of zonal wind fields, as illustrated in Fig. 2.3. This
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figure shows an exemplary vertical profile of zonal wind speeds at mid-latitudes during
the winter season (left panel) and during the summer season (right panel). As illustrated,
the phase spectrum of gravity waves results in dominant westward propagating gravity
waves in the winter mesosphere and dominant eastward propagating gravity waves in the
summer hemisphere. In this connection, the westerly (/eastward) stratospheric winter
jet acts as an effective filter to the mesospheric gravity wave spectrum, as indicated by
the solid black contour lines in Fig. 2.2. The same, but not as pronounced, also applies
for the easterly (/westward) stratospheric summer jet, as indicated by the dashed black
contour lines in Fig. 2.2. This shows an interesting connection between the mesosphere
and the lower atmospheric layers, because changes in the zonal wind fields below the
mesosphere, e.g. due to the stratospheric wind reversal during the equinox, are affecting
the mesospheric gravity wave spectrum. Vice versa, gravity waves can also affect the
zonal background flow via wave dissipation [Fritts, 1984].
As gravity waves propagate in the vertical direction, the density ρ0 of the atmosphere
decreases, as illustrated in the right panel of Fig. 2.1. It can be shown that the grav-
ity wave amplitude increases as the inverse square root of density, ρ
−1/2
0 , if we assume
that no wave dissipation takes place [Andrews, 1987]. However, at some critical altitude
gravity wave amplitudes have grown so large that they start to break due to convective
overturning or shear instability. This in turn leads to turbulent mixing of the atmo-
sphere, but it also induces a zonal force that either accelerates or decelerates the zonal
mean flow depending on the sign of the horizontal phase propagation relative to the
zonal mean flow. Because of the stratospheric filtering effect on gravity wave phase
directions, as discussed above, the induced momentum from gravity wave breaking will
typically decelerate the zonal mean winds at wave breaking altitudes. Because gravity
waves do not necessarily completely dissipate when they first start to break at a critical
altitude, they can further propagate upwards and release their energy by subsequent
wave breaking at higher altitudes [Nappo, 2002]. In the mesopause and lower thermo-
sphere region (MLT) the predominant breaking of westward propagating gravity waves
finally leads to a reversal of the westerly to an easterly wind direction [Smith, 2012a].
Because of the increasingly viscous character of the thermosphere, the further vertical
propagation of gravity waves is effectively limited by their associated strong dissipation
[Fritts and Alexander, 2003].
The decelerating zonal force of breaking gravity waves in the mesosphere, also referred
to as gravity wave drag, is balanced by a meridional wind from the summer to the
winter pole, which leads to the up-/downwelling of air above the summer/winter pole
because of continuity of mass [Andrews, 1987]. Apparently, a profound knowledge of
the gravity wave interaction with the zonal mean flow is essential to understand the
dynamical and thermal state of the mesopause region, in particular above the poles.
Because of their relatively small wavelengths, general circulation models typically rely
on parametrisation schemes of gravity wave forcing. Specialised high resolution gravity
wave models (e.g. Zu¨licke and Becker [2013]) and the progress in observations are steadily
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improving these parametrisations. Of course, gravity waves cannot be directly observed,
but their perturbation can be seen, among others, in the response of the hydroxyl airglow
layer, which therefore offers an important tool to study gravity waves in the mesopause
region.
2.2.2. Rossby waves
Planetary scale Rossby waves result from the meridional gradient in potential vorticity
(PV), where PV is a measure of the vertical component of the angular momentum of
fluid elements [Brasseur and Solomon, 2005]. By assuming that dissipative processes are
negligible, the PV is a conserved quantity between isentropic surfaces1. Simply speaking,
if we think of a rotating column of air that is enclosed by a lower and upper isentropic
surface, any squashing or stretching of the column must be compensated by changes in
its rotation, i.e. stretching leads to an acceleration and squashing leads to a deceleration
of rotational motion. Furthermore, if the column of air is deflected towards either the
North or the South, e.g. by a large scale orographic obstacle, the Coriolis force will
affect the angular momentum of the (rotating) column of air. Hence, to conserve the
PV a restoring force results from this deflection and because of the inertia of the column
of air a wavelike oscillation is establishing.
Planetary scale Rossby waves are westward propagating relative to the mean flow
[Brasseur and Solomon, 2005]. It can be shown that upward propagating Rossby wave
modes only exist in the stratosphere below a critical velocity (e.g. see Eq (12.16) in
Holton [2004]) and during westerly wind conditions. As illustrated in Fig. 2.2, this
condition mainly limits the vertical propagation of planetary scale Rossby waves to the
winter stratosphere, where they are ducted equatorward [Meriwether and Gerrard, 2004].
Similar to the vertical propagation of gravity waves, the amplitude increases with alti-
tude until breaking of Rossby waves occurs in the winter stratosphere. This again leads
to a deceleration of the mean flow and through this inducing a downward circulation
in the stratosphere. On some occasions, a large amplification of Rossby wave genera-
tion is establishing in the troposphere, which leads to a dramatic Sudden Stratospheric
Warming (SSW) event because of the pronounced adiabatic heating of stratospheric air
in response to the induced downward circulation, as initially proposed by Matsuno [1971].
As per definition, a stratospheric warming is said to be an SSW event, if the zonal
mean temperature at 10 mbar or below increases poleward from 60◦ latitude [Labitzke,
1981]. In addition, the deceleration of the zonal flow further improves the conditions for
vertical propagation of Rossby wave into the stratosphere, which eventually can even
lead to a large scale reversal of stratospheric zonal winds that is accompanied by a split-
ting of the polar night vortex. In this case, an SSW event is said to be major. If no split
of the polar vortex occurs, it is said to be a minor SSW event.
1Isentropic surfaces refer to as surfaces of constant temperature acquired by an air parcel that would
be lowered adiabatically to a reference pressure level (usually ground pressure).
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Apparently, SSW events will also affect the stratospheric filtering of the gravity wave
spectrum due to the induced changes in zonal wind fields. This in turn will alter the
gravity wave forcing in the MLT region. According to Liu and Roble [2002], who studied
the impact of SSW events on the mesospheric region based on a coupled general circula-
tion model, they found a pronounced deceleration and reversal of the easterly winds in
the MLT region. In response to the wind reversal, an equatorward/upward circulation is
induced in the MLT, which leads to a strong adiabatic cooling of up to 50 K according
to the study of Liu and Roble [2002]. With the reestablishing of the polar vortex, the
gravity wave filtering is again altered such that an enhanced dissipation of gravity waves
establishes at the mesopause due to the weak planetary wave activity [Hoffmann et al.,
2007]. As a consequence, the induced reestablishing of the dynamic conditions prior to
the SSW warming leads to a subsequent mesopause warming.
The recent model study by Zu¨licke and Becker [2013], which investigates the SSW
effect to the MLT region by explicitly simulating the gravity wave effect, shows that
MLT cooling events are very likely to occur during major but also minor SSW events.
This also appears to be consistent with observations that frequently show MLT cooling
events prior to the peak of SSW events (e.g. Walterscheid et al. [2000], Sigernes et al.
[2003], Siskind et al. [2005], Kurihara et al. [2010], Holmen et al. [2013].) However,
while the response between SSW events and mesopause cooling appears to be a robust
feature in model simulations and observations, the response to mesospheric zonal winds
remains uncertain, as shown in Zu¨licke and Becker [2013]. This illustrates, among others,
that the SSW impact on the MLT region remains subject of ongoing investigations. As
outlined by Zu¨licke and Becker [2013], this also applies to the general preconditioning
of SSW events.
2.2.3. Tides
Atmospheric tides are largely driven by the periodic solar forcing which results from the
rotation of Earth. As stated in Andrews [1987], the gravitational forcing by the moon
and sun is much less important, hence, the following discussion is limited to thermal
atmospheric tides. These tides can be categorised into two types; migrating and non-
migrating tides.
Migrating tides are mainly forced by the absorption of UV radiation by O3 in the
middle atmosphere and absorption of visible and IR light by water vapour in the tro-
posphere [Becker, 2012, Brasseur and Solomon, 2005]. Accordingly, these tides are sun-
synchronous tides and therefore westward propagating relative to the ground. Owing to
the daily rotation of the Earth, temperature oscillations are induced with periods that
are harmonics of a solar day.
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In contrast, non-migrating tides are non-sun-synchronous tides, i.e. they can either
propagate westward or eastward, or they can be stationary to the ground. This is be-
cause these tides are mainly forced by the release of latent heat from the precipitation of
tropospheric water vapour, thus, these tides are related to the meteorological conditions
in the lower atmosphere [Brasseur and Solomon, 2005]. In addition, other geographically
fixed tropospheric heat sources may also induce non-migrating tides [Andrews, 1987].
By analogy with gravity and Rossby waves, tidal wave amplitudes increase with height,
which can lead to temperature oscillations at the mesopause by as much as 20 K for
the diurnal migrating tide [Smith, 2004]. This tide is particularly important for the
equatorial region, where the tidal amplitude reaches its maximum value until it decays
to its minimum value around ±30◦ latitudes because of destructive self-interference (see
Andrews [1987]). This in turn leads to temperature contrasts, which induce thermal
winds such that horizontal wind components show a largest amplitude at ±30◦ latitudes
Brasseur and Solomon [2005]. According to Smith [2004] horizontal wind amplitudes
can exceed 50 m/s, which can be quite significant compared to gravity wave phase
speeds that are typically less than 100 m/s [Fritts, 1984]. Therefore, tidal thermal
winds can potentially affect the gravity wave breaking in the MLT region through phase
filtering, which gives another interesting example of the coupling between two different
dynamically driving processes in this region.
2.2.4. Solar disturbances
In addition to the periodic solar forcing due to Earth’s rotation, the solar variability it-
self is also affecting the mesospheric region. While the total solar flux is rather constant
in time, fluctuations can be quite substantial in the UV wavelength region. Two dis-
tinct features of the variability of the UV solar irradiance are the 11-year solar sunspot
cycle and, with a smaller magnitude, the 27-day solar rotation cycle. As discussed in
Beig et al. [2008], the fluctuation of the UV irradiance is affecting the energy budget of
the mesospheric region by solar heating (mainly due to UV absorption of O2, O3 and
CO2) and chemical heating via energy release from exothermic reactions that are driven
by photochemistry. For instance, von Savigny et al. [2012a] reported the presence of
a 27-day signature in the mesopause temperatures at equatorial latitudes from space-
borne observations. Further studies on the impact of the 11-year solar sunspot cycle on
mesospheric temperatures are reviewed by Beig et al. [2008], Beig [2011]. These studies
are of great importance for the analysis of mesospheric long-term temperature trends,
which are significantly affected by the variability of solar forcing.
Another source of solar disturbances affecting the mesospheric region are energetic par-
ticle precipitation (EPP) events. These include so-called energetic electron precipitation
(EEP) events that arise from the Earth’s radiation belt during geomagnetic storms as
well as solar proton events (SPE) that arise from coronal mass ejections or solar flares,
which produce large fluxes of highly energetic protons [Sinnhuber et al., 2012]. Due to
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the terrestrial magnetic field, the energetic particles precipitate above the polar regions
where they disturb the dynamic conditions by altering the heating and cooling rates
according to different processes, as summarised in Sinnhuber et al. [2012].
In short, these processes include:
• Joule heating from the energy dissipation of charged particles moving in an electric
field
• particle heating
• chemical heating from induced exothermic reactions
• altering the heating/cooling rates via the catalytic destruction of O3 from odd
hydrogen (HOx = H,OH,HO2) species that are produced in response to the SPE.
In particular the latter process can have a strong impact on the mesospheric dynamics.
Following Becker and von Savigny [2010], catalytic ozone losses of up to 70 % between
50 km and 70 km can occur during an SPE, which leads to a reduced diabatic heating of
this region during sunlit conditions. Based on a mechanistic general circulation model,
they show a positive response in the zonal winds of the summer mesosphere, which has
also been confirmed by MF/meteor radar observations from Singer et al. [2013]. Due to
the altered gravity wave filtering, Becker and von Savigny [2010] find a positive temper-
ature anomaly at summer mesopause altitudes.
2.3. Airglow at the mesopause: The hydroxyl airglow
layer
It was mentioned in the beginning that airglow observations are a valuable tool to study
the mesopause region. While the OH* airglow layer is one of the most prominent emission
sources, about 25 atmospheric components actually exist (ionised species, molecules and
atoms) that mainly contribute to the overall airglow of the MLT and upper atmosphere
[Khomich et al., 2008]. It is worth noting that airglow should not be confused with the
aurora, as both shown in Fig. 2.4, because they rely on different excitation processes.
The aurora is formed by the collision between air and highly energetic charged particles
that arise from the Earth’s magnetosphere2. As a consequence, auroras are constrained
to the auroral belts that are usually located at high latitudes around the geomagnetic
poles.
2The magnetosphere represents the Earth’s magnetic field, which interacts with the continuous plasma
flow from the solar corona (solar wind) [Khomich et al., 2008].
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Figure 2.4.: Picture of the aurora and airglow taken from ESA astronaut Andre´ Kuipers
onboard of the ISS. Photo credit: ESA/NASA
In contrast, airglow is a globally present phenomenon, which can be attributed to the
following processes:
• Photolysis reactions
• Fluorescence (re-emitting of absorbed photons)
• Chemiluminescence (excitation via chemical reactions)
Each of these processes give rise to electronic and/or ro-vibrational excitation of a species,
which emits light through radiative deexcitation. Depending on the excitation/production
process of a specific airglow species, its formation is constrained to a typical altitude
region, thus, forming an airglow layer. For instance, the greenish airglow layer visible in
Fig. 2.4 results from the electronic transition of O(1S0)→ O(1D2)+hν(5577A˚) where the
metastable O(1S0) is mainly formed via the Barth mechanism (see Bates [1988]). The
associated 5577A˚ emission is centred at an altitude of about 96 km and has a vertical
extent of 8 km in terms of its Full Width at Half Maximum (FWHM) [Snively et al.,
2010]. By comparison, the hydroxyl airglow layer is typically centred at about 87 km
and has a FWHM of about 8 km (see Baker and Stair Jr [1988] and She and Lowe
[1998]). The existence of different airglow layers has an important implication for their
observation, because each layer is typically responding to a different altitude region. As
we already know from early rocket campaigns (see [Baker and Stair Jr, 1988]), not only
do vertical shifts exist between different airglow layers, but also different bands of the
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OH* Meinel emission show systematic vertical shifts in their profiles, which we discuss
more thoroughly in Chap. 4 and 5.
In the following section, we review the production mechanism of OH* and the associ-
ated emission. This review provides a basis for the derivation of rotational temperatures,
which this work uses to study the mesopause dynamics above Ny-A˚lesund.
Hydroxyl emission
It is nowadays generally accepted that the OH* radical is mainly produced by the
exothermic reaction between ozone and atomic hydrogen, as initially proposed by Bates
and Nicolet [1950]:
H + O3 → OH*(+3.3eV) + O2 (R1)
In addition, as proposed by Krassovsky [1963], the recombination of the perhydroxyl
radical (HO2) with atomic oxygen provides another mechanism to produce OH*, i.e.:
HO2 +O→ OH*(+2.3eV) + O2 (R2)
The excess energy of both reactions leads to ro-vibrationally excited OH* (denoted
with *) in its X2Π ground state with vibrational quantum numbers between {6 ≤ ν ≤ 9}
for reaction (R1) and {ν ≤ 6} for reaction (R2) [Le Texier et al., 1987]. Different opin-
ions exist on the importance of reaction (R2) to the overall formation of OH* at the
mesopause, as summarised by Xu et al. [2012]. However, their study implicates that the
contribution of reaction (R2) is rather negligible for vibrational excitation levels greater
than ν = 3.
The ro-vibrationally excited OH* radicals relaxate to lower vibrational states via ra-
diative deexcitation or collisional quenching with other species. Because of the highly
rarefied air at the mesopause, the probability of radiative deexcitation is large enough
to contribute to a substantial emission of OH* during the nighttime. In fact, if the total
intensity of the OH* nighttime emission were to be converted to the green 5577A˚ emis-
sion, this would lead to a spectacular airglow as intense as the brightest class of auroras
all over the sky [Khomich et al., 2008]. On the other hand, the daytime OH* emission
suffers from the pronounced photo dissociation of O3 because it directly impacts the
production of OH* via reaction (R1). In addition, the presence of the strong Rayleigh
scattering background from the sun further complicates OH* dayglow observations, be-
cause the associated photon noise is proportional to the square root of the background
intensity [Davis et al., 2001]. It is for these reasons why ground-based OH* observation
are typically limited to the OH* nightglow.
The actual transition between different vibrational states of the excited OH* radical
can be described in terms of quantum mechanical selection rules for a diatomic molecule
as described by Herzberg [1950]. Because of the departure from the ideal harmonic
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oscillator, overtone transitions (i.e. ∆ν = ±2,±3, ...) are possible in addition to the
fundamental transition (i.e. ∆ν = ±1). Without consideration of the electronic orbital
angular momentum only changes in the rotational level by ∆J = ±1 would be allowed.
However, spectroscopic observations of the OH* emission reveal strong lines that must
be associated with vibrational transitions that possess the same rotational state. Based
on these selection rules, three different branches, the P (J ′− J ′′ = −1), Q (J ′− J ′′ = 0)
and R (J ′ − J ′′ = +1) branch, exist with J ′ denoting the upper and J ′′ denoting the
lower rotational state. A schematic view of the P,Q,R branches is presented in Fig. 2.5.
It should be noted that purely rotational transitions, i.e. ∆ν = 0, are also possible. In
general, the total energy of a diatomic molecule is to a very good approximation given
by the sum of its electronic, vibrational and rotational energies:
Etot = Ee− + Evib + Erot (2.1)
As indicated in Fig. 2.5 the differences between adjacent rotational energy levels are
small compared to vibrational energy levels. The largest energies result from electronic
transitions, thus:
∆Ee− > ∆Evib > ∆Erot (2.2)
Because the wavelength λ of an emitted photon is related to the energy of transition in
terms of the Planck relation,
λ = hc/∆E (2.3)
with the Planck constant h and speed of light c, it is evident that emissions due to
electronic transitions have typically shorter wavelengths and emissions due to rotational
transitions have typically longer wavelengths. The emission from the ro-vibrational tran-
sitions of OH* is located in the visible and near infrared (NIR) region.
Following Herzberg [1950], it is convenient to express the energies in Eq. (2.1) as
functions of wavenumbers σ = 1/λ by dividing each energy term by (hc). Given the
resulting term values, the wavenumber σ can be calculated from the difference between
the sum of term values before (denoted with ′) and after (denoted with ′′) the transition:
σ = T ′ − T ′′ = (T ′e− − T ′′e−) + (G′ −G′′) + (F ′ − F ′′) (2.4)
where Te− is the term value of electronic energy, G is the term value of vibrational energy
and F is the term value of rotational energy.
Because the electronic spin of the unpaired OH* electron can be oriented either ”up”
or ”down” along the internuclear axis, the X2Π ground state is split into the X2Π3/2
and X2Π1/2 substates. Here, the subscript denotes the quantum number of the total
angular momentum of electrons Ω = |∆ − Σ|, where ∆ (= 1) is the quantum number
of the electronic orbital angular momentum and Σ (= ±1/2) is the quantum number of
electronic spin. The X2Π3/2 and X
2Π1/2 substates correspond to the electronic ground
state and the first excited state, respectively. The quantum number J , which designates
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Figure 2.5.: P,Q, and R branches of the ro-vibrational transitions of the X2Π3/2 ground
and X2Π1/2 first excited electronic state. The larger energetic separation
of the illustrated vibrational states ν compared to rotational states J is
indicated by the dotted line on the energy axis. The nomenclature of ro-
vibrational transitions is adapted from French et al. [2000].
the total rotational angular momentum of the molecule, can be any integral value of
Ω [French et al., 2000]. Both substates lead to doublet splitting of rotational lines, as
illustrated in Fig. 2.5.
Following the nomenclature of French et al. [2000], the lower index of a ro-vibrational
transition, as used in Fig. 2.5, designates the X2Π substate. The number inside the
brackets denotes the (J ′′ − 0.5) value for the X2Π3/2 state and the (J ′′ + 0.5) value for
the X2Π1/2 state. In addition to the transitions shown in Fig. 2.5, the further narrow
Λ- and hyperfine splitting of rotational lines (see Herzberg [1950]) is not considered in
this study due to the limited spectral resolution of the performed ground-based mea-
surements.
The intensity of a rotational emission line depends on the probability of the ro-
vibrational transition, which is expressed by the Einstein coefficient A and the absolute
concentration N of molecules in the initial state. It is a common approach to assume
a Boltzmann distribution of rotational states within a vibrational band. However, as
outlined by Sivjee [1992], reaction (R1) produces highly excited rotational states such
that the initial rotational distribution is significantly departing from a Boltzmann dis-
tribution. Therefore, the rotational population of the created OH* radicals must first be
thermalised through collisions with the ambient mesopause air. This of course requires
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that the radiative lifetime τi of the corresponding vibrational state νi is large enough
to allow for a sufficient number of collisions. As stated by Perminov [2009] at least 10
collisions are needed to thermalise the lower rotational states. Estimates of radiative
lifetimes show that τ is decreasing with increasing vibrational level νi. However, the
absolute values can differ substantially within the literature. For instance, a comparison
of different estimates of radiative lifetimes can be found in Turnbull and Lowe [1989].
To estimate the number of collisions of OH* in its excited state, we may use the shortest
radiative lifetimes listed therein, i.e. τ(ν=1) = 44.0 ms for the lowest vibrational state
and τ(ν=9) = 3.34 ms for the highest vibrational state. In addition, we may assume
that the rate of collisions at about 90 km altitude is 2 · 104(s−1) according to Khomich
et al. [2008]. If we use these numbers as a conservative estimate, the number of colli-
sions would range between about 70 (ν = 9) and 880 (ν = 1), which is still above the
required 10 collisions. It should be noted, though, that the actual vibrational lifetime
is smaller because of the additional possibility of vibrational relaxation through colli-
sions with the mesopause air. In particular higher rotational levels can show significant
departures from a Boltzmann distribution, as observed by Pendleton et al. [1993] for
various ro-vibrational Meinel bands of OH*. Still, the lower rotational levels of the X2Π
system usually match the Boltzmann distribution quite well, in particular up to the 5th
rotational level of the P branch [Khomich et al., 2008]. Because of the longer radiative
lifetimes, transitions from lower vibrational states allow for an improved thermalisation
of OH* (see also Bittner et al. [2002] and references therein).
Another factor which can introduce a departure from the Boltzmann distribution
of observed rotational lines arises from the finite thickness of the OH* airglow layer.
Depending on the line-of-sight, the observed line intensities refer to a profile weighted
average. Accordingly, if the emission stems from a non-isothermal profile, the observed
rotational lines from this emission will be, strictly speaking, non-Boltzmann. However,
according to Offermann and Gerndt [1990] the associated temperature gradient should
be small during undisturbed conditions, while Bittner et al. [2000] note that distur-
bances (e.g. due to gravity waves) at scales comparable or even smaller than the layer
thickness can lead to some distortion of the observed rotational lines from a Boltzmann
distribution.
Based on the assumption of thermalised rotational states, the intensity of a rotational
line can be expressed in units of (photons/sec cm2) as follows:
I(i′,ν′,J ′→i′′,ν′′,J ′′) =Nν′A(i′,ν′,J ′→i′′,ν′′,J ′′)
· 2(2J
′ + 1)
Qν′
exp

− FJ ′hc
kBTrot

.
(2.5)
Here, Nν′ is the concentration of molecules in the upper vibrational state ν
′, A is the Ein-
stein coefficient, Qν′ is the rotational partitioning function of the upper vibrational state
(see Herzberg [1950]), FJ ′ is the rotational energy term, Trot is the rotational temperature
and the index i ∈ [1, 2] denotes the X2Πi−1/2 substate. Because of the thermalisation of
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the rotational population, Trot is representing to a very good approximation the kinetic
temperature of ambient air. Rearranging the above equation and taking the logarithm
of it leads to the following expression:
ln

I(i′,ν′,J ′→i′′,ν′′,J ′′)
2(2J ′ + 1)A(i′,ν′,J ′→i′′,ν′′,J ′′)

= ln [Nν′/Qν′  
constant
]− FJ ′hc
kBTrot
(2.6)
Apparently, this is a linear equation with a slope parameter that is determined by the
rotational temperature Trot and other known constants. This implies that Trot can be
estimated from the relative differences in rotational line intensities by means of a linear
regression analysis. As noted earlier, selected rotational lines should arise from ther-
malised rotational populations, otherwise the line intensities would not follow the linear
expression above. In principle, we may already use Eq. (2.6) to determine a rotational
temperature directly from a measured spectrum. Instead, this work uses an iterative
forward modelling approach, which also accounts for the wavelength depended instru-
mental sensitivity and atmospheric transmission, as discussed in the next chapter.
As part of the forward modelling, a theoretical calculation of the OH* emission lines
is done by a Fortran procedure. This procedure was written by E. J. Llewellyn, Insti-
tute of Space and Atmospheric Studies, University of Saskatchewan, Saskatoon, Canada
and further improved by H. Winkler, IUP Bremen. The theoretical calculation is based
on the principles discussed above and uses expressions for energy term values and line
intensities given in the textbook of Kova´cs [1969]. For the calculation of line intensities,
corresponding Einstein coefficients are determined from calculations of the matrix ele-
ments R(i′,ν′,J ′→i′′,ν′′,J ′′) of the dipole moment of the diatomic molecule as explained in
Sect. (3.1-2) in Kova´cs [1969]. In addition, further correction terms are added to Eq. (2.1)
to account for energy shifts due to the centrifugal forcing of the molecule as well as the
interaction between spin and rotation (i.e. Eq. (10) and Eq. (13) in Sect. (2.1.3) of
Kova´cs [1969]). This work uses the revised molecular constants published in Bernath
and Colin [2009]. The spectral line widths are considered in the next steps of the forward
modelling approach.
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Some important processes, which contribute to the line broadening, are:
• Natural broadening: Results from the Heisenberg time-energy uncertainty re-
lation ∆E∆τ ≧ h
4π
, thus, shorter radiative lifetimes increase the uncertainty of
energy states.
• Doppler broadening: Emitted frequencies are Doppler shifted by the transla-
tional motion of OH* radicals
• Pressure/Temperature broadening: The effect of collisions impact the statis-
tical radiative lifetime, which again increases the uncertainty of energy similar to
the natural broadening.
• Instrumental line shape (ILS): Diffraction of light at finite instrumental com-
ponents (slits, apertures, optical components) produces a further line broadening
(see later instrumental discussion).
Different line shapes exist that are suitable to describe the above listed processes. The
actual line shape is given by the convolution integral of contributing line shapes (see
also Sect. 3.2). While the ILS-broadening is determined by the instrumental setup, the
other processes listed above are controlled by the molecular properties of the emitting
species as well as the altitude region. Apparently, pressure broadening is particularly
important at lower altitudes, but plays a minor role in the rarefied mesopause region.
The natural broadening of OH* is also considerably small, hence, Doppler broadening
is the most important atmospheric process in determining the line shape of the OH*
emission. According to Andrews [1987] the FWHM of Doppler broadening is given by:
ΘD,FWHM = 2
σ
c

ln (2)kBT
Ma
(2.7)
with the Boltzmann constant kB, the molecular mass Ma, which in terms of unified
atomic mass units is about 17 u for OH, and other parameters as previously defined.
To give an impression of the effect of Doppler broadening, let us assume a mesopause
temperature of 220 K and a spectral line at σ = 8500 cm−1. As discussed in the
following chapters, these values may serve as an upper boundary with regard to the
spectral sensitivity of the instrument and mesopause temperatures. Accordingly, the
FWHM of the Doppler broadening based on these values is about 0.02 cm−1.
3. Instrumentation and measurement
principles
In this work the OH* emission is measured with an FTIR spectrometer, which is located
at the scientific village of Ny-A˚lesund, Spitsbergen. As shown in Fig. 3.1, Ny-A˚lesund
lies slightly below 80◦ latitude. It is one of the very few permanent outposts at these high
Arctic latitudes where several atmospheric measurements are conducted throughout the
year. Since 1992, regular FTIR absorption spectroscopy measurements were performed
by using either the sun or the moon as a light source [Notholt et al., 1997]. From the
observed spectral absorption features several stratospheric as well as tropospheric trace
gases are inferred above Spitsbergen. Due to the absence of sunlight during the polar
night, these measurements are limited to a period of about 4 to 5 days around each
full moon. The remaining operational time is freely available for airglow measurements,
which have been performed since 2007 during the polar night. The next section discusses
the principle of the FTIR spectrometer. This is followed by a brief overview on the MLS
instrument onboard the Aura satellite, which is used for comparison with the ground-
based measurements.
3.1. Bruker HR120/125 Fourier Transform
Spectrometer
The spectrometer used in this work is a HR120/1251 FTIR spectrometer from Bruker
Optics. This instrument relies on the principle of a Michelson interferometer, which is
illustrated in the left panel of Fig. 3.2. According to this schematic picture a collimated
beam from a light source is split into two paths by the beamsplitter B. The splitting
results from a thin coating layer (highlighted in yellow) upon a substrate with high
transmissivity in the wavelength region of interest. Ideally, half of the incident light
is either transmitted or reflected by the coating. Each light path follows a mirror arm
where the light is reflected back to the beamsplitter as shown in this figure. The back
reflecting mirror of the one arm is located at a fixed position. The mirror of the other
arm can be moved back and forth along the optical axis such that the optical path length
inside this arm can be changed continuously. If the optical path lengths of both mirror
1The original spectrometer version HR120 received an upgrade of its electronic components during
autumn 2012. This upgrade turned it into version HR125, but the optical elements as well as the
detector used for the OH* measurements remained unchanged. Therefore, this upgrade should not
affect the actual OH* measurements.
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Ny-Ålesund 
*AWIPEV 
  Station 
* 
FTIR-HATCH 
Figure 3.1.: The village of Ny-A˚lesund and the AWIPEV research station, which is hous-
ing the FTIR spectrometer used in this work.
arms are equal, their back reflected beams interfere constructively with each other at the
beamsplitter. The plate C in Fig. 3.2 compensates the additional optical path length
due to the light travelling through the substrate medium of the beamsplitter coating.
Accordingly, the plate C must have the same size, orientation and refractive index of the
carrier substrate of B. In addition, the optical path length of the coating is also affecting
the phase of penetrating light. For a monochromatic light source a layer thickness of λ/4
would result in a complete destructive interference of light towards the emission source,
hence, the complete intensity of light arrives at the detector D in this case. Vice versa, if
the optical path difference x between both mirror arms is λ/2, the mixed light towards
the detector interferes completely destructively. Usually, polychromatic light sources
are investigated. Therefore, only at x = 0 all harmonic components will interfere con-
structively at the beamsplitter, else, the intensity of light at the detector is modulating
as a function of the optical path difference. By scanning the movable mirror along the
optical axis, the measured modulated intensity versus x is called interferogram. As we
will soon discuss, the interferogram can be converted to a spectrum by means of Fourier
transformation.
The light source in this work is the OH* emission. Because of the long travelling
distance, the incident light can already be assumed to be collimated. It is guided inside
the laboratory by movable mirrors, which are located inside a hatch on top of the roof
of the AWIPEV building (Fig. 3.3, left panel). To protect these mirrors during bad
weather conditions the station engineer can manually close the hatch. However, because
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Figure 3.2.: Left panel: Principle of a Michelson interferometer. Right panel: Bruker
HR120/125 spectrometer used in this work.
of the permanent operation of OH* measurements during the polar night, additional
windows were mounted to the hatch, such that it can remain closed during the period
of OH* measurements as shown in the right panel of Fig. 3.3. To prevent the icing of
the window glasses due to the upwelling warm laboratory air, the hatch is connected
with a ventilated tube to the laboratory. Below this tube, the atmospheric light is fur-
ther guided by a plane mirror into the first compartment of the spectrometer where
the collimated beam is focused on an aperture wheel, before it is collimated again on
the beamsplitter according to the schematic picture above. The actual spectrometer is
shown in the right panel of Fig. 3.2 where all compartments are denoted correspondingly.
This type of a spectrometer has certain advantages as frequently outlined in the lit-
erature (e.g. see Herres and Gronholz [1984]):
• Connes advantage: A high spectral accuracy is achieved from the precise mea-
surement of the optical path difference x. This is usually done by coupling an addi-
tional laser beam into the light path of the instrument. From the self-interference
of this beam x can be sensed by the precision of the laser wavelength.
• Multiplex- or Fellget advantage: All frequencies emanating from the light
source impinge simultaneously on the detector.
• Jacquinot advantage: The simultaneous observation of an entire frequency range
allows for a higher throughput of radiation.
It should be noted, though, that the multiplex advantage is limited by the optical prop-
erties of the instrument and the responsiveness of the selected detector. Optical compo-
nents (i.e. window glasses, beamsplitter and mirrors) will always suffer from transmission
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Figure 3.3.: Left panel: Schematic lightpath from the solartracker to the FTIR spec-
trometer. Right panel: Closed hatch with windows.
losses and have a limited spectral bandwidth. The same also applies for the responsive-
ness of the detector. Optical properties of different beamsplitters and detectors are
shown in Fig. 3.4.
Depending on the spectral region of interest, an optimal combination of detector and
beamsplitter should be used. This work uses an Indium Gallium Arsenide (InGaAs) de-
tector together with a coated calciumfloride (CaF2) beamsplitter, which are both suited
to the spectral region between about 5500 and 8000 cm−1 wavenumbers2.
The InGaAs detector belongs to the class of photodetectors, which are commonly used
for the infrared spectral region. According to the theory of the electronic band structure
of a semiconducting material, incident photons can move bound electrons from their
valence band to a higher energetic conducting band where they freely propagate. This
requires that the photonic energy is sufficient to overcome the bandgap between both
bands. From the Planck relation Eq. (2.3) it follows that wavelengths of incident photons
must be below a certain cut-off wavelength, which corresponds to the bandgap of the
material. Again, the bandgap depends on the lattice parameters by determining the
strength of the potential seen by the electrons. Accordingly, the energy gap becomes
smaller when the interatomic distances increase. This can be achieved by changes in
the relative composition of the InGaAs compounds or by thermal expansion of the
material. On the downside, a smaller bandgap also increases the probability of electronic
band transitions due to the thermal energy distribution of vibrating lattice atoms. The
2In the field of Fourier transform spectroscopy wavenumbers are commonly used as a spectral unit.
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Figure 3.4.: Upper panel: Responsiveness curves of different detectors. Lower panel:
Sensitivity curves of different beamsplitters. Taken from Bruker [2011]
resultant induced dark current obscures the measured voltage at the semiconductor in
response to the incident light and should be minimised correspondingly.
3.2. Rotational temperature retrieval
Based on the provided Fortran tool to calculate theoretical OH* emission lines, Fig. 3.5
shows several lines within the spectral sensitivity range of the instrumental setup. Each
transition band (ν ′ → ν ′′) is colour coded. In addition, the upper panel shows the
atmospheric transmission based on a radiative transport calculation from the SFIT2
algorithm [Hase et al., 2004]. This calculation assumes a standard atmospheric profile
with the line-of-sight in zenith direction. In particular the strong absorption features due
to water vapour in the region between about 6700 and 7500 cm−1 complicate the ground-
28 3. Instrumentation and measurement principles
t
r
a
n
s
m
is
si
on
atmospheric transmission
6000 6500 7000 7500 8000 8500
0
0.2
0.4
0.6
0.8
1
6000 6500 7000 7500 8000 8500
0
50
100
150
calculated OH* emission lines for T
rot
 = 200K
wavenumber (cm−1)r
e
la
ti
ve
 i
nt
en
si
ty
 (
AU
)
 
 
OH−bands
5−3 4−2 3−1 2−0 9−6 8−5 7−4
P
1
(2)P
1
(3)P
1
(4)
Figure 3.5.: Theoretical OH* line calculations and atmospheric transmission in zenith
direction.
based observation of some emission bands. By comparison of the observed OH* Meinel
bands above Ny-A˚lesund, the OH(3-1) band appears to be a favourable ro-vibrational
transition for the derivation of rotational temperatures for mainly two reasons:
• The emission lines lie in a region of high and rather constant atmospheric trans-
mission.
• The initial excited state has a relatively long radiative lifetime, which favours the
thermalisation of the rotational population.
The first point in particular applies for the emission lines of the P1(2), P1(3), P1(4) as
well as the P2(2), P2(3), P2(4) transitions of the X
2Π state. According to the previous
chapter, these emission lines should result from a well thermalised rotational popula-
tion, therefore, Trot should be a good approximation of the ambient kinetic temperature.
Following up the previous section, the measured interferogram I(x) of the OH* emis-
sion must be converted to a spectrum first, before further mathematical techniques can
be applied to derive Trot. The theory of this conversion is based on the Fourier analysis.
A brief discussion of its principle idea is given as follows.
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3.2.1. Fourier analysis
In a mathematical sense, I(x) can be expressed as a superposition of sine and cosine
functions as follows:
I(x) =
 +∞
−∞
E(σ) exp (+i2πσx)dσ ≡ F{E(σ)}. (3.1)
This expression already contains the spectrum E we are interested in. The operation
F is called the Fourier transform of the function I(x). Vice versa, the inverse Fourier
transform F−1 is given by3:
E(σ) =
 +∞
−∞
I(x) exp (−i2πσx)dx ≡ F−1{I(x)}. (3.2)
Physically, the integration over negative wavenumbers does not appear meaningful, but
it plays an important role in the symmetric transformation between the spatial and
wavenumber domain [Davis et al., 2001]. In addition, the infinite limits in the integration
of optical path differences x in Eq. (3.2) is not achievable by a real physical measurement,
but also the sampling of the interferogram I(x) takes place at discrete rather than
continuous steps. Replacing the continuous integration by a finite summation, +∞
−∞
dx→ ∆x
N−1
−N
,
turns Eq. (3.2) into its discrete form:
EL(σ) = ∆x
N−1
j=−N
I(xj) exp (−i2πσxj) ; xj = j∆x. (3.3)
This corresponds to the discrete sampling of 2N points in the spatial domain from
x = −L to x = L at equally spaced intervals ∆x with L = N∆x. Accordingly, the
spectrum itself consists of 2N points in the spectral domain with a resolution width of:
∆σ = 1/2L. (3.4)
The effect of the finite path difference can be expressed by an infinitely long interferogram
multiplied with a finite boxcar function:
Π2L(x) =

1, |x| ≤ L
0, |x| ≥ L . (3.5)
3It should be noted that other definitions of F and F−1 exist in the literature, where the sign of each
exponential function is reversed. However, for symmetric functions both operations are the same,
thus, in this case the selection of the sign has no scientific meaning. The definition used here is
adapted from Kauppinen and Partanen [2001].
30 3. Instrumentation and measurement principles
0
−σ0
0 +σ0wavenumber
a
m
p
li
tu
de
 FWHM  ≈ 1.207/2L
Figure 3.6.: Sinc function in the spectral domain due to the finite instrumental optical
path length L. The mirror image at negative wavenumbers results from the
inverse Fourier transform of the interferogram.
According to the convolution theorem of Fourier analysis, the inverse Fourier transform
of a product of two functions is equivalent to the convolution of the inverse Fourier
transforms of each function:
F−1{f · g} = F−1{f} ∗F−1{g} (3.6)
with
f ∗ g ≡
 +∞
−∞
f(u)g(x− u)du. (3.7)
The inverse Fourier transform of a boxcar function is given by
F−1{Π2L(x)} =
 +L
−L
exp−i2πσxdx = 2Lsinc(2πσL) (3.8)
with the sinc function
sinc(x) =
sin (x)
x
. (3.9)
Let us now assume a spectral line that is represented by a Dirac delta function δ(σ),
i.e. it has a zero line width and its area is normalised to 1. In this special case the
convolution of the Dirac delta function with an ordinary function f(x) will reproduce
the same function:  +∞
−∞
δ(u)f(x− u)du = f(x) (3.10)
When replacing f(x) with the sinc function according to Eq. (3.8), it is evident that even
given a spectral line of infinitesimal width the resolved spectral line width has a finite
value of at least FWHM ≈ 1.207/(2L) due to the finite optical path length of the instru-
ment as shown in Fig. 3.6. Therefore, Eq. (3.8) is also referred to as the instrumental
function.
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The finite size of the entrance aperture introduces another instrumental effect on the
spectral line shape. This effect can be understood by consideration of different path
lengths of light from the finite aperture to the detector, which produce a fringing pat-
tern around the focal plane of the detector. These fringes can be described by the
multiplication of the interferogram with a sinc function. By analogy with Eq. (3.8) the
inverse Fourier transform of a sinc function is represented by a boxcar function. Accord-
ing to the convolution theorem (3.6) it follows that a boxcar shape aperture broadening
is introduced in the spectral domain correspondingly. This type of line broadening in-
creases with the size of the entrance aperture. On the other hand, a maximum optical
throughput should be achieved for the measurements of the OH* emission, therefore the
effect of aperture broadening should not conflict with the desired spectral resolution.
According to the manufacturer of the spectrometer, the instrumental entrance aperture
size leads to a spectral line broadening of4:
∆σapt ≥ d
2
8f 2
σ (3.11)
where d is the diameter of the aperture and f = 418 mm is the focal length of the
HR120/125 spectrometer. If we use this equation to estimate the effect of aperture
broadening in the spectral range between 6000 and 8500 cm−1 according to Fig. 3.5, the
broadening should range between 0.61 and 0.8 cm−1 when choosing the maximum aper-
ture setting of d = 12 mm. By comparison, the spectral resolution for the OH* measure-
ments as a function of maximum optical path difference (OPD) is set to RESσ = 1 cm
−1
in this work, which is generally greater than the estimated aperture broadening above.
As shown by Kauppinen and Partanen [2001], the sinc distortion of the signal due to
the finite scanning path (see Eq. 3.8) will dominate in this case, therefore the effect of
aperture broadening is neglected in this work.
Recalling the estimated Doppler broadening of OH* emission lines of about 0.02 cm−1
in Sect. 2.3, the selected instrumental resolution of 1 cm−1 is still considerably larger.
Therefore, the side lobes of spectral lines due to the introduced sinc functions will be
noticeable. As outlined by Herres and Gronholz [1984] the intensity from the main lobe
of a spectral line leaks into the side lobes, which therefore represents an artefact in the
spectral domain. This effect is also referred to as spectral leakaging in the literature. In
addition to the spectral leakaging of a single emission line, the side lobes of neighbouring
emission lines can distort the line intensities of the main lobes. Again, recalling that
the rotational temperature is represented by the relative spectral line intensities (see
Eq. 2.6), the spectral leakaging could also affect the temperature retrieval. As shown by
Davis et al. [2001], increasing the instrumental resolution, such that the instrumental
function is of equal or smaller width compared to the actual width of the emission
line, would be one possibility to reduce the effect of spectral leakaging. However, this
would also be for the cost of additional sampling time. Another possibility is given by
the so-called apodization of the spectrum. Instead of using a boxcar window function
4Formula taken from the OPUS 6.5 software manual.
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to account for the truncated infinite interferogram in a real measurement, a decaying
window function to zero with its centre around the point of maximum constructive
interference, the so-called centre burst, is multiplied with the interferogram before it
is Fourier transformed to the spectral domain. For instance, this function could be of
triangular shape. The inverse Fourier transform of this product will have significantly
reduced side lobes, but also the spectral line width has increased by more than one third
compared to the case when multiplying the interferogram with a boxcar window [Herres
and Gronholz, 1984]. Other, more complex functions exist with specific damping and
line broadening properties and can be selected according to the individual preferences.
This work uses the Blackman Harris 4-term window as an apodization function, which
is given by Harris [1978]:
WBH4 = a0 − a1 cos

2π
N
n

+ a2 cos

2π
N
2n

− a3 cos

2π
N
3n

,
n = 0, 1, 2, ..., N − 1,
a0 = 0.35875, a1 = 0.48829, a2 = 0.14128, a3 = 0.01168 .
(3.12)
The coefficients above correspond to the maximum side lobe reduction to a −92 dB level
(found by Harris [1978]) and are also used by the OPUS spectral processing software of
the spectrometer. According to Herres and Gronholz [1984] the WBH4 function is one of
the best side lobe damping functions, even though the linewidth is somewhat similar to
the triangular function.
Another issue that arises from the discrete sampling of the interferogram is the so-
called picket-fence effect. In the worst case, a frequency component in the interferogram
domain may lie exactly between two sampling points, which according to Herres and
Gronholz [1984] can lead to an erroneous signal reduction of 36 %. Therefore, the
picket-fence effect can also potentially distort the ratio of OH* emission lines, which
again would impact the rotational temperature retrieval. Similar to the problem of
spectral leakaging, we may overcome this effect by choosing a sufficient instrumental
resolution, but again for the cost of additional sampling time. Another possibility to
compensate for the picket-fence effect without increasing the instrumental resolution is
by extending the discrete interferogram with zero points before performing the Fourier
transform. This so-called zero filling or zero padding is equivalent to an interpolation in
the spectral domain, which helps to reduce the picket-fence effect.
Not only does the discrete sampling distort individual emission lines, as discussed
above. According to the sampling theorem (see Kauppinen and Partanen [2001]), a broad
spectral band of periodic signals must be sampled at least with twice the wavenumber of
the highest wavenumber component of the spectral band. The corresponding sampling
interval is the so-called Nyquist frequency:
(∆x)Nyquist = 1/2σmax. (3.13)
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Any spectral components above this critical frequency are folded back in the spectral
domain, which leads to a distortion of the spectrum due to aliasing. To avoid this, the
sampling interval should not be greater than the interval according to Eq. (3.13).
The phase correction is another important aspect in terms of the Fourier transform,
and briefly mentioned here. It becomes important when considering the measurement
of a real interferogram. In the ideal case, the interferogram might be represented by
a symmetric function. In this case, the complex part of the spectrum would vanish
after the Fourier transform. However, this does not apply for the real case where the
interferogram always contains some asymmetry. For instance, dispersive effects of the
optical components lead to differences in the optical path lengths of different wavelength
components, which induce an asymmetry to the interferogram that will distort the spec-
trum, if not considered by a specific phase correction method (e.g. see Davis et al. [2001]).
The actual computation of the inverse Fourier transform based on Eq. (3.3) would
be a computational expensive task due to the usually large number of sampling points.
Sophisticated algorithms exist that can efficiently reduce the computational load. These
Fast Fourier Transform (FFT) algorithms are usually implemented in common spectro-
scopic software tools.
3.2.2. Iterative retrieval method
The method of determining the rotational temperature from a measured spectrum5 fol-
lows a forward modelling approach as illustrated in Fig. 3.7. It begins with an initial
guess of a rotational temperature, which is fed into the provided Fortran procedure to
calculate a theoretical OH* emission spectrum. In the next step, the theoretical emis-
sion spectrum is corrected for the effect of atmospheric transmission and the spectral
sensitivity of the instrument. With the help of the convolution theorem according to
Eq. (3.6) the instrumental function is modelled by truncating the corresponding inter-
ferogram and by multiplying it with the WBH4 function given in Eq. (3.12). In addition,
zero filling is applied to the interferogram before it is Fourier transformed back to the
spectral domain. At this point, a first synthetic spectrum is generated and can be com-
pared with the measured spectrum. Both spectra may probably differ and the goal is to
adjust the synthetic spectrum by subsequent iterations according to Fig. 3.7 to minimise
the associated residuum. This poses a non-linear least squares problem:
k
i=1
(f(σi)− y(σi))2 → min (3.14)
with the synthetic spectrum f(σ) and the measured spectrum y(σ), both sampled at
k points. The function f(σ) is determined by a set of independent parameters, which
5The term ”measured spectrum” will be used synonymously with ”Fourier transformed measured
interferogram” in the following.
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Figure 3.7.: Iterative spectral fitting of OH* emission lines to retrieve the rotational
temperature.
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09:00 (UTC). Upper panel: Fit of OH(3-1) emission lines. Lower panel:
Corresponding residuum
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includes the rotational temperature Trot. In addition, a scaling parameter as well as two
offset parameters are included, i.e. one that accounts for a general frequency shift and
one that accounts for an offset to the spectral intensity baseline level. It is important to
note that the relative intensities of the emission spectrum are solely determined by the
rotational temperature Trot by analogy with Eq. (2.6). The minimisation according to
Eq. (3.14) is then achieved by searching the optimum values for the set of parameters.
Different mathematical methods exist to perform this task in an iterative fashion. This
work uses the Gauß-Newton algorithm as a standard tool for the spectral fitting.
An example of a spectral fit is given in Fig. 3.8. This fit uses a spectral window from
6450 cm−1 to 6600 cm−1, which encloses the first 3 rotational lines of the P1 and P2
branches of the OH(3-1) Meinel emission band. Both spectra are apodized with the
same WBH4 window and contain the same number of grid points, which can be achieved
by zero filling. The initial temperature guess for this fit is set to Trot = 200 K, while
the synthetic spectrum converged at Trot = 195.1 K. By assuming that the errors of the
individual parameters are independent from each other, we can relate the uncertainty of
these parameters to the diagonal elements of the corresponding error covariance matrix,
which in turn depends on the residuum between the measured and fitted spectrum.
Based on this approach, a temperature uncertainty of±2.2 K is estimated for the spectral
fit in Fig. 3.8. Different factors are influencing the amount of uncertainty and will be
discussed in the next section.
3.3. Measurement uncertainty and noise
As mentioned above, the uncertainty of the retrieved temperature according to Fig. 3.8
is related to the residuum between the measured and fitted synthetic spectrum. Appar-
ently, systematic errors will always be present on either side. For the synthetic spectrum,
this includes imperfections of the spectroscopic line calculation, line correction, and the
simulated instrumental function. Vice versa, instrumental errors are also introduced by
various factors such as the misalignment of optical components, mechanical jitter of the
mirrors, electronic noise of the spectrometer components, etc. Even given a perfectly
operating spectrometer together with a perfect theoretical line calculation of the OH*
emission, any persisting background photon flux, which is superimposing the OH* emis-
sion, will add noise to the spectrum. In the literature this situation is also referred to
as the background-noise limited case (e.g. Birk and Brault [1988]), which in particular
becomes significant for the OH* emission during twilight and daylight conditions, as al-
ready mentioned in Sect. 2.3. During the absence of sunlit conditions, other light sources
such as the moon or street lamps may also produce a noticeable interfering background.
But one may even think of an ideal case, where any light source other than the OH* emis-
sion would have been completely filtered out. Still, this ideal case would contain some
residual fluctuation between the measured and fitted spectrum, because the impinging
number of photons on the detector is subject of statistical fluctuations, which introduce
signal quantum noise. Therefore, this represents the most preferable situation for the
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observer, but in practice it is usually limited to faint emission sources that require the
detection via cooled photomultiplier detectors with cooled amplifier stages [Leigh, 1996].
In contrast, the InGaAs detector used in this work operates at room temperatures. As
discussed in Sect. 3.1 this leads to an increased probability of inducing thermal dark
(noise) currents, but also the thermal noise inside other electronic components, such as
the amplifier stages, is contributing to the instrumental noise level.
By reducing the measurement noise as much as possible, this will improve the mea-
sured spectrum with regard to its signal-to-noise ratio (SNR) and, therefore, it should
also improve the goodness of the spectral fitting. Of course, this does not prevent from
inefficiencies in the spectroscopy, but for the following let us assume that these are rel-
atively small and that non-LTE conditions apply to a very good approximation for the
observed OH* emission lines. In a quantitative sense, Birk and Brault [1988] proposed
the following equation to estimate the SNR of a measured signal under the assumption
of a negligible background photon flux:
SNRσ = ηM

ABηFηOηqM(Tsource, σ)
2(∆MOPD)3σmax
ts
σmax − σmin (3.15)
with
AB = area of the parallel beam,
ηM = modulation efficiency,
ηF = transmittance of optical filters,
ηO = optical efficiency of the instrument, including:
beamsplitter efficiency,
reflectance of mirrors,
ηq = quantum efficiency of the detector,
ts = sampling time,
∆MOPD = maximum optical path difference in the interferogram,
σmax − σmin = spectral range,
M(Tsource, σ) = 2πcσ
2/(exp (hcσ/kBT )− 1)→ photon exitance
The modulation efficiency ηM describes how well the information of the modulated signal
in the interferogram domain is maintained by the real instrument compared to an ideal
interferometer (see also Hase [2012]). It is in particular suffering from the misalignment
of the optical components and therefore a precise realignment of the spectrometer should
be performed at regular time intervals (i.e. once a year for the HR120/125). However,
there are always certain limitations to the alignment procedure, e.g. the scanner arm
might be bended to a small amount, such that the mirror sledge is moving in more than
one direction during one scan, or mechanical jittering of the reflecting mirrors is caused
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by the rapid change in direction at the point of maximum OPD. Therefore, the modu-
lation efficiency will always be smaller than unity, if expressed as the ratio between the
real and ideal modulation.
Optical filters help to minimise the background noise, but they will always lead to
transmission losses, even around the spectral region of maximum transmission. As long
as the background noise is not critical, which appears to be a plausible assumption
for the nighttime observation of the OH* emission, one may exclude any optical filters
in the light path to improve the SNR. However, another issue arises from the internal
helium-neon (HeNe) laser signal of the FTIR, which is used to sense the OPD with high
precision. Because this signal is coupled into the optical path of the instrument, it will
also interfere with the InGaAs detector and heavily distort the OH* emission signal. To
prevent this distortion an optical laser block filter was used in front of the InGaAs de-
tector prior to 2010. Because of difficulties with the OH* signal strength in combination
with the same filter in 2010, it was then replaced by a ”paper block”, which directly
shades most of the laser reflexes but without blocking most of the source light beam.
The quantum efficiency of the detector corresponds to the ratio between detected and
incident photons expressed in terms of their number Φ per second per wavenumber:
ηq(σ) =
Φdetected(σ)
Φincident(σ)
. (3.16)
It is worth noting that another measure of the detector efficiency exists, namely the
detectivity D∗, which is preferably used by manufacturers as a figure of merit in their
product descriptions. It is defined as:
D∗(σ) =
AD∆f
NEP(σ)
(3.17)
with the detector area AD, the frequency bandwidth ∆f = 1/(2πts), and the noise
equivalent power NEP, which corresponds to the signal power needed to yield an SNR
value of 1. Despite its common usage as a figure of merit, Birk and Brault [1988] ar-
gue that this quantity can be quite misleading, because its values are obtained for the
background-noise limited case, therefore any direct SNR estimates from this quantity
must assume the same case. With respect to the OH* emission it appears that ηq is
a more reliable quantity to classify the efficiency of the detector, therefore one should
be cautious when comparing different detectors based on Fig. 3.4.
According to Eq. (3.15), narrowing the spectral range will improve the SNR in the
spectral domain. This can be understood in terms of a multiplex disadvantage, as the
simultaneous detection of photons will contribute to the photon noise current. Further-
more, a lower resolution width, which is contained in ∆MOPD (see Eq. 3.4), will also
improve the SNR.
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Another method of increasing the SNR is to reduce random white noise by coadding
several scans. Since the Fourier transform of white noise is again white noise [Davis
et al., 2001], this may be done either in the interferogram or spectral domain. Because
of the random variability of error signs, coadding of N scans will help to improve the
SNR by a factor of
√
N [Smith, 1995]. It is interesting to note that this operation is
equivalent to the selection of a longer integration time according to Eq. (3.15). However,
too slow sampling can result in some disadvantages, such as periodic (1/f) noise from
periodic fluctuations of the source or digitising noise due to the discrete sensing of in-
tensity units, as described both in Davis et al. [2001]. In this case rapid sampling helps
to reduce the associated noise so that coadding several scans will improve the SNR for
the same sampling time ts.
In summary, to gain a good SNR one should use a narrow band detector, avoid any
higher resolution setting than needed for the spectral line discrimination and use a high
sampling frequency. A further optimisation can be achieved by improving the overall
efficiency of the instrument according to the η-parameters in Eq. (3.15). Apart from
the goal of measuring with a sufficient SNR, any systematic changes of the wavelength
dependent instrumental sensitivity should be accounted for the line correction according
to Fig. 3.7. This is done by means of a spectral calibration with a blackbody source and
will be discussed in the next section. In addition, the transmission of the hatch window
is also systematically affecting the OH* signal and will be discussed in Sect. 3.5.
3.4. Determination of instrumental sensitivity
A blackbody radiation source was purchased to characterise the wavelength dependent
instrumental sensitivity. The source consists of a blackbody cavity, which can be heated
to a temperature of up to 1050◦C with a precision of ±0.1◦C. To produce a collimated
beam of light, which can be coupled into the entrance compartment of the FTIR, a gold-
coated off-axis parabolic mirror with a high and fairly constant transmissivity in the IR
region is used in front of the blackbody cavity. In the frame of this work, both parts
were mounted on a plate such that the parabolic mirror is completely covered by the
field of view of the blackbody cavity. From the known temperature of the blackbody its
spectrum can be estimated by a Planck curve. The blackbody spectrum is then altered
by the wavelength dependent instrumental sensitivity function. Accordingly, the rela-
tive changes in the instrumental sensitivity can be estimated by dividing the measured
blackbody signal with the calculated Planck curve from theory. Ideally, one should also
account for the transmission losses of the gold-coated mirror in front of the blackbody,
but also the blackbody will slightly depart from an ideal blackbody source. However,
based on the manufacturer’s classification sheets of both components it is assumed in
this work that any wavelength dependent effects due to these departures are negligible
in the spectral region of interest compared to the instrumental sensitivity function of
the FTIR. Furthermore, since the rotational temperatures are retrieved from the relative
intensities of OH* emission lines, an absolute calibration is not required for this task.
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Figure 3.9.: Normalised Planck curves based on different units and temperatures (see
legend).
Before calculating the Planck curve for a given blackbody temperature, one has to
consider which units are the most appropriate for the detector in use. For instance, the
output signal of a thermal detector, such as a bolometer, is proportional to the incident
energy flux. In this case, the Planck curve should be expressed in terms of energy flux
as a function of wavenumber, which according to Davis et al. [2001] is given by:
Be(σ, T ) =
2hcσ3
exp ( hcσ
kBT
)− 1 (Wm
−2sr−1/cm−1). (3.18)
Note that the equation above assumes that c is expressed in units of cm/s instead of
m/s, otherwise we would have to multiply σ(cm−1) by a factor of 100. In contrast to the
expression above, the output signal of a photomultiplier detector is proportional to the
number of impinging photons, but does not depend on the photonic energies. Therefore,
the Planck curve should be represented in units of photon flux:
Bp(σ, T ) =
2πcσ2
exp ( hcσ
kBT
)− 1 (photons m
−2sr−1/cm−1). (3.19)
As illustrated in Fig. 3.9, the shape of the Planck curve does not only depend on the
blackbody temperature, but also on the selected units. Despite the slightly smaller
quantum efficiency ηq of the InGaAs detector compared to a photomultiplier detector,
its response should be rather similar. Therefore, the calculation of the Planck curve is
performed in photon flux units for the InGaAs detector used in this work.
Two examples of measured Planck curves and the inferred instrumental sensitivity
are shown in Fig. 3.10. Here, the left panels are based on a selected blackbody tem-
perature of 230◦C and the right panels are based on a selected blackbody temperature
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Figure 3.10.: Instrumental sensitivity from measured Planck curve (using InGaAs detec-
tor and 12.5 mm entrance aperture) of a 580◦C (right panels) and 230◦C
(left panels) blackbody source signal: The upper panels show the measured
blackbody signal for each temperature. Calculated instrumental sensitivity
plots for each temperature are shown below. The fitted spectral ranges of
the first 3 main emission lines of the P1 and P2 branch of different OH*
Meinel emission bands are highlighted in the middle panels. The position
of the OH(3-1) emission lines is denoted by the circles in the close-up view
in the lower panels.
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∆T : min max mean
OH(3-1) 0.71 K 1.83 K 1.16 K
OH(4-2) 0.44 K 1.38 K 0.81 K
OH(8-5) -1.13 K -0.45 K -0.76 K
Table 3.1.: Impact of the instrumental sensitivity correction functions on the hourly ro-
tational temperatures from 2008 to 2012 shown in Sect. 4.3. The first/second
value in each row indicates the minimum/maximum temperature change
∆T = T (with correction)−T (without correction) found in the 2008–12 time
range due to the applied correction function. The third value indicates the
average change of all temperature results due to the correction function.
of 580◦C. The measurement of the 230◦C blackbody signal was performed with the
same instrumental settings as used for the OH* emission measurements. By increasing
the blackbody temperature to 580◦C, the detected interferogram signal already starts
to clip. To avoid any clipping of the signal, a lower pre-amplifier stage of the InGaAs
detector was selected for the measurements. By doing this, we have to assume that
the change in the signal pre-amplification does not affect the shape of the instrumental
sensitivity function.
The determined instrumental sensitivity from both measurements is shown in the sec-
ond row of Fig. 3.10. By comparison with the measured Planck curve shown in the first
row of Fig. 3.10, we notice that the apparent noise level is now increasing with wavenum-
ber in contrast to the measured spectrum6. Apparently, we have to bear in mind that
by dividing the measured blackbody signal with the theoretical Planck curve, we are
also scaling the apparent noise level in the spectral domain according to the shape of
the Planck curve. This in particular becomes visible for the 230◦C measurement, where
the determined instrumental sensitivity becomes barely visible above 7200 cm−1 accord-
ing to Fig. 3.10. The situation improves for the 580◦C measurement, as the Planck
curve is shifting towards the spectral range, where the instrument becomes more sen-
sitive (see Fig.3.9). In this case, the shape of the instrumental sensitivity curve is still
nicely resolved for the spectral range of the OH(8-5) Meinel band (generally abbrevi-
ated ”OH(ν ′ − ν ′′) band” in the following). Vice versa, for lower wavenumbers, which
enclose the OH(3-1) and OH(4-2) bands, the instrumental sensitivity still appears to be
sufficiently resolved for both blackbody temperature settings, so that we can estimate
the relative change in the instrumental sensitivity by a linear fit for the OH(3-1) and by
a polynomial fit for the OH(4-2) and OH(8-5) bands as shown in Fig. 3.10.
Let us now compare the relative change in the linearly fitted instrumental sensitivity
in the OH(3-1) wavelength region of the P1(4) and P2(2) transition, i.e. the outermost
rotational lines used for temperature retrieval (see lower panels of Fig. 3.10). For the
6If we suppose mainly stationary white noise in the measured interferogram domain, this equally
transforms to the spectral domain as stated in Sect. 3.3.
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230◦C based measurement the sensitivity drops by 2.2± 0.1 % towards lower wavenum-
bers. Here, the uncertainty is estimated from the calculated standard error of the slope
parameter (see A.1). For the 580◦C based measurement the drop in the instrumental
sensitivity is about 1.22 % with an uncertainty smaller than 0.03 %. Accordingly, the
uncertainty in the fitting plays a negligible role compared to the deviation of about 1 %
between both measurements. A list of further blackbody calibration results can be found
in the appendix (A.1) where different settings (blackbody temperature, aperture size,
pre-amp stage) have been tested for the measurements. This list also includes separate
results for the forward and backward-scan mode7 of the scanner arm, but the overall
deviation between both scanning modes is smaller than 0.1 % in most cases and there-
fore negligible for the rotational temperature retrieval. In general, the decrease of the
instrumental response towards lower wavenumbers in the OH(3-1) fitting region ranges
between 1 % and 2 %. This also shows that the different blackbody settings did not
result in a major difference in the determined (relative) instrumental sensitivity in the
spectral fitting region of the OH(3 − 1) band. The same situation also applies for the
OH(4− 2) band.
If we expanded the spectral fitting region, the correction for the instrumental re-
sponse would become more important. However, as previously discussed, the inclusion
of emission lines from higher non-thermalised rotational states can introduce non-LTE
conditions, which would complicate the theoretical line calculation. Furthermore, if we
expanded the spectral region across multiple OH* Meinel bands, these would require
the consideration of individual rotational temperatures in the theoretical line calcula-
tion. This is because the emission from different OH* Meinel bands typically arises
from different altitude regions with different ambient temperatures, as we will discuss
in the chapters 4 and 5. It is for these reasons that this work only accounts for a single
OH* Meinel band in the derivation of a rotational temperature and limits the spectral
fitting to the spectral region of the corresponding first three main lines of the P1 and P2
transitions.
Based on the listed blackbody calibration measurements in the appendix A.1, an av-
erage instrumental response function was estimated for the OH(3-1) and OH(4-2) bands
and taken into account for the whole time series. For the OH(8-5) band, the instrumental
response function was estimated from the 580◦ C blackbody measurement in Fig. 3.10 to
make sure that it is sufficiently resolved in the measurement. With respect to the later
analysis of the temperature time series above Ny-A˚lesund, the impact on the hourly
rotational temperature estimates is rather small for all emission bands as summarised
in Tab. 3.1.
7The interferogram can be recorded either while the scanner arm is moving away from the centre-burst
(forward-scan) or towards the centre-burst (backward-scan).
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3.5. Window transmittance
The method of determining the transmittance of the hatch windows is similar to the
previously discussed blackbody calibration. Again, the collimated beam of the black-
body radiation source is coupled into the FTIR. Then, two measurements are taken, i.e.
one measurement where the collimated blackbody beam has to penetrate through the
window glass and one measurement without any window glass in the optical path. The
latter measurement serves as a background radiation measurement. By dividing the first
measurement with the background radiation measurement we get the transmittance of
the window.
Due to the size of the hatch and limited space inside the FTIR laboratory, a detach-
ment of the glued hatch windows would have been necessary to conduct the measure-
ments inside the laboratory. Instead, the measurements were performed directly on the
roof of the building as shown in Fig. 3.11. For the measurements of the front window
transmittance, the blackbody was placed in front of the so-called solar tracker mirrors,
which guide the collimated beam into the FTIR laboratory (see left panel of Fig. 3.11).
Both measurements that are required to characterise the window transmittance are then
performed when the hatch is either opened or closed. This makes the situation more
challenging for the zenith window, because it would require a platform that can safely
carry the blackbody setup with a total weight of more than 10 kg above the solar tracker
while the hatch is either opened or closed. Instead, a more simple carrying plate was
mounted on the blackbody setup, which allowed to point the blackbody beam through
the zenith window as shown in the right panel of Fig. 3.11. On the downside of this
approach, we have to relocate the blackbody setup for the background measurements.
In this case, we simply use the same background measurements that were taken for the
front window setup and assume that any impacts due to misalignments are negligible.
The determined transmittances curves for the front and zenith windows are shown in
Fig. 3.12. In each case, the transmittance curve can be approximated by a two-order
polynomial function. If we use the data points between 6000 and 7000 cm−1 (highlighted
in green), the polynomial fits agree quite well in this spectral region for both hatch win-
dows. We therefore use the associated fitting parameters for the later correction of the
OH(4-2) and OH(3-1) line calculation. For the spectral range of the OH(8-5) emission
lines, the noise level has noticeably increased due to the decreasing instrumental sen-
sitivity and blackbody radiance. With regard to the front window, the transmittance
appears to be rather constant according to Fig. 3.12, implying that the impact on the
rotational temperature retrieval should be small. For the zenith window, the transmit-
tance seems to drop further within the OH(8-5) spectral range, but the noise level makes
an estimate difficult. It is for these reasons that at this stage the impact of the window
transmittance is only considered for the OH(3-1) and OH(4-2) bands in the following.
Within the spectral range of the P1(4) and P2(2) transition of the OH(3-1) band the
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off-axis parabolic mirror 
blackbody  solar tracker closed hatch 
Figure 3.11.: Blackbody setup to measure the transmittance of hatch windows. The
parallel blackbody beam is guided by the movable mirrors (solar tracker)
inside the FTIR laboratory. Left panel: Setup for background signal (open
hatch). Right panel: Setup to measure the transmittance of the zenith
window (closed hatch).
relative change in transmittance is about 1 % for the zenith window and less than 0.4 %
for the front window. Because the window transmittance is decreasing with increasing
wavenumbers in both cases, these results suggest that the window transmittance is also
partially compensating the impact of the instrumental sensitivity function in the same
spectral range. With regard to the OH(4-2) band, the relative change in the window
transmittance is even less compared to the OH(3-1) band, as we can see in Fig. 3.12.
In addition to the relative changes in the window transmittance, which are critical for
the rotational temperature retrieval, it is also interesting to look at the overall change
in the emission signal amplitude. For the front window the signal amplitude of the mea-
sured interferogram dropped by about 13 % once the hatch was closed. In comparison,
the loss is quite striking for the zenith window, where the signal amplitude dropped by
a factor of 4, implying a significant signal loss at the zenith window. In this context,
two difficulties in the measurements should be noted.
As mentioned above, both measurements that are required for the determination of
the zenith window transmittance were performed with different blackbody positions.
Each position required a new manual alignment of the blackbody setup together with
the solar tracker mirrors. Hence, the large drop in intensity could be due to the difficult
manual alignment of the experimental setup. In contrast, the front window measure-
ments were performed with the same instrumental alignment, because no change of the
blackbody position was required.
Another important issue is an existing misalignment of the FTIR during these mea-
surements, which were shortly performed after the instrumental upgrade of the spectrom-
eter to version HR125. Unfortunately, this misalignment was also severely distorting the
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Figure 3.12.: Measured transmittance of low elevation hatch window (left panels) and
zenith hatch window (right panels). A quadratic polynomial is used as a fit
function (red line), while the fitting region is highlighted in green. The
middle panels show a close-up view of the spectral region, which encloses
the first 3 main lines of the P1 and P2 branches of the OH(3-1) emission
(denoted by circles). The lower panels show the residuum between the
measured and fitted transmittance.
46 3. Instrumentation and measurement principles
∆T : min max mean
OH(3-1) 0.17 K 1.38 K 0.81 K
OH(4-2) 0.33 K 1.53 K 0.87 K
Table 3.2.: Impact of combined correction for the instrumental sensitivity and window
transmittance (low elevation and zenith) on the rotational temperature re-
sults from 2008 to 2012 by analogy with Tab.3.1
OH* measurements during the polar night in 2012–13. In a following routine realignment
of the instrument in February 2013, a problem in the positioning of the scanner arm was
identified and solved by the IUP engineer. This also led to a significant improvement of
the OH* signal.
Despite the identified instrumental misalignment, this issue may be less critical for
the measurements of the windows transmittance, because any systematic impacts on the
instrumental sensitivity should cancel out when dividing the transmitted signal by the
measured background.
Due to the small relative changes in the determined window transmittance within the
spectral windows of the OH(3-1) and OH(4-2) bands, the impact on the temperature
retrieval remains small. Table 3.2 shows the impact on the temperature results when
accounting for the combined effect of the instrumental sensitivity and window transmis-
sion in the emission line calculation. Accordingly, the impact of the line correction is
in the order of 1 K or less than 1.6 K at maximum for the considered time range from
2008 to 2012.
3.6. Thermal stability of uncooled InGaAs detector
The previous two sections were concerned with the classification of the instrumental sen-
sitivity, including the transmittance of the hatch windows. This classification was based
on a limited number of measurements of a blackbody calibration source, hence, we have
to assume that the instrumental drift between these measurements does not have any
significant impact on the continuous measurements of the OH* emission during the polar
night. In addition, we should also keep in mind that the blackbody source is heating
up the spectrometer including the detector, which are both not temperature controlled.
Even though, the change in the instrumental sensitivity appears to be rather small based
on different calibration measurements with different blackbody temperatures, the im-
plementation of an uncooled InGaAs detector led to some concerns with regard to its
thermal stability and the associated impact on the instrumental sensitivity. Typically,
airglow detector systems, such as the GRIPS (Ground based Infrared P-branch Spec-
trometer) instruments as part of the NDMC network, employ cooling techniques to the
detector design. Not only does this improve the thermal stability of the detector system,
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Figure 3.13.: Recorded temperature inside the interferometer compartment of the
HR125.
but it also reduces the thermal noise.
With regard to our existing concerns, a potential validation method of the thermal
stability of our detector was suggested to us by Prof. Dr. P. J. Espy, Norwegian Uni-
versity of Science and Technology, Trondheim. This method has the advantage to be
completely independent from any ”artificial” calibration source. Instead, this method
can be directly applied to the measured OH* spectra and was implemented in this work
to validate the temporal stability of our detector response.
The principle of this method relies on the observation of OH* emission lines, which we
suppose to have a constant ratio in their intensities with time. To find these lines, let us
assume a Boltzmann distribution of rotational states within a vibrational band according
to Eq. (2.5) of Sect. 2.3. Furthermore, let us consider two different rotational transitions
of the same vibrational band, which originate from the same initial rotational state J ′.
In this case the ratio between both intensities simplifies to the following equation:
I(i′,ν′,J ′ → i′′,ν′′,J ′′)
I(i′,ν′,J ′ → i′′,ν′′,J ′′′)
=
A(i′,ν′,J ′ → i′′,ν′′,J ′′)
A(i′,ν′,J ′ → i′′,ν′′,J ′′′)
. (3.20)
Despite the previously mentioned ongoing discussion on the appropriate values for the
Einstein coefficients A, these should be, to a very good approximation, constant in time.
Therefore, we may relate any temporal changes in the ratio above to changes in the in-
strumental sensitivity, which arise from the thermal instability of the detector response
or from any other instrumental drifts.
With the instrumental upgrade of the HR120 to version HR125 in autumn 2012,
the spectrometer received a temperature sensor inside the interferometer compartment.
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Temperature values are synchronously recorded with the spectra, so that we can directly
compare time invariant OH* emission intensity ratios with the instrumental tempera-
ture records. By doing this, we assume that the temperature contrast between the
interferometer and detector compartment, which are directly connected with each other,
is negligible. A time series of instrumental temperatures is shown in Fig. 3.13. Tem-
peratures were ranging between 19◦ C to 22◦ C. Unfortunately, a software bug inside
the spectrometer caused an output error of the first fractional digit, which caused the
jumps between ∆T = 0.3◦ C and 0.7◦ C in Fig. 3.13. However, after consultation with
the spectrometer manufacturer Bruker, it should be reasonable to assume a precision of
±0.5◦ C for the recorded temperatures.
A selection of three time invariant intensity ratios for the OH(3-1) and OH(4-2) bands
is plotted against instrumental temperatures in Fig. 3.14. The initial rotational state J ′
and the wavenumbers of emission lines are denoted in the lower table of Fig. 3.14.
Each point in the scatter plots represents a single intensity ratio between two emission
lines from a single spectrum that was integrated over an approximate time of 13 min.
Corrections from the spectral calibration, window transmission, atmospheric transmis-
sion, and the zero offset to the spectral baseline have been considered in the determina-
tion of intensity ratios. As we can see, for most intensity ratios a significant correlation
to the changes in the instrumental temperatures is missing. Only the R1(1)/P1(3) inten-
sity ratio of the OH(3-1) band shows a weak anti-correlation that is already statistically
significant with respect to a 99% confidence level. In comparison with the other selected
emission lines of the same emission band, the offset to the considered spectral range in
the temperature retrieval is largest for the R1(1) transition, so the actual impact on the
retrieval may be still insignificant, as also suggested by the other line ratios. We get
back to this point again in Sect. 4.3 where we compare the time series of rotational and
instrumental temperatures in 2013–14 with each other.
As a side aspect of the measured intensity ratios it is worth comparing the experimen-
tal values with those predicted from theory. French et al. [2000] did such a comparison for
their experimental observations of the OH(6-2) emission with a Czerny-Turner scanning
spectrophotometer at Davis, Antarctica. Similarly to this publication, Tab. 3.3 compares
the measured intensity ratios by the HR125 with the same set of theoretical studies, but
now referring to the OH(3-1) and OH(4-2) bands. The experimental values refer to the
mean of all samples and the uncertainty is indicated by the standard deviation of all
sample points. We find that all theoretical intensity ratios lie in the uncertainty ranges
of the experimental values, apart from the Q1(2)/P1(3) intensity ratio of the OH(4-2)
band, which is slightly above the upper boundary of uncertainty. Interestingly, the ex-
perimental results of French et al. [2000] are generally below the theoretically predicted
values, even when taking their uncertainty estimates into account. Instead, we also find
that the Q1(2)/P1(2) mean value of the HR125 nicely matches the theoretical values
for the OH(3-1) band and appears to be even higher for the OH(4 − 2) emission band,
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J’ Ratio OH(3-1), ν (cm-1) OH(4-2), ν (cm-1) 
1.5 Q1(1)/P1(2) 6642/6561 6316/6238 
2.5 Q1(2)/P1(3) 6636/6522 6310/6200 
2.5 R1(1)/P1(3) 6717/6522 6388/6200 
Figure 3.14.: OH* Meinel intensity ratios from single measurements (≈ 13 min mea-
surement time each) against HR125 temperatures. Correlation coefficient
denoted by R value. Equal initial rotational state and wavenumbers of
emission lines listed in the lower table.
50 3. Instrumentation and measurement principles
Ratio T&L Mies LWR HR125
OH(3-1): Q1(1)/P1(2) 1.36 1.35 1.33 1.36± 0.15
OH(3-1): Q1(2)/P1(3) 0.46 0.45 0.44 0.379± 0.090
OH(3-1): R1(1)/P1(3) 0.49 0.48 0.46 0.41± 0.10
OH(4-2): Q1(1)/P1(2) 1.36 1.35 1.34 1.42± 0.14
OH(4-2): Q1(2)/P1(3) 0.46 0.45 0.44 0.357± 0.073
OH(4-2): R1(1)/P1(3) 0.49 0.48 0.46 0.452± 0.079
Table 3.3.: Time invariant intensity ratios of the OH(3-1) and OH(4-2) bands. Theo-
retical values inferred from Turnbull and Lowe [1989], Mies [1974], Langhoff
et al. [1986], and experimental results from HR125 measurements.
but still with the theoretical values in the range of uncertainty. It should be briefly
mentioned that French et al. [2000] determined their ratios from a single coadded spec-
trum of the entire measurement period. While the time invariant line ratios should be
retained during the spectral coadding, their uncertainty estimates refer to individual
error sources in the coadded spectrum. By comparison, their uncertainty estimates are
about one order smaller compared to the standard deviations in Tab. 3.3 so that the
theoretical values remain outside of their estimated uncertainty ranges.
3.7. Intercomparison between cooled and uncooled
InGaAs detectors
In addition to the uncooled InGaAs detector, the FTIR instrument received a second
InGaAs detector in 2012, which is equipped with thermoelectric cooling stages. This
technique provides a cooling of the InGaAs diode to −40◦C. Even though this detector
was purchased in the frame of another IUP project, which aims at lunar absorption
spectroscopy measurements, it would be freely available for the remaining operational
time during the polar night. However, despite its advantages in terms of thermal noise
and stability, further aspects play an important role for its feasibility to measure the
OH* emission.
First of all, the InGaAs diodes of both detectors differ in their lattice constants, which
again is impacting the detector response according to our discussion in Sect. 3.1. In con-
trast to the narrow band InGaAs diode of the uncooled detector, the cooled detector is
equipped with an extended InGaAs diode, which has a larger spectral sensitivity range.
Recalling Sect. 3.3, a narrow band sensitive range improves the SNR of the measured
signal, thus, favouring the use of the narrow band InGaAs diode.
With regard to the cooling of the InGaAs diode another important aspect arises.
In this case, the internuclear distances of lattice atoms will decrease, which leads to
an increase of the semiconductor bandgap. Accordingly, the minimum photonic energies
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required to raise electrons from the valence to the conduction band will increase, thus,
the associated cut-off frequency of the detector will shift towards higher frequencies. In
the worst case the cut-off frequency may be shifted close or even beyond the spectral
windows that are used for the rotational temperature retrieval.
This gives rise to the question as to whether the thermal-noise-improvement of the
cooled extended InGaAs diode is compensated by the above discussed aspects. In order
to shed light on this question, let us consider two exemplary spectra that are shown
in Fig. 3.15. Both spectra were recorded during excellent weather conditions on the
same night, while the measurement settings only differ in the used detectors. For better
comparison, both spectra were normalised and shifted to the same zero baseline level.
In the upper panel of Fig. 3.15 the normalisation refers to the highest emission peak
intensity of each spectrum. In this case, the noise level appears to be more pronounced
for the cooled detector.
To get a more quantitative sense of the difference in the SNR between both measure-
ments, we can estimate the SNR of the P1 rotational lines of the OH(3-1) band by taking
the ratio between the line amplitudes and the standard deviation of noise. The latter
can be estimated from nearby spectral regions that do not contain any obvious emission
signals. From this estimate we find that, on average, the linear SNR of the OH(3-1)
P1(2),P1(3), and P1(4) rotational lines improves by about 34 % for the uncooled In-
GaAs detector according to this example. Similarly, the improvement for the same set
of OH(4-2) P1 rotational lines is about 29 %.
Interestingly, the situation is different for the lower wavenumbers where the perfor-
mance of the cooled InGaAs turns out to be superior to the uncooled InGaAs. In
comparison, the P1(4) line of the OH(5-3) band at about 5840 cm
−1 is only slightly
above the noise level for the uncooled detector (see lower panel of Fig. 3.15). In con-
trast, the cooled InGaAs detector is even sensitive to the P1 branch of the OH(6-4)
band up to about 5550 cm−1. This shows us that the upward shift of the cut-off fre-
quency of the cooled InGaAs diode is not seriously impacting the OH* measurements.
Instead, the cooled InGaAs diode benefits from its extended sensitivity range towards
lower wavenumbers that enclose the OH(5-3) and OH(6-4) bands.
Nonetheless, the best SNR is still achieved for the measurements of the OH(3-1) emis-
sion with the uncooled InGaAs detector. In addition, the longer radiative lifetimes make
the OH(3-1) band the preferable choice for the temperature retrieval. Still, the coverage
of several OH* emission bands is interesting because it provides additional information
on the thermal gradient inside the OH* layer as noted earlier (see also later discussion
in Sect. 4.3). In principle, the new instrumental upgrade to version HR125 allows for
simultaneous measurements with two detectors, so that we may benefit from the broad-
ened spectral bandwidth of both InGaAs detectors. However, such measurements would
require the splitting of the modulated source light inside the spectrometer by a dichroic
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Figure 3.15.: Two OH* spectra measured during 13-Oct.2013 with the uncooled/cooled
InGaAs detector. Both measurements use the same settings, including
the same spectral integration time of about 13 minutes. Upper panel:
Normalised to highest intensity between 5500 and 7000 cm−1. Middle
panel: Normalised with respect to the P1(2) rotational line of the OH(3-1)
band at about 6561 cm−1 . Lower panel: Normalised with respect to the
P1(2) rotational line of the OH(5-3) band at about 5916 cm
−1.
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mirror, hence, only half of the signal intensity would be available for each detector in
the ideal case. It is for these reasons that it was decided in this work to proceed the
ongoing measurements with the uncooled InGaAs detector.
3.8. Impact of line-of-sight
Apart from the instrumental setup, the line-of-sight (LOS) plays another important role
for the signal strength of the OH* emission. This is because the apparent OH* layer
thickness, i.e. the path length of the LOS inside the OH* layer, depends on the zenith
angle of the LOS. Accordingly, a larger zenith angle leads to a larger path length of the
LOS inside the OH* layer. As long as the effect of self-absorption inside the OH* layer is
negligible, the photon flux towards the observer will enhance due to the increased OH*
layer thickness along the oblique LOS. According to Khomich et al. [2008] the atmo-
sphere is optically thin at altitudes above 80 km for wavelengths between 0.35 µm and
2.0 µm. This wavelength region is equivalent to wavenumbers ranging from 5000 cm−1
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Figure 3.16.: Impact of viewing angle on simulated atmospheric transmission in the spec-
tral regions of the observed OH* emission above Ny-A˚lesund.
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∆T : 2007-10 2010-12
OH(3-1) 1.1 K 5.9 K
OH(4-2) -9.4 K -45.6 K
OH(8-5) 8.4 K 31.4 K
Table 3.4.: Average temperature change due to the applied correction for the atmo-
spheric transmission in the hourly rotational temperatures retrieval between
2007-10 (zenith LOS) and 2010-12 (low elevation LOS).
to about 28500 cm−1, which is also enclosing the spectral region of the observed OH*
emission. It is therefore plausible to assume that the effect of self-absorption is negli-
gible for the observed OH* emission. However, we have to take into account that the
atmospheric transmission is also depending on the zenith angle of the LOS and may
compensate the gain in signal strength from the larger apparent OH* layer thickness.
Let us recall the simulated atmospheric transmission according to Fig. 3.5 of Sect. 3.2.
We can do the same modelling of radiative transport for different zenith angles. Fig-
ure 3.16 shows spectral windows that enclose the first three OH* emission lines of the
P1 and P2 branches of the OH(3-1), OH(4-2), and OH(8-5) bands, which lie in the sen-
sitivity range of the instrument. While changes in atmospheric transmission are rather
small for the considered emission lines of the OH(3-1) band, the impact on the P1(2)
rotational line of the OH(4-2) band is much more pronounced. Similarly, the P1(4) rota-
tional line of the OH(8-5) band is suffering from the reduced atmospheric transmission,
but changes due to the varying viewing angles are less pronounced. In contrast to the
correction for the instrumental sensitivity and hatch window transmission, the impact of
the atmospheric transmission on the iterative temperature retrieval is quite substantial
as summarised in Tab. 3.4. We will get back to these values in our later discussion
in Sect. 4.3.2. Let us now consider to what extent the intensity of the OH* emission
enhances, if we increase the zenith angle of our LOS. To get a sense of this enhancement,
we can derive the relationship between the zenith angle Θ and the path length d of the
LOS inside the OH* layer by means of trigonometric considerations (see appendix A.2):
d =

a2 − (RE sin (Θ))2 −

b2 − (RE sin (Θ))2 , (3.21)
with
a = RE + h1 + h2 ,
b = RE + h1 ,
where RE is the radius of the Earth, h1 is the altitude of the layer, and h2 is the layer
thickness. Based on this equation, Fig. 3.17 shows the relation between the path length
d and zenith angle Θ for a layer with an assumed thickness of 8 km and which is centred
3.8. Impact of line-of-sight 55
0 20 40 60 80
0
5
10
15
20
25
30
35
40
45
50
55
zenith angle (degrees)
p
a
t
h 
le
ng
th
 (
km
)
apparent OH* layer thickness
Figure 3.17.: Apparent layer thickness depending on the zenith angle of the line-of-sight
for a spherical layer at 87 km altitude with a layer thickness of 8 km.
at an altitude of 87 km. As we can see, the change in the path length with increasing
zenith angle is relatively small at the beginning. At about 60◦, where the path length
has almost increased by a factor of two, the relative changes are significantly improving.
A further increase of the zenith angle to 80◦ leads to an apparent OH* layer thickness
of 35 km, which corresponds to a factor of 4.4 with respect to the zenith direction.
Because of the negligible effect of self-absorption in the OH* layer and the moderate
change in atmospheric transmission losses for most rotational lines, these results indicate
a potential improvement of the OH* emission signal strength by using a high zenith (i.e.
low elevation) angle. With the installation of new hatch windows in the frame of this
work in autumn 2010, continuous measurements at high zenith angles became possible.
Beforehand, test measurements were performed at different zenith angles (open hatch)
to validate the actual improvement of the signal strength.
Figure 3.18 shows three exemplary spectra that are superimposed and normalised to
the same P1(3) rotational line of the OH(3-1) band to allow for a better visual compari-
son of noise levels. Apart from the viewing direction, all measurements were performed
with the same settings and the same 13 min spectral integration time. We can nicely
see that the higher zenith angle is improving the OH* signal strength. With respect to
the P1(3), OH(3-1) rotational line, the linear SNR improves by a factor of 1.6 between
the zenith angles of 70◦ and 80◦. It further improves according to a factor of 3.3, if we
consider the change of the zenith angle from 50◦ to 80◦. The measurement at zenith
direction is excluded in this example, because the emission lines were already barely
visible during this sequence of measurements.
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Figure 3.18.: Three subsequent spectra based on three different zenith angles, taken on
01-Nov 2010.
The observed improvements in the SNR confirm the expected signal strengthening due
to the larger apparent OH* layer thickness at high zenith angles. Of course, we have
to bear in mind that the OH* emission intensity is also fluctuating with time, as we
will discuss more in depth in the later chapters. We therefore have to assume that the
impact of the intrinsic variability of the OH* emission signal is small with regard to the
exemplary spectra in Fig. 3.18. Repeated test measurements at different zenith angles
give further support to the SNR improvement at high zenith angles. Due to the position
of the hatch windows, a final zenith angle of 83◦ was selected and applied to the ongoing
measurements since November 2010. In a statistical sense we can evaluate the impact of
the viewing direction to the signal intensity from the distribution of recognised SNRs of
the OH(3-1) emission spectra during both periods. For this task, let us consider again
the P1(3) rotational line of the OH(3-1) band. To estimate the SNR of this line, we
look for the highest signal amplitude within the spectral range of ±4 cm−1 around the
expected line position at 6522 cm−1.
Because of the large range of recognised SNR values, logarithmic SNR values are
determined in addition:
SNR(dB) = 10 · log Ia
STDnoise
(3.22)
with the signal amplitude Ia and the standard deviation of noise STDnoise. Given the
total number of 98000 spectra in the period from 2007 to 2012, the distribution of
recognised SNR values of the OH(3-1)/P1(3) line is illustrated in Fig. 3.19 at linear
and logarithmic scales. The period where the LOS is pointing to the zenith direction is
indicated by the grey bars and the period where the LOS is pointing to a zenith angle
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Figure 3.19.: Histogram of detected SNRs in the spectral region of the P1(3) rotational
lines of the OH(3-1) band prior to 2010 (zenith viewing direction) and
after 2010 (low elevation viewing direction). Upper/Lower panel: lin-
ear/logarithmic SNRs.
of 83◦ is indicated by the black bars. Here, no filter is applied to the spectra yet, so that
the counted spectra with low SNR values refer to pure noise spectra. For the higher SNR
values we can clearly see an improvement after the change in the viewing direction in
2010, in particular when looking at the logarithmic scale in the lower panel of Fig. 3.19.
3.9. Aura Microwave Limb Sounder (MLS)
In addition to the retrieved mesopause temperatures from our ground-based FTIR mea-
surements of the OH* emission, this work also includes temperature measurements from
the MLS instrument onboard the Aura (NASA) satellite [Waters et al., 2006]. This
instrument is equipped with radiometers, which sense the thermal microwave emission
of different molecules at different spectral ranges. Temperatures are retrieved from the
thermal emission of the 118-GHz O2 spectral line and the isotopic 234-GHz O
18O spectral
line. The temperature data product is available via open access through the data archive
system8 of the Goddard Earth Science Data and Information Center. This work uses
the Level 2 Data Version 3.3, which according to the provided MLS quality document
uses retrieval algorithms that are largely unchanged from those of V2.2. By comparison
between both versions, the vertical resolution at the mesopause and thermosphere region
8follow http://mls.jpl.nasa.gov/products/
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is further improved in V3.3. A comprehensive discussion of V2.2 temperatures is given
in Schwartz et al. [2008].
In summary, MLS performs atmospheric limb scans of the above stated oxygen ra-
diance. By means of optimal estimation techniques vertical temperature profiles are
retrieved from the radiance profiles. The spatial coverage of MLS profiles reaches up
to 82◦N in latitude. According to the V3.3 quality document the vertical resolution of
temperature profiles at the 0.001 hPa pressure level ranges between 10 km to 13 km
with an along-track horizontal resolution of about 220 km and a cross-track resolution of
about 12 km. The estimated V3.3 temperature precision at this pressure level is ±2.5 K.
It is further mentioned that any values above this pressure level (i.e. < 0.001 hPa) are
not recommended for scientific use. If we consider the altitude/pressure relation based
on the U.S. Standard Atmosphere (1976) shown in Fig. 2.1, the OH* layer altitudes are
already close to this limit. To exclude non-recommended temperature results from the
MLS retrieval, data points that contain bad quality flags, as described in Schwartz et al.
[2008], are discarded from the analysis of this work.
3.10. Summary
This chapter discussed the principles of Fourier transform spectroscopy and instrumental
characteristics of the employed FTIR spectrometer in this work. In addition, the impact
of the LOS on the measurements was reviewed and a summary on the spaceborne MLS
instrument was given. The key aspects with regard to the measurements of the OH*
emission are summarised as follows:
• The combined impact of the hatch window transmission and instrumental sensi-
tivity on the iterative temperature retrieval is found to be less than 1.6 K , while
the largest impact is found for the atmospheric transmission, reaching a few tens
of Kelvin for the OH(4-2) and OH(8-5) bands for low viewing angles.
• The thermal stability of the uncooled detector was tested based on time invariant
intensity ratios from the OH* emission. A comparison with instrumental tempera-
ture changes indicated no significant impact in most cases. Only one ratio indicated
a weak but already significant correlation to the instrumental temperature.
• The comparison between a new detector with a cooled extended InGaAs diode and
the default uncooled detector with a narrow band InGaAs diode revealed a better
performance of the latter detector for the OH* emission measurements. Only at
lower wavenumbers the new detector’s performance is superior, allowing for the
detection of emission lines from the OH(5-3) and OH(6-4) bands but with low
SNRs. It was therefore decided to proceed the measurements with the uncooled
detector.
• An overall improvement of the OH* emission strength was shown for oblique view-
ing directions.
4. Mesospheric temperatures above
Spitsbergen
After our discussion of the fundamentals of the remote sensing of mesopause temper-
atures from the OH* emission, we now establish a data processing scheme to create
a temperature time series based on the recorded emission spectra in Ny-A˚lesund. Be-
cause of the continuous operation during the polar night, this processing scheme must
include a quality assessment of the recorded spectra, which discards noisy as well as con-
taminated spectra from the subsequent processing. We discuss critical quality criteria
in the next section and how these are implemented in the automated selection of good
spectra. Once we have established the data processing scheme in Sect. 4.2, we discuss
the temporal variability of the created temperature time series at daily and hourly scales
in the subsequent sections.
4.1. Data selection
As noted above, the FTIR operates continuously during the polar night regardless the
current weather conditions that may affect the measurements of the OH* emission. To
account for the weather conditions during the measurements this would require either
a manual 24 h operation or an automated consideration of real–time weather informa-
tion from local sensors. However, in the latter case any gaps in the operation of these
local sensors could potentially interrupt the measurements of the OH* emission with
the FTIR. Continuous measurements regardless the current weather conditions avoid
such interruptions, but require a later rejection of contaminated spectra. Preferably,
this rejection is implemented in an automated data processing scheme to prevent any
biasing of the results due to a visual identification of contaminated spectra.
Because the OH* emission requires clear night-sky conditions, continuous measure-
ments during the polar night will lead to a substantial number of recorded spectra that
contain nothing but noise. Despite the large number of pure noise spectra the file size of
recorded spectra is not a critical issue owing to the relatively coarse spectral resolution
setting of 1 cm−1. However, it should be noted that a continuous operation leads to
a more pronounced mechanical wearing of the scanner arm, in particular with regard to
the mirror sledge runners. To reduce the mechanical wearing, this work implemented
an automated validation of nighttime conditions by recognising the amplitude of the
centre burst in the interferogram domain. With the onset of sunlit conditions the signal
amplitude is significantly increasing due to the Rayleigh scattering background. Vice
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Figure 4.1.: Calculated number of hours per day with a solar elevation angle smaller than
−7◦ at the geolocation of the FTIR (78◦55′N, 11◦56′O, 21 MAMSL) based
on the sun position algorithm by Vincent Roy (last update 22/08/2005).
This algorithm is further based on Reda and Andreas [2004] and can be
accessed through the file-exchange repository of mathworks.com.
versa, the SNR of the OH* emission rapidly decreases as discussed before. Therefore, we
can avoid the inclusion of daytime spectra before and after the period of 24 h darkness
during the polar night by setting a threshold for the recognised signal amplitude.
To illustrate the available period of night-sky conditions at our measurement site
Fig. 4.1 shows the number of hours per day where the elevation angle of the sun is
below −7◦. Based on this threshold value the period of 24 h darkness ranges from mid-
November to the end of January. The intermediate periods, where this threshold value
is only satisfied during a fraction of a day, are about two months each.
The exclusion of daylight contaminated spectra is a simple computational task1. In
contrast, the identification of contaminated spectra due to partial cloud cover or haze
layers is more challenging. Cloud or haze layers can lead to a damping or complete
absorption of the OH* emission signal. In addition, depending on their micro-physical
properties they can also reflect light from other sources such as the moon or artificial
sources from the ground, which can disturb the measurements. In the following, we dis-
cuss the impact of artificial light sources on the OH* emission measurements, which may
also serve as a measure of cloud cover. In addition, local sensors of the Baseline Surface
Radiation Network (BSRN) can be utilised to estimate the current cloud coverage as
discussed in the subsequent section.
1Because of the specific OPUS software environment the easiest approach to identify sunlit conditions
during the operation is to look at the amplitude of the centre burst in the interferogram domain.
In the later data processing the sun position algorithm, which is applied in Fig. 4.1, can be used in
addition to filter out spectra that exceed a determined threshold value for the solar zenith angle.
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4.1.1. Reflected mercury lines from village lights
Artificial light sources, in particular street lamps, can emit distinct mercury (Hg) lines,
which may interfere with the observed OH* emission [Bittner et al., 2002]. Strong Hg I
emission lines exist at wavelengths of 13673.51, 15295.82, and 17072.79 A˚ [Humphreys,
1953], which correspond to wavenumbers of 7313 cm−1, 6536.7 cm−1, and 5857.3 cm−1.
The 15295.82 A˚ Hg I line appears to be the most promising line to be utilised as a cloud
cover proxy, because it lies in the spectral region where the instrumental setup for the
OH* measurements is highly responsive. In addition, it lies between the P1(2) and
P1(3) rotational lines of the OH(3-1) band and could therefore severely impact the mea-
surements of the OH(3-1) emission. Accordingly, any contaminated spectra due to the
reflected Hg emission from village (street) lights should be discarded from the later anal-
ysis.
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Figure 4.2.: Upper panel: View of illuminated village of Ny-A˚lesund (Photo Credit:Kings
Bay A.S.). Lower panel: Selected spectra with suggested Hg emission lines.
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While the presence of the artificial Hg emission can significantly affect the OH* emis-
sion over densely populated areas, the question remains as to whether the street lamps
of the remote village of Ny-A˚lesund have a recognisable impact on the recorded spectra.
To check this, a manual investigation of spectra was performed for periods where the
weather conditions should favour the reflection of the Hg emission into the field of view
of the instrument. As shown in Fig. 4.2, only on rare occasions some faint Hg emission
signals might be visible in the spectra, but these signals are very close to the existing
noise level. This indicates that the intensity of village lights is rather negligible and
should therefore not significantly impact the observed OH* emission lines. Vice versa,
the lack of a clear Hg line during overcast conditions makes this feature less feasible to
serve as a proxy for cloud contamination of recorded spectra.
4.1.2. Backscattered light from the moon
In contrast to the backscattered light from the village lamps in Ny-A˚lesund, the moon can
have a noticeable impact on the OH* emission spectra. An example of three subsequent
spectra (approx. 13 min integration time each) is shown in Fig. 4.3, where the moon is
passing nearby the field of view of the instrument. The impact of the Rayleigh scattering
background is clearly visible around 09:24 UTC where the moon reached its closest
distance to the LOS of the instrument. One could account for the spectral background
in the iterative rotational temperature retrieval, e.g. by fitting the background in the
spectral domain or by filtering out the associated low frequency components in the
interferogram domain. However, other studies such as Bittner et al. [2002] or Dyrland
et al. [2010] explicitly discard OH* spectra from their analysis, if these are contaminated
by moonlight. Therefore, an automated script was written, which detects the relative
change of the mean intensity of two different spectral intervals. The first interval ranges
from 6000 to 6623 cm−1 and it is divided into further subintervals to exclude any emission
lines. The second interval ranges from 7100 to 7350 cm−1, which is dominated by
strong atmospheric absorption (see also Fig. 3.5) and therefore serves as a reference
baseline. Based on this approach, the middle and upper panels in Fig. 4.3 are flagged
as contaminated spectra and discarded from the analysis.
4.1.3. Baseline Surface Radiation Network (BSRN)
Local BSRN sensors are located nearby the AWIPEV station. Among others, these
include two separate pyrgeometers, which are sensing the up- and downwelling infrared
radiation in units of Wm−2 [McArthur, 2005]. As we know from our regular experience,
cloud free nighttime conditions are associated with a pronounced radiative cooling into
space. On the other hand, during overcast conditions the cloud layer acts like a blanket
by reflecting the upwelling longwave radiation back to the ground. Accordingly, the
amount of up- and downwelling longwave radiation is balanced towards similar values,
which we can use as an indicator of cloud coverage.
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Figure 4.3.: Exemplary sequence of increasing Rayleigh scattering background from the
moon.
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Figure 4.4.: Up- and downwelling longwave radiation detected from BSRN pyrgeome-
ters. Left panel: Exemplary time series with added illustration of associ-
ated cloud cover. Right panel: Picture of pyrgeometers at the BSRN site at
Ny-A˚lesund. Photo Credit: AWIPEV.
An example of the transition from cloudy to clear night-sky conditions is illustrated
in the left panel of Fig. 4.4. By determining a certain threshold between the up- and
downwelling longwave radiation, we can use this as a criterion in the spectral data
filtering to discriminate between cloudy and clear sky conditions at our measurement
site.
4.1.4. Auroral contamination
Apart from the Hg I emission lines, auroral emission lines could also interfere with the
OH* emission lines. According to Gattinger and Vallance Jones [1981] aural emission
lines from the (1-2) Meinel band system of N+2 could affect the relative line intensities of
the OH* emission bands, which we observe with the FTIR. Two pronounced lines from
the (1-2) band system of the N+2 Meinel emission exist at wavelengths of 15748 A˚ and
15114 A˚ according to Lofthus and Krupenie [1977]. The corresponding wavenumbers of
both lines are 6616.4 and 6537.2 cm−1. Interestingly, the N+2 Meinel line at 6537.2 cm
−1
only differs by 0.5 cm−1 from the Hg I emission line, which was tested as a proxy of
cloud coverage in Sect. 4.1.1.
Further prominent emission lines from atomic nitrogen and oxygen are located between
7363 and 9886 cm−1, but with intensities smaller than one to two orders in magnitude
compared to the N+2 (1-2) band system [Gattinger and Vallance Jones, 1981].
To exclude contaminated OH* spectra from the analysis, an automated peak search
was performed to identify auroral lines in the OH* spectra. Assuming a line peak thresh-
old of four times the standard deviation of the spectral noise level for the identification
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Figure 4.5.: BH4 apodized spectra with arbitrary relative intensity units. Upper panel:
OH* emission spectrum with spurious spike between the P1(3) and P2(3)
rotational lines of the OH(3-1) band, 26 Jan 2011, 12:21 (UTC). Lower
panel: Similar spike during overcast conditions, which was identified as an
interference with the computer screen, 30 Jan 2014.
of an auroral line, only 67 out of 20000 spectra with visible OH* emission features be-
tween 2007 and 2012 were found with an emission line close to 6537 cm−1. An example
of such a spectrum is shown in the upper panel of Fig. 4.5. However, none of these
spectra contain a pronounced second emission line close to 6616 cm−1, which we would
expect due to the (1-2) band system of the N+2 Meinel emission. On the other hand, if
we attributed this spectral feature to the reflected Hg I emission from the village lights,
the number of identified spectra should be significantly larger.
Interestingly, a similar spike in the recorded spectra was found on occasion during
overcast conditions, as shown in the lower panel of Fig. 4.5. Indeed, the occurrence of
this spike could be clearly related to an interference with the computer screen inside the
FTIR laboratory. As soon as the screen is either switched off or shaded, the emission
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line disappears in the spectrum. Hence, it is very likely that these occasional spec-
tral features indicate short periods where the computer screen was switched on during
the measurements, which also gives an explanation for the missing auroral line feature
around 6616 cm−1 and the rare occurrence of this emission line.
We can conclude that:
• the station engineers did a good job of switching off the computer screen for most
of the time,
• the auroral impact on the OH* emission does not play a critical role at our mea-
surement site.
With regard to the latter point we have to keep in mind that the auroral observations
by Gattinger and Vallance Jones [1981] were performed at 58◦ N. Following Carlson and
Egeland [1995] the auroral-particle precipitation is dominated by high-energy particles
around 60◦ latitudes, whereas at latitudes around 80◦ the precipitation is more domi-
nated by medium-energy particles. Again, the high energetic particles (i.e. electrons)
penetrate deeper into the atmosphere where the auroral spectrum is then dominated by
molecular emissions [Lanchester et al., 2009]. This also gives an explanation why the
N+2 Meinel bands are not recognisable in our OH* spectra.
4.1.5. Further quality control parameters
To determine the quality of individual spectra an automated procedure evaluates the
following additional points:
• OH* emission lines exceed a minimum SNR value,
• retrieval error of rotational temperature below a threshold value,
• no spurious spikes located in the spectrum.
The first point assures that the signal is of reasonable strength, the second point accounts
for distorted or non-thermalised spectra, and the third point accounts for the spectral line
feature, which was identified as the interference with the computer screen. In addition,
three additional spectral windows are assigned to identify any spurious spikes, which
may arise from not yet identified contaminating light sources or any interference with
the electronics. Two windows are located in the spectral region from 5000 to 5600 cm−1
and 7900 to 8000 cm−1 where the instrumental sensitivity should be rather low. The
third window is located between 7180 to 7500 cm−1 where the OH* emission should be
largely absorbed by the water vapour bands (see Fig. 3.5). Any spectrum which contains
a spike inside one of these windows is flagged and discarded from the later analysis.
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Figure 4.6.: Data processing scheme for the derivation of a time series of rotational
temperatures from the OH* emission.
4.2. Data processing scheme
The data processing scheme, which was established in the frame of this work to create
a time series of rotational temperatures, is presented in Fig. 4.6. Based on this scheme
hourly and daily temperature estimates are calculated from the recorded OH* emission
spectra.
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In the first step of this scheme all spectra are reprocessed by applying a zero filling
and BH4 apodization in the interferogram domain to minimise the picket–fence effect
and spectral leakaging (see discussion in Sect. 3.2.1). Each spectrum refers to 100 scans,
which have been integrated over a sampling time of approximately 13 min. Based on the
quality criteria discussed above, bad spectra are flagged and discarded from the analysis.
We could use the retrieved temperatures from each recorded spectrum to calculate
hourly and daily means. However, according to Bittner et al. [2002] this would in-
evitably introduce an error because of the more pronounced spectral noise and the
non-linear dependency of temperatures on intensities. To reduce this error, they suggest
creating hourly spectral averages first and then determining the rotational temperatures
from these spectra. If at least three hourly temperatures are found within one day, they
calculate the daily temperature from the mean of retrieved hourly temperatures. The
same criteria for the calculation of hourly and daily temperatures are also applied in
other studies (e.g. Sigernes et al. [2003], Dyrland et al. [2010], Holmen et al. [2013]) and
therefore implemented in the data processing scheme of this work.
With regard to the weaker OH(8-5) emission lines, very few spectra satisfy the SNR
threshold values according to Fig. 4.6. Accordingly, almost all daily OH(8-5) tempera-
ture estimates would be rejected due to the selected SNR threshold values. To get at
least a few daily OH(8-5) temperature estimates in the time series the quality criteria
are relaxed such that the SNR threshold is only tested for the simultaneous OH(3-1)
emission in this case.
4.3. Time series of mesopause temperatures above
Ny-A˚lesund
A temperature time series was created based on the above explained data processing
scheme. For the discussion of this time series we address the following aspects in the
next sections:
• impact of the data filtering on the results
• intercomparison of temperature estimates from different OH* Meinel bands and
MLS
• thermal stability of default uncooled InGaAs detector
• dynamical coupling between the stratospheric and upper mesospheric/mesopause
region
These sections mainly address the observed day-to-day variability in the time series.
In terms of the dynamical coupling, the main emphasis is therefore on the large scale
dynamic control of the upper mesospheric/mesopause region. In addition, the final
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section of this chapter addresses the temporal variability at hourly scales, hence, the
main emphasis of the final section is on the intrinsic response of the OH* airglow layer
to gravity and tidal wave perturbations.
4.3.1. Impact of data filtering
season net-operating remaining number of daily viewing
time (days) fraction temperature direction
after filtering estimates*
2007-08 34 25% 9 zenith (open hatch)
2008-09 81 7% 22 zenith window
2009-10 67 8% 13 ”
2010-11 100 29% 66 low elevation
2011-12 94 34% 77 ”
2013-14 124 31% 84 ”
Table 4.1.: Net-operating time and remaining data after filtering of OH(3− 1) spectra.
*The number of daily estimates refers to the convention of Bittner et al.
[2002], i.e. three hourly estimates are sufficient to create one daily estimate.
The time series of this work covers six polar winter seasons between 2007 to 2014.
A data gap exists for the winter season 2012–13 because of the misalignment issue after
the instrumental upgrade (Sect. 3.5) and an identified interference with a wind-lidar
system that was accidentally placed nearby the hatch window. Table 4.1 summarises
the total net-operating time of the instrument per season, the remaining fraction of ob-
servational time after applying the data filtering procedure for the OH(3-1) band, and
the number of daily estimates according to the convention of Bittner et al. [2002]. With
regard to the latter number, we have to keep in mind that already three hourly esti-
mates are sufficient to create one daily estimate, hence, the number of daily estimates
in Tab. 4.1 must not be confused with the fractional observing time after data filtering.
According to Tab. 4.1 we find that the fraction of remaining data after filtering has
improved by more than a factor of three between 2008-10 and 2010-14. This again
confirms the beneficial impact of the new LOS on the measurements since 2010. With
regard to the first season in 2007-08, the absence of hatch windows during that time
required the manual operation of the hatch by the station engineer, hence, the operation
during unsuitable weather conditions was further reduced.
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4.3.2. Intercomparison of temperatures
The temperature time series of this work contains rotational temperature estimates
from the emission of three different OH* Meinel bands, i.e. the OH(3-1), OH(4-2), and
OH(8 − 5) bands. Before we discuss the temperature differences between the observed
OH* Meinel bands as well as their differences to temperature estimates from MLS and
other data sets, let us summarise some important aspects with regard to the OH* Meinel
bands:
The OH(3-1) band appears to be the best candidate to estimate ambient kinetic tem-
peratures due to the strong thermalisation of the ro-vibrationally excited OH* radicals
(Sect. 2.3), the small loss due to the atmospheric transmission (Sect. 3.2), and the high
instrumental response at the corresponding wavelength region (Sect. 3.4). In addition,
it belongs to the ∆ν = 2 emission bands, which are the brightest bands of the vibra-
tionally excited OH* radical [French et al., 2000]. The OH(4-2) band has similar good
characteristics but the spectral region is close to the instrumental cut-off frequency (see
Fig. 3.10) so that measurements of this emission could be more vulnerable to drifts in the
instrumental response. Furthermore, it is much more affected by changes in atmospheric
transmission (Sect. 3.8). The less efficient thermalisation of the high ν = 8 vibrational
state, the smaller sensitivity of the instrument at the corresponding wavelength region,
and the smaller intensity due to the larger vibrational deexcitation of ∆ν = 3 make
the OH(8-5) the least favourable candidate for the remote sensing of ambient kinetic
temperatures.
Despite the advantages of the OH(3-1) band for the remote sensing of ambient kinetic
temperatures, the consideration of multiple OH* Meinel bands is still of particular inter-
est for the following reasons: As mentioned earlier in Sect. 2.3, systematic vertical shifts
exist between different Meinel bands of the OH* airglow layer, i.e. the higher the ini-
tial vibrational state of the OH* emission, the higher the corresponding altitude region.
Based on observations from the SCIAMACHY (Scanning Imaging Absorption spectroM-
eter for Atmospheric CHartrographY) instrument onboard the ENVISAT satellite, von
Savigny et al. [2012b] give a rough estimate for the vertical shifts between the profile
peak altitudes of adjacent vibrational states of about 500 m. Accordingly, depending on
the initial vibrational state the thermalisation of the excited OH* radicals takes place at
a slightly different altitude region. In turn, we are sensing ambient kinetic temperatures
at different altitude regions depending on the selected Meinel band of the OH* emission.
In principle, this allows us to study temperature differences inside the OH* airglow layer,
as also proposed in Perminov et al. [2007].
Figures 4.10 to 4.16 show the temperature time series2 for the covered winter seasons
between 2007 and 2014 (see pp.81–87). This section addresses the upper and middle
panels of Fig. 4.10 to 4.16, which are explained as follows:
2Further supplementary plot included in Fig. 4.12
4.3. Time series of mesopause temperatures above Ny-A˚lesund 71
The upper panel displays hourly as well as daily temperatures, which are derived
from the emission of the OH(3-1) band. The uncertainty estimates of derived hourly
rotational temperatures (Sect. 3.2.2) are denoted by the error bars. In addition, daily
temperature averages derived from measurements of MLS (Sect. 3.9) are displayed for
three different mesopause height levels3 within a collocation radius of 500 km around
Ny-A˚lesund. The 87 km geometric height level (black solid line) refers to the nominal
altitude of the OH* airglow layer. Due to the missing observations of the OH* emission
from MLS, we lack the information of the vertical OH* profile shape and its emission
peak altitude. Hence, the other two height levels are included to account for vertical
shifts of the OH* airglow layer during disturbed conditions. For instance, Winick et al.
[2009] reported OH* emission peak altitudes of 80 km and even lower from SABER
observations at polar latitudes, which they relate to the unusually enhanced vertical
downward motion during particular years. Similarly, Mulligan et al. [2009] reported
that the OH* emission peak altitude extended from 76 km to 90 km at polar latitudes
between 2002 and 2008.
The middle panel displays daily temperature averages, which are calculated from
the hourly OH(3-1), OH(4-2), and the OH(8-5) rotational temperatures (generally ab-
breviated as ”OH(ν ′ − ν ′′) temperatures” in the following). Here, the error bars denote
the standard deviation of the hourly temperature samples. In addition, the MLS tem-
perature estimates for the nominal 87 km height level are included in this panel for
comparison.
Discussion of results: OH(3-1) temperatures
We begin the discussion of results with the intercomparison between OH(3-1) and MLS
temperature estimates according to the upper panels of Fig. 4.10 to 4.16. First of all, we
notice that the scattering of hourly OH(3-1) temperatures is considerably larger com-
pared to the day-to-day variability of OH(3-1) and MLS temperature estimates. If we
compare the daily standard deviation of hourly temperature samples with the mean
fitting error of the same day, we find that, on average, the scattering of hourly sam-
ples is about 3.3 times larger compared to the mean fitting errors. This implies that
the scattering of hourly OH(3-1) temperature estimates is largely reflecting the intrinsic
variability of the OH* airglow layer, which we focus more closely in Sect. 4.4.
With respect to the daily OH(3-1) and MLS temperature estimates, we notice that
OH(3-1) temperatures tend to be lower than MLS temperatures for most of the time.
This is also reflected in Tab. 4.2, which shows the average temperature offsets between
our ground-based and MLS estimates per season. More importantly, even when consid-
ering the adjacent MLS height levels, the majority of OH(3-1) temperatures have lower
3The provided geopotential height levels are transformed to geometric heights, which are then inter-
polated at the selected height levels.
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offset to MLS(80km) offset to MLS(87km) offset to MLS(91km)
season OH(3-1) OH(4-2) OH(3-1) OH(4-2) OH(3-1) OH(4-2)
2007-08 -12.2 K -16.8 K -10.5 K -15.1 K -4.1 K -8.6 K
2008-09 -27.5 K -26.0 K -20.9 K -19.4 K -12.5 K -11.0 K
2009-10 -26.0 K -22.1 K -19.2 K -15.3 K -12.1 K -8.3 K
2010-11 -7.4 K -30.1 K -11.4 K -34.6 K -8.1 K -31.5 K
2011-12 -10.7 K -26.7 K -11.8 K -27.9 K -6.8 K -22.9 K
2013-14 -11.8 K -37.2 K -11.0 K -36.5 K -5.7 K -31.1 K
Table 4.2.: Average offsets between daily OH(3-1), OH(4-2), and MLS temperatures.
values compared to MLS. This implies some considerable offset between both data sets.
Moreover, the temperature offset can be quite variable with time, which to some extent
must be attributed to the comparison between fixed reference height levels from MLS
and the perturbed OH* airglow layer. For each season displayed in Fig. 4.10 to 4.16 we
also find occasions where daily OH(3-1) temperatures lie in the range of adjacent MLS
temperature estimates and match the MLS estimates for the 87 km nominal height
within a few Kelvin or even less. We further find three short OH(3-1) temperature
peaks during 26-Jan 2011, 27-Nov and 23-Dec 2013 that even exceed the range of MLS
temperature estimates. In general, we notice that the dynamic range of daily tempera-
tures is larger for the OH(3-1) than for the MLS estimates.
The question remains why most of the daily OH(3-1) temperature estimates are lower
compared to those from MLS. We therefore include published results from two addi-
tional observational sets and compare them with the MLS and OH(3-1) temperature
estimates. The first set is taken from spaceborne measurements by SABER during
2008-09 and was published by Gao et al. [2011]. Their published temperature results
refer to the interpolated 85 km height level and the 80◦N zonal average. Despite the
differences4 with regard to the local MLS measurements above Spitsbergen, both time
series show a very similar temperature range between the cold anomaly around 22-Jan
2009 and the subsequent warming phase, i.e. ranging from about 180 K to 240 K accord-
ing to Fig. 4.11 and 4.12. Hence, the offset between OH(3-1) and SABER temperature
estimates is rather similar in comparison with the independent measurements from MLS.
The second set of temperatures is taken from ground-based measurements of the
OH(6-2) band, which are published in Holmen et al. [2013]. These measurements are
performed in Longyearbyen, which is located about 110 km South-East of Ny-A˚lesund.
Interestingly, their published temperatures increase from about 180 K to 210 K during
the warming phase after 22-Jan 2009. In comparison with the OH(3-1) temperatures
4SABER temperatures are retrieved from the 15 µm and 4.3 µm CO2 emission. The vertical resolution
is about 2 km [Mertens et al., 2009], which is significantly higher compared to MLS. On the downside,
SABER observations close to Ny-A˚lesund are limited to the period after mid of January due to the
transition from southward to northward viewing directions [Mulligan et al., 2009].
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in Fig. 4.11, the OH(6-2) temperature range is very similar, hence, both independent
ground-based OH* temperature estimates show a similar negative offset to the space-
borne SABER and MLS temperature estimates.
The temperature offset between the independent sets of ground-based and spaceborne
observations may be related to differences in their vertical sensitivity and covered al-
titude regions. With regard to the vertical extent of the OH* airglow layer of about
8 Km, the agreement between the ”true” temperature at the profile peak altitude and
the observed rotational temperature should be in the order of 1 K during undisturbed
conditions according to Offermann and Gerndt [1990]. By comparison, the cold bias
during the six consecutive daily OH(3− 1) temperature estimates after 5-Feb 2009 is in
the order of -20 K, thus, considerably larger compared to the above stated uncertainty
that is related to the layer thickness. Vice versa, the rather coarse vertical resolution of
about 10 km to 13 km of MLS at mesopause altitudes could give one explanation for
the observed temperature offset. However, if the vertical resolution is the main cause
for the temperature offset between ground-based and spaceborne observations, we would
also expect a similar temperature bias between MLS and SABER because of its higher
vertical resolution of about 2 km, whereas the similar dynamic temperature range from
both spaceborne instruments does not indicate a temperature bias of similar magnitude.
Another potential reason for the observed temperature offset can result from the de-
parture of the OH* airglow layer from its nominal altitude. In this connection, SABER
channels that are sensitive to the OH* emission allow us to sense changes in the OH*
emission profile altitudes (see also Sect. 5.3). The corresponding emission profiles from
Gao et al. [2011] show a descend of the OH* emission peak altitude to about 80-82 km
during the warming phase after 22-Jan 2009 (see upper panel in Fig. 4.12). However, the
cold bias of OH(3-1) and OH(6-2) temperatures to the MLS temperature estimates at
the nearby 80 km reference level is even more pronounced. Thus, the above suggested
impact of the vertical sensitivity and covered altitude region is not evident from the
comparison of the considered different data sets.
Interestingly, the cold bias to the MLS temperature estimates after 2010 appears to
be less pronounced for the published values by Holmen et al. [2013] in comparison with
the OH(3-1) temperatures of this work. On the one hand side, this coincides with the
new LOS setting of the FTIR in Ny-A˚lesund and may therefore be related to it. On the
other hand, this would also imply that the negative offset of OH(3-1) temperatures to
MLS is mainly caused by the change of the LOS, which, however, we cannot say for the
above discussed warming phase during January 2009.
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Discussion of results: OH(4-2) and OH(8-5) temperatures
We proceed our discussion with the additional consideration of OH(4-2) and OH(8-5)
temperature estimates according to the middle panels of Fig. 4.10 to 4.16. In general,
we find for most daily temperatures that:
TOH(3−1) > TOH(4−2) > TOH(8−5),
which is also reflected in Tab. 4.2 for the OH(3-1) and OH(4-2) temperatures. Inter-
estingly, one exception exists for the period that followed the cold anomaly in 22-Jan
2009 (4.10) where daily OH(4-2) temperatures are higher in most cases. This period also
coincides with the enhanced downwelling of the OH* airglow layer according to 4.12,
which could indicate that the inversion between OH(3-1) and OH(4-2) temperatures is
related to the special dynamic conditions during that time.
Another striking feature in the time series is the significant change in the offset be-
tween OH(3-1) and OH(4-2) temperatures after 2010. While both temperature estimates
typically differ by a few Kelvin beforehand (see Tab. 4.2), the average offset is in the
order of 10 K during 2011-12 and even reaches the order of 20 K during 2010-11 and
2013-14. Interestingly, the measurement season 2011-12 also contains a persistent fea-
ture during 11-Nov to 31-Dec 2011 where the temperature offset reduces to 8.3 K on
average. By comparison, the average offset value for the remaining temperature esti-
mates of the same season already reaches 24.4 K.
With regard to the hypothesis that systematics shifts in the rotational temperatures
are induced by the vertical shifts between different OH* Meinel bands, the observed
offsets between OH(3-1) and OH(4-2) temperatures after 2010 are quite substantial. For
instance, von Savigny et al. [2012b] estimate a mean difference of 0.65 K between profile
weighted temperatures of two adjacent (initial) vibrational states, which is clearly below
the observed offset between OH(3-1) and OH(4-2) temperatures. Of course, we should
note that the estimate of von Savigny et al. [2012b] is based on a single month from the
MSIS climatology at the equatorial latitude, hence, we have to take into account that the
situation can be different depending on the season and latitude. As another example, the
presented results from Perminov et al. [2007], which are based on the mid-latitudinal ob-
servations from Bakanas et al. [2003], indicate a maximum offset of about 5.5 K between
rotational temperatures from the ν ′ = 4 and ν ′ = 3 vibrational population of OH* during
November. Even though, this is more closely in agreement with our results prior to 2010
as well as the period from 11-Nov to 31-Dec 2011, the offset of the remaining periods
is quite unusual, i.e. about three to four times larger compared to Perminov et al. [2007].
If we recall Sect. 3.8, changes in the atmospheric transmission are particularly affect-
ing the OH(4-2) temperature estimates. According to the sensitivity test in Sect. 3.8
(see Tab. 3.4), the correction for the atmospheric transmission at the low elevation
viewing angle leads to an average temperature shift in the order of 45 K in the iterative
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retrieval. Accordingly, if we didn’t apply any correction for the atmospheric transmis-
sion at all, OH(4-2) temperature estimates would generally exceed the OH(3-1) and
OH(8 − 5) temperature estimates after 2010. Vice versa, the impact of the correction
for the instrumental sensitivity and hatch window transmission is in the order of less
than one Kelvin on average (Tab. 3.2), thus, negligible. This shows a large potential
of the applied correction for the atmospheric transmission to affect the offset between
OH(3-1) and OH(4-2) temperature estimates. The significantly larger offsets compared
to the literature values should therefore be considered with caution, as these may be the
result of deviations from the real atmospheric transmission spectrum.
We expand our discussion to the OH(8-5) temperatures and notice two general striking
features in the time series:
• less OH(8-5) temperatures exist [49 versus 271 OH(3-1) daily T estimates],
• OH(8-5) temperatures are exceptionally low [164 K on average].
The first point results from the low SNR of the OH(8-5) band, thus, despite the re-
laxed data filtering criteria most OH(8-5) temperature estimates are discarded from the
analysis due to their large fitting errors. The second point is a surprising result in com-
parison with previously published results:
Among others, early observations of Shefov [1961] indicate that ”the temperature av-
eraged over the night is sometimes much higher for high vibrational levels than for lower
levels”, as stated in Perminov et al. [2007]. Furthermore, Cosby and Slanger [2007]
investigated different OH* Meinel bands based on spectroscopic observations from the
Keck II telescope on Mauna Kea. They found that temperatures derived from transi-
tions of the ν = 8 vibrational state are generally higher compared to the ν = 3 and ν = 4
state, i.e. between about 6 K and 15 K depending on the season and local time. The
seasonal dependency of rotational temperatures from different OH* Meinel bands is also
discussed in Perminov et al. [2007]. Based on earlier observations at the mid-latitudinal
Zvenigorod observatory (56◦N, 37◦E) from Bakanas et al. [2003], they present a seasonal
evolution of rotational temperatures as a function of initial vibrational excitation state
ν ′. Interestingly, their presented seasonality also contains rotational temperatures from
higher vibrational states that are lower compared to rotational temperatures from lower
vibrational states. Following their seasonality, the January temperatures based on the
transition from the ν = 8 state are about 10 K lower compared to the ν = 3 state.
Despite the above reported evidence of lower temperatures from the higher vibrational
states, the difference between the OH(3-1) and OH(8-5) bands from our observations is
still exceptionally high, i.e. about 48 K on average for the entire time series. A per-
sistent thermal contrast inside the OH* airglow layer of this magnitude appears to be
rather unlikely to serve as an explanation only. Similarly to the OH(4-2) temperature
estimates, we have to take into account the substantial impact of the correction for the
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atmospheric transmission on the retrieved OH(8-5) temperatures (Tab. 3.4). In contrast
to the OH(4-2) temperature estimates, the correction for the atmospheric transmission
has a positive impact on the OH(8-5) temperatures, but still leading to a cold bias with
respect to the OH(3-1) temperatures. Furthermore, the temperature estimates before
and after 2010 lie in a similar range. This may indicate a consistent correction for the
atmospheric transmission in the retrieval, but the limitation to two remaining daily es-
timates makes a comparison rather difficult.
We further test as to whether the relaxed data filtering criteria for the OH(8 - 5)
temperatures affect the results by selecting all hourly OH(8−5) spectra that pass the non-
relaxed SNR threshold value according to Fig. 4.6. In this case, the average temperature
of 166 K is still exceptionally low. So far, the exceptionally low OH(8-5) temperatures
are surprising, even when considering the impact of the correction for the atmospheric
transmission.
4.3.3. Thermal stability of measurements during 2013-14
In addition to the investigation of the thermal stability of the uncooled InGaAs detector
in Sect. 3.6, we directly compare the fluctuations of the instrumental temperature with
the OH(3-1) temperature estimates during 2013-14. According to Fig. 4.16 (see p. 87)
we notice two strong temperature peaks around 27-Nov and 23-Dec 2013, which are
not as pronounced for the MLS reference temperatures. Furthermore, we notice a drop
in the instrumental temperature between 30-Nov and 5-Dec 2013 from about 22◦C to
19◦C (Fig. 3.13, p. 47). This roughly coincides with the dropping OH(3-1) temperatures
between 27-Nov and 9-Dec 2013. On the other hand, the instrumental temperature
already reached about 21◦C on 7-Dec 2013 where OH(3-1) temperatures are still quite
low. This indicates that the above mentioned match between dropping OH(3-1) and
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Figure 4.7.: HR125 versus OH(3-1) temperatures; R denotes the correlation coefficient.
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instrumental temperatures is most likely due to coincidence. Furthermore, if we look
at the scattering plot of OH(3-1) and instrumental temperatures in Fig. 4.7, we find no
significant correlation between both quantities, which is also agreement with the studied
correlation of time invariant intensity ratios in Sect. 3.6.
4.3.4. Large scale dynamic response
Despite the surprisingly large temperature offsets between different data sets according
to Sect. 4.3.2, the temporal variability between these data sets appears to be highly cor-
related. This implies that the dynamic response is consistently reflected in the OH(3-1),
OH(4-2), and MLS temperatures. In the following, we relate the response (i.e. relative
temperature changes) to the stratospheric dynamic conditions according to the lower
panel of Fig. 4.10 - 4.16, which is explained as follows:
The lower panel of Fig. 4.10 - 4.16 serves as a proxy for the stratospheric dynamic
conditions, which according to our discussion in Sect. 2.2.2 can significantly affect the
dynamic conditions at mesopause altitudes, in particular in response to an SSW event. If
we recall the definition of an SSW event, the zonal mean temperatures increase poleward
from 60◦ latitude at the 10 mbar pressure level or below and in the event of a major SSW
event a reversal of zonal winds is manifesting at the same pressure level. By analogy
with other studies (e.g. Gao et al. [2011]), the lower panel of Fig. 4.10 - 4.16 shows the
difference between the temperature at the pole and the zonal mean temperature at 60◦N
and 10 mbar pressure level (black line, left axis). In addition, the zonal mean winds
at the 60◦N latitudinal circle and 10 mbar pressure level are denoted by the blue line
(right axis). Temperatures and zonal winds are taken from the NCEP/NCAR reanalysis
1 [Kalnay et al., 1996], which is provided by NOAA/OAR/ESRL PSD, Boulder, Col-
orado, USA, at http://www.esrl.noaa.gov/psd/.
Based on the description of the stratospheric dynamic conditions according to the
lower panel of Fig. 4.10 - 4.16, we find several occasions that meet the criteria for minor
and major SSW events. Here, we limit the discussion to the three most relevant SSW
events with respect to the temperature time series above Ny-A˚lesund.
Major SSW 2009: The major SSW event of 2009 is the most intense within the
decade of 2000–10. It is a prominent example of a strong coupling between the strato-
spheric and MLT region and has been extensively discussed by various studies (e.g.
Manney et al. [2009], Labitzke and Kunze [2009], Gao et al. [2011], Hoffmann et al.
[2011], Kuttippurath and Nikulin [2012]). According to the lower panel of Fig. 4.11,
we find a clear signature of a long lasting reversal of zonal winds to easterlies between
23-Jan and 21-Feb. It is accompanied by a large increase of poleward temperatures at
the 10 mbar pressure level, which peaks around 23-Jan. Vice versa, a pronounced dip is
present in the MLS temperatures around 22-Jan that is followed by a strong warming,
which peaks around 19-Feb. Following the published results of Gao et al. [2011] the
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vertical (adiabatic) up- and downwelling of the OH* airglow layer in phase with the
temperature changes is clearly visible in Fig. 4.12. Unfortunately, the period during the
upwelling/cooling of the OH* airglow layer is not covered by the OH* measurements.
Nonetheless, the response in the MLS temperatures nicely matches the proposed cou-
pling from theoretical models as discussed in Sect. 2.2.2 and therefore serves as a good
example for the comparison of the other two observed SSW events.
Minor SSW 2011: Another drop in mesopause temperatures is evident in 2011 with
its onset on 14-Jan and reaching its peak value two days later. The drop in mesopause
temperatures is followed by a warming phase until 26-Feb. Stratospheric zonal winds
from the NCEP reanalysis decrease from 22-Jan to 2-Feb, but westerly wind directions
are maintained during this period. The poleward temperature difference shows a pro-
nounced peak that coincides with the maximum deceleration of stratospheric winds on
2-Feb, marking a minor SSW event. During the same day mesopause temperatures have
just reached their nominal values after the preceding mesospheric warming phase.
In contrast to the major SSW event in 2009, we cannot find a clear correspondence
between the drop in mesopause temperatures after 14-Jan and the deceleration of strato-
spheric zonal winds, as the mesospheric cold temperature anomaly is preceding the on-
set of stratospheric zonal wind deceleration by about eight days. By comparison, the
response between the stratospheric wind/temperature anomalies and the mesospheric
cooling anomaly occurred almost instantaneously during the major SSW event in 2009.
A similar response between the stratospheric and mesospheric anomalies during SSW
events was also shown by the model study of Zu¨licke and Becker [2013], which suggests
a mesospheric response that is slightly delayed (about 1–2 days). However, they also
draw the attention to the study of Hoffmann et al. [2007], who found evidence of a rever-
sal of zonal local mesospheric winds from MF/meteor radar observations well in advance
before the onset of an SSW event. Interestingly, the presented example by Hoffmann
et al. [2007] of the SSW event in 1999 shows an anomaly in the zonal mesospheric winds
that is preceding the coinciding stratospheric temperature/wind anomaly by six days,
which marks a roughly similar delay in comparison with the eight days delay between
the cold mesopause anomaly and stratospheric wind deceleration in 2011.
Following Zu¨licke and Becker [2013], the observed leading mesospheric anomaly in the
zonal winds still appears to be not fully understood. Since the mesopause temperatures
are very sensitive to the dynamic conditions, this could imply a similar situation for the
observed preceding mesopause response in 2011.
Another potential mechanism to disturb the mesospheric region are solar perturba-
tions (see Sect. 2.2.4). Despite the absence of sunlit conditions during the polar night,
a temperature response to changes in the solar forcing can occur with a time lag of
about 65 days at high latitudes according to Holmen et al. [2014]. One commonly used
indicator of the solar forcing is the F10.7 solar radio flux. However, the provided F10.7
4.3. Time series of mesopause temperatures above Ny-A˚lesund 79
Nov−2010 Dec−2010 Jan−2011 Feb−2011 Mar−201170
80
90
100
110
120
130
F10.7 solar flux
s
fu
939 sfu
Figure 4.8.: F10.7 solar flux observed from Dominion Radio Astrophysical Observatory,
Penticton, Canada; data provided by National Research Council Canada.
flux values from NOAA indicate a rather low fluctuation in the solar activity during
the 65 days period prior to the mesospheric temperature anomaly, as shown in Fig. 4.8.
Furthermore, the geomagnetic activity was quiet during the minor SSW event and no
EPP events were reported for this period of time. Thus, it is unlikely that the meso-
spheric temperature anomaly during the minor SSW event in 2011 was caused by solar
perturbations, yet the driving mechanism remains subject to future investigations.
Minor SSW 2012: A short minor SSW occurred around 31-Dec 2011 that is fol-
lowed by a more long lasting SSW between 11-Jan and 2-Feb 2012. In comparison with
the mesopause temperatures, we find a cold dip in the MLS temperatures that coincides
with the peak of the minor SSW according to the NCEP reanalysis data. In contrast
to the major SSW event in 2009, the magnitude of the temperature drop is not as pro-
nounced, but a subsequent mesospheric warming after the peak time of the 2012 minor
SSW event is clearly visible, in particular when considering the OH* temperature esti-
mates. Between 19 and 25-Jan, OH(3-1) and OH(4-2) temperatures increase by about
25 K, 22 K, respectively. Unfortunately, OH* measurements were disrupted after 25-
Jan 2012 for the rest of the winter season due to a short circuit at the AWIPEV station
caused by melting water and a required maintenance of the FTIR after the power cut.
Nonetheless, the covered time period appears to be quite interesting, because erup-
tions of solar flares led to two pronounced SPEs on 23-Jan and 28-Jan, as shown in
Fig. 4.9. According to Jackman et al. [2014], this period of SPEs together with another
period in March 2012 can be counted as the two largest SPE periods during the current
solar cycle. If we consider the solar proton flux displayed in Fig. 4.9, OH* emission
measurements were at least performed until the peak of the first SPE starting in 23-Jan.
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Figure 4.9.: Published GOES 13 proton flux measurements by Jackman et al. [2014],
figure taken from the same publication. Different colours denote different
energy levels.
The 2012 SPE had a strong impact on the mesospheric chemistry (Sect.2.2.4), resulting
in a catalytic destruction of O3 by up to 60 % in the upper mesospheric region on
25-Jan according to the study of Jackman et al. [2014]. As noted by von Clarmann
et al. [2013], ”the temporal coincidence of the warming events with the SPEs makes the
assignment of the atmospheric response to the SPE versus dynamical effects convoluted.”
This also applies to our observed mesopause temperatures, which are affected by different
processes. Therefore, separating the contributing processes from the SPE and SSW event
(see Sect. 2.2.4) is a challenging task, in particular with regard to our local measurements.
For instance, heating rates from Joule heating during SPEs are strongly depending on
the spatial distribution of the electric fields according to Roble et al. [1987]. Thus,
despite the rather negligible zonal net heating due to Joule heating, as reported by
Jackman et al. [2007], local heating rates can reach several Kelvin per day (e.g. about
7 K at 87 Km according to the example of Roble et al. [1987]), and therefore may have
potentially affected our observed temperatures. Accordingly, further studies on the local
conditions will be required to extrapolate the impact of the SPE on our temperatures.
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Figure 4.10.: Time series: 2007-08. Upper panel: OH(3-1) temperature estimates from
HR120. Hourly temperature estimates are denoted by blue squares. The fitting
error is indicated by the error bars. Daily temperatures are denoted by red
circles. For guidance, closely spaced daily temperatures are connected with a red
solid line. Daily averaged MLS temperatures are denoted by the black&grey
lines for three height levels. Middle panel: Daily temperature estimates from
three different OH* emission bands. The standard deviation from the hourly
temperatures is indicated by the error bars. MLS temperatures at the 87 km
height level are included for comparison. Lower panel (NCEP reanalysis):
Zonal temperature difference between 60◦N and 90◦N at 10 mBar level (black
line). Zonal wind at 10 mBar level averaged over the 60◦N lat. circle (blue line).
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Figure 4.11.: Time series from 2008 to 2009: Same designations apply as for Fig. 4.10.
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Figure 4.12.: Published SABER results by Gao et al. [2011], figure taken from the same
publication. (a-b): OH* emission brightness at 80◦N in 104photons/cm3/s;
(c): SABER temperatures at 35 km and 85 km altitude level and ∆T =
T (90◦N)− T¯ (60◦N) by analogy with the lower panel of Fig. 4.10.
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Figure 4.13.: Time series from 2009 to 2010: Same designations apply as for Fig. 4.10.
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Figure 4.14.: Time series from 2010 to 2011: Same designations apply as for Fig. 4.10.
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Figure 4.15.: Time series from 2011 to 2012: Same designations apply as for Fig. 4.10.
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Figure 4.16.: Time series from 2013 to 2014: Same designations apply as for Fig. 4.10.
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4.4. Harmonic temperature and brightness perturbations
After the consideration of the day-to-day variability of mesopause temperatures as
a proxy for large scale dynamics at corresponding altitudes, we now focus on the hourly
variability of OH(3-1) and OH(4-2) temperatures and consider simultaneous measure-
ments of brightness fluctuations of the OH* emission. Fluctuations in both parameters
can be of secular (i.e. aperiodic) nature [Huang and Hickey, 2008], but also periodic
signatures can by induced by the passage of vertically propagating waves. Referring
back to Sect. 2.2, tidal and gravity waves are predominant types of waves that disturb
the MLT region and therefore play an important role for the dynamics of this region.
Hence, the airglow response provides valuable information on these waves. It is therefore
worth reviewing some fundamentals of wave disturbances in the OH* airglow layer at
this place, before we discuss these disturbances with respect to the measured tempera-
ture/brightness time series of this work.
In an early attempt to quantify the airglow response to harmonic perturbations,
Krassovsky [1972] introduced the Krassovsky’s ratio, which nowadays is typically ex-
tended to the complex quantity:
η = |η| exp (iΦK) (4.1)
with
|η| = ∆B/B0
∆T/T0
(4.2)
where ∆B is the relative brightness fluctuation to the steady state brightness B0 of
the airglow layer, ∆T is the temperature fluctuation of ambient air to the steady state
temperature T0, and ΦK is the relative phase between brightness and temperature fluctu-
ations. There has been considerable effort by various theoretical studies to describe the
airglow response to monochromatic disturbances by means of Krassovsky’s ratio (Hines
and Tarasick [1987], Walterscheid et al. [1987], Walterscheid and Schubert [1987], Tara-
sick and Shepherd [1992], Makhlouf et al. [1995], Swenson and Gardner [1998], among
others), but predicted values can substantially differ between competing theories and
in some cases even contradict the airglow response in η from observations (e.g. Reisin
and Scheer [1996], Oznovich et al. [1997]). This certainly reflects the complex nature
of the airglow response, which depends on various factors such as chemical lifetimes of
reactive species versus wave period (e.g. Tarasick and Shepherd [1992], Swenson and
Gardner [1998]), the impact of collisional quenching with ambient molecules [Makhlouf
et al., 1995], the temperature profile of the airglow layer, wave characteristics (e.g. freely
propagating versus ducted or evanescent wave type [Liu and Swenson, 2003]), viewing
geometry [Tarasick and Hines, 1990]. Despite the complexity in the airglow response
to wave perturbations, a growing consensus between the theoretical model of Hines,
Tarasick and Shepherd (HTS theory) as well as the model of Swenson and Gardner (SG
theory; see references above) and observational studies exist that η is directly reflecting
vertical wave properties. Following Reisin and Scheer [1996], they deduce a formula
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from the HTS theory, which directly relates the vertical wavelength to the amplitude
and phase of η for zenith looking observations. Due to the universality of the HTS
theory to various airglow layers, it appears that the dynamical response in terms of
the theoretically predicted η is decoupled from the chemistry, as outlined in the not yet
published ”mini-review5” by Ju¨rgen Scheer, Instituto de Astronomı´a y F´ısica del Espacio.
In addition to the vertical wavelength, the direction of wave propagation, i.e. upward
or downward, can be inferred from the sign of phase ΦK . Following the SG theory, the
temperature and brightness response inside the airglow layer to a vertically propagat-
ing wave is largest at different altitudes. The SG theory predicts largest temperature
fluctuations to manifest near the peak of the OH* airglow layer, while largest bright-
ness fluctuations are predicted to manifest at the bottom side of the OH* airglow layer.
An initial estimate of about 3.75 km was made for the vertical separation of maximising
fluctuations by Swenson and Gardner [1998] and was further refined to 3.1 km in the
follow-up study by Liu and Swenson [2003]. The experimental study by Nikoukar et al.
[2007] based on SABER observations revealed a slightly smaller vertical separation of
about 2.8±0.7 km but with the theoretical value still in the range of uncertainty. Given
the vertical separation in the maximising responses, it is evident that either the observed
temperature or brightness is responding first to the perturbing wave depending on the
direction of vertical wave propagation. Accordingly, a wave with upward propagating
phase (i.e. downward energy propagation) is seen in the brightness response first and
a wave with downward propagating phase (upward energy propagation) is seen in the
temperature response first. As per definition, this corresponds to either a positive or
negative phase value ΦK .
To make use of η in terms of a quantitative diagnostic tool for vertical wave properties
at the mesopause region, a cross-spectral analysis is required for the observed fluctua-
tions in temperatures and airglow brightness. Because such an analysis still needs to be
developed in a future work, this section primarily focuses on the sign of the Krassovsky’s
ratio based on manually selected case examples. In addition, these examples give a first
impression of the contained wave characteristics in our data set.
We limit our discussion to the results based on hourly averaged spectra. At these
temporal scales, harmonic perturbations can be caused by vertically propagating tidal
as well as gravity waves. Because of the same intrinsic nature of their perturbations, as
stated in Nikoukar et al. [2007], both wave types may serve as an explanation for the
observed hourly perturbations. However, some particular features exist that help us to
discriminate between tidal and gravity wave induced perturbations.
Tidally induced perturbations typically occur at a range of sub-harmonic frequencies
5”Vertical wavelengths from airglow intensity and temperature observations of a single emission. A
mini-review (Latest update: October 6, 2010)”, by Ju¨rgen Scheer, accessed on July, 2014 at:
http://www.iafe.uba.ar/docs/aeronomia/HT.HTM
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of the 24 h solar day, i.e. 12,8,6,4 h and so on. At first glance, their occurrence during
the polar nighttime conditions may appear surprising due to the absence of local solar
heating at the lower atmosphere. However, while theoretical tidal models suggest that
high order tidal modes are weakly excited by the global solar forcing, the zonally sym-
metric non-migrating tide is a commonly reported pronounced tidal feature of the polar
regions (e.g. see Walterscheid and Schubert [1995], Oznovich et al. [1995, 1997], Won
et al. [2003]). In addition to their distinct sub-harmonic periodicities, tidal oscillations
may last for several cycles, while gravity wave induced perturbations usually persist for
two cycles or even less according to Oznovich et al. [1995].
At higher frequencies, gravity wave perturbations become the dominant forcing mech-
anism. For instance, Reisin and Scheer [2001] set an upper limit of a 3 h periodicity
to discriminate between the gravity and tidal wave ranges. We should therefore expect
that the hourly averaged results from the OH* emission measurements at Ny-A˚lesund
mainly reflect harmonic perturbations in the tidal range, but as discussed above, large
scale gravity waves may still serve as an explanation. In addition, wave-to-wave inter-
actions can further generate specific harmonic perturbations (e.g. see Ghodpage et al.
[2012]).
Based on a visual inspection of the time series of this work, about 30 events were iden-
tified that show similar periodicities in the brightness of the OH* emission and derived
rotational temperatures. In contrast to the brightness modulation through interfering
clouds, which may not have been fully rejected by the data filtering procedure, similar
periodicities in both parameters are most likely related to the intrinsic fluctuation of the
OH* airglow layer.
The visually identified events contain various sub-harmonics ranging down to 4 h
but also intermediate periods of 10 h and 5 h are present. In some events, different
harmonics are superimposed upon each other.
4.4.1. Case examples of hourly perturbations
A selection of six case examples that contain distinct oscillations in the derived rotational
temperatures and OH* emission brightness is shown in Fig. 4.17 to 4.19 (see pp. 94-96).
The left panels show the time series of OH(3-1) and OH(4-2) temperatures and rela-
tive intensity changes of the associated Q1(1) rotational lines. Ideally, one should relate
changes in the OH* brightness to the intensity changes of the selected entire emission
band, which needs to be reconstructed from the observed emission lines. However, Reisin
and Scheer [2001] found that the direct use of measured band intensities also gives con-
sistent results in terms of brightness fluctuations. Even though, the consideration of
intensity changes of a single rotational line is a further simplification, the additional
consideration of the three most intense P1 rotational lines of the OH(3-1) and OH(4-2)
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bands did not appear to change the characteristics of the brightness fluctuations in the
measurements of this work.
The right panels of Fig. 4.17 to 4.19 show normalised periodograms that were com-
puted by means of a Lomb-Scargle analysis of the time series shown in the left panels.
Similarly to the Fourier analysis, the Lomb-Scargle analysis allows us to decompose the
spectral harmonic components of a time dependent signal. One important difference
between both methods is that the Lomb-Scargle analysis does not require an equal dis-
tribution of time steps (e.g. see Press and Rybicki [1989]). Therefore, it can be directly
applied to a time series that contains several data gaps. The Lomb-Scargle analysis also
allows us to estimate the significance of different spectral components. Because gravity
and tidal wave perturbations can only be observed for a few cycles, the significance level
can be largely affected by the choice of the time window (e.g. see Oznovich et al. [1997]).
Further techniques, such as the removal of additional harmonic components in the time
series, can be applied to improve the significance levels, but for the initial investigation
of harmonic components in this section the Lomb-Scargle analysis is directly applied to
the time series on the left panels.
It is worth noting that the qualitative characteristics of each example are kept, if we
switch off the correction for the atmospheric transmission, which according to Sect. 3.8
has a particularly strong impact on the OH(4-2) temperatures. Accordingly, as long as
we may suppose that the atmospheric transmission is constant with time, the observed
harmonic perturbations are essentially representing the intrinsic response of the OH*
airglow layer to atmospheric waves.
Discussion of results
Figure 4.17 shows the first two examples of harmonic hourly temperature/line-intensity
fluctuations in the OH(3-1) and OH(4-2) bands. Signatures of an approximate 6 h
oscillation, matching with the tidal sub-harmonics, are present in the first example
(Fig. 4.17a). The second example (Fig. 4.17b) is dominated by an approximate 8.5 h to
9 h oscillation, which is close to a ter-diurnal periodicity.
If we consider the periodograms on the right panels of Fig. 4.17, the dominant fre-
quency component of each example is reflected in the associated power spectrum of
each parameter (i.e. temperatures and line-intensities). With respect to the indicated
α-significance level6, we find that almost all parameters reach at least the α = 0.5 level.
The only exception exists for the 6 h oscillation of the OH(3-1) temperatures (Fig. 4.17a:
right panel). However, we also notice that all spectral power peaks are clearly above
the background level of the periodograms, while further techniques may increase the
significance levels, as noted above. Therefore, we will mainly focus on the frequency
6The α level is the probability of rejecting the null hypothesis, i.e. in this case the assumption of
a pure noise signal. It is related to the level of confidence C as follows: 1− C = α
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power relative to the background level in the following.
An interesting feature of both examples in Fig. 4.17 is the phase shift between tem-
perature and line-intensity perturbations. In this case, temperature perturbations are
preceding the intensity perturbations, which according to the SG theory suggests an up-
ward energy propagation as discussed above. The visual inspection of the time series
confirms that leading temperature perturbations are the most common feature, which is
also in agreement with the principal excitation mechanisms of tidal and gravity waves
in the lower atmospheric layers. Examples of the opposite case (i.e. positive sign of η)
are also shown by other studies (e.g. Ghodpage et al. [2012]), but these typically appear
on rare occasions. This is also the case for the time series of this work, where only two
events with preceding line-intensity perturbations were visually identified.
Figure 4.18a shows one example of a preceding intensity perturbation event. Accord-
ing to the periodogram, the oscillation is dominated by a ter-diurnal component. Again,
all parameters show a low significance (i.e. higher α values) but with the ter-diurnal line-
intensity component peaking above the background level in the periodogram. Only the
ter-diurnal oscillation of the OH(4-2) temperatures is not evident in the periodogram,
but if we compare their maximum and minimum values with the OH(3-1) temperatures
in the time series, we still find characteristics of a ter-diurnal oscillation.
While the SG theory gives an explanation for the time delay between temperature and
brightness perturbations, the vertical shifts in the OH* Meinel bands imply a further
delay in the airglow response between different OH* Meinel bands. In comparison to the
vertical shift of about 3 km between the maximum responses in brightness and temper-
ature altitudes of the same emission band, the vertical shift between two adjacent OH*
Meinel bands is typically in the order of a few hundred metres as stated earlier. This
implies that the time delay between the OH(3-1) and (4-2) bands should be smaller
compared to the delay between the temperature/line-intensity responses of the same
band. With respect to the first two examples (Fig. 4.17), the temperature/line-intensity
delays are roughly in the order of 1 h to 3 h, which makes the detection of an even
smaller phase shift difficult due to the hourly resolution and short duration of the signals.
This also gives an explanation why the temperature and line-intensity changes appear
to be in phase between both OH* Meinel bands. The situation looks slightly different in
the third example (Fig. 4.18a), if we look at the shifted maxima between OH(3-1) and
OH(4-2) temperatures around 04:00 to 05:00 (UTC). In contrast, no significant phase
shift is evident between the associated line-intensity fluctuations.
Another example of a phase shift between OH(3-1) and OH(4-2) temperatures is
shown in Fig. 4.18b. Interestingly, the leading OH(3-1) temperatures are quite evident
in this example, but we also notice that a similar phase shift is again missing between
the fluctuations of both line-intensities. In terms of the SG theory, this implies that
the bottom side profile altitudes of the OH(3-1) and OH(4-2) emissions, which are most
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sensitive in their brightness fluctuations, are less distinct compared to their profile peak
altitudes, which are more sensitive in their temperature responses.
Figure 4.19a gives another example of pronounced oscillations in temperatures and
line-intensities that could be observed during a 24 h observational period. The interest-
ing feature of this example is a transition from an approximate semi-diurnal frequency to
a higher 6-8 h frequency during the day, while both frequencies lie in the tidal frequency
range.
Figure 4.19b shows an even larger time range of several days where exceptional weather
conditions allowed for almost continuous observations. Pronounced temperature / line-
intensity oscillations exist that are superimposed by a coherent change in both param-
eters at daily time scales. The coherent large scale response in both parameters indi-
cates an interesting feature, which we will get back to at the end of the next chapter in
Sect. 5.11.3. With regard to the Lomb-Scargle analysis, the corresponding low frequency
component reaches spectral power values as high as P (flow) = 45 in the periodogram,
which is clearly above the values of the higher frequencies. Despite the large time win-
dow compared to the previous examples, we also notice a 9.1 h frequency component
in OH(3-1) and OH(4-2) line-intensities in the periodogram close to the α = 0.5 level.
Similarly to the second example in Fig. 4.17b, this frequency is close to a ter-diurnal
oscillation. In this context, Oznovich et al. [1997] suggest that ”terdiurnal oscillations
are a common feature of the winter polar mesopause, possibly the most recurring distur-
bance of the region”. Despite the slightly lower frequency in our example, this may also
indicate a dominant ter-diurnal feature during the considered period, which is evident
for the line-intensities at least. The missing signature of a ter-diurnal temperature oscil-
lation in the periodogram is probably related to the smaller amplitudes of temperature
versus line-intensity perturbations.
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Figure 4.17.: Two examples of temperature perturbations that lead line-intensity pertur-
bations. Left panels: OH(3− 1), OH(4− 2) temperatures and Q1(1) line-
intensities (arbitrary units). The temperature error bars indicate the fitting
error of the hourly averaged spectrum. The uncertainty in the measured
intensity is expressed in terms of the standard deviation of noise in the
spectral domain. Right panels: Normalised Lomb-Scargle periodograms of
temperatures and intensities (see legend) referring to the same time window
of the displayed time series.
4.4. Harmonic temperature and brightness perturbations 95
(a)
00:00 04:00
200
210
220
230
OH* rotational temperatures from hourly averaged spectra
T
 
(K
)
 
 
OH(3−1)
OH(4−2)
09 Feb−2009            
5
6
7
8
x 10−3
I
 
(A
U)
Intensity of rotational Q
1
(1) line
0 2 4 6 8 10 120
1
2
3
4
5
f(1/day)
P
(f
)
Lomb−Scargle normalised periodogram
 
 
α =0.5
α =0.1
T; OH(3−1)
I; OH(3−1)
T; OH(4−2)
I; OH(4−2)
(b)
04:00 08:00 12:00 16:00
180
190
200
210
220
230
OH* rotational temperatures from hourly averaged spectra
T
 
(K
)
 
 
OH(3−1)
OH(4−2)
                      03 Dec−2009            
4
5
6
7
8
9
x 10−3
I
 
(A
U)
Intensity of rotational Q
1
(1) line
0 2 4 6 8 10 120
2
4
6
f(1/day)
P
(f
)
Lomb−Scargle normalised periodogram
 
 
α =0.5
α =0.1
α =0.05T; OH(3−1)
I; OH(3−1)
T; OH(4−2)
I; OH(4−2)
Figure 4.18.: (a): Line-intensity perturbations lead temperature perturbations.
(b): OH(3-1) temperature perturbations lead OH(4-2) temperature
perturbations. Same designations as used in Fig. 4.17.
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Figure 4.19.: (a): Example of frequency change in hourly perturbations. (b): Low fre-
quency modulation (daily scale) superimposed by hourly perturbations.
Same designations as used in Fig. 4.17.
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4.5. Summary and conclusions
A time series of rotational temperatures from the OH* emission above Ny-A˚lesund was
created for six polar winter seasons between 2007 and 2014 in the frame of this work.
Potential impacts from artificial village lights as well as auroral emission lines could be
ruled out for the OH* emission measurements in Ny-A˚lesund. In addition, no evidence
was found for a critical impact of the thermal stability of the uncooled detector to the
measurements. Further refinements in the automated operation of the FTIR measure-
ments and the change from a zenith to a low elevation LOS led to an improvement of
the number of non-discarded spectra against operational time by more than a factor of
three compared to the precedent 2008-10 winter seasons.
This work considered rotational temperature estimates from the OH(3-1), OH(4-2),
and OH(8-5) Meinel bands, the three most intense emission features in the recorded
spectra. Systematic differences between these rotational temperatures were identified.
Observed common features are:
• TOH(3−1) > TOH(4−2) > TOH(8−5) (and TOH(4−2) > TOH(3−1) in 2009),
• OH(8-5) temperatures are exceptionally low in most cases, i.e. up to 76 K lower
compared to OH(3-1) temperatures,
• a small fraction of OH(8-5) temperatures remains after data filtering.
Furthermore, a significant increase in the offset between OH(3-1) and OH(4-2) tem-
perature estimates coincides with the change of the LOS in 2010. Simultaneously, the
correction for the atmospheric transmission shows the largest potential impact on the
iterative retrieval of OH(4-2) temperatures, hence, it is found to be the most critical
factor with respect to the temperature offset between the OH(3-1) and OH(4-2) bands.
In this connection, the persistent offsets in the order of 20 K during 2011 and 2013 must
be considered with caution, as they appear exceptionally high with regard to the thermal
gradient of the OH* airglow layer only. Similarly, the larger negative offset of OH(8-5)
to OH(3-1) temperatures is a surprising result, even when considering the impact of the
atmospheric transmission on the retrieval.
In addition to the intercomparison of OH(3 - 1), OH(4 - 2), and OH(8 - 5) tempera-
tures, the comparison with MLS temperatures shows that:
• ground-based temperature estimates have a larger dynamic range,
• relative temperature changes are highly correlated between MLS and ground-based
measurements,
• the smallest offset to MLS is found for OH(3-1) temperatures (but still negative).
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The comparison with published results from spaceborne observations by SABER and
ground-based OH(6-2) observations at Longyearbyen, Spitsbergen, showed a similar tem-
perature offset between the independent ground-based and spaceborne data sets during
2009, while the temperature offset after 2010 mainly persists for the ground-based mea-
surements in Ny-A˚lesund, including the OH(3-1) temperatures. As with the differences
between rotational temperatures from different OH* Meinel bands, the offset between
OH* rotational temperatures relative to MLS temperatures remains subject to ongoing
investigations.
In addition to the comparison of absolute temperatures, the dynamic response of
mesopause temperatures to changes in the stratospheric dynamic conditions was iden-
tified in ground-based as well as spaceborne temperature measurements. The impact
of the 2009 major SSW to the mesospheric dynamics was by far the most dramatic
event. Unfortunately, ground-based temperature estimates only exist after the asso-
ciated strong mesospheric cooling due to the applied data filtering. However, further
evidence of a mesospheric temperature anomaly was found in the rotational tempera-
tures during two minor SSW events in 2011 and 2012. Interestingly, in contrast to the
SSW events in 2009 and 2012, the changes in mesopause temperatures seem to precede
the dynamic changes in the stratospheric zonal winds in 2011. This could imply a special
situation of the coupling between the stratosphere and MLT region, but it may also be
related to the comparison of our local measurements with the stratospheric zonal mean
conditions.
Finally, the investigation of the OH* emission at hourly scales revealed harmonic sig-
natures in the rotational temperatures as well as emission line-intensities. The coherency
between temperature and brightness changes at these time scales suggests the response
of the OH* emission to the passage of vertically propagating tidal as well as large scale
gravity waves. Following the HTS and SG theories, phase lags with primarily leading
temperature perturbations were found, which is consistent with the predominant wave
forcing from the lower atmospheric layers. Similarly, phase lags between OH(3-1) and
OH(4-2) rotational temperature estimates were found, suggesting a delayed response due
to the vertical shifts in the OH* emission. However, a similar phase lag in the relative
line-intensity changes is not evident in the considered examples. In terms of the SG
theory, this implies that the vertical separation of both vibrational populations must be
more pronounced at their profile peak altitudes rather than at the profile bottom sides.
A future analysis that filters out additional frequency components in the time series
and considers temperature/brightness estimates from single spectra at a minute scale
will further improve the harmonic signatures in the time series. With regard to the HTS
and SG theory, the quantification of Krassovsky’s ratio η is expected to be a promising
future application for the OH* measurements of this work.
5. OH* model study
This chapter addresses the second main part of this work, which develops a model to sim-
ulate vertical OH* number density profiles as a function of vibrational excitation state ν.
Based on this model, the aim is to improve our understanding of the systematic vertical
shifts between different OH* Meinel bands and their temporal variability. According
to our discussion in the previous chapter, these vertical shifts can introduce systematic
differences between rotational temperatures estimated from different OH* Meinel bands.
Even though, the time series of rotational temperatures above Ny-A˚lesund shows dif-
ferences between the observed OH* Meinel bands that are difficult to explain by the
vertical shifts of their emission only, the impact of the vertical shifts can still be rele-
vant. Improving our fundamental understanding of the processes that drive the vertical
shifts within the OH* emission is therefore of great value, in particular with regard to
long-term studies that consider different OH* Meinel bands.
The main emphasis of this chapter will be on the collisional quenching process of
the vibrationally excited OH* radical with other species. As mentioned in the begin-
ning of Sect. 2.3, the collisional quenching is affecting the lifetimes of vibrational states
and therefore plays an important role for the vertical distribution of the OH* emission
bands. In this connection, we can distinguish between different OH(ν) layers with re-
spect to their associated vibrational excitation state. Previous studies have shown that
the quenching process leads to pronounced vertical shifts between these OH(ν) layers
(e.g. Adler-Golden [1997], Dodd et al. [1994], Makhlouf et al. [1995]).
In particular atomic oxygen is an effective quencher and its impact on the vertical
shifts between different OH(ν) layers has recently been investigated by von Savigny
et al. [2012b]. Based on a sensitivity study, which relies on an updated version of the
McDade quenching model [McDade, 1991], they suggest that quenching with atomic oxy-
gen causes an upward shift of the individual OH(ν) layers with increasing vibrational
state. In a follow-up study von Savigny and Lednyts’kyy [2013] provided experimental
evidence that the vertical shifts between different OH* Meinel bands are indeed cor-
related with the concentrations of atomic oxygen at OH* layer altitudes. However, in
addition to atomic oxygen other quenching species exist that may also significantly affect
the vertical structure of the OH(ν) layers. Furthermore, temporal changes in the H+O3
source gases of OH* can also affect the vertical shifts between different OH(ν) layers.
Hence, it remains an open question whether the temporal evolution of these vertical
shifts is mainly driven by the process of collisional quenching with atomic oxygen or
additional processes must be taken into account for a proper understanding.
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To address this question, this work uses chemical as well as temperature/pressure
fields from simulations made with the SD–WACCM4 model to study the impact of the
collisional quenching on the temporal evolution of the OH* Meinel bands. With regard
to the previous studies of von Savigny et al. [2012b] and von Savigny and Lednyts’kyy
[2013], the novelties of this approach are threefold: Firstly, the sensitivity study of von
Savigny et al. [2012b] is limited to static quencher profiles that were taken from the
MSIS climatology, while the effect of O quenching is investigated by scaling the O con-
centrations at all altitudes with a constant factor. In contrast, the temporal variability
of the quencher profiles is explicitly taken into account by the SD–WACCM4 model runs
in this work. Secondly, the sensitivity study of von Savigny et al. [2012b] uses further
simplifying assumptions on the OH* profile shape, i.e. it assumes a Gaussian profile as
a weighting function for their simulated fractional populations of OH* vibrational levels
ν = 1, ..., 9, while this work directly determines the OH* profile shape from the H + O3
source gases taken from SD–WACCM4. Finally, the main focus of von Savigny et al.
[2012b] and von Savigny and Lednyts’kyy [2013] is on the effect of O quenching and
the related hypothesis that vertical shifts between different OH* Meinel bands are the
consequence of this process. This work expands the focus to the effects of O2 and N2
quenching, which together with O are the three most important quenching species of
OH*. Based on a sensitivity study this work investigates their impact on the seasonal
as well as the diurnal variability between two selected OH(ν) layers.
Because of the emphasis of this work on the process of collisional quenching, we now
shift our focus from polar to equatorial latitudes where the large amplitude of the di-
urnal migrating tide results in a prominent seasonal as well as diurnal oscillation in
O concentrations (see Shepherd et al. [2006], Marsh et al. [2006], von Savigny and Led-
nyts’kyy [2013] among others). It is for this reason that the equatorial regions offer the
best testing ground for the provided SD–WACCM4 data to this work. In addition to
the simulated OH* concentrations, which are computed from the quenching model that
is introduced in the next section, this work also considers measurements of the OH* ra-
diance from the spaceborne SABER/TIMED instrument. This instrument is equipped
with two channels to sense the OH* radiance from different emission bands in limb di-
rection. From the vertical profiles of each channel, we can study their relative vertical
displacements to each other and relate these to our model results.
In the following section, we introduce the OH* quenching model that is applied to the
SD–WACCM4 data and give a brief review of the SD–WACCM4 and SABER data. The
methodology of this study is explained in Sect. 5.5, followed by a discussion on potential
error sources in Sect. 5.6. The results of this study are presented in the subsequent
sections.
The results discussed and presented in this chapter have been published in the frame
of this work in Kowalewski et al. [2014]. The corresponding discussion and plots are
5.1. Hydroxyl quenching model 101
adopted in large parts in this chapter (Sect. 5.1 to 5.9.2 and Sect. 5.11.2) and specific
contributions of co-authors are stated therein.
5.1. Hydroxyl quenching model
The quenching model introduced herein is based upon the model described by McDade
and Llewellyn [1988] and McDade [1991]. A corresponding model algorithm, which
includes necessary assumptions on the nascent OH* production rate, the quenching rate
constants, and the radiative OH* lifetimes was provided to this work by courtesy of Ian
McDade, York University, Toronto, Canada. The same algorithm was also applied in
the study of von Savigny et al. [2012b], who included updated quenching rate constants
for their simulations. The core of this model assumes the following processes to populate
lower vibrational states from the initial higher vibrational population of the produced
OH* radicals:
• radiative cascade
OH(ν ′)→ OH(ν ′′) + hν A(ν ′, ν ′′) (R3)
• collisional relaxation
OH(ν ′) + Q→ OH(ν ′′) + Q kQ3 (ν ′, ν ′′) (R4)
with Q = O2 , N2.
• complete OH removal
OH(ν ′) + Q→ other products kQ4 (ν ′, ν ′′) (R5)
with Q = O, O2 , N2.
As outlined in McDade [1991], the processes (R4) and (R5) introduce an altitude varia-
tion to the vibrational population because of the dependency on the vertical quenching
profiles. To construct a quenching model from the above stated processes, we have to
specify to what extent these processes participate in the vibrational relaxation and re-
moval of OH*.
We can think of the following two extreme cases:
• sudden–death–model: dominating removal of OH(ν ′) via (R5)
• collisional–cascade–model: dominating stepwise deactivation of
OH(ν ′) via (R4).
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constant reference remark
Pnasc Adler-Golden [1997] based on values from Steinfeld et al. [1987]
k1 Sander et al. [2011] temperature dependent rate constant of
Bates–Nicolet mechanism (R1)
A Xu et al. [2012] values based on Hitran database,
[Rothman et al., 2009]
kO23 ; α Adler-Golden [1997] based on Tab. 2 in Adler-Golden [1997];
α–correction factor from Xu et al. [2012]
kN2L Adler-Golden [1997] taken from Tab. 1 in Adler-Golden [1997]
kOL ; β Smith et al. [2010] β–correction factor from Xu et al. [2012]
Table 5.1.: Employed constants to Eq. (5.3). The corresponding values are listed in the
appendix A.3.
While the model of McDade [1991] only allows for single-quantum collisional deactiva-
tion, von Savigny et al. [2012b] extended the model to multi-quantum collisional deac-
tivation by O2.
According to McDade [1991], we may formulate the number density of each vibrational
level of OH* under steady state conditions as follows:
[OH(ν)] =
pnasc(ν) +
9
ν∗=ν+1
[OH(ν∗)] {A(ν∗, ν) +
Q
kQ3 (ν
∗, ν) [Q]}
{A(ν) +
Q
kQL (ν) [Q]}
, (5.1)
where pnasc(ν) is the nascent volume production rate, A(ν) is the inverse radiative life-
time of OH(ν), and kQL is the total rate constant for removal of OH* in vibrational level
ν through reactions (R4) and (R5). Accordingly, we can construct different model cases
by selecting corresponding rate constants for Eq. (5.1).
Different model cases are already included in the provided OH* quenching algorithm.
However, instead of directly calculating number densities of OH(ν = 1, 2, ..., 9) from the
steady state conditions in Eq. (5.1), the algorithm applies a further transformation of
Eq. (5.1) from number densities to the normalised relative OH(ν) populations with re-
spect to the OH(ν = 9) population. As discussed by McDade [1991], this normalisation
was included to avoid making any assumptions about absolute Meinel band transition
probabilities, which were highly controversial during the initial proposal of this model
by McDade and Llewellyn [1987].
Instead of calculating normalised concentrations of the vibrational OH* populations,
this work uses Eq. (5.1) as a basis to calculate absolute number densities. This gives us
the advantage that we can directly compare the simulated vertical OH(ν) profiles with
the SABER VER measurements in the later analysis of this chapter.
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The calculation of absolute number densities requires further adjustments to the pro-
vided algorithm. First of all, we substitute the nascent volume production rate pnasc in
(5.1) by:
pnasc = Pnasc(ν){k1[H][O3]} , (5.2)
with the reaction rate coefficient k1 (cm
3sec−1molec−1) and the nascent vibrational level
distribution Pnasc. Thus, we assume that the entire production of vibrationally excited
OH* is entirely based upon the Bates–Nicolet mechanism (Sect. 2.3).
In accordance with von Savigny et al. [2012b], we assume that multi-quantum relax-
ation only applies for quenching with O2, while the less efficient N2 quenching is limited
to single-quantum relaxation only. In contrast to von Savigny et al. [2012b], who were
using the McDade quenching model to calculate normalised OH(ν) with respect to the
OH(ν = 9) population, this work assumes absolute constants, which are selected from
the literature as summarised in Tab. 5.1.
Given these assumptions, we can finally construct the quenching model as follows:
[OH(ν)] =

A(ν) + kO2L (ν)[O2] + k
N2
L (ν)[N2] + k
O
L (ν)[O]
−1×
Pnasc(ν){k1[H][O3]}+
9
ν∗=ν+1
[OH(ν∗)]{A(ν∗, ν) + kO23 (ν∗, ν)[O2] + kN23 (ν∗, ν)[N2]}

,
(5.3)
with kN23 (ν
∗, ν) = 0 for all {ν∗ > ν + 1}
and kN23 (ν
∗, ν) = kN2L (ν
∗) for {ν∗ = ν + 1}.
5.2. SD–WACCM4
The SD–WACCM4 simulations are based on the Whole Atmosphere Community Model,
version 4 (WACCM4), which is a comprehensive free-running chemistry-climate model.
This model version is based on an earlier version described by Garcia et al. [2007] and
has been recently extended, such that it is nudged to meteorological fields that are taken
from the Global Earth Observing System Model, Version 5 (GEOS-5) of NASA’s Global
Modeling and Assimilation Office (GMAO).
SD–WACCM4 data were provided to this work by courtesy of R. R. Garcia and
D. E. Kinnison, NCAR Boulder. The same SD–WACCM4 simulations, which are con-
sidered herein, were already applied to another study by Hoffmann et al. [2012], who in-
vestigated the dynamics of the model using mesospheric CO volume-mixing-ratio (VMR)
measurements. Following the discussion of Hoffmann et al. [2012], we now summarise
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the most relevant aspects of the SD–WACCM4 model to this study.
The nudging of SD–WACCM4 with GEOS-5 meteorological fields MGEOS is performed
up to 50 km altitude for each time step t by replacing the model-predicted fields Mpred
according to:
Mpred(t) = 0.99 ·Mpred(t) + 0.01 ·MGEOS(t).
Between 50 km and 60 km altitude a linearly decreasing relaxation scheme follows
until it completely switches to a free-running mode above 60 km.
Despite the weak constraint of SD–WACCM4 by its relaxation to external meteoro-
logical fields from GEOS-5, Hoffmann et al. [2012] show that the upper (free-running)
part is still strongly driven by the described nudging and closely reflecting the dynamic
response, which they deduce from CO based measurements.
The horizontal resolution of the SD–WACCM4 data is 1.9◦ × 2.5◦ in latitude and
longitude. Its vertical extent reaches from the ground up to the lower thermosphere at
about 137 km geometric height and it is divided into 66 height levels. In the region from
80 km up to 95 km, which encloses the hydroxyl emission, the vertical distance between
the model grid points ranges between about 1.2 km and 3.6 km. The SD–WACCM4
simulations are initially performed at 0.5 h time increments, however, to save compu-
tational resources, global model results are stored as daily increments at 00:00 UTC.
This limitation of the provided dataset prevents us from studying the diurnal evolution
of the OH* vertical profiles at a fixed geolocation. To overcome this constraint we make
the assumption that the diurnal evolution of the vertical profiles is already contained
within the zonal variation of each daily model result, i.e. we convert the longitudinal
information to the local solar time (LST). However, as we will discuss in Sect. 5.9.2,
other processes exist, which can still complicate a comparison of the diurnal variability
between SD–WACCM4 and SABER.
To simulate OH(ν) profiles by means of Eq. (5.3), this work uses the O3, H and O
VMR profiles from the SD–WACCM4 simulations. For the remaining quenchers, i.e.
O2 and N2, it is assumed that their vertical profiles have constant VMRs (mol/mol)
of 0.78 for N2 and 0.205 for O2. Because we are still considering altitudes within the
homospheric region (Chap. 2), this assumption should be justified.
Before applying these profiles to Eq. (5.3), we have to convert them from VMR to
number density units to get absolute concentrations of OH(ν). For this task we assume
that the ideal gas law at mesopause altitudes is satisfied, so that we can calculate the
number density from the given SD–WACCM4 temperature/pressure fields. The ideal
gas law is given by:
PV = NRT , (5.4)
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with pressure P (hPa), volume V (m3), gas constant R = 8.31 Jmol−1K−1, number of
moles N , and ambient temperature T (K). From this equation, we can estimate the
number density nair of air from the following relation (e.g. see Jacob [1999]):
nair =
AvN
V
(5.5)
with the Avogadro constant Av ≈ 6.022 × 1023 mol−1. From the estimated number
density of air according to Eq. (5.4,5.5) and the volume-mixing-ratio CQ of a species Q,
we can calculate the corresponding number density as follows:
nQ = CQ
AvP
RT
(5.6)
Based on this equation, we can finally convert the SD–WACCM4 profiles as well as the
constant O2 and N2 VMR profiles to absolute number density units.
In addition to the conversion from VMR to number density profiles, SD–WACCM4
temperatures are also considered for the temperature dependent rate constant k1 of the
Bates-Nicolet mechanism (see Tab. 5.1).
The provided SD–WACCM4 data cover the period between April 2010 and June 2011.
5.3. SABER
SABER (Sounding of the Atmosphere using Broadband Emission Radiometry) is a mul-
tichannel infrared radiometer onboard of the TIMED (Thermosphere Ionosphere Meso-
sphere Energetics Dynamics) satellite. Limb profiles are taken from a circular orbit at
625 km inclined at 74◦ to the equator and cover a latitudinal range from 54◦S to 82◦N
or 82◦S to 54◦N, depending on the phase of the yaw cycle [Russell III et al., 1999]. One
yaw cycle corresponds to the period required to cover the full range of 24 hours LST by
the spaceborne observations. It results from the slowly precessing orbit of TIMED and
has a period of 60 days.
SABER is equipped with two channels sensitive to the OH* emission, i.e. the 1.6 µm
channel covers the emission from the OH(5-3), OH(4-2) Meinel bands and the 2.0 µm
channel covers the emission from the OH(9-7), OH(8-6) Meinel bands.
VER profiles from both channels are contained in the SABER Level 2a data products
and are used in this work. According to Mertens et al. [2009] the vertical resolution of
the SABER VER profiles is approximately 2 km.
Because the effect of self-absorption should be negligible for wavelengths between
0.35 µm and 2.0 µm (see Sect. 3.8), we may directly compare temporal changes in the
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simulated absolute concentrations of OH* with temporal changes in the vertical VER
profiles.
In addition to measurements of the OH* radiance, the latest SABER V2.0 data contain
atomic oxygen profiles, which this work uses to study the impact of O quenching on the
observed vertical shifts between the 1.6 µm and 2.0 µm VER profiles. As explained in
Mlynczak et al. [2013], the SABER O concentrations are indirectly determined from the
measured 2.0 µm VER profiles based on the steady state assumption:
k1[H][O3]  
∝VER(2.0µm)
= k2[O][O2] (5.7)
with k2 denoting the reaction rate constant between O and O2 and k1[H][O3] being
directly proportional to the observed VER. At first glance, this seems to introduce a cir-
cular reasoning in the attempt of this work to correlate O concentrations with the vertical
shifts between the 1.6 µm and 2.0 µm VER profiles. This could potentially introduce
a spurious (i.e. non-physical) correlation between both quantities, if the SABER model
did not properly consider the real photochemistry and gaseous kinetics based on the
steady state assumption Eq. (5.7). However, Mlynczak et al. [2013] find a close agree-
ment between their derived day- and nighttime O concentrations, which both rely on
completely different retrieval methods. This indicates that the SABER model is repro-
ducing physically meaningful O profiles. In turn, this should justify a direct comparison
between SABER O concentrations and vertical shifts between both VER profiles, be-
cause we may suppose that any correlation between both quantities represents a real
dependency between them.
The SABER data are made available by the TIMED Mission Data Center/NASA at
their project site (http://www.timed.jhuapl.edu). From this data vertical VER- and
atomic oxygen profiles were extracted for each SABER yaw cycle by C. von Savigny,
Institute of Physics, Ernst-Moritz-Arndt-University of Greifswald, Germany. These pro-
files are binned according to 10◦ latitudinal and hourly LST bins. Following the same
methodology of this work to quantify temporal changes of the vertical Meinel shifts
and the collisional quenching process, corresponding results were contributed by C. von
Savigny to this study and used to generate the SABER plots shown in Sect. 5.9.2 and
5.8.2.
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5.4. Case example of simulated OH* source and
quenching gas profiles
For the beginning of this study let us consider some general features of the vertical pro-
files of OH* source gases and the most important quenching species, namely O, O2, and
N2 to provide a basis for our later discussion on the collisional quenching effect. A case
example of simulated vertical SD–WACCM4 profiles is shown in Fig. 5.1. Each profile is
a monthly average of the daily 00:00 UTC model output during September 2010. Solid
lines denote exemplary nighttime profiles at the 0◦ longitude/latitude geolocation and
dashed lines refer to corresponding sunlit conditions at 120◦W. All units have already
been transformed from VMRs to absolute concentrations according to Eq. (5.6), while
a semi-logarithmic scale is chosen in Fig. 5.1 to account for the large changes in concen-
trations within the considered altitude range.
The upper panels display the source gases of OH* according to the Bates–Nicolet
mechanism (R1). We notice the local ozone maximum at mesopause altitudes, which is
a typical feature of this region as discussed in Smith and Marsh [2005]. In summary, it
is formed via the three body reaction:
O + O2 +M→ O3 +M , (R6)
which benefits from the increasing amount of atomic oxygen due to photolysis of O2 in
the Schumann-Runge bands (between 175 and 200 nm, Andrews [1987]) at mesopause
altitudes. Vice versa, due to the participation of O3 in the production of OH* via
the Bates–Nicolet mechanism, a catalytic ozone destruction cycle is establishing by the
following reaction:
OH + O→ H+O2 . (R7)
Nonetheless, the production of O3 according to reaction (R6) is efficient enough to form
a maximum around mesopause altitudes. Due to the fast photolysis of O3, the daytime
abundances are reduced and in photochemical equilibrium with atomic oxygen [Brasseur
and Solomon, 2005].
For the atomic hydrogen profiles we find a strong peak at mesopause altitudes, which
is rapidly decreasing with lower altitudes. Following Brasseur and Solomon [2005], the
lifetime of H below mesopause altitudes is significantly reduced by its conversion to the
hydroperoxy radical (HO2) according to the following reaction:
H + O2 +M→ HO2 +M . (R8)
Again, H is further efficiently removed by its reaction with HO2 at mesospheric alti-
tudes in different ways (see Eq. 5.93a,b,c in Brasseur and Solomon [2005]). Interestingly,
the decrease in H concentrations below its mesopause peak altitude is less pronounced
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Figure 5.1.: Monthly averages of daily (00:00 UTC) SD–WACCM4 profiles of H , O3
source gases of OH* (upper panels) and its most important quenching
species (lower panes) during September 2010 at the equator. Sunlit ex-
amples (dashed lines) taken at 120◦W and nighttime examples (solid lines)
taken at 0◦ longitude.
during daytime, when photochemistry becomes an important factor. We will revisit this
feature in Sect. 5.11.2.
A similar difference between day- and nighttime profiles at lower altitudes also exists
for the atomic oxygen species. At mesopause altitudes the diurnal change of O con-
centrations is relatively small, which is due to the increasing lifetime of O with altitude
(i.e. already exceeding one day according to Brasseur and Solomon [2005]). Accordingly,
changes in O concentrations at these altitudes and above are largely controlled by the
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dynamic conditions.
Another important aspect is the steep vertical gradient in O concentrations at the
OH* airglow layer altitudes. As mentioned in the beginning of this chapter, atomic oxy-
gen is a very effective quencher and due to its strong vertical gradient, the effective O
quenching with OH* is expected to be noticeably increasing with altitude. Because of the
increasing radiative lifetime of OH(ν) with decreasing vibrational excitation level (see
Sect. 2.3), the probability of deactivation of lower vibrational excitation levels through
collisional quenching with atomic oxygen is much higher at the upper fraction of the
OH* airglow layer. Accordingly, this suggests a vertical layering of OH(ν) according to
the vibrational excitation levels as discussed earlier.
In contrast to atomic oxygen, the abundances of the molecular quenchers N2 and O2
are generally decreasing with altitude. Because of our assumption of constant VMR
profiles for both species, they both have the same altitude dependency. Despite N2
being the most abundant quenching species of OH*, its contribution to the collisional
relaxation process is expected to be significantly smaller compared to O and O2 due
to its less efficient quenching (i.e. one order of magnitude difference in the stepwise
deactivation rate compared to the O2 quenching species according to Tab. 5.1). Even
though, the quenching rates of O2 are still lower than those of O, i.e. one order of
magnitude for the complete deactivation case of vibrational levels between ν = 4 and
ν = 6, the smaller quenching efficiency is partly compensated by the higher absolute
concentration.
5.5. Methodology
We now consider exemplary OH(ν) profiles that were calculated from the source and
quenching gases based on Eq. (5.3). From these profiles we develop the methodology to
quantify relative vertical displacements between different OH(ν) profiles.
By analogy with the previous section, Fig. 5.2 shows the monthly average of vertical
OH(ν = 1, 2, ..., 9) profiles from the daily 00:00 UTC model results during September
2010 at the 0◦ longitude/latitude geolocation. In the following, we limit our discussion
to the nighttime conditions, because the relatively low abundances of daytime OH* and
the large Rayleigh scattering background make a comparison with OH* daytime observa-
tions more difficult. Furthermore, the earlier work of McDade and Llewellyn [1988] and
McDade [1991], which provides the basis for the quenching model according to Eq. (5.3),
explicitly assumes nighttime conditions. Thus, further corrections may be necessary to
Eq. 5.3 to adequately account for sunlit conditions.
In accordance with our previous discussions, the vertical distributions of nighttime
OH(ν) follow single peak profiles that are shifted upwards with respect to their vibra-
tional state according to Fig. 5.2. If we normalise each OH(ν) profile, the relative vertical
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Figure 5.2.: Monthly average of simulated vertical OH(ν) profiles calculated from daily
SD-WACCM4 model outputs during September 2010 (00:00 UTC) at the
same geolocation as considered in the nighttime example in Fig. 5.1. Left
panel: absolute number densities. Right panel: normalised OH(ν) profiles.
Adopted from Kowalewski et al. [2014].
shifts become clearly visible. In addition, we notice a more pronounced vertical sepa-
ration above the OH(ν) peak altitudes, which according to von Savigny et al. [2012b]
is related to the steep vertical gradient in O concentrations and the associated more
pronounced collisional deactivation of OH* at the upper fraction of the OH* airglow
layer. By comparison, the vertical shifts between the OH(ν) profiles are significantly
less pronounced below the profile peak altitudes.
The systematic increase of the vertical OH(ν) shifts above the profile peak altitudes
seems to favour this altitude region for the investigation of the impact of collisional
quenching with O on the vertical OH(ν) shifts. However, it is important to keep in mind
that any changes in the vertical OH(ν) shifts are the convolved response to changes in
the quenching and source gas concentrations according to Eq. (5.3). Therefore, finding
the optimum reference points to compare the vertical shifts between two layers turns
out to be less obvious than it might appear at first glance.
Another difficulty arises for the determination of relative vertical OH(ν) shifts from
the rather coarse vertical resolution of the simulated OH* profiles and observed SABER
VER profiles. Despite this constraint on the vertical resolution, we can benefit from
the significantly higher dynamic range of the calculated number densities and observed
VERs.
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To quantify the vertical OH(ν) shifts at the peak altitudes and above, we therefore
define two different reference points, which we determine for each vertical OH(ν) profile:
D.1 weighted peak altitude: Zpkweighted
By analogy with von Savigny and Lednyts’kyy [2013], we weight the altitudes with
the number density profile NOH(ν, z) for each OH(ν) layer:
Zpkweighted(ν) =
∞
0
NOH(ν, z
′)z′dz′∞
0
NOH(ν, z′)dz′
D.2 shifted peak altitude: Zpk+HWHM
To sense changes between the vertical OH(ν) shifts at the upper fraction of the OH*
airglow layer, we interpolate the altitude above the profile peak of each individual
OH(ν) layer where NOH(ν, z) has dropped by a factor of 0.5, i.e. the position that
is shifted by the Half Width at Half Maximum (HWHM) above the profile peak.
For the SABER VER profiles, we can simply replace the number densities by the VERs
in the above definitions.
5.6. Sources of error
While the inclusion of number densities according to D.1 and D.2 helps us to improve
the vertical sensitivity of this model study, systematic departures between simulated
and real number densities are a source of error for the investigation of the collisional
quenching effects. The recently published study by Smith et al. [2013] indicates that
WACCM tends to underestimate mesospheric ozone concentrations, which in turn will
impact the Bates–Nicolet mechanism (R1). In addition, WACCM4 tends to overestimate
mesospheric temperatures according to Smith [2012a], which will affect the calculation
of the rate constant k1 and absolute number densities from the SD–WACCM4 temper-
ature/pressure fields.
Inspection of Eq. (5.3) shows that at least a linear departure in the H + O3 source pro-
files from reality is not critical for this study, because it will cancel out in the calculation
of the OH(ν) layer altitudes according to the above stated definitions. The situation is
different for the quencher profiles, because any linear scaling of their concentrations can-
not be completely factored out in Eq. (5.3). An overestimation of temperatures should
in principle lead to an underestimation of the absolute quenching gas concentrations
based on the ideal gas law according to Eq. (5.6). In addition, too high temperatures
will lead to an overestimation of the temperature dependent rate constant k1. To get
an estimate of the associated impact on the vertical shifts between different OH(ν) lay-
ers, a constant offset of −20 K was applied to the SD–WACCM4 temperatures. Based
on this approach, the impact appears to be minor, i.e. in the order of a few tens of
metres with regard to the later analysis of profile shifts based on D.1. With respect
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to the O quenching species the simulated concentrations tend to be lower compared
to concentrations derived from SABER as shown in Smith et al. [2011]. According to
the initial hypothesis on the impact of the collisional quenching with O on the vertical
shifts between different OH(ν) layers, an underestimated rate of collisional quenching
should result in less pronounced vertical shifts. Apart from the discrepancies in simu-
lated O concentrations, the uncertainty of its collisional rate constant kOL will also affect
the results of this study. By comparison with the other quenchers, kOL has the greatest
uncertainty. If we apply the upper and lower boundary of the uncertainty estimates of
kOL from Xu et al. [2012], the changes to the vertical OH(ν) shifts based on D.1 range
between about 100 m and 160 m with regard to the later analysis.
In addition to the uncertainties contained in the SD–WACCM4 data and the applied
rate constants in Eq. (5.3), OH(ν) number densities are calculated offline in this study,
i.e. any feedbacks to the chemical, dynamic, and thermodynamic state of the ambient air
that arise from the formation of OH* are neglected by this approach. This gives rise to
the question as to whether these feedbacks can become critical for the following analysis
on vertical OH(ν) shifts. The assessment of this question would require an interactive
calculation of the OH(ν) species within the SD-WACCM4 model runs, which is already
exceeding the scope of this study. However, first test runs have already been performed
by A. K. Smith, National Center for Atmospheric Research (NCAR), Boulder, that
implement the interactive calculation of the OH(ν) species in WACCM. We will shortly
address a comparison between the offline modelling approach of this work and a provided
example of interactively calculated OH(ν) profiles by A. K. Smith in Sect. 5.11.1.
5.7. Simulated tidal signatures in OH* and quenching
species
Before we will address the temporal variability of vertical OH(ν) shifts, we have to re-
examine systematic temporal changes of the entire OH* airglow layer and the O, O2,N2
quenching species for two reasons: Firstly, we have to make sure that the temporal
variability in the SD–WACCM4 data leads to a consistent evolution of the OH, O, O2,
and N2 species compared to previous studies. Secondly, this reexamination helps us to
establish an expectation about the impact of temporal changes in the collisional quench-
ing on the vertical OH(ν) shifts.
As with the previous case examples, we now consider the monthly average of daily
00:00 UTC model results during September 2010. Because the amplitude of the diurnal
migrating tide maximises around equinox, we should expect the strongest tidal signa-
tures in the model results during this period. The model results are shown in Fig. 5.3.
The global distribution of the integrated total column of all OH(ν = 1, 2, .., 9) layers is
displayed in panel (a). A general eastward decrease in the integrated OH* concentra-
tions is clearly visible. In terms of LSTs, this corresponds to a decrease of integrated
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Figure 5.3.: Monthly averaged model results around September 2010 equinox. (a): Verti-
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i=1
OH(νi). (b): Weighted peak
altitudes of simulated OH* airglow layer according to definition D.1. (c):
O concentrations weighted with the vertical
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OH(νi) profiles. Adapted
from Kowalewski et al. [2014].
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OH* concentrations over the course of the night. In addition, the OH* concentrations
are generally high at equatorial latitudes and minimise around ±30◦ latitude, which is
consistent with the study of Marsh et al. [2006] and other observational studies stated
therein. The steep decrease of integrated OH* concentrations at the outer latitudinal
and longitudinal margins marks the terminator between day- and nighttime conditions.
Weighted OH* peak altitudes Zpkweighted according to the previous definition D.1 are
displayed in panel (b). A systematic nighttime increase in the weighted OH* peak
altitudes by up to 4 km is again clearly visible. Accordingly, we find a significant
anti-correlation between OH* peak altitudes and vertically integrated concentrations by
comparison with panel (a). Indeed, previous studies based on observations made with
the high-resolution Doppler imager (HRDI) instrument and the Wind Imaging Interfer-
ometer (WINDII) instrument onboard the upper atmosphere research satellite (UARS)
revealed the same coherent anti-correlation between OH* peak altitudes and integrated
concentrations. Following Liu and Shepherd [2006] and stated referenced therein, this
anti-correlation may be driven by the vertical motions associated with tides or other
processes (see also Sect. 5.11.3).
As with the determination of OH(ν) profile peak altitudes, several possibilities exist
to quantify temporal changes in the quenching species concentrations. The simplest
method is to look at the diurnal evolution of a quenching species at a constant height
level. However, this method neglects any changes of the quenching species concentra-
tions that arise from the vertical motion of the entire OH* airglow layer. To account for
this, we may determine the quenching species concentration at a fixed reference point of
the OH* airglow layer. Again, this method is still rather simple, because the collisional
quenching is not constrained to a fixed point at the OH* airglow layer. Thus, a more
sophisticated approach is to quantify the collisional quenching by weighting the vertical
quencher profiles with the corresponding OH(ν) profiles (i.e. replace z′ in D.1 with the
number density NQ(z
′) of the quenching species).
The latter approach is also applied in Fig. 5.3c, which shows weighted O concen-
trations for the monthly case example of this section. As we can see, the equatorial
weighted O concentrations show a pronounced maximum before midnight, which has
also been confirmed by other observational studies (e.g. see Smith et al. [2010]) and
should therefore lead to a pronounced collisional quenching of OH* with O during this
time. Furthermore, Smith et al. [2010] report another wavenumber 1 type feature at
±30◦ with opposite phase, which at least seems to be reflected at 30◦S in the model
results. Of course, we have to bear in mind that we are considering a single monthly av-
erage only and that the temporal variability of the OH* airglow layer is also affecting the
weighted O concentrations. Moreover, following the study of Lu et al. [2012] the magni-
tude of the tidal amplitude seems to be slightly underestimated by WACCM4. Despite
this slight underestimation, the tidal signatures in the OH* profile weighted O concen-
trations as well as the vertically integrated OH* concentrations of the monthly case
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Figure 5.4.: Seasonal variability of simulated O and O2 concentrations from April 2010 to
June 2011 according to the following definitions: O,O2 concentration at fixed
pressure level (green line), O,O2 concentration interpolated at +HWHM
shifted and weighted peak altitudes (red and blue lines), O,O2 concentration
weighted with OH concentrations (black lines). From each curve the offset
listed in the legend is subtracted to allow for a better intercomparison of
the temporal changes. Adopted from Kowalewski et al. [2014].
example show consistent characteristics with previous observations and should therefore
serve as a plausible testing ground for the initial hypothesis on the effect of collisional
quenching with O on the vertical structure of the OH(ν) profiles.
By expanding the monthly case example of this section to a full seasonal cycle, we
expect a semi-annual oscillation in the O concentrations that is in phase with the sea-
sonal modulation of the diurnal migrating tide. Indeed, this oscillation is clearly visible
in the simulated O concentrations, as shown in the left panel of Fig. 5.4. For this figure
the LST bin was chosen between -1 and 0 h around equatorial latitudes. Each curve
represents one of the above discussed methods to quantify the O concentrations, i.e. O
determined at the 0.241 Pa pressure level (green line), O interpolated at OH(ν = 5) and
OH(ν = 9) weighted profile peak altitudes according to the definition D.1 (blue lines),
O interpolated at the HWHM shifted position above the profile peak (see definition D.2
and red lines), and O weighted with either the OH(ν = 5) or OH(ν = 9) profile (black
lines). To allow for a better intercomparison of the temporal changes in the quenching
species, each curve is subtracted by its minimum value (see legend).
In addition to atomic oxygen, the seasonal variability of molecular oxygen is included
in the right panel of Fig. 5.4. Interestingly, we can find another semi-annual oscillation
in phase with the atomic oxygen species, if we consider the curves that do not refer to
the fixed 0.241 Pa level. Despite the lower quenching efficiency of O2 compared to O,
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the higher absolute O2 abundances will at least partially compensate this. Because of
the increasing O2 number density with decreasing altitude (see Fig. 5.1), the collisional
deactivation of excited OH* through O2 quenching will be most pronounced at the lower
fraction of the OH* airglow layer. Vice versa, the O quenching is rapidly decreasing at
the lower fraction of the OH* airglow layer due to the steep vertical gradient in O number
densities, thus, O2 quenching is expected to be the dominant process of vibrational
deactivation of OH* at the bottom side of the OH* airglow layer. This already indicates
an important role of the seasonality in the O2 quenching with regard to the temporal
evolution of vertical OH(ν) shifts.
5.8. Seasonal evolution of OH(ν) layer shifts
5.8.1. Sensitivity study
In the following, we compare the relative changes in the vertical shifts between the
OH(ν = 9) and OH(ν = 5) profiles. We select these two vibrational levels because each
of them contributes to emissions that are observed by either the 1.6 µm or 2.0 µm
SABER channel. Ideally, one must consider that each SABER channel captures a mix-
ture of emissions that belong to two different OH* Meinel bands. However, because the
difference in vibrational levels between each transition is limited to ∆ν = 1, we assume
that we can neglect the effect of profile mixing for each channel, if we are interested in
the relative vertical shift between both (mixed) OH* profiles. The vertical shift between
a simulated OH(ν = 9) and OH(ν = 5) profile is calculated from the difference between
either their weighted peak altitudes:
∆Zpkweighted = Zpkweighted[OH(ν = 9)]− Zpkweighted[OH(ν = 5)], (5.8)
or from the difference between the HWHM shifted altitudes above the profile peaks:
∆Zpk+HWHM = Zpk+HWHM[OH(ν = 9)]− Zpk+HWHM[OH(ν = 5)]. (5.9)
The vertical shifts between the SABER 1.6 µm and 2.0 µm VER profiles are determined
in the same way.
We now investigate the seasonal variability of the relative vertical shifts between the
simulated OH(ν = 9) and OH(ν = 5) profiles, which we denote as OH(9;5) profile shifts
in the following. For this task, four different model runs are performed:
• all quenching species are activated
• O quenching species is deactivated
• O2 quenching species is deactivated
• N2 quenching species is deactivated
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This allows us to study the impact of collisional quenching on the OH(9;5) profile shifts
for each quenching species.
The results from the four model runs are shown in Fig. 5.5. Panel (a) displays the sea-
sonal evolution of OH(9;5) profile shifts for the first model run (i.e. complete quenching
considered). The left axis/solid line refers to the relative vertical shifts between weighted
peak altitudes according to Eq. (5.8). The right axis/dashed line refers to the relative
vertical shifts at the upper fraction of the OH(9;5) layers according to Eq. (5.9). If
we concentrate on the solid line first, we find indeed a semi-annual oscillation in the
OH(9;5) profile shifts that is in phase with the observed changes in the O and O2 con-
centrations according to Fig. 5.4. On the other hand, if we look at the upper fraction
of the OH(9;5) layers (dashed line), the fluctuations in the seasonal variability are much
more pronounced and the response to the seasonal changes in the quenching species is
less clear. So far, we find the best agreement with the initial hypothesis on the effect of
the collisional quenching process on the vertical OH(νi; νj) profile shifts for the weighted
peak altitude definition D.1.
Similarly to panel (a), panel (b) shows the model run with the deactivated O quench-
ing process. For both lines, we find a significant decrease in the OH(9;5) profile shifts,
which again is consistent with the initial hypothesis. On the other hand, we still find
a persisting semi-annual oscillation for the solid line (i.e. OH(9;5) profile shifts with re-
spect to weighted peak altitudes) that is superimposed by another temporal maximum
around mid January 2010. The seasonal response at the upper fraction of the OH(9;5)
layers (dashed line) remains less clear. If we now subtract the results from the model
runs with and without O quenching, we find a clear semi-annual response in the OH(9;5)
profile shifts according to the solid line in panel (c). Interestingly, if we compare the
increase in the OH(9;5) profile shifts from July to October between panels (b) and (c),
the contribution of the O quenching process to the temporal changes in the OH(9;5)
profile shifts is just slightly above the remaining temporal changes for the model run
with deactivated O quenching. With regard to the initial hypothesis, this suggests that
we cannot address the observed seasonality in OH(9;5) profile shifts to the modulation
in the collisional O quenching only.
We therefore repeat the same investigation of the collisional quenching process for
the O2 quencher. By analogy with panel (c), panel (d) shows the difference in OH(9;5)
profile shifts when subtracting the results from the model runs with activated and de-
activated O2 quenching. Again, the upper fraction of the OH(9;5) layers shows strong
fluctuations (dashed lines), thus we limit our discussion to the relative shifts between
weighted peak altitudes (solid line). First of all, we find that the deactivation of the O2
quenching in our model run also leads to a noticeable decrease in the vertical OH(9;5)
profile shifts. If we neglect the maximum around January 2011, we can find a further
semi-annual response in the vertical OH(9;5) profile shifts due to the switching between
the deactivated and activated O2 quenching. In comparison with the seasonal change
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Figure 5.5.: (a-e): Seasonal variability of vertical OH(9;5) profile shifts from April 2010
to June 2011 for different model runs within the equatorial range between
±7.5◦ and the LST range from -1 to 0 h. Solid line/left axis: OH(9;5)
vertical shifts between weighted peak altitudes (see definition D.1). Dashed
line/right axis: OH(9;5) vertical shifts between the +HWHM shifted peak
positions (see definition D.2). (a): Full quenching model run. (b): Deacti-
vated O quenching model run. (c,d,e): Difference in vertical OH(9;5) shifts
when switching O,O2, and N2 quenching on/off. (f): sum of (c) and (d)
(black line). In addition, ∆Zpkweighted from (a) divided by 1.438 shown by
grey line. (g): Full peak width of the vibrationally integrated OH(ν) layer.
(h)/left axis: Full peak widths of OH(9) and OH(5) layers (dashed and solid
grey lines). (h)/right axis: Relative difference between the full peak widths
of the OH(9) and OH(5) layers (black solid line). Adapted from Kowalewski
et al. [2014].
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in the OH(9;5) profile shifts between July and October due to the deactivation of the
O quenching (see panel c), the impact of the deactivation of O2 quenching is less than
one half.
The effect of N2 quenching is illustrated in panel (e). Again, the model run with
deactivated N2 quenching is subtracted from the full quenching model run displayed in
panel (a). For both profile shift definitions the effect of N2 quenching is rather small, i.e.
about one order of magnitude less compared to the effect of O2 quenching according to
panel (d). Moreover, panel (e) barely contains any seasonal fluctuation, which indicates
that the modulation of the N2 quenching plays a negligible role for the seasonality of
vertical OH(9;5) profile shifts. It is for this reason that we will further limit our discus-
sion on the effects of O and O2 quenching.
With respect to the model run that considers all quenching species (panel a), we notice
that simply adding the effect of O and O2 quenching according to panels (c) and (d)
still leads to considerably smaller vertical OH(9;5) profile shifts, as shown in panel (f).
On the other hand, the agreement in the seasonal variability between panels (a) and (f)
is quite good. This becomes evident when we determine the best scaling factor between
both functions in a least-squares sense. Accordingly, the grey line in panel (f) denotes
the ∆Zpkweighted profile shift values from panel (a) divided by 1.438. Apparently, taking
the sum of panels (c) and (d) leads to an improved agreement in the seasonal variability
with respect to panel (a) rather than considering the effect of deactivating either O or
O2 quenching only. This again suggests the importance of the O2 quenching to the sea-
sonal variability. Still, the question remains why the sum of panels (c) and (d) is smaller
by a factor of 1.438 compared to the full quenching model run in panel (a). According
to panel (e), the contribution of N2 quenching is insufficient to serve as an explanation
for the above mentioned scaling factor. This indicates that the combined effect of O and
O2 quenching is larger than the sum of their individual contributions.
As discussed in the beginning, seasonal changes in the vertical H + O3 profiles will
affect the OH* airglow layer width, which in turn will also affect the OH(9;5) profile
shifts. In addition to the combined effect of O and O2 quenching, this could provide
another mechanism, which is driving the temporal variability. The seasonal evolution of
the OH* airglow layer width is shown in panel (g) of Fig. 5.5. In this case, the width of
the vertical profile is determined by the FWHM to account for changes above and below
the profile peak altitude. Accordingly, we find a pronounced increase around the mid
of January 2011 in the FWHM values, which is coherent with the observed additional
increase in the OH(9;5) profile shifts for the deactivated O quenching case (panel b).
This gives an explanation why the drop in the vertical OH(9;5) profile shifts is less pro-
nounced after the winter solstice according to panel (a). Furthermore, the larger extent
of the OH* profile width may also favour the rate of collisional O2 quenching, which
could explain the coherent response according to panel (d) of Fig. 5.5. On the other
hand, a coherent semi-annual variability with respect to the ∆Zpkweighted profile shift
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values in panel (a) is not evident, which strengthens the argument of the combined effect
of O and O2 quenching as the dominant driving mechanism of the seasonal variability
in the OH(9;5) profile shifts.
Finally, we also consider the relative changes of the OH(9) and OH(5) peak widths,
which should particularly influence the OH(9;5) profile shifts above the profile peak
altitudes. The seasonal evolution of each peak width is denoted by the grey lines in
panel (h) of Fig. 5.5 (see caption). The difference we get by subtracting both temporal
evolutions with each other is shown by the black solid line. We find that the large relative
changes in the profile widths around October 2010 and May 2011 are coherent with the
observed jumps in the OH(9;5) profile shifts at the upper fraction of the OH(9;5) layers
(see dashed line in Fig. 5.5a), i.e. the vertical shifts ∆Zpk+HWHM appear to respond
more sensitively to relative changes in the OH(9;5) profile widths.
5.8.2. Comparison with SABER
We now focus on the seasonal variability of the vertical shifts between the SABER
1.6 µm and 2.0 µm VER profiles for the period from January 2009 to December 2011.
By analogy with the sensitivity study of the previous section, we choose the same −1 h
to 0 h LST bin for the results presented in Fig. 5.6. Here, each point represents the
mean value based on three matching yaw cycles between 2009 to 2011. Each error bar
denotes the corresponding standard deviation. Panels (a-b) show the seasonal variability
in the VER profile shifts for two equatorial latitude bins. Again, the solid line refers to
the vertical shifts between weighted peak altitudes according to Eq. 5.8 (left axis) and
the dashed line refers to the vertical shifts at the upper fraction of the VER profiles
according to Eq. 5.9 (right axis). The seasonal variability of derived O concentrations
is displayed in panels (c) and (d). The black line shows the O concentrations at 90 km
altitude (left axis). The grey dotted and dashed lines show the VER profile weighted
O concentrations with respect to the 1.6 µm and 2.0 µm channel (right axis). Pan-
els (e) and (f) show the seasonal variability of the 1.6 µm and 2.0 µm VER profile
widths (dashed and dotted, left axis) as well as their relative difference (black solid line,
right axis).
First of all, we notice that a semi-annual oscillation - with maxima around May and
October - is also present in the SABER VER profile shifts. Indeed, we find another
coherent semi-annual oscillation in the O concentrations for the 0◦ to 10◦ S bin. With
regard to the 0◦ to 10◦N bin a faint semi-annual structure is present, but the overall
change is dominated by an annual oscillation. Interestingly, in comparison with the
changes in the SABER VER profile shifts, the semi-annual response is more dominating
in the 10◦N rather than the 10◦ S latitude bin. Again, this indicates that the considera-
tion of O quenching alone cannot sufficiently explain the seasonal variability of SABER
VER profile shifts. In contrast to the model results of this study, we cannot directly
rule out that changes in the OH* sources gases may significantly affect the seasonality
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Figure 5.6.: SABER results based on three years of observation. Each point represents
the mean value of three yaw cycles according to each year. The standard
deviation is denoted by the error bars. (a-b): Seasonal variability in the
vertical shifts between the 1.6 and 2.0 µm VER profiles. Solid line/left
axis: Vertical VER profile shifts between weighted peak altitudes according
to Eq. (5.8). Dashed line/right axis: Vertical VER profile shifts between
the +HWHM shifted peak positions according to Eq. (5.9). (c-d): O con-
centrations at 90 km (left axis, black solid line) and 1.6 as well as 2.0 µm
VER profile weighted atomic oxygen concentrations (right axis, dotted and
dashed grey lines). (e-f)/left axis: Full peak widths of 1.6 and 2.0 µm VER
profiles (dotted and dashed grey lines). (e-f)/right axis: Relative difference
between the full peak widths of the 1.6 and 2.0 µm VER profiles (black
solid line). Adopted from Kowalewski et al. [2014].
of the observed VER profile shifts. This would require the full spectral coverage of the
OH* emission, which exceeds the spectral bandwidth of the existing SABER channels.
If we consider the relative changes of the VER profile widths according to the black
solid line in panels (e) and (f) of Fig. 5.6, we can find a similar coherent response in
the vertical shifts at the upper fraction of both VER profiles [see dashed line in panels
(a) and (b)], which again shows the stronger sensitivity of this profile shift definition to
changes in the relative profile shapes.
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5.9. Diurnal evolution of OH(ν) layer shifts
5.9.1. Sensitivity study
By analogy with the analysis of the seasonal variability of the vertical OH(9;5) profile
shifts according to the previous section, different model runs are performed where we
consider the full quenching case, the deactivation of O quenching, and the deactiva-
tion of O2 quenching. Because of the negligible impact of N2 quenching on the vertical
OH(9;5) profile shifts according to the previous section, we limit our following discussion
to the O and O2 quenching. To improve the later comparison with the observed diurnal
variability by SABER, we adjust the temporal averaging period in the model runs to
the same period that is required for a full SABER yaw cycle.
Accordingly, Fig. 5.7 shows the diurnal variability of both simulated quenching species
around the September 2010 equinox at equatorial latitudes where the amplitude of the
diurnal migrating tide maximises. Again, the same definitions are used to quantify
changes in the O and O2 concentrations as in Fig. 5.4.
While the different definitions of O concentrations only lead to a slight phase shift in
the temporal evolution of the O concentrations of up to one hour, the different definitions
of O2 concentrations can result in quite different diurnal evolutions. With regard to the
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Figure 5.7.: Diurnal variability of simulated atomic and molecular oxygen concentra-
tions. The same designations apply that are used for the seasonal variabil-
ity of both species in Fig. 5.4. The temporal averaging interval ranges from
15-Sep 2010 to 15-Nov 2010 to match the same period in the simulations
that is needed for a full SABER yaw cycle. Adopted from Kowalewski et al.
[2014].
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systematic increase in the nighttime OH* peak altitudes (Fig. 5.3b), the decrease in the
OH(ν) profile weighted O2 concentrations (black lines) and interpolated O2 concentra-
tions at the weighted OH(ν) peak altitude (blue lines) appears to be the most consistent.
The results from the three model runs are shown in Fig. 5.8 with the solid lines (left
axis) referring to the OH(9;5) profile shift according to Eq. (5.8) and the dashed lines
(right axis) referring to Eq. (5.9) correspondingly. Panel (a) displays the OH(9;5) profile
shifts for the first model run, which considers all quenching species. Panel (b) shows the
OH(9;5) profile shifts for the model run with deactivated O quenching. Panels (c) and
(d) show the difference in OH(9;5) profile shifts, if we subtract either the model run with
deactivated O or O2 quenching from the full quenching model run shown in panel (a).
Similarly to the previous section, the sum of panels (c) and (d) is displayed in panel (e).
Keeping in mind the initial hypothesis on the collisional O quenching as the main
driver of the OH(νi; νj) profile shifts, we would expect that the vertical OH(9;5) profile
shifts should maximise shortly before midnight according to the maximising O concen-
trations. However, neither of both OH(9;5) profile shift definitions match with this
expectation according to panel (a). Furthermore, we notice that the diurnal variability
in the OH(9;5) profile shifts is rather opposite for both definitions. If we switch off the
O quenching according to the second model run (panel b), the vertical OH(9;5) profile
shifts are significantly reduced as it was also the case for the investigation of the seasonal
variability in Fig. 5.5b. Moreover, if we consider the impact of the collisional O quench-
ing according to panel (c), a coherent response to the diurnal evolution of O is clearly
visible for the ∆Zpkweighted values (solid line). For the HWHM shifted positions above
the profile peaks (dashed line), we can still find a significant internal variability, such
that the impact of collisional O quenching remains again less clear.
As with the analysis of the seasonal variability, the collisional O2 quenching is also sig-
nificantly affecting the vertical OH(9;5) profile shifts according to panel (d) of Fig. 5.8.
By comparison with the effect of the collisional O quenching on the weighted peak al-
titudes, the corresponding effect of the O2 quenching is still smaller. Furthermore, the
temporal changes due to the deactivation of O2 quenching remain rather constant af-
ter −2 h. In contrast, if we consider the results based on the HWHM shifted profile
reference points, the effect of the deactivation of O2 quenching strongly exceeds the cor-
responding effect for O. Moreover, the early Zpkweighted[OH(5)] profile reference points
are even higher than those of the Zpkweighted[OH(9)] profile reference points, which leads
to the negative ∆Zpk+HWHM values before −3 h.
If we consider the sum of panels (c) and (d), as shown in panel (e), the result-
ing OH(9;5) profile shifts are again significantly smaller compared to the model run
in panel (a), which considers all quenching species simultaneously. Interestingly, if we
search for the best scaling factor between both panels, we obtain a factor of 1.430, which
is very close to the estimated scaling factor for the seasonal variability. On the other
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Figure 5.8.: Simulated diurnal evolution of vertical OH(9;5) profile shifts at equatorial
latitudes for the same averaging period as in Fig. 5.7. (a): Profile shifts
based on the full quenching model run. The solid line refers to profile shifts
with respect to weighted peak altitudes (Eq. 5.8), the dashed line refers to
profile shifts with respect to peak altitudes + HWHM (Eq. 5.9). (b): Profile
shifts based on the model run with deactivated O quenching. (c): Difference
between (a) and (b). (d): Difference between the full quenching model run
and the model run with deactivated O2 quenching. (e): sum of (c) and (d)
(black line). Adopted from Kowalewski et al. [2014].
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Figure 5.9.: (a) Diurnal variability of OH* peak widths for the same spatial and tem-
poral bin considered in Fig. 5.8. (b)/left axis: Full peak widths of OH(9)
and OH(5) layers (dashed and solid grey lines). (b)/right axis: Relative dif-
ference between the full peak widths of the OH(9) and OH(5) layers (black
solid line). Adopted from Kowalewski et al. [2014].
hand, the agreement between the diurnal evolution according to the sum of panels (c)
and (d) and the scaled panel (a), which is denoted by the grey line in panel (e), is less
clear for the early evening hours. During the same hours we notice a strong shrinking
of the entire OH* airglow layer by up to 4 km due to the nighttime evolution of the
H + O3 source gases according to Fig. 5.9a. This may also provide an explanation for the
departure between the sum of panels (c) and (d) and scaled panel (a), presuming that
the combined effect of O and O2 quenching can be described by its linearly scaled sum
according to Fig. 5.8. With regard to the OH(9;5) profile shifts based on ∆Zpk+HWHM
values (dashed lines), we find that these are again strongly correlated with the relative
changes in the OH(9,5) profile widths according to Fig. 5.9b.
We now expand the analysis to the full year of simulated OH(ν) populations and
summarise the found correlations between vertical OH(9;5) profile shifts and quenching
species concentrations in Fig. 5.10 and Fig. 5.11. Following the displayed correlation
plots in Fig. 5.10, we find no significant correlation between the vertical OH(9;5) pro-
file shifts and OH(9) weighted O concentrations for almost all seasons and both profile
shift definitions. A weak positive correlation is visible, if we include all data points in
panel (a). As with the equinoctial case example according to Fig. 5.8c, the correlation
between vertical OH(9;5) profile shifts and weighted O concentrations significantly im-
proves, if we compare the relative changes between the model runs with activated and
deactivated O quenching for weighted peak altitudes (Fig. 5.10c). In contrast, the cor-
relation remains poor, if we consider OH(9;5) profile shifts at the upper fraction of both
layers (Fig. 5.10d).
Figure 5.11 shows the corresponding correlations for the O2 quencher. In contrast to
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Figure 5.10.: Correlation plots of vertical OH(9;5) profile shifts (left panels Eq. 5.8, right
panels Eq. 5.9) against OH(9) profile weighted O concentrations. Panels (a)
and (b) show the correlation between OH(9;5) profile shifts and O concen-
trations for the full quenching model run (similar to Fig. 5.8a). Similarly
to Fig. 5.8c, panels (c) and (d) consider the difference in vertical OH(9;5)
profile shifts between the full quenching and the deactivated O quenching
model runs. Correlation coefficients are shown in the legend and denoted
with the asterisk symbol, if they are found to be significant according to
a 90% confidence level. Adopted from Kowalewski et al. [2014].
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Figure 5.11.: Similarly to Fig. 5.10 but referring to the O2 quenching species. Adopted
from Kowalewski et al. [2014].
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the O quencher, the correlations with the vertical OH(9;5) profile shifts are exception-
ally high. Of course we have to bear in mind that the systematic increase in the OH*
nighttime altitudes (see Fig. 5.3b) will also be reflected in the systematic decrease in
OH(9) weighted O2 concentrations. However, for the relative changes between the model
runs with activated and deactivated O2 quenching we still find a significant correlation
in Fig. 5.11c, respectively anti-correlation in Fig. 5.11d.
In summary, the nighttime evolution in the OH(9;5) profile shifts can hardly be ex-
plained by the process of collisional quenching with atomic oxygen only. Again, the in-
clusion of molecular oxygen quenching further improves the correlation with the OH(9;5)
profile shifts. In addition, the simultaneous strong decrease of the entire OH* airglow
layer width, driven by the H + O3 source profiles is further impacting the nighttime
evolution of OH(9;5) profile shifts. Interestingly, the systematic changes in OH* peak
altitudes and associated changes in O2 concentrations show a very strong correlation
with the temporal changes in the vertical OH(9;5) profile shifts.
5.9.2. Observed diurnal variability by SABER
For the SABER observations we first consider the same yaw cycle that was also used for
the model simulations presented in Fig. 5.8 and compare the relative shifts between the
1.6 µm and 2.0 µm VER profiles with the OH-VER weighted atomic oxygen profiles
similarly to the analysis of the seasonal variability. For the observed diurnal variability,
it is important to note that the temporal evolution of the observed relative OH* profile
shifts may significantly differ from the model results because of the existence of addi-
tional non-migrating tides, as reported by Xu et al. [2010] from SABER observations at
lower latitudes. These tides would complicate a direct comparison with the model re-
sults, since we have to extract the temporal evolution from the longitudinal variability of
the 00:00 UTC model output. However, despite the possible existence of non-migrating
tides, this does not prevent us from testing the hypothesis on the impact of collisional
quenching with regard to the temporal variability of the O quenching species.
By analogy with Fig. 5.8 the SABER results are shown in Fig. 5.12 for the same yaw
cycle and for two latitudinal bins nearby the equator. Indeed, the nighttime evolution
of relative OH(9;5) profile shifts looks quite different compared to the modelled vertical
OH(9,5) profile shifts. Furthermore, the amplification of atomic oxygen before midnight
is not as evident as in the model results. Despite these discrepancies, we would expect
from the systematic nighttime decrease in atomic oxygen a corresponding feedback in
the vertical VER profile shifts, which clearly is not the case. Again, we also notice strong
changes in the relative peak widths according to panels (e) and (f) of Fig. 5.8 that are
partially reflected in the nighttime changes of the vertical VER profile shifts.
If we expand the analysis to a full seasonal cycle, the missing correlation between VER
profile shifts and O concentrations remains (see Fig. 5.13). Accordingly, the process of
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collisional O quenching appears to be insufficient to explain the nighttime evolution of
the OH VER profile shifts, which also agrees with our model expectations in at least
a qualitative sense.
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Figure 5.12.: Diurnal variability according to SABER OH VER observations. (a-b):
Relative vertical shifts between VER(1.6µm) and VER(2.0µm) profiles by
analogy with Fig. 5.8. (c-d): O concentrations at 90 km level (left axis, solid
line) and weighted with VER(1.6µm) and VER(2.0µm) profiles (right axis,
dotted and dashed line). (e-f): FWHM of VER(1.6µm) profile (grey dashed
line), FWHM of VER(2.0µm) profile (grey solid line) and the difference
∆FWHM between both FWHM values (black solid line). Adopted from
Kowalewski et al. [2014].
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Figure 5.13.: Correlation between relative nighttime VER shifts and O concentrations
from SABER observations by analogy with Fig. 5.10. Adopted from
Kowalewski et al. [2014].
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5.10. Summary and conclusions
The model study of this work investigated the temporal evolution of relative vertical
shifts that exist between different Meinel bands of the OH* emission. For this task gas-
kinetic simulations were performed based on a quenching model that is driven by model
runs from the state-of-the-art 3D chemistry climate model SD-WACCM4. Following
the hypothesis of previous studies that the process of collisional quenching with atomic
oxygen is largely influencing the vertical shifts between different OH* Meinel bands, the
impact on the simulated seasonal and diurnal evolution of the ambient O concentrations
was studied by means of a sensitivity study. In addition, this study was extended to
further sensitivity tests that include the impact of quenching with molecular oxygen and
nitrogen, the second and third most important quenching species of OH*.
The results of this sensitivity study confirm that the semi-annual oscillation in the
ambient O concentrations, which is driven by the seasonal modulation of the amplitude
of the diurnal-migrating tide at equatorial latitudes, is reflected in the relative vertical
changes of simulated OH(9) and OH(5) profiles. Further experimental evidence of the
same seasonality was found for SABER VER measurements taken by its 1.6 µm and
2.0 µm channels. However, the sensitivity study on the effect of O2 quenching also
showed a significant contribution of this process on the vertical shifts between simulated
OH(9) and OH(5) profiles, while the impact of N2 quenching turns out to be negligi-
ble. The comparison of the effects of O and O2 quenching revealed that the combined
effect of both quenching species leads to a 1.4 times stronger vertical separation of sim-
ulated OH(9) and OH(5) profiles compared to the sum of their individual contributions.
Furthermore, the temporal changes in the collisional O2 quenching show a similar semi-
annual variation as observed for the O quenching. With regard to the previous studies
that were mainly focusing on the effects of O quenching on the vertical structure of the
OH* emission, the importance of the combined effect of O and O2 quenching reveals
a new fundamental aspect of the driving processes of the vertical structure of the OH*
emission according to this work.
With regard to the nighttime evolution of vertical shifts between different OH* Meinel
bands, the model study of this work demonstrates that the effect of collisional O quench-
ing alone is insufficient to explain their nighttime variability. In a qualitative sense, this
finding is further confirmed by the considered SABER observations. Again, the sensi-
tivity study of this work shows that the combined effect of O and O2 quenching leads
to a larger vertical separation between different OH* Meinel bands. In addition to that,
pronounced changes in the nighttime evolution of the simulated H + O3 source gases
reveal another process that is affecting the vertical shifts between different OH* Meinel
bands. With regard to the seasonal evolution, further evidence of the impact of temporal
changes in the H + O3 source gases on the vertical OH(ν) shifts was found for the model
results around January 2011 where the peak width of the entire OH* layer is maximising
in response to the temporal evolution of the H + O3 source gases.
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In summary, this study has shown that the proper understanding of the temporal
evolution of vertical shifts between different OH* Meinel bands requires the combined
effect of O and O2 quenching. Moreover, changes in the H + O3 source gases can fur-
ther affect the temporal evolution of these vertical shifts. While the model results are
confirmed in a qualitative sense by the SABER observations, noticeable departures be-
tween their quantitative results do exist. These departures may be resolved by a further
investigation of some critical assumptions made in this study, including the:
• absolute number densities derived from SD–WACCM4 temperatures (too high),
• simulated diurnal variability described by zonal variation of daily model output
(among others, conflicting with non-migrating tides),
• SABER O concentrations indirectly determined from OH* emission.
Furthermore, the large uncertainty in the collisional quenching rate constant kOL has
the most significant impact on the model results, showing the need for improving our
quantitative understanding of the collisional quenching process.
5.11. Outlook
In addition to the investigation of the effect of collisional quenching on the vertical shifts
in the OH* emission according to the previous sections, we now briefly address some
further side aspects of the performed model runs that are of potential interest for future
studies.
5.11.1. Interactive implementation of OH* model runs
As mentioned in Sect. 5.6, the vertical OH(ν) profiles were calculated offline from the
SD–WACCM4 data fields, i.e. any feedbacks to the ambient air were neglected in the
OH* model study of this work. Vice versa, the OH* emission yields to an energy sink in
the mesopause region and is therefore affecting its energy balance. The interactive imple-
mentation of an OH* quenching model in a chemistry climate model, such as WACCM,
would provide us a tool to study critical feedbacks to the ambient atmosphere due to
the formation of OH*.
A recent interactive model to calculate OH(ν) within the WACCM simulations was
established by A. K. Smith. From this model, a preliminary result based on the same
constants listed in Tab. 5.1 was provided to this work. In addition to the provided OH(ν)
fields, pressure/temperature fields as well as the OH* source and quenching gases were
provided so that we can calculate offline OH(ν) concentrations based on Eq. (5.3) and
compare the results between the interactively and offline simulated OH(ν) fields.
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{interactive - offline} run: vertical OH(9;5) profile shift
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Figure 5.14.: Difference between OH(9), OH(5) vertical shifts from two different mod-
elling approaches. Vertical shifts are determined based on weighted peak
altitudes of the OH(9) and OH(5) populations. Simulated fields refer to
07 Dec 2012 - 01:17 (UTC).
With regard to the OH* model study of this work, this gives us the opportunity to
get an estimate of the impact of interactive model runs on the vertical OH(9;5) profile
shifts. From both modelling approaches, we first determine the weighted peak altitudes
according to (D.1) and subtract the peak altitudes of the OH(9) and OH(5) layers to
get the corresponding vertical OH(9;5) profile shifts. The difference in the determined
vertical OH(9;5) profile shifts between both model approaches is shown in Fig. 5.14. The
difference in the model results is mainly below 10 m during nighttime conditions. This
indicates that the interactive calculation of OH(9;5) has a minor impact on the model
results of this work. The difference slightly increases during sunlit conditions, which we
shortly address in the next section.
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5.11.2. Simulation of OH* daytime concentrations
According to the exemplary chemical profiles shown in Sect. 5.4, the higher daytime
abundances of mesospheric atomic hydrogen should in principle affect the formation of
OH* via the Bates–Nicolet mechanism (R1). Figure 5.15 shows vertical OH(ν) profiles
that were calculate based on the same averaging period and geolocation as considered in
the daytime examples of Sect. 5.4. In this case, we assume that we may also apply the
quenching model in Eq. (5.3) to daytime conditions. While the absolute concentrations
of calculated OH(ν) are reduced, we find a secondary peak below the main peak. Indeed,
Funke et al. [2012] found further evidence of a daytime OH(ν) double peak structure
in their simulated vertical profiles, which they also explain by the higher abundances of
daytime H. In addition to the simulations of vertical OH(ν) profiles, Kumar et al. [2008]
show a pronounced double peak structure in their derived vertical SABER 2.0 µm day-
time VER profiles. Multiple peak structures of vertical nighttime OH* radiance profiles
derived from WINDII measurements were also reported by Melo et al. [2000]. However,
these complex structures may reflect lateral rather than vertical inhomogeneities in the
nighttime OH* radiance. This also seems to be supported by the model results of this
study, as illustrated in Fig. 5.16. As a simple counting rule, local maxima in the vertical
OH* density profiles, which are above 50 km altitude and have an amplitude of at least
10 % with respect to the main peak, are counted for each daily (00:00 UTC) profile.
Figure 5.16 shows the corresponding monthly average of peak counts during September
2010. As we can see, the simulated OH* nighttime profiles are dominated by a single
peak structure, while the simulated daytime profiles largely show double peak or even
more complex structures. Presuming that the formation of daytime OH* is dominated
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Figure 5.15.: Monthly average of simulated vertical OH(ν) profiles calculated from
daily SD-WACCM4 model output during September 2010 (00:00 UTC)
at 0◦/120◦W latitude/longitude. Left panel: absolute number densities.
Right panel: normalised OH(ν) profiles.
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by the Bates–Nicolet mechanism (R1) and that the relative changes between night and
daytime abundances are most pronounced for atomic hydrogen (see Fig. 5.1), this could
indicate that atomic hydrogen is the main driver of the complex structures of OH* day-
time profiles. Vice versa, spaceborne observations of the OH* emission provides a useful
tool in studying the global distribution of atomic hydrogen abundances.
In addition to the multiple peak structures of simulated (and observed) vertical OH(ν)
profiles, another interesting daytime feature can be observed in the model simulations
of this work. An example of these daytime features is illustrated in Fig. 5.17 where
two large synoptic scale features of high OH* abundances are visible at about 50◦S.
These features predominantly occur at these latitudes around solstice and propagate in
eastward direction. This gives raise to the question whether these features are real or
representing a model artefact. A validation with spaceborne observations could poten-
tially shed light on this question.
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Figure 5.16.: Monthly averaged counts of detected multiple peak numbers of vertical
OH* profiles (see text for counting rules).
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Figure 5.17.: Vertically integrated number density of simulated
9
i=1
OH(νi) based on
a daily SD–WACCM4 model run showing two distinct daytime synoptic
scale features of high OH* concentrations at about 50◦S. Adopted from
the discussion version of Kowalewski et al. [2014].
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5.11.3. Ground-based derivation of OH* emission height changes
Ground-based measurements of the OH* emission, as performed in the frame of this
work, lack the information of the actual emission peak altitude. Apparently, this com-
plicates the interpretation of observed temperature changes, which can be largely affected
by the dynamic response of the MLT region. Additional measurements are necessary to
quantify departures from the nominal emission peak altitude, but may typically contain
several limitations (i.e. limited latitudinal coverage from spaceborne sensors, different
footprint sizes and temporal averaging times, and further simplifying assumptions that
apply to the peak height derivation).
Ideally, the altitude information should be simultaneously contained in the ground-
based observations. The striking anti-correlation between simulated vertically integrated
OH* number densities and peak altitudes according to Fig. 5.3, Sect. 5.7 is a highly in-
teresting feature in this respect. To illustrate this anti-correlation more clearly, Fig. 5.18
shows a scatter plot of monthly averaged results that lie in the ±20◦ latitudinal and ±4
hourly LST range (i.e. nighttime conditions). Monthly results are colour coded and a re-
gression line is added to each monthly sample of scattering points. In most cases, the
correlation coefficients are very close to -1. Furthermore, we notice that the regression
lines have an offset that is varying with the season, while the slopes of the regression
lines appear to be roughly similar for all months. This implies for zenith looking ground-
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Figure 5.18.: Vertically integrated OH* number densities plotted against weighted OH*
profile peak altitudes. Each point represents a monthly averaged model
result calculated from SD–WACCM4 data fields within the±20◦ latitudinal
and ±4 hourly LST bins.
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based observations that we may directly infer the OH* emission peak altitude from the
emission brightness under consideration of a seasonal varying offset factor.
Based on this idea, the previous studies of Liu and Shepherd [2006] and Mulligan et al.
[2009] derived empirical formulae from spaceborne observations to infer the OH* emis-
sion peak altitude from ground-based brightness measurements in the tropical/extra-
tropical, respectively high latitudinal regions. In fact, both studies were quite successful
in determining consistent peak altitudes from the ground-based observations. Finding
a similar empirical formula for the (oblique) ground-based observations in Ny-A˚lesund
is a valuable future task, because it will enable us to study dynamic perturbations in
a more quantitative sense.
According to our current understanding, the anti-correlation between OH* brightness
and peak altitudes seems to be mainly driven by changes in O concentrations associated
with the vertical motion of air as described in Yee et al. [1997]. If we recall the steady
state assumption Eq. (5.7) in Sect. 5.3, it is evident that changes in O concentrations
will directly impact the production of OH*, i.e. the higher the O concentrations, the
brighter the OH* emission. On the other hand, the recombination rate k2 in the steady
state assumption Eq. (5.7) is proportional to T−2.4 according to Sander et al. [2011], i.e.
the impact of temperature changes to the OH* brightness is opposite. However, if we
recall the strong correlation between rotational temperatures and Q1(1) line-intensities
of the OH(3-1), OH(4-2) bands in Fig. 4.19b, Sect. 4.4, this suggests that large scale
changes in O concentrations are the dominating controlling mechanism of the emission
brightness in this case. The same situation is also reported by other studies (see Cho and
Shepherd [2006], Espy et al. [2007], Smith [2012b]), which appears to be consistent with
the observed anti-correlation between OH* brightness and peak altitudes. On the other
hand, Smith [2012b] could find experimental evidence of the above mentioned non-linear
T -dependent chemistry in their OH* brightness measurements when considering larger
temporal averaging periods such that the dynamic variability is smeared out. A future
sensitivity study based on the model approach of this work may further quantify the
importance of the T -dependent chemistry to the temperature, brightness, and altitude
relations of the OH* emission as a function of latitude and season.

6. Summary and outlook
This work has focussed on the dynamic variability of the upper mesospheric region,
which is largely driven by the interaction of vertically propagating atmospheric waves at
various temporal and spatial scales. Understanding the dynamic response of the meso-
spheric region is crucial for our general understanding of its response to climate change.
While previous studies proposed this region to be a potential candidate of an early indi-
cator of climate change (e.g. see Beig et al. [2003] and the following paper series of the
same author/s), the complex interaction with the surrounding atmospheric layers but
also its remote location make its assessment as a climate change indicator a challenging
task.
The hydroxyl airglow layer was studied in the frame of this work as a diagnostic tool
for dynamical perturbations at the mesopause region. In summary, the key achievements
of this work include the
1. further refinements of FTIR based observations of the OH* emission at the high
latitudinal AWIPEV/Koldewey station in Ny-A˚lesund, Spitsbergen,
2. continuous operation of these measurements during the polar winter season,
3. establishing and evaluation of a multiyear time series of rotational temperatures
above Ny-A˚lesund,
4. establishing of gas-kinetic simulations that are driven by a state-of-the-art 3D
chemistry climate model.
The important aspects of these achievements are briefly summarised as follows:
(1.-2.): The instrumental sensitivity function was characterised by an external black-
body calibration source. In addition, the transmittance of the hatch windows was deter-
mined. Following these calibration measurements a correction for the spectral sensitivity
was estimated for each OH(3-1), OH(4-2), and OH(8-5) Meinel band. In each case, the
relative change in the instrumental sensitivity was typically below about 2 % and even
less with respect to the window transmittance. Hence, the overall impact of the correc-
tion for the instrumental sensitivity and window transmittance on the results was found
to be minor, i.e. less than |∆T | = 1.6K for all bands.
A further comparison between the uncooled narrow band InGaAs detector and a new
detector equipped with a thermoelectrically cooled extended InGaAs diode revealed that
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despite the enhanced thermal noise, the performance of the uncooled InGaAs detector
in measuring the OH* emission is superior due to its narrow band capability. Existing
concerns with regard to its thermal stability were addressed by investigating time in-
variant intensity ratios of the OH* emission, which did not imply major drifts in the
instrumental sensitivity with the instrumental temperature changes.
The installation of a new hatch window allowed for continuous low elevation measure-
ments throughout the polar night. Owing to the increased apparent OH* layer thickness
along the oblique LOS, the SNR of the emission spectra was significantly improved, such
that the number of non-discarded spectra relative to the total number of measurements
increased by more than factor of three compared to the previous seasons where the zenith
hatch window was used. In turn, simulations of the atmospheric transmission at low
viewing angles indicate that the iterative retrieval of OH(4-2) and OH(8-5) temperatures
critically depends on the simulated atmospheric transmission spectrum.
(3.): Simultaneous measurements of rotational emission lines from the OH(3-1) and
OH(4-2) Meinel bands allowed for the derivation of rotational temperatures. In princi-
ple, further emission lines of the OH(8-5) Meinel band could be detected but only with
weak SNRs.
Following the criteria of Bittner et al. [2002] for the spectral averaging and including
several criteria for the automated data filtering allowed for the derivation of a rotational
temperature time series for six polar winter seasons between 2007 and 2014. In com-
parison with MLS temperature estimates, the best absolute agreement was found for
the OH(3-1) temperatures for the entire time series, while OH(4-2) temperatures are
significantly lower after 2010. The largest offset to MLS is found for the OH(8− 5) tem-
peratures of the entire time series. In particular the increased offset between OH(3-1)
and OH(4 − 2) temperatures after 2010 is a striking feature of the time series. With
respect to the critical dependency of the OH(4-2) temperature retrieval from the sim-
ulated atmospheric transmission, it is likely that the observed offsets to the OH(3-1)
temperatures, having average magnitudes between 10 K to 20 K, are partially affected
by deviations from the true atmospheric transmission spectrum, otherwise, the observed
thermal gradient between both Meinel bands would be exceptionally large. In addition,
the exceptionally low OH(8-5) temperature estimates are a quite surprising result com-
pared to previous studies and suggest a further investigation of the origin of the low
temperature estimates.
The determination of absolute temperatures in the MLT region remains a challenging
task as illustrated in this work. Nonetheless, the relative changes in OH(3-1), OH(4-2),
and MLS temperatures are highly correlated, implying a consistent dynamic response in
each temperature time series. Furthermore, a comparison with the stratospheric dynamic
conditions revealed a coupling with the upper mesospheric fraction that is reflected in
its adiabatic temperature response and gives further support to the theory of the gravity
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wave interaction with the zonal mean flow. Interestingly, the minor SSW event in 2011
seems to reflect a peculiar case where an anomaly in upper mesospheric temperatures
appears to precede the dynamic changes in the stratosphere. This contradicts the typical
explanation of an upward propagating disturbance. Vice versa, inspection of the solar
conditions before and during the SSW did not reveal any major events that could have
perturbed the MLT region, hence, the question of the driving perturbing mechanism
remains subject to further investigations.
In addition to the large scale coupling with the lower atmospheric layers, the temper-
ature time series above Ny-A˚lesund revealed harmonic perturbations at hourly scales.
Furthermore, a coherent response in a selected rotational line intensity could be found
in many cases. In comparison, temperature perturbations are preceding the intensity
perturbations in most cases, corroborating current theoretical models on gravity/tidal
wave perturbations of airglow and the predominant origin of these waves at the lower
atmospheric layers. Another interesting aspect was revealed during two events where
a phase shift between the OH(3-1) and OH(4-2) temperature oscillations exists, which
can be explained by the vertically displaced VER profiles of both emission bands. How-
ever, a similar phase shift could not be observed for the intensity oscillations. Following
the HTS theory, this must be explained by the different altitudes of the maximum tem-
perature and intensity responses to wave perturbations, i.e. the altitude difference of
the bottom side profiles (maximising intensity response) is less distinct compared to the
profile peak altitudes (maximising temperature response).
(4.): While the systematic vertical shifts in the OH* emission affect the rotational
temperature estimates depending on the observed emission band, the gas-kinetic sim-
ulations of this work provide a deeper insight into the role of the collisional quenching
process on the temporal modulation of these shifts. A semi-annual modulation of sim-
ulated vertical OH(ν) profile shifts at equatorial latitudes, where the amplitude of the
diurnal migrating tide maximises, was successfully revealed in this work. This result
provides further support to previous observational studies on the OH* airglow response
to the diurnal migrating tide. However, while previous studies were mainly addressing
the impact of collisional quenching with atomic oxygen on the vertical shifts in the OH*
emission, this work has demonstrated that the combined effect of atomic and molecular
oxygen has a strong impact on the vertical shifts. In addition, the model study of this
work shows that the seasonal variation in O and O2 quenching is in phase with the
semi-annual oscillation of vertical OH(ν) profile shifts at the equator. On the contrary,
the diurnal evolution of O and O2 quenching is less coherent and, in addition, the source
gas profiles strongly vary. Both aspects provide an explanation for the poor nighttime
correlation between observed and simulated vertical OH(ν) profile shifts and atomic
oxygen only.
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Outlook: A further improvement of the OH* measurements at the AWIPEV/Koldewey
station is expected for the ongoing winter season 2014–15 with the recently upgraded
hatch, which is equipped with an automated shutter instead of a hatch window. Accord-
ingly, the SNR will further increase due to the avoided transmission loss at the hatch
windows. Furthermore, with the disassembling of the old hatch, the measurements of
the window transmittance can be repeated inside the laboratory. In comparison with
the earlier blackbody setup on the roof of the building, this will significantly simplify the
instrumental alignment and further improve the characterisation of the window trans-
mittance.
The revealed temperature differences between different OH* Meinel bands and space-
borne measurements remain an important subject of ongoing investigations. With re-
gard to the temporal variability of the OH* airglow layer, the inclusion of its brightness
fluctuations to the analysis of rotational temperature appears to be most promising
as demonstrated in the frame of this work. In this context, a future cross-correlation
analysis would enable us to derive vertical wave properties from the measurements in
Ny-A˚lesund.
Moreover, the strong anti-correlation between the OH* emission brightness and peak
altitude, which could also be found in the model study of this work, implies a further
crucial information that is contained in the OH* emission. Finding a corresponding em-
pirical relationship between OH* brightness and peak altitudes would be of great value
for the assessment of the dynamic conditions above Ny-A˚lesund.
Finally, the updated quenching model that was established in this work provides
the opportunity to study the correlations between rotational temperatures, OH* peak
altitudes and emission brightness at various temporal and spatial scales. With regard
to the OH* measurements in Ny-A˚lesund, it is a desirable future task to combine these
measurements with corresponding model runs. Ideally, these model runs will resolve the
diurnal variability at the fixed geolocation of Spitsbergen in order to study the underlying
processes of the dynamic variability of the OH* layer at various scales in more depth.
A. Appendix
A.1. Blackbody calibration
Table A.1 presents a list of several blackbody measurements and includes some general
information on the applied settings as well as the determined signal strength from the
spectroscopic software. As discussed in Sect. 3.4, the instrumental sensitivity is deter-
mined from each measurement by dividing the measured spectrum with its correspond-
ing theoretical Planck curve. From the linearly fitted instrumental sensitivity its relative
change ∆Sinst is estimated for the spectral interval from 6480 to 6584 cm
−1, which corre-
sponds to the transitions of the outer P1(4) and P2(2) lines of the OH(3− 1) band used
for the temperature retrieval. The resulting values for each measurement are presented
in Tab. A.2. Here, the first value refers to the forward-scan and the second value refers
to the backward-scan mode of the scanner arm. The uncertainty of the relative change
in the instrumental sensitivity is estimated from the calculated standard error of the
slope parameter. By means of propagation of uncertainties, we may simply express the
uncertainty in the change of instrumental sensitivity by
u(∆Sinst) ≈ |(σ2 − σ1) · uslope| , (A.1)
where σ1 = 6480 cm
−1 and σ2 = 6584 cm−1 denote the wavenumbers of the selected
interval and uslope is the uncertainty of the slope parameter, which is estimated by the
corresponding standard error from the linear regression. Finally, the relative proportion
of the estimated uncertainty u(∆Sinst) to the instrumental sensitivity Sinst(σ1) is deter-
mined and included in Tab. A.2.
In addition to the spectral region of the OH(3-1) band, the relative change in the
instrumental sensitivity is estimated for the P1(4) and P2(2) transitions of the OH(4−2)
band. Because of the rather non-linear instrumental response in this wavelength region
(see also Fig. 3.10), the fitting is performed with a cubic polynomial function. Because
of the correlation between the regression parameters of the cubic fit, a similar estimate of
uncertainty as done for the linear case would require the consideration of the covariance
of regression coefficients in addition. Because of the rather similar residuum between the
fitted and measured instrumental sensitivity in the OH(4-2) spectral region compared
to the OH(3-1) spectral region, we may assume that the uncertainty will be somewhat
similar, hence, we skip the explicit calculation in this case. The corresponding ∆Sinst
values for the OH(4-2) band are shown on the right side of Tab. A.2.
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No. date time (UTC) T (◦C) ADC APT (mm) PreGain
01 03.11.2010 00:40 650 16524/17017 0.5 4
02 03.11.2010 10:50 450 22000/23341 12.5 2
03 03.11.2010 17:02 580 15838/16446 12.5 1
04 03.11.2010 21:12 580 15836/16440 12.5 1
05 04.11.2010 21:27 1000 8911/8843 0.8 1
06 05.11.2010 22:50 600 7218/7104 0.5 3
07 05.11.2010 23:33 590 18035/15515 0.5 4
08 08.11.2010 00:56 1000 16423/16480 0.8 1
09 08.11.2010 01:02 1000 28184/28186 0.5 1
10 03.11.2010 21:12 580 16138 12.5 1
11 18.02.2011 09:46 230 17056/16011 12.5 4
12 27.03.2012 08:54 230 11095/12525 12.5 4
13 08.10.2011 14:31 230 16541/15726 12.5 4
Table A.1.: Blackbody settings including blackbody temperature T , amplitude digital
counts (ADC) for forward and backward-scan (measurement No. 10 com-
bines both scans), aperture size (APT) and Pre-amplifier stage (No. 1-4).
OH(3-1)
rel. change of instr. sensitivity: ∆Sinst (%)
No. fw-scan bw-scan
01 1.12± 0.03 1.15± 0.03
02 1.262± 0.009 1.406± 0.008
03 1.179± 0.004 1.309± 0.004
04 1.166± 0.004 1.316± 0.004
05 1.828± 0.006 1.801± 0.006
06 1.21± 0.03 0.29± 0.03
07 0.29± 0.03 0.29± 0.03
08 1.676± 0.004 1, 674± 0.004
09 1.711± 0.008 1.731± 0.008
10 1.218± 0.003
11 2.25± 0.05 2.28± 0.03
12 1.14± 0.09 1.2± 0.1
13 2.15± 0.05 1.96± 0.05
OH(4-2)
∆Sinst (%)
fw-scan bw-scan
0.76 0.75
1.3 1.4
1.3 1.4
1.2 1.4
1.40 1.42
1.45 1.46
0.7 0.5
1.88 1.87
1.91 1.88
1.2
2.2 2.1
0.8 1.3
2.02 2.02
Table A.2.: Left table: Relative change of (linearly) fitted instrumental sensitivity ∆Sinst
(forward-/backward-scan) between spectral line positions of OH(3-1)/P1(4)
and P2(2) transitions. Right table: Corresponding ∆Sinst values for the
OH(4-2)/P1(4) and P2(2) transitions based on a cubic polynomial fit. See
Tab. A.1 for the instrumental settings of each result.
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A.2. Apparent layer thickness
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Figure A.1.: Geometry of apparent OH layer thickness d2 as a function of zenith angle
Θ0. The scale of the centric layer is exaggerated for better illustration.
The geometry used for the derivation of the apparent layer thickness as a function of
zenith angle Θ0 (Eq. A.14) is presented in Fig. A.1. Accordingly, we assume a spherical
Earth with radius RE, which is surrounded by a spherical layer with known altitude h1,
known thickness h2, and having the same centre. For the sake of simplicity, we further
define the parameters a and b as shown in this figure. From the law of sines we find the
following relation to d2:
d2 = a
sin (φ3)
sin (φ1)
. (A.2)
Accordingly, we need to relate the known values of the parameter a as well as the zenith
angle to the arguments of the sine functions on the right hand side of this equation. For
this task, let us first set up the following relations:
φ1 = π − β (A.3)
Θ1 = π −Θ0. (A.4)
Again, making use of the law of sines and applying Eq. (A.3) leads to:
RE
sin (β)
=
b
sin (Θ1)
(A.3)⇒ RE
sin (π − φ1) =
b
sin (Θ1)
. (A.5)
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Two further expressions are needed to resolve the φ-terms of Eq. (A.2). From the law
of sines we get:
a
sin (φ1)
=
b
sin (φ2)
. (A.6)
By resolving Eq. (A.5), (A.6), and by considering the sum of angles in a triangle, we get
the following expressions for φ:
φ1 = π − arcsin

RE
b
sin (Θ1)

(A.7)
φ2 = arcsin

b
a
sin (φ1)

(A.8)
φ3 = π − (φ1 + φ2). (A.9)
We can now substitute the above expressions in Eq. (A.2) and receive:
d2 = a
sin

arcsin

RE
b
sin (Θ1)
− arcsin  b
a
sin (φ1)

sin

π − arcsin RE
b
sin (Θ1)
 . (A.10)
In the next step, we make use of the following property of the sine function:
sin (π − x) = sin(x). (A.11)
Consideration of Eq. (A.4,A.5,A.11) resolves Eq. (A.10) accordingly:
d2 = a
sin

arcsin

RE
b
sin (Θ0)
− arcsin RE
a
sin (Θ0)

RE
b
sin (Θ0)
. (A.12)
This expression can be further simplified. According to Semendjaev and Bronstein [2005]
the following addition theorem exists:
arcsin(x)− arcsin(y) = arcsin

x

1− y2 − y
√
1− x2

, if xy ≥ 0. (A.13)
Because (0 < RE < b < a) and (0 ≤ Θ0 ≤ π/2), Eq. (A.12) satisfies the condition of
Eq. (A.13), this finally leads to the following simplified expression of the apparent layer
thickness:
d2 =

a2 − (RE sin (Θ0))2 −

b2 − (RE sin (Θ0))2 . (A.14)
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A.3. OH* rate constants and radiative lifetimes
The following tables summarise the applied rate constants and radiative lifetimes to the
OH* quenching model Eq. (5.3). References to the values listed herein are provided in
Tab. 5.1.
In addition, the α = 0.723 correction factor for the quenching rate constants of molec-
ular oxygen and the β = 1.293 correction factor for the quenching rate constant of
atomic oxygen are adapted from Xu et al. [2012] in this work. All tables in this section
show the rate constants without any applied correction.
ν ′ 1 2 3 4 5 6 7 8 9
Pnasc 0.00 0.00 0.00 0.00 0.01 0.03 0.15 0.34 0.47
Table A.3.: Nascent vibrational population
ν ′′
0 1 2 3 4 5 6 7 8

A(sec−1)
ν ′ = 1 17.6222 17.6222
ν ′ = 2 10.4814 23.9335 34.4149
ν ′ = 3 1.1397 27.9637 22.4993 51.6027
ν ′ = 4 0.1365 4.1771 49.2969 16.6444 70.2549
ν ′ = 5 0.0198 0.6339 9.5405 71.5895 9.4585 91.2422
ν ′ = 6 0.0034 0.1115 1.7670 17.3699 92.1496 3.8102 115.2116
ν ′ = 7 0.0231 0.3687 3.8297 27.5363 108.2748 2.3080 142.3406
ν ′ = 8 0.0887 0.9336 7.0718 39.8385 116.6081 6.9831 171.5238
ν ′ = 9 0.2551 2.0248 11.4909 54.7226 112.4054 18.3507 199.2495
A(ν ′, ν ′′) in (sec−1) at the rotational temperature of 200 K
Table A.4.: Einstein coefficients
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ν ′′
0 1 2 3 4 5 6 7 8

kO23
ν ′ = 1 1.9 1.9
ν ′ = 2 0.3 3.7 4.0
ν ′ = 3 0.1 1.0 6.6 7.7
ν ′ = 4 0.1 0.5 2.3 10.1 13.0
ν ′ = 5 0.3 0.7 2.1 5.7 15.8 24.6
ν ′ = 6 0.7 1.4 2.8 5.5 11.0 22.0 43.4
ν ′ = 7 4.4 6.1 8.5 11.8 16.4 22.8 31.7 101.7
ν ′ = 8 4.4 5.9 7.8 10.4 13.9 18.6 24.8 33.0 118.8
ν ′ = 9 27.7 29.2 30.7 32.3 34.1 35.8 37.7 39.7 41.8 309.0
kO23 (ν
′, ν ′′) in units of 10−13cm3(molec · sec)−1
Table A.5.: Multi-quantum relaxation through quenching with molecular oxygen
ν ′ 1 2 3 4 5 6 7 8 9
kOL (ν
′) 500 500 500 500 500 500 500 500 500
in units of 10−13cm3(molec · sec)−1
Table A.6.: Complete removal of vibrational state ν ′ by atomic oxygen through either
collisional quenching (R4) or chemical destruction (R5).
ν ′ 1 2 3 4 5 6 7 8 9
kN2L (ν
′) 0.06 0.1 0.17 0.3 0.52 0.91 1.6 7 4.8
in units of 10−13cm3(molec · sec)−1
Table A.7.: Single–quantum relaxation through quenching with molecular nitrogen
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Corrections
p.7, line 19: replaced sentence ”[...] radiative cooling mechanism is provided by
CO2. This is because the rate of collisional quenching of these species with am-
bient air decreases due to the decrease in mesospheric air density with altitude,
hence, the probability of radiative deexcitation of these species increases” → ”[...]
radiative cooling mechanism is provided by CO2, which is largely driven by trans-
fer of energy due to collisions with atomic oxygen [Beig et al., 2003].”
p.11, line 16: ”inverse square of density” → ”inverse square root of density”
p.16, line 10: fixed swapped states ”O(1D2)→ O(1S0)” → ”O(1S0)→ O(1D2)”
p.29, Eq. (3.1) and Eq. (3.2): fixed swapped differentials dx←→ dσ
p.39, Eq. (3.19): 2πcσ
2
exp ( σ
kBT
)−1 → 2πcσ
2
exp ( hcσ
kBT
)−1
p.67, Fig. 4.6: ”solar elevation ≤ 7◦” → ”solar elevation ≤ −7◦”
p.118, Fig. 5.5: inserted correct panel (g)
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