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Abstract
We consider the afﬁne equivariant sign covariance matrix (SCM) introduced by Visuri et al.
(J. Statist. Plann. Inference 91 (2000) 557). The population SCM is shown to be proportional
to the inverse of the regular covariance matrix. The eigenvectors and standardized eigenvalues
of the covariance matrix can thus be derived from the SCM. We also construct an estimate of
the covariance and correlation matrix based on the SCM. The inﬂuence functions and limiting
distributions of the SCM and its eigenvectors and eigenvalues are found. Limiting efﬁciencies
are given in multivariate normal and t-distribution cases. The estimates are highly efﬁcient in
the multivariate normal case and perform better than estimates based on the sample
covariance matrix for heavy-tailed distributions. Simulations conﬁrmed these ﬁndings for
ﬁnite-sample efﬁciencies.
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1. Introduction
Let X be a k-dimensional random vector with ﬁnite second-order moments.
Denote S its covariance matrix, which we suppose to be non-singular. The spectral
decomposition of the covariance matrix is given by S ¼ PLPT ; where P is the matrix
with the eigenvectors v1;y; vk of S in its columns and L is a diagonal matrix with
the corresponding eigenvalues l1;y; lk as diagonal elements. We may also state the
spectral decomposition in the form S ¼ lPLPT ; where l ¼ ðl1?lkÞ1=k is the
geometrical mean of the eigenvalues and L ¼ lL: The matrix L is then a diagonal
matrix of standardized eigenvalues
lj ¼
lj
ðl1?lkÞ1=k
: ð1Þ
Bensmail and Celeux [2] use the terms scale, shape and orientation for the items l; L
and P:
In this article we consider the afﬁne equivariant sign covariance matrix (SCM)
which can be used to estimate the shape L and orientation P of the covariance
matrix. Under a speciﬁed elliptical model distribution a consistent estimate of S can
be obtained. The SCM estimator has been proposed by Visuri et al. [26], but its
asymptotic properties have not yet been considered. The SCM estimator is based on
the concept of affine equivariant signs, which have been applied for hypothesis testing
in the multivariate one sample case [12] and for MANOVA [13]. For a review of
multivariate signs and ranks, see [20].
The eigenvectors of the SCM can serve for a more robust version of classical
principal components analysis (PCA). Using robust covariance matrix estimators for
performing robust PCA has ﬁrst been considered by Devlin et al. [10] by means of
M-estimators. More recently, Croux and Haesbroeck [6] computed inﬂuence
functions and efﬁciencies for eigenvectors and eigenvalues of high breakdown
estimators of covariance. A PCA based on the SCM will not have a positive
breakdown point, but is shown to be highly efﬁcient at normal and heavier tailed
distributions. Moreover, by using multivariate signs, the approach gets a non-
parametric ﬂavor.
Section 2 introduces the sample SCM matrix and its population counterpart,
whereas Section 3 explicits the relation between the population covariance matrix
and the SCM at location-scale families. The main contribution of the paper is the
derivation of the inﬂuence function and limiting distribution of the SCM, treated in
Section 4. Asymptotic behavior of the eigenvectors and standardized eigenvalues of
the SCM are derived in the next section. Section 6 shows how one can easily obtain
estimates for the population covariance and correlation matrix. Finally, by means of
a modest simulation study the asymptotic efﬁciencies are compared with ﬁnite
sample ones.
Throughout the paper, we will use lowercase boldface letter to denote a vector and
an uppercase boldface letter instead if an underlying distribution is assumed. By
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EF ðXÞ we will mean the expectation of a random vector X from a distribution F : All
the proofs are reserved for the Appendix.
2. Afﬁne equivariant sign covariance matrix
In the univariate case the sign of x with respect to y is the derivative of
Vðx; yÞ ¼ abs det 1 1
y x
 !( )
¼ absfx  yg
with respect to x; that is Sðx; yÞ ¼ signfx  yg: The sample median is known to
minimize the sum of the volumes (lengths of line segments or univariate simplices)
Vðxi; yÞ; where xi are the data points. The empirical signs are then taken with respect
to the sample median #y and denoted by Sˆi ¼ Sðxi; #yÞ for i ¼ 1;y; n: They are
centered since
P
Sˆi ¼ 0:
Next, we extend this deﬁnition to the multivariate setting. Let x1;y; xn be
k-variate ðk41Þ data set. The multivariate Oja [19] median #h minimizes the criterion
function
P
i1o?oik Vðxi1 ;y; xik ; hÞ; where
Vðx1;y; xk; xkþ1Þ ¼ 1
k!
abs det
1 ? 1 1
x1 ? xk xkþ1
 !( )
is the volume of the k-variate simplex determined by the vertices x1;y; xk; xkþ1: To
shorten the notations, write I ¼ ði1;y; ik1Þ with 1pi1o?oik1pn; for an
ordered set of indices. This new index I then refers to a k  1 subset of observations
with indices listed in I : The multivariate empirical sign vector of k-variate vector x
with respect to h is the gradient of
Vnðx; hÞ ¼ 1ð n
k1Þ
X
I
abs det
1 1 ? 1 1
h xi1 ? xik1 x
 !( )
¼ aveIfabs½detðxi1  h ? xik1  h x  hÞ
g ð2Þ
¼ aveIfabs½eTðI ; hÞðx  hÞ
g
with respect to x: Here eðI ; hÞ is the vector of cofactors corresponding to the last
column of the matrix in (2) and the sums and the average go over all possible k  1
subsets I : Then the sign vector of x with respect to h is simply
Snðx; hÞ ¼ aveIfsign½eTðI ; hÞðx  hÞ
eðI ; hÞg:
The empirical multivariate signs with respect to #h are then deﬁned, as in the
univariate case, by #Si ¼ Snðxi; #hÞ; i ¼ 1;y; n; where #h is the multivariate Oja
median. These multivariate signs are thus centered, so
P
#Si ¼ 0: The SCM is now
simply deﬁned as the usual covariance matrix computed from the empirical
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multivariate signs:
Dˆ ¼ aveif #Si #STi g:
The signs and the SCM enjoy the following afﬁne equivariance property:
Lemma 1. Let the sign vectors #Si and the SCM Dˆ
 be calculated from the transformed
observations xi ¼ Axi þ b with a non-singular matrix A and a k-dimensional vector b:
Then #Si ¼ absfdetðAÞgðA1ÞT #Si and Dˆ ¼ detðAÞ2ðA1ÞT DˆA1:
In Fig. 1, a bivariate data set is pictured (left panel) together with the
corresponding sign vectors #Si (right panel). We see that the signs move the data
points towards the periphery of an ellipse. The sign vector points roughly in the
direction of the observation, while its magnitude depends on the dispersion of the
data in the space orthogonal to the observation vector. The form of this ellipse is
therefore merely determined by the inverse of the covariance structure of the data.
Fig. 1 indicates that this structure has not been inﬂuenced by the outlier (marked by
) present in the data cloud.
Next, we deﬁne the population counterparts of the multivariate median, signs and
SCM. For an underlying distribution F ; the theoretical Oja median TðFÞ minimizes
EF ½VðX1;y; Xk; hÞ
 or solves rEF ½VðX1;y; Xk; TðFÞÞ
 ¼ 0: The population multi-
variate sign of x with respect to h is given by
SF ðx; hÞ ¼ EF ½signfETðI ; hÞðx  hÞgEðI ; hÞ
;
where EðI ; hÞ is the vector of cofactors of x in ðX1  h ? Xk1  h xÞ: Note that
the population sign of X with respect to Oja median, SF ðX ; TðFÞÞ; has expected
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Fig. 1. Representation of a bivariate data cloud (left panel) together with the corresponding bivariate sign
vectors (right panel) calculated from the data.
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value zero. Finally, the population SCM is
D ¼ DðFÞ ¼ EF ½SF ðX ; TðFÞÞSTF ðX ; TðFÞÞ
:
Note that DðFÞ exists if the ﬁrst-order moments of F are ﬁnite.
3. The relation between R and the SCM
3.1. Elliptical model
Consider ﬁrst the spherical case and let F0 be the cdf of a k-variate spherical
distribution with mean vector 0 and covariance matrix Ik ( the k  k identity matrix),
which we call a standardized spherical distribution. A spherically distributed random
variable XBF0 can be decomposed as X ¼ RU where R ¼ jjX jj and U ¼ X=R are
independent with U being uniformly distributed on the unit sphere. The Oja median
TðF0Þ is then a zero vector and the population sign of x with respect to the Oja
median equals (cf. Lemma A.2 in the appendix)
SF0ðx; 0Þ ¼
Gkðk
2
ÞEk1F0 ðRÞﬃﬃﬃ
p
p
Gk1ðkþ1
2
Þ u ¼ cF0u; ð3Þ
which is a constant times the direction vector u ¼ x=jjxjj: Thus, population signs at
F0 are on the sphere with radius cF0 : For the k-variate standard normal distribution
F0 ¼ F; for example, cF ¼ 2ðk1Þ=2Gðk=2Þp1=2: From (3) it readily follows that the
theoretical SCM of F0 equals
DðF0Þ ¼ EF0 ½SF0ðX ; 0ÞSTF0ðX ; 0Þ
 ¼ ðc2F0=kÞIk:
We used here that EðU2i Þ ¼ 1=k and EðUiUjÞ ¼ 0; where Ui and Uj are distinct
components of U : (See Lemma A.1 in the appendix.)
Let Z be a random vector from a standardized spherical distribution F0 and write
X ¼ S1=2Z þ l; where S is a positive deﬁnite symmetric k  k matrix and l a
k-vector. Then the distribution F of X is said to be elliptically symmetric with mean
vector l and covariance matrix S: Because of the afﬁne equivariance of the Oja
median, we have TðFÞ ¼ l: Moreover, due to afﬁne equivariance of the population
sign of x ¼ S1=2z þ l with respect to l (as in Lemma 1),
SF ðx; lÞ ¼ detðS1=2ÞS1=2SF0ðz; 0Þ;
implying that population signs at elliptical distributions are lying on the ellipsoid
with center at the origin. The population SCM equals then
DðFÞ ¼ ðc2F0=kÞ detðSÞS1:
3.2. Location-scale model
A similar intimate relation between the covariance matrix and the SCM still holds
in a wider family of distributions which we call a multivariate location-scale family.
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We start with a standardized (so having mean vector 0 and unit covariance matrix)
random vector Z whose distribution is reflection and permutation invariant in the
sense that GZBZ (GZ and Z have the same distribution) for every permutation or
reﬂection k  k matrix G: A permutation matrix is obtained by permuting the rows
or columns of the identity matrix and a reﬂection matrix is a diagonal matrix with
diagonal elements 71: For reﬂection and permutation invariant distributions, the
marginal variables are identically distributed, symmetric about zero and uncorre-
lated. A location-scale model is then given by the family of distributions of the
random vector X ¼ S1=2Z þ l for every non-singular symmetric k  k matrix S and
k-vector l: The mean vector and the covariance matrix of X are again l and S;
respectively. Elliptical distributions belong to a location-scale family. A non-elliptic
example is given by the choice where the margins of Z are iid random variables from
a Laplace distribution with mean 0.
Theorem 1. Let the distribution F0 of Z be reflection and permutation invariant with
mean vector 0 and covariance matrix Ik: Denote by F the distribution of X ¼
S1=2Z þ l: Then EF ½SFfX ; TðFÞg
 ¼ 0 and DðFÞ ¼ wF0 detðSÞS1; where wF0 is a
constant depending on F0 only.
Theorem 1 states that the population SCM is proportional to the inverse of the
covariance matrix in a location-scale model. This implies that the eigenvectors of the
population SCM equal the eigenvectors of the population covariance matrix.
Moreover, the corresponding standardized eigenvalues of the population SCM are
the inverses of the standardized eigenvalues of S:
The functional TðFÞ in Theorem 1 was taken to be the Oja median, but it can be
replaced by any afﬁne equivariant location functional satisfying TðF0Þ ¼ 0: Also, in
the next section, when considering the asymptotic behavior of the SCM, the Oja
median may be replaced by any
ﬃﬃﬃ
n
p
-convergent estimate of l:
4. Inﬂuence function and the asymptotic behavior of the SCM
4.1. Influence function and limiting distribution
Consider a sample of iid random vectors X1;y; Xn from a symmetric k-variate
distribution F with ﬁnite second-order moments. We say that X follows a symmetric
distribution if there exists a vector l such that the distributions of X  l and
ðX  lÞ are the same. Note that the location-scale model and the elliptical
models are subclasses of symmetric distributions. For symmetric F ; the
population Oja median TðFÞ is the symmetry center l and we suppose without
loss of generality that l ¼ 0:
We will use the shorthand notations, EðIÞ ¼ EðI ; 0Þ and SnðxÞ ¼ Snðx; 0Þ: The
following lemma shows that aveifSnðX iÞSTn ðX iÞg is asymptotically equivalent with a
U-statistic.
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Lemma 2. Write K ¼ ði1;y; i2k1ÞCf1;y; ng and consider the U-statistic Un ¼
ð n
2k1Þ1
P
K gðKÞ with kernel
gðKÞ ¼ gðX i1 ;y; X i2k1Þ
¼ ðk  1Þ!
2
ð2k  1Þ!
X
I,J,fig¼K
signfETðIÞX ig signfETðJÞX igEðIÞET ðJÞ:
Then
ﬃﬃﬃ
n
p ½Un  aveifSnðX iÞSTn ðX iÞg
!
P
0:
The next lemma permits the replacement of the sample estimate #h by the
population value l of the location estimator in asymptotical considerations.
Lemma 3. With the notations stated above,ﬃﬃﬃ
n
p ½aveifSnðX i; #hÞSTn ðX i; #hÞg  aveifSnðX iÞSTn ðX iÞg
!
P
0
for any
ﬃﬃﬃ
n
p
-convergent location estimate #h:
Before we continue with the derivation of the limiting distribution of the SCM,
we will compute its inﬂuence function. The inﬂuence function (IF) of a functional
T at F measures the effect of an inﬁnitesimal contamination located at a single
point x0: We thus consider the contaminated distribution FE ¼ ð1 EÞF þ EDx0
where Dx0 is a distribution putting all its mass at x0: The inﬂuence function is now
deﬁned as
IFðx0; T ; FÞ ¼ lim
Ek0
TðFEÞ  TðFÞ
E
¼ @
@E
TðFEÞ

E¼0
:
The IF is a tool to describe robustness properties of an estimator, but it can also be
used to compute asymptotic variance. See [11].
The IF of the multivariate sign of x with respect to any h is simply given by
IFðx0; SF ðx; hÞ; FÞ
¼ ðk  1ÞfEF ½signfETðI ; hÞðX  hÞgEðI ; hÞjX i1 ¼ x0; X ¼ x

 SF ðx; hÞg; ð4Þ
since SF ðx; hÞ is a U-statistic with kernel of order k  1: The IF of the population
SCM is given next.
Theorem 2. For a symmetric distribution F with center l; the influence function of the
SCM functional D at F is given by
IFðx0; D; FÞ ¼SF ðx0; lÞSTF ðx0; lÞ þ EF ½IFðx0; SF ðX ; lÞ; FÞSTF ðX; lÞ

þ EF ½SF ðX ; lÞIFðx0; SF ðX ; lÞ; FÞT 
  DðFÞ: ð5Þ
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The main result of this section is stated now. We use ‘‘vec’’ as operator working on
matrices: vecðAÞ vectorize matrix A by stacking the columns of the matrix on top of
each other.
Theorem 3. Assume that F is a k-variate symmetric distribution F with finite second-
order moments. Then Dˆ!P D and ﬃﬃﬃnp vecðDˆ  DÞ has a limiting multinormal
distribution with zero mean and asymptotic covariance matrix
ASVðDˆ; FÞ ¼ EF ½vecfIFðX ; D; FÞgvecfIFðX ; D; FÞgT 
:
The SCM is therefore asymptotically normal under the restriction of ﬁnite second-
order moments. Note that asymptotic normality of the sample covariance matrix
requires existence of the fourth-order moments.
4.2. Special case: the elliptical model
In case of elliptically symmetric model distribution, it is possible to render Eqs. (4)
and (5) much more explicit. Special attention will be given to the important class of
multivariate normal and t-distributions.
First consider a spherical F0 with symmetry center 0 and covariance matrix Ik: The
inﬂuence function of the sign of x with respect to 0 at F0 is (cf. Lemma A.3 in the
appendix)
IFðx0; SF0ðx; 0Þ; F0Þ ¼ ðk  1Þ dc0F0
ðIk  u0uT0 Þx
jjðIk  u0uT0 Þxjj
 SF0ðx; 0Þ
	 

; ð6Þ
where d ¼ jjx0jj and u0 ¼ x0=d is the unit vector in the direction of x0: Note that the
inﬂuence function of the sign vector is unbounded as it is a linear function of the
length of the perturbing vector x0: The constant c
0
F0
above is deﬁned as
c0F0 ¼ cF0
ðk1
2
ÞG2ðk1
2
Þ
EF0ðRÞG2ðk2Þ
; ð7Þ
where R is the length of a random vector from F0 and cF0 has been deﬁned in (3).
Starting from (6) and Theorem 2, the next result has been proven.
Theorem 4. For a spherical distribution F0 with mean vector 0 and covariance matrix
Ik; the influence function of the SCM functional D at F0 is given by
IFðx0; D; F0Þ ¼ aðjjx0jjÞx0xT0  bðjjx0jjÞDðF0Þ;
where DðF0Þ ¼ ðc2F0=kÞIk; and a and b are two real-valued functions, depending only on
F0; and defined as
aðdÞ ¼ c2F0d2f1 2dE1F0 ðRÞg;
bðdÞ ¼ 2k  1 2dkE1F0 ðRÞ;
where R is the length of a random vector from F0:
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Note that d2aðdÞ and bðdÞ are linear in d and that they depend on the dimension
k: For x0 ¼ du0; the inﬂuence function may be rewritten as c2F0f1 2dE1F0 ðRÞgu0uT0 
bðdÞDðF0Þ; which reveals more clearly the linearity of the inﬂuence function.
The SCM procedure has therefore a ‘‘least absolute deviations’’ character, and
also an unbounded inﬂuence function. Furthermore, the breakdown point
of the SCM functional is zero. Because of afﬁne equivariance of SCM, we
may now easily derive the inﬂuence function at an elliptically symmetric distribu-
tion F :
Corollary 1. Let F be an elliptical distribution with mean vector l and covariance
matrix S and let F0 be the corresponding standardized distribution having mean vector
0 and covariance matrix Ik: Then
IFðx0; D; FÞ ¼ aðdðx0ÞÞ detðSÞS1ðx0  lÞðx0  lÞTS1  bðdðx0ÞÞDðFÞ
with d2ðx0Þ ¼ ðx0  lÞTS1ðx0  lÞ the squared mahalanobis distance of x0; DðFÞ ¼
ðc2F0=kÞ detðSÞS1; and where the two functions a and b depend on F0 and are as in
Theorem 4.
Remark. A referee noticed the similarity with the inﬂuence function of DðFÞ and
that of the functional HðFÞ ¼ detfCovðFÞg½CovðFÞ
1; where
CovðFÞ ¼ EF ½ðX  EF ½X 
ÞðX  EF ½X
ÞT 

is the functional representation of the classical covariance matrix estimator. The
inﬂuence function of HðFÞ is then
IFðx0; H; FÞ ¼ aðdðx0ÞÞ detðSÞS1ðx0  lÞðx0  lÞTS1  bðdðx0ÞÞHðFÞ;
where aðdÞ ¼ 1 and bðdÞ ¼ k  1 d2:
Using Theorems 3 and 4, it is now possible to ﬁnd out expressions for the
asymptotic covariance matrix of the SCM. Before that, we need to introduce some
notations. A commutation matrix Ik;k; is a k
2  k2 block matrix with ði; jÞ-block
being equal to a k  k matrix that is 1 at entry ð j; iÞ and zero elsewhere. Recall that
the Kronecker product of k  k matrices A and B; denoted by A#B; is a k2  k2-
block matrix with k  k-blocks, the ði; jÞ-block equal to aijB: For relations of
Kronecker products, commutation matrices and vec-operator, the reader is referred
to [15]. Now write Dˆii for an on-diagonal element of the matrix Dˆ and Dˆij; with iaj;
for an off-diagonal element.
Corollary 2. At a spherical distribution F0; the covariance matrix of the limiting
distribution of
ﬃﬃﬃ
n
p
vecðDˆ  DÞ is given by
ASVðDˆ12; F0ÞðIk2 þ Ik;kÞ þASCðDˆ11; Dˆ22; F0Þ vecðIkÞ vecðIkÞT ;
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and at an elliptical distribution with parameters l and S it is given by
k2
c4F0
½ASVðDˆ12; F0ÞðIk2 þ Ik;kÞðD#DÞ þASCðDˆ11; Dˆ22; F0ÞvecðDÞvecðDÞT 
;
where ASCðDˆ11; Dˆ22; F0Þ is the asymptotic covariance between two distinct on-diagonal
elements and ASVðDˆ12; F0Þ is the asymptotic variance of an off-diagonal element of the
SCM.
Notice also that
ASVðDˆ11; F0Þ ¼ 2ASVðDˆ12; F0Þ þASCðDˆ11; Dˆ22; F0Þ:
The limiting distribution of the SCM is therefore characterized by 2 numbers: the
asymptotic variance of an off-diagonal element ASVðDˆ12; F0Þ and the asymptotic
variance of an on-diagonal element ASVðDˆ11; F0Þ: After some lengthy but
straightforward calculations (Lemma A.1 is useful here), we obtained
ASVðDˆij ; F0Þ ¼
c4F0f4kE2F0 ðRÞ  3g
kðk þ 2Þ ; iaj;
ASVðDˆii; F0Þ ¼
c4F0f4k2ðk2  1ÞE2F0 ðRÞ  2þ 6k  4k3g
k2ðk þ 2Þ :
The above variances (and also the functions a and b of Theorem 4) can be made
explicit by calculating EF0ðRÞ at the speciﬁed model distribution F0: For example, for
a multivariate standard normal F0 ¼ F and a k-variate standardized (so having unit
covariance matrix) spherical t-distribution with n degrees of freedom F0 ¼ tn we have
EFðRÞ ¼
ﬃﬃﬃ
2
p
Gðkþ12 Þ
Gðk
2
Þ and EtnðRÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 2p Gðn12 ÞGðkþ12 Þ
Gðn
2
ÞGðk
2
Þ :
Note that the related multivariate one sample and several samples sign test
statistics [20] are conditionally and asymptotically distribution-free (‘non-para-
metric’ in that sense), but naturally (and this happens also in the univariate case), the
companion location and scatter estimates are not even asymptotically distribution
free; however, they are Fisher consistent in a wide class of distributions.
5. Principal components analysis based on the SCM
Assume that the k-variate cdf F has a covariance matrix S with distinct
eigenvalues l14?4lk40 and respective eigenvectors v1;y; vk; and write S ¼
PLPT for its spectral decomposition (as deﬁned in Section 1). Further, let L be the
diagonal matrix of standardized eigenvalues as deﬁned in (1). Consequently, DðFÞ
has distinct eigenvalues 0olD;1ðFÞo?olD;kðFÞ and we write vD;1ðFÞ;y; vD;kðFÞ
for the corresponding eigenvectors, and PDðFÞLDðFÞPDðFÞT for the spectral
decomposition of DðFÞ: Further, let PˆD #LDPˆTD be the spectral decomposition of Dˆ;
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thus having the eigenvalues #lD;1o?o#lD;k of Dˆ as diagonal elements of #LD and the
corresponding eigenvectors #vD;1;y; #vD;k of Dˆ as column vectors of PˆD: Let LDðFÞ be
a diagonal matrix having as diagonal elements lD;1ðFÞ;y; lD;kðFÞ; the inverses of
the standardized eigenvalues of DðFÞ: We use the obvious notations #lD; j; j ¼
1;y; k and #LD for corresponding elements obtained from Dˆ: Theorem 1 yields
PDðFÞ ¼ P; LDðFÞ ¼ wFL1 and LDðFÞ ¼ L
for F belonging to a location-scale model. This means that the orientation of the
SCM matrix is the same as for the covariance matrix, whereas the inverses of the
eigenvalues of Dˆ allow to measure the shape of S:
Next, we derive the inﬂuence functions for eigenvector and eigenvalue functionals
at an elliptical model.
Theorem 5. Let F be elliptical distribution with mean vector l and covariance matrix S
having distinct eigenvalues, and write F0 for the corresponding standardized
distribution. The influence functions of the eigenvectors and eigenvalues of D at F
are then given by
IFðx0; vD; j; FÞ ¼ *aðdðx0ÞÞ
Xk
i¼1
iaj
zizj
lj  li vi;
IFðx0; lD; j; FÞ ¼ aðdðx0ÞÞ detðSÞðzj=ljÞ2  bðdðx0ÞÞ detðSÞðc2F0=kÞl1j ;
where zj ¼ vTj ðx0  lÞ for j ¼ 1;y; k; d2ðx0Þ ¼ ðx0  lÞTS1ðx0  lÞ and *aðdÞ ¼
ðk=c2F0ÞaðdÞ:
As in [7], we can rewrite the inﬂuence function for the eigenvectors of the SCM in
the form
IFðx0; vD; j; FÞ ¼ *aðdðx0ÞÞIFðx0; vCov; j; FÞ;
where IFðx0; vCov; j; FÞ is the inﬂuence function of the eigenvector functional of
CovðFÞ obtained by Critchley [4]. The function d-*aðdÞ is telling us how much more
or less weight an observation receives when computing eigenvectors from the SCM
instead of from the sample covariance matrix. It is instructive to have a look at the
form of this function, pictured in Fig. 2. We also compared with the *aðdÞ function of
a high breakdown estimator: the multivariate Biweight S-estimator [9,24], which has
already been considered by Croux and Haesbroeck [7]. Note that the *aðdÞ for the
classical estimator is constant and equal to one. From Fig. 2 we see that observations
far away from the origin, so for d large, receive much less weight using the SCM
instead of the classical estimator. For the high breakdown estimators the
downweighting of outliers is much stronger, which renders these estimators more
robust, but they will also be less efﬁcient. Note that observations very close to the
center have a relatively large effect on the SCM. This inlier-effect is also observed for
the spatial median, and has been discussed by Brown et al. [3]. They observed that
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the inlier effect becomes smaller and smaller with increasing k: The inﬂuence
function for the SCM remains bounded in the neighborhood of the origin, that is,
while j*aðdðx0ÞÞj-N as dðx0Þ-0; jjIFðx0; vD; j; FÞjj remains bounded.
In the paper, we set the sign of the eigenvectors in such a way that the ﬁrst element
of each vector is positive. This is needed to obtain uniquely deﬁned eigenvectors. The
following theorem shows that the estimators #lD; j and #vD; j have regular asymptotic
behavior.
Theorem 6. Let the distribution F belong to a location-scale model with covariance
matrix S having distinct eigenvalues. Then PˆD !P P and
ﬃﬃﬃ
n
p
vecðPˆD  PÞ has a limiting
normal distribution with zero mean. Furthermore, #LD !P LD and
ﬃﬃﬃ
n
p
vecð #LD  LDÞ has
a limiting normal distribution with zero mean.
For elliptical distributions, we can be more rigorous than in Theorem 6, and use
ASVðPˆD; FÞ ¼ EF ½vecfIFðX ; PD; FÞgvecfIFðX ; PD; FÞgT 
;
ASVð #LD; FÞ ¼ EF ½vecfIFðX ;LD; FÞgvecfIFðX ;LD; FÞgT 

to calculate the asymptotic covariance matrices. See also [7,8] for recent discussions
on asymptotic distributions of the estimates of eigenvectors and eigenvalues.
Corollary 3. Let F be an elliptical distribution with mean vector l and covariance
matrix S having distinct eigenvalues, and write F0 for the corresponding standardized
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Fig. 2. The function *aðdÞ for the SCM estimator, the classical covariance matrix estimator and the 25
percent breakdown S-estimator at the bivariate normal model (F ¼ F and k ¼ 2).
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distribution. Then,
ﬃﬃﬃ
n
p
vecðPˆD  PÞ and
ﬃﬃﬃ
n
p
vecð #LD  LDÞ has a limiting normal
distribution with zero mean, and PˆD and #LD are asymptotically independent. The
covariance matrix of #vD; j and the covariance matrix of #vD;i and #vD; j ; iaj; in the limiting
distribution are given by
ASVð#vD; j; FÞ ¼ k
2
c4F0
ASVðDˆ12; F0Þ
Xk
i¼1
iaj
lilj
ðlj  liÞ2
viv
T
i ;
ASCð#vD;i; #vD; j; FÞ ¼ k
2
c4F0
ASVðDˆ12; F0Þ liljðlj  liÞ2
vjv
T
i ;
correspondingly. The variance of #lD; j and the covariance of #lD;i and #lD; j; iaj; in the
limiting distribution are given by
ASVð#lD; j; FÞ ¼ detðSÞ
2
l2j
ASVðDˆ11; F0Þ;
ASCð#lD;i; #lD; j; FÞ ¼ detðSÞ
2
lilj
ASCðDˆ11; Dˆ22; F0Þ
correspondingly.
The asymptotic covariance matrix for the eigenvector estimates based on the
sample covariance matrix #Cov is given by
ASVð#vCov; j ; FÞ ¼ ASVð #Cov12; F0Þ
Xk
i¼1
iaj
lilj
ðlj  liÞ2
viv
T
i ;
where #Cov12 (by symmetry) can be regarded as any off-diagonal element of the
sample covariance matrix #Cov (e.g. [4]). This means that the asymptotic relative
efﬁciency (ARE) of the estimates #vD; j based on the SCM with respect to the estimates
#vCov; j based on the sample covariance matrix at an elliptical distribution F is given
by
AREð#vCov; j; #vD; j; FÞ ¼ ASVð
#Cov12; F0Þ
ðk2=c4F0ÞASVðDˆ12; F0Þ
:
For example, at the standardized t-distribution ðF0 ¼ tnÞ; ASVð #Cov12; tnÞ ¼
ðn 2Þ=ðn 4Þ for n44 and hence the AREs are readily calculable using the
formulas of Section 4.2. Table 1A lists the AREs calculated for multivariate t-
distributions for several dimensions and degrees of freedom. Efﬁciencies for
multinormal distributions, which correspond to the limiting case of the degrees of
freedom ðn ¼NÞ; are also given. The efﬁciencies are very high in the normal case,
and they get larger with increasing dimension. At the multivariate t-distributions, the
estimates based on SCM outperform the classical estimators, especially at the heavier
tailed distributions. Table 1B lists the same asymptotic efﬁciencies, but now relative
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to maximum likelihood estimates (MLE) for the respective multivariate t-
distributions, the latter being the most efﬁcient estimates at the model distribution.
Recall that the sample covariance matrix is the MLE at the normal model. We see
that also these efﬁciencies remain fairly high. Only when the number of degrees of
freedom becomes too low, there is a serious loss in efﬁciency w.r.t. the MLE.
The asymptotic behavior of the standardized eigenvalues will be studied in the
next section, where we will show that their relative asymptotic efﬁciencies are exactly
the same as those of the eigenvector estimates.
6. Estimating covariance and correlation
The SCM allows to estimate shape and orientation of the underlying covariance
matrix, but it is also possible to construct an afﬁne equivariant estimator for S based
on the SCM. (Maronna and Yohai [16] give an overview of existing estimators of
multivariate scatter.) Suppose that F belongs to a location-scale family generated by
F0; where F0 has been speciﬁed and is therefore supposed to be known. Deﬁne now
CðFÞ ¼ detfDðFÞg
wF0
 1=ðk1Þ
DðFÞ1
and write CðXÞ ¼ CðGÞ whenever XBG: Using the equivariance properties of the
SCM (see Lemma 1), it follows that C is afﬁne equivariant in the regular sense:
CðAX þ bÞ ¼ ACðXÞAT with A any regular non-singular k  k matrix and for any
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Table 1
AREs of the SCM eigenvector estimates with respect to those based on the sample covariance matrix
at t-distribution for several values of the dimension k and degrees of freedom n: (B) lists the AREs with
respect to the MLE
k n ¼ 5 n ¼ 6 n ¼ 8 n ¼ 15 n ¼N
(A)
2 2.000 1.447 1.184 1.031 0.956
3 1.960 1.429 1.179 1.038 0.973
5 1.905 1.400 1.167 1.040 0.987
10 1.843 1.365 1.148 1.036 0.996
15 1.816 1.349 1.139 1.032 0.998
N 1.752 1.310 1.114 1.022 1.000
(B)
2 0.857 0.904 0.947 0.975 0.956
3 0.816 0.873 0.929 0.976 0.973
5 0.762 0.827 0.897 0.968 0.987
10 0.696 0.768 0.850 0.946 0.996
15 0.666 0.739 0.825 0.932 0.998
N 0.584 0.655 0.743 0.865 1.000
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k-vector b: Moreover, by Theorem 1, one then has that CðFÞ ¼ S meaning that C is
a Fisher consistent functional for S at a location-scale model. Particularly at
elliptical models, we set wF0 ¼ c2F0=k and obtain an afﬁne equivariant scatter matrix
estimator for S: For example, at the normal model we get as sample estimate
Cˆ ¼ detðDˆÞ
c2F=k
 1=ðk1Þ
Dˆ1:
Note that also other afﬁne equivariant scatter matrix estimators, including the
minimum covariance determinant (MCD)-estimator of Rousseeuw [23] and multi-
variate S-estimators, need a scaling factor to attain consistency for S at the model
distribution. Without such a scaling factor they only estimate orientation and shape,
but not the size of the scatter matrix.
An expression for the IF of C at elliptical distributions easily follows from
Corollary 1, after using some matrix differentiation rules for the determinant and the
inverse of a non-singular matrix (see e.g. [15, Chapter 8, Theorem 1 and 3]):
IFðx0; C; FÞ ¼ *aðdðx0ÞÞðx0  lÞðx0  lÞT  *bðdðx0ÞÞS; ð8Þ
where *aðdÞ ¼ ðk=c2F0ÞaðdÞ was already deﬁned in Section 5 and *bðdÞ  1: Note that
for the classical estimator CovðFÞ; IFðx0;Cov; FÞ ¼ ðx0  lÞðx0  lÞT  S; as was
shown in [4]. In Fig. 3 we picture IFðx0; C12; F0Þ for a typical off-diagonal and on-
diagonal element of C with F0 ¼ F: We compared with the inﬂuence functions for
the classical estimator. From the ﬁgures we see that the inﬂuence functions are
smooth, but unbounded. But the increase in inﬂuence when an observation tends
away from the center of the distribution is much slower for the SCM-based
covariance matrix estimator than for the classical procedure. Notice that the inlier-
effect is visible in the ﬁgures for SCM.
Similar pictures have been depicted by Croux and Haesbroeck [6], who also
computed asymptotic efﬁciencies for several estimators of the off- and on-diagonal
elements of S: For the off-diagonal elements, there is no work to do, since one
readily can check that
AREð #Cov12; Cˆ12; F0Þ ¼ ASVð
#Cov12; F0Þ
ðk2=c4F0ÞASVðDˆ12; F0Þ
¼ AREð#vCov; j; #vD; j; FÞ
corresponding to the numbers in Table 1. For the on-diagonal elements there are
some extra computations to be done. AREs for multivariate t and normal
distributions are given in Table 2. Again we see that at the normal model, the
efﬁciencies are very high. At t-distributions the SCM-based estimators outperform
the classical estimators. We observe that the relative efﬁciencies for the on-diagonal
elements are in general higher than for the estimates of the off-diagonal elements
when comparing to Cov; but the reverse is true when we compare to the MLE.
The inﬂuence function of any afﬁne equivariant scatter matrix estimator can be
written in the form (8), but of course with different *a and *b (cf. Lemma 1 of Croux
and Haesbroeck [7]). Obtaining the *a and *b functions for the afﬁne equivariant
scatter matrix estimator C is also useful for further applications. For example, Croux
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Table 2
(A) Lists the ARE of the on-diagonal element of SCM-estimate Cˆ with respect to on-diagonal element of
the sample covariance matrix #Cov at t-distribution with selected values of dimension k and degrees of
freedom n: (B) lists the corresponding efﬁciencies relative to MLE
k n ¼ 5 n ¼ 6 n ¼ 8 n ¼ 15 n ¼N
(A)
2 2.286 1.589 1.250 1.044 0.935
3 2.227 1.562 1.243 1.054 0.960
5 2.148 1.522 1.225 1.057 0.981
10 2.060 1.472 1.198 1.050 0.994
15 2.023 1.450 1.185 1.046 0.997
N 1.934 1.396 1.152 1.031 1.000
(B)
2 0.857 0.908 0.952 0.974 0.935
3 0.795 0.859 0.923 0.974 0.960
5 0.716 0.791 0.875 0.961 0.981
10 0.625 0.707 0.805 0.928 0.994
15 0.585 0.667 0.770 0.907 0.997
N 0.483 0.558 0.658 0.810 1.000
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Fig. 3. Inﬂuence functions for an off-diagonal element (ﬁrst row) and on-diagonal element (second row)
of the SCM-estimator C (ﬁrst column) and the classical covariance estimator Cov (second column) at the
normal model.
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and Dehon [5] obtained results for robust discriminant analysis based on any afﬁne
equivariant scatter matrix estimators. Knowledge of *a and *b allows for immediate
application of their results.
From CðFÞ we can in the usual way obtain an estimator RðFÞ of the population
correlation matrix. We write Rˆ for the corresponding estimate obtained from Cˆ:
Note that Rˆ can be computed directly from the SCM, since
Rˆij ¼
½Cˆ
ijﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
½Cˆ
ii½Cˆ
jj
q ¼ ½Dˆ1
ijﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
½Dˆ1
ii½Dˆ1
jj
q
for 1pi; jpk: Since C is an afﬁne equivariant scatter matrix estimator, the inﬂuence
function of R follows immediately from Lemma 2 of Croux and Haesbroeck [7]:
IFðx0; R; FÞ ¼ *aðdðx0ÞÞIFðx0;Corr; FÞ;
where IFðx0;Corr; FÞ is the inﬂuence function of the classical correlation
matrix. Furthermore, the inﬂuence functions for the eigenvectors and eigenvalues
based on the correlation matrix R follow directly from Croux and Haesbroeck
[7, Theorem 2]. ARE of the estimates of correlation matrix at an elliptical dis-
tributions F are therefore, as in Section 5 for the eigenvector estimates, given by
AREð #Corr12; Rˆ12; FÞ ¼ AREð #Cov12; Cˆ12; F0Þ: The correlation depends both on the
orientation and on the shape of the matrix S; but their ARE only depend on one
number. Note also that when a PCA is based on the correlation matrix Rˆ; both the
eigenvalues and eigenvectors of Rˆ are estimating the same quantities (at location-
scale model) as when using the classical correlation matrix estimate.
Let us now study the asymptotic behavior of the standardized eigenvalues of Cˆ;
which are the same as #lD; j ð j ¼ 1;y; kÞ; the inverses of the standardized eigenvalues
of the SCM Dˆ: Herefore we will use the following lemma, valid for any regular afﬁne
equivariant estimator of scatter.
Theorem 7. Let #kC ¼ ð#lC;1;y; #lC;kÞT be the eigenvalue estimates of any affine
equivariant scatter matrix estimate Cˆ possessing an influence function. Assume that #kC
is consistent with a limiting multivariate normal distribution and asymptotic covariance
matrix EF ½IFðX ; kC ; FÞIFðX ; kC ; FÞT 
: Let F be elliptical distribution with parameters
l and S and let F0 be the corresponding standardized distribution. Thenﬃﬃﬃ
n
p ðln #lC; j  ln lj Þ!
d
Nð0;ASVðln #lC; j; FÞÞ
with
ASVðln #lC; j; FÞ ¼ f2ðk  1Þ=kgASVðCˆ12; F0Þ
for j ¼ 1;y; k:
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Particularly, we get for the SCM,
ASVðln #lD; j; FÞ ¼
2ðk  1Þ
k
ASVðCˆ12; F0Þ ¼ 2kðk  1Þ
c4F0
ASVðDˆ12; F0Þ: ð9Þ
Next, write #lCov; j; j ¼ 1;y; k for the standardized eigenvalue estimates based on the
sample covariance matrix #Cov: The ARE of the standardized eigenvalue estimates
#lD; j w.r.t #l

Cov; j for elliptical F is again given by
AREð#lCov; j; #lD; j; FÞ ¼
ASVðln #lCov; j; FÞ
ASVðln #lD; j; FÞ
¼ ASVð
#Cov12; F0Þ
ASVðCˆ12; F0Þ
: ð10Þ
(See Table 1 for the efﬁciency calculations.)
We compared efﬁciencies (10) with those obtained for the MCD estimate and
those for the Biweight S-estimate (both with 25% and 50% breakdown point) at the
normal model. We refer to Croux and Haesbroeck [6] and Lopuhaa¨ [14] for
asymptotic properties of the scatter MCD and S-estimators. In Fig. 4 we pictured
the efﬁciency of the estimates of the standardized eigenvalues of S as a function of
the dimension k: We see that the SCM is clearly the most efﬁcient. The S-estimator
with 25% breakdown point is a competitor, but the other estimators seem to result in
a too high loss of efﬁciency. The main advantage of SCM is in its high efﬁciency at
the normal and t-distributions. If these model distributions are appropriate, then
also using the SCM is sensible. Nevertheless, as the SCM is not robust, the use of
high breakdown estimators, like the MCD or the S-estimator is more useful, if the
presence of large amount of outliers are suspected.
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Fig. 4. Efﬁciencies of the standardized eigenvalues as a function of the dimension at the normal model for
the SCM estimator and 25/50 percent breakdown MCD estimator and biweight S-estimator.
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7. Finite sample efﬁciency
In the preceding sections asymptotic efﬁciencies were obtained for the SCM
eigenvector and standardized eigenvalue estimates relative to corresponding
estimates based on the sample covariance matrix. In this section, ﬁnite-sample
efﬁciencies are obtained by means of a modest simulation study.
For m ¼ 1000 samples of sizes n ¼ 20; 50; 100; 300 observations were generated
from a k-variate elliptical t-distribution with n degrees of freedom and covariance
matrix S ¼ diagð1;y; kÞ: Our choices are k ¼ 2; 3 and n ¼ 5; 6; 8; 15;N; where
n ¼N corresponds to multinormal samples. The estimated quantities were the
direction of the ﬁrst eigenvector and the logarithm of the ﬁrst standardized
eigenvalue. The error in direction is here arccosfjvT1 #v1jg where #v1 is the estimated ﬁrst
eigenvector and v1 ¼ ð0;y; 0; 1ÞT is the value to be estimated. The mean squared
error (MSE) for the estimator of the ﬁrst eigenvector is then
MSEð #v1Þ ¼ 1
m
Xm
j¼1
ðarccosfjvT1 #vð jÞ1 jgÞ2;
where #v
ð jÞ
1 is the estimate for the ﬁrst eigenvector computed from the jth generated
sample. The errors in shape will be measured as the deviation of the logarithm of the
estimated standardized eigenvalue from the logarithm of the ‘true’ ﬁrst standardized
eigenvalue l1 ¼ k=ðk!1=kÞ; yielding as MSE
MSEðlog #lÞ ¼ 1
m
Xm
j¼1
ðlogð#l1Þð jÞ  log l1Þ2;
where ð#l1Þð jÞ is the estimate for the ﬁrst standardized eigenvalue computed from the
jth generated sample. The estimated efﬁciencies are now computed as the ratios of
the simulated mean squared errors of the SCM based procedure with respect to the
sample covariance matrix based procedure. They are reported in Table 3.
For dimensions k ¼ 2 and 3, the simulations show that, for nX300; the asymptotic
efﬁciencies approximate well the ﬁnite sample efﬁciencies. We do not claim that this
ﬁnding will be true for all dimensions, and extensive simulation studies should be
needed to ﬁnd the values of the sample size (probably depending on the dimension)
such that the normal approximation becomes reasonable. Note that somewhat
slower convergence is seen at n ¼ 5 showing quite serious loss of efﬁciency for very
small samples (cases n ¼ 20 and 50). This may be due to the fact that for n ¼ 5 the
sample covariance matrix is performing better than what the large-sample efﬁciency
indicates (notice also that n ¼ 5 is the smallest value of degrees of freedom of the
t-distribution for which the sample covariance matrix is asymptotically normal).
Finally, we discuss the computation of the SCM. In the above simulation study,
for k ¼ 3 with n ¼ 100 and 300, the data were centered using the spatial median
estimate due to high computational cost for the Oja median at large samples. As
already mentioned, replacing the Oja median by another
ﬃﬃﬃ
n
p
-consistent estimate,
being easier to compute, does not affect the asymptotics. A recent algorithm by
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Ronkainen et al. [22] that calculates an approximate solution (estimate of an
estimate) for the Oja median could have been used for centering the data as well.
However, for small values of n and k one can easily compute the Oja median using
linear programming algorithm [18]. Note that, given the Oja median, the
computation of a multivariate sign is explicit but requires enumeration of Oðnk1Þ
hyperplanes, and we need to compute n multivariate signs. Therefore, it may often be
too computing intensive to consider all these hyperplanes for higher values of k:
Again, a faster approximate version of the SCM using a sample of hyperplanes is
easily constructed [21, Appendix A.1].
Appendix A. Proofs and additional lemmas
Lemma A.1. For a random vector U ¼ ðU1;y; UkÞT uniformly distributed on the unit
sphere, one has that
ðaÞ E½UUT 
 ¼ ð1=kÞIk; ðbÞ E½U2i U2j 
 ¼ fkðk þ 2Þg1;
ðcÞ E½U4i 
 ¼ 3fkðk þ 2Þg1; ðdÞ E½ð1 U2i Þ1=2
 ¼
G2ðk
2
Þ
Gðk1
2
ÞGðkþ1
2
Þ;
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Table 3
Finite sample efﬁciencies of the SCM eigenvector and standardized eigenvalue estimates (reported between
parentheses) relative to eigenvector and standardized eigenvalue estimates based on the sample covariance
matrix. Samples were generated from a k-variate t-distribution with n degrees of freedom and S ¼
diagð1;y; kÞ
n ¼ 5 n ¼ 6 n ¼ 8 n ¼ 15 n ¼N
k ¼ 2
n ¼ 20 1.034 1.015 1.032 1.002 0.945
(1.154) (1.104) (1.038) (1.012) (0.942)
n ¼ 50 1.180 1.196 1.124 1.076 0.922
(1.274) (1.149) (1.127) (1.025) (0.974)
n ¼ 100 1.479 1.327 1.167 1.025 0.948
(1.357) (1.209) (1.143) (1.039) (0.982)
n ¼ 300 1.866 1.413 1.210 1.026 0.953
(1.570) (1.293) (1.180) (1.037) (0.939)
n ¼N 2.000 1.447 1.184 1.031 0.956
k ¼ 3
n ¼ 20 1.045 1.028 1.003 0.999 0.983
(1.191) (1.111) (1.070) (1.013) (0.951)
n ¼ 50 1.201 1.164 1.056 1.022 0.981
(1.355) (1.216) (1.111) (0.997) (0.967)
n ¼ 100 1.307 1.261 1.154 1.016 0.964
(1.391) (1.239) (1.114) (1.020) (0.956)
n ¼ 300 1.777 1.409 1.168 1.052 0.972
(1.402) (1.350) (1.132) (1.026) (0.979)
n ¼N 1.960 1.429 1.179 1.038 0.973
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ðeÞ E U
2
i
ð1 U2j Þ1=2
" #
¼ G
2ðk
2
Þ
2G2ðkþ1
2
Þ;
where Ui and Uj are distinct elements of U : Moreover,
ðfÞ E½jdetðU1?UkÞj
 ¼ E½jdetðU1?UkÞjjU1
 ¼
Gkðk
2
Þﬃﬃﬃ
p
p
Gk1ðkþ1
2
Þ;
where U1;y; Uk are random vectors uniformly distributed on the unit sphere.
Proof. Here we only prove item (f), items (a)–(e) are fairly straightforward and left
as exercise for the reader. Now let R2i ; i ¼ 1;y; k be independent random variables
from a w2k distribution. Consequently, X i ¼ RiU i; i ¼ 1;y; k are independent
observations from the k-variate standard normal distribution. Then
jdetðX1?XkÞj ¼ jdetðU1?UkÞj
Yk
i¼1
RiB
Yk
i¼1
wi
with independent chi-square variables w21;y; w
2
k (cf. Lemma 1 in [17]). Thus,Yk
i¼1
E½wi
 ¼ Ek½wk
E½jdetðU1?UkÞj

which, by using E½wj
 ¼ Gðjþ12 ÞG1ð j2Þ
ﬃﬃﬃ
2
p
; gives the result. &
Lemma A.2. At a spherical distribution F0;
SF0ðx; 0Þ ¼ cF0u with cF0 ¼
Gkðk
2
ÞEk1F0 ðRÞﬃﬃﬃ
p
p
Gk1ðkþ12 Þ
:
Proof. Let X i ¼ RiU i; i ¼ 1;y; k  1 be independent observations from F0 and
write x ¼ ru; where r ¼ jjxjj: Then with the aid of Lemma A.1 (f ),
EF0 ½jdetðX1?Xk1xÞj
 ¼ rEk1F0 ðRÞE½jdetðU1?Uk1uÞj
 ¼ r
Gkðk
2
ÞEk1F0 ðRÞﬃﬃﬃ
p
p
Gk1ðkþ1
2
Þ ¼ rcF0 ;
so that SF0ðx; 0Þ ¼ rxEF0 ½jdetðX1?Xk1xÞj
 ¼ cF0u:
Proof of Lemma 1. First, note that the Oja median is afﬁne equivariant: #h ¼ A#hþ b:
Since
eðI ; #hÞT x ¼ detðxi1  #h ? xik1  #h xÞ
¼ detðAðxi1  #h ? xik1  #h A1xÞÞ ¼ detðAÞeðI ; #hÞT A1x;
the transformed vector of cofactors equals eðI ; #hÞ ¼ detðAÞðA1ÞT eðI ; #hÞ:
Consequently, signfeðI ; #hÞT ðx  #hÞg ¼ signfdetðAÞg signfeðI ; #hÞTðx  #hÞg: By
ARTICLE IN PRESS
E. Ollila et al. / Journal of Multivariate Analysis 87 (2003) 328–355348
deﬁnition of #Si ¼ aveIfsign½eðI ; #hÞT ðxi  #hÞ
eðI ; #hÞg and Dˆ ¼ aveif #Si ð #Si ÞTg
the stated expressions follow. &
Proof of Theorem 1. It is straightforward to see, using invariance in distribution
properties, that EF0 ½SF0ðZ; 0Þ
 ¼ 0 and DðF0Þ ¼ wF0Ik; where wF0 is a positive
constant depending on F0: The afﬁne equivariance property of #Si and Dˆ stated
in Lemma 1 also hold for the theoretical counterparts and consequently
EF ½SF ðX ; TðFÞÞ
 ¼ 0 and DðFÞ ¼ detðSÞS1=2DðF0ÞS1=2 ¼ wF0 detðSÞS1: &
Proof of Lemma 2. First note that the expectation of the kernel is
EF ½EF ½signfET ðIÞX ig signfET ðJÞX igEðIÞETðJÞjX i


¼ EF ½SF ðX i; 0ÞSF ðX i; 0ÞT 
;
so EF ½gðKÞ
 ¼ DðFÞ:
Then notice that
aveifSnðX iÞSnðX iÞTg
¼ 1
nð n
k1Þ2
X
i
X
I
X
J
signfET ðIÞX ig signfET ðJÞX igEðIÞETðJÞ
¼ ðn  k þ 1Þðn  kÞ?ðn  2k þ 2Þ
n2ðn  1Þðn  2Þ?ðn  k þ 2Þ Un
þ 1
nð n
k1Þ2
X
I-fig¼J-fig¼|
I-Ja|
signfET ðIÞX ig signfET ðJÞX igEðIÞETðJÞ
¼ f1þ Oð1=nÞgUn þ Vn:
The statistic Vn can be further decomposed to a sum Vn ¼ Vn;1 þ?þ Vn;k1; where
Vn;j ; j ¼ 1;y; k  1; is the sum of terms where I and J have j joint indices. Then
Vn;j ¼ cn;jUn;j; where Un;j is a U-statistic converging in probability to its ﬁnite
expectation and cn;j ¼ Oð1=n jÞ: It follows that
ﬃﬃﬃ
n
p
Vn !P 0 and the lemma is
proven. &
Proof of Lemma 3. We only sketch the proof here. The ﬁrst step (straightforward but
quite tedious) is to note thatﬃﬃﬃ
n
p ½Snðx; n1=2hÞ  SnðxÞ
!P ½rSF ðx; 0Þ
Th
uniformly in jjhjjoZ and x for a certain Z40: Further note thatﬃﬃﬃ
n
p ½Snðx; hÞSTn ðx; hÞ  SnðxÞSTn ðxÞ

¼ ﬃﬃﬃnp fSnðx; hÞ  SnðxÞgSTn ðxÞ þ SnðxÞ½ ﬃﬃﬃnp fSnðx; hÞ  SnðxÞg
T
þ n1=2½ ﬃﬃﬃnp fSnðx; hÞ  SnðxÞg
½ ﬃﬃﬃnp fSnðx; hÞ  SnðxÞg
T :
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Then since SF ðx; 0Þ is an odd function, rSF ðx; 0Þ an even function and since F is
symmetric,ﬃﬃﬃ
n
p
aveifSnðX i; n1=2hÞSTn ðX i; n1=2hÞ  SnðX iÞSTn ðX iÞg
!P EFf½rSF ðX; 0Þ
ThSTF ðX ; 0Þg þ EFfSF ðX; 0ÞhTrSF ðX ; 0Þg ¼ 0
uniformly in jjhjjoZ: The result then follows as ﬃﬃﬃnp #h is bounded in probability. &
Proof of Theorem 2. By writing
DðFeÞ ¼ ð1 eÞEF ½SFeðX; TðFeÞÞSTFeðX ; TðFeÞÞ

þ e SFeðx0; TðFeÞÞSTFeðx0; TðFeÞÞ
and taking the derivative of DðFeÞ with respect to e and evaluating at 0 and using
TðFÞ ¼ l; we get (assuming the order of the expectation and the differentiation can
be reversed)
IFðx0; D; FÞ ¼  DðFÞ þ SF ðx0; lÞSTF ðx0; lÞ
þ EF @
@e
SFeðX ; TðFeÞÞSTFeðX ; TðFeÞÞ

e¼0
 
: ðA:1Þ
Next step is to note that
@
@e
SFeðx; TðFeÞÞ

e¼0
¼ rxEF ½signfET ðI ; lÞðx  lÞgETðI ; 0Þ
IFðx0; T ; FÞ
þ IFðx0; SF ðx; lÞ; FÞ:
Since STF ðx; lÞ is an odd function and rxEF ½signfET ðI ; lÞðx  lÞgETðI ; 0Þ
 is an
even function of ðx  lÞ; and since F is symmetric,
EX ½rXEF ½signfETðI ; lÞðX  lÞgETðI ; 0Þ jX 
IFðx0; T ; FÞSTF ðX ; lÞ
 ¼ 0:
Therefore
EF
@
@e
SFeðX ; TðFeÞÞSTFeðX ; TðFeÞÞ

e¼0
 
¼ EF @
@e
SFeðX ; TðFeÞÞ

e¼0
STF ðX ; lÞ
 
þ EF SF ðX ; lÞ @
@e
STFeðX ; TðFeÞÞ

e¼0
 
¼ EF ½IFðx0; SF ðX ; lÞ; FÞ STF ðX ; lÞ
 þ EF ½SF ðX ; lÞIFðx0; SF ðX ; lÞ; FÞT 
:
Substituting the above equation in (A.1) gives the stated result. &
Proof of Theorem 3. Lemmas 2 and 3 imply that
ﬃﬃﬃ
n
p ðDˆ  UnÞ!p 0: This together
with general properties of U-statistics gives the stated result. Note that for the
limiting normality of the U-statistic Un it is enough to assume that the second-order
moments exists. &
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Lemma A.3. The influence function of the population sign of x with respect to 0 at a
standardized spherical distribution F0 is given by Eq. (6).
Proof. Write EðI ; 0Þ ¼ EðIÞ: First note that if P is a rotation matrix, then
EF0 ½signfET ðIÞxgEðIÞjX i1 ¼ Px0
 ¼ PEF0 ½signfET ðIÞPT xgEðIÞjX i1 ¼ x0
:ðA:2Þ
First consider the special case x0 ¼ dv ¼ dð1; 0;y; 0ÞT : Similarly, as in Lemma A.2,
we can show that
E½signfET ðIÞxgEðIÞjX i1 ¼ x0
 ¼ dc0F0
ðIk  vvTÞx
jjðIk  vvTÞxjj ðA:3Þ
with
c0F0 ¼
Gk1ðk1
2
ÞEk2F0 ðR0Þﬃﬃﬃ
p
p
Gk2ðk2Þ
; ðA:4Þ
where R0 is a length of ðk  1Þ-variate subvector of X ¼ RUBF0: So we may set
R0 ¼ ðR2  X 21 Þ1=2 ¼ Rð1 U21 Þ1=2: Expression (7) for c0F0 follows by using the rela-
tion EF0ðR0Þ ¼ EF0ðRÞE½ð1 U21 Þ1=2
 together with Lemma A.1(d), and Eq. (3) for cF0 :
Next, consider the general case x0 ¼ du0 and let P be a rotation matrix ðPPT ¼ IkÞ
such that Pv ¼ u0: Then Eq. (A.2) together with Eq. (A.3) imply that
EF0 ½signfETðIÞxgEðIÞ jX i1 ¼ x0

¼ dc0F0
PðIk  vvT ÞPT x
jjðIk  vvTÞPT xjj ¼ dc
0
F0
ðIk  u0uT0 Þx
jjðIk  u0uT0 Þxjj
which, by using Eq. (4), gives the desired expression. &
Proof of Theorem 4. First, we derive the inﬂuence function for a point in the
direction of the ﬁrst axis, xd ¼ dv; with v ¼ ð1; 0;y; 0ÞT : By Theorem 2,
IFðxd; D; F0Þ ¼SF0ðxd; 0ÞSTF ðxd; 0Þ þ EF0 ½IFðxd; SF0ðX ; 0Þ; F0ÞSTF0ðX ; 0Þ

þ EF0 ½SF0ðX ; 0Þ IFðxd; SF0ðX ; 0Þ; F0ÞT 
  DðF0Þ; ðA:5Þ
since l ¼ TðF0Þ ¼ 0: Then use SF0ðx; 0Þ ¼ cF0u with u ¼ xjjxjj1; DðF0Þ ¼
EF0 ½SF0ðX ; 0ÞSTF0ðX ; 0Þ
 together with Eq. (6) to obtain
EF0 ½IFðxd; SF0ðX ; 0Þ; F0ÞSTF0ðX ; 0Þ

¼ ðk  1ÞEF0 dc0F0
ðIk  vvTÞX
jjðIk  vvTÞX jj  SF0ðX ; 0Þ
	 

STF0ðX ; 0Þ
 
¼ ðk  1ÞdcF0c0F0EF0
ðIk  vvTÞXXT
jjðIk  vvTÞX jj jjX jj
 
 ðk  1ÞDðF0Þ: ðA:6Þ
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By noticing that
EF0
ðIk  vvTÞXXT
jjðIk  vvTÞX jj jjX jj
 
¼ E U
2
2
ð1 U21 Þ1=2
" #
0 0T
0 Ik1
 !
and by substituting Eq. (7) for c0F0 and using Lemma A.1(e), Eq. (A.6) simpliﬁes to
EF0 ½IFðxd; SF0ðX ; 0Þ; F0ÞSTF0ðX ; 0Þ
 ¼ dc2F0E1F0 ðRÞ
0 0T
0 Ik1
 !
 ðk  1ÞDðF0Þ:
Hence we may now write (A.5) as
IFðxd; D; F0Þ ¼ c2F0
1 0T
0 2d E1F0 ðRÞ Ik1
 !
 ð2k  1ÞDðF0Þ: ðA:7Þ
An inﬂuence point in an arbitrary direction is obtained by setting x0 ¼ Pxd ¼ dp1
for a well chosen rotation matrix P ¼ ½ p1?pk
 with PT P ¼ Ik: Then jjx0jj ¼ d: The
inﬂuence function is then given by IFðx0; D; F0Þ ¼ PIFðxd; D; F0ÞPT ; which, after
using (A.7) and some simple matrix manipulation, yields IFðx0; D; F0Þ ¼ aðdÞx0xT0 
bðdÞDðF0Þ with a and b as stated in the theorem. &
Proof of Corollary 1. Afﬁne equivariance of D yields
IFðx0; D; FÞ ¼ detðSÞS1=2IFðS1=2ðx0  lÞ; D; F0ÞS1=2:
Applying Theorem 4 yields the stated expression. &
Proof of Theorem 5. Lemma 3 in [7] combined with vD; jðFÞ ¼ vj and lD; jðFÞ ¼
detðSÞðc2F0=kÞl1j implies that
IFðx0; lD; j; FÞ ¼ vTj IFðx0; D; FÞvj ;
IFðx0; vD; j; FÞ ¼ k
detðSÞc2F0
Xk
i¼1
iaj
ljli
lj  lifv
T
i IFðx0; D; FÞvjgvi:
By Corollary 1 one has that
vTi IFðx0; D; FÞvTj ¼ aðdðx0ÞÞ detðSÞvTi S1ðx0  lÞðx0  lÞTS1vj
 bðdðx0ÞÞvTi DðFÞvj :
By noting that vTi S
1 ¼ l1i vTi ; vTi DðFÞvj ¼ lD; jdij ¼ detðSÞðc2F0=kÞl1j dij (dij ¼ 1 if
i ¼ j and 0 otherwise), and then replacing vTi ðx0  lÞ by zi yields the stated
expressions. &
Proof of Theorem 6. The proof follows from Theorem 3 the fact that, D-ðP;LÞ is a
bijection and has non-zero differentials in a neighborhood of the true value (note
that we assumed distinct eigenvalues). See Theorem 3.3.A in [25] or Theorem 13.5.1
in [1].
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Proof of Corollary 3. The asymptotic variance of #lD; j is
ASVð#lD; j; FÞ ¼ EF ½IFðX ; lD; j; FÞ2

¼ ðdetðSÞ=ljÞ2EF ½faðdðXÞÞðZj=
ﬃﬃﬃﬃ
lj
p Þ2  bðdðXÞÞðc2F0=kÞg2
;
where Zj ¼ vTj ðX  lÞ:
With Yj ¼ Zj=
ﬃﬃﬃﬃ
lj
p
; one has that Y ¼ ðY1;y; YkÞTBF0 and dðXÞ ¼ jjYjj: This
yields
ASVð#lD; j; FÞ ¼ ðdetðSÞ=ljÞ2EF0 ½faðjjY jjÞY 2j  bðjjY jjÞðc2F0=kÞg
2

¼ ðdetðSÞ=ljÞ2EF0 ½IFðY ; Djj; F0Þ2
 ¼ ðdetðSÞ=ljÞ2ASVðDˆ11; F0Þ
as ASVðDˆjj ; F0Þ ¼ ASVðDˆ11; F0Þ by symmetry.
For the eigenvector estimator, the asymptotic variance is given by
ASVð#vD; j; FÞ ¼ EF ½IFðX ; vD; j; FÞIFðX ; vD; j; FÞT 

¼
Xk
i¼1
iaj
Xk
l¼1
laj
1
lj  li
1
lj  ll
k2
c4F0
EF ½aðdðXÞÞ2ZiZlZ2j 
vivTl : ðA:8Þ
Using the transformation Zj=
ﬃﬃﬃﬃ
lj
p ¼ Yj ; the expectation in (A.8) is simply
EF ½a2ðdðXÞÞZiZlZ2j 
 ¼
ﬃﬃﬃﬃ
li
p ﬃﬃﬃﬃ
ll
p
ljEF0 ½aðjjY jjÞ2YiYlY 2j 

¼ liljEF0 ½aðjjYjjÞ2Y 2i Y 2j 
dil
¼ liljEF0 ½IFðY ; Dij ; F0Þ2
dil ¼ liljASVðDˆ12; F0Þdil
as ASVðDˆij ; F0Þ ¼ ASVðDˆ12; F0Þ by symmetry. Consequently, we obtain the stated
expression for ASVð#vD; j; FÞ: The asymptotic covariances are found in a similar
manner. &
Proof of Theorem 7. Under the stated assumption, we may write
ﬃﬃﬃ
n
p ð#kC  kÞ!d Nð0; BÞ;
where k ¼ ðl1;y; lkÞT and the diagonal elements of the asymptotic covariance matrix
B ¼ EF ½IFðX ; kC ; FÞIFðX ; kC ; FÞT 
 are
bjj ¼ ASVð#lC; j; FÞ ¼ l2j ASVðCˆ11; F0Þ
for j ¼ 1;y; k (Corollary 1 of Croux and Haesbroeck [7]). It is easy to derive the
expression for the off-diagonal elements (limiting covariances)
bij ¼ ASCð#lC;i; #lC; j ; FÞ ¼ liljASCðCˆ11; Cˆ22; F0Þ
for 1piajpk:
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Write
gðxÞ ¼ gðx1;y; xkÞ ¼ k  1
k
ln xj  1
k
Xk
i¼1;iaj
ln xi:
By the multivariate version of the delta-method one has thatﬃﬃﬃ
n
p ðln #lC; j  ln lC; jÞ!
d
Nð0; ½rgðkCÞ
T BgðkCÞÞ:
After some easy matrix algebra we may write
½rgðkCÞ
T B gðkCÞ ¼ k  1
k
fASVðCˆ11; F0Þ ASCðCˆ11; Cˆ22; F0Þg:
It is not difﬁcult to ﬁnd out, using e.g. the general expression (8) for the inﬂuence
function of any afﬁne equivariant scatter matrix estimator, that ASVðCˆ11; F0Þ 
ASCðCˆ11; Cˆ22; F0Þ ¼ 2ASVðCˆ12; F0Þ: Hence one has that
ASVðln #lC; j; FÞ ¼ ½rgðkDÞ
T BgðkDÞ ¼
2ðk  1Þ
k
ASVðCˆ12; F0Þ
which completes the proof. &
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