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 要  旨 
声質変換は，入力音声を目的話者の声質に変換する技術である．声質変換手法として，従来は
Gaussian Mixture Model（GMM）を用いた手法がよく用いられていたが，近年の Deep Learning 
に関する技術の台頭により，Deep Neural Network（DNN）を用いた声質手法が注目されている．
しかし，GMM や DNN を用いた手法の多くは一対一の声質変換手法を提案しており，任意話者
の入力に対応した研究は少なく，従来の任意話者の声質変換手法は，一対一声質変換と比べ変換
精度が劣ってしまうという問題がある．また，従来の DNN を用いた声質変換手法では，一対一
変換および多対一変換において複雑なネットワークを用いるため，多くの訓練データが必要とな
り，かつ変換に要する時間が長くなるという問題がある． 
本研究では，これらの問題を解決するため，オートエンコーダおよびスパースオートエンコー
ダを用いた声質変換手法を提案する．提案手法では，オートエンコーダで次元圧縮した高次特徴
量を目的話者の高次特徴量へ DNN で変換し，目的話者のオートエンコーダを用いて音響特徴量
に復元する．評価実験では，提案手法と従来手法を比較し，オートエンコーダを用いた手法は従
来手法よりも若干高い精度でスペクトル変換を行い，変換時間を短縮することができた．スパー
スオートエンコーダを用いた手法では，オートエンコーダを用いた提案手法と比べ，スペクトル
変換精度の向上および変換した音声の自然性を改善し，任意話者の声質変換精度を向上させるこ
とができた． 
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概要
声質変換は，入力音声を目的話者の声質に変換する技術である．声質変換手法とし
て，従来は Gaussian Mixture Model（GMM）を用いた手法がよく用いられていたが，
近年の Deep Learningに関する技術の台頭により，Deep Neural Network（DNN）を
用いた声質手法が注目されている．しかし，GMMや DNNを用いた手法の多くは一対
一の声質変換手法を提案しており，任意話者の入力に対応した研究は少なく，従来の任
意話者の声質変換手法は，一対一声質変換と比べ変換精度が劣ってしまうという問題が
ある．また，従来の DNNを用いた声質変換手法では，一対一変換および多対一変換に
おいて複雑なネットワークを用いるため，多くの訓練データが必要となり，かつ変換に
要する時間が長くなるという問題がある．
本研究では，これらの問題を解決するため，オートエンコーダおよびスパースオート
エンコーダを用いた声質変換手法を提案する．提案手法では，オートエンコーダで次元
圧縮した高次特徴量を目的話者の高次特徴量へ DNNで変換し，目的話者のオートエン
コーダを用いて音響特徴量に復元する．評価実験では，提案手法と従来手法を比較し，
オートエンコーダを用いた手法は従来手法よりも若干高い精度でスペクトル変換を行
い，変換時間を短縮することができた．スパースオートエンコーダを用いた手法では，
オートエンコーダを用いた提案手法と比べ，スペクトル変換精度の向上および変換した
音声の自然性を改善し，任意話者の声質変換精度を向上させることができた．
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1第 1章
はじめに
1.1 背景
近年，入力音声を目的話者の声質に変換する声質変換技術が盛んに研究されている．代
表的な声質変換手法として，GMM（Gaussian Mixture Model）を用いた声質変換手法が
あり，現在も研究が行われている [1, 2, 3]. しかし，近年，DNN（deep neural network）
を用いた声質変換手法が GMM 等の従来の声質変換手法を用いた手法より高い変換精
度をもたらすことが報告されている [4]．これは，人間の声道形状が非線形的であるの
に対し，GMM を用いた手法は線形変換をベースにしているが，DNN は非線形ベース
の変換を行っているためであると考えられる [5]．非線形ベースの声質変換手法として，
RBM（restricted Boltzmann machine）を用いた変換手法 [6] や RBM を拡張した DBN
（deep belief network）を用いた変換手法 [7]，CRBM（conditional restricted Boltzmann
machine）を用いた変換手法 [8]，LSTM-RNN（Long Short-Term Memory based Recurrent
Neural Network）を用いた変換手法 [9]等が提案されている．また，DNN を用いた声質
変換手法では，事前学習に RBMやオートエンコーダを用いることにより変換精度が向上
することが報告されている [10, 11]．
声質変換では，主に声道特性（声質等の話者性および韻律情報）を表すスペクトル特徴
量，声の高さを表す基本周波数（F0），および声のかすれや雑音を表す非周期性指標の 3
つの特徴量を用いる．また，従来の声質変換の研究の多くは，スペクトル特徴量としてメ
ル周波数ケプストラム係数（MFCC）やMCEP（mel-cepstrum）を用いているが，高解像
度なスペクトル特徴であるスペクトル包絡の変換を行う方が声質の類似性が高くなるとい
う結果が報告されている [6, 12]．MFCCやMCEPといったスペクトル特徴量は，スペク
トル包絡から人間の知覚に基づき抽出された特徴量であり，低周波数域の情報を強調した
2ものである．類似性に差が生じる原因として，MFCC等の変換では，MFCC等からスペ
クトル包絡に復元する際，高周波数域の情報が損失してしまうため，高周波数域の類似性
がスペクトル包絡の変換に比べ劣ってしまうためであると考えられる [13]．このため，声
質変換に用いるスペクトル特徴量としてスペクトル包絡を選択すべきだと言える．
以上のことから，高精度な声質変換を行うためには，音響特徴量としてスペクトル包絡
を用い，非線形ベースの変換を行うことが好ましいと考えられる．しかし，スペクトル包
絡はMFCC等に比べ次元数が大きく，声質変換器の作成に多くのデータを要すると考え
られる．また一般的に，声質変換器の作成には入力話者と目的話者の同一内容発話による
パラレルデータが必要となるため，多くのパラレルデータを用意するには高いコストを要
する．また，DNNを用いてスペクトル包絡の変換を行う手法 [14, 12]も提案されている
が，DNNの入力に次元数の大きい対数スペクトル包絡を用いているため，DNNの構造が
複雑になり，変換に要する時間が長くなるという問題がある．データ収集に高いコストが
掛かる，変換時間が長い，という条件のもとでは，アプリケーションの制作が困難になる
ため，声質変換技術の応用先を広げるためにも，この問題を解決する必要がある．
これまで述べた手法は特定の入力話者音声から特定の目的話者音声への一対一変換で
あったが，任意の入力話者音声を特定の目的話者音声へ変換する多対一変換手法や任意の
入力話者音声を任意の目的話者音声へ変換する多対多変換を実現する手法が提案されてい
る [15, 11]．ここで言う任意話者とは，声質変換器の作成のために訓練データとして用い
られていない話者のことである．任意話者の声質変換が行えるようになると，入力話者の
ために新たに声質変換器を作成する必要がなくなるため，不特定入力話者の声質変換を行
う必要のあるアプリケーションを作成しやすくなるというメリットがある．しかし，現在
提案されている任意話者の声質変換手法では，一対一声質変換手法と比べると精度が劣っ
てしまうという問題があり，任意話者の声質変換を用いた実用的なアプリケーションを作
成するためにも，精度向上が求められている [11]．
1.2 声質変換の応用
声質変換技術は，海外映画の吹替音声を役者本人の声質で作成すること [16] や，アニ
メーション作品において声優の変更による声質に対する違和感を緩和させること [17] な
どに応用できると考えられる．また，喉頭摘出者の代替発声*1を，声質変換技術により自
*1 がん摘出手術などにより声帯・喉頭を摘出した場合は，調音機能は正常であるにもかかわらず，発声が不可
能になる．この場合，障がい者用意思伝達装置でなく，外部から喉に振動を与える電気式人工喉頭を利用し，
代替発声を行うケースが多い．
3然な音声へリアルタイム変換することへの応用が研究されている [18]．この技術を応用す
ることで，リアルタイム声質変換により，音声を聞き取りやすい声質に変換することで，
通話支援などを行うことができると考えられる．声質変換技術を応用したアプリケーショ
ンもリリースされており [19]，声質変換技術を用いて様々なアプリケーションが開発され
ることが期待される．
1.3 研究目的と手法概要
本研究では，一対一の声質変換および任意話者（多対一）の声質変換に要するデータ量
の低減および声質変換時間の短縮を行うことを目的とし，オートエンコーダを用いた声質
変換手法を提案する．また，任意話者の声質変換では，変換精度向上を目的とし，スパー
スオートエンコーダを用いた声質変換手法を提案する．
提案手法では，まず入力話者および目的話者のオートエンコーダを作成し，各オートエ
ンコーダから高次特徴量（隠れ層）を抽出する．入力話者のオートエンコーダから得られ
た高次特徴量を目的話者のオートエンコーダから得られた高次特徴量に近づけるような
DNNを作成し，変換された高次特徴量を得る．変換された高次特徴量に目的話者のオー
トエンコーダの重みを用いることで，音響特徴量を復元する．最後に，音響特徴量から音
声合成を行い変換音声を得る．
1.4 本稿の構成
本稿の構成は以下の通りである．第 2章では，声質変換システムの全体像や代表的手法
である GMMを用いた声質変換，および現在主流である DNNを用いた声質変換について
述べる．第 3章では，最新の声質変換手法について幅広く示す．第 4章では，本研究で提
案する手法の全体像を説明し，オートエンコーダおよびスパースオートエンコーダの仕組
みと利点について述べる．第 5章では，評価実験として，一対一変換および任意話者変換
について既存手法との比較実験を行い，結果を記載する．第 6章では，評価実験結果につ
いて考察する．第 7章では，本稿をまとめ，今後の課題について述べる．
4第 2章
従来技術
2.1 声質変換の全体像
一般的な統計的声質変換システムの概要を図 2.1に示す．声質変換システムでは，まず，
入力音声を音声分析し，基本周波数（F0），スペクトル特徴量（スペクトル包絡，MFCC
等），非周期性指標などの音響特徴量を得る．そして，それぞれの特徴量を予め構築したモ
デル等を用いて変換し，変換後の特徴量を求める．求められた特徴量を音声合成すること
で，変換音声が得られる．声質変換では，得られる音響特徴量は変換をした方が良いが，
非周期性指標に関しては，変換を行わない場合が多い．
声質変換モデルの構築例を図 2.2に示した．一般的に声質変換のモデル構築に用いる音
声コーパスには，入力話者が発話した音声と，目的話者がそれと同一文を読み上げた音声
が必要となる．そして，この入力音声と目的音声の長さを揃えたデータをパラレルデータ
と呼ぶ．近年では，パラレルデータを必要としない手法も提案されているが [20, 21]，本
項ではパラレルデータを用いる場合のモデル構築を考える．また，声質変換モデルでは主
に声質を表すスペクトル特徴量の変換を目的とする研究が多いため，スペクトル特徴量を
変換するモデル構築を例として，図 2.2に流れを記す．声質変換のモデル構築では，まず，
パラレルデータである入力音声および目的音声をそれぞれ音声分析し，スペクトル特徴量
を得る．得られたスペクトル特徴量を動的計画法によりアラインメントを取ることで，同
一内容発話の長さを揃える．そして，アラインメントの取れた特徴量を入力とし，モデル
を構築する．同様に，F0や非周期性指標についても必要であればモデルを構築し，構築
したモデルを図 2.1の＜変換＞で用いることで，声質変換を実現できる．
5図 2.1 一般的な声質変換システム
図 2.2 声質変換のモデル構築例
2.2 GMMを用いた声質変換
GMMを用いた声質変換手法 [2]は，統計的声質変換において高精度に声質変換を行え
る手法の一つである．この手法が登場する前に主流であったコードブックマッピング法
[22] では，音声の特徴量空間をベクトル量子化により離散的に表現していたが，変換音
声も離散的に表現されるという問題があった．一方，GMM を用いる手法では，特徴量
6空間を連続的に表現することができ，変換音声も連続的に表現することができるように
なった．
この手法では，GMMを推定することで，入力話者の発話 X と目的話者の発話 Y の同
時分布をモデル化する．学習時には，EMアルゴリズムを用いて同時確率を最大化する．
P (X;Y ) = P (Z) =
MX
m=1
wmN (z;(z)m ;(z)m ) (2.1)
z =

x
y

; (z)m =
"

(x)
m

(y)
m
#
; (z)m =
"

(xx)
m 
(xy)
m

(yx)
m 
(yy)
m
#
(2.2)
Z はX と Y の結合特徴量，M は混合数，wm は重み，N (z;(z)m ;(z)m )は平均 (z)m ，共分
散 (z)m とするガウス分布である．
変換時は，平均二乗誤差を最小化することで，入力特徴量 xから目的話者の特徴量 y^ を
推定する．
y^ = F (x) =
MX
m=1
pm(x)[
(y)
m +
(yx)
m (
(xy)
m )
 1(x  (x)m )] (2.3)
pm(x) =
wmN (z;(x)m ;(xx)m )PM
m=1 wmN (z;(x)m ;(xx)m )
(2.4)
ここで，pm(x)はm番目の混合から生成される入力特徴量 xの事後確率である．
2.3 DNNを用いた声質変換
近年，入力話者の音響特徴量を目的話者の音響特徴量に変換する際，DNNを用いて変
換を行う声質変換手法が主流となっている．DNNを用いた声質変換の流れを図 2.3に示
した．声質変換の流れについては，ほとんど図 2.1 と変わらないが，F0 やスペクトル包
絡といった音響特徴量をまとめて DNNを用いて変換することもできる [14]．この手法で
は，入力音声から得られた音響特徴量からなる入力ベクトルを DNNの変換ネットワーク
に通すことで変換を行なう．ここで，このネットワークの変換能力はネットワークの構造
（層数および各層の素子数），各素子に掛かる重みやバイアス，そして活性化関数によって
決定される．また，重みやバイアスといったパラメータについては，入力話者の音声から
得られた特徴量および目的話者の音声から得られた特徴量を用いてネットワークを学習さ
せることで決定する．
7図 2.3 DNNを用いた声質変換
学習を行っていないネットワークでは，重みやバイアスのパラメータにランダムに初期
値を与える．または，RBMや Denoising Autoencoderといった教師なし学習の手法を用
いて pre-training（事前学習）を行なうことで，より学習が上手く行えるような初期値を
与える．入力話者の特徴量および目的話者の特徴量を用いた教師あり学習では，誤差逆伝
播法により各層の素子の誤差を計算し，DNNのモデルパラメータの更新を行なう．そし
て，これをネットワークの出力とそれに対応する正解データの誤差が最小になるまで繰り
返し行なうことで，入力話者の特徴量を目的話者の特徴量に変換するネットワークが構築
される．
8第 3章
関連研究
3.1 GMMや NMFを用いた声質変換
Yangら [3]は，マルチフレーム特徴量と行列変量混合正規分布モデル（MV-GMM）を
用いた声質変換手法を提案した．隣接したフレームの特徴量を各話者に関して並べた行
列の結合行列の確率分布をモデル化した．また，MV-GMMを用いることで，特徴量空間
と話者空間で独立した分散構造が得られる．評価実験では，従来の動的特徴量を用いる
GMMよりも客観評価においても主観評価において優れていた．Yangらの手法は，声質
変換の時系列特性のモデル化に有効であると考えられる．
Aiharaら [23]は，Semi-NMF（Semi-Non-negative Matrix Factorization）を用いた声
質変換手法を提案した．NMFを用いた声質変換では，GMM等を用いた声質変換と比べ，
自然性の高い声質変換が可能である．しかし，多くのメモリを使うことや変換に時間を要
するという問題がある．Ariharaらの手法では，小さいスペクトル特徴量を使い，ADMM
（Alternating Direction Method of Multipliers）を利用した Semi-NMFを用いて声質変換
を行うことで，メモリの使用量を低減させ，変換時間の短縮を行った．評価実験では，従
来の NMFと同程度の変換精度で変換時間を短縮したが，GMMを用いた声質変換よりも
変換に時間を要するという結果であった．
3.2 RBMを用いた声質変換
Nakashikaら [5]は，話者依存型 CRBMを用いた声質変換手法を提案した．入力話者，
目的話者それぞれの CRBMを学習させ，入力話者 CRBMより得られる高次特徴量を目
的話者 CRBMにより得られる高次特徴量へ NNを用いて変換し，変換で得られた高次特
9徴量を目的話者 CRBMの逆射影を用いることで音響特徴量へ戻し，音声信号を得た．評
価実験では，従来手法である GMM，RBMや RNNを用いた手法に比べ，変換精度が高
かった．
Chenら [24]は，スペクトル特徴量，F0と非周期性指標を総合的に変換する話者変換手
法を提案した．スペクトル変換では，RBMと BBAM（Bernoulli bidirectional associative
memories）を結合した GTDNNを用いた．F0変換では LSTM-RNN，非周期性指標の変
換では DNNをそれぞれ用いた．評価実験では，GMMを用いたベースライン手法より類
似性も自然性も優れているという結果が得られた．
3.3 オートエンコーダを利用した声質変換
Nguyen ら [12] は，スペクトル包絡，F0 と発話の長さを総合的に変換する話者変換手
法を提案した．声質変換にあたるスペクトル包絡の変換では，重みに L1正則化を用いた
オートエンコーダで事前学習する手法を提案しており，重みをランダムに初期化するもの
よりも高い精度でスペクトル包絡の変換を行った．しかし，高精度に変換を行える一方，
DNNの入力に 512次元の対数スペクトル包絡を用いており，DNNの隠れ層が 3層で，隠
れ層の素子数が 3000と大規模な NNとなっているため，変換器の作成には多くのデータ
量を要し，声質変換には長い時間を要すると考えられる．
Mohammadi らはオートエンコーダを用いた声質変換手法を提案している [10, 25]．
DNNを用いた声質変換の事前学習にディープオートエンコーダを利用した声質変換手法
では，入力話者，目的話者それぞれのディープオートエンコーダを用いて入力特徴量を圧
縮し，入力話者の圧縮された特徴量（以下，高次特徴量）を目的話者の高次特徴量に変換
する ANN（Articial Neural Network）を作成した．作成したディープオートエンコー
ダと ANN を結合した DNN を作成し，最後に ne-tuning（再学習）を行った．これは，
小規模なコーパスでの訓練の時，GMM等の既存手法よりも優位であった．DNNの入力
は 24次元のMCEPと次元が小さいため，DNNの隠れ層の層数が増えても，少ないデー
タ数で変換器を作成でき，比較的短い時間で声質変換を実現できると考えられる．また，
Stacked Joint-Autoencoder（SJAE）を用いた声質変換手法では，入力話者，目的話者そ
れぞれのオートエンコーダを作成する際，それぞれの誤差関数として，オートエンコーダ
の出力誤差に 2つのオートエンコーダの中間層の誤差を加えたものを用いる．このような
誤差関数を用いて学習を行い，作成された入力話者オートエンコーダのエンコード重み，
目的話者オートエンコーダのデコード重みを結合させた DNNを Joint-Autoencoderとし
た．さらに，これを Stacked　 Autoencoderのように積み上げた SJAEを用いて声質変
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換を行った．加えて，SJAEを ne-tuningした手法も提案したが，ne-tuningしたもの
は SJAEで抽出した特徴を平滑化してしまうため，ne-tuningを行わない SJAEの方が
主観評価の結果が良かったと報告されている．
3.4 任意話者の声質変換
Liu ら [11] は，DNN を用いた話者非依存の声質変換手法を提案した．変換したいフ
レームの特徴量とその前後のフレームの特徴量を合わせて入力とし，かつ複数話者の音声
データを訓練に利用することで話者非依存の声質変換手法を実現した．また，話者非依存
の DNNを初期値とし，一対一の話者依存 DNNを作成する手法は，事前学習に DBNを
用いる手法よりも優れていた．評価実験では，一対一の声質変換手法である GMMおよび
既存の DNNを用いた手法には劣るものの，大差ない精度で任意話者の声質変換を実現し
た．また，音響特徴量にMCEPを用いているため，スペクトル包絡を用いることで精度
向上が期待できる．
3.5 パラレルデータフリーな声質変換
近年，パラレルデータを必要としない声質変換手法が提案されている．パラレルデータ
が必要となる手法では，学習に用いる音声コーパスの発話内容に制約がかかるため，学習
データの準備が容易ではない．一方，パラレルデータを必要としない声質変換が行える
と，入力話者や目的話者の発話内容に制約がないため，異言語間の声質変換が比較的容易
にできると考えられる．本節では，このようなパラレルデータフリーな声質変換手法を
示す．
Xieら [20]は，話者非依存 DNNを用いた自動音声認識（ASR）と KLダイバージェン
スを用いた KLD-DNNを利用したパラレルデータフリーな声質変換手法を提案した．話
者非依存 DNN ASRは音素空間において入力話者と目的話者の違いを平均化するために
用い，KLダイバージェンスは，入力話者フレームを目的話者の TTS Senone（音素より
も細かいレベルの音声要素）と音素クラスタに変換するために用いた．評価実験では，客
観評価，主観評価ともにパラレルデータを必要とする従来手法より大幅に精度を改善した
と報告されている．
Nakashika ら [21] は，ボルツマンマシンに基づいた話者適応モデルを用いたパラレル
データフリーな声質変換手法を提案した．提案されたモデルでは，スペクトル特徴量を話
者に依存する項と依存しない項に分離する．入力話者，目的話者のモデルをそれぞれ構築
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し，入力音声を話者に依存する項と依存しない項に分離し，話者に依存する項を目的話者
の話者に依存する項に置き換えることで，パラレルデータを用いない声質変換を実現し
た．評価実験では，パラレルデータを用いる GMMを用いた声質変換手法には及ばなかっ
たが，既存のパラレルデータフリーな声質変換手法より優れていた．
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第 4章
提案手法
4.1 提案手法の全体像
本研究で用いた声質変換システムを図 4.1に記載した．本システムでは，まず入力音声
から TANDEM-STRAIGHT[26] により F0，スペクトル包絡と非周期性指標のパラメー
タを得る．次に，F0は線形変換，スペクトル包絡は本稿で提案する手法を用いてそれぞ
れ変換を行い，非周期性指標は変換を行わず入力音声から得られたものを用いる．ここ
で，F0およびスペクトル包絡の変換器作成には，目的話者の音声を STRAIGHT分析す
ることで得られる F0およびスペクトル包絡を用いる．そして，変換した F0およびスペ
クトル包絡と入力音声の非周期性指標を用いて，音声合成を行うことで変換音声を得る．
なお，本システムにおいて F0の変換は以下の式で行った．
y^t =
(y)
(x)
(xt   (x)) + (y) (4.1)
xt，y^t は対数尺度での入力音声，目的音声の F0である．(x)，(x) はそれぞれ入力話者
音声の対数 F0の平均および標準偏差である. 同様に，(y)，(y) はそれぞれ目的話者音声
の対数 F0の平均および標準偏差である.
本研究ではスペクトル包絡の変換を以下の流れで行う（図 4.2）．
Step 1: 入力音声からスペクトル包絡を抽出する
Step 2: 入力話者音声から得られるスペクトル包絡で訓練されたオートエンコーダを用
いて高次特徴量の抽出を行う
Step 3: 入力話者オートエンコーダから得られる高次特徴量を DNN を用いて目的話者
オートエンコーダの高次特徴量へ変換する
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図 4.1 提案する声質変換システム
図 4.2 声質変換の流れ
Step 4: 変換された高次特徴量を目的話者音声から得られるスペクトル包絡で訓練され
たオートエンコーダを用いてスペクトル包絡へ復元する
Step 5: 得られたスペクトル包絡を元に，音声合成によって変換音声を求める
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図 4.3 オートエンコーダ
4.2 オートエンコーダ
一般的な Neural Network（NN）は教師あり学習の手法であり，入力値と出力値の組が
必要となる．オートエンコーダ（Autoencoder;AE）[27]は教師なし学習の一手法であり，
出力値が入力値をそのまま再現するような NNであるため，入力値のみを必要とする．
図 4.3のように入力層，隠れ層，出力層の 3層からなる NNを考え，入力素子 x，隠れ
素子 h，出力素子 yとした時，オートエンコーダを以下のように表す．
h = f(W1x + b1) (4.2)
y = g(W2h + b2) (4.3)
W1，b1 はそれぞれ xを hへ変換する際の重みとバイアス，W2，b2 はそれぞれ hを xへ
変換する際の重みとバイアスで，fと gは活性化関数である．式 (4.2)，(4.3)より，入力 x
を変換し出力 yを求める式は以下のようになる．
y = g(W2f(W1x + b1) + b2) (4.4)
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オートエンコーダでは y が x に近くなるようにパラメータである重みW1;W2 とバイ
アス b1; b2 を決定する．つまり，yと xの近さを測るための誤差関数の値を最小化するよ
うにパラメータを決定する．誤差関数は一般的に平均二乗誤差が用いられることが多い．
E = jjx  yjj2 (4.5)
オートエンコーダは RBMと同じく事前学習の手法として用いられることが多く，オー
トエンコーダを利用して DNNに初期値を与え，ne-tuningすることでより良い結果を得
ることができる [10]．また，オートエンコーダの隠れ層を入力層の次元よりも小さくする
ことで，次元圧縮された特徴量（高次特徴量）を抽出することもできる．これにより，次
元の大きい特徴量を比較的次元の小さい特徴量として表すことが可能となる．
4.3 スパースオートエンコーダ
スパースオートエンコーダ（Sparse Autoencoder; SAE）は，オートエンコーダの隠れ
層がスパースになるよう制約を加えたオートエンコーダである．誤差関数は以下のように
なる．
E = jjx  yjj2 +
DhX
i=1
KL(jjhi) (4.6)
ここで， は正則化を制御するためのパラメータ，hi は隠れ層 hの i番目の素子，Dh は
hの次元数である，また，通常はスパース項として L1ノルムを使用するが，L1ノルムは
微分不可能のため，代わりにPDhi=1KL(jjhi)を用いた．このスパース項は  と hi をパラ
メータとする 2つのベルヌーイ分布の KL情報量であることから以下のように記述できる
[28]．
KL(jjhi) = log 
hi
+ (1  )log 1  
1  hi (4.7)
スパースオートエンコーダは誤差関数にスパース項を加えたことにより，汎化能力が高
まり，より抽象的な高次特徴量が得られる．これにより，複数話者音声のスペクトル包絡
からなる入力に対し，汎化された高次特徴量が得られることで，任意話者の入力に対応し
やすくなると考えられる．
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図 4.4 特徴量変換の全体構造
4.4 スペクトル特徴量変換
本手法では，オートエンコーダおよびスパースオートエンコーダから抽出した高次特徴
量を利用する．オートエンコーダを用いて次元圧縮された高次特徴量を利用することに
より，従来手法よりも変換に要するデータ量を低減し，変換時間を短縮することが目的で
ある．また，スパースオートエンコーダを用いて得られた高次特徴量は汎化されているの
で，従来手法よりも任意話者の声質変換の精度を向上させることができると考えられる．
本研究では，図 4.4のようなスペクトル特徴量（本稿では，スペクトル包絡）変換構造
を提案する．まず，各話者のオートエンコーダと高次特徴量変換を行う DNNの学習を行
う．入力話者のスペクトル特徴量 x，目的話者のスペクトル特徴量 x0 を入力とし，入力話
者と目的話者各々のオートエンコーダを作成する．入力話者のオートエンコーダと目的
話者のオートエンコーダからそれぞれ高次特徴量 h，h0 を抽出する．入力話者オートエン
コーダから抽出した高次特徴量 hを入力データ，目的話者オートエンコーダから抽出した
高次特徴量 h0 を正解データとする DNN を作成する．次に，作成したオートエンコーダ
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と DNNを用いて声質変換器の作成を行う（図 4.4下のフロー）．まず，入力音声のスペク
トル特徴量を入力話者オートエンコーダのエンコーダ重みW1 を利用することで高次特徴
量を得る．得られた高次特徴量を DNNを用いて目的話者の高次特徴量に変換する．そし
て，変換された高次特徴量 h00 を目的話者オートエンコーダのデコーダ重みW02 を利用す
ることでスペクトル特徴量を復元し，変換されたスペクトル特徴量 y00 が得られる．そし
て，このオートエンコーダと高次特徴量変換 DNNを結合した DNN全体を ne-tuningす
る．この一連の流れのネットワークを構築することで，1つのネットワークによりスペク
トル特徴量変換が行える．
任意話者変換に対応するためには，訓練データとして複数の入力話者を用意し学習させ
る．複数話者から構成される訓練データを用いることで，オートエンコーダおよびスパー
スオートエンコーダはより一般化された高次特徴量を与えると考えられる．一般化された
高次特徴量を目的話者の高次特徴量に変換する DNNを用いることで，訓練データとして
用いていない任意の入力話者の音声でも高精度に変換することが期待される．
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第 5章
評価実験
5.1 予備実験
オートエンコーダを用いた提案手法及び比較手法の最適なパラメータを特定するため，
予備実験を行った．また，訓練に用いるデータ量を変化させることで，スペクトル変換
の精度がどのように変化するのか検証を行った．予備実験には，ソリッドスフィア社が
作成した音声データセット*1より，入力話者に男性話者（YMGT），目的話者に女性話者
（RDY）を用いた．パラメータ調整では，訓練データとして 450発話，テストデータとし
て 50発話を用いた．
5.1.1 パラメータ調整
提案手法の最適なパラメータの特定実験では，100次元の高次特徴量を隠れ層の層数と
隠れ層の素子数をパラメータとする様々な DNNを用いて変換を行った．学習回数につい
ては，オートエンコーダの学習回数は 100，DNNの学習回数は 30とした．スペクトル変
換の評価には，変換音声スペクトルが目的話者音声スペクトルにどのくらい近いかを表す
尺度である LSD（log spectral distortion）を用いた．つまり，LSDの値が小さいほどス
ペクトルの変換精度が良いということを表している．また，LSD の評価式は以下の通り
である．
*1 男性話者 4名，女性話者 6名，各話者 500発話で構成．
日常会話の発話内容を感情を排して読み上げた音声を収録．
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図 5.1 高次特徴量を用いた手法のパラメータ変化による LSD変化
LSD =
vuut 1
n
nX
i=1

10log10
xi
yi
2
(5.1)
xi は変換音声の i番目のスペクトル，yi は目的話者音声の i番目のスペクトル，nはスペ
クトルの次元数（今回は 513）である．パラメータを変化させ，スペクトル変換した結果
を図 5.1に示した．図 5.1より，本実験には最も精度の高かった 3層 500素子のものを用
いる．また，本実験ではこれより簡易な DNNとして 50次元の高次特徴量を用いた手法
を合わせて提案手法として用いる．
比較手法の最適なパラメータの特定実験では，Nguyenらの手法 [12]を参考とし，513
次元対数スペクトル包絡を DNNを用いて変換する手法を用いた．513次元対数スペクト
ル包絡を，隠れ層の層数と隠れ層の素子数をパラメータとする様々な DNNを用いて変換
させた．学習回数は 30 とした．スペクトル変換の評価には LSD を用いた．パラメータ
を変化させ，スペクトル変換した結果を図 5.2 に示した．図 5.2 より，3 層 3000 素子の
DNNが最も精度が高く，次に 3層 100素子の DNNの精度が高かったため，本実験では
この 2つの DNNを用いた手法を比較手法として用いた．
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図 5.2 スペクトル包絡 DNN変換手法のパラメータ変化による LSD変化
5.1.2 データ量変化
訓練に用いるデータ量の変化により，スペクトル変換の精度がどのように変化するの
か検証を行った．スペクトル変換の手法には，提案手法として 50 次元の高次特徴量を
用いた手法（AE50），100 次元の高次特徴量を用いた手法（AE100），比較手法として，
513 次元対数スペクトル包絡を DNN を用いて変換する手法で，DNN の構造を変えた 2
種（SPEC3000，SPEC100）を用いた．AE50，AE100，SPEC3000，SPEC100における
DNNの隠れ層及び隠れ層素子数はそれぞれ，2層 200素子，3層 500素子，3層 3000素
子，3層 100素子とした．学習回数については，AE50と AE100ではともに，オートエン
コーダの学習回数は 100，DNNの学習回数は 30，SPEC3000と SPEC100の学習回数は
30とした．スペクトル変換の評価には LSDを用いた．データ量を変化させ，スペクトル
変換した結果を図 5.3に示した．訓練に用いるデータ数が少ない時は，AE50の精度が高
く，データ数が多くなると，AE100 や SPEC3000 の精度が高くなった．このことから，
簡易な DNNを用いた手法（AE50）では，データ数が少ない時に高い精度が得られ，複雑
な DNNを用いた手法（AE100，SPEC3000）はデータ数が多くなると高い精度を得られ
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図 5.3 訓練データ数変化による LSD変化
るという仮説が立てられる．しかし，比較的簡易な DNNを用いている SPEC100に関し
ては，データ数が少ない時は精度が低く，データ数が多くなると，他手法と同程度の精度
が得られた．この仮説が正しいかどうかを確かめるため，本実験ではデータセットを 2種
用意し，検証を行う．
5.2 オートエンコーダを用いた声質変換手法の評価実験
5.2.1 評価方法
一対一変換と任意話者変換（多対一変換）においてオートエンコーダを用いた提案手
法を含む複数手法の比較実験を行った．実験には，ソリッドスフィア社が作成した音声
データセットを用いた．一対一変換では，男性話者 2人（KJM，YMGT）と女性話者 2人
（HM，TK）からなる変換の組合せを 4 組（YMGTtoKJM，KJMtoHM，TKtoYMGT，
HMtoTK）作成し実験を行った．任意話者変換の声質変換器作成において，目的話者 2人
に対し訓練に利用する話者数を 2，4，6，8と変化させた 4パターンの直積である計 8組
の変換器を作成した．なお，目的話者には男性話者（KRT）と女性話者（HM）を用い，一
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方を目的話者とし，もう一方を評価用の入力話者として実験を行った．一対一変換と任意
話者変換ともに，訓練データには大規模コーパスとして 300発話，小規模コーパスとして
20発話を用いた．ここで，任意話者変換に用いたコーパスの総発話数は，訓練話者数に関
わらず一定である．また，訓練データに用いていない 50発話をテストデータとして評価
を行った．なお，訓練データには入力話者と目的話者の同一内容発話から動的計画法でア
ラインメントを取ることにより作成されたパラレルデータを用いた．
実験では提案手法であるオートエンコーダの高次特徴量を用いた手法と 4つの比較手法
を用いて声質変換精度比較を行った．提案手法には，50 次元の高次特徴量を用いた手法
（AE50）と 100次元の高次特徴量を用いた手法（AE100）の 2つの手法を用いた．なお，
AE50および AE100は ne-tuningを行わず，オートエンコーダと高次特徴量変換 DNN
を結合したものとした．比較手法には，GMM を用いた手法（JDGMM）[2]，MFCC を
DNNを用いて変換した手法（MFCC-DNN）[4]，対数スペクトル包絡を DNNを用いて変
換した手法（SPEC3000，SPEC100）[12]の 4つの手法を用いた．入出力音響特徴量とし
て，TANDEM-STRAIGHTにより 1フレーム 40ms，フレームシフト 5msとして求めた
513次元の対数スペクトル包絡を AE50，AE100，SPEC3000，SPEC100で用い，スペク
トル包絡より計算された 25次元MFCCを JDGMM，MFCC-DNNで用いた．JDGMM
における混合数は 64とし，MFCC-DNN，SPEC3000，SPEC100，AE50，AE100の隠れ
層及び隠れ層素子数はそれぞれ，2 層 50 素子，3 層 3000 素子，3 層 100 素子，2 層 200
素子，3層 500素子とした．オートエンコーダおよび各 DNNの活性化関数，学習最適化
アルゴリズムはそれぞれ ReLU関数 [29]，ADAM（=0.0001）[30]を用いた．学習回数
については，MFCC-DNN，SPEC3000，SPEC100はそれぞれ 200，20，20とし，AE50，
AE100ではともに，オートエンコーダの学習回数は 100，DNNの学習回数は 30とした．
これらの値については，MFCC-DNNは Desaiらの手法 [4]を参考にし，他は予備実験に
より決定した．
一般的に声質変換手法の評価は客観評価と主観評価の 2 つで行われる．客観評価基準
として，LSDと音響特徴量の変換所要時間の 2つを用いた．主観評価では，MOS（mean
opinion score）に基づき評価を行った．MOSとは，人間の知覚に基づき音声の質を評価
するための指標である．MOSは 1から 5の間の数値で表され，1が最も音質が悪く，5が
最も音質が良いことを示す．被験者（20代男女）9人に目的話者音声と変換音声を試聴さ
せ，類似性（変換音声の声質が目的話者音声の声質に似ているか）と自然性（発話がはっ
きりしているか）の 2項目について 1から 5の 5段階で評価させた．また，一対一変換に
おける主観評価には 2 つの変換組（TK → YMGT と HM → TK）の声質変換器を用い，
それぞれ訓練データに用いていないランダムに選択した 1発話を評価に用いた．任意話者
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表 5.1 小規模コーパスにおける一対一変換の LSD（dB）
target AE50 AE100 JDGMM MFCC-DNN SPEC3000 SPEC100
YMGT→ KJM 4.53 4.39 5.80 5.44 4.44 4.74
KJM→ HM 4.71 4.66 6.77 6.31 4.62 4.78
TK→ YMGT 4.56 4.33 5.66 5.30 4.45 4.67
HM→ TK 4.18 4.12 5.12 4.85 4.14 4.28
average 4.50 4.38 5.84 5.48 4.41 4.61
変換における主観評価には，HMを目的話者とした声質変換器を用い，訓練データに用い
ていないランダムに選択した 1発話を評価に用いた．被験者にはどの変換手法で変換した
音声か分からないよう，変換音声の試聴順をランダムに並べ試聴させた．
5.2.2 一対一変換の結果
小規模コーパスを用いた一対一変換において，各手法によりスペクトル変換した 4組の
LSD評価結果を表 5.1に示した．LSD値を比較すると，提案手法である AE50，AE100お
よび先行研究手法である SPEC3000，SPEC100は JDGMMおよびMFCC-DNNより高
いスペクトル変換精度が得られた．これは，JDGMMおよびMFCC-DNNは音響特徴量
にMFCCを利用しているため，スペクトル包絡に復元した際，高周波数成分が欠落して
しまい，スペクトル包絡の類似度が低くなってしまうためと考えられる．しかし，MFCC
は人間の音声知覚を考慮した特徴量であるため，図 5.4の主観評価においては，手法間に
LSD で見られた差ほど大きな差はないことが観測できる．また，AE100，SPEC3000 の
スペクトル変換精度に大きな差はなかったが，これらの 2手法に比べ AE50と SPEC100
は少し精度が下がるという結果であった．AE50より AE100の精度が高かったことから，
次元の大きい高次特徴量を用いた方が高い精度を得られることがわかる．大規模コーパ
スを用いた一対一変換の結果を示した表 5.2において，表 5.1と似た傾向の結果が得られ
たが，AE50と SPEC100の変換精度と AE100と SPEC3000の変換精度差が小さくなっ
ている．AE50と SPEC100は AE100や SPEC3000よりも簡易な DNNを用いているこ
とから，簡易な DNNを用いた手法は訓練に多くのデータ量を要すると考えられる．よっ
て，予備実験において立てた，"簡易な DNN を用いた手法では，データ数が少ない時に
高い精度が得られ，複雑な DNNを用いた手法はデータ数が多くなると高い精度を得られ
る"という仮説は否定された．
図 5.4と図 5.5では，それぞれ小規模コーパスを用いた実験と大規模コーパスを用いた
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表 5.2 大規模コーパスにおける一対一変換の LSD（dB）
target AE50 AE100 JDGMM MFCC-DNN SPEC3000 SPEC100
YMGT→ KJM 4.08 4.04 5.06 5.19 4.06 4.17
KJM→ HM 4.29 4.20 4.72 4.96 4.21 4.35
TK→ YMGT 4.02 3.96 5.04 5.10 3.96 4.12
HM→ TK 3.88 3.82 4.55 4.50 3.88 3.97
average 4.07 4.01 4.84 4.94 4.03 4.15
実験において，変換した音声の類似性と自然性を人間の聴覚に基づき評価した結果を示
した．また，各手法のMOS値は 2つの変換組でそれぞれ得られた値の平均値である．小
規模コーパスを用いた実験では，類似性は SPEC3000が最も高く，自然性は AE100が最
も高かったが，どちらも大きな差はなかった．大規模コーパスを用いた実験では，類似性
と自然性ともに手法間に大きな差はなかったが，類似性は提案手法である AE50 が最も
MOS 値が高かった．小規模コーパスを用いた実験において，自然性については AE100
と SPEC100で有意差が見られたが，自然性の他の組合せや類似性については有意差はな
かった．大規模コーパスを用いた実験では，類似性，自然性共に一要因の分散分析を行っ
たが，有意差はなかった．なお，大規模コーパスにおいて，特に自然性では提案手法で
ある AE50と AE100が他手法よりも値が高く，高品質な声質変換を行えていることがわ
かる．
図 5.6では，各手法によるスペクトル変換に要する時間比較を行った．対数スペクトル
包絡を変換した手法は入力対数スペクトル包絡から変換されたスペクトル包絡を求める
までの時間，MFCCを変換した手法は，入力MFCCから変換されたMFCCを求めるま
での時間を計測した．また，ここでの変換時間は 1 発話分（約 1 秒）のスペクトルを変
換するのに要した時間である．表 5.1と表 5.2では，AE100，SPEC3000に大きな変換精
度差はなかったが，変換時間の比較では，提案手法である AE100が変換に要した時間が
0.36秒であるのに対し，先行研究手法である SPEC3000は変換に要する時間が 1.48秒と
4倍以上の時間を要するという結果となった．本研究において，声質変換に要する時間の
目標値としては，入力音声から変換音声を求めるまで 2 秒程度とした．現在の音声合成
技術では，約 2秒間の音声を特徴量に分解し音声合成で音声を求めるには，およそ 1.9秒
要する*2ため，目標値を達成するには特徴量変換は 0.1秒程度で行う必要があるが，これ
を満たす手法は，MFCC-DNNのみである．しかし，MFCC-DNNは変換精度があまり良
*2 TANDEM-STRAIGHTを利用した場合
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図 5.4 小規模コーパスにおける一対一変換の主観評価
くないため，変換精度が良くかつ変換時間が短いものを考えると，AE100 となり，声質
変換に要する時間は 2.3秒と少々目標値を超えてしまうが，同程度の精度で変換が行える
SPEC3000と比較すると，大幅に時間は短縮された．
また，大規模コーパスにおいて，従来手法である JDGMMはMFCC-DNNより変換精
度は高かったが，MFCC-DNNの変換時間が約 0.13秒に対し，JDGMMは変換に 0.8秒以
上要するということから，音響特徴量としてMFCCを用いる場合は変換精度と変換時間
はトレードオフの関係になると考えられる．一方，小規模コーパスにおいては，変換精度
と変換時間ともに JDGMMよりMFCC-DNNの方が優れていたという結果が得られた．
以上の結果より，一対一変換において提案手法である AE100が変換精度，変換時間共
に優れていたことがわかる．
5.2.3 任意話者変換の結果
任意話者変換実験では，JDGMMは多対一変換を行えないため，JDGMMを他の多対
一変換手法と比較するための一対一変換手法として用いた．以下，JDGMMについては，
各変換組（HMtoKRT，KRTtoHM）の一対一変換を行った結果を記載した．
各手法によりスペクトル変換の対象とする目的話者 2人と訓練話者数の組合せ 4組の直
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図 5.5 大規模コーパスにおける一対一変換の主観評価
積である 8通りに対し各手法の LSD評価を行い，訓練話者数毎にまとめた結果を表 5.3，
表 5.4（それぞれ小規模コーパス，大規模コーパスを用いた実験に対応）に示した．ここ
で，mix2というのは，任意話者声質変換器の作成に用いた訓練データの話者が 2人であ
ることを意味する．同様に，mix4，mix6，mix8はそれぞれ，訓練データの話者が 4人，6
人，8 人であることを意味する．表 5.1 や表 5.2 と同様，JDGMM と MFCC-DNN は他
手法に比べ精度が落ちるが，理由は前項で述べた通りである．任意話者変換においても，
大規模コーパスと小規模コーパス共に AE100の手法が最も高い精度を得た．また，大規
模コーパスにおいては AE50 も SPEC3000 よりも良い精度が得られた．このことから，
オートエンコーダを用いることにより，複数話者の訓練データから一般的な高次特徴量が
得られ，直接特徴量を変換するより話者に依存しない変換が行えるようになったと考えら
れる．
表 5.3，表 5.4における訓練話者数の変化に対する LSDの変化を見た時，訓練に用いた
話者が 2人の時の精度が低かったことは各手法に共通しているが，訓練用話者が 4人以上
になると大きな差はなかった．ただし，表 5.3の SPEC100に関しては訓練話者数が増え
ると変換精度も向上するという結果となった．今回は訓練用話者を 10人以上として実験
を行わなかったためこれ以降の変化は不明だが，この結果を考慮すると必ずしも訓練に多
くの話者を用いることが声質変換の精度向上に結びつくとは言えない．10 人以上に増や
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表 5.3 小規模コーパスにおける訓練話者数に対する LSD（dB）
AE50 AE100 JDGMM MFCC-DNN SPEC3000 SPEC100
mix2 4.60 4.52 { 5.33 4.61 4.91
mix4 4.49 4.44 { 5.39 4.48 4.81
mix6 4.55 4.47 { 5.35 4.51 4.70
mix8 4.55 4.48 { 5.41 4.47 4.66
average 4.55 4.48 5.65 5.37 4.52 4.77
した場合も精度に大きな影響がない可能性も十分あり得ると考えられる．
図 5.7と図 5.8では，それぞれ小規模コーパス，大規模コーパスを用いた任意話者変換
における主観評価の結果を示した．類似性と自然性共に，同じ手法であれば訓練話者数が
2人の声質変換器より訓練話者数が 8人の声質変換器の方がMOS値が高かった．これは
表 5.3や表 5.4の結果からもわかるように，訓練話者数は 2人よりも 4人以上用いた方が
より目的話者に似た高品質な音声を作成できることがわかる．しかし，MFCC-DNNにつ
いては訓練話者数が 2人より 8人の方が結果が良いという傾向は見られなかった．手法間
の差については，表 5.3や表 5.4の結果に反し，AE100よりも SPEC3000のMOS値が高
28
表 5.4 大規模コーパスにおける訓練話者数に対する LSD（dB）
AE50 AE100 JDGMM MFCC-DNN SPEC3000 SPEC100
mix2 4.38 4.35 { 5.26 4.40 4.43
mix4 4.32 4.28 { 5.11 4.29 4.30
mix6 4.30 4.26 { 5.08 4.33 4.35
mix8 4.32 4.27 { 5.12 4.36 4.31
average 4.33 4.29 4.87 5.14 4.34 4.35
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図 5.7 小規模コーパスにおける任意話者変換の主観評価結果
かった．ただし，小規模コーパスにおける実験，大規模コーパスにおける実験ともに類似
性，自然性で一要因の分散分析を行ったが，有意差はなかった．また，大規模コーパスを
用いた実験では，一対一変換である JDGMMより任意話者変換を行う SPEC3000が類似
性と自然性共に優れていたことから，任意話者変換においても，スペクトル包絡を用いる
ことで従来の一対一変換手法である GMM を用いた変換手法並かそれ以上の精度で声質
変換を行うことができることがわかった．SPEC3000 の主観評価結果が優れていた理由
として，SPEC3000で用いた DNNの構造が複雑なため，様々な入力に対応しやすかった
ことが考えられる．
29
1
2
3
4
5
M
O
S
類似性
自然性
図 5.8 大規模コーパスにおける任意話者変換の主観評価結果
5.3 スパースオートエンコーダを用いた声質変換手法の評価
実験
5.3.1 評価方法
評価実験では，一対一声質変換と任意話者声質変換においてスパースオートエンコー
ダを用いた提案手法を含む複数手法の比較実験を行った．実験には，ソリッドスフィア社
が作成した音声データセットを用いた．一対一変換では，男性話者 2人（KJM，YMGT）
と女性話者 2人（HM，TK）からなる変換の組合せを 4組（YMGTtoKJM，KJMtoHM，
TKtoYMGT，HMtoTK）作成し実験を行った．任意話者変換では，声質変換器の学習に
8人の訓練話者（男性話者 3人，女性話者 5人）音声データを用いた．目的話者には，男
性話者（KRT）と女性話者（HM）を用い，一方を目的話者とし，もう一方を評価用の入
力話者として実験を行った．一対一変換と任意話者変換ともに，訓練データに 300発話，
訓練に使用していない検証用データに 50発話，訓練および検証に使用していないテスト
データに 50発話を用いた．ここで検証用データとは，DNN学習時に非学習データに対す
る誤差値を算出するために用いたデータセットのことである．なお，訓練データには入力
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話者と目的話者の同一内容発話から動的計画法でアラインメントを取ることにより作成さ
れたパラレルデータを用いた．
実験では，提案手法であるスパースオートエンコーダの高次特徴量を用いた手法（SAE-
DNN）と 3つの比較手法を用いて声質変換精度比較を行った．比較手法には，ベースライ
ン手法として GMMを用いた手法（JDGMM）[2]，MFCCを DNNを用いて変換した手
法（MFCC-DNN）[4]，そして，オートエンコーダの高次特徴量を用いた手法（AE-DNN）
を用いた．入出力音響特徴量として，TANDEM-STRAIGHTより 1フレーム 40ms，フ
レームシフト 5msとして求めた 513次元の対数スペクトル包絡を AE-DNNと SAE-DNN
で用い，スペクトル包絡より計算された 25次元MFCCを JDGMM，MFCC-DNNで用
いた．また，一般的に音響特徴量の変換では時系列を考慮するために，動的特徴量やマル
チフレームを入力データとすることから，JDGMMでは 25次元MFCCに動的特徴量を
合わせた計 50 次元，MFCC-DNN では 11 フレームの MFCC（計 275 次元），AE-DNN
および SAE-DNNでは 11フレームの対数スペクトル包絡（計 5643次元）を入力として
実験を行った．JDGMMにおける混合数は 64とし，MFCC-DNNの隠れ層数を 3，隠れ
層素子数は 550とした．AE-DNNおよび SAE-DNNはともに，オートエンコーダの隠れ
層素子数は 1000とし，高次特徴量変換 DNNの隠れ層数を 3，隠れ層素子数を 3000とし
た．活性化関数については，オートエンコーダと各 DNNは ReLU関数，スパースオート
エンコーダはシグモイド関数，学習最適化アルゴリズムはいずれも ADAM（=0.0001）
を用いた．学習回数については，MFCC-DNNは 100，AE-DNNと SAE-DNNはともに
オートエンコーダは 200，高次特徴量変換 DNNは 30とした．また，過学習を防ぐため，
学習過程において検証用データによる誤差値が最も小さかったモデルを利用した．
一般的に声質変換手法の評価は客観評価と主観評価の 2つで行われる．本実験では客観
評価基準として，LSDを用いた．主観評価では，被験者（20代男女）12人に目的話者音
声，変換音声 A，変換音声 B を試聴させ，類似性（変換音声の声質が目的話者音声の声
質に似ているか）と自然性（発話がはっきりしているか）の 2項目について，それぞれど
ちらの変換音声が優れているかについて，「変換音声 A，変換音声 B，どちらも変わらな
い（N/P）」の 3つの選択肢から 1つ選択させた．また，一対一変換における主観評価に
は 4つの変換組（YMGTtoKJM，KJMtoHM，TKtoYMGT，HMtoTK）の声質変換器を
用い，各組のテストデータからランダムに選択した 1発話を評価に用いた．任意話者変換
における主観評価には，KRTと HMを目的話者とした声質変換器を用い，各組のテスト
データからランダムに選択した 1発話を評価に用いた．被験者にはどの変換手法で変換し
た音声か分からないよう，変換音声をランダムに並べ試聴させた．
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表 5.5 一対一変換の LSD（dB）
target JDGMM MFCC-DNN AE-DNN SAE-DNN
YMGTtoKJM 5.06 5.34 3.95 3.92
KJMtoHM 4.72 4.85 4.10 4.02
TKtoYMGT 5.04 4.71 3.81 3.77
HMtoTK 4.55 5.08 3.87 3.86
average 4.84 5.00 3.93 3.89
5.3.2 一対一変換の結果
一対一変換において，各手法によりスペクトル変換した 4組の LSD評価結果を表 5.5に
示した．LSD値を比較すると，スペクトル特徴量にスペクトル包絡を用いた AE-DNNと
SAE-DNN は JDGMM と MFCC-DNN より高いスペクトル変換精度が得られた．これ
は，前節でも述べたように，JDGMMおよびMFCC-DNNはスペクトル特徴量にMFCC
を利用しているためである．AE-DNNと SAE-DNNの LSDを比較すると，僅差ではある
が，全ての変換組で SAE-DNNが最も高い変換精度を得た．このことから，スパースオー
トエンコーダから得られた高次特徴量は，通常のオートエンコーダより抽象度が高く，目
的スペクトル特徴量へ変換しやすい特徴量となっているのではないかと考えられる．
表 5.6 では，変換した音声の自然性と類似性について，人間の聴覚に基づき評価した
結果を示した．ランダムに選択した音声を各手法を用いて変換した音声から 2つを選び，
どちらの音声がより自然性，類似性が高かったかを選択するという実験を行った．各手
法の数値は得票率を表しており，N/P はどちらの音声も優劣がつけられない場合に選択
された．また，p は T 検定を行った結果（p 値）を記載した．自然性，類似性ともに提
案手法である AE-DNN および SAE-DNN が，ベースライン手法である JDGMM およ
びMFCC-DNNより優れているという結果が得られた．しかし，AE-DNNと SAE-DNN
の間には自然性，類似性ともに有意差は見られなかった．よって，一対一変換において
AE-DNNと SAE-DNNの性能に差はないと言える．
5.3.3 任意話者変換の結果
任意話者変換実験では，JDGMMは任意話者変換を行えないため，JDGMMを他の任
意話者変換手法と比較するための一対一変換手法として用いた．以下では，JDGMM は
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表 5.6 一対一変換の主観評価結果（%）
JDGMM MFCC-DNN AE-DNN SAE-DNN N/P p
自然性
47.9 12.5 { { 39.6 0.000
　 18.8 { 50.0 { 31.3 0.001
22.9 { { 33.3 43.8 0.261
{ 12.5 52.1 { 35.4 0.000
{ 16.7 { 52.1 31.3 0.001
{ { 27.1 27.1 45.8 1.000
類似性
14.6 20.8 { { 64.6 0.428
8.3 { 47.9 { 43.8 0.000
10.4 { { 33.3 56.3 0.006
{ 14.6 47.9 { 37.5 0.000
{ 20.8 { 41.7 37.5 0.028
{ { 27.1 20.8 52.1 0.478
表 5.7 任意話者変換の LSD（dB）
target JDGMM MFCC-DNN AE-DNN SAE-DNN
to KRT 5.01 5.17 3.93 3.89
to HM 4.72 5.57 4.40 4.38
average 4.87 5.37 4.17 4.13
一対一変換を行った結果を記載している（変換組は HMtoKRTおよび KRTtoHM）．
任意話者変換における LSD の評価結果を表 5.7 に示した．表 5.5 同様，AE-DNN と
SAE-DNNに比べ JDGMMとMFCC-DNNの LSD値が大きいが，理由は前節で述べた
通りである．任意話者変換においても，僅差であるものの SAE-DNN が最も高い変換精
度を得た．よって一対一変換の結果と同様に，スパースオートエンコーダから得られた高
次特徴量は抽象度が高く，目的スペクトル特徴量へ変換しやすい特徴量となっていると考
えられる．
表 5.8では，任意話者変換における主観評価結果を示した．自然性，類似性ともに一対
一変換を行った JDGMM が他手法よりも優れていることが確認できる．このことから，
今回提案した任意話者変換手法は，従来の一対一変換の精度には及ばないことが分かった．
また，自然性については AE-DNNと SAE-DNNがともに，類似性については AE-DNN
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表 5.8 任意話者変換の主観評価結果（%）
JDGMM MFCC-DNN AE-DNN SAE-DNN N/P p
自然性
79.2 12.5 { { 8.3 0.000
　 75.0 { 4.2 { 20.8 0.000
66.7 { { 20.8 12.5 0.001
{ 12.5 54.2 { 33.3 0.002
{ 12.5 { 54.2 33.3 0.002
{ { 8.3 37.5 54.2 0.016
類似性
79.2 8.3 { { 12.5 0.000
54.2 { 20.8 { 25.0 0.017
66.7 { { 16.7 16.7 0.000
{ 8.3 54.2 { 37.5 0.000
{ 20.8 { 33.3 45.8 0.340
{ { 16.7 25.0 58.3 0.488
がMFCC-DNNよりも優れていた．AE-DNNと SAE-DNNとの比較では，SAE-DNNは
自然性において，AE-DNN より優れていたことが確認できた．よって，SAE-DNN は，
AE-DNNと比較し，任意話者変換において精度改善することができたと言える．
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第 6章
考察
6.1 変換精度
5.3.3 の任意話者変換の主観評価では，提案手法である SAE-DNN と AE-DNN 間に，
自然性において有意差が見られたが，類似性では有意差は見られなかった．この理由とし
て，任意話者変換の主観評価に用いたデータ数が少なかったことと，SAE-DNNの手法に
おいて ne-tuningを行ったことが考えられる．本節ではこれらの原因について議論する．
6.1.1 主観評価に用いるデータ数
任意話者変換の主観評価に用いたデータは，被験者 12人に 2組の変換組からそれぞれ
ランダムに選択した 1発話を試聴させたもので，計 24の評価データによって評価を行っ
た．一方，一対一変換の主観評価に用いたデータ数は，被験者 12人に 4組の変換組から
それぞれランダムに選択した 1 発話を試聴させたもので，計 48 の評価データを用いた．
他の先行研究では 120の評価データを用いているものもあり [31]，今回の主観評価実験に
用いたデータが少なかったため，類似性において有意差が見られなかった可能性が考えら
れる．また，5.2.2 や 5.2.3 の主観評価に用いたデータ数についても，一対一変換では 18
の評価データ，任意話者変換では 9の評価データによって統計的有意差検定を行っている
ため，有意差が見られ難かったと考えられる．
6.1.2 Fine-tuningの影響
本稿で提案した SAE-DNN の手法では，最後に ne-tuning を行なうものであるが，
Mohammadiらの研究 [25]では，オートエンコーダを結合した DNNを ne-tuningした
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ものより，ne-tuingを行わないものの方が主観評価の結果が良いと報告されている．ま
た，5.2の実験において，オートエンコーダを用いた提案手法 AE50，AE100ではどちら
も ne-tuningを行わないものであったが，任意話者の主観評価では，一対一変換を行っ
た JDGMMとの有意差が見られなかった．このことから，スパースオートエンコーダと
高次特徴量 DNNを結合し ne-tuingを行わない手法を用いることで，スパースオートエ
ンコーダにより得られた抽象的な特徴量が平滑化されず，話者の特徴を捉えた変換が行え
る可能性がある．
6.2 訓練話者数の影響
5.3.3の任意話者変換の主観評価において，一対一変換を行った JDGMMにいずれの任
意話者変換手法も及ばなかったという結果が得られた．本実験では，任意話者変換のため
の訓練データに複数話者（8人）の発話データを用いたが，様々な声質の入力があること
を考えると，8人では多様な声質に対応するのは難しいと考えられる．オートエンコーダ
を用いた手法の評価実験では，訓練データに用いる複数話者の人数を変化させ，変換精度
にどのように影響するか検証を行ったが，訓練話者が 2人の場合は任意話者の入力に対応
できず，訓練話者が 4～8人の時場合は 2人の時と比較すると任意話者の入力に対応でき
るという結果であった．複数話者による大規模コーパスの入手が困難であるため，10 人
以上の訓練話者による実験が行えていないが，任意話者の入力に対応するためには，より
多くの訓練話者を用いて学習を行なう必要があると考えられる．そのため，十分な話者数
の訓練データセットを用いることにより，本手法は一対一変換の JDGMMと大差ない結
果が得られる可能性があると考えられる．
表 5.8 を目的話者別にまとめたものを表 6.1 に示した．目的話者が HM のときは
JDGMM がどの任意話者変換手法に対しても有意差があったが，目的話者が KRT のと
きは有意差が見られないものもあった．これは，KRTへの変換評価は入力話者に HMを
用いており，KRTの変換器作成のための訓練話者 8人の中に HMと近い声質を持つ話者
がいたため，任意話者変換手法でも比較的高い精度で変換が行えたと考えられる．一方，
HMへの変換評価では入力話者に KRTを用いたが，訓練話者 8人の中に KRTと近い声
質を持つ話者がいなかったため，一対一変換と比べ変換精度が劣ってしまったと考えられ
る．そこで，入力話者と訓練話者の声質の類似度（LSD）を計測した結果を表 6.2に示し
た．KRTと最も声質が近い話者は male 3で，LSDは 5.24であるのに対し，HMと最も
声質が近い話者は female 5で，LSDは 4.87と KRTよりも声質の近い話者の音声データ
が訓練データに使われていたことがわかった．このことから，入力話者に近い声質を持つ
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表 6.1 目的話者別任意話者変換の主観評価結果（%）
JDGMM MFCC-DNN AE-DNN SAE-DNN N/P p
自然性
91.7 0.0 { { 8.3 0.000
83.3 { 0.0 { 16.7 0.000
75.0 { { 8.3 16.7 0.000
{ 0.0 75.0 { 25.0 0.000
toHM
{ 8.3 { 75.0 16.7 0.000
{ { 16.7 33.3 50.0 0.368
類似性
83.3 0.0 { { 16.7 0.000
58.3 { 16.7 { 25.0 0.036
58.3 { { 16.7 25.0 0.036
{ 0.0 66.7 { 33.3 0.000
{ 0.0 { 50.0 50.0 0.003
{ { 25.0 16.7 58.3 0.633
自然性
66.7 25.0 { { 8.3 0.042
66.7 { 8.3 { 25.0 0.002
58.3 { { 33.3 8.3 0.237
{ 25.0 33.3 { 41.7 0.670
toKRT
{ 16.7 { 33.3 50.0 0.368
{ { 0.0 41.7 58.3 0.010
類似性
75.0 16.7 { { 8.3 0.003
50.0 { 25.0 { 25.0 0.223
75.0 { { 16.7 8.3 0.003
{ 16.7 41.7 { 41.7 0.193
{ 41.7 { 16.7 41.7 0.193
{ { 8.3 33.3 58.3 0.143
訓練話者のデータを含むコーパスを用いて声質変換器が作成することで，変換精度が向上
することが期待される．よって，任意話者声質変換器を作成する際に用いる音声コーパス
は，多様な声質からなる複数話者の音声データから構成されているものを用いるのが望ま
しいと言える．
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表 6.2 KRTおよび HMと訓練話者間の LSD（dB）
KRT HM
male 1 5.59 6.32
male 2 5.63 6.23
male 3 5.24 5.53
female 1 6.23 5.69
female 2 6.27 5.70
female 3 5.84 5.27
female 4 5.72 5.31
female 5 5.99 4.87
6.3 変換時間
5.2.2の変換時間の実験結果では，既存手法である SPEC3000と比べ提案手法が短時間
で変換することが可能になったが，音声から音声へ変換を行う場合はどの手法も 2 秒以
上要してしまう．声質変換を用いた通話など，リアルタイム性を求められるアプリケー
ションへ用いる場合はより早い変換が必要とされる．提案手法のスペクトル変換自体は
0.4秒程度であるのに対し，音声分析と音声合成に要する時間は約 1.9秒であるので，音
声合成および音声合成に要する時間の短縮が行われなければ，リアルタイム性を求めら
れるアプリケーションへの応用は難しいと考えられる．本稿では，音声分析ツールとして
TANDEM-STRAIGHTを用いたが，他の音声分析ツールとして SPTK*1やWORLD[32]
（D4C edition [33]）などがあり，TANDEM-STRAIGHTに比べ合成分析に要する時間が
短くなるものがあるので，アプリケーションを作成する際には，アプリケーションの制約
によってどの音声分析ツールを用いるべきか検討する必要がある．
6.4 マルチフレームによる精度変化
DNN を用いた手法において，マルチフレームによる変換精度変化を表 6.3 に示した．
入力に用いるフレーム数を増やすことで，LSD の精度が改善されていることが確認でき
る．ただし，MFCC-DNNは 5.2でも述べたように，LSDでは精度の改善ができているか
*1 http://sp-tk.sourceforge.net/
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表 6.3 フレーム数による LSD変化（dB）
1フレーム 3フレーム 5フレーム 11フレーム
MFCC-DNN 5.08 5.05 5.07 5.12
AE-DNN 4.12 4.08 4.09 4.01
SAE-DNN 4.15 4.08 4.04 3.97
確認できない．1フレームと 11フレームとの LSD差は AE-DNNで 0.1，SAE-DNNでは
0.2程度となった．主観評価による比較を行っていないため，音声にどの程度差が生じる
かは不明だが，本実験での AE-DNNと SAE-DNNの LSD差が 0.04で一対一変換の主観
評価では特に差がなかったことから，大きな差は生じないと考えられる．入力に用いるフ
レーム数が増えると，変換に要する DNN の構造が複雑になり，変換に長い時間掛かる．
よって，本手法において変換精度と変換時間はトレードオフの関係にあり，本手法を用い
てアプリケーションを開発する場合には，アプリケーションの制約によって入力フレー
ム数を調整するべきだと考える．例えば，映画の吹替音声の作成などを行なうアプリケー
ションであれば，時間的制約がないので，11フレームを用いて変換精度を優先できる．声
質変換を用いて通話を行なうようなアプリケーションでは，リアルタイムの声質変換が必
要になるため，1フレームや 3フレームなどフレーム数を少なくし，変換時間を短縮する
よう調整が可能である．
6.5 スペクトログラム
5.3.3で用いた，HMの発話，KRTの発話，HMの発話を KRTの声質へ JDGMMを用
いて変換した音声，任意話者（HM）の発話を KRTの声質へ SAE-DNNを用いて変換し
た音声におけるスペクトログラムの一例をそれぞれ，図 6.1，図 6.2，図 6.3，図 6.4に示
した．図 6.1と図 6.2を比較すると，HM（女性話者）の発話は高周波数帯（3kHz以上）
まで強い成分が出ているのに対し，KRT（男性話者）の発話は低周波数帯（0-2kHz）に強
い成分が集中している．図 6.3と図 6.4では，図 6.2で見られたように，どちらも低周波
数帯に強い成分が集中していることが見受けられる．このことから，どちらの手法も目的
話者の特徴を捉えた変換が行えていることがわかる．また，どちらの図もほとんど差がな
いように見受けられるが，JDGMMで変換した音声スペクトログラムの方が，SAE-DNN
で変換したものより若干低周波数帯成分が強く出ていると見て取れる．この違いが，5.3.3
における JDGMMと SAE-DNNの主観評価の差に影響したと考えられる．
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図 6.1 HMの発話におけるスペクトログラム
図 6.2 KRTの発話におけるスペクトログラム
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図 6.3 HMの発話を KRTの声質へ JDGMMを用いて変換した音声のスペクトログラム
図 6.4 任意話者（HM）の発話を KRTの声質へ SAE-DNNを用いて変換した音声のス
ペクトログラム
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第 7章
まとめ
本研究では，訓練に用いるデータ量を低減させること，および声質変換に要する時間を
短縮することを目的とし，オートエンコーダを用いた声質変換手法を提案した．また，任
意話者の声質変換精度を向上させるため，スパースオートエンコーダを用いた任意話者声
質変換手法を提案した．オートエンコーダを用いた声質変換手法の評価実験では，客観評
価において一対一変換，任意話者変換ともに提案手法が従来手法よりも変換精度が優れ
ていた．変換時間については，従来手法と比べ大きく短縮することができた．主観評価で
は，一対一変換については提案手法が優れていたが，任意話者変換では従来手法には及ば
なかった．また，スペクトル包絡を変換する DNNを用いた手法が従来の GMMを用いた
一対一変換手法と同程度の精度で変換が行えたことから，手法や用いる音声コーパス次第
で，任意話者変換を一対一変換と大差ない精度で行えることがわかった．スパースオート
エンコーダを用いた声質変換手法の評価実験では，客観評価において提案手法が最も高い
精度でスペクトル変換を行った．主観評価では，提案手法は一対一変換手法の精度には及
ばなかったものの，他の任意話者変換手法に比べ自然性は最も優れていたという結果が得
られた．よって，スパースオートエンコーダを用いることで話者に依存しない特徴量を抽
出し，その特徴量を DNNを用いて変換することで，任意話者変換の精度向上を行うこと
ができたと考えられる．
今後の課題として，従来の一対一変換手法と差がなくなることを目的とし，任意話者の
入力により対応できるよう手法を改良する．また，本手法における ne-tuningの影響を
検証し，ne-tuningするべきか否かを判断する必要がある．訓練データに利用する話者数
を増やすことで，様々な声質を持つ話者からの入力に対応できるか確認をし，一般的に任
意話者の声質変換において，訓練データに用いる話者数は何人程度必要になるか検証を行
う．同時に，任意話者変換に適する音声コーパスの設計法の検討を行いたい．また，本稿
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で提案した声質変換手法を用いたアプリケーションの開発を行い，アプリケーションと本
手法を総合した評価を行いたい．
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付録 A
スペクトログラム
6.5 で記載しなかった任意話者（入力話者は HM）から KRT へ AE-DNN と MFCC-
DNNを用いて変換された音声のスペクトログラム（図 A.1，図 A.2），および任意話者（入
力話者はKRT）から HMへ変換された音声のスペクトログラム（図 A.3，図 A.4，図 A.5，
図 A.6）を記載する．
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図 A.1 任意話者（HM）の発話を KRTの声質へMFCC-DNNを用いて変換した音声
のスペクトログラム
図 A.2 任意話者（HM）の発話を KRTの声質へ AE-DNNを用いて変換した音声のス
ペクトログラム
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図 A.3 KRTの発話を HMの声質へ JDGMMを用いて変換した音声のスペクトログラム
図 A.4 任意話者（KRT）の発話を HM の声質へ SAE-DNN を用いて変換した音声の
スペクトログラム
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図 A.5 任意話者（KRT）の発話を HMの声質へMFCC-DNNを用いて変換した音声
のスペクトログラム
図 A.6 任意話者（KRT）の発話を HMの声質へ AE-DNNを用いて変換した音声のス
ペクトログラム
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