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Abstract 
Software refactoring has been recognised as a valuable process during software development and is often aimed 
at repaying technical debt. Technical debt arises when a software product has been built or amended without full 
care for structure and extensibility. Refactoring is useful to keep technical debt low and if it can be automated 
there are obvious efficiency benefits. Using a combination of automated refactoring techniques, software 
metrics and metaheuristic searches, an automated refactoring tool can improve the structure of a software 
system without affecting its functionality. In this paper, four different refactoring approaches are compared 
using an automated software refactoring tool. Weighted sums of metrics are used to form different fitness 
functions that drive the search process towards certain aspects of software quality. Metrics are combined to 
measure coupling, abstraction and inheritance and a fourth fitness function is proposed to measure reduction in 
technical debt. The 4 functions are compared against each other using 3 different searches on 6 different open 
source programs. Four out of the 6 programs show a larger improvement in the technical debt function after the 
search based refactoring process. The results show that the technical debt function is useful for assessing 
improvement in quality.  
Keywords: search based software engineering, automated refactoring, refactoring tools, technical debt, software metrics, 
simulated annealing  
 
 
1. Introduction 
Search based software engineering is an area that 
tries to apply search heuristics to solve complex 
problems in software development. It has been used 
to help resolve problems in software design, project 
management, software release planning, model 
verification and software testing (Harman et al., 
2012a). Search based techniques can be used to 
provide automated assistance in areas of software 
management to save resources on a development 
project. ∗ 
The term ‘Technical Debt’ (TD) refers to a 
metaphor and has been defined as “the trading of 
long-term software quality in favour of short-term 
expediency” (Brown et al., 2010). In other words 
TD occurs where long-term software quality, and 
therefore ease of maintainability, is temporarily 
sacrificed with the expectation that it will be 
improved in the near future. The sacrifice may be 
in terms of design and could be due to not having 
enough knowledge of the problem being solved or 
just an urgent need to make and demonstrate 
progress. In any case, debt accumulates interest and 
it becomes more expensive to repay with time. 
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With time it becomes harder to add functionality 
due to structural issues becoming more critical and 
the occurrence of defects becomes more likely. To 
improve the long term efficiency of a project and to 
lower its operational risk, the TD can be kept to a 
minimum by making regular repayments, meaning 
refactorings. The negative side of this is that time 
spent on refactoring will in turn decrease the 
amount of time used to add functionality to 
software. Therefore, any approach that makes this 
easier or even automatic is likely to be financially 
beneficial. 
Search Based Software Maintenance (SBSM) uses 
search based software algorithms to tackle this 
problem. By applying automated refactoring 
techniques that modify the structure of a software 
program without affecting the functionality, this 
process can be applied without the direct 
involvement of the programmer, allowing time to 
concentrate on other aspects of the project. SBSM 
treats the maintenance of a software system as a 
combinatorial optimisation problem. The software 
code represents the search space of the problem and 
the refactorings can be applied across this search 
space to explore possible solutions. As there would 
be too many possible changes to software program 
to permit an exhaustive search of the software 
 space, metaheuristic search techniques can be used 
to seek out the most optimal solutions.  
The search techniques can analyse a software 
program using some measure of quality to improve 
the structure or decrease the TD in the program. 
Using a set of software metrics, the search can then 
work towards an optimal solution in a more 
realistic time frame. In this paper it is shown how 
automated refactoring techniques, metaheuristic 
search approaches and software metrics can be 
used together to reduce TD. The automated aspect 
of the process allows a search to converge towards 
an optimal state over numerous iterations. It also 
allows the programmer to focus on other issues, 
freeing up a large proportion of time and reducing 
maintenance effort. 
An issue present with this approach is that software 
development is not a straightforward process. 
There is a lot of uncertainty involved. In order to 
increase the maintainability of the software there 
needs to be a measure with which to compare. 
However software quality is not easy to measure. 
There can be various different properties to balance 
in the structure of a program and there may be 
conflicting interests. Furthermore, depending on 
certain factors (such as the type of program being 
developed or the programming language used), the 
important aspects of a program may be different. 
With object oriented programming, considerable 
effort has been made to establish important 
properties in a well-structured program (Martin, 
2000). Metrics have been introduced to measure 
aspects of program structure and behaviour, but 
finding a balance between the different aspects can 
become difficult when there are contradictions 
between them. Likewise, it may be uncertain which 
aspects of a software program design should be 
prioritised. 
The goal of this paper is to investigate the 
effectiveness of using TD to direct automatic 
refactoring. We wish to know if TD can be used 
effectively as a fitness function for search based 
automatic refactoring. To address this, using 
Basili’s Goal Question Metric approach (Basili et 
al., 1994), we derive the following question: 
RQ1: How does a fitness function for Technical 
Debt compare with some other commonly used 
design quality metrics? 
To consider this we can look at deriving a TD 
metric and comparing it against metrics based on 
levels of abstraction, coupling and inheritance, all 
of which are well established as design quality 
factors (Bansiya and Davis, 2002). These properties 
have been chosen to represent individual quality 
indicators as they can represent a range of different 
aspects of software measurement. Table 1 gives a 
short description of each property and how it is 
calculated. The details of the calculations used to 
represent each property are given in Table 6. 
Inheritance will be a good indication of whether the 
design is inefficient and whether the classes are 
related and extended properly. Inheritance is 
concerned with measuring how the objects in a 
project are organised hierarchically, so class level 
metrics are used to represent it. The measure 
incorporates interface implementation and use of 
abstract classes, and so a high measure is 
considered desirable. Coupling can be used to 
derive how the extent to which the objects in a 
software system depend on each other, generally 
expected to be as low as possible. Abstraction will 
indicate the amount of changes needed between 
specific objects in order to implement new 
additions to the system. Again, a high value here is 
considered better. As previous work in the area has 
investigated abstraction (O’Keeffe and Ó Cinnéide, 
2003), (Mitchell and Mancoridis, 2002), coupling 
(Veerappa and Harrison, 2013), (Murgia et al., 
2012) and inheritance (O’Keeffe and Ó Cinnéide, 
2007), there is some support for the position that 
these are useful properties to use for a comparative 
study against an approach for tackling TD.  
Table 1. Individual Quality Properties 
Property Context 
Abstraction How easy it is for a software system 
to be extended and built upon. 
Estimated based on number of 
abstract classes present and the 
number of interfaces present and 
implemented. 
Coupling A measure of the dependencies 
between classes based on counts of 
usage of class, attributes and 
parameters by other classes. 
Inheritance A measure of the class structure of a 
project in terms of counts of 
interface implementations and of 
descendants and ancestors. 
To further the investigation, an experiment has 
been conducted using the refactoring tool A-CMA 
(Koc et al., 2012) to assess the effectiveness of 
three sets of metrics that measure these object 
oriented properties and compare them against a 
proposed set of metrics to measure TD. A weighted 
sum is used to combine the metrics into an overall 
score to improve. Thus the following hypothesis 
and null hypothesis are to be tested: 
H1: Technical Debt can be reduced significantly 
using search based automatic refactoring. 
 H1_0: There is no effect on Technical Debt after 
search based automatic refactoring. 
A further question investigated is: 
RQ2: How does a simulated annealing search 
perform compared to hill climbing and a random 
search in a search based automated refactoring 
approach to address Technical Debt? 
Again the same metrics can be used i.e. TD 
reduction, abstraction gain, coupling reduction, 
inheritance gain but also execution time. From this 
we can postulate as follows: 
H2: Simulated annealing performs better than hill 
climbing/random search for search based automatic 
refactoring to reduce Technical Debt. 
H2_0: There is no significant difference in the 
effectiveness between simulated annealing and hill 
climbing/random search for search based automatic 
refactoring to reduce Technical Debt. 
The remainder of the paper will be structured as 
follows. Section 2 details the automated refactoring 
tool used and the different components available in 
the tool. Section 3 outlines the experiment 
conducted and the metric functions measured. 
Section 4 then details the outcome of the 
experiment and analysis of the results. Section 5 
identifies threats to validity in the experiment. 
Section 6 outlines related work in the area of 
SBSM. Finally, conclusions are made in Section 7 
and possible directions for future work are 
discussed in Section 8.  
2. Refactoring Tool 
A-CMA is an automated refactoring tool developed 
by Koc et al. (2012) that refactors Java programs 
using Java bytecode as input. An advantage of this 
tool over many others is that it has many options 
for refactoring as well as metrics available and it is 
highly configurable. The tool has the option to 
create and select different configurations of metrics 
and refactoring actions. This can be selected on the 
application and allows different metrics and actions 
to be enabled. It also gives the option to apply 
different weights to the metrics. This allows the 
user to construct different metric combinations that 
can be used on a task. An overall metric score is 
derived using a weighted sum of each enabled 
metric. A popular approach in recent literature is to 
use a multi-objective pareto approach to derive an 
overall metric score although this approach is non-
deterministic. A weighted sum allows for some 
metrics to be given more influence than others, in 
order to reflect their importance. The metrics have 
the ability to be specified as maximized or 
minimized. Maximized metrics are metrics where 
an increase in value causes an improvement and 
minimized metrics are metrics where a decrease in 
value causes an improvement. The overall quality 
gain of a task can be derived by finding out how 
much the overall score has reduced. Metric details 
are loaded in from an xml file and 
maximized/minimized metrics can be specified 
here. 
Before the experiment was conducted, some 
changes were made to the existing tool for the 
purposes of this paper1. Extra initial parameters 
were included for the hill climbing and simulated 
annealing searches, in order to allow more control 
when configuring a search task (the option was 
given to input a starting temperature for simulated 
annealing and to indicate first ascent or steepest 
ascent hill climbing). Increased control was given 
over the configuration of tasks and improved data 
output was configured including quality gain and 
average values. This allowed for the tasks to be 
loaded into the program and run one after the other 
with all available parameters configured and all 
available data captured. The ability to incorporate 
maximized (those for whom an increase is 
desirable) metrics was also implemented, allowing 
maximized and minimized (those for whom a 
decrease is desirable) metrics to be combined into 
an overall weighted sum. Finally, more control was 
given to the configurations used to create different 
fitness functions, with the ability to enable/disable 
specific metrics. 
2.1 Metaheuristic Search 
The tool has the ability to run 5 different searches 
with 10 different variations but for the purposes of 
this paper only 3 are used. Initially a random search 
is run to provide a benchmark against which the 
other searches can compare. A random search 
simply applies refactoring actions at random and 
measures the score after each iteration. The only 
input option available for this search is to specify 
the number of iterations needed. After the specified 
number have completed, the best score is taken as 
the final result. The 2 heuristic searches, hill 
climbing and simulated annealing, were chosen as 
they are used commonly in the research and 
therefore can be compared against other work in 
the area e.g. (O’Keeffe and Ó Cinnéide, 2008), and 
because they are relatively easy to implement and 
modify for the purposes of the experiment. 
The first of the 2 heuristic searches used is a hill 
climbing algorithm. This is a local search that finds 
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 a local optimum solution by comparing 
neighbouring changes in the solution space (Räihä, 
2009). Numerous variations of this search can be 
chosen in the tool. Firstly, one can choose to either 
select first ascent hill climbing or steepest ascent. 
First ascent will find the first neighbour with an 
improved score and use it for the next iteration. 
Steepest ascent compares each available neighbour 
to find the option with the greatest improvement. 
This can result in a better search and more 
optimum values found but can take longer than first 
ascent. Also, the search can be selected as a 
multiple starting algorithm or a single start. A 
multiple start hill climbing algorithm will begin the 
search again at a different point in the solution 
space after an optimum solution is found, giving 
the possibility to find a better optimum at a 
different point in the program. The amount of 
restarts can be specified as well as the depth away 
from the current solution at which the next starting 
point is to be found. The A-CMA tool also gives 
the ability to specify the maximum amount of 
iterations, at which point the search will terminate 
if it has not already found the optimum solution. 
The other search used was simulated annealing. 
This is similar in practice to hill climbing, although 
it allows the ability to accept a solution of worse 
quality in order to escape local optima. Like hill 
climbing, it will begin at a random point in the 
solution space, and apply a refactoring to the 
solution. The difference is that, when the score for 
the new solution is calculated, a worse solution 
may be kept. This is determined by the start 
“temperature” of the search. The search is named 
due to being a simulation of the cooling process in 
metallurgical annealing. The particles in the metal 
will begin at a high temperature and move about 
rapidly, inspecting different states. As the 
temperature of the metal cools, the particles will 
begin to settle after exploring the different energy 
states. This allows the metal to become stronger 
when it finally cools to a solid. Likewise, the 
simulated annealing search gives the freedom to 
“explore” different options in the solution space 
early on in the search, even accepting a certain 
probability of worse solutions. As the temperature 
cools, this probability gradually decreases until the 
solution only accepts better neighbours, essentially 
becoming identical to the hill climbing algorithm. 
The value of the starting temperature will 
determine how rapidly the search “cools” and thus 
how much freedom the search will have to accept 
worse quality solutions. With a higher initial 
temperature the probability will be higher but will 
drop more rapidly. 2 initial parameters can be set 
for the annealing algorithm, the starting 
temperature and amount of iterations in the search. 
2.2 Refactoring Actions 
Table 2. Field Level Refactorings 
Increase Field 
Security 
Increases the security level 
of a field by one level 
(between private, package, 
protected and public) 
Decrease Field 
Security 
Decreases the security level 
of a field by one level 
Move Down Field Moves a field from the 
current class to a sub class 
Move Up Field Moves a field from the 
current class to its immediate 
super class 
Remove Field Removes a field from the 
class 
Table 3. Method Level Refactorings 
Increase Method 
Security 
Increases the security level 
of a method by one level 
Decrease Method 
Security 
Decreases the security level 
of a method by one level 
Move Down 
Method 
Moves a method from the 
current class to a sub class 
Move Up Method Moves a method from the 
current class to its immediate 
super class 
Move Method Moves a method from the 
current class to one of its 
parameter types 
Instantiate Method Moves a static method from 
the current class to one of its 
parameter types 
Freeze Method Sets a method as static 
Remove Method Removes an unused method 
from the class 
Inline Method Sets the body of a method 
inside the caller (as long as 
there is only one caller) and 
removes the method 
Table 4. Class Level Refactorings 
Introduce Factory Creates a new factory method 
for a class constructor and 
replaces any references to the 
constructor with calls to the 
new method, implementing the 
factory method design pattern 
Make Class 
Abstract 
Makes a class into an abstract 
class (as long as it hasn’t been 
instantiated elsewhere in the 
program) 
Make Class Final Makes a non-final class final 
Make Class Non-
Final 
Makes a final class non-final 
Remove Class Removes an empty class from 
the program 
Remove Interface Removes an empty interface 
from the program 
 The A-CMA tool contains 20 available refactoring 
options to apply on the field, method and class 
level of a Java program. To apply these 
refactorings automatically, the available objects are 
found for each refactoring by excluding objects that 
are ineligible (for example if a class is already 
abstract the “Make Class Abstract” refactoring 
won’t be applicable). Once the initial list of 
available objects has been acquired for each 
refactoring, they can be chosen and applied 
stochastically in order with the search algorithm 
used. The available refactorings are listed and 
described in Tables 2-4. Many of these refactorings 
implement refactoring options proposed by Fowler 
in his book (Fowler, 2002) and on his website 
(Fowler, 2015). 
2.3 Software Metrics 
There are 24 metrics available in the A-CMA tool 
but in the scope of this paper only 17 are used. The 
metrics used along with description for each one 
are given in Table 5. 
 
Table 5. Software Metrics Used in Experiment 
Identifier Description 
numField The amount of fields per class 
numOps Number of methods per class 
numCls Number of classes in a package 
numInterf Number of interfaces in a package 
iFImpl Number of interfaces implemented 
by a class 
abstractness The ratio of abstract class to 
classes in a package 
avrgField 
Visibility 
Average amount of field visibility 
per class (where field visibility is 
represented by Private:0, 
Package:1, Protected:2, Public:3) 
nesting The nesting level per class 
NOC Number of children per class 
numDesc Number of descendants per class 
numAnc Number of ancestors per class 
iC_Attr Number of attributes in a class 
using another class or interfaces as 
type 
eC_Attr Number of external uses of a class 
as attribute type 
iC_Par Number of parameters in class 
methods using another class or 
interface as type 
eC_Par Number of external uses of class as 
parameter type in method 
Dep_In Number of elements that depend 
on a class 
Dep_Out Number of elements depended on 
by a class 
3. Experimental Design  
The experiment aims to compare four different 
fitness functions that each uses a combination of 
available metrics to represent some measureable 
property of software design. In order to compare 
these fitness functions, each function is given a set 
of weights for each metric that must add to 1 
overall. This way the amount of metrics used in 
each function will not interfere and the functions 
will be normalized for comparison against each 
other. In order to create an overall score from the 
fitness functions, the direction of improvement of 
each software metric must be taken into 
consideration (whether increase in the value causes 
an improvement or a decrease in the value causes 
an improvement). Of the 17 metrics used, 10 have 
been determined to be minimized metrics and the 
other 7 have been determined to be maximized 
metrics. The positive/negative aspect of the metrics 
did not need to be taken into consideration when 
aggregating the weights to 1. 
The goal is to minimise the value of the metric 
function being inspected in order to improve the 
symptoms of the property being represented. The 
evaluation function is given in equation 1, where 
there are n that make up the fitness function, wm is 
the weight of the metric and vm is the value of the 
metric. The value d is a binary constant that 
represents effect of the metric, where an increase is 
signified by -1 and a decrease is signified by 1. 
                      Minimize � 𝑑𝑑[𝑤𝑤𝑚𝑚𝑣𝑣𝑚𝑚]                      (1)𝑛𝑛
𝑚𝑚=0
 
The weights of all the metrics in the function must 
add to 1 as shown in equation 2:  
                                       �𝑤𝑤𝑚𝑚 = 1                           (2)𝑛𝑛
𝑚𝑚=0
 
Three fitness functions were created from the 
metrics to represent important quality properties of 
object oriented programs (abstraction, coupling and 
inheritance), and then a fourth was created to 
represent TD in the system. In order to choose the 
relevant metrics and the relative weights to 
represent the TD score, the SOLID principles of 
object oriented design (Martin, 2000), as well as 
the QMOOD metric suite of Bansiya and Davis 
(2002) were used as a basis in which to represent 
bad software construction. All available refactoring 
actions were enabled for the 4 fitness functions to 
give the maximum potential for change. Table 6 
gives details about each fitness function compared 
along with weights used and whether the metric 
was maximized or minimized (denoted by ‘+’/‘-’). 
 Table 6. Metric Details for Each Fitness Function (see Table 5 for Metric Descriptions) 
Software 
Property Metric Components and Weights 
Technical 
Debt 
-0.1*numFields - 0.1*avrgFieldVisibility - 0.1*numOps - 0.06*nesting + 0.1*abstractness  
+ 0.1*numCls + 0.1*numInterf + 0.1*iFImpl + 0.06*NOC + 0.06*numDesc - 0.06*Dep_In  
- 0.06*Dep_Out 
Coupling -0.125*iC_Attr - 0.125*eC_Attr - 0.125*iC_Par - 0.125*eC_Par - 0.25*Dep_In - 0.25*Dep_Out 
Inheritance 0.25*iFImpl + 0.25*NOC + 0.25*numDesc  + 0.25*numAnc 
Abstraction 0.33*abstractness + 0.33*numInterf + 0.33*iFImpl 
 
Of the available software metrics, the most 
applicable were chosen to represent components of 
the 3 software properties. Metrics were already 
grouped together as coupling and inheritance 
metrics in the A-CMA tool, so these were the 
metrics used to represent the coupling and 
inheritance properties. The abstraction property 
was made up of the three metrics determined to be 
related to abstraction due to them measuring 
properties of interfaces present in the software. In 
most cases, the weights were kept level between 
the metrics used in each fitness function. For the 
coupling function, the Dep_In and Dep_Out 
metrics were given priority over the others as they 
contained aspects of the other coupling metrics 
used as part of their calculations.  
Table 7. Java Programs Used In Experiment 
Name Classes KLOC (Approx.) 
Initial 
Refactorings 
Available 
JSON 8 2 167 
JFlex 78 9 1094 
Apache-
XmlRpc 
89 4 712 
Mango 91 3 598 
Beaver 95 6 801 
JHotDraw 240 18 3297 
For the TD function, the 12 metrics intuitively 
considered to be most relevant were chosen. 
Initially the metrics were prioritised into 4 different 
groups. In order to normalise the weights and allow 
the metrics to accumulate to 1, these were reduced 
to 2 different weights; 0.06 to represent the bottom 
2 categories and 0.1 to represent the top 2. The 
nesting, NOC and numDesc metrics were given 
less priority due to their more descriptive nature 
compared to the other metrics. In a software 
system, more nesting more descendants and less 
classes in a package may not particularly be a bad 
thing, whereas less classes overall may result in 
classes with too many responsibilities and the 
appearance of more code smells. The 
Dep_In/Dep_Out metrics were deemed less 
importance as, while dependencies should be 
minimised between classes, they may be required 
in certain cases. In all cases metrics and weights 
chosen were speculative and based on intuition. In 
some cases directions of improvement also had to 
be chosen. 
Table 8. Java Program Execution Times 
Name Time Taken 
JSON 0h 3m 13s 
JFlex 2h 6m 38s 
Apache-XmlRpc 1h 23m 43s 
Mango 1h 1m 29s 
Beaver 1h 25m 4s 
JHotDraw 49h 28m 4s 
Total 55h 28m 11s 
Each fitness function was compared using 3 
different searches. The random search was used as 
a benchmark with 5,000 iterations. Steepest ascent 
hill climbing was chosen for the experiment with 
30 restarts at a depth of 5 neighbours (chosen based 
on published comparisons between different hill 
climbing parameters (Koc et al., 2012)). The third 
search used was low temperature simulated 
annealing (as low temperatures have been found to 
be more effective by O’Keeffe and Ó Cinnéide 
(2008)) with 5,000 iterations and with the starting 
temperature set to 1.5. Each search was conducted 
10 times using the 4 fitness functions with average 
values calculated. The input programs for the 
experiment consisted of 6 open source Java 
projects: JSON, a Java library for data exchange 
format; JFlex, a lexical analyzer generator; Apache-
XmlRpc, an XML-based remote procedure call 
library; Mango, a collections library; Beaver, a 
parser generator and JHotDraw, a GUI framework 
for drawing editors.  These programs were chosen 
as they have all been used in previous SBSM 
studies and so there is an increased ability to 
compare the results and also because they promote 
different software structures. Details about the 
programs are given in Table 7. The total number of 
runs of the experiment came to 
10*3(searches)*4(functions)* 6(benchmarks) for a 
total of 720 runs. The experiment was carried out 
on a PC with a 3.40GHz Intel Core i7-3770 
processor and 8GB of RAM. 
  
Figure 1. Overall Mean Quality Gain for Each Fitness Function per Search Type 
 
Figure 2. Mean Quality Gain of Each Fitness Function using Simulated Annealing 
4 Results 
The time taken to complete the tasks for each 
program is given in Table 8. Clearly here the 
JHotDraw program caused a bottleneck in 
execution time and this is most likely due to its size 
compared to the other projects (containing more 
than double the amount of classes than the other 
projects). For instance, JHotDraw contains roughly 
18,000 lines of code compared against roughly 
9,000 for JFlex, the program with the next longest 
execution time. It is reasonable to assume that as 
the project increases, the search space for the 
refactoring process will increase also giving a large 
upswing in time taken even with the metaheuristic 
searches available. This can lead to an increase in 
time of order n2. Likewise an attempt to execute the 
experiment on another open source Java program 
resulted in 47 hours 40 minutes and 13 seconds 
taken to run only 4 of the 12 tasks. It contained 408 
classes, which seems to support this explanation. 
These large execution times for certain tasks 
suggest that a more efficient method is needed to 
refactor larger programs.  
Figure 1 shows the average quality gain across the 
6 programs for each fitness function using each of 
the 3 searches. The results show that simulated 
annealing gives the highest relative quality 
improvement, but they also show that the random 
search outperforms hill climbing.  
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Figure 3. Mean Amount of Actions Applied to Each Fitness Function using Simulated Annealing 
The TD quality gain values for each pair of 
searches were compared using a two-tailed 
Wilcoxon rank-sum test (for unpaired data sets) 
with a 95% confidence level (α = 5%). 
The simulated annealing results were analysed to 
be statistically different when compared against the 
random search and the hill climbing search across 
every TD result. The random search results were 
also found to be significantly different to the hill 
climbing search. The random search 
understandably has a larger range of values but the 
better outcome it gives implies that the hill 
climbing search was inefficient for the set of tasks. 
Perhaps the input parameters were not optimal for 
that search. The simulated annealing and hill 
climbing searches failed to create any quality gain 
using the inheritance function whereas the random 
search yielded a small increase in quality. It is 
assumed this is due to the freedom and volatility of 
the random search to find different solutions, but 
not necessarily to find optimal solutions. 
Figure 2 inspects the simulated annealing results, 
showing the average quality gain for each of the 
fitness functions across each of the 6 benchmark 
programs (this is the final overall metric score 
minus the initial score, averaged over the 10 runs). 
Of the three individual property fitness functions, 
coupling seems to be the only one that had shown 
any significant improvement. The abstraction tasks 
show minimal improvement and the inheritance 
tasks had no change at all. In fact, the only case 
where the inheritance function had any change was 
in the random search as shown in Figure 1. The TD 
function was more effective in showing an 
improvement. The initial and final metric scores for 
the TD function were statistically analysed using a 
two-tailed Wilcoxon signed-rank test (for paired 
data sets) with a 95% confidence level (α = 5%). 
The obtained results were statistically significant 
when comparing every run of the TD function. The 
lack of improvement in the abstraction and 
inheritance functions implies that there is a lack of 
volatility in the metrics used to compose these 
functions. 
Figure 3 shows the average amount of applied 
actions for each of the simulated annealing tasks. 
These results show a similar trend to the quality 
gain results and the abstraction and inheritance 
tasks are similarly devoid of applied refactoring 
actions. This implies that the reason for the poor 
quality gain results for those functions stems from 
the lack of available actions, whereas the other 
metrics are more volatile and that there are more 
refactoring actions available to improve them. 
Figure 4 gives the overall average applied actions 
for each fitness function. This continues to show a 
relationship between the amount of actions 
available for each fitness function and the quality 
gain values for the function shown in Figure 2.  
 
Figure 4. Overall Mean Applied Actions using 
Simulated Annealing 
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Figure 5. Mean Quality Gain of Each Program using Simulated Annealing 
It seems that the volatility of the metrics that make 
up each function is important to allowing the 
program to be refactored in any way. The harder 
the metrics are to improve, the less chance the 
program will be refactored. 
Figure 5 gives another view of the quality gain 
results, this time highlighting the results for each 
individual program and allowing a better 
comparison of the coupling and TD values. Most of 
the results favour the TD function over the others, 
but in 2 cases, Mango and Beaver, the coupling 
function shows higher gains than the TD function 
by a significant amount. This could suggest that for 
these 2 programs coupling was high and so 
amenable to improvement therefore contributing 
less to the TD calculation. The 2 programs that 
show the most significant improvement of the TD 
function over the coupling function are JSON and 
Apache-XmlRpc. JSON is the smallest program 
used so perhaps the minimal amount of classes 
make it harder to reduce the coupling between them 
as there is minimal coupling in the first place.  
 
Figure 6. Overall Mean Quality Gain for Each Fitness 
Function using Simulated Annealing 
Likewise, Apache-XmlRpc contains almost no 
improvement in coupling implying it too contains 
little coupling between the classes. The largest 
quality gain among all the programs was in Mango. 
Figure 6 gives the overall average quality gain for 
each fitness function. It confirms that the TD 
function had a more significant improvement 
among the programs than the other 3 fitness 
functions that represented specific properties. 
Figure 3 also shows that the TD function involved 
significantly more refactorings than the other 3 
functions. 
Figures 7 and 8 show the average quality gain 
values for each individual metric in the TD and 
coupling fitness functions (across all 6 
benchmarks), giving an idea of the volatility of 
each metric and their influence on the overall 
metric scores. In the TD function, only 5 of the 12 
metrics show significant quality gain values with 
the most influential being the numOps metric. 
okokok 
 
Figure 7. Mean Quality Gain for Each Metric of the 
Coupling Function using Simulated Annealing 
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Figure 8. Mean Quality Gain for Each Metric of the TD Function using Simulated Annealing 
The numInterf, NOC and numDesc metrics showed 
no quality gain, and the numCls metric decreased 
in quality. Amongst the other metrics in the TD 
function, Dep_In showed a decrease in quality for 
the JFlex program and avrgFieldVisibility showed 
a decrease for the Mango program. The quality 
gain values for the coupling functions were smaller 
in comparison to the TD function, although they 
were more consistent across the metrics. Although 
this function only contained 6 metrics, 4 out of the 
6 contained significant improvements (a larger 
proportion compared to the TD fitness function). 
The Dep_Out and Dep_In metrics were amongst 
the most improved (which was to be expected due 
to them containing aspects of the other coupling 
metrics used), although the parameter metrics 
(iC_Par and eC_Par) were also influential. The 
eC_Par metric showed the largest overall quality 
gain of the coupling metrics, improving more than 
even the Dep_In and Dep_Out metrics. Of the 6 
metrics, the attribute metrics (iC_Attr and eC_Attr) 
were affected the least, although none of the 
metrics showed an average decrease in quality 
(where the average represents the mean across 10 
runs of each task) across any of the benchmarks as 
some TD metrics did. The inheritance function 
showed no improvement with any of the metrics 
used across any of the benchmark programs. The 
abstraction function, while only using 3 metrics, 
showed quality improvements with just one of 
those metrics. The abstractness metric showed a 
small increase in quality whereas the iFImpl and 
numInterf metrics showed no change across any of 
the programs tested. The iFImpl metric similarly 
showed no change when used in the inheritance 
function and was the smallest of the improved 
metrics in the TD function. numIterf showed no 
change in the TD function either. The changes 
shown by the individual metrics may provide a 
good basis to influence how the weights should be 
distributed among the fitness functions. The values 
shown in figures 7 and 8 are not affected by metric 
weights (this is applied when the metrics are 
combined to derive the overall metric score). 
5. Threats to Validity 
5.1 Internal Validity 
Internal validity focuses on the causal effect of the 
independent variables on the dependant variables. 
The stochastic nature of the search techniques can 
prove a threat to the validity of the experiment, as 
each run will provide different results. This has 
been addressed by running each of the tasks 10 
times and using average values to compare against 
each other. The choice of parameter settings used 
by the search techniques can also provide a threat 
to validity due to the option of using poor input 
settings. This has been addressed by using input 
parameters deemed to be most effective from 
previous studies in the research area.  
5.2 External Validity 
External validity is concerned with how well the 
results and conclusions can be generalized. In this 
study, the experiment was performed on 6 different 
real world open-source systems belonging to 
different domains and with different sizes and 
complexities. However the experiment and the 
capabilities of the refactoring tool used are 
restricted to Java programs, therefore we cannot 
assert that our results can be generalized to other 
applications or to other programming languages. 
Indeed, the results showed different degrees of 
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 variation between the metric functions with 
different source programs. For example, Mango 
and Beaver, a collections library and parser 
generator respectively, showed higher quality gains 
with coupling than with TD. Conversely, JSON and 
Apache-XmlRpc (a library for data exchange 
format and a library for remote procedure calls) 
showed the greatest TD improvements compared 
against coupling. Although the sample systems 
studied are very different, further replications of 
this study are necessary to confirm the 
generalization of the findings.  
5.3 Construct Validity 
Construct validity refers to how well the concepts 
and measurements are related to the experimental 
design. The validity of the experiment is limited by 
the fitness functions used, as they are experimental 
approximations of the properties defined based on 
previous research. Furthermore, the metrics used to 
construct the fitness functions for this study may 
not particularly indicate an improvement in the 
software, and this warrants further investigation. In 
order to address this threat, justifications for the 
choice of metrics have been discussed along with a 
description of the construction of the fitness 
functions. Ideally in future work we would 
synthesize the choice of inputs and weightings used 
for our fitness function from expert opinion or 
based on empirical research. The cost measures 
used in the experiment can also indicate a lack of 
validity. To assess the effectiveness of the 3 search 
techniques, execution time was used to measure 
and compare the cost. 
5.4 Conclusion Validity 
Conclusion validity looks at the degree to which a 
conclusion can reasonably be drawn from the 
results. A lack of a meaningful comparative 
baseline can provide a threat by making it harder to 
produce a conclusion from the results without the 
relevant context. To address this, a random search 
and a local hill climbing search are used to 
compare against the metaheuristic simulated 
annealing search, with the random search providing 
the baseline to compare against. Furthermore, in 
order to provide descriptive statistics of the results, 
tasks have been repeated and mean values have 
been used to compare against. Error bars have also 
been provided in most cases to indicate the range of 
values. Another possible threat may be provided by 
the lack of a formal hypothesis in the experiment. 
At the outset, 2 research questions have been 
provided along with corresponding hypotheses in 
order to aid in drawing a conclusion. To 
accompany these, statistical tests have been used to 
test the significance of the results gained. These 
tests make no assumption that the data is normally 
distributed and are suitable for ordinal data. As the 
TD function is experimental and only indicates a 
possible representation of the property of Technical 
Debt, other metric combinations may give different 
experimental results. A different TD function may 
provide better or worse calculations if the 
experiment was repeated and in this case, may 
draw a different conclusion. 
6. Related Work 
Search based software engineering was introduced 
as a term in 2001 (Harman and Jones, 2001). 
Further research in the area was identified, as well 
as open problems in 2007 (Harman, 2007). A 
recent review of research work in software 
engineering (Kumari et al., 2014) includes a short 
review of the area of search based software 
engineering and some of the work published in that 
area. A review of search based software 
engineering papers in Brazil gives useful statistics 
of the impact of researchers from the country on 
the area (Colanzi et al., 2013). More 
comprehensive but less recent literature reviews of 
search based software engineering provide a useful 
background to the area (Harman et al., 2012a), 
(Harman et al., 2012b), (Räihä, 2009). More 
specific literature reviews addresses the impact of 
the areas of project management (Ferrucci et al., 
2014) and testing (Harman and McMinn, 2010), 
(McMinn, 2004).  
There has been little research done to investigate 
TD specifically. A review of the impact of TD on 
software systems as well as methods to handle it 
and the cost from different perspectives is given in 
an article by Allman (2012). The properties of TD 
have also been discussed elsewhere (Brown et al., 
2010), where a particular connection has been 
noted between TD and maintenance activities. 
Developers at Google have given their experience 
of attempts to pay off TD in the form of build debt 
(Morgenthaler et al., 2012). They use various 
attempts to uncover and remove the debt in Google 
code, which consists of millions of lines of code 
much of which is monolithic. 
6.1 Refactoring Tools 
Various automated refactoring tools have been 
proposed and used for research in SBSM. Many of 
these tools are used to seek out and refactor “design 
smells” in the code (Fowler, 2002). The 
TrueRefactor tool (Griffith et al., 2011) uses this 
method to detect and remove instances of large 
classes, lazy classes, long methods, temporary 
fields or instances of shotgun surgery. The 
Wrangler tool (Li and Thompson, 2010) is used to 
improve the modularity of programs by removing 
code smells. Instead of using search based tactics to 
 find defects, the tool inspects a module graph and a 
function call graph that it generates for the 
program. Evolution Doctor (Di Penta, 2005) is 
another defect removal tool that handles clones and 
unused objects, removes circular dependencies and 
reorganises source code files. Kirk et al. (2007) 
presents a code smell detection tool that can be 
used as a plug in for the Java IDE Eclipse. The tool 
is used to detect god classes and data classes, but 
cannot be used to resolve them. Trifu et al. (2004) 
has created the Advanced Refactoring Wizard by 
combining three pieces of software together to 
handle each stage of the approach. They use 
“correction strategies” to detect problems in the 
code, analyse them and then to refactor them. 
While this approach to maintaining software by 
finding design smells is useful there can be some 
restrictions.  Many of these tools can address only a 
limited number of defects and not all can resolve 
the defects that are uncovered. 
The tool used in this paper, A-CMA (Koc et al., 
2012), uses metaheuristic search techniques to 
measure the code quality and to search for a better 
solution. It has the advantage of numerous metrics 
and refactoring abilities to aid with its purpose. 
Another tool that uses this approach by proactively 
improving the code instead of working to decrease 
issues is Code-Imp (Moghadam and Ó Cinnéide, 
2011). Like A-CMA, Code-Imp provides a 
selection of refactorings and a number of software 
metrics for use. Both tools are used to refactor Java 
code, although C, C++, COBOL and Erlang are 
supported by other tools. The FermaT tool 
(Fatiregun et al., 2004) can use hill search or a 
genetic algorithm to refactor code and contains a 
selection of 20 refactorings available to use.  
6.2 Metrics 
In 2004 Harman and Clark (2004) proposed that 
metrics should be used as fitness functions. In the 
same year, Vivanco and Pizzi (2004) compared 64 
different software metrics using a parallel genetic 
algorithm. Among the top encoded genes are 
method name length metrics, coupling metrics and 
complexity metrics. Bakar et al. (2012) has 
attempted to develop a metric model for selecting 
the most suitable metrics to measure 
maintainability. They analyse the CK metrics suite 
(Chidamber and Kemerer, 1994). Likewise, 
O’Keeffe and Ó Cinnéide (2006) use the QMOOD 
metrics suite (Bansiya and Davis, 2002) to measure 
the software behaviours of flexibility, reusability 
and understandability in terms of metrics and 
compare the effectiveness of each. They also 
observe the effects of each individual metric in the 
refactoring process across the 3 metric functions. 
Of the 3 functions, reusability is found to be 
unsuitable due to the introduction of a large number 
of featureless classes, although evidence is 
provided in favour of the flexibility function and in 
strong favour of the use of the understandability 
function.  
Five different cohesion metrics are compared by Ó 
Cinnéide et al. (2012)  across 8 different real world 
Java programs to measure their volatility. It is 
found that they disagreed in 55% of the applied 
refactorings, and in 38% of the cases metrics are in 
direct conflict with each other. Two of the metrics 
are then studied in more detail to determine where 
the contradictions that cause conflicts occur in the 
code. This is expanded on by Veerappa and 
Harrison (2013) by comparing 4 de-facto standard 
coupling metrics across 8 Java projects. They find 
that coupling metrics are less likely to conflict with 
each other, with only 7% of the changes directly 
conflicting with each other, but with a 55% chance 
that changes in one metric will have no effect on 
another. They also observe that improving coupling 
does not always directly improve cohesion. 
Different design principles of object oriented 
engineering have been proposed by Martin (2000), 
as well as a number of design patterns. He 
discusses symptoms of TD and introduces the 
SOLID principles used to improve the architecture 
of object oriented systems. No previous work is 
known by the authors to attempt to create a metric 
function to tackle TD. 
7. Conclusions 
In this paper we have conducted an experiment to 
compare 4 different fitness functions with selected 
weights and metrics. Three functions were chosen 
to represent common properties of an object 
oriented program and a fourth, novel function was 
chosen to represent the TD in the program. 
Previous work (O’Keeffe and Ó Cinnéide, 2006) 
has compared different metric functions before, 
although to the authors knowledge, there has been 
no known attempt to create a fitness function 
representing the TD of a software system. Three 
different searches were used: random search, hill 
climbing and simulated annealing, with simulated 
annealing yielding the more significant results and 
the hill climbing search failing to better the random 
search. Six open source Java programs were used 
as a basis for the refactoring process and the quality 
gain for each was compared using the 4 fitness 
functions. The results generated with the simulated 
annealing search were analysed. Of the 3 
behavioural functions, only coupling was found to 
be useful with the other 2, abstraction and 
inheritance, showing little to no improvement in the 
results. Related literature (Veerappa and Harrison, 
2013), (Vivanco and Pizzi, 2004) tends to suggest 
that cohesion and coupling metrics are more 
suitable for refactoring and the results may support 
 that coupling is a good behaviour to measure for 
improved quality. Further inspection also showed 
that while simulated annealing allows negative 
movements throughout the initial stages of the 
search, the amount of refactoring actions applied 
for the 2 weaker functions mirrored their metric 
results. Thus it was speculated that the metrics used 
to compose those functions were not as volatile as 
the ones used in the other two. 
Generally, the TD function proved to generate a 
larger proportional improvement in the Java 
programs, although in 2 of the programs, the 
average coupling value was better than the score 
given by the TD function. It is possible that these 
improved results were due to the properties of the 
programs in question and those programs were 
more coupled and thus had more opportunity for 
improvement. Furthermore, as the TD function is 
made up of significantly more metrics than the 
other 3, perhaps this allows more freedom for the 
search during the refactoring process and has a 
positive effect on the results gained with the added 
options available. The amount of applied 
refactoring actions for each fitness function were 
compared with the quality gain results, a fresh 
insight used to gain more understanding of the 
effect the different functions can have. This 
comparison supported the idea that different 
metrics may provide more available refactorings, 
thus corresponding to a larger number of positive 
changes. The influence of the individual metrics on 
the fitness functions were explored, with the results 
likewise indicating that some metrics were more 
influential than others and more importantly, that 
some were not influential at all. 
To address the research questions proposed at the 
outset of the paper, the Wilcoxon signed-rank test 
was used to measure how significant the 
differences were between the TD results (the 
Wilcoxon signed-rank test is used to compare non-
parametric paired data sets) and the Wilcoxon rank-
sum test was used to measure how significant the 
differences were between the search results (the 
Wilcoxon rank-sum test compares unpaired data 
sets). The quality gain given by the TD function 
using simulated annealing was calculated to be 
significant, rejecting the null hypothesis that there 
would be no significant effect on TD after 
refactoring. To test the null hypothesis of the 
second research question, the quality gain values of 
the TD function were compared across the 3 search 
techniques. Simulated annealing was found to be 
significantly different to the others, and the random 
search was found to be significantly different to the 
hill climbing search. The significance of the 
simulated annealing results rejects the null 
hypothesis of research question 2. 
7.1 Actionable Conclusions 
The actionable findings to be taken from these 
results are as follows. The simulated annealing 
optimisation performs better than a local hill 
climbing search or a random search in the task of 
removing TD in a Java program through automated 
refactoring. Using a fitness function to represent 
the TD of a program, the programs have been show 
to give a better improvement in metric values 
compared against fitness functions that only aim to 
measure specific properties of the software 
(coupling, inheritance, abstraction). The results 
show that it may indeed be possible for software 
developers to use a fully automated approach to 
decrease the TD in a software system, and that it 
may be useful to combine metrics to represent more 
abstract properties of a system. This automated 
approach could ease the costly maintenance process 
usually involved in software development, saving 
time and effort for the developer. 
8. Future Work 
Various avenues have been uncovered for further 
research. It has been found that, as the program size 
increases and the available search size increases, 
the time taken to execute the tasks will increase at a 
non linear rate (this may be because the amount of 
available refactorings will increase at order n2). 
Further research using A-CMA’s available parallel 
functionality and exploring other options would 
hopefully allow for a more agreeable execution 
time on larger programs. Another option is to 
explore alternate or more recently developed search 
techniques such as ‘Great Deluge’ or a global 
search. Alternatively, a multi-objective approach 
may provide improved results in the metric 
functions. More work required includes further 
inspection of the effect that individual metrics can 
have on the refactoring ability of an automated 
refactoring program (to deduce the volatility of 
each metric) and inspecting whether more metrics 
can yield more useful results. Further research of 
the sensitivity of individual metrics on the fitness 
functions could help derive the best combination of 
metrics and weights to use for an effective fitness 
function. Otherwise, a consensus derived among 
software experts may inform a more reliable set of 
weights to use for the individual metrics in the 
function. A correlation was found in this study 
between the amount of refactoring actions available 
to a fitness function and the improvement of the 
fitness function after refactoring. They may be 
merit in conducting further investigation to test this 
connection for any valid implications. Further 
inspection of the hill climbing search would also be 
useful to inspect why it failed to produce better 
results than the baseline random search. Finally, 
further investigation could be considered by 
 comparing TD against other measures of software 
quality beyond abstraction, coupling and 
inheritance such as cohesion, encapsulation, 
polymorphism or complexity. 
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