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Abstract
The role of perception in conscious behavior
and decision-making is examined. The effect
of spatial and temporal stochasticity in the
acquisition of beliefs is discussed. The idea of
an agent as a locally strongly coupled group of
states leads to the creation of energy minima
in an interaction potential landscape. The in-
teraction of such agent states and environment
states acting at different levels of complexity
and scale, subject to stochastically expressed
interaction interfaces, may lead to asymmetry
in perceptions. Agents possessing different
perception related beliefs are then connected in
a social network.
Keywords: perception, social networks, spin
glass, fuzzy logic, organization.
1 Introduction
Complexity and organization is a topic of cur-
rent interest because of the many-faceted im-
∗fshafee@alum.mit.edu
plications and applications in fields as diverse
as biology (e.g. neural networks, see Hopfield,
1995, and other models), social structure of el-
ementary life forms such as bacteria, bird mo-
tion, organization of bees, and even the behav-
ior of stock markets (Black and Scholes, 1973)
and traffic control (see Helbing and Schrecken-
berg 1999). Recent studies have also included
elementary social behavior in human clusters
(see Newman and Barabasi, 2006; Reichardt and
White 2007). The interdisciplinary nature of
complexity makes it possible to cross boundaries
of fields and include ideas from the natural sci-
ences to explain conventional concepts of human-
ities. A model was suggested to encompass ideas
of psychology, sociology, economics and physics
to understand the organization of human soci-
eties (Shafee, 2004; Shafee 2009). In this paper,
we further investigate a specific aspect of that
model, namely the role of perception and the
inter-agent differences in perception, by analyz-
ing their origin.
The concept of perception and related ideas of
conscious thought processes has been a topic of
heated debate. Various vastly different models
have been proposed (see Taylor 1999 for a com-
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prehensive review). We borrow ideas from sta-
tistical physics, statistics, biology and psychol-
ogy to investigate the emergence of perception
and behavioral patterns arising from the role of
perception within a social network. Some inter-
esting examples are also mentioned in the light
of our model.
2 The Interaction Hamiltonian
An interaction based Hamiltonian was intro-
duced in (Shafee ,2008; Shafee 2004) where the
role of interactions among agents and between an
agent and his local environment was seen to give
rise to terms in the Hamiltonian function that
governs time evolution. The model was based on
the idea of spin glasses (Edward and Anderson,
1975; Sherrington and Kirkpatrick, 1975) where
neighboring spins interact among themselves and
also with a common environment. The equation
for the social interaction Hamiltonian from the
point of view of an agent can be written as:
Hpotential = Hself +Hagent−agent +Henv (1)
Here the respective Hamiltonian components
have interaction terms of the form Hself =
−Jabi sai sbi , Henv = Jaihsai .ha and Hagent−agent =
Jabij s
i
as
j
b
The J ’s are the coupling constants, i is the
reference agent, j is a neighboring agent, and
a is the label for a characteristic variable. The
s’s represent variable states within an agent and
the h ’s represent environment field components.
The evolution of the interaction potential fol-
lows the law of steepest descent with respect to
its variables. Hence, the system tries to reach
energy minima (attractors) in the energy land-
scape.
The expression of each term is subject to
blocking imposed upon one term by another in-
teraction term (mutual exclusiveness of some
pairs of interactions), so that is the blocked part
of the interaction, say JDij S
D
i s
D
j involving the
pair of agents i, j and variable D, due to the in-
teraction, say, JCijS
D
i s
D
j . The origin of blocking
and expression is the need for sharing of strongly
coupled components that are barred from be-
ing independent in order to maintain a potential
minimum.
3 Degree of Complexity
3.1 Degree of Complexity and Local-
ization
At the most elementary level, the possibilities
of stable or semi-stable structures are specific in
terms of components, and finite discrete groups
exist. In physical science we know that a quark
can pair up with two other quarks in elementary
hadronic particles and the stability of such struc-
tures depend on almost similar quarks that are
dissimilar in the sense that they have different
colors interacting locally, so that the total color
is zero. The matches and the complementary
qualities required to produce the stability due
to interactions, make it possible only to have
a few permutations of quark types to produce
these elementary particles. A proton is identi-
cal with another proton, and symmetrization of
wave-functions are required at the quantum level
to account for the uncertainty in identifying pro-
tons in a compound system.
However, the interaction range of the strong
force at the quark level makes the stable struc-
tures extremely localized and shielded from out-
side interaction. A free quark is never seen in
reality. A quark and an anti-quark form a strong
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bond and the lines of strong force must end in
an anti-color, with no leakage of information (see
Shafee, 2007 e.g. for a detailed discussion).
As the complexity level goes up, less complex
components become packed within a more com-
plex structures, which is spatially larger than
the individual components (eg, a human is larger
than the proton where the three quarks are very
localized within the entity of the proton and can
rarely be exchanged with quarks outside the pro-
ton).
3.2 Degree of Complexity and Fuzzi-
ness
As complexity gets higher, more weakly shielded
interactions come into play, and diverse cate-
gories of components can be seen within the
same structure. For example, although a pro-
ton contains only various types of quarks held by
the strong force, at the next level of complexity
an atom contains both hadrons and leptons, and
the force holding these structures together have
a larger interaction range, and offer less shield-
ing. So, the components of one structure may
be within the interaction range of another struc-
ture, and these interactions may give rise to fur-
ther complex structures. For example, a group
of atoms can be held within a molecule where
the orbits of the electrons overlap.
However, the number of protons in an atom
is somewhat flexible, with each number giving
rise to a distinct type of element with different
properties of interaction with other elements.
Hence, we can relate degree of fuzziness with
a level of hierarchy. Similarly, a monkey and
a human may both be primates, but the brain
size of a monkey is smaller than that of a hu-
man. So, although the identities of two monkeys
may be distinct due to genetic variations, the
variation is not known a priori. But the set of
differences between a monkey and a human may
derive largely from the cognitive advancement of
a human because of the existence of more com-
plex brains and mutations. The complexity of
the brain gives rise to a larger degree of choices
and cognitive processes. Hence, even though two
human beings differ in terms of personality, they
share some traits because of the increased level
of complexity relative to a monkey.
Although two human beings can be seen as
members of the same level of complexity, they
are not exactly the same. The number of cells in
a human is only approximate, while the number
of quarks within a proton is exact. However, at
the level of organs, two human beings share vir-
tually the same number of organs that are quite
similar. The slight variation comes from envi-
ronmental and hormonal effects, genetic makeup
etc. Hence the stability of each organ within an
environment depends on the other organs, the
gene that maps the organ etc. The range of vi-
able organs is dependent on a threshold and not
an exact number.
The survival of a gene, which is the blueprint
of a human being, depends on the produced
agent being within the permitted range of vari-
ables for survival, given the environment and the
basic laws of nature required for the interactions
that couple the components within the agent.
Two human beings may not be equally adept
in a specific aptitude, and one may be more ro-
bust with respect to a certain variable. However,
the statistical fluctuations of the many units of a
gene make the degree of robustness with respect
to different variables distributed, hence obstruct-
ing the existence of a super-human. The com-
plementary robust variables make it favorable
to have collaborative interactions among agents,
creating social networks.
3
4 Macro-States and Reorgani-
zation
In the construction of the model the concept
of variables in different states and the concept
of interacting states are used. On the macro-
scopic scale, the state of a variable may derive
from the reorganization of the components of the
system, which again may be due to interaction
with another system. The two possible states of
hemoglobin can be a good simple example. The
final state (or shape) of a hemoglobin depends
on how many oxygen molecules are bound to its
sites, so that the interaction with oxygen causes
a hemoglobin to be in a more adaptive and ef-
ficient state. As energetically favorable connec-
tions or reorganizations are sought to form a fa-
vorably bound system, it is possible for one state
even to split into smaller states and dissipate be-
cause of energy kinetics.
In a broader sense, multiple systems can inter-
act with one system, subject to the interaction
range and available contact surface for interac-
tion and binding, and the reorganized final state
would depend on the totality of the types of in-
teracting states, and the duration of interaction.
The reorganization energy is a measure of stiff-
ness of the state. The rate of transfer of energy
between two imperfectly matched bound states
signify the duration of binding needed to bring
about a reorganization.
A similar scenario can be seen when a macro-
scopic detector reorganizes itself to express a
quantum state after quantum measurement ( see
von Neumann, 1932 eg).
5 Perception of the Global En-
vironment
Perception is the transfer of information between
an environment and an agent or between agents
by means of interaction. The transfer of informa-
tion is brought about by disturbing or reorganiz-
ing the perception organ temporarily by means
of interaction with an environment system, and
then transferring the reorganization information
to permanent or semi-permanent states within
the brain. This transfer is brought about by
means of the couplings of the organs with the
brain. The perturbed organ of perception reverts
to the original state by its connections with other
components of the agent that also interact with
the environment, so that energy is transferred
from the environment to the agent in order to
reset the perturbed organ to the original state
with respect to the other more constant struc-
tures it is attached to. An excited reorganized
perception organ falls back to the original state
after distributing the excitation signals to other
connected organs. Hence, the organ’s state de-
pends on its current interaction with the envi-
ronment, and also its couplings or interactions
with the agent’s own component systems.
The stability of memory states within the
brain depends on the complexity and vastness
of neurons within the brain, so that the slight
change of the weight of a connection is accommo-
dated within the macroscopic aggregate struc-
ture with respect to its connections with other
organs (Buszaki, 2006). However, the large num-
ber of internal connections make these minus-
cule weight changes produce significantly differ-
ent behavioral patterns. Hence, the perpetua-
tion of the identity of the agent is related to
its ability to revert macroscopic organ connec-
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tions to original states, together with the abil-
ity of the intricately connected brain to perma-
nently modify its connections to map the input
signals. However, though the weights of the neu-
rons change to reflect agent-environment inter-
actions to preserve interaction information lo-
cally within the agent, the topology of the in-
ternal connections forming in the first few years
by means of genetic commands and the effects of
the local environment, remain stiff and protected
from environment-inputs, so that the agent’s
personality and some preferences remain stiff (
Rauch et al 2005 for an example of a genetically
determined trait). The identity of the agent de-
rives from the interactions between these two
parts, and, hence, is a function of genetically
fixed traits continued in the background of modi-
fied information and beliefs acquired from agent-
environment interfaces.
5.1 Perception and Dimensionality
The many degrees of freedom within the en-
vironment may be seen as an independent as-
pect, in the same manner phase spaces are cre-
ated. Due to slight variations of the genetic
makeup of perceptions, various agents, although
connected to the same environment, may be able
to perceive the environment slightly differently.
They will have slightly different ideas about the
world. This is analogous to being connected to
a shadow (projection) of a higher dimensional
world where all agents are connected, although
interacting with one shadow may change the
entire higher dimensional world and hence al-
ters another shadow as well. So two agents
connected to slightly different shadows, which
cannot perceive each others worlds completely,
cause changes to the other agent’s world by in-
teracting with his own world. Though the first
agent will conceive his own interactions with his
own world completely rational, he might find the
interaction of the second agent with respect to
the first world irrational, even though the second
agent himself will find interactions with his own
world perfectly rational.
5.2 Emergence of Beliefs
The emergence of the different projections can be
derived by using stochasticity and coarse grain-
ing. The specific value of an interacting state can
be recorded by using perception organs. Hence,
a perception-type interaction provides informa-
tion about a certain state of the environment,
that can be translated into information about
corresponding correlated states or possible reac-
tions to specific actions (interactions that realign
a state or reorganize an environment state into
separate states).
However, the need for couplings of organs and
the need for components of organs to act in uni-
son to transfer a signal or piece of information
necessitates the transfer of information to be at
the scale of the perception organ and connec-
tions. Hence, a threshold of intensity is needed
for a retina cell to fire a visual signal to the
brain (see Ratliff, 1974), and the human ear can
transfer audio signals within the range of 20 to
20000 Herz. Again, the finite width of the action
potential in a neuron, necessary to maintain a
time-scale and the measure of simultaneity (see
Buszaki, 2006 for a discussion) imposes a coarse
graining scale in resolution, and the refractory
period of a neuron originating from the necessity
of several subcomponents (ion channels e.g.) to
act in unison for the detection of a signal im-
poses a refractory period when no signal can be
recorded, causing information to be lost.
The complexity of the system makes it possi-
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ble to add diverse categories of signals from dif-
ferent perception organs sharing a set of coupled
organs. Hence, the sharing requires the preci-
sion of one category to impose a cost on another
category.
The stored information, which transfers into a
belief, is thus a function of these scales and inter-
connections. As mentioned above, the fuzziness
associated with two agents at a complexity level
causes the exact scales and couplings to vary
slightly within the range of survival, and hence,
due to the added complexity of the number of in-
ternal connections and couplings, the same envi-
ronmental state may get translated into separate
belief states within two agents.
Again, the dimension of the complex sys-
tem requires that it connects with environmen-
tal states of similar dimensions within the same
scale of the expressed organs because of the in-
teraction ranges and shielding. This scaled “win-
dow” into the environment causes each agent to
be connected to a local environment window, al-
though the global environment causes the local
window to change. The stochastic fluctuation
within two local windows, where two agents are
connected, makes them perceive a global vari-
able differently, giving rise to conflicting beliefs
about the same state.
6 Perception of Rules as Cues
from Past Interactions
The idea of simultaneity of two events and
temporal overlaps of two events are recorded
within the brain by means of the finite width
of the action potential of neurons, which forms a
time-scale for experience sequences (see Buszaki,
2006). When two environment states are
recorded simultaneously, a correlation is formed
within the brain between the two states by the
nature of the mapping mechanism. Again, tem-
poral cues are able to correlate with one event
preceding another (Raaijmakers, 1979; Raaij-
makers and Shiffrin, 1980). So, when a piece
of information related with the same state is fed
again to the brain, it causes the previously stored
signal of the same image to be activated, exciting
an entire cue of correlated images(Raaijmakers ,
1979). The perception of a current state acti-
vates the images of a series of states that are
correlated with the fed image by means of past
association.
6.1 Cued Perception and Temporal
Stochasticity
The chaotic, complex and periodic dynamics dif-
fer in the degree of uncertainty associated with
determining future orbits. The difference be-
tween static, orbital, complex and chaotic sys-
tems can be attributed to the fact that while the
behavior of a chaotic system at a certain time
is independent of its stored historical sequences,
and the behavior of a static or orbital system is
determined, a complex system behaves in a com-
plicated manner, taking into account its history
to a certain degree (see Palis, 2002 for a review
of chaotic, complex and periodic systems and the
history of the theory). The degree of complex-
ity or chaotic behavior may derive from placing
this window of perception locally within the en-
vironment (within an agent’s identity) in a vast
network where different levels of such complexity
arise.
The simple laws of nature arising from the in-
teraction forces give relations for aggregate be-
havior of systems in different scales. For exam-
ple, gravity makes a planet rotate around the sun
in a periodic manner defined by the mass of the
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sun and the mass of the planet, and the distance
between them. How the masses are reorganizing
within the planet at a small scale does not af-
fect this aggregate periodicity. However, when a
slice of the planet is considered, it is connected
with a larger part of the planet, but in the same
time, within it, smaller scales of interaction are
seen that depend on the exact position of each
atom. The degree of history dependence of a sys-
tem is dependent on the storage of history, and,
therefore, interface interaction of system and en-
vironment. A system with an inadequate storage
mechanism depends completely on the forces of
the immediate environment state. The behav-
ior may become periodic when the mean field of
the environment is large and homogenous, and
chaotic when the environment fluctuates and ap-
pears to be random in the locality because of the
inability of the system to collect random data-
points and relate it with simple rules at a larger
scale. The stochasticity arising from the loss of
information at each interaction also leads to the
accuracy of construction of a correct history.
If an agent can locally store past interactions
and use cues to past resultant states, when a cer-
tain state is presented, the idea of global futures
and hence future global states at the scale of the
interaction states derive from the accuracy of the
intercepted rules at that scale within the larger
environment. Although the agent connects with
its local environment, in multiple interactions
regarding a certain states in different localities
and different times act as data-points in time
and space regarding rules at that scale. Hence
the system’s dependence on history is based on
it being able to accurately fit data-points to a
larger graph. This is similar to the idea of bin-
ning so that the size of bins may produce differ-
ent graphs, which approach the continuous graph
when bins are small.
The dependence of history also is contingent
upon rules existing among each simple unit
of the vast degree of freedom of the environ-
ment, so that further rules can be derived for
states existing in different scales, but compris-
ing these simple units. The loss of information
due the large degrees of freedom is thus compen-
sated by the stability of states existing at larger
scales with properties and approximately simi-
lar rules deriving from the average interactions
of the components. Hence, the finer informa-
tion, such as the exact location of a single unit
may not be expressed in the rules displayed by
the larger states, but may be a smooth function
on“totals”,“averages”, “differences” etc. of the
elementary properties, giving rise to macroscopic
parameters expressed in the macroscopic scale.
6.2 Local cued Perceptions and
Global Costs
As we have commented above, a principal differ-
ence between intelligent human ensembles and
inanimate passive ones is that in the latter
the values of the variables are defined uniquely,
but in the human systems the agents may per-
ceive own or others’ values to be different from
an agent-independent assessment. So, subse-
quent decisions and choices, i.e. the dynamical
changes, may depend on the extent of the distor-
tion of individual perception. The use of imag-
ination to anticipate the non-immediate future
enables human agents to take decisions which
are not necessarily the best instantaneous goals,
but are usually better in the longer run. A short
term increase in the interaction potential can
take place if virtual future interactions are intro-
duced in the perceived Hamiltonian. This local
increase in interaction potential due to interac-
tion of existing terms with future virtual terms
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can be seen as second order couplings, where vir-
tual, perceived states are coupled with existing
state-wise interactions.
6.3 Perceived Hamiltonian and Ac-
tual Hamiltonian and Cued Con-
necting Interactions
The continuation of an identity in time depended
on an agent’s interactions or choices of inter-
actions that were based on the current states,
which also contained information about past in-
teractions. Cues acted as temporal correlations
of interactions and states with past interactions
and states. Hence, perception in the form of
memories are able to evoke virtual perceived
states.
When a certain state is local to an agent, it
can thus evoke a cue to a possible future state
and interaction, related with an interaction po-
tential (may involve emotions). This type of
couplings between real and virtual states (which
may be called second and higher order cou-
plings in a perturbative series) via an intermedi-
ate state (which may not produce the “present
optimal connection” but a cue to a future op-
timal connection with a current high weight)
may include virtual terms and interactions in the
agent’s Hamiltonian. This type of interactions
can be represented diagrammatically as follows:
The agent may decide to interact with a present
non-optimal state by adding these higher order
interactions and virtual terms in his perceived
Hamiltonian, which is also the interaction energy
perceived by the agent within his own reference
frame. The effects of these local perceived terms
may be expressed in the global actual interac-
tion landscape as a result of the agent’s actions
dependent on these perceived local interactions.
6.4 Local Cost and Perception
The addition of perceived terms in the agent’s
perceived interaction potential may cause the
agent-environment interactions to be non-
optimal at a certain time. Hence, a cost term
is introduced. Cost may be formulated in our
context in the following way.
Let us for brevity define an optimal interact-
ing pair [A] as wAJ iaa′s
a
i t
a′ , where t may be ei-
ther agent variable s or environment variable h,
and the generic symbol A stands for the opti-
mal pair aa′, and wA is the probabilistic weight
for this pair. Let BAB be the blocking matrix
which shows the weakening of a pair B because
of the formation of the pair A, when there is
some kind of mutual exclusion. So, the actual
optimum Hamiltonian is
Hact−opt =
∑
A
([A]−
∑
B
BAB[B]) (2)
If, in addition to the actual states, we also have
additional virtual states (perceived from past as-
sociations in real experience, skill, training etc.),
so that we have a generalized optimal pair la-
bels X,Y that include both a states and virtual
p states, then the perceived Hamiltonian
Hper =
∑
X
(
[X]−
∑
Y
BXY [Y ]
)
(3)
If, however, we now truncate the sum to re-
move the perceived states p, and express the
Hamiltonian in terms of only the actual states,
we shall no longer get the optimal Hamiltonian
Hact−nonopt = Hper −
∑
P
[P ] (4)
Here the set P involve at least one state in the
perceived group.
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Now the cost may be defined as
C = Hact−opt −Hact−nonopt (5)
This cost will create an abrupt increase in the
total interaction energy due to the local non-
optimal interaction because of the existence of
the virtual interaction term based on future ex-
pectation. The idea of blocking interactions was
discussed in detail in (Shafee, 2009).
6.5 Perceived Hamiltonian and the
Affordability of Costs
In (Shafee, 2009; Shafee, 2007), agents were for-
mulated as semi-closed systems that gained their
local stability in an interaction energy landscape
because of the stable couplings within the agent
locally, i.e. through self-interaction. While the
internal couplings of the agent’s variables, giving
rise to an internal interaction Hamiltonian Hself ,
sustained the agent’s identity within the envi-
ronment, the expression of the agent within the
environment occurred because of the interactions
between the agent variables and the environment
and the variables of other agents. Higher order
identities in the form of groups originated be-
cause of these inter-agent and agent-environment
interactions.
However, it was also discussed in (Shafee,
2009), how a critical threshold of Hself is re-
quired in order to maintain the stability of the
agent. This value, Hcrit, retains the symbiotic
couplings. If the value is higher than Hcrit,
there is not enough couplings or interconnections
among the agent components, and the symbiotic
stability is lost. The agent components and vari-
ables instead get connected with environmental
variables, or get transformed into non-optimal
or smaller components that cannot be retrieved
Figure 1: Connections between perceived and ac-
tual terms in the present and the future. Top
(yellow) array contains virtual terms, bottom
(blue) array is a present optimal agent-array,
without virtual terms, the next (light blue) array
is a future array, and the next (light green) ar-
ray is the present optimal array including virtual
terms. Light green arrows indicate interactions
in Hperc, where the dark blue square connected
with the orange square in the present optimal
Hperc is an agent-environment connection so that
the connection causes the environment to be one
of the two possible future states (within circles)
depending on environmental stochasticity. If the
light blue state is created, it couples with the ma-
genta perception state and increases the strength
of the cue, α. Hact is the part of Hperc with-
out the perception terms, and is not optimal. If
the perception states were not present, the op-
timal current array would have been the dark
blue one, corresponding to Hact−opt. The differ-
ence between Hact and Hact−opt gives the cost
of including virtual perception terms, with the
probability of a more optimal future Hamilto-
nian
because of the many degrees of freedom of the en-
vironment that these components get connected
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with. Hence, once the agent’s internal coupling
is above a threshold, the agent is out of the game
irrevocably. Hcrit as the cutoff of Hself exists
in the global field where the agent is a locally
strongly coupled system, and Hself is the in-
teraction Hamiltonian of self-interaction within
that highly coupled localized part. When costs
occur within the agent’s own perceived Hamil-
tonian, that takes into account expressed vari-
ables and also virtual future terms, the limit of
costs incurred is balanced by the threshold of
Hself . As a result, the effect of the cost can-
not push Hself above Hcrit. Therefore, if the
incurring of a cost leads to the separation of two
terms in Hself , that need to be strongly cou-
pled in order to keep Hself above (weaker bound)
Hcrit, that cost cannot be incurred. Similarly,
if adding virtual terms in the perceived Hamil-
tonian pushes Hself at the present time above
Hcrit, those virtual terms are not allowed in the
agent’s perceived Hamiltonian. So, in terms of
present and future possible components, the per-
ceived Hamiltonian can be modified from Hact as
Hperc = H ′act(C(Hvirt)) +Hvirt (6)
Hvirt is the interaction potential due to the
interactions of the virtual term. The first term
on RHS, H ′ is the modified Hact because of the
costs imposed by the terms in Hvirt (both the
first order and second order changes as described
above, due to the changed degrees of expression
of various terms in Hact when the virtual interac-
tion pair is introduced) , and also because of the
second order pairwise couplings created between
possible terms of H ′act and Hvirt so that
Hperc ≤ Hact (7)
with the further constraint that
H ′act(C(Hvirt)) ≤ Hcrit(localidentity) The
last inequality follows the definition of a local
identity as being a local minimum in the inter-
action Hamiltonian so that highly coupled local
variables interact with neighboring variables
from the environment to produce a minimum
that resists an increase in the energy. When
agents are dispersed in the locality and the
effect of collaborating strong identities can be
neglected, individuals have random matching
and mismatching components scattered in the
environment. The strength from the bond
of inter-agent interactions is, therefore, much
weaker than the strong symbiotic couplings of
the components within the agent. Under these
conditions, Hcrit(localidentity) = Hcrit(agent),
and the agent, in this zeroth order, behaves
rationally by interacting with the environment
and by trading with others to optimize his own
selfish needs. Hence, Eq. 6 is, in most cases
constrained by H ′act(C(Hvirt)) ≤ Hcrit for the
agent, and the agent’s perception and actions
are limited by his own preservation. However,
once Hact ≤ Hcrit for the agent, the agent’s own
coupled identity is lost irreversibly. However,
if the constitution of the group of agents is
changed in terms of total matches and total
number of agents, the zeroth order identity is
distorted and modified. An extreme example is
discussed in (Shafee 2008).
7 Long-term and Short-term
Goals
A perception Hamiltonian involving only short
term or temporally local virtual terms causes
the interactions to be locally optimal in time, of-
ten causing sudden changes in the environment
states not foreseen (Barnett et al 2005). Again,
the calculation of long term satisfaction often
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comes with the cost of blocking local interac-
tions, and causing local discomfort and some-
times lack of knowledge of immediate future
states. Extreme cases can be: leading an acutely
uncomfortable life to save every penny for the
rainy day. However, such actions also come with
the cost of calculations of many approximate
interactions in a series, and the payoff for the
sufferings may never take place because of sud-
den forks in the time-line caused by unforeseen
changes due to the introduction of unseen and
uncalculated variables introduced to the locality
by means of its global connection.
Figure 2: The effect of long term and short
term goals based on cued possible events (cir-
cled. Green circles are long term planning with
overall stability and clue circles imply short term
pleasure with possible non-optimal scenarios in
the long term.)
8 Calculation of Terms by Re-
combination vs. Cues
In the simplest case, a virtual future term is
evoked in the Hamiltonian by means of a cue.
The cue automatically conjures a less than op-
timal interaction, based on past experience or
belief. The inclusion of these perceived virtual
term allows for the continuation of the identity
over a temporal spread, as was discussed before.
The equation 2 and 3 include a term α,
which is the strength of the virtual term. If
the virtual interaction appears as a direct cue,
strengthened by emotional attachment, the value
of α is large, and the connection is made instan-
taneously by reflex.
However, a different way of including virtual
terms is by adding a desired interaction having a
large coupling with an existing state, and finding
a series of cues to add present environment states
to interact with present available states. The
search for a local environment state that would
connect with a present agent state to create a
path starting at a present agent-environment in-
teraction and ending at the desired future vir-
tual state connected with the first state requires
carrying out a search in all cued sequences. The
search consists of connecting with activating var-
ious images of states within the brain, and us-
ing neurons shared with perception for the case
of exhaustive searches. The process thus blocks
(see Shafee 2008 for details of blocking) pro-
cessing actual states that the agent is connected
with at present. So, the search of distant histo-
ries blocks recent histories from being recorded,
and reduces the current state’s dependence on
recent history. As a result, the agent may be ill-
prepared for short term future, and may in turn
incur high costs.
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Also, as one cue is recombined with another,
stochastic uncertainties from the separate pro-
cesses add up, and the possibility of “actually”
obtaining the final environment state is also re-
duced.
Again, in the extreme end, the connection of
a present state with a virtual state without any
cued path results in a low interaction potential
of the perceived Hamiltonian (see Shafee,2004;
Shafee, 2009). As a result, the agent may be
satisfied within himself with no connection with
reality or the future.
9 Game of Fuzzy Logic
In this section, we study the effect of fuzzy logic
derived from perception within a social network.
A similar basic game using agents in a network
interacting with different axioms was proposed
(Shafee, 2002). We extend the concept by in-
troducing detailed mechanism with different bal-
ancing factors causing various behavioral pat-
terns, including herd mechanisms, lynching, and
at the other end, disorganized chaos, and forced
alignment (brain washing).
The agents are given beliefs that may have
degrees of overlap. The beliefs make up rules
and cues that dictate an agent’s interactions and
states. The modes of formation of a belief (in-
teractions with other agents or interactions with
an environment), and the credibility lent to a
piece of belief come into play. Within the game,
the agents try to optimize their move by obtain-
ing many data points to form a picture, since,
as described previously, a cue is only probabilis-
tic and dependent on the number of similar past
interactions.
However, the price of a piece of information
depends on the number of interactions needed to
be made and the “blocks” imposed by one such
interaction on another interaction. The localiza-
tion of an agent also makes it difficult to gain
simultaneous data points regarding a state’s in-
teraction at another geographical locality in or-
der to form patterns of “global rules” needed to
find the global dependence on the local environ-
ment.
Communication with another agent may
transfer information about one agent’s interac-
tion and perceived states to another agent. This
form of communication is dependent on the com-
mon overlap in perception mechanism between
the two agents, conflicts of interest (compet-
ing preferences attached to one environment)
(For details of matches between two agents, see
Shafee 2009; Shafee, 2004), and also biases held
by an agent due to his own past experience irrel-
evant to the second agent (so, the correlation of
one agent’s own local experience with the piece
of information supplied, not known to the second
agent). However, communication with agents in
different localities comes with the advantage of
reducing the number of blocks (exclusive pair-
ings) in the agent’s own interaction time-line.
The credibility of a piece of information ob-
tained by an agent can thus be a function of
the “ known” match between the agent and the
provider (say µ) and the frequency of the same
information received from unknown and unver-
ified agents, assuming random matches as ap-
proximation (say, f). The credibility of such
information is balanced by the number of ex-
periences involving the “belief” experienced by
the agent in first person, and the number of
interaction data-points pertaining to the belief
within the agent, acquired by his own interac-
tions. Therefore, the high cost of obtaining a
belief on his own is balanced by the frequency
and credibility of “cheap” and imperfect (from
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another agent’s perception) beliefs obtained by
communication with other agents.
Specific related cases may be apparent threats
to an agent leading to herd mechanism and
mechanisms like lynching. Two other extreme
scenarios are: 1. agents are forced to believe in
the same axioms, which may be contradictory to
their own genetic biases, and 2. agents commu-
nicating in small groups within isolated localities
and suddenly exposed to one another.
We study the first example in detail.
Herd Mechanism by Threat: When a piece
of information is associated with an imminent
threat, the cost of not believing the information
comes with the risk of the threat being correct.
The credibility of the information or belief de-
pends on the following:
1. The existence of no or few conflicting beliefs
in the following form agent-agent belief → sai .saj
→ sbi .sb
′
j , where s
b′
j is not optimal with s
b
j .
2. The credibility of the source of information
in the form of trust or matching. This may derive
from genetic kinship, membership in the same
highly weighted interest group or the source’s
affiliation with a reputed institution.
3. The frequency of the information received.
If already n members of a cluster is “converted”,
the n + 1- th member has a higher probability
of being converted. Such phenomena have been
studied in the case of spread of infectious diseases
or the spreading of rumor (see Kawachia et al
2008). The alignment along the direction of the
fad has been studied .
4. The duration of time between the possibil-
ity of the hypothetical threat maturing and the
time required to personally obtain the informa-
tion by interacting with the environment or the
state in question.
5. The degree of threat in the personal inter-
action. For example, if there is a rumor that a
certain snake-bite is deadly, an agent would be
reluctant to personally get bitten to verify the in-
formation. The observation of data comes with
the risk of trusting the data. Having another
person getting bitten by the risk in front of the
first person has less risk factor for the first per-
son, but is unlikely to take place in most cases.
Hence, instead of using the simple function
used for observing phase transition in possible
two-state existence such as in the spread of dis-
ease or rumors in a connected network (see e.g.
Kawachia 2008), or the creation of social net-
works based on homogenous systems (Newman
and Barbasi, 2006; Reichardt and White, 2007),
the balancing factors are introduced for the case
when herd mechanism involves risk factors for an
agent, and is limited to simple alignment along
the group with respect to fashion trends.
If a contradictory cue exists within the agent
such that the belief evokes sbj with strength α
and the cue evokes sb
′
j with strength α
′, then
the same stimulant will give rise to a mixed
state of cues, αsbi + α
′sb′i . Both the evoked non-
overlapping images would give rise to virtual
terms, and the degree of cost associated with
each virtual interaction would be present in the
perceived Hamiltonian. This may be equated
with situations of ambivalence.
The other terms affecting credibility described
above can be used to find a relation between the
strength of an axiom obtained from the environ-
ment, as opposed to one obtained from agent-
agent connection. The conformity of the partic-
ular agent i with other agents j 6= i is given on
the average by
∑
j J
aa′
ij s
a
i s
a′
j /N
′, where N ′ is the
number of other agents who cover the same traits
as i. This may be normalized by dividing by the
self interaction which has complete harmony to
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get P , the normalized measure of accord with a
random agent
P =
∑
j
Jaa
′
ij s
a
i s
a′
j /(N
′Ji.si.si) (8)
The probability of accepting other agents’ ax-
ioms will, therefore, be a product of P times a
stochastic measure µ that corrects for the value
for small, unreliable samples (small N’), and a
time factor T that induces a sense of perceived
urgency, as determined by the importance of the
information or the belief in terms of survival or
great damage or benefit (a high risk or reward
demands immediate acceptance of other agents’
belief, without the risk of self/direct interaction
with the environment to form first hand belief):
Q = Pµ(N ′)T (t− t′) (9)
where t is the perceived time required for di-
rect interaction, and t′ is the perceived time at
hand till the peak of the H associated with the
coupling of the agent’s variable sai with the en-
vironment is reached. The function T may be
modeled as per importance of genetic and other
factors G and scaled by the magnitude R of the
risk/reward, e.g. we may have in the simplest
case
T = 1−GR(t′ − t) (10)
with GRt′ 1, which ensures that when there is
plenty of time at hand T 0, or when the credi-
bility of other agents is small, the agent might
prefer to interact with the environment directly,
and if the credibility is high, and the time con-
straint is severe, the agent would prefer to trust
other agents and reassess his orientation sai .
In the special case when distinct mutually mis-
matching sub-groups exist within a group, a bias
in circulating the information may create dis-
tinct subgroups that may come together.
10 Conclusion
We have modeled the origin of individuality from
the point of view of stochasticity experienced
by an agent both spatially and temporally when
connected with a global time-line. This results
in variation in perceptions. The creation of be-
liefs and cues locally within the agent shows that
the difference in beliefs causes the agents to ad-
just their actions accordingly and may often put
an agent in a temporarily uncomfortable or unfa-
vorable position. The effect of connecting agents
with slightly different perceptions also gives in-
teresting features. Further detailed analysis of
group behavior subject to individual perception
and belief differences, as mentioned in the last
section, may be worth investigating.
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