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Kurzfassung
Die Steuerung von photochemischen Reaktionen durch die gezielte Kontrolle von elek-
tronischen Wellenpaketen mit ultrakurzen Pulsen im Femtosekunden (10−15 s) oder
Attosekundenbereich (10−18 s) ist Gegenstand von zahlreichen theoretischen und ex-
perimentellen Forschungsprojekten. Im ersten Teil dieser Dissertation werden drei mo-
lekulare Reaktionen theoretisch untersucht, die durch die gezielte Steuerung der Elek-
tronendynamik kontrolliert werden. Die zeitliche Entwicklung dieser Systeme wird
mit einem Ansatz zur Berechnung einer gekoppelten Kern und Elektronendynamik
beschrieben. Die Elektronenlokalisierung in den dissoziativen Ionisation der Modell-
systeme D2 und CO wird durch die absolute Phase des Laserfeldes (Phase zwischen
Trägerfrequenz und Einhüllenden) gesteuert. Ein Vergleich der beiden Mechanismen
zeigt wesentliche Unterschiede zwischen dem homonuklearen Molekül D2 und dem he-
teronuklearen Molekül CO. Diese Unterschiede treten sowohl in der Präparation des
elektronischen Wellenpaketes und in der Rolle der absoluten Phase des Laserfeldes in
der Kontrolle, als auch im Stopp der induzierten Dynamik Elektronenbewegung zu
Tage.
Durch die selektive Population von lichtbekleideten Zuständen, die durch die rela-
tive Phase zweier Pulse in einer Pulssequenz gesteuert wird, lassen sich im Kalium
Dimer zwei unterschiedliche, elektronisch angeregte Zustände kontrolliert besetzen.
Diese dritte Reaktion wird zunächst mit einer Doppelpulssequenz implementiert und
die Eﬃzienz durch Variation der beiden Parameter Verzögerungszeit zwischen den
beiden Subpulsen und Intensität des zweiten Hauptpulses optimiert. Für beide Zu-
stände wurde eine maximale Eﬃzienz von 66% erreicht. Eine Verlängerung der Ver-
zögerungszeit zwischen den beiden Subpulsen führt zu einer signiﬁkanten Abnahme
der Eﬃzienz. Eine Analyse dieses Eﬀekts zeigt, dass dieser Verlust der Kontrolleﬃ-
zienz durch die Kopplung zwischen Kern und Elektronendynamik verursacht wird.
OCTOptimierungen an diesem System führen zu einer erheblichen Steigerung der
Kontrolleﬃzienz und erlauben den Rückschluss, dass dieser StarkfeldMechanismus
im OCTSuchraum liegt und somit robust und eﬃzient ist.
Aufbauend auf diesen Untersuchungen werden die Faktoren identiﬁziert, welche
ausschlaggebend für das optimale Zeitfenster der Kontrolle der Elektronendynamik
sind. Mit diesen Erkenntnissen wird eine neue Kontrollstrategie für Photoreaktionen,
die über konische Durchschneidungen (CoIns) verlaufen, entwickelt. Das vorgeschla-
gene Reaktionsschema wird an einem Modellsystem mit experimentell realisierbaren
Pulsen getestet. Die kontrollierbaren Populationsverhältnisse bewegen sich in den
Grenzen zwischen 24:76 und 74:26%.
Im zweiten Teil dieser Dissertation werden theoretische Methoden zur Beschreibung
der StarkfeldIonisationen von Molekülen neu entwickelt bzw. existierende Methoden
modiﬁziert. Die StarkfeldIonisation ist in vielen Experimenten der erste Teilschritt,
auf dem alle folgenden aufbauen. Daher ist eine exakte Berechnung dieses Prozesses
für eine genaue Beschreibung der Experimente ausschlaggebend. Der Fokus der Un-
tersuchungen liegt vor allem auf der Winkelabhängigkeit des Ionisationsprozesses und
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auf dem Ionisationszeitpunkt. Für die Berechnung der winkelabhängigen Ionisations-
wahrscheinlichkeiten wird ein neu entwickelter, quantenmechanischer Ansatz vorge-
stellt und an der dissoziativen Ionisation der Moleküle D2, N2, O2 und CO getestet.
Für die Berechnung des Ionisationszeitpunktes wird der MonteCarloWellenpaket
Ansatz verwendet und für die Beschreibung zweiatomiger Moleküle verallgemeinert.
Sowohl die ursprüngliche Methode als auch die Erweiterung werden an der Doppelio-
nisation des H2Moleküls als Modellsystem getestet.
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Einleitung
Den Ablauf einer chemischen Reaktion und damit die Produktverteilung zu steuern ist
seit jeher ein zentraler Punkt in der chemischen Forschung. In der klassischen Synthese
wird diese Kontrolle durch Anpassung der äußeren Parameter wie Druck, Temperatur
und Konzentration erreicht. Auch durch die Wahl eines entsprechenden Katalysators
kann die Reaktivität hin zu einem bestimmten Produkt gesteigert werden. Eine ganz
andere Form der Kontrolle existiert im Bereich der Photochemie. Durch die Entwick-
lung ultrakurzer Laserpulse konnte Anfang des Jahrtausends erstmals die Dynamik
von Schwingungswellenpaketen zeitaufgelöst beobachtet werden [1]. Die gezielte Va-
riation der Laserparameter Phase, Intensität und Frequenz erlaubt die Erzeugung ko-
härenter Wechselwirkungen zwischen dem Quantensystem und dem Lichtpuls. Diese
Wechselwirkungen können in der Photochemie zur Steuerung chemischer Reaktionen
verwendet werden, beispielsweise indem gezielt Bindungen gebrochen oder neu aus-
gebildet werden. Auch ein Populationstransfer zwischen ausgewählten elektronischen
Zuständen kann durch diese Wechselwirkung selektiv induziert werden. Die Anwen-
dungen der kohärenten Kontrolle konnten bereits in den Bereichen Photochemie [25]
und Quantencomputing [6] demonstriert werden. Auf all diesen Gebieten werden ko-
härente molekulare Schwingungswellenpakete erzeugt und so die Freiheitsgrade der
Kernbewegung manipuliert und kontrolliert.
Die extrem schnell fortschreitende Entwicklung in der Lasertechnologie stellt lau-
fend neuartige Laserpulse zur Verfügung. Im Fokus der Entwicklungen steht unter
anderem die Erhöhung der Intensität und die Verkürzung der Pulsdauer. Somit ist es
heute möglich, ultrakurze Pulse mit der Intensität von einigen hundert Petawatt pro
Quadratzentimeter und einer Dauer von wenigen Femtosekunden (10−15 s) oder Atto-
sekunden (10−18 s) [7, 8] zu erzeugen. Ein weiterer fundamentaler Schritt in der Laser-
technologie war die Erzeugung von Pulsen mit einer deﬁnierten und kontrollierbaren
Phase zwischen der Trägerfrequenz und der Einhüllenden (Carrier-Envelope-Phase
(CEP))[9]. Diese Lichtpulse ermöglichen ständig neue Experimente, in denen eine
Vielzahl von molekularen Prozessen angestoßen werden, wie zum Beispiel Ionisati-
on, elektronische Anregung und Dissoziation. Mit den nur wenige optische Zyklen
dauernden, CEPkontrollierten Pulsen rückt nun auch die Beobachtung und Manipu-
lation der im Vergleich zu den Atomkernen viel schnelleren Elektronen in den Bereich
des Möglichen. Untrennbar verbunden mit dieser neuen Generation von ultrakurzen
Lichtpulsen ist das Ziel, Reaktionen nicht direkt über die Kontrolle von Schwingungs-
wellenpaketen zu steuern, sondern über die Bewegung der wesentlich schnelleren Elek-
tronen. Zur Realisierung dieses Ziels sollen elektronischeWellenpakete erzeugt werden,
welche die Elektronendichte an einer bestimmten Stelle in einem Molekül lokalisie-
ren oder delokalisieren. Die so geschwächte oder verstärkte Bindung kann gebrochen
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oder neu ausgebildet werden. Experimentell gelang es Matthias Kling et al. in einem
proof of principle Experiment, die Elektronendichte in der dissoziativen Ionisation
des D2Moleküls durch die CEP zu lokalisieren und zu kontrollieren [10, 11].
Zur Interpretation, Beschreibung und Planung dieser neuen Generation von Experi-
menten bedarf es auch der Entwicklung neuer theoretischer Methoden und Konzepte.
Dies ist Ziel dieser Arbeit. Basierend auf den Ergebnissen zur Elektronendynamik
zweiatomiger Moleküle, werden neue Mechanismen zur Steuerung der Reaktionsdy-
namik durch die Bewegung der Elektronen für komplexere Systeme konzipiert.
Im ersten Teil dieser Arbeit (siehe Kapitel 2) wird der in der Diplomarbeit [12]
entwickelte Ansatz zur Untersuchung der gekoppelten Kern und Elektronendynamik
auf Mehrelektronensysteme erweitert. Untersucht und verglichen wird die erzeugte
Elektronendynamik und ihre Wirkung für die Systeme D+2 , CO
+ und K2. Hierzu wir
zum einen die Elektronendynamik während der dissoziativen Ionisation der Moleküle
D2 und CO betrachtet. Die Kontrolle der Elektronenbewegung erfolgt in diesen Re-
aktionen über die CEP, der absoluten Phase des Laserpulses. Zum anderen wird die
Elektronendynamik in den gebundenen Zuständen des KaliumDimers verfolgt. Diese
zeigt sich im kürzlich etablierten Prozess der selektiven Population von lichtbekleide-
ten Zuständen (SPODS) [13]. Dieser Mechanismus wird durch die relative Phase in
einer PulsSequenz kontrolliert. Ziel dieser Untersuchungen ist es die Prozesse und
Faktoren für eine eﬃziente Kontrolle der Elektronenbewegung zu identiﬁzieren und
Kriterien herauszuarbeiten, die zu einer Kontrolle einer chemischen Reaktion über
die Steuerung der Elektronendynamik führen. Ein besonderes Augenmerk liegt vor
allem auf dem Zeitfenster, in dem diese Kontrolle möglich ist. Um die Bedeutung
der herausgearbeiteten Kontrollmechanismen in der globalen Suchlandschaft einzu-
ordnen, wurde mit Hilfe der OptimalControlTheorie (OCT) nach ähnlichen bzw.
verbesserten Lösungen gesucht.
Die identiﬁzierten Kriterien wurden im zweiten Teil dieser Arbeit (siehe Kapitel 3)
genutzt, um einen neuen Kontrollmechanismus für komplexe Systeme zu entwickeln,
der eine Photoreaktion über die Elektronendynamik steuert. Für Moleküle mit zwei
oder mehr Freiheitsgraden existiert die Möglichkeit, dass sich zwei Potentialﬂächen
der gleichen Symmetrie an sogenannten konischen Durchschneidungen (Conical Inter-
sections kurz CoIns) kreuzen [1416]. Diese Entartungspunkte sind keine Sonderfälle,
sondern ein wesentliches Konzept im Zusammenhang mit ultraschnellen Photoreak-
tionen. Darüber hinaus existiert an diesen Kreuzungspunkten von Natur aus eine
starke Kopplung zwischen Kern und Elektronenbewegung. Diese starke Kopplung
nutzt der vorgeschlagene Mechanismus um über die Elektronendynamik den Popula-
tionstransfer zwischen den sich kreuzenden Potentialen und somit die Photoreaktion
zu steuern.
Das letzte Kapitel (siehe Kapitel 4) befasst sich mit der StarkfeldIonisation von
Molekülen. Dieser Prozess ist in vielen StarkfeldExperimenten mit ultrakurzen La-
serpulsen der erste Schritt des gesamten Reaktionsmechanismus und stellt somit die
Basis für alle folgenden Teilschritte dar. Ein Verständnis dieses Prozesses sowie dessen
gute theoretische Beschreibung ist damit wünschenswert. Insbesondere die Winkelab-
hängigkeit und der Zeitpunkt der Ionisation spielen für die Beschreibung des gesamten
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Experiments eine entscheidende Rolle. Daher wird der im Rahmen dieser Disserta-
tion entwickelte quantenmechanische Ansatz zur Berechnung der Winkelabängigkeit
der TunnelIonisationwahrscheinlichkeit benutzt, um die experimentellen Winkelver-
teilungen der dissoziativen Ionisation der Moleküle D2, N2, O2 und CO zu erklä-
ren. Zur Berechnung des Ionisationszeitpunktes wird der von Leth et al. entwickelte
MonteCarloWellenpaketansatz [17] implementiert und an der Doppelionisation des
H2Moleküls getestet. Um diesen Ansatz auf generelle zweiatomige Moleküle zu er-
weitern, wird er mit der Berechnung der abstandsabhängigen Ionisationsraten nach
Yudin et al. [18] kombiniert.
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1. Methoden und Theoretische
Grundlagen
Chemische Reaktionen bestehen meist aus einer Folge einzelner Teilschritte. Das de-
taillierte mikroskopische Verständnis dieser elementaren Schritte ist die Motivation
für eine Vielzahl von theoretischen und experimentellen Untersuchungen der aktuellen
Forschung. Die experimentelle Beobachtung der Dynamik einer Reaktion in Echtzeit
ist erstmals durch den Einsatz von Femtosekunden-Laserpulsen gelungen [1]. Die ex-
trem schnell fortschreitende Entwicklung in der Lasertechnologie ermöglicht ständig
neue Experimente, zu deren Interpretation auch passende theoretische Methoden er-
forderlich sind. Die in dieser Dissertation erarbeiteten und verwendeten theoretischen
Methoden zur Beschreibung quantendynamischer Prozesse basieren auf den Konzep-
ten der Quantenchemie und der Quantendynamik. Im ersten Kapitel wird zuerst die
Theorie beider Konzepte erläutert. Anschließend werden die entwickelten und ver-
wendeten Methoden dargelegt.
1.1. Quantenchemie
Der zentrale Punkt in der Quantenchemie ist die Berechnung der elektronischen Wel-
lenfunktion eines molekularen Systems. Mit Hilfe dieser Funktion können dann alle
gewünschten Eigenschaften des Moleküls, wie zum Beispiel die Energie oder das Di-
polmoment, berechnet werden. In den folgenden Abschnitten werden die Schritte von
der BornOppenheimerNäherung bis zur Lösung der elektronischen Schrödingerglei-
chung erläutert und die hier verwendeten Verfahren diskutiert.
1.1.1. Die Schrödingergleichung und die
BornOppenheimerNäherung
Im Allgemeinen ist die Gesamtdynamik eines molekularen Systems mit dem
HamiltonOperator Hˆmol durch die zeitabhängige Schrödingergleichung gegeben1:
i
∂
∂t
Ψmol(t) = HˆmolΨmol(t). (1.1)
Diese Diﬀerenzialgleichung 1. Ordnung beschreibt die zeitliche Entwicklung der Wel-
lenfunktion Ψmol(t) des Systems unter dem Einﬂuss aller in Hˆmol enthaltenen Wech-
1Alle Gleichungen in dieser Dissertation sind  wenn nicht anders vermerkt  in atomaren Ein-
heiten angegeben.
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selwirkungen. Für Moleküle mit mehr als einem Kern und einem Elektron setzt sich
der HamiltonOperator wie folgt zusammen:
Hˆmol = Tˆnuc + Tˆel + Vˆel,el + Vˆnuc,nuc + Vˆnuc,el︸ ︷︷ ︸
Hˆel
. (1.2)
Dabei sind Tˆnuc und Tˆel die Operatoren der kinetischen Energie der Kerne (nuc) und
der Elektronen (el). Die Operatoren Vˆel,el, Vˆnuc, nuc und Vˆnuc,el beschreiben die attrak-
tiven bzw. repulsiven Coulombwechselwirkungen der Elektronen und der Kerne. Die
Summe der Operatoren Tˆel, Vˆel,el, Vˆnuc,nuc und Vˆnuc,el wird im Allgemeinen zum elek-
tronischen HamiltonOperator Hˆel zusammengefasst. Die molekulare Wellenfunktion
Ψmol(t) hängt neben der Zeit t sowohl von den Kernkoordinaten R als auch von den
Elektronenkoordinaten r ab. Im Allgemeinen kann Ψmol(t) in einem Produktansatz,
in der Basis der orthonormierten elektronischen Eigenfunktionen, entwickelt werden:
Ψmol(R, r, t) =
∞∑
i=1
χi(R, t)ψi(r, t;R). (1.3)
In diesem Ansatz stellt χi(R, t) die Kernwellenfunktion und ψi(r, t;R) die elektroni-
sche Wellenfunktion des iten elektronischen Zustandes dar2. ψi(r, t;R) ist von den
elektronischen Koordinaten, der Zeit und parametrisch von den Kernkoordinaten ab-
hängig. Setzt man die Basissatzentwicklung (Gleichung 1.3) und die Gleichung 1.2 in
die zeitabhängige Schrödingergleichung (Gleichung 1.1) ein, so ergibt sich:
i
∂
∂t
∞∑
i=1
χi(R, t)ψi(r, t;R) =
∞∑
i=1
(
Hˆel + Tˆnuc
)
χi(R, t)ψi(r, t;R). (1.4)
Aufgrund des großen Massenunterschiedes zwischen Elektronen und Kernen unter-
scheiden sich auch die Zeitskalen, auf denen sich die Dynamiken abspielen, um ca.
zwei bis drei Größenordnungen. Daher ist es in den meisten Fällen gerechtfertigt,
die Wirkung des Operators Tˆnuc auf ψi(r, t;R) im Rahmen der BornOppenheimer
Näherung[19, 20] zu vernachlässigen. Um die zeitabhängige Schrödingergleichung für
die Kernbewegung in einem ungekoppelten System zu erhalten muss die Gleichung 1.4
von links mit
∑∞
j=1 ψ
∗
j (r, t;R) multipliziert und das Ergebnis über alle elektronischen
Koordinaten r integriert werden. Mit der BornOppenheimerNäherung ergibt sich
für die Dynamik der Kerne:
i
∂
∂t
∞∑
i=1
χi(R, t) =
∞∑
i=1
∫
ψ∗i (r, t;R)Hˆelψi(r, t;R) dr χi(R, t) + Tˆnucψi(r, t;R). (1.5)
Da der elektronische HamiltonOperator Hˆel zeitunabhängig ist, kann die Zeitent-
wicklung von ψi(r, t;R) aus dem Integral in Gleichung 1.5 herausgezogen werden:∫
ψ∗i (r, t;R)Hˆelψi(r, t;R) dr =
∫
ψ∗i (r;R)Hˆelψi(r;R) dr. (1.6)
2Die Notation f(x; y) der Variablen einer Funktion impliziert eine parametrische von der Variablen
y.
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Löst man nun die stationäre elektronische Schrödingergleichung
Hˆelψi(r;R) = Eeli(R)ψi(r;R), (1.7)
wie in Abschnitt 1.1.2 beschrieben, so kann dass Integral in Gleichung 1.5 durch den,
von den Kernkoordinaten abhängigen, Energieeigenwert des iten elektronischen Zu-
standes Eeli(R) ersetzt werden. Löst man die Gleichung 1.7 für verschiedene Kern-
geometrien, erhält man die Potentialﬂäche des jeweiligen elektronischen Zustandes
Vˆi(R). Mit diesem Potential lässt sich die Bewegung der Kerne gemäß
i
∂
∂t
χi(R, t) =
[
Tˆnuc + Vˆi(R)
]
χi(R, t) (1.8)
berechnen.
1.1.2. Verfahren zur Lösung der stationären elektronischen
Schrödingergleichung
Die stationäre elektronische Schrödingergleichung (Gleichung 1.7) liefert die zum
elektronischen HamiltonOperator Hˆel gehörige Wellenfunktion des iten elektroni-
schen Zustandes ψi(r;R) sowie deren Energieeigenwert Eeli(R). Die in Hˆel enthal-
tenen Wechselwirkungen zwischen den N Elektronen
(
Vˆel,el =
∑N
l,k>i
1
rlk
)
stellen ein
komplexes Mehrkörperproblem dar. Das zu diesem Mehrkörpersystem gehörende Ei-
genwertproblem kann jedoch nicht mehr analytisch gelöst werden. Zur näherungswei-
sen Lösung der elektronischen Schrödingergleichung stehen zahlreiche schlagkräftige
Methoden wie zum Beispiel das HartreeFock (HF), das PostHartreeFock und
das DichtefunktionalVerfahren zur Verfügung. Einen guten Überblick über die ver-
fügbaren quantenchemischen Methoden liefern die Lehrbücher [1921]. In den zwei
folgenden Abschnitten wird auf das HF und die darauf aufbauenden PostHartree
FockVerfahren explizit eingegangen.
HartreeFockVerfahren
Im HFVerfahren werden die Wechselwirkungen zwischen den Elektronen Vˆel,el so an-
gesetzt, als bewege sich jedes einzelne Elektron l im Potential vHFl . Dieses Potential ist
dabei durch die gemittelte Aufenthaltswahrscheinlichkeit der anderen N − 1 Elektro-
nen bestimmt. Durch diese Näherung wird der HamiltonOperator im HFVerfahren
HˆHF zur Summe der (Einelektronen) FockOperatoren fˆl:
HˆHF =
N∑
l
fˆl =
N∑
l
(
hl + v
HF
l
)
. (1.9)
Der FockOperator selbst setzt sich aus dem EinelektronenOperator hl = Tˆell +
Vˆnuc,ell + Vˆnuc,nuc und dem HFPotential v
HF
l zusammen. Neben den Coulombwechsel-
wirkungen enthält der FockOperator auch noch die nichtlokale Austauschwechsel-
wirkung zwischen Elektronen mit parallelem Spin. Diese Austauschwechselwirkung
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ergibt sich aus der Antisymmetrisierung der elektronischen Wellenfunktion und be-
sitzt kein Analogon in der klassischen Physik.
Die elektronische Wellenfunktion ψHF wird im HFFormalismus aus N Einteilchen
Wellenfunktionen Θi (Spinorbitale) gebildet, die wiederum ein Produkt aus einer
Ortswellenfunktion Φ(r) (Ortsorbital) und einer Spinnwellenfunktion θ (mit θ ∈
[α; β]) sind. Um das Pauli-Antisymmetrie-Prinzip bezüglich Vertauschung zweier un-
unterscheidbarer Teilchen zu gewährleisten wird die HFWellenfunktion als Slaterde-
terminante der Spinorbitale aufgestellt:
ψHF(r1, r2, . . . , rN) =
1√
N !
∣∣∣∣∣∣∣∣∣
Θ1(1) Θ1(2) . . . Θ1(N)
Θ2(1) Θ2(2) . . . Θ2(N)
...
...
ΘN(1) ΘN(2) . . . ΘN(N)
∣∣∣∣∣∣∣∣∣ (1.10)
=
∣∣Θ1(1)Θ1(2) . . .Θ1(N)〉. (1.11)
Mit dieser N -Teilchen-Wellenfunktion wird im HFFormalismus der Energieerwar-
tungswert nach
EHF =
〈
ψHF
∣∣Hˆel∣∣ψHF〉 (1.12)
berechnet. Zur Optimierung der Wellenfunktion wird der Energieerwartungswert un-
ter Verwendung eines Lagrange-Multiplikatoren, mit der Nebenbedingung orthonor-
mierter Einteilchenfunktionen Θl, minimiert. Da das HFPotential von den zu op-
timierenden Spinorbitalen abhängt, kann die Optimierung nur iterativ erfolgen. In
der Praxis werden die Spinorbitale zu Beginn der Optimierungsroutine mithilfe von
durchdachten Methoden geraten und dann bis zur Selbstkonsistenz (SelfConsistent
Fied,SCF) variiert. Die Optimierung liefert als Eigenfunktionen zum HFOperator
fˆl die Spinorbitale Θl und die zugehörigen Eigenenergien (Orbitalenergien) εl. Die
HartreeFockWellenfunktion ψHF erhält man durch Bildung der Slaterdeterminante
aus den N Spinorbitalen mit den kleinsten Orbitalenergien. Die Gesamtenergie EHF
des Systems ergibt sich nach der MøllerPlesset (MP) Störungstheorie 1. Ordnung [22]
aus dem ungestörten HamiltonOperator HˆHF und der Störung Hˆ ′ = Hˆel − HˆHF
zu [20]:
EHF =
∑
l
εl − 1
2
∑
l
∑
k
〈ΘlΘk||ΘlΘk〉. (1.13)
Die Spinorbitale selbst werden in der Basis der K Atomorbitale aufgestellt (durch
Linearkombination, LCAO-Methode). Die Atomorbitale wiederum werden, um den
rechnerischen Aufwand zu minimieren, als Linearkombination von quadratintegra-
blen Funktionen (zum Beispiel Gaußfunktionen) konstruiert. Somit erhält man nach
der HFOptimierung einen Satz von 2K orthonormierter Spinorbitale (bzw. K Orts-
orbitale). Dabei sind jedoch nur die N in ψHF enthaltenen Spinorbitale für das System
optimiert. Die restlichen 2K − N (virtuellen) Orbitale ergeben sich aus der Ortho-
normierungsbedingung.
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PostHartreeFockVerfahren
In der HFTheorie wird der Grundzustand durch eine einzelne Determinante be-
schrieben. Diese berücksichtigt die FermiKorrelation von Elektronen mit parallelem
Spin, jedoch nicht die Korrelationsenergie zwischen Elektronen mit antiparallelem
Spin. Durch das Fehlen dieser Energie (Ecorr = E0 − EHF [23]) stellt die HFEnergie
eine Obergrenze zur exakten, nichtrelativistischen Energie E0 des Systems dar. Im
Normalfall entspricht die Korrelationsenergie ca. 1% der Gesamtenergie des Systems.
Dieser Energiebetrag liegt jedoch in der Größenordnung einer chemischen Bindung
und ist somit nicht zu vernachlässigen. Ferner können durch die Eindeterminanten-
nährung ausschließlich Aussagen über den elektronischen Grundzustand gemacht wer-
den. Elektronisch angeregte Zustände können mit der HFMethode nicht berechnet
werden.
Neben den störungstheoretischen Ansätzen [22, 24] und CoupledCluster
Methoden [25, 26] zur Annäherung von Ecorr existieren eine Vielzahl ausgefeilter Me-
thoden, in denen die elektronische Wellenfunktion
∣∣ψCI〉 durch eine Linearkombinati-
on mehrerer Slaterdeterminanten mit unterschiedlichen Konﬁgurationen beschrieben
wird: ∣∣ψCI〉 = c0∣∣ψHF〉+∑
a,r
cra
∣∣ψra〉+ ∑
a,b,r,s
cr,sa,b
∣∣ψr,sa,b〉+ · · · = N∑
i=1
ci
∣∣ψi〉. (1.14)
Die zusätzlichen Konﬁgurationen unterscheiden sich von der HFGrundzustandsde-
terminante durch die Anregung von Elektronen aus den besetzten Orbitalen a, b
in die virtuellen Orbitale r, s. Verfahren, die eine Linearkombination von mehreren
Slaterdeterminanten als Wellenfunktion verwenden (wie zum Beispiel FullCI, CIS,
CISD [19, 27], MCSCF [28], CASSCF [29]) werden zu Conﬁguration-Interaction
(CI) Verfahren zusammengefasst. Die minimale Gesamtenergie des Systems kann,
nach dem Variationsprinzip, durch Ableitung der Energie nach den Koeﬃzienten ci
(siehe Gleichung 1.14) ermittelt werden. Durch die Verwendung von zusätzlichen De-
terminanten ist es innerhalb der CIVerfahren auch möglich, elektronisch angeregte
Zustände zu beschreiben.
Eine Full-CI-Entwicklung der Wellenfunktion, die alle möglichen Konﬁgurationen
berücksichtigt, liefert die exakte molekulare Wellenfunktion und die nichtrelativis-
tische Minimalenergie. Auch wenn nur die spin- und symmetrieerlaubten Konﬁgu-
rationen miteinbezogen werden, was dazu führt, dass sich einige Matrixelemente zu
null berechnen, wächst der Rechenaufwand exponentiell mit der Zahl der Elektronen.
Zur eﬃzienten Berechnung von größeren Systemen sind daher weitere Näherungen
bzw. eine geschickte Auswahl der miteinzubeziehenden Konﬁgurationen notwendig.
So existieren CIVarianten, in denen alle Einfach bzw. alle Einfach und Zweifach
Anregungen berücksichtigt werden. Im Rahmen dieser Dissertation wurde vor allem
dasMultiConﬁgurationSelf-Consistent Field (MCSCF)Verfahren verwendet. Die-
ses Verfahren reduziert die Zahl der selektierten Konﬁgurationen. Im Gegenzug wer-
den sowohl die Koeﬃzienten der Slaterdeterminanten (siehe Gleichung 1.14) als auch
die Koeﬃzienten der in den selektierten Determinanten enthaltenen Spinorbitale in
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einem iterativen Prozess variiert. Die am häuﬁgsten verwendete MCSCFMethode
ist die CompleteActiveSpaceSelf-Consistent Field (CASSCF) Methode [29, 30].
Hier wird der Raum aller Orbitale in inaktive Orbitale, die stets voll besetzt sind, in
aktive Orbitale, deren Besetzung zwischen null und zwei liegt, und in externe Orbitale,
die unbesetzt bleiben, eingeteilt. Die zu berücksichtigenden Konﬁgurationen ergeben
sich aus allen möglichen Anregungen innerhalb des aktiven Raums mit gleichem Spin
und gleicher Symmetrie. Die inaktiven und externen Orbitale sind in allen Slaterde-
terminanten gleich besetzt. Bei einer geeigneten Wahl des aktiven Raumes ergeben
sich bei dieser Methode folgende Vorteile: das richtige Verhalten am Dissoziationsli-
mit, die mögliche Behandlung angeregter Zustände sowie die Teilchenzahlkonsistenz.
Somit ist diese Methode gut für die im Rahmen dieser Dissertation durchgeführten
quantenchemischen Berechnungen geeignet.
1.2. Quantendynamik der Kerne
Chemische Reaktionen erfordern das Aufbrechen bzw. Ausbilden von chemischen Bin-
dungen. Ausschlaggebend für eine Reaktion ist somit vor allem die Umordnung der
Atome in einemMolekül . Diese Bewegung wird in der Theorie durch die zeitabhängige
Schrödingergleichung für die Kerne (siehe Abschnitt 1.1.1 Gleichung 1.8) beschrieben.
Ist die Kernwellenfunktion zu einem Zeitpunkt t0 bekannt, lässt sich durch Integra-
tion von Gleichung 1.8 ihre zeitliche Entwicklung berechnen. Zum Zeitpunkt t0 + ∆t
ist die Wellenfunktion gegeben durch:
χi(t+ ∆t) = Uˆ(∆t)χi(t), (1.15)
mit dem ZeitentwicklungsOperator (Propagator):
Uˆ(∆t) = e−i(Hˆnuci)∆t = e−i(Tˆnuc+Vˆnuci)∆t. (1.16)
Der KernHamiltonOperator Hˆnuci setzt sich für ein ungestörtes molekulares System
aus dem Operator für die kinetische Energie der Kerne Tˆnuc und dem Operator für
die potentielle Energie der Kerne Vˆnuci im betrachteten iten elektronischen Zustand
zusammen.
Wirkt auf das betrachtete System zusätzlich eine zeitabhängige Störung Vˆ ′(t),
wie zum Beispiel ein elektrisches Feld (t), so muss das Zeitintervall ∆t in kleine-
re Zeitabschnitte τ = ∆t
Nt
unterteilt werden. In diesen Zeitabschnitten wird dann der
KernHamiltonOperator als konstant angesehen. Der Propagator Uˆ kann somit als
Produkt der zeitlich geordneten Teilabschnitte τ formuliert werden [31]:
Uˆ(∆t) =
Nt−1∏
n=0
Uˆ((n+ 1)τ, nτ). (1.17)
Da die beiden Operatoren Tˆnuc und Vˆnuci in Gleichung 1.16 nicht kommutieren,
kann die Exponentialfunktion e−i(Tˆnuc+Vˆnuci)∆t nicht in ein Produkt zweier Exponenti-
alfunktionen aufgeteilt werden. Zur Lösung dieses Problems und zur näherungsweisen
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Berechnung der Wirkung des Propagators auf die Kernwellenfunktion existieren in der
Literatur mehrere Ansätze. Einen Überblick liefert die Referenz [31]. Im Rahmen die-
ser Dissertation wurde ausschließlich das ChebyshevVerfahren [32] verwendet. Dabei
wir der exakte Propagator durch eine ChebyshevPolynomentwicklung genähert:
Uˆ(∆t) =
∑
Q
e−i∆t(∆E/2+Vmin)aQ
∆E
2
∆tCQ(−iHˆnorm). (1.18)
Für die korrekte Entwicklung des Propagators muss das Energieeigenwertspektrum
∆E = Emax−Emin des HamiltonOperators auf das Intervall von [-1;1] skaliert werden.
Hˆnorm =
Hˆ − 1ˆ(∆E/2 + Vmin)
∆E/2
. (1.19)
Diese Skalierung wird durch den Phasenfaktor e−i∆t(∆E/2+Vmin) ausgeglichen. Die
ChebyshevPolynome CQ erhält man aus der Rekursionsrelation
CQ+2 = CQ − 2iHˆnormCQ+1 (1.20)
mit C0 = 1ˆ und C1 = −iHˆnorm. Die Bessel-Funktionen erster Gattung aQ gehen mit
steigender Ordnung Q stark gegen null und erlauben somit einen sinnvollen Abbruch
der Entwicklung.
Die in dieser Arbeit berechneten Dynamiken verlaufen alle auf mehreren elektro-
nischen Zuständen, die durch ein elektrisches Feld gekoppelten werden. In solchen
gekoppelten molekularen Systemen ist der HamiltonOperator (siehe Gleichung 1.8)
nicht mehr diagonal. Die Kopplung durch das elektrische Feld wird im Rahmen der
semiklassischen Dipolnäherung durch −µij(t) beschrieben. Dabei stellt
µij =
∫
ψ∗i (r;R)µˆψi(r;R) dr (1.21)
das Übergangsdipolmoment zwischen den elektronischen Zuständen i und j dar. Im
Rahmen des verwendeten SchrödingerBilds wird µij mit den zeitunabhängig elektro-
nischen Wellenfunktion berechnet und die Zeitentwicklung in die jeweiligen Zustände
transferiert. Damit treten keine oszillierende Übergangsdipolmomente im Hamilton
Operator auf. Somit kann der KernHamiltonOperator eines gekoppelten System als
Matrix
Hˆnuc =
Tˆnuc 0 · · ·0 Tˆnuc · · ·
...
...
. . .
+
 Vˆ1 −µ12(t) · · ·−µ12(t) Vˆ2 · · ·
...
...
. . .
 (1.22)
dargestellt werden. Die gesamte Kernwellenfunktion χtot(t) des Systems entspricht
einem Spaltenvektor
χtot(t) =
a1(t)χ1(t)a2(t)χ2(t)
...
 . (1.23)
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Die einzelnen Einträgen ai(t)χi(t) setzten sich aus dem Koeﬃzienten ai und der Ba-
sisfunktion χi des jeweiligen Zustands zusammen. Die Wirkung des KernHamilton
Operators auf die Kernwellenfunktion lässt sich dann durch eine MatrixVektor
Multiplikation berechnen. Setzt man nun die Gleichungen 1.22 und 1.23 in die zeit-
abhängige Schrödingergleichung der Kerne (Gleichung 1.8) ein, so ergibt sich:
i
∂
∂t
a1(t)χ1(t)a2(t)χ2(t)
...
 =
Tˆnuc + Vˆ1 −µ12(t) · · ·−µ12(t) Tˆnuc + Vˆ2 · · ·
...
...
. . .

a1(t)χ1(t)a2(t)χ2(t)
...
 (1.24)
Die Darstellung der Kernwellenfunktion χi, und damit die Beschreibung ihrer Dy-
namik, kann auf unterschiedlichste Art und Weise erfolgen. Im Rahmen dieser Dis-
sertation wurde ausschließlich die Darstellung im diskreten Orts- und Impulsraum
verwendet. Daher beschäftigt sich der folgenden Abschnitt mit der Repräsentation
der Kernwellenfunktion auf einem Gitter sowie mit der Berechnung der Wirkung des
KernHamiltonOperator auf die Kernwellenfunktion. Der Abschnitt 1.2.2 geht auf
die Berechnung der Kerndynamik auf einem Gitter unter dem Einﬂuss einer loka-
len nichtadiabatischen Kopplung im adiabatischen Zustandsbild ein. Die Optimal
ControlTheorie (OCT) zur Berechnung spezieller elektrischer Felder, die ein System
von einem bestimmten Startzustand in einen deﬁnierten Zielzustand überführen, wird
in Abschnitt 1.2.3 erläutert.
1.2.1. Quantendynamik auf Potentialﬂächen
Die oben genannten Bewegungsgleichungen werden im Rahmen dieser Arbeit aus-
schließlich numerisch gelöst. Die durch die zeitabhängigen Störungen nötige Diskreti-
sierung in der Zeit wurde bereits im obigen Abschnitt diskutiert. Die Quantendyna-
mik selbst wird anhand der Propagation einer Kernwellenfunktion auf elektronischen
Potentialﬂächen berechnet. Hierzu werden die Potentialﬂächen, die Wellenfunktion
sowie die ortsabhängigen Störungen auf einem endlichen und diskreten Ortsgitter
dargestellt. Die Diskretisierung erfolgt durch NR Punkte {Rj} auf einem äquidistan-
ten Gitter mit dem Punktabstand ∆R.
Zur Lösung der Bewegungsgleichung muss die Wirkung des KernHamilton
Operators (oder die Wirkung von Teilen des KernHamiltonOperators) auf die Wel-
lenfunktion berechnet werden. Dabei wirkt der gesamte potentielle Teil des Operators
lokal im Ortsraum auf die Wellenfunktion. Dies ermöglicht eine direkte Berechnung
der Wirkung durch punktweise Multiplikation.
Der kinetische HamiltonOperator Tˆnuc ist ein DiﬀerentialOperator und damit
nichtlokal im Ortsraum:
Tˆnuc(Rj)χi(Rj, t) = − ~
2
2m
∂2
∂2Rj
χi(Rj, t). (1.25)
Seine Wirkung auf die Wellenfunktion kann jedoch durch einen Umweg über den
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Impulsraum in der Basis {Pj} berechnet werden [33]:
Tˆnuc(Pj)χi(Pj, t) =
Pˆ 2j
2m
χi(Pj, t). (1.26)
In dieser Basis ist Tˆnuc lokal und somit multiplikativ. Der diskrete Ortsraum ist
mit dem zugehörigen Impulsraum fest über die diskrete FourierTransformation ver-
knüpft. Somit kann die Wirkung von Tˆnuc berechnet werden, indem die Kernwellen-
funktion mittels des FastFourierTransformAlgorithmus (FFT) zunächst in den
Impulsraum transformiert und dort punktweise mit
Pˆ 2j
2m
multipliziert wird. Durch in-
verse FourierTransformation des Ergebnisses erhält man die Kernwellenfunktion in
der ursprünglichen Ortsbasis nach der Wirkung des kinetischen HamiltonOperator:
Tˆnuc(Rj)χi(Rj, t) =
1
NR
FT−1
{
Tˆnuc(Pj) (FT {χi(Rj, t)})
}
. (1.27)
Der Normierungsfaktor 1
NR
ergibt sich durch die Hin- und Rücktransformation der
Kernwellenfunktion aus dem FFTAlgorithmus. Bei der Wahl des Ortsgitters muss
zudem darauf geachtet werden, dass alle Impulse, die während der Propagation auf-
treten, auch im zugehörigen Impulsraum dargestellt werden können.
1.2.2. Konische Durchschneidungen
Mit den in Abschnitt 1.1 beschriebenen Verfahren zur Lösung der elektronischen
Schrödingergleichung lassen sich Potentialﬂächen berechnen, auf denen sich die Dy-
namik der Kernwellenpakete abspielt. Diesem Bild liegt die BornOppenheimer
Näherung zu Grunde. Diese besagt, dass die Wirkung des Operators Tˆnuc auf ψi(r;R)
vernachlässigt werden kann und daher die Zeitentwicklung der Kernwellenfunktionen
χi(R, t) gemäß Gleichung 1.8 berechnet werden kann. Kommen sich zwei elektronische
Zustände energetisch sehr nahe oder tritt sogar ein Entartungspunkt zwischen diesen
Zuständen auf, so bricht die BornOppenheimerNäherung zusammen. Schon eine
geringe Änderung der Kerngeometrie führt in dieser Region zu einer erheblichen Ver-
änderung der Struktur der elektronischen Wellenfunktion. Diese Kopplung zwischen
Kern und Elektronenbewegung ermöglicht einen strahlungslosen Populationstrans-
fer zwischen den sich kreuzenden Zuständen. Zur theoretischen Beschreibung solcher
Kopplungen wird analog zu Abschnitt 1.1.1 verfahren, mit dem Unterschied, dass die
Wirkung des Operators Tˆnuc auf ψi(r;R) explizit berücksichtigt wird. Dieses Vorgehen
führt zu Ausserdiagonaltermen im kinetischen HamiltonOperator der Kerne,. Die-
se sind bekannt als nichtadiabatische Kopplung (NonAdiabatic Coupling (NAC))
Kˆij zwischen den elektronischen Wellenfunktionen ψi(r;R) und ψj(r;R). Somit lässt
sich die Bewegung der Kerne unter dem Einﬂuss der gekoppelten Potentiale Vˆnucij(R)
beschreiben durch:
i
∂
∂t
(
χi(R, t)
χj(R, t)
)
=
(
Tˆnuc(R) + Vˆi(R) Kˆij(R)
−Kˆij(R) Tˆnuc(R) + Vˆj(R)
)(
χi(R, t)
χj(R, t)
)
. (1.28)
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Die NACs sind deﬁniert als [34]:
Kij(R) = −
∑
l
1
ml
(
f
(l)
ij
∂
∂Rl
+
1
2
g
(l)
ij
)
. (1.29)
Dabei bezeichnet ml die Masse des Atoms l und Rl dessen kartesische Kernkoordi-
naten. Die Ableitungen erster und zweiter Ordnung der (nichtadiabatischen) Kopp-
lungselemente der elektronischen Wellenfunktionen ψij(r;R) sind gegeben als:
f
(l)
ij =
〈
ψi
∣∣ ∂
∂Rl
ψj
〉
und g(l)ij =
〈
ψi
∣∣ ∂2
∂R2l
ψj
〉
. (1.30)
Durch die Ableitungen der elektronischen Wellenfunktion nach den Kernkoordinaten
enthält der Term Kij(R) explizit die Kopplung zwischen Kern und Elektronenbewe-
gung. Die Terme der zweifachen Ableitung g(l)ij sind üblicherweise wesentlich kleiner
als die Terme, welche die einfache Ableitung beinhalten. Daher wurden die Terme mit
der zweifachen Ableitung meist vernachlässigt. Allerdings führt ihr Wegfall zu einem
nichthermiteschen HamiltonOperator. Um dieses Artefakt zu vermeiden muss der
nichthermitesche Teil kompensiert werden. Entsprechend der Referenz [35] kann der
erste Term der Zerlegung
g
(l)
ij =
∂
∂Rl
f
(l)
ij + h
(l)
ij (1.31)
für die Kompensation verwendet werden. Dies führt zu folgender Näherung für die
nichtadiabatischen Kopplungselemente:
Kij ≈ −
∑
l
1
ml
(
∂
∂Rl
f
(l)
ij +
1
2
∂
∂Rl
f
(l)
ij
)
. (1.32)
Hier wird lediglich der hermitesche Teil h(l)ij =
〈
∂
∂Rl
ψi
∣∣ ∂
∂Rl
ψj
〉
der Zerlegung 1.31
vernachlässigt.
Mit diesem Ansatz gelingt es die Dynamik eines Wellenpaketes, jenseits der Born
OppenheimerNäherung, mit einem strahlungslosen elektronischen Übergang zu si-
mulieren. Darüber hinaus ist es mit diesem adiabatischen Ansatz auch möglich meh-
rere CoIns oder gar einen Saum von CoIns in einem System zu simulieren [35, 36].
1.2.3. OptimalControlTheorie
Ziel der Chemie ist es im Allgemeinen, die Edukte möglichst kontrolliert und quanti-
tativ in ein bestimmtes Produkt zu überführen. Die Kombination von Pulsformen und
ultrakurzen Laserpulsen bietet die Möglichkeit, eine photochemische Reaktion durch
kohärente Kontrolle zu steuern. Dabei werden durch die geformten Laserfelder spe-
zielle Schwingungswellenpakete erzeugt, die gezielt das gewünschte Produkt liefern.
Experimentell wird dies meist mit Hilfe von genetischen Algorithmen in sogenannten
ClosedLoopsExperimenten bewerkstelligt [2, 3741].
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In der Theorie nutzt man hingegen die Kenntnis des systemeigenen Hamilton
Operators zur gezielten Berechnung des optimalen Laserfeldes (t), welches das Sys-
tem von einem deﬁnierten Startzustand (χ(t = 0)) zu dem gewünschten Zielzustand
(X(t = T )) treibt [4247]. Im Rahmen der OptimalControlTheorie (OCT) wird
zur Berechnung dieses elektrischen Feldes ein Funktional J aufgestellt, das sowohl
die Zieldeﬁnition als auch die erforderlichen Nebenbedingungen im Formalismus des
Lagrange'schen Multiplikators enthält. Aus der Variation von J nach dem Laserfeld,
der Startwellenfunktion und dem Lagrange'schen Multiplikator resultieren gekoppelte
Diﬀerenzialgleichungen, die iterativ gelöst werden können und das gewünschte opti-
male elektrische Feld liefern.
In der Literatur existieren zahlreiche Varianten des OCTAlgorithmus, die sich
hinsichtlich der Zieldeﬁnition und der iterativen Berechnung des Laserfeldes unter-
scheiden [4245, 47]. Im Rahmen dieser Dissertation wurde ausschließlich der Erwar-
tungswert eines positiv deﬁniten Operators [45] als Zieldeﬁnition verwendet und das
Laserfeld iterativ nach Referenz [48] berechnet:
J [χ(t), X(t), (t)] = |〈χ(T )|Oˆ|χ(T )〉|2 −
∫ T
0
α(t)|(t)− ref (t)|2dt
− 4 <
[
〈χ(T )|Oˆ|χ(T )〉
∫ T
0
〈
X(t)
∣∣ [ i
~
(
Hˆ0 − µˆ (t)
)
+
∂
∂t
] ∣∣χ(t)〉dt]. (1.33)
Der erste Term des Funktional J aus Gleichung 1.33 ist die zu maximierende Ziel-
deﬁnition. Diese entspricht dem Betragsquadrat des Erwartungswertes eines positiv
deﬁniten Operators |〈χ(T )|Oˆ|χ(T )〉|2 unter Verwendung der propagierten Startwel-
lenfunktion zum Endzeitpunkt (χ(T )). Der zweite Term in Gleichung 1.33 ist das
Zeitintegral über das aktuelle Laserfeld (t), das Referenzfeld ref(t) und der zeitab-
hängigen Funktion α(t). Die Funktion α(t) ist, abhängig von der Implementierung,
bekannt als PenaltyFaktor oder als KrotovParameter. Wählt man α(t) = α0/s(t),
wobei s(t) zum Beispiel eine Gaußfunktion ist, so führt α(t) zum einen zu einer Be-
grenzung der Pulsﬂuenz. Zum anderen gewährleistet α(t) so ein sanftes Anschwingen
und Abklingen der optimierten Pulse [46, 47]. Der letzte Term des Funktionals J
mit den LagrangeMultiplikator X(t) erlaubt die Einführung der Nebenbedingung,
dass die Zeitentwicklung des Systems die zeitabhängige Schrödingergleichung der
Kerne mit dem HamiltonOperator erfüllen muss. Hˆ0 entspricht dabei dem zeitun-
abhängigen Teil des SystemHamiltonOperators. Die zu variierende LaserDipol
Wechselwirkung wird durch den zeitabhängigen Term −µˆ(t) beschrieben.
Das Auﬃnden des optimalen Laserfeldes beruht nun auf der Berechnung des Ex-
tremwertes des Funktionals. Durch Variation von J nach den Funktionen χ(t), X(t)
und (t) ergeben sich separable Diﬀerenzialgleichungen [49], die die Propagation der
Startwellenfunktion χ(t = 0), des Zielzustandes X(t = T ) = Oˆχ(t = T ) und die
Iterationsvorschrift für das elektrische Feld nach der KrotovMethode [49, 50] bein-
halten. Die Iterationsvorschrift für das Laserfeld des nächsten (n + 1ten) Schrittes
15
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Abbildung 1.1.: Darstellung von Laserfeldern unterschiedlicher CEP und der zuge-
hörigen Einhüllenden (schwarz). Es zeigt sich die Änderung der Intensitätsver-
teilung der verschiedenen Feldextrema mit der CEP.
ist gegeben durch:
n+1(t) = n(t) +
s(t)
2α
=[〈χ(T, n+1)|Oˆ|χ(T, n)〉〈χ(t, n)|µˆ|χ(t, n+1)〉]. (1.34)
mit n = ref
In der Praxis wird der Algorithmus mit der Vorwärtspropagation der Startwellen-
funktion χ(t = 0) unter dem initialen Laserfeld bis zum Zeitpunkt t = T gestartet.
Zu diesem Zeitpunkt wird der Operator Oˆ auf die Wellenfunktion angewendet. Das
Ergebnis ist die Wellenfunktion X(t = T ). Anschließend werden die Rückwärtspro-
pagationen von χ(t = T ) mit dem alten Feld und von X(t = T ) mit dem berech-
neten, neuen Feld durchgeführt. Der nächste Iterationszyklus startet dann mit der
Vorwärtspropagation von χ(t = 0) mit dem neuen Feld. Für den erfolgreichen Start
des Algorithmus ist entscheidend, dass der Erwartungswert des Operators zum Zeit-
punkt t = T nach der Propagation mit dem initialen Laserfeld nicht null ist, da sonst
die Rückwärtspropagationen und alle folgenden Schritte scheitern.
1.3. Ultrakurze Laserpulse
Elektronische Übergänge in einem Molekül können mit Hilfe von elektromagnetischen
Wellen induziert werden. In den hier betrachten Experimenten werden dazu ultrakur-
ze, gepulste Laserfelder im Ultravioletten (UV) bis Sichtbaren (Vis) Spektralbereich
(200800 nm) und teilweise auch im Infrarotren (IR) Spektralbereich (2,520 µm)
verwendet. Damit übersteigen die Wellenlängen der Laserfelder die Ausdehnung der
Kerne und Elektronen um Größenordnungen. Entsprechend der Dipolnäherung kön-
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Abbildung 1.2.: Pulssequenz ((t); rote Linie) bestehend aus zwei Subpulsen mit
einem relativem Phasensprung von +pi
2
. Die Einhüllenden der beiden Subpulse
(S1 bzw. S2) sind grün bzw. blau dargestellt. Die berechnete zeitliche Phase der
Pulssequenz (schwarze Linie; rechte Ordinate) gibt den Phasensprung wieder. Die
roten Pfeile in der Abbildung markieren die absoluten Extrema des elektrischen
Feldes.
nen die elektromagnetischen Wellen, die mit dem Übergangsdipolmoment −→µ des Sys-
tems wechselwirken, als klassische elektromagnetische Felder (t) beschrieben werden.
Das elektrische Feld eines Lichtpulses kann in der Zeitdomäne durch die Trägerfre-
quenz ω0 und die langsam variierende Einhüllende S(t) dargestellt werden. Für einen
einfachen Gaußpuls mit der Pulslänge τG = τFWHM/
√
2 ln 2 entspricht S(t) = e−
(
t
τG
)2
einer Gaußfunktion. Somit ergibt sich das elektrische Feld als Funktion der Zeit:
(t) = I0 · S(t) · cos(ω0t+ φCEP). (1.35)
I0 entspricht hier der maximalen Amplitude des elektrischen Feldes. Der Phasen-
faktor φCEP bestimmt die Phase zwischen der Einhüllenden (engl. envelope) und
der Trägerfrequenz (engl. carrier frequency) zum Zeitpunkt t = 0. Dieser Zeit-
punkt entspricht dem Maximum der Einhüllenden. Abbildung 1.1 verdeutlicht die
Carrier-Envelope-Phase (CEP). Bei einer CEP von 0 pi (Cosinuspuls) (Abb. 1.1 grüne
Linie) fällt das Maximum des elektrischen Feldes mit dem Maximum der Einhüllen-
den (Abb. 1.1 schwarze Linie) bei t = 0 zusammen. Ändert man den Phasenfaktor, so
wird das Maximum entlang der Einhüllenden verschoben. Darüber hinaus ändert sich
die Intensitätsverteilung der verschiedenen Feldextrema mit der CEP. Der Eﬀekt der
CEP kommt jedoch nur bei Pulsen mit wenigen optischen Zyklen voll zum Tragen, da
die Intensitätsunterschiede zwischen den Extrema mit größer werdender Zyklenzahl
zunehmend verschwinden.
Eine andere Darstellung von Laserpulsen, die vor allem für die Analyse von elek-
trischen Feldern nützlich ist, ist die komplexe Repräsentation der elektromagneti-
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schen Welle in der Zeitdomäne ˜+(t)3 [51]. ˜+(t) lässt sich nach Gleichung 1.36 durch
FourierTransformation des Laserfeldes (t), Abseparieren der positiven Frequenzen
und anschließender inverser FourierTransformation berechnen.
˜+(t) = FT−1
{
˜+(Ω)
}
=
1
2pi
∫ ∞
−∞
˜+(Ω)eiΩtdΩ
mit ˜+(Ω) = |˜(Ω)|eiι(Ω) =
{
˜(Ω) für Ω ≥ 0
0 für Ω < 0
und ˜(Ω) = FT {(t)} =
∫ ∞
−∞
(t)e−iΩtdt.
(1.36)
Ein Vorteil dieser Betrachtung ist, dass sich ˜+(t) nach:
˜+(t) =
1
2
S(t)eiΓ(t) =
1
2
S(t)eiφ(t)eiω0t (1.37)
in die Einhüllende S(t), die Zentralfrequenz ω0 und in die zeitliche Phase φ(t) zerlegen
lässt. Durch Multiplikation von ˜+(t) mit e−iω0t ist es möglich φ(t) zu extrahieren.
Besondere Bedeutung kommt der zeitlichen Phase bei der Analyse von Pulszügen
zu. Diese enthält die Information über der relative Phase zwischen den Subpulsen
in einer Pulssequenz. Dies ist für den einfachen Fall einer Pulssequenz, bestehend
aus zwei Subpulsen mit einem relativem Phasensprung von +pi
2
, in Abbildung 1.2
gezeigt. Die zeitliche Phase (schwarze Linie) gibt den Phasensprung zwischen den
Subpulsen wieder. Die roten Pfeile in der Abbildung markieren die absoluten Extrema
des elektrischen Feldes der beiden Subpulse. Auch hier zeigt sich der Phasensprung
zwischen den Pulsen.
Eine weitere zeit und frequenzaufgelöste Charakterisierung ultrakurzer Laserpul-
se folgt einer im Experiment häuﬁg verwendeten Methode mittels einer gefensterten
FourierTransformation [52, 53]. Für diese Cross Correlated Frequency Resolved Op-
tical GatingAnalyse (XFROG) wird eine einfache, kürzere Gaußfunktion (Fenster-
funktion) mit dem ursprünglichen Laserpuls multipliziert und anschließend fourier-
transformiert, um das resultierende Spektrum zu erhalten. Für die zeitliche Auﬂö-
sung werden Fensterfunktion und ursprünglicher Laserpuls gegeneinander in der Zeit
verschoben. Daraus ergibt sich die zeitliche Entwicklung der Frequenzanteile des zu
untersuchenden Laserpulses.
1.4. Gekoppelte Kern- und Elektronendynamik
Die theoretische Beschreibung der Elektronendynamik in einem molekularen System
ist eine Herausforderung und Gegenstand der aktuellen Forschung. Die Dynamik der
Kerne spielt sich in der Regel auf der Femtosekundenskala ab, während sich die der
wesentlich leichteren Elektronen im Attosekundenbereich beﬁndet. Seit kurzem stehen
3die Schlange kennzeichnet komplexe Größen
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Laserpulse mit nur wenigen optischen Zyklen zur Verfügung [7, 8], welche zusätzlich
auch in der CEP kontrolliert werden [9] können. Daraus resultiert die Erwartung,
dass nicht nur die Kern- sondern auch die Elektronendynamik mittels dieser Pulse
gesteuert werden kann. Die Möglichkeiten der Kontrolle solcher elektronischer Wel-
lenpakete bei fester Kerngeometrie mittels ultrakurzer Laserpulse wurden theoretisch
unter anderem von Barth et al., Klamroth und Fujimura aufgezeigt [5456].
Die meisten Ansätze zur Beschreibung der Elektronendynamik beruhen auf expli-
zit zeitabhängigen quantenchemischen Methoden wie der TimeDependent Hartree
Fock Theorie (TDHF) [57] oder der TimeDependent DensityFunctional Theory
(TDDFT) [58]. Darüber hinaus sind in den letzten Jahren auch zeitabhängige Post
HartreeFock Verfahren zur korrelierten Beschreibung der Elektronen in molekularen
Systemen entwickelt worden. Beispiele hierfür sind das TDCI [59, 60], das TD
MCSCF [61] und das MCTDHFVerfahren [62]. In anderen theoretischen Ansätzen
wird die elektronische Wellenfunktion in der Basis der Green'schen Funktion [63] oder
in der Basis der Molekülorbitale [64] in der Zeit propagiert.
Zur Betrachtung von Reaktionen, bei denen sich per Deﬁnition die Kerngeome-
trie zeitlich ändert, ist ein theoretischer Ansatz, der die Kern- und Elektronendy-
namik gekoppelt beschreibt, notwendig. Das heißt, dass für eine gemeinsame Be-
schreibung beider Dynamiken die unterschiedlichen Zeitskalen synchronisiert werden
müssen. Für das drei-Teilchen Problem D+2 wurde die gekoppelte Dynamik in der
Literatur voll quantenmechanisch gelöst [65, 66]. Zusätzlich existiert auch eine Multi
ConﬁgurationsMethode zur Beschreibung der Kern und Elektronendynamik [67].
Aufgrund des extrem hohen Rechenaufwands sind diese Methoden aktuell allerdings
nur für kleinere molekulare Systeme praktikabel. Um die gekoppelte Kern- und Elek-
tronendynamik auch für komplexere molekulare System simulieren zu können, bedarf
es des eﬃzienten Ansatzes [68]. Dieser wird im Folgenden vorgestellt.
Ziel dieses Ansatzes ist die Berechnung der elektronischen Wellenfunktionen als
Funktion der Zeit um die zeitabhängige Elektronendichte zu bestimmen. Hierzu wird
die gesamte Systemwellenfunktion
Ψtot(r, R, t) =
a1(t)χ1(R, t)ψ1(r, t;R)a2(t)χ2(R, t)ψ2(r, t;R)
...
 (1.38)
analog zur Born-Oppenheimer Näherung, von links mit der komplex konjugierten Ge-
samtkernwellenfunktion χtot multipliziert und anschließend über die Kernkoordinaten
R integriert [68]:
ϕtot(r, t;R(t)) =
∫
χ∗tot(R, t)Ψtot(r, R, t) dR =

ϕ1(r, t;R(t))
ϕ2(r, t;R(t))
...
ϕn(r, t;R(t))
 . (1.39)
Die neuen, gekoppelten elektronischen Wellenfunktionen ϕi(r, t;R(t)) entsprechen so-
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mit:
ϕi(r, t;R(t)) =ai(t)
2ψi(r, t;R(t))
+
∑
j 6=i
ai(t)
∗aj(t)
〈
χi(R, t)
∣∣χj(R, t)〉Rψj(r, t;R(t)). (1.40)
Dabei ist ai(t)2 die Population des i-ten elektronischen Zustandes, ai(t)∗aj(t)
×〈χi(R, t)∣∣χj(R, t)〉R der Überlapp zwischen den Kernwellenfunktionen des i-ten und
j-ten elektronischen Zustandes und ψi(r, t;R(t)) die elektronischen Wellenfunktion
des i-ten elektronischen Zustandes, welche parametrisch von den Kernkoordinaten
abhängt.
Nachdem der zeitabhängige Laserpuls bereits bei der Kerndynamik in Glei-
chung 1.24 die Population der elektronischen Zustände bestimmt, ist der Hamilton
Operator der Elektronen in der Basis der elektronischen Eigenzustände diago-
nal [68]. Mit Hilfe der neuen elektronischen Wellenfunktion kann die Elektronendichte
ρtot(r1, t;R(t)) in Abhängigkeit der elektronischen Koordinaten r1 und der Zeit be-
rechnet werden. Dies gelingt durch Integration des Betragsquadrats der Gesamtwel-
lenfunktion über die Kernkoordinaten und der N − 1 Elektronenkoordinaten:
ρtot(r1, t;R(t)) =
∫
Ψ∗totΨtot dR dr2 . . . drN
=
∑
i
ai(t)
2
∫
ψ∗i (r, t;R(t))ψ
∗
i (r, t;R(t)) dr2 . . . drN
+
∑
i
∑
j>i
2Re
{
ai(t)
∗aj(t)
〈
χi(R, t)
∣∣χj(R, t)〉R
×
∫
ψ∗i (r, t;R(t))ψj(r, t;R(t)) dr2 . . . drN
}
=
∑
i
ai(t)
2
∫
ψ∗i,0(r;R(t))ψi,0(r;R(t)) dr2 . . . drN
+
∑
i
∑
j>i
2Re{ai(t)∗aj(t)
〈
χi(R, t)
∣∣χj(R, t)〉R
×
∫
ψ∗i,0(r;R(t))ψj,0(r;R(t)) dr2 . . . drN e
−iθij(t)}
(1.41)
Mit Hilfe von quantendynamischen Berechnungen kann die Gleichung 1.24 nu-
merisch gelöst werden. Damit können die Populationen ai(t)2, der Überlapp der
Kernwellenfunktion ai(t)∗aj(t)
〈
χi(R, t)
∣∣χj(R, t)〉R und der zeitabhängige Erwartungs-
wert der Kernkoordinaten R(t) =
〈
χtot(R, t)
∣∣R∣∣χtot(R, t)〉 bestimmt werden. Mit
quantenchemischen Rechnungen an den Kerngeometrien R(t) wird die elektro-
nische Wellenfunktion ψi,0(r;R(t)) ermittelt. Abhängig von der gewählten quan-
tenchemischen Methode und dem damit verbundenen Ansatz für die elektroni-
sche Wellenfunktion werden die Integrale
∫
ψ∗i,0(r;R(t))ψi,0(r;R(t)) dr2 . . . drN und∫
ψ∗i,0(r;R(t))ψj,0(r;R(t)) dr2 . . . drN numerisch berechnet.
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Die Oszillationsperiode der elektronischen Eigenfunktionen im Phasenraum wird
durch die Eigenenergien Ei(R(t)) gegeben, welche zeitabhängig und eine Funktion
der Kerngeometrie sind. Somit muss die Phase der elektronischen Wellenfunktion
rekursiv berechnet werden [68]:
θij(t) = θij(t−∆′t) + Eij(t)∆′t mit: Eij = Ej − Ei. (1.42)
Da die elektronische Phasenentwicklung deutlich schneller ist als die der Kerne, muss
der Zeitschritt ∆′t für die Berechnung der elektronischen Phase kleiner gewählt wer-
den als der Zeitschritt ∆t der Kerndynamik.
1.5. Ionisation von Molekülen in starken
Laserfeldern
In diesem Abschitt wird die Wechselwirkung von Molekülen mit Laserpulsen, die
intensiv genug sind ein oder mehrere Elektronen aus dem System zu entfernen, dis-
kutiert. Überlicherweise werden für die StarkfeldIonisation zwei Mechanismen, die
MultiPhotonIonisation und die TunnelIonisation, unterschieden. Bei der Multi
PhotonIonisation absorbiert das System so viele Photonen der Energie hν, bis die
Ionisationsenergie des Systems Ip überschritten ist und ein Elektron freigesetzt wird.
Somit ﬁndet die MultiPhotonIonisation bevorzugt bei geringeren Intensitäten und
höheren Zentralfrequenzen statt.
Die TunnelIonisation hingegen kann am Besten im Rahmen einer semiklassischen
Beschreibung verstanden werden, die von einer quasistatischen MolekülLaser
Wechselwirkung ausgeht. Das bedeutet, dass sich das System adiabatisch an das
sich ändernde Feld anpasst und zur Beschreibung der Wechselwirkung das instan-
tane elektrische Feld verwendet werden kann. Während des Laserpulses beﬁnden sich
die Elektronen des Moleküls in dem durch das elektrische Feld (t) gestörten Poten-
tial V0 + ez. In Abbildung 1.3 ist das feldfreie sowie das gestörte Potentiale sche-
matisch für den Schnitt durch die KernKern Verbindungsachse eines zweiatomigen
Moleküls dargestellt. Durch die Wechselwirkung des feldfreien Potentials (gestrichelte
schwarze Linie in Abbildung 1.3) mit dem elektrischen Feld des Laserpulses entsteht
eine Potentialbarriere (durchgezogene schwarze Linie in Abbildung 1.3). Durch diese
können die Wellenfunktionen der energetisch hoch liegenden Valenzelektronen (exem-
plarisch in Abbildung 1.3 in blau dargestellt) tunneln (blauer Pfeil Abbildung 1.3).
Die TunnelIonistion ﬁndet daher bevorzugt bei hohen Intensitäten und niedrigeren
Zentralfrequenzen statt [69].
Das Verständnis sowie eine exakte theoretische Beschreibung dieser Ionisations-
mechanismen ist unbedingt erforderlich, da die Erzeugung dieser freien Elektronen
oft der erste und entscheidende Schritt für eine Vielzahl von Folgeprozessen ist. So
können diese entlassenen elektronischen Wellenpakete zur Erzeugung hoher Harmo-
nischer [70], als ProbePulse [7173] oder zur elektronischen Anregung bzw. weiteren
Ionisation des Mutterions [10, 11, 74, 75] verwendet werden. In Bezug auf die theore-
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Abbildung 1.3.: Schematische Darstellung der TunnelIonistion in einem zwei-
atomigen Molekül. Es ist das feldfreie Potential (gestrichelte schwarze Linie), das
durch das instantane elektrische Feld  gestörte Potential (durgezogene schwarze
Linie) sowie die elektronische Wellenfunktion (blaue Fläche) gezeigt. Durch die
Störung wird eine Potentialbarriere erzeugt, durch die die Elektronen tunneln
können.
tische Beschreibung des Ionisationsprozesses ist, abhängig vom Experiment, der Zeit-
punkt der Ionisation und die Winkelabhängigkeit der Ionisation von entscheidender
Bedeutung. Daher wird im Rahmen dieser Dissertation einerseits ein quantenmecha-
nischer Ansatz zur Beschreibung und Berechnung der Winkelabängigkeit der Tunnel
Ionistionwahrscheinlichkeit entwickelt um die exprimentellen und impulsaufgelösten
Spektren zu interpretieren. Anderseits wurde die Monte Carlo Wave Packet (MCWP)
Technik zur Berechnung des Ionisationszeitpunkts implementiert. Beide Modelle wer-
den in den folgenden zwei Abschnitten kurz vorgestellt.
1.5.1. Quantenchemischer Ansatz zur Berechnung der
Winkelabängigkeit des TunnelIonisationsprozesses
Wie schon im vorherigen Abschnitt erwähnt, ist die TunnelIonisation der erste
Schritt in einer Vielzahl von Experimenten der aktuellen Forschung. Die neuen, hoch-
entwickelten spektroskopischen Methoden, wie zum Beispiel das VelocityMap Ima-
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ging (VMI) oder die Cold Target Recoil Ion Momentum Spectroscopy (COLTRIMS),
sind in der Lage, die volle dreidimensionale Impulsverteilung der in einem Starkfeld
Experiment freigewordenen ionischen Fragmente und Elektronen aufzunehmen. Um
ein Experiment zu erklären bzw. den Ausgang vorhersagen zu können ist die Kennt-
nis der Winkelabängigkeit der TunnelIonisation wichtig. Aus diesen Gründen ist eine
verlässliche Methode notwendig, die diese Winkelabängigkeiten richtig vorhersagt.
Die Ionisation von Atomen und Molekülen in starken Laserfeldern ist seit den
letzten Jahrzehnten Gegenstand von intensiven theoretischen und experimentellen
Untersuchungen [7682]. Gebräuchliche Methoden zur Berechnung von Ionisations-
raten in Atomen sind die AmmosovDeloneKrainovNäherung (ADK) [78] und die
StrongFieldApproximation (SFA) [83]. Darüber hinaus existieren für beide Verfah-
ren Erweiterungen für molekulare Systeme unter Verwendung von Molekülorbitalen
(MO). Diese weitergehenden Ansätze sind unter den Namen MOSFA [84] und MO-
ADK [85] bekannt. Beide Methoden liefern erwiesenermaßen gute winkelabhängige
Ionisationsraten für kleine Systeme und im Speziellen für lineare Moleküle. Beide
Methoden gehen davon aus, dass die Ionisation aus einem einzigen MO im Wesentli-
chen aus dem energetisch höchst gelegenen besetzten Molekülorbital (highest occupied
molecular orbital; HOMO) erfolgt. Aktuelle StarkfeldExperimente zeigen allerdings,
dass bei Molekülen mit energetisch eng beisammen liegenden Molekülorbitalen die
Ionisation nicht nur aus dem HOMO, sondern auch aus den nächst tiefer liegenden
Orbitalen, zum Beispiel dem HOMO-1, erfolgen kann [8689].
Um diesen Anforderungen gerecht zu werden, wurde im Rahmen dieser Dissertation
ein quantenmechanischer Ansatz zur Berechnung der Winkelabängigkeit der Tunnel
Ionisation entwickelt. Im Allgemeinen wird die Ionisationswahrscheinlichkeit eines
Moleküls in einem elektrischen Feld anhand des Elektronenﬂusses durch die aus der
Wechselwirkung des externen Feldes mit dem molekularen Potential erzeugte Barriere
(vgl. Abbildung 1.3), berechnet [79]:
W (t) =
∫
S
j(r, t) dS
j(r, t) = − i
2
(ψ(r, t)∇ψ(r, t)∗ − ψ(r, t)∗∇ψ(r, t)) .
(1.43)
Dabei ist j(r, t) die Flussdichte und ψ(r, t) die elektronische Wellenfunktion unter der
Wirkung des externen Feldes, die den Elektronenﬂuss W (t) induziert. Dabei wird die
Fläche S als Normale zur Laserpolarisationsachse gewählt. Da das Tunneln nur an den
äußeren Rändern der Wellenfunktion stattﬁndet (siehe Abbildung 1.3), wird in diesem
Ansatz, ähnlich wie im MOADK [85], die Fläche der äußersten Wendepunkte der
elektronischen Wellenfunktion zur Berechnung des Flusses verwendet. Zur Lösung von
Gleichung 1.43 wird die Wellenfunktion ψ(r, t) unter dem Einﬂuss des externen Feldes
benötigt. Diese Wellenfunktion lässt sich prinzipiell mit dem quantenchemischen Pro-
gammpaket Molpro [90] berechnen und auf einem Gitter darstellen. Allerdings ist
diese elektronische Wellenfunktion per Deﬁnition ausschließlich real. Somit berechnet
sich die Flussdichte j(r, t) (vgl. Gleichung 1.43) zu null.
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Zur Lösung dieses Problems bietet sich der Weg über die Elektronendichte ρ(r, t)
an. Unter Verwendung des DivergenzTheorems∫
S
j(r, t) dS =
∫
V ′
∇j(r, t) dV ′, (1.44)
und der Kontinuitätsgleichung
d
dt
ρ(r, t) = −∇j(r, t) (1.45)
kann Gleichung 1.43, der Referenz [91] folgend, umgeschrieben werden zu:
W (t) = −
∫
V ′
∇j(r, t) dV ′ = d
dt
∫
V ′
ρ(r, t) dV ′. (1.46)
Dabei entspricht V ′ dem Teil des Gesamtvolumens V (V ist gegeben durch den De-
ﬁnitionsbereich von ψ(r)), der durch die Fläche S und den Vektor des elektrischen
Feldes aufgespannt wird.
Die Tunnelwahrscheinlichkeit T (S) entspricht dem Teil der elektronischen Wellen-
funktion, der aufgrund der Wechselwirkung mit dem externen Feld durch die Fläche
S in das Volumen V ′ ﬂießt. Zur Berechnung von T (S) muss Gleichung 1.46 über die
Zeit integriert werden. Die Integrationsuntergrenze ti ist durch den Zeitpunkt, an dem
das externe Feld null ist, gegeben. Die Integrationsobergrenze tf entspricht der Zeit,
zu der das elektrische Feld maximal ist. Durch die entsprechende Integration ergibt
sich:
T (S) =
∫
V ′
ρ(r, tf ) dV ′ −
∫
V ′
ρ(r, ti) dV ′. (1.47)
Entsprechend der quasistatischen Näherung werden quantenchemische Rechnun-
gen mit und ohne dem externen Feld durchgeführt und die jeweiligen Wellenfunktio-
nen auf einem dreidimensionalen Gitter dargestellt. Dabei muss darauf geachtet wer-
den, dass beide Wellenfunktionen bis zu einem zuvor festgelegtem Grenzwert auf dem
gewählten Gitter wiedergegeben werden. Ausgehend von diesen beiden Wellenfunktio-
nen wird nun numerisch die Tunnelwahrscheinlichkeit T (S) durch die gewählte Fläche
S nach Gleichung 1.47 berechnet. Zur Bestimmung der Winkelabängigkeit werden die-
se Rechnungen für ein deﬁniertes externes Feld für unterschiedliche Orientierungen
des Moleküls zur Laserpolarisation durchgeführt und ausgewertet. Im Rahmen dieses
Vorgehens werden ausschließlich die fundamentalen und gut bewährtem Konzepte aus
der Referenz [79] und der MOADKTheorie [85] genutzt. Allerdings wird durch die
expliziten quantenchemischen Rechnungen auf die EinZentrennäherung verzichtet.
Darüber hinaus enthalten die elektronischen Wellenfunktionen die volle Elektronen-
korrelation, die durch die quantenchemische Methode zur Verfügung steht.
Wertet man die Tunnelwahrscheinlichkeit T (S) für ein Orbital aus, so ergeben sich
die entsprechenden Wahrscheinlichkeiten, analog zur MOADKTheorie. Zur Analy-
se der Ionisation aus mehr als einem Orbital werden die oben genannten Gleichun-
gen für eine entsprechende Linearkombination der Orbitale gelöst. Dies entspricht
24
1.5. Ionisation von Molekülen in starken Laserfeldern
eﬀektiv einer Basistransformation, welche die entsprechenden Orbitale (zum Beispiel
HOMO und HOMO-1) der Slaterdeterminante in die Orbitale HOMO+(HOMO-1)
und (HOMO-HOMO-1) überführt. Zudem wird eine kohärente Ionisation aus beiden
Orbitalen erlaubt.
Bei den quantenchemischen Rechnungen ist zu beachten, dass die erhaltene ener-
getische Reihenfolge der MOs auch der des Experimentes entspricht. Eine fehlerhafte
Reihenfolge würde zu falschen Ionisationswahrscheinlichkeiten führen. Demzufolge
muss bei MCSCFRechnungen die kanonische Darstellung der Orbitale verwendet
werden, da nur für diese die Orbitalenergien zur Verfügung stehen. In der natürlichen
Darstellung entsprechen die im Programmpaket Molpro angegebenen Energien den
Diagonalelementen der FockMatrix in der Basis der natürlichen Orbitale. Somit kann
sich auch in dieser Darstellung die energetische Reihenfolge ändern, wenn die zuge-
hörigen Außerdiagonalelemente groß werden.
1.5.2. QuantumMonteCarloWellenpakete zur Berechnung
des Ionisationszeitpunktes
Im Prinzip kann der Ionisationsprozess mit den Methoden der Kerndynamik genähern
werden, in dem man den ionischen Zustand als zusätzlichen elektronischen Zustand in
den quantendynamischen Rechnungen miteinbezieht. Allerdings gehören die Zustän-
de des neutralen Moleküls und des Ions nicht zum selben HilbertRaum. Dies führt
dazu, dass die Übergangsmomente nicht explizit berechnet werden können und dem
zufolge genähert werden müssen. Darüber hinaus wird bei der Verwendung eines ioni-
schen Zustandes der Pfad des Elektroneneinfangs überschätzt. Dabei wird Population
aus dem ionisierten Zustand zurück in den neutralen Zustand transferiert. Ferner hat
das abgegebene Elektron keine einzelne scharfe Energie, sondern eine Energievertei-
lung. Daher muss ein Kontinuum an ionischen Zuständen verwendet werden, um die
Ionisation korrekt zu beschreiben. Diese Vielzahl an zusätzlichen Zuständen machen
wiederum die einzelnen Rechnungen extrem aufwändig.
Der Ionisationsprozess selbst kann jedoch auch in Analogie zur spontanen atomaren
Emission von Licht gesehen werden. In diesem Prozess zerfällt ein elektronisch an-
geregtes Atom unter Abgabe eines Photons an die Umgebung in den Grundzustand.
Eine solche Dynamik wird im Allgemeinen im DichtematrixFormalismus unter Ver-
wendung der LindbladMasterGleichung beschrieben [17, 92, 93]. Dieser Formalis-
mus ermöglicht es die Zeitentwicklung der kohärenten Quantendynamik des Systems
mit den entsprechenden Ratengleichungen, die die spontane Emission beschreiben,
zu kombinieren. Im Falle der Ionisation geht das System vom neutralen Zustand un-
ter Abgabe eines Elektrons an die Umgebung in den ionischen Zustand über. Dem
zufolge kann auch die Ionisation eines Moleküls einer einzelnen Geometrie mit die-
sem Ansatz beschrieben werden. Auch hier gehören die Zustände des Systems nicht
zum selben HilbertRaum. Damit dieser Ansatz seine Gültigkeit nicht verliert, muss
davon ausgegangen werden, dass sich die Anregungen der Umgebungsfreiheitsgrade
(die durch das Elektron erfolgt) rasch in der gesamten Umgebung verteilen. Die-
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se Näherung entspricht der BornMarkovNäherung [94, 95] und schließt aus, dass
das System wieder angeregt wird. Für eine Kerngeometrie des Moleküls lässt sich die
LindbladMasterGleichung problemlos lösen. Will man jedoch auch die Dynamik der
Kerne innerhalb dieser Methode beschreiben, wird die Lösung der LindbladMaster
Gleichung aufgrund der Vergrößerung der Dichtematrix extrem aufwändig. Für eine
eﬃziente Beschreibung des Ionisationsprozesses bietet sich daher der MCWPAnsatz
an [17]. Hier wird die Propagation der Dichtematrix durch ein Ensemble von Zustän-
den (ortsabhängige Wellenfunktionen) ersetzt, das stochastisch in der Zeit entwickelt
wird.
Die LindbladMasterGleichung
Die Zeitentwicklung eines Systems im DichtematrixFormalismus lässt sich mit der
LindbladMasterGleichung
d
d t
ς(t) = i
[
ς(t), Hˆs
]
+ Lrelax (ς(t)) (1.48)
berechnen [93]. Dabei ist ς(t) die Dichtematrix des Systems, die durch:
ς(t) =
∑
i
ci
∣∣χi(t)〉〈χi(t)∣∣, (1.49)
mit der Bedingung
∑
i ci = 1 gegeben ist. Hˆs ist der hermitesche Teil des Hamilton
Operators. Der Kommutator in dieser Gleichung ist völlig äquivalent zur Lösung der
zeitabhängigen Schrödingergleichung für ein isoliertes quantenmechanisches System
(Liouvill von Neumann Gleichung). Der Relaxationsterm Lrelax (ς(t)) beinhaltet die
Relaxationsraten für den Populationstransfer und die Kohärenzen. Wie in der Re-
ferenz [93] gezeigt, muss die lineare und kontinuierliche Diﬀerenzialgleichung für die
Dichtematrix LindbladForm haben, wenn die Dichtematrix selbst ihre physikalischen
Eigenschaften nicht verlieren soll. Dies ist wiederum eine Voraussetzung für eine Dich-
tematrix eines quantenmechanischen Systems. Somit muss der Relaxationsterm die
Form:
Lrelax (ς(t)) = −1
2
∑
m
[
C†mCmς(t) + ς(t)C
†
mCm
]
+
∑
m
Cmς(t)C
†
m (1.50)
haben [93]. Die Operatoren Cm haben die Einheit (Zeit)−
1
2 . Für den einfachsten Fall
eines ZweiNiveauSystems, das von einem Zustand
∣∣χ1〉 in den Zustand ∣∣χ2〉 mit
einer Rate Γ zerfällt, existiert nur ein CmOperator. Dieser ist gegeben durch:
Cm =
√
Γ
∣∣χ2〉〈χ1∣∣. (1.51)
Für komplexere Systeme existieren dementsprechend mehrere CmOperatoren, die
das Verzweigungsverhältnis zwischen den verschiedenen Zerfallskanälen beschreiben.
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Formale Äquivalenz zwischen LindbladMasterGleichung und stochastischer
Propagation von Wellenfunktionen
Analog zu der Referenz [96] kann die LindbladMasterGleichung durch die Propa-
gation eines Ensembles aus reinen Zuständen mit dem nichthermiteschen Hamilton
Operator
Hˆ = Hˆs − i
2
∑
m
C†mCm (1.52)
simuliert werden. Dabei ist Hˆs wieder der hermitesche Teil des HamiltonOperators
ohne Relaxationsterme. Die CmOperatoren sind die LindbladRelaxations
Operatoren aus Gleichung 1.51.
Durch die Propagation der Wellenfunktion mit dem nichthermiteschen Operator
wird die Norm der Wellenfunktion in jedem Zeitschritt ∆t reduziert. Dies lässt sich
zeigen, indem man den Propagator Uˆ(∆t) = e−iHˆ∆t durch eine Reihenentwicklung
nähert. Für kleine Zeitschritte ∆t kann die Entwicklung nach dem linearen Glied
abgebrochen werden (Uˆ(∆t) ' 1 − iHˆ∆t) und die Wellenfunktion zum Zeitpunkt
t+ ∆t kann genähert werden als:∣∣χ˜i(t+ ∆t)〉 = (1− iHˆ∆t) ∣∣χi(t)〉. (1.53)
Somit ergibt sich für die Norm der Wellenfunktion zum Zeitpunkt t+ ∆t:〈
χ˜i(t+ ∆t)
∣∣χ˜i(t+ ∆t)〉 = 〈χi(t)∣∣ (1 + iHˆ∆t)(1− iHˆ∆t) ∣∣χi(t)〉. (1.54)
Unter der Bedingung, dass die Wellenfunktion χi(t) normiert ist, und unter der An-
nahme, dass der quadratische Term in ∆t vernachlässigt werden kann, lässt sich Glei-
chung 1.54 umschreiben in:〈
χ˜i(t+ ∆t)
∣∣χ˜i(t+ ∆t)〉 ' 1− i∆t〈χi(t)∣∣Hˆ − Hˆ†∣∣χi(t)〉. (1.55)
Verwendet man die Deﬁnition des nichthermiteschen HamiltonOperators Hˆ aus
Gleichung 1.52, lässt sich die Norm nach der Propagation um einen Zeitschritt ∆t
ausdrücken durch: 〈
χ˜i(t+ ∆t)
∣∣χ˜i(t+ ∆t)〉 ' 1− δp
mit δp = ∆t
∑
m
〈
χi(t)
∣∣C†mCm∣∣χi(t)〉. (1.56)
Durch eine Propagation mit dem nichthermiteschen HamiltonOperator der
Form 1.52 wird von der ursprünglichen Norm von 1 immer ein Term abgezogen,
der größer gleich null ist und die Norm sinkt um δp.
Zusätzlich werden in die Propagation des Ensembles zufällige SprungEreignisse
zwischen den betrachteten Zuständen implementiert. Diese Ereignisse werden wie
folgt deﬁniert: In jedem Zeitschritt ∆t entspricht der Verlust der Norm δp der Wahr-
scheinlichkeit, dass das System und damit die Wellenfunktion einem Zustandswechsel
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unterliegt. Diese Zustandswechsel werden als Wirkung der Operatoren Cm auf die Wel-
lenfunktion implementiert. Zur Simulation der Zustandswechsel mit den zugehörigen
Wahrscheinlichkeiten wird ein ZufallszahlenGenerator verwendet und die folgenden
Operationen für jede Wellenfunktion und in jedem Zeitschritt durchgeführt [17]:
1. Propagation der Wellenfunktion
∣∣χtot(t)〉 mit dem nichthermiteschen
HamiltonOperator Hˆ um einen Zeitschritt ∆t.
2. Bestimmung des Normverlustes δp während des Zeitschrittes. Werden mehrere
Lindblad RelaxationsOperationen Cm verwendet, so müssen die entsprechen-
den Normverluste zugeordnet werden:
δp =
∑
m
δpm ≡
∑
m
〈
χtot(t)
∣∣C†mCm∣∣χtot(t)〉δt (1.57)
3. Fällung der Entscheidung, ob der Zustandswechsel stattﬁndet. Dazu wird eine
Zufallszahl $ ∈ [0, 1] gezogen.
a Wenn $ > δp ﬁndet kein Zustandswechsel statt und die Wellenfunktion
zum Zeitpunkt t+ ∆t wird auf eins renormiert:∣∣χtot(t+ ∆t)〉 = U(∆t) 1√
1− δp
∣∣χtot(t)〉. (1.58)
b Wenn $ < δp ﬁndet ein Zustandswechsel statt. Der Übergang wird durch
die Anwendung von einem der mehreren möglichen Operatoren Cm vollzo-
gen. Die Auswahl dieses Operators Cm erfolgt ebenfalls zufällig, entspre-
chend der relativen Gewichtung δpmδp. Somit berechnet sich die Wellen-
funktion zum Zeitpunkt t+ ∆t gemäß:∣∣χtot(t+ ∆t)〉 = Cm√
δpm/δt
∣∣χtot(t)〉. (1.59)
4. Start des nächsten Propagationsschrittes durch Rückkehr zu Punkt 1.
Stehen nun genügend MonteCarloRechnungen zur Verfügung um einen aussa-
gekräftigen Mittelwert zu bilden, lässt sich die Äquivalenz zwischen der Lindblad
MasterGleichung und der stochastischen Propagation von Wellenfunktionen zeigen.
Setzt man eine gemittelte und um ∆t entwickelte Dichtematrix an, die sich aus den
beiden Anteilen aus dem Gleichungen 1.58 und 1.59 zusammensetzen, ergibt sich
nach [17]:
ς(t+ ∆t) =(1− δp)U(∆t)
∣∣χtot(t)〉〈χtot(t)∣∣U †(∆t)
1− δp
+ δp
∑
m
δpm
δp
Cm
∣∣χtot(t)〉〈χtot(t)∣∣C†m
δpm/∆t
=U(∆t)
∣∣χtot(t)〉〈χtot(t)∣∣U †(∆t) + ∆t∑
m
Cm
∣∣χtot(t)〉〈χtot(t)∣∣C†m.
(1.60)
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Setzt man nun die Gleichung 1.52 und die Näherung für den Propagator U(∆t) =
1− iHˆ∆t in Gleichung 1.60 ein, erhält man:
ς(t+ ∆t) =
(
1− i∆tHˆs − 1
2
∆t
∑
m
C†mCm
)
× ς(t)
(
1 + i∆tHˆs − 1
2
∆t
∑
m
C†mCm
)
+ ∆t
∑
m
Cmς(t)C
†
m
= ς(t) + i∆tς(t)Hˆs − i∆tHˆsς(t)− 1
2
∆t
∑
m
ς(t)C†mCm
− 1
2
∆t
∑
m
C†mCmς(t) + ∆t
∑
m
Cmς(t)C
†
m.
(1.61)
Hier wurden die Terme, die quadratisch in ∆t auftreten, vernachlässigt. Verwendet
man nun den Ausdruck für den LindbladRelaxationsOperator aus Gleichung 1.50
lässt sich ς(t+ ∆t) ausdrücken durch:
ς(t+ ∆t) = ς(t) + i∆t
[
ς(t), Hˆs
]
+ ∆tLrelax
(
ς(t)
)
. (1.62)
Da bei der MonteCarloMethode von einem Mittelwert über die einzelnen Rechnun-
gen ausgegangen wurde, ist auch die Dichtematrix der Mittelwert der Propagation.
Verwendet man diesen, so ergibt sich der Diﬀerenzenquotient für ς(t). Zusammen mit
einem inﬁnitessimal kleinen Zeitschritt ∆t ergibt sich [17]:
dς(t)
∆t
= i
[
ς(t), Hˆs
]
+ Lrelax
(
ς(t)
)
. (1.63)
Dieser Ausdruck wiederum entspricht der LindbladMasterGleichung 1.48.
Deterministisches Sampling
Für die Simulation eines einzelnen Ionisationsprozesses sind die Ausgangsbedingun-
gen für jede der stochastischen Propagationen identisch. Auch die Evolution der Wel-
lenfunktion bis zum Eintreten der Ionisation ist in allen Fällen gleich. Bei einer se-
quenziellen Doppelionisation gilt das selbe Argument auch für die Entwicklung der
Wellenfunktion auf dem einfach geladenen Potential nach der ersten Ionisation, die zu
einem bestimmten Zeitpunkt t1 stattgefunden hat. Mittels dieses deterministischen
Verlaufes der Evolution kann der Rechenaufwand erheblich reduziert werden, indem
man den stochastischen Teil des Ansatzes durch ein deterministisch gewichtetes Mittel
ersetzt [17].
Für die deterministische Mittelung einer sequenziellen Doppelionisation wird ei-
ne einzige Startwellenfunktion unter Verwendung des nichthermiteschen Hamilton
Operators ohne Renormierung über die gesamte Zeit propagiert. Dies führt zu einer
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zeitlich entwickelten Wellenfunktion mit einer stetig abnehmenden Norm N1(t). Folgt
man der im Abschnitt 1.5.2 beschriebenen Vorgehensweise und ermittelt die Wahr-
scheinlichkeitsverteilung der ersten Ionisation P1(t1) für die Ionisationszeiten t1 der
einzelnen Propagationen, so gilt [17]:
P1(t1) = − ddtN1(t)
∣∣
t=t1 . (1.64)
Somit ist es möglich den Eﬀekt des ersten Ionisationsprozesses abzurastern, indem
man die einzelnen Wahrscheinlichkeiten für die Ionisationszeitpunkte aus der Ab-
nahme der Norm berechnet. Für jeden Zeitpunkt kann dann die Wellenfunktion für
die Propagation auf dem einfach geladenen Zustand erzeugt werden, indem man den
zugehörigen Operator C1 auf die renormierte Wellenfunktion zum jeweiligen Ionisati-
onszeitpunkt t1 anwendet. Die Erzeugung der Startwellenfunktionen nach dem ersten
Ionisationszeitpunkt t1 erfolgt daher ohne stochastischen Fehler und mit nur einer
Propagation in neutralen Zustand.
Für die Propagationen im einfach geladenen Zustand sind die Ausgangsbedingun-
gen nicht identisch, da der Zustandswechsel zu verschiedenen Zeiten erfolgt. Somit
müssen für alle möglichen Ionisationszeiten die entsprechenden Propagationen durch-
geführt werden. Aus den Verlusten der Norm kann analog zur ersten Ionisation die
bedingte Wahrscheinlichkeit für die zweite Ionisation P2(t2
∣∣t1) zum Zeitpunkt t2 für
eine bestimmte Zeit t1 berechnet werden durch [17]:
P2(t2
∣∣t1) = − ddtN2(t)∣∣t=t2 . (1.65)
Will man nun mit dem MCWPAnsatz eine bestimmte Observable Oges nach der
sequenziellen Doppelionisation berechnen, müssen die einzeln berechneten Ergebnisse
der Observable O(t1, t2) über alle möglichen Kombinationen von t1 und t2 gemittelt
werden [17]:
Oges =
∑
t1,t2
P1(t1)P2(t2
∣∣t1)×O(t1, t2). (1.66)
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2. Phasenkontrolle der gekoppelten
Kern- und Elektronendynamik
in molekularen Systemen
Kohärente Kontrolle von photochemischen Reaktionen, sowohl in der Gasphase als
auch in Lösung, wurde in den letzten Jahrzehnten durch gezielte Manipulation der
Frequenz, der Phase und der Polarisation von Laserpulsen erreicht [4, 5, 97, 98]. Dabei
kommen im Experiment Pulseshaper zum Einsatz, die einen Zugang zur Manipulati-
on der genannten Kontrollparameter bieten. Mit diesen speziell geformten Laserpulsen
werden während der photochemischen Reaktionen kohärente Schwingungswellenpake-
te im Molekül erzeugt, die dann wiederum die Kontrolle ermöglichen. Die Dynamik
eines solchen Wellenpaketes spielt sich meist im Bereich von Femtosekunden ab. Da-
her werden in der Praxis Femtosekundenpulse für diese Art der Kontrolle verwendet.
Dank der extrem schnell fortschreitenden Entwicklung in der Lasertechnologie ste-
hen nun auch extrem kurze, nur noch wenige optische Zyklen beinhaltende Laserpulse
im Attosekundenbereich [7] zur Verfügung. Diese Pulse können zudem noch in ihrer
CEP kontrolliert werden. Eng verbunden mit dieser neuen Generation von ultrakurz-
en Lichtblitzen ist die Idee, Reaktionen nicht direkt über die Bewegung der Kerne zu
steuern, sondern über die Dynamik der wesentlich schnelleren Elektronen. Zur Steue-
rung solcher Reaktionen werden kontrollierbare elektronische Wellenpakete erzeugt,
die die Elektronendichte an einer bestimmten Stelle in einem Molekül lokalisieren oder
delokalisieren und so eine neue chemische Bindungen ausbilden oder eine vorhandene
Bindung brechen. Elektronischen Wellenpakete können durch den Aufbau einer ko-
härenten Superposition von zwei oder mehr elektronischen Zuständen, zum Beispiel
mittels eines Laserpulses, erzeugt werden.
Kontrolle über ein solches elektronisches Wellenpaket erhält man, analog zu den
Kernwellenpaketen, über die Einstellung der Phasenbeziehungen zwischen den ein-
zelnen Komponenten in der Superposition. Abbildung 2.1 zeigt schematisch eine Su-
perposition aus dem bindenden und dem antibindenden elektronischen Zustand im
D+2 -Molekül. Hier entsprechen die jeweiligen elektronischen Zustände auch gleichzeitig
dem bindenden bzw. antibindenden Molekülorbital, da das System nur ein Elektron
besitzt. Bildet man nun die positive Linearkombination der beiden Zustände (Or-
bitale), (siehe linken Spalte in Abbildung 2.1) so lokalisiert sich die elektronische
Wellenfunktion auf der rechten Molekülseite. Die entsprechende negative Linearkom-
bination hingegen lokalisiert die Wellenfunktion auf der linken Seite des Moleküls
(siehe Abbildung 2.1 rechte Spalte).
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+
Abbildung 2.1.: Darstellung des bindenden (oben), antibindenden (Mitte) Orbitals
des D+2 -Moleküls sowie der positiven (links unten) und negativen (rechts unten)
Linearkombination. Die Orbitale der beiden Linearkombinationen sind auf dem
rechten bzw. linken Kern lokalisiert.
Während der Wechselwirkung des ultrakurzen Pulses mit dem Molekülen erhält
man Zugang zu dieser Phasenbeziehung über die Phase des elektrischen Feldes, das
die beteiligten elektronischen Zustände kohärent besetzt und so die Superposition er-
zeugt. Des Weiteren müssen die beiden unterschiedlichen Zeitskalen, auf denen sich
die Dynamik der Elektronen und der Kerne abspielen, synchronisiert werden um das
System erfolgreich zu kontrollieren. Im Rahmen dieser Dissertation wurden verschie-
dene Systeme und deren kohärente Reaktionskontrolle über die Dynamik der Elektro-
nen theoretisch untersucht. Dabei wurde die Kontrolle zum einen durch die absolute
Phase (CEP) eines Laserfeldes erreicht. Die entsprechenden Ergebnisse werden im
Abschnitt 2.1 vorgestellt. Zum anderen wurde die Kontrolle über ein elektronisches
Wellenpaket durch eine Sequenz von Pulsen erlangt. In einem solchen Mechanismus
baut ein erster Puls eine Superposition auf. Mit dem resultierenden elektronischen
Wellenpaket treten die folgenden Subpulse in Wechselwirkung und kontrollieren so
die Reaktion. In diesem Kontrollszenario ist daher nicht die absolute Phase des La-
serpulses, sondern die relative Phase zwischen den Subpulsen entscheidend für die
Steuerung der Elektronenbewegung. Ein solcher Mechanismus wird im Abschnitt 2.2
anhand der selektiven Population von lichtbekleideten Zuständen diskutiert.
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2.1. Kontrolle der gekoppelten Kern- und
Elektronendynamik durch die absolute Phase
eines Laserpulses
Die Kontrolle der Elektronenlokalisierung während der Dissoziation des H+2 Moleküls
durch die absolute Phase eines Laserpulses, also die CEP, wurde in verschiedenen
theoretischen Publikationen vorhergesagt [65, 99104]. Experimentell wurde die Elek-
tronenlokalisierung in der dissoziativen Ionisation von D2 und seinen Isotopologen
erstmals von Matthias Kling et al. beobachtet [10, 11, 75]. Diese Reaktion verläuft
über drei Teilschritte und ist schematisch in Abbildung 2.2 dargestellt. Im ersten
Schritt (siehe orangeer Pfeil in Abbildung 2.2) wird das neutrale Molekül ionisiert.
Anschließend ﬁndet im Ion eine Anregung auf ein repulsives Potential statt (siehe
brauner Pfeil in Abbildung 2.2), entlang dessen das Molekül dissoziiert (siehe roter
Pfeil in Abbildung 2.2). Die Ergebnisse der Experimente wurden anschließend von
einigen Theoriegruppen aufgegriﬀen und analysiert [105109]. Diese sowohl experi-
mentell als auch theoretisch gut untersuchte Reaktion diente als Testsystem für den
entwickelten und skalierbaren Ansatz zur Beschreibung der gekoppelten Kern und
Elektronendynamik (siehe Abschnitt 1.4) [12, 68].
ionization
excitation
ionic
neutral1
2 3
dissociation
Abbildung 2.2.: Schematische Darstellung einer dissoziativen Ionisation durch drei
Teilschritte. Im ersten Schritt (orange) wird das neutrale Molekül ionisiert. An-
schließend ﬁndet im Ion eine Anregung auf ein repulsives Potential statt (braun),
entlang dessen das Molekül dissoziiert (rot).
Ausgehend von diesen ersten Ergebnissen wurde nach komplexeren Systemen ge-
sucht, deren Elektronendynamik mit Hilfe der CEP kontrolliert werden kann. Im
Zuge dieser Entwicklung gelang es wiederum der Gruppe von Matthias Kling die
Elektronenlokalisierung in der dissoziativen Ionisation des Kohlenstoﬀmonoxid zu
kontrollieren [87]. Die theoretische Beschreibung des Dissoziationsschrittes (siehe Ab-
schnitt 2.1.2) sowie des Ionisationsschrittes (siehe Abschnitt 4.1) dieser Reaktion wur-
33
2. Phasenkontrolle in molekularen Systemen
de in Kooperation mit der Gruppe von Matthias Kling im Rahmen dieser Dissertation
durchgeführt [87, 110]. Dabei wurde gezeigt, dass der in Abschnitt 1.4 vorgestellte
Ansatz zur Beschreibung der gekoppelten Kern und Elektronendynamik auch tat-
sächlich auf Mehrelektronensysteme skalierbar ist.
Abbildung 2.3.: Schematische Darstellung des experimentellen Aufbaus zur Mes-
sung der Emissionsrichtung von ionischen Fragmenten aus der dissoziativen Io-
nisation von D2 und CO durch CEPstabile, ultrakurze Pulse mittels VMI. Die
Variation der CEP wird durch das Einbringen von zwei Quarzglaskeilen erreicht.
Die Ionen werden im Kreuzungspunkt des Molekularstrahls mit dem fokussier-
ten Laserpuls im Zentrum des VMISpektrometers erzeugt und durch magneti-
sche Linsen auf einen MCP/PhosphorSchirm projiziert. Die entstehenden Bilder
(in der Abbildung die C+Fragmente aus der dissoziativen Ionisation von CO)
werden mittels einer CCDKamera aufgenommen. Abbildung entnommen aus
Referenz [110].
Der experimentelle Aufbau zur Messung der Elektronenlokalisierung in beiden Re-
aktionen ist weitgehend identisch und schematisch in Abbildung 2.3 dargestellt (für
eine detaillierte Beschreibung siehe Referenz [111]). Die Anregung des Moleküls und
die darauf folgende Dynamik ﬁndet im Kreuzungspunkt eines Molekularstrahls (CO
bzw. D2Moleküle) mit dem fokussierten, linear polarisierten und CEPstabilen Licht-
puls im Zentrum eines VMISpektrometers statt. Durch das Einbringen von zwei
Quarzglaskeilen in den Strahlengang wird die CEP variiert. Die durch den Laser-
puls erzeugten ionischen Fragmente werden im elektrischen Feld des Spektrometers
beschleunigt und durch eine Ionenoptik auf den Detektor fokussiert. Die auf dem
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Schirm entstehenden Bilder werden mit einer CCDKamera digitalisiert. Die so er-
haltenen zweidimensionalen Spektren (Abbildung 2.3 ganz rechts das C+Spektrum
aus der dissoziativen Ionisation von CO) beinhalten die volle dreidimensionale Im-
pulsverteilung der während der Reaktion entstandenen ionischen Fragmente entlang
der Laborkoordinaten x, y und z. Durch einen iterativen Inversionsalgorithmus [112]
können aus diesen Spektren einzelne zweidimensionale Schnitte durch den dreidimen-
sionalen Raum rekonstruiert werden. Zur Analyse der dissoziativen Ionisation wurden
Schnitte senkrecht zur Laserpropagationsrichtung (zAchse) mit pz = 0 herangezogen.
Somit wurden aus dem Gesamtensemble der Moleküle im Laserfokus nur diejenigen
selektiert, deren KernKernVerbindungsachsen sich exakt in der Polarisationsebene
des Lichts (xyEbene) befunden haben. Die Polarisationsrichtung wird als x bzw. y
Achse deﬁniert. In den erhaltenen zweidimensionalen Spektren entspricht der Radius
dem Gesamtimpuls des Fragmentes, während der jeweilige Winkel die Orientierung
des Moleküls in der Ebene relativ zur Polarisationsrichtung des Laserpulses wieder-
gibt. Wird ein ionisches Fragment nach der dissoziativen Ionisation der beiden linearen
Moleküle D2 und CO unter einem bestimmten Winkel detektiert, bedeutet dies im
Umkehrschluss, dass das zugehörige neutrale Fragment in die exakt entgegen liegen-
de Richtung (um 180 ◦ versetzt) emittiert wurde. Mit Hilfe des VMISpektrometers
lässt sich also die Elektronenlokalisierung indirekt messen, da der Aufenthaltsort des
Elektrons (bzw. der aktiven Elektronen) mit dem neutralen Fragment gekoppelt ist.
Im folgenden Abschnitt 2.1.1 werden die wichtigsten theoretischen Ergebnisse aus
der Untersuchung des Dissoziationsschrittes der dissoziativen Ionisation des D2
Moleküls noch einmal kurz zusammengefasst. Dieses einfache System aus zwei Kernen
und einem Elektron dient als Beispiel um das Verständnis der elementaren Prozesse zu
vermitteln. Im Abschnitt 2.1.2 werden dann die Ergebnisse des Dissoziationsschrittes
der dissoziativen Ionisation des COMoleküls diskutiert.
2.1.1. Dissoziative Ionisation des D2-Moleküls
Die Entstehung der ionischen Fragmente erfolgt über drei Teilschritte, die in Abbil-
dung 2.4 schematisch dargestellt sind. Zunächst wird das Molekül in einem 5 fs lan-
gem, linear polarisierten Laserpuls der Frequenz 760 nm (0,06 au) (Ti:SapphirLaser)
und einer maximalen Intensität von 1, 2× 1014 W/cm2 tunnelionisiert. Der Ionisations-
prozess ﬁndet nur während der Extrema des elektrischen Feldes eﬀektiv statt und
verläuft extrem schnell (siehe Abschnitt 4.2. Daher kann die TunnelIonisation in der
Theorie als senkrechte Anregung aus dem elektronischen und vibronischen Grundzu-
stand des D2Moleküls in den X2Σ+g Zustand des D
+
2 Moleküls beschrieben werden
(siehe Abbildung 2.4 oranger Pfeil). Somit liegt nach dem ersten Schritt ein Wellen-
paket im elektronischen Grundzustand des D+2 Moleküls vor (blaues Wellenpaket in
Abbildung 2.4).
Im zweiten Teilschritt der Reaktion wird das freigewordene Elektron durch den
linear polarisierten Laserpuls auf das Mutterion zurück beschleunigt. Elektron und
Ion können dann, ca. 1,7 fs nach der Ionisation (=̂ 2/3 einer Laserperiode [113]),
rekollidieren. Bei Stattﬁnden einer Rekollision werden hauptsächlich zwei Prozesse
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Abbildung 2.4.: Potentialﬂächen des D2 und D+2 Moleküls inklusive einer sche-
matischen Darstellung der Reaktionsschritte,die zur Bildung der D+Fragmente
führen: Im ersten Schritt wird das D2Molekül durch das Laserfeld ionisiert (hν).
Durch die Rekollision des freigewordenen Elektrons mit dem Mutterion (RCE)
wird dieses aus dem X2Σ+g Zustand in den repulsiven A
2Σ+u Zustand angeregt.
Anschließend dissoziiert das Molekül unter Bildung der Fragmente D+ und D.
Während der Dissoziation koppelt der verbleibende Laserpuls die beiden elektro-
nischen Zustände des D+2 Moleküls (Lichtpuls in orange dargestellt).
ausgelöst [9]. Zum einen führt die Kollision zur Zweitionisation. Aufgrund der Cou-
lombabstoßung der beiden D+Fragmente wird das Molekül in diesem Mechanismus
zerstört. Zum anderen kann das D+2 Molekül, wie in Abbildung 2.4 dargestellt (brau-
ner Pfeil), durch die Energie des Zusammenstoßes in den energetisch höher liegenden,
dissoziativen A2Σ+u Zustand angeregt (Recollision Excitation kurz RCE) werden. Die-
se Anregung führt im dritten Schritt zur Dissoziation des Ions (rotes Wellenpaket in
Abbildung 2.4). Während der Dissoziation koppelt der verbleibende Laserpuls die bei-
den elektronischen Zustände des D+2 Moleküls (oranges Laserfeld in Abbildung 2.4)
und bildet dadurch eine Superposition aus den Zuständen X2Σ+g und A
2Σ+u . Beide
Zustände verlaufen zum gleichen dissoziativen Limit D + D+. Findet hingegen keine
Rekollision statt, so kann das D+2 Molekül im zweiten Teilschritt der Reaktion durch
die direkte, Licht induzierte Kopplung des X2Σ+g  mit dem A
2Σ+u Zustand zu den
Fragmenten D und D+ dissoziieren (Bond Softening kurz BS).
Somit existieren drei Pfade entlang derer D+ Ionen erzeugt werden können. Diese
lassen sich jedoch anhand der kinetischen Energien (bzw. der Impulse) der emittierten
Fragmente im VMISpektrum unterscheiden. Die Ionen, die durch BS entstanden
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sind, besitzen die kleinsten kinetischen Energien (zwischen 0,5 und 2 eV), da hier
die Anregung in den dissoziativen Zustand erst erfolgen kann, wenn der Laserpuls in
Resonanz mit dem elektronischen Übergang ist. Diese Resonanz ist jedoch erst bei
größeren internuklearen Abständen gegeben. Fragmente, die über den RCE-Kanal
produziert werden, besitzen kinetische Energien zwischen 3 und 8 eV, weil in diesem
Mechanismus die Besetzung des repulsiven Zustandes schon bei kleineren KernKern
Abständen stattﬁndet. Das Spektrum der Ionen aus der Doppelionisation deckt den
Bereich zwischen 4 und 10 eV ab, da hier das stärker repulsive 1
R
Coulombpotential
des D2+2 Ions besetzt wird.
Experimentelle Ergebnisse der dissoziativen Ionisation des D2-Moleküls
Abbildung 2.5.: Experimentell gemessene Asymmetrie der D+Fragmente aus der
dissoziativen Ionisation des D2Moleküls; integriert über die angegebenen Ener-
giebereiche als Funktion der relativen CEP. Abbildung entnommen aus Refe-
renz [110].
Im Experiment zeigte sich, dass bei einem nicht phasenstabilisierten Laserpuls die
ionischen Fragmente symmetrisch entlang der Polarisationsachse emittiert werden
und damit keine Lokalisierung des Elektrons erfolgt. Die Verwendung von Licht-
pulsen, bei denen die CEP des elektrischen Feldes festgelegt ist, führt hingegen zu
einer CEPabhängigen Elektronenlokalisierung. Experimentell wurde die CEP sys-
tematisch durch das Einbringen der Quarzglaskeile variiert und jeweils das VMI
Spektrum aufgenommen. Die einzelnen Spektren wurden anschließend entlang der
Polarisationsachse über einen Winkel von 120 ◦ und über den Energiebereich des
RCEMechanismus integriert. Aus der so ermittelten Anzahl von nach links (Pleft(φ))
bzw. nach rechts (Pright(φ)) emittierten Ionen, wurde für jede eingestellte CEP die
Asymmetrie AExp(φ) mit
AExp(φ) =
Pleft(φ)− Pright(φ)
Pleft(φ) + Pright(φ)
(2.1)
berechnet. Abbildung 2.5 stellt den Verlauf der experimentell erhaltenen Asymmetrie
mit der relativen CEP1 dar. Für die Fragmente aus dem RCEKanal (2,08,0 eV)
1Im Experiment wurde die absolute CEP nicht bestimmt. Die relative CEP ergibt sich aus der
Dicke der Quarzglasschicht, die durch die Keile erzeugt wird.
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zeigt sich eine sinusförmige Modulation von AExp(φ). Dies bedeutet, dass die posi-
tiven Ionen  je nach Lage der gewählten CEP bevorzugt nach links bzw. nach
rechts (entlang der Polarisationsachse) emittiert werden. Das im System verbliebene
Elektron ist somit bevorzugt auf der jeweils anderen Seite lokalisiert.
Theoretische Ergebnisse der dissoziativen Ionisation des D2-Moleküls
Für die Simulation der Elektronenlokalisierung in der dissoziativen Ionisation des D2
Moleküls wurde der in Kapitel 1.4 vorgestellte Ansatz zur Beschreibung der gekoppel-
ten Kern und Elektronendynamik verwendet. Die für die quantendynamischen Be-
rechnungen nötigen und in Abbildung 2.4 dargestellten Potentialﬂächen wurden mit
dem ProgrammpaketMOLPRO [90] auf dem CASSCF(2,2)/6-311++G(p,d) (für den
Grundzustand des D2Moleküls) bzw. CASSCF(1,2)/6-311++G(p,d) (für den X2Σ+g 
und A2Σ+u Zustand des D
+
2 Moleküls) Niveau berechnet. Die Flächen wurden aus 100
Punkten mit Kernabständen zwischen 0,27 und 56 Å zusammengesetzt und für die
Quantendynamik mittels des ThinPlateSplineAlgorithmus [114] auf 1200 Punkte
im Bereich zwischen 0,26 Å und 13,23 Å interpoliert. Analog zu den Potentialen wur-
de auch das Übergangsdipolmoment zwischen dem X2Σ+g  und A
2Σ+u Zustand aus
den quantenchemischen Berechnungen auf die gleiche Anzahl Punkte interpoliert. Es
zeigt sich, dass sowohl die Potentialﬂächen als auch das Übergangsdipolmoment in gu-
ter Übereinstimmung mit den analytischen Werten aus der Literatur sind [115, 116].
Die quantendynamischen Berechnungen wurden in 2400 Zeitschritten mit einem ∆t
von 3,87 as mittels des ChebyshevVerfahrens durchgeführt, wobei die Wellenfunk-
tion ab einem Kernabstand von 10,0 Å weggedämpft wurde. Ferner wurde für die
Berechnungen davon ausgegangen, dass die Moleküle entlang der Laserpolarisations-
richtung ausgerichtet sind. Für die wesentlich schnellere Elektronendynamik wurde
ein Zeitschritt ∆τ von 0,04 as gewählt.
Da die Elektronenlokalisierung im Experiment von Matthias Kling und seinen Mit-
arbeitern [10] ausschließlich im RCEKanal beobachtet wurde, konzentrieren sich die
theoretischen Untersuchungen der dissoziativen Ionisation des D2Moleküls auf diesen
Reaktionsmechanismus und insbesondere auf den Dissoziationschritt (Schritt drei in
Abbildung 2.2). Dabei wurde angenommen, dass die Ionisation an einem Maximum
des elektrischen Feldes stattﬁndet und das emittierte Elektron 1,7 fs später mit dem
Mutterion rekollidiert. Dieser Zeitpunkt markiert den Beginn der durchgeführten Si-
mulationen. Als Startwellenfunktion für die quantendynamischen Rechnungen diente
der elektronische und vibronische Grundzustand des D2Moleküls, welches auf den
repulsiven A2Σ+u Zustand des D
+
2 Moleküls projiziert wurde. Dies entspricht in ers-
ter Näherung der Situation nach der Rekollisionsanregung. Die Startwellenfunktion
wurde dann unter dem Einﬂuss des jeweiligen Laserfeldes propagiert.
Ein solches elektrisches Feld mit einer CEP von 0 pi ist in Abbildung 2.6 (a) zu
sehen. Für die in der Abbildung 2.6 gezeigten Dynamiken wurde angenommen, dass
die Ionisation am absoluten Maximum des elektrischen Feldes zum Zeitnullpunkt
stattﬁndet, da dort die Ionisationswahrscheinlichkeit am höchsten ist. Somit starten
die Dynamiken zum Zeitpunkt der Rekollision (t = 1, 7 fs). Dieser ist in der Abbil-
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dung 2.6 durch die vertikale schwarze Linie gekennzeichnet. Abbildung 2.6 (b) zeigt
das Resultat der quantendynamischen Rechnungen auf den gekoppelten X2Σ+g  und
A2Σ+u Zuständen. Nach der Rekollisionsanregung beﬁndet sich zu Beginn der Propa-
gation die gesamte Population im Zustand X2Σ+g (rote Linie). In den ersten 3 fs ändert
sich zunächst wenig an der Populationsverteilung. Sobald jedoch die Frequenz des La-
serpulses in Resonanz mit dem Energieunterschied der Potentialﬂächen kommt, nach
ca. 6 fs, ﬁndet ein großer Populationstransfer und schließlich eine Populationsinver-
sion statt. Nach 7,5 fs ist die Intensität des Laserfeldes abgeklungen und es wird nur
noch wenig Transfer zwischen den Zuständen beobachtet. Am Ende der Dissoziation
entsprechen die Endbesetzungen des X2Σ+g  und des A
2Σ+u Zustandes einem Verhält-
nis von 80:20. Aus den Resultaten der quantendynamischen Rechnungen wurde auch
das KERSpektrum der Fragmente nach der Dissoziation berechnet. Die Analyse des
Spektrums zeigt genau einen breiten Beitrag im Bereich zwischen 3 und 8 eV und
deckt sich damit sehr gut mit den experimentellen Ergebnissen.
Aufbauend auf den Ergebnissen der quantendynamischen Rechnungen wurde, wie
in Kapitel 1.4 beschrieben, die zeitliche Entwicklung der Elektronendynamik in Form
der Elektronendichte ρtot(r, t;R) berechnet. Damit die Ergebnisse mit dem Experi-
ment verglichen werden können, wurde hier die Asymmetrie der Elektronendichte
A(t) bezogen auf die KernKernVerbindungsachsen berechnet:
A(t) =
P ρleft(t)− P ρright(t)
P ρleft(t) + P
ρ
right(t)
. (2.2)
Dabei sind P ρleft(t) und P
ρ
right(t) die Wahrscheinlichkeiten, das Elektron zu Zeitpunkt
t auf dem linken bzw. rechten DAtom zu ﬁnden. Diese sind deﬁniert durch:
P ρleft(t) =
∫ xmax
xmin
dx
∫ ymax
ymin
dy
∫ 0
zmin
dzρtot(r, t;R) (2.3)
P ρright(t) =
∫ xmax
xmin
dx
∫ ymax
ymin
dy
∫ zmax
0
dzρtot(r, t;R). (2.4)
Hierbei wurde das D+2 Molekül für die Berechnung der Dichte stets so ausgerichtet,
dass die KernKernAchse parallel zur zAchse des Laborkoordinatensystems liegt
und der Ursprung mit dem Schwerpunkt des Moleküls zusammenfällt. A(tf ) ist direkt
mit der experimentell berechneten Asymmetrie AExp vergleichbar, da die berechneten
Wahrscheinlichkeiten direkt mit der Statistik in den Messungen korrelieren.
Der zeitliche Verlauf der Asymmetrie für den Laserpuls mit der CEP von 0 pi ist
in der Abbildung 2.6 (c) dargestellt (rote Linie). Die Dynamik ist geprägt durch die
Konkurrenz zwischen dem Einﬂuss des Lichtfeldes, der zeitlichen Entwicklung der Li-
nearkombination und der Kerndynamik. So oszilliert die Elektronendichte zunächst
mit extrem hoher Frequenz aber mit kleiner Amplitude zwischen den beiden Kernen.
Dieses Verhalten lässt sich wie folgt erklären: Die Lokalisierung der Elektronendichte
beruht darauf, dass auf die statische Elektronendichte (erster Term in Gleichung 1.41)
der Interferenzterm (Doppelsumme in Gleichung 1.41) addiert wird. Da der Überlapp
der elektronischen Wellenfunktionen
∫
ψ∗i,0(r;R(t))ψj,0(r;R(t)) dr2 . . . drN entlang der
KernKernVerbindungsachse auf der einen Seite des Schwerpunktes positive und auf
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Abbildung 2.6.: Zusammenfassung der gekoppelten Kern und Elektronendyna-
mik während des Dissoziationsschrittes in der dissoziativen Ionisation des D2
Moleküls. Die vertikale schwarze Linie bei 1,7 fs markiert den Startpunkt der
Dynamiken nach der Rekollision. (a) Zeitliche Evolution des elektronischen Fel-
des. (b) Population des X2Σ+g  (grüne Linie) und A
2Σ+u Zustandes (rote Linie)
als Funktion der Zeit. (c) Zeitlicher Verlauf der Elektronendynamik (dargestellt
in Form der Asymmetrie) für einen Laserpuls mit einer CEP von 0 pi (rote Linie)
und 1 pi (grüne Linie).
der anderen negative Werte besitzt, wird die Elektronendichte auf einem Kern lokali-
siert (siehe Abbildung 2.1). Die zeitabhängigen Teile des Interferenzterms bewirken,
dass der Überlapp der elektronischen Wellenfunktionen durch den Phasenraum ro-
tiert und so die Elektronendichte zwischen den Kernen oszilliert. Die hohe Anfangs-
geschwindigkeit der Dynamik lässt sich mit dem großem Energieunterschied zwischen
den beteiligten elektronischen Zuständen ∆Eij erklären. Mit der Energiediﬀerenz ist
die Rotationsgeschwindigkeit der Dynamik durch den Phasenraum über den Term
e−i∆Eij(R(t))t verbundenen (siehe Gleichung 1.41). Dabei entspricht eine großes ∆Eij
einer hohen Geschwindigkeit der Dynamik. Zu Beginn der Dissoziation ist hauptsäch-
lich der A2Σ+u Zustand besetzt. Damit ist die Superposition nur schwach ausgebildet.
Dies wiederum führt dazu, dass der Überlappterm in Gleichung 1.41 einen kleinen
Absolutbetrag hat und verursacht die geringe Amplitude der Oszillation zu Beginn
der Zeitentwicklung.
Sobald der Laserpuls die Population eﬃzient transferiert (nach ca. 6 fs), wird die
Amplitude deutlich größer und erreicht zeitweise Werte nahe dem Maximalwert von
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1,0. Gleichzeitig wird die Frequenz der Oszillation deutlich geringer, da sich während
der Dissoziation die beiden Potentialﬂächen energetisch näher kommen. Am Ende
der Reaktion entarten die beiden elektronischen Zustände. Dies führt letztendlich
auch zum Stopp der gesamten Elektronendynamik. Anders betrachtet bedeutet die
Entartung der beiden Zustände, dass die beiden Kerne weit voneinander entfernt
sind und nicht mehr miteinander wechselwirken. Die Potentialbarriere zwischen den
DAtomen ist damit so hoch, dass das Elektron nicht mehr hindurch tunneln kann
und damit auf einem Kern lokalisiert bleibt. Die ﬁnale Asymmetrie (A(tf )) von 0,27
bedeutet, dass in 36,5% der Messungen das Elektron auf der rechten Seite und in
63,5% auf der linken Seite des Moleküls lokalisiert ist.
Ändert man nun die CEP des Laserpulses von 0pi auf 1pi, verschiebt sich die Phase
des elektrischen Feldes exakt um 180 ◦ und aus dem Kosinuspuls in Abbildung 2.6 wird
ein minus Kosinuspuls. Die aus der Verwendung dieses Pulses resultierende Kerndy-
namik verläuft, bei Betrachtung der reinen Besetzungen der Zustände (wie in Abbil-
dung 2.6 (b)), exakt gleich der des Laserpulses mit einer CEP von 0pi. Der Grund
hierfür ist, dass die relativen Intensitäten der Extrema erhalten bleiben und lediglich
das Vorzeichen des elektrischen Feldes wechselt2. Das Vorzeichen des koppelnden Fel-
des hat ausschließlich einen Einﬂuss auf die Phase des elektronischen Wellenpaketes.
Daher bewirkt eine Verschiebung der CEP um 180 ◦ eine Verschiebung der Phase um
denselben Winkel und damit eine Vertauschung des Vorzeichens der Asymmetrie. Aus
diesem Grund ist die Änderung der CEP nicht direkt in der Kerndynamik zu beob-
achten, sondern vielmehr in der Dynamik der Elektronen. Abbildung 2.6 (c) zeigt in
grün den zeitlichen Verlauf der Asymmetrie mit einer CEP von 1 pi. Diese verläuft
exakt gespiegelt zu der mit der CEP von 0pi und liefert eine ﬁnale Asymmetrie von
-0,27.
Dieses Verhalten ist ebenso in den experimentellen Daten in Abbildung 2.5 er-
sichtlich. Auch hier führt eine Änderung der CEP um pi zu einer Vertauschung des
Vorzeichens in der Asymmetrie. Die absoluten Asymmetriewerte in der Theorie und
im Experiment stimmen unter der Verwendung eines einzelnen Ionisationszeitpunktes
nicht überein. Berechnet man die Asymmetrien unter Verwendung anderer Extrema
des elektrischen Feldes und bildet das mit dem jeweiligen Ionisationswahrscheinlich-
keiten gewichtete Mittel, lassen sich die experimentellen Ergebnisse theoretisch gut
reproduzieren [68].
2.1.2. Dissoziative Ionisation von Kohlenstoﬀmonoxid
Die dissoziative Ionisation von Kohlenstoﬀmonoxid weist sowohl im experimentellen
Aufbau als auch im Reaktionsmechanismus einige Gemeinsamkeiten mit der dissozia-
tiven Ionisation des D2Moleküls auf. Gleichzeitig ergeben sich jedoch fundamentale
Unterschiede zwischen den beiden Photoreaktionen. Diese beruhen auf der Tatsache,
dass das COMolekül mehr als ein Elektron besitzt und zusätzlich auch kein ho-
2Die Änderung der CEP entspricht einer Spiegelung des in Abbildung 2.6 (a) gezeigten Pulses an
der xAchse
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monukleares, sondern ein heteronukleares zweiatomiges Moleküls ist. Die ionischen
Fragmente werden wie im Fall der dissoziativen Ionisation des D2Moleküls über drei
Teilschritte gebildet, die in Abbildung 2.7 schematisch dargestellt sind.
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Abbildung 2.7.: Die für die dissoziative Ionisation wichtigsten Potentialﬂächen des
CO und CO+Moleküls inklusive einer schematischen Darstellung der Reakti-
onsschritte, die zur Bildung der C+ und O+Fragmente führen: Im ersten Schritt
wird das COMolekül durch das Laserfeld ionisiert (hν). Durch die Rekollision
des freigewordenen Elektrons mit dem Mutterion (RCE) wird dieses aus dem
X2Σ+ bzw. A2Π Zustand in höher liegende elektronische Zustände angeregt und
dissoziiert unter Bildung der Fragmente C+ und O bzw. C und O+. Während der
Dissoziation koppelt der verbleibende Laserpuls die elektronischen Zustände des
CO+Moleküls (Laserpuls in Orange dargestellt). FC zeigt den FrankCondon
Punkt an.
Im ersten Teilschritt erfolgt auch hier die Ionisation des Moleküls mit einem 4 fs lan-
ge, linear polarisierten Laserpuls der Frequenz 740 nm (0,061 au) (Ti:SapphirLaser)
und einer maximalen Intensität von 0, 8 × 1014 W/cm2 . Da das Kohlenstoﬀmonoxid
Molekül mehrere energetisch dicht beisammen liegende Valenzorbitale besitzt, erfolgt
die Ionisation nicht nur aus einem dieser Orbitale, sondern aus mehreren Orbitalen.
Standardmäßig wird davon ausgegangen, dass die energetisch höchst liegenden Orbi-
tale an der Ionisation beteiligt sind (siehe Abschnitt 1.5). Nach dem ersten Schritt
liegt ein KernWellenpaket im ionischen X2Σ+Grundzustand vor (dunkelgrünes Wel-
lenpaket in Abbildung 2.7), welches durch die Ionisation aus dem HOMO gebildet
wird. Durch die Ionisation aus dem HOMO-1 entsteht zusätzlich noch ein Kern
Wellenpaket im nächst höher liegenden A2ΠZustand (türkisfarbenes Wellenpaket in
Abbildung 2.7). Dies stellt den ersten wesentlichen Unterschied zwischen den beiden
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Photoreaktionen dar. Ein zweiter Unterschied besteht darin, dass der Ionisations-
schritt (Schritt eins in Abbildung 2.2) nicht mehr symmetrisch bezüglich der Polari-
sationsachse des Laserpulses ist. Die Ursache dafür ist der heteronukleare Charakter
des COMoleküls. Auf diesen Aspekt und seine Folgen für das Experiment wird de-
tailliert in Kapitel 4 eingegangen. An dieser Stelle sei jedoch angemerkt, dass die
experimentell gemessene Asymmetrie auch die Asymmetrie des Ionisationsschrittes
beinhaltet.
Das freigewordene Elektron wird im zweiten Teilschritt durch das elektrische Feld
des linear polarisierten Lichts beschleunigt und auf das Mutterion zurückgeführt. Da-
bei nimmt das Elektron Energien bis zum 3,17fachen des ponderomotiven Potentials
Up auf [69]. Dieses Potential ist abhängig von der Intensität und der Wellenlänge des
elektrischen Feldes und ist gegeben durch:
Up =
e2E2a
4mω2
. (2.5)
Mit den hier verwendeten Laserparametern kann das emittierte Elektron Energien
von bis zu 13 eV aufnehmen, die bei einer Rekollision an das Mutterion abgegeben
werden können. Das bedeutet, dass durch eine Rekollisionsanregung alle elektroni-
schen Zustände bis hinauf zum H2ΠZustand besetzt werden können (brauner Pfeil,
RCE in Abbildung 2.7). In der dissoziativen Ionisation des D2Moleküls hingegen
sind die höher liegenden elektronischen Zustände energetisch zu weit entfernt, so dass
sie nur schwach besetzt werden und nicht zur experimentell messbaren Asymmetrie
beitragen. Im Mehrelektronensystem CO+ liegen die elektronisch angeregten Zustän-
de wesentlich dichter zusammen. Somit werden schon durch den RCEMechanismus
mehrere elektronische Zustände kohärent besetzt. Durch die Besetzung von mehreren
Zuständen wird simultan ein elektronisches Wellenpaket gestartet.
Im Anschluss zur Rekollisionsanregung kommt es im dritten Schritt zur Dissoziation
(Schritt drei in Abbildung 2.2) des COMoleküls entlang der besetzten Zustände.
Auch hier koppelt der restliche Laserpuls die angeregten elektronischen Zustände.
Wie in Abbildung 2.7 gezeigt, dissoziieren die verschiedenen elektronischen Zustände
nicht nur in unterschiedliche asymptotische Limits, sondern liefern zusätzlich noch
unterschiedliche ionische Fragmente. So führen die zwei energetisch tiefer liegenden
Dissoziationskanäle zu den Fragmenten C+ und O, während der H2ΠZustand zu den
Fragmenten C und O+ dissoziiert.
Experimentelle Ergebnisse der dissoziativen Ionisation von
Kohlenstoﬀmonoxid
Die experimentellen Ergebnisse der dissoziativen Ionisation des COMoleküls sind in
Abbildung 2.8 zusammengefasst. Teil (a) der Abbildung zeigt das KERSpektrum
der C+Fragmente, das durch Integration der VMISpektren für pz = 0 über die
vollen 360 ◦ erhalten wurde. Im Spektrum lassen sich klar drei Beiträge identiﬁzieren,
die die Bereiche 0,151,5 eV, 22,8 eV und 3,23,9 eV abdecken. Abbildung 2.8 (b)
zeigt die gemessenen Asymmetrien (in der Farbkodierung) als Funktion der CEP φ
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Abbildung 2.8.: Experimentelle Ergebnisse der dissoziativen Ionisation von Koh-
lenstoﬀmonoxid: (a) KERSpektrum der C+Fragmente. (b) Asymmetrie der
entlang der Laserpolarisation (mit einem Öﬀnungswinkel von 120 ◦) emittierten
C+Fragmente (Farbskala) als Funktion der kinetischen Energie und der CEP. (c)
CEPAbhängigkeit der energieintegrierten (Intervalle siehe Abbildung) Asym-
metrie. Die angegebene CEP wurde anhand von Referenzmessungen in Xe mit
einem Fehlerbalken von ±0,04pi durchgeführt [117]. Abbildung entnommen aus
Referenz [87].
und der kinetischen Energie W . Dafür wurden die einzelnen VMISpektren, analog
zu Abschnitt 2.1.1, entlang der Polarisationsachse über einen Winkel von 120 ◦ in-
tegriert. Aus der ermittelten Anzahl von nach links (Pleft(φ,W )) bzw. nach rechts
(Pright(φ,W )) emittierten C+Ionen und ihrer Energieabhängigkeit wurde für jedes φ
die Asymmetrie AExp(φ,W ) mit
AExp(φ,W ) =
Pleft(φ,W )− Pright(φ,W )
Pleft(φ,W ) + Pright(φ,W )
, (2.6)
berechnet und in Abbildung 2.8 (b) aufgetragen. Es zeigt sich eine deutliche Sinusmo-
dulation der Asymmetrie mit der CEP. Dabei ist die Modulation unabhängig von der
kinetischen Energie der Fragmente. Des Weiteren wurde die aufgetragene CEP an-
hand von Referenzmessungen in Xe, mit einem experimentellen Fehler von ±0,04pi,
bestimmt [117]. Damit entsprechen die xAchsen der Abbildungen 2.8 (b) und c)
der absoluten Phase. Abbildung 2.8 (c) zeigt die, über die drei im Spektrum der
kinetischen Energie identiﬁzierbaren Bereiche, integrierten Asymmetrien. Auch hier
zeigt sich die Sinusmodulation und ihre Unabhängigkeit von der kinetischen Energie.
Darüber hinaus ist hier besser zu erkennen, dass die Amplitude für alle drei Ener-
giebereiche nahezu identisch ist. Eine analoge Abbildung lässt sich ebenso für die
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O+Fragmente erstellen. Diese ist jedoch aufgrund des deutlich schlechteren Signal
zuRauschVerhältnisses wenig aussagekräftig und wird deshalb hier nicht gezeigt.
Wie bereits erwähnt, setzt sich die experimentell gemessene Asymmetrie zum einen
aus der Asymmetrie im Ionisationsschritt und zum anderen aus der Elektronenlo-
kalisierung während der Dissoziation zusammen. Die während der Ionisation entste-
hende Asymmetrie wird genauer in Kapitel 4 diskutiert. Hier wird zunächst auf die
Lokalisierung der Elektronen während der Dissoziation eingegangen. Für die theo-
retische Beschreibung dieses Prozesses ist es zunächst notwendig, die elektronischen
Zustände zu bestimmen, die in den Rechnungen berücksichtigt werden müssen um
das Experiment reproduzieren zu können. Dies gestaltet sich für die Dissoziation des
CO+Moleküls deutlich schwieriger als für das D+2 , da hier eine größere Vielfalt an
Zuständen zu Verfügung steht. Für die Auswahl wurden die experimentellen Daten
zur Hilfe genommen. So stellt die maximale Rekollisionsenergie von 13 eV das obere
energetische Limit für die elektronische Anregung und somit für die höchst liegende
Potentialﬂäche dar. Des Weiteren wurde die kinetische Energieverteilungen der emit-
tierten Fragmente aus den Spektren verwendet, um die essentiellen Potentiale für die
Reaktion zu bestimmen. Darüber hinaus ist es für die theoretische Beschreibung der
Reaktion notwendig, dass der Lichtpuls alle ausgewählten Zustände koppeln kann.
Nur diese können zur Überlagerung und dadurch zur Kontrolle des elektronischen
Wellenpaketes beitragen.
Quantendynamik und kinetische Energiespektren
Die quantenchemischen Berechnungen der Potentialﬂächen für den elektronischen
Grundzustand des COMoleküls sowie der ersten drei 2Σ+ und der ersten sechs
2ΠZustände des CO+Moleküls erfolgten mit dem Programmpaket MOLPRO [90]
auf dem CASSCF(6,12)/augccpVQZ bzw. dem CASSCF(5,12)/augccpVQZ Ni-
veau. Der gewählte aktive Raum enthält dementsprechend die höchst liegenden σ
und pi Elektronen zur Berechnung der Elektronenkorrelation. Mit den berechneten
Potentialﬂächen wurden ausführliche Testrechnungen aller möglichen Kombinationen
durchgeführt und die resultierenden Spektren der kinetischen Energie für die C+
Fragmente berechnet. Dabei wurde in den quantendynamischen Rechnungen davon
ausgegangen, dass das CO+Molekül in einem Winkel von 45 ◦ zur Laserpolarisati-
onsrichtung orientiert ist. Damit sind alle Übergänge zwischen den 2Σ+ und 2Π
Zuständen möglich. Aus dem Vergleich der berechneten kinetischen Energiespektren
(Kinetic Energy Release kurz: KER) mit dem experimentellen Spektrum (siehe Ab-
bildung 2.9 (a), blaue Linie), konnte abgeleitet werden, dass die Zustände C2Σ+,
E2Π und H2Π (siehe Abbildung 2.7) essentiell für die Beschreibung des Dissozia-
tionsprozesses sind. Das mit diesen drei Zuständen berechnete KERSpektrum der
C+Fragmente ist in Abbildung 2.9 (b) (magentafarbene Linie) gezeigt und weist eine
gute qualitative Übereinstimmung mit den experimentellen Daten auf.
Der C2Σ+Zustand ist schwach gebunden und liefert daher die niedrigen kineti-
schen Energien zwischen 0,15 und 1,5 eV. Damit eine Lokalisierung der Elektronen
überhaupt möglich ist, wird ein Zustand benötigt, der eine hohe Elektronendichte auf
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Abbildung 2.9.: KERSpektren der emittierten C+Fragmente: (a) Experimentell
mit linear polarisiertem (LP) und zirkular polarisiertem (CP) Laserpuls (ohne
Phasenstabilisierung) gemessenes Spektrum. (b) Theoretisch berechnete Spek-
tren mit Rekollisionsanregung (RCE) und ohne (BS). Die Einsätze (c) und (d)
zeigen eine Vergrößerung des niederenergetischen Bereichs der Spektren aus (a)
und (c).
dem CAtom aufweist und somit O+Fragmente produziert. Der einzige Zustand,
der in das dissoziative Limit C(3P ) + O+(4S) verläuft und gleichzeitig innerhalb des
Spektrums der Rekollisionsenergie liegt, ist der H2ΠZustand. Dieser liefert durch
seinen stark repulsiven Charakter die Fragmente im Bereich von 3,23,9 eV. Der
E2ΠZustand wurde gewählt, um die Vielfalt an ähnlichen dissoziativen Zuständen
zu repräsentieren. Alle diese Zustände liefern kinetische Energien zwischen 2 und
2,8 eV. Dieser Energiebereich fällt mit dem mittleren Peak im Spektrum zusammen.
Ein Austausch des E2ΠZustandes oder Hinzunahme weiterer ähnlicher Zustände in
diesem Energiebereich ändert weder den zugrunde liegenden Mechanismus noch das
Erscheinungsbild des Spektrums.
Für die Rekollisionsanregung wurde angenommen, dass das zurückkommende Elek-
tron, welches die Anregung ähnlich einem ultrakurzen Lichtfeld durchführt, eine gauß-
förmige Energieverteilung besitzt. Somit wurde für die Berechnung des Spektrums ei-
ne Startbesetzung der involvierten Zustände von 55:38:7 (in energetisch aufsteigender
Reihenfolge) verwendet. Darüber hinaus liefert diese Populationsverteilung auch das
experimentell beobachtete C+ zu O+ Verhältnis von 85:5. Ob das, durch die Rekolli-
sion verursachte, Populationsverhältnis von der CEP des Lichtpulses abhängt konnte
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in Rahmen dieser Dissertation nicht geklärt werden, da die explizite Berechnung des
Rekollisionsschrittes zur Zeit technisch nicht durchführbar ist [109].
Abbildung 2.10.: Zeitlicher Verlauf der Wahrscheinlichkeitsdichte des Wellenpake-
tes in dem C2Σ+Zustand (Farbskala) als Funktion des KernKernAbstandes
R. Es zeigen sich Interferenzmuster, die die Struktur des KERSpektrums im
Bereich von 0,0 bis 1,0 eV (siehe Abbildung 2.9) erzeugen.
Der niederenergetische Bereich des theoretisch berechneten als auch des experimen-
tellen Spektrums weist eine signiﬁkante Struktur an der aufsteigenden Flanke auf. Die
entsprechenden Vergrößerungen des spektralen Bereiches zwischen 0 und 1 eV sind
in den Abbildungen 2.9 (c) und (d) zu sehen und zeigen wiederum die gute quali-
tative Übereinstimmung zwischen Theorie und Experiment. In den durchgeführten
quantendynamischen Rechnungen zeigte sich, dass diese Struktur auf einem Inter-
ferenzeﬀekt im Kernwellenpaket auf der C2Σ+Fläche beruht. Abbildung 2.10 stellt
die Wahrscheinlichkeitsdichte des Wellenpaketes in dem C2Σ+Zustand (Farbkodie-
rung) als Funktion des KernKernAbstandes R und der Zeit dar. Hier zeigt sich,
dass während der Dissoziation, ab ca. 20 fs, entlang dieses Zustandes Teile des Wel-
lenpaketes im bindenden Bereich des Potentials zwischen 1,1 und 1,8 Å verbleiben.
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Diese bindenden Anteile interferieren dann mit dem dissoziativen Teil (zu sehen in
der Abbildungen 2.10 ab ca. 50 fs und bei R > 2, 0Å) und bilden dadurch die beob-
achtete Struktur im KERSpektrum aus. Somit kann der zeitliche Verlauf des Inter-
ferenzmusters direkt mit den Schwingungseigenfunktionen des C2Σ+Zustandes, wie
in Referenz [118] für das D+2 gezeigt, verknüpft werden.
Abbildung 2.9 (a) zeigt neben dem mit einem linear polarisierten (LP) Laserpuls
erhaltene KERSpektrum auch das KERSpektrum unter Verwendung eines zirku-
lar polarisierten (CP) Lichtpulses (braune Linie). Durch die zirkulare Polarisierung
des Lichtes wird das freigewordene Elektron im Laserfeld ebenfalls beschleunigt. Es
wird jedoch nicht auf das Mutterion zurück, sondern daran vorbei geführt. Somit
wird aktiv die Rekollisionsanregung unterdrückt. Das entsprechende Spektrum zeigt
zum einen eine deutlich verminderte Anzahl an detektierten Ionen und zum anderen
einen deutlich kleineren Energiebereich. Auch das berechnete Spektrum für die direk-
te Laserkopplung der Zustände X2Σ+ und A 2Π zu den höher liegenden dissoziativen
Zuständen (BS) in Abbildung 2.9 (b) zeigt dasselbe Verhalten. Aus diesen Spektren
kann also gefolgert werden, dass der RCEMechanismus der dominante Pfad ist, der
zur Bildung der beobachteten C+ und O+Fragmente führt.
Elektronenlokalisierung und Asymmetrie
Zum Verständnis des Mechanismus der Elektronenlokalisierung ist es zunächst wich-
tig die ausgewählten Zustände quantenchemisch zu analysieren. Die Abbildung 2.11
zeigt die CASSCF optimierten Molekülorbitale des CO+Moleküls sowie deren ener-
getische Lage und Bezeichnung. In der rechten Spalte ist zusätzlich die Besetzung der
Orbitale für den elektronischen Grundzustand erkennbar. Analysiert man die Haupt-
konﬁgurationen des C2Σ+, des E2Π und des H2ΠZustandes, so ergeben sich für
die Orbitale im aktiven Raum folgende Besetzungen:
C 2Σ+ : . . . 3σ0 1pi2x 1pi
2
y 3σ
∗1 1pi∗0y 1pi
∗0
x . . .
E 2Π : . . . 3σ1 1pi1x 1pi
2
y 3σ
∗1 1pi∗0y 1pi
∗0
x . . .
H 2Π : . . . 3σ1 1pi1x 1pi
1
y 3σ
∗1 1pi∗1y 1pi
∗0
x . . . .
Aufgrund der Symmetrieanforderungen an die Wellenfunktion können nur weni-
ge Linearkombinationen die resultierende Elektronendichte entlang der KernKern
Verbindungsachse verschieben. Deshalb entspricht eine Superposition des C2Σ+ mit
dem E2ΠZustand einer Linearkombination aus den Orbitalen 3σ und 3σ∗. Eine Über-
lagerung des E2Π mit dem H2ΠZustand hingegen liefert eine Linearkombination aus
den Orbitalen 1pix und 1pi∗x. Für beide Kombinationen zeigt Abbildung 2.12 jeweils die
positive und die negative Linearkombination. Dabei zeigt sich, dass die Überlagerung
des 3σ mit dem 3σ∗Orbital (linke Seite der Abbildung 2.12) die Elektronendich-
te nur geringfügig entlang der KernKernVerbindungsachse verschieben kann. Die
Linearkombination aus dem 1pix und 1pi∗xOrbital ist hingegen in der Lage die Elek-
tronendichte zu lokalisieren. Somit führt die Verwendung des H2ΠZustands in der
Beschreibung zu einer eﬀektiven Elektronenlokalisierung. Dieses Resultat bestätigt
nochmal die durchgeführte Selektion der elektronischen Zustände.
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Abbildung 2.11.: Einige CASSCF optimierte Molekülorbitale des CO+Moleküls
sowie deren energetische Lage und Bezeichnung. Dargestellt sind das HOMO
und das zweifach entarte HOMO-1 sowie deren antibindenden Gegenstücke: das
doppelt entartete LUMO und das LUMO+1.
Für die Simulation der Elektronenlokalisierung in der dissoziativen Ionisation des
COMoleküls wurde auch hier der in Kapitel 1.4 beschriebene Ansatz zur Berech-
nung der gekoppelten Kern und Elektronendynamik verwendet. Im Gegensatz zu
den Berechnungen für die Dissoziation des D+2 werden hier die fünf Valenzelektronen
in sechs aktiven Orbitalen für die Beschreibung der Elektronendynamik benötigt. Im
Rahmen dieser Berechnungen wurde ebenfalls davon ausgegangen, dass das CO in
einem Winkel von 45 ◦ zur Laserpolarisationsrichtung orientiert ist.
Die experimentell gemessene Asymmetrie entsteht aus einer Ensemblemessung. Da-
bei sind alle Orientierungen des Moleküls gleich wahrscheinlich. Dies macht die Deﬁ-
nition der Asymmetrie in der Theorie für diese Reaktion komplexer. Hier entstehen
die C+Fragmente die nach rechts bzw. links emittiert werden durch die Dissoziation
von Molekülen, die unterschiedlich zur Laserpolarisationsrichtung orientiert sind (CO
vs.OC). Für die Dynamik eines heteronuklearen zweiatomigen Moleküls ist die Orien-
tierung entscheidend, da sich mit der Orientierung auch intramolekulare Größen wie
zum Beispiel das Übergangsdipolmoment ändern. Darüber hinaus können aus bei-
den Orientierungen C+ bzw. O+Fragmente entstehen. Deswegen ist es nicht mehr
möglich, die Asymmetrie direkt aus der Elektronendichte eines Moleküls mit einer
Orientierung zu bestimmen. Allerdings ist es möglich die Wahrscheinlichkeit nach der
Dissoziation ein C+Fragment zu messen (PC+(t)) für ein Molekül einer bestimmten
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Abbildung 2.12.: Möglichkeiten der Elektronenlokalisierung im CO+Molekül
durch Überlagerung verschiedener elektronischer Zustände. In der linken Spalte
ist die positive bzw. negative Überlagerung des 3σOrbitals mit dem dazu an-
tibindenden 3σ∗Orbital zu sehen. Die beiden Linearkombinationen verschieben
die Elektronendichte entlang der KernKernVerbindungsachsen. In der rechten
Spalte sind die Linearkombinationen aus dem 1pi und dem 1pi∗Orbital darge-
stellt. Hier kann durch die Überlagerung dieser Orbitale das Elektron auf dem
C oder OAtom lokalisiert werden.
Orientierung zu berechnen. Diese ist mit der Elektronendichte gegeben durch:
PC+(t) =
∫ xmax
xmin
dx
∫ ymax
ymin
dy
∫ 0
zmin
dz ρtot(r, t;R). (2.7)
Dabei beziehen sich x, y und z auf das molekulare Koordinatensystem. Per Deﬁnition
liegt hier die zAchse parallel zur KernKernVerbindungsachse. Der Ursprung des
Koordinatensystems liegt genau in der Mitte zwischen den beiden Kernen und das
OAtom ist entlang der negativen zAchse orientiert. Somit kann die experimentell
gemessene Asymmetrie aus den ﬁnalen PC+(tf )Werten für die zwei unterschiedlichen
Orientierungen berechnet werden.
Die Abbildung 2.13 fasst die Rechnungen zur Elektronenlokalisierung während des
Dissoziationsschrittes zusammen. Teil (a) der Abbildung zeigt den verwendeten La-
serpuls mit einer CEP von 0 pi. Abbildung 2.13 (b) stellt den zeitlichen Verlauf der
Populationen der drei ausgewählten elektronischen Zustände für den abgebildeten
Lichtpuls mit durchgezogenen Linien dar. Da die Frequenz des Laserpulses die Re-
sonanzbedingung zu keinem Zeitpunkt erfüllt, ﬁndet hier nur eine schwache Licht-
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Abbildung 2.13.: Zusammenfassung der gekoppelten Kern und Elektronendyna-
mik während des Dissoziationsschrittes in der dissoziativen Ionisation des CO
Moleküls. Die vertikale schwarze Linie bei 1,7 fs markiert den Startpunkt der
Dynamiken nach der Rekollision. (a) Zeitliche Evolution des elektronischen Fel-
des. (b) Population des C2Σ+ (rote Linie), des E2Π (grüne Linie) und des
H2ΠZustandes (blau Linie) als Funktion der Zeit. (c) Zeitlicher Verlauf der
Elektronendynamik (dargestellt in der Wahrscheinlichkeit ein C+Fragment zu
messen) für einen Laserpuls mit einer CEP von 0 pi (rote Linie) und 1pi (grüne
Linie).
kopplung und damit ein geringer Populationstransfer statt. Dreht man jedoch die
Phase des elektrischen Feldes um 180 ◦ auf 1 pi, verläuft dieser Populationstransfer
(gepunktete Linien in Abbildung 2.13 (b)) exakt gespiegelt.
Die durch die Photoreaktion induzierte Elektronendynamik, wiedergegeben durch
PC+ , ist in Abbildung 2.13 (c) dargestellt (rote Linie). Es zeigt sich, dass die Dy-
namik hier nur in den ersten 6 fs durch die Konkurrenz zwischen dem Einﬂuss des
Lichtfeldes, der zeitlichen Entwicklung der Linearkombination und der Kerndynamik
geprägt ist. Sobald der Populationstransfer nach ca. 8 fs beendet ist, wird die Am-
plitude in der Oszillation von PC+ stark gedämpft und konvergiert nach ca. 12 fs
gegen den ﬁnalen Wert. Verantwortlich für die rasche Dämpfung der Elektronen-
dynamik ist die Abnahme des Überlappterms der elektronischen Wellenfunktionen∫
ψ∗i,0(r;R(t))ψi,0(r;R(t)) dr2 . . . drN (siehe Gleichung 1.41) mit zunehmendem Kern
KernAbstand. Dieser Eﬀekt kann durch die entsprechenden Orbitale, die sich in den
Slaterdeterminanten der überlagerten elektronischen Zustände unterscheiden, darge-
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Abbildung 2.14.: (a) pix und pi∗xOrbitale des CO
+Moleküls für einen internu-
klearen Abstand von 1,43 (links) und 22 au (rechts). Die durchgezogene schwar-
ze Linie trennt die ursprünglichen Orbitale (oben) von den berechneten Line-
arkombinationen (unten). Die positive Superposition ist zuerst abgebildet. Für
Kerngeometrien um den Gleichgewichtsabstand (links) können die Linearkombi-
nationen die Elektronendichte auf dem einen bzw. anderen Kern lokalisieren. Für
größere internukleare Abstände sind die Superpositionen delokalisiert. (b) σ und
σ∗Orbitale des D+2 Moleküls für einen internuklearen Abstand von 1,43 (links)
und 22 au (rechts). Die durchgezogene schwarze Linie trennt die ursprünglichen
Orbitale (oben) von den berechneten Linearkombinationen (unten). Die positive
Superposition ist zuerst abgebildet. Für beide KernKernAbstände lokalisieren
die Linearkombinationen die Elektronendynamik auf einem der Kerne.
stellt werden. Besonders ausgeprägt ist dieser Eﬀekt in den pi und pi∗Orbitalen.
Abbildung 2.14 (a) zeigt in der linken Spalte diese Orbitale bei einem KernKern
Abstand von 1,43 au. Dieser Abstand entspricht dem Gleichgewichtsabstand des
COMoleküls. Hier sind beide Orbitale über das ganze Molekül delokalisiert. Ihre
Linearkombinationen hingegen lokalisieren die Elektronendichte auf einem der beiden
Atome. Mit größer werdendem internuklearen Abstand beginnen sich diese Orbita-
le auf den einzelnen Atomen zu lokalisieren. Betrachtet man nun dieselben Orbitale
bei einem Abstand von 22 au (siehe Abbildung 2.14 (a) rechte Spalte), so lokalisie-
ren sich die einzelnen Molekülorbitale auf den einzelnen Zentren. Die entsprechenden
Linearkombinationen sind hingegen über das Molekül delokalisiert. Somit wird der
Überlappterm der elektronischen Wellenfunktionen (siehe Gleichung 1.41) mit zuneh-
mendem KernKernAbstand immer kleiner und geht gegen Ende der Dissoziation
gegen null. Damit wird der gesamte Interferenzterm in Gleichung 1.41 ebenfalls null
und die Elektronendynamik stoppt. Die Dämpfung der Oszillationen in PC+ spiegeln
folglich die Auﬂösung des elektronischen Wellenpaketes durch die Lokalisierung der
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Molekülorbitale wieder. Am Ende der Reaktion ist die Wahrscheinlichkeit PC+ aus-
schließlich durch das Verhältnis der Besetzungen der Kanäle gegeben, die zu C+ bzw.
O+Fragmenten führen.
Ändert man bei konstanter Orientierung des Moleküls die CEP des Pulses exakt
um pi, ändert sich der zeitliche Verlauf der Populationsdynamik und dadurch auch
das ﬁnale Besetzungsverhältnis der beiden Kanäle, die zu C+ bzw. O+Fragmenten
führen (siehe Abbildung 2.13 (b)). Damit einhergehend ändert sich auch die Dynamik
der Elektronen. Der zeitliche Verlauf von PC+ für einen Puls mit einer CEP von 1pi
ist in Abbildung 2.13 (c) in grün dargestellt und zeigt einen deutlich tiefer liegenden
Endwert auf. Diese Rechnungen verdeutlichen, dass das Besetzungsverhältnis der bei-
den Kanäle, die zu C+ oder O+Fragmenten führen, und somit der ﬁnale Wert von
PC+ sehr präzise mit der CEP des ultrakurzen Laserpulses gesteuert werden kann.
Eine Rotation des Moleküls um 180 ◦ vertauscht automatisch das Vorzeichen des
Übergangsdipolmomentes. Da folglich auch das Produkt µ(t) das Vorzeichen wech-
selt, ist diese Rotation identisch mit einer Änderung der CEP um pi. Folglich kann die
Asymmetrie während der Dissoziation des COMoleküls mit Hilfe von PC+ für zwei
um pi verschobene CEPWerte berechnet werden. Der maximale Beitrag zur Asym-
metrie, der durch die Elektronenlokalisierung während der Dissoziation zu Stande
kommt, liegt bei 0,03. Allerdings ist dieser Wert nicht direkt mit dem Experiment
vergleichbar, da dort auch der Ionisationsschritt (Schritt drei in Abbildung 2.2) einen
wesentlichen Beitrag zur gesamten Asymmetrie leistet.
2.1.3. Vergleich der dissoziativen Ionisation der Moleküle
D2 und CO
Bei einem Vergleich der beiden Kontrollmechanismen für die Elektronenlokalisierung
in den Dissoziationen ergeben sich drei signiﬁkante Unterschiede. Der erste zeigt sich
bereits im Präparationsschritt. Im Falle der dissoziativen Ionisation des D+2 Moleküls
wird die Superposition der elektronischen Zustände durch die Kopplung mit dem La-
serfeld aufgebaut. Daher wird auch die relative Phase innerhalb der Superposition
direkt durch die CEP des Lichtpulses gesteuert. Dies führt dazu, dass zwei elektroni-
sche Wellenpakete, die mit zwei um pi verschobenen CEPWerten präpariert worden
sind, auch von Anfang an exakt gespiegelte Asymmetriewerte besitzen (siehe Ab-
bildung 2.6 (c)). Im Gegensatz dazu wird im Falle der dissoziativen Ionisation des
COMoleküls die Elektronendynamik schon durch die Rekollisionsanregung initiiert.
Deshalb verlaufen die Oszillationen in PC+ für unterschiedliche CEPWerte anfangs
nahezu gleich. Die Kontrolle erfolgt erst später, während der Dissoziation, durch das
Zusammenspiel zwischen dem mit dem elektronischen Wellenpaket assoziierten Di-
polmoment und der CEP des Laserpulses.
Der zweite wesentliche Unterschied zwischen den Photoreaktionen der Moleküle D2
und CO lässt sich in der Amplitude der induzierten Elektronendynamik ausmachen.
Im Falle des D+2 Moleküls erreicht die Amplitude der Asymmetrie zwischenzeitlich an-
nähernd ihre Maximalwerte von ±1, 0. Während der Dissoziation des CO+Moleküls
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hingegen fällt die Amplitude der Wahrscheinlichkeit PC+ sehr gering aus. Der Grund
für die Diﬀerenz in der Amplitude ist der phasenweise resonante Populationstransfer
durch den Lichtpuls im Falle des D+2 Moleküls. Im Gegensatz dazu wird im CO
Molekül nur extrem wenig Population zwischen den beteiligten Zuständen transferiert,
da der Laserpuls zu keinem Zeitpunkt resonant zu einem der möglichen Übergänge
ist.
Der dritte wesentliche Unterschied zwischen den beiden Reaktionen ist im Ende
der induzierten Elektronendynamik zu ﬁnden. Im Falle des D+2 Moleküls stoppt die
Elektronendynamik ausschließlich aufgrund der Entartung der beiden involvierten
elektronischen Zustände. Infolgedessen wird der Exponent in Gleichung 1.41 null.
Dies führt wiederum zum Stopp der zeitlichen Entwicklung des Interferenzterms. In
der gleichen Zeitspanne ist auch die Dissoziation vollständig abgelaufen. Daher wird
die ﬁnale Lokalisierung des Elektrons zum einen durch die endgültige Besetzung der
elektronischen Zustände und zum anderen durch die mit dem Interferenzterm einge-
stellte Phase bestimmt. Die Elektronendynamik im CO+Molekül hingegen stoppt
aufgrund der Lokalisierung der elektronischen Wellenfunktion auf einem der Kerne.
Mit dieser Lokalisierung verschwindet auch der Überlapp der involvierten elektroni-
schen Wellenfunktionen. Für Kerngeometrien um den Gleichgewichtsabstand sind die
Valenzorbitale beider Moleküle über beide Atomkerne delokalisiert. Dies ist in Ab-
bildung 2.14 (a) und (b) auf der jeweils linken Seite oberhalb der durchgezogenen
schwarzen Linie sichtbar. Bildet man nun die positive bzw. negative Linearkombi-
nation der jeweiligen Slaterdeterminanten, wird die Elektronendichte auf einem der
Atome lokalisiert (siehe Abbildung 2.14 (a) und (b), linke Seite unterhalb der durchge-
zogenen schwarzen Linie). Vergrößert man jedoch den internuklearen Abstand ändert
sich die Situation für das COMolekül signiﬁkant. Hier lokalisieren sich die Orbitale
bei größer werdendem internuklearen Abstand (siehe Abbildung 2.14 (a), rechte Seite
oberhalb der durchgezogenen schwarzen Linie). Damit ist die Elektronendichte der Su-
perpositionszustände über beide Atomzentren delokalisiert (siehe Abbildung 2.14 (a),
rechte Seite unterhalb der durchgezogenen schwarzen Linie). Dies hat zur Folge, dass
die Elektronenlokalisierung nicht mehr durch den Interferenzterm in Gleichung 1.41
bestimmt wird, sondern durch die Population der Zustände, die die Elektronendichte
im dissoziativen Limit auf dem einen oder anderen Zentrum lokalisieren. Dieses Po-
pulationsverhältnis ist mit ultrakurzen Pulsen durch die CEP kontrollierbar. Im Falle
des homonuklearen D+2 Moleküls sind die jeweiligen Molekülorbitale stets vollständig
über beide Zentren delokalisiert (siehe Abbildung 2.14 (b), rechte Seite oberhalb der
durchgezogenen schwarzen Linie). Die entsprechenden Linearkombinationen führen
deshalb auch bei Geometrien mit großem KernKernAbstand zu einer Lokalisierung
des Elektrons (siehe Abbildung 2.14 (b), rechte Seite unterhalb der durchgezogenen
schwarzen Linie). Dieser Eﬀekt ist ebenfalls bei den Isotopologen von D+2 , HD
+ und
H+2 beobachtbar, da die elektronische Struktur in diesen Molekülen identisch ist.
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2.1.4. Resümee
In diesem Abschnitt wurde die Kontrolle der gekoppelten Kern und Elektronen-
dynamik durch die absolute Phase eines ultrakurzen, phasenstabilen Laserpulses in
der dissoziativen Ionisation zweier unterschiedlicher Molekülklassen untersucht. Die
beiden Moleküle D2 und CO können dabei als Stellvertreter für homo und hetero-
nukleare zweiatomige Moleküle angesehen werden. Darüber hinaus unterscheiden sie
sich erheblich in der Komplexität ihrer elektronischen Struktur. Zur Berechnung der
Elektronendynamik während der Dissoziation (Schritt drei in Abbildung 2.2) wurde
der in Abschnitt 1.4 vorgestellte Ansatz zur Beschreibung der gekoppelten Kern und
Elektronendynamik verwendet. Mit den Berechnungen des Dissoziationsschrittes in
der dissoziativen Ionisation des D+2 Moleküls konnten die experimentellen Ergebnisse
reproduziert werden. Mit Hilfe der durchgeführten Berechnungen im CO+Molekül
war es möglich, die Mechanismen, die hier zur Elektronenlokalisierung führen, erst-
mals zu identiﬁzieren und die experimentellen Ergebnisse zu erklären.
Die Analyse der Ergebnisse zeigt im Wesentlichen drei signiﬁkante Unterschiede
in den Kontrollmechanismen. Diese treten schon bei der Initialisierung des elektro-
nischen Wellenpaketes auf. Im Falle des D+2 Moleküls bildet sich die Superposition
und damit das Wellenpaket durch die Kopplung der elektronischen Zustände mit dem
intensiven Laserfeld. Im CO+Molekül hingegen ﬁndet die Ausbildung der Superposi-
tion durch die Rekollisionsanregung statt. Der zweite wesentliche Unterschied in den
Kontrollmechanismen zeigt sich in der Amplitude der induzierten Dynamik. Hier lie-
fert der resonante Populationstransfer im D+2 Molekül eine sehr hohe Amplitude und
eine ausgeprägte Elektronendynamik. Die stets unresonante Laserwechselwirkung im
CO+Molekül führt hingegen zu einer moderaten Dynamik. Der dritte Unterschied
zwischen den Reaktionen zeigt sich im Stopp der initiierten Elektronendynamik. Im
CO+Molekül endet die Elektronendynamik, weil sich die Molekülorbitale während
der Dissoziation an den Atomzentren lokalisieren und so der Überlapp zwischen den
elektronischen Wellenfunktionen verschwindet. Damit wird auch der gesamte Inter-
ferenzterm null und die Dynamik kommt zum Erliegen. Im Falle des D+2 Moleküls
führt die Entartung der beiden involvierten elektronischen Zustände dazu, dass die
Phasenentwicklung des Interferenzterms angehalten wird und die Dynamik endet.
Diese Unterschiede haben gleichzeitig zur Folge, dass sich der Eﬀekt der CEP des
Pulses im Kontrollmechanismus ändert. So steuert, in der dissoziativen Ionisation des
D+2 Moleküls, die absolute Laserphase während des Aufbaus der Superposition mit
welcher elektronischen Phase die beiden Zustände besetzt werden. Diese Phase ist
ausschlaggebend für das Vorzeichen der Linearkombination und damit für die initia-
le Lokalisierung des Elektrons. Im Falle des CO+Moleküls wird die Superposition
schon durch die Rekollisionsanregung aufgebaut. Das elektrische Feld des Laserpulses
wechselwirkt dann mit dem Dipolmoment, das durch die Linearkombination initiiert
worden ist. Die Steuerung dieser LaserDipolWechselwirkung erfolgt über die CEP.
Die drei Unterschiede lassen sich im Wesentlichen auf die komplexere elektroni-
sche Struktur und den heteronuklearen Charakter des CO+Moleküls zurückführen.
Die elektronische Struktur ist maßgeblich dafür verantwortlich, dass die dissoziativen
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elektronisch angeregten Zustände sehr dicht beisammen liegen und mehrere dieser
Zustände durch die Rekollisionsanregung besetzt werden. Der heteronukleare Cha-
rakter des CO+Moleküls führt in der Kombination mit der elektronischen Struktur
dazu, dass sich die Valenzorbitale während der Dissoziation auf den unterschiedlichen
Atomkernen lokalisieren. Der Schritt vom homonuklearen, zweiatomigen Einelektro-
nensystem D+2 zum heteronuklearen, zweiatomigen Mehrelektronensystem CO
+ zeigt
sowohl im Experiment als auch in der theoretischen Beschreibung einen signiﬁkanten
Anstieg in der Komplexität. Daher ist für die gezielte Reaktionskontrolle von mehr-
atomigen Molekülen (das heißt von Molekülen mit mehr als vier Atomkernen) oder
sogar Biomolekülen ein weiterer Anstieg der Komplexität zur erwarten.
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2.2. Kontrolle der gekoppelten Kern- und
Elektronendynamik durch die relative Phase
zweier Subpulse in einer PulsSequenz
Elektronische Wellenpakete und damit auch Reaktionen lassen sich nicht nur durch die
Kontrolle der absoluten Phase eines Laserpulses (CEP) steuern (siehe Abschnitt 2.1),
sondern auch durch die relative Phase zwischen Subpulsen in einer PulsSequenz.
Dabei wird im Allgemeinen mit einem ersten Puls ein elektronisches Wellenpaket
aufgebaut. Mit diesem interagieren die folgenden Subpulse. Durch die Änderung der
relativen Phase zwischen den Pulsen kann die Wechselwirkung zwischen dem Licht
und dem erzeugten Wellenpaket beeinﬂusst werden. Dieser Kontrollmechanismus hat
vor allem den Vorteil, dass die relative Phase zwischen den Subpulsen experimentell
mit attosekunden Präzision durch eine Phasenmodulation in einem Pulsmodulator
eingestellt werden kann [119].
Einige Kontrollmechanismen benützen zur Steuerung einer molekularen Reaktion
extrem starke Laserfelder, die eine energetische Verschiebung der elektronischen Zu-
stände bewirken [120]. Ein neuartiges Kontrollszenario, das diese Art der Starkfeld
Kontrolle mit der oben erwähnten Phasenkontrolle kombiniert, ist der Mechanismus
der selektiven Population von Licht bekleideten Zuständen (selective population of
dressed states, kurz SPODS). SPODS kann in mehreren Facetten eingesetzt werden.
Zum Beispiel ist die selektive Besetzung von bekleideten Zuständen ein entschei-
dender Bestandteil des adiabatic rapid passage (RAP) [121] und des Stimulated
Raman Rapid Adiabatic Passage (STIRRAP) [122, 123]. Dabei sind beide Prozesse
von adiabatischer Natur und durch eine sich sanft verändernde zeitliche Phase und
Pulseinhüllende gekennzeichnet.
Man kann SPODS jedoch auch über den Weg des photon lockings implemen-
tieren [124]. Photon locking ist das optische Gegenstück zum spin locking [125],
das ursprünglich in der Kernspinresonanzspektroskopie entwickelt wurde. Die pho-
ton lockingTechnik in Kombination mit speziell geformten Laserpulsen wurde zu-
nächst zur Kontrolle von molekularen Reaktionen im elektronischen Grundzustand
verwendet [126]. Die StarkfeldKontrolle von quantendynamischen Systemen über
den SPODSMechanismus und unter Verwendung der photon lockingTechnik mit
speziell geformten Lichtpulsen wurde experimentell erstmals in der Gruppe um Matt-
hias Wollenhaupt und Thomas Baumert am KaliumAtom realisiert [127].
Der Mechanismus der diesem Kontrollszenario zugrunde liegt ist in Abbildung 2.15
schematisch für das KaliumDimer dargestellt. Im idealisierten Fall erzeugt ein ers-
ter resonanter und wenig intensiver Laserpuls einen Zustand maximaler Kohärenz.
Das heißt: eine 50:50 Superposition aus den reinen elektronischen Zuständen X1Σ+g
und A1Σ+u (siehe blauer Pfeil in Abbildung 2.15). Mit dem Aufbau der Superposition
wird gleichzeitig auch ein elektronisches Wellenpaket im Molekül induziert. Die Dyna-
mik dieses elektronischen Wellenpaketes führt zu einem oszillierenden Dipolmoment.
Dieses Moment folgt dem erzeugenden Feld mit einem Phasenversatz von pi/2. Die
Bildung einer solchen Superposition und der Aufbau des zugehörigen oszillierenden
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Abbildung 2.15.: Darstellung des SPODSMechanismus im KaliumDimer. Ein
erster Puls erzeugt eine Superposition aus dem X1Σ+g  und den A
1Σ+u Zustand
(blauer Pfeil). Während des zweiten Subpulses sind der lichtinduzierte Über-
gang zwischen dem X1Σ+g  und dem A
1Σ+u Zustand optisch blockiert (photon
locked). Die optische Phase des zweiten Pulses kontrolliert, welcher der beiden
bekleideten Zustände (rote gestichelte Linien), die energetisch in der Größen-
ordnung von ~ω separiert sind, selektiv besetzt wird. Absorption eines weiteren
Photons führt anschließend zur Population des 41Σ+g  (magentafarbener Pfeil)
oder des 51Σ+g Zielzustandes (schwarzer Pfeil).
Dipolmomentes ist für ein ZweiZustandsSystem in Abbildung 2.16 (a) und (b), in
den ersten 40 fs, dargestellt. Abbildung 2.16 (b) zeigt den Laserpuls in rot und das
dem elektrischen Feld folgende Dipolmoment in blau.
Dem ersten Puls folgt nun ein weiterer, wesentlich intensiverer Laserpuls derselben
Frequenz. Dabei sind beide Pulse mit einem Phasenversatz von ± pi/2 versehen. Somit
oszillieren der induzierte Dipol und das elektrische Feld entweder exakt in Phase oder
exakt versetzt um pi. Letzteres Beispiel ist in Abbildung 2.16 (b) gezeigt. Beträgt der
Phasensprung zwischen den Pulsen − pi/2, so oszillieren Dipol und elektrisches Feld in
Phase. Dies hat eine selektive Besetzung des energetisch tiefer liegenden, bekleideten
Zustandes (siehe Abbildung 2.15 unteres rotes Potential) zur Folge. Ein Phasenversatz
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Abbildung 2.16.: Schematische Darstellung der SPODSPulsSequenz zur selek-
tiven Population des oberen bekleideten Zustandes am Beispiel eines Zwei
ZustandsSystems. (a) Zeitliche Entwicklung der Population der beiden Zustän-
de. (b) Zeitliche Entwicklung des elektrischen Feldes (rot) und des induzierten
Dipolmomentes (blau).
der Pulse um + pi/2 hingegen führt dazu, dass das elektrische Feld und der Dipol um pi
versetzt oszillieren. Dies hat die selektive Besetzung des oberen bekleideten Zustandes
(siehe Abbildung 2.15 oberes rotes Potential) zur Folge. In beiden Fällen ist durch
den Phasenversatz der Subpulse der Populationstransfer zwischen den reinen elektro-
nischen Zuständen optisch blockiert (photon locked). Der Übergang ist blockiert,
obwohl die Frequenz resonant auf den elektronischen Übergang ist. Dies illustriert
auch die Abbildung 2.16 (a) und (b) in der Zeit zwischen 40 und 100 fs. Aufgrund
der energetischen Aufspaltung der bekleideten Zustände in der Größenordnung von
~ω (siehe Abbildung 2.15 roter Pfeil) kann Population aus der Superposition in die
Zielzustände 41Σ+g und 5
1Σ+g transferiert werden (siehe Abbildung 2.15 magentafarbe-
ner und schwarzer Pfeil). Durch die Einstellung eines entsprechenden Phasenversatzes
zwischen den zwei Subpulsen ist es in diesem Kontrollschema möglich, gezielt einen
der beiden Zielzustände zu besetzen. Dieser Phasensprung muss jedoch exakt zwi-
schen den Pulsen liegen und extrem schnell vonstatten gehen. Daher ist SPODS über
den photon lockingMechanismus, im Gegensatz zum adiabatic rapid passage oder
zum stimulated Raman adiabatic rapid passage, von nichtadiabatischer Natur.
In den folgenden zwei Abschnitten wird der SPODSMechanismus im Kalium
Dimer näher untersucht und optimiert. Dabei wird im Abschnitt 2.2.1 die Rolle und
die Auswirkung der gekoppelten Kern und Elektronendynamik während des photon
locking genauer beleuchtet. Im anschließenden Abschnitt 2.2.2 wird mittels Optimal
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ControlTheorie (OCT) untersucht, ob der SPODSMechanismus eine optimale Lö-
sung für die hier angestrebte, gezielte Bevölkerung der Zielzustände ist. Des Weiteren
wird eine Strategie vorgestellt, mit der der SPODS Mechanismus  falls nötig  in
den Suchraum des OCTAlgorithmus gebracht werden kann.
2.2.1. Selektive Population von bekleideten Zuständen im
KaliumDimer
Die StarkfeldKontrolle über den SPODSMechanismus und unter Verwendung der
photon lockingTechnik mit speziell geformten Laserpulsen wurde erstmals in der
Gruppe um M. Wollenhaupt und T. Baumert experimentell am KaliumAtom rea-
lisiert [127]. Innerhalb der durchgeführten Untersuchungen wurden zum einen linea-
re [128] und sinusförmige [129, 130] Modulationen der spektralen Phase benutzt, um
das SPODSSchema zu realisieren. Des Weiteren wurde die spektrale Phase durch ad-
aptive Optimierungsroutinen [127] moduliert, um die Eﬃzienz des Populationstrans-
fers zu den Zielzuständen zu erhöhen. Darüber hinaus wurde das Kontrollszenario
auch theoretisch erfolgreich auf das Molekül K2 übertragen [131].
Ziel der im Rahmen dieser Dissertation durchgeführten Untersuchungen ist es die
Rolle der gekoppelten Kern und Elektronendynamik in diesen Kontrollmechanismen
mit dem in Abschnitt 1.4 beschriebenen Ansatz näher zu beleuchten. Der SPODS
Mechanismus am KaliumAtom, also einem quantenmechanischen System ohne Dy-
namik der Kerne, ist sowohl theoretisch als auch experimentell bereits gut unter-
sucht [127130]. Daher bietet die Erweiterung auf das K2Molekül die Möglichkeit,
den expliziten Einﬂuss der Kerndynamik und der Kopplung zwischen Kern und Elek-
tronendynamik direkt zu untersuchen. Die entscheidende Größe in diesem Szenario
ist dabei das laserinduzierte Dipolmoment und dessen Interaktion mit der Pulsse-
quenz. Der Erwartungswert des induzierten Dipolmomentes entlang der KernKern
Verbindungsachse 〈µz〉(t;R) als Funktion der Zeit kann mit Hilfe der zeitabhängigen
Elektronendichte, im Rahmen des Ansatzes zur Beschreibung der gekoppelten Kern
und Elektronendynamik, berechnet werden als:
〈µz〉(t;R) =
〈
ϕtot(r, t;R)
∣∣µˆz∣∣ϕtot(r, t;R)〉 = ∫ ρtot(r, t;R)µˆz dr. (2.8)
µˆz ist hier der entsprechende DipolOperator und ergibt sich aus der Multiplika-
tion der zAchse mit der elektrischen Ladung e. Der Erwartungswert kann durch
punktweise Multiplikation der Elektronendichte mit dem Operator und anschließen-
der Integration über den Raum der elektronischen Koordinaten berechnet werden.
Quantenchemie und Quantendynamik
Die für die quantendynamischen Berechnungen benötigten Potentialﬂächen der betei-
ligten Zustände und die zugehörigen Übergangsdipolmomente wurden mit dem Pro-
grammpaket Molpro [90] auf dem CASSCF(2,32) Niveau berechnet. Der Basissatz
für die Beschreibung der beiden Valenzelektronen besteht aus sechs s, fünf p und
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zwei fGaußfunktionen. Dieser Basissatz ist ausreichend, um die zehn energetisch
tiefst liegenden Zustände des KaliumAtoms akkurat zu reproduzieren. Eine detail-
lierte Beschreibung des Basissatzes sowie die Angabe der expliziten Koeﬃzienten und
Exponenten ist in Referenz [132] gegeben. Zur Beschreibung der 36 chemisch invari-
anten Kernelektronen wurde das von Fuentealba et al. entwickelte eﬀektive Kernpo-
tential für Kalium verwendet [133]. Die Kernpolarisationseﬀekte wurden durch das
Kernpolarisationspotential aus Referenz [134] berücksichtigt. Darüber hinaus wur-
den die berechneten Potentiale mit der von Jeung et al. berechneten KernKern
Wechselwirkung für sehr kleine internukleare Abstände korrigiert [135]. Damit sind
die berechneten und in Abbildung 2.15 gezeigten Potentiale identisch mit denen aus
Referenz [131]. Die CASSCFoptimierten Molekülorbitale sowie deren Besetzung im
elektronischen Grundzustand sind in Abbildung 2.17 dargestellt. Die Konﬁgurationen
der verwendeten Zustände mit einem CI-Koeﬃzient größer 0,25 sind in Tabelle 2.2.1
zusammengefasst.
Für die quantendynamischen Rechnungen wurde ein eindimensionales Gitter mit
512 äquidistanten Gitterpunkten von 2,2 bis 15,9 Å verwendet. Die zeitabhängige
Schrödingergleichung wurde mit Hilfe des ChebyshevVerfahrens unter der Verwen-
dung eines Zeitschrittes von ∆t = 0, 024 fs gelöst. Alle Berechnungen wurden im
Schwingungsgrundzustand des X1Σ+g Zustandes gestartet. Damit alle elektronischen
Übergänge zwischen den fünf in Abbildung 2.15 gezeigten Potentialen optisch erlaubt
sind, wurde in den Rechnungen das Molekül in einem 45 ◦Winkel zur Laserpolarisa-
tionsrichtung ausgerichtet.
Optimierung der Pulsparameter für den SPODSMechanismus
Zur theoretischen Implementierung des SPODSMechanismus wurde eine einfache
Doppelpulssequenz (t) der Form
(t) =E1e
−2 ln 2( (t−t1)
σ
)2 cos(ω · (t− t1))
+ E2e
−2 ln 2( (t−t2)
σ
)2 cos(ω · (t− t2) + φ)
(2.9)
verwendet. Dabei sind E1 und E2 die maximalen Intensitäten der Subpulse zu den Zei-
ten t1 und t2. Beide Pulse haben die gleiche Zentralfrequenz ω = 0, 0553 au (=̂ 824 nm)
und Halbwertsbreite σ = 20 fs. Der zweite Subpuls ist, bezogen auf den Vorpuls um
die Phase φ verschoben. Um einen Phasensprung von exakt ± pi/2 zu erhalten, muss
die Kombination aus der zeitlichen Verzögerung der beiden Pulse (∆Tsub = t2 − t1)
und der Phase φ zusammen die gewünschte Phasenbeziehung ergeben.
Ziel dieser Untersuchungen ist es eine eﬃziente Kontrolle über den SPODS
Mechanismus zu erhalten. Daher wurde im ersten Schritt die Intensität des ersten
Pulses angepasst, um den Zustand maximaler Kohärenz zu erreichen. Im nächsten
Schritt wurden systematisch die beiden noch verbleibenden Pulsparameter E2 und
∆Tsub variiert und die ﬁnale Population der Zielzustände 41Σ+g und 5
1Σ+g in Abhän-
gigkeit des eingestellten Phasenversatzes berechnet. Um einen konstanten Phasen-
sprung zu gewährleisten, wurde zum einen die Phase φ (siehe Gleichung 2.9) auf die
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Abbildung 2.17.: CASSCF optimierte Orbitale des K2Moleküls. Zahlen neben den
Orbitalen zeigen den Maßstab an.
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Tabelle 2.1.: Die Konﬁgurationen der CASSCF-Wellenfunktionen der betrachteten
Zustände mit einem CI-Koeﬃzienten > 0,25.
Determinante CI-Koeﬃzient
X1Σ+g
. . . 1σ2 0,94
A1Σ+u
. . . 1σ1 1σ∗1 0.66
41Σ+g
. . . 1σ∗2 0,60
. . . 1σ1 4σ1 0,59
. . . 1σ1 6σ1 0,25
21Πg
. . . 1σ1 2pi∗1 0,42
. . . 1pi1 1σ∗1 0,36
. . . 1σ1 1pi∗1 0,32
. . . 1σ1 3pi∗1 0,27
51Σ+g
. . . 1σ1 4σ1 0,69
. . . 1σ1 3σ1 0,43
. . . 1σ1 2σ1 0,35
. . . 1σ∗1 1σ∗1 0,30
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Abbildung 2.18.: Kontrolllandschaften für die Population des 41Σ+g  (a) und des
51Σ+g Zielzustandes (b) über den SPODSMechanismus. Für beide Landschaf-
ten wurde das maximale elektrische Feld des zweiten Pulses und die zeitliche
Verzögerung zwischen den Pulsen in ganzen Perioden der Zentralwellenlänge des
Lichtpulses (1 Periode =̂ 2,7 fs) systematisch variiert.
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Werte ± pi/2 gesetzt. Zum anderen wurde die zeitliche Separation der Pulse ∆Tsub
in ganzzahligen Vielfachen einer Periodendauer von 1 bis 15 Perioden variiert. Die
maximale Intensität des zweiten Pulses E2 wurde für beide Phasensprünge von 0,005
bis 0,055 GV/cm abgerastert. Die resultierenden Kontrolllandschaften für die selektive
Population des 41Σ+g  und des 5
1Σ+g Zustandes sind in der Abbildungen 2.18 (a) und
(b) zu sehen. Sowohl für einen Phasensprung von − pi/2 (siehe Abbildung 2.18 (a)) als
auch für einen Phasensprung von + pi/2 (siehe Abbildung 2.18 (b)) erreicht die maxi-
male Population des jeweiligen Zielzustandes ca. 66%. Die optimalen Pulsparameter
sind in Tabelle 2.2 zusammengefasst.
Tabelle 2.2.: Optimierte Laserparameter für die gezielte Population des 41Σ+g  und
51Σ+g Zielzustandes.
target state 41Σ+g 5
1Σ+g
E1
[
GV/cm
]
0,002 0,002
E2
[
GV/cm
]
0,048 0,036
∆ T [periodsa] 5 5
a 5 periods correspond to 14 fs
Die für die Zielzustände eﬃzientesten Pulssequenzen sind, zusammen mit den zuge-
hörigen Populationsdynamiken und den XFROGSpektren, in den Abbildungen 2.19
und 2.20 dargestellt. Die oberen Graphen zeigen den zeitlichen Verlauf der Popu-
lationen der beteiligten Zustände für die selektive Besetzung des 41Σ+g  und 5
1Σ+g 
Zielzustandes. Beide Populationsdynamiken zeigen in den ersten 30 fs den Aufbau der
Superposition zwischen dem X1Σ+g  und dem A
1Σ+u Zustand. Nach den ersten 30 fs
hat der Sprung in der zeitlichen Phase φ(t) stattgefunden (Phasensprung − pi/2 sie-
he Abbildung 2.19 (b) schwarze Linie; Phasensprung + pi/2 siehe Abbildung 2.20 (b)
schwarze Linie) und beide Dynamiken nehmen einen unterschiedlichen Verlauf. Im
Falle des negativen Phasenversatzes (Abbildung 2.19 (a)) wird die Population aus
der Superposition über die Besetzung des tiefer liegenden bekleideten Zustandes in
den 41Σ+g Zustand (magentafarbene Linie) transferiert. In Abbildung 2.20 (a) hin-
gegen zeigt sich, dass nach dem Phasensprung von + pi/2 die Population aus der Su-
perposition über die Besetzung des höher liegenden bekleideten Zustandes in den
51Σ+g Zustand (schwarze Linie) transferiert wird. Die in den Abbildungen 2.19 und
2.20 dargestellten Ergebnisse zeigen, dass es durch die Kontrolle des Phasenversatzes
zwischen den beiden Subpulsen und durch eine entsprechende Anpassung der maxi-
malen Intensität des zweiten Pulses möglich ist, die Photoreaktion zu steuern. Dabei
zeigt sich die Kontrolle in der gezielten Bevölkerung einer der beiden Zustände. Die
generelle Struktur der Pulssequenzen ist in beiden Fällen nahezu identisch. Auch die
XFROGSpektren der beiden Sequenzen (siehe Abbildungen 2.19 und 2.20 (c)) zeigen
keine nennenswerten Diﬀerenzen.
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Abbildung 2.19.: Populationsdynamik, Laserpuls und Pulscharakterisierung für
den in der Kontrolllandschaft (Abbildung 2.18 (a)) optimalen SPODS
Mechanismus. (a) Zeitlicher Verlauf der Populationen in den involvierten elek-
tronischen Zuständen. (b) Doppelpulssequenz ((t) rote Linie) für die Population
des 41Σ+g Zielzustandes. Die grüne bzw. blaue Linie kennzeichnet die Einhüllen-
den des ersten bzw. zweiten Subpulses. Die schwarze Linie zeigt den zeitlichen
Verlauf der Phase φ(t). (c) XFROGSpektrum der Doppelpulssequenz.
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Abbildung 2.20.: Populationsdynamik, Laserpuls und Pulscharakterisierung für
den in der Kontrolllandschaft (Abbildung 2.18 (b)) optimalen SPODS
Mechanismus. (a) Zeitlicher Verlauf der Populationen in den involvierten elek-
tronischen Zuständen. (b) Doppelpulssequenz ((t) rote Linie) für die Population
des 51Σ+g Zielzustandes. Die grüne bzw. blaue Linie kennzeichnet die Einhüllen-
den des ersten bzw. zweiten Subpulses. Die schwarze Linie zeigt den zeitlichen
Verlauf der Phase φ(t). (c) XFROGSpektrum der Doppelpulssequenz.
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Gekoppelte Kern und Elektronendynamik im SPODSMechanismus
Die beiden Kontrolllandschaften in den Abbildungen 2.18 (a) und (b) haben zwei Ge-
meinsamkeiten. Zum einen zeigen beide Graphen Oszillationen entlang der Intensi-
tätsachse, da die Resonanz abhängig von der energetischen Aufspaltung der bekleide-
ten Zustände ist. Damit wird die Resonanzbedingung durch die Intensität des zweiten
Subpulses vorgegeben und führt dazu, dass die Populationen unterschiedlich eﬃzient
in die jeweiligen Zielzustände transferiert werden. Die auﬀälligste Gemeinsamkeite ist
jedoch, dass beide Graphen (bei ca. 5 Perioden) ein ausgeprägtes Maximum entlang
der Zeitverzögerungsachse aufweisen. Aus der Kerndynamik alleine kann nicht erklärt
werden, warum für Verzögerungszeiten von mehr als 14 fs die Eﬃzienz des SPODS
Mechanismus stetig abnimmt. Da ein äquivalentes Verhalten im KaliumAtom nicht
zu beobachten ist, wurde diese Abhängigkeit anhand der gekoppelten Kern und
Elektronendynamik näher untersucht. Die Abnahme der SPODSEﬃzienz mit der
Zeitverzögerung der beiden Pulse lässt vermuten, dass das oszillierende Dipolmo-
ment, das durch den ersten Puls induziert wird, nach Ausbildung der Superposition
zerfällt. Um die Ursachen dieses Zerfalls genauer zu untersuchen wurde das System
ausschließlich dem ersten Puls ausgesetzt und der Erwartungswert des induzierten Di-
polmomentes entlang der KernKernVerbindungsachse 〈µz〉(t;R) anhand von Glei-
chung 2.8 berechnet. Für die Berechnung der Elektronendynamik wurden die beiden
Valenzelektronen berücksichtigt und die einzelnen Zustände mit den in Tabelle 2.2.1
aufgeführten Determinanten beschrieben.
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Abbildung 2.21.: Zeitlicher Verlauf in ausschließlicher Anwesenheit des ersten Pul-
ses von: (a) dem Erwartungswert des induzierten Dipolmomentes entlang der
KernKernVerbindungsachse
〈
µz
〉
. (b) dem Überlappterm der Kernwellenfunk-
tionen auf den Zuständen X1Σ+g und A
1Σ+u . (c) dem Erwartungswert des inter-
nuklearen Abstandes der Kernwellenfunktionen auf dem A1Σ+u Zustand (siehe
Gleichung 1.41).
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Betrachtet man die Konﬁgurationen der Zustände X1Σ+g und A
1Σ+u in Tabelle 2.2.1,
so wird ersichtlich, dass die elektronische Anregung zwischen diesen Zuständen aus
einem 1σ → 1σ∗Übergang resultiert. Bildet man nun aus den zugehörigen Orbitalen
(siehe Abbildung 2.17) die positive bzw. negative Linearkombination, wird, ähnlich
wie im D+2 Molekül, die Elektronendichte auf dem einen oder anderen Kern lokali-
siert. Die zeitliche Entwicklung dieser Superposition führt dann zu einer Oszillation
der Elektronendichte und damit zu einem induzierten oszillierenden Dipolmoment.
Abbildung 2.21 (a) zeigt den zeitlichen Verlauf von 〈µz〉(t;R). Der Erwartungswert
wurde gemäß Gleichung 2.8 unter Verwendung der Elektronendichte ρtot(r, t;R) be-
rechnet. Mit dem Aufbau der Superposition durch den Laserpuls wird zeitgleich auch
die Oszillation des Dipolmomentes induziert. Die Amplitude der Schwingung nimmt
während der Ausbildung der Superposition stetig zu und durchläuft nach ca. 40 fs
ein Maximum. Anschließend wird die Schwingung stark gedämpft und verschwin-
det schließlich nach ca. 100 fs. Anhand dieses Verhaltens des Dipols wird deutlich,
dass die Eﬃzienz des SPODSMechanismus bei steigender Pulsverzögerung aufgrund
des gedämpften Dipolmomentes abnimmt. Damit ist der zweite Subpuls bei längeren
Verzögerungszeiten nicht mehr in der Lage mit dem Dipolmoment zu interagieren
und somit die bekleideten Zustände selektiv zu besetzen. Dies führt schließlich zum
beobachteten Verlust der Kontrolleﬃzienz.
Zur genaueren Ursachenanalyse für das Abnehmen der Amplitude zeigen die Ab-
bildungen 2.21 (b) und (c) den zeitlichen Verlauf des Überlapps der Kernwellen-
funktionen im X1Σ+g  und A
1Σ+u Zustand und den Erwartungswert des KernKern
Abstandes für das Wellenpaket im A1Σ+u Zustand. Aus den beiden Graphen wird
ersichtlich, dass sich nach dem ersten Puls und dem Aufbau der Superposition die
Wellenpakete in den beiden Zuständen (X1Σ+g und A
1Σ+u ) unterschiedlich im Ort ent-
wickelten. Dies liegt daran, dass die Potentiale örtlich gegeneinander verschoben sind.
Das Wellenpaket im A1Σ+u Zustand propagiert in Richtung des äußeren Umkehrpunk-
tes des Potentials (siehe Abbildungen 2.21 (c)), während sich der Erwartungswert des
KernKernAbstandes für das Wellenpaket im X1Σ+g Zustand nahezu nicht verän-
dert. Dies wiederum hat zur direkten Folge, dass der Überlapp zwischen den Kernwel-
lenfunktionen in den Zuständen X1Σ+g und A
1Σ+u abnimmt (vgl. Gleichung 1.41) und
so die Oszillation des induzierten Dipols gedämpft wird (siehe Abbildungen 2.21 (b)).
Im KaliumAtom ist dieser Eﬀekt nicht vorhanden, weil es hier keine Dynamik der
Kerne gibt. Des Weiteren zeigen die Abbildungen 2.21 (a)(c), dass nach ca. 500 fs
das Wellenpaket im A1Σ+u Zustand wieder den Gleichgewichtsabstand erreicht. Dabei
wird auch das induzierte Dipolmoment wieder ausgebildet. Aufgrund der Komprimie-
rung des Wellenpaketes an der Potentialbarriere besitzt das Dipolmoment sogar eine
größere Amplitude. Daher wäre es theoretisch vorstellbar, den SPODSMechanismus
mit extrem langen Verzögerungszeiten zwischen den Subpulsen (> 500 fs) zu imple-
mentieren.
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2.2.2. Optimierung der selektiven Population von bekleideten
Zuständen im KaliumDimer mit
OptimalControlTheorie
Die im vorherigen Abschnitt diskutierten Ergebnisse zeigen die Möglichkeit den
SPODSMechanismus zur gezielten Population des 41Σ+g  und des 5
1Σ+g Zustandes
mit einer einfachen Doppelpulssequenz zu implementieren. Daher stellen sich nun zwei
Fragen:
1) Ist das SPODSSchema ein einfacher und robuster Mechanismus zur Steuerung
der Populationen in den Zielzuständen?
2) Ist es möglich, durch komplexere Pulssequenzen, eine höhere Eﬃzienz als die in
Abschnitt 2.2.1 gezeigten 66% zu erreichen?
Beide Fragen lassen sich anhand von (OptimalControlTheorie) OCT
Berechnungen beantworten. Findet der OCTAlgorithmus den SPODSMechanismus
in dem vorgegebenen Suchraum, dann ist dieser Weg zur Kontrolle der elektroni-
schen Anregungen einfach und robust [136]. Zum anderen ist der Algorithmus auf
eine monotone Optimierung des angegebenen Ziels bis zur Konvergenz ausgelegt. So-
mit lässt sich auch zeitgleich die Frage nach der Eﬃzienz klären. Liegt der SPODS
Mechanismus jedoch nicht im vorgegebenen Suchraum, stellt sich die Frage, inwieweit
man die initialen Bedingungen anpassen muss, damit der Algorithmus den gewünsch-
ten Mechanismus ﬁndet. Daher wird in diesem Abschnitt die gezielte Besetzung des
41Σ+g  und des 5
1Σ+g Zustandes mittels OCTOptimierungen untersucht. Darüber
hinaus wird eine Strategie vorgestellt, die falls nötig den SPODSMechanismus
durch gezielte Änderung der Startbedingungen in den OCTSuchraum einbezieht.
Deﬁnition des Optimierungsziels
Zur erfolgreichen Durchführung der OCTOptimierungen müssen zunächst passende
Ziele deﬁniert werden. Für die hier aufgeworfene Fragestellung ist ausschließlich die
Population der beiden Zielzustände 41Σ+g und 5
1Σ+g ausschlaggebend. Daher ist es
wichtig, dem Algorithmus bezüglich des Orts und der Phase der Zielwellenfunktion
alle Freiheiten zu geben und nur die Populationen in den Zielzuständen zu betrach-
ten. Daher wurde als Ziel das Betragsquadrat des Erwartungswertes des Projektions
Operators Pˆ gewählt. Der Operator Pˆ projiziert dabei die Kernwellenfunktion
ψ(t) =

χX1Σ+g (t)
χA1Σ+u (t)
χ41Σ+g (t)
χ21Π+g (t)
χ51Σ+g (t)
 (2.10)
auf die elektronischen Zielzustände, also dem 41Σ+g (Oˆ41Σ+g ) bzw. 5
1Σ+g (Oˆ51Σ+g ) Zu-
stand:
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Oˆ41Σ+g =

0 0 0 0 0
0 0 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 0
 und Oˆ51Σ+g =

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 1
 . (2.11)
Durch die Wahl dieser Operatoren sind die Ziele unabhängig von der örtlichen Ge-
stalt sowie der Phase der Kernwellenfunktion und unterliegen keinen zusätzlichen
Beschränkungen durch die Zieldeﬁnition.
Optimierung des 41Σ+g -Zielzustandes
Die OCTRechnungen wurden mit der Optimierung des 41Σ+g Zielzustandes begon-
nen. Dazu wurde der in Abbildung 2.22 (a) dargestellte gaußförmige Laserpuls 0(t)
mit der Frequenz ω = 911 nm, der Halbwertsbreite FWHM= 20 fs und der maxima-
len Intensität von 0,0026 GV/cm verwendet. Hierbei wurde für das initiale Laserfeld
eine geringe Intensität gewählt, damit der Algorithmus in einem Regime startet, in
dem StarkfeldEﬀekte zunächst vermieden werden. Für die Wahl der Frequenz war
ausschlaggebend, dass in dem Frequenzspektrum des Pulses die beiden elektronischen
Übergänge X1Σ+g →A1Σ+u und A1Σ+u →41Σ+g enthalten sind, nicht aber der Übergang
A1Σ+u →51Σ+g . Diese Wahl ist notwendig, da für einen erfolgreichen Start des Algo-
rithmus der initiale Puls den gewünschten Zielzustand bereits geringfügig bevölkern
muss (siehe Abschnitt 1.2.3).
Die aus dem Startpuls resultierende zeitliche Entwicklung der involvierten elektro-
nischen Zustände ist in Abbildung 2.22 (b) dargestellt und zeigt, dass der Zielzu-
stand mit bis zu 4% bevölkert wird. Alle energetisch höher liegenden elektronischen
Zustände werden wie beabsichtigt nicht besetzt. Somit handelt es bei der in Abbil-
dung 2.22 (b) dargestellten Dynamik um eine sequenzielle Besetzung der Zustände
A1Σ+u und 4
1Σ+g .
Die OCTOptimierung, ausgehend von diesem Startpuls, wurde mit einer gege-
benen Wechselwirkungszeit T = 75 fs, einem KrotovParameter α0 = 1 au und
einer Gaußfunktion für s(t) gestartet. Nach 84 Iterationszyklen konvergierte der Al-
gorithmus gegen den in Abbildung 2.23 (b) dargestellten Multipuls. Die Analyse der
zeitlichen Phase φ(t) (siehe Gleichung 1.37), unter Verwendung einer Zentralfrequenz
von ω0 = 11600cm−1 (=̂ 860 nm), resultiert in dem schwarzen Graphen in Abbil-
dung 2.23 (b). φ(t) zeigt einen Phasensprung von − pi/2 zwischen dem ersten und dem
zweiten Subpuls, bei ca. 20 fs.
Bei Betrachtung der Populationsdynamik der beteiligten Zustände in Abbil-
dung 2.23 (a) fällt zunächst auf, dass die Eﬃzienz der selektiven Anregung von 66%
auf ca. 98,3% gesteigert werden konnte. Des Weiteren zeigt Abbildung 2.23 (a) den
Aufbau der Superposition zwischen dem X1Σ+g  und dem A
1Σ+u Zustand während
der ersten 20 fs. Exakt nach dem − pi/2Phasensprung wird die Population aus der
Superposition in den 41Σ+g Zustand transferiert.
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Abbildung 2.22.: Zeitlicher Verlauf der Populationsdynamik unter Verwendung des
initialen Laserpulses zum Start des OCTAlgorithmus. (a) Initiales elektrisches
Feld 0(t). (b) Populationsdynamik der involvierten elektronischen Zustände.
Die Populationsdynamik sowie die Pulsstruktur und die zeitliche Entwicklung der
Phase φ(t) aus den Abbildungen 2.23 (a) und (b) sind denen aus den Abbildun-
gen 2.19 (a) und (b) sehr ähnlich. Daraus kann gefolgert werden, dass der OCT
Algorithmus mit den zugrunde liegenden Start und Randbedingungen den SPODS
Mechanismus als optimalen und robusten Pfad gefunden hat. Die gesteigerte Eﬀekti-
vität des OCT optimierten Pulses kann durch die zusätzlichen Kontrollknöpfe, derer
sich der Algorithmus bedient, erklärt werden. So zeigt zum Beispiel das XFROG
Spektrum der PulsSequenz einen deutlichen UpChirp, der nicht in der Doppelpuls-
sequenz (siehe Abschnitt 2.2.1) enthalten ist.
Optimierung des 51Σ+g -Zielzustandes
Für die Optimierung des 51Σ+g Zielzustandes wurde zunächst ebenfalls ein einfacher
Gaußpuls verwendet. Damit jedoch bereits der Startpuls den Zielzustand zu geringen
Anteilen besetzen kann, wurde zum einen die Halbwertsbreite des Pulses auf 12 fs
verringert. Damit liegt die Frequenz des A1Σ+u→51Σ+g Übergangs im Spektrum des
Pulses. Zusätzlich wurde das maximale elektrische Feld auf 0,025 GV/cm erhöht, um
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Abbildung 2.23.: Populationsdynamik, Laserpuls und Pulscharakterisierung für
den OCT optimierten SPODSMechanismus. (a) Zeitlicher Verlauf der Popu-
lationen in den involvierten elektronischen Zuständen. (b) PulsSequenz ((t)
rote Linie) für die Population des 41Σ+g Zielzustandes. Die schwarze Linie zeigt
den zeitlichen Verlauf der Phase φ(t). (c) XFROGSpektrum der PulsSequenz.
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den Populationstransfer in den 51Σ+g zu bewerkstelligen. Mit diesen Parametern für
den initialen Laserpuls liegt die ﬁnale Population des 51Σ+g Zielzustandes bei ca. 1,3%.
Abbildung 2.24.: Populationsdynamik, Laserpuls und Pulscharakterisierung für
den OCT optimierten SPODSMechanismus. Die Optimierung wurde mit einem
einfachen Gaußpuls der FWHM=12 fs gestartet. (a) Zeitlicher Verlauf der Po-
pulationen in den involvierten elektronischen Zuständen. (b) PulsSequenz ((t)
rote Linie) für die Population des 51Σ+g Zielzustandes. Die schwarze Linie zeigt
den zeitlichen Verlauf der Phase φ(t). (c) XFROGSpektrum der PulsSequenz.
Die OCTOptimierung, ausgehend von dem Startpuls,wurde mit einer gegebenen
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Wechselwirkungszeit T = 75 fs und einer Gaußfunktion für s(t) gestartet. DerKrotov
Parameter wurde nach jeweils 100 Iterationszyklen in drei Schritten von α0 = 0, 1 au
auf α0 = 10 au erhöht. Der Algorithmus konvergierte schließlich bei einer Eﬃzienz von
99,2%. Die entsprechende Populationsdynamik ist zusammen mit dem optimierten
Laserfeld, der zeitlichen Phase φ(t) und dem XFROGSpektrum in den Abbildun-
gen 2.24 (a) bis (c) zu sehen. Aus der zeitlichen Entwicklung der Bevölkerung der
beteiligten Zustände (siehe Abbildungen 2.24 (a)) geht hervor, dass auch hier in den
ersten 20 fs eine Superposition aus den X1Σ+g  und dem A
1Σ+u Zustand gebildet wird.
Anschließend wird die Population zunächst in den 41Σ+g Zustand und dann wieder in
die Superposition transferiert. Erst nach ca. 35 fs beginnt der optimierte Laserpuls
den Zielzustand zu besetzen. Die Abbildungen 2.24 (b) und (c) zeigen, dass sowohl
der Puls und die zeitlich Phase (extrahiert unter Verwendung einer Zentralfrequenz
von ω0 = 11795cm−1 =̂ 847 nm) als auch das XFROGSpektrum (siehe Abbildun-
gen 2.24 (c)) äußerst komplex strukturiert sind.
Anhand der Abbildungen 2.24 (a) bis (c) kann man zusammenfassen, dass der
SPODSMechanismus in der durchgeführten Optimierung nicht gefunden wurde oder
zumindest nicht der dominierende Mechanismus ist. Im Unterschied zur Optimierung
des 41Σ+g Zielzustandes liegen zwei elektronische Potentiale energetisch zwischen den
bekleideten Zuständen und dem 51Σ+g Zustand (siehe Abbildung 2.15).
Um den Einﬂuss dieser Zustände auf die OCTOptimierung zu testen, wurden aus
dem molekularen System die Zustände 41Σ+g und 2
1Πg entfernt. Zum Start der Opti-
mierung wurde der identische Startpuls wie im vorherigen Abschnitt verwendet. Die
Optimierung wurde unter den identischen Bedingungen wie zuvor mit einem Krotov
Parameter von α0 = 1 au gestartet. Nach 96 Iterationszyklen wurde die Konvergenz
mit einer Eﬃzienz von 99,3% erreicht. Die Abbildungen 2.25 (a) bis (c) zeigen die
zeitliche Entwicklung der Populationen der drei verwendeten elektronischen Zustän-
de und der zeitlichen Phase φ(t) (extrahiert unter Verwendung einer Zentralfrequenz
von ω0 = 11735cm−1 =̂ 852 nm) sowie den optimierten Laserpuls und das zuge-
hörige XFROGSpektrum. Aus der Populationsdynamik (Abbildung 2.25 (a)) geht
hervor, dass die Besetzungen im X1Σ+g A
1Σ+u Subsystem zunächst invertiert werden
und sich die Superposition erst nach dem Durchlauf dieser Inversion ausbildet. Nach
ca. 35 fs wird die Population aus der Superposition in den Zielzustand transferiert.
Die Populationsdynamik durchläuft diese Besetzungsinversion, da der Startpuls be-
reits eine hohe Intensität hat um den Zielzustand überhaupt populieren zu können.
Das optimierte elektrische Feld weist eine Doppelpulsstruktur bestehend aus einem
intensitätsschwächeren Vorpuls, der die Superposition erzeugt, und einem darauf fol-
genden Hauptpuls auf. Betrachtet man zusätzlich die Phase φ(t) fällt auf, dass der
Zielzustand erst nach dem − pi/2Phasensprung bei ca. 30 fs stattﬁndet. Das XFROG
Spektrum im Teil (c) der Abbildung weist ebenfalls eine Doppelpulsstruktur, jedoch
keine weiteren signiﬁkanten Charakteristika, auf.
In diesem Mechanismus entspricht der − pi/2Phasenwechsel, im Gegensatz zu den
vorhergehenden Abschnitten, der selektiven Besetzung des energetisch höher liegen-
den bekleideten Zustandes. Dies ist deshalb der Fall, weil die Phase des Dipolmo-
mentes durch die Besetzungsinversion um pi springt. Schematisch ist dies in den Ab-
75
2. Phasenkontrolle in molekularen Systemen
Abbildung 2.25.: Populationsdynamik, Laserpuls und Pulscharakterisierung für
den OCT optimierten SPODSMechanismus. Die Optimierung wurde mit ei-
nem einfachen Gaußpuls der FWHM=12 fs gestartet, wobei der 41Σ+g Zustand
nicht in die Optimierung mit einbezogen wurde. (a) Zeitlicher Verlauf der Po-
pulationen in den involvierten elektronischen Zuständen. (b) PulsSequenz ((t)
rote Linie) für die Population des 51Σ+g Zielzustandes. Die schwarze Linie zeigt
den zeitlichen Verlauf der Phase φ(t). (c) XFROGSpektrum der PulsSequenz.
76
2.2. Phasenkontrolle in molekularen Systemen durch die relative Phase
0
20
40
60
80
100
0 10 20 30 40 50 60
po
pu
la
tio
n
[%
]
time [fs]
0
20
40
60
80
100
po
pu
la
tio
n
[%
]
-5
-2
0
2
5
di
po
le
[ab
r.
u
n
.
]
c
b
a
Abbildung 2.26.: Schematische Darstellung des induzierten Dipolmomentes am
Beispiel eines ZweiZustandsSystems für verschiedene Superpositionen. (a) Grü-
ne Linie: Zeitliche Entwicklung des Dipolmomentes während des direkten Auf-
baus der Superposition (siehe Teil (b) der Abbildung). Rote Linie: Zeitliche Ent-
wicklung des Dipolmomentes während des Aufbaus der Superposition nach einer
Besetzungsinversion (siehe Teil (c) der Abbildung). (b) Populationsdynamik der
beiden involvierten Zustände, die zum direkten Aufbau der Superposition führt.
(c) Populationsdynamik der beiden involvierten Zustände, die zum Aufbau der
Superposition über einen RabiZyklus führt.
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bildungen 2.27 (a) bis (c) für ein ZweiZustandsSystem gezeigt. Die grüne Linie
im Teil (a) der Abbildung gibt den zeitlichen Verlauf des induzierten Dipolmomen-
tes für einen direkten Aufbau der Superposition, wie in Teil (b) dargestellt, wieder.
Hier nimmt die Amplitude stetig zu bis der Zustand maximaler Kohärenz erreicht
wird. Die rote Linie in Abbildung 2.27 (a) zeigt den Verlauf des induzierten Dipol-
momentes für den Aufbau der Superposition nach einer Besetzungsinversion (siehe
Populationsdynamik in Abbildung 2.27 (c)). Für diesen Fall nimmt die Amplitude
bis zum Erreichen des ersten Zustandes maximaler Kohärenz stetig zu, durchläuft ein
Maximum und nimmt dann bis zur Besetzungsinversion ab. Beim erneuten Aufbau
der Superposition schwingt der Dipol jedoch mit einem Phasensprung um pi wieder
an. Nach Erreichen der 50:50 Superposition schwingen die beiden Dipolmomente in
Abbildung 2.27 (a) exakt um pi phasenverschoben. Der − pi/2Phasensprung in Abbil-
dung 2.25 (b) entspricht der selektiven Besetzung des oberen bekleideten Zustandes,
da hier nun das induzierte Dipolmoment und das elektrische Feld des Lichtpulses
exakt um pi in der Phase versetzt oszillieren.
Die Ergebnisse des reduzierten Systems in den Abbildungen 2.25 (a)(c) zeigen,
dass es möglich ist mit dem OCTAlgorithmus den SPODSMechanismus zur geziel-
ten Besetzung des 51Σ+g Zustandes zu optimieren. Dies bedeutet im Umkehrschluss,
dass dieser Mechanismus einfach und robust ist. Allerdings benötigt das molekula-
re System K2 zum Start der Optimierung einen sehr kurzen Puls mit extrem hoher
Intensität. Innerhalb dieser Start und Randbedingungen existieren jedoch, wie die
Ergebnisse in den Abbildungen 2.24 (a)(c) zeigen, konkurrierende Pfade im OCT
Suchraum.
Optimierung des 51Σ+g -Zielzustandes durch Anpassung der Startbedingungen
Wie in den vorhergehenden Abschnitten diskutiert ist es nicht ohne weitere Start
und Randbedingungen möglich, den SPODSMechanismus zur Besetzung des 51Σ+g 
Zielzustandes mit Hilfe der OCT zu optimieren. Um dieses Ziel dennoch zu erreichen,
müssen die Startbedingungen für den OCTAlgorithmus geändert werden, so dass
der Mechanismus zur optimalen Lösung wird. Im Falle des SPODSMechanismus
liegt es nahe einen Startpuls zur Optimierung des 51Σ+g Zielzustandes aus dem für
den 41Σ+g Zielzustand optimierten Puls zu generieren.
Da der SPODSMechanismus sensitiv auf den Phasensprung zwischen den beiden
Subpulsen ist, sollte durch eine Änderung des Phasenversatzes von − pi/2 auf + pi/2 der
obere bekleidete Zustand selektiv besetzt werden. Damit ist dann der 51Σ+g Zustand
energetisch erreichbar. Daher wurde das Vorzeichen der extrahierten zeitlichen Pha-
se aus dem Puls in Abbildung 2.23 (b) invertiert und anschließend das zugehörige
Laserfeld rekonstruiert. Die Rekonstruktion wurde durch Umkehrung der Schritte
zur Extraktion (siehe Gleichung 1.36) durchgeführt, wobei die zuvor invertierte Pha-
se verwendet wurde. Abbildung 2.27 (a) zeigt in grün den ursprünglich optimierten
Puls und dessen Phase φ(t) in schwarz. Die zugehörige invertierte Phase φr(t) sowie
das rekonstruierte elektrische Feld r(t) sind in cyan bzw. magenta dargestellt. Ein
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Abbildung 2.27.: (a) Laserpuls für den OCT optimierten SPODSMechanismus zur
Population des 41Σ+g Zielzustandes ((t), grüne Linie). Die schwarze Linie zeigt
den zeitlichen Verlauf der Phase φ(t). PulsSequenz mit der invertierten zeitli-
chen Phase (r(t), magentafarbene Linie) und zugehöriger Verlauf der zeitlichen
Phase φr(t) (cyanfarbene Linie). (b) Zeitlicher Verlauf der Populationen in den
involvierten elektronischen Zuständen unter Verwendung des Feldes r(t).
Vergleich der Felder (t) und r(t) zeigt deutlich den Phasenversatz von pi vor dem
Phasensprung in den ersten ca. 20 fs.
Abbildung 2.27 (b) zeigt die Populationsdynamik unter Verwendung von r(t). Wie
auch der ursprüngliche Puls bildet dieser in den ersten ca. 25 fs die Superposition
aus dem X1Σ+g  und den A
1Σ+u Zustand. Nach dem Phasensprung wird das Schal-
ten zwischen den bekleideten Zuständen jedoch deutlich sichtbar. Der ursprüngliche
Zielzustand wird durch den Puls mit der invertierten Phase, zugunsten der beiden
energetisch höher liegenden Zustände, deutlich schwächer bevölkert. Ausgehend von
dem oberen bekleideten Zustand liegen die Übergänge in alle drei elektronischen Zu-
stände (also dem 41Σ+g , dem 2
1Πg und dem 51Σ+g ) innerhalb des Spektrums des Pulses.
Die Verringerung der Population des 41Σ+g Zustandes auf 20,8% und die Besetzung
des 51Σ+g Zustandes zu 6,4% durch die Änderung der zeitlichen Phase unterstreicht
noch einmal, dass der OCTAlgorithmus auch tatsächlich den SPODSMechanismus
in der Optimierung des 41Σ+g -Zielzustand gefunden hat.
Die OCTOptimierung des 51Σ+g Zielzustandes wurde unter den identischen Be-
dingungen wie in den vorherigen Optimierungen (T = 75 fs und Gaußförmige s(t))
und mit einem KrotovParameter von α0 = 1 au gestartet. Nach 86 Iterationszyklen
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Abbildung 2.28.: Populationsdynamik, Laserpuls und Pulscharakterisierung für
den OCT optimierten SPODSMechanismus. Die Optimierung wurde mit dem
phaseninvertierten für den 41Σ+g Zielzustand optimierten Puls gestartet. (a) Zeit-
licher Verlauf der Populationen in den involvierten elektronischen Zuständen. (b)
PulsSequenz ((t) rote Linie) für die Population des 51Σ+g Zielzustandes. Die
schwarze Linie zeigt den zeitlichen Verlauf der Phase φ(t). (c) XFROGSpektrum
der PulsSequenz.
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wurde die Konvergenz mit einer hohen Eﬃzienz von 96,7% erreicht. Die resultierende
Populationsdynamik, der optimierte Laserpuls und die Pulscharakterisierung sind in
den Abbildungen 2.29 zusammengefasst. Der zeitliche Verlauf der Populationen der
beteiligten Zustände (Teil (a) der Abbildung) zeigt erneut den Aufbau der Superpo-
sition zwischen den Zuständen X1Σ+g und A
1Σ+u in den ersten 25 fs. Exakt nach dem
Phasensprung von + pi/2 in φ(t) (extrahiert unter Verwendung einer Zentralfrequenz
von ω0 = 11800cm−1 =̂ 844 nm) im Intervall zwischen 15 und 25 fs beginnt der Po-
pulationstransfer in den 51Σ+g Zielzustand. Aus der Populationsdynamik, der Pulss-
truktur und dem Verlauf der Phase φ(t) kann direkt gefolgert werden, dass der OCT
Algorithmus den SPODSMechanismus zur gezielten Besetzung des 51Σ+g Zustandes
nutzt. Ein Vergleich der Ergebnisse aus den Abbildungen 2.20 (a)(c) mit denen aus
den Abbildungen 2.28 (a)(c) zeigt, dass sich der Optimierungsalgorithmus zur Stei-
gerung der Eﬃzienz zusätzlicher Pulsparameter bedient. Das XFROGSpektrum der
PulsSequenz in Abbildung 2.28 (c) zeigt einen DownChirp.
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Abbildung 2.29.: Vergleich der OCT optimierten PulsSequenzen zur Population
des 41Σ+g  (
41Σ+g (t)) und 51Σ+g Zielzustandes (
51Σ+g (t)).
Ein direkter Vergleich der elektrischen Felder resultierend aus den Optimierungen
der Zielzustände 41Σ+g und 5
1Σ+g (
41Σ+g (t) und 5
1Σ+g (t)) (siehe Abbildungen 2.23 (b)
und 2.28 (b)) ist in Abbildung 2.29 dargestellt. Hier zeigen sich die beiden Hauptun-
terschiede zwischen den zwei optimierten Pulsen. Der erste ist der piPhasenversatz
der elektrischen Felder im Zeitintervall zwischen 0 und 25 fs. Außerhalb dieses Zei-
tintervalls oszillieren beide Felder annähernd in Phase. Dieses Verhalten entspricht
exakt den Erwartungen an den SPODSMechanismus. Ferner beweist dieses Verhal-
ten, dass die Kontrolle, die durch den OCTAlgorithmus gefunden wird, auf diesem
Mechanismus basiert. Darüber hinaus unterstreichen die kurzen Pulse und die sich
zeitlich schnell ändernde Phase φ(t) den nichtadiabatischen Charakter dieses Pro-
zesses. Der zweite Unterschied zwischen den Pulsen zeigt sich in der Intensität des
Hautppulses. Während der erste Subpuls beider Felder annähernd die gleiche Feld-
stärke besitzt, ist der Hauptpuls von 5
1Σ+g (t) deutlich intensiver. Der Unterschied
in den Intensitäten erklärt sich dadurch, dass die Energien der beiden Zielzustände
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nicht symmetrisch um den doppelten Energieunterschied zwischen dem X1Σ+g  und
A1Σ+u Zustand aufgeteilt sind. Eine solche energetische Verteilung würde dem idealen
SPODSMechanismus entsprechen, der ausschließlich über das Vorzeichen des Pha-
senversatzes gesteuert werden kann. Für die gezielte Besetzung des 51Σ+g Zustandes
ist eine höhere Intensität notwendig, um die kompetitiven elektronischen Übergänge
aus dem energetischen Spektrum der Pulssequenz zu schieben.
2.2.3. Resümee
In diesem Abschnitt wurde die Kontrolle der gekoppelten Kern- und Elektronendy-
namik durch die relative Phase zweier Pulse in einer PulsSequenz untersucht. Als
Modellsystem für einen solchen Kontrollmechanismus wurde das SPODSSchema im
KaliumDimer verwendet. Dieses Schema wurde in Abschnitt 2.2.1 zunächst durch
Verwendung einer Doppelpulssequenz implementiert. Für die Erzeugung eines Zu-
standes maximaler Kohärenz im X1Σ+g A
1Σ+u Subsystem wurde im ersten Schritt
die Intensität des Vorpulses optimiert. Ausgehend von diesem ersten Puls wurde
dann je eine Kontrolllandschaft für die gezielte Population des 41Σ+g  und des 5
1Σ+g 
Zielzustandes berechnet. Diese Kontrolllandschaften unterscheiden sich lediglich in
dem Phasenversatz von ± pi/2 zwischen den beiden Pulsen. Als Kontrollvariablen
dienten die Verzögerungszeit zwischen den beiden Subpulsen und die Intensität des
zweiten Hauptpulses. Die Berechnungen zeigten, dass innerhalb des betrachteten Pa-
rametersatzes für beide Kontrollziele eine Eﬃzienz von 66% erreicht werden kann.
Die Kontrolllandschaften beinhalten entlang der Intensitätsachse Oszillationen, da
die Resonanzbedingung abhängig von der energetischen Aufspaltung der bekleide-
ten Zustände ist. Die Aufspaltung der bekleideten Zustände wird wiederum durch
die Intensität des zweiten Pulses bestimmt. Durch die sich ändernde Resonanzbedin-
gung entlang der Intensitätsachse wird auch die Population unterschiedlich eﬃzient
in den jeweiligen Zielzustand transferiert. Die zweite Gemeinsamkeit ist, dass beide
Graphen ein ausgeprägtes Maximum entlang der Zeitverzögerungsachse aufweisen.
Der Ursprung für dieses Verhalten wurde mit Hilfe des Ansatzes zur Beschreibung
der gekoppelten Kern und Elektronendynamik untersucht. Dabei zeigte sich, dass
die Amplitude des oszillierenden elektronischen Dipolmomentes nach Durchlaufen ei-
nes Maximums abnimmt und schließlich verschwindet. Des Weiteren wurde gefunden,
dass die Dämpfung der Elektronendynamik aus den unterschiedlichen Dynamiken der
Kernwellenpakete in den Zuständen X1Σ+g und A
1Σ+u resultiert.
Ausgehend von diesen Ergebnissen wurden im Abschnitt 2.2.2 OCTRechnungen
durchgeführt. Mit Hilfe dieser Theorie wurde untersucht, ob sich der SPODS
Mechanismus, der im StarkfeldRegime arbeitet, auch im Suchraum des OCT
Algorithmus beﬁndet. Basierend auf diesen Rechnungen kann zum einen festge-
stellt werden, dass dieser Mechanismus im Suchraum liegt. Zum anderen zeigte sich,
dass der OCTAlgorithmus die Eﬃzienz im Vergleich zu den Ergebnissen aus Ab-
schnitt 2.2.1 erheblich steigern konnte. In der Optimierung der selektiven Populati-
on des energetisch tiefer liegenden 41Σ+g Zielzustandes ﬁndet der Algorithmus den
SPODSMechanismus ohne zusätzliche Start oder Randbedingungen als optimalen
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Pfad. Die Optimierung des energetisch höher liegenden 51Σ+g Zustandes gelingt nicht
ohne zusätzliche Startbedingung, da hier mehrere elektronische Zustände zwischen
dem A1Σ+u  und dem Zielzustand liegen. Darüber hinaus muss eine hohe Intensität
für den Startpuls verwendet werden. Gibt man jedoch einen + pi/2 Phasensprung im
initialen Laserfeld vor, liegt der SPODSMechanismus auch für die selektive Beset-
zung des 51Σ+g Zielzustandes im Suchraum des OCTAlgorithmus.
Eine Eigenschaft des OCTAlgorithmus ist, dass er hohe Kontrolleﬃzienzen und
robuste Mechanismen auch für sehr komplexe Systeme mit einer hohen Anzahl von
Kontrollvariablen liefert [126]. Daher kann, den durchgeführten Berechnungen zufol-
ge, der SPODSMechanismus als robuster und einfacher Weg zur Population von
energetisch hoch liegenden elektronischen Zuständen angesehen werden. Durch diese
Eigenschaften kann dieser Mechanismus für zahlreiche Anwendungen verwendet wer-
den, die von der Reaktionskontrolle in komplexen molekularen Systemen bis hin zur
Diskriminierung von strukturell ähnlichen Molekülen in einer Mischung reichen.
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Die drei Kontrollszenarien in den Modellsystemen D2, CO und K2 (siehe Kapitel 2)
zeigen, dass die Steuerung von molekularen Reaktionen über die Kontrolle der Elek-
tronendynamik möglich ist. Allerdings sind alle drei Modellmoleküle zweiatomig und
besitzen daher nur einen internen Freiheitsgrad. Damit sind die möglichen Reaktio-
nen auf eine Dissoziation des Moleküls (siehe Abschnitt 2.1) oder eine elektronische
Anregung in höher liegende gebundene Zustände (siehe Abschnitt 2.2) begrenzt. Die
Modellstudien zeigen jedoch konkrete Faktoren auf, die die Dynamik der elektroni-
schen Wellenpakete beeinﬂussen. Es existiert ein Zeitfenster in dem die Kontrolle des
elektronischen Wellenpaketes möglich ist und das Ende der Elektronenbewegung muss
mit dem, für die Reaktion entscheidenden, Zeitpunkt der Kernbewegung zusammen-
fallen.
Ein logischer nächster Schritt in Richtung Reaktionskontrolle durch die Steuerung
der Elektronendynamik in komplexen Molekülen ist die Übertragung der erfolgreich
angewendeten Kontrollszenarien auf größere Moleküle. Dabei besitzen dreiatomige
Moleküle nicht nur internukleare Abstände, sondern auch einen Winkel zwischen den
Bindungen als interne Freiheitsgrade. Allerdings liegen die drei Atome immer in ei-
ner Ebene. Vieratomige Moleküle beinhalten als weiteren Freiheitsgrad einen Die-
derwinkel, der die verschiedenen Ebenen im Molekül miteinander verknüpft. Diese
zunehmende Zahl an internen Freiheitsgraden bietet eine größere Vielfalt an Reak-
tionsmöglichkeiten und erhöht zugleich auch die Komplexität des Kontrollmechanis-
mus. Daher ist für ein erfolgreiches Steuern von Reaktionen in größeren Molekülen
die genaue Kenntnis des Zeitfensters für eine eﬀektive Kontrolle unverzichtbar.
Mit der Zahl der internen Freiheitsgrade steigt auch die Zahl der möglichen Er-
eignisse und Zeitpunkte in der Kerndynamik, die das Ende der Elektronendynamik
verursachen können. Für Systeme mit zwei oder mehr Freiheitsgraden gibt es bei-
spielsweise die Möglichkeit, dass sich zwei Potentialﬂächen der gleichen Symmetrie an
sogenannten konischen Durchschneidungen (Conical Intersections kurz CoIns) kreu-
zen [1416]. In der Umgebung dieser ausgezeichneten Punkte wird ein strahlungslo-
ser Übergang zwischen den elektronischen Zuständen durch die nichtadiabatische
Kopplung (NonAdiabaticCoupling kurz NAC) ermöglicht [137]. Der Gruppe um
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Olivucci, Bernardi und Robb gelang es durch die Entwicklung quantenchemischer
Algorithmen und Methoden CoIns in vielen Molekülen zu lokalisieren und zu charak-
terisieren [138141]. Wie bereits in dem Grundlagenbuch zu CoIns [142] diskutiert
stellen diese Entartungspunkte keine Sonderfälle für seltene Moleküle dar, sondern
sind ein wesentliches Konzept im Zusammenhang mit ultraschnellen Photoreaktio-
nen. An diesen Kreuzungspunkten kommt es von Natur aus zu einer starken Kopplung
zwischen Elektronen und Kernbewegung. Aufgrund des geringen Energieunterschie-
des der beteiligten Zustände darf die Wirkung des Operators Tˆnuc auf elektronische
Wellenfunktion ψi(r;R) (siehe Abschnitt 1.1.1 und 1.2.2) nicht mehr vernachlässigt
werden. Entsprechend sollte der Verlauf einer molekularen Reaktion, in der Umge-
bung einer CoIn, sehr sensibel auf die Kontrolle der Elektronendynamik reagieren.
Damit sind diese ausgezeichneten Punkte ideale Endpunkte für die induzierte Elek-
tronendynamik.
Im nächsten Abschnitt wird anhand der in Kapitel 2 diskutierten Beispiele das op-
timale Zeitfenster für eine eﬀektive Reaktionskontrolle durch die Elektronendynamik
herausgearbeitet. Diese Erkenntnisse werden dann in Abschnitt 3.2 verwendet, um ein
Kontrollschema für Photoreaktionen, die durch CoIns verlaufen, vorzustellen. In die-
sem Schema basiert der Kontrollmechanismus auf der Steuerung von elektronischen
Wellenpaketen.
3.1. Identiﬁzierung des optimalen Zeitfensters für
die Kontrolle der gekoppelten Kern- und
Elektronendynamik
Zur Identiﬁkation des optimalen Zeitfensters für die Kontrolle der gekoppelten Kern-
und Elektronendynamik werden in diesem Abschnitt die Ergebnisse der in Kapitel 2
diskutierten Modellsysteme verwendet. Parallel werden die einzelnen Faktoren anhand
der zeitlichen Entwicklung der Elektronendichte ρtot(r1, t;R) (siehe Gleichung 1.41)
diskutiert und näher erläutert. Ausschlaggebend für die Dynamik ist der zweite Sum-
mand in Gleichung 1.41, der Interferenzterm. Dieser besteht im Wesentlichen aus drei
Termen, die im Inneren einer Doppelsumme stehen. Des Weiteren weist der Ausdruck
Verlust der elektronischen Kohärenz in diesem Abschnitt auf eine Situation hin, in
welcher die Dynamik des elektronischen Wellenpaketes gedämpft bzw. gestoppt wird.
Im Falle der selektiven Population von bekleideten Zuständen im KaliumDimer
(siehe Abschnitt 2.2.1) ist ein Verlust der elektronischen Kohärenz direkt nach der
Ausbildung der Superposition zu beobachten (siehe Abbildung 2.21 (a)). Die Ursache
für die Dämpfung nach ca. 40 fs und dem anschießenden Verlust des induzierten Dipol-
momentes ist in Abbildung 3.1 (a) schematisch dargestellt. Nach der Laseranregung
ist das System zunächst in einem Zustand maximaler Kohärenz, das heißt in einer ca.
50:50 Superposition aus dem X1Σ+g  und dem A
1Σ+u Zustand. Zu diesem Zeitpunkt
zeigt die Elektronendynamik in Form des induzierten Dipols maximale Amplitude
(siehe Abbildung 2.21 (a) bei ca. 40 fs). Somit besteht die gesamte Kernwellenfunk-
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Abbildung 3.1.: Schematische Darstellung (a): zweier Wellenpakete auf zwei un-
terschiedlichen Potentialﬂächen. Der Überlappterm der Kernwellenfunktionen
der beiden Zustände verschwindet, sobald sich die Wellenpakete unterschied-
lich entwickeln. (b): der pi und pi∗Orbitale bei unterschiedlichen KernKern
Abständen. Der Überlappterm der elektronischen Wellenfunktionen wird null,
wenn die Orbitale auf den Zentren lokalisiert sind. (c) des Energieunterschieds
der elektronischen Zustände. Entarten diese Zustände, stoppt die Phasenentwick-
lung des Interferenzterms. Damit stoppt auch die Elektronendynamik.
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tion aus zwei Wellenpaketen in den Zuständen X1Σ+g und A
1Σ+u (siehe schwarze Wel-
lenpakete in Abbildung 3.1 (a)) mit einem großen örtlichen Überlapp. Folglich ist
auch der Betrag des Überlappterms der KernWellenpakete auf diesen beiden elek-
tronischen Zuständen
〈
χA1Σ+u (R, t)
∣∣χX1Σ+g (R, t)〉R nahe des Maximalwerts. Die Phase
dieses Terms geht zusammen mit dem Exponentialterm in die Zeitentwicklung der
Dynamik ein. Sobald die Laserwechselwirkung vorüber ist, sind die Wellenpakete auf
den Potentialﬂächen nicht mehr gekoppelt und entwickeln sich getrennt gemäß des
jeweiligen Potentials. Im Falle des K2Moleküls ist das Minimum des A1Σ+u  gegen-
über dem des X1Σ+g Potentials zu größeren KernKernAbständen hin verschoben
(siehe Abbildungen 2.15 und 3.1 (a)). Daher bewegt sich das Wellenpaket im oberen
Zustand in Richtung des äußeren Umkehrpunktes, während das Wellenpaket im elek-
tronischen Grundzustand annähernd konstant an einem Ort verweilt (siehe graues
Wellenpaket in Abbildung 3.1 (a)). Diese Dynamik im X1Σ+g A
1Σ+u Subsystem hat
unmittelbar zur Folge, dass der Betrag des Überlappterms der KernWellenpakete
auf diesen beiden elektronischen Potentialﬂächen abnimmt und schließlich null wird.
Da dies auch für den gesamten Interferenzterm aus Gleichung 1.41 gilt, kommt es
schließlich zum Verlust der elektronischen Kohärenz. Abbildung 2.21 (a) zeigt, dass
der Verlust der elektronischen Kohärenz in diesem Fall reversibel ist. Nach ca. 500 fs
bildet sich das Dipolmoment wieder aus, da das Wellenpaket im A1Σ+u Zustand nach
Erreichen des äußeren Umkehrpunktes wieder zum ursprünglichen internuklearen Ab-
stand zurückkehrt.
Im Falle der dissoziativen Ionisation des Kohlenstoﬀmonoxids (siehe Ab-
schnitt 2.1.2) tritt der Verlust der elektronischen Kohärenz durch die Dämpfung
der Oszillationen von PC+(t) ein (siehe Abbildung 2.13 (c)). Diese Verringerung
der Amplitude hat ihren Ursprung in der Lokalisierung der zunächst delokalisier-
ten MOs auf eines der beiden Atome während der Dissoziation. Dies ist schematisch
in Abbildung 3.1 (b) dargestellt. Nach der Rekollisionsanregung beﬁnden sich die
gekoppelten Wellenpakete auf den involvierten elektronischen Zuständen im CO+ in
der Nähe des Gleichgewichtsabstandes des COMoleküls. Für internukleare Abstän-
de in dieser Größenordnung sind sowohl die bindenden als auch die antibindenden
MOs über das ganze Molekül delokalisiert (siehe Beispiel in Abbildung 3.1 (b) lin-
ke Seite). Durch diese Delokalisierung hat auch der Überlappterm der elektronischen
Wellenfunktionen
∫
ψ∗i,0(r;R(t))ψj,0(r;R(t)) dr2 . . . drN in Gleichung 1.41 reelle Wer-
te. Während der Dissoziation wird der KernKernAbstand immer größer und die
einzelnen MOs beginnen sich auf den jeweiligen Zentren zu lokalisieren (siehe Beispiel
in Abbildung 3.1 (b) rechte Seite). Ursache hierfür ist, dass die Wechselwirkungen
zwischen den Atomen im Verlauf der Reaktion immer geringer und die MOs zu Ato-
morbitalen werden. In dem Maße, in dem sich die MOs lokalisieren wird auch der
Überlapp zwischen den elektronischen Wellenfunktionen und damit der Betrag des
Interferenzterms kleiner. Sind die Orbitale gegen Ende der Dissoziation völlig lokali-
siert, so ist auch die elektronische Kohärenz und damit das elektronische Wellenpaket
verloren. Dies ist der Fall, obwohl die Kernwellenfunktionen auf den beteiligten elek-
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tronischen Flächen während der ganzen Dissoziation durch den Laserpuls gekoppelt
bleiben und dadurch der Überlapp der Kernwellenfunktionen nicht null wird.
Im Rahmen der dissoziativen Ionisation des D2Moleküls sind die Kernwellen-
funktionen auf den beteiligten Flächen ebenfalls während der gesamten Dissoziati-
on durch den Laserpuls gekoppelt. Im Unterschied zur dissoziativen Ionisation des
COMoleküls lokalisieren sich die MOs, aufgrund der Symmetrie des Systems, mit
steigendem KernKernAbstand nicht auf einem Zentrum, sondern bleiben völlig de-
lokalisiert. Damit wird keiner der beiden Überlappterme im Interferenzterm (siehe
Gleichung 1.41) wesentlich kleiner oder gar null. In diesem Fall stoppt die Elektronen-
bewegung, weil die beiden involvierten elektronischen Zustände während der Reaktion
energetisch entarten. Dies ist schematisch in Abbildung 3.1 (c) zu sehen. Durch die
energetische Annäherung der elektronischen Zustände, die schließlich zur Entartung
führt, wird der Term Eij(t) immer kleiner und schließlich null. Dies bedeutet, dass
die Zeitentwicklung des elektronischen Wellenpaketes durch den Phasenraum mit klei-
ner werdender Energiediﬀerenz immer langsamer wird und schließlich zum Stillstand
kommt. Da die Phase jedoch rekursiv berechnet werden muss (siehe Gleichung 1.42),
wird der Exponent in Gleichung 1.41 nicht null, sondern konvergiert gegen einen
konstanten Wert. Dies wiederum bewirkt, dass der Exponentialterm konstant bleibt
und die Dynamik zum erliegen kommt. Dieser Unterschied zeigt sich auch in Abbil-
dung 2.6 (c), da hier nicht die Amplitude der Oszillation gedämpft wird, sondern die
Frequenz der Oszillation stetig abnimmt und die gezeigte Asymmetrie anschießend
einen konstanten Wert annimmt. Aus dem Vergleich der dissoziativen Ionisation des
D2 und des COMoleküls geht zudem hervor, dass Elektronendynamik am besten
beeinﬂusst werden kann, wenn die Frequenz des Laserpulses resonant auf die elektro-
nische Anregung ist.
Damit deﬁnieren drei Kriterien das optimale Zeitfenster für die Kontrolle der ge-
koppelten Kern- und Elektronendynamik, die schematisch in Abbildung 3.1 zusam-
mengefasst sind:
1) Die Kernwellenpakete auf den in der Superposition involvierten elektronischen
Potentialﬂächen müssen einen großen örtlichen Überlapp haben, damit der Term〈
χi(R, t)
∣∣χj(R, t)〉R betragsmäßig groß wird.
2) Die zu den in der Superposition involvierten elektronischen Potentialﬂächen ge-
hörenden Orbitale müssen möglichst delokalisiert sein, um einen großen Über-
lapp der elektronischen Wellenfunktionen
∫
ψ∗i,0(r;R(t))ψj,0(r;R(t)) dr2 . . . drN
zu erreichen.
3) Die Energiediﬀerenz zwischen den in der Superposition involvierten elektroni-
schen Potentialﬂächen sollte möglichst in Resonanz mit dem Laserfeld sein, das
die Überlagerung erzeugt. Eine Entartung der Zustände führt zu einem Stopp
der Elektronendynamik.
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3.2. Phasenkontrolle der gekoppelten Kern- und
Elektronendynamik an konischen
Durchschneidungen
Konische Durchschneidungen sind ein wesentliches Konzept in der Photochemie und
an einer Vielzahl von ultraschnellen Reaktionen beteiligt. Darüber hinaus existiert
an diesen ausgezeichneten Punkten von Natur aus eine starke Kopplung zwischen der
Elektronen und der Kernbewegung [137, 142]. Auch die Zeitskalen der Kern und
der Elektronendynamik sind aufgrund der ähnlichen Energiediﬀerenz zwischen den
elektronischen Zuständen und den Schwingungszuständen gut synchronisiert. Direkt
am Kreuzungspunkt ist der Energieunterschied zwischen den Potentialen null und
die Elektronendynamik wird, analog dem Beispiel der dissoziativen Ionisation des
D2Moleküls (siehe Abschitt 2.1.2), verlangsamt. Diese Eigenschaften machen eine
CoIn zu einem idealen Ereignis in der gekoppelten Kerndynamik, um den Reaktions-
verlauf in größeren molekularen Systemen mit Hilfe eines elektronischen Wellenpakets
zu kontrollieren.
Aus theoretischer Sicht bewirkt die nichtadiabatische Kopplung einer CoIn einen
kohärenten Populationstransfer zwischen den beiden sich kreuzenden Potentialﬂä-
chen, ähnlich einem phasenstabilen Laserfeld. Bewegt sich also ein molekulares Sys-
tem in einem elektronischen Zustand und kommt in den Bereich der NAC, so beﬁndet
sich das System im Bereich der CoIn in einer kohärenten Superposition aus den bei-
den beteiligten Zuständen. Die Phasenbeziehung in dieser Superposition ist dabei
durch das nichtadiabatische Kopplungselement der CoIn vorgegeben. Die Stärke der
Kopplung beeinﬂusst die Populationsverteilung nach der Kopplung. Präpariert man
vor dem Durchgang durch die CoIn ein elektronisches Wellenpaket, durch Bildung
einer Superposition aus den beiden kreuzenden Zuständen, so kommt es, abhängig
von der Phase der Superposition, zu konstruktiven und destruktiven Interferenzen.
Diese Interferenzeﬀekte können die Populationsverteilung nach Passieren des Kopp-
lungsbereichs fundamental beeinﬂussen. Durch die gezielte Kontrolle der Phase in der
Superposition kann die Populationsverteilung und damit die gesamte Reaktion ge-
steuert werden. Diese Phasebeziehung kann wiederum, analog zu Abschitt 2.1, durch
die absolute Phase (CEP) eines ultrakurzen, wenige Zyklen dauernden, Laserpuls ein-
gestellt werden. Der optimale Zeitpunkt für die Präparation der Superposition und
der Einstellung der Phasenbeziehung ist dabei durch die in Abschnitt 3.1 herausge-
arbeiteten Faktoren bestimmt.
3.2.1. Reaktionsschema für die Phasenkontrolle der
gekoppelten Kern- und Elektronendynamik an
konischen Durchschneidungen
Um die oben diskutierten Möglichkeiten der CEPKontrolle an CoIns zur realisieren,
bietet sich folgendes AnregeKontrollSchema an. Zum Start der photochemischen
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Reaktion wird das molekulare System mit einem ersten ultrakurzen AnregePuls
vom elektronischen Grundzustand S0 in einen energetisch höher liegenden elektro-
nischen Zustand (zum Beispiel den S2Zustand) angeregt. Dann entwickelt sich das
System auf diesem Potential in Richtung der Kurvenkreuzung mit einem weiteren Zu-
stand, beispielsweise dem S1Zustand. Kurz bevor die Dynamik die Region der nicht
adiabatischen Kopplung erreicht, wird mit einem ultrakurzen, phasenkontrollierten
KontrollPuls eine Superposition aus den Zuständen S1 und S2 präpariert, die dann
die Kopplungsregion passiert. Die Ausbildung der Superposition mit einem ultrakurz-
en, phasenstabilen KontrollPuls erzeugt ein elektronisches Wellenpaket, dessen Phase
durch die verwendete CEP gesteuert wird. Somit lässt sich das Besetzungsverhältnis
der elektronischen Zustände S2 und S1 durch die Wahl der CEP kontrollieren.
Um dieses Schema auf eine molekulare Reaktion anwenden zu können, müssen zu-
mindest zwei Bedingungen, die sich aus den Ergebnissen des Abschnittes 3.1 ableiten
lassen, erfüllt sein. Erstens muss in dem Molekül in der Umgebung der CoIn ein
entsprechendes Übergangsdipolmoment zwischen den Zuständen S1 und S2 vorhan-
den sein, damit ein elektronisches Wellenpaket präpariert und lokalisiert werden
kann. Zweitens muss die Kopplung örtlich so dicht wie möglich am Kreuzungspunkt
stattﬁnden, da die Gradienten der elektronischen Potentiale in der Umgebung einer
CoIn in der Regel unterschiedliche Vorzeichen haben. Infolgedessen wird ein Kern
Wellenpaket des Überlagerungszustandes auf den Kreuzungspunkt hin beschleunigt,
während das andere abgebremst wird. Eine zu früh präparierte Superposition ver-
liert, vergleichbar mit dem K2 in Abschnitt 2.2.1, seine elektronische Kohärenz, was
schließlich zu einem Verlust der Reaktionskontrolle führt. Wird das elektronische Wel-
lenpaket hingegen so nahe wie möglich an der CoIn erzeugt, so kann der Verlust des
Überlapps der Wellenfunktionen auf den Zuständen S1 und S2 minimiert werden und
die elektronische Kohärenz bleibt erhalten. Damit wird erreicht, dass das Zeitfenster
für eine eﬀektive Kontrolle der Elektronendynamik optimal mit dem für die Kerndy-
namik entscheidenden Zeitpunkt, das erreichen der Kopplungsregion, überlappt. Dies
Maximiert die Eﬃzienz des Reaktionsschemas.
3.2.2. Aufbau des Modellsystems für die Phasenkontrolle der
gekoppelten Kern- und Elektronendynamik an
konischen Durchschneidungen
Zur Realisierung des im vorherigen Abschnitt vorgestellten Reaktionsschemas für die
CEPKontrolle der gekoppelten Kern- und Elektronendynamik an CoIns wurde ein
zweidimensionales Modellsystem konstruiert, das die oben erwähnten Bedingungen
erfüllt. In Übereinstimmung mit Referenz [143] wurden die drei beteiligten elektro-
nischen Potentialﬂächen (H00,H11 und H22) zunächst in der diabatischen Basis als
Funktion der beiden internen Koordinaten R1 und R2 aufgestellt. Die Kopplung
der beiden energetisch höher liegenden Zustände H11 und H22 wird in diesem Bild
durch das diabatische Kopplungselement H12 bewerkstelligt. Die R1Koordinate ent-
spricht primär der Reaktionskoordinate und treibt das molekulare System in Rich-
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tung der Kopplungsregion. Entlang dieser Richtung wurden für die Potentialﬂächen
des Modellsystems drei verschiedene MorsePotentiale verwendet. Die zugehörigen
Parameter wurden dabei so gewählt, dass sich die Flächen H11 und H22 schneiden.
Die R2Koordinate wird durch drei harmonische Potentiale beschrieben. Durch die
unterschiedlichen Kraftkonstanten der Potentiale wird die Entartung entlang dieser
Koordinate aufgehoben. Die Parameter für das Modellsystem sowie die verwendeten
Massen mR1 und mR2 sind in Anhang A angegeben.
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Abbildung 3.2.: Eindimensionaler Schnitt durch die zweidimensionalen, adiabati-
schen elektronischen Potentialﬂächen S0, S1 und S2 bei R2 = 0. Einsatz: Zwei-
dimensionaler Ausschnitt der Potentialﬂächen S1 und S2 in der Umgebung der
CoIn.
Um den in Abschnitt 1.2.2 vorgestellten adiabatischen Ansatz zur Berechnung der
gekoppelten Dynamik verwenden zu können, müssen die diabatischen Potentiale in
das adiabatische Bild transformiert werden. Dazu muss die HamiltonMatrix inklu-
sive des diabatischen Kopplungselementes H12 diagonalisiert werden [144]. Die Dia-
gonalisierung der Matrix liefert zum einen die zugehörigen Eigenwerte, aus denen die
adiabatischen elektronischen Potentialﬂächen S0, S1 und S2 resultieren. Zum ande-
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ren erhält man den entsprechenden Mischungswinkel der diabatischen Zustände γ.
Die berechneten adiabatischen Zustände weisen eine CoIn zwischen den Zuständen
S1 und S2 bei den Koordinaten R1 ' 3, 81 Å sowie R2 = 0 auf. Ein eindimensiona-
ler Schnitt entlang R1 durch die verwendeten zweidimensionalen Potentialﬂächen bei
R2 = 0 ist in Abbildung 3.2 dargestellt. Der Einsatz in Abbildung 3.2 zeigt einen
zweidimensionalen Ausschnitt der Potentialﬂächen S1 und S2 in der Umgebung der
CoIn.
Abbildung 3.3.: NACElemente f (R1)12 (a) und f
(R2)
12 (b), die bereits die reduzierten
Massen beinhalten.
Die für die Dynamik benötigten nichtdiabatischen Kopplungselemente f (R1)12 und
f
(R2)
12 wurden analog zu Referenz [144] durch die Ableitung des Mischungswinkeles γ
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nach den Kernkoordinaten R1 und R2 berechnet:
f
(Rk)
12 =
〈
ψ1
∣∣ ∂
∂Rl
ψ2
〉
=
∂γ
∂Rk
. (3.1)
Die resultierenden NACs (die bereits die reduzierten Massen beinhalten) in der Umge-
bung der CoIn sind in Abbildung 3.3 illustriert. Beide zeigen die typische lokalisierte
bzw. divergente Form. Auch die maximalen Werte sind vergleichbar mit denen aus
Referenz [35].
3.2.3. Phasenkontrolle der gekoppelten Kern- und
Elektronendynamik an konischen Durchschneidungen im
Modellsystem
Unter Verwendung der NACs aus Abbildung 3.3 ist es nun möglich, die Dynamik
des Modellsystems inklusive des strahlungslosen Populationstransfers zwischen den
Zuständen S1 und S2 zu berechnen. Alle quantendynamischen Rechnungen wurden auf
einem zweidimensionalen Gitter mit 600×256 Punkten in dem Intervall von R1 = 1, 5
 10 Å and R2 = −1, 0 1,0 Å und unter Verwendung des ChebyshevVerfahrens
mit einem Zeitschritt ∆t von 0,012 fs durchgeführt. Als Startwellenfunktion für alle
Berechnungen wurde der Schwingungsgrundzustand im S0Zustand verwendet.
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Abbildung 3.4.: Populationsdynamik des Modellsystems unter Verwendung des
AnregePulses (durchgezogene rote, graue und schwarze Linie). Populationsdy-
namik des Modellsystems unter Verwendung des Anrege und KontrollPulses
(rote, blaue und violette Linie)
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Als Referenz wurde zunächst die Dynamik des Modellsystems unter dem Einﬂuss
des AnregePulses untersucht. Hierfür wurde ein Gaußpuls mit einer Halbwertsbreite
FWHM < 10 fs (hier: 3 fs) und mit einer moderaten Intensität von 100 GV/cm ver-
wendet. Die Zentralfrequenz des Pulses wurde resonant auf den S0 → S2Übergang
gewählt (hier: 190 nm). In diesem Reaktionsschema wird ein ultrakurzer resonanter
Puls benötigt, um ein kompaktes und lokalisiertes Wellenpaket im angeregten Zustand
zu erzeugen. Dieses kann später eﬃzient mit dem S1Zustand gekoppelt werden. Die
resultierende Populationsdynamik ist in Abbildung 3.4 gezeigt. Während der ersten
10 fs transferiert der AnregePuls 26% der Population aus dem S0 (rote Linie in
Abbildung 3.4) in den S2Zustand (schwarze Linie in Abbildung 3.4). Anschließend
entwickelt sich das System in Richtung der CoIn, welche nach ca. 35 fs erreicht wird.
Zu diesem Zeitpunkt beginnt der strahlungslose Populationstransfer zwischen dem
S2 und den S1Zustand (graue Linie in Abbildung 3.4) über die nichtadiabatische
Kopplung. Nach ca. 50 fs verlässt das Wellenpaket die Kopplungsregion und beide
Zustände sind zu gleichen Teilen besetzt.
Um das Reaktionsschema zu vervollständigen wurde anschließend die Dynamik un-
ter dem Einﬂuss der gesamten Pulssequenz untersucht. Als KontrollPuls wurde ein
phasenstabiler (CEP= 0, 1pi) IRPuls mit einer Wellenlänge von 3,0 µm, einer Halb-
wertsbreite FWHM von 12 fs und einer Intensität von 100 GV/cm verwendet. Dieser
wird mit einer Zeitverzögerung von 40 fs gegenüber dem AnregePuls eingestrahlt.
Die zugehörige Populationsdynamik ist ebenfalls in Abbildung 3.4 dargestellt und
weist erhebliche Unterschiede im Vergleich zu der zuvor diskutierten Kerndynamik
auf. Wie erwartet transferiert der zweite Puls nach ca. 20 fs einen Teil der Population
aus dem S2 (violette Linie in Abbildung 3.4) in den S1Zustand (blaue Linie in Abbil-
dung 3.4) und präpariert damit das elektronische Wellenpaket. Zu dem Zeitpunkt, an
dem das Wellenpaket die CoIn erreicht (nach ca. 35 fs), sind beide Zustände durch den
KontrollPuls nahezu gleich besetzt. Durch die folgende nichtadiabatische Kopplung
(zwischen 35 und 50 fs) wird der Aufbau der Superposition umgekehrt. Dies führt zu
einer Population des initial besetzten S2Zustandes von 19%. Der S1Zustand wird
durch das vollständige Reaktionsschema nur zu 7% bevölkert.
Wird nun das elektronische Wellenpaket durch Variation der CEP des IRPulses
mit unterschiedlichen Phasen präpariert, so können die ﬁnalen Populationen der Zu-
stände S1 und S2 kontrolliert werden. Abbildung 3.5 stellt den Verlauf der Populatio-
nen des S1 (blaue Linie) und S2Zustandes (violette Linie) als Funktion der CEP des
IRKontrollPulses dar. Die aufgetragenen Werte sind auf die im Anregungsprozess
transferierte Population von 26% normiert. Wie die Abbildung 3.5 zeigt, konnte das
ﬁnale Populationenverhältniss S1:S2 mit den verwendeten Pulsparametern innerhalb
der Grenzen von 24:76 und 74:26% sehr präzise durch die Änderung der CEP des
IRPulses kontrolliert werden. Der in Abbildung 3.5 zu erkennende Verlust der Kon-
trolleﬃzienz im Vergleich zu den maximal erreichbaren Grenzen von 0:100 und 100:0%
kann durch die nicht perfekt präparierte Superposition im Kontrollschritt erklärt wer-
den.
Die gesamte Zeitentwicklung der Populationen in den Zuständen S1 und S2 für
verschiedene CEPWerte ist in den Abbildungen 3.6 (a)(c) zu sehen. Die hier aufge-
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Abbildung 3.5.: Finale Population des S1 (blaue Linie) und S2Zustandes (violette
Linie) als Funktion der CEP des IRKontrollPulses. Die angegebenenWerte sind
auf die im Anregungsprozess transferierte Population von 26% normiert.
tragenen Werte sind ebenfalls auf die im Anregungsprozess transferierte Population
von 26% normiert. Für die Abbildungen wurden die CEPWerte von 0,1, 0,6 und
1, 1 pi verwendet, die zu den markanten Populationenverhältnissen von 24:76, 50:50
und 74:26% aus Abbildung 3.5 gehören. In allen drei Abbildungen ist im Einsatz der
verwendete KontrollPuls als schwarze Linie und der Referenzpuls mit einer CEP von
0 pi als graue Linie dargestellt. Während der ersten 35 fs verläuft die Populationsdyna-
mik in den drei Abbildungen im Wesentlichen identisch. Der AnregePuls transferiert
in den ersten 10 fs Population aus dem S0 (rote Linie) in den S2Zustand (violette
Linie). Anschließend präpariert der IRKontrollPuls im Zeitraum zwischen 20 und
35 fs die Superposition zwischen dem S2 und S1Zustand (blaue Line). Die fundamen-
talen Unterschiede werden erst nach ca. 35 fs sichtbar, sobald die NAC die Dynamik
dominiert. Für eine CEP von 0, 1pi (Abbildung 3.6 (a)) wird die zuvor durch das
IRFeld präparierte Superposition umgekehrt. Dies führt zu einem ﬁnalen Populati-
onsverhältnis der sich kreuzenden Zustände von 24:76%. In Abbildung 3.6 (b) wird
durch eine CEP von 0, 6 pi ein Populationsverhältnis von 50:50% erreicht. Hier zeigt
sich in der Populationsdynamik, dass nach 35 fs der S1Zustand zunächst weiter aus
dem S2Zustand bevölkert wird. Dieser Transfer dreht sich jedoch nach ca. 40 fs um,
was letztendlich zur Gleichverteilung der Bevölkerung führt. Der CEPWert von 1, 1 pi
(Abbildung 3.6 (c)) liefert eine ﬁnale Populationsverteilung von 74:26%. Damit ist
die Verteilung aus Abbildung 3.6 (a) invertiert. Dies wird durch den Phasensprung
im Laserfeld um pi reﬂektiert wird. Die Populationsdynamik selbst zeigt, dass der
KontrollPuls die Superposition durch einen Transfer der Bevölkerung aus dem S2
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Abbildung 3.6.: Zeitlicher Verlauf der Populationen im S1 (blaue Linie) und S2
Zustand (violette Linie) für die CEPWerte 0,1 (a), 0,6 (b) und 1,1pi (c) ent-
sprechend den ausgezeichneten Populationsverhältnissen von 24:76, 50:50 und
76:25% in Abbildung 3.5. Die angegebenen Werte sind auf die im Anregungs-
prozess transferierte Population von 26% normiert. Die verwendeten Pulse sind
in den jeweiligen Einsätzen in schwarz dargestellt. Der Referenzpuls mit einer
CEP von 0 pi ist zum Vergleich in den Einsätzen in grau abgebildet.
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in den S1Zustand aufbaut. Beim Eintreten des Wellenpaketes in den Bereich der
nichtadiabatischen Kopplung wird der Populationstransfer vorgesetzt, was zu dem
beobachteten Populationsverhältnis führt.
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In diesem Kapitel wurden zunächst drei verschiedene Szenarien molekularer Reaktio-
nen im Hinblick auf ihre Kontrollierbarkeit über die Elektronenbewegung untersucht.
Dabei konnten in Abschnitt 3.1 drei wesentliche Faktoren für die Lebensdauer eines
erzeugten elektronischen Wellenpaketes identiﬁziert werden. Die Kenntnis dieses Zeit-
fensters der elektronischen Kohärenz ist elementar für die Entwicklung neuer bzw. für
die Erweiterung bereits bekannter Kontrollszenarien für größere und damit komple-
xere Moleküle. Darüber hinaus erlaubt die Kenntnis dieser Faktoren zum einen das
Auﬃnden bestimmter molekularer Konﬁgurationen, die sehr sensitiv auf die Kontrolle
der Elektronendynamik ansprechen. Zum anderen lassen sich durch die Kenntnis auch
Konﬁgurationen ﬁnden, welche die Elektronenbewegung stoppen und so die Reaktion
zu einem deﬁnierten, kontrollierten Ende bringen.
Die gewonnenen Einblicke in das Zusammenspiel zwischen Kern und Elektronen-
dynamik wurden genutzt, um eine neue Kontrollstrategie für Photoreaktionen zu
entwerfen, die über CoIns verlaufen. Dabei wurde diese Strategie explizit in Hinblick
auf komplexere Systeme entwickelt. Der ausgezeichnete Punkt, die CoIn, wird in die-
ser Strategie sowohl für die Kontrolle als auch für den Endpunkt der induzierten
Elektronendynamik verwendet. Die Kontrolle ergibt sich aus dem Zusammenspiel der
CEP des IRFeldes, das die Superposition präpariert, mit der nichtadiabatischen
Kopplung. Dabei wird durch die CEP die Phase des elektronischen Wellenpaketes
gesteuert. Durch die Wechselwirkung dieser einstellbaren Phase mit der konstanten
Phase der NAC entstehen konstruktive bzw. destruktive Interferenzen. Diese Interfe-
renzeﬀekte kontrollieren die ﬁnalen Populationen der beteiligten Zustände. Für eine
hohe Eﬃzienz des Kontrollmechanismus muss das Zeitfenster für die optimale Kon-
trolle der Elektronendynamik mit dem reaktionsentscheidenden Zeitpunkt der Kern-
dynamik möglichst gut überlappen.
Dieses Prinzip hinter dem Kontrollmechanismus ist ähnlich dem Prinzip der
HadamardTransformation. In einem ZweiZustandsSystem bildet ein erster
HadamardPuls einen Zustand maximaler Kohärenz. Eine zweite Hadamard
Operation löst die Superposition wieder auf. Abhängig von der Phasenbeziehung
der beiden Pulse kann das System in den Ausgangszustand oder in den zweiten Zu-
stand transformiert werden. In dem hier diskutierten Kontrollmechanismus spielt die
CoIn die Rolle der zweiten HadamardOperation mit einer konstanten Phase. Der
IRKontrollPuls agiert als erste Operation mit einer ﬂexiblen Phase, so dass sich je-
de beliebe Phasenbeziehung zwischen den beiden Operationen einstellen lässt. Diese
Phasenbeziehung steuert die Populationsverteilung im Zusammenspiel beider Opera-
tionen.
Das vorgeschlagene Reaktionsschema wurde im Abschnitt 3.2.3 an einem entworfe-
nen Modellsystem erfolgreich getestet. Bei der Wahl der Pulsparameter wurde explizit
darauf geachtet, dass die Pulse experimentell realisierbar sind und ein komplexes Mo-
lekül nicht zerstören. Die erreichbaren Populationsverhältnisse innerhalb der gewähl-
ten Pulsparameter liegen in den Grenzen zwischen 24:76 und 74:26%. Des Weiteren
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zeigte sich, dass die CEP ein hoch eﬃzienter und sensibler Kontrollparameter in die-
sem Mechanismus ist.
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in starken Laserfeldern
Setzt man Moleküle extrem starken elektrischen Feldern aus, kann diese Wechselwir-
kung zu einer Ionisation des Systems führen. Diese StarkfeldIonisation stellt für vie-
le experimentelle Untersuchungen von Photoreaktionen eine obere Intensitätsgrenze
dar, da eine Ionisation das System auf unerwünschte Weise verändert. Andererseits
bietet dieser Prozess auch einen Zugang zur Untersuchung der ionisierten Spezies
des betrachteten Systems. Zusätzlich kann das bei der Ionisation herausgeschlagene
Elektron für eine Vielzahl von Experimenten eﬀektiv genutzt werden. Wie in den
Abschnitten 2.1.1 und 2.1.2 gezeigt, kann diese Elektron zum Beispiel zur Rekolli-
sionsanregung des Mutterions verwendet werden [10, 87]. Darüber hinaus kann das
zurückkommende Elektron auch zur Verfolgung der Dynamik des Muttermoleküls
verwendet werden [69]. Üblicherweise werden in der StarkfeldIonisation zwei Mecha-
nismen unterschieden; die MultiPhotonIonisation und die TunnelIonisation (siehe
Abschnitt 1.5).
Die Ionisation des Systems über einen der beiden Mechanismen ist der initiale
Schritt (Schritt eins in Abbildung 2.2) in den betrachteten Reaktion (siehe Abschnit-
te 2.1.1 und 2.1.2), auf dem alle folgenden Prozesse aufbauen. Daher ist ein Ver-
ständnis dieser IonisationsMechanismen sowie deren theoretische Beschreibung un-
bedingt erforderlich, um die experimentellen Ergebnisse zu erklären oder vorhersagen
zu können. Die hochentwickelten experimentellen Analysetechniken wie zum Beispiel
VMI oder COLTRIMS sind in der Lage die volle dreidimensionale Impulsverteilung
der ionischen Fragmente sowie der freigewordenen Elektronen aufzunehmen. Daher
ist es insbesondere wichtig, den Ionisationszeitpunkt sowie die Winkelabhängigkeit
der Ionisationswahrscheinlichkeit zu bestimmen. Dabei bestimmt der Zeitpunkt der
Ionisation die Impulse der gemessenen ionischen Fragmente. Die Winkelverteilung der
detektierten Ionen im VMI oder COLTRIMSSpektrum korrelieren hingegen direkt
mit der Winkelabhängigkeit der Ionisationswahrscheinlichkeit.
Beide Aspekte wurden im Rahmen dieser Dissertation behandelt. Dabei wurde zum
einen der in dieser Arbeit entwickelte quantenchemische Ansatz zur Berechnung der
Winkelabängigkeit des TunnelIonisationsprozesses (siehe Abschnitt 1.5.1) benutzt.
Die Ergebnisse werden im folgenden Abschnitt 4.1 diskutiert. Zum anderen wurde der
QuantumMonteCarloWellenpaketAnsatz (siehe Abschnitt 1.5.2) zur Bestimmung
des Ionisationszeitpunktes verwendet. Die erzielten Resultate werden im Abschnitt 4.2
vorgestellt.
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4.1. Winkelabhängigkeit der TunnelIonisation
In diesem Abschnitt werden die Ergebnisse des entwickelten Ansatzes zur Berech-
nung der Winkelabhängigkeit der TunnelIonisation vorgestellt. Die so berechneten
Winkelabhängigkeiten werden mit dem Experiment und mit den theoretischen Vor-
hersagen des etablierten MOADKModells verglichen. Diese Untersuchungen wur-
den in einer Zusammenarbeit mit der Gruppe von Matthias Kling durchgeführt, die
die experimentellen VMISpektren aufgenommen haben. Als Testkandidaten wurden
die sowohl theoretisch als auch experimentell gut untersuchten zweiatomigen Mole-
küle D2, N2, O2 und CO verwendet. Das einzige heteronukleare System, CO, nimmt
in dieser Reihe eine besondere Stellung ein, da hier die Ionisationswahrscheinlich-
keit von der Orientierung des Moleküls zur Laserpolarisationsachse abhängt Wie in
Abschnitt 2.1.2 bereits angedeutet, führt dieser Eﬀekt bei der Verwendung von pha-
senstabilen Laserpulsen zu einer messbaren Asymmetrie in der Winkelverteilung der
ionischen Fragmente.
Für alle vier Testsysteme wurden dieselben Pulsparameter wie in den zugehöri-
gen Experimenten verwendet. In diesen wird das jeweilige Molekül im ersten Schritt
durch einen ultrakurzen, linear polarisierten IRLaserpuls ionisiert. Da die betrachte-
ten Ionisationen ausschließlich durch Lichtpulse im infraroten Spektralbereich erfolg-
ten, kann davon ausgegangen werden, dass die herausgeschlagenen Elektronen durch
TunnelIonisation erzeugt wurden. Somit kann der in Abschnitt 1.5.1 vorgestellte An-
satz angewendet werden. Des Weiteren wurde angenommen, dass eine Rekollision des
Elektrons mit dem Mutterion stattﬁndet. Diese bewirkt eine elektronische Anregung
und anschließend eine Dissoziation des Moleküls. In den Experimenten wurden ex-
trem kurze Pulse mit einer moderaten Intensität verwendet. Die Moleküle selbst lagen
in einem Ensemble vor, das zuvor weder ausgerichtet noch orientiert wurde. Damit
spiegelt die mittels VMI aufgenommene Winkelverteilung der Fragmente direkt die
Winkelverteilung der Ionen nach der Ionisation wieder [145]. Eventuelle Änderungen
der Winkelverteilung durch die Rekollision oder durch eine Ausrichtung der Molekü-
le mittels dynamischer oder PostIonisationsEﬀekte können bei den verwendeten
Laserpulsparametern vernachlässigt werden [145].
Die Berechnungen der elektronischen Wellenfunktionen der einzelnen Systeme mit
und ohne externem Feld erfolgten durch das ProgrammpaketMOLPRO [90] mit den
StandardKonvergenzkriterien. Für alle Moleküle außer N2 (siehe Abschnitt 4.1.3)
wurden ausreichend große Basissätze mit polarisationsFunktionen und diﬀusen Funk-
tionen verwendet. Beide Erweiterungen verbessern die Beschreibung der Elektronen
für große Entfernungen von den Kernen. In den durchgeführten CASSCFRechnungen
wurden alle Valenzelektronen im aktiven Raum berücksichtigt. Die verwendete Me-
thode zur Berechnung der elektronischen Wellenfunktion wird in den jeweiligen Ab-
schnitten angegeben.
Für die MOADKRechnungen wurde das Verfahren aus Referenz [85] verwendet.
Die hierfür notwendigen ExpansionsKoeﬃzienten Cl für die Zerlegung der elektro-
nischen Wellenfunktion in die Kugelﬂächenfunktionen sowie die Ionisationsenergien
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und Gleichgewichtsabstände wurden ebenfalls von Referenz [85] übernommen. Die
Parameter sind in Tabelle 4.1 zusammengefasst.
Tabelle 4.1.: Ionisationsenergien, Gleichgewichtsabstände und Expansions
Koeﬃzienten für die Zerlegung der elektronischen Wellenfunktion in die
Kugelﬂächenfunktionen Cl für die Moleküle D2, N2, O2 und CO.
Ip [eV] R [Å] Cl=0 Cl=2 Cl=4
D2 (σg) 15,47 0,742 2,51 0,06 0,00
N2 (σg) 15,58 1,098 2,02 0,78 0,04
O2 (pig) 12,03 1,208 0,00 0,62 0,03
Cl=0 Cl=1 Cl=2 Cl=3
CO (σ) 14,01 1,128 1,43 0,76 0,28 0,02
In beiden Modellen wurde ein statisches externes Feld für die Ionisation voraus-
gesetzt, welches dem maximalen elektrischen Feld des experimentellen ultrakurzen
Laserpulses (FWHM= 4 bzw. 5 fs) entspricht. Diese Annahme ist gerechtfertigt, da
die konkurrierenden Halbzyklen solcher Pulse weitaus weniger Intensität besitzen und
somit eine wesentlich kleinere Ionisationswahrscheinlichkeit aufweisen.
4.1.1. Experimentelle Ergebnisse
Der experimentelle Aufbau zur Messung der winkelabhängigen Ionisation der Testmo-
leküle ist schematisch in Abbildung 2.3 dargestellt und weitgehend identisch mit dem
in Abschnitt 2.1 verwendeten (für eine detaillierte Beschreibung siehe Referenz [111]).
Für die Ionisation der Moleküle D2 und CO wurde ein Laserpuls der Halbwertsbreite
FWHM= 5 bzw. 4 fs mit einer Zentralfrequenz von 760 bzw. 740 nm und einer Inten-
sität von 1,2 bzw. 0, 8 × 1014 W/cm2 verwendet. Für die Moleküle N2 und O2 wurde
ein geringfügig abweichender Aufbau eingesetzt, der Laserpulse mit einer Halbwerts-
breite FWHM= 5 fs, einer Zentralfrequenz von 730 nm und einer Intensität von
1, 6× 1014 W/cm2 produziert. Die Ionisation und die darauf folgende Dynamik ﬁndet
im Kreuzungspunkt des jeweiligen Molekularstrahls mit dem fokussierten, linear pola-
risierten Lichtpuls im Zentrum des VMISpektrometers statt. Die durch den Lichtim-
puls erzeugten ionischen Fragmente werden im elektrischen Feld des Spektrometers
beschleunigt und mittels einer Ionenoptik auf den Detektor fokussiert. Die auf dem
Schirm entstehenden Bilder werden dann mit einer CCDKamera digitalisiert. Die so
erhaltenen zweidimensionalen Spektren beinhalten die volle dreidimensionale Impuls-
verteilung der ionischen Fragmente entlang der Laborkoordinaten x, y und z. Durch
einen iterativen Inversionsalgorithmus [112] können aus diesen Spektren einzelne zwei-
dimensionale Schnitte durch den dreidimensionalen Raum rekonstruiert werden. Zur
Analyse der Reaktionen wurden Schnitte senkrecht zur Laserpropagationsrichtung
(zAchse) mit pz = 0 herangezogen. Somit wurden aus dem Gesamtensemble der Mo-
leküle im Laserfokus nur diejenigen selektiert, deren KernKernVerbindungsachsen
sich exakt in der Polarisationsebene des elektrischen Feldes (xyEbene) befunden
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haben. Die Laserpolarisationsrichtung wurde hier als yAchse deﬁniert. Die entspre-
chenden VMISpektren der ausgewählten Moleküle sind in Abbildung 4.1 dargestellt.
Abbildung 4.1.: VMISpektren (Polarisationsrichtung des elektrischen Feldes ist
horizontal) der ionischen Fragmente D+ aus D2 [10] (a), N+ aus N2 (b), O+ aus
O2 (c) und C+ aus CO [87] (d).
Die zweidimensionale D+Impulsverteilung der dissoziativen Ionisation des D2
Moleküls ist in Abbildung 4.1 (a) zu sehen und zeigt zwei Hauptbeiträge [10]. Der erste
liegt im Bereich zwischen 0,0 bis 0, 6× 12−22 Ns und stammt aus dem BSKanal der
Reaktion (siehe Abschnitt 2.1.1 und Referenz [10]). Die Winkelverteilung in diesem
Impulsbereich zeigt deutlich ein Maximum entlang der Laserpolarisationsachse (y
Achse) und ein Minimum senkrecht zu dieser Achse. Der zweite Hauptbeitrag liegt
im Impulsintervall von 0,61, 0× 10−22 Ns und stammt aus der Rekollisionsanregung
(siehe Abschnitt 2.1.1 und Referenz [10]). Auch dieser Beitrag zeigt ein Maximum
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entlang der Polarisationsachse und ein im Vergleich zum ersten Beitrag weniger stark
ausgeprägtes Minimum senkrecht zur Polarisationsachse.
Die zweidimensionale N+Impulsverteilung der dissoziativen Ionisation des N2
Moleküls in Abbildung 4.1 (b) zeigt ebenfalls zwei Beiträge. Der erste Beitrag reicht
von 0,0 bis 1, 2 × 10−22 Ns und beinhaltet ein Hintergrundsignal, das von dem dop-
pelt geladenen Muttermolekül N2+2 stammt. Dieses Ion besitzt das gleiche Massezu
LadungVerhältnis und damit auch die gleiche Flugzeit im Spektrometer wie das N+.
Daher lässt sich die Detektion beider Ionen, unter den vorliegenden experimentellen
Gegebenheiten, nicht voneinander trennen. Der zweite Beitrag liegt im Impulsbereich
von 1,2 bis 2, 2× 10−22 Ns und zeigt in Übereinstimmung mit der Literatur [146, 147]
ein Maximum der Ionisationsrate entlang der Polarisationsachse des Laserfeldes und
ein Minimum senkrecht dazu.
Abbildung 4.1 (c) zeigt die zweidimensionale O+Impulsverteilung der dissoziati-
ven Ionisation des O2Moleküls. Der Bereich im VMISpektrum mit Impulsen kleiner
1, 2×10−22 Ns beinhaltet, wie der entsprechende Bereich im N+Spektrum (siehe Ab-
bildung 4.1 (b)), ein Hintergrundsignal, das von dem doppelt ionisierten Muttermo-
lekül O2+2 stammt. Der Beitrag im Impulsintervall zwischen 1,22, 2× 10−22 Ns weist
Maxima entlang 45 ◦,135 ◦,225 ◦, 315 ◦ und Minima entlang 0 ◦,90 ◦,180 ◦ und 270 ◦ auf.
Diese gemessene Winkelverteilung der emittierten Ionen ist in guter Übereinstimmung
zu der aus Referenz [146].
Die zweidimensionale C+Impulsverteilung der dissoziativen Ionisation des CO Mo-
leküls ist in Abbildung 4.1 (d) dargestellt und weist insgesamt drei Beiträge in den
Impulsbereichen 0,30, 9×10−22 Ns, 1,11, 3×10−22 Ns und 1,41, 6×10−22 Ns auf. Der
erste Beitrag besitzt das breiteste Impulsintervall und beinhaltet am meisten Signal.
Darüber hinaus zeigen alle drei Beitrage eine ähnliche Winkelverteilung, mit Maxima
entlang 45 ◦,135 ◦,225 ◦, 315 ◦ und Minima entlang 0 ◦,90 ◦,180 ◦ und 270 ◦. Allerdings
besitzen hier die Maxima und Minima eine unterschiedliche Modulationstiefe. Diese
experimentell gemessene Winkelverteilung der C+Fragmente unterscheidet deutlich
von den Ergebnissen von Alnaser et al. [148]. Dies deutet darauf hin, dass an der Io-
nisation nicht nur das HOMO (3σ) beteiligt ist, sondern auch des HOMO−1 (1pix/y).
Dies wird später im Abschnitt 4.1.5 diskutiert.
4.1.2. Winkelabhängige
TunnelIonisationswahrscheinlichkeiten für das
D2-Molekül
Die quantenchemischen Berechnungen für das D2Molekül wurden auf dem theoreti-
schen Niveau CASSCF(2,8)/6-311++G(p,d) und für ein elektrisches Feld der Inten-
sität 0,058 au (das entspricht der experimentellen Intensität von 1, 2 × 1014 W/cm2)
durchgeführt. Zum Rastern der Winkelabängigkeit wurden die quantenchemischen
Rechnungen für 37 Orientierungen des Moleküls relativ zum externen elektrischen
Feld im Bereich zwischen 0 ◦ und 360 ◦ durchgeführt. Die Schrittweite betrug hierbei
10 ◦. Die mit diesen Berechnungen bestimmte winkelabhängige Ionisationswahrschein-
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lichkeit ist in Abbildung 4.2 als rote Linie dargestellt. Die roten Kreuze entlang dieser
Linie markieren die berechneten Ionisationswahrscheinlichkeiten. Um die erhaltenen
Werte besser vergleichen zu können, wurden sämtliche Daten (experimentelle wie
theoretische) auf einen Maximalwert von 1,0 normiert. Die Berechnungen ergeben
ein deutliches Maximum der Ionisationswahrscheinlichkeit entlang der Laserpolarisa-
tionsachse und ein schwaches Minimum senkrecht dazu. Eine quantitative Analyse
der Daten zeigt, dass die Ionisationswahrscheinlichkeit entlang der Polarisationsachse
(0 ◦) 2,1 mal höher ist als die senkrecht zu ihr (90 ◦).
Die experimentelle winkelabhängige Ionisationsrate (blaue Linie in Abbildung 4.2)
wurde aus dem VMISpektrum (siehe Abbildung 4.1 (a)) durch eine Integration über
den Impulsbereich 0,61, 0× 10−22 Ns (Bereich der Rekollisionsanregung) extrahiert.
Auch die experimentellen Daten zeigen ein Maximum der Ionisationsrate entlang der
Laserpolarisationsachse und ein schwaches Minimum senkrecht dazu. Das parallel
zusenkrechtVerhältnis für die winkelabhängige Ionisationsrate aus dem Experiment
liegt bei 3,0.
Abbildung 4.2.: Rote Linie: Berechnete Winkelabhängigkeit der Tunnel
Ionisationswahrscheinlichkeit für das HOMO des D2Moleküls (die markierten
Punkte kennzeichnen die berechneten Punkte). Grüne Linie: Winkelabhängig-
keit der TunnelIonisationswahrscheinlichkeit für das HOMO des D2Moleküls,
berechnet mit dem MOADK Modell. Blaue Linie: Experimentell gemessene
winkelabhängige TunnelIonisationswahrscheinlichkeit.
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Die Ergebnisse der winkelabhängigen MOADKRechnungen für die experimentelle
Feldstärke von 0,058 au sind in Abbildung 4.2 als grüne Linie dargestellt. Die MO
ADKDaten zeigen eine ähnliche Ionisationsrate für alle betrachteten Winkel. Das
berechnete parallelzusenkrechtVerhältnis für die winkelabhängige Ionisationsrate
liegt hier bei 1,2.
Abbildung 4.2 zeigt deutlich, dass die Ionisationswahrscheinlichkeiten, die mit dem
in dieser Arbeit entwickelten Ansatz berechnet worden sind, in guter Übereinstim-
mung mit den experimentellen Daten stehen. Dies gilt nicht nur für das parallel
zusenkrechtVerhältnis sondern auch für den generellen Verlauf der beiden Kurven.
Die MOADKTheorie prognostiziert in diesem Fall sowohl das falsche parallelzu
senkrechtVerhältnis, als auch den falschen Verlauf der gesamten Kurve. Vermutlich
beruhen die aufgezeigten Fehler darauf, dass die MOADKMethode die Einzentren
Näherung für die elektronische Wellenfunktion verwendet. Zur Beschreibung des σg
Orbitals des D2Moleküls wird eine Linearkombination aus den Kugelﬂächenfunk-
tionen mit l = 0 und l = 1 verwendet. Der symmetrische Anteil (l = 0) ist dabei
sehr groß, während der Anteil mit l = 1, der die Symmetrie bricht, sehr klein ist
(0,06 siehe Tabelle 4.1). Somit wird die Form des σgOrbitals nicht exakt wiederge-
geben, was schließlich zu den erwähnten Abweichungen führt. Darüber hinaus wird
das Potential, das durch die Kerne und eines der Elektronen zu Stande kommt, mit-
tels des eﬀektiven Potentials −Zeﬀ
r
beschrieben. Dieser Eﬀekt kann ebenfalls zu den
aufgezeigten Abweichungen beitragen, da das Elektron in der Realität durch das Feld
beider Kerne beeinﬂusst wird. In dem hier entwickelten Ansatz wird sowohl auf die
EinzentrenNäherung als auch auf die Verwendung von eﬀektiven Potentialen ver-
zichtet, da explizite quantenchemische Berechnungen für die Moleküle durchgeführt
werden.
4.1.3. Winkelabhängige
TunnelIonisationswahrscheinlichkeiten für das
N2-Molekül
Berechnet man die elektronische Struktur des N2Moleküls mit der HF oder der
MCSCFMethode unter Verwendung eines größeren Basissatzes als STO-3G, erhält
mal als Resultat eine vertauschte Reihenfolge der beiden energetisch höchst liegenden
Valenzorbitale 3σg und 1piu. Dies ist ein altbekanntes Problem in der Quantenche-
mie [19]. Im isoelektronischen COMolekül, das im nächsten Abschnitt behandelt
wird, haben die energetisch am höchsten liegenden Orbitale 2σ∗ und 3σ die gleiche
Symmetrie und können somit miteinander interagieren. Im N2Molekül gehören die
korrespondierenden Orbitale (2σu und 3σg) zu unterschiedlichen irreduziblen Dar-
stellungen und können sich somit nicht abstoßen. Dies hat zur Folge, dass durch
die fehlende Wechselwirkung das 3σg energetisch nicht über das 1piuOrbital ge-
drückt wird. Im N2Molekül ist das 3σg das HOMO. Die entsprechende energeti-
sche Abfolge der Orbitale führt auch zum experimentell gefundenen elektronischen
A2Σ+g Grundzustand des N
+
2 Ions. Eine Vertauschung dieser Reihenfolge führt so-
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mit nicht nur zu einem falschen ionischen Grundzustand (2Πg) sondern auch zu einer
falschen Vorhersage der Winkelabhängigkeit der Ionisationswahrscheinlichkeit. Auch
die hochentwickelten MCSCFMethoden, die die Korrelationsenergie von spingepaar-
ten Elektronen mitberücksichtigten, sind nicht in der Lage dieses Problem zu lösen.
Die quantenchemische Methode HF/STO-3G hingegen liefert aus versehen die rich-
tige energetische OrbitalReihenfolge. Daher wurde auf die Verwendung einer hö-
herwertigen quantenchemischen Methode und eines größeren Basissatzes verzichtet,
um die richtige energetische OrbitalReihenfolge zu gewährleisten. In diesem Sin-
ne wurden sämtliche quantenchemischen Rechnungen für das N2Molekül auf dem
HF/STO-3G Niveau durchgeführt. Die elektrische Feldstärke für die Berechnungen
wurde auf 0,067 au festgesetzt, welche der experimentell verwendeten Intensität von
1, 6× 1014 W/cm2 entspricht.
Abbildung 4.3.: Rote Linie: Berechnete Winkelabhängigkeit der TunnelIonisa-
tionswahrscheinlichkeit für das HOMO des N2Moleküls (die markierten Punk-
te kennzeichnen die berechneten Punkte). Grüne Linie: Winkelabhängigkeit der
TunnelIonisationswahrscheinlichkeit für das HOMO des N2Moleküls, berechnet
mit dem MOADK Modell. Blaue Linie: Experimentell gemessene winkelabhän-
gige TunnelIonisationswahrscheinlichkeit.
Zum Rastern der Winkelabhängigkeit wurden die entsprechenden Rechnungen für
37 Orientierungen des Moleküls relativ zum externen elektrischen Feld im Bereich
zwischen 0 ◦ und 360 ◦ durchgeführt.Die Schrittweite betrug hierbei 10 ◦. Die so be-
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rechnete Winkelabängigkeit der Ionisationswahrscheinlichkeit ist in Abbildung 4.3 als
rote Linie dargestellt und zeigt ein Maximum entlang der Polarisationsachse des La-
serpulses und ein ausgeprägtes Minimum senkrecht dazu. Auch in dieser Abbildung
wurden alle Datensätze zur besseren Vergleichbarkeit auf dem Maximalwert von 1,0
normiert. Das ausgeprägtere Minimum in der Winkelverteilung zeigt sich auch in dem
im Vergleich zum D2Molekül deutlich höheren parallelzusenkrechtVerhältnis von
3,5. Die berechnete Winkelverteilung weist eine hohe Übereinstimmung mit den ex-
perimentellen Daten auf, die durch Integration über den Impulsbereich von 1,2 bis
2, 2 × 10−22 Ns erhalten wurden (blaue Linie in Abbildung 4.3). Das experimentell
ermittelte parallelzusenkrechtVerhältnis beträgt in Übereinstimmung mit der Li-
teratur [147] 4,5.
Die winkelabhängigen Ionisationswahrscheinlichkeiten gemäß der MOADK
Theorie sind in Abbildung 4.3 als grüne Linie dargestellt. Der Verlauf der Winkelab-
hängigkeit mit der Orientierung des Moleküls wird in diesem Fall recht gut wieder-
gegeben, allerdings ist das parallelzusenkrechtVerhältnis von 10,5 weit weg vom
experimentellen Wert.
4.1.4. Winkelabhängige
TunnelIonisationswahrscheinlichkeiten für das
O2-Molekül
Die elektrischen Wellenfunktionen mit und ohne externem Feld wurden für das
O2Molekül auf dem theoretischen Niveau CASSCF(12,10)/6-311+G(d) berechnet.
Als Feldstärke für das externe Feld wurde hier, wie im Falle des N2Moleküls,
der Wert 0,067 au verwendet. Dies entspricht der experimentellen Intensität von
1, 6 × 1014 W/cm2 . O2 ist in seinem elektronischen Grundzustand ein Biradikal, wo-
bei die beiden entarteten 1pi∗Orbitale (pig Symmetrie) jeweils einfach besetzt sind.
Diese Entartung wird durch ein angelegtes externes Feld nicht aufgehoben. Daher
kann die Ionisation prinzipiell aus beiden Orbitalen erfolgen. Um dieser Tatsache
Rechnung zu tragen, wird den Elektronen von vornherein erlaubt mit gleicher Wahr-
scheinlichkeit aus beiden Orbitalen zu tunneln. Dies wird realisiert, indem die Ioni-
sationswahrscheinlichkeit aus einer Linearkombination der beiden Orbitale 1pi∗x und
1pi∗y berechnet wird. Die resultierende winkelabhängige Ionisationswahrscheinlichkeit
ist als rote Linie in Abbildung 4.4 dargestellt und zeigt eine gute Übereinstimmung
mit den experimentellen Ergebnissen (blaue Linie in Abbildung 4.4). Zur Berechnung
der experimentellen Werte wurde das VMISpektrum aus Abbildung 4.1 über das
Impulsintervall von 1,1 bis 2, 2× 10−22 Ns integriert. Der Verlauf der experimentellen
Ionisationsrate mit der Orientierung des Moleküls ist auch in gutem Einklang mit der
Literatur [146].
Für die Berechnungen im MOADKModell wurde, analog zu den Referen-
zen [85, 146], ausschließlich das in der Polarisationsebene (xyEbene) liegende pig
Orbital verwendet. Die externe Feldstärke wurde ebenfalls entsprechend der Intensi-
tät des Experimentes gewählt. Die berechneten Werte (grüne Linie in Abbildung 4.4)
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Abbildung 4.4.: Rote Linie: Berechnete Winkelabhängigkeit der TunnelIon-
isationswahrscheinlichkeit für das HOMO (Linearkombination aus den
MOs 1pi∗x und 1pi
∗
y) des O2Moleküls (die markierten Punkte kennzeich-
nen die berechneten Punkte). Grüne Linie: Winkelabhängigkeit der Tunnel
Ionisationswahrscheinlichkeit für das HOMO des N2Moleküls, berechnet mit
dem MOADK Modell. Blaue Linie: Experimentell gemessene winkelabhängige
TunnelIonisationswahrscheinlichkeit.
stimmen gut mit dem Experiment überein. Allerdings werden die Minima der Ionisati-
onsrate für eine parallele bzw. eine senkrechte Orientierung des Moleküls überschätzt.
Abbildung 4.5 zeigt in grün die MOADKRechnung im Vergleich mit der in dieser
Arbeit entwickelten quantenchemischen Methode unter der Annahme, dass die Ioni-
sation nur aus einem MO (demselben wie im MOADKModell) erfolgen kann (rote
Linie). Es ist ersichtlich, dass beide Graphen sehr ähnlich sind. Daraus ergibt sich,
dass die MOADKTheorie die Minima falsch vorhersagt, weil sie nur die Ionisation
aus einem MO berücksichtigt. Werden in der hier entwickelten Methode jedoch beide
pigOrbitale zur Berechnung der Winkelabhängigkeit der Ionisationsrate verwendet,
stimmen sowohl die Minima entlang 0 ◦,90 ◦,180 ◦ und 270 ◦ als auch der gesamte Ver-
lauf der Ionisationswahrscheinlichkeit wesentlich besser mit dem Experiment überein.
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Abbildung 4.5.: Rote Linie: Berechnete Winkelabhängigkeit der TunnelIonisa-
tionswahrscheinlichkeit für das HOMO (dem 1pi∗x MO) des O2Moleküls (die
markierten Punkte kennzeichnen die berechneten Punkte). Grüne Linie: Winkel-
abhängigkeit der TunnelIonisationswahrscheinlichkeit für das HOMO des O2
Moleküls, berechnet mit dem MOADK Modell.
4.1.5. Winkelabhängige
TunnelIonisationswahrscheinlichkeiten für das
CO-Molekül
Das COMolekül dient in diesen Untersuchungen als Testsystem für ein heteronuklea-
res Molekül. In dieser Klasse von Molekülen sind die MOs nicht symmetrisch über
beide Atome delokalisiert, sondern teilweise auf dem einen oder dem anderen Atom
lokalisiert (siehe zum Beispiel Abbildung 2.11). Diese asymmetrische Verteilung der
Elektronendichte führt im Ionisationsprozess dazu, dass die Wahrscheinlichkeit der
Ionisation abhängig von der Orientierung des Moleküls (CO gegenüber OC) zum ex-
ternen elektrischen Feld ist. Bei der Verwendung von ultrakurzen phasenstabilisierten
Laserpulsen führen die unterschiedlichen Wahrscheinlichkeiten zu einer Asymmetrie
in der winkelabhängigen Ionisationswahrscheinlichkeit. Dieser Eﬀekt wird durch nicht
phasenstabilisierte oder extrem lange Laserpulse ausgemittelt. In diesem Abschnitt
wird zunächst auf die winkelabhängigen TunnelIonisationswahrscheinlichkeiten für
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nicht phasenstabilisierte Laserpulse eingegangen. Darauf aufbauend werden dann die
Ergebnisse der winkelabhängigen TunnelIonisation unter Verwendung von phasen-
stabilen Lichtpulsen diskutiert.
Abbildung 4.6.: Rote Linie: Berechnete Winkelabhängigkeit der TunnelIonisa-
tionswahrscheinlichkeit für das HOMO (dem 3σ MO) des COMoleküls (die
markierten Punkte kennzeichnen die berechneten Punkte). Grüne Linie: Winkel-
abhängigkeit der TunnelIonisationswahrscheinlichkeit für das HOMO des CO
Moleküls, berechnet mit dem MOADK Modell.
Die elektronischen Wellenfunktionen des COMoleküls wurden auf dem theoreti-
schen Niveau CASSCF(10,11)/6-311+G(d) berechnet. Als elektrische Feldstärke wur-
de 0,047 au verwendet. Dies entspricht der experimentell verwendeten Intensität von
0, 8× 1014 W/cm2 . Berechnet man die Winkelabhängigkeit der TunnelIonisation aus-
schließlich für das HOMO des COMoleküls (3σ), ergibt sich nach einer Mittelung
über beide Orientierungen der in Abbildung 4.6 in rot dargestellte Verlauf der Io-
nisationswahrscheinlichkeiten. Dieser ist in vernünftiger Übereinstimmung mit den
ebenfalls symmetrisierten Ionisationswahrscheinlichkeiten aus der MOADKTheorie
(siehe grüne Linie Abbildung 4.6). Beide winkelabhängigen FragmentMuster sind in
guter Übereinstimmung mit den experimentellen Daten von Alnaser et al. [148].
Allerdings stehen die in Abbildung 4.6 gezeigten Winkelabhängigkeiten im Wi-
derspruch zu den experimentellen Daten, die unter den oben genannten Parametern
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Abbildung 4.7.: Rote Linie: Berechnete Winkelabhängigkeit der Tunnel
Ionisationswahrscheinlichkeit für das HOMO und das HOMO−1 (den MOs 3σ
und 1pix/y) des COMoleküls (die markierten Punkte kennzeichnen die be-
rechneten Punkte). Blaue Linie: Experimentell gemessene winkelabhängige
TunnelIonisationswahrscheinlichkeit.
gemessen worden sind (siehe Abbildung 4.1 (d)). Das VMISpektrum zeigt deutliche
Maxima entlang der Winkel 45 ◦,135 ◦,225 ◦, 315 ◦ und Minima entlang der Winkel
0 ◦,90 ◦,180 ◦ und 270 ◦. Die blaue Linie in Abbildung 4.7 stellt die Integration des
experimentellen Spektrums über den Impulsbereich von 0,3 bis 0, 9 × 10−22 Ns dar.
Auch hier ist dieses FragmentMuster zu ﬁnden. Wie bereits eingangs angesprochen
weist ein solches Muster darauf hin, dass das Elektron nicht nur aus dem HOMO ins
Kontinuum tunnelt, sondern auch aus den energetisch tiefer liegenden entarteten
HOMO−1Orbitalen (1pix/y). Werden nun diese drei Orbitale für die Berechnung
der winkelabhängigen TunnelIonisationswahrscheinlichkeiten verwendet, ergibt sich
die in Abbildung 4.7 dargestellte rote Kurve. Vergleicht man diese mit den experi-
mentellen Daten, zeigt sich eine gute Übereinstimmung der beiden Datensätze. Auch
das stärker ausgeprägte Minimum entlang der Winkel 0 ◦ und 180 ◦ gegenüber den
Winkelen 90 ◦ und 270 ◦wird von dem hier entwickelten Ansatz richtig vorhergesagt.
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Abbildung 4.8.: Schematische Darstellungen der orientierungsabhängigen (CO ge-
genüber OC) Ionisationswahrscheinlichkeit für das heteronukleare Molekül CO:
(a) Ionisation von CO durch ein Maximum des elektrischen Feldes. (b) Ionisation
von CO durch ein Minimum des elektrischen Feldes. (c) Ionisation von OC durch
ein Maximum des elektrischen Feldes. (d) Ionisation von OC durch ein Minimum
des elektrischen Feldes.
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Asymmetrie in der winkelabhängigen TunnelIonisation
Für die Beschreibung der TunnelIonisation kann in erster Näherung davon ausge-
gangen werden, dass die Ionisation mit größter Wahrscheinlichkeit um den Zeitpunkt
des Maximalwertes von
∣∣(t)∣∣ erfolgt. (t) ist hier der zeitliche Verlauf des elektrischen
Feldes. Werden nun phasenstabilisierte Pulse gemäß Gleichung 1.35 verwendet, so ist
mit der CEP zum einen der Zeitpunkt des Maximalwertes von
∣∣(t)∣∣ und zum anderen
auch das Vorzeichen bzw. die Richtung des elektrischen Feldes festgelegt. Verschiebt
man die CEP eines Pulses um pi, wechselt die Richtung des elektrischen Feldes. Der
Zeitpunkt der Ionisation bleibt jedoch unverändert. Werden nun heteronukleare Mo-
leküle wie das COMolekül durch einen solchen phasenstabilen Puls ionisiert, ist die
Ionisationswahrscheinlichkeit von der Orientierung des Moleküls relativ zur Polari-
sationsachse abhängig. Dies ist schematisch in den Abbildungen 4.8 (a)(d) gezeigt.
Wird nun ein COMolekül von einem Maximum des elektrischen Feldes ionisiert, so
ergibt sich das Bild wie Abbildung 4.8 (a). Hier ist das HOMO des CO-Moleküls
zusammen mit einem Schnitt entlang der KernKernVerbindungsachse durch das
feldfreie Potential (gestrichelte schwarze Linie) sowie durch das gestörte Potential
(durchgezogene schwarze Linie vgl. Abbildung 1.3) gezeigt. Abbildung 4.8 (b) zeigt
grundsätzlich die gleiche Situation wie (a) mit dem Unterschied, dass hier die Ioni-
sation durch ein Minimum des elektrischen Feldes induziert wird (sichtbar durch die
gegenläuﬁge Verkippung des gestörten Potentials). Bei einem Vergleich der schema-
tischen Darstellungen in den Abbildungen 4.8 (a) und (b) wir ersichtlich, dass im
zweiten Fall die Ionisationswahrscheinlichkeit wesentlich größer ist als im ersten. Die
Ursache dafür ist, dass in (b) die Aufenthaltswahrscheinlichkeit des Elektrons in der
Tunnelregion, durch den größeren OrbitalLappen, deutlich höher ist als in (a). Be-
trachtet man nun zusätzlich die vertauschten Orientierungen des Moleküls, ergeben
sich die in den Abbildungen 4.8 (c) und (d) gezeigten Situationen. Hier wird jeweils
ein OCMolekül durch ein Maximum (Abbildung 4.8 (c)) bzw. eine Minimum (Ab-
bildung 4.8 (d)) ionisiert. Vergleicht man nun alle vier Abbildungen miteinander, fällt
auf, dass die Abbildungen 4.8 (a) und (d) bzw. (b) und (c) die gleichen Situationen
beschreiben. Dies bedeutet, dass eine Änderung der CEP um 1pi äquivalent zu einer
Änderung der Orientierung des Moleküls ist. Verwendet man einen phasenstabilen
Laserpuls, so lässt sich eine deutliche Asymmetrie in der winkelabhängigen Ionisation
erzeugen (siehe Abbildungen 4.8 (a) und (c) für die Orientierungen 0 ◦und 180 ◦). Ei-
ne explizite Berechnung der winkelabhängigen Ionisationswahrscheinlichkeit für das
HOMO des COMoleküls unter Verwendung eines phasenstabilen Laserpulses mit
der CEP 1pi ist in Abbildung 4.9 als rote Linie gezeigt. Dieser Graph illustriert die
beschriebene Orientierungsabhängigkeit der Ionisationswahrscheinlichkeit. Wird nun
zusätzlich die Ionisation aus den beiden entarteten HOMO−1Orbitalen berücksich-
tigt, so ergibt sich die in Abbildung 4.9 grün dargestellte Winkelverteilung. Diese zeigt
das SchmetterlingsMuster mit Maxima entlang der Winkel 45 ◦,135 ◦,225 ◦, 315 ◦ und
Minima entlang der Winkel 0 ◦,90 ◦,180 ◦ und 270 ◦. Da die 1pix/yOrbitale ebenfalls ei-
ne asymmetrische Elektronenverteilung aufweisen (siehe Abbildung 2.11), beinhaltet
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auch dieses FragmentierungsMuster eine orientierungsabhängige Asymmetrie bezüg-
lich der Winkel 0 ◦und 180 ◦.
Abbildung 4.9.: Berechnete Winkelabhängigkeit der Tunnel
Ionisationswahrscheinlichkeit für das HOMO des COMoleküls unter Ver-
wendung eines phasenstabilisierten Laserpulses.
Zur Quantiﬁzierung der sichtbaren Asymmetrie wurden zunächst die winkelabhän-
gigen Ionisationswahrscheinlichkeiten über die entsprechenden Winkel integriert. Da-
mit werden die Wahrscheinlichkeiten P ionleft und P
ion
right des Ionisationsschrittes erhalten.
Die beiden Wahrscheinlichkeiten sind gegeben durch:
P ionright =
∫ pi
−pi
T (ϑ)2sin(ϑ) dϑ
P ionleft =
∫ 3pi
pi
T (ϑ)2sin(ϑ) dϑ.
(4.1)
T (ϑ) entspricht hier der berechneten winkelabhängigen Ionisationswahrscheinlichkeit
nach Gleichung 1.47. Die Orientierungen des COMoleküls sind dabei so deﬁniert,
dass bei einem Winkel von 0 ◦das CAtom in Richtung der positiven yAchse des
Laborkoordinatensystems ausgerichtet ist. Mit Hilfe dieser Wahrscheinlichkeiten lässt
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sich die Asymmetrie im Ionisationsschritt berechnen nach:
AIon =
P ionleft − P ionright
P ionleft + P
ion
right
. (4.2)
Damit berechnet sich die Asymmetrie aus der Ionisation für einen phasenstabilen Puls
der Intensität 0, 8× 1014 W/cm2 und mit einer CEP von 1pi zu 0,98.
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Abbildung 4.10.: Berechnete Asymmetrien (rote Linie mit +Markierungen) für
verschiedene Kombinationen der zur Ionisation beitragenden Halbzyklen des La-
serpulses (gezeigt im Einsatz). Die gestrichelte Linie zeigt die entsprechenden
Werte nach einer Mittelung über das LaserWechselwirkungsVolumen.
Geht man nun davon aus, dass der Ionisationprozess nicht nur am Maximum
von
∣∣(t)∣∣ stattﬁndet, sondern auch an den Maxima bzw. Minima der benachbarten
Halbzyklen des elektrischen Feldes, so müssen die winkelabhängigen Ionisationswahr-
scheinlichkeiten für die betreﬀenden Feldstärken (Iion) unter Berücksichtigung des
Vorzeichens des elektrischen Feldes berechnet werden. Aus diesen Ionisationswahr-
scheinlichkeiten T (ϑ, Iion) lassen sich dann die Wahrscheinlichkeiten P ionleft (Iion) und
P ionright(Iion) ermitteln. Die jeweiligen Asymmetrien ergeben sich durch Addition der
P ionleft (Iion) und P
ion
right(Iion)Wahrscheinlichkeiten und anschließender Berechnung der
Asymmetrie (siehe Gleichung 4.2). Die so berechneten Asymmetrien für verschiedene
Kombinationen der zur Ionisation beitragenden Halbzyklen des Laserpulses sind in
Abbildung 4.10 gezeigt. Der Einsatz in Abbildung 4.10 stellt den verwendeten La-
serpuls zusammen mit der Zuordnung der Extrema des Laserpulses dar. Wird davon
ausgegangen, dass ausschließlich das Minimum A zur Ionisation beiträgt, berechnet
sich die Asymmetrie auf den Wert 0,98 (siehe oben und rote Linie in Abbildung 4.10).
Berücksichtigt man zusätzlich die beiden benachbarten Extrema B und B′, ergibt sich
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aus Abbildung 4.10, dass die Maxima B und B′ die Asymmetrie verringern (A+B)
bzw. das Vorzeichen wechselt (A+B+B′). Werden mehr und mehr ionisierende Ex-
trema zur Berechnung der Asymmetrie herangezogen, konvergiert die Asymmetrie
gegen null. Dies entspricht auch der Erwartung, dass sich für länger Picosekunden
oder NanosekundenLaserpulse mit vielen zur Ionisation beitragenden Extrema die
Asymmetrie im Ionisationsschritt ausmittelt.
Abbildung 4.11.: Berechnete Winkelabhängigkeit der TunnelIonisationswahr-
scheinlichkeit nach der Mittelung über das LaserWechselwirkungsVolumen für
das HOMO und das HOMO−1 (den MOs 3σ und 1pix/y) des COMoleküls un-
ter Verwendung eines phasenstabilisierten Laserpulses. Grüne Linie: Ionisation
durch Maximum A. Blaue Linie: Ionisation durch Maxima A und B. Rote Linie:
Ionisation durch Maxima A, B und B′.
Im experimentell verwendeten Aufbau wird der Laser auf den Kreuzungspunkt
mit dem Molekularstrahl fokussiert. Dadurch wird ein Volumen deﬁniert, in dem die
Wechselwirkung zwischen dem Lichtpuls und den Molekülen stattﬁndet. Allerdings
ist die Intensität des elektrischen Feldes senkrecht zur Laserpropagationsrichtung in
diesem Volumen nicht konstant, sondern folgt einer Gaußverteilung mit der maxima-
len Intensität im Zentrum des Fokus. Dies wiederum hat zur Folge, dass nicht alle
Moleküle im Interaktionsvolumen mit der gleichen Intensität ionisiert werden [149].
Um die Auswirkung dieses Eﬀektes zu untersuchen, wurden die winkelabhängigen
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Ionisationswahrscheinlichkeiten, nach Referenz [149], über das Fokusvolumen unter
Verwendung eines gaußförmigen Intensitätsproﬁls gemittelt (siehe Abschnitt B). Die
Ergebnisse für die drei ausgeprägtesten Halbzyklen sind in Abbildung 4.11 in blau
dargestellt. Aus diesen drei ermittelten Werten lassen sich die, über das Fokusvolu-
men gemittelten, winkelabhängigen Ionisationswahrscheinlichkeiten berechnen. Diese
sind in Abbildung 4.11 zusammengestellt. Wird nur das Minimum A als ionisierender
Extrempunkt vorausgesetzt, so ergibt sich der asymmetrische grüne Graph. Die Ein-
beziehung des Maximums B führt zu einer deutlichen Verringerung der Asymmetrie
und liefert die blaue Kurve in Abbildung 4.11. Bezieht man auch das Maximum B′
in die Mittelung ein, so wechselt auch hier das Vorzeichen der Asymmetrie und es
ergeben sich die in Abbildung 4.11 in rot dargestellten winkelabhängigen Ionisations-
wahrscheinlichkeiten. Vergleicht man die drei Punkte in der Abbildung 4.10, stellt
sich heraus, dass die Mittelung über das Intensitätsproﬁl des Fokusvolumens den all-
gemeinen Trend des roten Graphen wiedergibt, die absoluten Werte etwas verringert
sind.
Abbildung 4.12 zeigt zum einen die experimentellen Daten. Zum anderen ist in die-
ser Abbildung die durch Mittelung über das Fokusvolumen und Miteinbeziehung der
drei ausgeprägtesten Halbzyklen erhaltenen winkelabhängigen Ionisationswahrschein-
lichkeiten dargestellt. Ein Vergleich der beiden Datensätze oﬀenbart, dass sowohl die
gefundenen Winkelverteilungen der ionischen Fragmente als auch die Asymmetrien
in Theorie und Experiment gut übereinstimmen. Allerdings gilt es hier noch einmal
festzuhalten, dass die experimentell gemessene Asymmetrie sowohl die Asymmetrie
des Ionisations als auch des Dissoziationsschrittes (siehe Abschnitt 2.1.2) beinhal-
tet. Letztere ist nach den im Abschnitt 2.1.2 durchgeführten Berechnungen jedoch
deutlich kleiner.
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Abbildung 4.12.: Vergleich der experimentellen und theoretischen Winkelabhän-
gigkeit der TunnelIonisationswahrscheinlichkeit:VMISpektren (Polarisations-
richtung des Laserpulses ist horizontal) der ionischen Fragmente C+ aus CO
(siehe Abbildung 4.1 (d)). Schwarze Linie: Berechnete Winkelabhängigkeit
der TunnelIonisationswahrscheinlichkeit nach der Mittelung über das Laser
WechselwirkungsVolumen für das HOMO und das HOMO−1 (den MOs 3σ und
1pix/y) des COMoleküls (entspricht der roten Linie in Abbildung 4.11).
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4.2. QMCWellenpakete für die Simulation des
Ionisationszeitpunktes
Neben der Kenntnis der Winkelabhängigkeit des Ionisationsprozesses ist vor allem die
Berechnng des Ionisationszeitpunktes, bzw. der Ionisationszeitpunkte extrem wichtig
für die Beschreibung von StarkfeldExperimenten. In diesen haben die Ionisations-
prozesse oftmals eine entscheidende Bedeutung. Zur Simulation dieser Zeitpunkte
wurde im Rahmen dieser Dissertation der von Leth et al. [17] entwickelte und in Ab-
schnitt 1.5.2 diskutierte MCWPAnsatz verwendet. Stehen für ein beliebiges Molekül
die benötigten Ionisationsraten zur Verfügung, kann dieser Ansatz sowohl einen ein-
zelnen Ionisationsschritt als auch die sequenzielle MehrfachIonisation beschreiben.
Somit ist die MCWPMethode besonders geeignet um Experimente zu beschreiben,
in denen ein und mehrfachionisierte Moleküle untersucht werden.
Der MCWPAnsatz wurde von den Entwicklern an Hand der Doppelionisation des
H2Moleküls vorgestellt und getestet [17, 150]. Die benötigten abstandsabhängigen
Ionisationsraten für die Reaktion wurden aus den Referenzen [151] und [152] entnom-
men. Diese sind jedoch ausschließlich zur Berechnung der Raten für das H2Molekül
geeignet. Im Gegensatz dazu ist der von Yudin und Ivanov entwickelte Ansatz zur Be-
rechnung der abstandsabhängigen Ionisationsraten in der Lage, beliebige zweiatomige
Moleküle zu behandeln [18]. Daher wurde im Rahmen dieser Dissertation die MCWP
Methode unter Verwendung der Raten aus den Referenzen [151, 152] implementiert
und die Methode gegen die Referenzen [17, 150] getestet. Des Weiteren wurde der
MCWPAnsatz auch mit den Raten nach Yudin et al. [18] implementiert, um den
Ansatz auf beliebige zweiatomige Moleküle zu erweitern. Eine explizite Diskussion
der theoretischen Grundlagen der Ansätze zur Berechnung der abstandsabhängigen
Ionisationsraten nach den Referenzen [18] und [151] ist im Forschungsbericht [153] zu
ﬁnden.
4.2.1. Dissoziative Doppelionisation des H2-Moleküls
Um die beiden Implementierungen des MCWPAnsatzes zu testen, wurde in die-
ser Arbeit ebenfalls die dissoziative Doppelionisation des H2Moleküls in ultra-
kurzen, intensiven Laserfeldern untersucht. Dieses Testsystem wurde gewählt, da
die Doppelionisation des Moleküls sowohl experimentell [154159] als auch theore-
tisch [150, 154, 160, 161] bereits gut untersucht worden ist. Daher ist dieses System
ein guter Bezugspunkt sowohl für die Methode selbst als auch für die abweichende
Implementierung. In Anlehnung an Referenz [17] wurden insgesamt vier molekula-
re Zustände betrachtet. Einen generellen Überblick über die während der Reaktion
ablaufenden Prozesse liefert Abbildung 4.13. Das molekulare System ist vor der Wech-
selwirkung mit dem Laserfeld im vibronischen und elektronischen Grundzustand des
H2Moleküls (siehe schwarze Potentialﬂäche und hellblaues Wellenpaket in Abbil-
dung 4.13). Während der Interaktion des externen Feldes mit dem Molekül wird ein
Elektron aus dem doppelt besetzten, bindenden MO entfernt. Diese erste Ionisati-
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Abbildung 4.13.: Darstellung der während der dissoziative Doppelionisation des
H2Moleküls ablaufenden Prozesse und der vier beteiligten Potentialﬂächen.
Während des ionisierenden Pulses wird das Wellenpaket zunächst vom neutra-
len Zustand (schwarze Potentialﬂäche) in den elektronischen Grundzustand des
einfach geladenen Ions (blaue Potentialﬂäche) transferiert (schmaler roter Pfeil).
Zwischen der ersten und der zweiten Ionisation (breiter roter Pfeil) koppelt der
Laserpuls den X1Σ+g  mit dem A
1Σ+u Zustand (rote Potentialﬂäche). Nach dem
zweiten Ionisationsschritt dissoziiert das System entlang des repulsiven Poten-
tials des H+2 Moleküls (orange Potentialﬂäche). Beide Ionisationen passieren in
bestimmten Zeiträumen. Die MCWPMethode jedoch verwendet alle möglichen
Ionisationszeiten und erhält das richtige physikalische Bild durch entsprechende
Mittelung.
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on kann als senkrechte Anregung des Systems aus dem elektronischen Grundzustand
des H2Moleküls in den elektronischen Grundzustand des H+2 Moleküls angesehen
werden (schmaler roter Pfeil in Abbildung 4.13). Somit liegt nach diesem Prozess
ein vibronisches Wellenpaket im X1Σ+g Zustand vor (siehe blaue Potentialﬂäche und
hellblaues Wellenpaket in Abbildung 4.13). Wie durch den horizontalen schwarzen
Pfeil in Abbildung 4.13 angedeutet, propagiert dieses Wellenpaket nun in Richtung
des äußeren Wendepunktes des bindenden Potentials. Während sich das System im
einfach geladenen Zustand beﬁndet, koppelt das noch vorhandene externe Laserfeld
das Wellenpaket aus dem X1Σ+g  mit dem A
1Σ+u Zustand (vertikale schwarze Pfeile
in Abbildung 4.13). Durch die weitere Wechselwirkung des ultrakurzen, intensiven
Laserpulses mit dem einfach geladenen System wird schließlich das zweite Elektron
aus dem Molekül entfernt. Auch diese zweite Ionisation kann als senkrechte Anregung
aus dem X1Σ+g  bzw. dem A
1Σ+u Zustand des H
+
2 Moleküls in das stark repulsive Po-
tential des H2+2 Moleküls betrachtet werden (breiter roter Pfeil in Abbildung 4.13).
Auf die zweite Ionisation folgt die CoulombExplosion des Systems entlang des 1/R
Potentials (siehe orange Potentialﬂäche in Abbildung 4.13). Im Experiment kann die
Impulsverteilung der H+Fragmente mittels VMI oder COLTRIMS gemessen werden.
4.2.2. Theoretische Beschreibung der dissoziativen
Doppelionisation des H2-Moleküls
Startpunkt der MCWPRechungen war der vibronische und elektronische Grundzu-
stand des H2Moleküls χh(t = 0, R). Für das neutrale System wurde ein elektronischer
Zustand berücksichtigt, auf dem das System bis zur ersten Ionisation t1 propagiert
wurde. Zum Zeitpunkt der Ionisation wurde das Wellenpaket, unter Anwendung des
Sprungoperators Ch, auf die Wellenfunktion χh(t = t1, R) in den X1Σ+g Zustand
des H+2 Moleküls projiziert. Der Operator Ch (CmOperator für die Ionisation aus
dem neutralen Zustand) wurde aus den entsprechenden Ionisationsraten nach Glei-
chung 1.51 berechnet. In der Dynamik des einfach geladenen Systems wurde die laser-
induzierte Kopplung der Zustände X1Σ+g und A
1Σ+u berücksichtigt. Die zweite Ionisa-
tion zum Zeitpunkt t2 führt schließlich zur CoulombExplosion des Systems entlang
des repulsiven Potentials des H2+2 Moleküls. Dieser zweite Ionisationsschritt kann folg-
lich aus beiden elektronischen Zuständen, also dem X1Σ+g  und dem A
1Σ+u Zustand,
stattﬁnden. Daher erfolgte die Projektion auf das 1/RPotential unter Verwendung
der Wellenfunktionen χg(t = t2, t1, R) und χu(t = t2, t1, R) sowie unter Anwendung
der berechneten Sprungoperatoren Cg (für die Ionisation aus dem X1Σ+g Zustand)
und Cu (für die Ionisation aus dem A1Σ+u Zustand). Als Ergebnis wurden die Wel-
lenfunktionen χcg(t = t2, t1, R) bzw. χcu(t = t2, t1, R) erhalten. Sie entsprechen also
den Wellenfunktionen nach der ersten Ionisation zum Zeitpunkt T1 und der zweiten
Ionisation zum Zeitpunkt T2. Als Anknüpfungspunkt an die Experimente diente das
Spektrum der kinetischen Energie des H+Fragmentes nach vollständiger Dissozia-
tion des H2+2 Moleküls. Zur Berechnung des Spektrums müssen die Wellenfunktio-
nen χcg(t = t2, t1, R) und χcu(t = t2, t1, R) nicht auf dem H
2+
2 Potential propagiert
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werden, da alle Informationen bezüglich der Verteilung der kinetischen Energie be-
reits in den Wellenfunktionen enthalten sind. Die Spektren der kinetischen Energie
Eg(t1, t2) bzw. Eu(t1, t2) wurden somit direkt durch Projektion der Wellenfunktionen
χcg(t = t2, t1, R) bzw. χcu(t = t2, t1, R) auf die energienormierten Eigenfunktionen
des 1/RPotentials berechnet [17, 153]:
Ea(t1, t2) =
∑
E
∣∣〈χE∣∣χca(t = t2, t1, R)〉∣∣2 mit a ∈ {g, u} . (4.3)
Dabei läuft die Summe über die diskreten Energien E. χE entspricht der Eigenfunk-
tion des 1/RPotentials mit der Eigenenergie E.
Zur Berechnung des über alle Ionisationszeiten t1 und t2 sowie alle Pfade gemittelten
Spektrums der kinetischen Energie Etot wurde das Verfahren des deterministischen
Samplings verwendet (siehe Abschnitt 1.5.2). Somit ergibt sich Etot durch:
Etot =
∑
t1
∑
t2
Ph(t1)Pgu(t2
∣∣T1)
×
{∑
a=g,u
P (a
∣∣t1, t2)Ea(t1, t2)} . (4.4)
Der Gewichtungsfaktor Ph(t1) entspricht der Wahrscheinlichkeit, dass das System zum
Zeitpunkt t1 das erste Mal ionisiert wurde. Gemäß Gleichung 1.64 kann Ph(t1) durch
die Abnahme der Norm im elektronischen Grundzustand des H2Moleküls und unter
Verwendung des nichthermiteschen HamiltonOperators bestimmt werden. Darauf
aufbauend ist der Gewichtungsfaktor Pgu(t2
∣∣t1) die Wahrscheinlichkeit, dass das Mo-
lekül zum Zeitpunkt t2 das zweite Mal ionisiert wird, unter der Bedingung, dass die
erste Ionisation zum Zeitpunkt t1 stattgefunden hat. Dabei ist Pgu(t2
∣∣t1) unabhängig
davon, aus welchem elektronischen Zustand (X1Σ+g  oder A
1Σ+u Zustand) die zwei-
te Ionisation stattﬁndet und kann analog zu Ph(t1) durch Gleichung 1.65 berechnet
werden. Die Gewichtungsfaktoren P (g
∣∣t1, t2) bzw. P (u∣∣t1, t2) spiegeln die Wahrschein-
lichkeiten wider, dass die zweite Ionisation aus dem X1Σ+g  bzw. A
1Σ+u Zustand statt-
gefunden hat1.
Für die dissoziative Doppelionisation des H2Moleküls wurde ein ultrakurzer, in-
tensiver und gaußförmiger Laserpuls der Frequenz ω = 800 nm, der Intensität
6×1013 W/cm2 und einer Halbwertsbreite von FWHM= 40 fs (vgl. Abbildung 4.14) ver-
wendet. Die einzelnen Potentiale und ortsabhängigen Operatoren wurden auf einem
äquidistanten Ortsgitter mit 2048 Punkten in einem Intervall von 0,27 bis 26,47 Å dar-
gestellt. Die zeitliche Entwicklung des Systems wurde mit Hilfe des Chebyshev
Verfahrens unter Verwendung eines Zeitschrittes von 24 as durchgeführt.
1dabei gelten die Bedingungen, dass die erste Ionisation zum Zeitpunkt t1 und die zweite zum
Zeitpunkt t2 stattgefunden hat.
124
4.2. QMCWellenpakete für die Simulation des Ionisationszeitpunktes
Abbildung 4.14.: Für die Simulation der Doppelionisation des H2Moleküls ver-
wendeter Laserpuls der Frequenz ω = 800 nm, der Intensität 6× 1013 W/cm2 und
einer Halbwertsbreite von FWHM= 40 fs. Die vertikalen Pfeile zeigen die für
das deterministische Sampling verwendeten t1Zeiten an (siehe Seite 127). Das
Symbol ∗ kennzeichnet die zwei zusätzlichen t1Zeiten, die für die nach Yudin et
al. modiﬁzierte Implementierung zusätzlich verwendet wurden.
4.2.3. Theoretische Ergebnisse der dissoziativen
Doppelionisation des H2-Moleküls
Für die Berechnung der Doppelionisation wurde zunächst eine Propagation im H2
Molekül unter Verwendung des nichthermiteschen HamiltonOperators mit dem
Sprungoperator Ch und dem Laserfeld aus Abbildung 4.14 durchgeführt. Der sich
ergebende Verlauf der Norm unter Verwendung der Ionisationsrate aus Referenz [151]
ist in Abbildung 4.15 a) dargestellt und weist eine stufenweise Abnahme der Norm
im Zeitfenster zwischen 50 und 70 fs auf. Ein Vergleich des Verlaufes der Norm mit
dem Laserpuls (Abbildung 4.14) zeigt, dass die jeweiligen Sprünge zu den Zeiten der
Extrema des elektrischen Feldes erfolgen. Die Größe der jeweiligen Sprünge korrelie-
ren mit der Intensität des elektrischen Feldes. Dies entspricht auch den Erwartungen,
da die Ionisationswahrscheinlichkeit exponentiell von der Intensität des elektrischen
Feldes abhängt [69]. Vergleicht man Abbildung 4.15 a) mit den Ergebnissen der Ioni-
sationsrate aus Referenz [18] (Abbildung 4.15 b)), zeigt sich, dass sich der Verlauf der
beiden Normveränderungen stark ähnelt. Dabei sind sowohl das stufenförmige Ver-
halten als auch das Zeitfenster weitgehend identisch. Lediglich der absolute Verlust
der Norm unterscheidet sich in beiden Abbildungen.
Die Dynamik der Normverluste ist auch in den Abbildungen 4.16 a) und b) zu
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Abbildung 4.15.: Abnahme der Norm des Wellenpaketes im elektronischen Grund-
zustand des H2Moleküls durch die Propagation mit dem nichthermiteschen
HamiltonOperator: a) unter Verwendung der Ionisationsrate nach Leth et al. [17]
b) unter Verwendung der Ionisationsrate nach Yudin et al. [18].
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sehen. Beide Abbildungen zeigen die Wahrscheinlichkeitsdichte der Wellenfunktion,
die auf den ionischen X1Σ+g Zustand projiziert wird, als Funktion der Zeit. Diese
Wahrscheinlichkeitsdichte wird durch Anwendung des Sprungoperators Ch (berech-
net nach [151] für a) bzw. nach [18] für b)) auf die Wellenfunktion χh(t, R) und
anschließender Bildung des Betragsquadrats erzeugt. Auch diese Abbildungen zei-
gen, dass die meiste Population in den ionischen Zustand transferiert wird, wenn
das elektrische Feld einen Extrempunkt erreicht. Vergleicht man die RAbhängigkeit
der Wahrscheinlichkeitsdichte im X1Σ+g Zustand mit dem Gleichgewichtsabstand im
H2Molekül (0,79 Å), wird oﬀensichtlich, dass die maximale Aufenthaltswahrschein-
lichkeit der Wellenfunktion, welche auf den ionischen Zustand projiziert wird, zu
größeren internuklearen Abständen hin verschoben ist. Diese Tatsache reﬂektiert die
RAbhängigkeit der Ionisationsrate. Für die nach Yudin et al. [18] berechneten Io-
nisationsraten (Abbildungen 4.16 b)) ist dieser Eﬀekt ausgeprägter als für die Raten
nach Leth et al. [17], da hier ein zweites Maximum in der Wahrscheinlichkeitsdichte
bei größeren Kernabständen existiert. Dieses zweite Maximum könnte einer Charge
resonanceenhancedionization [162] Rechnung tragen. Die beiden unterschiedlichen
Implementierungen in den Abbildungen 4.16 a) und b) zeigen deutlich, dass die nach
Yudin et al. berechneten Wahrscheinlichkeitsdichten etwa um den Faktor 100 größer
sind als die nach Leth et al. berechneten.
Aus den Abbildungen 4.16 a) und b) kann ebenfalls gefolgert werden, dass nicht für
alle möglichen t1 Zeiten eine Propagation im einfach ionisierten H+2 System durchge-
führt werden muss, um eine aussagekräftige Mittelung zu erhalten. Die t1Zeiten wur-
den so gewählt, dass diese mit den Extrema des elektrischen Feldes zusammenfallen.
Dies ist vor allem deshalb gerechtfertigt, weil zu diesen Zeiten die Wahrscheinlichkeit
einer Ionisation am größten ist. Des Weiteren ist dieses Vorgehen sinnvoll, weil sich die
Form der Wahrscheinlichkeitsdichte der Wellenfunktion entlang R, abgesehen von der
GesamtAmplitude, nicht ändert. Für das deterministische Sampling wurden 17 bzw.
19 (für die Berechnung der Raten nach Referenzen [151, 152] bzw. nach Referenz [18])
Propagationen im einfach ionisierten H+2 System mit verschiedenen initialen Zeiten t1
und den zugehörigen Wellenfunktionen durchgeführt. Bei der Wahl der t1Zeiten wur-
de darauf geachtet, dass immer beide Extrema mit der gleichen Intensität verwendet
wurden. Die Anzahl der t1Zeiten wurde systematisch erhöht, bis die Spektren der
kinetischen Energieverteilung konvergiert waren. Die betrachteten t1Zeiten sind in
Abbildung 4.14 als schwarze Pfeile dargestellt. Das Symbol ∗ in Abbildung 4.14 kenn-
zeichnet die zwei t1Zeiten, die für die nach Yudin et al. modiﬁzierte Implementierung
zusätzlich verwendet wurden.
Die Wahrscheinlichkeitsdichten der Wellenfunktion, die aus dem X1Σ+g  bzw.
A1Σ+u Zustand im zweiten Ionisationsschritt auf das
1/RPotential projiziert wurden,
sind in den Abbildungen 4.17 und 4.18 als Funktion der Zeit dargestellt. Für beide
Graphen gilt die Annahme, dass die erste Ionisation zum Zeitpunkt t1 = 52, 5 fs
stattgefunden hat. Die Teile a) der Abbildungen zeigen die Wahrscheinlichkeitsdich-
ten, die mit den nach Leth el al. [17] berechneten Ionisationsraten erzeugt worden
sind. Die Teile b) der Abbildungen zeigen hingegen die Wahrscheinlichkeitsdichten,
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Abbildung 4.16.: Wahrscheinlichkeitsdichte der Wellenfunktion, die auf den ioni-
schen Zustand projiziert wird, als Funktion der Zeit und des internuklearen Ab-
standes: a) unter Verwendung der Ionisationsraten nach Leth et al. [17] b) unter
Verwendung der Ionisationsraten nach Yudin et al. [18].
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Abbildung 4.17.: Wahrscheinlichkeitsdichte der Wellenfunktion, die aus dem
A1Σ+u Zustand auf den doppelt geladenen Zustand projiziert wird, als Funktion
der Zeit und des internuklearen Abstandes für eine t1Zeit von 52,5 fs: a) unter
Verwendung der Ionisationsraten nach Leth et al. [17] b) unter Verwendung der
Ionisationsraten nach Yudin et al. [18].
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Abbildung 4.18.: Wahrscheinlichkeitsdichte der Wellenfunktion, die aus dem
X1Σ+g Zustand auf den doppelt geladenen Zustand projiziert wird, als Funktion
der Zeit und des internuklearen Abstandes für eine t1Zeit von 52,5 fs: a) unter
Verwendung der Ionisationsraten nach Leth et al. [17] b) unter Verwendung der
Ionisationsraten nach Yudin et al. [18].
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die mit den nach Yudin el al. [18] berechneten Ionisationsraten erzeugt worden sind.
Vergleicht man die beiden zeitabhängigen Wahrscheinlichkeitsdichten in der Abbil-
dung 4.17 lässt sich feststellen, dass beide Verläufe sehr ähnlich sind. Auch hier sind
die Ionisationswahrscheinlichkeiten nach Yudin el al. um den Faktor 100 größer als die
in Abbildung 4.17 a). Des Weiteren zeigt sich in den Abbildungen, dass die Ionisation-
wahrscheinlichkeit bei KernKernAbständen um 3 Å bzw. um 8 Å stark erhöht ist.
Diese Erhöhung bei großen internuklearen Abständen ist auf die Chargeresonance
enhancedionization [152, 162] zurückzuführen.
Dieser Eﬀekt ist auch für die Ionisation aus dem A1Σ+u Zustand in den Abbildun-
gen 4.18 a) und b) zu ﬁnden. Allerdings zeigen sich hier zwischen den beiden imple-
mentierten Methoden deutliche Unterschiede. Zum einen sind die nach Referenz [17]
berechneten Wahrscheinlichkeitsdichten für die Ionisation aus dem A1Σ+u Zustand,
im Vergleich zu den nach Referenz [18] berechneten, zu eher kürzeren KernKern
Abständen hin verschoben. Zum anderen ist die Ionisationswahrscheinlichkeit aus
diesem Zustand nach Leth et al. um den Faktor 100 größer als die nach Yudin el al.
berechnete. Damit kehrt sich hier das Größenverhältnis im Vergleich zu den Abbil-
dungen 4.17 und 4.16 um. Allerdings sind in beiden Implementierungen die Ionisati-
onsraten aus dem A1Σ+u Zustand deutlich höher als die aus dem den X
1Σ+g Zustand.
Dies entspricht auch den Erwartungen, da die Energiediﬀerenz zwischen dem A1Σ+u 
und dem 1/RPotential deutlich geringer ist als die zwischen dem X1Σ+g  und
1/R
Potential.
Die berechneten Spektren der kinetischen Energieverteilung (nach Gleichung 4.4)
sind in den Abbildungen 4.19 a) und b) zu sehen. Hier zeigt sich, dass die Spektren
beider Implementierungen den gleichen Energiebereich zwischen 2,5 und 20,0 eV ab-
decken. Aufgrund der unterschiedlichen Raten im zweiten Ionisationsschritt ergeben
sich jedoch auch Unterschiede in Spektrum. So zeigt das mit den Ionisationsraten
nach Yudin et al. berechnete Spektrum (Abbildungen 4.19 b)) deutlich mehr Frag-
mente mit höherer kinetischer Energie (zwischen 7,0 und 20,0 eV) als das mit den
Raten nach Leth et al. berechnete (Abbildungen 4.19 a)). Der Peak bei kleineren ki-
netischen Energien (zwischen 2,5 und 7,0 eV) ist für beide Implementierungen jedoch
weitgehend identisch.
Ein Vergleich der beiden Implementierungen zeigt, dass sich lediglich die Ionisa-
tionsraten für die zweite Ionisation nennenswert voneinander unterscheiden. Dabei
werden die nach Leth et al. verwendeten Raten aus der Referenz [152] entnommen
und auf die entsprechenden Intensitäten inter oder extrapoliert. Die Raten nach Yu-
din et al. werden on the ﬂy mit der entsprechenden Intensität berechnet und sollten
daher deutlich präziser sein.
Vergleicht man allgemein die Abbildungen 4.154.19a) mit den Ergebnissen von
Leth et al. [17], lässt sich eine gute Übereinstimmung der erzielten Ergebnisse mit der
Literatur erkennen. Allerdings lassen sich die Spektren der kinetischen Energievertei-
lung nicht direkt mit den experimentellen Daten vergleichen, da das experimentelle
Spektrum nur im Intervall zwischen 2,0 und 8,0 eV gezeigt wird [17]. Damit lässt sich
nicht klären, welche der beiden Implementierungen die experimentellen Daten im Be-
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Abbildung 4.19.: Spektrum der kinetischen Energie der emittierten H+Fragmente
nach der Doppelionisation des H+2 Moleküls: a) unter Verwendung der Ionisati-
onsraten nach Leth et al. [17] b) unter Verwendung der Ionisationsraten nach
Yudin et al. [18].
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reich höherer kinetischer Energien besser wiedergibt. Im kinetischen Energiespektrum
zwischen 2,5 und 8,0 eV liefern beide Implementierungen vergleichbare Daten.
4.3. Resümee
In diesem Kapitel wurden zwei Methoden zur theoretischen Beschreibung verschie-
dener Aspekte der StarkfeldIonisation vorgestellt. Dabei wurde das Hauptaugen-
merk zum einen auf die Berechnung der Winkelabhängigkeit der Ionisation (siehe Ab-
schnitt 4.1) und zum anderen auf den Zeitpunkt der Ionisation (siehe Abschnitt 4.2)
gelegt. Eine gute theoretische Beschreibung beider Aspekte ist für die Interpretati-
on von StarkfeldExperimenten extrem wichtig, da der Ionisationsprozess in einer
Vielzahl von Experimenten oftmals der erste und damit grundlegende Schritt ist.
Für die Beschreibung der Winkelabhängigkeit der Ionisationswahrscheinlichkeit
wurde der, im Rahmen dieser Dissertation, entwickelte quantenchemische Ansatz
verwendet. Dieser Ansatz geht über die, in der MOADKTheorie verwendete, Ein
OrbitalEinZentrenNäherung hinaus und ist dadurch in der Lage, die Ionisation aus
mehreren Orbitalen kohärent zu behandeln. Mit Hilfe dieses Ansatzes wurden die win-
kelabhängigen Ionisationswahrscheinlichkeiten für die Moleküle D2, N2, O2 und CO
berechnet und mit dem Experiment verglichen. Dabei zeigte sich für alle vier Moleküle
eine weitgehende Übereinstimmung zwischen den theoretischen und experimentellen
Daten. Des Weiteren wurde erstmals gezeigt, dass bei der Ionisation von Molekülen
mit energetisch dicht beisammen liegenden MOs (zum Beispiel O2 und CO) nicht nur
die Ionisation aus dem HOMO betrachtet werden muss, sondern auch die kohärente
Ionisation aus den energetisch tiefer liegenden Orbitalen (siehe Abschnitt 4.1.4 und
4.1.5).
Zur Simulation des Ionisationszeitpunktes wurde der von Leth et al. entwickelte
MCWPAnsatz implementiert und an der laserinduzierten Doppelionisation des H2
Moleküls getestet. In seiner ursprünglichen Implementierung verwendet dieser Ansatz
die Ionisationsraten aus den Referenzen [151, 152] und ist somit ausschließlich zur
Beschreibung des H2Moleküls geeignet. Deshalb wurde der MCWPAnsatz mit der
Berechnung der abstandsabhängigen Ionisationsraten nach Yudin et al. [18] implemen-
tiert, der diese Raten für beliebige zweiatomige Moleküle ermitteln kann. In diesem
Ansatz werden on the ﬂy mit der entsprechenden Intensität des elektrischen Feldes
berechnet und sind daher präziser als die in Referenz [17]. Diese erweiterte Implemen-
tierung wurde ebenfalls erfolgreich an der Doppelionisation des H2Moleküls getestet.
Die erzielten Ergebnisse wurden mit denen des ursprünglichen Ansatzes verglichen.
Durch die Erweiterungen der MCWPMethode können nun die Ionisationszeitpunkte
von zweiatomiger Moleküle simuliert werden.
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Zusammenfassung und Ausblick
Im ersten Teil dieser Dissertation wurden Reaktionen der zweiatomigen Moleküle D2,
CO und K2 untersucht, die über die Kontrolle der Elektronenbewegung gesteuert
werden konnten. Zur Beschreibung der gekoppelten Kern und Elektronendynamik
in diesen Systemen wurde der in Abschnitt 1.4 vorgestellte Ansatz verwendet. Dieser
konnte zur Untersuchung der Moleküle CO und K2 erfolgreich auf Mehrelektronensys-
teme erweitert werden. In allen drei Systemen wurde ein elektronisches Wellenpaket
durch eine kohärente Superposition von zwei oder mehr elektronischen Zuständen
erzeugt, das durch die Wechselwirkung mit einem Laserpuls gesteuert werden konnte.
In der dissoziativen Ionisation der Moleküle D2 und CO wurde die gekoppelte Kern
und Elektronendynamik durch die absolute Phase, der CEP, eines ultrakurzen La-
serpulses kontrolliert. Mit Hilfe der durchgeführten Berechnungen am CO+Molekül
war es erstmals möglich, die Mechanismen, welche die Kern und Elektronendynamik
kontrollieren, zu identiﬁzieren und die experimentellen Ergebnisse zu erklären. Die
beiden Moleküle können als Modellsysteme für homo und heteronukleare zweiato-
mige Moleküle angesehen werden. Ein genauer Vergleich der Kontrollmechanismen
zeigt drei signiﬁkante Unterschiede. Der erste tritt bei der Initialisierung des elek-
tronischen Wellenpaketes auf. Im Falle des D+2 Moleküls bildet sich das Wellenpa-
ket durch die Kopplung der elektronischen Zustände mit dem Laserfeld. Im CO+
Molekül hingegen bildet sich die Superposition durch die Rekollisionsanregung. Der
zweite Unterschied in den Kontrollmechanismen zeigt sich in der Amplitude der in-
duzierten Dynamik. Hier liefert der resonante Populationstransfer im D+2 Molekül
eine sehr eﬃziente Elektronendynamik, während die unresonante Laserwechselwir-
kung im CO+Molekül zu einer moderaten Dynamik führt. Der dritte Unterschied
zwischen den Reaktionen wird im Stopp der initiierten Elektronenbewegung sichtbar.
Im CO+Molekül endet die Elektronendynamik, da sich die Molekülorbitale während
der Dissoziation auf den Atomzentren lokalisieren und der Überlapp verschwindet.
Im Falle des D+2 Moleküls entarten die beiden involvierten elektronischen Zustände.
Dies führt wiederum zum Stopp der Dynamik. Diese Unterschiede haben unmittelbar
zur Folge, dass sich die Rolle der CEP im Kontrollmechanismus ändert. In der disso-
ziativen Ionisation des D+2 Moleküls entscheidet die absolute Phase des Laserpulses,
mit welcher elektronischen Phase die beiden Zustände besetzt werden. Damit ist das
Vorzeichen der Linearkombination und die initiale Lokalisierung des Elektrons voll-
ständig bestimmt. Im Falle des CO+Moleküls wird die Superposition und damit ein
Dipolmoment schon durch die Rekollisionsanregung initiiert. Das elektrische Feld des
Pulses wechselwirkt im Anschluss an diese Anregung mit diesem Dipolmoment. Diese
LaserDipolWechselwirkung wird durch die CEP gesteuert.
Im KaliumDimer wurde die gekoppelte Kern- und Elektronendynamik des
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SPODSSchemas untersucht. Hier wird die Kontrolle der Elektronenbewegung durch
die relative Phase zweier Subpulse in einer PulsSequenz erreicht. Zur Implementie-
rung dieses Mechanismus wurde zunächst eine Doppelpulssequenz verwendet. Eine
systematische Variation der beiden Kontrollvariablen Verzögerungszeit zwischen den
beiden Subpulsen und Intensität des zweiten Subpulses zeigte, dass für beide Kon-
trollziele eine Eﬃzienz von 66% erreicht werden kann. Die durch die Variation der
Kontrollvariablen berechneten Kontrolllandschaften beinhalten entlang der Intensi-
tätsachse Oszillationen. Diese begründen sich darin, dass die Resonanzbedingung im
System abhängig von der energetischen Aufspaltung der bekleideten Zustände und
damit von der Intensität des zweiten Subpulses ist. Des Weiteren zeigen beide Gra-
phen ein ausgeprägtes Maximum entlang der Zeitverzögerungsachse. Der Ursprung für
dieses Verhalten wurde ebenfalls mit Hilfe des Ansatzes zur Beschreibung der gekop-
pelten Kern und Elektronendynamik identiﬁziert. Es zeigte sich, dass die Amplitude
des oszillierenden elektronischen Dipolmomentes nach Durchlaufen eines Maximums
abnimmt und dann verschwindet. Diese Dämpfung der Elektronendynamik hat ihre
Ursache in der Kopplung mit den unterschiedlichen Dynamiken der Kernwellenpakete
in den Zuständen X1Σ+g und A
1Σ+u .
Ausgehend von den Doppelpulssequenzen wurden OCTRechnungen durchgeführt,
um zu untersuchen, ob sich der SPODSMechanismus im Suchraum des OCT
Algorithmus beﬁndet. Basierend auf den Rechnungen kann zum einen festgestellt wer-
den, dass dieser Mechanismus im Suchraum liegt. Zum anderen zeigte sich, dass der
OCTAlgorithmus die Eﬃzienz, im Vergleich zu den Doppelpulssequenzen, erheblich
steigern konnte. In der Optimierung der selektiven Population des energetisch tiefer
liegenden 41Σ+g Zielzustandes ﬁndet der Algorithmus den SPODSMechanismus oh-
ne zusätzliche Start oder Randbedingungen als optimalen Pfad. Die Optimierung
des energetisch höher liegenden 51Σ+g Zustandes gelingt nur mit einem +
pi/2 Phasen-
sprung im initialen Laserfeld als zusätzliche Startbedingung. Bekannte Eigenschaften
des OCTAlgorithmus sind, dass er eine hohe Kontrolleﬃzienz und robuste Mecha-
nismen auch für sehr komplexe Systeme mit einer hohen Anzahl von Kontrollvaria-
blen liefert [126]. Im Umkehrschluss kann der SPODSMechanismus als robuster und
einfacher Weg zur Population von energetisch hoch liegenden elektronischen Zustän-
den eingestuft werden. Durch diese Eigenschaften kann der SPODSMechanismus für
zahlreiche Anwendungen verwendet werden, die von der Reaktionskontrolle in kom-
plexen molekularen Systemen bis hin zur Diskriminierung von strukturell ähnlichen
Molekülen in einer Mischung reichen.
Die durch die Modellsysteme D2, CO und K2 gewonnenen Einblicke in das Zu-
sammenspiel zwischen Kern und Elektronendynamik wurden im zweiten Teil dieser
Arbeit genutzt, um Faktoren zu identiﬁzieren, welche die Eﬃzienz der Kontrolle über
die Elektronenbewegung beeinﬂussen. Dabei konnten drei wesentliche Faktoren für
die Lebensdauer eines erzeugten elektronischen Wellenpaketes identiﬁziert werden,
die auch das Zeitfenster für die optimale Kontrolle deﬁnieren:
1) Die Kernwellenpakete auf den in der Superposition involvierten elektronischen
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Potentialﬂächen müssen einen großen örtlichen Überlapp haben, damit die Ter-
me
〈
χi(R, t)
∣∣χj(R, t)〉R betragsmäßig groß werden.
2) Die zu den in der Superposition involvierten elektronischen Potentialﬂächen ge-
hörenden Orbitale müssen möglichst delokalisiert sein, um einen großen Über-
lapp der elektronischen Wellenfunktionen
∫
ψ∗i,0(r;R(t))ψj,0(r;R(t)) dr2 . . . drN
zu erreichen.
3) Die Energiediﬀerenz zwischen den in der Superposition involvierten elektroni-
schen Potentialﬂächen sollte möglichst in Resonanz mit dem Laserfeld sein, das
die Überlagerung erzeugt. Eine Entartung der Zustände führt zu einem Stopp
der Elektronendynamik.
Diese Erkenntnisse wurden genutzt um eine neue Kontrollstrategie für über konische
Durchschneidungen verlaufende Photoreaktionen zu entwerfen. Dabei wurde diese
Strategie explizit für komplexere Systeme entwickelt. Der ausgezeichnete Punkt, die
konische Durchschneidungen, wird in dieser Strategie sowohl für die Kontrolle als
auch für das Ende der induzierten Dynamik verwendet. Die Kontrolle ergibt sich aus
dem Zusammenwirken der CEP eines IRFeldes, das die Superposition präpariert, mit
der nichtadiabatischen Kopplung. Dabei wird durch die CEP die Phase des elektro-
nischen Wellenpaketes gesteuert. Durch die Wechselwirkung dieser variablen Phase
mit der statischen Phase der Kopplung entstehen konstruktive bzw. destruktive In-
terferenzen, die die ﬁnalen Populationen der beteiligten Zustände kontrollieren. Das
vorgeschlagene Reaktionsschema wurde an einem entworfenen Modellsystem erfolg-
reich getestet. Bei der Wahl der Pulsparameter wurde explizit darauf geachtet, dass
die Pulse experimentell realisierbar sind und ein komplexes Molekül nicht zerstören.
Die erreichbaren Populationsverhältnisse innerhalb der gewählten Pulsparameter lie-
gen in den Grenzen zwischen 24:76 und 74:26%. Des Weiteren zeigte sich, dass die
CEP in diesem Mechanismus ein hoch eﬃzienter und sensibler Kontrollparameter ist.
Im dritten Teil dieser Dissertation wurde die StarkfeldIonisation hinsichtlich ihrer
Winkelabhängigkeit und ihres Zeitpunktes untersucht. Dazu wurden entsprechende
Methoden zur Beschreibung des Ionisationsprozesses entwickelt und implementiert.
Eine gute theoretische Beschreibung der StarkfeldIonisation ist für die Interpretation
von StarkfeldExperimenten extrem wichtig, da dieser Prozess in einer Vielzahl von
Experimenten oftmals der erste und damit grundlegende Schritt ist.
Für die Beschreibung der Winkelabhängigkeit der Ionisationswahrscheinlichkeit
wurde der in dieser Arbeit entwickelte quantenchemische Ansatz verwendet. Dieser
Ansatz geht über die in der MOADKTheorie verwendete EinOrbitalEinZentren
Näherung hinaus und ist dadurch in der Lage, die Ionisation aus mehreren Orbitalen
kohärent zu behandeln. Mit Hilfe dieses Ansatzes wurden die winkelabhängigen Ioni-
sationswahrscheinlichkeiten für die Moleküle D2, N2, O2 und CO berechnet und mit
dem Experiment verglichen. Dabei zeigte sich für alle vier Moleküle eine weitgehende
Übereinstimmung zwischen den theoretischen und experimentellen Daten. Des Wei-
teren wurde erstmals gezeigt, dass bei der Ionisation von Molekülen mit energetisch
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dicht beisammen liegenden MOs (zum Beispiel O2 und CO) nicht nur die Ionisati-
on aus dem HOMO betrachtet werden muss, sondern auch die Ionisation aus den
energetisch tiefer liegenden Orbitalen (siehe Abschnitt 4.1.4 und 4.1.5).
Zur Simulation des Ionisationszeitpunktes wurde der von Leth et al. entwickelte
MCWPAnsatz implementiert und an der laserinduzierten Doppelionisation des H2
Moleküls getestet. Des Weiteren wurde der MCWPAnsatz mit der Berechnung der
abstandsabhängigen Ionisationsraten nach Yudin et al. [18] implementiert. Dieser An-
satz ist in der Lage die abstandsabhängigen Ionisationsraten für beliebige zweiatomige
Moleküle zu ermitteln. Diese erweiterte Implementierung wurde ebenfalls erfolgreich
an der Doppelionisation des H2Moleküls getestet. Durch diese Erweiterung der Me-
thode können nun die Ionisationszeitpunkte zweiatomiger Moleküle simuliert werden.
Basierend auf den in dieser Dissertation erzielten Ergebnissen können zukünftige
Arbeiten im Wesentlichen in drei Richtungen gehen. Einerseits ist es notwendig, den
quantenchemischen Ansatz zur Berechnung der Winkelabhängigkeit der Ionisations-
wahrscheinlichkeit auf komplexere molekulare Systeme anzuwenden bzw. zu erweitern.
Dies ist vor allem im Hinblick auf zukünftige Experimente mit größeren Molekülen
wichtig [89, 163]. Darüber hinaus kann der neu implementierte MCWPAnsatz ge-
nutzt werden, um StarkfeldIonisationen an molekularen Systemen wie N2, O2 usw.
zu untersuchen. Da die MCWPMethode eine Kombination aus dem Dichtematrix
Ansatz und der Propagation von Wellenfunktionen im Ortsraum ist, kann diese allge-
meine Methode auch zur Simulation anderer ratengetriebener Prozesse im Ortsraum
verwendet werden. Damit eignet sich diese Methode um beispielsweise dissipative
Prozesse, wie sie bei photochemischen Reaktionen in der Wechselwirkung mit dem
Lösungsmittel eine Rolle spielen, im Ortsraum zu untersuchen. Eine Weiterentwick-
lung des Ansatzes in diese Richtung würde das interessante Feld, der theoretischen
Beschreibung von Reaktionen in Lösemitteln, öﬀnen.
Andererseits gilt es, das hier vorgeschlagene Kontrollszenario theoretisch weiter zu
entwickeln und die Kontrolleﬃzienz zu steigern. Aufbauend auf diesen Erkenntnissen
zur Kontrollierbarkeit molekulare Prozesse durch die Steuerung der Elektronenbewe-
gung kann eine reale molekulare Reaktion gesucht werden, an der der Kontrollme-
chanismus getestet und experimentell implementiert werden kann. Die Verknüpfung
der CEPKontrolle von elektronischen Wellenpaketen mit den allgemeinen Methoden
der OptimalControlTheorie kann den direkten Weg zur Lichtwellen kontrollierten
Chemie aufzeigen. Des Weiteren können mit dem hier gefundenen Zeitfenster für
die optimale Kontrolle der Elektronenbewegung auch weitere Kontrollszenarien ent-
wickelt werden, die andere entscheidende Zeitpunkte in der Kerndynamik als konische
Durchschneidungen ausnutzen, um Reaktionen über die Elektronendynamik zu steu-
ern.
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A. Parameter zum Aufbau des
zweidimensionalen
Modellsystems
Das zweidimensionale Modellsystem ist gegeben durch die drei diabatischen elektro-
nischen Zustände H00,H11 und H22, sowie durch das diabatische Kopplungselement
H12 zwischen den Flächen H11 und H22:
Hii = Di
(
1− e−αi(R1−Xi))2 + 1
2
KiR
2
2 + ∆i
H12 = γR2e−β1(R1−X3)
2
e−β2R
2
2 .
(A.1)
Für die oben deﬁnierten Parameter wurden, für das hier verwendete Modellsystem
die folgenden Werte verwendet (in atomaren Einheiten):
D0 = 0, 09; D1 = 0, 012; D2 = 0, 01;
X0 = 4, 0; X1 = 9, 7; X2 = 7, 0; X3 = 7, 2;
α0 = 0, 9; α1 = 0, 26; α2 = 0, 36;
K0 = 0, 75; K1 = 0, 036; K2 = 0, 09;
∆0 = 0, 0; ∆1 = 0, 1; ∆2 = 0, 11;
β1 = 0, 5; β2 = 1, 5; γ = 0, 01;
MR1 = 22680, 0; MR2 = 10000, 0
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B. Mittelung über das
Fokusvolumen
In den hier vorgestellten Experimenten wird der Laser auf den Kreuzungspunkt mit
dem Molekularstrahl fokussiert. Dadurch wird ein Volumen deﬁniert, in dem die
Wechselwirkung zwischen dem Lichtpuls und den Molekülen stattﬁndet. Im Expe-
riment erfahren nicht alle Moleküle in diesem Wechselwirkungsvolumen die selben
Feldstärken, da die maximale Intensität des Laserpulses vom Ort anhängt. Daher ist
es für Reaktionen, die sehr stark von der Intensität des elektrischen Feldes abhängen,
in manchen Fällen sinnvoll die theoretischen Rechnungen über verschiedenen Inten-
sitäten durch zu führen und zu mitteln. Dafür müssen die einzelnen Ergebnisse für
die verschiedenen Intensitäten mit dem Teil des Wechselwikungsvolumens gewichtet
werden, indem die Moleküle verwendete maximale Intensität erfahren.
Die räumliche Abhängigkeit der Intensitätsverteilung eines radialsymmetrischen,
gaußförmigen Laserstrahls, der entlang y propagiert, ist gegeben durch [164]:
I(r, y) =
I0
1 + (y/yr)2
exp
(
− 2r
2
w20 [1 + (y/yr)
2]
)
. (B.1)
Hier ist I0 die maximale Intensität und w0 die räumliche Ausdehnung des Laserpulses.
Die Variable r ist der radiale Abstand in der Ebene senkrecht zur Propagationsrich-
tung y. Die RayleighLänge yr ≡ piw20/λ entspricht dem Abstand, an dem der Radius
des Laserstrahls um den Faktor
√
(2) abgenommen hat. Löst man Gleichung B.1 für
die Intensität I = Ii nach den Radius r auf, so ergibt sich:
ri =
√
w20
2
[1 + (y/yr)2] ln
(
I0/Ii
1 + (y/yr)2
)
. (B.2)
Ist die Ausdehnung des Molekularstrahls entlang der yAchse sehr viel kleiner als
die RayleighLänge (wie in den hier vorgestellten Experimenten), kann die Intensi-
tätsänderung entlang y vernachlässigt werden. Somit ergibt sich für die räumliche
Abhängigkeit der Intensität:
I(r) = I0 exp
(
−2r
2
w20
)
, (B.3)
mit den IsoIntensitätsradien:
ri =
√
w20
2
ln
I0
Ii
. (B.4)
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Damit ergibt sich das Wechselwirkungsvolumen mit Intensitäten I > Ii durch das
Schnittvolumen eines Zylinders mit dem Radius ri (Laserstrahl) und eines Quaders
(Molekularstrahl) mit den Kantenlängen h und l entlang der Koordinaten z und
y [149]. Das Schnittvolumen berechnet sich zu:
V (I > Ii) =
∫ ri
0
rκ(r)ldr, (B.5)
mit
κ(r) =
{
2pi , r ≤ h/2
4 arcsin h
2r
, r > h/2
. (B.6)
Die Lösung des Integrals in Gleichung B.5 führt zu dem Ausdruck:
V (I > Ii) =
r
2
i lpi , r ≤ h/2
2r2i l arcsin
h
2ri
+ rihl
√
1−
(
h
2ri
)2
, r > h/2
(B.7)
Setzt man den Ausdruck für ri (Gleichung B.4) in Gleichung B.7 ein, so erhält man:
V (I > Ii) =

w2
2
ln I0
Ii
lpi , I ≥ I0eh2/(2w2)
w2 ln I0
Ii
l arcsin h/w√
2 ln(I0/Ii)
+ w
2
hl
√
2 ln I0
Ii
− h2
w2
, I < I0e
h2/(2w2)
(B.8)
Mit Gleichung B.8 ist es nun möglich das Volumen zu berechnen, das die Intensitä-
ten zwischen der maximalen Intensität I0 und einer beliebigen Intensität Ii enthält.
Diese Volumina können zur Mittelung über das Wechselwirkungsvolumen verwendet
werden.
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Abkürzungsverzeichnis
ADK AmmosovDeloneKrainov
BS Bond Softening
CASSCF CompleteActiveSpaceSelfConsistent Fied
CEP Carrier-Envelope-Phase
CI Conﬁguration-Interaction
CoIn Conical Intersection
COLTRIMS Cold Target Recoil Ion Momentum Spectroscopy
CP Zirkular Polarisiert
FFT FastFourierTransform
FWHM Full Width at Half Maximum
HF HartreeFock
HOMO Highest Occupied Molecular Orbital
IR InfraroterSpektralbereich
KER Kinetic Energy Release
LP Linear Polarisiert
LUMO Lowest Unoccupied Molecular Orbital
MCSCF MultiConﬁgurationSelfConsistent Fied
MCWP Monte Carlo Wave Packet
MO Molekülorbitale
MP MøllerPlesset
NAC NonAdiabatic Coupling
OCT OptimalControlTheorie
RAP Rapid Adiabatic Passage
RCE Recollision Excitation
SCF SelfConsistent Field
SFA StrongFieldApproximation
SPODS Selective Population of Dressed States
STIRRAP Stimulated Raman Rapid Adiabatic Passage
UV UltravioletterSpektralbereich
Vis SichtbarerSpektralbereich
VMI VelocityMap Imaging
XFROG Cross Correlated Frequency Resolved Optical Gating
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