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Abstract: In non-cooperative multi-agent planning environments, it is essential to have a system that
enables the agents’ strategic behavior. It is also important to consider all planning phases, i.e., goal
allocation, strategic planning, and plan execution, in order to solve a complete problem. Currently,
we have no evidence of the existence of any framework that brings together all these phases for
non-cooperative multi-agent planning environments. In this work, an exhaustive study is made to
identify existing approaches for the different phases as well as frameworks and different applicable
techniques in each phase. Thus, an abstract framework that covers all the necessary phases to solve
these types of problems is proposed. In addition, we provide a concrete instantiation of the abstract
framework using different techniques to promote all the advantages that the framework can offer.
A case study is also carried out to show an illustrative example of how to solve a non-cooperative
multi-agent planning problem with the presented framework. This work aims to establish a base
on which to implement all the necessary phases using the appropriate technologies in each of them
and to solve complex problems in different domains of application for non-cooperative multi-agent
planning settings.
Keywords: game theory; case-based planning; goal allocation; non cooperative; best response;
multi-agent system; multi-agent planning
1. Introduction
Traditionally, game theory research combined with Multi-Agent Planning (MAP) [1] tends to
pay more attention to cooperative/coalitional approaches and strictly competitive approaches. In the
first case, a set of agents come together in coalition to achieve a goal if it is beneficial to them [2,3].
In the case of strictly competitive problems, which are represented by zero-sum games in game theory,
the agents have completely antagonistic objectives since one agent’s profit is directly proportional to
the losses of the others. This case applied to multi-agent planning is known as adversarial MAP [4,5].
However, there is a field between the two mentioned that includes non-cooperative approaches but in
a non-strictly competitive setting that is, the so-called general-sum games, in which the profit of one
agent does not have to imply a loss in the others (Chapter 3 of [6]). Hence, agents seek to satisfy their
private interests but not at the cost of hurting others as in zero-sum games.
The problems of non-cooperative multi-agent planning in a non-strictly competitive setting, which
we will simply refer to as non-cooperative MAP, collect a considerable set of real-world problems that
need to be studied. For example, traffic flow regulation, where all agents want a smooth driving
avoiding collisions, but also congestion appears because of the use of the same road, which may
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decrease agents’ utility. Other similar examples are the management of self-interested urban fleets or
open fleets of delivery services.
Therefore, considering the importance of non-cooperative MAP problems, in this work, we make
an exhaustive study of the related works, first contextualizing the different branches of multi-agent
planning with both altruistic and self-interested agents (game theory). With this study, we want
to identify the different phases that can comprise the complete resolution of non-cooperative MAP
problems as well as the proposals and techniques used for their resolution.
Furthermore, given the lack of frameworks that combine all these phases in the same context of
non-cooperative MAP, in this paper, we propose an abstract framework that incorporates the phases
we consider as a crucial part of a system of this type, which are: goal allocation to distribute the goals
among the agents if necessary; strategic planning given the self-interested nature of the planning
agents; execution to test the plans adopted by the agents in the previous phase; and reuse of the data
to allow the agents to learn from previously solved problems. Our final goal is to provide an abstract
framework that serves as a basis for a complete implementation of the framework for the automatic
resolution of problems.
Finally, in this work, we also propose a concrete instantiation of the abstract framework and a
case study with what we intend to give a specific vision of how this framework could be used taking
the best advantage of it in each one of the phases.
This paper is structured as follows. Section 2 makes an exhaustive study of the related
work of multi-agent planning and game-theoretic approaches, establishing a hierarchy to classify
non-cooperative MAP, and including a discussion about the absence of abstract frameworks to solve
these kinds of problems. In Section 3, the abstract framework for non-cooperative MAP proposed
in this work is presented. Section 4 contains a detailed explanation of the framework phases with
the particular techniques that we propose for our instantiation. A case study to illustrate how the
abstract framework can be applied to non-cooperative MAP problems is presented in Section 5. Finally,
Section 6 draws the conclusions and future work of this paper.
2. Related Work
Over the last few years, there has been rather intensive research in Multi-Agent Planning (MAP) [1]
and also in game-theoretic approaches [7]. However, there is a lack of proposals that tackle non-strictly
competitive MAP tasks. The assumptions adopted in MAP concerning the nature of the participating
agents give rise to a great variety of MAP paradigms that range from altruistic planning, which
assumes that agents are fully cooperative and do not have a strategic behavior or private interests,
to adversarial MAP, where agents are self-interested and competitive.
Figure 1 shows a hierarchy of MAP, where the left branch depicts approaches that feature altruistic
agents, and the right branch presents the research areas that deal with self-interested agents.
The left branch of Figure 1 comprises the MAP approaches that feature agents without private
interests. This type of MAP is characterized by altruistic entities that do not follow a strategic behavior.
We distinguish two main branches of non-strategic planning agents which are focused on cooperation
(cooperative MAP) to solve a common task [8], or coordination (decentralized planning) of the agents’ local
plans to achieve their goals in a global context [9]. However, agents are non-strategic and there is no
need of a game-theoretic mechanism since the common objective is to satisfy a global utility function.
The research lines that feature self-interested planning agents are represented in the right branch
of Figure 1. We consider two main branches within these lines. On the one hand, when planning agents
are willing to cooperate by forming groups to achieve their goals like in cooperative game theory,
this is known as coalitional MAP. On the other hand, the non-cooperative approaches of the right
branch of the game-theoretic MAP approaches are divided into strictly competitive and non-strictly
competitive. In a competitive MAP setting, agents only focus on defeating other agents, which is
known as adversarial MAP [10], and it is commonly represented in game theory as zero-sum games.
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Non-strictly competitive MAP approaches feature conflicting and complementary interests, which are
typically represented in game theory as general-sum games [11,12].
Multi-Agent Planning (MAP)




Non-cooperative MAP Adversarial MAP
cooperation coordination cooperative games non-cooperative games
non-strictly competitive competitive
Figure 1. Multi-agent planning hierarchy.
There is a significant branch of game theory that considers cooperative agents which form
coalitions if it benefits them, this is known as coalitional or cooperative game theory, and it is
devoted to the analysis of how the agents work together by forming coalitions [13]. Cooperative
game theory has been applied in planning scenarios to solve coalitional goal allocation problems.
The Coalition-Planning Game (CoPG) proposal [2] extends STRIPS (Stanford Research Institute
Problem Solver (STRIPS) language [14]) models of single-agent planning to a system of multiple
self-interested agents that may need to cooperate in order to achieve their single associated subgoals
but are assumed to do so only in order to increase their net benefit. The second approach of this
work is the Auction-Planning Game (AuPG), where coalitions of agents compete for the achievement
of a single goal which yields a monetary reward for the coalition. The profit is always distributed
among the coalition agents. A later work in the line of CoPG was presented in [15]. In this case,
the proposed approach solves the so-called “safe” CoPG, a subset of the CoPG where no agent can
benefit from making another agent’s plan invalid. A single-agent planner based on the relaxed
planning task Fast Forward heuristic [16] is used to solve the multi-agent problem. The system
proposed in [17] couples coalition formation with planning by allocating the best possible team
of robots for each task, thus reducing planning complexity. Authors in [18] presented a temporal
reasoning mechanism for self-interested planning agents. In this work, agents’ behavior is modeled
on the basis of the Belief-Desire-Intention (BDI) theoretical model of cooperation to compute joint
plans with time constraints. The mechanism ensures temporal consistency of a cooperative plan and
it has been tested in real-life scenarios. In some approaches such as the one presented in [19], there
is cooperation among agents for path planning avoiding obstacles. Concretely, the authors use a
cooperative game and a multi-agent Q-learning algorithm to find Nash equilibrium.
Non-cooperative game theory in a strictly competitive setting studies problems in which the
self-interested agents have opposed goals. These games are known as zero-sum games [20,21].
Some popular examples are two-player board games, the matching pennies game [22,23], or Rochambeau
(http://www.rpscontest.com/) (also known as Rock, Paper, Scissors), which provides a three-strategy
generalization of the matching pennies game. In a planning setting, a strictly competitive game,
named adversarial MAP, is interpreted as agents pursuing completely opposed goals, e.g., one agent
has to achieve the goal g and another one has to achieve ¬g. Some adversarial MAP approaches focus
on solving problems in non-deterministic and unpredictable scenarios [24]. In this work, authors
present an architecture for adversarial planning in battle management that involves control of several
semi-autonomous intelligent agents; the need to adjust plans dynamically according to developments
during plan execution; and the need to consider the presence of an adversary in devising plans.
The work in [25] presents universal adversarial MAP algorithms for non-deterministic finite domains.
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These algorithms extend the family of ordered binary decision diagrams and are applied to stochastic
games. Another research line of adversarial MAP is devoted to board games or general video
games. Authors in [26] propose a planning framework that uses strategy simulation to achieve
Nash equilibrium solutions. This framework is applied to army deployment problems in real-time
strategy settings in order to improve strategic behavior of agents in modern video games. The works
in [27,28] present an adversarial Hierarchical Task Network (HTN) [29,30] planning framework for
goal-directed game playing. Particularly, this approach is only applied to solve the well-known game
of Go (http://www.usgo.org/way-go). Similarly to alpha-beta pruning [31], the work in [4] proposes
a forward-chaining approach to adversarial MAP based on the AND/OR* algorithm, which is guided
by a heuristic evaluation function inspired by the relaxed planning graph used in the calculation of
the Fast Forward heuristic [16]. This approach is only applicable to two-player games. In summary,
in strictly competitive scenarios, agents have opposed goals, they seek to harm each other and only
care about decisions that benefit them.
Non-Cooperative MAP
Agents in a non-strictly competitive setting do not seek to harm each other, but, since they have
complementary and contrary interests, their purpose is to apply a collaborative strategy and conflict
resolution process that aims to accommodate all participants (win–win strategy). Additionally, they do
not form coalitions with the purpose of building their plans. There are several types of problems
in non-cooperative MAP. In some problems, agents have to solve a MAP task and goal allocation is
applied to distribute the goals of the task while retaining the agents’ private interests. Other problems
feature multiple individual planning tasks. In this case, agents are assumed to independently work
on their own part of the planning problem, and then their plans have to be coordinated with others.
Similar settings focus on determining the amount of goals each agent can solve for its own planning
task (soft goals), depending on the interactions with others, through non-cooperative games.
Non-cooperative MAP settings have been used for goal allocation [32]. Agents have to obtain
an optimal solution to a MAP task, which means they have a common interest, while satisfying their
private incentives. The objective is to determine the goals of the MAP task that will be solved by
each agent, while guaranteeing an optimal solution that maximizes the sum of the agents’ utilities,
i.e., utilitarian social welfare. Hence, when an agent is bidding for a goal, a payment is applied to
reflect the impact of each agent’s participation on the other agents. This problem is solved with the
Vickrey–Clarke–Groves (VCG) mechanism [33–35]. Other approaches use similar auction mechanisms
to distribute goals among agents [36]. In this work, agents bid for the goals to solve and the MAP task
is tackled with single-agent plan repair systems. The paper in [37] also presents an incentive-based
approach called the Utilitarian Distributed Constraint Satisfaction Problems (UDisCSP), an extension
of the DisCSP which uses utility-based agents that receive rewards for finding a solution at the cost of
losing privacy.
MAP with self-interested agents is commonly regarded as a coordination problem in which several
agents interact. Some approaches apply pre-planning coordination and decompose a global task into
individual sub-tasks that agents can solve independently [38]. The underlying goal is to find a minimal
set of precedence constraints that guarantees autonomous planning. The complexity of pre-planning
coordination yields the problems intractable; however, reasonable solutions can be obtained by adding
some additional constraints [39], or using approximation algorithms [38]. The work in [40] presents
an application for ridesharing aimed at finding routes that travelers can share in order to save costs.
The solution proposed by this work ensures that each individual is better off taking the shared ride
rather than traveling alone.
In some MAP environments with multiple individual planning tasks, the aim is to determine
the goals that each agent solves (soft goals) depending on the negative interactions with other agents.
In [41], the authors propose a STRIPS model that calculates a solution plan by doing the inverse of the
problem (the initial states of the agents are translated to soft goals, and the original goal of each agent
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to its initial state). This model represents the conflicts between the actions of the agents’ plans through
a payoff matrix and finds an equilibrium for the whole problem goals or a part of them.
In [42], a preliminary formalization of equilibrium in multi-agent planning is introduced.
MAP solutions are classified according to the agents’ possibility of reaching their goals and the paths
of execution (combinations of local plans). However, this work has not been completely developed
or empirically tested. Similarly, the work in [43] extends the classical planning model to multi-agent
scenarios where agents perform online planning. Each agent wants to achieve its goals, but since
planning is interleaved with execution, the feasibility of its actions is uncertain. Hence, agents decide
which action to apply at each time step through a non-cooperative game. A “satisfaction profile” is
defined to determine the possibilities that an agent has to achieve its goals when applying each action.
Non-cooperative MAP tasks can be seen as the coordination of the agents’ plans to come up
with an executable joint plan. Agents have both cooperative interests (all agents want their plans fit
together so as to ensure they are executable) as well as contradictory interests (every agent wants the
execution of its plan to prevail over the others’ in case of conflict). Since agents are self-interested, stable
(equilibrium) solution joint plans must be guaranteed so that no agent will deviate from the solution.
We can distinguish different views to tackle non-cooperative MAP tasks aimed at synthesizing stable
joint plans.
Best-Response Planning (BRP) [44] is an approach specifically devoted to solving the so-called
congestion games [45], where the simultaneous use of a resource by multiple agents increases its
cost. BRP is also applied to some planning domains for self-interested agents where convergence to
equilibrium solutions is not guaranteed. In BRP, an initial conflict-free joint plan is calculated with
the DisCSP cooperative planner [46]. Then, best-response dynamics, an iterative process in which
each agent proposes its best plan considering the other agents plans, are applied in order to improve
the initial solution. BRP is able to synthesize stable joint plans, where all agents achieve their goals,
with remarkable performance in the presented experimental results with planning domains adapted
to self-interested agents.
Agents in [47] have a limited set of precomputed plans that solve their planning tasks, and
the MAP task of synthesizing a stable joint plan is solved with a two-game approach. One game
determines the plan that each agent will use by computing an equilibrium. Each joint plan is scheduled
through a second game where agents avoid planning conflicts by delaying the execution of their
actions. Particularly, this game computes equilibrium solutions that are also Pareto Optimal (PO) [48]
and fair, thus satisfying agents as much as possible. This is a significant novelty in the non-cooperative
MAP literature.
A more recent work [49] models non-cooperative MAP as a general-sum game in which interactions
such as conflicts and congestion are reflected in the agents’ utility. A tax is imposed to agents involved
in conflicts to guarantee convergence using better-response planning. This approach is applied to a
real-world transportation scenario that involves self-interested electric autonomous vehicles.
3. Abstract Framework
Although there has been significant research on non-cooperative MAP, there is a lack of a
general system that contemplates the different phases in the resolution of this type of problems while
considering different implementations of each of the phases. In general, we identify the following
phases to be considered for an abstract framework: goal allocation, strategic planning, execution of the
plans, and results storage for the reuse of plans or situations.
The assignment of goals is a crucial phase when there is a set of tasks to be carried out that must
be distributed among the agents. Since the agents are self-interested, each one has his own preferences
to solve goals that can bring him more or less benefit. Therefore, since there is this disparity and
collision between the interests of the agents, the system must be provided with a mechanism that
regulates the strategic behavior of the self-interested agents. This phase is only necessary when the
goals are not pre-assigned, depending on the nature of the problem to be solved.
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In a context with self-interested planning agents, it is necessary to consider a system in which
strategic behavior is allowed when proposing individual plans in a shared environment. Therefore,
it is necessary to provide the system with a mechanism that guarantees that an equilibrium is reached
from which no agent deviates to ensure a satisfactory execution of the plans.
In many non-cooperative MAP works, the execution part is obviated. While this fact is not an
impediment in many approaches, in other cases, it can be a problem since it does not allow for proving
that the system works as expected. Therefore, in order to have a complete framework, it is necessary
to have the execution part of the agents’ plans once an equilibrium has been reached, either executing
the plans in a simulator or in a real environment. This ensures that the agreed solution works, and if it
fails, the system can be fed back so that it does not happen again.
In systems where the same type of problems are periodically addressed, storing past information
can improve both performance and quality by using this experience to alleviate the burden on planning
and even avoid past failures. It is therefore advisable to use a storage system that allows agents to
learn individually. A suitable alternative is Case-Based Planning (CBP) [50,51], as we propose in this
framework, although other alternatives can be considered.
To the best of our knowledge, there is not any proposal of an abstract framework that accounts
for a complete process within the phases explained above to solve non-cooperative MAP problems in
a non-strictly competitive setting. Therefore, the aim of this work is to propose an abstract framework
for strategic multi-agent planning using case-based planning.
It is important to note that there are framework proposals in classical planning that take into
account most phases of a complete planning problem, such as planning, execution, monitoring,
and learning [52–54]. More recent works [55,56] offer a system that considers both decentralised
multi-agent planning and execution stages, mainly focused on run-time planning (i.e., online planning).
Nevertheless, all these approaches do not consider non-cooperative MAP tasks and therefore are out
of the scope of this work.
The abstract framework we propose in this work has different phases to solve non-cooperative
MAP problems in a non-strictly competitive setting. Considering that the agents are self-interested,
it is necessary to provide the framework with a goal allocation mechanism and also with a strategic
planning system to obtain plans in equilibrium, thus allowing their strategic behavior. In addition,
the execution phase of these plans is also included, as well as the results storage in order to feedback
the system, allowing learning in the agents. These four phases of the abstract framework, depicted in





Figure 2. General diagram of the abstract framework.
• Goal allocation: This is the initial phase of the whole process. The goals to solve are distributed
among the agents depending on the utility that report to each agent, that is, the preferences of
the agents. This phase can be performed using different techniques such as auction protocols,
or equivalent game-theoretic methods. This phase can be considered optional if the problem
goals have a pre-established distribution among agents.
• Strategic planning: Each agent, by arbitrary turns, plans using its own CBP system or planner in
order to come up with a plan π that achieves all of its goals G. This is done using the well-known
game-theoretic technique best response [6] [Chapter 3], in which each agent iteratively best
respond to the strategies of the other agents in its turn since a convergence point is reached,
which is by definition a pure Nash equilibrium [57].
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• Execution of the plans: The solution obtained in the previous phase in which each agent has its
own plan π is executed in a simulator that recreates a real scenario or, if possible, the solution is
executed in the real world.
• Results storing: The results from the execution of the agents’ plans are gathered in order to
improve the knowledge of the agents to generate better plans in the future. This updates their
case bases (if a CBP is used) or their storage systems, which means they learn from experience.
4. Instantiated Framework
In this section, we explain in detail each of the phases that comprise the abstract framework and
also the particular instantiation for each of the phases. However, the proposed instantiation belongs
to our particular interpretation of the abstract framework. This implies that we leave open the use
of different systems for each one of the phases, while our proposal is a suggestion that tries to take
advantage of each one of the particularities of the phases with the objective of improving the global
quality of the system.
A diagram representing our instantiated framework is depicted in Figure 3. Concretely, we
propose the use of auction protocols for the goal allocation phase; best-response dynamics, with a CBP
system for each agent, for the strategic planning phase; a simulator for the execution phase; and the
corresponding stages of the CBP for the results storage phase.
Auction


























Figure 3. Diagram of the instantiated framework.
4.1. Goal Allocation
In this paper, we assume goal allocation as the distribution of a set of goals among the different
agents of the system. Depending on the type of problems, it might not be necessary to carry
out this phase if there was already a previous distribution of the goals among the agents for any
reason. However, when there is no pre-established distribution, and considering that the agents are
self-interested, it is necessary to provide the system with a mechanism that allows goal allocation
in a strategic way, that is, taking into account the preferences of the agents and their possible utility.
We propose to use auctions or similar game-theoretic models for the goal allocation process.
An auction is a mechanism by which a set of goods is distributed to the highest bidder. There is a
line of research in economics devoted to auction theory where the way in which people act in auctions
and the properties of auctions are studied [58,59]. Auctions are regulated by a set of rules, and auction
theorists seek to improve the efficiency of auctions as well as to promote optimal and equilibrium
bidding strategies.
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The goal allocation in the framework can be done with some system inspired by that of the
works [32,36]. In both works, auction mechanisms are used to distribute the goals among the agents
but trying to satisfy their private interests. However, we would have to consider a modification with
respect to the work of [32] since it uses the sum of the utilities of the agents, that is, the utilitarian
social welfare, whereas, in our framework of non-cooperative MAP, we do not seek to satisfy a global
measure, but individual, which would be more similar to an equilibrium. Another interesting work
that could inspire the goal allocation needed in our framework is the one presented in [60], which
uses consensus-based auction algorithms for task allocation of autonomous vehicles fleets. However,
an adaptation would be also needed since that work is intended to be applied in task allocation,
which is slightly different from our target of goal allocation.
In the instantiation that we propose for the abstract framework, whose diagram is depicted in
Figure 3, the goal allocation phase is performed with an auction in which the agents bid for each of the
goals to solve until having all goals allocated. Then, the strategic planning phase can start.
4.2. Strategic Planning
Since the agents of the proposed framework are self-interested and, given the nature of
non-cooperative MAP problems, it is necessary to provide the system with a game-theoretic mechanism
for the analysis of the different situations of conflict of interest between the agents. Therefore, in this
framework, we intend to promote strategic planning.
Although the abstract nature of this framework allows the use of any game theory technique that
the user deems appropriate, we propose, by default, to use best-response dynamics. The agents, in turns,
propose the plan they intend to execute, taking into account the plans of the other agents so as not to
incur in conflicts or congestion by the concurrent use of a resource that prevent them from executing
the plan or that cause them a decrease in the, a priori, expected utility [45]. The main advantage of this
mechanism is that it corresponds to the natural way of dealing with problems by a group of parties
who do not fully agree. Another advantage of best-response dynamics is that there is a guarantee that a
solution will converge at some point, and that this solution will be a pure Nash equilibrium (PNE) [57].
Thus, none of the agents will deviate from such an equilibrium solution during execution as this would
potentially imply a reduction of their own utility and that of others. This is guaranteed if the problem
is formulated as a potential game since any finite potential game [61] will converge with best-response
dynamics to a PNE regardless of the cost functions (e.g., they do not need to be monotonic).
Additionally, it is possible to use better-response dynamics instead of best-response dynamics
since it is not necessary that agents best respond at every step. This means that better-response
dynamics converge to a PNE in a finite number of steps as long as agents deviate to a better response
Chapter 6 in [6]. Moreover, a better-response strategy can be implemented by an agent by randomly
sampling another plan until one is found with a lower cost than the current plan’s and hence, it does
not require that the agent knows the cost of every plan in its search space [62]. The possibility of using
better-response dynamics offers the alternative of having a planning system that does not necessarily
come up with the best plan in each situation, since it is enough to propose a plan that improves the
current one (if such plan exists). Therefore, every potential game has at least one outcome that is a PNE,
and better-response (or best-response) dynamics always converges to a PNE in any finite potential
game Chapter 6 in [6], Chapter 19 in [7].
The best(better)-response dynamics process consists of the following steps:
1. An arbitrary order is established among the agents to submit their proposals in turns.
2. Each agent i in his own turn proposes the best plan πi that he can (or that improves the previous
one if it is better-response dynamics) depending on the plans that are currently proposed by the
other agents (if there are any). If the agent had already proposed a plan and this is the best one
he can propose in the current situation, he would not propose any new plan.
3. The previous step is repeated until in a complete iteration none of the agents proposes a new
plan. When this situation arises, the process of best(better)-response dynamics has converged to
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a solution, which is the combination of the plans of the agents that they have currently proposed.
As we have already mentioned, this solution is guaranteed to be a PNE.
In the diagram depicted in Figure 3, best(better)-response dynamics are represented inside the
strategic planning phase, which is performed after the goal allocation phase. In addition, each agent in
the best(better)-response dynamics uses its own CBP, concretely the retrieval and reuse stages, to come
up with plans that solve their goals in the current situation of the best-response dynamics.
Regarding the planning system of the abstract framework, we propose to use Case-Based Planning.
However, any planner could be used. It is important to note each agent must be provided with its own
planning system, as can be deducted from how best-response dynamics works.
Case-Based Planning (CBP) [50,51] is based directly on the well-known Case-Based Reasoning
(CBR) [63,64]. In general, a CBR system acts as a case base created from experience. In this way, when
a new problem has to be solved, a problem with similar characteristics that was already solved in
the past in the case base is looked for, and thus the same solution that worked previously is applied.
The previous solution may be applied directly or may need some adjustments for the current situation.
Finally, a new case is created or the existing case is updated with the results obtained from the
application of the solution, whether the result was positive or negative.
A CBP system is a specialization of a CBR system. The particularity of a CBP system is that the
cases, in general, are descriptions of the state of the planning world (initial state and final state) and
the solutions are the plans applied to reach the final or goal state [50]. CBP is defined as “the idea of
planning as remembering” [51].
The advantages of a CBP system over the use of a planner are remarkable. On the one hand,
solutions to previous problems can be reused efficiently. On the other hand, storing the generated
knowledge keeps the agent up to date. These advantages result in improved performance by avoiding
planning to get a previously used plan, especially in an environment where similar problems can be
repeated. In addition, the system can be learning or varying its knowledge depending on how the
environment evolves both over time and also influenced by other agents.
As in CBR, the main stages of CBP are:
• retrieve: given a description of the problem (initial state) a case with a similar description is
searched in the case base using a similarity algorithm and establishing a minimum coincidence
threshold. Matching cases according to these criteria are extracted in order to be used to solve the
current problem.
• reuse: in this step, the necessary modifications are made to the solution (plan) of the chosen case
so that it is applicable to the current situation (initial state).
• revise: this stage consists of revising the solution to check its validity.
• retain: a new case is added to the case base with the problem solved in this iteration, or an
existing case is updated with the solution used in this occasion.
In this framework, CBP stages take place at different phases of the framework. On the one hand,
the retrieve and reuse stages are used during the best-response process when the CBP system is asked
for a plan that suits current requirements. On the other hand, the revise and retain stages are performed
after execution phase, i.e., during the results storage phase. All these processes and information flow
are represented in Figure 3, where the best-response dynamics process is connected to each of the CBP
systems of the agents. Then, the solution that proposes each agent through its CBP system after the
best-response dynamics process converged is sent to be executed in the simulator.
4.3. Execution of the Plans
The execution of the plans is an important part in some contexts of automated planning and
scheduling research. The execution consists of carrying out the actions of the plan in the specified
instants of time or schedule, either in the real environment or in a simulated environment [52].
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The execution in a real environment is the ideal case of the planning since it allows for
corroborating that the computed plans are applicable to the real world. Therefore, whenever possible,
it is advisable to execute the plans in the real environment and hence the results collected and the
learning derived from these data can lead to much more positive feedback to ultimately improve the
planning process.
While a real environment allows execution to be tested in the real world, making results more
reliable, execution in a simulated environment provides other advantages. On the one hand, preparing
and executing different problems can be less costly in both time and resources, so many more tests can
be performed. On the other hand, collecting data in a simulated environment can be simpler and more
effective than in many real environments. Then, all of this leads to cost savings in the application of
different execution tests.
The ideal situation to take a significant advantage of a simulator would be to launch many
problems and thus the case bases of the agents can be populated with many experiences. Then, all
this knowledge could be applied to the real environment, yielding very positive results from the
beginning. Therefore, the simulator could be considered a training before running the system in the
real environment. This will avoid the well-known problem named cold start, which represents the
issues derived from starting a system without enough data in the case bases of the agents.
In the case of the framework that we propose, whether the execution is in a real environment or
in a simulated environment, the crucial part is the collection of data from that execution. With this
data, the whole system can be improved since the agents can learn individually whether their plans
have worked as they expected or not. If a CBP system is used, the feedback is done in the retain
stage, and CBP’s own mechanisms (inherited from CBR systems) manage the learning by creating new
cases or updating some of the existing ones in both positive and negative results. For other planning
proposals that do not include a CBP system in the proposed framework, learning is subject to the type
of planning mechanism used and its possibilities for including learning.
Our proposal in the instantiated framework depicted in Figure 3 is the use of a simulator for the
execution phase. As we mentioned above, it is a simple way to be able to run a set of problems easily
and getting a large collection of results that the agents can learn from.
4.4. Results Storage
A crucial part of the framework is the results storage as it allows individual agents to keep track
of what has happened in past problems. Since the framework is designed to solve a set of problems,
it offers the above-mentioned advantages of reusing past solutions that can improve both the quality
of the plans and the efficiency of the system. In addition, this also implies that agents learn and modify
their knowledge, thus evolving at the same time as their environment.
The results storage can be done in different ways; however, it is necessary to have a system in
which such data can be easily reused by the agents to be really helpful.
As mentioned before, a CBP system provides such advantages since it stores data from previous
iterations so that it can be easily reused in the future. The stages of the CBP system that act in this
phase of the framework are revise and retain. The revise stage is in charge of checking that the solution
applied has worked as expected. On the other hand, the retain stage is in charge of saving the data by
creating a new case or modifying an existing one, whether the result was positive or not.
Therefore, we could consider that, in our instantiation of the framework, there is a cycle or
dependency relation between the strategic planning phase and the results storage phase since the CBP
system acts in both cases using its different stages. This relation can be seen in Figure 3, where the
stages revise and retain of the CBP system of each agent belong to the results storage phase and collect
the results from the simulation, while the retrieve and reuse stages of the CBP system of each agent
belong to the strategic planning phase of the framework.
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5. Case Study
In this section, we present a case study in which the abstract framework introduced in this work
with a specific instantiation is applied. Particularly, this case study shows each of the phases of the
framework using a specific technology or system.
This case study consists of a logistical problem in which a series of trucks must carry packages from
the point of origin of each package to its corresponding destination. Trucks represent self-interested
agents with the particularity that they all belong to the same company, which implies that they
have common interests because they do not seek to hurt others, but receive a reward depending on
the packages delivered, which is understood as contrary interests. Thus, the nature of the problem
determines that it is necessary to use a non-cooperative MAP system in a non-strictly competitive
setting, since the profit of one agent does not necessarily imply a loss in the other agents, but all have
their private interests.
The problem to be solved in this case study consists of three trucks that are self-interested agents
that we will call A, B, and C, respectively. These trucks must deliver three packages, taking them from
their place of origin to their corresponding destination. Figure 4 shows the distribution of the truck
agents and packages in a representation of a city map. Concretely, a square represents the package
origin position and a dotted circle represents the destination of the package. The lines in different
colors represent the possible routes to deliver the packages. Therefore, the goals for which the agents
compete in this case are the packages, since completing a goal gives them a reward, while movements
without cargo only incur costs but not profits. In this way, agents will try to minimize movements
without cargo, while trying to solve as many goals as they can. In this case study, we also take into
account the congestion caused by using the same road at the same instant of time. Note that we make
a simplification of this to have an illustrative example, as only two trucks should not cause congestion
in the general case. In addition, in more complex problems where the use of petrol stations or electric
vehicle charging stations is included, other types of congestion could appear due to concurrent use.







Figure 4. Case study example.
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5.1. Goal Allocation
First, goal allocation is performed through an auction system. In this way, truck agents can bid
for the goals they are most interested in based mainly on the distance of origin of the package and
the current position of the truck. We assume that the payment or reward they receive for packages is
proportional to the distance between the origin and destination of the package, so we can consider
that there are no particular or superior incentives for specific packages. In other words, all packages
are worth the same depending on the route to be taken to deliver it. This implies that the agents
will prioritize the packages that are closest to them and those that come to them in passing with
other deliveries.
The goal allocation problem is similar to what is traditionally called resource allocation. Thus,
the Bertsekas auction algorithm [65,66] can be used to solve the goal allocation in our framework.
This algorithm can be used when there are n agents and m goals to assign (with m ≥ n). Each goal can
be assigned to an agent with a certain cost and the main objective of the process is to minimize the
total cost of the global assignment. The idea of this algorithm is that agents bid for their preferred goal
(the least expensive) and the value of that bid is the difference between the best cost and the second
best cost (for this agent). In addition, each goal has a price (which starts at 0), and, if there are several
agents who want the same goal, it increases in price. A goal is assigned to an agent if the agent’s bid is
the highest. This process is repeated until all goals are assigned.
Based on the representation of Figure 4 of this case study, we assume that the costs of each of the
agents associated with the delivery of each of the packages are those shown in Table 1. Therefore, it is
easy to assume the allocation that will be made considering the costs. It should be noted that these costs
are proportional to the distance between the agent and the point of origin of the package, as well as
the distance to take the package from its origin to its destination. Once the Bertsekas auction algorithm
has been applied (for simplicity’s sake, we obviate its application), agent A would be assigned the
package p1, agent B the package p2, and package p3 would be assigned to agent C.
Table 1. Costs of each agent agi to deliver each package pj.
c(agi, pj) p1 p2 p3
A 10 21 16
B 14 9 17
C 18 19 12
5.2. Strategic Planning
The strategic planning phase involves two systems. On the one hand, we use best-response
dynamics to manage the strategic behavior of the agents, allowing them to make their proposals until a
convergence point is reached, which is by definition a Nash equilibrium. On the other hand, each agent
is provided with a CBP system that allows him to obtain plans to solve the problem based on past
experiences. In the following, we explain how both systems are used in this case study.
An arbitrary order is chosen among the truck agents. Let’s assume the order is A, B, and C,
for simplicity. Then, each truck agent, in turns, proposes, by retrieving a plan π from its case base,
the best plan to solve his goals considering the plans of the other agents (if any). This means that the
plan of an agent can affect another if there is any congestion that may decrease the expected utility
because the cost of the simultaneous use of a road is increased (i.e., fuel/battery consumption increases
and/or travel time increases). The best-response dynamics process takes place as follows:
1. Agent A retrieves the case/plan πA1 that best matches with the problem to solve with a similarity
of 92%. The past case match with the current problem of delivering package p1 since the origin
and destination are almost the same with a slight deviation. Since there is no agent who has
proposed his plan yet, there is no interaction, so, for agent A, this extracted plan is his best option.
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2. Agent B also retrieves the best plan/case πB1 to solve his goal with a similarity degree of
95%. However, this plan introduces a congestion with the current plan πA1 of agent A for the
simultaneous use of a road (see the rectangle area of blue and red lines in Figure 4 where the paths
of both trucks can overlap). Although agent B is causing a congestion that reduces the expected
utility to both agent A and agent B, plan πB1 still has more utility than the next alternative πB2
in his case base because it has a longer path at a higher cost. Thus, from a rational point of
view, agent B prefers πB1 in congestion rather than another lower utility alternative that avoids
congestion like πB2.
3. Agent C retrieves the best plan πC1 of his case base to solve his goal of delivering package p3
with a similarity of 100%. Since agent C does not have any interaction with the other agents,
he can apply his plan with the expected utility, while also not affecting the utility of other agents.
4. Agent A analyzes its current proposed plan πA1 which is affected by a congestion with agent B
for the simultaneous use of a road. Using his CBP system is able to retrieve another case/plan
πA2 with a similarity of 89% to the current problem to solve, which is lower than the similarity of
πA1 (92%). However, the similarity only refers to how similar one case is to another, but does not
take into account how another agent’s plan may affect it (i.e., congestion interactions). Therefore,
although the new case πA2 with a similarity of 89% may have a lower utility a priori, it is actually
higher than the utility of the previous plan πA1, since, in that case, this utility is affected by the
congestion and ends up being lower. Thus, agent A changes his proposed plan from πA1 to πA2,
with a slightly higher utility, which is in this moment his best response.
5. Agent B analyzes his current plan πB1 and realizes that the congestion that existed with agent A
has disappeared because agent A has changed his plan. Thus, the utility of πB1 has increased
slightly with respect to the previous iteration. This implies that he still has his best plan and does
not want to change it for another, which means that he is in best response.
6. Agent C is already in best response since he previously proposed his best plan πC1 and he has no
interactions with the other agents. Hence, he does not change his proposal.
7. Agent A cannot generate a better plan than he already has, so we can say he is satisfied with the
current one, which means he is in best response. Therefore, since none of the agents has changed
their plan during an entire iteration, the best response process can be considered completed since
a convergence point has been reached. At this point, the solution formed by the agents’ plans is a
Nash equilibrium.
5.3. Execution of the Plans
For the execution phase of the framework, a simulator like the one proposed in [67] would be
used. The solution of the previous phase, which is a Nash equilibrium, consists of a plan per agent to
be executed. The main objective of this phase is to check the viability of previously agreed plans in a
realistic environment, in this case a simulator.
In this case study, we assume the results of the execution of the plans in the simulator in order to
provide the reader with an illustrative example of what could happen during this phase.
From the perspective of each agent, there are two main scenarios resulting from the simulation.
On the one hand, it may happen that the execution of the plan is done as planned, without incidents,
which means that the agent would receive the expected utility. This is the ideal scenario and would
endorse the application of the plan for the solved problem. On the other hand, it may happen that the
execution of the plan fails and the goal cannot be reached, or that the final utility is less than expected
due to factors that have not been considered. In this situation, the simulator cannot provide any
alternative (unless a replanning mechanism in execution is applied) and must simply provide as much
information as possible to understand and reflect the execution failure so that it can be incorporated
into the corresponding case of the case base.
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5.4. Results Storage
This phase is intimately linked to the previous phase as the results of the execution, both positive
and negative, should be reflected in the case bases of the agents in order to learn from experience.
For each agent of the problem, in the case that the result of the execution is positive and everything
has occurred as expected in the plan, the case base would be updated by modifying the case used to
add some indicator of the success rate of the case or some slight modification of it (some action that
may have changed, which, depending on how the cases were defined, this change may imply a new
case). This would occur in the stages revise and retain of the CBP system, the revise stage where the
applied case is analyzed with its possible modifications, and the retain stage where all this information
is stored in the case.
On the other hand, if the result of the execution is negative, that is, there has occurred some
inconvenience by which either the final utility has been less than expected or directly the plan has not
been able to finish, this result would also be stored in the same way as the previous one. Thus, this
failure would be noted in the case and, if possible, the reason for the failure, to prevent it from being
used in the future.
Finally, depending on the CBP system that is used and if it allows the generation of new plans
(perhaps by combining it with a planner), it could happen that the plan used in execution was not yet
in the case base. Therefore, this plan would become a new case and would be introduced in the case
base for later use.
It should be noted that the use of this system is designed for a large set of problems that are solved
continuously or sequentially. Therefore, depending on the execution phase with a simulator (or the
real world in its case), any failure in the execution of the plans does not imply anything wrong, as long
as it can represent a change in the conditions of the environment that would end up being reflected in
the base cases of the agents. Thus, the case bases of the agents’ CBP systems would evolve together
with the environment to reflect the current situation. This is an advantage to be exploited over the
proposed system when using CBP.
6. Conclusions
In this paper, we presented an abstract framework for solving non-cooperative MAP problems
in a non-strictly competitive setting. These types of problems represent a large number of real-life
situations that are not yet addressed from the point of view of the non-cooperative MAP. Among the
problems of this type are the strategic regulation of traffic, the management of self-interested urban
fleets, open fleets of delivery services, among others.
An exhaustive study of non-cooperative MAP works was carried out to identify the different
phases that we considered crucial to solve non-cooperative MAP problems. Hence, in the absence of
any abstract framework that includes the goal allocation, strategic planning, execution and results
storage phases, we made our proposal with the intention of filling this gap.
In addition, a specific instantiation of this framework was also proposed in which a type of system
or paradigm is suggested for each phase of the framework. Therefore, the suggested instantiation is
the one we consider the most suitable to take advantage of all the benefits that the framework can offer.
Nevertheless, it is important to note that any user of the abstract framework is able to use alternative
systems or mechanisms in the different phases.
The main advantages of the proposed framework are as follows. On the one hand, all phases
are available together in a complete non-cooperative MAP problem solving system. On the other
hand, with this proposal, a gap is filled attending to the need of the research community for the
complete resolution of non-cooperative MAP problems in a non-strictly competitive setting. In addition,
the implementation of this framework can be done using the techniques or technologies described in
this paper that are currently available.
Appl. Sci. 2019, 9, 5180 15 of 18
Finally, a case study has been presented that provides an example of solving a complete problem
typical of non-cooperative MAP in a logistical context. This case study illustrates the feasibility of
implementing the proposed abstract framework as well as its value for solving this type of problems.
As a future work, we plan to implement some of the proposed phases in an initial approach and,
subsequently, we will be able to have a complete implementation of the entire framework, given the
complexity of each of the phases and their combination.
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