We propose a framework that allows us to analyze different variants of HDG methods for the static Maxwell equations using one simple analysis. It reduces all the work to the construction of projections that best fit the structures of the approximation spaces. As applications, we analyze four variants of HDG methods (denoted by B, H, B`, H`), where two of them are known (variants H, B`) and the other two are new (variants H`, B). We show that all the four variants are optimally convergent and that variants B`and Hà chieve superconvergence without post-processing. For the two known variants, we prove their optimal convergence under weaker requirements of the meshes and the stabilization functions thanks to the new analysis techniques being introduced. At the end, we provide numerical experiments to support the analysis.
Introduction
Maxwell equations describe the interaction between electric and magnetic fields and play a central role in modern sciences and engineering. To understand the solution of Maxwell equations in various application scenarios, numerical treatments are necessary. The finite element method (FEM) is one of these numerical tools and it has some nice features such as easy handling of complicate geometry, exponential rate of convergence by hp-refinements, etc.
Finite element methods can be divided into two categories -conforming and nonconforming. For Maxwell equations, conforming elements usually refer to Hpcurlqconforming elements since Hpcurlq is used as the energy space for the solution of Maxwell equations. Hpcurlq-conforming elements (also called edge elements) have been widely studied since they were first proposed by Nédélec in [29, 30] ; see, for instance, [19, 21, 26, 27, 28, 35] .
For non-conforming elements, one popular choice is the discontinuous Galerkin (DG) finite element method (see [1] for a general introduction and see, for instance, [4, 15, 18, 22, 32, 33] for DG methods for Maxwell equations). Since DG methods allow the use of independent approximation spaces on each element, they possess certain nice properties such as the flexibility of choosing local spaces, allowance of triangulation with hanging nodes, high parallel efficiency, easiness of implementation, simple treatment of boundary conditions, etc. Despite their advantages, DG methods in general use more degrees of freedom compared to the corresponding conforming methods. To overcome this difficulty, the hybridizable discontinuous Galerkin (HDG) method was proposed [13] . By introducing a Lagrange multiplier on the skeleton of the mesh and using the hybridization techniques, HDG method allows the solution of a much smaller system only involving the Lagrange multiplier and then to recover locally the rest of the degrees of freedom on each element.
Recently, there has been considerable interest in developing HDG methods for Maxwell equations and many variants [7, 8, 9, 24, 25, 31] of HDG methods have been proposed and analyzed. However, to the best of our knowledge, there is no work that provides a unified point of view of understanding these variants. This leads to a possibility of repeated or unnecessary arguments being generated and a lack of recognition of the connections among these variants. This motivates us to consider a unified analysis. In this paper, we propose a framework that enables us to clearly decouple the error analysis techniques into two groups -those related to the PDE and those related to the HDG variants (namely, the choices of the approximation spaces and stabilization functions). The benefits of doing so include the following:
• Recycling existing error analysis techniques. We demonstrate this by using only one analysis to obtain the error estimates for four variants of HDG methods. In this way, we can avoid introducing repeated arguments for each variants.
• Providing guidelines for systematically discovering new optimal convergent and super convergent HDG methods. We discover two new HDG variants B and H`by using this framework, where variant H`achieves superconvergence in the sense of the degrees of freedom of the numerical trace (the discrete electric field achieves Oph k`2 q convergence while its numerical trace only lives in a proper subspace of P k`1 pF q t on each face F ; see the end of Section 4 for a detailed discussion about this).
• Simple analysis of mixed type HDG methods where the local spaces and stabilization functions vary from element to element. This is doable since we use local projections to capture the features of the HDG variants (the main part of which is how to choose local approximation spaces and stabilization functions).
Let us mention two inspirations of this work. The first one is [14] , where a tailored projection is proposed to analyze a class of HDG methods in a unified way under the setting of elliptic problem (this is inspired by the celebrated Raviart-Thomas (RT) and Brezzi-Douglas-Marini (BDM) projections). This approach to the analysis is often referred to as "projection-based error analysis". The second one is our previous work about HDG methods for elastic waves [17] , in which we show that we can use projection-based error analysis for those HDG methods whose approximation spaces do not admit M-decomposition [10] . The work of this paper can be regarded as a generalization of the work in [17] to the setting of Maxwell equations.
To proceed with the discussion, we shall now introduce the model problem. Let Ω Ă R 3 be a bounded simply connected polyhedral domain with connected Lipschitz boundary Γ :" BΩ. We consider the following static Maxwell equations in a mixed form:
nˆu " g on Γ, (1d) p " 0 on Γ.
(1e)
In the above, variables u and w are the electric and the magnetic fields respectively, and p is a Lagrange multiplier introduced to have a better control of ∇¨u (see [2, 3] ).
Note that when f is divergence free, p admits trivial solution. We remark that (1) with a different boundary condition can be also derived from the Stokes equations by using vorticity formulations; see, for instance, [11, 12] . The rest of the paper is organized as follows. In Section 2, we propose an HDG framework with unspecified approximation spaces and stabilization functions; we then give an analysis by using a projection satisfying certain criteria. In Section 3, we review some well known projections and construct some new projections that we shall use later. In Section 4, we consider four variants of HDG methods for Maxwell equations (denoted by B, H, B`, H`). We give a unified analysis to the four variants by using the abstract analysis setting established in Section 2 combined with suitable projections discussed in Section 3. We show that all the variants are optimal and variants B`, H`achieve superconvergence. After that, we compare these four variants and discuss their connections. Finally in Section 5, we present some numerical tests to support the analysis.
The framework 2.1 Notation
We begin by introducing some notation that will be used extensively in the paper. Let T h be a conforming triangulation of Ω, where each element K P T h is a starshaped polyhedron. Let E K and E h be the collections of all faces of K and T h , respectively. We use the standard notation h K as the diameter of K and denote by h :" max KPT h h K as the mesh size of T h . For k ě 0, we denote by P k pOq the polynomial space of degree k supported on O, where O can be an element in T h or a face in E h . Let N 0 be a large integer. For any K P T h , let W pKq and V pKq be two subspaces of P N 0 pKq 3 , and QpKq be a subspace of P N 0 pKq. For any F P E h , let NpF q be a subspace of P N 0 pF q t :" tu P P N 0 pF q 3 : u¨n F " 0u (for a vector field v supported on certain surface F , we denote by v t :" n FˆvˆnF the tangential component of the vector field), and MpF q be a subspace of P N 0 pF q. Denote by NpBKq :" ś F PE K NpF q and MpBKq :"
Let P N : L 2 pBKq 3 Ñ NpBKq and P M : L 2 pBKq Ñ MpBKq be the L 2 projections to their range spaces respectively. We assume all the spaces introduced above are non-empty. Define
We use the following notation for the discrete inner products on T h and BT h :
where p¨,¨q K and x¨,¨y BK denote the L 2 inner products on K and BK respectively.
HDG methods
Depending on the choices of the approximation spaces tW pKq, V pKq, QpKqu KPT h and tNpF q, MpF qu F PE h , we obtain different variants of HDG methods. We assume these spaces satisfy the following conditions:
All the HDG variants we will study in this paper satisfy (3) and we assume these conditions hold throughout the paper. We now give the HDG scheme under this general setting:
for all pr, v, q, η, µq P W hˆVhˆQhˆNhˆMh . In the above equations (4), the two stabilization functions τ t , τ n P ś KPT h ś F PE K P 0 pF q and we assume τ tˇB K , τ nˇB K ě 0 for all K P T h . It is obvious that (4) is a square system. We remark that the unique solvability can be deduced as a consequence of the convergence of the numerical scheme, which we will study in Section 4.
Projections and remainders
The key in our analysis is finding projections satisfying the following Assumption 2.1. Here, under this general setting, we shall just assume the projection exists and proceed the analysis. We remark that these projections are not unique in most cases and our target is to find the projections that can well fit the structures of the approximation spaces and therefore give sharp estimates. Assumption 2.1 (Projection assumption). For all K P T h , there exists a projection
Note that if we have n BKˆV pKqˆn BK Ă NpBKq, then (5a) becomes pΠ K w´w, ∇ˆvq K " 0 @v P V pKq.
In this case, Assumption 2.1 holds obviously as a result of (3a)-(3c), since the L 2 projection to W pKqˆV pKqˆQpKq satisfy (5) . In addition, we have used Π K w, Π K u, and Π K p to represent the first, second, and third component of the projection Π K , respectively. Hence Π K w can depend on u and p as well, and this clarification works similarly for Π K u and Π K p. For all the HDG variants we will study in this paper, Assumption 2.1 is satisfied. Namely, we can explicitly construct projections that satisfy (5a)-(5c). We will do this in Section 4.
We next define two operators associated to the projection Π K .
Definition 2.1 (Boundary remainders). For all K P T h , we define two operators as follows:
We call δ Π K τt the curl-curl boundary remainder and δ Π K τn the grad-div boundary remainder.
By (3d) and (3e), it is easy to see that the above definition is valid. The boundary remainder operators can be regarded as an indicator for how much the projection Π K resembles an HDG projection or a mixed method projection. Consider the graddiv boundary remainder δ Π K τn . If we let the second-third component of Π K , namely pΠ K u, Π K pq, to be replaced by the HDG projection with stabilization function τ , then δ Π K τn"τ " 0 (holds by definition; see [14] ); if the second-third component is replaced by the Raviart-Thomas (RT) and the Brezzi-Douglas-Marini (BDM) projections [6, 34] ( [29, 30] by Nédélec for R 3 case), we have δ Π K τn"0 " 0. On the other hand, if the first-second component of Π K is replaced by edge element associated projections (Hpcurlq projections [29, 30] ), then we have δ Π K τt"0 " 0. The following Lemma gives two identities further relating the projection Π K and its associated two boundary remainders.
Proof. First note that
for all v P V pKq. Equation (7a) now follows by using (5a). Equation (7b) can be similarly obtained by using (5b) and (3e).
Estimates
Energy estimates. To proceed with the analysis, we assume Assumption 2.1 is satisfied so that we have a projection satisfying (5a)-(5c) for each K P T h . We next define the elementwise projections and associated boundary remainders:
We also define the error terms to simplify notation:
For the following two Propositions (Props. 2.1 and 2.2), we put their proofs in the appendix. Once the HDG variants are specified, we can immediately obtain the L 2 error estimates of w h and u h by using these two propositions.
Proposition 2.1 (Energy identity). The following energy identity holds
From the above identity, we can obtain an estimate for }w h´w } T h .
Duality estimates. To estimate u h , we consider the dual equations
p˚" 0 on Γ. (9e) Assumption 2.2 (Elliptic regularity). The following inequality holds
for any θ P L 2 pΩq 3 , where C reg is a constant depending only on Ω.
We remark that this regularity assumption becomes true if Ω is assumed to be convex additionally. Its proof can be obtained by using [20, Theorem 3.5] and then the identity ∇ˆ∇ˆu " ∇p∇¨uq´∆u to transform the original formulation (9) to a Poisson's equation.
Let ΠK be another projection satisfying Assumption 2.1. Note that it is allowed to choose ΠK " Π K . Define
Proposition 2.2 (Duality identity). The following identity holds
Let θ " ε u h and proceed, we can obtain an estimate for }u´u h } T h . We will do this in Section 4 when the approximation spaces are specified.
Projections
In this section, we give a collection of projections which will become the building blocks for constructing projections satisfying Assumption 2.1. Some of these projections are well known while some are newly devised. For those known, we review their constructions and convergence properties. For those new, we prove their optimal convergence under certain shape regularity conditions of the element. We categorize the projections into two groups: (1) Projections for polyhedral element;
(2) Projections for simplex element.
Projections for polyhedral element
In this subsection, we focus on one element K, which we assume to be a starshaped polyhedron (we remark that K is also allowed to be a simplex). We define the shape-regularity constant of K as any constant γ ą 0 satisfying the following conditions (see [5, 16, 23] ):
• Chunkiness condition. K is star-shaped with respect to a ball with radius ρ and h K ρ ď γ. • Simplex condition. K admits a simplex decomposition such that for any simplex T , if h T is the diameter of T and ρ T is the inradius, then h T ρ T ď γ.
• Local quasi-uniformity. Let a max and a min be the areas of the largest and smallest face of K respectively, then a max a min ď γ.
We have (see [16] )
where m P r1, k`1s and C depends only on k and the shape-regularity of K.
Curl+ projection. We denote by r P k the homogeneous polynomial space of degree k and denote by ∇ F the surface gradient on face F . Define
and let P N :
is defined by
where K m means taking orthogonal complement in P m pKq 3 . By (14a) and (14b), we obtain
This can be easily proved by
which can be derived easily from (14a).
Proof. See appendix.
This projection will be the key in our analysis of the two HDG variants using Lehrenfeld-Schöberl type stabilization function (variants B`and H`).
Projections for simplex element
In this subsection, we focus on one simplex element K in R 3 .
HDG projection. Let R k pBKq :" ś F PE K P k pF q to shorten notation. For k ě 0, the HDG projection (see [14] )
where τ K P ś F PE K P 0 pF q and it satisfies either 0 ‰ τ K ě 0 or 0 ‰ τ K ď 0.
with s, t P r1, k`1s, where τ max K and τ sec K are the largest and the second largest values of |τ K | on the faces of K respectively.
where τ K P ś F PE K P 0 pF q satisfying either τ K ě 0 or τ K ď 0, and N k´2 pKq is the Nédélec space N k´2 pKq :" P k´2 pKq d ' tu P r P k´1 pKq d : u¨m " 0u with m " px, y, zq.
where s P r1, k`1s, t P r1, ks, τ max K is the largest value of |τ K |, and C depends only on k and the shape-regularity of K.
Unified error analysis
In this section, we specify those approximations spaces and stabilization functions in the general setting proposed in Section 2 and consider four variants (see Table 2 for an overview). Depending on the choices of the approximations spaces and the types of meshes, we construct different projections. All these projections satisfy Assumption 2.1 and therefore we can easily obtain the error estimates of w h and u h by using Proposition 2.1 and Proposition 2.2. We prove that all the variants are optimal in Theorem 4.1.
Four variants and the corresponding projections
We first introduce some notation. Let T s h be the collection of all simplex elements in T h and let T p h " T h zT s h be those non-simplex elements. We denote by BTh :" Y KPTh tBKu with˚P ts, pu as the collections of the boundaries of the simplex and the non-simplex elements respectively.
To the best of our knowledge, this variant has not been considered before. We require k ě 0.
Let c 1 , c 2 ą 0 be two fixed constants. For each K P T s h , we choose the stabilization functions such that τ nˇB K ď c 1 h K and c 1 h´1 K ď τ tˇB K ď c 2 h´1 K . We choose the projection
ΠKpw˚, u˚, p˚q :" pΠ k w˚, Π B k`1,´τn u˚, Π k p˚q.
For each K P T p h , we choose the stabilization functions such that c 1 h K ď τ nˇB K ď c 2 h K and c 1 h´1 K ď τ tˇB K ď c 2 h´1 K . We choose the projection Π K pw, u, pq :" pΠ k w, Π k`1 u, Π k pq, (23a) ΠKpw˚, u˚, p˚q :" pΠ k w˚, Π k`1 u˚, Π k p˚q.
(23b)
It is easy to verify that the projections Π K and ΠK satisfy Assumption 2.1 for all K P T h by using (20a) and (12) .
This variant has been considered in [7] , where the scheme is shown to be optimal if all K P T h are simplex and the stabilization functions satisfy τ tˇB K « h´1 K and τ nˇB K « h K . We here prove that the scheme is actually optimal for polyhedral elements. For simplex elements, we show that a weaker condition on the stabilization function pτ nˇB K q sec À h K can provide optimal convergence, where p¨ˇˇB K q sec represents the second largest value of |τ n | on the faces of K. We require k ě 0.
For each K P T s h , we choose the stabilization functions such that τ n ‰ 0, pτ nˇB K q sec ď c 1 h K and c 1 h´1 K ď τ tˇB K ď c 2 h´1 K . We choose the projection
ΠKpw˚, u˚, p˚q :" pΠ k w˚, Π H k`1,´τn u˚, Π H k`1,´τn p˚q.
For each K P T p h , we choose the stabilization functions such that c 1 h K ď τ nˇB K ď c 2 h K and c 1 h´1 K ď τ tˇB K ď c 2 h´1 K . We choose the projection Π K pw, u, pq :" pΠ k w, Π k`1 u, Π k`1 pq, (25a) ΠKpw˚, u˚, p˚q :" pΠ k w˚, Π k`1 u˚, Π k`1 p˚q.
It is easy to verify that the projections Π K and ΠK satisfy Assumption 2.1 for all K P T h by using (12), (18a) and (18b).
Variant B`: WˆVˆQˆNˆM " P 3 kˆP 3 k`1ˆP kˆP t k ' ∇ F r P k`2ˆPk`1 . This variant has been analyzed in [9] . Compared to [9] , we give estimates in a slightly more general setting where the stabilization functions are allowed to be chosen more freely depending on the types of elements (simplex or not simplex). We require k ě 1.
For each K P T s h , we choose the stabilization functions such that τ nˇB K ď c 1 h K and c 1 h´1 K ď τ tˇB K ď c 2 h´1 K . We choose the projection
ΠKpw˚, u˚, p˚q :" pΠ c k w˚, Π B k`1,´τn u˚, Π k p˚q.
For each K P T p h , we choose the stabilization functions such that c 1 h K ď τ nˇB K ď c 2 h K and c 1 h´1 K ď τ tˇB K ď c 2 h´1 K . We choose the projection Π K pw, u, pq :" pΠ c k w, Π k`1 u, Π k pq, (27a) ΠKpw˚, u˚, p˚q :" pΠ c k w˚, Π k`1 u˚, Π k p˚q.
We can verify that the projections Π K and ΠK satisfy Assumption 2.1 for all K P T h by using (12), (15) , and (20a).
To the best of our knowledge, this variant has not been considered before. We require k ě 1.
ΠKpw˚, u˚, p˚q :" pΠ c k w˚, Π H k`1,´τn u˚, Π H k`1,´τn p˚q.
For each K P T p h , we choose the stabilization functions such that c 1 h K ď τ nˇB K ď c 2 h K and c 1 h´1 K ď τ tˇB K ď c 2 h´1 K . We choose the projection
We can verify that the projections Π K and ΠK satisfy Assumption 2.1 for all K P T h by using (12), (15) , (18a) and (18b).
Estimates
The estimates in this section hold simultaneously for all the four variants B, H, B`, H`. 
In the above estimates, m P r1, k`1s and s, t P r1, k`2s for variants H and H`; m, t P r1, k`1s and s P r1, k`2s for variants B and B`. The constant C depends only on k, c 1 , c 2 , and the shape-regularity of K.
Proof.
Step 1-estimates about δ Π K τn and δ ΠḰ τn . First note that for the all variants, P M has fixed meaning -the L 2 projection to MpBKq :" 
The above with the fact that τ nˇB K « h K for all K P T p h implies (31a). We can similarly obtain (31b) by (6b), (23b), (25b), (27b) and (29b).
Step 2-estimates concerning δ Π K τt and δ ΠḰ τt . First note that NpBKq " ś F PE K P k`1 pF q t for variants B and H while NpBKq " ś F PE K P k pF q t ' ∇ F r P k`2 pF q for variants B`and H`. Hence the projection P N -defined as the L 2 projection to NpBKq-will change its meaning accordingly depending on which variant is considered. Now, by (6a), (22a), (23a), (24a), (25a), (26a), (27a), (28a) and (29a), we have
where T K 1 and T K 2 are defined by the values in Table 1 . Recall that τ tˇB K « h´1 K for all elements K P T h and all variants. From Table 1 and by (13) and (17), we obtain that
Also from Table 1 , and by (13) , (21) and (19a), we have
where s P r1, k`2s for all variants; t P r1, k`1s for variants B and B`, and t P r1, k`2s for variants H and H`. We can give a similar estimate to δ ΠḰ τt by using (6a) (22b), (23b), (24b), (25b), (26b), (27b), (28b) and (29b). This completes the proof.
Theorem 4.1 (L 2 estimates of w h and u h ). We have
If the regularity condition (10) holds, then we have
Here, m P r1, k`1s and s, t P r1, k`2s for variants H and H`; m, t P r1, k`1s and s P r1, k`2s for variants B and B`. The constant C 1 depends only on k, c 1 , c 2 and the shape-regularity of T h while C 2 depends additionally on C reg .
Proof. By (8) and (30) we have
Note that Πw " Π k w for variants B and H, and Πw " Π c k w for variants B`and H`. We next use (31a), (32a), (13) and (17) . Then (33) is obtained.
We next consider (34) . Let θ " ε u h in the dual equations (9) . By (11), (16) and (30) we have
Note that in the above inequality, we have Π˚w˚" Π k w˚for variants B and H, and Π˚w˚" Π c k w˚for variants B`and H`. Therefore, by (13) and (17) we have }Π˚w˚´w˚} T h`} w˚´Π 0 w˚} T h À h}w˚} 1,Ω .
Recall that for all variants τ tˇK « h´1 K for all K P T h and τ nˇB K « h K for all K P T p h . These with (13), (19a) and (21) imply
,Ω`} u˚} 2,Ω`} p˚} 1,Ω q. Therefore, by the regularity assumption (10), we have
Combing the above with (33), (31a), (32a), (13) and (17), we obtain (34) . This completes the proof. Now we summarize the results obtained in this section. Table 2 gives an overview of the choices of the approximation spaces and stabilization functions for the four variants we have analyzed. 
We have proved that for all the four HDG variants, w h and u h are optimally convergent in L 2 norms. From Table 2 , we observe that the variants B`and H`, compared with B and H, use smaller trace spaces N while achieve the same rate of convergence. Actually, by (33) 
Assuming T h is quasi-uniform for simplicity, and then using (34) and the fact that τ t « h´1, we have }τ
Since NpF q is a proper subspace of P k`1 pF q t for variants B`and H`, we say P N u´p u h achieves superconvergence. These superconvergence properties are due to the Lehrenfeld-Schöberl stabilization functions used in their formulations. Correspondingly, our analysis of variants B`and H`involve using the projection defined by (14) , which we construct especially for this situation. We also observe that for variants H and H`, only the second largest values of τ n on the four faces of the simplex elements affect the convergence. This suggests that we can send one face value of τ n to infinity for simplex elements K and this will have no effect on the convergence of w h and u h . This feature holds as a result of the convergence properties of the HDG projection (19a) and we will verify this feature in the numerical experiments.
Numerical tests
In this section, we provide some numerical experiments for variant H`and variant B. Note that the corresponding experiments for variants H and B`have appeared in [7, 9] . We consider a cubic domain Ω " r0, 1s 3 uniformly discretized by tetrahedral elements and choose the exact solutions as the following:
upx, y, zq " psinpπxq sinpπyq sinpπzq, cospπxq cospπyq sinpπzq, x 5`y5 q, ppx, y, zq " sinpπxq sinpπyq sinpπzq, where w and the data f, g are chosen such that (1) are satisfied.
Tests for variant HẀ
e conduct three error tests (denoted by A,B and C). For Test A, we choose τ tˇB K " h´1 K and τ nˇB K " h K . For Test B, we choose the same value of τ t as Test A, but we set τ n on one face of K to be 10 5 h 2 K and the rest to be 0. Note that both the choices of the stabilization functions for Test A and B satisfy the requirement of variant H`(see Table 2 ). We finally consider Test C, where we choose τ tˇB K " h´1 K and τ nˇB K " 10 5 h 2
K
. This choice of τ n violates the requirement of variant H`(see Table  2 ).
From Table 3 and 4, we observe that both w h and u h converge at optimal order for Test A and B. We also observe that the discrete solutions in Test B converge slightly faster than those in Test A. This is consistent with our analysis (we remark that the choice of the stabilization functions of Test B minimizes the HDG projection errors (see (19) ) compared to Test A). From Table 5 , we observe that the discrete solutions in Test C lose the optimal convergence rate. This to some degree supports the sharpness of our estimates . Table 3 : Test A: τ tˇB K " h´1 K , τ nˇB K " h K .
Tests for variant B
We test two cases for variant B (denoted by Test D and E). For Test D, we choose τ tˇB K " h´1 K and τ nˇB K " h K . For Test E, we choose τ tˇB K " h´1 K and τ nˇB K " 0. and pτ nˇB K q sec " 0. Recall that we denote by pτ nˇB K q max and pτ nˇB K q sec the largest and the second largest values of τ n on BK respectively.
Both cases satisfy the requirements of the stabilization functions for variant B (see Table 2 ). From Table 6 and 7, we observe optimal convergence rate of w h and u h in both tests. We also observe that the numerical solutions in Test E converge slightly faster than those in Test D. This is consistent with our analysis (notice that by (21), we know the choice of the stabilization functions in Test E minimizes the BDM-H projection errors compared to Test D).
Conclusions
We have proposed a framework that enables us to analyze different variants of HDG methods for the static Maxwell equations in one analysis. The analysis is as simple and concise as the well known projection-based error analysis of the mixed finite element and the HDG methods, while more general, thanks to the introduction of the boundary remainders. We use the framework to analyze four variants of HDG methods. For the two known variants B`and H, we recover the existing optimal estimates and relax the conditions on the types of meshes and stabilization functions. We have also discovered two new variants B and H`and compare these four variants and remark on the connections among them. Applying the analysis techniques developed in this paper to the study of electromagnetic waves and Stokes equations will constitute future work. Table 7 : Test E: τ tˇB K " h´1 K , τ nˇB K " 0.
then combining (39d), (38e), (39f) and (38g), we have pΠ˚w˚, ε w h q T h`p Π˚u˚, ∇ˆε w h q T h`x P N u˚, ε w hˆn y BT h " pΠ˚w˚´w˚, ε w h q T h , (41a)
p∇¨Π˚u˚, ε p h q T h`x τ n pΠ˚p˚´P M p˚q, ε p h y BT h "´xδ Πτ n , ε p h y BT h ,
xΠu˚¨n´τ n pΠ˚p˚´P M p˚q, p ε p h y BT h " xδ Πτ n , p ε p h y BT h .
Note that the left of equations (40) is the permutation of the left of equations (41). This completes the proof.
A.2 Proofs in Section 3
Proof of Theorem 3.1. We first prove Π c k is well defined. Note that dim ∇ˆP k pKq 3 " dim P k pKq 3´d im ∇P k`1 pKq. Denote by d k " dim P k pKq and we have dim ∇P k pKq 3 " 3d k´p d k`1´1 q. Similarly we obtain dimp∇ˆP k`1 pKq 3 q K k " 3d k3 d k`1`dk`2´1 . Finally note that dimpP k pKq 3 ' ∇ r P k`2 pKqq K k`1 " 3d k`1´3 d kṕ d k`2´dk`1 q. Adding up the dimensions we know that the number of equations is equal to 3d k and therefore (14) is a square system. Assume w " 0, it remains to show the following system about w K P P k pKq 3 only admits trivial solution: pw K , rq K " 0 @r P ∇ˆP k pKq 3 , (42a) pw K , rq K " 0 @r P p∇ˆP k`1 pKq 3 q K k , (42b) pw K , ∇ˆvq K " 0 @v P pP k pKq 3 ' ∇ r P k`2 pKqq K k`1 .
Note that (42a) implies pw K , ∇ˆvq K " 0 for all v P P k pKq 3 ' ∇ r P k`2 pKq. This with (42c) gives pw K , ∇ˆP k`1 pKq 3 q K " 0, which with (42b) implies w K " 0. Therefore Π c k is well defined. We next prove (17) . Define ε w k :" Π c k w´Π k w. By (14) we obtain pε w k , rq K " 0 @r P ∇ˆP k pKq 3 ' p∇ˆP k`1 pKq 3 q K k ,
pε w k , ∇ˆvq K " xpnˆwq´P N pnˆwq, vy BK @v P pP k pKq 3 ' ∇ r P k`2 pKqq K k`1 .
From (43a) we have pε w k , ∇ˆvq K " 0 for all v P P k pKq 3 ' ∇ r P k`2 pKq. Also note that pP k pKq 3 ' ∇ r P k`2 pKqq t Ă NpBKq. Therefore we have pε w k , ∇ˆvq K " xpnˆwq´P N pnˆwq, vy BK @v P P k`1 pKq 3 .
Since ε w k P P k pKq 3 , we can decompose ε w k " ε 1 k`ε 2 k , where ε 1 k P ∇ˆP k`1 pKq 3 and ε 2 k P p∇ˆP k`1 pKq 3 q K k . Let v 1 P P k`1 pKq 3 such that ε 1 k " ∇ˆv 1 . Choose any p P P k`2 pKq. Substituting v " v 1`∇ p in equation (44) and using (43a), we have }ε w k } 2 K " pε w k , ∇ˆpv 1`∇ pq`ε 2 k q K " xpnˆwq´P N pnˆwq, v 1`∇ py BK .
Therefore
Finally note that }nˆw´P N pnˆwq} BK ď 2}nˆw´nˆΠ k w} BK À h m´1{2 K |w| m,K , with m P r1, k`1s. This completes the proof.
Proof of Proposition 3.1. Let Π BDM k : H 1 pKq 3 Ñ P k pKq 3 be the classical BDM projection (see [30] ) and define ε u k :" Π B k,τ K u´Π BDM k u. Then we have pε u k , rq K " 0 @r P N k´2 pKq, (45a) xε u k¨n`τ K pΠ k´1 p´pq, µy BK " 0 @µ P R k pBKq.
Choosing µ " ε u k¨n in (45b), then we have }ε u k¨n } BK ď τ max K }Π k´1 p´p} BK . By (45a) we know ε u h is the BDM lifting of ε u k¨n and therefore }ε u h } K À h 1{2 K }ε u kn } BK ď τ max K h m K |p| m,K with m P r1, ks. Finally we use the well known convergence properties about the classical BDM projection, namely }Π BDM k u´u} K À h s K |u| s,K with s P r1, k`1s and the proof is thus completed.
