Modeling and experimental study of low pressure inductively coupled discharges by Kang, Namjun
  
 
 
 
 
 
 
 
 
 
 
THÈSE 
 
 
En vue de l'obtention du 
 
DOCTORAT DE L’UNIVERSITÉ  DE TOULOUSE 
 
Dé livré  par l'Université Toulouse III - Paul Sabatier 
Discipline ou spécialité  : Ingénierie des plasmas 
 
 
 
JURY 
 
Président Olivier Eichwald   Professeur UPS 
Rapporteurs Young dong Park  Professeur Ajou 
 Jean-Paul Booth  Directeur de Recherche CNRS 
Examinateurs Soo-ghee Oh    Professeur Ajou 
 Freddy Gaboriau   Maître de Conférences UPS 
 André Ricard   Directeur de Recherche CNRS 
 
 
 
Ecole doctorale : GEET 
Unité  de recherche : UMR 5213 
Directeur(s) de Thèse : Freddy Gaboriau & Soo-ghee Oh 
Rapporteurs : Jean-Paul Booth & Young-dong Park 
 
 
Pré sentée et soutenue par Namjun KANG 
Le 12 juillet 2011 
 
Titre : Modeling and experimental study of low pressure  
inductively coupled discharges 
 
  
 
Abstract 
 
Low pressure inductively coupled plasmas (ICPs) are investigated using theoretical modeling 
and experimental diagnostic methods. For various ICP discharges, time dependent global 
(volume averaged) models are developed and a number of diagnostic tools are used. 
In a low pressure argon discharge, a new method is proposed to improve the precision of 
the pressure-dependent electron temperature calculated by the line ratio method. Using the 
electron energy distribution functions (EEDFs) and the electron density from Langmuir probe, 
the coefficient of the cascade cross-section are provided as a function of the pressure for 
argon 4p1 and 4p5. The effective electron temperature calculated by the corrected cascade 
cross-section is shown and compared with Langmuir probe results. 
The production of argon excited states in the afterglow of pulse discharge is investigated. 
Experimentally time resolved optical emission spectroscopy (OES), optical absorption 
spectroscopy (OAS) and Langmuir probe are used to measure the emission of highly excited 
states, metastable atom density, electron density and electron temperature. From the time 
dependent global model, it is found that during the pulse-on time the electron impact 
excitation and the ionization from the ground state and Ar (3p
5
4s) are the dominant 
population processes for all excited states. On the other hand, during the afterglow the main 
source of all excited states is the three body electron-ion recombination. As a consequence 
argon highly excited state can be populated more than during the pulse-on time.  
The E-H mode transition and hysteresis in low pressure argon inductively coupled 
discharges are investigated using the previous global model and a transformer model. The 
total absorbed power by plasma electrons and coil current are calculated as a function of the 
electron density at fixed injected power. We found that the transition is due to the difference 
of the absorbed power between the two modes. Moreover the calculation results show that the 
existence of an inaccessible region between E and H mode, as well as a threshold coil current 
and a minimum absorbed power for the H mode.  
The dissociation of the nitrogen molecule in an Ar-N2 ICP discharge is studied both 
experimentally and theoretically. Using the two-photon absorption laser-induced fluorescence 
(TALIF) an increase of the dissociation rate in highly Ar-diluted region is observed. A 
complete kinetic model is developed to understand the behavior of the Ar-N2 discharge. The 
calculated results are compared with the measured results, obtaining reasonably good 
agreement. In pure nitrogen discharge the N atoms are mainly created by electron impact 
dissociation at low pressure (20 mTorr) while it is due to metastable-metastable pooling 
dissociation at high pressure (200 mTorr). In Ar-N2 discharge, the N atom density increases 
despite less amount of N2 molecule in highly Ar-diluted region at 200 mTorr. From the model 
the charge transfer from Ar
+
 to N2 is an important source of nitrogen dissociation in Ar-N2 
discharge. 
ii Abstract 
 
 
The global kinetic models are developed in low pressure He, Ne, Ar and Xe discharges 
to calculate the electron temperature and the electron density. The calculated results are 
compared with experiments and the dominant creation sources and the routes of loss for 
electron and metastable atoms are discussed as function of pressure. Finally the transformer 
model is used to calculate the electrical properties of He, Ne, Ar and Xe discharges.  
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1.1 The fourth state of matter: plasma 
LASMA is the most common form of matter in the universe and it is often considered the 
fourth state of matter. As we know, a solid substance in thermal equilibrium generally 
passes into a liquid state as the temperature is increased as a fixed pressure. The liquid passes 
into a gas as the temperature is further increased. At a sufficiently high temperature, the 
molecules in the gas decompose to form a gas of atoms that move freely in random directions, 
except for infrequent collisions between atoms. If the temperature is further increased, then 
the atoms decompose into freely moving charged particles (electrons and positive ions), and 
the substance enters the plasma state. So plasma is a partially or fully ionized gas, but plasma 
must be a quasi-neutral gas of charged and neutral particles which exhibit collective behavior. 
The quasi-neutrality means that the same amount of positive and negative charged particles ni 
≈ ne, is probably the most important characteristic of a plasma. In a plasma, the different 
species (ions, electrons, and neutrals) have different temperatures: Ti, Te and Tg. Parameters 
such as the degree of ionization (ratio of ions to neutral particles density, ni / ni+ng), density 
of electrons ne, and the electron temperature Te can be used to characterize a plasma in a 
broad sense. Figure 1.1 identifies different kinds of plasmas on a log n versus log Te diagram. 
In this work we study a very specific type of plasmas, generally called “cold plasma” or “low 
pressure discharges”. The typical pressure range of such a discharge is 1 mTorr ~ 1 Torr, and 
the ionization degree is 0.1 ~ 1 %. As a consequence of the very low charged-to-neutral 
particle ratio, collisions of electrons with neutrals are very important and often dominant over 
charged-charged particle collisions for the determination of the electron transport parameters. 
These discharges are characterized by Te ≈ 1 ~ 10 eV, and ne ≈ 10
8
 ~ 10
13
 cm
-3
. Such 
discharges are sustained in a non-equilibrium steady state by the electric field that allows the 
ion temperature to be much lower than the electron temperature Ti ≪ Te. In most cases the 
electrons are close enough to thermal equilibrium that their temperature is relatively well-
defined, even when there is a significant deviation from a Maxwellian distribution. Due to the 
large difference in mass, the electrons come to thermodynamic equilibrium among 
themselves much faster than they come into equilibrium with the ions or neutral atoms. For 
this reason, the ion temperature is different from (usually lower than) the electron 
temperature.  
 
1.2 The science of plasma processing 
Plasma processing is the most widely used chemical process in microelectronic industry for 
thin film deposition and etching. Its application extends to surface cleaning and modification, 
flat panel display fabrication, plasma micro discharge and many other rapidly growing areas. 
Plasma processing is a combination of several different branches of science such as plasma 
physics, gas-phase chemistry, atomic and molecular physics, and surface science [3-5].  
The number of industrial applications of plasma-based systems for processing of 
materials and for surface modification is extensive, and many industries are impacted. Some 
of these processes and corresponding applications are following: 
• Plasma-controlled anisotropic etching in the fabrication of microelectronic chips. 
P 
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• Plasma deposition of silicon nitride for surface passivation and insulation. 
• Surface oxidation used in the fabrication of silicon-based microelectronic circuits. 
• Plasma-enhanced chemical vapor deposition of amorphous silicon films used in solar 
cells. 
• Plasma-surface treatment for improved film adhesion to polymer surfaces. 
• Plasma nitriding, which is used to harden the surface of steel. 
• Plasma-enhanced chemical vapor deposition and thermal plasma chemical vapor 
deposition of diamond thin films. 
• Plasma spray deposition of ceramic or metal alloy coatings used for protection against 
wear of corrosion in aircraft and automotive engines. 
• Plasma spray deposition of clearance control coatings. 
• Plasma melting and refining of alloys. 
• Plasma-assisted manufacture of optical fibers used in communications. 
 
 
 
Figure 1.1 Space and laboratory plasmas on a log n versus log Te diagram adapted frim 
references [1,2]. The shaded area indicates the regions studied in this study 
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• Plasma synthesis of ultrapure powders used as ceramic precursors. 
• Plasma spray deposition and thermal plasma chemical vapor deposition of high-
temperature superconductors and refractory materials. 
• Plasma welding and cutting. 
• Plasma sputter deposition of magnetic films for memory devices. 
In each case, the plasma is used as a source of ions and/or reactive neutrals, and is sustained 
in a reactor so as to control the flux of neutrals and ions to a surface. 
The science of plasma processing is largely motivated by the semiconductor industry that 
for the past three decades has been accelerating towards faster computing and larger memory 
volumes. Moore‟s law has characterized the microelectronics industry since 1980, when 
Gordon Moore observed that the number of transistors in microprocessors doubles every 18 
months, and it was extended to 24 months to compensate for expected increases in the 
complexity of semiconductors (see figure 1.2). The industry has obeyed Moore‟s law for over 
20 generations. This has lead to smaller devices and features and improved capabilities over 
the years. The process of fabricating these devices involves hundreds of steps while critical 
dimensions have shrunk to 10‟s of Å (a few atomic mono-layers).  
In plasma etching, the plasma produces both highly reactive neutrals and ions that 
 
 
 
Figure 1.2 Transistor counts for integrated circuits plotted against their dates of introduction. 
The dotted line shows Moore‟s law: the doubling of transistor counts every two years.  
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bombard the surface being etched. The process can be chemically selective, removing one 
type of material while leaving other materials unaffected, and can be anisotropic, removing 
material at the bottom of a trench while leaving the same material on the sidewalls unaffected. 
The neutrals react with the surface to produce volatile species that absorb and are pumped 
away. Ion bombardment often increases the etching rate by removing surface contaminants 
that block the etching or by directly enhancing the kinetics of the etching. Directional plasma 
etching processes must be used to pattern such features to obtain the necessary fidelity of 
pattern transfer. Wet etching processes and chemical based plasma etching processes are 
typically isotropic, and produce undercutting of the pattern at least equal to the film thickness.  
Reactive ion etching (RIE) consists of bombarding the material to be etched with highly 
energetic chemically reactive ions. Such bombardments with energetic ions dislodge atoms 
from the material, in effect achieving material removal by sputtering. In addition to sputter-
removal, the bombarding ions used in RIE were chosen so that they will chemically react 
with the material being bombarded to produce highly volatile reaction byproducts that can 
simply be pumped out of the system. This is the reason why RIE is widely used in wafer 
fabrication; it achieves the required anisotropy (by means of sputter-removal) and the 
required selectivity (through chemical reactions). 
Plasma-assisted deposition, implantation, and surface modification are important 
material processes for producing films on surfaces and modifying their properties. The 
deposition processes can be divided into two large groups, namely the Physical Vapor 
Deposition (PVD) and Chemical Vapor Deposition (CVD), in which plasma si utilized 
extensively in order to improve the process characteristics. The PVD techniques can be sub-
divide further into: 
• Cathodic Arc Deposition, in which a high power arc discharge the target material 
blasts away some into highly ionized vapor 
• Electron Beam Physical Vapor Deposition, in which the material to be deposited is 
heated to a high vapor pressure by electron bombardment in high vacuum 
• Evaporative Deposition, in which the material to be deposited is heated to a high 
vapor pressure by electrically resistive heating in low vacuum 
• Pulsed Laser Deposition, in which a high power laser ablates material from the target 
into a vapor 
• Sputter Deposition, in which a glow plasma discharge  (usually localized around the 
“target” by a magnet) bombards the material sputtering some away as a vapor 
Also PVD coating is used to improve hardness, wear resistance and to reduce friction. The 
use of such coatings is aimed at improving efficiency through improved performance and 
longer component life. 
CVD processes normally involve the chemical processing for producing of high-purity 
solid materials including thin film, but in some cases CVD is enhanced by plasma. These 
cases normally refer to as Plasma-Enhanced CVD (PECVD), which are the CVD processes 
that utilize a plasma to enhance chemical reaction rates of the precursors. PECVD uses a 
discharge to reduce the temperature at which films can be deposited from gaseous reactants 
through the creation of free radicals and other excited species that react at lower temperatures 
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within the gas-phase and on the surface. The quality of the deposited film often can be 
improved by the use of the plasma ion flux to clean the surface before the deposition begins 
and by heating during processing. In addition, the ion flux can alter the film during deposition 
by cleaning, enhancing the mobility of adsorbed species. 
Plasma implantation can introduce elements into the surface of the materials without 
thermodynamic constraints. In particular, plasma immersion ion implantation (PIII), 
sometimes also referred to as plasma implantation, the specimens are surrounded by a high-
density plasma and pulse biased to a high negative potential relative to the chamber wall. Ions 
generated in the overlying plasma are accelerated across the sheath formed around the 
samples and implanted into the surface of the targets. Plasma implantation has many potential 
applications in biomaterials engineering. For example, sample possessing a sophisticated 
shape can be treated with good conformality and uniformity without beam scanning and 
special target manipulation. In addition, multiple processes such as simultaneous and 
consecutive implantation, deposition, and etching are possible by varying the instrumental 
parameters without breaking vacuum. 
 
1.3 DC glow discharge 
The direct current (DC) glow discharge has been studied for a long time. It works in a glass 
tube filled with a given gas at low pressure, between two electrodes, called cathode and 
anode [6]. The potential (V) between the two electrodes is related to the discharge current (I) 
by V = V0 – RI where R is the charge resistance and V0 is the voltage applied to the cathode. 
 
Figure 1.3 V-I characteristic curve in DC glow discharge. 
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The V-I curve as schematized in figure 1.3, is the discharge characteristic for a given gas. 
The resistance (R) value must be sufficiently high to obtain a stable working point. This 
stable working point will be easy to find in the growing part of the V-I characteristic, called 
the glow discharge. A increasing the current the breakdown occurs at the end of the 
Townsend regime, and then the voltage decreases and becomes stable. This regime 
corresponds to a normal glow discharge in which the voltage slightly increases with the 
current. In the abnormal glow regime the voltage increases steeply with current, this regime is 
established until the arc transition at high discharge currents. In the arc regime, the voltage is 
weak and the discharge current is strong. 
 
 1.4 High frequency discharge 
High frequency discharge or radio-frequency is one of the most widely used discharge types 
for film treatment. This is because it is able to produce a large volume of stable plasma [7,8].  
Using an alternative current (AC) the displacement current will flow through the electrode 
whether it is dielectric or not and so the discharge can be sustained. In AC discharge the 
positive charge accumulated during one half-cycle can be neutralized by electron 
bombardment during the next half cycle. For the power source, whole range of frequencies 
can be available. If the frequency exceeds about 300 kHz, the high frequency power can be 
supplied from an external electrode to the load. This can be done through a discharge tube 
which is made of glass (usually quartz) because of its heat resisting property and low 
dielectric loss. The high frequency discharge is also called the electrodeless discharge, 
because the external electrode is not directly in contact with the plasma. It makes possible to 
reduce the effect of the electrode materials, such as metal impurities on the plasma processing. 
The frequency most often chosen is 13.56 MHz. At this frequency the plasma impedance is 
relatively low. This frequency is allowed for industrial, scientific and medical uses by 
international communications authorities. However, the discharge system including the high 
frequency generator radiates many harmonics of the parent frequency. Such high frequencies 
as 13.56 MHz can cause problems in electronics, especially instruments used for precise 
measurements. The operating frequency affects the composition, the densities and the 
potentials of the plasma and therefore has a strong influence on the properties of the 
deposited films. 
The high frequency discharges have been classified onto two types according to the 
method of coupling the high frequency power with the load: the capacitive coupled plasma 
(CCP) and the inductively coupled plasma (ICP). In the capacitive coupled plasma, one of the 
most widely used low pressure discharge is sustained by RF currents and voltages applied 
directly to an electrode immersed in the plasma. This creates a high voltage capacitive sheath 
between the electrode and the bulk plasma. The RF currents flowing across the sheath and the 
bulk plasma led to stochastic or collisionless heating in the sheath and ohmic heating in the 
bulk. Inductive coupled discharges are nearly as old as the invention of electric power, with 
the first report of an “electrodeless ring discharge” by Hittorf in 1884 [9]. He wrapped a coil 
around an evacuated tube and observed a discharge when the coil was excited with a Leyden 
jar. Inductive coupled discharges have two main advantages: no internal electrodes are 
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needed as in capacitively coupled systems and no dc magnetic field is required. These 
benefits make ICPs probably the most common of the plasma tools. These devices come in 
many different configurations. In the simplest form, the antenna consists of one or several 
turns of water-cooled tubing wrapped around a ceramic cylinder, which forms the sidewall of 
the plasma chamber. Another configuration called the transformer coupled plasma (TCP) 
uses a top-mounted antenna in the shape of a flat coil, like the heating element on an electric 
stove. In addition to inductive coupling, there can also be capacitive coupling, since a voltage 
must be applied at least to one end of the antenna to drive the RF current through it. Since 
this voltage is not uniform distributed, as it is in a plane-parallel capacitive discharge, it can 
cause an asymmetry in the plasma density. On the other hand, this voltage can help to 
breakdown the plasma, creating enough density for inductive coupling to take hold. Figure 
1.4 shows typical (a) parallel-plate capacitive discharge, called a Reactive Ion Etcher (RIE) 
and (b) transformer coupled plasma (TCP) [10]. 
 
 
(a) 
 
 
 
 
(b) 
 
 
Figure 1.4 Schematic of (a) parallel-plate capacitive discharge, called a Reactive Ion Etcher 
(RIE) and (b) transformer coupled plasma (TCP). 
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1.5 Aim of this work and outline 
In spite of the extensive use of low pressure glow discharges in a wide range of application 
fields as mentioned before, the underlying physics of the discharge is not yet fully understood. 
For a better understanding, it is necessary to know not only the physics of plasma such as 
electron heating, collision, diffusion and transport, but also the plasma chemistry such as gas-
phase kinetics and physical/chemical reaction with surface. To do this, integrated diagnostic 
tools are needed to quantify the concentrations of various reactive species as well as the 
important plasma parameters such as the electron temperature and electron density in the 
discharge. Indeed, the plasma modeling is essential by virtue of theoretical interpretation and 
prediction of experimental results.  
The aim of this work is therefore to understand the physical/chemical properties of low 
pressure glow discharges. This work is devoted to diagnostics of low pressure inductively 
coupled plasma (ICP) discharge, both of the physical and chemical interaction within plasma 
using theoretical modeling and experimental diagnostic methods for plasma processing. To 
understand the chemical kinetics in the discharge, a time dependent global model (volume 
averaged) is developed for various gases. Also a transformer model is developed to 
understand the electrical properties of the low pressure ICP discharge. A number of 
traditional plasma diagnostic methods are used to compare with calculated results such as 
Langmuir probe, optical emission spectroscopy (OES), optical absorption spectroscopy (OAS) 
and laser-induced fluorescence (LIF).  
 
In Chapter 2 we discuss some important characteristics of typical ICP discharge such as 
the heating mechanisms, power transferred to the plasma electrons and we present a 
transformer model of the discharge. We show variation of the effective collision frequency 
and the effective RF driving frequency with the pressure and the electron temperature to 
calculate the electrical conductivity in RF discharge. The electrical conductivity is an 
important parameter in understanding the mechanism by which the power is coupled to a RF 
discharge, as well as determining the external electrical characteristics of the discharge. 
Using these values we also give the electromagnetic field components of a planar ICP reactor 
with analytical expressions to calculate the transferred power to the plasma electrons by the 
capacitive coupling and the inductive coupling. Finally using the transformer model we show 
the plasma impedance, current and voltage. 
In Chapter 3 we describe the global model which consists of the particle and the electron 
energy balance equations. We provide the general expression of energy balance for non-
Maxwellian electrons. Also we provide the particle balance by electron impact excitation, 
ionization, radiative decay, diffusion and pumping loss. 
In Chapter 4 we briefly introduce basic principles of some methods of plasma 
diagnostics used in this study such as OES, OAS, TALIF and Langmuir probe. We provide 
the calculation of ro-vibrational spectra of N2 discharge, and the estimation of rotational and 
vibrational temperature from measured spectra. We apply this technique to deduce the gas 
temperature in discharges containing N2 gas. 
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Chapter 5 is devoted to the study of low pressure argon ICP discharges. First, we propose 
a new method of improving the precision of the pressure-dependent electron temperature 
calculated by the line ratio method. Using the electron energy distribution functions (EEDFs) 
and the electron density from Langmuir probe, we provide the coefficient of the cascade 
cross-section as a function of the pressure for argon 4p1 and 4p5. We show the effective 
electron temperature calculated by the corrected cascade cross-section and compare with 
Langmuir probe. Second, we study the production of argon excited states in the afterglow of 
pulse discharge. Experimentally time resolved OES, OAS and Langmuir probe are used to 
measure the emission of highly excited states, metastable atom density, electron density and 
electron temperature. To understand the behavior of the afterglow a time dependent global 
model is developed. We discuss the dominant creation sources and the routes of loss for each 
level during the discharge and in the afterglow. Finally, the E-H mode transition and 
hysteresis in low pressure argon inductively coupled discharges are investigated using the 
global model and the transformer model.  
In Chapter 6 the dissociation of the nitrogen molecule in an Ar-N2 ICP discharge is 
studied both experimentally and theoretically. Using TALIF we found an increase of the 
dissociation rate in highly Ar-diluted region. A global model is developed to understand the 
behavior of the Ar-N2 discharge. The calculated results are compared with the measured 
results, obtaining reasonably good agreement. We discuss in detail the dominant creation 
sources and the routes of loss for each level in pure N2 discharge as well as in Ar-N2 mixture. 
In Chapter 7 we develop the global model for He, Ne, Ar and Xe discharges to calculate 
the electron temperature and the electron density. We compare the calculated results with 
experiments and discuss the dominant creation sources and the routes of loss for electron and 
metastable atoms as function of pressure. The transformer model is used to calculate the 
electrical properties of He, Ne, Ar and Xe discharges. We discuss the differences of the 
kinetics and the electrical properties in He, Ne, Ar and Xe discharges.  
Finally a short conclusion is provided. 
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2.1 Introduction 
NDUCTIVELY coupled plasma (ICP) provide compact high density reactors operating at 
low pressures and they are full of promise as innovative sources applicable to various 
plasma processings [1,2]. Although inductively coupled plasmas have over 100 years of 
history, the use of these sources for plasma-assisted materials processing was first described 
in patents by Ogle of Lam Research Corporation [3] and by Coultas and Keller of IBM 
Corporation [4] as devices to generate high density plasma at low pressures. Later many 
researchers indicate that these discharges are capable of producing plasma densities on the 
order of 10
11
-10
12
 cm
-3
 at low pressures, and that under optimized conditions, uniform plasma 
densities can be achieved [5-8].  
In high-frequency discharges there are two distinct mechanisms by which power is 
coupled into the plasma [9]. The first of these is the plasma joule heating, which is principally 
due to collisions between electrons and atoms of the background gas. The second mechanism 
is the stochastic heating, due to the voltage across the sheaths which occurs, for example, at 
the electrodes of capacitively coupled discharges on is due to the inhomogeneous radio-
frequency fields in the neighborhood of the coil in inductively coupled discharges. In order to 
correctly interpret the power balance in a high-frequency discharge, it is necessary to know 
the complex electrical conductivity due to the electron-atom collisions, which determines the 
joule heating component.  
In section 2.2 we first discuss the effective electrical conductivity and the effective 
collision frequency developed by Lister et al [10]. And then we introduce the classical skin 
effect which is the penetration depth of an electromagnetic field, and the collisional heating 
and collisionless heating mechanism.  
In section 2.3 we give the transferred power to the plasma electrons by the capacitive 
coupling, the inductive coupling and the stochastic heating in a planar ICP reactor. Also we 
discuss the influence of the effective collision frequency and the effective driving frequency 
to the transferred power.  
In section 2.4 we show a transformer model which considers the plasma to be a ring 
acting as the secondary coil of a transformer in the low pressure inductive discharges. Using 
this model we calculate the plasma impedance, current and voltage. 
 
2.2 Heating mechanism in RF Inductive discharge 
2.2.1 Effective electrical conductivity and effective collision frequency 
The collisional electrical conductivity ζp expresses the relation between the local current J in 
the discharge and the local electric field E through Ohm‟s law, 
 pJ E  (2.1) 
The classical definition of the collisional electrical conductivity in a high-frequency plasma is 
 
 
2
e
p
e m
n e
m j

 


 (2.2) 
I 
2.2 Heating mechanism in RF Inductive discharge 15 
 
 
where e and me are the electronic charge and mass, respectively, ne is the electron density, νm 
is the electron collision frequency, and ω is the applied frequency. Equation (2.2) is strictly 
valid only when the electron collision frequency is independent on the electron velocity. If νm 
is a function of the electron energy, ε, equation (2.2) is replaced by the more general form: 
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 (2.3) 
where the effective electron-neutral  collision frequency νeff and the effective driving  
frequency ωeff depend on both ν(ε) and ω.  
The general formula for the electrical conductivity in a weakly ionized plasma in which 
the electric field E ∝ ejωt is 
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where νc(ε) = Nυζc(ε) is the differential collision frequency for electron momentum transfer at 
energy ε, N is the background neutral density, υ = (2eε/me)
1/2
 is the electron velocity, and ζc(ε) 
is the effective collision cross section for momentum transfer, which includes both elastic and 
inelastic cross section, and F(ε) denotes the electron energy distribution function (EEDF) 
with the normalization, 
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Using equation (2.3) and (2.4), we find general expressions of νeff and ωeff. 
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Moreover we can define two important limiting cases, the dc limit and the high-frequency 
limit. When 
2 2
eff   (dc limit), eff dc  where 
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When 
2 2
eff   (high-frequency limit), eff hf
  , 1eff   in equation (2.3) and 
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Figure 2.1 Variations of νeff/νdc and ωeff/ω as a function of pressure for different electron 
temperatures Te (Maxwellian distribution) of (a) argon and (b) nitrogen gas. 
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Figures 2.1(a) and 2.1(b) show the variations of νeff/νdc and ωeff/ω as a function of pressure for 
different electron temperatures Te which the EEDF is assumed Maxwellian for argon and 
nitrogen gas. The high-frequency and dc limits at low and high pressures, respectively, and 
the deviation from these limits, are clearly illustrated. Indeed, for nitrogen gas, νeff/νdc and 
ωeff/ω decrease as increasing the electron temperature, due to the vibrational and rotational 
energy levels between 1 ~ 3 eV in nitrogen molecule. 
 
2.2.2 Classical skin effect 
In an inductively coupled plasma, the power is transferred from the electric fields to the 
plasma electrons within a skin depth layer of thickness δ near the plasma surface by 
collisional (ohmic) dissipation and by a collisionless (stochastic) heating process in which 
bulk plasma electrons “collide” with the oscillating inductive electric fields within the skin 
layer.  
We consider the classical or normal skin effect accompanied by ohmic (collisional) 
electron heating in a semi-infinite spatially uniform plasma. The normal skin effect occurs 
when the electron thermal motion is negligible and there is a local coupling between the RF 
current density J and the RF electric field E within the skin layer given by J = ζpE. We 
consider the case when ω ≪ ωpe, which is always true for inductively coupled plasmas, 
where ωpe
 
is the electron plasma frequency, defined as  2 2 0pe e ee n m  . We also assume a 
Maxwellian EEDF and an energy-independent electron-atom collision frequency νm(ε) = 
const.  
According to Maxwell‟s equations, the penetration of the transverse electric field into 
the plasma is described by the complex wave equation 
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having solution 
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where 
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is the inverse skin depth and 
  
1 2
0Im pj    (2.14) 
is the propagation constant. Substituting (2.2) into (2.13), one obtains the general expression 
for the classical (normal) skin depth 
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and 
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In the collisional limit (νm ≫ ω), typical for the nonsuperconducting metals and high pressure 
plasma, ε = π/2 and 
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and the RF energy collisionally dissipates within the skin layer. 
In the high frequency limit (νm ≪ ω), called the nondissipative or high frequency skin 
effect ε = 0 and 
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   (2.19) 
In this case the electrons colllisionlessly oscillate within the skin layer with no net energy 
gain. For an electromagnetic wave incident on the plasma boundary this case corresponds to 
the total reflection of the wave from the plasma. For discharge maintenance in this case, the 
wave reflection is not perfect, and a small fraction of the incident wave power is locally 
and/or nonlocally deposited within the skin layer. 
 
2.2.3 Anomalous skin effect 
There is a third situation for which electrons incident on a skin layer of thickness δa satisfy 
the condition 
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where δa is determined below. In this case, the interaction time of the electrons with the skin 
layer is short compared to the RF period of the collision time. That means the electrons can 
gain energy from the wave without losing it during all the period. In analogy to collisionless 
heating at a capacitive sheath, a stochastic collision frequency can be defined 
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where Ce is a quantity of order unity that depends weakly on e , δa, and ω, provided the 
ordering (2.20) is satisfied. We then substitute νstoc for νm in (2.16) and expand for νstoc ≫ ω, 
to obtain 
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Solving for δa, we find 
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where δa is the anomalous skin depth. 
A general nonlocality parameter for the nonlocal interaction of electrons with the 
electromagnetic field has been given by Fried and Conte [11] and used in the analysis of the 
anomalous skin effect by Weibel [12] and Saysov [13] 
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Formulae for the classical skin effect are applicable when Λ ≪ 1; for Λ  > 1, the anomalous 
skin effect takes place. Figure 2.2 shows the nonlocality parameter Λ as a function of ω/ν. 
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Figure 2.2 The parameter Λ as a function of ω/ν. The anomalous skin effect takes place in 
the frequency range ω1 < ω < ω2. 
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The anomalous skin effect takes place in the frequency range ω1 < ω < ω2. 
In the extreme anomalous case (a) neither the skin depth δ nor the energy dissioation in 
the skin layer depend on the collision frequency ν, (b) the dissipation of energy is present 
even if ν = 0, (c) the damping of the field is characterized by at least two characteristic 
lengths (the skin depth δ and the mean free path λ), and (d) the field profile can be non-
monotonic, and in some places the current can even flow against the field [14].  
 
2.2.4 Ohmic (collisional) and stochastic (collisionless) heating 
The heating of electrons of time-varying fields is fundamental to the operation of radio 
frequency discharges. In a uniform oscillating electric field, E(t) = ReE0e
jωt
, a single electron 
has a coherent velocity of motion that lags the phase of electric field force –eE by 90°. Hence, 
the time-average power transferred from the field to the electron is zero. Electron collisions 
with other particles destroy the phase coherence of the motion, leading to a net transfer of 
power. For an ensemble of n electrons per unit volume, it is usual to introduce the 
macroscopic current density J = enu, with u the macroscopic electron velocity, and to relate 
the amplitudes of J and E through a local conductivity equation (2.1). The average electron 
velocity oscillates coherently but lags the electric field by less than 90°, leading to an ohmic 
power transfer per unit volume 
    
2 2
* 1
0 0 0 0
1 1 1
ReJ E E Re J Re
2 2 2
ohm p pP  
     (2.25) 
So in the planar inductively coupled discharge, the ohmic heating power flux is 
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where ns is the sheath edge density and z is the distance from the quartz window. 
To determine the stochastic heating at low pressure, we consider an electron from the 
bulk plasma incident on the RF electric field within a skin depth layer in slab geometry. We 
assume a simple model in which the transverse electric field within the slab decays 
exponentially with distance z from the edge into the slab [15] 
    0, cos
z
yE z t E e t

 

   (2.27) 
We also assume that the collisionality is weak, νm ≪ υe/δ; hence there are no electron 
collisions within the skin layer. Because there are no z-directed forces, we can write the 
position of the electron as: 
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where the electron reflects from the surface at t = 0. Substituting (2.28) into (2.27) yields the 
transverse electric field seen by the electron 
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The transverse velocity impulse 
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is calculated by substituting (2.29) into (2.30) and integrating to obtain 
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The energy change Δε, averaged over a uniform distribution of initial electron phase  , is 
then 
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which can be integrated over the particle flux to obtain the stochastic heating power 
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For a Maxwellian electron distribution Fe, the integral over υx and υy are easily done, and the 
υz integral can be evaluated in terms of the exponential integral E1. For the regime of large 
nonlocality ( Λ ≫ 1) 
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we obtain 
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2.3 The power transferred to the plasma electrons in TCP reactor 
The power transferred to the plasma electrons in planar inductively coupled discharge can be 
calculated from the electric field components induced by the induction coil current [16-20]. 
The planar induction coil excites RF magnetic fields Br, Bθ and Bz, which are respectively the 
radial, azimuthal and axial components and the corresponding components of RF electric 
fields Er, Eθ and Ez. The electromagnetic field components of Bθ, Er and Ez are capacitively 
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coupled with plasma electrons while the remaining filed components Eθ, Br and Bz are 
inductively coupled. We derive the each component of electromagnetic field in Appendix. 
The averaged power transferred by capacitive coupling, Pe, can be calculated by 
integrating the Poynting vector using calculated Er, Ez and Bθ as follows: 
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     (2.36) 
In a similar manner, the average power, Pind, delivered from the RF coil to the plasma 
through inductive coupling is given by integrating the Poynting vector over the surface area 
of the coil: 
    *
0
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2 , ,
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R
ind rP rE r L D B r L D dr

    (2.37) 
The total transferred power to the electrons is given by 
  Retrans e ind stocP P P P    (2.38) 
 
Figure 2.3 Calculated transferred power by capacitive coupling, inductive coupling, 
stochastic heating and total transferred power at 100 mTorr argon pressure, Te = 2.0 eV and 1 
A coil current. 
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Figure 2.4 (a) Calculated total transferred power at 5 A coil current and Te = 2.0 eV for 
various argon pressure and (b) total transferred power and the effective frequencies νeff and 
ωeff as a function of gas pressure at fixed electron density 10
17
 m
-3
 and 5 A coil current. 
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 where Pstoc is the power absorbed by the stochastic heating, which is given by 
 2 1 2 2
0
0
0.45 2
R
e c
stoc e
m V
P T r dr
e R
     (2.39) 
where Vc is the voltage difference between the centre and end of the coil. Figure 2.3 shows 
the calculated transferred power by capacitive coupling, inductive coupling, stochastic 
heating and total transferred power at 100 mTorr argon pressure, Te = 2.0 eV and 1 A coil 
current. In the calculation we assume that the voltage across RF coil V is [17] 
 1coilV i L  (2.40) 
where L1 is the inductance of the coil. The chamber parameters in our calculation are R = 10 
cm, L = 5 cm, D = 1 cm and N = 3 turns. The frequency of RF power is 13.56 MHz, and the 
inductance coil is 1 μH. When the electron density is lower than 4.0 × 1015 m-3, the 
capacitively transferred power is dominant and the system is in E mode. As increasing the 
electron density the inductively transferred power increases, and the system is in H mode. 
The transferred power by the stochastic heating is independent of electron density, and 
constant at fixed coil current and electron temperature.  
Figure 2.4(a) shows the calculated total transferred power at 5 A coil current and Te = 2.0 
eV for various argon pressure. When the gas pressure is lower than 100 mTorr, the total 
transferred power increases with the pressure. At the opposite when the gas pressure is higher 
than 100 mTorr, the curves slightly shift to the right side and no increase in the total 
transferred power is observed. It means that more electrons are needed to transfer the same 
power in the given system at high pressure. Figure 2.4(b) shows the total transferred power 
and the effective frequencies νeff and ωeff as a function of gas pressure at a fixed electron 
density 10
17
 m
-3
 and 5 A coil current. The total transferred power increases as increasing the 
pressure and it reaches a maximum around 100 mTorr. The power transferred to electrons per 
unit volume by collisional (ohmic) heating is given in equation (2.26). This equation shows 
that, for a given electric field strength, the transferred power by the collisional heating 
becomes its maximum when the effective collision frequency νeff coincides with the effective 
RF frequency ωeff as shown in figure 2.4(b). 
 
2.4 Transformer model and plasma impedance 
Low-pressure inductive discharges have been modelled by considering the plasma a ring 
acting as the secondary coil of a transformer [21-23]. The equivalent circuit is shown in 
figure 2.5. The voltage required to power the coil of an inductive discharge is supplied by a 
50 Ω RF power source through a capacitive matching network. Here CL (loading capacitor) 
and CT (tuning capacitor) are variable series and parallel capacitors, and RT (= 50 Ω) is the 
Thevenin-equivalent RF source resistance. The inductive branch is represented as an air-
cored transformer having the planar coil inductance L1 and resistance R1 as a primary. R1 can 
be measured without plasma as   21 in ref coilR P P i  , where Pin and Pref are the injected power 
and the reflected power, respectively, and icoil is the coil current. The secondary circuit can be 
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described by two components of inductance and one resistance; a geometric inductance L2, an 
electron inertia inductance Lpi, and a resistance Rpi of the plasma loop. The capacitive branch 
is represented by the combination of circuit elements Cd, Lpc, Rpc, Cs, Rst and Rion.  Cd is the 
quartz window capacitance, Lpc is the inductance due to the electrons‟ inertia in the capacitive 
coupling, and Rpc is the capacitive power dissipation due to ohmic (collisional) heating. Cs is 
the sheath capacitance, Rst is the stochastic (collisionless) heating resistance due to oscillating 
sheath and Rion is the heating of ions that fall through the dc sheath potential. It is customary 
to transform the secondary load into the primary circuit of the transformer, as shown in figure 
2.6. ΔR and ΔL are the change in resistance and inductance due to the plasma given by 
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(2.42) 
where M is the mutual inductance. 
In appendix, we have derived analytic expressions for the electromagnetic fields inside 
the reactor, and the effective collision frequency νeff. Using theses expressions we can 
calculate the circuit parameters in figure 2.5. The collisional resistances Rpi, Rpc and the 
stochastic resistance can be calculated 
 
 
 
Figure 2.5 The circuit representation of the discharge which allows for both inductive and 
capacitive coupling of RF power to the plasma  
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where ic and icoil are currents flowing in the capacitive and inductive branches, respectively, ip 
is the total induced plasma current, and ist is the in the stochastic branch. An analytical 
expression for the total induced plasma current can be found by applying the integral form of 
Ampere‟s law 
    
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p
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i t t d

  B l  (2.46) 
where the path of integration C is from (r = 0, z = 0) to (r = 0, z = L) to (r = R, z = L) to (r = R, 
z = 0) (see figure A.1 in appendix). Using the theoretical expressions for Br and Bz, we can 
obtain the ratio of amplitudes of the coil and plasma current, icoil / ip, and the phase difference, 
 . The inductance Lpi due to the electron inertia can be written as 
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and L2 can be found 
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Figure 2.6 The equivalent circuit. 
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+
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 The impedance of the inductive branch, Zind, in figure 2.6 can be written as 
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In a similar manner the impedance of the capacitive branch, Zcap, and the stochastic branch, 
Zst, can be written as 
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The values of capacitive components are given in the literature [23,24]. The sheath 
capacitance can be calculated from the expression given by Godyak and Sternberg [24], 
0s dC A s  , where Ad is the area of the quartz window and s is the sheath thickness. By 
averaging the voltage along the coil, Cs can be expressed as 
1
2s s
C C  . In this study the 
quartz window capacitance Cd is 36 pF. 
Finally the effective impedance seen in the primary circuit can be written as 
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 (2.52) 
The RF power is transferred through the matching network, and the capacitances CL and CT 
can be calculated with the following relations: 
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where XL = (-ωCL)
-1
 and XT = (-ωCT)
-1
. 
For a given RF power we can obtain the values of all components including currents and 
voltages using these relations 
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3.1 Introduction 
OW-temperature plasma discharges are widely used in many different industries, for 
instance to modify surfaces, deposit thin films, produce light or provide thrust for 
satellites. The simplest level of modeling of such plasma discharges is the so-called „global 
model‟, which consists of particle number and electron energy balance equations. The main 
idea of a global model is to neglect the complexity which arises when spatial variations are 
considered and to generate a model that encompasses a large number of reactions in order to 
model processing plasma with a limited computing power. Thus the model does not describe 
L 
Table 3.1  The developed global models for various gas mixture and discharge sources. 
Gases Source Pressure (mTorr) EN References 
Ar TCP 1–70   [27,35,36] 
 RF magnetron sputtering 0.3- 2.3 Pa  [29] 
 Pulse TCP 5   [16] 
N2/Ar ICP 15-30   [4] 
 TCP 30-110   [30] 
H2/Ar TCP 1-100  ○ [24] 
 TCP 20-60   [23] 
O2/Ar TCP 1-100  ○ [6,7] 
Cl2/Ar TCP 1-100  ○ [5] 
 Pulse TCP 1-100 ○ [15] 
CF4/Ar TCP 3-30   [11] 
SF6/Ar ICP 3-20  ○ [13] 
Ar, O2, Cl2, 
O2/Ar 
TCP 0.5-200  ○ [3] 
Ar, Cl2 Pulse TCP 5   [14] 
O2 TCP 3-60  ○ [20,26,31] 
 Pulse TCP 1-100  ○ [19] 
N2 TCP 1-100   [37] 
 Pulse TCP 1-100   [17] 
Cl2 Pulse TCP 2-20  ○ [8] 
 TCP 1-100  ○ [9] 
C4F8 ICP 1.29 Pa ○ [34] 
CF4 TCP 2-30  ○ [28] 
CF4/O2 TCP 8-25  ○ [10] 
Ne/Xe DBD 100-600 Torr  [25] 
O2/F2 TCP 1-100 ○ [32] 
O2/SiCl(CH3)3 ECR 0.1-100 Pa ○ [33] 
SF6 ICP 0.1-4.5 Pa ○ [12] 
Cl2/He CCP 0.1-1 Torr ○ [18] 
He/H2O CCP atm  [22] 
H2 ICP 10-100   [38,39] 
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spatial distribution but captures scaling of plasma parameters with control parameters. This 
model allows us to investigate various phenomena, such as the effects of plasma parameters 
on excited species, negative ions and particular reactions on the overall discharge.  
The volume averaged global model for high density discharges was developed by 
Lieberman and Gottscho [1] for noble gases and extended to molecular gases by Lee et al [2] 
and Lee and Lieberman [3]. Many works have been done for various gas mixtures such as Ar 
diluted O2, N2 and Cl discharge [4-9], CF4 [10,11], SF6 [12,13] and discharge sources such as 
pulse discharge[14-17] and electronegative (EN) plasma [18-21]. Recently Lin et al [22] 
developed the global model of low temperature atmospheric pressure H2/H2O discharge, and 
Ar diluted H2 discharge was developed [23,24]. The developed global models for various gas 
mixture and discharge sources are presented in table 3.1. Also some useful experimental and 
theoretical literatures in the global model are presented in table 3.2.  
 
3.2 Power balance 
In the global model the absorbed power can be written as [44]: 
 eicabs PPPP   (3.1) 
where Pc, Pi and Pe are the power losses by inelastic and elastic collision, ion and electron 
flow to the wall, respectively. We assume a cylindrical stainless steel chamber of radius R 
and length L. The content of the chamber is assumed to be nearly spatially uniform and the 
power deposited uniformly into the plasma bulk. 
 
3.2.1 Energy loss by collision 
The power loss due to inelastic and elastic collision in the discharge can be expressed as: 
  XelXelXjXexXexXjXizXizXjec KnKnKnVenP     (3.2) 
where V is the discharge volume, e is the charge of electron and nj
X
 is the density of initial 
state of each collision for species X. Kiz
X
, Kex
X
 and Kel
X
 are the rate coefficients and εiz
X
, εex
X
 
and εel
X
 are the energy lost per ionization, excitation and elastic collision for species X, 
Table 3.2 Useful experimental and theoretical literatures in the global model. 
Subject References 
Experimental study of total energy losses per electron-ion lost [40] 
Experimental study of edge-to-center density ratio [41] 
Effect of the electron energy distribution function [36] 
Effect of the electronegative ion and practical recommendations [21] 
Edge-to-center plasma density ratio  [42] 
Global model approximation [43] 
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respectively. In equation (3.2), the collision energy loss per electron-ion pair created, εc, can 
be defined as [44]: 
 e
X
eX
elex
X
exiz
X
izc
X
iz T
M
m
KKKK
3
    (3.3) 
The quantity (3me/MX)Te is the mean energy lost per electron for a polarization (elastic) 
scattering. εc is a function of Te only, depending on the electron neutral species collisional 
energy loss processes in the gas. For molecular gases, additional collisional energy losses 
include excitation of vibrational and rotational energy levels, molecular dissociation, and, for 
electronegative gases, negative ion formation. 
 
3.2.2 Energy loss by diffusion to the wall  
The electron and ion fluxes to the wall are: 
 XBsXie un ,,   (3.4) 
where ns is the electron density at the sheath edge, uB,X = (eTe/MX)
1/2
 is the Bohm velocity, 
and MX is the ion mass for species X. The edge to center electron density ratios for each axial 
and radial sheath edge from low pressure to high pressure are given by [3]: 
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(3.6) 
where Da = Di(1+Te/Ti) is the ambipolar diffusion coefficient, Di is the diffusion coefficient 
(eq. 3.31) for positive ion, Ti is the ion atom temperature which is assumed to be the same as 
the gas temperature Tg, J1 is the first order Bessel function, and χ01 = 2.405 is the first zero of 
the J0 Bessel function. The third term (between parentheses) in the formulas is the scaling 
factor for constant diffusion at high pressure regime. λi is the ion-neutral species mean free 
path given by : 
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where nj is the density of the gas species j and ζj is the total ion-neutral cross sections for the 
collision with the gas species j. Using these expressions, the power loss due to charged 
particle flow to the wall can be described by: 
   eiRRLLXBeei AhAhuenPP   ,  (3.8) 
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where AL = 2πR
2
 and AR = 2πRL are the areas of the axial and radial sheaths, respectively. 
The ion velocity necessary for stable sheath formation is given by the ion acoustic speed. 
The ion velocity of the sheath formation criterion can be written in terms of the electron 
energy distribution F(E) as [36] 
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where mi is the ion mass and υi is the ion velocity. Due to the acceleration by a weak electric 
field on the presheath, positive ions at the sheath edge have a narrow velocity distribution 
and thus 
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and 
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For the Maxwellian electron energy distribution, equation (3.11) leads to the Bohm criterion, 
υi = uB = (eTe/mi)
1/2
.  
The mean kinetic energy lost per electron εe is calculated as the ratio of the average 
energy flux Se to the electron flux Γe. In spherical coordinates the electron density is obtained 
from an arbitrary electron speed distribution f(υ) [44]: 
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where C is a constant for normalization and the angle integrals yield the factor 4π. Similarly, 
the average electron speed e is given by  
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The directed electron flux Γz in the z-direction is given by e zn  , where the average is 
taken over υz > 0 only. Using υz = υcosθ in spherical coordinates, we obtain 
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Thus for the general electron energy distribution, the electron flux towards the wall is given 
by 
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where Vs is the potential drop within the sheath between a plasma and a floating wall, can be 
calculated form  Γi = Γe. For a Maxwellian electron energy distribution Vs is given by 
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Similarly, the average energy flux 21
2z e e z
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Thus for the general electron energy distribution, the average energy flux towards the wall is 
given by 
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where υmin is minimum speed of electron obtained by  
1 2
2
min
s
e
eV
m
  . For a Maxwellian 
electron energy distribution the mean electron energy lost per electron lost is εe = 2Te. The 
mean kinetic energy lost per ion lost, εi, is the sum if the ion energy entering the sheath and 
the energy gained by the ion as it traverses the sheath, can be calculated as 
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For a Maxwellian electron energy distribution, εi = 2
1 Te+Vs. 
The entire power balance equation including collisional energy loss and kinetic energy 
loss of the charged particles to the wall can be therefore written as: 
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3.3 Particle balance 
The dynamics of species density nj (including electrons) is described by the particle balance 
equation: 
   jLossjProduction
j
RR
dt
dn
 (3.21) 
where R
j
Production and R
j
Loss are the production rate and the loss rate of the species j, 
respectively.  
 
3.3.1 Electron impact excitation coefficient 
The rate coefficient kjk for electron impact excitation from level j to level k can be calculated 
by: 
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where ζjk(E) is the electron impact excitation cross section and F(E) is the EEDF. The rate 
coefficients of de-excitation processes kkj are also calculated by the principle of detailed 
balancing [44].  
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where gj and gk are the statistical weight of j and k states, respectively.  
 
3.3.2 Radiative decay 
The radiative loss rate from level k to level j is given by: 
 kj k kA    (3.24) 
where Ak is the transition probability and Λk is the escape factor which is described by 
radiation trapping. The escape factor Λk depends on the density of the lower state in the 
radiative transition. Usually at low pressure the density of excited level is enough low to 
neglect the escape factor except for towards the ground state, such as 
3
P1-
1
S0(λ = 1067Å) and 
1
P1-
1
S0(λ = 1048Å) resonance lines in an argon discharge. The escape factor of these two 
resonance lines when Doppler and collision broadenings are present simultaneously is given 
by [45-47]: 
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where Td and Tc are the transmission coefficients for pure Doppler and collisional 
broadenings, respectively, Tcd is the coefficient under conditions of collisional broadening 
emission with Doppler broadening absorption, and erf() denotes the error function. Td, Tc and 
Tcd are given by 
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where k0ρ is the so-called optical depth at the line centre and a is the damping coefficient 
given by, 
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where ηc is an effective collision time for the resonance atom and υ0 is the average gas 
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Figure 3.1. Calculated escape factors for λ = 104.8 nm and λ = 106.7 nm resonance lines of 
argon as a function of gas pressure. 
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velocity at gas temperature Tg, υ0 = (2kTg/M)
1/2
. Figure 3.1 shows the calculated escape 
factors for λ = 104.8 nm and λ = 106.7 nm resonance lines of argon as a function of gas 
pressure, for TCP discharge with R = 10 cm and L = 5 cm at 400 K. 
 
3.3.3 Diffusion loss 
The diffusion losses of the neutral species to the wall are estimated by an effective loss rate 
coefficient given by [48]: 
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where Dn is the neutral diffusion coefficient and Λ is the effective diffusion length given by 
[27]: 
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where k is the Boltzmann constant, n  = (8kTg/πM)
1/2
 is the neutral mean velocity, λn is the 
neutral-neutral species mean free path calculated from the neutral-neutral collision cross 
section data [18], γn is the sticking coefficient for the neutral particle on the wall surface, and 
V and A are the volume and the wall surface area of the reactor chamber.  
The diffusion loss rate of the ion flux to the walls can be expressed using equations (3.5) 
and (3.6) as 
 
2
, , 2
2 L Rion wall B X
R h RLh
k u
R L

  (3.33) 
 
3.3.4 Pumping loss 
The loss by pumping for species j can be calculated by  
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where Qin is total gas flow into the chamber in sccm, nj is the density of species j in cm
-3
, p is 
pressure in Torr, and V is the discharge volume in cm
3
 [37]. 
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4.1 Introduction 
N order to understand the plasma chemistry, various plasma process diagnostic tools have 
been developed to quantify the concentrations of various reactive species as well as the 
important plasma parameters such as the electron temperature and electron density in the 
discharge. Plasma diagnostic is a broad area of technology that encompasses a diverse, 
venerable field of experimental techniques designed to provide information about the 
characteristics of plasmas. In this chapter we briefly introduce basic principles of some 
diagnostic tools used in this study. 
 
4.2 Optical emission spectroscopy (OES) 
4.2.1 Principle 
Consider an atom initially in state g that is excited by a collision with an electron to state i as 
shown in figure 4.1. The atom subsequently decays by photon emission to state j. In order to 
define the process, four main types of cross section are necessary. The so-called optical 
emission cross section is directly related to the photon flux emerging on the i → j transition. 
The apparent cross section for level i is the sum of the optical emission cross sections over 
all possible decay channels for level i. It is thus related to the apparent rate at which level i is 
populated by electron-atom collisions. In addition to direct electron-impact excitation from 
level g to level i, the apparent cross section also includes a contribution from electron-impact 
excitation into higher levels (k) followed by photon decay into level i. Thus the apparent 
cross section is the sum of the direct excitation cross section and the cascade cross section. It 
is important to note the different types of cross sections since different experimental and 
theoretical techniques yield the different types of cross sections. 
 
I 
 
 
 
Figure 4.1 Classification of the cross section. 
i
j
g
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4.2.2 Emission intensity in the corona model and line ratios method 
Consider atoms in a small plasma volume excited by electron-atom collisions into an excited 
level i. These atoms subsequently decay to lower levels l. In corona equilibrium, the electron 
excitation rate and photon decay rate are equal. The photon flux for a particular i → j 
transition, Фij, is equal to [1,2]  
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where n0 is the number density of ground state atoms, ne is the electron density, ζex,i(E) is the 
excitation cross section into level i from the ground state as a function of electron energy E, 
F(E) is the electron energy distribution function, me is the electron mass and A is the 
transition probability for spontaneous emission. By using the apparent cross section one 
automatically includes the effect of excitation into higher levels followed by radiative decay 
into level i. Since the i → j optical emission cross section, 
Opt
ij  includes the branching ratio: 
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where bij is the branching ratio of i → j transition, equation (4.1) can be simplified to 
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In addition to the photon flux due to excitation from the atomic ground state, the contribution 
from other initial states (metastable or ionic levels) can be included by replacing n0 and 
Opt
ij  
by the appropriate values.  
In practice, for the EEDF the simplest form typically assumed is a one-parameter 
Maxwellian distribution characterized by an electron temperature, Te, 
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 (4.4) 
Many alternative functional forms of F(E) can be used, depending on how far one expects the 
EEDF to deviate from a simple Maxwellian. For example, while the EEDF for inductively 
coupled plasmas can often be well approximated by a single Maxwellian, many capacitively 
coupled plasmas are better characterized by a three-parameter bi-Maxwellian distribution 
with a bulk electron temperature, a tail temperature and a fraction of tail electrons [3]. 
Druyvesteyn distributions and other more general functional forms can also be used [4]. 
Combining the simplifications of a Maxwellian distribution with spatially averaged densities, 
the observed photon flux incident on the detector for a particular i → j emission line is equal 
to: 
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where the constant Cλ is the sensitivity of the optical system at wavelength λ. Since the 
excitation cross section is zero for energies below the threshold energy, one can also make 
the trivial replacement of the lower limit in the integral with E0i.  
A single plasma intensity measurement cannot uniquely determine the electron 
temperature since the photon flux in equation (4.5) depends upon both the electron density 
and electron temperature. To overcome these difficulties, it is common to measure the line 
ratio of two emission lines [5-7]  
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 (4.6) 
which is only dependent on the electron temperature. While in principle any two excited 
states of the same atom can be used to find a unique value of the electron temperature, the 
line-ratio technique works better if the two states have very different energy thresholds, E1 
and E2, or if the energy dependences of the cross sections are radically different. 
 
4.2.3 Molecular spectroscopy 
The internal energy of molecule is decided by the rotation of molecule, the vibration of each 
atom, and the electronic state of electrons. Therefore the molecular spectrum is distinguished 
by the rotational spectrum, the vibrationl spectrum, and the electronic spectrum, defined by 
the following energies: 
(1) Rotational energy (Er) due to the rotational motion of the molecule about its centre of 
mass. 
(2) Vibrational energy (Ev) due to the vibrational motion of the atoms in a molecule about 
their equilibrium positions. 
(3) Eletronic energy (En) arising due to the motion of electrons in the molecule. 
So the total internal energy of a molecule is expressed by: 
 total r v nE E E E    (4.7) 
In a discharge which contains molecular gas, the rotational, vibrational and excitation 
temperature can be obtained from rotational, vibrational and electronic spectrum, respectively 
[8-12].  
 
4.2.3.1 Rotational spectra  
To understand the rotational spectra of molecules it is necessary to classify them according to 
their principle moments of inertia. It is a useful approximation to regard the bonds as rigid 
rods, and the molecule as a rigid rotor. Considering a molecule with two atoms, the moment 
of inertia about any axis through the centre of gravity is given by: 
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where r ( = r1 + r2) is the bond length, and μ is the reduced mass of the two nuclei of masses 
m1 and m2. The rotational energy of this molecule is 
 
2
21
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P
E I
I
   (4.9) 
Using the Schrödinger equation, one can find that the rotational energy Er of a diatomic 
molecule is quantized: 
  
2
2
1
8
r
h
E J J
I
   (4.10) 
where J is the rotational quantum number, J = 0, 1, 2, …. We convert the energy levels of 
equation (4.10) to what are known as term values F(J) having dimensions of wavenumber by 
diving hc, giving: 
      2 1 18
rE hF J J J BJ J
hc cI
      (4.11) 
where B is the rotational constant. For the rotational spectra it is necessary to satisfy the 
following rotational selection rules: 
1. The molecule must have a permanent dipole moment (μ ≠ 0). 
2. ΔJ = ±1. 
3. ΔM J = 0, ±1. (MJ = J, J – 1, …, – J) 
Using equation (4.11) the transition wavenumber can be obtained: 
      1 2 1F J F J B J       (4.12) 
By equation (4.12) we expect the distance of rotational spectra is constant 2B, but the 
transition spacing decreases with increasing J. As increase the J, the speed of ration increases, 
and the nuclei tend to be thrown outwards by centrifugal forces. Considering the J-dependent 
decrease of B, equation (4.11) and (4.12) become: 
      
221 1F J BJ J DJ J     (4.13) 
        
3
1 2 1 4 1F J F J B J D J         (4.14) 
where D is the centrifugal constant and is always positive for diatomic molecules. The 
rotational constants B and D are both slightly vibrationally dependent so that the term values 
of equation (4.13) and (4.14) should be rigorously written 
      
221 1v v vF J B J J D J J     (4.15) 
    
3
2 1 4 1v vB J D J      (4.16) 
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The vibrational dependence of B and D are given by 
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where Be refers to the hypothetical equilibrium state of the molecule at the bottom of the 
potential energy, αe is a vibration-rotation interaction constant, v is the vibrational quantum 
number, and ω is the vibrational wavenumber.  
 
4.2.3.2 Vibrational spectra  
The vibration of a diatomic molecule can be expressed by Hooke‟s law of the harmonic 
oscillator: 
 
 
c
dV x
F k x
dx
     (4.19) 
where V(x) is the potential energy and kc is the force coefficient. Integration of this equation 
gives 
   2
1
2
cV x k x  (4.20) 
Using the Schrödinger equation, one can find that the vibration energy level Ev of a diatomic 
molecule is quantized: 
 
1
2
vE hc v
 
  
 
 (4.21) 
where v is the vibrational quantum number. Equation (4.21) shows the vibrational levels to be 
equally spaced by hcω, and that the v = 0 level has an energy ½ hcω, known as the zero-point 
energy. This is the minimum energy the molecule may have even at the absolute zero of 
temperature and is a consequence of the uncertainty principle. Just as for rotation it is 
convenient to use term values G(v) (dimensions of wavenumber) instead of energy levels  
  
1
2
vEG v v
hc

 
   
 
 (4.22) 
However, unlike electrical anharmonicity, mechanical anharmonicity modifies the vibrational 
term values and wave functions due to distance of two atoms. The harmonic oscillator term 
values of equation (4.22) are modified to a power series in (v + ½ ) 
  
2 3
1 1 1
 
2 2 2
e e e e eG v v v y v   
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     
 (4.23) 
where ωeχe and ωeye are anharmonic constants. 
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4.2.3.3 Spectra of diatomic molecules 
Using spectrum terms, equation (4.7) can be rewritten 
  total nE hc T G F hcT     (4.24) 
where Tn is the spectral term of electronic transitions. The wavenumber ν, corresponding to a 
transition from an upper state E′ to a lower state E″ is  
    n nT T T G F T G F                (4.25) 
The wavelength of each transition can be calculated with selection rules, ∆J = J′ - J″ = 0, ±1 
except for J′ = 0 → J″ = 0. The values of ∆J yield three branches: P, Q and R-branch, 
corresponding to ∆J = -1, 0, and +1, respectively. Furthermore, the structure is complicated 
by the triplet splitting of the rotational levels J. 
The emission intensity of an individual rotational line between two levels (from n′v′J′ to 
n″v″J″) is given by 
 
n v J n v J
n v J n v J n v J
hc
I N A
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          (4.26) 
where Nn′v′J′ is the population of the emitting level and 
n v J
n v JA
  
    is the Einstein transition 
probability. With the normalization condition of the Hönl-London factors the transition 
probability may be written as 
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 (4.27) 
where SJ′J″ is the Hönl-London factor for the considered transition, δ0,Λ′ is the Kronecker delta 
(equal to 1 if Λ = 0, and 0 for all other values), 2S′+1 is the spin multiplicity, and 
n v
n vA
 
   is the 
band strength or the band transition probability given by 
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        (4.28) 
where qv′v″ is the Franck-Condon factor of the v′ → v″ band and  
2
e v vR r    is the square of the 
electronic-vibrational transition moment. 
Considering the energy levels of upper states in Boltzmann equilibrium, Nn′v′J′ is given by 
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 (4.29) 
where N0 is the density of particles, Q(T) is the molecular partition function and gu is the 
statistical weight of the upper level. The densities of upper levels for the electronic, 
vibrational and rotational states can be written: 
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where gJ′ = 2J′ + 1, p   allows for nuclear spin degeneracy (Λ-doubling), and Qel, Qv and Qr 
are electronic, vibrational and rotational partition functions, respectively. 
Finally, the emission intensity for a transition of a given system, can be written as 
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 (4.33) 
In actual spectrum measurement, the line spectrum derived here is always broadened due to a 
finite spectral resolution of an optical system. Introducing the spectral resolution as the full 
width of the half maximum (FWHM), the spectrum is finally written as follows with the 
Gaussian profile 
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where λ is the wavelength of emission light and ∆λ is given by 
 
2 ln 2
FWHM
   (4.35) 
 
 
4.2.3.4 Ro-vibrational spectra of N2 and N2
+
 
In a low pressure discharge containing nitrogen, three kind of molecular emission spectra are 
frequently observed simultaneously; (a) the second positive system (SPS)
 3 32 , , 'u gN C v B v   , (b) the first positive system (FPS),  3 32 , , 'g uN B v A v   , and (c) 
the first negative system (FNS)  2 22 , , 'u gN B v X v     . From the measured rotational and 
vibrational spectrum, the rotational and vibrational temperature can be deduced for each 
excited state. Furthermore, if the electronic temperature is known the N2
+
/N2 ratio can be 
obtained from the electronic spectrum.  
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Figure 4.2 Measured and calculated typical emission spectra of SPS  3 32 , , 'u gN C v B v    
and FNS  2 22 , , 'u gN B v X v     . 
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Figure 4.3 (a)  Measured rotational spectra of N2
+
 FNS in an ICP discharge at 100 mTorr and 
calculated rotational spectra with 0.3 Ǻ of FWHM at 550 K. (b) Linear fitting of                     
-ln[Ij/(2J+1)] as function of Er/k with measured data.  
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Figure 4.2 shows the measured and calculated typical emission spectra of SPS 
 3 32 , , 'u gN C v B v    and FNS  2 22 , , 'u gN B v X v      for the spectral range 320-480 nm 
at Tel = 10,000 K, Tv,C = 6000 K and FWHM = 0.06nm. The molecular bands of N2
+
 and N2 
can be detected, and the N2 vibrational bands are characterized by v′ - v″ transition with v′ > 
v″. 
Figure 4.3 (a) shows the measured rotational spectrum of N2
+
 FNS in an ICP discharge at 
100 mTorr and the calculated rotational spectrum with 0.3 Å  of FWHM at 550 K rotational 
temperature. The term p   characterizing the influence of the Λ-doublings (eq. 4.32) is set at 
Table 4.1 The spectroscopic constant terms (cm
-1
) of N2 excited states. 
State Te ωe ωeχe ωeye Be αe 
2
uB
  0 2207.22 16.226 0.004 1.9317 0.0188 
2
gX
  25461.11 2421.14 24.07 -0.30 2.0851 0.0212 
3
uC   
89136.88 2047.78 28.949 2.247 1.8268 0.024 
3
gB   
59619.09 1734.03 14.412 -0.0033 1.6377 0.0179 
3
uA

 
50203.66 1460.94 13.980 0.024 1.4539 0.0175 
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Figure 4.4 Calculated rotational spectrum of P, Q and R branches and corresponding Fortrat 
diagram of  3 32 , 0 , 0u gN C v B v      . 
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p  =1/3 for even J′, and 2/3 for odd J′. The spectroscopic constant terms (cm
-1
) of each 
excited states are given in table (4.1). The rotational temperature can be obtained from the 
measured emission intensity using equation (4.32), 
 ln
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J r
r
I E
J kT
 
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 
 (4.36) 
where IJ is the relative emission intensity of rotation quantum number J. Figure 4.3 (b) shows 
the linear fitting of –ln[Ij/(2J+1)] as a function of Er/k with the measured data form figure 4.3 
(a). The rotational temperature Tr is obtained from inverse of the slope. The rotational 
spectrum of each vibrational state in N2 SPS consists of strong P and R branches and weak Q 
branches. The P branch of any band is folded, resulting in a well defined intensity maximum 
and band head towards the red. The structure is further complicated by the triplet splitting of 
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Figure 4.5 Measured vibrational spectra of (a) the second positive system (SPS), (b) the first 
positive system (FPS) and (c) the first negative system (FNS) in the nitrogen ICP discharge at 
100 mTorr and 100 W. (d) Correspond vibrational distributions by normalizing [N2(C,0)] = 1, 
[N2(B,3)] = 1 and [N2
+
(B,0)] = 1 for  32 uN C  ,  32 gN B   and  22 uN B  . 
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the rotational levels J in both states giving three separate P and R sub-branches and two Q 
sub-branches, corresponding to the J selection rules for multiplet components with the same 
spin. Figure 4.4 shows the calculated rotational spectrum of P, Q and R branches and the 
corresponding Fortrat diagram of  3 32 , 0 , 0u gN C v B v      . For simplicity, only the 
principle branches (i′ = i″) are plotted. 
Figure 4.5 show the measured vibrational spectra of: 
(a) the second positive system (SPS),  3 32 , , ' ,  2u gN C v B v v      ,  
(b) the first positive system (FPS),  3 32 , , ' ,  3g uN B v A v v      ,  
(c) the first negative system (FNS),  2 22 , , ' ,  2u gN B v X v v         
in the nitrogen ICP discharge at 100 mTorr. Using equation (4.31) the correspond vibrational 
distributions are reproduced in figure 4.5 (d) by normalizing [N2(C,0)] = 1, [N2(B,3)] = 1 and 
[N2
+
(B,0)] = 1 for  32 uN C  ,  32 gN B   and  22 uN B  , respectively. The vibrational 
temperature Tv and vibrational distribution can be calculated by Boltzmann‟s distribution law 
as done previously for rotational temperature using equation (4.31). The wavelength and the 
transition probability of SPS, FPS and FNS are given in table (4.2), (4.3) and (4.4), 
respectively. 
 
Table 4.2 The wavelength and the transition probability of second positive system (SPS),
 3 32 , , ' ,  2u gN C v B v v      . 
v v’ λ (nm) Avv’ (10
6
s
-1
) 
0
 
2 380.49 3.34 
1
 
3 375.54 4.62 
2 4 371.05 3.80 
3 5 367.19 2.19 
4 6 364.17 0.90 
 
Table 4.3 The wavelength and the transition probability of the first positive system (FPS), 
 3 32 , , ' ,  3g uN B v A v v       
v v’ λ (nm) Avv’ (10
6
s
-1
) 
3 0 687.5 0.009975 
4 1 678.86 0.0286 
5 2 670.48 0.05023 
6 3 662.36 0.06889 
7 4 654.48 0.08026 
8 5 646.85 0.08239 
9 6 639.47 0.07563 
10 7 632.29 0.06208 
11 8 625.28 0.04491 
54 Chapter 4. Survey of plasma diagnostic methods 
 
 
 
Table 4.4 The wavelength and the transition probability of the first negative system (FNS), 
 2 22 , , ' ,  2u gN B v X v v        . 
v v’ λ (nm) Avv’ (10
6
s
-1
) 
0
 
2 470.92 0.8136 
1
 
3 465.18 1.639 
2 4 459.97 2.135 
3 5 455.41 2.251 
4 6 451.59 2.081 
 
 
4.3 Optical absorption spectroscopy (OAS) 
Optical absorption spectroscopy (OAS) is a powerful tool to evaluate the absolute species 
density in plasma. It can be used in a wide range of radiation, such as in infrared, visible and 
ultraviolet ranges. This technique provides the line-of-sight spatial resolution, and gives the 
quantitative values of absorbance, from which the absolute absorber number densities can be 
calculated. This method does not disturb the plasma and does not need the procedure of 
calibration for estimating the absolute density. Usually, the various kinds of light sources are 
developed for radicals. Ohebsian et al [13] used OAS to study the mechanisms of production 
and loss of the neutral and ionized titanium species in the pulse hollow cathode discharge. 
For Ar metastable kinetics in argon diluted discharge, Ar metastable density was determined 
[14,15]. In the magnetron sputtering discharge the OAS is widely used to monitor the 
sputtering yield and the effects of the gas mixture, the additional excited source, and pulse 
discharge using hollow cathode lamp (HCL) or continuum light source (Xenon arc lamp) [16-
22]. The Si atom densities in parallel-plate RF and ECR SiH4 plasmas were measured by 
ultraviolet absorption spectroscopy (UVAS) using an incoherent hollow cathode lamp [23,24]. 
The incoherent hollow cathode lamp is compact and applied to the measurement of atomic 
radicals. Also UVAS technique was applied to measure the absolute densities of carbon (C) 
atoms in an ICP employing CO/H2 gases and ECR plasma employing fluorocarbon gases 
[25,26]. By using this technique, the behaviors of C atoms in the etching and deposition 
plasma processes have been clarified. Vinogradov et al [27] measured the concentrations of 
NOx and O3 in the N2/NO dielectric barrier discharge (DBD). The vacuum ultraviolet 
absorption spectroscopy (VUVAS) is used for determination of atom density in reactive 
discharge. Vialle et al [28] measured the concentrations of O(
1
D) and O(
1
S) metstable atoms 
in the positive column of a DC oxygen glow discharge. Nagai et al [29] measured O atom 
density using the micro-discharge hollow cathode lamp (MHCL) in O2 TCP discharge. This 
method was used to measure N atom density and F atom density in various discharges [30-
33]. Recently, the broad-band UVAS has been widely used to measure the density of 
molecular radicals such as CF2, CF, Cl2 and BCl using continuum light source or light 
emitting diodes (LED) [34-39]. 
The absorption coefficient AL is given by: 
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where Isource is the intensity of the reference source and Itransmitted is the intensity of the 
spectral line transmitted through the plasma. Experimentally we can determine the absorption 
coefficient as: 
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I
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where Iplamsa+sources is the emission intensity from the reference source through the plasma, 
and Iplasma is the emission intensity from the plasma only.  
The absorption coefficient AL is related to the optical depth kζ0L through [40]:  
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where ω is the frequency of the line and α is the dimensionless ratio between the full width at 
half maximum (FWHM) of the source line and the plasma line: 
 P
S
2/1
2/1


   (4.40) 
 Once kζ0L is determined the density of absorbing atoms nj is given by the following 
numerical equation: 
 jP n
fL
Lk
2/1
13
0 1023.8


  (4.41) 
with kζ0, δζ1/2
P
 in cm
-1
 and nj in cm
-3
. f is the oscillator strength and L is the absorption length 
expressed in cm. Figure 4.6 shows the optical depth kζ0L variations versus the absorption 
coefficient for α values between 0 and 5. As increase the absorption coefficient the optical 
depth is sensitive to the α value. To avoid misestimating the species density, it is necessary to 
measure precisely the FWHMs of the reference source and the plasma. The FWHMs can be 
measured with a Fabry-perot interferometer or other high resolution spectrometer. If the gas 
pressure is low ( < 1 Torr), the line width can be calculated by taking a Doppler line profile,  
56 Chapter 4. Survey of plasma diagnostic methods 
 
 
which is the dominant line broadening in glow discharges [41,42]. The Doppler line width is 
calculated from the equation: 
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where ζ0 = 1/λ0 (cm
-1
) is the wavenumber at the center of the spectral peak, T (K) is the 
plasma temperature in Kelvin, M (g/mol) is the atomic mass.  
 
 
4.4 Two-photon absorption laser-induced fluorescence (TALIF) 
Laser-induced fluorescence (LIF) was firstly used for plasmas to measure the decay rate of 
helium using the dye laser by Burgess [43] in 1974, and Stern [44] measured the LIF signal 
of an argon DC discharge using ArII laser in 1975. Laser-based plasma diagnostic techniques 
have largely contributed to advances in the understanding of active plasma kinetics. This 
technique gives some advantages such as high spatial resolution by the directionality of laser, 
high temporal resolution by pulse laser, and the selectivity of specific species in the volume 
by the narrow FWHM. Therefore the past decades, LIF was used as a powerful technique to 
measure the ions, neutrals and radicals in the discharge.  
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Figure 4.6 Calculated optical depth kζ0L variations versus the absorption coefficient for α 
values between 0 and 5. 
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4.4.1 Principle 
The basic mechanism of LIF has been explained in many articles [45-47]. The LIF 
mechanism can be briefly described as a two-step process. First, a specific atomic or 
molecular species in its ground state 1  of energy E1 is excited by resonant absorption of 
laser photons of energy hνlaser ( = E3 – E1) to a higher energy electronic level 3  of energy E3. 
Then, the excited state relaxes by spontaneous emission of a fluorescence radiation with hνLIF 
( = E3 – E2) to a lower state 2  of energy E2. Basically three types of laser excitation should 
be distinguished: an atomic excitation, a molecular excitation and an excitation with multi-
photon transition. The particular case of an excitation by two photons leads to the so-called 
Two Photon Absorption LIF (TALIF). TALIF is currently used for the detection of atoms 
having their first energy level above 6.5 eV. A simplified scheme of these three type 
excitations is given in figure 4.7. 
The basic scheme of LIF experimental setup for plasma diagnostics is presented in figure 
4.8. A pump laser is used to pump the dye laser with an ability to tune the wavelength using 
the internal grating. Typically Nd:YAG (neodymium-doped yttrium aluminum garnet) laser 
is used for the pump laser with 10 Hz frequency. The wide range of wavelength is possible to 
investigate by changing the dye. The fluorescence detection is usually made perpendicularly 
to the laser beam. The fluorescence signal generated in plasma, goes to a monochromator or a 
filter using simple collimation system. Detection is done by a PMT or a ICCD system and is 
averaged using a boxcar within a gate time triggered by the pump laser signal. The detection 
gate time depends on the radiative and collisional lifetime of the fluorescence level. The 
spatial resolution is obtained by moving together the laser beam and the optical detection 
system or the set-up itself. 
 
4.4.2 Measurement of absolute density 
 
Figure 4.7 Energy diagram for typical LIF excitation of (a) atom, (b) a diatomic molecule, 
radical or ion, and (c) a multiphoton transition. 
1
3
2Laser
(hν = E3 – E1)
LIF
(hν = E3 – E2)
Laser
LIF
Laser
LIF
1
2
3
(a) (b) (c)
58 Chapter 4. Survey of plasma diagnostic methods 
 
 
Regarding the excitation scheme depicted in figure 4.7 (a), the intensity of the LIF signal ILIF 
excited by the laser beam is  
 32 3LIFI A n  (4.43) 
where A32 is the Einstein transition probability for the spontaneous emission of 3  → 2  
and n3 is the density of level 3 . The corresponding rate equation is given by 
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where n1 is the density of level 1 , g1 and g3 are the statistical weights of the levels 1  and 
3 , respectively, B13 is the Einstein absorption coefficient, Ilaser is the laser intensity. Q3 = 
i ii
q P  denotes a term for the collisional depopulation of level 3 , where qi and Pi are the 
quenching rate constant and partial pressure of species i, respectively. 
3nn
A  is the sum of 
the spontaneous de-excitation probabilities of level 3  toward all the lower levels and is 
equal to the inverse of the mean radiative lifetime of the level 3 . In a steady state, the LIF 
signal is proportional to the density of n1 and to the laser intensity according to 
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Figure 4.8 Schematic diagram of a typical arrangement used in LIF diagnostics. 
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where K is a factor, which takes into account the geometry and the spectral response of the 
optical imaging and detection system, and A3 is 3nn A . In principle, it is possible to 
calculate the absolute density n1, but in practice it is very difficult to evaluate the factor K. 
Finally, density of the level 1  is given by 
 1 1
LIF
laser
I
n C
I
  (4.46) 
with a constant of proportionality C1 [48]. Based on the last expression we can see, the 
determination of n1 is possible when the LIF signal is linearly proportional to the laser 
intensity.    
 
4.5 Langmuir probe 
A metal probe inserted in a discharge and biased positively or negatively to draw electron or 
ion current, is one of the earliest and still one of the most useful tools for diagnosing a plasma. 
These probes, introduced by Langmuir and analyzed on considerable detail by Mott-Smith 
and Langmuir (1926) is usually called Langmuir probes [49]. The current vs. voltage, called 
the I-V characteristic, can be analyzed to reveal information about ne, Te, Vp, and even the 
distribution function F(E). Since the probe is immersed in a harsh environment, special 
techniques are used to protect in from the plasma and vice versa. The probe tip is made of a 
high-temperature material, usually a tungsten rod or wire 0.1-1 mm in diameter. The rod is 
threaded into a thin ceramic tube, usually alumina, to insulate it from the plasma except for a 
short length of exposed tip, about 2-10 mm long. Usually to compensate the RF electric field, 
a LC-resonance filter is equipped inside the probe [50,51]. 
 
 
 
Figure 4.9 An idealized I-V curve. The left curve is expanded 10×  to show the ion current. 
Vp
Vf
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Let the plasma potential is Vp, and the potential applied to the probe is Vb. When Vb ≫ Vp, 
an electron current Ie is collected; the probe current is negative. When Vp ≪ Vb, an ion current 
Ii is collected. It is customary to plot I-V curves with Ie positive and Ii negative. Such a plot is 
shown in figure 4.9. There are five main parts. The plasma potential Vp is near the “knee” of 
the curve. At the far left, where all the electrons have been repelled, we have the ion 
saturation current, Isat. The floating potential Vf, is where the ion and electron currents are 
equal, and the net current is zero. In the transition region, the ion current is negligible, and 
the electrons are partially repelled by the negative potential Vb-Vp. In a Maxwellian plasma, 
this part of the curve is expotential. When Vb reaches Vp, all of the random thermal flux of 
electrons is collected. In the electron saturation region, Ie grows only slowly because of the 
expansion of the sheath. From the I-V curve, the plasma density ne, electron temperature KTe, 
and plasma potential Vp can be determined, but not the ion temperature. 
The electron energy probability function EEPF f(E) can be obtained from Druyvesteyn 
formula [52]: 
  
2
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d Im
f E
e A dV
  (4.47) 
where e and me are the electron charge and mass, Vb and Ip  are the probe voltage and current, 
and A is the probe surface area. The electron energy distribution function EEDF F(E), the 
plasma density ne, the mean electron energy < E >, and the effective electron temperature Teff 
are given by: 
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Figure 4.10 show (a) the typical probe I-V characteristic and its second derivative 
measured in an argon ICP discharge at 20 mTorr, and (b) the semi-log plot of the EEPF from 
the I-V curve. The plasma potential Vp is determined from the second derivative curve of the 
I-V curve, which is minimum point of "
pI .  
In this study, to measure the time evolution of electron temperature and electron density, 
Maresca et al [53] method is used. At each fixed probe voltage, the probe current is obtained 
from the voltage drop over a resistor using an analog digital convertor card. This 
measurement is performed several thousand sweeps and then averaged to reduce the noise. 
After a complete voltage scanning, the probe current is determined as a function of time 
Ip,V=const(t) at a constant probe voltage, and next converted into the I-V probe characteristic 
curve Ip,t=const(V) for a specific time. Figure 4.11 shows the measured Ip curves at each fixed 
probe voltage in a pulse modulated argon RF discharge (pressure = 20 mTorr, frequency = 
500 Hz). The time resolution of the I-V curves is 2 μsec with a 500 kHz sampling rate of the 
AD convertor card.  
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Figure 4.10 (a) Typical probe I-V characteristic and its second derivative measured in an 
argon ICP discharge at 20 mTorr, and (b) the semi-log plot of the EEPF from the I-V curve. 
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Figure 4.11 Measured Ip curves at each fixed probe voltage in a pulse modulated argon RF 
discharge (pressure = 20 mTorr, frequency = 500 Hz). 
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5.1 Introduction 
HIS chapter describes the experimental and theoretical results of the low pressure argon 
inductively coupled discharges, which are most widely used not only in plasma science 
but also in industrial plasma processing, due to the low breakdown voltage and relatively low 
price of the argon gas.  
First, we propose a new method of improving the precision of the pressure-dependent 
electron temperature calculated by the line ratio method. In the field of industrial plasma 
processing, the electron temperature is an important parameter related to the use of low-
pressure, high-density plasma. Electrostatic probes are indispensable diagnostic tools in low-
pressure weakly ionized plasmas. These probes are widely used to estimate the electron 
temperature of plasma despite the complicated interpretation of the results and the 
intrusiveness of the procedure. Alternatively, optical methods can be used with confidence in 
situations where a Langmuir probe analysis is difficult or impossible [1]. Spectral line ratio 
techniques in optical emission spectroscopy (OES) provide an advantage as they are non-
intrusive. However, in plasmas with a gas range that is several tens to hundreds of mTorr, as 
frequently used in industrial processes, the range of temperature determined by OES using 
the optical cross-sections from references becomes substantially smaller than the scope 
measured by a Langmuir probe. This difference has been studied in previous publications 
[2,3].  First, there is shortage of data related to cross-sections for plasma in all related 
industries [4-6]. Secondly, the electron temperature is not simply represented by a parameter 
with a Maxwellian distribution of electron energy [7]. Several studies have attempted to 
correct the poor estimation of the electron temperature using line ratio methods. Determining 
the electron temperature via the trace rare gas OES, Schabel et al [8] introduced a correction 
factor, frel, for high pressures on the electron-impact cross-section for excitation of an Ar 
ground state to Ar(4p) excited levels, calculated as a function of the electron energy by the 
empirical function.  Crolly et al [9] defined the parameters a and b using the numerical 
approach of : 
 
  
b
I ArII
e I ArI
T a , and the ratios between the ion line Ar II and the selected atomic 
line Ar I were fitted to describe well the electron temperature curve measured by Langmuir 
probe. In this section, using the EEPF and the electron density from a single probe, a new 
method of correcting the electron excitation kinetics is proposed in which the pressure 
dependency of the electron temperature as calculated by the spectral line ratio, approaches the 
effective electron temperature measured via a single Langmuir probe. 
Second, we study the production of argon excited states in the afterglow of pulse 
discharge. Recently pulsed glow discharges are widely investigated for its distinct advantages 
compared with continuous glow discharges. They provide high peak voltages and currents to 
enhance dissociation, excitation and ionization, gated detection options for temporal 
discrimination of analytical signal, and fewer problems with thermal effects because of the 
lower average power [10]. Also pulsed plasma is used for measurements of the rate 
coefficients of elementary processes and effective lifetimes of various excited states [11]. 
However the time-behavior of pulsed glow discharge is not yet fully understood. Many 
studies have been done to understand the behavior of the argon excited species in pulsed 
T 
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plasma [12-14] since Shiu et al [15] discussed the excited states originating from the 
dissociative recombination process of Ar2
+
 ion with electrons. Bogaerts et al [16] discussed 
the role of Ar2
+
 ions in a direct current argon glow discharge numerically. In their study the 
dissociative recombination of Ar2
+
 represents 20 % of the total loss of Ar2
+
. However, 
Bogaert claims as Shiu et al that the highly excited states Ar
**
 are mainly populated through 
this dissociative recombination process for pressures higher than 500 mTorr. Bultel et al [17] 
calculated the recombination rate coefficient of the Ar2
+
 ions using a nonlinear time-
dependent collisional-radiative model, and discussed the influence of the processes involving 
Ar2
+
 ions on the excitation temperature. Recently, Nafarizal et al [13] showed the production 
of Ar metastable atoms in the late afterglow of a RF magnetron sputtering plasma in a high 
gas pressure and in a high discharge power, and Kang et al [18] reported the appearance of 
the emission of the highly excited Ar(6d) in the afterglow with intensity much higher 
compared with that in the discharge. Also the temporal evolution of the absolute density of 
Ar(1s5) was reported. In this section, we developed a time-dependent global model of the Ar 
discharge for calculation of the time evolution of the electron temperature and the electron 
density. Using these parameters, the time evolution of the densities of Ar excited states are 
investigated simultaneously. The electron temperature, the electron density and the densities 
of Ar excited states obtained by the simulation showed the rebound in the duty-off period as 
the same way in the experimentals. We discuss the dominant creation sources and the routes 
of loss in each level during the discharge and in the afterglow.  
Finally, the E-H mode transition and hysteresis in low pressure argon inductively 
coupled discharges are investigated using global model and transformer model. Inductively 
coupled plasmas are well known with its two distinct coupled modes between 
electromagnetic field and plasma, low electron density mainly by capacitive coupling (E 
mode) and high electron density mainly by inductively coupling (H mode). E-H mode 
transitions have frequently been described in the literature and shown to exhibit hysteresis 
[19-22]. In this section, we show the mechanism of E-H mode transition and hysteresis by 
global (volume averaged) model and transformer model in an argon ICP discharge. 
 
5.2 Experimental setup 
As shown in figure 5.1, the experimental set-up for this study is composed of a 200 mm 
diameter quartz window installed on top of a cylindrical vacuum chamber of 200 mm in 
diameter and 375 mm high. Two 100 mm quartz windows for optical probing are positioned 
at the cylinder wall with common axis perpendicular to the axis of the chamber cylinder. An 
anode plate was installed which can be moveable to limit the volume of the discharge. The 
discharges were excited by the 3 turn-antenna powered by 13.56 MHz of RF frequency which 
can be modulated by a square pulse with variable frequency and duty ratio. An alternate type 
matching network is used to match the impedance between the RF generator and the plasma. 
The chamber was pumped to 10
-6
 Torr base pressure before filling with Ar gas (99.999 % 
pure). The total flow rate was maintained constant at 50 sccm. Under a constant flow rate, the 
pressure was controlled by the partial opening of a gate valve.  
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5.3 Determination of the electron temperature in a planar 
inductive argon plasma with emission spectroscopy and 
electrostatic probe 
 
5.3.1 Measurement of EEPF and optical emission 
In this study, the anode plate was installed at 100 mm from antenna window to limit the 
volume of the discharge. To measure the EEPF, Te and ne, a lab-made cylindrical electrostatic 
probe was set in the discharge center (r = 0 and z = 5 cm) through a feedthrough on the vessel 
wall allowing radial motion in z = 5 cm plane. The probe uses a tungsten wire with a diameter 
of 100 μm and length of 2 mm, which is small compared to the Debye length for the present 
glow discharge. The probe tip is supported by a ceramic tube that is glued to the inside of a 
long stainless steel tube. To reduce RF distortion, a RF resonant filter was installed near the 
probe tip in the probe holder tube. The probe was biased from -50 to 25 volt by a bipolar 
amplifier that activates sawtooth waves. The voltage and current were simultaneously 
measured with two HP 34401 multimeters. The EEPF f(E), the electron density and the 
electron temperature were obtained from Druyvesteyn formula in equations (4.47)-(4.50). 
 
Figure 5.1 Schematic diagram of the TCP chamber and diagnostics system 
13.56MHz
Pulse/CW
RF Generator
Quartz Window
Collimating
Lens
Monochromator
PMT/Photon Counter
Quartz Window
Pumping
Light source : 
hollow cathode lamp
Single 
Langmuir 
probe
Matching Network
3 Turns Coil
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To analyze plasmas at the same area as the probe measurements, the optical emission 
from the vicinity of the probe tip was collected. The emissions from the discharge center (r = 
0 and z = 5 cm) were observed via a collimating lens with the iris through a quartz window 
located 5 cm below the top quartz window and perpendicular to the z-axis. An optical fiber 
guides the light to a 500 mm focal length monochromator. The intensities of the measured 
spectra were calibrated using the calibration light source from Ocean Optics (model DH2000-
CAL).  
The evolution of the EEPF in a planar ICP against argon pressure in the range of 3 ~ 100 
mTorr at constant RF power 200 Watt is shown in figure 5.2. At pressures below 3 mTorr, 
EEPF was not measurable using the probe system utilized here. At pressures greater than 
several hundreds mTorr, the probe sheath is prone to enter a collision-dominated regime 
which would cause difficulties with interpretation of the probe measurements [23]. At 
pressures greater than 3 mTorr and below 50 mTorr, the EEPFs can be described as a two-
temperature distribution of electrons with an excessive energy tail. The appearance of this bi-
Maxwellian EEPF at a low gas pressure has been reported in the past [23-25]. Between 50 
and 100 mTorr, EEPF becomes nearly Maxwellian. From the EEPF, the effective temperature 
can be calculated by equation (4.50). The pressure dependency of the effective electron 
temperature Teff is shown in figure 5.3(a), and the trend of the electron density ne is shown in 
figure 5.3(b). Although the electron density rapidly increases as the gas pressure increases, 
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Figure 5.2 Evolution of the EEPF with the argon pressure ranging from 3 to 100 mTorr for 
an argon inductively coupled discharge at a RF frequency of 13 MHz and a power of 200 
Watt.  
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the effective electron temperature gradually decreases. As the electron density rapidly 
increases with the gas pressure, the capacitive field is shielded more effectively by the plasma 
and is localized near the antenna region. Moreover its contribution to the electron heating 
gradually weakens [26]. 
 
5.3.2 Radiation trapping and line ratio method 
In corona model, the photon decay dominates the other destruction rates, mainly by 
electron collisions. But with radiation trapping, this condition can be unsatisfied. We 
considered here the radiation trapping of the 4p → 4s emission lines due to the large numbers 
of atoms in the 3p
5
4s metastable and resonance levels. Alternative forms include the direct 
radiation trapping of resonance levels or secondary trapping through cascades from higher 
states whose resonance levels are trapped. The large pressure effect due to radiation trapping 
observed with certain levels can lead to problems related to the use of these levels in plasma 
diagnostics [7]. A high energy level a with quantum number J = 1 decays in an optically 
allowed transition (ΔJ = 0 , ±1) not only to the ground level g, J = 0, but also to a number of 
other lower levels b, c etc., with J = 0 or 2. Re-absorption of the a → g resonant radiation 
with the subsequent decay into level b results in a pressure-dependent effective branching 
ratio for the a → b transition and therefore a pressure-dependent ζi
app
 apparent excitation 
cross-section as previously reported [4]. In addition, levels such as the 3p
5
4p levels of Ar 
which are not optically connected to the ground level, can create pressure dependency as they 
cascade from higher levels of the 3p
5
4s and 3p
5
3d configurations and decay to the ground 
level. 
We attempt to quantify the cross-sections experimentally to contain the factors that 
influence the pressure dependence mainly by radiation trapping. Initially, appropriate lines 
whose de-excitation can be described by corona model should be chosen. The corona model 
is an extreme simplification of the dynamics of the plasma. It is well known that the corona 
model fails for highly excited states that have decreased radiative transition rates and 
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Figure 5.3 (a) Effective electron temperature Teff of the EEPF in figure 5.2 against the 
pressure, and (b) measured electron density at 200 W. 
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increased electron-induced collisional mixing. The question is whether the corona model can 
accurately describe low-lying levels [7]. To use one atomic emission line and one ionic 
emission line is a common means of obtaining remarkable variation in the line-ratio 
measurements of the electron temperature, as they maximize the difference in the threshold 
energies. For excitation from the atomic ground state of Ar, the threshold energies for these 
two levels differ by approximately 20 eV. However, the possibility of the two-step excitation 
of ions is occasionally mentioned in the analysis of line-ratio measurements. The effect of 
two-step excitation on line-ratio measurements using a 488.0 nm Ar
+
 emission line has been 
reported [7]. It is preferred to avoid the use of ion lines when addressing this problem. 
Emissions from atomic lines have a similar two-step excitation capability by means of 
excitation from metastable atoms. While excitation of metastable atoms can lead to a 
significant fraction of the emissions for some levels in a discharge, both cross-section 
measurements and plasma modeling as well as experiments identify only a minuscule role for 
metastable excitation of the np1, np5 (J = 0) levels [7]. The emissions from these levels can 
usually be assumed to be completely free of a metastable atom excitation contribution except 
at very low electron temperatures and very high metastable fractions [5]. For this reason, the 
750.4 nm and 751.5 nm lines coming from the 4p1 and 4p5 levels were chosen for the study.  
 
5.3.3 Pressure dependence of the cascade cross-section  
As a starting point, the direct cross-section and cascade cross-section of 4p1 (750.4 nm) 
and 4p5 (751.5 nm) at 3 mTorr are borrowed from Chilton et al [4]. The effect of pressure 
was then treated as a multiplication of the cascade cross-section at 3 mTorr by a coefficient 
that depends on the pressure. The apparent cross-section in equation (4.2) is then given by 
        ,app dir casE P E P E      (5.1) 
where α(P) is defined as the coefficient of the cascade cross-section function of the pressure. 
α(P) = 1 at 3 mTorr. Thus, the emission intensity is written from equations (4.2), (4.5) and 
(5.1) as 
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 (5.2) 
As the gas density n0 is proportional to the gas pressure P, a constant A may be introduced, 
written as Cλn0bij = AP. Replacing the EEDF F(E) and ne in the above equation with the 
values obtained from Langmuir probe, the emission intensity Iij at pressure P can be 
calculated as 
  calI AP B P C     (5.3) 
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where     2
0 e
dir E
m
B E F E dE

  ,     20 e
cas E
m
C E F E dE

   are independent of the 
pressure.  Here, the measured emission intensity Imeasure can be correlated to the calculated 
intensity via a constant D as ; Ical = D Imeasure.  D is obtained by comparison of calculated 
emission intensity (5.3) and of measured one. Subsequently,  
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 (5.5) 
The coefficient α(P), of the cascade cross-section as a function of the pressure calculated for 
4p1 and 4p5 are shown in figure 5.4. As can be seen from figure 5.4, the coefficient of 4p5 
(751.5nm) is significantly influenced by the pressure, whereas for 4p1 (750.4nm), the amount 
of influence is less. This is caused by the fact that the np5 levels both experience moderate to 
large pressure dependence in their optical emission cross-sections due to radiation trapping of 
the cascading resonance levels. In contrast, the np1 levels have minimal pressure dependence 
[7]. The coefficients of both levels appear to become saturated at high-pressure regions. 
Assuming the EEDF as Maxwellian, equation (4.5) becomes  
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Figure 5.4 Pressure dependence of α(P), the coefficient of the cascade cross-section;
       ,app dir casE P E P E     . α(P) = 1 at 3 mTorr. The open squares are for 4p1 
(750.4 nm) and the solid circles for 4p5 (751.5 nm). 
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From equation (5.6), the emissive intensity is function of the electron density and the electron 
temperature. Accordingly, the electron temperature is calculated by 
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 (5.7) 
Equation (5.7) is the well-known line ratios method. In figure 5.5 the open square points 
show the pressure dependence of the electron temperatures calculated using the line ratio 
method with corrected cross-sections.  In comparison, the solid line is the effective 
temperature trend obtained from statistical calculation using the EEDF obtained by the 
Langmuir probe, and the open triangles indicate the temperature from the line ratio with non-
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Figure 5.5 Solid circles, which are Te according to the line ratio with non-corrected cross-
sections, are substantially below the open squares Te according to the line ratio with corrected 
cross-sections. The trend of the pressure dependence of the electron temperature from the line 
ratio with the corrected cross-sections is identical to that of the effective electron temperature 
from the single Langmuir probe (solid line). 
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corrected cross- sections. Due to the similarity between the two curves, the solid line and the 
trace of the open squares, and also due to the substantial difference from the temperature 
according to the line ratio with the uncorrected cross- section, the improvement of the cross-
sections by introducing α(P) as the coefficient of the cascade cross- section is evident. From 
the two weak points in the line ratio method, of the lack of cross-section data and the non-
Maxwellian distribution of electrons, it appears impossible to avoid the question regarding 
the latter point, as with one formula of the line ratio, in principle, only one variable can be 
determined. If the aim of an application of the line ratio is the determination of the electron 
temperature, the best choice of an electron distribution with one parameter will be 
Maxwellian distribution. Although it is clear that the energy distribution of real plasmas 
deviate from a simple Maxwellian distribution, for the purpose of simplification, the 
Maxwellian distribution appears to be the inevitable solution. The curves in figure 5.5 
indicates that in planar inductive argon plasma from 3 to 100 mTorr, the correction by α(P) 
has a dominant influence compared to the discrepancy caused by difference in EEDF from 
distribution Maxwellian condition. Several line ratios may be used to obtain EEDF with a 
corresponding number of variables, as in TRG-OES. However, without a suitable correction 
of the cross-sections, the gap in the electron temperature is not tolerable, as in the case of 
Schabel et al. [8].  
Many questions arise concerning the inconvenience of using a probe and an optical 
measurement simultaneously. However, in nearly all applications once the plasma excitation 
method for a certain chamber is determined, it will be used under the specific condition. Once 
the EEPF and ne are measured and the α(P) is determined as a type of calibration at the first 
time, thus is it possible to benefit from using the simple line ratio method with enhanced 
precision constantly. Furthermore, the implication of this introduction of the correction 
coefficient   is not limited to pressure-dependent scenarios. In principle, provided that the 
corona model is valid, all physical variables that significantly alter the optical cross-section 
may be converted into the form of the apparent cross-section, as given by 
        ,app dir casE X E X E      (5.8) 
where α(X) is defined as the coefficient of the cascade cross-section function of that variable. 
 
 
5.4 Modeling and experimental study of pulse modulated ICP 
afterglow: production of Ar highly excited states 
 
5.4.1 Experiments  
As shown in figure 5.1, the experimental set-up for this study is the same as section 5.3, 
except the position of the anode plate.  The anode plate was installed at 50 mm from antenna 
window to limit the volume of the discharge. The discharges were excited by the 3 turn-
antenna powered by 13.56 MHz of RF frequency modulated by a square pulse with a 
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frequency of 100 Hz, a duty ratio of 40 % and 200 Watt constant power. The chamber was 
pumped to 10
-6
 Torr base pressure before filling with Ar gas (99.999 % pure). The total flow 
rate was maintained constant at 50 sccm, and the total pressure was fixed at 10 mTorr or 
200 mTorr. 
To measure the electron temperature and the electron density, a home-built cylindrical 
electrostatic probe was set in the discharge center (r = 0 and z = 2.5 cm) through a 
feedthrough on the vessel wall allowing radial motion in the z = 2.5 cm plane. For the time 
resolved measurement, Maresca et al [27] method was used. The bias voltage was applied in 
a range from -15 V to +15 V by 0.05 V step. At each fixed probe voltage, the probe current 
was obtained from the voltage drop over a 10 Ω resistor using a 16-bit analog digital 
convertor card with 1 M samples/sec rate. This measurement was performed 1000 sweeps 
and then averaged to reduce the noise. After a complete voltage scanning, the probe current 
was determined as a function of time Ip,V=const(t) at a constant probe voltage, and next 
converted into the I-V probe characteristic curve Ip,t=const(V) for a specific time. The EEPF 
f(E), the electron density and the electron temperature were obtained from Druyvesteyn 
formula in equations (4.47)-(4.50). 
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Figure 5.6 Calculated rotational spectra of N2(B,2-A,0) first positive band for different set of 
Trot and full width half maximum (FWHM) values. 
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To measure the density of metastable atoms, the resonance absorption spectroscopy was 
used, which is widely performed in various plasma processes [28]. The method has been 
applied successfully for measuring the metastable atoms in DC and RF magnetron discharges 
[29,30]. A lab-made hollow cathode lamp was used as the reference source. The source light, 
driven by 35 mA dc current at 1 Torr, has been collimated by a system of lenses and 
diaphragms to get a probing beam of 5 mm in diameter through plasma. By simply changing 
the working gas in the discharge, various spectral source lamps can be obtained. To obtain 
stable emission, the hollow cathode lamp was turned on for 20 minutes or more before each 
measurement. The probing light beam from the source lamp was sent through the discharge at 
a distance of 25 mm from the upper quartz window with antenna and collected via 
collimating optics system at the opposite side of the chamber and then guided into a 500 mm 
focal length spectrometer. A photo multiplier tube (H7155 Hamamatsu) was used on the 
spectrometer. A shutter system was used to block the light from source lamp when only the 
plasma emission was measured.  
The principle of the optical absorption spectroscopy is explained in chapter 4. For a time 
resolved optical absorption spectroscopy equation (4.38) can be written as 
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  (5.9) 
 In this study, to measure Ar (3p54s) densities the four spectral lines with wavelength of 
750.4 nm, 794.8 nm, 751.5 nm and 763.5 nm were used for Ar (1s2), Ar (1s3), Ar (1s4) and 
Ar (1s5), respectively. 
The plasma line width (δζ1/2
P
) is calculated by taking a Doppler line profile, which is the 
dominant line broadening in glow discharge at low gas pressure [31,32]. The Doppler line 
width is calculated from the equation (4.42). In the present study, the temperatures of the 
plasma and that of the reference source have been evaluated from the rotational structure of 
N2 band by adding 10 % of N2 [29]. When N2 is introduced into the Ar plasma, the N2 and 
N2
+ 
emission bands are observed. The rotational spectra of N2
+
 first negative band at 391.4 
nm is weak to deduce of N2
+
 rotational temperature. The N2 second positive bands at 357.7 
nm are stronger in intensity. The emission is mainly due to the excitation transfer from Ar 
metastable atoms. This process produces a specific excitation of high rotational levels, 
canceling any possibility of determining the gas temperature. Then the N2 first positive bands 
remain; the band at 775.3 nm is strong enough in intensity to be recorded. Figure 5.6 shows 
the calculated rotational spectra of N2(B,2-A,0) first positive band for different set of Trot and 
full width half maximum (FWHM) values. The rotational temperature is then obtained from 
the intensity ratio of the two P1, P2 peaks. Figure 5.7 shows (a) intensity ratio of the two P1, 
P2 peaks for different FWHM as a function of Trot, and (b) the measured rotational spectra of 
the hollow cathode lamp and the plasma. Using this method, the temperature of the hollow 
cathode lamp was measured about 800 K. For the plasma temperature, optical emission 
spectroscopy measurement was integrated during 5 sec, i.e. the average temperature is used. 
The temperatures of plasma were deduced about 350 K and 500 K at 10 mTorr and 200 
mTorr, respectively. 
5.4 Modeling and experimental study of pulse modulated ICP afterglow . . .  77 
 
 
 
0 500 1000 1500 2000
0.6
0.7
0.8
0.9
1.0
1.1
1.2
1.3
1.4
 
 
P
1
 /
 P
2
T
Rot
 N
2
(B
3
) (K)
FWHM (nm)
 0.05
 0.07
 0.1
 0.15
(a)
 
 
 
773.5 774.0 774.5 775.0 775.5 776.0 776.5
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
 
 
N
o
rm
a
iz
e
d
 i
n
te
n
s
it
y
 (
a
.u
.)
Wavelength (nm)
 Hollow cathode lamp
 10 mTorr
 200 mTorr
(b)
 
 
Figure 5.7 (a) The intensity ratio of the two P1, P2 peaks with the resolution from 0.05 nm to 
0.15 nm, and (b) the measured rotational spectra of the hollow cathode lamp and plasma. 
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5.4.2 Discharge model 
As shown in figure 5.8, the discharge model takes into account 10 energy levels of Ar (Ar 
ground state, four levels of Ar (3p
5
4s), Ar (4p), Ar (3d), Ar (5s), Ar (5p), Ar
**
 (highly 
excited)), as well as the Ar
+
 and Ar2
+
 ions. We supposed the excited states between Ar (3p
5
5p) 
and Ar
+
 as a block, i.e. Ar
**
. A pulse power modulated global (volume averaged) model is 
used to calculate the time evolution of the electron temperature [33]. We assume a cylindrical 
discharge chamber of radius R = 10 cm and length L = 5 cm.  
To calculate the electron temperature, equation (3.2)-(3.20) are used. The ion-neutral 
species mean free path λi is calculated from the extrapolated Ar
+
-Ar collision cross section 
data [34], and the ion atom temperature is assumed to be the same as the gas temperature Tg. 
The diffusion coefficient of Ar2
+
 is assumed half the value of Ar
+
 ion, based on the inverse 
proportionality with the ion mass [32].  
The dynamics of species density nj is described by the particle balance in equation (3.21). 
The list of species and reactions are converted automatically in a system of kinetic equations 
and solved numerically using ZDPlasKin tool [35]. The rate coefficients of all reactions are 
calculated using build-in into the package BOLSIG+ solver. The reactions used in this study 
are summarized in table 5.1.  
The rate coefficient for the electron impact excitation from level j to level k, kjk, is 
calculated using equation (3.22). Also the rate coefficients of de-excitation processes kkj, are 
calculated by the principle of detailed balancing [36]. In all the calculations of the rate 
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Figure 5.8 Energy level scheme of the argon atom excited levels used in the model. 
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coefficients, we have assumed that the EEDF is Maxwellian. 
The radiative loss rate for decay from level k to level j is calculated using equation (3.24). 
The escape factor gk depends on the density of the lower state in the radiative transition. But 
in the low pressure plasma the density of the excited level is enough low to neglect the escape 
factor, except for the 
3
P1-
1
S0(λ = 1067Å) and the 
1
P1-
1
S0(λ = 1048Å) resonance lines because 
of the radiative decay to the Ar ground level (R18). The calculated escape factor of these two 
resonance lines are calculated using equations (3.26)-(3.29) as shown in figure 3.1. The 
radiative decay transitions between the excited states (R19 – R23) were calculated using the 
sum of the transition probabilities for the transitions between individual sublevels weighted 
with statistical weights of the upper sublevels.  
The diffusion loss rate of the neutral atoms to the wall is calculated using equations (3.31) 
and (3.32). The neutral-neutral species mean free path, λn, is calculated from the Ar-Ar 
collision cross section data [34]. 
The power balance equation and the particle balance equation are solved by an ordinary 
differential equation solver based on Runge-Kutta method, assuming that the power is 
modulated by an ideal rectangular wave form given by : 
 








t
tP
tPabs
   ,0
 0  ,
)(
0
 (5.10) 
where α is the duty ratio and η is the period of the modulated power. P0 is fixed at 160 Watt, 
i.e. the power efficiency is assumed about 80 % of the experimental input power. 
One needs to discuss the time evolution of the spatial distribution of charged particles in 
the plasma afterglow, e.g. the values of the edge to center electron density ratios Lh  and Rh  
(equations 3.5 and 3.6) versus time. We consider that the charged particles are mainly lost by 
recombination on the walls. Even if volume recombination plays a significant role we can 
neglect it in the early afterglow as well as ionization because no electric field is applied 
anymore. We also assume that the electron temperature is spatially uniform. Then the 
charged particle balance equation is: 
 0
2 


nD
t
n
 (5.11) 
where n  is the charged particle density and D is the diffusion coefficient of the charged 
particles. One can therefore show that the plasma density in a diffusion regime decreases 
exponentially with time: 
      ttrntrn D exp0,,

 (5.12) 
where D  is the diffusion loss frequency. Equation (5.12) clearly shows that when diffusion 
is the main loss mechanism for the charged particles the density shape in space is not altered 
with time. In the simulation during the plasma off time we therefore keep Lh  and Rh  constant 
and equal to the values just before turning off the plasma. 
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 5.4.3 Results and discussion 
 In this section we show a comparison between experiment and model results on (i) the 
electron density ne and the electron temperature Te in the continuous mode versus pressure 
and (ii) ne, Te, Ar highly excited state emission, Ar(1s4) and Ar(1s5) density in the time 
afterglow. Our aim is to extract the production and loss rates of the different reactions from 
the global model to give an explanation on time evolution of species from a kinetic point of 
view. 
 
5.4.3.1 Electron density and electron temperature in continuous mode 
Figure 5.9 shows calculated (solid line) and measured (solid square) electron density and 
calculated (dotted line) and measured (open circle) electron temperature versus pressure at a 
fixed RF power and a fixed Ar flow rate. Assuming the error bars for the experimental results 
estimated to 20%, a very good agreement is found between calculation and measurements. 
From the simulation, we see that the production of electrons in the continuous mode is mainly 
related with the production of Ar
+
 and more weakly to the production of Ar2
+
. Indeed the 
latter represents less than 2% of the total ions over all the range of investigated pressures. 
Even if the Ar2
+
 production increases with pressure through R13 and R15, higher pressure 
means higher electron density leading to an enhancement of losses through R16 and R17. As 
a result, the relative population of Ar2
+
 decreases with increasing pressure from 10 mTorr to 
200 mTorr. The main reactions for the electron production are the direct ionization, the step 
ionization from Ar(4s) state and the ionization from higher states (4p, 3d, 5s, 5p) with around 
17 %, 41 % and 37 % at 200 mTorr respectively. The observed pressure-dependent behavior 
 
0 50 100 150 200
0.0
1.0
2.0
3.0
4.0
5.0
10
11
10
12
10
13
 
 T
e
 (measured)
 T
e
 (calculated)
E
le
c
tr
o
n
 t
e
m
p
e
ra
tu
re
 (
e
V
)
Pressure (mTorr)
 n
e
 (measured)
 n
e
 (calculated) Ele
c
tro
n
 d
e
n
s
ity
 (c
m
-3)
 
 
Figure 5.9 Measured and calculated electron density and electron temperature in continuous 
mode plasma varying pressure from 10 mTorr to 200 mTorr at 200 W. 
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can be simply explained by writing global particle balance and power balance equations in 
the source assuming that the charged particle production is due to the direct ionization and 
the charged particle loss by recombination on the walls. Therefore, we obtain two equations: 
 
 
  effgeB
e
dnTu
Tk 1
  (5.13) 
and 
  eeBeabs TTuanP )(  (5.14) 
 where  eTk  is the ionization rate,  eB Tu  is the Bohm velocity, gn  is the gas density, effd  is 
an effective plasma dimension proportional to the source volume over wall surface ratio and 
 eT  is the energy loss per electron-ion pair lost on the walls. One can understand that 
whatever the RF power the electron temperature will decrease with increasing the gas density, 
e.g. the pressure as it is observed in figure 5.9. As the Bohm velocity )( eB Tu  and the energy 
loss per electron-ion pair lost on the walls  eT  increase with the electron temperature, the 
electron density 
en  will increase with pressure as depicted in figure 5.9. 
 
5.4.3.2 Electron temperature and electron density in pulse mode 
Figure 5.10 shows the calculated and measured time evolution of (a) the electron temperature 
and (b) the electron density during 500 μsec after the end of the pulse for two pressures 10 
mTorr and 200 mTorr. In the afterglow the main mechanism leading to a decrease of the 
electron temperature is the loss of the highest energetic electrons by recombination on the 
walls. In fact, the wall loss of electrons produces a distinct steep drop of the EEDF at electron 
energies higher than the wall potential energy. Free energetic electrons are constantly lost 
from the ambipolar potential while the cold trapped electrons remain confined leading to 
diffusive cooling of the EEDF. At low pressure the electron temperature decreases faster than 
at high pressure because the ambipolar diffusion coefficient is inversely proportional with the 
ion-neutral collision frequency, e.g. the gas density. In figure 5.10(b) we see that the electron 
density decreases with time resulting mainly from no more electron production by R4-8 
because of the low electron temperature. In addition the calculated electron densities are 
always higher than the measured electron density whatever the pressure. The cause of the 
overestimation of the electron density from the simulation will be treated later. At low 
pressure the diffusion loss is absolutely dominant. The particle loss by diffusion at 10 mTorr 
is 99.9 % in continuous mode and it only decreases to 90% (minimum value at 140 μsec) 
even in the afterglow. However, the electron density loss in the afterglow at 200 mTorr needs 
more analysis. In figure 5.10(c) are plotted the net loss rates (taking into account the inverse 
reaction of the electron production for R9 and R10) extracted from the global model at 
200 mTorr. The lighter curves indicate a negative loss rate meaning that the production of 
electrons by the inverse reaction is higher than the consumption by the direct one. First, we 
see that the electron losses by ambipolar diffusion is always the dominant loss process for the  
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Figure 5.10 Calculated and measured temporal (a) electron temperature, (b) electron density 
at 10 mTorr and 200 mTorr and (c) temporal net loss rate for electron at 200 mTorr; lighter 
curve indicates negative loss. 
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electrons (at least 65 % of the total loss) suggesting that the assumption on constant 
Lh  and 
Rh  in the afterglow done previously is consistent. The electron diffusion loss decreases 
during the afterglow because of the quasi linear dependence of the ambipolar diffusion 
coefficient with the electron temperature. During the first 100 μsec, the electron impact 
ionization frequency of R9 is higher than the three body ion recombination frequency (R10) 
because the R9 frequency is enhanced by more energetic electrons. The fast increase of the 
electron loss rate by the three body recombination (4 decades in the range 100-400 μsec) is 
explained by the strong dependence of the R10 reaction frequency with (i) the inverse of the 
electron temperature and (ii) the electron density. The low electron temperature and the high 
electron density lead to a high electron loss rate by three body recombination of Ar ions with 
two electrons. The discrepancy between measured and calculated electron densities can be 
explained by the lack of knowledge on R10 reaction coefficient value. Here we used the 
values in the literature [12,37,38]. The value is not obvious. By increasing the coefficient by 
a factor of 4 we found that the calculated electron densities approach the measured curve. 
Changing the coefficient does not modify the results obtained in continuous mode since the 
electron temperature is high enough to neglect this reaction in all cases. Indeed, our 
calculation is a zero dimensional simulation following the same value as already used in the 
literature. 
 
5.4.3.3 Ar excited states in pulse mode 
Figure 5.11 (a) and (b) show the calculated and measured atom density of the metastable 
Ar(1s5) and the resonant Ar(1s4) respectively. At low pressure (10 mTorr), Ar(1s5) and Ar(1s4) 
density exhibit different evolution. Because of its long life time, the former decreases more 
slowly than the latter. At higher pressure (200 mTorr), both densities decrease sharply during 
the first 100 μsec and then regain to reach a maximum at 500 μsec before decreasing very 
slowly with time. Calculated and experimental results are qualitatively in good agreement in 
particular at the extreme positions. Figure 5.11(c) shows that during the pulse-on time the 
main production reaction of Ar(1s5) is the radiative decay from the higher states (R19, R21, 
R23) and to a less extent electron impact excitation from the ground state (R1). Upon 
deactivation of the pulse, no additional argon atoms in ground state are excited to higher 
levels because of too low electron temperature. The radiative decay from the higher excited 
levels is always the dominant production mechanism. We also note that the maximum of Ar2
+
 
ion recombination rate is higher in the afterglow than during pulse-on time partially because 
the reaction coefficient is inversely proportional with the electron temperature. 
Figures 5.12 (a), (b) and (c) show the measured temporal optical emission intensity of Ar 
750.4 nm (4p-4s), Ar 425.9 nm (5p-4s) and Ar 549.6 nm (6d-4p) and the calculated atom 
density of Ar(4p), Ar(5p) and Ar
**
 respectively. As shown the after-peak intensity of each 
spectral line is significantly dependent on the gap energy. In fact, the ratio of after-peak to the 
pulse-on-time emission intensity is 0.04, 0.37 and 2.5 for Ar 750.4 nm (εth = 13.48 eV), Ar 
425.9 nm (εth = 14.74 eV) and Ar 549.6 nm (εth = 15.33 eV) respectively. It means that in the 
discharge the dominant production process is the excitation from the lower states while in the 
afterglow it is the cascade decay from the higher states. The production rates of Ar
**
 in the  
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Figure 5.11 Calculated and measured temporal atom density of (a) Ar (1s5), (b) Ar (1s4) at 10 
mTorr and 200 mTorr and (c) net production rate of each reaction for Ar (1s5) at 200 mTorr. 
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Figure 5.12 Calculated and measured temporal atom density and emission intensity of (a) 
Ar(4p), (b) Ar(5p) and (c) Ar
**
. 
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afterglow by the three body recombination R10 is illustrated in figure 5.10(c). The direct 
ionization rate from R2 (main Ar
**
 production process in the continuous mode but not 
represented in the figure) decreases sharply to zero in a few microseconds after the plasma 
extinction.  
In the afterglow, the main production of Ar
**
 is provided by the three body electron-ion 
recombination because of the inverse of the electron temperature (Te
-4.5
) and the strong 
dependence of the reaction coefficient with the electron density (ne
3
). At 10 mTorr in the
 
afterglow, the maximum production rate of Ar
**
 by the three body electron-ion recombination 
is about  4 × 10
13
 cm
-3
s
-1
, which is 10 times lower than at 200 mTorr. Moreover at this very 
low pressure the electron-ion dissociative recombination has no effect in the afterglow. This 
is caused mainly by the lower electron density and enhanced the electron diffusion loss. 
Table 5.2 summarizes the relative contributions of the main processes of production and 
loss at four times: CW (pulse on time), 100 μsec, 400 μsec and 1000 μsec after end of the 
pulse. Obviously in the pulse-on time the electron impact excitation and ionization from the 
ground state and Ar (3p
5
4s) are the dominant production processes for all excited states while 
it plays no role in the afterglow since the electron temperature decreases abruptly. The 
radiative decay is always a dominant production and a loss process of each state. On the other 
hand, during the afterglow the main source of all excited states is the three body electron-ion 
recombination. Through this reaction Ar
**
 state can be produced with a larger amount than 
during pulse-on time since the threshold energy of Ar
**
 is close to the one of Ar
+
. Indeed, the 
initial level of Ar
**
 in the three body electron-ion recombination lies within a few kTe of the 
ionization limit (15.76 eV) [37].  
It is worthy of mentioning that in some papers [12,13] the electron-ion dissociative 
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Figure 5.13 Calculated reaction rates for R15 and R16 vs. time in the afterglow at 200 
mTorr. 
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recombination R16 (Ar2
+
 + e → Ar** + Ar) is given as the most important Ar** production 
reaction. However the discharge conditions are different from our conditions, especially the 
pressure range, leading to different recombination processes in the afterglow. Our calculation 
at 200 mTorr shows that the rate of the reverse reaction R15 (Ar
**+ Ar → Ar2
+
 + e) (solid 
line in figure 5.13) is always higher than R16 (Ar2
+
 + e → Ar** + Ar) in the afterglow except 
at the beginning (light line in figure 5.13). As a whole, in the reactions R15 and R16 a net 
loss of Ar
**
 occurs. It means that on the contrary to the descriptions in the literatures, R16 is 
not the important production source of Ar
** 
which gives the strong after peak emission. It 
results a net loss in Ar
**
. In the afterglow the reaction coefficient of R16 increases up to 
kR16 = 3×10
-7
 cm
-3
s
-1
 because this coefficient is inversely proportional to the electron 
temperature while the reaction coefficient kR15 = 2×10
-9
 cm
-3
s
-1
 is constant. If we compare the 
reaction rates for R15 and R16, νR15 = kR15[Ar
**
][Ar] and νR16 = kR16[Ar2
+
][e], νR16 < νR15 is 
obtained as shown in figure 5.13. Rearranging the values in the Table 5.2, the main processes 
dealing with the Ar highly excited state at 200 mTorr leading to the emission after peak 
during afterglow can be summarized as follows: 
Continuous mode (high Te) 

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Afterglow (low Te) at 400 
μsec 

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Here we can see in the upper line of (5.16) that the three body ion recombination (R10) 
provides the emission by the deactivation of Ar
**
. However, in the lower line of (5.19) the 
electron – ion dissociative recombination (R16) does not produce emission. The calculation 
shows that the population of Ar excited state and the intense afterglow are mainly produced 
by the three body electron – ion recombination (Ar+ + e + e → Ar** + e). 
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Table 5.1 Reaction set used in the model. 
Process Rate coefficient k (cm
3
s
-1
, cm
6
s
-1
, s
-1
) References 
 Electron impact excitation and  
de-excitation 
  
R1 Ar + e ↔ Ar(j) + e 
j = 4s, 4p, 3d, 5s, 5p 
B.E. [39-41] 
R2 Ar + e ↔ Ar ** + e 4.0 × 10-9 exp(-15.8/Te) [42] 
R3 Ar (3p
54s) + e ↔ Ar (j) + e 
j = 4p, 5p 
B.E. [39,43] 
 Electron impact ionization   
R4 Ar + e → Ar + + e + e B.E. [44] 
R5 Ar (3p
54s) + e → Ar + + e + e B.E. [45] 
R6 Ar (4p) + e → Ar + + e + e 2.0 × 10-6 exp(-4.4/Te) [42] 
R7 Ar (3d, 5s) + e → Ar + + e + e 6.0 × 10-6 exp(-2.4/Te) [42] 
R8 Ar (5p) + e → Ar + + e + e 2.0 × 10-5 exp(-2.2/Te) [42] 
R9 Ar 
**
 + e → Ar + + e + e 2.0 × 10-4 exp(-0.5/Te) [42] 
 Three body recombination   
R10 Ar
+
 + e + e → Ar** + e 1.0 × 10-19 (Te ×11605/300)
-4.5
 [46] 
R11 Ar
+
 + e + Ar → Ar** + Ar 3.0 × 10-28 [46] 
 Chemi - ionization   
R12 Ar (j) + Ar (k) → Ar + + Ar + e 
j, k = 4s, 4p 
5.0 × 10
-10
 (Tg/300)
0.5
 [47] 
 Production of Ar2
+
   
R13 Ar
+
  + Ar + Ar → Ar2
+
 + Ar 2.5 × 10
-31
 (Tg/300)
-1.5
 [25,54] 
R14 Ar(3p
5
4s) + Ar(3p
54s) → Ar2
+
 + e 6.3 × 10
-10
 (Tg/300)
-0.5
 [25] 
R15 Ar
**
 + Ar → Ar2
+
 + e 2.0 × 10
-9
 [25] 
 Loss of Ar2
+
   
R16 Ar2
+
 + e → Ar** + Ar 9.1 × 10-7 (Te ×11605/300)
-0.67
  
(Tg/300)
-0.58
 
[17,47] 
R17 Ar2
+
 + e → Ar (j) + Ar 
j = 4s, 4p, 3d, 5s, 5p 
1.0 × 10
-8
 Te
-0.6
 (Tg/300)
-0.6
 [47] 
 Radiative decay   
R18 Ar (1s2, 1s4) → Ar + hν 5.32×10
8
 g1s2, 1.3×10
8
 g1s4 [48] 
R19 Ar(4p) → Ar(1s2,1s3,1s4,1s5) + hν 9.6×10
6
, 3.3×10
6
,  
1.0×10
7
, 9.9×10
6
 
[48] 
R20 Ar (5s, 3d) → Ar (4p) + hν 1.56×107, 1.56×107 [48] 
R21 Ar (5p) → Ar (3d, 5s, 4s) + hν (6.5×106) ×0.4, (6.5×106) ×0.4,  
(6.5×10
6
) ×0.2 
[48] 
R22 Ar
**
 → Ar (5p, 3d, 5s, 4p) + hν 5.0×106, 8.6×106, 8.6×106, 9.1×105 [48] 
R23 Ar
**
 → Ar (1s2,1s3,1s4,1s5) + hν 9.3×10
4
, 3.7×10
4
, 1.2×10
5
, 1.8×10
5
 [48] 
notes : Te in eV, and Tg in K 
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Table 5.2 Relative contributions of the most important population and loss processes during 
pulse on time and afterglow. 
Level Reaction CW 100 μsec 400 μsec 1000 μsec 
1. ArM(1s5,1s3) Population     
  Ar + e → ArM + e 6.4  0  0  0  
  ArR + e → ArM + e 29.4 96.8 85.0  80.3 
  Ar(4p,5p,
**) → ArM + hv 64.1  3.2 14.7 19.2  
  Ar2
+
 + e → ArM + e 0  0.1  0.4 0.5 
 Loss     
  ArM + e → ArR + e 26.6 96.7 98.6 97.5 
  ArM + e → Ar(4p) + e 69.7  2.5  0 0  
  ArM + e → Ar(5p) + e 2.0  0  0 0  
  ArM + e → Ar
+
 + e + e 1.4  0  0  0  
       
2. ArR(1s4,1s2) Population     
  Ar + e → ArR + e 7.9  0  0  0  
  ArM + e → ArR + e 19.9  96.1  80.6  77.7  
  Ar(4p,5p,
**) → ArR + hv 72.2 3.7  18.8 21.6 
 Loss     
  ArR + e → ArM + e 22.1 70.8 76.4 62.3 
  ArR + e → Ar(4p) + e 59.6 1.7 0 0 
  ArR → Ar + hv 16.7 27.0 23.1 37.2 
       
3. Ar(4p) Population     
  Ar + e → Ar(4p) + e 4.4  0  0  0  
  Ar(4s) + e → Ar(4p) + e 92.8  69.3  0  0 
  Ar(5s,3d,
**) → Ar(4p) + hv 2.8  28.8  97.8  97.8  
  Ar2
+
 + e → Ar(4p) + Ar 0  1.8  2.2  2.2  
 Loss     
  Ar(4p) → ArM + hv 39.8 40.0 40.0 40.0 
  Ar(4p) → ArR + hv 59.7  60.0  60.0 60.0 
       
4. Ar(5p) Population     
  Ar + e → Ar(5p) + e 32.0  0  0  0 
  ArM + e → Ar(5p) + e 67.7  0.5  0  0  
  Ar
**
 → Ar(5p) + hv 0.2 74.3 90.3 90.3 
  Ar2
+
 + e → Ar(5p) + Ar 0.1 25.2 9.7  9.7  
 Loss     
  Ar(5p) + e → Ar+ + e + e 53.3  0.2  0  0  
  Ar(5p) → Ar(5s,3d) + hv 37.4  79.8  80.0  80.0  
  Ar(5p) → Ar(4s) + hv 9.3  20.0  20.0 20.0 
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5. Ar
**
 Population     
  Ar
+
 + e + e → Ar** + e 0 61.7 83.8 83.4 
  Ar
+
 + e + Ar → Ar** + Ar 1.4 19.9 0.2 0.1 
  Ar2
+
 + e → Ar** + Ar 7.3 18.4 16.0 16.6 
  Ar + e → Ar** + e 91.3 0 0 0 
 Loss     
  Ar
**
 + e → Ar+ + e + e 89.2 60.9 1.4 0.1 
  Ar
**
 → Ar(5p,5s,3d,4p,4s) + hv 8.1 29.4 74.3 75.2 
  Ar
**
 + Ar → Ar2
+
 + e 2.7 9.7 24.4 24.7 
       
6. Ar2
+
 Population     
  Ar
+
 + Ar + Ar → Ar2
+
 + Ar 9.0 67.2 1.1 1.3 
  Ar(4s) + Ar(4s) → Ar2
+
 + e 69.1 0 0.1 0.3 
  Ar
**
 + Ar → Ar2
+
 + e 21.8 32.8 98.8 98.4 
 Loss     
  Ar2
+
 → wall 1.8 0.4 0.1 0.2 
  Ar2
+
 + e → Ar** + Ar 59.7 63.3 65.3 65.8 
  
Ar2
+
 + e → Ar(4s,4p,5s,3d,5p) 
+ Ar 38.4 36.4 34.5 34.0 
       
7. Ar
+
 Population     
  Ar + e → Ar+ + e + e 17.5 0  0 0  
  Ar(4s) + e → Ar+ + e + e 41.4 0  0  0  
  
Ar(4p,3d,5s,5p) + e → Ar+ + e 
+ e 
37.0  0  0 0  
  Ar
**
 + e → Ar+ + e + e 3.6  99.9  96.9 35.2 
  
Ar(4s) + Ar(4s) → Ar+ + Ar + 
e 
0.5  0  3.1  64.8 
 Loss     
  Ar
+
 → wall 99.8  99.4  63.1  63.5  
  Ar
+
 + e + e → Ar** + e 0  0.3  36.6  36.2 
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5.5 Modeling of E-H mode transition and hysteresis in low 
pressure argon ICP discharges 
 
5.5.1 E-H mode transition and hysteresis 
Inductively coupled plasmas are well known to exhibit two distinct coupling modes between 
the RF electromagnetic field and the plasma, at low electron density mainly by capacitive 
coupling (E mode) and at high electron density mainly by inductively coupling (H mode). E-
H mode transition has frequently been described in the literature as an abrupt jump of the 
electron density or the plasma emission. In addition, this transition between the two modes 
has been reported to exhibit experimentally hysteresis [19-22]. El-Fayoumi et al suggested 
that the existence of a threshold current for the H mode and of the hysteresis originates in the 
electron energy balance in the discharge as the power absorbed by the electrons Pabs must 
balance the power dissipated Ploss to reach a stable E or H discharge [49]. Cunge et al 
examined and proved experimentally this hypothesis by investigating the hysteresis in detail 
and by studying the dynamics of the transition in time modulated discharges [50]. Turner and 
Lieberman showed that hysteresis during the E-H mode transition may originate from the 
nonlinearity of one or both curves of power transfer and power dissipation [51], and it has 
been reported that the nonlinearity due to the multistep ionizations may be one of the 
dominant factors of hysteresis at high gas pressures [52]. More recently, Daltrini et al 
observed no hysteresis in the measured plasma parameters when plotting versus the power 
absorbed by the plasma and suggested that the hysteresis is due to ignoring inherent power 
loss, primarily in the matching system [22].  
In this study, we calculate the plasma parameters and the power absorbed by the plasma 
by coupling a global (volume averaged) model and a transformer model in an argon ICP 
discharge. First we explore the transition between E and H modes by fixing as in real 
experimental conditions the power injected by the RF generator rather than the coil current as 
shown in the previous related papers where the power dissipated in the coil is ignored. Here 
we determine the power deposited in the plasma and the power dissipated in the coil using 
well-matched conditions with balancing Pabs and Ploss. We show as measured by Daltrini et al. 
that there exists at the E-H mode separation a range of absorbed powers and electron density 
which cannot be accessed. We also investigate the hysteresis by calculation with increasing 
and decreasing the applied power to the system as in real experimental conditions. 
 
5.5.2 Discharge model 
The global model is the simplest level of modeling and consists of particle balance and 
electron energy balance equations [33,36]. The principle, the chamber parameters and the 
reactions used in the global model are described in section 5.4. In this model we assume that 
the electron energy distribution functions (EEDFs) are Maxwellian. The equivalent circuit 
used in this study is shown in figure 2.5. We consider the plasma to be a ring acting as the 
secondary coil of a transformer [53-55]. The voltage required to power the coil of an 
inductive discharge is supplied by a 50 Ω (RT) RF power source through an alternate 
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capacitive matching network, which consists of CL (loading capacitor) and CT (tuning 
capacitor). The inductive branch is represented as an air-cored transformer having the planar 
coil inductance L1 and resistance R1 as a primary. The discharge can be described by a 
geometric inductance L2, an electron inertia inductance Lpi, and a resistance Rpi of the plasma 
loop. The capacitive branch is represented by the combination of the circuit elements Cd, Lpc, 
Rpc, Cs, Rst and Rion. The expressions of these components are given in chapter 2. By mixing 
the circuit theory with electromagnetic theory the total absorbed power Pabs is determined 
with calculating separately the averaged power delivered by the coil to the plasma though (i) 
capacitive coupling Pcap and (ii) RF induction Pind, and (iii) the power Pstoc gained by the 
electrons from interaction with the time-varying sheath (stochastic heating) [49,56]: 
 abs cap ind stocP P P P    (5.17) 
The response of the plasma to the RF electric field is described by the collisional electrical 
conductivity: 
 
2
0
pe
p
eff effj

 
 


 (5.18) 
where pe is the plasma frequency, νeff is the effective electron-neutral collision frequency 
and eff the effective RF driving frequency [57]. 
In order to transfer the maximum of the source power to the coil-plasma system, the two 
independent components CL and CT are varied to get well-matched conditions i.e. 
e(Zload) = RT and Im(Zload) = 0, where Zload is the total impedance including the matching 
network [36]. Assuming a lossless matching network, the applied RF source power can be 
written as: 
 a t abs coilP P P P    (5.19) 
where Pt and Pcoil are the power transferred to the load and the power dissipated in the RF 
coil ( 21 coilR i ), respectively. In the model, we first calculate the coil current to obtain Pt = Pa for 
some initial values of the electron density and the electron temperature. Once icoil is obtained, 
the absorbed power Pa is determined and the electron density and the electron temperature are 
calculated by solving the particle balance and the power balance equations using the global 
model. Then the impedances Zind and Zcap of the inductive and capacitive branches 
respectively are calculated. This process is repeated until the densities of all species and the 
electron temperature reach the steady state. 
 
5.5.3 Results and discussion 
Figure 5.14(a) shows the variation of the absorbed power and the loss power Ploss by 
electrons as a function of the electron density ne at different fixed source applied powers from 
5 to 50 Watts. For a steady state to be reached, the equality Pabs(ne) = Ploss(ne) must be 
satisfied. However, to satisfy a stable working condition the rate of change of the absorbed 
power with ne must be less than that of the loss power [49,50,56]: 
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 (5.20) 
It has to be noted that the curves shown in figure 5.14(a) have been obtained for an initial 
value of the electron density fixed at 1 × 10
15
 m
-3
. In other words it is similar as igniting the 
discharge in E-mode to reach the steady point. When the applied power is lower than 
13 Watts the electron heating is mainly due to capacitive coupling. The discharge is in E-
mode and the maximum electron density is 1.9 × 10
16
 m
-3
. As depicted in figure 5.14(b), the 
coil current increases with the applied power and reaches high values up to 8 A at 13 Watts 
applied power. This leads to high power loss in the RF coil and to low power transfer 
efficiency of about 35 %. Indeed, in figure 5.14(a) it can be easily read that for 13 Watts of 
applied power only 4 Watts are absorbed by the plasma. By increasing the applied power 
from 13 to 15 Watts, we observe a jump of the electron density corresponding to the 
transition between E and H mode. The minimum absorbed power by the plasma or the 
threshold power (Pth) to sustain the discharge in H-mode corresponds to the high limit of an 
inaccessible region versus the applied power as shown experimentally by Daltrini et al. The  
 
Figure 5.14 Variation of (a) the absorbed power Pabs and the loss power Ploss by electrons and 
(b) the coil current icoil as a function of the electron density ne at different fixed source applied 
powers from 5 to 50 Watts. 
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Figure 5.15 Variation of the absorbed power Pabs as a function of the electron density. The 
steady state was first calculated for 20 Watts applied power and then from this steady point 
(ne = 1 × 10
17
 m
-3
) the applied power was decreased to 13, 10, 8 and 5 Watt. 
 
 
Figure 5.16 The calculated electron density versus the coil current as shown experimentally 
by Kortshagen et al [19]. 
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power transfer is much more efficient than in E-mode since approximately 80 % of the 
applied power is absorbed by the plasma. We note that after the transition to H-mode the coil 
current decreases abruptly from 8 A (E-mode) to 5.8 A. In addition, there exists a region we 
call transition region where the coil current decreases versus ne and where no steady state of 
the discharge can be reached whatever the Ploss curve. 
To investigate the hysteresis the steady state was first calculated for 20 Watts applied 
power and then from this steady point (electron density is 1 × 10
17
 m
-3
) the applied power 
was decreased. In figure 5.15 are plotted the different Pa curves following this procedure. We 
observe that the discharge can be sustained in H-mode up to 10 Watts. The inaccessible 
region is shifted to lower electron density values. The real inaccessible region corresponds to 
the overlap of both regions shown in figures 5.14(a) and 5.15. Here this region corresponds to 
4 ~ 7 Watts and 1.9 ~ 4 ×10
16
 m
-3
. It is worth noting that this region depends on the discharge 
reactor, the gas pressure, RF frequency and the Ploss curve. Also the shape of EEDFs may 
have an effect since the effective electrical conductivity and the effective collision frequency 
are influenced [57]. The effects of the nonlinearity due to the multistep ionizations and the 
shape of EEDFs will be discussed in detail in a separate paper. 
Figure 5.16 shows the electron density versus the coil current as shown experimentally 
by Kortshagen et al [19]. We see that a threshold coil current (7.8 A) is needed to reach the 
H-mode and that abruptly the electron density increases and the coil current decreases. In 
addition we observe a hysteresis. 
 
5.6 Conclusion 
In this chapter, we devoted to study low pressure argon ICP discharges using various 
diagnostic methods and simple modeling.  
For the purpose of improving the precision of the pressure-dependent electron 
temperature calculated by the line ratio, a new mean of correcting the cascade cross-sections 
was discussed. Quantification of the cross-sections was investigated experimentally to 
contain the influencing factors on the pressure dependence mainly by radiation trapping. The 
pressure-dependent cascade cross-section was treated as a sum of the multiplication of the 
coefficient α(P) which depends on the pressure and the cascade cross-section at 3 mTorr, as 
found in the litterature. Using the EEDF F(E) and the electron density from Langmuir probe, 
the coefficient of the cascade cross-section as a function of the pressure α(P) was calculated 
for 4p1 and 4p5. The improvement of the cross-sections by introducing α(P), the coefficient of 
cascade cross-section, was shown. The deviation of the optical cross-section from the correct 
value dominates the discrepancy caused by the difference in the EEDF compared to the 
Maxwellian condition. In consequence, only with an improvement of the cross-section, while 
the EEDF remains Maxwellian, the estimation of the electron temperature can be approached 
the effective temperature Teff using an electrostatic probe. 
The production of Ar excited states in the afterglow was studied both experimentally and 
theoretically. Emission of a strong emission of highly excited Ar
** 
(4d-4p) species was 
observed in high pressure pulse modulated ICP. At the same time, recovery of Ar (3p
5
4s) 
densities after a steep recession was measured. A time dependent global (volume averaged) 
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model was developed to understand the behavior of the afterglow. In the discharge model, 
130 reactions are taken into account. It was assumed that Ar consists of 12 states, and the 
electron energy distribution function is Maxwellian. Obviously during the pulse-on time the 
electron impact excitation and the ionization from the ground state and Ar (3p
5
4s) are the 
dominant population processes for all excited states, while it plays no role in the afterglow 
since the electron temperature decreases abruptly at 10 mTorr and 200 mTorr. The radiative 
decay is both the dominant gain and loss of each state. During the afterglow the main source 
of all excited states is the three body electron-ion recombination. With this reaction Ar
**
 state 
can be populated more than during the pulse-on time.  
We have explored the mechanism of E-H mode transition and its hysteresis using global 
model and transformer model. The total absorbed power by plasma electrons and coil current 
are calculated as a function of the electron density at fixed injected power rather than fixed 
coil current as previously shown in the literature. We found that the transition is due to 
difference of absorbed power between E and H mode. Moreover the calculation results show 
that existence of inaccessible region between E and H mode, as well as threshold coil current 
and minimum absorbed power for the H mode.  
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Modeling and experimental study of molecular 
nitrogen dissociation in an Ar-N2 ICP discharge 
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6.1 Introduction 
ITROGEN plasmas have been widely used in various industrial applications like nitride 
thin films, such as GaN and TiN, and in the modification of the surface properties of 
various materials. Especially atomic nitrogen species generated by the dissociation of the N2 
molecule in the plasma play a dominant role in the film growth and the surface chemistry. In 
a pure nitrogen discharge, the dissociation rate is small due to the strong N-N bond strength 
[1]. According to many authors, the dissociation rate of N2 molecule is enhanced in Ar-N2 
discharge but there is no clear explanation in the literature dealing with the influence of argon 
on the dissociation of N2 molecule. Tabbal et al [2] measured the dissociation rate in Ar-N2 
mixed surface-wave-sustained plasma by optical emission spectroscopy. They observed a 
dissociation rate higher than 2.5 % when the total pressure is 7.5 Torr and Ar mixing ratio is 
95 %. Henriques et al [3] measured the N atom density using actinometry in a surface wave 
plasma when the total pressure is in the range 0.2-2 Torr. They reported an increase of the 
dissociation degree of N2 molecules at high Ar fractional concentration which is attributed to 
the contribution of fast charge exchanges between Ar
+
 and N2 followed by the dissociative 
recombination process N2
+
 + e → N + N. Czerwiec et al [4] measured the N atom density 
using actinometry and mass spectrometry in a low pressure cylindrical ICP discharge and 
observed that the dissociation rate is enhanced by argon addition in Ar-N2 discharge. 
Recently, Kimura et al [5] have developed a global model of an inductively coupled RF 
Ar-N2 discharge. They measured some emission intensities and deduced N atom density by 
actinometry and compared with calculated results for 50 %-95 % Ar addition in the mixture. 
In this study, we have developed a global model of the Ar-N2 discharge to calculate the 
electron temperature and the electron density. Using these parameters, the evolutions of the 
densities of Ar, N2 and N excited states are investigated simultaneously. We compare the 
calculated results with the experiments and discuss in detail the dominant creation sources 
and the routes of loss for each level as a function of N2 percentage in Ar-N2 mixture. 
 
6.2 Experiment 
The experimental set-up for this study is the same with chapter 5 as shown in figure 5.1. The 
anode plate was installed at 50 mm from antenna window to limit the volume of the discharge. 
The discharge was excited by a 3 turn-antenna powered by 13.56 MHz of RF frequency with 
200 Watt constant injected power. The chamber was pumped to 10
-6
 Torr base pressure 
before filling with Ar (99.999 % purity) and N2 (99.999 % purity) gas. The total flow rate 
was maintained constant at 50 sccm. 
 
6.2.1 Measurement of electron temperature and electron density 
A home-built cylindrical electrostatic probe was set in the discharge center (r = 0 and z = 2.5 
cm). z = 0 corresponds to the interior surface of the upper quartz window and r = 0 is the 
central axis of the window. The Langmuir probe made of tungsten wire with 0.1 mm in 
diameter and 5 mm length is small compared with the Debye length for the present glow 
discharge. The probe tip is supported by a ceramic tube which is glued inside a long stainless 
N 
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steel tube. To reduce the RF distortion of probe characteristics a floating loop probe was used 
with a resonance filter [6]. The bias voltage was applied in the range from -30 V to +30 V 
with 0.05 V step. The probe current was measured through a 10 Ω resistor using a 16-bit 
analog digital convertor card. This measurement was repeated and averaged over 1000 
sweeps in order to improve the signal over noise ratio. 
The EEPF f(E), the electron density and the electron temperature were obtained from 
Druyvesteyn formula in equations (4.47)-(4.50). 
 
6.2.2 Measurement of Ar (3p
5
4s) density and emission intensity 
To measure the density of metastable atoms, the resonance absorption spectroscopy was used. 
This method is widely performed in various plasma processes [8] and has been applied 
successfully for measuring metastable atom density in DC and RF magnetron discharges 
[9,10]. A lab-made hollow cathode lamp was used as the reference source. The source light 
driven by 35 mA DC current at 1 Torr has been collimated by a system of lenses and 
diaphragms to get a probing beam of 5 mm in diameter inside the plasma chamber. To obtain 
a stable emission, the hollow cathode lamp was turned on for 20 minutes or more before each 
measurement. The probing light beam from the source lamp was sent through the discharge at 
a distance of 25 mm from the upper quartz window and collected via collimating optics 
system at the opposite side of the chamber and then guided into a 500 mm focal length 
spectrometer. A photo multiplier tube (H7155 Hamamatsu) was set on the spectrometer. A 
shutter system was used to block the light from the source lamp when only the plasma 
emission was recorded. The principle of the optical absorption spectroscopy is explained in 
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Figure 6.1 The measured substrate temperature by thermocouple in Ar-N2 mixed discharge. 
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chapter 4. 
In this study, to measure Ar(3p
5
4s) densities, the four spectral lines with wavelengths Ar 
750.4nm, Ar 794.8nm, Ar 751.5nm and Ar 763.5nm were used for Ar(1s2), Ar(1s3), Ar(1s4) 
and Ar(1s5), respectively. The plasma line width (δζ1/2
P
) was calculated by taking a Doppler 
line profile which is the dominant line broadening in glow discharge at low gas pressure 
[11,12]. The Doppler line width was calculated from the equation: 
 
2/1
0
71016.7 





 
M
T
D   (6.1) 
where ζ0 = 1/λ0 (cm
-1
) is the wavenumber at the center of the spectral peak, T is the plasma 
temperature in Kelvin, M (g/mol) is the atomic mass. In the present study, the temperatures 
of the plasma have been measured by thermocouple on the substrate. The measured substrate 
temperatures are reproduced in figure 6.1. We obtained 400 K in pure nitrogen discharge and 
550 K in pure argon discharge. The temperature of the reference source has been estimated 
from the rotational structure of N2 band [9]. Using this method, the temperature of the hollow 
cathode lamp was about 800 K.  
 
6.2.3 Measurement of atomic nitrogen density by TALIF 
The absolute atomic nitrogen density can be determined from the TALIF signals of both Kr 
and N when the relative detection sensitivity for the two species is known [13,14]. N and Kr 
atoms were detected by absorption of two photons at 206.65 nm and 204.13 nm producing 
fluorescence at 742-746 nm and 826 nm, respectively. The second harmonic of a Nd:YAG 
 
Figure 6.2 Simplified energy level diagrams of atomic nitrogen and krypton indicating the 
excitation scheme and the observed fluorescence wavelength. 
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laser (532 nm) was used to pump a dye laser producing laser emissions at 619 nm (or 
612 nm). The dye laser beam output was then frequency tripled (two non-linear crystals BBO 
and KDP) to obtain 206.65 nm (or 204.13 nm for Kr). The laser beam was focused in the 
discharge chamber to ensure sufficient energy for TALIF. The fluorescence signal was 
collected perpendicularly to the laser beam through a two lens system and imaged onto a 
filter at the entrance of the photo multiplier tube. Schemes used for N and Kr atoms are 
reproduced in figure 6.2 
The density of atomic nitrogen can be written: 
 
NNN
KrKrKr
NN
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  (6.2) 
where S is the fluorescence signal, ζ(2) is the two-photon absorption cross section, ν is the UV 
photon frequency, I is the laser energy, A is the Einstein transition probability for 
spontaneous emission, η is the lifetime of the excited level, θ is the transmission of the optical 
detection system, ζ is the detector quantum efficiency and G is the detector amplification 
factor. The subscripts N and Kr refer to the TALIF measurement of atomic nitrogen and 
krypton, respectively. For the ratio of the two-photon excitation cross sections we have used 
the value determined by Niemi: ζKr
(2)
/ ζN
(2)
 = 0.67 [13].  
In the low pressure nitrogen glow discharge the photo multiplier tube was saturated by 
the strong emission of N I 746.8 nm. To avoid this problem we have used a RF generator 
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Figure 6.3 Time variation of absolute nitrogen atomic density during pulse-off period at 20 
mTorr and 200 mTorr in the pure nitrogen discharge. 
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modulated by a square pulse with a frequency of 100 Hz, a duty ratio of 50 % and 200 Watt 
injected power. In the range of pressure investigated in the study, the dominant loss 
mechanism of atomic nitrogen is diffusion to the wall [15]. Therefore in the afterglow an 
exponential decrease of the atomic nitrogen density with time can be supposed as: 
 )exp()( ,0,0 tkntn wallNt    (6.3) 
where n0 is the density at pulse-on time and kN,wall is the diffusion loss rate. Figure 6.3 shows 
the time variation of absolute nitrogen atomic density during pulse-off period at 20 mTorr 
and 200 mTorr in the pure nitrogen discharge. The solid line is a fitting of the measured 
values. Using this method the absolute density of atomic nitrogen in the discharge has been 
estimated.  
 
6.3 Discharge model 
The species used in our discharge model are presented in Table 1. We assume that Ar 
consists of 12 energy levels: Ar ground state, 4 levels of Ar(3p
5
4s), Ar(4p), Ar(3d), Ar(5s), 
Ar(5p), Ar
**
 (highly excited) with two ions: Ar
+
 and Ar2
+
. We suppose the excited states 
between Ar(3p
5
5p) and Ar
+
 as a block e.g. Ar
**
. 9 levels of ground state N2( 8~0, 
1  vX g ), 
10 levels of excited state N2(
uA
3 ), N2( gB 
3 ), N2( uW 
3 ), N2(
uB
3' ), N2(
ua
1' ), 
N2( ga 
1 ), N2( uw 
1 ), N2( uC 
3 ), N2(
gE
3 ), N2(
ga
1" ) and 4 species for ions N2
+
(
 gX
2 ), 
N2
+
(
uB
2 ), N3
+
 and N4
+
 are considered. In addition, N ground state, 2 levels of metastable 
state N(
2
D), N(
2
P) and N
+
 ion are considered. Finally the discharge model consists of 40 
species with including electrons.  
To calculate the electron temperature, the global model is used as shown in equation 
(3.2)-(3.20). We assume a cylindrical discharge chamber of radius R = 10 cm and length 
L = 5 cm. The ion-neutral species mean free path λi is calculated using equation (3.7) with 
collision cross section data [18-20], and the ion atom temperature is assumed to be the same 
as the gas temperature Tg. 
The dynamics of species density nj is described by the particle balance in equation (3.21). 
The list of species and reactions are converted automatically in a system of kinetic equations 
and solved numerically using ZDPlasKin tool [22]. The rate coefficients of all reactions are 
Table 6.1 The species used in the discharge model. 
Ground state Excited state Ions 
Ar Ar(1s5), Ar(1s4), Ar(1s3), Ar(1s2) 
Ar(4p), Ar(3d), Ar(5s), Ar(5p), Ar
**
 
Ar
+
, Ar2
+
 
N2(X,v=0) ~ N2(X,v=8) N2(A
3
), N2(B
3
), N2(W
3
), N2(B‟
3
), 
N2(a‟
1
), N2(a
1
), N2(w
1
), N2(C
3
), N2(E
3
), 
N2(a”
1
) 
N2
+
(X), N2
+
(B), N3
+
, 
N4
+
 
N(
4
S) N(
2
D), N(
2
P) N
+
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calculated using build-in into the package BOLSIG+ solver. The reactions used in this study 
are summarized in table 6.2. The rate coefficient for the electron impact excitation from level 
j to level k, kjk, is calculated using equation (3.22). Also the rate coefficients of de-excitation 
processes kkj, are calculated by the principle of detailed balancing [21]. 
Figures 6.4(a) and 6.4(b) show the measured EEPFs at pressures of 20 mTorr and 
100 mTorr as a function of N2 fraction. In a pure argon discharge, the EEPFs are nearly 
Maxwellian below the inelastic collision thresholds with a slightly depletion of electrons for 
energy higher than 11.6 eV (the first excitation threshold for Ar). With increasing the 
nitrogen fraction in Ar-N2 mixture a “hole” in the distribution is observed around 3 eV 
attributed to the presence of some resonant electron-molecule vibrational excitation 
mechanisms. This depletion at around 3 eV is observed as well at 20 mTorr but only in a pure 
nitrogen discharge. Even if at higher pressure, this depletion is clearly observed from 50 % of 
N2 in the mixture, for a safe of simplicity we have assumed in the calculation that the EEDF 
is Maxwellian.  
The radiative loss rate for decay from level k to level j is calculated using equation (3.24). 
The escape factor gk depends on the density of the lower state in the radiative transition. But 
in the low pressure plasma the density of the excited level is enough low to neglect the escape 
factor, except for the 
3
P1-
1
S0(λ = 1067Å) and the 
1
P1-
1
S0(λ = 1048Å) resonance lines because 
of the radiative decay to the Ar ground level (R87). The calculated escape factor of these two 
resonance lines are calculated using equations (3.26)-(3.29) as shown in figure 3.1. The 
radiative decay transitions between the excited states (R88-R92) were calculated using the 
sum of the transition probabilities for the transitions between individual sublevels weighted 
with statistical weights of the upper sublevels. 
The diffusion losses of the neutral species to the wall are estimated by an effective loss 
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Figure 6.4 Measured EEPFs in Ar-N2 discharges at (a) 20 mTorr and (b) 200 mTorr. 
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rate coefficient given by [26]: 
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where Dn is the neutral diffusion coefficient and Λ is the effective diffusion length given by 
[27]: 
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where k is the Boltzmann constant, 
n  = (8kTg/πM)
1/2
 is the neutral mean velocity, λn is the 
neutral-neutral species mean free path calculated from the neutral-neutral collision cross 
section data [18], γn is the sticking coefficient for the neutral particle on the wall surface, and 
V and A are the volume and the wall surface area of the reactor chamber. For the atomic 
argon excited states, the molecular nitrogen excited states and vibrational states of N2(
gX
1 ) 
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Figure 6.5 Measured and calculated diffusion loss rates of N atoms for various γn at 400 K 
gas temperature. The measured sticking coefficient is around 0.02. 
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a sticking coefficient equal to 1 was fixed. For atomic nitrogen we estimated the sticking 
coefficient using measured effective diffusion loss rates in pulse mode. Figure 6.5 shows the 
measured diffusion loss rate using the TALIF method as shown in figure 6.3 and the 
calculated diffusion loss rate using eq. (6.4) for various γn at 400 K gas temperature. The 
measured sticking coefficient is around 0.02 which is lower but on the same order of 
magnitude than other papers [19,28]. This lower value can be explained by the fact that in 
our set-up one third of the surface is glass. It is known that nitrogen sticking coefficient is 
much lower on glass than on stainless steel or pure metals [29]. 
The loss by pumping for species j can be calculated by R = 1.378×10
1
×Qinnj/pV where 
Qin is total gas flow into the chamber in sccm, nj is the density of species j in cm
-3
, p is 
pressure in Torr, and V is the discharge volume in cm
3
 [19]. 
The power balance equation and the particle balance equation are solved by ordinary 
differential equation solver based on the Runge-Kutta method. The flow chart of calculation 
algorithm is shown in Figure 6.6. First we fix the initial electron temperature and initial 
density of all species including electron density. To calculate the electron temperature the 
global model is used to solve the power balance equation with absorbed power fixed at 
160 Watt e.g. we assume that the power transfer efficiency is 80 %. Once the electron 
temperature is determined, the densities of all species are calculated by the particle balance 
equation using ZDPlasKin tool. Finally the vibrational temperature of N2(
gX
1 ) is 
 
Figure 6.6 Flow chart of calculation algorithm. 
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determined from the calculated densities of N2(X, v = 0~8) using a Boltzmann distribution 
[30]: 
     


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V
v
kT
E
vXNvXN exp)0,(),( 22  (6.7) 
where [N2(X,v)] is the population of excited level v and Ev is the energy of the vibrational 
level. This calculated vibrational temperature of N2(
gX
1 ) is used to determine the reaction 
coefficient [31] of charge exchange Ar
+
 + N2 → N2
+
 + Ar (R108). This process is repeated 
until the densities of all species and the electron temperature reach the steady state. 
 
6.4 Results and discussion 
6.4.1. Pure nitrogen discharge 
Figure 6.7(a) shows calculated (solid line) and measured (solid square) electron temperature 
and calculated (dotted line) and measured (open circle) electron density versus pressure at a 
fixed RF power in a pure nitrogen discharge. For the electron temperature assuming the error 
bars for experimental results estimated to 20%, a very good agreement is found between 
calculated and measured values. As the electron temperature is deduced from the balance 
between the production of electrons by ionization of the gas and the loss of electrons on the 
walls, increasing the pressure decreases electron diffusion to the walls and subsequently the 
electron temperature. 
Calculated electron densities are two times lower than measured values but exhibit the 
same decrease with pressure. This behavior is the opposite behavior observed in an argon 
discharge where the electron density increases with pressure. The central electron density is 
determined in the steady state by balancing the total absorbed power to the total power loss: 
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 (6.8) 
We note that ne is a function of pressure through the dependence of Te with pressure as 
discussed before. For a given Te, all those parameters do not depend on the gas nature except 
for c, the collisional energy losses per electron-ion pair created. Indeed for molecular gases, 
in addition to excitation and direct ionization, c includes molecular dissociation, vibrational 
and rotational energy levels. Figure 6.7(b) shows the evolution of c versus Te for Ar and N2. 
We observe that for Te lower than 5 eV collisional energy lost per electron-ion pair created c 
is much more important than the energy lost per electron and ion lost at the walls e+i. As 
Bohm velocity uB, hL and hR depends on the square root of Te we can therefore write: 
  ece
abs
e
TT
P
n

  (6.9) 
For a constant absorbed power, the evolution of the plasma density depends only on the  
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Figure 6.7 (a) Calculated and measured electron temperature and electron density, (b) 
calculated collisional energy loss per electron-ion pair created versus electron temperature 
assuming a Maxwellian electron energy distribution, and (c) calculated charged particle 
densities versus pressure at fixed RF power in pure nitrogen discharge. 
112 Chapter 6. Modeling and experimental study of molecular nitrogen dissociation . . . 
 
 
 
0 100 200 300 400 500
10
11
10
12
10
13
10
14
10
15
0.0
0.5
1.0
1.5
2.0
 
 measured [N(
4
S)]
 claculated [N(
4
S)]
N
(4
S
) 
a
to
m
 d
e
n
s
it
y
 (
c
m
-3
)
Pressure (mTorr)
 measured [N]/[N
2
]
 calculated [N]/[N
2
]
D
is
s
o
c
ia
tio
n
 fra
c
tio
n
 (%
)
(a)
 
 
 
0 100 200 300 400 500
0.0
0.2
0.4
0.6
0.8
1.0
N
+
2
 + e => N + NN
+
4
 => wall
N
2
(A) + N
2
(A) => N
2
 + N + N
 
 
R
N p
ro
d
u
c
ti
o
n
 /
 
R
N p
ro
d
u
c
ti
o
n
Pressure (mTorr)
N
2
 + e => N + N + e
(b)
 
 
 
0 1 2 3 4 5
10
-16
10
-14
10
-12
10
-10
10
-8
10
-6
10
-4
 
 
R
a
te
 c
o
e
ff
ic
ie
n
t 
(c
m
3
s
-1
)
Electron energy (eV)
 N
2
(X) + e => N
2
(A
3
) + e
 N
2
(X) + e => N
+
2
 + e + e
 N
2
(X) + e => N + N + e
 N
+
2
 + e => N + N
(c)
 
 
Figure 6.8  (a) Calculated and measured absolute N atom density and dissociation fraction, 
(b) calculated relative production rates for creation of N atoms, and (c) calculated rate 
coefficients of electron impact excitation to N2(
uA
3 ), electron impact ionization, electron 
impact dissociation and electron-ion dissociative recombination as function of mean electron 
energy. 
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evolution of the product  ece TT  . The fast increase of c with decreasing Te (or increasing the 
pressure) in N2 discharge may therefore lead to a decrease of ne versus pressure even if all the 
other parameters on the denominator decrease with decreasing Te. In addition, from the 
calculation, we see that the vibrational state densities of N2(
gX
1 ) increase with increasing 
the pressure (from 1.2 × 10
13
 cm
-3
 at 10 mTorr to 7.3 × 10
14
 cm
-3
 at 500 mTorr for v = 1). 
The charged particle densities are shown in figure 6.7(c). The electron density calculated 
from the particle equation is equal to the summation of all charged particle density. The N2
+
 
ion is dominant for pressure lower than 350 mTorr whereas at high pressure N4
+
 becomes 
dominant. From simulation we see that N2
+
 is mainly created by the ground state electron 
impact ionization through: 
 N2(
gX
1 ) + e → N2
+
(
gX
2 ) + e + e (R18)  
The production rate via (R18) represents more than 90 % of the total N2
+
 production rate in 
the pressure range under study and increases with the electron temperature. For N4
+
 
production at low pressure the metastable-metastable pooling ionization processes are the 
most dominant: 
 N2(
ua
1' ) + N2(
uA
3 ) → N4
+
 + e (R64)  
 N2(
ua
1' ) + N2(
ua
1' ) → N4
+
 + e (R66)  
At higher pressure the three body ionization process N2
+
 + N2 + N2 → N4
+
 + N2 (R83) 
reaches about 50 % of the total production which becomes comparable with the metastable-
metastable pooling ionization processes. The enhancement of this last process (R83) as well 
as the decrease of the electron temperature (R18) may explain the decrease of N2
+
 ion density 
with increasing pressure even if the density of vibrational states of N2(
gX
1 ) increases and 
recombination to the walls decreases. With decreasing the pressure the atomic ion N
+
 density 
increases more rapidly than N3
+
 and N4
+
 densities. Indeed, at low pressure N
+
 is mainly 
created by electron impact ionization from ground state N(
4
s) (R25). This reaction is 
enhanced at low pressure because of higher electron temperature and higher density of atomic 
nitrogen. 
Figure 6.8(a) shows the calculated and measured absolute N atom density by TALIF and 
the dissociation fraction [N]/[N2] versus pressure in a pure nitrogen discharge. The calculated 
N atom density shows reasonable agreement with measured value using TALIF, although the 
behavior is different for pressures lower than 100 mTorr as previously reported by other 
authors but unfortunately never explained [19,32]. The relative production rates for the 
creation of N atoms are shown in figure 6.8(b). For pressure lower than 300 mTorr N atoms 
are mainly created by electron impact dissociation through: 
 N2(
 gX
1 ) + e → N + N + e (R24)  
whereas at higher pressure the metastable-metastable pooling becomes the dominant 
production source for N atoms: 
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 N2(
uA
3 ) + N2(
uA
3 ) → N2 + N + N (R59)  
The maximum relative production rate of N atoms by the N
+
 wall recombination is 5 % at 
10 mTorr and can be neglected at higher pressure. The ion-electron recombination reactions 
N2
+
 + e → N + N (R39, R40, R41) are always lower than 5 % of the total production rate. We 
will see further its importance in Ar-N2 discharge. Figure 6.8(c) shows the calculated rate 
coefficients of electron impact excitation leading to N2(
uA
3 ), electron impact ionization, 
electron impact dissociation and electron-ion dissociative recombination as a function of the 
mean electron energy. The rate coefficients of electron impact are sensitive to the electron 
energy in the range below 3.0 eV while the rate coefficient of electron-ion dissociative 
recombination is almost constant. As the electron temperature is reduced from 3.5 eV at 
10 mTorr to 1.8 eV at 200 mTorr, we can see from figure 6.8(c) that the rate coefficient for 
N2(
gX
1 ) + e → N + N + e reaction strongly decreases (2 orders of magnitude) while the 
rate coefficient for the production of N2(
uA
3 ) is less affected (1 order of magnitude lower). 
Thus, at high pressure the metastable-metastable pooling dissociation (R59) becomes 
dominant for the production of N atoms because of (i) a relatively small decrease of the rate 
coefficient for excitation reaction from N2(
gX
1 ) to N2(
uA
3 ) compared to the decrease of 
the rate coefficient for electron impact dissociation on N2(
gX
1 ) and (ii) a lower diffusion 
loss rate of N2(
uA
3 ). 
 
6.4.2 Ar-N2 discharge 
6.4.2.1 Electron temperature and charged particles density 
Figures 6.9(a) and 6.9(b) show calculated and measured electron temperature and electron 
density respectively as a function of N2 fraction for three different pressures (20 mTorr, 50 
mTorr and 200 mTorr). In Ar-N2 discharge the electron temperature is relatively constant 
with varying the percentage of nitrogen in the mixture. At 200 mTorr the calculated electron 
temperature is in very good agreement with measured data while the simulation gives lower 
values than measurements for lower pressures. Measured and calculated electron densities are 
in good agreement whatever the pressure except at high percentage of nitrogen. We note that 
with increasing the nitrogen fraction the electron density decreases and the slope is steeper 
with increasing the pressure. 
Figures 6.10(a) and 6.10(b) show the calculated density of the charged particles versus 
N2 fraction for 20 mTorr and 200 mTorr respectively. The electron density is equal to the 
summation of all charged particle densities. At 20 mTorr Ar
+
 is the dominant ion up to 40 % 
of N2 and N2
+
 ion density increases with N2 fraction in the mixture. At 200 mTorr Ar
+
 ion 
density decreases exponentially with N2 addition and becomes lower than the density of N2
+
 
from 10 % of N2. This strong decrease cannot be explained only by the dilution of Ar in N2. 
Figure 6.10(c) shows the calculation of the relative loss rates of Ar
+
 by ambipolar diffusion 
(R114) and charge transfer between Ar
+
 and N2 (R108). At 20 mTorr, the diffusion loss is the  
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Figure 6.9 Calculated and measured (a) electron temperature and (b) electron density as a 
function of the N2 fraction at 20 mTorr, 50 mTorr and 200 mTorr. 
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Figure 6.10 Calculated density of charged particles versus N2 fraction at (a) 20 mTorr, (b) 
200 mTorr and  (c) relative loss rates of Ar
+
 by the ambipolar diffusion (R114) and the 
charge transfer between Ar
+
 and N2 (R108) at 20 mTorr, 50 mTorr and 200 mTorr.  
6.4 Results and discussion 117 
 
 
dominant process in the range 0 % - 40 % of N2. With increasing the pressure the diffusion 
loss decreases steeply with N2 addition because of both (i) the strong pressure dependence of 
diffusion processes and (ii) the increase of the charge exchange loss with pressure. Indeed, 
the reaction coefficient of the charge transfer process depends strongly on the vibrational 
temperature (TV) of N2(
gX
1 ). From calculation, TV is about 6,000 K whatever the gas 
mixture at 20 mTorr, while it increases from 6,000 K in pure nitrogen discharge to 10,000 K 
at 1 % of N2 at 200 mTorr. 
 
6.4.2.2 Ar(3p
5
4s) density  
Figures 6.11(a) and 6.11(b) show the calculated and measured metastable state Ar(1s5) and 
resonance state Ar(1s4) atom densities versus N2 fraction at 20 mTorr, 50 mTorr and 
200 mTorr. Results from calculation exhibit the same behavior than the measured data. The 
decrease of the metastable density with decreasing argon in the mixture is much more 
pronounced when increasing the pressure. The population and de-population of Ar(1s5) and 
Ar(1s4) in pure argon discharge are related with the electron temperature, the electron density, 
the radiative decay, the diffusion loss and collisions with other particles [33,34]. On the other 
hand, the excitation transfer between Ar(4s) and the nitrogen molecule plays a dominant role 
of Ar(4s) de-population in Ar-N2 discharges as discussed further. 
 
6.4.2.3 Production of N2( uC 
3 ) excited molecules 
The measured emission intensity of the N2( uC 
3 )–N2( gB 
3 ) transition at λ = 337.1 nm and 
the calculated N2( uC 
3 ) density versus N2 percentage are shown in figure 6.11(c). The 
results from calculation exhibit the same behavior than the experimental data. We note the 
slight decrease with increasing the percentage of N2 at 200 mTorr. The N2( uC 
3 ) state is 
created through the following reactions: 
N2 + e → N2( uC 
3 ) + e (R7) Electron impact excitation 
N2(A) + N2(A) → N2( uC 
3 ) + N2 (R57) Metastable-metastable excitation 
N2(
 gX
1 ) + Ar(4s) → N2( uC 
3 ) + Ar (R109 ~ R112) Excitation transfer 
Figure 6.11(d) depicts the change of the relative production rates of N2( uC 
3 ) for 20 mTorr 
(black line) and 200 mTorr (lighter line) for the three reactions listed above. At 20 mTorr the 
electron impact excitation represents more than 90 % of the total production rate whatever the 
mixture because of both (i) the relatively low threshold energy of this reaction and (ii) the 
high electron temperature at low pressure. On the contrary, the excitation transfer reaction 
increases up to 40 % in highly N2-diluted mixture at 200 mTorr. This reaction is controlled 
by both N2 and Ar(4s) densities in the discharge. As Ar(4s) density (see figures 6.11(a) and 
6.11(b)) exhibits an exponential decrease with increasing N2 percentage, the production of 
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N2( uC 
3 ) by this reaction decreases. Metastable-Metastable excitation process increases 
with N2 addition because of the increase of the N2(A) metastable density. This is consistent 
with the increase of N4
+
 density observed in figure 6.10(b) through the reaction (R58). 
 
0 20 40 60 80 100
10
8
10
9
10
10
10
11
10
12
cal.
 
 
 
A
r(
1
s
5
) 
d
e
n
s
it
y
 (
c
m
-3
)
N
2
 / [Ar+N
2
] (%)
mea.
 
 
  20 mTorr
  50 mTorr
200 mTorr
(a)
 
 
 
0 20 40 60 80 100
10
8
10
9
10
10
10
11
10
12
mea.
 
 
 
cal.
 
 
 
A
r(
1
s
4
) 
d
e
n
s
it
y
 (
c
m
-3
)
N
2
 / [Ar+N
2
] (%)
  20 mTorr
  50 mTorr
200 mTorr
(b)
 
 
Figure 6.11 Calculated and measured (a) metastable state Ar(1s5), (b) resonance state Ar(1s4) 
atom densities. 
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Figure 6.11 (c) Measured emission intensity of N2( uC 
3 )-N2( gB 
3 ) and calculated density 
of N2( uC 
3 ) versus N2 fraction at 20 mTorr, 50 mTorr and 200 mTorr. (d) Change of 
relative production rates from 20 mTorr (black line) to 200 mTorr (lighter line) of N2( uC 
3 ) 
by electron impact excitation (R7), metastable-metastable excitation (R57) and excitation 
transfer (R109 ~ R112). 
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6.4.2.4 Production of N(
4
S) 
Figures 6.12(a) and 6.12(b) show the measured and calculated absolute N atom density and 
the dissociation fraction as a function of N2 percentage at 20 mTorr, 50 mTorr and 200 mTorr. 
The calculated N atom density is in relatively good agreement with the measured value 
obtained by TALIF. In the experiment at 20 mTorr with increasing N2 percentage from 1 % 
to 100 % we observe an increase of the absolute N atom density from 5 × 10
11
 cm
-3
 to 
1 × 10
13
 cm
-3 
while at 200 mTorr the density reaches a maximum value (2 × 10
13
 cm
-3 
at 5 % 
of N2) and then decreases slightly. In the pure nitrogen discharge the dissociation rates 
[N]/[N2] are 1.4 %, 0.8 % and 0.1 % at 20 mTorr, 50 mTorr and 200 mTorr, respectively. In 
addition, the dissociation rate reaches more than 18 % at 200 mTorr - 1 % N2. Figures 6.12(c) 
and 6.12(d) show the calculated relative production rate of N atoms by wall recombination of 
N
+
 (R120) and by the following processes at 20 mTorr and 200 mTorr, respectively: 
N2 + e → N + N+ e (R24) Electron impact dissociation 
N2(A) + N2(A) → N2 + N + N (R59) Metastable-metastable pooling dissociation 
N2
+
 + e → N + N (R39 ~ R41)  Electron-ion dissociative recombination 
The relative production rate of the electron impact dissociation increases from 30 % to 90 % 
of the total production when the N2 fraction varies from 1 % to 100 % at 20 mTorr because 
the N2 density increases faster than the electron density decreases (see figure 6.10(a)). At the 
same time, the dissociative recombination decreases from 60 % to 5 % mainly because of the 
electron density decrease.  
On the opposite, the dissociative recombination is a dominant production source for N 
atoms when the N2 mixing ratio is 1 % ~ 40 % at 200 mTorr. The increase of N2
+
 density in 
highly Ar-diluted region is explained by the charge exchange between Ar
+
 and N2(X) as 
shown in the figure 6.10(c). When increating the N2 mixing ratio, the relative production rate 
of metastable-metastable pooling dissociation is comparable to the electron impact 
dissociation due to high N2(
uA
3 ) density. From the model, the main production process of 
N2(
uA
3 ) is the electron impact excitation and radiative decay from N2( gB 
3 ) whatever 
the pressure. As shown in figure 6.11(d) the excitation transfer between Ar(4s) and N2(X) at 
200 mTorr leading to N2( uC 
3 ) contributes indirectly to the N2(
uA
3 ) production through 
the following cascading radiative decay reaction , N2( uC 
3 ) → N2( gB 
3 ) → N2(
uA
3 ).   
As a result, we conclude that the dissociation of N2 molecule in Ar-N2 mixed discharge 
occurs mainly by the electron impact dissociation at low pressure, while in high pressure the 
dissociative recombination is enhanced by charge transfer between Ar
+
 and N2(X), as well as 
the metastable-metastable pooling dissociation due to high N2(
uA
3 ) density caused by 
excitation transfer between Ar(4s) and N2(X).  
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Figure 6.12 Calculated and measured (a) absolute N atom density and (b) dissociation 
fraction function of N2 mixing ratio at 20mTorr, 50 mTorr and 200 mTorr. 
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Figure 6.12 Calculated relative production rate of N atoms at (c) 20 mTorr and (d) 200 
mTorr. 
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6.5 Conclusion 
The dissociation of the nitrogen molecule in an Ar-N2 ICP discharge was studied both 
experimentally and theoretically. The measured electron temperature is almost constant, 
while the electron density decreases with N2 fraction whatever the pressure. An increase of 
the dissociation rate is observed experimentally in highly Ar-diluted region using TALIF. A 
global (volume averaged) model was developed to understand the behavior of the Ar-N2 
discharge. In the model, 311 reactions are taken into account. The variation of the electron 
temperature and the particle densities were calculated by solving the particle and energy 
balance equations. The calculated results were compared with the measured results, obtaining 
reasonably good agreement. In pure nitrogen discharge the N atoms are mainly created by 
electron impact dissociation at low pressure (20 mTorr) while it is due to metastable-
metastable pooling dissociation at high pressure (200 mTorr). In Ar-N2 discharge, the N atom 
density increases despite less amount of N2 molecule in highly Ar-diluted region at 200 
mTorr. From the model we found that charge transfer from Ar
+
 to N2 is an important source 
of nitrogen dissociation in Ar-N2 discharge. 
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Table 6.2 Reaction set used in the discharge model. 
Process Rate coefficient k (cm
3
s
-1
, cm
6
s
-1
, s
-1
) References 
 Electron impact moment transfer  
R1 Ar + e → Ar + e B.E. [35] 
R2 N2(
gX
1 ) + e → N2(
gX
1 ) + e B.E. [35] 
    
 Electron impact excitation 
 and de-excitation 
  
R3 Ar + e ↔ Ar(j) + e 
j = 4s, 4p, 3d, 5s, 5p 
B.E. [36-38] 
R4 Ar + e ↔ Ar** + e 4.0 × 10-9 exp(-15.8/Te) [39] 
R5 Ar(3p
54s) + e ↔ Ar(j) + e 
j = 4p, 5p 
B.E. [36, 40] 
R6 N2( 0, 
1  vX g ) + e ↔ N2( 8~1, 
1  vX g ) 
B.E. [35] 
R7 N2(
gX
1 ) + e → N2(j) + e 
j  = uA
3 , gB 
3 , uW 
3 , uB
3' , ua
1' , 
ga 
1 , uw 
1 , uC 
3 ,
gE
3 ,
ga
1"  
B.E. [35] 
R8 N2
+
(
gX
2 ) + e → N2
+
( uB
2 ) + e B.E. [41] 
R9 N + e → N(2D) + e B.E. [42] 
R10 N + e → N(2P) + e B.E. [42] 
R11 N(
2D) + e → N(2P) + e B.E. [42] 
    
 Electron impact ionization and dissociation  
R12 Ar + e → Ar+ + e + e B.E. [43] 
R13 Ar(3p
54s) + e → Ar+ + e + e B.E. [44] 
R14 Ar(4p) + e → Ar+ + e + e 2.0 × 10-6 exp(-4.4/Te) [39] 
R15 Ar(3d, 5s) + e → Ar+ + e + e 6.0 × 10-6 exp(-2.4/Te) [39] 
R16 Ar(5p) + e → Ar+ + e + e 2.0 × 10-5 exp(-2.2/ Te) [39] 
R17 Ar
**
 + e → Ar+ + e + e 2.0 × 10-4 exp(-0.5/ Te) [39] 
R18 N2(
gX
1 ) + e → N2
+
(
gX
2 ) + e + e B.E. [35] 
R19 N2(
gX
1 ) + e → N2
+
( uB
2 ) + e + e B.E. [41] 
R20 N2(
uA
3 ) + e → N2
+
(
gX
2 ) + e + e B.E. [5,55] 
R21 N2( gB 
3 ) + e → N2
+
(
gX
2 ) + e + e 2.1 × 10
-8
 exp(-11.0/ Te) [5] 
R22 N2( uC 
3 ) + e → N2
+
(
gX
2 ) + e + e 9.17 × 10
-8
 exp(-6.67/ Te) [5] 
R23 N2(
ua
1' ) + e → N2
+
(
gX
2 ) + e + e 4.3 × 10
-8
 exp(-10.32/ Te) [5] 
R24 N2(
gX
1 ) + e → N + N + e B.E. [35] 
R25 N + e → N+ + e + e B.E. [45] 
R26 N2(
gX
1 ) + e → N(2D) + N+ + e + e B.E. [46] 
R27 N2(
gX
1 ) + e → N+ + N+ + e + e + e B.E. [46] 
6.5 Conclusion 125 
 
 
R28 N(
2D) + e → N+ + e + e B.E. [45] 
R29 N(
2P) + e → N+ + e + e B.E. [45] 
    
 Virational – translational relaxation of N2(
gX
1 )  
R30 N2( vX g , 
1  ) + N2 ↔ N2( 1, 1  vX g ) + N2 B.E. [48] 
R31 N2( vX g , 
1  ) + N ↔ N2( 1, 1  vX g ) + N B.E. [48] 
R32 N2( 1, 1  vX g ) + N2( 1, 
1  vX g ) → N2 + N2( 2, 
1  vX g ) 1.73×10
-14
 (300/Tg)
-1.42 
 [19] 
R33 N2( 1, 1  vX g ) + N2( 2, 
1  vX g ) → N2 + N2( 3, 
1  vX g ) 2.18×10
-14
 (300/Tg)
-1.54
 [19] 
R34 N2( 1, 1  vX g ) + N2( 3, 
1  vX g ) → N2 + N2( 4, 
1  vX g ) 2.60×10
-14
 (300/Tg)
-1.55
 [19] 
R35 N2( 1, 1  vX g ) + N2( 4, 
1  vX g ) → N2 + N2( 5, 
1  vX g ) 2.80×10
-14
 (300/Tg)
-1.63
 [19] 
R36 N2( 1, 1  vX g ) + N2( 5, 
1  vX g ) → N2 + N2( 6, 
1  vX g ) 3.09×10
-14
 (300/Tg)
-1.63
 [19] 
    
 Electron – ion recombination  
R37 Ar
+
 + e + e → Ar** + e 1.0 × 10-19 (Te ×11605/300)
-4.5
 [47] 
R38 Ar
+
 + e + Ar → Ar** + Ar 3.0 × 10-28 [47] 
R39 N2
+
 + e → N + N 1.8×10-7(Te ×11605/300)
-0.39
 × 0.5 [48] 
R40 N2
+
 + e → N(2D) + N 1.8×10-7(Te ×11605/300)
-0.39
 × 0.45 [48] 
R41 N2
+
 + e → N(2P) + N 1.8×10-7(Te ×11605/300)
-0.39
 × 0.05 [48] 
R42 N3
+
 + e → N2 + N 2.0×10
-7
(Te ×11605/300)
-0.5
 [48] 
R43 N4
+
 + e → N2 + N2 2.3×10
-6
(Te ×11605/300)
-0.53
 [48] 
R44 N
+
 + e + e → N + e 7.0×10-20(Te ×11605/300)
-4.5
  [48] 
R45 N2
+
 + e → N(2D) + N+ + e B.E. [49] 
R46 N2
+
 + e → N+ + N+ + e + e B.E. [49] 
    
 Kinetics of Ar2
+
   
R47 Ar
+
 + Ar + Ar → Ar2
+
 + Ar 2.5 × 10
-31
 (Tg/300)
-1.5
 [50,51] 
R48 Ar(3p
5
4s) + Ar(3p
54s) → Ar2
+
 + e 6.3 × 10
-10
 (Tg/300)
-0.5
 [50] 
R49 Ar
**
 + Ar → Ar2
+
 + e 2.0 × 10
-9
 [50] 
R50 Ar2
+
 + e → Ar** + Ar 9.1 × 10-7 (Te ×11605/300)
-0.67
  
× (Tg/300)
-0.58
 
[50,51] 
R51 Ar2
+
 + e → Ar(j) + Ar 
j = 4s, 4p, 3d, 5s, 5p 
1.0 × 10
-8
 Te
-0.6
 (Tg/300)
-0.6
 [51] 
    
 Heavy particle reactions   
R52 Ar(j) + Ar(k) → Ar+ + Ar + e 
j, k = 4s, 4p 
5.0 × 10
-10
 (Tg/300)
0.5
 [51] 
R53 N2(
uA
3 ) + N → N2(
gX
1 ) + N 2.0×10
-12
 [48] 
R54 N2(
uA
3 ) + N → N2(
gX
1 ) + N(
2
P) 4.0×10
-11
(300/Tg)
0.667
 [48] 
R55 N2(
uA
3 ) + N2 → N2(
gX
1 ) + N2 3.0×10
-16
 [48] 
R56 N2(
uA
3 ) + N2(
uA
3 ) → N2 + N2( gB 
3 ) 3.0×10
-10
 [48] 
R57 N2(
uA
3 ) + N2(
uA
3 ) → N2 + N2( uC 
3 ) 1.5×10
-10
 [48] 
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R58 N2(
uA
3 ) + N2(
uA
3 ) → N4
+
 + e 1.0×10
-13
 [48] 
R59 N2(
uA
3 ) + N2(
uA
3 ) → N2 + N + N 3.0×10
-11
 [48] 
R60 N2( gB 
3 ) + N2 → N2(
uA
3 ) + N2 3.0×10
-11
 [48] 
R61 N2( gB 
3 ) + N2 → N2(
gX
1 ) + N2 2.0×10
-12
 [48] 
R62 N2( uC 
3 ) + N2 → N2(
ua
1' ) + N2 1.0×10
-11
 [48] 
R63 N2(
ua
1' ) + N2 → N2( gB 
3 ) + N2 1.9×10
-13
 [48] 
R64 N2(
ua
1' ) + N2(
uA
3 ) → N4
+
 + e 1.0×10
-11
×0.9 [48] 
R65 N2(
ua
1' ) + N2(
uA
3 ) → N2
+
 + N2 + e 1.0×10
-11
×0.1 [48] 
R66 N2(
ua
1' ) + N2(
ua
1' ) → N4
+
 + e 5.0×10
-11
×0.9 [48] 
R67 N2(
ua
1' ) + N2(
ua
1' ) → N2
+
 + N2 + e 5.0×10
-11
×0.1 [48] 
R68 N2( uw 
1 ) + N2 → N2( ga 
1 ) + N2 1.0×10
-11
 [48] 
R69 N2( ga 
1 ) + N2 → N2(
ua
1' ) + N2 2.0×10
-11
 [48] 
R70 N + N + N → N2(
uA
3 ) + N 1.0×10
-32
 [48] 
R71 N + N + N → N2( gB 
3 ) + N 1.4×10
-32
 [48] 
    
 Deactivation of N metastables and atom   
R72 N(
2
D) + N2 → N + N2 1.0 × 10
-13
 exp(-510/Tg) [48] 
R73 N(
2P) + N → N + N 1.8×10-12 [48] 
R74 N(
2P) + N → N(2D) + N 6.3×10-13 [48] 
R75 N(
2
P) + N2 → N + N2 6.0×10
-14
 [48] 
R76 N(
2
P) + N(
2D) → N2
+
 + e 1.0×10
-13
 [48] 
R77 N + N → N2
+
 + e 2.7 × 10
-11
 exp(-6740/Tg) [48] 
    
 Positive ion reaction   
R78 N2
+
 + N → N+ + N2 7.2 × 10
-13
(Tg/300) [48] 
R79 N3
+
 + N → N2
+
 + N2 6.6×10
-11
 [48] 
R80 N4
+
 + N2 → N2
+
 + N2 + N2 2.1 × 10
-16
 exp(Tg/121) [48] 
R81 N4
+
 + N → N+ + N2 + N2 1.0×10
-11
 [48] 
R82 N
+
 + N2 + N2 → N3
+
 + N2 1.7 × 10
-29
(300/Tg)
2.1 
[48] 
R83 N2
+
 + N2 + N2 → N4
+
 + N2 5.2 × 10
-29
(300/Tg)
2.2
 [48] 
R84 N2
+
 + N + N2 → N3
+
 + N2 9.0 × 10
-30
 exp(400/Tg) [48] 
R85 N2
+
 + N2(
uA
3 ) → N3
+
 + N 5.5×10
-11
 [48] 
R86 N
+
 + N2(
uA
3 ) → N2
+
 + N(
2
P) 2.0×10
-11
 [48] 
    
 Radiative decay   
R87 Ar(1s2, 1s4) → Ar + hν 5.32×10
8
 g1s2, 1.3×10
8
 g1s4 [52] 
R88 Ar(4p) → Ar(1s2, 1s3, 1s4, 1s5) + hν 9.6×10
6
, 3.3×10
6
, 1.0×10
7
, 9.9×10
6
 [52] 
R89 Ar(5s, 3d) → Ar(4p) + hν 1.56×107, 1.56×107 [52] 
R90 Ar(5p) → Ar(3d, 5s, 4s) + hν (6.5×106) ×0.4, (6.5×106) ×0.4, 
 (6.5×10
6
) ×0.2 
[52] 
R91 Ar
**
 → Ar(5p, 3d, 5s, 4p) + hν 5.0×106, 8.6×106, 8.6×106, 9.1×105 [52] 
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R92 Ar
**
 → Ar(1s2, 1s3, 1s4, 1s5) + hν 9.3×10
4
, 3.7×10
4
, 1.2×10
5
, 1.8×10
5
 [52] 
R93 N2( uC 
3 ) → N2( gB 
3 ) + hν 2.45×10
7
  [48] 
R94 N2( gB 
3 ) → N2(
uA
3 ) + hν 1.35×10
5
 [48] 
R95 N2(
uA
3 ) → N2(
gX
1 ) + hν 5.0×10
-1
 [48] 
R96 N2(
ua
1' ) → N2(
gX
1 ) + hν 1.0×10
2
 [48] 
R97 N2( ga 
1 ) → N2(
gX
1 ) + hν 1.8×10
4
 [48] 
R98 N2( ga 
1 ) → N2(
ua
1' ) + hν 1.91×10
2
 [48] 
R99 N2(
gE
3 ) → N2(
uA
3 ) + hν 1.2×10
3
 [48] 
R100 N2(
gE
3 ) → N2( gB 
3 ) + hν 3.46×10
2
 [48] 
R101 N2(
gE
3 ) → N2( uC 
3 ) + hν 1.73×10
3
 [48] 
R102 N2( uw 
1 ) → N2( ga 
1 ) + hν 6.5×10
2
 [48] 
R103 N2
+
( uB
2 ) → N2
+
(
gX
2 ) + hν 1.6×10
7
 [48] 
    
 Reactions between nitrogen and argon   
R104 N2(
ua
1' ) + Ar → N2( gB 
3 ) + Ar 1.0×10
-14
 [53] 
R105 N2( ga 
1 ) + Ar → N2(
ua
1' ) + Ar 1.0×10
-12
 [53] 
R106 N2( gB 
3 ) + Ar → N2(
uA
3 ) + Ar 3.0×10
-13
 [53] 
R107 N2( uw 
1 ) + Ar → N2( ga 
1 ) + Ar 5.0×10
-13
 [53] 
R108 N2(
gX
1 ) + Ar
+
 → N2
+
(
gX
2 ) + Ar f(Tv N2(
gX
1 )) [31] 
R109 N2(
gX
1 ) + Ar(1s2) → N2( uC 
3 ) + Ar 1.6×10
-11
 [54] 
R110 N2(
gX
1 ) + Ar(1s3) → N2( uC 
3 ) + Ar 1.6×10
-11
 [54] 
R111 N2(
gX
1 ) + Ar(1s4) → N2( uC 
3 ) + Ar 3.6×10
-11
 [54] 
R112 N2(
gX
1 ) + Ar(1s5) → N2( uC 
3 ) + Ar 3.6×10
-11
 [54] 
    
 Diffusion loss   
R113 Ar(j) → Ar (wall) 12
0 )2(2








 


nAr
n
Ar A
V
D 

(γn = 1.0) 
[18] 
 (j = 4s,4p,3d,5s,5p,
**
)  
R114 Ar
+
 → Ar (wall) 2uB,Ar(R
2
hL+RLhR)/R
2
L [18] 
R115 Ar2
+
 → Ar (wall) 2uB,Ar2(R
2
hL+RLhR)/R
2
L [18] 
R116 N(
4
S,
2
D,
2P) → ½N2(
gX
1 ) (wall) 
1
2
0 )2(2








 


nN
n
N A
V
D 

(γn = 0.02) 
[19] 
R117 N2( vX g , 
1  ) → N2( 1, 1  vX g ) (wall) 
1
2
0
22
)2(2








 


nN
n
N A
V
D 

(γn = 1×10
-3
) 
[48] 
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R118 N2(j) → N2( gX
1 ) (wall) 
j  = uA
3 , gB 
3 , uW 
3 , uB
3' , ua
1' , 
ga 
1 , uw 
1 , uC 
3 ,
gE
3 ,
ga
1"  
1
2
0
22
)2(2








 


nN
n
N A
V
D 

(γn = 1.0) 
[19] 
R119 N(
2
D,
2P) → N(4S) (wall) 
1
2
0 )2(2








 


nN
n
N A
V
D 

(γn = 0.98) 
[19] 
R120 N
+
 → N(4S) (wall) 2uB,N(R
2
hL+RLhR)/R
2
L [19] 
R121 N2
+
(
gX
2 ) → N2(
gX
1 ) (wall) 2uB,N2(R
2
hL+RLhR)/R
2
L [19] 
R122 N2
+
( uB
2 ) → N2(
gX
1 ) (wall) 2uB,N2(R
2
hL+RLhR)/R
2
L [19] 
R123 N3
+
 → N2(
gX
1 ) + N(
4
S) (wall) 2uB,N3(R
2
hL+RLhR)/R
2
L [19] 
R124 N4
+
 → N2(
gX
1 ) + N2(
gX
1 ) (wall) 2uB,N4(R
2
hL+RLhR)/R
2
L [19] 
notes : Te in eV, and Tg in K 
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Chapter 7  
 
Experimental and electrical characteristics of 
inductively coupled He, Ne, Ar and Xe discharges 
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7.1 Introduction 
HE ICP discharge is maintained by the magnetic induction which is induced by the time 
varying magnetic field and electric field. Therefore analysis of electrical characteristics 
in the ICP discharge is essential to understand the properties of discharges. The electrical 
properties of ICP discharge sources can be characterized by the transformer equivalent circuit. 
This model considers the antenna coil as the primary winding of an air-core transformer, 
whereas the plasma represents the secondary winding. In order to characterize the 
transformer equivalent circuit, it is necessary to define the mutual inductance between the 
primary and secondary loop. Piejak et al [1] give the analytical expression of the electrical 
characteristics of the plasma load including the mutual inductance. El-Fayoumi and Jones [2] 
described the electromagnetic theory of inductive discharges and the relation to the electrical 
parameters of the transformer model. Gudmundsson and Lieberman [3] analytically 
calculated the magnetic induction and electric field components in the planar inductive 
discharge, and compared the calculated impedance and electrical properties of the plasma 
with measured values. They applied a global (volume-averaged) model to calculate the 
electron density and the electron temperature. 
In this study we develop the global model of He, Ne, Ar and Xe discharges to calculate 
the electron temperature and the electron density as well as the density of excited states. We 
compare the calculated results with experiments and discuss the dominant creation sources 
and the routes of loss for electron and metastable atoms as function of pressure. And the 
transformer model developed by Gudmundsson and Liebermann [3] is used to calculate the 
electrical properties of He, Ne, Ar and Xe discharges. We discuss the differences of kinetics 
and electrical properties in He, Ne, Ar and Xe discharges. 
 
7.2 Experiment 
The experimental set-up for this study is same with chapter 5 as shown in figure 5.1. The 
anode plate was installed at 50 mm from antenna window to limit the volume of the discharge. 
The discharges were excited by the 3 turn-antenna powered by 13.56 MHz of RF frequency 
at 60 Watt through the alternate type matching network for the convenience of experiment as 
that power rate provided stable glows for all rare gases at low pressure. In this study the 
discharge was operated in H-mode which is represented by bright emission and high electron 
density [4].The chamber was pumped to 10
-6
 Torr base pressure before filling with He, Ne, 
Ar and Xe gas (99.999 % pure). The total flow rate was maintained constant at 20 sccm and 
the total pressure was varied from 20 to 200 mTorr.  
A cylindrical single Langmuir probe (SmartProbe of Scientific Systems) was set in 
center of discharge to measure electron temperature Te and electron density ne. The electron 
energy probability function EEPF f(E) was deduced from Druyvesteyn formula in equations 
(4.47)-(4.50). 
To measure the density of metastable atoms, the resonance absorption spectroscopy was 
used, which is widely performed in various plasma processes [5]. The method has been 
applied successfully for measuring metastable atoms in DC and RF magnetron discharges [6]. 
A lab-made hollow cathode lamp was used as the reference source. The source light, driven 
T 
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by 35 mA DC current at 1 Torr, has been collimated by a system of lenses and diaphragms to 
get a probing beam of 5 mm in diameter through plasma. By simply changing the working 
gas in the discharge, various spectral source lamps can be obtained. To secure stable emission, 
the hollow cathode lamp was turned on for 20 minutes or more before each measurement. 
The principle of the optical absorption spectroscopy is explained in chapter 4. 
The plasma line width (δζ1/2
P
) is calculated by taking a Doppler line profile, which is the 
dominant line broadening in glow discharge at low gas pressure [7,8]. The Doppler line 
width is calculated from the equation (4.42). In the present study, the temperatures of the 
plasma and that of reference source have been evaluated from the rotational structure of N2 
1
st
 positive (B,0-A,2) band at 775 nm by adding 20 % of N2 to the rare gases [6]. In figure 7.1, 
the rotational spectrum of N2 1
st
 positive (B,0-A,2) band from the Ar-N2 and Xe-N2 mixture 
Table 7.1 Selected spectral lines and spectroscopic data of rare gases used for the resonant 
absorption measurement 
Wavelength (nm) Transition Elow (eV) Ehigh (eV) Aij (10
6
s
-1
) fik 
He I 388.9 1s2s – 1s3p 23S – 33P 19.82 23.01 9.478 0.064 
Ne I 640.2 1s5 – 2p9 3s[3/2]2 – 3p[5/2]3 16.62 18.55 43.3 0.373 
Ar I 763.5 1s5 – 2p6 4s[3/2]2 – 4p[3/2]2 11.55 13.17 24.5 0.239 
Xe I 823.2 1s5 – 2p6 6s[3/2]2 – 6p[3/2]2 8.31 9.82 24.9 0.24 
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Figure 7.1 Measured rotational spectrum of N2 1
st
 positive (B,0-A,2) band from the Ar-N2 
and Xe-N2 mixture discharge. 
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used in the experiment. He-N2 and Ne-N2 mixture gases provide similar spectra. Table 7.1 
lists the selected spectral lines and some spectroscopic data of rare gases used for the 
resonant absorption measurement.  
 
7.3 Global model of pure rare gases 
The species used in our discharge model are presented in Table 7.2. There is a crucial 
analogy between kinetics of various atoms of rare gases. Therefore it is convenient to use X = 
(He, Ne, Ar, Xe) as a symbol of one of these atoms. X(s) consists of the 2 energy levels of 
He(1s2s), and 4 energy levels of Ne(2p
5
3s), Ar(3p
5
4s) and Xe(5p
5
6s). X(p) consists of 2 
energy levels of He(1s2p), and 1 energy level of  Ne(2p
5
3p), Ar(3p
5
4p) and Xe(5p
5
6p), even 
though the 4 energy levels (2p1, 2p2, 2p3, 2p4) of Xe(5p
5
6p) are higher than other 6 levels we 
consider 1 energy level as a block in convenience. X(h) consists of 6 energy levels of highly 
excited of He, and 3 energy levels of highly excited of Ne, Ar and Xe. X
+
 and X2
+
 denote the 
atomic ion and the molecular ion of X, respectively. Therefore in our model, we assume that 
He consists of 14 energy levels, and 12 energy levels for Ne, Ar and Xe including the 
electron. 
To calculate the electron temperature, the global model is used as shown in equation 
(3.2)-(3.20). We assume a cylindrical discharge chamber of radius R = 10 cm and length 
L = 5 cm. The ion-neutral species mean free path λi is calculated using equation (3.7) with 
collision cross section data [9-11], and the ion atom temperature is assumed to be the same as 
the gas temperature Tg. The collision energy loss per electron-ion pair created, εc, is a 
function of Te only, depending on the electron neutral species collisional energy loss 
processes in the gas. Figure 7.2 shows the calculated εc as a function of Te for Ar, He, Ne and 
Xe, when assuming a Maxwellian electron energy distribution.  
The dynamics of species density nj is described by the particle balance in equation (3.21). 
The list of species and reactions are converted automatically in a system of kinetic equations 
and solved numerically using ZDPlasKin tool [12]. The rate coefficients of all reactions are 
calculated using build-in into the package BOLSIG+ solver. The reactions used in this study 
are summarized including the references for used cross sections in table 7.3 and table 7.4. 
The rate coefficient for the electron impact excitation from level j to level k, kjk, is calculated 
Table 7.2 Species used in the discharge model. 
Species X(s) X(p) X(h) Ions 
He He(1s2s); 2
1
S, 2
3
S 
He(2
1
P), 
He(2
3
P) 
He(3
1
S), He(3
1
P), He(3
1
D), 
He(3
3
S), He(3
3
P), He(3
3
D) 
He
+
, He2
+
 
Ne Ne(2p
5
3s) ; 
3
p2, 
3
p1, 
3
p0, 
1
p1 Ne(2p
5
3p) Ne(2p
5
4s), Ne(2p
5
3d), Ne(2p
5
4p) Ne
+
, Ne2
+
 
Ar Ar(3p
5
4s) ; 
3
p2, 
3
p1, 
3
p0, 
1
p1 Ar(3p
5
4p) Ar(3p
5
5s), Ar(3p
5
3d), Ar(3p
5
5p) Ar
+
, Ar2
+
 
Xe Xe(5p
5
6s) ; 
3
p2, 
3
p1, 
3
p0, 
1
p1 Xe(5p
5
6p) Xe(5p
5
7s), Xe(5p
5
5d), Xe(5p
5
7p) Xe
+
, Xe2
+
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using equation (3.22). Also the rate coefficients of de-excitation processes kkj, are calculated 
by the principle of detailed balancing [11]. 
Figure 7.3 shows the measured EEPFs at pressure of 50 mTorr. The measured EEPFs are 
nearly Maxwellian below the inelastic collision thresholds with a slightly depletion of 
electrons for energy higher than the first excitation threshold energy; 19.8 eV, 16.6 eV, 11.5 
eV and 8.3 eV for He, Ne, Ar and Xe, respectively. Even though the EEPF is a bi-
Maxwellian distribution in a low pressure and a Druyvesteyn distribution in a high pressure 
[13-15], we have assumed in the calculation that the EEDF is Maxwellian. 
At higher electron densities, metastable levels are lost primarily by electron impact-
induced transitions (R4) to the resonance levels (1s2, 1s4), which rapidly decay to the ground 
state by emitting in the vacuum UV. The cross sections for electron quenching of X(s) levels 
in Ar and Kr have been computed by Bartschat and Zeman [16] and Dasgupta el al [17]. 
However there are no available cross section data for Ne and Xe. As mentioned by Donnelly 
[18], the computed rate constants for electron quenching of Ar and Kr metastables are nearly 
the same, and the rate constant measured by Ivanov and Prikhodko [19] for the quenching of 
Xe 1s5 is nearly the same as their measurement for Ar 1s5 [20]. Therefore the individual 
electron impact quenching cross sections for Xe were assumed to be equal to those for the 
corresponding reactions in Kr, computed by Dasgupta et al [17]. By a similar reasoning, the 
individual quenching rate constants for Ne were set equal to those for Ar computed by 
Bartschat and Zeman [16]. 
 
Figure 7.2 Calculated εc as a function of Te for Ar, He, Ne and Xe, when assuming a 
Maxwellian electron energy distribution.  
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The radiative loss rate for decay from level k to level j is calculated using equation (3.24). 
The escape factor gk depends on the density of the lower state in the radiative transition. At 
low pressure the density of excited level is enough low to neglect the escape factor except for 
resonance lines because of direct radiative decay to the ground level; R12 for He, R11 for Ne, 
Ar and Xe. The calculated escape factor of resonance lines are calculated using equations 
(3.26)-(3.29). In figure 7.4, the calculated escape factors of He(2
1
P-1
1S, λ = 58.4 nm), 
Ne(
3
P1-
1
S0, λ = 74.4 nm), Ar(
3
P1-
1
S0, λ = 106.7 nm) and Xe(
3
P1-
1
S0, λ = 147.0 nm) are shown 
as a function of the pressure. The radiative decay transitions between excited states R12-R13 
were calculated using the sum of the transition probabilities for the transitions between the 
individual sublevels weighted with the statistical weights of the upper sublevels. 
The diffusion loss rate of the neutral atoms to the wall is calculated using equations (3.31) 
and (3.32). The neutral-neutral species mean free path calculated from the neutral-neutral 
collision cross section data [9-11]. 
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Figure 7.3 Measured EEPFs at pressure of 50 mTorr. 
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7.4 Transformer model 
Low-pressure inductive discharges have been modelled by considering the plasma to be a 
ring acting as the secondary coil of a transformer [1-3]. The equivalent circuit is shown in 
figure 7.5. The inductive branch is represented as an air-cored transformer having the planar 
coil inductance L1 and resistance R1 as a primary. The secondary discharge can be described 
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Figure 7.4 calculated escape factors of He(2
1
P-1
1S, λ = 58.4 nm), Ne(3P1-
1
S0, λ = 74.4 nm), 
Ar(
3
P1-
1
S0, λ = 106.7 nm) and Xe(
3
P1-
1
S0, λ = 147.0 nm) as a function of the pressure. 
 
Figure 7.5 The equivalent circuit used in the transformer model. 
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by two components of inductance and one resistance: a geometric inductance L2, an electron 
inertia inductance Lp, and a resistance Rp of the plasma loop. Rp and Lp are determined by the 
electrical properties of the plasma which are described by a plasma conductivity 
 
 
2
e
p
e eff eff
n e
m j

 


  (7.1) 
where e and me are the electronic charge and mass, respectively, ne is the electron density, νeff 
is the effective electron collision frequency, and ωeff  is the effective driving frequency. In the 
capacitive branch we neglect the capacitive ohmic heating resistance for which power loss is 
lower than 1 % in the total power loss in the H-mode [21,22]. 
 
7.4.1 Effective collision frequency 
The effective momentum transfer electron collision frequency consists of the electron-neutral 
collision frequency, the stochastic collision frequency and the electron-ion collision 
frequency in high density discharge.  
  eff en st ei        (7.2) 
The electron-neutral collision frequency depends on the neutral gas pressure and gas 
temperature and is defined as [23] 
 
 
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3
2
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c
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   

 
    
  
   (7.3) 
where f(ε) is the electron energy probability function and νc(ε) is the energy dependant 
electron momentum transfer collision frequency. Vahedi et al [24] define a stochastic 
frequency νst, and in our pressure and frequency regime it is given by 
 
1
4
e
st



   (7.4) 
where υe = (8kTe/πme)
1/2
 is the mean speed of the electrons, and δ is the skin depth. Miyamoto 
gives the electron-ion collision frequency as [25] 
 
 
4
3 22 1 2
0
ln
4
e
ei
e e
n e
m eT

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
   (7.5) 
where lnΛ is the Coulomb logarithm given as  1 2 3 2ln 23 ln 100e en T    for Te 10 eV. 
 
7.4.2 Skin depth 
In an inductively coupled discharge, the power is transferred from electric field to the plasma 
within a skin depth layer of scale length thickness δ. For a planar inductive discharge and 
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assuming the electric field profile next to the quartz window to follow the form given by 
equation (7.11), the plasma skin depth is related to the plasma electron density by [24] 
 
 
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1 2
2 2
1 2
2 2 2
2 1
1 1
eff
pe
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c  
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    
 
 
  
  
 
 (7.6) 
where 
  2 21 1 eff       (7.7) 
and 
 
2
2 2
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
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                
 (7.8) 
are geometrical correction factors, νeff is the effective collision frequency and 
 2 2 0pe av ee n m  , where ωpe is the angular plasma frequency. nav is the average density in 
the power absorption region which is related to the centre density 
 
 
0
2
L
av
h h
n n

  (7.9) 
where h(δ) is the ratio of the electron density between skin depth and centre. 
 
7.4.3 Plasma impedance 
The power dissipated within the plasma is given by 
  
2
0 0
2 Re ,
R
abs pP dz rdr E r z 

      (7.10) 
where Eθ is the azimuthal  rms electric field, which is assumed to follow 
       0 1 1, expE r z E J r z      (7.11) 
whre J1(γ1r) is the first-order Bessel function and γ1R ≈ 3.83. The rms current density Jθ is 
assumed to be related to the electric field by Ohm‟s law and Jθ = (ζp + jωε0)Eθ. 
In our regime, the displacement current is much less than the conduction current (ωε0 ≪ 
ζp). For this reason, we obtain 
   
1 2
0 pj    (7.12) 
and 
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 
02
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2 2
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 


 (7.13) 
where ζdc = e
2
ne/meνeff is the dc electrical conductivity of the plasma. 
The rms current flowing through the current path is found by integrating the current 
density over the cross-section of this current path or 
  
0 0
,
R
pI dz dr E r z 

    (7.14) 
The resistance of the plasma is then given by 
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 (7.15) 
The inductance Lp due to the electron inertia is given in equation (2.47). Therefore the 
equivalent impedance of the primary coil and the plasma as seen in the primary circuit can be 
calculated as 
 s L LZ R j L   (7.16) 
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 (7.18) 
where M is the mutual inductance which can be calculated from the field components induced 
by the coil [3]. With calculated mutual inductance M, the self inductance L2 can be obtained 
which depends on the geometry of the path of the induced current in the plasma. In the 
calculated we assume that the coil resistance R1 is 0.3 Ω, and the coil inductance L1 is 1 μH. 
As shown in figure 7.5, the capacitive branch is represented by the combination of 
circuit elements Cq, Cs and Rst. Cq is the quartz window capacitance, Cs is the sheath 
capacitance and Rst is the stochastic heating resistance. Therefore the impedance of the 
capacitive branch is 
 
1 1
cap st
s q
Z R
j C j C 
    (7.19) 
The values of capacitive components are given in other paper [3,26]. The sheath capacitance 
can be calculated from the expression given by Godyak and Sternberg [26], 0s dC A s  , 
where Ad is the area of the quartz window and s is the sheath thickness. By averaging the 
voltage along the coil, Cs can be expressed as 
1
2s s
C C  . The stochastic heating resistance Rst 
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depends on the electron temperature, the RF sheath voltage, RF frequency and the discharge 
gas type [26]. In this study the quartz window capacitance Cq is obtained 36 pF. 
Finally the effective impedance seen in the primary circuit becomes 
 
s cap
s
s cap
Z Z
Z
Z Z
 

 (7.20) 
The power absorbed within the plasma is given by 
 
2Reabs s rfP Z I
 
 
 (7.21) 
where Irf is the rms RF current in the primary coil. The RF voltage for a given RF power Pabs 
absorbed by the plasma is 
 
rf rf sV I Z
  (7.22) 
 
7.5 Results and discussion 
 
Figure 7.6 The flow chart of calculation algorithm. 
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The flow chart of calculation algorithm is shown in figure 7.6. First we fix the initial electron 
temperature and initial density of all species including electron density. To calculate the 
electron temperature the global model is used to solve the power balance equation with 
absorbed power fixed at 50 Watt, i.e. we assume that the power transfer efficiency is about 
80 %. The power balance equation and the particle balance equation are solved by ordinary 
differential equation solver based on the Runge-Kutta method. Once the electron temperature 
is determined, the densities of all species are calculated by the particle balance equation using 
ZDPlasKin tool. This process is repeated until the densities of all species and the electron 
temperature reach the steady state. To determine the effective collision frequency, veff, the 
plasma skin depth, δ, and average electron density, nav, are iteratively calculated with the 
initial values until the iterations are converged. The values of all the components in figure 6 
can be calculated with the veff, and finally the total impedance Zs′ seen from the matching 
network is calculated using the transformer model. 
 
7.5.1 Electron temperature and electron density 
Figures 7.7(a) and 7.7(b) show measured and calculated electron temperature and electron 
density versus pressure at a fixed RF power in pure He, Ne, Ar and Xe discharge. It is well 
known [27] that the electron temperature increases and the electron density decreases 
according to the ionization energy of the gas; 24.59 eV, 21.56 eV, 15.76 eV and 12.13 eV for 
He, Ne, Ar and Xe, respectively. The electron temperatures slowly decrease with pressure 
and the electron densities first increase and then saturate, except in the case of He where a 
small decrease appears. For the electron temperature assuming the error bars for experimental 
results estimated to 20%, a good agreement is found between calculated and measured values. 
As the electron temperature is deduced from the balance between the production of electrons 
by ionization of the gas and the loss of electrons on the walls, increasing the pressure 
decreases the electron diffusion to the walls and subsequently the electron temperature. 
In the global model the central electron density is determined in the steady state by 
balancing the total absorbed power to the total power loss: 
 
  
abs
e
B c e i L L R R
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 (7.23) 
where uB is the Bohm velocity, and AL = 2πR
2
 and AR = 2πRL are the areas of the axial and 
radial sheath, and εe and εi are the mean kinetic energy lost per electron and per ion, 
respectively. In the calculations we found that the power loss by inelastic and elastic collision 
is the dominant power loss source in the pressure range of 20-200 mTorr, due to the much 
higher εc than the energy lost per electron and ion lost at the wall εe+εi in our conditions. As 
shown in figure 7.2, the collisional energy losses per electron-ion pair created, εc, is 
proportional to the ionization energy of the gases. Therefore the electron density in Xe 
discharge is much higher than in He discharge, even though the electron temperature is lower 
in Xe discharge. 
Figure 7.8 shows the calculated relative production rate of the atomic ion by the direct 
electron impact ionization from ground state (R7), the electron impact ionization from 
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excited states (R8-R10) and ionization by excited particle collision (R21-R22). For pressure 
lower than 100 mTorr the direct ionization is the dominant production mechanism for the  
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Figure 7.7 Measured and calculated (a) electron temperature and (b) electron density versus 
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pressure at a fixed RF power in pure He, Ne, Ar and Xe discharge 
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Figure 7.8 Calculated relative production rate of the atomic ion by the direct electron impact 
ionization from ground state (R7), the electron impact ionization from excited states (R8-
R10) and ionization by excited particle collision (R21-R22). 
atomic ion whatever gas species due to the high electron temperature, whereas at higher 
pressure the ionization from excited states becomes the dominant production process. It 
means that as increase the pressure the excited particles play an important role in the rare gas 
discharge. Obviously the metastable atoms are the most important particles among all excited 
species due to long life-time and high excited energy. Particularly relative production rate of 
He
+
 by the excited particle collision (R21-R22) is much higher than other gases at higher 
pressure. It can be explained by higher reaction coefficient of He
M
 + He
M
 → He+ + He + e, 
and high metastable atom density in He discharge. 
 
7.5.2 Metastable atoms 
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Figure 7.9 shows the calculated and measured metastable atom density from the absorption 
spectroscopy of He(2
3
S), Ne(1s5), Ar(1s5) and Xe(1s5) as a function of the gas pressure 
between 20 and 200 mTorr. The uncertainty on metastable atom densities is estimated to be 
30 % [5] except fot Xe metastable atom density. In natural xenon, there are nine stable 
isotopes: 
124
Xe(0.0096%), 
126
Xe(0.0090%), 
128
Xe(1.92%), 
129
Xe(26.4%), 
130
Xe(4.1%), 
131
Xe(21.1%), 
132
Xe(26.9%), 
134
Xe(10.4%) and 
136
Xe(8.9%). In addition, two of these nuclei 
have a nuclear spin (
129
Xe:I=1/2 and 
131
Xe:I=3/2) which brings about a hyperfine splitting of 
the levels [28]. Due to the isotope shift and hyperfine structure, each transition has several 
components and the spectral profiles of the lines are quite complex. Recently, Naghshara et al 
[29] developed to estimate absolute Cu atom density, which consists two isotopes: 
63
Cu(69%) 
and 
65
Cu(31%) with a nuclear spin I=3/2 for both isotopes. However to the best of our 
knowledge, there are no available spectroscopic data of Xe isotopes-shift and hyperfine 
structures to calculate. In the case of Cu atom density, Naghshara et al mentioned that the 
measured atom density neglecting isotopes-shift and hyperfine structures underestimates by 
about a factor of two.  
As shown in figure 7.9, He, Ne and Ar metastable atom densities increase with pressure 
up to 100 mTorr before saturation. In contrast, in Xe, the metastable atom density 
continuously decreases with gas pressure. We observe a relatively good agreement between 
calculation and experimental results as it concerns the orders of magnitude of rare gas 
densities. It appears however some differences in Ar and Xe discharges. The small increase 
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Figure 7.9 Calculated and measured metastable atom density from the absorption 
spectroscopy of He(2
3
S), Ne(1s5), Ar(1s5) and Xe(1s5) as a function of the gas pressure. 
146 Chapter 7. Experimental and electrical characteristics of inductively . . . 
 
 
of experimental Ar(1s5) density is not found in the calculation and the calculated Xe(1s5) 
density is higher than the measured about 3 times.  
The population and de-population of metastable atoms are strongly linked with the 
electron temperature, the electron density, the radiative decay, the diffusion loss and 
collisions with other particles [30]. In the calculation we found that the important production 
mechanisms of the metastable atoms are the direct excitation from ground state (R2) and the 
radiative decay from higher state X(p) (R12).  However when we take into account the 
opposite reaction of radiative decay (eg: e + X(p) ↔ e + XM + hν), the direct excitation is the 
dominant production mechanism in the pressure range 20 ~ 200 mTorr.  
For the loss of metastable atoms the main mechanisms are the diffusion loss to the wall 
(R14), electron quenching to resonance states (R4) and excitation to higher states (R5-R6). 
The calculated loss frequencies of He, Ne, Ar and Xe metastable atoms by diffusion as well 
as those by electron collision are shown in figure 7.10. As mentioned above the excitation to 
higher states are strongly linked with the radiative decay, the „e-col‟ curves in figure 7.10 
show the net loss of the electron quenching  between metastable and resonance atoms, 
excitation to higher states, and radiative decay from higher states. The loss of Ar and Xe 
metastable atoms by the electron collision is always dominant in the pressure range 20 and 
200 mTorr. Whereas the diffusion is dominant loss mechanism for He and Ne metastable 
atoms below 200 mTorr and 50 mTorr, respectively. Moreover the total loss frequency 
decrease as increase the pressure below 200 mTorr in He discharge. We note that the 
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Figure 7.10 Calculated loss frequencies of He, Ne, Ar and Xe metastable atoms by diffusion 
as well as those by electron collision 
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measured diffusion coefficient of HeM is DM = 470 cm
2
s
-1
Torr [31] is much higher than for 
the other gases; 200 cm
2
s
-1
Torr [32], 40 cm
2
s
-1
Torr [33] and 19 cm
2
s
-1
Torr [34] for NeM, ArM 
and XeM, respectively. As a result the big increase of relative production rate of He atom ion 
by ionization from excited states and ionization by excited particle collision (see figure 7.9) 
can be explained by the decrease of He metastable loss frequency. 
 
7.5.3 Plasma impedance 
Figure 7.11(a) shows the calculated ratio of the electron-neutral collision frequency to the 
effective collision frequency versus pressure for He, Ne, Ar and Xe discharges. The electron-
neutral collision, νen, becomes the dominant one at high pressure and its importance decreases 
at low pressure in He and Ne discharge due to stochastic heating, νst. The contribution of 
electron-ion collision, νei, can be negligible in He, Ne and Ar discharge. However this 
collision is relatively important in Xe discharge due to high electron density and low electron 
temperature in equation (7.5).  
The ratios of the effective collision frequency to the effective driving frequency versus 
pressure are shown in figure 12(b). The power transferred to electrons per unit volume by 
collisional (ohmic) heating is given [11] 
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Figure 7.11 Calculated ratio of (a) electron-neutral collision frequency to the effective 
collision frequency (b) effective collision frequency to the effective driving frequency versus 
pressure for He, Ne, Ar and Xe discharges  
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where E is an electric field strength, ζdc=e
2
ne/meνeff is the dc plasma conductivity. This 
equation shows that, for a given electric field strength, the transferred power by the 
collisional heating becomes its maximum when the effective collision frequency νeff coincides 
with and the effective RF frequency ωeff. For Ne, Ar and Xe discharge it occurs when the 
pressure range is 80-100 mTorr, while it is 30 mTorr for He discharge. 
The calculated inductive plasma resistance Rp, and self-inductance Lp are shown versus 
pressure in figure 7.12. Although the electron densities increase with pressure in Ne, Ar and 
Xe discharges, the plasma resistances are remained almost constants (1 ~ 3 Ω) whatever 
pressure due to the increase of the effective collision frequency. However it increases up to 
11 Ω at 200 mTorr in He discharge because of steep increase of the effective collision 
frequency as increase pressure as shown in figure 7.11 (b). The inductances by the electron 
inertia decrease whatever gas species by increases of both electron density and effective 
collision frequency as increase pressure. It could be understood, the shielding of the applied 
RF magnetic field by plasma electrons improves as the electron density increase. 
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Figure 7.12 Calculated the resistance Rp, and the inductance Lp, in He, Ne, Ar and Xe 
discharges. 
 
7.6 Conclusion 
The global model is developed to calculated the electron temperature and electron 
density in planar inductive coupled He, Ne, Ar and Xe discharges varying gas pressure at 
fixed RF power. The calculated results are compared with measured data using a single 
Langmuir probe and optical absorption spectroscopy. From the simulation we found that the 
main mechanism of electron creation is the direct electron impact ionization from the ground 
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state at low pressure, while the metastable atoms play an important role at high pressure. 
Using calculated the electron density and the electron temperature, the effective collision 
frequency and the effective driving frequency are calculated as a function of the pressure in 
He, Ne, Ar and Xe discharges. We found that the electron-neutral collision νen becomes the 
dominant one at high pressure and its importance decreases at low pressure in He and Ne 
discharge due to stochastic heating. Finally, the inductive plasma resistance and the self-
inductance are calculated.  
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Table 7.3 Reaction set used in the model. 
 Process He Ne Ar Xe 
 Electron impact moment transfer     
R1 X + e → X + e [35] [35] [35] [35] 
      
 Electron impact excitation and de-excitation    
R2 X + e ↔ X(s) + e [35] [35,36] [37-39] [35,40] 
R2 X + e ↔ X(p) + e [41] [35,36] [37-39] [35,40] 
R3 X + e ↔ X(h) + e [41] [36] [37-39] [35,40] 
R4 X(s) + e ↔ X(s) + e [41,42] [18] [37,43] [18] 
R5 X(s) + e ↔ X(p) + e [41,42] [44] [37,43] [45,46] 
R6 X(s) + e ↔ X(h) + e [41,42]  [37,43]  
      
 Electron impact ionization     
R7 X + e → X+ + e + e [35] [35] [47] [35] 
R8 X(s) + e → X+ + e + e [48,49] [49,50] [49] [48,51] 
R9 X(p) + e → X+ + e + e   [52] [51] 
R10 X(h) + e → X+ + e + e   [52]  
      
 Radiative decay     
R11 X(s) → X + hν  [53] [53] [53] 
R12 X(p) → X(s) + hν [53] [53] [53] [53] 
R13 X(h) → X(p) + hν [53] [53] [53] [53] 
      
 Diffusion loss     
R14 X(s,p,h) → X (wall) 
2
, 0X nD   
R15 X
+
 → X (wall)  2 2,2 L RB Xu R h RLh R L   
R16 ½ X2
+
 → X (wall)  
2
2 2
,
2 L RB Xu R h RLh R L   
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Table 7.4 Reaction set used in the model. 
 Process Rate coefficient k (cm
3
s
-1
, cm
6
s
-1
) References 
 Chemi – ionization   
R17 X(s) + X(s) → X+ + X + e He : 3.36×10-9(1-1), 3.92×10-9(1-3) , 
 0.92×10
-9
(3-3) 
Ne : 6.5 × 10
-10
(Tg/300)
0.5
 
Ar : 5.0 × 10
-10
(Tg/300)
0.5 
Xe : 5.0 × 10
-10
 
[54] 
[54] 
[54] 
[54] 
R18 X(p) + X(p) → X+ + X + e He : 3.36 × 10-9 
Ne : 1.0 × 10
-9
(Tg/300)
0.5
 
Ar : 7.0 × 10
-10
(Tg/300)
0.5 
Xe : 5.0 × 10
-10
 
[54] 
[55] 
[55] 
[56] 
 Three body recombination   
R19 X
+
 + e + e → X(h) + e He : 7.1 × 10-20(Te×11600/300)
-4.3 
Ne : 1.0 × 10
-19
(Te ×11605/300)
-4.5 
Ar : 1.0 × 10
-19
(Te ×11605/300)
-4.5 
Xe : 3.9 × 10
-20
(Te ×11605/300)
-4.5
 
[57] 
a 
[58] 
[59] 
R20 X
+
 + e + X → X(h) + X He : 6.0 × 10-27(Te×11600/300)
-2.5 
Ne : 6.0 × 10
-27
(Te×11600/300)
-2.5
 
Ar : 6.0 × 10
-27
(Te×11600/300)
-2.5 
Xe : 6.0 × 10
-27
(Te×11600/300)
-2.5
 
a 
[55] 
[58] 
a 
 Kinetics of X2
+
   
R21 X
+
 + X + X → X2
+
 + X He : 4.3 × 10
-30
(Tg/300)
-0.6 
Ne : 6.5 × 10
-32
(Tg/300)
-0.75
 
Ar : 2.5 × 10
-31
(Tg/300)
-1.5 
Xe : 2.0 × 10
-31
(Tg/300)
-0.5
 
[60] 
[55] 
[55,61] 
[59,62] 
R22 X(s) + X(s) → X2
+
 + e He : 2.0 × 10
-9 
Ne : 6.5 × 10
-10 
Ar : 6.3 × 10
-10
(Tg/300)
-0.5 
Xe : 5.0 × 10
-10
 
[63] 
a 
[61] 
a 
R23 X2
+
 + e → X(h) + X He : 4.0 × 10-9(Te×11605/300)
-0.5 
Ne : 1.36 × 10
-7
(Te×11605/300)
-0.43
  
Ar : 7.28 × 10
-7
(Te×11605/300)
-0.67
  
Xe : 2.96 × 10
-8
(Te×11605/300)
-0.5
 
[60] 
[55,64] 
[55,61] 
[56] 
R24 X2
+
 + e → X(p) + X He : 5.0 × 10-10(Te×11605/300)
-0.5 
Ne : 1.7 × 10
-8
(Te×11605/300)
-0.43
  
Ar : 9.1 × 10
-8
(Te×11605/300)
-0.67 
Xe : 3.7 × 10
-9
(Te×11605/300)
-0.5
 
a 
[55] 
[55] 
[56] 
R25 X2
+
 + e → X(s) + X He : 5.0 × 10-10(Te×11605/300)
-0.5 
Ne : 1.7 × 10
-8
(Te×11605/300)
-0.43
  
Ar : 9.1 × 10
-8
(Te×11605/300)
-0.67 
Xe : 3.7 × 10
-9
(Te×11605/300)
-0.5
 
a 
[55] 
[55] 
[56] 
a : assume 
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O understand the RF ICP discharges, some important characteristics were described such 
as the effective collision frequency, the heating mechanism, and the power transferred to 
the plasma electrons. For the electrical conductivity, the effective collision frequency and the 
effective RF driving frequency were calculated as function of the pressure and the electron 
temperature in RF discharge. Using this value the electromagnetic field components of a 
planar ICP reactor were given with analytical expressions to calculate the transferred power 
to the plasma electrons by the capacitive coupling and the inductive coupling. Finally using 
the transformer model we have shown the plasma impedance, the coil current and voltage. 
To understand the chemical kinetics in the discharge, we have described the global 
model which consists of the particle and the electron energy balance equations. The general 
expression of energy balance for non-Maxwellian electrons was provided.  
The basic principles of some methods of plasma diagnostics used in this study were 
introduced such as optical emission spectroscopy (OES), optical absorption spectroscopy 
(OAS), two-photon absorption laser-induced fluorescence (TALIF) and Langmuir probe. We 
have provided the calculation of ro-vibrational spectra of N2 discharge, and the estimation of 
rotational and vibrational temperature from measured spectra. This technique was applied to 
deduce the gas temperature in discharges containing N2 gas. 
In a low pressure argon discharge, a new method was proposed to improve the precision 
of the pressure-dependent electron temperature calculated by the line ratio method. The 
quantification of the cross-section was investigated experimentally to contain the influencing 
factors in the pressure dependence mainly by radiation trapping. Using the electron energy 
distribution functions (EEDFs) and the electron density from Langmuir probe, we have 
provided the coefficient of the cascade cross-section as a function of the pressure for argon 
4p1 and 4p5. We have shown also the effective electron temperature calculated by the 
corrected cascade cross-section and compare with Langmuir probe. 
 The production of argon excited states in the afterglow of pulse discharge was 
investigated. Experimentally time resolved OES, OAS and Langmuir probe were used to 
measure the emission of highly excited states, metastable atom density, electron density and 
electron temperature. To understand the behavior of the afterglow a time dependent global 
model was developed. We found that during the pulse-on time the electron impact excitation 
and the ionization from the ground state and Ar (3p
5
4s) are the dominant population 
processes for all excited states, while it plays no role in the afterglow since the electron 
temperature decreases abruptly at 10 mTorr and 200 mTorr. The radiative decay is both the 
dominant gain and loss of each state. Also we found during the afterglow the main source of 
all excited states is the three body electron-ion recombination. As a consequence with this 
reaction argon highly excited state can be populated more than during the pulse-on time.  
We have explored the mechanism of E-H mode transition and its hysteresis using global 
model and transformer model. The total absorbed power by plasma electrons and coil current 
were calculated as a function of the electron density at fixed injected power rather than fixed 
coil current as previously shown in the literature. We found that the transition is due to 
difference of absorbed power between E and H mode. Moreover the calculation results show 
that existence of inaccessible region between E and H mode, as well as threshold coil current 
and minimum absorbed power for the H mode.  
T 
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The dissociation of the nitrogen molecule in an Ar-N2 ICP discharge was studied both 
experimentally and theoretically. Using TALIF we found an increase of the dissociation rate 
in highly Ar-diluted region. A global (volume averaged) model was developed to understand 
the behavior of the Ar-N2 discharge. The calculated results were compared with the measured 
results, obtaining reasonably good agreement. In pure nitrogen discharge we found that the N 
atoms are mainly created by electron impact dissociation at low pressure (20 mTorr) while it 
is due to metastable-metastable pooling dissociation at high pressure (200 mTorr). In Ar-N2 
discharge, the N atom density increases despite less amount of N2 molecule in highly Ar-
diluted region at 200 mTorr. From the model we found that charge transfer from Ar
+
 to N2 is 
an important source of nitrogen dissociation in Ar-N2 discharge. 
We have developed the global model of He, Ne, Ar and Xe discharges to calculate the 
electron temperature and the electron density. The calculated results compared with 
experiments and discuss the dominant creation sources and the routes of loss for electron and 
metastable atoms as function of pressure. And the transformer model was used to calculate 
the electrical properties of He, Ne, Ar and Xe discharges.  
In the present study we have investigated the characteristics of low pressure inductively 
coupled plasma discharges, both physically and on a chemical point of view, using theoretical 
modeling and experimental diagnostic methods for plasma processing. Even though this work 
is only a first step for utilization of the integrated diagnostic methods (modeling and 
experiment), we believe that it can be helpful to understand the ICP discharges. Moreover 
this method can be furthermore developed for various actual processing such as etching, ion 
implantation, PECVD and sputtering. 
 
  
  
 
Appendix  
Electromagnetic fields in TCP reactor 
 
Figure A.1 shows a schematic diagram of a planar inductive coupled plasma source. The 
cylindrical coordinate system (r, θ, z) is used in this study. The bottom of the chamber is 
located at z = 0, the bottom of the dielectric window at z = L and the plane of the induction 
coil is at z = L + D. The power is transferred by a capacitive (left-hand side) and an inductive 
coupling (right-hand side) as shown in figure A.1. The transferred power by each coupling 
can be calculated from Maxwell‟s equations. 
In this study the electromagnetic fields in the ICP reactor are divided into two regions; 0 
< z < L and L < z < L+D. The planar induction coil excites RF magnetic fields Br, Bθ and Bz, 
which are respectively the radial, azimuthal and axial components and the corresponding 
components of RF electric fields Er, Eθ and Ez. The electromagnetic field components of Bθ, 
Er and Ez are capacitively coupled with plasma electrons while the remaining filed 
components Eθ, Br and Bz are inductively coupled. The general Maxwell‟s equations, if we 
assume time variation of the field exp(jωt) (for example, E(r,θ,z,t) = E(r,θ,z)exp(jωt)), are 
given as follows; 
 
Figure A.1 A schematic diagram of the planar ICP reactor used in this study. 
r
z
θ
R
L
D
Ecap = {Er(r,z), 0, Ez(r,z)}
Bcap = {0, Bθ(r,z), 0}
Eind = {0, Eθ(r,z), 0}
Bind = {Br(r,z), 0, Bz(r,z)}
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 0 E   (A.1) 
 0 B   (A.2) 
 j  E B   (A.3) 
 0 0j   B J E  (A.4) 
 pJ E  (A.5) 
where ω is the RF frequency, μ0 is the permeability of free space, ε is the absolute dielectric 
constant for each region, and ζp is the plasma conductivity. 
 
A.1 Capacitive coupled discharge 
Within the plasma and the dielectric window, equation (A.4) can be re-written as 
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for 0 < z < L 
 
for L < z ≤ L+D 
(A.6) 
where εr is the dielectric constant of the quartz window, and εp is the relative dielectric 
constant of the plasma given by 
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where ωpe is the plasma oscillation frequency given by  
1 2
2
0pe e ee n m  and ν is the 
electron collision frequency. 
In the plasma (0 < z < L), Bθ satisfies the following equations: 
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In the dielectric window (L < z < L+D), we have  
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Equations (A.8) and (A.11) can be solved using the method of separation of variables, we 
have 
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where  
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 (A.18) 
By means of perfect conductor boundary conditions, we assume that the tangential electric 
field component and normal magnetic field component at the wall are equal to zero; that is, 
Ez(R,z) = 0 and Er(r,0) = 0. This leads to J0(λnR) = 0, which gives us a set of eigenvalues for λ 
given by 
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where 
 0
nx is the zeros of the zero order Bessel function, J0(
 0
nx ) = 0. It also follows that Ac = 
Bc. Using these results in equations (A.14)-(A.16), we obtain the following solutions. 
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(A.22) 
At the interface of z = L, which is between the plasma region and dielectric window, the 
tangential component of the electric field, Er, is continuous while εrEz(r,L+) = εpEz(r,L−). 
These boundary conditions lead to the following set of equations for the coefficients Acn, Bcn 
and Ccn: 
      exp exp sinhp n cn n cn n r n cn ns C s L D s L q A q L       (A.23) 
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(A.25) 
Equations (A.23)-(A.25) yield the following solutions for Acn, Ccn and Dcn in terms of un: 
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(A.29) 
where E0 is the constant amplitude of electric field in the radial direction given by E0 = V / R, 
where V is the voltage across the RF coil. 
 
A.2 Inductive coupled discharge 
Maxwell‟s equation (A.3) can be re-written as: 
   20 pj     E E = E  (A.30) 
where the plasma conductivity ζp and α are given by 
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Equations (A.3) and (A.30) yield the following three scalar equations for Eθ, Br and Bz: 
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Equations (A.33) can be solved using the method of separation of variables, we have 
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where  
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where 
 1
nx is the zeros of the first order Bessel function, J1(
 1
nx ) = 0.  
At z = L+D, the boundary conditions are 
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 2 1r rH H K 
 
(A.43) 
where Kθ is the surface current which is related to the RF current given by 
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where N is the number of turns of the induction coil. Also the tangential electric field should 
be continuous: 
    , ,E r L D E r L D            (A.45) 
At z = L, which means the boundary between the quartz window and the plasma, the 
tangential electric field and the normal magnetic field are continuous: 
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(A.47) 
At the interface between the plasma and the chamber wall, the tangential electric field and the 
normal magnetic field should be zero. 
Using these boundary conditions, equations (A.36)-(A.38) can be re-written as: 
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where 
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Resumé 
 
Les plasmas froids basse pression à couplage inductif (ICP) ont été étudiés dans différents 
gaz (Ar, Xe, Kr, Ne et N2) d’un point de vue cinétique et électrique en utilisant des méthodes 
de diagnostics des plasmas et en développant des modèles physiques de la décharge. Afin de 
mieux comprendre la cinétique chimique dans ces différents gaz et mélanges, un modèle 
global 0D a été développé. Un modèle électrique de la décharge a également été développé 
afin de mettre en évidence les propriétés électriques de ce type de décharge. Différentes 
méthodes de diagnostics des plasmas ont été utilisées telles que les sondes de Langmuir, la 
spectroscopie d’émission optique, la spectroscopie d’absorption et la fluorescence induite par 
laser. Une nouvelle méthode a été développée afin d’améliorer la précision de la 
détermination de la température des électrons à partir de la méthode du rapport de raies en 
fonction de la pression. Cette méthode a été comparée à des mesures effectuées par sonde de 
Langmuir. Expérimentalement, la production d’atomes d’argon dans un état hautement excité 
dans une décharge pulsée a été mis en évidence. Par confrontation avec les résultats du 
modèle global, nous avons montré que cette espèce était majoritairement créée en post-
décharge par la recombinaison électron-ion à trois corps. La dissociation de la molécule 
d’azote a également été étudiée dans des mélanges Ar-N2. Nous avons montré qu’en plasma 
de N2, les atomes d’azote sont majoritairement créés par dissociation par impact électronique 
sur N2 à faible pression tandis que la dissociation par impact entre états métastables de N2 est 
majoritaire à haute pression. Dans les plasmas de mélange Ar-N2, nous avons montré que la 
recombinaison dissociative responsable de la production de N dépend fortement de la 
réaction de transfert de charges entre les ions argon et les molécules d’azote. 
