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AN OPTIMAL PIECEWISE CUBIC NONCONFORMING FINITE ELEMENT
SCHEME FOR THE PLANAR BIHARMONIC EQUATION ON GENERAL
TRIANGULATIONS
SHUO ZHANG
Abstract. This paper presents a nonconforming finite element scheme for the planar biharmonic
equation which applis piecewise cubic polynomials (P3) and possesses O(h
2) convergence rate in
energy norm on general shape-regular triangulations. Both Dirichlet and Navier type boundary
value problems are studied. The basis for the scheme is a piecewise cubic polynomial space, which
can approximate the H4 functions with O(h2) accuracy in broken H2 norm. Besides, an equivalence
(∇2
h
·,∇2
h
·) = (∆h ·,∆h ·), which is usually not true for nonconforming finite element spaces, is
proved on the newly designed spaces.
The finite element space does not correspond to a finite element defined with Ciarlet’s triple;
however, a set of locally supported basis functions of the finite element space is still figured out.
The notion of the finite element Stokes complex plays an important role in the analysis and also the
construction of the basis functions.
1. Introduction
In order to obtain a simpler interior structure, in the study of the numerical analysis of partial
differential equations, lower-degree polynomials are often expected to be used with respect to
the same convergence rate. Finite element schemes with polynomials of degrees not higher than
k for Hm problem that possess convergence rates of O(hk+1−m) in energy norm for solutions in
Hk+1 are called optimal. According to [27], this illustrates both the highest accuracy with respect
to certain degree of polynomials and the smallest shape function space with respect to certain
convergence rate, and is a critical characteristic for the finite element methodology. Motivated by
the fundamental problem aforementioned, this paper concerns the optimal finite element scheme
for the biharmonic equation with piecewise cubic polynomials on general triangulations.
A brief review of relevant works. Papers on optimal schemes can be found focusing mainly
on low-order problems. For the lowest-differentiation-order (H1) elliptic problems, the standard
Lagrangian elements can yield optimal approximation on the simplicial grids of an arbitrary di-
mension. Further, the optimal nonconforming element spaces of k-th degrees are also constructed,
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c.f., e.g., [12], [19], and [11] for the cases k = 1, k = 2, and k = 3, respectively, and [5] for general
k. For higher-differentiation-order (Hm, m > 1) elliptic problems, minimal-degree approximations
have been studied with the lowest accuracy order. Specifically, when the subdivision comprises
simplexes, a systematic family of nonconforming finite elements has been proposed by [39] for Hm
elliptic partial differential equations in Rn for any n > m with polynomials with degree m. Besides,
the constructions of finite element functions that do not depend on cell-by-cell definitions can be
found in [25,32,47], wherein minimal-degree finite element spaces are defined on general quadri-
lateral grids for H1 and H2 problems. In contrast to these existing lowest order researches, the
construction of higher-accuracy-order optimal schemes for higher-differentiation-order problems
is complicated, even for the planar biharmonic problem.
Conforming finite elements for biharmonic equation requires theC1 continuity assumption. It is
well-known that with polynomials of degrees k > 5, spaces of C1 continuous piecewise polynomi-
als can be constructed with local basis. Moreover, these spaces perform optimal approximations of
H2 functions with sufficient smoothness [2,15,28,44,45]. With polynomials of degrees 2 6 k 6 4,
spaces of C1 continuous piecewise polynomials can be shown to provide optimal approximation
when the triangulation is of some special structures, such as the Powell–Sabin and Powell–Sabin–
Heindl triangulations [23, 33, 34], criss-cross triangulations [46], Hsieh–Clough–Tocher triangu-
lation [9], and Sander–Veubeke triangulation [17, 36]. The conditions on the grids can be relaxed,
but they are generally required on at least some part of the triangulation [8, 30, 31]. On general
triangulations, as is shown in [16], optimal approximation cannot be obtained with C1 continu-
ous piecewise polynomials of degree k < 5. It is illustrated in [1] that not all the basis functions
can be determined locally on general grids. We would particularly recall a counterexample that,
as studied in [4, 13, 14], the C1 − P3 scheme is only O(h) order convergent in energy norm on a
triangulation obtained by subdividing a rectangular domain with three groups of parallel lines (cf.
Figure 1), which is even though one of the simplest and most regular triangulations.
Figure 1. On the triangulations of this profile, optimal finite element scheme for
biharmonic equation with piecewise cubic polynomials, conforming or noncon-
forming, is NOT yet known.
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In contrast, a nonconforming finite element methodology, namely, the Morley element [29],
which uses piecewise quadratic polynomials with a convergence rate of O(h), was shown to per-
form optimally for k = 2. However, to the best of our knowledge, optimal piecewise cubic or
quartic finite element schemes (either conforming or nonconforming) for a planar biharmonic
equation with O(h2) or O(h3) convergence rate have not been discovered. We remark that several
O(h2) ordered finite element methods are designed with piecewise cubic polynomials enriched
with higher-degree bubbles (e.g., [21, 38]). As the degrees of the functions exceed three, these
methods are not considered optimal here. For a biharmonic problem in higher dimensions and
other problems with higher orders, bigger difficulties can be expected.
Main results of the present paper. In this paper, a space B3
h
is constructed with piecewise cubic
polynomials, whose subspaces B3
ht
and B3
h0
are proved to provide optimal approximation of H2∩H1
0
and H2
0
, respectively. Finite element schemes that apply the two subspaces to the biharmonic
equation with Navier and Dirichlet boundary conditions, respectively, are nonconforming, but the
consistency errors are both of O(h2) order. Thus the finite element schemes are optimal, and the
optimality can be proved on any shape regular grids on both convex and nonconvex polygonal
domains.
Further, for any two functions wh, vh ∈ B
3
ht
, it can be proved that (∇2
h
wh,∇
2
h
vh) = (∆hwh,∆hvh),
which is seldom true for nonconforming finite elements. This property makes the finite element
spaces fit for the discretization of biLaplacian operator ∆A∆ with varying coefficientA.
Two approaches of implementing the schemes are suggested. One is to figure out their local
basis functions: the finite element scheme does not correspond to a finite element in Ciarlet’s
triple; but the finite element spaces do possess local basis functions that each is supported in the
patch of a vertex or the patch of an edge. The other is to decompose the finite element scheme
to three decoupled subproblems, which are either a Poisson system or a Stokes system, to solve
sequentially. Note that the optimal solvers for discrete Poisson system and Stokes problem have
been very well developed, and the latter approach suggests indeed a method to solve the finite
element problem with optimal cost.
Main technical ingredient of the present paper. For the nonconforming finite element space B3
h
,
to control the consistency error, sufficient restrictions on the interfacial continuity have to be im-
posed across the edges of the cells. However, the constraints on the continuity are overdetermined
in comparison to local shape functions; hence, the global finite element space do not correspond
to a local finite element defined with Ciarlet’s triple. The functions can be viewed as nonsmooth
splines. Consequently, several challenges arise in both theoretical analysis and practical imple-
mentation, even on counting the dimension of the space. To avoid these challenges, in this paper,
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indirect methods are adopted; namely, the construction and utilization of discretized Stokes com-
plexes constitute the bulk of the task in the construction of the space and schemes. This indirect
approach is viewed as the main ingredient of the paper.
Discretized Stokes complexes are finite element analogs of the 2D Stokes complexes (or the de
Rham complex with enhanced regularity), which read corresponding to the boundary condition:
(1) 0
inclusion
−−−−−−→ H2
0
∇
−→ (H1
0
)2
rot
−→ L2
0
∫
·
−→ 0.
and
(2) 0
inclusion
−−−−−−→ H2 ∩ H10
∇
−→ (H1)2 ∩ H0(rot)
rot
−→ L20
∫
·
−→ 0.
In the complex, the combination of the successive two operators vanish, and the kernel of the latter
one is exactly the range of the former one. The finite element complexes have been widely used
for stability analysis (c.f. [3]), and, in this paper, the important role they play is four-folded:
(1) It is used for approximation analysis. We construct two discretized Stokes complexes
that start with finite element spaces B3
h0
and B3
ht
, respectively, for H2 and estimates the
approximation error of B3
h0
(B3
ht
) by estimating the discretization error of the auxiliary finite
element discretization of the Stokes problem. This way, we prove the O(h2) approximation
accuracy of B3
h0
(B3
ht
) in energy norm for H4 functions. Moreover, the proof does not require
a convexity assumption on the domain.
(2) Different from existing nonconforming finite elements such as the Morley element, for
wh, vh ∈ B
3
ht
, (∇2
h
wh,∇
2
h
vh) = (∆hwh,∆hvh), the operations done cell by cell. This makes the
finite element suitable for, e.g., ∆A∆ with varying coefficient A; see [41] for a practical
application. This property is, once again, proved by the aid of the discretized Stokes
complex.
(3) Further, though the finite element space does not correspond to a finite element defined
in Ciarlet’s triple, the finite element spaces do admit a set of basis functions, each of
which is supported in a patch of a vertex or a patch of an edge. Again, the discretized
Stokes complexes play crucial roles in proving the existence of the locally supported basis
functions.
(4) Finally, we remark, beyond bringing ease in constructing and analyzing the schemes, the
discretized Stokes complex is also helpful to the implementation and numerical solution of
the systems by the aid of the discretized Poisson and discretized Stokes systems; we also
refer to [18, 20, 24, 35, 42, 43, 50] for relevant discussions.
Bibliographic remark. This paper collects some original results from the unpublished arXiv
preprints 1805.03851( [48]) authored by the same author as the present paper.
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Organization of the paper. The remaining of the paper is organized as follows. Section 2 presents
some finite element spaces and finite element complexes. Section 3 presents two optimal noncon-
forming finite element schemes, including the construction, theoretical analysis, for the two kinds
of boundary value problems, respectively. Two approaches of implementation are given in Section
4. Finally, in Section 5, some conclusions and further discussions are given.
2. Finite element spaces and finite element complexes
2.1. Preliminaries. In what follows, we use Ω to denote a simply connected polygonal domain,
and ∇, curl, div, rot, and ∇2 to denote the gradient operator, curl operator, divergence opera-
tor, rot operator, and Hessian operator, respectively. As usual, we use H2(Ω), H20(Ω), H
1(Ω),
H1
0
(Ω), H(rot,Ω), H0(rot,Ω), and L
2(Ω) to denote certain Sobolev spaces, and specifically, denote
L20(Ω) := {w ∈ L
2(Ω) :
∫
Ω
wdx = 0}, H
˜
1
0
(Ω) := (H1
0
(Ω))2, and H
˜
1
t (Ω) = (H
1(Ω))2∩H0(rot,Ω). Fur-
thermore, we denoted vector-valued quantities by “
˜
”, while v
˜
1 and v
˜
2 denote the two components
of the function v
˜
. We use (·, ·) to represent L2 inner product, and 〈·, ·〉 to denote the duality between
a space and its dual. Without ambiguity, we use the same notation 〈·, ·〉 for different dualities, and
it can occasionally be treated as L2 inner product for certain functions. We use the subscript “ ·h ” to
denote the dependence on triangulation. In particular, an operator with the subscript “ ·h ” indicates
that the operation is performed cell-by-cell. Finally, =∼ denotes equality up to a constant. The
hidden constants depend on the domain, and when triangulation is involved, they also depend on
the shape regularity of the triangulation, but they do not depend on h or any other mesh parameter.
Let Th be a shape-regular triangular subdivision of Ω with mesh size h, such that Ω = ∪T∈ThT .
Denote by Eh, E
i
h
, Eb
h
, Xh, X
i
h
, Xb
h
and Xc
h
the set of edges, interior edges, boundary edges, vertices,
interior vertices, boundary vertices and corners, respectively. For any edge e ∈ Eh, denote by ne
and te the unit normal and tangential vectors of e, respectively, and denote by ~·e the jump of a
given function across e; if particularly e ∈ Eb
h
, ~·e stands for the evaluation of the function on e.
The subscript ·e can be dropped when there is no ambiguity brought in.
Denote
X
b,+1
h
:= {a ∈ Xih, a is connected to X
b
h by e ∈ E
i
h}, and X
i,−1
h
:= Xih \ X
b,+1
h
;
further, denote with X
i,−(k−1)
h
, ∅,
X
b,+k
h
:= {a ∈ X
i,−(k−1)
h
, a is connected to X
b,+(k−1)
h
by e ∈ Eih}, and X
i,−k
h
:= X
i,−(k−1)
h
\ X
b,+k
h
.
The smallest k such that X
i,−(k−1)
h
= X
b,+k
h
is called the number of levels of the triangulation.
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For a triangle T , we use Pk(T ) to denote the set of polynomials on K of degrees not higher than
k. In a similar manner, Pk(e) is defined on an edge e. We define P
˜
k(T ) = Pk(T )
2 and similarly is
P
˜
k(e) defined. We use ai, i = 1, 2, 3 for the vertices of T in an anticlockwise order, ei, i = 1, 2, 3
for the edges opposite to ai, respectively, and λi, i = 1, 2, 3 the barycentric coordinates.
Also, we denote basic finite element spaces by
• Lk
h
:= {w ∈ H1(Ω) : w|T ∈ Pk(T ), ∀T ∈ Th}, L
k
h0
:= Lk ∩ H10(Ω), k > 1;
• Pk
h
:= {w ∈ L2(Ω) : w|T ∈ Pk(T )}, P
k
h0
:= Pk
h
∩ L2
0
(Ω), k > 0;
• S
˜
k
h
:= (Pk
h
)2 ∩ H
˜
1(Ω), k > 1, S
˜
k
ht
:= S
˜
k
h
∩ H0(rot,Ω) and S
˜
k
h0
:= S
˜
k
h
∩ H
˜
1
0(Ω);
• G
˜
k
h
:= {v
˜
∈ (Pk
h
)2 :
∫
e
pe~v
˜
j = 0, ∀ pe ∈ Pk−1(e), ∀ e ∈ E
i
h
, j = 1, 2}, k > 1, G
˜
k
ht
:= {v
˜
∈
G
˜
k
h
:
∫
e
pev
˜
· te = 0, ∀ e ∈ E
b
h
and pe ∈ Pk−1(e)}, and G
˜
k
h0
:= {v
˜
∈ G
˜
k
h
:
∫
e
pev
˜
j = 0, ∀ e ∈
Eb
h
and pe ∈ Pk−1(e), j = 1, 2}.
Namely, S
˜
k
h
consists of continuous functions, andG
˜
k
h
consists of (k−1)th order moment-continuous
functions. Particularly, the space G
˜
2
h
corresponds to the famous Fortin-Soulie element [19]. The
following stability result is well-known.
Lemma 1. [19] There exists a generic constant C depending on the domain and the regularity of
the grid, such that
(3) sup
v
˜
h∈G
˜
2
h0
,‖∇hv
˜
h‖0,Ω=1
(divhv
˜
h, qh) > C‖qh‖0,Ω, ∀ qh ∈ P
1
h0.
Remark 2. By the symmetry between the two components of H
˜
1(Ω), Lemma 1 remains true when
“divh” is replaced by “roth.”
Denote B
˜
2
h0
:= {φ
˜
h : (φ
˜
h|T )
j ∈ span{(λ2
1
+ λ2
2
+ λ2
3
) − 2/3}, j = 1, 2, ∀T ∈ Th} and evidently the
first order moments of φ
˜
h vanish along any edge of Th. Then G
˜
2
h0
= S
˜
2
h0
⊕ B
˜
2
h0
(c.f. [19]). Also
G
˜
2
ht
= S
˜
2
ht
⊕ B
˜
2
h0
. Note that, as is known, G
˜
2
h
= S
˜
2
h
+ B
˜
2
h0
is not a direct sum. The decomposition
can be generalized to even k (c.f. [5]).
Lemma 3. For any w
˜
h, v
˜
h ∈ G
˜
2
ht
, it holds that
(4) (∇hw
˜
h,∇hv
˜
h) = (divhw
˜
h, divhv
˜
h) + (rothw
˜
h, rothv
˜
h).
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Proof. Firstly, (4) holds for any w
˜
h, v
˜
h ∈ S
˜
2
ht
⊂ H
˜
1
t (Ω). Secondly, (4) holds for any w
˜
h ∈ G
˜
2
ht
and
v
˜
h ∈ Bh0; actually, for any K ∈ Th,
∫
K
∇w
˜
h : ∇v
˜
h = −
∫
K
∆w
˜
hv
˜
h +
∫
∂K
∂nw
˜
hv
˜
h = −
∫
K
∆w
˜
hv
˜
h = −
∫
K
(∇div + curlrot)w
˜
hv
˜
h
= −
∫
K
(∇div + curlrot)w
˜
hv
˜
h +
∫
∂K
(divw
˜
hv
˜
h · n + rotw
˜
hv
˜
h · t) =
∫
K
divw
˜
hdivv
˜
h +
∫
K
rotw
˜
hrotv
˜
h;
here we have used the fact that ∂nw
˜
h, divw
˜
h and rotw
˜
h are all linear polynomials along the edges
of K and that the first order moments of v
˜
h vanish along the edges of K.
Now, given w
˜
h, v
˜
h ∈ G
˜
2
ht
, there exist uniquely w
˜
1
h
, v
˜
1
h
∈ S
˜
2
ht
and w
˜
2
h
, v
˜
2
h
∈ B
˜
2
h0
, such that
w
˜
h = w
˜
1
h + w
˜
2
h, and v
˜
h = v
˜
1
h + v
˜
2
h.
Thus
(∇hw
˜
h,∇hv
˜
h) = (∇hw
˜
1
h,∇hv
˜
1
h) + (∇hw
˜
1
h,∇hv
˜
2
h) + (∇hw
˜
2
h,∇hv
˜
1
h) + (∇hw
˜
2
h,∇hv
˜
2
h),
and (divhw
˜
h, divhv
˜
h) + (rothw
˜
h, rothv
˜
h) can be decomposed to four corresponding parts. Then (4)
can be established for every pair of the parts, and the proof is completed. 
Remark 4. It is known that (4) holds for H
˜
1
t functions but in general not for nonconforming finite
element functions (such as the Crouzeix-Raviart element functions). This lemma reveals that the
nonconforming space G
˜
2
ht
is in some sense like a conforming one.
2.2. An auxiliary finite element Stokes complex. Given a grid Th, define
• A3
h
:= {wh ∈ L
2(Ω) : wh|T ∈ P3(T );wh(a) is continuous at a ∈ Xh};
• A3
h0
:= {wh ∈ A
3
h
: wh(a) = 0 at a ∈ X
b
h
};
• G
˜
2,r
h
:= {v
˜
∈ (P2
h
)2;
∫
e
~v
˜
· te = 0, ∀ e ∈ E
i
h
};
• G
˜
2,r
h0
:= {v
˜
∈ G
˜
2,r
h
,
∫
e
v
˜
· te = 0, ∀ e ∈ E
b
h
}.
Lemma 5. A finite element complex is given by
(5) 0
inclusion
−−−−−−→ A3
h0
∇h
−→ G
˜
2,r
h0
roth
−−→ P1
h0
∫
·
−→ 0.
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Proof. We adopt the standard counting technique.
Firstly, by Lemma 1, P1
h0
= rothG
˜
2
h0
⊂ rothG
˜
2,r
h0
⊂ P1
h0
. Secondly, ∇hA
3
h0
⊂ {v
˜
h ∈ G
˜
2,r
h0
: rothv
˜
h = 0}.
Thus we only have to check if dim(∇hA
3
h0
) + dim(P1
h0
) = dim(G
˜
2,r
h0
), which can be verified by
observing that dim(A3
h0
) = #(Xi
h
)+ 7#(Th), dim(G
˜
2,r
h0
) = #(Ei
h
)+ 9#(Th) and dim(P
˜
1
h0
) = 3#(Th)− 1,
and by the Euler formula. The proof is completed. 
2.3. Finite element spaces for H2 and discretized Stokes complexes. Define
B3h := {v ∈ P
3
h : v is continuous at a ∈ Xh;
∫
e
~v = 0, and
∫
e
pe~∂nv = 0,∀ pe ∈ P1(e), ∀ e ∈ E
i
h},
B3ht := {v ∈ B
3
h : v(a) = 0, a ∈ X
b
h;
∫
e
v = 0, ∀ e ∈ Ebh},
and
B3h0 := {v ∈ B
3
ht :
∫
e
pe∂nv = 0, ∀ pe ∈ P1(e), ∀ e ∈ E
b
h}.
According to the boundary conditions on B3
h0
, we can recognize them as for H2 problems.
Remark 6. Note that, given vh ∈ B
3
h
, on every cell, vh is embedded in 12 restrictions. We can not
expect B3
h
correspond to a finite element defined with Ciarlet’s triple.
Lemma 7. B3
ht
= {wh ∈ A
3
h0
: ∇hwh ∈ G
˜
2
ht
}, and B3
h0
= {wh ∈ A
3
h0
: ∇hwh ∈ G
˜
2
h0
}.
Proof. Firstly, by an elementary calculus, the continuity restriction of B3
h
implies that
∫
e
pe~∂tvh =
0 for any pe ∈ P1(e), any e ∈ E
i
h
and any vh ∈ B
3
h
. Also,
∫
e
pe∂tvh = 0 for any p3 ∈ P1(e), any
e ∈ Eb
h
and any vh ∈ B
3
ht
.
By the definitions of B3
h0
and A3
h0
, B3
h0
⊂ {wh ∈ A
3
h0
: ∇wh ∈ G
˜
2
h0
}. On the other hand, given
wh ∈ A
3
h0
such that ∇hwh ∈ G
˜
2
h0
, then
∫
e
~∂newhpe =
∫
e
~∂tewhpe = 0 for any e ∈ Eh and pe ∈ P1(e).
This implies wh ∈ B
3
h0
. Namely B3
h0
= {wh ∈ A
3
h0
: ∇hwh ∈ G
˜
2
h0
}. Similarly can B3
ht
= {wh ∈ A
3
h0
:
∇hwh ∈ G
˜
2
ht
} be proved, and all the proof is completed. 
Lemma 8. It holds for wh, vh ∈ B
3
ht
that
(6) (∇2hwh,∇
2
hvh) = (∆hwh,∆hvh).
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Proof. By Lemma 3, as ∇hB
3
ht
⊂ G
˜
2
ht
,
(∇2hwh,∇
2
hvh) = (divh∇hwh, divh∇hvh) + (roth∇hwh, roth∇hvh) = (∆hwh,∆hvh), ∀wh, vh ∈ B
3
ht.
The proof is completed. 
Remark 9. The lemma reveals that the functions in B3
ht
possess some property like the H2 con-
forming functions.
Theorem 10. Two discretized Stokes complexex are given by
(7) 0
inclusion
−−−−−−→ B3
h0
∇h
−→ G
˜
2
h0
roth
−−→ P1
h0
∫
·
−→ 0.
and
(8) 0
inclusion
−−−−−−→ B3
ht
∇h
−→ G
˜
2
ht
roth
−−→ P1
h0
∫
·
−→ 0.
Proof. By Lemmas 1, given ph ∈ P
1
h0
, there exists σ
˜
h ∈ G
˜
2
h0
, such that rothσ
˜
h = ph. Further, given
τ
˜
h ∈ G
˜
2
h0
, such that rothτ
˜
h = 0, by Lemma 5, there exists wh ∈ A
3
h0
, such that τ
˜
h = ∇hwh. Further,
by Lemma 7, wh ∈ B
3
h0
. Therefore, (7) is proved. Similarly can (8) be proved. 
Remark 11. A key feature for the proof of Theorem 10 is to construct a bigger finite element
complex to cover, e.g., (7); this is accomplished by Lemma 5, where a finite element complex is
constructed where the same piecewise polynomial space with lower regularity is used correspond-
ing to (7). A dual way can be to use bigger piecewise polynomial space with the same regularity.
A different proof of (7) can be found along this line in [48].
3. Optimal nonconforming finite element schemes for biharmonic equation
We consider the biharmonic equation with f ∈ L2(Ω):
(9) Dirichlet type
{
∆2u = f inΩ,
u = ∂nu = 0, on ∂Ω,
and
(10) Navier type
{
∆2z = f inΩ;
z = ∆z = 0, on ∂Ω.
The variational problems are respectively
• to find u ∈ H2
0
(Ω) such that
(11) (∇2u,∇2v) = ( f , v), ∀ v ∈ H20(Ω),
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• to find z ∈ H2(Ω) ∩ H10(Ω), such that
(12) (∇2z,∇2v) = ( f , v), ∀ v ∈ H2 ∩ H10(Ω).
In this section, we consider the nonconforming finite element discretization for them:
• find uh ∈ B
3
h0
such that
(13) ah(uh, vh) := (∇
2
huh,∇
2
hvh) = ( f , vh), ∀ vh ∈ B
3
h0;
• find zh ∈ B
3
ht
such that
(14) ah(zh, vh) = ( f , vh), ∀ vh ∈ B
3
ht.
By the weak continuity of B3
ht
, | · |2,h (namely, ‖∇
2
h
· ‖0,Ω) is a norm on B
3
ht
, and (13) and (14) are
well-posed.
The main result of this section is contained in the theorem below.
Theorem 12. Let u, uh, z and zh be solutions of (11) and (13), (12), and (14), respectively. Then,
with a generic constant C depending on Ω and the regularity of the grid only, it holds for u, z ∈
Hm(Ω), m = 3, 4, that
(15) ‖∇2h(u − uh)‖0,Ω 6 C(h
m−2|u|m,Ω + h
2‖ f ‖0,Ω).
and
(16) ‖∇2h(z − zh)‖0,Ω 6 C(h
m−2|z|m,Ω + h
2‖ f ‖0,Ω).
Moreover, when Ω is convex,
(17) ‖∇h(u − uh)‖0,Ω 6 C(h
m−1|u|m,Ω + h
3‖ f ‖0,Ω),
and
(18) ‖∇h(u − uh)‖0,Ω 6 C(h
m−2+δ|u|m,Ω + h
3‖ f ‖0,Ω), 1/2 < δ 6 1.
When Ω is specifically a rectangle, δ = 1.
We postpone the proof of Theorem 12 after some technical lemmas.
3.1. Approximation property of B3
h0
. First of all, we define an interpolator to B3
h0
. Given w ∈
H3(Ω)∩H20(Ω), set ϕ
˜
:= ∇w, then ϕ
˜
∈ H
˜
2(Ω)∩H
˜
1
0(Ω) and rotϕ
˜
= 0. Indeed, (ϕ
˜
, p ≡ 0) solves the
incompressible Stokes equation:
(19)

(∇ϕ
˜
,∇ψ
˜
) + (rotψ
˜
, p) = (−∆ϕ
˜
, ψ
˜
), ∀ψ
˜
∈ H
˜
1
0
(Ω);
(rotϕ
˜
, q) = 0, ∀ q ∈ L20(Ω).
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Now, choose (ϕ
˜
h, ph) ∈ G
˜
2
h0
× P1
h0
such that
(20)

(∇hϕ
˜
h,∇hψ
˜
h) + (rothψ
˜
h, ph) = (−∆ϕ
˜
, ψ
˜
h), ∀ψ
˜
h ∈ G
˜
2
h0
;
(rothϕ
˜
h, qh) = 0, ∀ qh ∈ P
1
h0
.
Then, by Theorem 10, there exists a unique wh ∈ B
3
h0
such that ∇hwh = ϕ
˜
h. This way, we define an
interpolation operator IB
h0
: H3(Ω) ∩ H2
0
(Ω) → B3
h0
by
(21) IBh0w := wh.
Lemma 13. There exists a constant C such that for any w ∈ H2
0
(Ω)∩Hm(Ω), m = 3, 4, it holds for
k = 2 that
(22) |w − IBh0w|
2
k,Ω 6 C
∑
T∈Th
h2m−2kT |w|
2
m,T .
If Ω is convex, then (22) holds for k = 1, 2.
Proof. By definition, the interpolation error of IB
h0
is the discretization error of (20), and (22) can
be obtained by standard technique (with Ω either convex or nonconvex). 
3.2. Approximation of B3
ht
. Again, we firstly define an interpolator to B3
ht
. Given w ∈ H3(Ω) ∩
H10(Ω) such that ∆w|Γ = 0, set ϕ
˜
:= ∇w, then ϕ
˜
∈ H
˜
2(Ω) ∩ H0(rot,Ω), rot ϕ
˜
= 0 and (divϕ
˜
)|Γ = 0.
Indeed, (ϕ
˜
, p ≡ 0) solves the incompressible Stokes equation:
(23)

(∇ϕ
˜
,∇ψ
˜
) + (rotψ
˜
, p) = (−∆ϕ
˜
, ψ
˜
), ∀ψ
˜
∈ H
˜
1(Ω) ∩ H0(rot,Ω);
(rotϕ
˜
, q) = 0, ∀ q ∈ L2
0
(Ω).
Now, choose (ϕ
˜
h, ph) ∈ G
˜
2
ht
× P1
h0
such that
(24)

(∇hϕ
˜
h,∇hψ
˜
h) + (rothψ
˜
h, ph) = (−∆ϕ
˜
, ψ
˜
h), ∀ψ
˜
h ∈ G
˜
2
ht
;
(rothϕ
˜
h, qh) = 0, ∀ qh ∈ P
1
h0
.
Then, by Theorem 10, there exists a unique wh ∈ B
3
ht
such that ∇hwh = ϕ
˜
h. This way, we define an
interpolation operator IB
ht
: H3(Ω) ∩ H10(Ω) → B
3
ht
by
(25) IBhtw := wh.
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Lemma 14. There exists a constant C such that for any w ∈ H10(Ω) ∩ H
m(Ω) such that ∆w|Γ = 0,
m = 3, 4, it holds that
(26) |w − IBhtw|
2
2,Ω 6 C
∑
T∈Th
h2m−4T |w|
2
m,T .
If Ω is convex, then
(27) |w − IBhtw|
2
1,Ω 6 C
∑
T∈Th
h2m−4+κT |w|
2
m,T , with 1 < κ 6 2.
If specifically Ω is rectangle, κ = 2.
Proof. By definition, the interpolation error of IB
ht
is the discretization error of (24), and (26) and
(27) can be obtained by standard technique (with Ω either convex or nonconvex). We only have to
note that the regularity of the auxiliary Stokes problem on convexs domain can be affected under
the boundary condition of this kind. Specifically, we refer to [6] for the full regularity of (10) and
thus of the auxiliary Stokes problem (23) on rectangles. 
3.3. Convergence analysis of the nonconforming scheme. For suitable ϕ and ψ, define the bi-
linear forms
(28) R1h(ϕ, ψ) := (∇
2ϕ,∇2hψ) + (∇∆ϕ,∇hψ),
(29) R2h(ϕ, ψ) := (∇∆ϕ,∇hψ) + (∆
2ϕ, ψ),
and
(30) Rh(ϕ, ψ) := R
1
h(ϕ, ψ) − R
2
h(ϕ, ψ).
Lemma 15. There exists a constant C such that it holds for any ϕ ∈ H20(Ω) ∩ H
k(Ω), wh ∈
B3
h0
+ H20(Ω), and k = 3, 4 that,
(31) R1h(ϕ,wh) 6 Ch
k−2|ϕ|k,Ω‖∇
2
hwh‖0,Ω,
(32) R2h(ϕ,wh) 6 Ch
k−2(|ϕ|k,Ω + h
2‖∆2ϕ‖0,Ω)‖∇
2
hwh‖0,Ω,
Proof. Given e ∈ Eh, by the definition of B
3
h0
,
>
e
pe~∂newhe = 0, pe ∈ P1(e); for the tangential
direction,
>
e
pe~∂tewhe = (pe(Le)~whe(Le) − pe(Re)~whe(Re)) −
>
e
∂te pe~whe = 0. Hence,
(33)
?
e
pe~∇whe = 0
˜
, ∀ pe ∈ P1(e), e ∈ Eh.
Therefore, (31) follows by standard techniques.
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Now, define Π2
h
the nodal interpolation to L2
h0
by
(Π2hw)(a) = w(a), ∀ a ∈ X
i
h;
?
e
(Π2hw) =
?
e
w, ∀ e ∈ Eih.
It is easy to verify that the operator is well-defined. Moreover,
(34)
?
T
c
˜
· ∇(w − Π2hw) = 0, ∀ c
˜
∈ R2 and T ∈ Th, provided w ∈ H
2
0(Ω) + B
3
h0.
By Green’s formula,
(35) (∆2u,Π2hwh) = −(∇∆u,∇Π
2
hwh).
Therefore,
R2h(ϕ,wh) = (∇∆u,∇h(wh − Π
2
hwh)) + (∆
2u,wh − Π
2
hwh) := I1 + I2.
By (34),
I1 = inf
c
˜
∈(P0
h
)2
([
∇∆u − c
˜
]
,∇h(Π
2
hwh − wh)
)
6 C(hk−2|u|k,Ω + h
2‖∆u‖0,Ω)‖∇
2
hwh‖0,Ω.
Further,
I2 6 Ch
2‖∆2u‖0,Ω‖∇
2
hwh‖0,Ω.
Summing all above proves (37). 
Similarly, we have the lemma below.
Lemma 16. There exists a constant C such that it holds for any ϕ ∈ H1
0
(Ω) ∩ Hk(Ω) so that
(∆ϕ)|Γ = 0, wh ∈ B
3
ht
+ H2(Ω) ∩ H1
0
(Ω) and k = 3, 4 that,
(36) R1h(ϕ,wh) 6 Ch
k−2|ϕ|k,Ω‖∇
2
hwh‖0,Ω,
(37) R2h(ϕ,wh) 6 Ch
k−2(|ϕ|k,Ω + h
2‖∆2ϕ‖0,Ω)‖∇
2
hwh‖0,Ω.
Proof of Theorem 12. The proof follows a similar approach as the one in [37], with some technical
modifications. By Strang lemma,
‖∇2h(u − uh)‖0,Ω =∼ inf
vh∈B
3
h0
‖∇2h(u − vh)‖0,Ω + sup
vh∈B
3
h0
\{0}
(∇2u,∇2
h
vh) − ( f , vh)
‖∇2
h
vh‖0,Ω
.
The approximation error estimate follows by Lemma 13. By Lemma 15,
(∇2u,∇2hvh) − ( f , vh) = (∇
2u,∇2hvh) − (∆
2u, vh) = Rh(u, vh) 6 Ch
2|u|4,Ω‖∇
2
hvh‖0,Ω,
which completes the proof of (15).
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Now, we turn our attention to the proof of (17) for convex Ω. Denote uΠ
h
= IB
h0
u. Then, by
Lemma 13, ‖∇
j
h
(u− uΠ
h
)‖0,Ω 6 Ch
4− j|u|4,Ω, j = 1, 2. Denote by Π
1
h
the nodal interpolation ontoL1
h0
,
then Π1
h
(uΠ
h
− uh) ∈ H
1
0
(Ω). Set ϕ ∈ H3(Ω) ∩ H2
0
(Ω) such that
(∇2ϕ,∇2v) = (∇Π1h(u
Π
h − uh),∇v), ∀ v ∈ H
2
0(Ω),
then when Ω is convex, ‖ϕ‖3,Ω =∼ ‖Π
1
h
(uΠ
h
− uh)‖1,Ω. By Green’s formula,
‖∇Π1h(u
Π
h − uh)‖
2
0,Ω = −(∇∆ϕ,∇Π
1
h(u
Π
h − uh)) = −(∇∆ϕ,∇Π
1
h(u
Π
h − u)) − (∇∆ϕ,∇Π
1
h(u − uh))
= (∇∆ϕ · ∇(Id − Π1h)(u
Π
h − uh)) − (∇∆ϕ · ∇(u
Π
h − u)) − (∇∆ϕ · ∇(u − uh)) := I1 + I2 + I3.
Further, set ϕΠ
h
= IB
h0
ϕ, and
I3 = (∇
2ϕ,∇2h(u−uh))+R
1
h(ϕ, u−uh) = −(∇
2
h(ϕ−ϕ
Π
h ),∇
2
h(u−uh))−(∇
2
hϕ
Π
h ,∇
2
h(u−uh))+R
1
h(ϕ, u−uh)
= −(∇2h(ϕ − ϕ
Π
h ),∇
2
h(u − uh)) + Rh(u, ϕ − ϕ
Π
h ) + R
1
h(ϕ, u − uh).
Therefore, ‖∇Π1
h
(uΠ
h
−uh)‖
2
0,Ω
6 C|ϕ|3,Ω(h
m−1|u|m,Ω+h
3‖∆2u‖0,Ω), and ‖∇Π
1
h
(uΠ
h
−uh)‖0,Ω 6 C(h
m−1|u|m,Ω+
h3‖∆2u‖0,Ω). Finally,
‖∇h(u − uh)‖0,Ω 6 ‖∇h(u − u
Π
h )‖0,Ω + ‖∇h(u
Π
h − uh)‖0,Ω
6 ‖∇h(u − u
Π
h )‖0,Ω + ‖∇h[(u
Π
h − uh) − Π
1
h(u
Π
h − uh)]‖0,Ω + ‖∇Π
1
h(u
Π
h − uh)‖0,Ω
6 C(hm−1|u|m,Ω + h
3‖∆2u‖0,Ω).
The proof of (18) and (16) is basically the same. The convergence rate for the H1 norm of the
error is slightly lost due to the lost of the regularity of the model problem (9) on general convex
polygons. The proof is completed. 
3.4. A variant formulation for bi-Laplacian equation with varying coefficient. The bi-Laplacian
equation ∆(A∆u) = f , where A is a non-constant coefficient with positive lower and upper
bounds, is frequently dealt with in applications. The equation arises in, e.g., the Helmholtz trans-
mission eigenvalue problem in acoustics (c.f., e.g., [10,26,40]). The variational problem is to find
u ∈ H20(Ω) such that
(38) (A∆u,∆v) = ( f , v), ∀ v ∈ H20(Ω).
Correspondingly, we consider the nonconforming finite element discretization:
find uh ∈ B
3
h0
such that
(39) a˜h(uh, vh) := (A∆huh,∆hvh) = ( f , vh), ∀ vh ∈ B
3
h0.
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Lemma 17. The finite element problem (39) admits a unique solution.
Proof. By Lemma 8, the bilinear form a˜h(·, ·) is coercive on B
3
h0
with respect to the norm | · |2,h.
The well-posedness of (39) follows by Lax-Milgrem lemma. The proof is completed. 
Similar to Theorem 12, we can establish and prove the theorem below.
Theorem 18. Let u and uh be solutions of (38) and (39), respectively. Then, with a generic
constant C depending onA,Ω and the regularity of the grid only, it holds for u ∈ Hm(Ω), m = 3, 4,
that
(40) ‖∇2h(u − uh)‖0,Ω 6 C(h
m−2|u|m,Ω + h
2‖ f ‖0,Ω).
Moreover, when Ω is convex,
(41) ‖∇h(u − uh)‖0,Ω 6 C(h
m−1|u|m,Ω + h
3‖ f ‖0,Ω).
Remark 19. For the bi-Laplacian equation with non-constant coefficient A, the finite element
scheme of the formulation (39) is a natural alternative. When the formulation (39) is used on, e.g.,
the Morley element, however, the scheme is not well-posed without extra stabilisations. Higher
regularity of B3
h0
here makes it fit for the formulation (39).
Remark 20. Similarly, by Lemma 8, a bilinear form induced by (A∆h·,∆h·) can be used for
∆(A∆u) = f with Navier type boundary condition.
4. On the implementation of the schemes
In this section, we present two approaches to implement the schemes. One is to figure out the
locally supported basis functions of B3
h0
and B3
ht
, and the other is to decompose the finite element
system to three sub-problems to be solved sequentially. The former approach makes the scheme fit
for the general finite element programing procedure, and the latter approach, as the sub-problems
are Poisson systems and a Stokes system, makes the finite element problems optimally solvable.
4.1. Locally supported basis functions of the finite element spaces.
4.1.1. Structure of weakly rot-free space. Let T be a triangle with ai and ei, i = 1, 2, 3, being its
vertices and edges. Define P
˜
2(rot,w0) := {p
˜
∈ P
˜
2(T ) :
∫
T
rotp
˜
= 0}. Then dim(P
˜
2(rot,w0)) = 11.
Denote
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η
˜
x
ai
: such that η
˜
x
ai
(a j) = (δi j, 0)
⊤;
>
ek
η
˜
x
ai
= 0
˜
; i, j, k = 1, 2, 3;
η
˜
y
ai: such that η
˜
y
ai(a j) = (0, δi j)
⊤;
>
ek
η
˜
y
ai = 0
˜
; i, j, k = 1, 2, 3.
η
˜
ai: such that η
˜
ai(a j) = 0
˜
;
>
ek
η
˜
ai · tek,ai = 1 − δik and
∫
ek
η
˜
ai · nek ,ai = 0, where tek,ai is the
unit tangential vector along ek starting from ai and nek ,ai is the normal direction of ek;
i, j, k = 1, 2, 3;
η
˜
ei: such that η
˜
ei(a j) = 0
˜
;
>
ek
η
˜
ei · τ
˜
ek = 0,
>
ek
η
˜
ei · nek = δik; i, j, k = 1, 2, 3.
The functions form a frame of P
˜
2(rot,w0). Indeed, η
˜
e1 + η
˜
e2 + η
˜
e3 = 0, while we have the lemma
below.
Lemma 21. All η
˜
x
ai
, η
˜
y
ai and η
˜
ei for i = 1, 2, 3 and any two of η
˜
ai among i = 1, 2, 3 form a basis of
P
˜
2(rot,w0).
Analogically, denote S
˜
2
h
(rot,w0) := {v
˜
∈ S
˜
2
h
: (rotv
˜
, q) = 0, ∀ q ∈ P0
h
}, S
˜
2
h0
(rot,w0) := {v
˜
∈ S
˜
2
h0
:
(rotv
˜
, q) = 0, ∀ q ∈ P0
h0
} and S
˜
2
ht
(rot,w0) := {v
˜
∈ S
˜
2
ht
: (rotv
˜
, q) = 0, ∀ q ∈ P0
h0
}.
Meanwhile, for a ∈ Xh, denote by Pa the union of triangles of which a is a vertex, namely the
patch associated with a; for e ∈ Eh, denote by Pe the patch associated with e. Denote, with respect
to a ∈ Xh and e ∈ Eh, functions in S
˜
2
h
as,
ϕ
˜
x
a: such that ϕ
˜
x
a(a) = (1, 0)
⊤; ϕ
˜
x
a(a
′) = 0
˜
on a , a′ ∈ Xh;
>
e′
ϕ
˜
x
a = 0
˜
on e′ ∈ Eh;
ϕ
˜
y
a: such that ϕ
˜
y
a(a) = (0, 1)
⊤; ϕ
˜
y
a(a
′) = 0
˜
on a , a′ ∈ Xh;
>
e′
ϕ
˜
y
a = 0
˜
on e′ ∈ Ei
h
;
ϕ
˜
Pa: such that ϕ
˜
Pa(a
′) = 0
˜
on a′ ∈ Xh;
>
e
ϕ
˜
Pa = 0
˜
on e ∈ Eh and a < e;
>
e
ϕ
˜
Pa · te,Pa = 1 and∫
e
ϕ
˜
Pa · ne,Pa = 0 on e ⊂ Pa and a ∈ e, where te,Pa is the unit tangential vector along e
starting from a and ne,Pa is the anticlockwise normal direction of e with respect to Pa;
ϕ
˜
e: such that
>
e
ϕ
˜
e · τ
˜
e = 0,
>
e
ϕ
˜
e · ne = 1, and ϕ
˜
e vanishes on Ω \ P˚e.
Lemma 22. The set {ϕ
˜
x
a, ϕ
˜
y
a, ϕ
˜
Pa, ϕ
˜
e}a∈Xi
h
, e∈Ei
h
forms a basis of S
˜
2
h0
(rot,w0); namely
(42) S
˜
2
h0(rot,w0) = span{ϕ
˜
x
a}a∈Xih
⊕ span{ϕ
˜
y
a}a∈Xih
⊕ span{ϕ
˜
e}e∈Ei
h
⊕ span{ϕ
˜
Pa}a∈Xih
.
Proof. By direct calculation, the functions ϕ
˜
x
a, ϕ
˜
y
a, ϕ
˜
Pa and ϕ
˜
e all belong to S
˜
2
h0
(rot,w0). By
their definitions, the functions {ϕ
˜
x
a, ϕ
˜
y
a, ϕ
˜
e}a∈Xi
h
, e∈Ei
h
are linearly independent, and the summation
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span{ϕ
˜
Pa}a∈Xih
+ span{ϕ
˜
x
a, ϕ
˜
y
a, ϕ
˜
e}a∈Xi
h
, e∈Ei
h
is direct. Since dim(S
˜
2
h0
(rot,w0)) = dim(S
˜
2
h0
)−dim(P0
h0
) =
#((N)i
h0
) + 3#(Xi
h0
), it remains for us to show {ϕ
˜
e}e∈Ei
h
are linearly independent.
Assume there exist {αa}a∈X ⊂ R with αa = 0 for a ∈ X
b
h
, such that ψ
˜
=
∑
a∈Xh
αaϕ
˜
Pa ≡ 0. By the
definition of ϕ
˜
Pa , for any e ∈ E
i
h
, |
>
e
ψ
˜
· ne| = |αaLe − αaRe |, where a
L
e and a
R
e are the two ends of e;
thus αaLe = αaRe for every e ∈ E
i
h
. Since αa = 0 for a ∈ X
b
h
, αa = 0 for a ∈ X
b,+1
h
; recursively, we
obtain αa = 0 for a ∈ X
b,+ j
h
level by level, and finally αa = 0 for a ∈ Xh.
The proof is completed by noting the two sides of (42) have the same dimension. 
For a ∈ Xb
h
\ Xc
h
, denote by nba the outward unit normal vector of ∂Ω at a. Thus, for a ∈ X
b
h
\ Xc
h
,
denote
(43) ϕ
˜
b
a := (n
b
a)xϕ
˜
x
a + (n
b
a)yϕ
˜
y
a.
Lemma 23. S
˜
2
ht
(rot,w0) = S
˜
2
h0
(rot,w0) ⊕ span{ϕ
˜
b
a : a ∈ X
b
h
\ Xc
h
} ⊕ span{ϕ
˜
e : e ∈ E
b
h
}.
Proof. By Lemma 21, ϕ
˜
b
a with a ∈ X
b
h
\ Xc
h
are linearly independent, and the right hand side is a
direct sum included in the left hand side. On the other hand,
dim(S
˜
2
ht(rot,w0)) = dim(S
˜
2
ht) − dim(P
0
h0) = dim(S
˜
2
h0(rot,w0)) + dim(X
b
h \ X
c
h) + dim(E
b
h)
= dim(S
˜
2
h0(rot,w0))+dim(span{ϕ
˜
b
a : a ∈ X
b
h\X
c
h})+dim(span{ϕ
˜
e : e ∈ E
b
h}) = dim(right hand side).
This proves the assertion. 
4.1.2. Structure of piecewise rot-free space. Denote P
˜
2(rot, 0) = {p
˜
∈ P
˜
2(T ) : rotp
˜
= 0}, and
dim(P
˜
2(rot, 0)) = 9. Denote by φT the bubble function (λ
2
1
+ λ2
2
+ λ2
3
) − 2/3, and define a mapping
FT from P
˜
2(rot,w0) to P
˜
2(rot, 0) by
FTη
˜
= η
˜
+ φ
˜
, φ
˜
∈ span{(φT , 0), (0, φT )}, such that rot(FTη
˜
) = 0.
Since
∫
T
rotη
˜
= 0 in the formula above, the mapping is well defined. It can be verified that
FT (η
˜
x
a1
+ η
˜
x
a2
+ η
˜
x
a3
) = 0 and FT (η
˜
y
a1 + η
˜
y
a2 + η
˜
y
a3) = 0. A frame of P
˜
2(rot, 0) is presented in the lemma
below.
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Lemma 24. Any two FTη
˜
x
ai
among i = 1, 2, 3, any two FTη
˜
y
ai among i = 1, 2, 3, any two FTη
˜
ai
among i = 1, 2, 3, and all FTη
˜
ei for i = 1, 2, 3 form a basis of P
˜
2(rot, 0).
Denote G
˜
2
h
(rot, 0) := {v
˜
∈ G
˜
2
h
: rothv
˜
= 0}, G
˜
2
h0
(rot, 0) := {v
˜
∈ G
˜
2
h0
: rothv
˜
= 0} and G
˜
2
ht
(rot, 0) :=
{v
˜
∈ G
˜
2
ht
: rothv
˜
= 0}. Define an operator Fh : S
˜
2
h
(rot,w0) → G
˜
2
h
(rot, 0) by
(44) Fhϕ
˜
h = ϕ
˜
h + φ
˜
h, φ
˜
h ∈ B
˜
2
h0, such that roth(Fhϕ
˜
h) = 0.
Since
∫
T
rotϕ
˜
h = 0 on any T for ϕ
˜
h ∈ S
˜
2
h
(rot,w0), Fh is well defined. Indeed, (Fhϕ
˜
h)|T = FT (ϕ
˜
h|T ).
Lemma 25. Fh is a bijection between S
˜
2
h0
(rot,w0) := {v
˜
∈ S
˜
2
h0
: (rotv
˜
, q) = 0, ∀ q ∈ P0
h0
} and
G
˜
2
h0
(rot, 0) := {v
˜
∈ G
˜
2
h0
: rothv
˜
= 0}, and a bijection between S
˜
2
ht
(rot,w0) := {v
˜
∈ S
˜
2
ht
: (rotv
˜
, q) =
0, ∀ q ∈ P0
h0
} and G
˜
2
ht
(rot, 0) := {v
˜
∈ G
˜
2
ht
: rothv
˜
= 0}.
Proof. Since S
˜
2
ht
∩ B
˜
h0 = {0}, Fh is an injection on S
˜
2
ht
(rot,w0).
Given γ
˜
h ∈ G
˜
2
ht
(rot, 0), decompose it to γ
˜
h = γ
˜
1
h
+ γ
˜
2
h
such that γ
˜
1
h
∈ S
˜
2
ht
and γ
˜
2
h
∈ B
˜
h0. As
rot(γ
˜
h|T ) = 0 and
∫
T
rot(φT , 0) =
∫
T
rot(0, φT ) = 0 on every cell T ,
∫
T
rot(γ
˜
1
h
|T ) = 0. Namely
γ
˜
1
h
∈ S
˜
2
ht
(rot,w0). This way Fh is a bijection between S
˜
2
ht
(rot,w0) and G
˜
2
ht
(rot, 0).
Similarly we can prove FhS
˜
2
h0
(rot,w0) = G
˜
2
h0
(rot, 0), and the proof is completed. 
By Lemmas 22, 22 and 25, we can prove the lemmas below.
Lemma 26. The set {Fhϕ
˜
x
a,Fhϕ
˜
y
a,Fhϕ
˜
Pa,Fhϕ
˜
e}a∈Xi
h
, e∈Ei
h
forms a basis of G
˜
2
h0
(rot, 0).
Lemma 27. G
˜
2
ht
(rot, 0) = G
˜
2
h0
(rot, 0) ⊕ span{Fhϕ
˜
b
a : a ∈ X
b
h
\ Xc
h
} ⊕ span{Fhϕ
˜
e : e ∈ E
b
h
}.
4.1.3. Locally supported basis functions of B3
h0
and B3
ht
. Nowwe are going to show that B3
h0
admits
a set of basis functions with vertex-patch-based supports.
Theorem 28. The space B3
h0
admits a set of basis functions each is supported in a patch of some
vertex.
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Proof. By the exact sequence (7), we got to know that the piecewise gradient ∇h is a bijection
between B3
h0
and G
˜
2
h0
(rot, 0). Further, by Lemma 26, the set
(45) {(∇h)
−1Fhϕ
˜
x
a, (∇h)
−1Fhϕ
˜
y
a, (∇h)
−1Fhϕ
˜
Pa , (∇h)
−1Fhϕ
˜
e}a∈Xi
h
, e∈Ei
h
form a basis of B3
h0
. Note again that both (∇h)
−1 and Fh preserve the locality of the support; this is
verified by viewing the patch as a specific triangulation. Namely (45) is a basis each supported in
the patch of a vertex. The proof is completed. 
Similar to Theorem 28, we have the description below.
Theorem 29. The space B3
ht
admits a set of basis functions each is supported in a patch of some
vertex.
Proof. By the complex (8), again, ∇h is a bijection between B
3
ht
and G
˜
2
ht
(rot, 0). By Lemma 27,
B3ht = B
3
h0 ⊕ span{(∇h)
−1Fhϕ
˜
b
a : a ∈ X
b
h \ X
c
h} ⊕ span{(∇h)
−1Fhϕ
˜
e : e ∈ E
b
h : e ∈ E
b
h},
and a locally supported basis of B3
ht
follows. The proof is completed. 
We use the notation below for convenience:
(46) for a ∈ Xih w
x
a := (∇
−1)h ◦ Fhϕ
˜
x
a, w
y
a := (∇
−1)h ◦ Fhϕ
˜
y
a, wa := (∇
−1)h ◦ Fhϕ
˜
x
Pa
,
(47) for e ∈ Eh, we := (∇
−1)h ◦ Fhϕ
˜
e;
(48) and for a ∈ Xbh \ X
c
h, w
b
a := (∇
−1)h ◦ Fhϕ
˜
b
a.
We remark here all these w′s can be obtained by straightforward calculation, as, again, both
(∇h)
−1 and Fh preserve the locality of the supports and can be done cell by cell. Though the space
B3
h
does not correspond to a finite element defined by Ciarlet’s triple, these w′s play the same role
as that by the usual nodal basis functions. Substituting these functions into the common routine
generates finite element codes of the schemes (13) and (14) in a standard way.
4.2. Implementation by decomposition. In this subsection, alternatively, we suggest a decom-
position procedure, and the schemes (13) and (14) can be implemented without the explicit con-
struction of the basis functions.
Lemma 30. Let u∗
h
be obtained by the following procedure:
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(1) find rh ∈ A
3
h0
such that
(49) (∇hrh,∇hsh) = ( f , sh), ∀ sh ∈ A
3
h0;
(2) with rh obtained, find (ϕ
˜
h, ph) ∈ G
˜
2
h0
× P1
h0
such that

(∇hϕ
˜
h,∇hψ
˜
h) + (ph, rothψ
˜
h) = (∇hrh, ψ
˜
h) ∀ψ
˜
h ∈ G
˜
2
h0
,
(qh, rothϕ
˜
h) = 0, ∀ qh ∈ P
1
h0
;
(3) with ϕ
˜
h obtained, find u
∗
h
∈ A3
h0
such that
(∇hu
∗
h,∇hv
∗
h) = (ϕ
˜
h,∇hv
∗
h), ∀v
∗
h ∈ A
3
h0.
Let uh be the solution of (13). Then, u
∗
h
= uh.
Lemma 31. Let z∗
h
be obtained by the following procedure:
(1) find rh ∈ A
3
h0
such that
(50) (∇hrh,∇hsh) = ( f , sh), ∀ sh ∈ A
3
h0;
(2) with rh obtained, find (ϕ
˜
h, ph) ∈ G
˜
2
ht
× P1
h0
such that

(∇hϕ
˜
h,∇hψ
˜
h) + (ph, rothψ
˜
h) = (∇hrh, ψ
˜
h) ∀ψ
˜
h ∈ G
˜
2
ht
,
(qh, rothϕ
˜
h) = 0, ∀ qh ∈ P
1
h0
;
(3) with ϕ
˜
h obtained, find z
∗
h
∈ A3
h0
such that
(∇hz
∗
h,∇hv
∗
h) = (ϕ
˜
h,∇hv
∗
h), ∀v
∗
h ∈ A
3
h0.
Let zh be the solution of (14). Then, z
∗
h
= zh.
Lemmas 30 and 31 follows from Theorem 10 and Lemma 7. The scheme (49) is not a convergent
one for the Poisson equation, but it is well-posed based on the continuity of A3
h0
on vertices. With
the formulations presented in Lemmas 30 and 31, the spaces used for Poisson equations and Stokes
problems only are easy to formulate; to solve the system only needs solving two Poisson systems
and one Stokes systems one by one, each of which can be solved with various optimal solvers in a
friendly way.
Remark 32. The decompositions as in Lemmas 30 and 31 can also be established for (39) and
the one in Remark 20, respectively.
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5. Conclusion and discussion
In this paper, based on theoretical analysis by an indirect approach, a constructive answer is
given to the question if an optimal scheme can be designed for the biharmonic equation with
piecewise cubic polynomials on general triangulations; the schemes work optimally, e.g., on trian-
gulations shown in Figure 1. Beside the theoretical meaning, the scheme can find its application
onto practical problems. For example, a high order scheme has been implemented based on B3
h
for the Helmholtz transmission eigenvalue problem from inverse scattering and accoustics in [41];
we refer there for many numerical experiments about schemes with B3
h
. The practical usage of the
scheme can be thus illustrated.
This paper relies on construction and utilization of discretized Stokes complexes based on the
G
˜
2
h0
− P1
h0
pair. The space G
˜
k
h
with k = 3 corresponds to the Crouzeix–Falk pair studied in [11].
In that paper, the authors proved that the pair G
˜
3
h0
− P2
h0
is stable “for most reasonable meshes.”
Moreover, they presented a conjecture that the pair is stable “for any triangulation of a convex
polygon satisfying the minimal angle condition and containing an interior vertex.” Recently, some
triangulations where G
˜
3
h0
− P2
h0
is stable or at least divG
˜
3
h0
= P2
h0
are introduced in [22]. This hints
the possibility to generalize the concept for optimal quartic element schemes (see [48] for details).
It is worthwhile pointing out, in this paper, we focus on the primal schemes only. There have
been various kinds of schemes that considered new variables and/or conduct the second order
differentiation in a dual way, such as the mixed element method, local DG method, hybridized
DG method, CDG method, weak Galerkin method, and so forth. We remark that the literature on
related works in this context is vast, but we will not discuss them in this paper. Moreover, based
on the space B3
h0
(B3
ht
), DG schemes can be designed. One may be able to construct, for example, a
weakly over-penalized IP method (like [7]) or IPDG method with optimal convergence rate robust
with respect to the penalization paremeter ( [49]) with piecewise cubic polynomials.
The spaces A3
h
and B3
h
each belongs to a systematic family which reads:
Akh := {wh ∈ L
2(Ω) : wh|T ∈ Pk(T );wh(a) is continuous at a ∈ Xh}
and
Bkh := {wh ∈ L
2(Ω) : wh(a) is continuous at a ∈ Xh;
?
e
~whpe = 0, ∀ pe ∈ Pk−3(e),
?
e
qe~∂nwh = 0, ∀ pe ∈ Pk−2(e), ∀ e ∈ E
i
h}.
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The spaces Ak
h0
and Bk
h0
can be defined corresponding to the boundary conditions of H10(Ω) and
H2
0
(Ω), respectively. It is now known that Bk
h(0)
is an optimally consistent finite element space for
biharmonic equation (k = 2, 3) for arbitrary triangulations. For k = 4, as discussed above, the
assertion holds on most “reasonable” triangulations. Can the family work optimally with arbitrary
k > 2 and can it be generalized to a higher dimension and even higher-order problems? This
question could be of interest in future research.
References
[1] Alfeld, P., Piper, B. & Schumaker, L. L. (1987) An explicit basis for C1 quartic bivariate splines. SIAM Journal
on Numerical Analysis, 24, 891–911.
[2] Argyris, J. H., Fried, I. & Scharpf, D. W. (1968) The TUBA family of plate elements for the matrix displacement
method. The Aeronautical Journal, 72, 701–709.
[3] Arnold, D. N., Falk, R. S. & Winther, R. (2006) Finite element exterior calculus, homological techniques, and
applications. Acta numerica, 15, 1–155.
[4] Babusˇka, I. & Suri, M. (1992) Locking effects in the finite element approximation of elasticity problems. Nu-
merische Mathematik, 62, 439–463.
[5] Baran, A. & Stoyan, G. (2007) Gauss-Legendre elements: a stable, higher order non-conforming finite element
family. Computing, 79, 1–21.
[6] Blum, H., & Rannacher, R. (1980) On the boundary value problem of the biharmonic operator on domains with
angular corners.Mathematical Methods in the Applied Sciences, 2, 556–581.
[7] Brenner, S. C., Gudi, T. & Sung, L.-Y. (2010) A weakly over-penalized symmetric interior penalty method for
the biharmonic problem. Electron. Trans. Numer. Anal, 37, 214–238.
[8] Chui, C., Hecklin, G., Nu¨rnberger, G. & Zeilfelder, F. (2008) Optimal lagrange interpolation by quartic C1
splines on triangulations. Journal of Computational and Applied Mathematics, 216, 344–363.
[9] Clough, R. & Tocher, J. (1965) Finite element stiffness matrices for analysis of plates in bending. Proceedings
of the 1st Conference on Matrix Methods in Structural Mechanics, Wright-Patterson AFB, 1965. Proceedings of the
1st Conference on Matrix Methods in Structural Mechanics, Wright-Patterson AFB, 1965.
[10] Colton, D. & Monk, P. (1988) The inverse scattering problem for time-harmonic acoustic waves in an inhomo-
geneous medium. The Quarterly Journal of Mechanics and Applied Mathematics, 41, 97–125.
[11] Crouzeix, M. & Falk, R. S. (1989) Nonconforming finite elements for the Stokes problem. Mathematics of
Computation, 52, 437–456.
[12] Crouzeix, M. & Raviart, P.-A. (1973) Conforming and nonconforming finite element methods for solving the
stationary Stokes equations i. Revue franc¸aise d’automatique informatique recherche ope´rationnelle.Mathe´matique,
7, 33–75.
[13] de Boor, C. & DeVore, R. (1983) Approximation by smooth multivariate splines. Transactions of the American
Mathematical Society, 276, 775–788.
[14] de Boor, C. & Ho¨llig, K. (1983) Approximation order from bivariateC1-cubics: a counterexample.Proceedings
of the American Mathematical Society, 87, 649–655.
OPTIMAL CUBIC ELEMENT FOR BIHARMONIC EQUATION 23
[15] de Boor, C. & Ho¨llig, K. (1988) Approximation power of smooth bivariate pp functions. Mathematische
Zeitschrift, 197, 343–363.
[16] de Boor, C. & Jia, R.-Q. (1993) A sharp upper bound on the approximation order of smooth bivariate pp func-
tions. Journal of approximation theory, 72, 24–33.
[17] De Veubeke, B. F. (1968) A conforming finite element for plate bending. International Journal of Solids and
Structures, 4, 95–108.
[18] Feng, C. & Zhang, S. (2016) Optimal solver for morley element discretization of biharmonic equation on shape-
regular grids. Journal of Computational Mathematics, 34, 159–173.
[19] Fortin, M. & Soulie, M. (1983) A non-conforming piecewise quadratic finite element on triangles. International
Journal for Numerical Methods in Engineering, 19, 505–520.
[20] Grasedyck, L., Wang, L. & Xu, J. (2016) A nearly optimal multigrid method for general unstructured grids.
Numerische Mathematik, 134, 637–666.
[21] Guzma´n, J., Leykekhman, D. & Neilan, M. (2012) A family of non-conforming elements and the analysis of
Nitsche’s method for a singularly perturbed fourth order problem. Calcolo, 49, 95–125.
[22] Guzman, J. & Scott, R. (2017) Cubic Lagrange elements satisfying exact incompressibility. arXiv preprint
arXiv:1712.00672.
[23] Heindl, G. (1979) Interpolation and approximation by piecewise quadratic C1 functions of two variables.Multi-
variate approximation theory. Birkha¨user, Basel, pp. 146–161.
[24] Hiptmair, R. & Xu, J. (2007) Nodal auxiliary space preconditioning in H(curl) and H(div) spaces. SIAM Journal
on Numerical Analysis, 45, 2483–2509.
[25] Hu, J. & Shi, Z.-c. (2005) Constrained quadrilateral nonconforming rotated Q1 element. Journal of Computa-
tional Mathematics, 561–586.
[26] Kirsch, A. (1986) The denseness of the far field patterns for the transmission problem. IMA journal of applied
mathematics, 37, 213–225.
[27] Lin, Q., Xie, H. & Xu, J. (2014) Lower bounds of the discretization error for piecewise polynomials.Mathematics
of Computation, 83, 1–13.
[28] Morgan, J. & Scott, R. (1975) A nodal basis for C1 piecewise polynomials of degree n > 5. Mathematics of
Computation, 29, 736–740.
[29] Morley, L. (1968) The triangular equilibrium element in the solution of plate bending problems. Aero. Quart,
19, 149–169.
[30] Nu¨rnberger, G., Schumaker, L. L. & Zeilfelder, F. (2004) Lagrange interpolation by C1 cubic splines on
triangulated quadrangulations. Advances in Computational Mathematics, 21, 357–380.
[31] Nu¨rnberger, G. & Zeilfelder, F. (2004) Lagrange interpolation by bivariate C1-splines with optimal approxi-
mation order. Advances in computational mathematics, 21, 381–419.
[32] Park, C. & Sheen, D. (2003) P1-nonconforming quadrilateral finite element methods for second-order elliptic
problems. SIAM Journal on Numerical Analysis, 41, 624–640.
[33] Powell, M. J. (1976) Piecewise quadratic surface fitting for contour plotting. Software for Numerical Mathemat-
ics. Academic Press, New York, pp. 253–271.
[34] Powell, M. J. & Sabin, M. A. (1977) Piecewise quadratic approximations on triangles. ACM Transactions on
Mathematical Software (TOMS), 3, 316–325.
24 SHUO ZHANG
[35] Rusten, T. & Winther, R. (1992) A preconditioned iterative method for saddlepoint problems. SIAM Journal on
Matrix Analysis and Applications, 13, 887–904.
[36] Sander, G. (1964) Bornes sup erieures et inf erieures dans l’analyse matricielle des plaques en flexion-torsion.
Bull. Soc. r. Sci. Liege, 33, 456–494.
[37] Shi, Z. C. (1990) On the error estimates of Morley element.Math. Numer. Sinica, 12, 113–118.
[38] Wang, M., Zu, P. H. & Zhang, S. (2012) High accuracy nonconformingfinite elements for fourth order problems.
Science China, 55, 2183–2192.
[39] Wang, M. & Xu, J. (2013) Minimal finite element spaces for 2m-th-order partial differential equations in Rn.
Mathematics of Computation, 82, 25–43.
[40] Xi, Y., Ji, X. & Zhang, S. (in press) A multi-level mixed element scheme of the two-dimensional Helmholtz
transmission eigenvalue problem. IMA Journal of Numerical Analysis.
[41] Xi, Y., Ji, X. & Zhang, S. (2019) A high accuracy nonconforming finite element scheme for Helmholtz transmis-
sion eigenvalue problem. arXiv preprint, arXiv:1910.00898.
[42] Xu, J. (1996) The auxiliary space method and optimal multigrid preconditioning techniques for unstructured
grids. Computing, 56, 215–235.
[43] Xu, J. (2010) Fast poisson-based solvers for linear and nonlinear PDEs. Proceedings of the International Con-
gress of Mathematics, vol. 4. Proceedings of the International Congress of Mathematics, vol. 4., pp. 2886–2912.
[44] Zˇenı´sˇek, A. (1970) Interpolation polynomials on the triangle. Numerische Mathematik, 15, 283–296.
[45] Zˇenı´sˇek, A. (1974) A general theorem on triangular finite C(m)-elements. Revue franc¸aise d’automatique, infor-
matique, recherche ope´rationnelle. Analyse nume´rique, 8, 119–127.
[46] Zhang, S. (2008) A C1-P2 finite element without nodal basis. ESAIM: Mathematical Modelling and Numerical
Analysis, 42, 175–192.
[47] Zhang, S. (2018a) Minimal consistent finite element space for the biharmonic equation on quadrilateral grids.
IMA Journal of Numerical Analysis.
[48] Zhang, S. (2018b) On optimal finite element schemes for biharmonic equation. arXiv preprint,
arXiv:1805.03851.
[49] Zhang, S. (2019) Optimal piecewise cubic finite element schemes for the biharmonic equation on general trian-
gulations. arXiv preprint, arXiv:1903.04897.
[50] Zhang, S. &Xu, J. (2014)Optimal solvers for fourth-order PDEs discretized on unstructured grids. SIAM Journal
on Numerical Analysis, 52, 282–307.
LSEC, Institute of ComputationalMathematics and Scientific/Engineering Computing, Academy ofMathematics
and System Sciences, Chinese Academy of Sciences, Beijing 100190, People’s Republic of China
E-mail address: szhang@lsec.cc.ac.cn
