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Re´sume´
La plus part des algorithmes de re´solution efficace de
WCSP se basent sur la notion de consistance d’arc utili-
se´e pour transformer un WCSP en un WCSP e´quivalent
et plus facile a` re´soudre. Dans ce but, plusieurs formes
de consistance d’arc ont e´te´ propose´es : AC* [9], DAC*
[8], FDAC* [8], EDAC* [4]. Re´cemment, une consistance
d’arc optimale (OSAC pour Optimal Soft Arc Consis-
tency) [2] a e´te´ propose´e. Elle se base sur la re´solution
d’un Programme Line´aire. Son inconve´nient re´side dans
le fait qu’elle ne´cessite beaucoup de temps de calcul. Cet
inconve´nient est duˆ a` la taille du programme line´aire re´-
solu.
Nous proposons une nouvelle technique de transfor-
mation d’un WCSP en un WCSP e´quivalent. Cette tech-
nique se base sur la mode´lisation du WCSP sous forme
d’un programme line´aire plus facile a` re´soudre que le
calcul de OSAC.
Abstract
Most of efficient WCSP solving methods are based
on arc consistency notion used to transform a WCSP
into an equivalent one easier to solve. There are several
forms of arc consistency : AC* [9], DAC* [8], FDAC* [8],
EDAC* [4]. Recently, an Optimal Soft Arc Consistency
(OSAC) was proposed [2]. But this technique requires
much computing time since it is based on a large linear
program.
We propose in this work a new technique to trans-
form a WCSP into an equivalent one. Our technique is
based on modeling of the WCSP as a linear program
easier to solve than the computing of OSAC.
1 Introduction
Le proble`me WCSP (Weighted Constraint Satisfac-
tion Problem) consiste a` satisfaire de manie`re optimale
un ensemble de contraintes ponde´re´es.
∗Ce travail est en partie soutenu par Electricte´ de France
(EDF).
La plus part des algorithmes de re´solution efficace
de WCSP se basent sur la notion de consistance d’arc
utilise´e pour transformer un WCSP en un WCSP e´qui-
valent et plus facile a` re´soudre. Dans ce but, plusieurs
formes de consistance d’arc ont e´te´ propose´es : AC*
[9], DAC* [8], FDAC* [8], EDAC* [4]. Re´cemment,
une consistance d’arc optimale (OSAC pour Optimal
Soft Arc Consistency) [2] a e´te´ propose´e. Elle se base
sur la re´solution d’un Programme Line´aire. Son incon-
ve´nient re´side dans le fait qu’elle ne´cessite beaucoup
de temps de calcul. Cet inconve´nient est duˆ a` la taille
du programme line´aire re´solu.
Nous pre´sentons dans cet article une nouvelle tech-
nique de transformation d’un WCSP binaire en un
WCSP e´quivalent. Cette technique se base sur la no-
tion d’ine´galite´ valide qui exprime une relaxation d’une
contrainte. Nous de´montrons qu’il est toujours pos-
sible de construire un syste`me line´aire de valeur e´gale
a` la borne OSAC et contenant une ine´galite´ valide par
contrainte du WCSP. La construction d’un tel syste`me
optimal e´tant couˆteuse en temps de calcul, nous pro-
posons alors une autre manie`re de construire un bon
syste`me line´aire qui n’est pas force´ment optimal. Ce
syste`me line´aire est obtenu par la re´solution de la re-
laxation continue d’un programme line´aire a` base d’in-
e´galite´s valides e´quivalent au WCSP.
Nous avons e´value´ expe´rimentalement cette ide´e,
dans le cadre de pre´traitement, sur des instances du
proble`me d’allocation de fre´quences aux liens radios
et sur des Max-CSP ale´atoires. Les re´sultats obtenus
montrent bien l’inte´reˆt pratique de la technique propo-
se´e. En plus de cet inte´reˆt pratique, les re´sultats the´o-
riques pre´sente´s dans cet article ouvrent de nouvelles
voies de recherche pour l’exploitation de la notion d’in-
e´galite´ valide dans le cadre des WCSP.
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2 Pre´liminaires
Dans cette section, nous pre´sentons le formalisme
WCSP ainsi qu’une repre´sentation graphique utilise´e
dans la suite puis nous de´crivons une formulation ma-
the´matique de WCSP propose´e dans la litte´rature.
2.1 Formalisme WCSP
Formellement, un WCSP est la donne´e d’un quadru-
plet (X,D,C, Sv) :
1. Sv = ({0, 1, ..., h},⊕, <) est une structure de va-
luation :
– < est la relation d’ordre usuelle sur les entiers ;
– h est un entier (c’est une borne supe´rieure)
utilise´ pour exprimer l’interdiction d’instancia-
tions partielles ou comple`tes ;
– ⊕ est une loi de composition interne commuta-
tive, associative :
– a⊕ b = min(a+ b, h) ;
– a⊖ b =
{
a− b si a 6= h;
h sinon;
2. X = {X1, X2, . . . , Xn} est un ensemble de n va-
riables ;
3. D = {D1, D2, . . . , Dn} est un ensemble de n do-
maines ou` chaque Di repre´sente l’ensemble de
di ≤ d valeurs possibles pour la variable Xi ;
4. C est un ensemble compose´ d’une contrainte
c∅ d’arite´ nulle (c’est une constante), de n
contraintes unaires1 c1, c2, ..., cn et e contraintes
binaires. Si Xi et Xj sont les variables sur les-
quelles porte une contrainte binaire alors cette
dernie`re est note´e cij . Les contraintes unaires et
binaires sont des fonctions de couˆt : une contrainte
unaire ci associe un couˆt ci(k) ∈ {0, 1, ..., h}
a` chaque valeur k ∈ Di de la variable Xi. Si
ci(k) = h alors on dit que la valeur k ∈ Di est
interdite par la contrainte ci. Une contrainte bi-
naire cij associe un couˆt cij(k, l) ∈ {0, 1, ..., h} a`
chaque couple (k, l) ∈ Di × Dj. Si cij(k, l) = h
alors on dit que le couple (k, l) est interdit par la
contrainte cij .
La re´solution d’un WCSP consiste a` trouver une ins-
tanciation comple`te I = (v1, v2, ..., vn) ∈
∏
Xi∈X
Di de
couˆt V (I) = c∅⊕
∑
Xi∈X
ci(vi)⊕
∑
cij∈C
cij(vi, vj) infe´rieur
a` h et infe´rieur ou e´gal au couˆt V (I ′) de toute autre
instanciation comple`te I ′ ∈
∏
Xi∈X
Di.
L’entier h peut eˆtre initililise´ par le couˆt d’une ins-
tanciation comple`te trouve´e de manie`re heuristique.
Dans la suite, pour faciliter la pre´sentation on se met
1c∅, c1, c2, ..., cn sont e´ventuellement des fonctions nulles.
dans le cas ou` h est infini. Dans ce cas, les lois ⊕ et
⊖ sont e´quivalentes aux lois usuelles d’addition et de
soustraction.
2.2 Repre´sentation graphique de WCSP
Dans la suite on associera a` un WCSP un graphe
G(V,A) ou` V est l’ensemble des sommets et A l’en-
semble des areˆtes. L’ensemble V est subdivise´ en n
sous-ensembles V1, V2, ..., Vn. Un ensemble Vi contient
un sommet (i, k) par valeur k ∈ Di, i.e, Vi = {(1, k) :
k ∈ Di}. Si (i, k) est un sommet de Vi tel que ci(k) > 0
alors il sera e´tiquete´ par ci(k).
Dans A, il existe une areˆte entre deux sommets (i, k)
et (j, l) si cij(k, l) ≥ 1. On notera < (i, k), (j, l) >
l’areˆte qui lie les deux sommets (i, k) et (j, l). Si
cij(k, l) ≥ 2 alors l’areˆte < (i, k), (j, l) > sera e´tiquete´e
par cij(k, l).
1 (1,1)
(1,2)
(2,1)
(2,2) 2
2
V1 V2
Fig. 1 – Exemple de WCSP.
Exemple 1 La figure 1 montre un exemple de graphe
G(V,A) repre´sentant un WCSP avec deux variables
(X = {X1, X2}) qui ont le meˆme domaine {1, 2} et
trois contraintes (C = {c1, c2, c12}). L’ensemble V est
compose´ des deux sous-ensembles V1 et V2 associe´s aux
variables : a` chaque variable Xi est associe´ l’ensemble
Vi = {(i, 1), (i, 2)} de sommets. Les sommets (1, 1) et
(2, 2) sont e´tiquete´s par c1(1) = 1 et c2(2) = 2 respecti-
vement. Les e´tiquettes des autres sommets sont nulles
et ne sont pas repre´sente´es. L’ensemble A est compose´
de deux areˆtes A = {< (1, 1), (2, 1) >,< (1, 2), (2, 1) >
}. L’e´tiquette 2 de l’areˆte < (1, 2), (2, 1) > signifie que
c12(2, 1) = 2. L’areˆte < (1, 1), (2, 1) > n’est pas e´ti-
quete´e. Sa pre´sence signifie que c12(1, 1) = 1.
2.3 Formulation mathe´matique de WCSP
Dans [7] une formulation line´aire en nombres 0-1
est propose´e pour les WCSP. Nous noterons KPLNE
cette formulation. Elle introduit pour chaque variable
Xi ∈ X , di variables binaires xi(1), xi(2), ..., xi(di).
Ces variables doivent satisfaire les contraintes d’affec-
tation suivantes :
(S)
{ ∑
k∈Di
xi(k) = 1 ∀Xi ∈ X
xi(k) ∈ {0, 1} ∀Xi ∈ X, ∀k ∈ Di
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Le syste`me (S) ci-dessus exprime le fait que parmi
les variables binaires associe´es a` une variable a` do-
maine fini du WCSP, exactement une d’entre elles doit
prendre la valeur 1 (dans le graphe G = (V,A) associe´
au WCSP, un seul sommet doit eˆtre se´lectionne´ dans
chaque ensemble Vi ∈ V ).
Remarque 1 Les contraintes
Xi =
∑
k∈Di
kxi(k) ∀Xi ∈ X
peuvent eˆtre ajoute´es au syste`me (S) pour exprimer
explicitement le lien entre les variables binaires intro-
duites et les variables a` domaines finis du WCSP.
Dans KPLNE, on introduit aussi, pour chaque
contrainte cij ∈ C et pour chaque couple de valeurs
(k, l) ∈ Di ×Dj , la variable binaire yij(k, l). Ainsi, le
WCSP peut eˆtre exprime´ comme suit :
KPLNE


min c∅ + f1(x) + f2(y)
xi(k) =
∑
l∈Dj
yij(k, l) ∀cij ∈ C, ∀k ∈ Di
xj(l) =
∑
k∈Di
yij(k, l) ∀cij ∈ C, ∀l ∈ Dj
x ∈ S
avec :
– x est le vecteur des variables binaires
xi(k), ∀Xi ∈ X, ∀k ∈ Di ;
– y est le vecteur des variables binaires
yij(k, l), ∀cij ∈ C, ∀(k, l) ∈ Di ×Dj ;
– f1(x) =
n∑
i=1
∑
k∈Di
ci(k).xi(k) exprime les
contraintes unaires du WCSP : une contrainte
unaire ci associe le couˆt ci(k) a` l’affectation
Xi = k. Cette information est repre´sente´e par le
produit ci(k)xi(k) ;
– f2(y) =
∑
cij∈C
∑
k∈Di
∑
l∈Dj
cij(k, l)yij(k, l) exprime
les contraintes binaires du WCSP : une contrainte
binaire cij associe le couˆt cij(k, l) a` l’affectation
(Xi = k,Xj = l). Cette information est repre´sen-
te´e par le produit cij(k, l)yij(k, l) ;
– les contraintes xi(k) =
∑
l∈Dj
yij(k, l) et xj(l) =∑
k∈Di
yij(k, l) contraignent la variable yij(k, l) a`
prendre la valeur 1 si et seulement si xi(k) = 1
et xj(l) = 1, c’est-a`-dire si (Xi = k,Xj = l).
Nous noterons KPL la relaxation continue de
KPLNE. Cette relaxation (KPL) peut eˆtre re´solue
en un temps polynomial [5].
Re´cemment, un re´sultat inte´ressant est pre´sente´
dans [2]. Dans cet article, les auteurs ont pro-
pose´ un mode`le line´aire a` variables continues et de´-
montrent que sa re´solution permet de calculer une
borne infe´rieure (OSAC, Optimal Soft Arc Consis-
tency) meilleure que celles calcule´es par les techniques
se basant sur l’arc-consistance telles que FDAC* et
EDAC*. La formulation qu’ils proposent est le dual
de KPL.
L’inconve´nient de la formulation KPLNE est
qu’elle introduit beaucoup de variables et de
contraintes (O(nd + ed2) variables et O(2ed + n)
contraintes).
3 Mode`les line´aires a` base d’ine´galite´s va-
lides
Dans [6] nous avons introduit la notion de clique
binaire et nous avons montre´ comment l’exploiter dans
le cadre de la re´solution de Max-CSP. Nous rappelons
qu’une clique binaire Γij associe´e a` une contrainte cij
est une union de deux sous-ensembles Ei et Ej de Vi
et Vj respectivement telle que :
cij(k, l) 6= 0∨(i, k) /∈ Ei∨(j, l) /∈ Ej , ∀(k, l) ∈ Di×Dj.
Notons que, par abus de notation, pour chaque
contrainte cij , Ei de´signe un sous-ensemble de Vi qui
forme une clique avec Ej suivant la contrainte cij .
Une clique binaire Γij est maximale s’il n’existe pas
une autre clique binaire Γ′ij telle que Γ
′
ij ⊃ Γij . Dans le
cadre des Max-CSP, un ensemble Γ de cliques binaires
est dit complet si et seulement si pour toute contrainte
cij et pour tout couple (k, l) ∈ Di × Dj : cij(k, l) 6=
0, l’ensemble Γ contient au moins une clique binaire
Γij = Ei ∪ Ej associe´e a` cij telle que (i, k) ∈ Ei et
(j, l) ∈ Ej .
Nous introduisons dans cette section la notion d’in-
e´galite´ binaire valide qui ge´ne´ralise celle de clique bi-
naire et nous montrons comment l’exploiter pour de´-
finir des mode`les line´aires utiles pour la re´solution de
WCSP. Dans ces mode`les, une variable ηij est intro-
duite pour chaque contrainte binaire cij ∈ C. Le vec-
teur des variables ηij sera note´ η.
De´finition 1 (Ine´galite´ binaire valide) Soit cij
une contrainte d’un WCSP, on appellera ine´galite´
binaire associe´e a` cij toute ine´galite´ de la forme∑
k∈Di
aij(i, k)xi(k) +
∑
l∈Dj
aij(j, l)xj(l) ≤ bij + ηij (1)
ou` aij(i, k) ∈ R ∀k ∈ Di, aij(j, l) ∈ R ∀l ∈ Djet bij ∈
R. C’est une ine´galite´ qui porte sur les variables bi-
naires mode´lisant les valeurs possibles des deux va-
riables Xi et Xj et sur la variable de couˆt ηij ≥ 0
associe´e a` cij. Cette ine´galite´ sera dite valide si et
seulement si on a aij(i, k) + aij(j, l) ≤ bij + cij(k, l)
quelque soit le couple (k, l) ∈ Di × Dj . Si les coeffi-
cients bij ; aij(i, k)∀k ∈ Di; aij(j, l)∀l ∈ Dj sont tous
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entiers et tels que pour tout couple (k, l) ∈ Di×Dj on
a :
cij(k, l) 6= 0 ∨ aij(i, k) = 0 ∨ aij(j, l) = 0
alors on dira que cette ine´galite´ est une clique binaire
ponde´re´e.
c12
2
2
3
(1,2) (2,2)
(1,1)
V2V1
(2,1)
Fig. 2 – Exemple d’une contrainte ponde´re´e.
Exemple 2 A` la contrainte repre´sente´e par la figure
2 on peut associer les deux ine´galite´s valides 2x1(1) +
x1(2) + x2(1) + 2x2(2) ≤ 2 + η12 et 3x1(1) +
3
2x1(2) +
3
2x2(1) + 3x2(2) ≤ 3 + η12. Aucune de ces deux ine´ga-
lite´s n’est une clique binaire ponde´re´e car les sommets
(1, 2) et (2, 1) ne sont pas adjacents et les variables
x1(2) et x2(1) apparaissent toutes les deux dans les
deux ine´galite´s avec des poids non nuls. Le fait que les
coefficients de la dernie`re ne sont pas tous entiers est
une autre raison qui fait qu’elle n’est pas conside´re´e
comme e´tant une clique binaire ponde´re´e.
Remarque 2 Une ine´galite´ valide de type (1) ex-
prime une relaxation de la contrainte cij : c’est une
ine´galite´ qu’on peut toujours satisfaire avec un couˆt
ηij infe´rieur ou e´gal au couˆt relatif a` cij .
Pour toute contrainte du WCSP, il est possible d’as-
socier plusieures ine´galite´s valides. Dans la suite, on
dira qu’un syste`me Ax ≤ b + η est valide s’il est com-
pose´ d’ine´galite´s toutes valides.
The´ore`me 1 Si Ax ≤ b + η est un syste`me line´aire
dont toutes les contraintes sont des ine´galite´s valides
de type (1) alors toute borne infe´rieure du programme
IP (A, b)

 min c∅ +
n∑
i=1
∑
k∈Di
ci(k)xi(k) +
∑
cij∈C
ηij
s.c : Ax ≤ b+ η, x ∈ S, η ≥ 0
est une borne infe´rieure du WCSP.
De´monstration 1 Puisque le syste`me Ax ≤ b+η est
valide alors a` une solution optimale I = (v1, v2, ..., vn)
du WCSP on peut associer la solution (x, η) de
IP (A, b) telle que xi(vi) = 1 ∀Xi ∈ X ;xi(k) = 0 ∀Xi ∈
X, ∀k ∈ Di \ {vi} et ηij = cij(vi, vj)∀cij ∈ C. La so-
lution (x, η) n’est pas force´ment optimale et son couˆt
V (x, η) est par construction e´gal au couˆt V (I) de I.
La valeur optimale de IP (A, b) est donc force´ment in-
fe´rieure ou e´gale a` V (I), il en est de meˆme pour toute
borne infe´rieure de IP (A, b).
Corollaire 1 Si Ax ≤ b+η est valide et si pour toute
contrainte cij du WCSP et pour tout couple (k, l) ∈
Di×Dj, le syste`me Ax ≤ b+ η contient au moins une
ine´galite´ associe´e a` cij telle que
aij(i, k) + aij(j, l) = bij + cij(k, l)
alors IP (A, b) est e´quivalent au WCSP.
4 Utilisation d’ine´galite´s valides pour le
pre´traitement de WCSP
Nous proposons dans cette section une technique ex-
ploitant des ine´galite´s valides pour le pre´traitement de
WCSP.
4.1 Ope´rations de transformation valides
Nous montrons dans cette sous-section comment ex-
ploiter un syste`me contenant une seule ine´galite´ va-
lide de type (1) par contrainte du WCSP pour le trans-
former en un autre WCSP e´quivalent. Le choix du sys-
te`me a` utiliser sera aborder par la suite.
Soit Ax ≤ b + η un syste`me contenant une seule
ine´galite´ valide de type (1) par contrainte cij ∈ C du
WCSP et conside´rons les ope´rations suivantes :
op1 cij(k, l)← cij(k, l)+bij−aij(i, k)−aij(j, l) ∀cij ∈
C, ∀(k, l) ∈ Di ×Dj;
op2 ci(k)← ci(k)+
∑
j:cij∈C
aij(i, k) ∀Xi ∈ X, ∀k ∈ Di;
op3 ui ← min
k∈Di
ci(k)∀Xi ∈ X ;
op4 ci(k)← ci(k)− ui ∀Xi ∈ X, ∀k ∈ Di;
op5 c∅ ← c∅ +
n∑
i=1
ui −
∑
cij∈C
bij .
Ces ope´rations peuvent eˆtre vues comme une suite
d’ope´rations de projection classique dirige´es par le sys-
te`me line´aire Ax ≤ b + η d’ine´galite´s valides : pour
toute variable Xi ∈ X et toute contrainte cij ∈ C, bij
est une quantite´ projete´e de c∅ sur cij , ui est une quan-
tite´ projete´e de ci sur c∅, aij(i, k) (∀k ∈ Di) est une
quantite´ projete´e de cij sur ci(k) et aij(j, l) (∀l ∈ Dj)
est une quantite´ projete´e de cij sur cj(l).
The´ore`me 2 Les ope´rations ci-dessus (op1, op2,
op3, op4 et op5) sont valides : elles transforment le
WCSP en un autre WCSP e´quivalent.
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De´monstration 2 Il suffit de remarquer que le couˆt
de toute instanciation comple`te I = (X1 = v1, X2 =
v2, ..., Xn = vn) reste le meˆme apre`s transformation :
c∅ +
n∑
i=1
ui −
∑
cij∈C
bij
+
n∑
i=1
(
ci(vi) +
∑
j:cij∈C
aij(i, vi)− ui
)
+
∑
cij∈C
(cij(vi, vj) + bij − aij(i, vi)− aij(j, vj))
= c∅ +
n∑
i=1
ci(vi) +
∑
cij∈C
cij(vi, vj)
+
n∑
i=1
ui −
n∑
i=1
ui −
∑
cij∈C
bij +
∑
cij∈C
bij
+
n∑
i=1
∑
j:cij∈C
aij(i, vi)−
∑
cij∈C
(aij(i, vi) + aij(j, vj))
= c∅ +
n∑
i=1
ci(vi) +
∑
cij∈C
cij(vi, vj).
Remarque 3 La valeur de c∅ obtenue apre`s avoir ef-
fectuer les ope´rations op1, op2,..., op5 est une borne
infe´rieure. Cela est assure´ par le fait que Ax ≤ b + η
est valide : apre`s transformation on a ci(k) ≥ 0 ∀Xi ∈
X, ∀k ∈ Di et cij(k, l) ≥ 0 ∀cij ∈ C, ∀(k, l) ∈ Di ×Dj.
4.2 Recherche optimale de syste`mes d’ine´galite´s
valides
Tout syste`me d’ine´galite´s valides peut eˆtre utilise´
pour transformer unWCSP en un WCSP e´quivalent. Il
peut eˆtre inte´ressant de choisir celui qui permet de cal-
culer la plus grande borne infe´rieure, c’est-a`-dire celui
qui permet de maximiser la quantite´
n∑
i=1
ui −
∑
cij∈C
bij
et qui ne produit pas de valuations ne´gatives. Pour
cela le programme line´aire suivant peut eˆtre re´solu :
PL∗


max
n∑
i=1
ui −
∑
cij∈C
bij
aij(i, k) + aij(j, l) ≤ bij + cij(k, l) ∀cij ∈ C,
∀(k, l) ∈ Di ×Dj
ui −
∑
j:cij∈C
aij(i, k) ≤ ci(k) ∀Xi ∈ X, ∀k ∈ Di
Les contraintes de ce programme line´aire expriment la
condition de ne pas produire de valuations ne´gatives
pour que la valeur de c∅ qu’on obtient apre`s les ope´ra-
tions de transformation soit une borne infe´rieure. Les
contraintes de type aij(i, k) + aij(j, l) ≤ bij + cij(k, l)
sont celles qui expriment la validite´ des ine´galite´s du
syste`me a` utiliser pour la transformation.
The´ore`me 3 La valeur V (PL∗) du programme PL∗
est e´gale a` la borne infe´rieure OSAC.
De´monstration 3 Puisqu’on doit toujours satisfaire
les contraintes d’affectation
∑
k∈Di
xi(k) = 1 et∑
l∈Dj
xj(l) = 1, l’ensemble {
∑
k∈Di
(M + aij(i, k))xi(k) +∑
l∈Dj
(M + aij(j, l))xj(l) ≤ 2M + bij + ηij : M ∈ R}
est constitue´ d’ine´galite´s toutes e´quivalentes. Ainsi, si
dans une ine´galite´ valide associe´e a` une contrainte
cij ∈ C le coefficient bij n’est pas nul alors on peut
choisir M = − bij2 pour obtenir une ine´galite´ valide
e´quivalente telle que bij = 0. On en de´duit que si on
fixe de cette manie`re dans PL∗ tous les bij a` 0 alors la
valeur optimale restera la meˆme. Cette fixation trans-
forme exactement PL∗ au programme line´aire utilise´
pour le calcul de OSAC [2] qui est le dual de KPL.
L’inconve´nient de la formulation PL∗ re´side dans sa
taille (O(ed+n) variables et O(ed2 +nd) contraintes)
qui fait que sa re´solution consomme beaucoup de
temps de calcul.
4.3 Recherche approche´e de bons syste`mes d’in-
e´galite´s valides
La re´solution de PL∗ permet de rechercher parmi
tous les syste`mes contenant une ine´galite´ valide par
contrainte du WCSP un qui est optimal : un qui per-
met de transformer le WCSP en un WCSP e´quivalent
et d’augmenter au maximum la borne infe´rieure c∅.
Cette recherche optimale est couˆteuse en temps de cal-
cul. Pour atte´nuer cet inconve´nient, nous proposons
d’utiliser un autre syste`me d’ine´galite´s valide qui n’est
pas force´ment optimal pour transformer le WCSP.
Algorithm 1 De´composition d’une contrainte
Require: une contrainte cij du WCSP
Ensure: pij contraintes binaires c
1
ij , c
2
ij , ..., c
pij
ij :
cij(k, l) =
pij∑
q=1
cqij(k, l) ∀(k, l) ∈ Di ×Dj
1: STOP ← faux, pij ← 0
2: while STOP = faux do
3: if ∃(k, l) ∈ Di ×Dj : cij(k, l) > 0 then
4: α ← min{cij(k, l) : (k, l) ∈ Di ×
Dj, cij(k, l) > 0}
5: pij ← pij + 1
6: cpij(k, l)← min(cij(k, l), α), ∀(k, l) ∈ Di ×Dj
7: cij(k, l)← max(0, cij(k, l)−α), ∀(k, l) ∈ Di×
Dj
8: else
9: STOP ← vrai
10: end if
11: end while
Le syste`me que nous proposons est obtenu par la re´-
solution d’un programme line´aire e´quivalent au WCSP
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et dont toutes les contraintes sont de type clique
ponde´re´e. Dans le but de former ces cliques, chaque
contrainte cij ∈ C du WCSP est d’abord de´compose´e
en plusieures contraintes, chacune d’entre elles associe
0 ou le meˆme couˆt pour chaque couple de Di × Dj .
Cette de´composition est re´alise´e par l’algorithme 1. Il
produit au plus d2 contraintes, ou` d est la taille du
plus grand domaine.
(2,1)
V1 V2
(1,1)
(2,2)(1,2)
(2,1)
V1 V2
(1,1)
(2,2)(1,2)
c
1
12
c
2
12
2
2
2
Fig. 3 – Re´sultat de la de´composition de la contrainte
sur la figure 2.
Exemple 3 Les contraintes repre´sente´es par la figure
3 sont le produit de la de´composition de la contrainte
repre´sente´e par la figure 2.
Une fois la de´composition de toutes les contraintes
est effectue´e, un ensemble de cliques Γc est construit.
Cette construction consiste a` associer a` chaque
contrainte cqij produite par la de´composition d’une
contrainte initiale cij ∈ C, di + dj cliques ponde´re´es
maximales : une pour chaque valeur de chacune des
deux variablesXi et Xj . Si k est une valeur de Xi alors
nous lui associons par rapport a` cqij la clique maximale
CM({(i, k)}, j, q) construite comme suit :
1. Ej = {(j, l) : l ∈ Dj , c
q
ij(k, l) 6= 0} ;
2. Ei = {(i, k
′) : k′ ∈ Di, c
q
ij(k
′, l) 6= 0 ∀(j, l) ∈ Ej} ;
3. CM({(i, k)}, j, q) = Ei ∪ Ej .
De meˆme, Si l est une valeur de Xj alors nous
lui associons par rapport a` cqij la clique maximale
CM({(j, l)}, i, q) construite comme suit :
1. Ei = {(i, k) : k ∈ Di, c
q
ij(k, l) 6= 0} ;
2. Ej = {(j, l
′) : l′ ∈ Dj , c
q
ij(k, l
′) 6= 0 ∀(i, k) ∈ Ei} ;
3. CM({(j, l)}, i, q) = Ei ∪ Ej .
A` chaque contrainte cqij nous associons une variable
ηqij et nous formulons line´airement chaque clique Γij
de Γc par une ine´galite´ de type (1) dont bij est choisi
e´gal a` l’unique e´tiquette que cette contrainte associe
aux couples (k, l) ∈ Di ×Dj :
– bij = max
(k,l)∈Di×Dj
cqij(k, l);
– aij(i, k) = bij si (i, k) ∈ Γij , aij(i, k) = 0 sinon ;
– aij(j, l) = bij si (j, l) ∈ Γij , aij(j, l) = 0 sinon.
Remarque 4 Dans le cas des Max-CSP, l’ensemble
Γc contient au plus 2ed cliques. Il en contient au plus
2ed3 dans le cas plus ge´ne´ral des WCSP : l’algorithme
1 produit au plus d2 contraintes.
Exemple 4 La formulation des cliques ponde´re´es que
nous associons aux seules contraintes c112 et c
2
12 sur la
figure 3 s’e´crit :
2x1(1) + 2x2(1) + 2x2(2) ≤ 2 + η
1
12
2x1(2) + 2x2(2) ≤ 2 + η
1
12
2x1(1) + 2x2(1) ≤ 2 + η
1
12
2x1(1) + 2x1(2) + 2x2(2) ≤ 2 + η
1
12
x1(1) + x2(2) ≤ 1 + η
2
12
x1(2) ≤ 1 + η
2
12
x2(1) ≤ 1 + η
2
12
x1(1) + x2(2) ≤ 1 + η
2
12
Cette formulation est associe´e a` la seule contrainte c12
sur la figure 2. Nous associons une formulation ana-
logue a` chaque contrainte initiale (avant de´composi-
tion) du WCSP.
Nous notons IP (Γc) le syste`me line´aire complet qui
consiste a` chercher une solution qui minimise la quan-
tite´
n∑
i=1
∑
k∈Di
ci(k)xi(k) +
∑
cij∈C
pij∑
q=1
ηqij et qui satisfait
l’ensemble des cliques ponde´re´es ainsi formule´es et le
syste`me de contraintes S, avec pij est le nombre de
contraintes produites par la de´composition de cij . Le
syste`me IP (Γc) est du type IP (A, b) dont les ine´gali-
te´s valides sont toutes des cliques ponde´re´es.
Apre`s la construction de IP (Γc), sa relaxation conti-
nue PL(Γc) est re´solue et les valeurs des variables
duales obtenues sont re´cupe´re´es et utilise´es pour agre´-
ger les ine´galite´s de PL(Γc) dans le but de produire
une seule ine´galite´ valide par contrainte du WCSP.
Exemple 5 Supposons que c12 repre´sente´e par la fi-
gure 2 est une contrainte parmi les e contraintes
d’un WCSP. Soit IP (Γc) le syste`me line´aire construit
apre`s la de´composition de ces e contraintes et soit λ
une solution duale optimale de sa relaxation continue
PL(Γc). Le vecteur λ contient une composante pour
chaque ine´galite´ dans IP (Γc). Soit (
1
2 , 0, 0, 1, 0, 0, 0, 0)
les composantes de ce vecteur qui correspondent aux
ine´galite´s associe´es a` c12. Ces dernie`res sont donc
agre´ge´es comme suit :
1
2 .
(
2x1(1) + 2x2(1) + 2x2(2) ≤ 2 + η
1
12
)
+ 0.
(
2x1(2) + 2x2(2) ≤ 2 + η
1
12
)
+ 0.
(
2x1(1) + 2x2(1) ≤ 2 + η
1
12
)
+ 1.
(
2x1(1) + 2x1(2) + 2x2(2) ≤ 2 + η
1
12
)
+ 0.
(
x1(1) + x2(2) ≤ 1 + η
2
12
)
+ 0.
(
x1(2) ≤ 1 + η
2
12
)
+ 0.
(
x2(1) ≤ 1 + η
2
12
)
+ 0.
(
x1(1) + x2(2) ≤ 1 + η
2
12
)
= 3x1(1) + 2x1(2) + x2(1) + 3x2(2) ≤ 3 + η
1
12 + η
2
12
En effectuant le changement de variables ηij = η
1
ij +
η2ij , l’ine´galite´ obtenue peut s’e´crire
3x1(1) + 2x1(2) + x2(1) + 3x2(2) ≤ 3 + η12.
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A` pre´sent nous disposons d’un syste`me contenant
une ine´galite´ valide par contrainte cij ∈ C initiale
(avant de´composition) du WCSP. Ce syste`me est uti-
lise´ pour transforme´ le WCSP en un WCSP e´quivalent.
(2,1)
V1 V2
1 (1,1)
(2,2) 2(1,2)
Fig. 4 – Re´sultat de la transformation de la contrainte
sur la figure 2.
Exemple 6 En utilisant l’ine´galite´ valide 3x1(1) +
2x1(2)+x2(1)+3x2(3) ≤ 3+η12 et en effectuant les 5
ope´rations de transformation op1, op2,..., op5 sur la
contrainte c12 de la figure 2 on obtient la contrainte
e´quivalente donne´e par la figure 4.
(1,1)
V1 (1,2)
(1,3)
(2,1) (2,2) (2,3)
(3,1)
(3,2)
(3,3)
(4,1) (4,2) (4,3)
V2
V4
V3
Fig. 5 – Exemple de Max-CSP.
Exemple 7 La figure 5 montre un exemple de
graphe G(V,A) repre´sentant un Max-CSP avec 4
variables (X = {X1, X2, X3, X4}) qui ont le
meˆme domaine {1, 2, 3} et 6 contraintes (C =
{c12, c13, c14, c23, c24, c34}). L’ensemble V est compose´
des 4 sous-ensembles V1, V2, V3 et V4 associe´s aux va-
riables : a` chaque variable Xi est associe´ l’ensemble
Vi = {(i, 1), (i, 2), (i, 3)} de sommets. L’ensemble A
est compose´ des areˆtes du graphe : l’existence d’une
areˆte entre deux sommets (i, k) et (j, l) signifie que
l’affectation (Xi = k,Xj = l) viole la contrainte cij ,
i.e, cij(k, l) = 1.
Observons que ce Max-CSP est comple`tement arc-
consistant (il est FAC*) ; ∀Xi ∈ X, ∀k ∈ Di, ∀cij ∈
C, ∃l ∈ Dj : cj(l) + cij(k, l) = 0. Ainsi, toutes les me´-
thodes qui se basent sur la consistance d’arc calculent
la borne infe´rieure triviale 0. La re´solution de la re-
laxation continue KPL de la formulation KPLNE de
ce Max-CSP permet de calculer une borne infe´rieure
e´gale a` 2.
L’ensemble Γc correspondant a` cet exemple est com-
pose´ de 36 cliques maximales. Apre`s la re´solution de
PL(Γc) on peut re´cupe´rer une solution duale optimale.
L’utilisation de cette solution pour l’agre´gation des
cliques nous permet d’obtenir le syste`me suivant :

min η12 + η13 + η14 + η23 + η24 + η34
t.q x1(1) + x1(2) + x2(1) + x2(2) ≤ 1 + η12
x1(1) + x1(3) + x3(1) + x3(3) ≤ 1 + η13
x1(2) + x1(3) + x4(1) + x4(2) ≤ 1 + η14
x2(2) + x2(3) + x3(1) + x3(2) ≤ 1 + η23
x2(1) + x2(3) + x4(1) + x4(3) ≤ 1 + η24
x3(2) + x3(3) + x4(2) + x4(3) ≤ 1 + η34
x ∈ S, η ≥ 0
L’utilisation de ce syste`me pour transformer le Max-
CSP initial permet d’aboutir au WCSP repre´sente´ par
la figure 6. La technique propose´e dans [2] permet elle
aussi d’aboutir au meˆme re´sultat puisque elle se base
sur la re´solution du dual de la formulation KPL. Ce-
pendant, pour les proble`mes de grande taille, cette tech-
nique ne´cessite beaucoup plus de temps de calcul.
Remarque 5 Toute ine´galite´ valide de type (1) peut
eˆtre transforme´e en une autre ine´galite´ valide dont les
coefficients sont tous entiers comme suit :
1. bij ← ⌈bij⌉;
2. aij(j, l)← ⌈aij(j, l)⌉ ∀l ∈ Dj;
3. aij(i, k) ← bij + min{cij(k, l) − aij(j, l), l ∈
Dj} ∀k ∈ Di.
Ainsi, si Ax ≤ b+ η est un syste`me valide dont les in-
e´galite´s contiennent des coefficients fractionnaires et si
on effectue les transformations ci-dessus a` chacune de
ces ine´galite´s alors on obtiendra un autre syste`me va-
lide qu’on peut utiliser pour transformer le WCSP en
un WCSP e´quivalent et ne contenant que des valua-
tions entie`res. La transformation d’un WCSP en un
WCSP e´quivalent et ne contenant que des valuations
entie`res est ne´cessaire dans le cas ou` la me´thode utili-
se´e pour la re´solution globale n’est pas adapte´e aux cas
des WCSP avec des valuations fractionnaires. L’incon-
ve´nient de se restreindre a` utiliser que des ine´galite´s
a` coefficients entiers peut eˆtre atte´nue´ par la re´solu-
tion a` la place du WCSP initial de celui qu’on obtient
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(1,1)
V1 (1,2)
(1,3)
(2,1) (2,2) (2,3)
c∅ = 2
(3,1)
(3,2)
(3,3)
(4,1) (4,2) (4,3)
V2
V4
V3
Fig. 6 – Re´sultat de la transformation du Max-CSP
donne´ par la figure 5.
par la multiplication de toutes les valuations par une
meˆme constante entie`re suffisamment grande.
4.4 Re´capitulation
Les points suivants re´sument les e´tapes a` suivre pour
pouvoir be´ne´ficier le plus possible du pre´traitement
propose´ :
1. multiplier par une constante M suffisamment
grande les valuations de toutes les contraintes du
WCSP (voir la remarque 5) ;
2. de´composer les contraintes du WCSP par l’algo-
rithme 1 ;
3. former un syste`me de cliques Γc complet ;
4. re´soudre le programme PL(Γc) et re´cupe´rer les
valeurs des variables duales ;
5. utiliser les valeurs des variables duales re´cupe´re´es
pour agre´ger les ine´galite´s valides de PL(Γc) et
former ainsi un syste`me contenant une ine´galite´
valide par contrainte initiale du WCSP ;
6. transformer ces ine´galite´s en ine´galite´s dont tous
les coefficients sont des entiers (voir la remarque
5) ;
7. utiliser les ine´galite´s ainsi obtenues pour trans-
former le WCSP dont les contraintes sont toutes
multiplie´es par M en un WCSP e´quivalent ;
8. re´soudre le WCSP enfin obtenu par une me´-
thode de re´solution comple`te (la plus puissante
qui existe de pre´fe´rence : MEDAC) ;
9. diviser par M le couˆt de la solution obtenue pour
obtenir son couˆt par rapport au WCSP initial.
Nous noterons par PL(Γc) +MEDAC la me´thode de
re´solution globale obtenue.
5 Expe´rimentations
Cette section pre´sente les expe´rimentations re´ali-
se´es.
5.1 Bornes infe´rieures
Nous avons compare´ les diffe´rentes bornes infe´-
rieures a` base d’ine´galite´s valides avec des bornes in-
fe´rieures qui se basent sur l’arc-consistance. Les pre-
miers proble`mes teste´s sont des Max-CSP ge´ne´re´s de
manie`re ale´atoire2. Six classes de Max-CSP ont e´te´
conside´re´es. Chaque classe est de´finie par quatre pa-
rame`tres < n, d, e, t > tels que n est le nombre de
variables (n = |X |), d est la taille des domaines
(d = di = |Di|, ∀Xi ∈ X), e est le nombre de
contraintes (e = |C|) et t est la durete´ des contraintes
(t = |{(k, l) : (k, l) ∈ Di×Dj, cij(k, l) = 1}|, ∀cij ∈ C).
Les graphes de contraintes des six classes sont de
trois types :
1. peu denses (sparse (S)) : e = 2.5n;
2. denses (D) : e = n(n−1)8 ;
3. complets (C) : e = n(n−1)2 .
Pour des valeurs de n, d et e fixe´es, il existe une
durete´ minimale t0 des contraintes a` partir de laquelle
les proble`mes ge´ne´re´s sont sur-contraints et difficiles a`
re´soudre. Les types de durete´s conside´re´es sont :
1. faible (loose (L)) : t = t0;
2. forte (tight (T)) : t = d2 − 0.25t0.
En combinant les trois types de densite´ des
graphes de contraintes avec les deux types de
durete´ des contraintes on obtient six classes :
SL, ST,DL,DT,CL et CT . Dans chaque classe, le pa-
rame`tre d (taille des domaines) est fixe´ a` 10. Le nombre
de variables n est fixe´ a` 40 pour les proble`mes de la
classe SL, a` 30 pour les proble`mes de la classe DL, a`
25 pour les proble`mes des classe ST , DT et CL et a`
15 pour les proble`mes de la classe CT . Pour chaque
classe, 50 instances de proble`mes sont conside´re´es3.
Les bornes infe´rieures a` base d’ine´galite´s valides que
nous avons e´value´es sont :
1. V (PL(Γc)) : borne infe´rieure obtenue par la re´so-
lution de PL(Γc) ;
2Le protocole de ge´ne´ration est de´fini dans [8].
3Ces Max-CSP sont disponibles a`
http ://carlit.toulouse.inra.fr/cgi-bin/awki.cgi/softCSP.
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2. V (PL∗) : borne infe´rieure obtenue par la re´solu-
tion de PL∗. C’est la meˆme borne obtenue par la
re´solution de KPL ou par le calcul de la borne
OSAC.
Ces bornes sont compare´es avec la borne EDAC*.
L’outil utilise´ pour la re´solution des deux syste`mes
line´aires est le solveur Ilog Cplex. Nous avons utilise´
la me´thode barrier qui est plus rapide en moyenne sur
ces proble`mes. Le logiciel libre toolbar [3] est utilise´
pour le calcul de la borne EDAC*.
Pour les proble`mes dont la durete´ des contraintes
est faible (classes SL, DL et CL), toutes les me´thodes
calculent la borne infe´rieure triviale 0.
Pour les classes ST, DT et CT, le tableau suivant
reporte la borne infe´rieure moyenne calcule´e par cha-
cune des techniques cite´es.
EDAC∗ V (PL(Γc)) V (PL
∗)
ST 4.26 11 12.30
DT 9.96 18.30 19.80
CT 44.46 53.89 54.75
Le tableau suivant reporte les temps moyens en se-
condes que ne´cessitent les re´solutions des programmes
PL(Γc) et PL
∗, les temps que ne´cessitent le calcul de
EDAC* est de l’ordre de 10−6 secondes4.
SL DL CL ST DT CT
PL(Γc) 0.29 0.1 0.15 0.09 0.10 0.12
PL∗ 1.97 0.84 11.80 0.34 0.55 1.63
On remarque que pour les proble`mes dont la durete´
des contraintes est forte, les bornes calcule´es par la re´-
solution de PL(Γc) et PL
∗ sont largement supe´rieures
a` EDAC∗.
Les bornes V (PL(Γc)) et V (PL
∗) sont proches. Le
calcul de V (PL(Γc)) pre´sente l’avantage d’eˆtre moins
gourmand en temps de calcul.
Les bornes EDAC∗, V (PL(Γc)) et V (PL
∗) sont
aussi e´value´es sur des WCSP re´els. Les WCSP tes-
te´s sont des instances du proble`me d’affectation de
fre´quences aux liens radio (Radio Link Frequency As-
signment Problem of the CELAR [1]). Les instances
conside´re´es sont scen07reduc.wcsp, scen08reduc.wcsp,
graph11reducmore.wcsp et graph13reducmore.wcsp
(voir la section Benchmarks de [3]). Le tableau suivant
reporte pour chacun de ces proble`mes les meilleures
bornes infe´rieures5 et supe´rieures6 connues a` ce jour.
scen07 scen08 graph11 graph13
Bsup 343592 262 3080 10110
Binf 300000 216 3016 9925
4Nous avons utilise´ une machine cadence´e a` 2,80 GHz. Elle
est e´quipe´e d’une RAM de 2 Go.
5Elles sont calcule´es par des me´thodes de complexite´ tempo-
relle exponentielle.
6Elles sont calcule´es par des me´thodes de recherche locale.
Le tableau suivant donne pour chaque proble`me et
chaque me´thode de calcul la borne infe´rieure calcule´e
et le temps de calcul en secondes.
scen07
Binf Temps (s)
V (PL(Γc)) 30346.7 118.66
V (PL∗) 31453.1 1461.94
EDAC* 10000 0.01
scen08
Binf Temps (s)
V (PL(Γc)) 44.1278 167.88
V (PL∗) 48.3225 1999.21
EDAC* 6 0.04
graph11
Binf Temps (s)
V (PL(Γc)) 2952.34 50.94
V (PL∗) 2957 109.87
EDAC* 2710 0.01
graph13
Binf Temps (s)
V (PL(Γc)) 9797.5 147.01
V (PL∗) 9797.5 2031.51
EDAC* 8722 0.03
Ces re´sultats montrent que la re´solution des mode`les
PL(Γc) et PL
∗ permettent de calculer des bornes in-
fe´rieures proches ou meˆme e´gales dans le cas de l’ins-
tance graph13. Le temps de re´solution de PL∗ est
beaucoup plus important que celui de PL(Γc). Ces
temps sont obtenus en utilisant la me´thode barrier
pour la re´solution de programmes line´aires. Les pro-
ble`mes scen07 et graph11 sont de taille relativement
moins importante par rapport aux tailles des deux
autres proble`mes. La me´thode duale du simplexe re´-
sout plus rapidement les programmes PL(Γc) qui cor-
respondent aux proble`mes scen07 et graph11. Elle met
57.64 secondes pour re´soudre scen07 et 16.32 secondes
pour re´soudre graph11.
Par rapport a` EDAC∗, V (PL(Γc)) et V (PL
∗) sont
largement supe´rieures. Pour les instances graph11 et
graph13, les bornes V (PL(Γc)) et V (PL
∗) sont meˆme
proches des meilleures bornes infe´rieures qui sont
connues a` ce jour et qui sont obtenues par des me´-
thodes de calcul exponentielles.
5.2 Me´thodes de re´solution
Ce paragraphe pre´sente les re´sultats de l’e´valuation
de la me´thode de re´solution PL(Γc) +MEDAC.
Les proble`mes teste´s sont les Max-CSP des six
classes de´crites au paragraphe pre´ce´dent. Le tableau
suivant re´sume les re´sultats obtenus.
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MEDAC PL(Γc) +MEDAC
#nœuds Temps (s) #nœuds Temps (s)
SL 24872.1 2.605 24872.1 2.762
DL 14706 1.376 14706 1.467
CL 202132 25.515 202132 25.741
ST 7993.38 0.774 2440.88 0.601
DT 22025 2.374 5856.34 1.601
CT 156588 16.751 67036.5 16.730
Le pre´traitement effectue´ par PL(Γc)+MEDAC se
base sur la re´solution d’un syste`me line´aire PL(Γc) as-
socie´ a` un ensemble Γc de cliques. Les proble`mes teste´s
e´tant des Max-CSP, la de´composition des contraintes
n’a pas e´te´ ne´cessaire. La constante M par laquelle
nous avons ponde´re´7 les ine´galite´s de type clique bi-
naire de PL(Γc) est choisie e´gale a` 1000. L’utilisation
d’une solution duale optimale de PL(Γc) pour l’agre´-
gation de ses cliques permet de construire un syste`me
contenant une ine´galite´ valide par contrainte du Max-
CSP. La technique pre´sente´e pour transformer un sys-
te`me d’ine´galite´s valides en un autre syste`me d’ine´ga-
lite´s valides et dont tous les coefficients sont des en-
tiers de´grade peu la qualite´ de la borne infe´rieure8. En
utilisant le syste`me d’ine´galite´s ainsi obtenu, le pro-
ble`me re´sultant apre`s transformation est un WCSP
dont toutes les valuations sont entie`res et peut eˆtre
re´solu par MEDAC9.
Sur les proble`mes dont la durete´ des contraintes est
faible, le pre´traitement n’apporte aucune contribution
a` la re´solution puisque pour ces proble`mes la valeur
V (PL(Γc)) est nulle. Il est inte´ressant quand meˆme
de remarquer que le temps perdu pendant ce pre´trai-
tement n’est pas significatif par rapport au temps de
re´solution global. C’est sur les proble`mes dont la du-
rete´ des contraintes est forte que ce pre´traitement est
inte´ressant, surtout sur les proble`mes de la classe DT
ou` PL(Γc) +MEDAC de´veloppe 3,76 fois moins de
nœuds que MEDAC et met 1,48 fois moins de temps.
6 Conclusion
Dans cet article, nous avons introduit la notion d’in-
e´galite´ binaire valide et montre´ qu’elle peut eˆtre bien
exploite´e dans le cadre des Max-CSP et WCSP.
7Cette ponde´ration n’est pas ne´cessaire si la me´thode de re´-
solution comple`te utilise´e est adapte´e aux contraintes value´es
par des re´els.
8Plus la valeur de M est grande plus cette de´gradation est
ne´gligeable.
9Comme dans [2], nous avons adopte´ cette me´thode au fait
que les couˆts des solutions sont des multiples de M = 1000 :
si une solution de couˆt 3M par exemple est trouve´e alors elle
est sauvegarde´e et la borne supe´rieure est fixe´e a` 2M + 1 pour
e´liminer toutes les solutions dont le couˆt de´passe 2M .
Nous avons propose´ une technique a` base d’ine´gali-
te´s valides pour transformer un WCSP en un WCSP
e´quivalent. Nous avons par la suite de´montre´ qu’il
est toujours possible de construire un syste`me line´aire
contenant une seule ine´galite´ valide par contrainte du
WCSP et dont la valeur est e´gale a` la borne OSAC.
La recherche d’un tel syste`me est couˆteuse en temps
de calcul, nous avons alors propose´ d’utiliser un autre
syste`me qui n’est pas force´ment optimal mais qui est
plus facile a` construire.
Les re´sultats nume´riques pre´liminaires obtenus sont
inte´ressants. En plus de cet inte´reˆt pratique, l’e´tude
pre´sente´e ouvre des voies de recherche inte´ressantes.
En effet, l’utilisation d’ine´galite´s binaires valides peut
eˆtre ge´ne´ralise´e a` celle des ine´galite´s valides n-aires.
Nous comptons e´tendre cette e´tude au cas des in-
e´galite´s valides n-aires et au cas des WCSP n-aires.
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