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Abstract
Consider the Schro¨dinger operator with semiclassical parameter h, in the limit where
h goes to zero. When the involved long-range potential is smooth, it is well known that
the boundary values of the operator’s resolvent at a positive energy λ are bounded by
O(h−1) if and only if the associated Hamilton flow is non-trapping at energy λ. In
the present paper, we extend this result to the case where the potential may possess
Coulomb singularities. Since the Hamilton flow then is not complete in general, our
analysis requires the use of an appropriate regularization.
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1 Introduction.
In the late eighties and the beginning of the nineties, many semiclassical results were obtained
in stationary scattering theory. In this setting, the long time evolution of a system is studied via
the resolvent, which appears in representation formulae for the main scattering objects. One
can distinguish two complementary domains: on the one hand semiclassical results concerning
scattering objects at non-trapping energies (when resonances are negligible), and on the other
hand studies of resonances and of their influence on scattering objects. We refer to [GM2,
HS, KMW, Ma2, RT] and also to [R2] for an overview of the subject. These results often
show a Bohr correspondence principle for the scattering states.
Many studies treat (non-relativistic) molecular systems described by a (many body) Schro¨din-
ger operator. From a physical point of view, it is natural to let the potential admit Coulomb
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singularities in that context. In the spectral analysis of the operator, these singularities do not
produce difficulties in dimension ≥ 3, thanks to Hardy’s inequality (cf. (2.9)).
In the semiclassical regime however, little is known when Coulomb singularities occur. We point
out the propagation results in [GK, Ke, Kn2]. In the above mentioned domains of stationary
scattering theory, we do not know of any semiclassical result, except that of [KMW, W3].
We think that the main obstacle stems from the difficulty to develop a semiclassical version
of Mourre’s theory (cf. [GM1, M, RT]) in this situation. This task is performed in [KMW]
when all singularities are repulsive, a situation where the associated classical Hamilton flow
is complete. Recently semiclassical resolvent estimates (and further interesting results) were
obtained by Wang in [W3] but in a non optimal framework (see comments below). When
attractive singularities occur, the classical flow is not complete anymore, while it can be
regularized (cf. [GK, Ke, Kn2]).
The aim of this article is to contribute to the development of such a semiclassical analysis of
molecular scattering. In [J1, J2], the author faced similar difficulties in the study of a matricial
Schro¨dinger operator. He adapted in [J3, J4] an alternative approach, previously used in [B].
We here follow the same approach, combined with ideas from [CJ, GK, Kn2, W2], in order to
extend, in the case of potentials with arbitrary Coulomb singularities, a result established in
[KMW, RT].
We now introduce some notation and present the main results of this paper.
1.1 The Schro¨dinger operators.
Let d ∈ N := {0, 1, 2, . . .} with d ≥ 2. For x ∈ Rd, we denote by |x| the usual norm of x and
we set 〈x〉 := (1 + |x|2)1/2. We denote by ∆x the Laplacian in Rd. We consider a long-range
potential V which is smooth except at N ′ Coulomb singularities (N ′ ∈ N∗) located at the
sites sj where j ∈ {1, 2, . . . , N ′}. Let
Mˆ := Rd \ S , with S := {sj ; 1 ≤ j ≤ N ′}
and R0 := max{|sj|+ 1; 1 ≤ j ≤ N ′}. Technically, we take V ∈ C∞(Mˆ ;R) such that
∃ρ > 0 ; ∀α ∈ Nd , ∀x ∈ Rd , |x| > R0 , |∂αxV (x)| = Oα
(
〈x〉−ρ−|α|
)
. (1.1)
Furthermore, we assume that for all j ∈ {1, 2, . . . , N ′}, we can find smooth functions fj ,Wj
in C∞0 (R
d;R) such that fj(sj) 6= 0 and, near sj,
V (x) =
fj(x)
|x− sj | + Wj(x) . (1.2)
If fj(sj) < 0 (resp. fj(sj) > 0), we say that sj is an attractive (resp. a repulsive) Coulomb
singularity. Let N ≥ 0 be the number of attractive singularities. We may assume that they
are labelled by {1, 2, . . . , N}.
Given some h∗ ∈]0; 1[, we introduce a semiclassical parameter h ∈]0; h∗]. The semiclassical
Schro¨dinger operator is given by P (h) := −h2∆x + V , acting in L2(Rd).
Under the previous assumptions, it is well known that P (h) is self-adjoint (see [CFKS, K, RS2]).
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When d ≥ 3, this fact follows from Hardy’s inequality (cf. (2.9)) and from Kato’s theorem on
relative boundedness. The domain of P (h) then is the Sobolev space H2(Rd), i.e. the domain
of the Laplacian. When d = 2, self-adjointness follows when considering the quadratic form
associated with P (h) and using Kato’s theorem on relative boundedness for forms: the form
is seen to be closable and bounded below, and the associated self-adjoint operator is P (h)
[Ch, Kn3]. The situation is rather different for d = 1 (see Section I.1 in [RS2]), which is the
reason why we exclude this dimension here.
1.2 The function spaces and main notation.
For z belonging to the resolvent set ρ(P (h)) of P (h), we set R(z; h) := (P (h)− z)−1. We
are interested in the size of the resolvent R(z; h) as a bounded operator from some space S
into its dual S∗, i.e. as an element of the space L(S; S∗). We denote by ‖ · ‖S,S∗ the usual
operator norm on L(S; S∗). If S = L2(Rd), we also use the notation ‖ · ‖ in place of ‖ · ‖S,S∗ .
The relevant spaces S are introduced below.
If a is a measurable subset of Rd, we denote by ‖ · ‖a (resp. 〈·, ·〉a) the usual norm (resp.
the right linear scalar product) of L2(a) (and we skip the subscript a if a = Rd). For s ∈ R,
we denote by L2s the weighted L
2-space of measurable functions f such that x 7→ 〈x〉sf(x)
belongs to L2(Rd). Its dual space is identified with L2−s. For j ∈ Z, we set
cj := {x ∈ Rd; 2j−1 < |x| ≤ 2j} and c = {x ∈ Rd; |x| ≤ 1}. (1.3)
Let B (resp. its homogeneous version B˙) be the space of functions f locally in L2(Rd) (resp.
L2(Rd \ {0})) such that
‖f‖B := ‖f‖c +
∞∑
j=1
2j/2‖f‖cj
(
resp. ‖f‖B˙ :=
∑
j∈Z
2j/2‖f‖cj
)
(1.4)
is finite. Its dual B∗ (resp. B˙∗) is equipped with
‖f‖B∗ := max
(
‖f‖c ; sup
j≥1
2−j/2‖f‖cj
) (
resp. ‖f‖B˙∗ := sup
j∈Z
2−j/2‖f‖cj
)
. (1.5)
One can easily check that the embeddings L2s ⊂ B ⊂ L21/2, for any s > 1/2, and B ⊂ B˙, are
all continuous. Notice that, for S = L2s,B, and B˙,
∀f ∈ S∗, ∀g ∈ S, f¯ g ∈ L1 and
∣∣∣〈f , g〉∣∣∣ ≤ ‖f‖S∗ · ‖g‖S . (1.6)
For z ∈ ρ(P (h)), R(z; h) can be viewed as a bounded operator from L2s to L2−s, for s ≥ 0,
and from B to B∗, being a bounded operator on L2(Rd). When d ≥ 3, one can show using
Hardy’s inequality (2.9) that, for z ∈ ρ(P (h)), R(z; h) can even be viewed as a bounded
operator from B˙ to B˙∗ (cf. [WZ]), a stronger result.
Let I be a compact interval included in ]0; +∞[ and d ≥ 3. By [FH], we know that I contains
no eigenvalue of P (h). By Mourre’s commutator theory (cf. [ABG, M]), we also know that
for fixed h, ‖R(·; h)‖S,S∗ is bounded on {z ∈ C;ℜz ∈ I,ℑz 6= 0} whenever S = L2s (s > 1/2)
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or S = B. Adapting an argument by [WZ], the above norm is even seen bounded when S = B˙.
Summarizing, for s > 1/2 and any given h > 0, the following chain of inequalities holds true
sup
ℜz∈I
ℑz 6=0
‖R(z; h)‖L2s ,L2−s ≤ sup
ℜz∈I
ℑz 6=0
‖R(z; h)‖B,B∗ ≤ sup
ℜz∈I
ℑz 6=0
‖R(z; h)‖B˙,B˙∗ < ∞ . (1.7)
1.3 The Non-Trapping Condition.
We now estimate the terms involved in (1.7) as h→ 0. When V = 0, it is known that
sup
ℜz∈I
ℑz 6=0
‖R(z; h)‖S,S∗ = O(1/h) , (1.8)
whenever S = L2s (s > 1/2), or S = B. Our aim is to characterize those potential V for which
(1.8) holds true with S = B.
If V ∈ C∞(Rd,R) and satisfies (1.1), then a characterization of those V ’s such that (1.8)
holds true is well known, at least in the case S = L2s (s > 1/2) or S = B, as we now describe.
Let T ∗Rd ∋ (x, ξ) 7→ p(x, ξ) := |ξ|2 + V (x) be the symbol of P (h). Since the potential V is
bounded below, for all energies λ on p−1(λ) the speed |ξ| is bounded above. Thus the particle
cannot escape to infinity in finite time and p defines a complete smooth Hamilton flow (φt)t∈R
on T ∗Rd. The symbol p is said non-trapping at the energy λ whenever
∀(x, ξ) ∈ p−1(λ) , lim
t→−∞
|φt(x, ξ)| = +∞ and lim
t→+∞
|φt(x, ξ)| = +∞ . (1.9)
In many cases it is easy to show trapping by topological criteria, see [KK1].
Let S = L2s with s > 1/2, or S = B. Then (1.8) holds true if and only if any energy λ ∈ I is
non-trapping for p (cf. [GM1, J3, Ma2, RT, VZ, W2]). This statement has been extended to
the homogeneous space S = B˙ (d ≥ 3) by [CJ], for V ’s of class C2 only.
First note that such a characterization is a Bohr correspondence principle: in the limit h→ 0,
a qualitative property of the classical flow (the non-trapping condition) is connected to a
propagation property of the quantum evolution operator U(t; h) = exp(−ih−1tP (h)). Indeed
the propagation estimate (3.11) turns out to be equivalent to the above estimate (1.8).
Second, it is also useful to develop a semiclassical, stationary scattering theory (the case
S = L2s actually suffices). If the non-trapping condition is true, one expects to deduce from
(1.8) bounds on several scattering objects (as is done when V ∈ C∞(Rd), cf. [R2, RT]). If
trapping occurs, one expects that the resonant phenomena have a leading order influence on
the scattering objects (cf. [GM2, R2]).
Of course, these two motivations are still present if Coulomb singularities are allowed.
When only repulsive Coulomb singularities occur, it was proved in [KMW] that the non-trapping
condition implies that (1.8) is true with S = L2s (s > 1/2). If at least one attractive Coulomb
singularity is present, the flow is not complete anymore and the previous non-trapping condition
does not even make sense. However, it is known that one can ”regularize the flow” (see [Kn2]
and references therein), and it turns out the regularization is easier to deal with in dimension
d = 2 and d = 3.
In the present paper, we choose to focus on the case d = 3, which is the physically important
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situation. Our study is devoted to generalizing the previous characterization, in a case where
the potential admits arbitrary Coulomb singularities. Note that we do expect our results extend
to the case d = 2.
Let d = 3 and assume that S contains an attractive singularity. Let (x, ξ) ∈ T ∗Mˆ =
T ∗(R3 \ S). As we shall see in Subsection 2.2, there exists some at most countable subset
coll(x, ξ) ⊂ R and a smooth function φ(·; x, ξ) : R \ coll(x, ξ) −→ T ∗Mˆ such that φ(·; x, ξ)
solves the Hamilton equations generated by the symbol p of P (h) with initial value (x, ξ) (see
(2.15) and (2.14) below). Furthermore, for all t ∈ R \ coll(x, ξ), p(φ(t; x, ξ)) = p(x, ξ). The
function φ replaces the usual flow. It is thus natural to say that p is non-trapping at energy
λ whenever
∀(x, ξ) ∈ p−1(λ) , lim
t→−∞
|πxφ(t; x, ξ)| = +∞ and lim
t→+∞
|πxφ(t; x, ξ)| = +∞ , (1.10)
where πxφ(t; x, ξ) denotes the configuration or base component of φ(t; x, ξ) ∈ T ∗Mˆ .
1.4 Survey.
In view of (1.7) and (1.10), we can now state our main result.
Theorem 1.1. Let V be a potential satisfying the assumptions (1.1) and (1.2). If there are
no attractive singularities (N = 0), let d ≥ 3 else let d = 3. Let I0 be an open interval
included in ]0; +∞[. The following properties are equivalent.
1. For all λ ∈ I0, p is non-trapping at energy λ.
2. For any compact interval I ⊂ I0, there exists C > 0 such that, for h ∈]0; h∗],
sup
ℜz∈I
ℑz 6=0
‖R(z; h)‖B,B∗ ≤ C h−1 . (1.11)
In [W3], the point 2 of Theorem 1.1 is derived from a virial-like assumption, which is stronger
than the non-trapping condition. It is assumed there that only one singularity occurs and that
(1.2) holds true for a constant fj . The statement “1 =⇒ 2” of Theorem 1.1 is proved in
[KMW] when N = 0. Theorem 1.1 provides the converse. More importantly, it extends the
result to the delicate case N > 0.
To complete the picture given by Theorem 1.1, we study in Section 5 the non-trapping condi-
tion. In the case of a single Coulomb singularity, we show that it is always satisfied when the
energy λ is large enough, as in the case of a smooth potential (see Remark 5.5). The classically
forbidden region in configuration space then is a point (for attracting Coulomb potential), or
it is diffeomorphic to a ball (in the repelling case). Conversely Proposition 5.1 says that –
irrespective of the number of singularities and the energy — only for the case of a single point
or ball trapping does not need to occur. In particular, Corollary 5.2 states that trapping always
occurs for two or more singularities at large enough energies.
We point out that our proof of Theorem 1.1 gives some additional insight about the case when
the non-trapping condition fails at some energy λ > 0 (cf. Proposition 4.9). In such a situa-
tion, “semiclassical trapping” occurs, as described by (4.1) and (4.2). Notice that a resonance
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phenomenon (cf. [HS, LM]) is a particular case of the quasi-resonance phenomenon defined
in [GS], the latter being a particular case of our “semiclassical trapping” criterion. Propo-
sitions 4.5 and 4.9 show that the “semiclassical trapping” is microlocalized near “trapped
trajectories” (see (4.10) for a precise definition). It would be interesting to check whether a
(quasi-)resonance phenomenon is related to our “semiclassical trapping” (cf. Remark 4.6). A
traditional study of the resonances “created” by a bounded trajectory (see [GS] and references
therein) would also be of interest. We do hope that the present paper may help to overcome
the difficulties due to the singularities.
While the proof of “2 =⇒ 1” in Theorem 1.1 follows the strategy developed by [W2] for
smooth potentials, we use a rather different argument compared to [RT, GM1, KMW] when
showing “1 =⇒ 2”. In these papers, a semiclassical version of Mourre’s commutator theory is
used (cf. [ABG, M]), and the Besov-like space B is replaced by the weaker L2s (s > 1/2). An
alternative approach is given in [B] for compactly supported perturbations of the Laplacian,
using a contradiction argument due to G. Lebeau in [L]. This method was adapted in [J3]
to include long-range, smooth perturbations, the study still being carried out in the space L2s
(s > 1/2). This technique was further developed in [CJ] to tackle the estimates in the optimal
homogeneous space B˙, by combining and adapting an original estimate derived in [PV]. Note
that both works [PV] and [CJ] only require C1 resp. C2 smoothness on the potential. Note
also that the extension of Theorem 1.1 to the homogeneous estimate in B˙ still is open. Now,
the contradiction argument of [J3, CJ] is a key ingredient of the present study. Concerning
the treatment of the singularities, we stress that our study uses many results from [GK], the
propagation results being here crucial. The main features we need on the regularization of the
classical flow are provided by [GK, Kn2]. Our main new contributions are given in Proposi-
tion 3.6 and in Section 4.3.
Finally, we give some nonrelativistic, physical situations for which our result applies. In both
examples below, we may add to the operator a smooth exterior potential satisfying (1.1).
Example 1.2. The behaviour of a particle with charge e0 in the presence of fixed, pointlike
ions, with nonzero charges z1, . . . , zN ′ , is governed by the operator (here d = 3)
P1(h) := −h2∆x +
N ′∑
j=1
e0zj
|x− sj| . (1.12)
The hydrogen atom corresponds to N ′ = 1, z1 > 0, and e0 < 0. Clearly (1.1) and (1.2) hold
true. If charges have different sign, the model has attractive and repulsive singularities.
Example 1.3. Consider a molecule with N ′ nuclei having positive charges z1, . . . , zN ′ , binding
K > 0 electrons with charge −1. We assume the nuclei are fixed (Born-Oppenheimer ideal-
ization), and we neglect electron-electron repulsion. The behaviour of each electron is then
governed by P1(h) in (1.12). Let h0 > 0 be fixed. Let ψk be the normalized wavefunction of
P1(h0) of electron number k. Let ρk = |ψk|2 be its charge density. Consider another, much
heavier particle with charge e0. Its scattering by the molecule can be described by P (h) where
V (x) := e0

 N ′∑
j=1
zj
|x− sj | +
K∑
k=1
Wk(x)

 , with Wk(x) := −
∫
Rd
ρk(q)
|q − x| dq . (1.13)
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As we show in Section 6, it turns out that the ψk’s are “nice enough” to make Wk well defined,
smooth away from the singularities s1, . . . , sN ′, and to make Wk satisfy (1.1). Though (1.2)
does not hold, we show the proof of our result applies in this case.
2 Preliminaries.
We shall often use well known facts concerning h-pseudodifferential calculus, functional calcu-
lus, and semiclassical measures in the sequel. For sake of completeness, we recall here the main
results we need, referring to [DG, G, GL, H, Ke, LP, Ma1, N, R1] for further details. Since
our Schro¨dinger operator has Coulomb singularities, it does not define a pseudodifferential
operator yet. For this reason, we also explain here how we can use pseudodifferential calculus
“away from the singularities”: the required results are essentially contained in [GK]; notice
however that we do not need the results in the appendix of [KMW], which are, by the way,
not known if an attractive Coulomb singularity is present. Last, we also recall basic results on
the regularization of the Hamilton flow when an attractive singularity is present, refering to
[GK, Ke, Kn2] for details.
2.1 Symbolic calculus with singularities.
Let d ∈ N∗. For (r,m) ∈ R2, we consider the vector space (space of symbols)
Σr;m :=
{
a ∈ C∞(T ∗Rd) ; ∀γ = (γx, γξ) ∈ N2d , ∃Cγ > 0 ; (2.1)
sup
(x,ξ)∈T ∗Rd
〈x〉−r+|γx| 〈ξ〉−m+|γξ|
∣∣∣(∂γa)(x, ξ)∣∣∣ ≤ Cγ
}
.
If r,m ≤ 0, then Σr;m is contained in the vector space of bounded symbols, which are smooth
functions a : T ∗Rd −→ C such that
∀γ ∈ N2d , ∃Cγ > 0 ; sup
(x,ξ)∈T ∗Rd
∣∣∣(∂γa)(x, ξ)∣∣∣ ≤ Cγ . (2.2)
For a larger class of symbols a, one can define the Weyl h-quantization of a, denoted by awh .
It acts on u ∈ C∞0 (Rd) as follows (cf. [DG, Ma1, N, R1]).(
awhu
)
(x) = (2πh)−d
∫
Rd
eiξ·(x−y)/ha
(
(x+ y)/2, ξ
)
u(y) dy dξ . (2.3)
If a is a bounded symbol, then awh extends to a bounded operator on L
2(Rd), uniformly with
respect to h, by Caldero´n-Vaillancourt’s theorem (cf. [DG, Ma1, R1]). We shall also use the
following functional calculus of Helffer-Sjo¨strand, which can be found in [DG, Ma1]. Given
θ ∈ C∞0 (R), one can construct an almost analytic extension θC ∈ C∞0 (C) (with ∂θC(z) =
O(ℑ(z)∞)). Let H be a self-adjoint operator in some Hilbert space. The bounded operator
θ(H), defined by the functional calculus of self-adjoint operators, can be written as
θ(H) =
−1
π
∫
C
dθC
dz
(z) · (z −H)−1 dL2(z) . (2.4)
Coulomb singularities, 30-11-2007 9
where L2 denotes the Lebesgue mass on C.
Let us now recall some well known facts about semiclassical measures, which can be found in
[G, GL, Ke, LP]. Let (un)n be a bounded sequence in L
2(Rd). Up to extracting a subsequence,
we may assume that it is pure, i.e. it has a unique semiclassical measure µ. By definition µ is
a finite, nonnegative Radon measure on the cotangent space T ∗Rd. Furthermore, there exists
a sequence hn → 0 such that, for any a ∈ C∞0 (T ∗Rd),
lim
n→∞
〈
un , a
w
hnun
〉
=
∫
T ∗Rd
a(x, ξ)µ(dx dξ) =: µ(a) . (2.5)
One may relate the total mass of µ to the L2-norm of the un’s (see [GL], or [Ke, LP]), through
the following
Proposition 2.1 ([GL]). Let (un)n be a pure bounded sequence in L
2(Rd) such that
lim
R→+∞
lim sup
n→∞
∫
|x|≥R
|un(x)|2 dx = 0 , (2.6)
lim
R→+∞
lim sup
n→∞
∫
|ξ|≥R/hn
|Fun (x)|2 dξ = 0 , (2.7)
where Fun denotes the Fourier transform of un. Then the sequence (‖un‖2)n converges to
the total mass µ(T ∗Rd) of its semiclassical measure µ.
Proof: See the proof of Proposition 1.6 in [GL].
Besides, transformation of the semiclassical measure upon composition of the un’s with a
diffeomorphism is described in the
Proposition 2.2 ([GL]). Let Φ : U −→ V be a C1 diffeomorphism between two open subsets
of Rp (p ≥ 1). Let Φc : T ∗U −→ T ∗V be the symplectomorphism
(y, η) 7→
(
Φ(y) ; (Φ′(y)T )−1η
)
. (2.8)
Here Φ′(y)T denotes the transpose of Φ′(y). Given a ∈ C∞0 (T ∗V ), let b ∈ C∞0 (T ∗U) be
defined by b = a ◦ Φc. Then, for every compact subset K of V ,
lim
h→0
sup
‖u‖≤1
suppu⊂K
∥∥∥(awhu) ◦ Φ − bwh (u ◦ Φ)∥∥∥ = 0 .
Let K be a compact subset of V and (un)n be a pure bounded sequence in L
2(V ) such that,
for all n, supp un ⊂ K. Denote by µ its semiclassical measure. Then the sequence (un◦Φ)n is
bounded in L2(U), its semiclassical measure µ˜ is given by |DetΦ′|−1Φ−1c (µ), and µ(a) = µ˜(b).
Proof: See the proof of Lemma 1.10 in [GL].
We now focus on the treatment of Coulomb singularities in dimension d ≥ 3, in combination
with the h-pseudodifferential framework. To begin with, let us recall Hardy’s inequality.
∀f ∈ C∞0 (Rd) ,
∫
Rd
|f(x)|2
|x|2 dx ≤
4
(d− 2)2 ‖∇xf‖
2 =
4
h2(d− 2)2 ‖h∇xf‖
2, (2.9)
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where the last bound is relevant in the present, semiclassical regime.
We next discuss how one can use h-pseudodifferential calculus ”away from the singularities”.
Recall that Mˆ = Rd \ S. Let χ ∈ C∞0 (Rd) with χ = 1 near the set S of all singularities .
Define the (truncated) h-pseudodifferential operator
Pχ(h) := −h2∆x + (1− χ)V . (2.10)
Its symbol
T ∗Rd ∋ (x, ξ) 7→ pχ(x, ξ) = |ξ|2 +
(
1− χ(x)
)
V (x) (2.11)
belongs to Σ0;2 (cf. (2.1)). The following lemma is essentially proved in [GK].
Lemma 2.3. Let d ≥ 3. Let χ ∈ C∞0 (Rd) with χ = 1 near S and θ ∈ C∞0 (R). Let Pχ(h)
be given by (2.10). Let T > 0, k, k′ ∈ R, r,m ∈ R, and [−T ;T ] ∋ t 7→ a(t) ∈ Σr;m be a
continuous function such that, for all t ∈ [−T ;T ], a(t) = 0 near suppχ.
Then, in C0
(
[−T ;T ];L(L2k; L2k′)
)
,
(
P (h)− Pχ(h)
)(
a(·)
)w
h
= O(h2) , (2.12)
and, if m ≤ 2 ,
(
θ(P (h))− θ(Pχ(h))
)(
a(·)
)w
h
= O(h2) . (2.13)
Proof: Let r,m, k, k′ ∈ R. For a ∈ Σr;m and f ∈ S(Rd), the Schwartz space on Rd,
〈·〉k′
(
P (h)− Pχ(h)
)
awh 〈·〉kf = V (−h2∆+ 1)−1 · (−h2∆+ 1)χ〈·〉k
′
awh 〈·〉kf ,
where V (−h2∆ + 1)−1 ∈ L(L2; L2) has norm O(1/h2) by (2.9). Now, if a is replaced by a
continuous map t 7→ a(t) with a(t) = 0 near suppχ for all t, then, for all N ∈ N,
(−h2∆+ 1)χ〈·〉k′a(∗)wh 〈·〉k = O
(
hN
)
in C0([−T ;T ];L(L2; L2)), by the usual h-pseudodifferential calculus. This yields (2.12). On
the other hand it is known that, for all k ∈ R, the resolvents (P (h) + i)−1 and (Pχ(h) + i)−1
are bounded from L2k to L
2
k (see [RS4], Sect. XIII.8), and, by (2.9), there exists some α(k) ≥ 0
such that∥∥∥(P (h) + i)−1∥∥∥
L(L2
k
;L2
k
)
= O
(
h−α(k)
)
,
∥∥∥(Pχ(h) + i)−1∥∥∥
L(L2
k
;L2
k
)
= O
(
h0
)
.
Besides, there is a χ1 ∈ C∞(Rd) with χχ1 = 0, χ1 = 1 at infinity, and χ1a(t) = a(t) for all t.
Hence, for all N ∈ N, (1 − χ1)a(∗)wh 〈·〉k = O(hN) in C0
(
[−T ;T ];L(L2; L2)
)
. We may now
adapt the arguments in the proof of Lemma 3.1 in [GK] to get (2.13).
2.2 Extension of the flow.
Here we explain how the usual flow can be extended when attractive singularities occur (more
details are given in [Ke, Kn2]).
Let d = 3. We still denote by p the smooth function defined by
p : Pˆ −→ R , (x, ξ) 7→ |ξ|2 + V (x) where Pˆ := T ∗Mˆ . (2.14)
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Let πx (resp. πξ) be the projection T
∗Rd −→ Rd defined by πx(x, ξ) := x (resp. πξ(x, ξ) :=
ξ). As for any smooth dynamical system, the hamiltonian initial value problem,
dX
dt
(t) = ∇ξp (X(t); Ξ(t)) , dΞ
dt
(t) = −∇xp (X(t); Ξ(t)),
(X(0); Ξ(0)) = x∗ = (x, ξ) ∈ Pˆ (2.15)
has a unique maximal solution φ : Dˆ → Pˆ with
Dˆ =
{
(t, x∗) ∈ R× Pˆ ; t ∈ ]T−(x∗), T+(x∗)[
}
,
where the functions T± : Pˆ → R satisfy T− < 0 < T+ and are lower resp. upper semi-
continuous with respect to the natural topology on the extended line R := {−∞}∪R∪{+∞}.
In particular, the set Dˆ ⊆ R× Pˆ is open.
If no attractive singularity is present (i.e. N = 0 in the notation of Paragraph 1.1), then
Dˆ = R× Pˆ . Otherwise a maximal solution can fall on an attractive singularity s at finite time
T+(x∗) > 0. Such a time is called a collision time. In that case, it turns out that, setting
coll(x∗) :=


∅ if T−(x∗) = −∞, T+(x∗) =∞
{T+(x∗)} if T−(x∗) = −∞, T+(x∗) <∞
{T−(x∗)} if T−(x∗) > −∞, T+(x∗) =∞
{T+(x∗)}+ Z
(
T+(x∗)− T−(x∗)
)
if T−(x∗) > −∞, T+(x∗) <∞
and D :=
{
(t, x∗) ∈ R× Pˆ ; t 6∈ coll(x∗)
}
,
the map φ can be uniquely extended to a smooth map D → Pˆ , still denoted by φ. Even more,
when T+(x∗) <∞, backscattering occurs, that is, for 0 < t < T+(x∗)− T−(x∗), we have
πxφ(T
+(x∗) + t; x∗) = πxφ(T
+(x∗)− t; x∗),
πξφ(T
+(x∗) + t; x∗) = −πξφ(T+(x∗)− t; x∗), (2.16)
and one may set πxφ(T
+(x∗); x∗) = s. We mention that the momentum πξφ(·; x∗) however
blows up at T+(x∗), in the following sense:
lim
t→T+(x∗)
|πξφ(t; x∗)| =∞ , while v := lim
tրT+(x∗)
πξφ(t; x
∗)
|πξφ(t; x∗)| = − limtցT+(x∗)
πξφ(t; x
∗)
|πξφ(t; x∗)| exists .
For any x∗ ∈ Pˆ , we obtain in this way a configuration trajectory (πxφ(t; x∗))t∈R, which has a
countable set coll(x∗) of collision times t0 for which
lim
t→t0
πxφ(t; x
∗) ∈ {sj , 1 ≤ j ≤ N} and lim
t→t0
|πξφ(t; x∗)| =∞ . (2.17)
Although φ is not a complete flow on Pˆ , the broken trajectory (φ(t; x∗))t∈R\coll(x∗) is a solution
of (2.15) on R \ coll(x∗). Its values lie in the energy shell p−1(p(x∗)). Note that no collision
with the repulsive singularities can occur.
For t ∈ R, it is convenient to introduce φt : Dt → Pˆ defined by
Dt :=
{
x∗ ∈ Pˆ ; t 6∈ coll(x∗)
}
and φt(x∗) := φ(t; x∗) . (2.18)
Coulomb singularities, 30-11-2007 12
Note further that the Hamiltonian system (Pˆ , ω0, p) with canonical symplectic form ω0 can
be uniquely extended to a smooth Hamiltonian system with a complete flow (see Section 5).
An important feature to analyse the pseudo-flow φ is the Kustaanheimo-Stiefel transformation
(KS-transform for short). We briefly describe it here and refer to [GK, Ke, Kn2, SS], for
further details. For z = (z0, z1, z2, z3)
T ∈ R4, let
Λ(z) =

 z0 −z1 −z2 z3z1 z0 −z3 −z2
z2 z3 z0 z1

 .
Let K : R4 −→ R3 be defined by
K(z) := Λ(z) · z =
(
z20−z
2
1−z
2
2+z
3
3
2z0z1−2z2z3
2z0z2+2z1z3
)
. For all z ∈ R4 it satisfies |K(z)| = |z|2 . (2.19)
We call it the Hopf map. See the Appendix for more information.
Let R3± := {(x1; x2; x3) ∈ R3;±x1 > 0} and z ∈ R4. It turns out (see [GK]) that, if
x := K(z) ∈ R3+, A+(z) :=
√
2(x1 + |z|2)−1/2(z1 + iz4) ∈ S1 and, if x := K(z) ∈ R3−,
A−(z) :=
√
2(−x1 + |z|2)−1/2(z2 + iz3) ∈ S1. Furthermore, one can explicitly construct
smooth maps J± : R3± × S1 −→ R4 such that, locally,
(K,A±) ◦ J± = Id in R3± × S1 and J± ◦ (K,A±) = Id in J±(R3± × S1) . (2.20)
For z = J±(x; θ), for x ∈ R3± and θ ∈ S1, we have dz = C|x|−1dx dθ for some constant
C > 0. In particular, there exists C ′ > 0 such that, for all f, g : R3 −→ C measurable,∫
R3
|x|−1 · |f(x)g(x)| dx = C ′
∫
R4
|f ◦ K(z) g ◦ K(z)| dz . (2.21)
It is useful to consider the following extension to phase space. For z∗ = (z; ζ) ∈ T ∗R4,
we set as usual πzz
∗ = z and πζz
∗ = ζ . If (x; ξ) ∈ T ∗(R3 \ {0}), let z ∈ R4 such that
x = K(z) = Λ(z) · z (z is not unique). Then, we define
ζ := 2Λ(z)T ξ = 2


z0 z1 z2
−z1 z0 z3
−z2 −z3 z0
z3 −z2 z1



 ξ1ξ2
ξ3

 , (2.22)
which is a solution of the equation 2|x|ξ = Λ(z)ζ . The KS-transform is defined by
K∗ : T ∗(R4 \ {0}) −→ T ∗(R3 \ {0}) , K∗(z; ζ) =
(
Λ(z) · z ; 1
2|z|2Λ(z) · ζ
)
. (2.23)
Assume that an attractive singularity sits at 0. Recall that, by (1.2), V (x) = f(x)/|x|+W (x)
on Ω \ {0} , where Ω := {x ∈ R3; |x| < r} for some r > 0, with f,W ∈ C∞0 (Rd;R). Let
Ω˜ := K−1(Ω). Let x∗0 = (x0; ξ0) ∈ Pˆ be such that the first collision of (πxφ(t; x∗0))t∈R takes
place at 0 at time t+(x
∗
0) > 0. Let T0 be the connected component of
{
t ∈ R; πxφ(t; x∗0) ∈ Ω
}
containing t+(x
∗
0). Let z0 ∈ R4 be such that x0 = K(z0) and let ζ0 be the ζ given by
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(2.22) with (z; ξ) = (z0; ξ0). For t
∗ = (t; τ) ∈ T ∗R, z∗ = (z; ζ) ∈ T ∗R4, let p˜(t∗; z∗) :=
|ζ |2 + f ◦ K(z) + |z|2(W ◦ K(z) − τ). Since p˜ is smooth on T ∗R × T ∗R4 = T ∗(Rt ×
R
4
z), independent of t, and since its Hamilton vector field at point (t, τ ; z, ζ) is given by
(−|z|2, 0; 2ζ, 2τz) outside a compact region in (z, ζ), there exists a unique maximal solution
R ∋ s 7→
(
t(s); τ(s); z(s); ζ(s)
)
= (t∗(s); z∗(s)) to the Hamilton equations associated with p˜(
(dz/ds)(s) = ∇ζ p˜ (t∗(s); z∗(s)) (dζ/ds)(s) = −∇zp˜ (t∗(s); z∗(s))
(dt/ds)(s) = ∇τ p˜ (t∗(s); z∗(s)) (dτ/ds)(s) = −∇tp˜ (t∗(s); z∗(s))
)
,
(2.24)
with initial condition (t∗(0); z∗(0)) = (t∗1; z
∗
1). We denote it by
φ˜(s; t∗1; z
∗
1) :=
(
t∗(s; t∗1; z
∗
1); z
∗(s; t∗1; z
∗
1)
)
=
(
t(s; t∗1; z
∗
1); τ(s; t
∗
1; z
∗
1); z(s; t
∗
1; z
∗
1); ζ(s; t
∗
1; z
∗
1)
)
.
Let (t∗0; z
∗
0) = (0; p(x
∗
0); z0; ζ0). It turns out that, for all t1 ∈ T0, there exists a unique s ∈ R
such that t1 = t(s; t
∗
0; z
∗
0). Furthermore, if t1 6= t+(x∗0), z(s; t∗0; z∗0) 6= 0 and
φ(t1; x
∗
0) = φ
(
t(s; t∗0; z
∗
0); x
∗
0
)
= K∗
(
z∗(s; t∗0; z
∗
0)
)
. (2.25)
3 Towards the non-trapping condition.
The aim of this section is to prove the implication “2 =⇒ 1” of Theorem 1.1. We thus assume
that 2 holds true and we want to show that p is non-trapping at energy λ, for all λ ∈ I0. Let
λ0 be such an energy. We can find a compact interval I ⊂ I0 such that λ0 belongs to the
interior of I. By assumption, (1.11) holds true for I. This implies, by (1.7), that (1.8) holds
true for S = L2s, for any s > 1/2. As in [J4], we follow the strategy in [W2]. We translate the
bound on the resolvent into a bound on a time integral of the associated propagator
U(t; h) := exp(−ih−1tP (h)) . (3.1)
If an attractive singularity is present (and d = 3), we need some information on the time-
dependent microlocalization of U(t; h)uh, for some family (uh)h of L
2(R3) functions. Most
of it is already available in [GK]. We also need some well-known facts on the classical flow,
which we borrow from [Kn2]. In Subsection 3.1, we shall recall results from [GK, Kn2] and
extend them a little bit. Then we proceed with the announced proof in Subsection 3.2. In
the repulsive case (N = 0 and d ≥ 3), we show in Subsection 3.3 that Wang’s proof may be
carried over with minor changes.
3.1 Coherent states evolution.
In this subsection we are interested in the case where an attractive singularity occurs (i.e.
N > 0) but the results hold true for N = 0. Better results in the latter case are given in
Subsection 3.3. Proposition 3.6 is the main result of the subsection.
Before considering the time evolution of coherent states, we recall some basic facts on the
classical dynamics, in particular on the dilation function
a0 : T
∗
R
d −→ R , a0(x, ξ) := x · ξ .
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Lemma 3.1. Consider a dimension d ≥ 2 and energies λ > 0.
1. Then for some R1 = R1(λ) ≥ R0 and all x∗0 := (x0, ξ0) ∈ p−1(]λ/2;∞[)
|x0| ≥ R1 =⇒ {p, a0}(x∗0) ≥ λ/2 , and (3.2)
lim inf
t→±∞
|πxφ(t; x∗0)| > R1 =⇒ limt→±∞ |πxφ(t; x
∗
0)| = +∞ . (3.3)
2. For any T,R > 0, there is some R2 > R1 such that, for all x
∗
0 = (x0, ξ0) ∈ p−1(]λ/2; 2λ[)(
|x0| > R2
)
=⇒
(
|πxφ(t; x∗0)| > R for all t ∈ [−T ;T ]
)
. (3.4)
Proof: We shortly recall the standard arguments. Thanks to the decay properties (1.1) of V ,
{p, a0}(x∗0) = 2
(
p(x∗0)− V (x0)
)
− 〈x0,∇V (x0)〉 ≥ λ/2
for large |x0|, implying (3.2). As the dilation function a0 is the time derivative of the phase
space function |x|2/2, composed with φ, the second time derivative of the latter function is
eventually bounded below by λ/2 > 0, if the l.h.s. of (3.3) is satisfied. Thus t 7→ |πxφ(t; x∗0)|2
goes to infinity, showing (3.3). Let V0 = inf |x|≥R0 V (x). Relation (3.4) follows, since the
speed is bounded by |ξ0| ≤ (4λ− 2V0)1/2 <∞.
For h ∈]0; h∗] the dilation operator Eh on L2(Rd), given by Eh(f)(x) := h−d/4f(h−1/2x), is
unitary, as are the Weyl operators
w(x∗0; h) := exp
(
ih−1/2(x0 · x− ξ0 ·Dx)
)
for x∗0 := (x0, ξ0) ∈ T ∗Rd,
(cf. [H], p. 151, [Fo]). The coherent states operators, microlocalized at x∗0, are
c(x∗0; h) := Eh · w(x∗0; h) (3.5)
A direct computation gives that
E∗ha
w
hEh =
(
a(h1/2⋆; h−1/2⋆)
)w
1
,
c(x∗0; h)
∗awh c(x
∗
0; h) =
(
a(x0 + h
1/2⋆; ξ0 + h
−1/2⋆)
)w
1
,
where b(⋆; ⋆) denotes the symbol (x; ξ) 7→ b(x; ξ). It is known (cf. [W1]) that
∀a ∈ Σ0,0 , ∀f ∈ S(Rd) , c(x∗0; h)∗awh c(x∗0; h)f = a(x∗0)f + O(h) , (3.6)
where S(Rd) denotes the Schwartz space on Rd. Let uh be the function given by
uh := c(x
∗
0; h) π
−d/4 exp
(
−| · |2/2
)
. (3.7)
Then (uh)h is a family of L
2(Rd)-normalized coherent states microlocalized at x∗0. We collect
properties of the family (U(·; h)uh)h of the propagated states.
In the remainder part of Subsection 3.1 we consider initial conditions in phase space
x∗0 := (x0, ξ0) ∈ Pˆ with energy λ := p(x∗0) > 0
and the associated coherent states (uh)h microlocalized at x
∗
0.
In [GK] the following energy localization of (uh)h is obtained. We give a short proof using
Lemma 2.3.
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Lemma 3.2 ([GK]). Let d ≥ 3 and θ ∈ C∞0 (R) such that θ = 1 near λ. Then, in L2(Rd),
(1− θ(P (h)))uh = O(h).
Proof: Let χ, χ˜ ∈ C∞0 (Rd) with χ, χ˜ = 1 near S, χ, χ˜ = 0 near x0 = πxx∗0, and χχ˜ = χ.
From (3.7), we see that χ˜uh = O(h) in L
2(Rd). By Lemma 2.3,(
1−θ(P (h))
)
uh =
(
1−θ(P (h))
)
(1− χ˜)uh + O(h) =
(
1−θ(Pχ(h))
)
(1− χ˜)uh + O(h) ,
in L2(Rd), where Pχ(h) is as in (2.10). Besides, thanks to (3.6) and using (2.11),(
1− θ(P (h))
)
uh =
(
1− θ(Pχ(h))
)
uh + O(h) =
(
1− θ(pχ(x∗0))
)
uh + O(h)
= 0 + O(h) .
From [GK] we pick the following localization away from singularities
Lemma 3.3 ([GK]). Let d = 3. Let K be a compact subset of R such that K ∩ coll(x∗0) = ∅
(cf. (2.17)). If σ ∈ C∞0 (R3) has small enough a support near the set S of singularities, then
K ∋ t 7→ σU(t; h)uh is of order O(h) in C0
(
K; L2(R3)
)
.
Proof: See the proof of Theorem 1, p. 25 in [GK].
A careful inspection of the result in [GK] on the frequency set shows that even after a collision,
we have the following localization along our broken trajectories:
Lemma 3.4. Let d = 3. Let K be a compact subset of R such that K ∩ coll(x∗0) = ∅
(cf. (2.17)). Let ǫ > 0 and K ∋ t 7→ a(t; ∗) ∈ C∞0 (Pˆ ) be continuous functions such that
a(t; x, ξ) = 0 if |x− πxφ(t; x∗0)| ≤ ǫ. Then (a(·; ∗))whU(·; h)uh = O(h) in C0
(
K; L2(R3)
)
.
Proof: See the proof of Theorem 1, p. 25 in [GK].
We also need to complete Lemma 3.4 with a bound on (U(·; h)uh)h near infinity in position
space and, since the singularities are far away, we can assume d ≥ 3. This is the purpose of
the following
Lemma 3.5. Let d ≥ 3. Let T > 0 and R := max(R0; 1 + |x0|}. Let R2 > R1 large enough
such that (3.4) holds true. Let R3 > R2 + 1 and κ ∈ C∞(Rd;R) such that supp κ ⊂ {y ∈
R
d; |y| > R2 + 1} and κ = 1 on {y ∈ Rd; |y| > R3}. Then
κU(·; h)uh = O(h) in C0
(
[−T ;T ]; L2(R3)
)
.
Proof: The proof is based on an Egorov type estimate which is valid although P (h) is not a
pseudodifferential operator.
• Let τ ∈ C∞0 (Rd) such that τ = 1 on {y ∈ Rd; |y| ≤ R0} and τ = 0 near the set
πx
⋃
t∈[−T ;T ]
(
p−1
(
]λ/2; 2λ[
)
∩ φt
(
{(x, ξ); |x| > R2}
))
.
This is well-defined by (2.18), (3.4), and the choice of R. Let pτ be defined as in (2.11). Let
θ ∈ C∞0 (R) with supp θ ⊂]λ/2; 2λ[ such that θ = 1 near λ. Set
a : T ∗Rd −→ C , a(x, ξ) = κ(x) θ(pτ (x, ξ)). (3.8)
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Thanks to (3.4), [−T ;T ] ∋ t 7→ a ◦ φt is a Σ0;0-valued, C1-function. Therefore, by Caldero´n-
Vaillancourt (a ◦ φt)wh is h–uniformly bounded, and for t ∈ [−T ;T ], strongly in H2(Rd),
U(t; h)∗awhU(t; h) −
(
a ◦ φt
)w
h
=
∫ t
0
d
ds
(
U(s; h)∗
(
a ◦ φt−s
)w
h
U(s; h)
)
ds (3.9)
=
∫ t
0
U(s; h)∗
(
i
h
[
P (h),
(
a ◦ φt−s
)w
h
]
+
(
(d/ds)a ◦ φt−s
)w
h
)
U(s; h) ds .
The support properties of a and the choice of τ ensure that, for all r ∈ [−T ;T ], (d/dr)a◦φr =
{p, a ◦ φr} = {pτ , a ◦ φr}. Thus, (3.9) equals
∫ t
0
U(s; h)∗
(
i
h
[
P (h),
(
a ◦ φt−s
)w
h
]
−
(
{pτ , a ◦ φt−s}
)w
h
)
U(s; h) ds .
By Lemma 2.3, (3.9) equals
∫ t
0
U(s; h)∗
(
i
h
[
Pτ (h),
(
a ◦ φt−s
)w
h
]
−
(
{pτ , a ◦ φt−s}
)w
h
)
U(s; h) ds + hBh(t)
where [−T ;T ] ∋ t 7→ Bh(t) ∈ L(L2(Rd)) is bounded, uniformly with respect to h. By the
usual pseudodifferential calculus,
[−T ;T ] ∋ r 7→ i
h
[
Pτ (h),
(
a ◦ φr
)w
h
]
−
(
{pτ , a ◦ φr}
)w
h
∈ L(L2(Rd))
is O(h) in C0
(
[−T ;T ];L(L2(Rd))
)
. Thus, so is (3.9).
• Since a ◦φt vanishes near x0, for t ∈ [−T ;T ], t 7→ (a ◦φt)whuh is O(h) in C0
(
[−T ;T ];L2
)
,
by (3.6). Thus so is U(·; h) (a ◦ φt)wh uh.
• Using the previous points, the Lemmata 3.2 and 2.3, the fact that θ(P (h)) and U(t, h)
commute, and the usual pseudodifferential calculus,
κU(t; h)uh = κU(t; h)θ(P (h))uh + O(h) = κθ(P (h))U(t; h)uh + O(h)
= κθ(Pτ (h))U(t; h)uh + O(h) = (κθ(pτ ))
w
h U(t; h)uh + O(h)
= U(t; h)
(
κθ(pτ ) ◦ φt
)w
h
uh + O(h) = O(h) . (3.10)
From these lemmata, we can deduce the following information on the time evolution of the
coherent states uh.
Proposition 3.6. Let N > 0 and d = 3. Let K be a compact subset of R such that
K ∩ coll(x∗0) = ∅ (cf. (2.17)). Let τ ∈ C∞0 (R3) with τ = 1 near 0. For t ∈ R and x ∈ R3,
set τt(x) := τ(x − πxφ(t; x∗0)). Take the support of τ small enough such that, for all t ∈ K,
supp (τt) ∩ S = ∅. Then, for any a ∈ Σ0;0 and any t ∈ K,
awh U(t; h)uh = (τta)
w
h U(t; h)uh + e(t) ,
where K ∋ t 7→ e(t) is O(h) in C0(K; L2(Rd)).
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Proof: Let T > 0 such that K ⊂ [−T ;T ]. Let κ0, κ1 ∈ C∞(R3;R) such that κ0 + κ1 = 1
and κ := κ1 satisfies the assumptions of Lemma 3.5. Then, by Lemma 3.5,
awh U(t; h)uh = a
w
h κ0 U(t; h)uh + O(h) ,
in C0(K) := C0(K; L2(Rd)). Now let σ0 ∈ C∞0 (R3;R) such that σ0 = 1 near sj for any
1 ≤ j ≤ N ′, and, for all t ∈ K, supp σ0 ∩ supp τt = ∅. Upon possibly decreasing the support
of σ0, we may apply Lemma 3.3. This yields
awh U(t; h)uh = a
w
h κ0 (1− σ0)U(t; h)uh + O(h) ,
in C0(K). Let σ ∈ C∞0 (R3;R) such that σ = 1 near each singularity sj and σσ0 = σ. For an
energy cutoff θ as in Lemma 3.2, we obtain, as in the proof of Lemma 3.5 (see (3.10)),
awh κ0 (1− σ0)U(t; h)uh = awh κ0 (1− σ0) θ(Pσ(h))U(t; h)uh + O(h) ,
in C0(K), since 1−σ0 is localized away from the singularities. By pseudodifferential calculus,
awh U(t; h)uh = b
w
h U(t; h)uh + O(h) ,
in C0(K), where b := θ(pσ) (1−σ0) κ0 a ∈ C∞0 (Pˆ ). Applying Lemma 3.4 to a(t) = (1− τt)b,
awh U(t; h)uh = (τtb)
w
hU(t; h)uh + O(h) =
(
(1− σ0) κ0 τta
)w
h
U(t; h)uh + O(h) ,
in C0(K). Since τt (1− σ0) κ0 = τt, for all t ∈ K, we obtain the desired result.
3.2 Necessity of the non-trapping condition.
Assuming N > 0 and d = 3, we want to show that (1.11) implies the non-trapping condition,
yielding the proof of “2 =⇒ 1”. The proof below actually works if N = 0, but a more
straightforward and easier proof is provided in Subsection 3.3.
In view of (1.7), we assume (1.8) for S = L2s with s > 1/2. This means that, for any
θ ∈ C∞0 (I0;R), 〈·〉−sθ(P (h)) is Kato smooth with respect to P (h) (by Theorem XIII.30 in
[RS4]). This can be formulated in the following way (cf. Theorem XIII.25 in [RS4]). There
exists Cs > 0 such that for any θ ∈ C∞0 (I0;R),
∀u ∈ L2(Rd) ,
∫
R
‖〈·〉−sU(t; h) θ(P (h))u‖2 dt ≤ Cs · ‖u‖2 . (3.11)
uniformly in h ∈]0; h∗]. Take λ ∈ I0 and a function θ ∈ C∞0 (I0;R) such that θ = 1 near λ.
Let x∗0 := (x0, ξ0) ∈ p−1(λ) and consider the coherent states uh given by (3.7). Let (tj)j∈J ,
with J ⊂ N∗, be the set of collision times of the broken trajectory (φ(t; x∗0))t∈R (cf. (2.17)).
Eq. (3.11) implies that, for all T > 0 and all h ∈]0; h∗],∫
[−T ;T ]
‖〈·〉−sU(t; h) θ(P (h))uh‖2 dt ≤ Cs .
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We know from Subsection 2.2 that the collision times in coll(x∗0) have positive minimal distance
T+(x∗0) − T−(x∗0). Thus we can choose ǫ > 0 smaller than one fourth of that distance, and
define for T > 0 the compact sets
K(T ) := {t ∈ [−T, T ]; dist(t, coll(x∗0)) ≥ ǫ} .
Notice that the length of K(T ) goes to infinity when T →∞, while
∫
K(T )
‖〈·〉−sU(t; h) θ(P (h))uh‖2 dt ≤ Cs .
By energy localization of the coherent state (Lemma 3.2) and Pythagoras’ theorem,
∫
K(T )
‖〈·〉−sU(t; h) uh‖2 dt + OT (h) ≤ 2Cs , (3.12)
where OT (h) is a T -dependent O(h). We apply Proposition 3.6 for the bounded symbol
(x, ξ) 7→ a(x, ξ) = 〈x〉−2s and the compact K(T ) introduced above. This yields
∫
K(T )
〈
U(t; h)uh , τt〈·〉−2sU(t; h)uh
〉
dt + OT (h) ≤ 2Cs .
We can require that the support of the function τ is so small that, for all t ∈ K(T ), supp (τt)∩
S = ∅ and τt〈·〉−2s ≥ (1/2)τt〈πxφ(t; x∗0)〉−2s. Therefore,∫
K(T )
〈πxφ(t; x∗0)〉−2s
〈
U(t; h)uh , τtU(t; h)uh
〉
dt + OT (h) ≤ 4Cs .
Now, we apply Proposition 3.6 again for the bounded symbol (x, ξ) 7→ a(x, ξ) = 1, yielding
∫
K(T )
〈πxφ(t; x∗0)〉−2s dt + OT (h) ≤ 4Cs , (3.13)
since the uh are normalized. Letting h tend to 0, we obtain, for all T > 0,∫
K(T )
〈πxφ(t; x∗0)〉−2s dt ≤ 4Cs . (3.14)
Assume semi-boundedness of the trajectory, that is, for some t0 ∈ R,
{πxφ(t; x∗0) , ±t ≥ t0} ⊂ {y ∈ R3; |y| ≤ R1} , (3.15)
then, by (3.14), 4Cs is larger than R
−2s
1 times the length of
K(T ) \ {t ∈ R;±t < t0} = [−T ;T ] \
{
t ∈ R;±t < t0 and dist(t, coll(x∗0)) < ǫ
}
.
This is a contradiction since the latter tends to ∞ as T → ∞. Thus (3.15) is false and we
can apply (3.3), yielding the non-trapping condition (1.10).
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3.3 The repulsive case.
Here we consider the case where any singularity is repulsive (i.e. N = 0) and d ≥ 3. We want
to show that (1.11) implies the non-trapping condition. Thanks to Proposition 3.7 below, we
show that Wang’s proof can be followed in the present case, yielding a much simpler proof
than the one in Subsection 3.2.
First of all, we show that an important ingredient in Wang’s proof is available, namely the
following weak version of Egorov’s theorem.
Proposition 3.7. Let N = 0 and d ≥ 3. Let T > 0 and a ∈ Σ0;0. Let θ, γ ∈ C∞0 (R) such
that γθ = θ. Then [−T ;T ] ∋ t 7→ γ(p)(a ◦ φt) is a Σ0;0-valued, C1-function. Furthermore,
there exists C > 0, depending on θ and a, such that, for any ǫ > 0, for any t ∈ [−T ;T ],
U(t; h)∗awhU(t; h)θ(P (h)) =
(
(γ(p)(a ◦ φt))wh + r(t)
)
θ(P (h)) ,
where [−T ;T ] ∋ t 7→ r(t) is bounded by Cǫ+Oǫ,T (h) in C0
(
[−T ;T ];L(L2(Rd))
)
.
Proof: Let ǫ > 0. Since the singularities are repulsive, there exists some σ0 ∈ C∞0 (Rd, [0, 1])
which equals 1 near each singularity, such that, ǫ2V ≥ 1 on the support of σ0 and (σ0◦πx)(γ ◦
p) = 0. Thus, for g ∈ L2(Rd) and f = θ(P (h))U(t; h)g,
‖σ0f‖2 ≤ 〈f , σ20ǫ2V f〉 + ǫ2〈σ0f , −h2∆ σ0f〉
≤ ǫ2〈σ20f , P (h)f〉+ ǫ2〈σ0f , [−h2∆, σ0]f〉 ≤ C2θ ǫ2‖f‖2 + ǫ2〈σ0f , [−h2∆, σ0]f〉 ,
where Cθ depends only on θ. Since [−h2∆, σ0]θ(P (h)) = Oǫ(h) in L(L2(Rd)),
‖σ0θ(P (h))U(t; h)‖ ≤ Cθǫ + Oǫ(h) (3.16)
in C0
(
[−T ;T ];L(L2(Rd))
)
. Let σ ∈ C∞0 (Rd) with σ = 1 near each singularity such that
σσ0 = σ. Using (3.16), Lemma 2.3, and pseudodifferential calculus,
U(t; h)∗awhU(t; h)θ(P (h)) = U(t; h)
∗
(
a(1− σ0)
)w
h
γ(Pσ(h))U(t; h)θ(P (h)) + r1(t)
= U(t; h)∗
(
a(1− σ0)γ(p)
)w
h
U(t; h)θ(P (h)) + r2(t) ,
where the rj are bounded by Cǫ + Oǫ(h) in C
0
(
[−T ;T ];L(L2(Rd))
)
. By the choice of σ0,
a(1 − σ0)γ(p) = aγ(p) =: aγ. Furthermore, for all t ∈ [−T ;T ], aγ ◦ φt = γ(p)(a ◦ φt) and
(d/dt)aγ◦φt = {p, aγ◦φt} = {pσ, aγ◦φt}. This allows us to follow the arguments in the proof
of Lemma 3.5 showing that (3.9) with a = aγ is Oǫ,T (h) in C
0
(
[−T ;T ];L(L2(Rd))
)
.
Let λ ∈ I0. As in Subsection 3.2, (1.11) implies the existence of some constant Cs > 0 such
that (3.11) holds true, for θ ∈ C∞0 (I0;R) with θ(λ) = 1. Since no collision occurs, we choose
K(T ) = [−T ;T ], take a : (x, ξ) 7→ 〈x〉−2s, and write (3.12) as∫
[−T ;T ]
〈
U(t; h)uh , a
w
hU(t; h)uh
〉
dt + OT (h) ≤ 2Cs . (3.17)
By Lemma 3.2, Proposition 3.7 with ǫ = Cs, and (3.6),〈
U(t; h)uh , a
w
hU(t; h)uh
〉
= 〈uh ,
(
γ(p)(a ◦ φt)
)w
h
uh〉 + b1(t) = 〈πxφ(t; x∗0)〉−2s + b2(t)
where the bj are bounded by CCs+O(h) in C
0([−T, T ]). This yields (3.13), with bound 4Cs
replaced by (2 + C)Cs, and the non-trapping condition as in Subsection 3.2.
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4 Semiclassical trapping.
This section is devoted to the proof of the implication “1 =⇒ 2” of Theorem 1.1. We assume
the non-trapping condition true on I0 and we want to prove the bound (1.11), for any compact
interval I ⊂ I0. Here we follow the strategy in [B, J3]. We assume that the bound (1.11)
is false, for some I. This means precisely that the following situation occurs, which we call
“semiclassical trapping”. There exist a sequence (fn)n of nonzero functions of H
2(Rd), a
sequence (hn)n ∈]0; h0]N tending to zero, and a sequence (zn)n ∈ CN with ℜ(zn) → λ ∈ I
and ℑ(zn)/hn → r ≥ 0, such that
‖fn‖B∗ = 1 and
∥∥∥(P (hn)− zn)fn∥∥∥
B
= o(hn) . (4.1)
As in [CJ], we shall see that ”the (fn)n has no B
∗-mass at infinity” (see Proposition 4.2 below).
This yields the existence of some large R′1 > 0, of a sequence (gn)n of nonzero functions of
H2(Rd), of a sequence (hn)n ∈]0; h0]N tending to zero, and of a sequence (λn)n ∈ RN with
λn → λ ∈ I, such that
supp gn ⊂ {x ∈ R3; |x| ≤ R′1} , ‖gn‖ = 1 , and
∥∥∥(P (hn)−λn)gn∥∥∥ = o(hn) . (4.2)
Possibly after extraction of a subsequence, we may assume that the sequence (gn)n has a
unique semi-classical measure µ, satisfying (2.5) with un replaced by gn (see Lemma 4.3).
Now, we look for a contradiction with the non-trapping condition. While, in the regular case,
it is quite easy to show the invariance of µ under the flow generated by p, this is not clear in
the present situation. We shall show the invariance for repulsive singularities in Subsection 4.2.
In Subsection 4.3 however, we only show a weaker form of invariance, if there is an attractive
singularity. This Subsection 4.3 contains the main novelty of the paper.
The other steps of the strategy are essentially the same as in [J3], as explained in Subsec-
tion 4.1. If the reader is only interested in the bound (1.11) with B replaced by some L2s
(s > 1/2), we propose a simpler proof in Subsection 4.4.
4.1 Main lines of the proof.
In this subsection, we give the main steps leading to the contradiction between the ”semi-
classical trapping” and the non-trapping condition. Here we focus on the steps which are
essentially proved as in [J3].
Lemma 4.1. The sequence
(
‖fn‖2ℑ(zn)/hn
)
n
goes to 0 and lim
n→∞
ℑ(zn)/hn = 0.
Proof: We write ‖fn‖2ℑ(zn) = ℑ 〈fn , (P (hn)− zn)fn〉, which is o(hn) by (1.6) and (4.1).
This gives the first result. Now, assume that r > 0. Since ‖fn‖2(ℑ(zn)/hn) goes to 0, ‖fn‖
must go to 0, while ‖fn‖ ≥ ‖fn‖B∗ = 1. This is a contradiction.
Using (1.1), we can show as in [CJ] the following localization in position space
Proposition 4.2. There exists R′0 > R0 such that limn→∞ ‖1I{|·|>R′0}fn‖B∗ = 0.
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Proof: Let a ∈ Σ0;0. It is known that (awh )h∈]0;h∗] is uniformly bounded in L(L2s;L2s) for any
s ∈ R. Even more, using a partition of unity adapted to the decomposition Rd = c∪ (∪j≥1 cj)
from (1.3), say 1 = τ(x) +
∑
j≥1 τj(x), and writing, for any u ∈ B∗, the identity u =
τ u+
∑
j≥1 τj u, standard pseudodifferential calculus and almost orthogonality properties allow
to easily establish that (awh )h∈]0;h∗] is uniformly bounded in L(B∗;B∗) (see [CJ] for a complete
proof). Now, let αn := 〈fn, ih−1n [P (hn), awhn]fn〉. Expanding the commutator, using (1.6),
(4.1) and Lemma 4.1, we observe that αn → 0. For any s > 1/2, (fn)n is bounded in L2−s,
since L2s ⊂ B. Now, we assume that a vanishes near the set S of all singularities. We can
find χ ∈ C∞0 (Rd;R) such that aχ = 0 and χ = 1 near the singularities. By Lemma 2.3 with
k = k′ = −s,
αn = 〈fn , ih−1n [Pχ(hn), awhn]fn〉 + O(hn) .
Let θ ∈ C∞0 (R;R) with θ = 1 near I and θ˜ := 1−θ. Since zn → λ ∈ I, (‖θ˜(P (hn))(P (hn)−
zn)
−1‖)n is uniformly bounded. Thus there exists C > 0 such that
‖θ˜(P (hn))fn‖B∗ ≤ max
(
‖θ˜(P (hn))fn‖c ; sup
j≥1
2−j/2‖θ˜(P (hn))fn‖cj
)
≤ C‖(P (hn)− zn)fn‖ = o(hn) , (4.3)
since (4.1) implies that ‖(P (hn) − zn)fn‖ = o(hn). Using further that, for s ∈]1/2; 1],
〈·〉sih−1n [Pχ(hn), awhn] is uniformly bounded,
αn = 〈fn , ih−1n [Pχ(hn), awhn]θ(P (hn))fn〉 + O(hn) .
Since ih−1n [Pχ(hn), a
w
hn] is a h-pseudodifferential operator, we may apply Lemma 2.3 with
k = k′ = −s, yielding
αn = 〈fn , ih−1n [Pχ(hn), awhn]θ(Pχ(hn))fn〉 + O(hn) .
Using similar arguments again, we arrive at
αn = 〈θ(Pχ(hn))fn , ih−1n [Pχ(hn), awhn]θ(Pχ(hn))fn〉 + O(hn) . (4.4)
Now we specify the symbol a more carefully. By [CJ] (see Proposition 8 and the second step of
the proof of Proposition 7 therein), we can find c > 0 and a function χ1 ∈ C∞0 (Rd) such that,
for all β = (βj) ∈ ℓ1 with |β|ℓ1 = 1, there exists a symbol a ∈ Σ0;0 satisfying the following
properties. The function χ1 = 1 on a large enough neighbourhood of 0 and of the support of
χ. The semi-norms of a in Σ0;0 are bounded independently of β and, uniformly with respect
to β,
αn ≥ c ·
∣∣∣∣∑
j
βj2
−j
∥∥∥(1− χ1)θ(Pχ(hn))fn∥∥∥2
cj
∣∣∣∣ + o(1) .
By the above arguments, αn → 0, uniformly in β. This implies that
sup
j
2−j
∥∥∥(1− χ1)θ(Pχ(hn))fn∥∥∥2
cj
and therefore sup
j
2−j/2
∥∥∥(1− χ1)θ(Pχ(hn))fn∥∥∥
cj
tend to 0. In other words, ‖(1 − χ1)θ(Pχ(hn))fn‖B∗ → 0. Since B ⊂ L21/2−ǫ continuously,
for any ǫ > 0, we derive from Lemma 2.3 that∥∥∥(1− χ1)(θ(Pχ(hn)) − θ(P (hn)))fn∥∥∥
B∗
→ 0 ,
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yielding ‖(1 − χ1)fn‖B∗ → 0, thanks to (4.3). Now the desired result follows for R′0 large
enough such that |x| ≥ R′0 =⇒ χ1(x) = 0.
Lemma 4.3. Let R′1 > R
′
0. There exist a sequence (gn)n of nonzero functions of H
2(Rd),
bounded in L2(Rd) and having a unique semiclassical measure µ, a sequence (hn)n ∈]0; h∗]N
tending to zero, and a sequence (λn)n ∈ RN with λn → λ ∈ I, such that (4.2) holds true.
Proof: Let τ, κ ∈ C∞0 (Rd;R) be such that supp τ, supp κ ⊂ {x ∈ Rd; |x| ≤ R′1}, κ = 1 on
{x ∈ Rd; |x| ≤ R′0}, and τκ = κ. The sequence (τfn)n is bounded in L2(Rd). Possibly after
extraction of a subsequence, we may assume that it has a unique semiclassical measure µ. We
shall show that
supp µ ⊂ {(x, ξ) ∈ T ∗Rd; |x| ≤ R′0} , (4.5)
supp µ ∩ T ∗(Rd \ S) ⊂ p−1(λ) . (4.6)
By Proposition 4.2, ‖1I{|·|>R′
0
}τfn‖ goes to 0. Using (2.5), this implies (4.5). Now let a ∈
C∞0 (T
∗Rd) be such that a = 0 near p−1(λ) ∪ S. Since (‖〈·〉−1fn‖)n is bounded by (4.1),
〈τfn , awhnτfn〉 = 〈τfn , (τa)whnfn〉 + O(hn)
= 〈τfn , (τa)whnθ(P (hn))fn〉 + O(hn)
+〈τfn , (τa)whn θ˜(P (hn))(P (hn)− zn)−1 (P (hn)− zn)fn〉 , (4.7)
where θ ∈ C∞0 (R;R) with θ = 1 near λ, such that θ(p)a = 0, and θ˜ = 1 − θ. By (4.1),
‖(P (hn)− zn)fn‖ = o(hn) and the last term in (4.7) is a o(hn). We can find χ ∈ C∞0 (Rd;R)
such that aχ = 0 and χ = 1 near the singularities. By Lemma 2.3, we recover
〈τfn , awhnτfn〉 = 〈τfn , (τa)whnθ(Pχ(hn))fn〉 + O(hn) = O(hn)
since aθ(pχ) = 0. By (2.5), this yields (4.6).
The symbol of [−h2n∆, κ] belongs to Σ−∞,1 and is supported in {(x, ξ) ∈ T ∗Rd;R′0 < |x| <
R′1}. Let τ˜ ∈ C∞0 (Rd) such that τ˜ = 1 on supp∇κ and supp τ˜ ⊂ {x ∈ Rd;R′0 < |x| < R′1}.
Then [−h2n∆, κ]fn
= [−h2n∆, κ]τ˜ fn = [−h2n∆, κ] (Pχ(hn) + i)−1 (Pχ(hn) + i) τ˜ fn
= [−h2n∆, κ] (Pχ(hn) + i)−1 [−h2n∆, τ˜ ]fn + [−h2n∆, κ] (Pχ(hn) + i)−1 τ˜ (P (hn)− zn) fn
+[−h2n∆, κ] (Pχ(hn) + i)−1 (i+ zn) τ˜ fn =: r1 + r2 + r3 .
Standard pseudodifferential calculus together with Proposition 4.2 provide r1 = o(h
2
n), r2 =
o(h2n), and r3 = o(hn) in L
2(Rd). Thus, setting gn := κfn,
(P (hn)− zn)gn = κ(P (hn)− zn)fn + o(hn) = o(hn)
in L2(Rd). By Proposition 4.2 and (4.1), ‖gn‖ → c, with c > 0, and ℑ(zn)gn = o(hn) in
L2(Rd), by Lemma 4.1. Setting λn := ℜ(zn), we obtain ‖(P (hn) − λn)gn‖ = o(hn). Using
(2.5) and the previous arguments, µ is the unique semiclassical measure of (gn)n.
We now collect properties of the gn and their semiclassical measure µ, defined in Lemma 4.3.
Lemma 4.4. Let a ∈ C∞0 (T ∗Rd) such that a = 0 near the set S of all singularities.
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1. Then µ({p, a}) = 0 (“µ is invariant under the flow”).
2. If a = 0 near p−1(λ) or near {(x, ξ) ∈ T ∗Rd; |x| ≤ R′0} then µ(a) = 0.
3. Let τ ∈ C∞(Rd) such that τ = 0 near S. Then the sequence (‖τihn∇gn‖)n is bounded.
Proof: 1) Let χ ∈ C∞0 (Rd;R) such that aχ = 0 and χ = 1 near the set S of all singularities.
In particular, {p, a} = {pχ, a}. By Lemma 2.3,
an :=
〈
gn , ih
−1
n [P (hn), a
w
hn]gn
〉
=
〈
gn , ih
−1
n [Pχ(hn), a
w
hn]gn
〉
+ O(hn) (4.8)
=
〈
gn , ({pχ, a})whngn
〉
+ O(hn) . (4.9)
By (2.5), the r.h.s. of (4.9) goes to µ({pχ, a}), as n → ∞. As in [J3], we replace P (hn)
by P (hn)− λn in the commutator on the l.h.s. of (4.8) and expand the commutator. Using
(4.2), we show that an = o(1), as n→∞, yielding µ({p, a}) = 0.
2) The second assertion was established in the proof of Lemma 4.3.
3) Let τ ∈ C∞(Rd) with support in Mˆ . Since supp gn ⊂ {|x| ≤ R′1},∣∣∣〈τ 2gn , h2n∆xgn〉
∣∣∣ ≤ |〈τ 2gn , (P (hn)− λ)gn〉| + O(n0) ,
where O(n0) means O(1) as n→∞. Thus〈
ihn∇xgn , τ 2ihn∇xgn
〉
≤ 2hn
∣∣∣〈(∇xτ)gn , τ ihn∇xgn〉∣∣∣ + O(n0)
‖τihn∇xgn‖2 ≤ O(hn) · ‖τihn∇xgn‖ + O(n0) ,
yielding the boundedness of (‖τihn∇gn‖)n.
We introduce
B±(λ) :=
{
x∗ ∈ p−1(λ); 0 ≤ ±t 7→ πxφ(t; x∗) is bounded
}
(4.10)
and B(λ) := B+(λ)∩B−(λ). By (3.3), the non-trapping condition (1.10) exactly means that
B+(λ) and B−(λ) are empty.
Proposition 4.5. Let d ≥ 3 if N = 0 else let d = 3. The measure µ is nonzero.
If N = 0, µ vanishes near the (repulsive) singularities, is invariant under the complete flow
t 7→ φt, and supp µ ⊂ B(λ).
If N > 0, then, outside the attractive singularities, µ is supported in B(λ) that is
supp µ ∩ T ∗(R3 \ S) ⊂ B(λ) . (4.11)
Proof: For the case of purely repulsive singularities (i.e. N = 0) the proof is given in
Subsection 4.2. The other case appears in Subsection 4.3.
Remark 4.6. If (1.11) is really false, one expects that the fn are “close to some resonant
state”. Proposition 4.5 and Proposition 4.9 below roughly say that this resonant state should
be microlocalized on trajectories in B(λ). However, it does not give any information above
the attractive singularities. If the potential V is smooth (i.e. N = N ′ = 0), the arguments
used in [J3] actually prove Proposition 4.5 in this case.
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Lemma 4.7. Let d ≥ 3 if N = 0 else let d = 3. If p is non-trapping at energy λ (cf. (1.10))
then µ = 0.
Proof: Let N = 0. By Proposition 4.5, supp µ ⊂ B(λ), which is empty by the non-trapping
condition. Thus µ = 0. The other case is treated in Subsection 4.3.
Now Proposition 4.5 and Lemma 4.7 produce the desired contradiction.
4.2 Repulsive singularities.
We show Proposition 4.5 for the case N = 0, d ≥ 3, by first showing a decay estimate for the
Fourier transform of the gn’s.
Since we only have repulsive singularities, there exists some positive c such that
〈
gn , (−h2n∆x) gn
〉
+
N ′∑
j=1
〈
gn , (1/| · −sj |) gn
〉
≤ c 〈gn , (P (hn)− λ)gn〉 + O(n0) . (4.12)
By Lemma 4.3, ‖(P (hn)−λ)gn‖ → 0 and the r.h.s of (4.12) is bounded. Now, we show that
µ 6= 0. Let χ ∈ C∞0 (Rd;R) such that 0 ≤ χ ≤ 1 and χ = 1 near 0. Let us denote by Fg the
Fourier transform of g. Setting χR(ξ) = χ(ξ/R), for R > 0 and ξ ∈ Rd, we observe that
〈
Fgn , (1− χR)(hn·)|hn · |2 |hn · |
2Fgn
〉
≤ O(n
0)
R2
〈gn , (−h2n∆)gn〉 .
The bracket on the r.h.s is bounded uniformly w.r.t. R. Thus
lim
R
lim sup
n
〈Fgn , (1− χR)(hn·)Fgn〉 = 0 . (4.13)
Recall that, for all n, supp gn ⊂ {|x| ≤ R′1} (cf. Lemma 4.3). By Proposition 2.1, this implies
that ‖gn‖2 → µ(1I), yielding µ 6= 0. Now let τ ∈ C∞0 (R;R+) be supported on a neighborhood
of the singularities such that τ = 1 near them. Since V − λ is large and positive near the
singularities, we can choose the support of τ such that,
‖τgn‖2 ≤ 〈τgn , (V − λ)τgn〉 . (4.14)
Thus
〈
τgn , (−h2n∆x) τgn
〉
+ ‖τgn‖2 ≤ 2 〈τgn , (P − λ)τgn〉 = o(1) , (4.15)
using Lemma 4.4. In particular, ‖τgn‖2 → µ(τ 2) (cf. Proposition 2.1) and ‖τgn‖ → 0. Thus
µ is supported away from the (repulsive) singularities. By Lemma 4.4, we conclude that µ
is invariant under the flow (φt)t∈R. If the trajectory t 7→ πxφt(x, ξ) goes to infinity when
±t→ +∞, then the invariance of µ under the flow implies that µ vanishes on this trajectory.
This shows that supp µ ⊂ B(λ) and finishes the proof of Proposition 4.5 in the case N = 0
and d ≥ 3.
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4.3 The general case in dimension 3.
In this subsection, we assume that N > 0 and d = 3 and we give successively the proofs
of Proposition 4.5 and Lemma 4.7 (at the end of the subsection). In view of (4.13) and
of Proposition 2.1, we want to show that 〈gn, (−h2n∆x)gn〉 is bounded to get µ 6= 0. We
also need a kind of invariance of µ under the pseudo-flow φt (cf. (2.18)). To realize this
programme, we want to use the KS-transform (2.23) to lift the property (4.2) in R4, locally
near each attractive singularity.
Let (τj)0≤j≤N ∈ (C∞0 (Rd;R+))N+1 be such that
• ∑Nj=0 τ 2j = 1 near {x ∈ Rd; |x| ≤ R′1},
• for 1 ≤ j ≤ N , τj = 1 near sj and is supported away from the other singularities,
• τ0 = 1 near the set of repulsive singularities and is supported away from the other singularities.
There exists c > 0 such that
N ′∑
j=N+1
〈
τ0gn , (1/|x− sj|) τ0gn
〉
≤ c 〈τ0gn , (V − λ)τ0gn〉 . (4.16)
Thus
〈
τ0gn , (−h2n∆x) τ0gn
〉
+
N ′∑
j=N+1
〈
τ0gn , (1/|x− sj |) τ0gn
〉
≤ (1 + c) 〈τ0gn , (P − λ)τ0gn〉 + O(n0) = O(n0) . (4.17)
Here we used the fact that 〈τ0gn, (P − λ)τ0gn〉 → 0, by Lemma 4.3 and Lemma 4.4. Let
1 ≤ j ≤ N . For the same reason, 〈τjgn, (P − λ)τjgn〉 → 0. Thus, since (V − fj/| · −sj |)τj
is bounded, ∣∣∣〈τjgn , (−h2n∆x) τjgn〉 + 〈τjgn , (fj/| · −sj |) τjgn〉∣∣∣ = O(n0) . (4.18)
We introduce the KS-transformation (cf. (2.23)) which is adapted to the singularity at sj :
x = Kj(zj) := sj +K(zj) (cf. (2.19)) and, for x 6= sj,
(x, ξ) = K∗j (z; ζ) := (sj , 0) + K∗(z; ζ) . (4.19)
For all n, let g˜n,j := gn◦Kj . Let χj ∈ C∞0 (R3) such that χjτj = χj , χj = 1 near sj, and
χjτk = 0, for k 6= j. Denote by χ˜j the function χj ◦Kj . For λ′ ∈ R, we introduce the
differential operator in R4zj
P˜j(h;λ
′) := −h2∆zj +
(
(τjV )◦Kj − λ′
)
| · |2 , (4.20)
which can be seen as the Weyl h-quantization of the symbol
T ∗R4 ∋ (zj , ζj) 7→ p˜j,λ′(zj, ζj) := |ζj|2 +
(
(τjV )(K(zj))− λ′
)
· |zj |2 . (4.21)
Notice that p˜j,λ′ ∈ Σ2;2. We can write, for zj ∈ supp χ˜j ,
|zj |2
(
(τjV )(Kj(zj))− λ′
)
= fj(sj) +
(
fj(Kj(zj))− fj(Kj(0))
)
+ |zj |2
(
Wj(Kj(zj))− λ′
)
=: fj(sj) + W˜j,λ′(zj) . (4.22)
So W˜j,λ′ is a quadratic perturbation of the constant fj(sj), vanishing at sj , and
P˜j(h;λ
′) = −h2∆zj + fj(sj) + W˜j,λ′. (4.23)
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Lemma 4.8. Let 1 ≤ j ≤ N . The sequence (g˜n,j)n = (gn◦Kj)n is bounded in L2(R4). Up
to subsequence, we may assume that it has a unique semiclassical measure µ˜j. Besides,
∀n ∈ N , supp g˜n,j ⊂ {zj; |zj | ≤ (R0 +R′1)1/2} , (4.24)
and χ˜jP˜j(hn;λn)g˜n,j = o(hn) in L
2(R4) . (4.25)
Let φ˜sj := φ˜j(s; ·) be the Hamiltonian flow associated to (t, λ′, z, ζ) 7→ p˜j,λ′(z, ζ) by (2.24).
Let b˜ ∈ C∞0 (T ∗R4) and Tb := {s > 0; ∀t ∈ [0; s] , (b˜ ◦ φ˜tj)(1− χ˜j) = 0}. Then, for s ∈ Tb,
µ˜j(b˜) = µ˜j
(
b˜ ◦ φ˜sj
)
. (4.26)
Proof: • Eq. (4.24) follows from the scaling |K(z)| = |z|2 of the Hopf map (see (2.19)) and
the estimate (4.2) for the support of gn .
• Since (−h2n∆x + V − λn)gn = o(hn) and gn = O(n0) in L2(R3), we use (2.19), (2.21),
and the arguments of Proposition 2.1 in [GK] to get
| · |−1χ˜jP˜j(hn;λn)g˜n,j = o(hn) and | · |g˜n,j = O(n0) in L2(R4) . (4.27)
This yields (4.25).
• Now, we show that χ˜j g˜n,j = O(n0) in L2(R4). Together with (4.27), this then will imply
the desired boundedness of (g˜n,j)n in L
2(R4).
Thanks to (2.19), (2.21), and to Part 3 of Lemma 4.4,
‖1Isupp∇χ˜jhn∇zj g˜n,j‖ = O
(
‖1Isupp∇χjhn∇xgn‖
)
= O(n0) , (4.28)
‖1Isupp∇χ˜j g˜n,j‖ = O
(
‖1Isupp∇χjgn‖
)
= O(n0) . (4.29)
Let An,j := (zj · hn∇zj + hn∇zj · zj)/(2i) and
an,j :=
〈
g˜n,j , h
−1
n
[
P˜j(hn;λn), iχ˜jAn,jχ˜j
]
g˜n,j
〉
.
Expanding the commutator and using (4.27), we see, on one hand, that
|an,j| ≤ o(1) ·
(
hn‖1Isupp∇χ˜j g˜n,j‖ + ‖χ˜jihn∇zj g˜n,j‖ + O(n0)
)
≤ o(1) · ‖χ˜jihn∇zj g˜n,j‖ + o(1) , (4.30)
thanks to (4.29). On the other hand, writing 2iAn,j = 2zj · hn∇zj + 4hn,
an,j =
〈
g˜n,j , 2
[
−h2n∆zj , χ˜2j
]
g˜n,j
〉
+ ℑ
〈
zj · hn∇zj χ˜j g˜n,j , h−1n
[
−h2n∆zj , χ˜j
]
g˜n,j
〉
+
〈
χ˜j g˜n,j , h
−1
n
[
P˜j(hn;λn), zj · hn∇zj
]
χ˜j g˜n,j
〉
.
By (4.28) and (4.29),∣∣∣an,j − 〈χ˜j g˜n,j , h−1n [P˜j(hn;λn), iAn,j] χ˜j g˜n,j〉
∣∣∣ ≤ O(n0) · ‖χ˜jihn∇zj g˜n,j‖ + O(n0) .
As a differential operator, h−1n [P˜j(hn;λn), iAn,j] = 2(−h2n∆zj)−zj ·∇zjW˜j,λn(zj) (cf. (4.23))
and, by (4.24), there exists some cj > 0 such that, for all n and for all zj ∈ supp g˜n,j,
|zj · ∇zjW˜j,λn(zj)| ≤ cj|zj |2. By (4.27),∣∣∣an,j − 〈χ˜j g˜n,j , −2h2n∆zj χ˜j g˜n,j〉∣∣∣ ≤ O(n0) · ‖χ˜jihn∇zj g˜n,j‖ + O(n0) .
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This, together with (4.30), implies that
0 ≤
〈
χ˜j g˜n,j , −2h2n∆zj χ˜j g˜n,j
〉
≤ O(n0) · ‖χ˜jihn∇zj g˜n,j‖ + O(n0) . (4.31)
Writing 〈
χ˜j g˜n,j , −h2n∆zj χ˜j g˜n,j
〉
= ‖χ˜jihn∇zj g˜n,j‖2 + h2n‖(∇zj χ˜j)g˜n,j‖2
+2hnRe〈(∇zj χ˜j)g˜n,j , χ˜jihn∇zj g˜n,j〉
and using again (4.28) and (4.29), we arrive at
‖χ˜jihn∇zj g˜n,j‖2 ≤ O(n0) · ‖χ˜jihn∇zj g˜n,j‖ + O(n0) .
This yields
‖χ˜jihn∇zj g˜n,j‖ = O(n0) and
〈
χ˜j g˜n,j , −h2n∆zj χ˜j g˜n,j
〉
= O(n0) . (4.32)
Now〈
χ˜j g˜n,j , P˜j(hn;λn)χ˜j g˜n,j
〉
=
〈
χ˜j g˜n,j , χ˜jP˜j(hn;λn)g˜n,j
〉
+
〈
χ˜j g˜n,j ,
[
−h2n∆zj , χ˜j
]
g˜n,j
〉
and is bounded by (4.27), (4.28), and (4.29). Thus
〈
χ˜j g˜n,j , −h2n∆zj χ˜j g˜n,j
〉
+ f(sj)‖χ˜j g˜n,j‖2 + 〈χ˜j g˜n,j , W˜j,λnχ˜j g˜n,j〉 = O(n0) . (4.33)
In (4.33), the first and third terms are O(n0), by (4.32) and by (4.27) respectively. Since
fj(sj) 6= 0, we conclude that (χ˜j g˜n,j)n is bounded in L2(R4).
• We now show the invariance (4.26). It suffices to show that, for all λ ∈ R and all b˜ ∈
C∞0 (T
∗
R
4) such that b˜(1 − χ˜j) = 0, µ˜j({p˜j,λ, b˜}) = 0. Take such a b˜ and λ ∈ R. Since b˜whn
is uniformly bounded, 〈
g˜n,j, ih
−1
n
[
χ˜jP˜j(hn;λn), b˜
w
hn
]
g˜n,j
〉
= o(n0) ,
by expanding the commutator, using (4.25), and using the boundedness in L2(R4) of (g˜n,j)n.
Now we compute the leading term of the commutator and arrive at
o(n0) =
〈
g˜n,j, {χ˜j p˜j,λn, b˜}whn g˜n,j
〉
+ O(hn) =
〈
g˜n,j, {χ˜j p˜j,λ, b˜}whn g˜n,j
〉
+ o(n0)
=
〈
g˜n,j, {p˜j,λ, b˜}whn g˜n,j
〉
+ o(n0) ,
since χ˜j = 1 on the support of b˜. Thus µ˜j({p˜j,λ, b˜}) = 0.
Proof of Proposition 4.5: Let 1 ≤ j ≤ N . The boundedness of the sequence (χ˜j g˜n,j)n in
L2(R4) precisely means that (〈χjgn , (1/| ·−sj|)χjgn〉)n is bounded (cf. (2.21)) and so is also
(〈τjgn , (1/| · −sj |)τjgn〉)n. By (4.18), this implies that (〈τjgn , −h2n∆xτjgn〉)n is bounded.
By the IMS localization formula (cf. Chapter 3.1 of [CFKS]),
〈gn , −h2n∆xgn〉 =
N∑
j=0
〈τjgn , −h2n∆xτjgn〉 − h2n
N∑
j=0
‖(∇xτj)gn‖2 = O(n0) , (4.34)
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thanks to (4.17). As in Subsection 4.2, we can derive (4.13) and prove that µ 6= 0.
Consider a trajectory (φ(t; x∗0))t6∈coll(x∗0)) such that πxφ(t; x
∗
0) goes to infinity as t→ ±∞. If it
does hit a singularity then πxφ(t; x
∗
0) must come from infinity, hit the singularity and then go
back to infinity (coll(x∗0) contains one point). Since µ vanishes on some {x∗ ∈ T ∗R3; |x| ≥ C},
µ vanishes near the tail(s) of (φ(t; x∗0))t6∈coll(x∗0)) which is (are) inside this set. By invariance
(cf. Lemma 4.4), µ vanishes near each φ(t; x∗0), for t 6∈ coll(x∗0). This proves (4.11).
Proof of Lemma 4.7: Let 1 ≤ j ≤ N and τ˜ ∈ C∞0 (R4) with τ˜(1− χ˜j) = 0 and τ˜ = 0 near
zj = 0. Then |τ˜ |2µ˜j is the semiclassical measure of (τ˜ g˜n,j)n (see [GL]). We may assume that
τ = τ˜ ◦Jj,+ is well defined. By (2.21), ‖τgn| · |−1/2‖2 = ‖τ˜ g˜n,j‖2. By (2.19), τ1 := τ | · |−1/2 is
smooth. Thus 〈τ1gn, (P−λ)τ1gn〉 → 0, by Lemma 4.3 and Lemma 4.4. This yields the bound
(4.34) and Eq. (4.13) with gn replaced by τ1gn. By Proposition 2.1, ‖τ1gn‖2 → |τ1|2µ(1I).
But the latter is zero since, by Proposition 4.5 and the non-trapping assumption, µ may only
have mass above the attractive singularities. Thus lim ‖τ˜ g˜n,j‖ = 0. This implies that χ˜jµ˜j
may only have mass above zj = 0.
Now τ ∈ C∞0 (R3) supported near sj and inside the set χ−1j (1). Let τ˜ = τ ◦ Kj. Thanks to
(2.19), we can choose the support of τ small enough such that, for some s′ > 0, supp τ˜ ◦
φ˜(s′; ·) ⊂ χ˜−1j (1) and τ˜ ◦φ˜(s′; ·) = 0 near {0}×R4 ⊂ T ∗R4. By (2.21), ‖τgn‖2 = ‖τ˜ g˜n,j|·| ‖2.
By (4.32), Eq. (4.13) holds true with gn replaced by g˜n,j. This implies, by Proposition 2.1,
that ‖τ˜ g˜n,j| · | ‖2 → µ˜j(| · |2τ˜ 2). By (4.26), µ˜j(| · |2τ˜ 2) = µ˜j((| · |2τ˜ 2)◦φ˜(s′; ·)) = 0. Therefore
lim ‖τgn‖2 = 0, yielding µ = 0 near sj. Thus µ = 0.
Actually, if trapping occurs, we have the following stronger result on the measure µ.
Proposition 4.9. Let N > 0 and d = 3. If x∗ ∈ supp µ ∩ T ∗(R3 \ S) and t 6∈ coll(x∗) then
φ(t; x∗) ∈ suppµ.
Proof: Let 1 ≤ j ≤ N . Let x∗0 := (x0, ξ0) ∈ p−1(λ) such that χj = 1 near x0. By the
properties of the KS-transform (4.19) (cf. (2.22)), there exists z∗0 = (z0, ζ0) ∈ T ∗R4 such
that x∗0 = K∗j (z∗0). Let t∗0 = (0, p(x∗0)) = (0, λ). We consider the trajectory {πxφt(x∗0), t ∈ R}
and assume that it hits the singularity sj at time t0. Let t
′ > t0 such that χj(πxφ(t
′; x∗0)) = 1.
There exists some s′ ∈ R such that t′ = tj(s′; t∗0, z∗0) (cf. (2.25)). Here tj(s; t∗, z∗) is the first
component of the flow φ˜j(s; t
∗, z∗) given by (2.25) with p˜ replaced by (4.21). Let τ0 ∈ C∞0 (R3)
such that χj = 1 near supp τ0, τ0 = 1 near x0, and τ0 = 0 near sj. The semiclassical measure
µ1 of the sequence (τ0gn)n, viewed as a bounded sequence in L
2(R3 × S1), is µ ⊗ 1 ⊗ δ0
on T ∗R3 × T ∗S1. Let ψ ∈ C∞0 (R) such that ψ = 1 near 0 and K0 ⊂⊂ R3 be a vicinity
of ξ0. Let a ∈ C∞0 (T ∗R3) such that τ0 = 1 near πxsupp a and πξsupp a ⊂ K0. For
(x∗; θ∗) := (x; ξ; θ; σ) ∈ T ∗R3 × T ∗S1, set a1(x∗; θ∗) = ψ(σ)a(x∗). Let ψ1 + ψ2 = 1 be a
smooth partition of unity on S1. Notice that
µ(a) = τ0µ(a) = τ0µ1(a1) =
2∑
k=1
τ0µ1(a1ψk) . (4.35)
For each k ∈ {1; 2}, we may apply Proposition 2.2 with un = τ0gnψk ∈ L2(R3 × S1)
and Φ = (Kj ,Aj,+), since (Kj ,Aj,+) is a local diffeomorphism near supp τ0 × suppψk by
(2.20). Thus ((τ0ψk) ◦ (Kj ,Aj,+))µ˜j(b˜k) = τ0µ1(a1ψk), where b˜k = (a1ψk) ◦ (Kj ,Aj,+)c,
since ((τ0ψk) ◦ (Kj,Aj,+))µ˜j is the semiclassical measure of ((τ0gnψk) ◦ (Kj,Aj,+))n. Now
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we can choose K0 and supp τ0 small enough such that, for all k ∈ {1; 2}, b˜k ◦ φ˜s′j = 0 near
{0} × R4 and (1 − χ˜j)b˜k ◦ φ˜tj = 0, for 0 ≤ t ≤ s′. Thus (4.26) holds true with s = s′
and b˜ = b˜k. Let τ˜k ∈ C∞0 (R4) such that χ˜j = 1 near supp τ˜k, τ˜k = 1 near πzsupp b˜k ◦ φ˜s′j ,
and τ˜k = 0 near zj = 0. We may assume that Jj,+ is a local diffeomorphism with local
inverse (Kj ,Aj,+) near πzsupp b˜k ◦ φ˜s′j (cf. (2.20)). Thus we can apply Proposition 2.2
with un = τ˜kg˜n,j ∈ L2(R4) and Φ = Jj,+. This yields τ˜kµ˜j(b˜k ◦ φ˜s′j ) = τkµ1(as′,k), where
τk = τ˜k ◦ Jj,+ and as′,k = b˜k ◦ φ˜s′j ◦ (Jj,+)c. Now we see that, if µ is zero near φ(t′; x∗0), then
we can choose K0 and supp τ0 small enough such that τkµ1(as′,k) = 0, for k ∈ {1; 2}. By
(4.35), this implies that µ(a) = 0, for a with small enough support near x∗0. Since we can
reverse the time direction, we get the desired result.
4.4 A simpler proof for weighted L2 estimates.
In Subsections 4.1, 4.2, and 4.3, we proved that the non-trapping condition implies the Besov
estimate (1.11). By (1.7), the latter implies the existence of some C > 0 such that, for all
s > 1/2,
sup
ℜz∈I
ℑz 6=0
‖R(z; h)‖L2s ,L2−s ≤ C · h−1 , (4.36)
a weighted L2 estimate. This derivation of (4.36) from the non-trapping condition uses
Proposition 4.2, the proof of which is based on arguments borrowed from [CJ]. The latter are
rather involved since, in [CJ], the potential is assumed to be C2 only. In particular, a special
pseudodifferential calculus, adapted to this low regularity, is used there. Since our potential
here is C∞ outside the singularities, we want to give a simpler proof of the following, slightly
weaker result.
Proposition 4.10. Under the assumptions of Theorem 1.1, we assume that p is non-trapping
at each energy λ ∈ I0. Then, for any compact interval I ⊂ I0 and any s > 1/2, there exists
Cs > 0 such that (4.36) holds true with C = Cs.
Proof: Let d ≥ 3. We can follow the arguments in Subsections 4.1, 4.2, and 4.3, if Proposi-
tion 4.2 is replaced by
∃R′0 > R0 ; limn→∞
∥∥∥1I{|·|>R′
0
}fn
∥∥∥
L2−s
= 0 . (4.37)
Indeed, for functions localized in {x ∈ Rd; |x| ≤ R′0}, the norms ‖·‖B and ‖·‖L2s are equivalent
and so are the norms ‖ · ‖B∗ and ‖ · ‖L2−s. So we are left with the proof of (4.37). We follow
the proof of Proposition 4.2 and arrive at (4.4). Now, by [J3], we can find c > 0, a function
χ1 ∈ C∞0 (Rd), and a symbol a ∈ Σ0;0 satisfying the following properties. The function χ1 = 1
on a large enough neighbourhood of 0 and of the support of χ and
αn ≥ c ·
∥∥∥(1− χ1)θ(Pχ(hn))fn∥∥∥2
L2−s
+ o(1) .
Following again the proof of Proposition 4.2, we get (4.37).
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5 On the validity of the non-trapping condition.
The aim of this last section is to provide examples both of validity and of invalidity of the non-
trapping condition (1.10). As we shall see in Corollary 5.2 below, the non-trapping property
is seldom fulfilled if there is some singularity (N ′ > 0), even at positive energies. This is in
strong contrast to the smooth case, for which p is always non-trapping at large enough positive
energies.
To study the non-trapping condition (1.10) when an attractive singularity is present (and
d = 3), we need to review the regularization of the Hamilton flow of p, described in Section 2,
in a more sophisticated way. Recall that Mˆ = R3 \ S. Let ω0 be the natural symplectic
two-form on T ∗R3 given by
∑3
j=1 dxi ∧ dξi and also its restriction to Pˆ . It is well known
(see [Kn2], Thm. 5.1) that there exists an extension (M,ω,m) of the Hamiltonian system
(Pˆ , ω0, p), where as a set the six-dimensional smooth manifold M equals
M := Pˆ ∪
N⋃
i=1
(R× S2) .
Here the ith copy R × S2 parameterizes energy and direction of the particle colliding with
the attractive singularity si. Using the symplectic form ω on M , the Hamiltonian function
m ∈ C∞(M) generates a smooth complete flow
Φ : R×M −→M , (t; x∗) 7→ Φ(t; x∗) =: Φt(x∗) . (5.1)
A collision time for x∗ ∈ M is a time t0 such that Φ(t0; x∗) 6∈ Pˆ . If t is not a collision time
for x∗ ∈ Pˆ then Φ(t; x∗) = φ(t; x∗), defined just before (2.17).
Proposition 5.1. Consider for d = 2 or 3 a regular value λ > 0 of V . If the set
Hλ :=
{
x ∈ Rd; V (x) ≥ λ or x ∈ S
}
is not homeomorphic to a d-dimensional ball or a point, then p is trapping at energy λ, i.e.
(1.10) is false.
Proof: We write Hλ as the disjoint union H˜λ∪˙{s1, . . . , sN} with
H˜λ :=
{
x ∈ Rd; V (x) ≥ λ or x ∈ {sN+1, . . . , sN ′}
}
.
Then H˜λ is a d–dimensional manifold with boundary, since by assumption λ is a regular value
of V . It is compact since by assumption lim|x|→∞ V (x) = 0 but λ > 0. Notice that H˜λ is a
neighbourhood of the repulsive singularities sN+1, . . . , sN ′, but there exist neighbourhoods of
the attractive singularities s1, . . . , sN that are disjoint from H˜λ. In the presence of repulsive
singularities H˜λ is nonempty. In any case, Hλ is a nonempty compact set. We denote by
Int(Hλ) the interior of Hλ. Now we assume that Hλ is not homeomorphic to a d-dimensional
ball nor to a point, and we construct a periodic orbit, thus proving trapping. We discern two
cases.
First case: Hλ has two or more connected components.
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Here the idea is to construct a periodic orbit (using curve shortening), whose projection on
configuration space is a curve connecting two components of Hλ. Let gEuclid denotes the
euclidean metric on Rd. We now use the Jacobi metric gˆλ, defined on R
d \ Hλ by
gˆλ(q) := (λ− V (q))gEuclid. (5.2)
It is known (see e.g. [KK] and [BN]) that for regular curves c : [0, 1] → Rd \ Int(Hλ) with
c(1) = si (i ≤ N) the length
L(c) := lim
tր1
∫ t
0
√
gˆλ(c(s))
(
c˙(s), c˙(s)
)
ds
is finite. By compactness of Hλ the number ℓ of connected components of Hλ is finite.
Denoting them by Hλ;1, . . . ,Hλ;ℓ, for 1 ≤ i < j ≤ ℓ
Dλ(i, j) := inf
c:c(0)∈Hλ;i , c(1)∈Hλ;j
L(c) > 0,
that is, the different components have positive geodesic distances.
Taking R large enough, we can ensure that these mutual distances are smaller than the
corresponding geodesic distance of the Hλ;i to the region {x ∈ Rd; |x| ≥ R}.
The (standard) approach is to consider the negative gradient flow of the energy functional
E(c) :=
∫ 1
0
gˆλ(c(s))
(
c˙(s), c˙(s)
)
ds, with c(0) ∈ Hλ;i0 and c(1) ∈ Hλ;i1
in order to approximate geodesic segments, which are then critical points of E with respect to
these boundary conditions.
Due to the degeneracy of the Jacobi metric (5.2) at ∂(Rd\Hλ) still no Palais–Smale condition
is satisfied for E , that is, a vanishing gradient of E at c does not ensure that c is a geodesic
(see Klingenberg [Kl], Chapter 2.4 for a discussion of the Palais–Smale condition).
However, as λ is assumed to be a regular value of V , the regularization technique devised by
Seifert in [S] and later by Gluck and Ziller in [GZ] can be applied to yield a geodesic segment
of length equal to Dλ(i0, i1) = mini<j Dλ(i, j) > 0, with c(0) ∈ Hλ;i0 and c(1) ∈ Hλ;i1.
We denote the restriction of the flow Φt to m−1(λ) by Φtλ. Away from the end points, and up
to time parameterization, the geodesic segment in the Jacobi metric corresponds to a segment
of a Φtλ–solution curve. See [AM], Thm. 3.7.7 for a proof.
This segment is part of a periodic orbit, whose period is twice the time needed to parametrize
the segment:
• If V (c(ik)) = λ, then (by our regularity assumption for the value λ) ∇V (c(ik)) 6= 0.
Furthermore the geodesic segment at this point has a normalized tangent
lim
sրik
‖c(s)− c(ik)‖−1(c(s)− c(ik))
which is parallel to ∇V (c(ik)) (see [GZ], Sect. 6). Thus the solution curve can be
continued by time reversal (cf. (2.16))
c(ik + s) := c(ik − s) (s > 0). (5.3)
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• Similarly, if instead c(ik) ∈ {s1, . . . , sN}, that is, c(t) converges to an attracting sin-
gularity, then, time reversal (5.3) again continues the geodesic segment c and thus the
Φtλ–solution curve as well.
In both cases we thus constructed a periodic Φλ-orbit.
Second case: Hλ has only one component, which however is not homeomorphic to a d-
dimensional ball nor a point. Thus it is a connected compact d–dimensional submanifold of
Rd with boundary not homeomorphic to Sd−1.
• If Rd\ Int(Hλ) contains a compact connected component, then this arises as the projec-
tion on configuration space of a connected component of the regularized energy surface
m−1(λ). This flow-invariant component is compact too, and thus consists of trapped
orbits.
• If, however Rd \ Int(Hλ) does not contain a compact component, it necessarily is con-
nected since d ≥ 2 and Hλ is compact. In this situation, the boundary ∂Hλ consists of
one component, which is not homeomorphic to Sd−1. In this situation Corollary 3.3 of
[Kn1] ensures the existence of a periodic so–called brake orbit, that is a trapped orbit
in the terminology of our paper (although [Kn1] treats smooth potentials, in the case
at hand all singularities of our potential are repelling. Thus the dynamics at energy λ is
unaffected by the singularities.).
A converse of Proposition 5.1 does not hold true in general. That is, there are potentials like
Yukawa’s potential V (x) = −e−|x|/|x| for which Hλ consists only of one point but still there
are trapped orbits for small λ > 0, see [KK]. Yet Proposition 5.1 gives us the
Corollary 5.2. Consider for d = 2 or 3 a regular value λ > 0 of V .
If N > 1 or if N = 1 and N ′ > N , then p is trapping at energy λ.
If N ′ ≥ 2 then p is trapping at energy λ, for λ large enough.
Proof: In all cases, Hλ has several connected components. Thus Proposition 5.1 gives the
result.
However one can find non-trapping situations as in Examples 5.3 and 5.4 below.
Example 5.3. Let N ′ ∈ N∗. Let V be defined on Rd \ S by V (x) = ∑N ′j=1 fj/|x− sj | with
fj > 0, for any 1 ≤ j ≤ N ′. It satisfies (1.2) with N = 0. For 0 < λ < (∑N ′j=1 |sj|/fj)−1, p
is non-trapping at energy λ.
Proof: Recall that a0(x, ξ) = x · ξ. For (x, ξ) ∈ p−1(λ),
{p, a0}(x, ξ) = 2|ξ|2 +
N ′∑
j=1
fjx · x− sj|x− sj|3 = |ξ|
2 + λ +
N ′∑
j=1
fjsj · x− sj|x− sj |3
≥ λ −
N ′∑
j=1
|sj|λ2
fj
= λ
(
1 − λ
N ′∑
j=1
|sj|
fj
)
> 0 .
Here we used that 0 < fj/|x− sj | ≤ λ, for (x, ξ) ∈ p−1(λ). Now standard arguments yields
the result (see the proof of Lemma 3.1, for instance).
Coulomb singularities, 30-11-2007 33
Example 5.4. Let λ, c, ρ > 0 and W ∈ C∞(Rd;R) such that
∀α ∈ Nd , ∃Cα > 0 ; ∀x ∈ Rd , |∂αxW (x)| ≤ Cα〈x〉−ρ−|α| .
Let V ∈ C∞(Rd \ {0};R) defined by V (x) = −c/|x| +W (x). Depending on c and λ, one
can find small enough (Cα)|α|≤1’s such that p is non-trapping at energy λ.
Proof: The function p˜ defined just before (2.24) takes the following form: p˜(t∗; z∗) =
p˜(t, τ ; z, ζ) = |ζ |2 − c + |z|2(W ◦ K(z) − τ). Let b0 : T ∗R × T ∗Rd −→ R be defined by
b0(t
∗; z∗) = ζ · z. Then
{p˜ , b0}(t∗; z∗) = 2p˜(t∗; z∗) + 2c + |z|2
(
4τ − 4W ◦ K(z)− z · ∇z(W ◦ K)(z)
)
. (5.4)
Thanks to (2.19), we can choose the (Cα)|α|≤1’s small enough such that, for τ = λ > 0, the
last term in (5.4) is everywhere non-negative. Thus, on p˜−1(]− c/2; c/2[), {p˜ , b0} ≥ c. This
implies that, for any solution s 7→ (t(s), λ; z(s), ζ(s)) of (2.24) leaving in p˜−1(0), the function
s 7→ |z(s)|2 is strictly convex. It must go to infinity in both time s directions. By (2.25), this
implies that any broken trajectory (φ(t; x∗))t∈R\coll(x∗) with p(x
∗) = λ goes to infinity in both
time t directions.
Remark 5.5. By inspection of (5.4) we see that, for a potential of the form V (x) = f(x)
|x|
+
W (x) with f(0) < 0 and meeting (1.1), no trapping occurs for high enough energies.
6 Scattering by a molecular potential.
We now show that our analysis can be applied to Example 1.3.
The potential x 7→ ∑j e0zj |x − sj|−1 of P1(h0) is smooth on Mˆ = R3\{s1, . . . , sN ′} and
satisfies (1.1). By local elliptic regularity (see [RS2], Thm. IX.26), the electronic eigenfunc-
tions ψk ∈ L2(R3) of P1(h0) are smooth on Mˆ . Furthermore, they are continuous on R3
(see [CFKS], Thm. 2.4) and the corresponding eigenvalues Ek are negative by [FH] (see also
[CFKS], Thm. 4.19). Using [Ag] outside the ball B := {x ∈ R3; |x| ≤ R0} (cf. (1.1)), one
can show that the ψk’s decay exponentially. This means, for any k, that there exists ck, Ck > 0
such that
x 6∈ B =⇒ |ψk(x)| ≤ Cke−ck|x| . (6.1)
By (1.1), the result in [Ag] can be applied to the derivatives of the ψk outside B. Thus
(6.1) holds true for these derivatives with possibly different constants ck, Ck. For any j ∈
{1, . . . , N ′}, it turns out that ψkj : R4 ∋ z 7→ ψk(sj +K(z)), with K(z) defined in (2.19), is
smooth near z = 0. Indeed, we can show as in [GK] (see also the proof of (4.25) in Lemma 4.8)
that the equation P1(h0)ψk = Ekψk can be lifted to a Schro¨dinger equation in R
4 with smooth
potential solved by the function ψkj . Again, the elliptic regularity gives the desired result.
Therefore the charge densities ρk := |ψk|2 are smooth on Mˆ and continuous on Rd. The ρk
and their derivatives satisfy (6.1). For any j ∈ {1, . . . , N ′}, ρkj : R4 ∋ z 7→ ρk(sj + K(z)) is
smooth near z = 0. This allows us to obtain the following properties for the Wk.
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Proposition 6.1. Let k ∈ {1, . . . , K}. The potential Wk is smooth on Mˆ , continuous on R3,
and satisfies (1.1). For any j ∈ {1, . . . , N ′}, the function Wkj : R4 ∋ z 7→ Wk(sj + K(z)),
with K(z) defined in (2.19), is smooth near z = 0.
Proof: Since | · |−1 ∈ L1(R3) + L∞(R3), ρk ∈ L1(R3), and ρk is continuous, Wk is well
defined and continuous on R3. Let j ∈ {1, . . . , N ′}, y ∈ Mˆ , and consider a partition of unity
in R3 of the form
∑N ′
j=0 χj = 1 with χj ∈ C∞0 and χj = 1 near sj, for j ≥ 1, and χ0 = 1 near
y. Denoting by ∗ the convolution product, we can write near y, for any k and any multiindex
α ∈ Nd,
DαxWk = D
α
x (ρk ∗ | · |−1) =
N ′∑
j=1
(ρkχj) ∗Dαx | · |−1 + (Dαx (ρkχ0)) ∗ | · |−1 (6.2)
(as distributions). This defines a continuous function near y. Using the exponential decay of
the functions ρk, we can show that Wk satisfies (1.1).
Let j ∈ {1, . . . , N ′}. We want to show that the function R4 ∋ z 7→ (ρk∗|·|−1)(sj +K(z)) is a
constant times the function R4 ∋ z 7→ (ρkj∗|·|−2)(z). Notice that, for an f ∈ C(R4)∩L1(R4),
f ∗ | · |−2 is a well defined continuous function since | · |−2 ∈ L1(R4) + L∞(R4). Now, it is
convenient to view R4 as the quaternion space H and to use the representation of K on this
space (see the appendix). In particular, one can use formula (3) from [GK], saying that for
x := K(Y ), Y ∈ H, |Y |2 dY = c · dx dθ for some constant c > 0 (dθ is uniquely defined by
(2.20), compare also with the group action (A.4)). Then, using Lemma 6.2 below, we get(
ρkj ∗ | · |−2
)
(Z) =
∫
R4
ρk(sj +K(Y ))
|Y − Z|2 |Y |
2dY = c ·
∫
R3×S1
ρk(sj + x)
|Y (x, θ)− Z|2dx dθ
= c′ ·
∫
R3
ρk(sj + x)
|x−K(Z)|dx = c
′ ·
∫
R3
ρk(sj + x)
|sj + x− sj −K(Z)|dx
= c′(ρk ∗ | · |−1)(sj +K(Z)) ,
for Z ∈ H, and c′ > 0. Now, since ρkj is smooth near 0 and | · |−1 is smooth away from 0, we
can use a formula similar to (6.2) to show that ρkj ∗ | · |−2 is smooth near 0.
Lemma 6.2. For X,Z ∈ H with K(Z) 6= K(X)∫ 2π
0
| exp(I1θ)Z −X|−2 dθ = 2π · |K(Z)−K(X)|−1 .
Proof: Assuming the condition, both sides are well-defined. Then, using the definition of the
real part of a quaternion (see appendix)∫ 2π
0
| exp(I1θ)Z −X|−2 dθ
=
∫ 2π
0
(
|Z|2 + |X|2 − 2Re((cos(θ) + I1 sin(θ))ZX∗)
)−1
dθ
=
∫ 2π
0
(
|Z|2 + |X|2 − 2(Re(ZX∗) cos(θ) + Re(I1ZX∗) sin(θ))
)−1
dθ
=
∫ 2π
0
(
|Z|2 + |X|2 − 2
√
(Re(ZX∗))2 + (Re(I1ZX∗))2 cos(ψ)
)−1
dψ
= 2π ·
(
(|Z|2 + |X|2)2 − 4(Re(ZX∗))2 − 4(Re(I1ZX∗))2
)−1/2
= 2π · |Z∗I1Z −X∗I1X|−1 = 2π · |K(Z)−K(X)|−1 ,
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the last two equations being due to (A.5) and (A.3).
Now we are able to explain why the proof of our results can be adapted to treat the potential V
defined in (1.13). In the proof of the necessity of the non-trapping condition in Section 3, the
results away from the singularities work since V satisfies (1.1). Since the Wkj are smooth near
0, the results in [GK] (see Lemmata 3.3 and 3.4) are still valid. Since each Wk is bounded, it is
small compared to a repulsive potential +| ·−sj|−1 near the corresponding repulsive singularity
sj . So Section 3.3 is also valid. In the proof of the converse in Section 4, the results away from
the singularities hold true since (1.1) is still valid. The fact that the Wk is small compared to
the size of a singular potential ±| · −sj |−1 near the corresponding singularity sj explains why
Section 4.2 works and also the validity of (4.18). The fact that the Wkj are smooth near 0,
ensures that Lemma 4.8 still works.
A The Hopf map.
We use the following notation for the quaternion algebra over R:
H := {( w1 −w2w¯2 w¯1 )|w1, w2 ∈ C} ∼= R4
with matrix multiplication, and basis
(I0, I1, I2, I3) :=
(
( 1 00 1 ) , (
i 0
0 −i ) , (
0 1
−1 0 ) ,
(
0 −i
−i 0
))
.
The direct sum decomposition H = R · 1l⊕ ImH with
ImH := {Z ∈ H | Z2 = λ · 1l with λ ≤ 0} = SpanR(I1, I2, I3)
into real and imaginary space is orthogonal w.r.t. the inner product
H×H→ R , 〈X, Y 〉 := 1
2
tr(XY ∗),
X 7→ X∗ := X¯ t being the conjugation. The norm |X| := 〈X,X〉
1
2 is multiplicative:
|XY | = |X| |Y | (X, Y ∈ H).
The real part of a quaternion equals Re(X) := 1
2
tr(X).
See, e.g., [EHKKMNPRE] for more information on H. The Hopf map equals
K : H→ ImH , K(Z) := Z∗I1Z = i
(
w1w¯1 − w2w¯2 −2w¯1w2
−2w1w¯2 w2w¯2 − w1w¯1
)
(A.3)
which is a surjection R4 → R3 whose preimages are the orbits of the isometric group action
α0 : S
1 → Aut(H), α0(θ)(Z) := exp(θI1)Z. (A.4)
This action is free on H\ {0}. We call K the Hopf map, since its restriction to S3 is the Hopf
fibration S3 −→ S2 with fibre S1.
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Writing w1 := z0 + iz3, w2 := z2 + iz1 we get formula (2.19) in the basis (I1, I2, I3) of ImH.
Finally we prove the formula
|Z∗I1Z −X∗I1X| =
√
(|Z|2 + |X|2)2 − 4
(
(Re(ZX∗))2 + (Re(I1ZX∗))2
)
(A.5)
used in Section 6.
Notice that, for all A,B ∈ H, Re(IkA∗) = −Re(IkA), Re(A∗) = Re(A), Re(A∗A) = |A|2,
and
Re(AB) = Re(A)Re(B)−
3∑
k=1
Re(IkA)Re(IkB) . (A.6)
Setting A := I1ZX
∗ and B := I1XZ
∗ in (A.6), we get
Re
(
(I1ZX
∗)(I1XZ
∗)
)
= −(Re(XZ∗))2 − (Re(I1XZ∗))2 + (Re(I2XZ∗))2 + (Re(I3XZ∗))2
Similarly it follows from (A.6) that |A|2 = ∑3k=0(Re(IkA))2, so that for A := ZX∗
|Z|2 |X|2 = |A|2 = (Re(ZX∗))2 + (Re(I1ZX∗))2 + (Re(I2XZ∗))2 + (Re(I3XZ∗))2.
So
|Z∗I1Z −X∗I1X|2 = (Z∗I1Z −X∗I1X)(−Z∗I1Z +X∗I1X)
= Z∗I1(−|Z|2)I1Z +X∗I1(−|X|2)I1X + (Z∗I1ZX∗I1X) + (Z∗I1ZX∗I1X)∗
= |Z|4 + |X|4 + 2Re
(
(I1ZX
∗)(I1XZ
∗)
)
= |Z|4 + |X|4 + 2(−(Re(XZ∗))2 − (Re(I1XZ∗))2 + (Re(I2XZ∗))2 + (Re(I3XZ∗))2
= (|Z|2 + |X|2)2 − 4
(
(Re(ZX∗))2 + (Re(I1ZX
∗))2
)
This proves the claim.
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