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Abstract
In this paper, we proved that the odd order nonlinear neutral delay differential equation[
x(t) − p(t)g(x(t − τ ))](n) + q(t)h(x(t − σ))= 0
has the same oscillatory character as its linearized equation[
x(t) − p0x(t − τ )
](n) + q0x(t − σ) = 0
under some rather relaxed conditions on g(u) and h(u), where p0 = limt→∞ p(t), q0 = limt→∞ q(t).
© 2005 Published by Elsevier Inc.
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1. Introduction
Consider the nonlinear neutral delay differential equation[
x(t) − p(t)g(x(t − τ))](n) + q(t)h(x(t − σ))= 0, t  t0, (1.1)
where n 1 is an odd integer,
p,q ∈ C([t0,∞),R), g,h ∈ C(R,R), τ > 0, σ  0. (1.2)
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equations has been extensively developed, for example, see [1–13]. Linearization is an important
method to deal with nonlinear mathematical problems. The linearized oscillation, roughly speak-
ing, is about how to find some appropriate hypotheses under which certain nonlinear equations
have the same oscillatory character as their associated linearized equations. For Eq. (1.1), the
following linearized oscillation result was obtained by Ladas and Qian in [7] (see also [1,3,5]):
Theorem A. [7] Assume that
lim sup
t→∞
p(t) = P0 ∈ (0,1), lim inf
t→∞ p(t) = p0 ∈ (0,1), (1.3)
lim
t→∞q(t) = q0 ∈ (0,∞), (1.4)
0 g(u)
u
<
1
P0
, for u = 0, and lim
u→0
g(u)
u
= 1, (1.5)
uh(u) > 0, for u = 0, and lim
u→0
h(u)
u
= 1. (1.6)
Suppose that every solution of the linearized equation[
x(t) − p0x(t − τ)
](n) + q0x(t − σ) = 0, t  t0 (1.7)
oscillates. Then every solution of Eq. (1.1) also oscillates.
As a partial converse of Theorem A, the next theorem is proved in [7]:
Theorem B. [7] Assume that there exist p0, q0 ∈ (0,+∞) such that
0 < p(t) p0 < 1, 0 q(t) q0, t  t0, (1.8)
and that there exists δ > 0 such that h(u) is nondecreasing in (−δ, δ) and either
h(u) u, u ∈ [0, δ), or h(u) u, u ∈ (−δ,0].
Suppose also that Eq. (1.7) has an eventually positive solution. Then the following equation[
x(t) − p(t)x(t − τ)](n) + q(t)h(x(t − σ))= 0, t  t0 (1.9)
has a nonoscillatory solution.
By combining Theorems A and B, we have the following theorem:
Theorem C. [7] Assume that there exist p0, q0 ∈ (0,+∞) such that
0 p(t) p0 = lim
t→∞p(t) < 1, 0 q(t) q0 = limt→∞q(t), t  t0, (1.10)
and that the following two conditions (H1) and (H2) hold:
(H1) h(u) is nondecreasing in some neighborhood of the origin and
uh(u) > 0, for u = 0, and lim
u→0
h(u)
u
= 1;
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h(u) u, u ∈ [0, δ), or h(u) u, u ∈ (−δ,0].
Then every solution of Eq. (1.9) oscillates if and only if every solution of its linearized equa-
tion (1.7) oscillates.
We remark that (H2) is an additional condition to the linearized condition (H1), which restricts
by u the tendency for functions h(u) to vary in a neighborhood of the origin, and so causes
many functions to fail to satisfy it. For example, h(u) = α−1(eαu − 1) with α > 0. However the
example given in [12] shows that (H2) cannot be removed in general. Therefore, it is valuable
and necessary to relax the condition (H2). When n = 1, the recent paper [12] initiated valuable
attempts in this direction.
Along with the direction in paper [12], we will prove in this paper the following theorem
which generalizes and improves Theorem B and the main results in [12].
Theorem D. Assume that there exist p0, q0 ∈ (0,+∞) such that
0 p(t) p0 < 1, 0 q(t) q0, t  t0, (1.11)
and that the following conditions (H3) and (H4) hold:
(H3) either
p(t) > 0 for large t, (1.12)
or
σ > 0 and q(t) ≡ 0, t ∈ [T ,T + σ ] for large T ; (1.13)
(H4) there exist r > 0, δ > 0 and K > 0 such that g(u) and h(u) are nondecreasing in (−δ, δ)
and either
max
{
g(u),h(u)
}
 u + K|u|1+r , u ∈ [0, δ), (1.14)
or
min
{
g(u),h(u)
}
 u − K|u|1+r , u ∈ (−δ,0]. (1.15)
Suppose also that Eq. (1.7) has an eventually positive solution. Then Eq. (1.1) has a nonoscilla-
tory solution.
By combining Theorems A and D, we have the following two theorems immediately:
Theorem E. Assume that (1.6), (1.10) and (H4) hold, and that
0 g(u)
u
<
1
p0
, for u = 0, and lim
u→0
g(u)
u
= 1. (1.16)
Then every solution of Eq. (1.1) oscillates if and only if every solution of its linearized equa-
tion (1.7) oscillates.
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(H5) there exist r > 0, δ > 0 and K > 0 such that either
h(u) u + K|u|1+r , u ∈ [0, δ), or h(u) u − K|u|1+r , u ∈ (−δ,0].
Then every solution of Eq. (1.9) oscillates if and only if every solution of its linearized equa-
tion (1.7) oscillates.
Obviously, condition (H5) is weaker than (H2). Indeed, (H5) is a rather relaxed condition.
Note that (H1) implies h′(0) = 1, and so, under (H1), the function h(u) always satisfy (H5)
whenever h(u) is twice differentiable continuously in some neighborhood of the origin. For
example, the function h(u) = α−1 (eαu − 1) satisfies (H5) but not (H2).
It is a known fact, see [1,5,8], that every solution of Eq. (1.7) oscillates if and only if its
characteristic equation
F(λ) ≡ −λn(1 − p0eλτ )+ q0eλσ = 0 (1.17)
has no real roots. Note that
F(λ) > 0 for λ 0 and F(∞) = lim
λ→∞F(λ) = ∞.
So, Eq. (1.7) has an eventually positive solution implies two possible cases:
Case (i). There exists λ∗ ∈ (0,∞) such that
F(λ∗) < 0. (1.18)
Case (ii). There exists λ0 ∈ (0,∞) such that
F(λ0) = 0 and F(λ) 0 for λ ∈ [0, λ0) ∪ (λ0,∞). (1.19)
As it is customary, if Case (ii) holds, we say that Eq. (1.7) is in a critical state. If Case (i)
holds, Eq. (1.7) is in a noncritical state. A solution is called oscillatory if it has arbitrary large
zeros. Otherwise it is called nonoscillatory.
2. Noncritical case
Lemma 2.1. [5] Every solution of Eq. (1.7) oscillates if and only if the characteristic equa-
tion (1.17) has no real roots.
Theorem 2.1. Assume that Case (i) holds and that (1.11), (H3) and the following condition (H6)
hold:
(H6) g(u) and h(u) are nondecreasing in some neighborhood of the origin and either
lim sup
u→0+
g(u)
u
 1, lim sup
u→0+
h(u)
u
 1, (2.1)
or
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u→0−
g(u)
u
 1, lim sup
u→0−
h(u)
u
 1. (2.2)
Then Eq. (1.1) has a nonoscillatory solution.
Proof. We only consider the case where (2.1) holds. The case where (2.2) holds can be dealt
with in a similar fashion. By Case (i), we can choose ε0 ∈ (0,1) such that (1 + ε0)p0 < 1 and
ε0
(
λ∗np0eλ
∗τ + q0eλ∗σ
)
< −F(λ∗). (2.3)
Set
F+ε0 (λ) = −λn
[
1 − (1 + ε0)p0eλτ
]+ (1 + ε0)q0eλσ .
Then by (2.3), we have
F+ε0 (λ
∗) = −λ∗n[1 − (1 + ε0)p0eλ∗τ ]+ (1 + ε0)q0eλ∗σ
= F(λ∗) + ε0
(
λ∗np0eλ
∗τ + q0eλ∗σ
)
< 0.
Note that as limλ→∞ F+ε0 (λ) = ∞, it follows that there exists λ1 ∈ (λ∗,∞) such that F+ε0 (λ1) = 0.
By (2.1), we may choose δ1 > 0 such that g(u) and h(u) are nondecreasing in (−δ1, δ1) and
max
{
g(u),h(u)
}
 (1 + ε0)u, u ∈ [0, δ1). (2.4)
Set x1(t) = e−λ1t . Then it follows from the fact that F+ε0 (λ1) = 0 that
x1(t) = (1 + ε0)p0x1(t − τ) + (1 + ε0)q0
(n − 1)!
∞∫
t
(s − t)n−1x1(s − σ)ds, t  t0. (2.5)
Choose T > t0 such that x1(t − τ − σ) < δ1 for t  T . Then from (1.11), (2.4) and (2.5), we
obtain
x1(t) p(t)g
(
x1(t − τ)
)+ 1
(n − 1)!
∞∫
t
(s − t)n−1q(s)h(x1(s − σ))ds, t  T . (2.6)
Hence it follows in a manner similar to that in the proof of [3, Lemma 5.1.5] that the correspond-
ing integral equation
x(t) = p(t)g(x(t − τ))+ 1
(n − 1)!
∞∫
t
(s − t)n−1q(s)h(x(s − σ))ds, t  T , (2.7)
has a solution x2(t) with 0 < x2(t) x1(t) for t  T . Clearly, x2(t) is also an eventually positive
solution of Eq. (1.1). The proof is complete. 
3. Critical case
Theorem 3.1. Assume that Case (ii) holds and that (1.11), (H3) and (H4) hold. Then Eq. (1.1)
has a nonoscillatory solution.
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so omit it. It follows from Case (ii) that
F(λ0) = 0 and F ′(λ0) = 0,
which yields that
λn0 = λn0p0eλ0τ + q0eλ0σ (3.1)
and
nλn−10 = nλn−10 p0eλ0τ + λn0p0τeλ0τ + q0σeλ0σ . (3.2)
From (3.1) and (3.2), it is easy to see that λ0 > 0 and that
(n − λ0σ)
(
1 − p0eλ0τ
)= λ0τp0eλ0τ . (3.3)
Set x0(t) = √te−λ0t . Then from (3.1)–(3.3), we have[
x0(t) − p0x0(t − τ)
](n) + q0x0(t − σ)
= (√te−λ0t)(n) − p0eλ0τ (√t − τe−λ0t)(n) + q0eλ0σ√t − σe−λ0t
= −e−λ0t
{
−q0eλ0σ
√
t − σ +
[
λn0
√
t − nλ
n−1
0
2
√
t
− n(n − 1)λ
n−2
0
8
√
t3
−
n∑
k=3
n(n − 1) · · · (n − k + 1) · 1 · 3 · · · (2k − 3)λn−k0
2kk!√t2k−1
]
− p0eλ0τ
[
λn0
√
t − τ − nλ
n−1
0
2
√
t − τ −
n(n − 1)λn−20
8
√
(t − τ)3
−
n∑
k=3
n(n − 1) · · · (n − k + 1) · 1 · 3 · · · (2k − 3)λn−k0
2kk!√(t − τ)2k−1
]}
= −e−λ0t
{[
q0σeλ0σ√
t + √t − σ −
nλn−10
2
√
t
− n(n − 1)λ
n−2
0
8
√
t3
−
n∑
k=3
n(n − 1) · · · (n − k + 1) · 1 · 3 · · · (2k − 3)λn−k0
2kk!√t2k−1
]
+ p0eλ0τ
[
λn0τ√
t + √t − τ +
nλn−10
2
√
t − τ +
n(n − 1)λn−20
8
√
(t − τ)3
+
n∑
k=3
n(n − 1) · · · (n − k + 1) · 1 · 3 · · · (2k − 3)λn−k0
2kk!√(t − τ)2k−1
]}
= −e−λ0t
{[
q0σ 2eλ0σ
2
√
t(
√
t + √t − σ)2 −
n(n − 1)λn−20
8
√
t3
−
n∑ n(n − 1) · · · (n − k + 1) · 1 · 3 · · · (2k − 3)λn−k0
2kk!√t2k−1
]
k=3
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[
λn0τ
2
2
√
t(
√
t + √t − τ)2 +
nλn−10 τ
2
√
t
√
t − τ(√t + √t − τ) +
n(n − 1)λn−20
8
√
(t − τ)3
+
n∑
k=3
n(n − 1) · · · (n − k + 1) · 1 · 3 · · · (2k − 3)λn−k0
2kk!√(t − τ)2k−1
]}
−e−λ0t
{
1
8
√
t3
[
q0σ
2eλ0σ + p0eλ0τ
(
λn0τ
2 + 2nλn−10 τ
)− n(n − 1)λn−20 (1 − p0eλ0τ )]
− (1 − p0eλ0τ ) n∑
k=3
n(n − 1) · · · (n − k + 1) · 1 · 3 · · · (2k − 3)λn−k0
2kk!√t2k−1
}
= −e−λ0t
{
1
8
√
t3
[
λn0
(
1 − p0eλ0τ
)
σ 2 + p0eλ0τ
(
λn0τ
2 + 2nλn−10 τ
)
− n(n − 1)λn−20
(
1 − p0eλ0τ
)]
− (1 − p0eλ0τ ) n∑
k=3
n(n − 1) · · · (n − k + 1) · 1 · 3 · · · (2k − 3)λn−k0
2kk!√t2k−1
}
= −e−λ0t
{
λn−20
8
√
t3
[(
1 − p0eλ0τ
)(
(λ0σ)
2 − n(n − 1))+ p0eλ0τ ((λ0τ)2 + 2n(λ0τ))]
− (1 − p0eλ0τ ) n∑
k=3
n(n − 1) · · · (n − k + 1) · 1 · 3 · · · (2k − 3)λn−k0
2kk!√t2k−1
}
= −e−λ0t
{
λn−20
8
√
t3
[(
1 − p0eλ0τ
)((
n − λ0τp0e
λ0τ
1 − p0eλ0τ
)2
− n(n − 1)
)
+ p0eλ0τ
(
(λ0τ)
2 + 2n(λ0τ)
)]
− (1 − p0eλ0τ ) n∑
k=3
n(n − 1) · · · (n − k + 1) · 1 · 3 · · · (2k − 3)λn−k0
2kk!√t2k−1
}
= −e−λ0t
{
λn−20
8
√
t3
[
(λ0τ)2(p0eλ0τ )2
1 − p0eλ0τ + n
(
1 − p0eλ0τ
)+ (λ0τ)2p0eλ0τ
]
− (1 − p0eλ0τ ) n∑
k=3
n(n − 1) · · · (n − k + 1) · 1 · 3 · · · (2k − 3)λn−k0
2kk!√t2k−1
}
−(1 − p0eλ0τ )e−λ0t
[
nλn−20
8
√
t3
−
n∑
k=3
n(n − 1) · · · (n − k + 1) · 1 · 3 · · · (2k − 3)λn−k0
2kk!√t2k−1
]
.
On the other hand, we have[
x0(t − σ)
]1+r = (√t − σe−λ0(t−σ))1+r  t (1+r)/2e−(1+r)λ0(t−σ)
= t (1+r)/2e−λ0[rt−(1+r)σ ]e−λ0t ,
and for large t
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x0(t − τ)
]1+r}(n)
= e(1+r)λ0τ [(t − τ)(1+r)/2e−(1+r)λ0t ](n)
= e−(1+r)λ0(t−τ)
[
−(1 + r)nλn0(t − τ)(1+r)/2 +
n(1 + r)nλn−10
2(t − τ)(1−r)/2
+
n∑
k=2
n(n − 1) · · · (n − k + 1) · (1 − r) · (3 − r) · · · (2k − 3 − r)(1 + r)n−k+1λn−k0
2kk!(t − τ)(2k−1−r)/2
]
−2(1 + r)nλn0 t (1+r)/2e−(1+r)λ0(t−τ).
Thus, there exists a large T > t0 such that x0(t − τ − σ) < δ for t  T and[
x0(t) − p0x0(t − τ)
](n) + q0x0(t − σ) p0K{[x0(t − τ)]1+r}(n) − q0K∣∣x0(t − σ)∣∣1+r ,
t  T ,
which yields
{
x0(t) − p0
[
x0(t − τ) + K
∣∣x0(t − τ)∣∣1+r]}(n) + q0[x0(t − σ) + K∣∣x0(t − σ)∣∣1+r] 0,
t  T . (3.4)
It follows from (1.11), (3.4) and (H3) that
x0(t) p0
[
x0(t − τ) + K
∣∣x0(t − τ)∣∣1+r]
+ q0
(n − 1)!
∞∫
t
(s − t)n−1[x0(s − σ) + K∣∣x0(s − σ)∣∣1+r]ds
 p(t)g
(
x0(t − τ)
)+ 1
(n − 1)!
∞∫
t
(s − t)n−1q(s)h(x0(s − σ))ds, t  T .
This shows that the inequality
x(t) p(t)g
(
x(t − τ))+ 1
(n − 1)!
∞∫
t
(s − t)n−1q(s)h(x(s − σ))ds, t  T , (3.5)
has a positive solution x0(t). Similar to the proof of Theorem 2.1, it is easy to show that Eq. (1.1)
has an eventually positive solution. The proof is complete. 
4. Some remarks
It is easy to see that condition (H4) implies (H6). Hence, combining Theorems 2.1 and 3.1,
we have immediately Theorem D.
When n = 1, Theorem F has been obtained in [12]
The example in [12] shows that (H5) is an essential condition that guarantees that (1.7) and
(1.9) have the same oscillatory behavior in the critical case.
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