Traditionally, snowmelt modelling has been governed by the operational need for runoff forecasts. Parsimony in terms of model complexity and data requirements was a major concern. More recently, the increased importance of analyzing environmental problems and extreme conditions has motivated the development of distributed snow models.
Introduction
Snowmelt modelling has traditionally been governed by the operational need for runoff forecasts. Parsimony in terms of model complexity and data requirements was a major concern. The main applications included predictions of catchment yield (on a seasonal basis) and simulations of catchment runoff (typically with a time step of one day) (USACE 1956; Anderson 1973 Anderson , 1979 WMO 1986) . Early interest in snow process research resided in laboratory experiments and well instrumented sites (e.g. Anderson 1968 Anderson , 1976 Colbeck 1987) .
More recently, an increased number of applications require spatially distributed estimates of snow cover and snowmelt. Such applications include erosion modelling, solute transport and land use change. Also, there is a trend towards more emphasis on understanding processes at the catchment scale which has been stimulated by interest in the assessment of anthropogenic effects, extreme situations and ungauged catchments (Dozier 1987 (Dozier , 1989 .
These trends resulted in the development of fully distributed snow models (e.g. Leavesley and Stannard 1989, 1990; Bloschl et al. 1989 Bloschl et al. , 1991 Lettenmaier and Wigmosta 1993) . Computing power is no longer a constraint and sophisticated remote sensing and data collection techniques are available (Gurnell 1990; Dozier 1992) , so these developments seem to be a logical step forward. This is exemplified by the large number of contributions to the present volume. However, care must be exercised in interpreting simulation results as the use of this type of models is limited by a number of constraints.
The purpose of this paper is a) to briefly review the current state-of-the-art in fully distributed snow modelling, b) to identify strengths and limitations of the approach, and c) to give directions for future research. Excellent reviews on hydrological modelling in general and distributed snow modelling in particular are given in Obled and Harder (1979) , Lang (1986) , Leavesley (1989) , Obled (1990) and Bergstrom (1991) .
The Nature of Distributed Snow Models
Processes in the natural snow cover environment occur at a range of space-time scales (Bloschl and Sivapalan 1994) . Distributed snow models (DSM) attempt to quantify these processes by subdividing the catchment into a number of units (i.e. subareas). These units may either be so-called hydrological response units (e.g. Leavesley and Stannard 1990) or, for convenience, square grid elements. In such an approach, processes with a characteristic length scale smaller than the grid/ element size are assumed to be represented implicitly (= parameterized) while processes with length scales larger than the grid size are represented explicitly by element-to-element variations (see e.g. Smagorinsky 1974) . This is shown in based on a schematic representation of the spectrum of some snow cover related process. For example, such a spectrum might be arrived at by, conceptually, sampling meltrates along a transect in a catchment and transforming these into the frequency domain. The spectrum in Fig. 1 indicates that large scale processes (low frequency) have more spectral power (= variance) than small scale processes which is typical of many hydrological phenomena. It is therefore reasonable to explicitly represent the large scale processes. The same applies to time scales and time spacings. The spectrum in Fig. 1 for snowmelt processes in the time domain, however, would show two marked peaks at frequencies corresponding to 1 day and 1 year. Models that use elevation as the only criterion for spatial discretization are often referred to as semi-distributed models, while models with more detailed discretizations are termed fully distributed models. This review will focus on fully distributed models.
Virtually all DSM assume uniform parameters and processes within each unit. They also assume that site scale descriptions apply to the element scale and that the local (site) scale parameters are identical with the effective model parameters. 'Site scale' refers to the scale of a measurement site (or plot) which is of the order of 1 m. The 'element scale' refers to the dimension of a computational element and is in most cases much larger (e.g. 20-500 m). In DSM, processes in each element are often represented in considerable detail and include snow surface energy exchange and internal processes such as water and heat transport. To drive the models for each unit input parameters (e.g. precipitation, air temperature) need to be esti-mated for each element. This involves some sort of interpolation between observations.
The responses from individual elements should, ideally, be coupled (e.g. to account for lateral water flow in the snowpack, Colbeck 1978) but, more often than not, the individual elements are assumed to be independent. If required, snowmelt outflow from individual elements can be coupled with distributed or bulk runoff models. Before using the model, proper calibration and/or evaluation is necessary. This is, in fact, not trivial and constitutes a major constraint in the use of DSM (i.e. the testability problem).
In summary, distributed snow modelling involves a) descriptions of snow processes at the site scale, and b) assumptions on discretisation, interpolation, and integration at the catchment scale. What follows is a brief review of concepts based on these two steps with an emphasis on distributed modelling.
Site Scale Approaches
Snow models at the site scale have enjoyed continuous attention and progress over the years. One of the main reasons for progress is that it is relatively easy to obtain detailed data for driving and verifying models. Among the processes at the site scale, snow surface energy exchange, internal processes and snow accumulation are of most importance to DSM.
A range of studies analyzed the relative importance of the individual components of snow surface energy exchange (e.g. Zuzel and Cox 1975; Male and Granger 1981; Kuusisto 1986; Bloschl et al. 1988; Dragoi et al. 1993) . Typically, in mountainous regions, solar radiation is dominant while in lowlands turbulent transfer is the more important component for snowmelt. This is related to a) the later depletion in mountainous areas and consequently higher solar radiation, and b) lower air temperatures in higher altitudes and, consequently, less importance of turbulent transfer.
While modelling incoming solar radiation is reasonably well understood (e.g. Dozier 1980; Bloschl et al. 1987; Siemer 1988; Ranzi and Rosso 1991) modelling of the snow albedo is significantly less advanced (Colbeck 1988) . Part of the problem is related to difficulties in its measurement. One of the early parameterisations of albedo is the so-called aging curve approach (USACE 1956) which is still frequently used (e.g. WMO 1986; . While there is a definitive tendency of albedo to decrease with time after snowfall it is important to notice that this relationship is not causal. More fundamental controls are snow grain size and impurities (Colbeck 1988 ). Marshall and Warren (1987) , Choudhury and Chang (1981) , Carol1 and Fitch (1981) , and Brun et al. (1989 and Brun et al. ( , 1992 proposed models that account for the effects of grain size as well as atmospheric controls. Trofimova (1970) and Siemer (1988) parameterized albedo as a function of the net energy input to snow and Rohrer (1992) based his parameterisation on air temperature. Models of longwave radiation over snow have been summarized by Male and Granger (1981) , Kimball et al. (1982) and Olyphant (1986) , and turbulent transfer has been reviewed by Brutsaert (1982) , Kuhn (1984) , and Morris (1989) .
Precipitation reaching the snow surface can be significantly higher than that recorded by a raingauge at the same site. This is due to the catch deficit of the gauge which can be up to 50% for snowfall during strong winds. A number of methods have been suggested to correct for this effect on a monthly or seasonal basis (e.g. Sevruk 1986 Sevruk , 1989 , but no techniques are available for timesteps of, say, an hour. One alternative is to regularly measure new snow on the ground rather than precipitation in a raingauge. The importance of air temperature on the state of precipitation has been investigated by a multitude of studies over the years (e.g. USACE 1956; Rohrer 1992 Rohrer , 1993 .
Water movement within the snowpack in early studies was modelled by the water retention concept (Amorocho and Espildora 1966; Braun 1985; Bloschl et al. 1990 ) which suggests runoff from the snowpack after a threshold value of water is satisfied. Alternative representations include linear wave routing (Obled and Rosse 1977) and non-linear functional relationships (Anderson 1973 (Anderson , 1976 . Colbeck (1972) and Colbeck and Davidson (1973) proposed a kinematic wave theory which since then has been widely used (e.g. Jordan 1983; Akan 1984; Morris 1987; Siemer 1988; Bloschl and Kirnbauer 1991) . More recently, the effects of fingering (Wankiewicz 1979), preferential flow paths (Marsh and Woo 1985) and layering (Colbeck 1991; Richter-Menge et al. 1991) have been accounted for. Similarly to the transport of water, the transport of heat has been modelled by a range of models from simple cold content concepts to solutions to Fourier's law of heat conduction (e.g. Anderson 1976) . A substantial body of literature (particularly from the avalanche forecasting community) deals with the effects of metamorphism and grain size and developed a spectrum of sophisticated models at the site scale (e.g. Morris 1983; Kelly et al. 1986; Bauwens 1988; Brun et al. 1992; Bader and Weilenmann 1992; Morris et al. 1993 ). Fig. 2 gives an example of how well a sophisticated snow model (Brun et al. 1992) can simulate snowmelt at a site.
Snow models at the site scale are either single layer (bulk) models, double layer, or multilayer models. Double layer models (such as in Marks 1988; Neale et al. 1992) involve an 'active' surface layer for modelling the feedback between internal and surficial processes. The question of the appropriate or optimum level of detail of site scale models has traditionally attracted significant attention. For example, Bloschl and Kirnbauer (1991) compared a multilayer and a bulk model in an alpine (1,930 m a.s.1.) setting. They concluded that the multilayer model was superior in simulating the time variations of liquid water content but that both models yielded good estimates of the timing of the onset of melt after a cold period. It is believed, however, that the question of site scale model complexity will decrease in import- ance as computer time constraints are becoming less restrictive. Provided the dominant processes are included in a site scale model, the appropriate estimation of boundary conditions within a catchment (e.g. distributing air temperature to each element) will be of overwhelming importance.
Catchment Scale Approaches
The most important variables that need to be distributed (i.e. interpolated) from observation points to each computational element are air temperature and precipitation.
Approaches to interpolating air temperature invariably involve some estimate of the lapse rate (i.e, decrease of air temperature with altitude, e.g. WMO 1986). Anderson (1973) and Moore and Owens (1984) , however, pointed out that the lapse rate in the atmosphere (i.e. along a vertical profile) is not necessarily the same as the gradient along a hillside (i.e. at screen level). It is the latter quantity that is of interest to distributed snow modelling. Lapse rates are either estimated from data (e.g. WMO 1986), physical considerations (adiabatic lapse rates) or a combination of both (e.g. Bloschl et al. 1990 ). Examples of diurnal and seasonal variations of the lapse rate are given in Moore and Owens (1984) , Braun (1985) and Bloschl(1991) . More sophisticated approaches involve distance to the observation point (Jensen 1989; Braun 1985) . Still more sophisticated methods use data from upper air soundings and mesoscale meteorological forecast models. Such an interpolation scheme has been developed by Durand et al. (1993) . The scheme provides hourly estimates of air temperature and other quantities for various elevations and aspects in the French Alps. Braun et al. (1994) use this scheme to drive a DSM.
The effect on snowpack simulations of interpolating air temperature has been analyzed by Bloschl (1991) for a region in the Austrian Alps. The study concluded that random errors in air temperature introduced by regionalisation largely cancel when simulating water equivalent. However, bias which may result from local effects such as sensor exposure is of marked influence on the simulations. High quality data still seem to be a prerequisite for successful spatial interpolation.
Precipitation is extremely variable at a range of scales (e.g. Kumar and Foufoula-Georgiou 1993; ) which complicates interpolation between raingauges substantially. A number of interpolation techniques have been suggested, ranging from purely statistical (e.g. Jensen 1989) to dynamic approaches (e.g. Barros and Lettenmaier 1991; Leavesley et al. 1991) . Precipitation has a tendency to increase with elevation on an event (e.g. Fitzharris 1975) and seasonal scale (Lang 1985) but this is not necessarily the case for hourly or shorter scales (Obled 1990) . Also, it is a challenge to find representative sites when setting up raingauges.
The threshold temperature for discriminating rain from snow may depend on the topographic configuration of a particular site. Specifically, Rohrer (1993) , in a study in Switzerland, found average threshold temperatures of 0.25"C and 2.1°C on mountain tops and in valley floors, respectively, when using daily mean air temperatures.
Distributing wind speed to each computational element is associated with even more uncertainty. Some authors advocate the use of dynamic mesoscale models butsophisticated as the state-of-the-art in modelling air flow over complex terrain may bemost scenarios involve steady state and/or a single hill in flat terrain (e.g. Finnigan 1988; Finnigan and Raupach 1993) . Substantial progress seems to be needed before such models can be used to drive DSM for real world applications. Once estimates of air temperatures and wind speeds for an element are known, there is still the problem of calculating the turbulent fluxes (Morris 1989) . Virtually all approaches to energy and vapour exchange assume flat terrain of infinite size (e.g. Bailey et al. 1990 ). Notions such as 'stability' or 'roughness length' are no longer meaningful in complex terrain as the basic assumptions are violated. It may well be that basic empirical relationships that account for local characteristics, even though in a crude way, outperform those based on boundary layer theory (e.g. Olyphant and Isard 1988) .
Little is known, quantitatively, about the spatial distribution of albedo in catchments (see e.g. Mannstein 1985) . Among the few studies is O'Neill and Gray (1973) who measured point and areal albedo in a Canadian prairie environment. They concluded that the point measurements were good indices to the areal values.
They also suggested that the aging curve approach (USACE 1956) was not an appropriate model for the shallow snowpacks found in the Canadian prairies.
One common approach is to simulate albedo, in each element as a function of other variables rather than to interpolate/extrapolate it directly. Bloschl et al. (1991) , based on a study in Austria, suggested that such an approach may overestimate albedo on south facing slopes and underestimate it on north facing slopes. It is clear that a substantial research effort is needed to better understand the spatial distribution of albedo. It is also recognized that this will be no easy task, given the difficulties of measuring albedo accurately even at the site scale.
Similarly, the spatial distribution of longwave radiation is hard to observe and the effect of surrounding terrain may be large (Obled and Harder 1979) . Olyphant (1986) suggested that the rockwalls surrounding an alpine cirque may substantially enhance energy input through longwave emission. The added energy may be equivalent to 500 mm melt over an entire snowmelt season.
When DSM are started during the snow cover period, the spatial distribution of snow water equivalent is required for initializing the model. Snow water equivalent is known to be highly variable at a range of space scales. Values at a single index plot are not always representative of a catchment (e.g. Granberg 1972; Woo and Steer 1986; Golding and Swanson 1986; Gubler and Rychetnik 1991; Bloschl1993) .
Interpolation procedures often are based on snow course data (e.g. Reuna 1992 ) and many involve relations to terrain characteristics (e.g. Golding 1974; Woo et al. 1983a,b; Bloschl et al. 1991) . For example, the interpolation procedure as used in Bloschl et al. (1991) was based on elevation, slope and curvature. The parameters relating water equivalent to elevation were based on a best fit to snow course data while the other parameters were derived from qualitative considerations. Elder et al. (1989) addressed the interpolation problem by classifying a great number of depth measurements into terrain and radiation classes. On a larger scale, Lang and Rohrer (1987) showed synoptic meteorological information and radiosonde data to be promising predictors for snowfall depths in various regions in Switzerland.
An obvious consideration for interpolating water equivalent is to use remotely sensed data. For example, Ferris and Congalton (1989) and use near infrared NOAA-AVHRR satellite imagery in the Colorado River Basin (644,000 km2) and for a number of medium sized catchments in Northern Italy, respectively, and Wankiewicz (1991) used microwave data from NIMBUS 7 SMMR satellite for estimating the snow water equivalent in Canadian basins. Bergstrom and Brandt (1985) and Brandt and Bergstrom (1994) estimated water equivalent based on measurements of natural gamma radiation along certain flight lines. A more detailed review is given in Gurnell(1990) and Braun (1991) , and the potential of various satellite platforms and sensors is assessed in Rott (1986 Rott ( , 1987 Rott ( , 1993 and Rott and Mark1 (1989) .
Using the concepts reviewed above, a range of (fully) DSM have been proposed: Charbonneau et al. (1981) presented a model which accounted for variations of solar radiation and snow surface temperatures at slopes of different aspects. Leavesley and Stannard (1989,1990 ) simulated snowmelt processes in a mountainous basin in the Sierra Nevada, California, subdividing the basin into hydrological response units. These were defined as areas of uniform soil, vegetation and topographic characteristics. Bloschl et al. (1989 Bloschl et al. ( , 1991 , and Lettenmaier and Wigmosta (1993) used raster based approaches in an Austrian catchment (25 m grid spacing), a North Italian catchment (200 m grid spacing) and a basin in North America (90 m grid spacing), respectively. All three studies represented the individual components of the energy balance (such as topographically controlled solar radiation input) while Lettenmaier and Wigmosta (1993) also included a detailed representation of the effects of vegetation cover. Neale et al. (1992) and Tarboton et al. (1993) developed a raster snowmelt model (30 m grid spacing) for assessing soil erosion in a small catchment in Idaho. Bathurst and Cooley (1993a, b) applied the snowmelt component of SHE (Systeme Hydrologique Europeen) Morris and Godfrey (1979) to three nested catchments in Idaho. Braun et al. (1994) use a combination of a sophisticated interpolation scheme for meteorological controls (Durand et al. 1993 ) and a detailed site scale stratigraphic model (Brun et al. 1992 ) in a 224 km2 basin in the French Alps. Braun et al. (1994) subdivided the basin into elements of uniform slope aspects and elevations following the interpolation scheme of Durand et al. (1993) and routed meltwater to the basin outlet by the conceptual HBV-model (Bergstrom 1976) .
DSM -Strengths and Limitations
Many arguments have been put forward in favour of distributed snow models (e.g. Day et al. 1990 ). While DSM never lived up to their expectations in terms of their performance of skulating runoff (e.g. Charbonneau et al. 1981; Braun 1985) this should not come as a surprise: this has long been known for the case of distributed rainfall-runoff models (e.g. Freeze and Harlan 1969; WMO 1975; Naef 1981; Loague and Freeze 1985) . Bergstrom (1991) presented an excellent discussion on modelling philosophy in hydrology in general and model complexity in particular. Clearly, the optimal model complexity depends on the nature of a specific problem. There is a wide range of problems where bulk models cannot do the job and DSM are called for. These include those where spatially distributed estimates of snow cover and snowmelt are required andlor a high degree of process understanding is needed (Leavesely 1989; Bergstrom 1991) .
Unfortunately, DSM invariably suffer from a number of limitations (see e.g. Beven 1989 Beven , 1991 Grayson et al. 1992 Grayson et al. , 1993 for the rainfallrunoff case). It is important to clearly recognize these for rapid progress in distributed snow modelling. These limitations include:
the extreme heterogeneity of the hydrologic environment, the mismatch of scales between observed variables and model state variables, -the large number of model parameters, and the observability/testability problem.
It is clear that the high degree of heterogeneity in natural catchments greatly complicates distributed modelling. As pointed out earlier, this heterogeneity may be quantified either as element-to-element variation or as subgrid variability (see Fig. 1 ). While DSM always addresses the former, the latter has often been neglected. For example, how does the average albedo over an element change when the snowcover in this element partly disappears? Such questions lead to the notion of 'effective parameters'. These are defined as parameters of an (equivalent) homogeneous system which gives the same response as the heterogeneous system (see e.g. Gelhar 1986; Dagan 1986 , for the groundwater case). Effective parameters (and an equivalent homogeneous system) do not always exist, particularly when the processes are non-linear (as is the case here). A generalisation for nonlinear systems is to use distribution functions rather than single values (e.g. Marsh and Woo 1985; Buttle and McDonnell 1987) but it is clear that this complicates identifiability significantly. An example of an effective parameter in the time domain is the factor of refreezing: some site scale models dg not,explicitly model the night time refreezing of the snow surface (e.g. due to a computational time step of one day). One way to handle this subgrid (i.e, diurnal) variability is to assume 0°C surface temperature and to reduce energy losses from the pack by a factor of refreezing. Even in detailed physically-based site scale models there are relations which one might call 'hidden empiricism'. Saturated hydraulic conductivity as a function of grain size and relative density is one example (Bender 1957; Shimizu 1970; Morris 1991) . The relationships shown in Fig. 3 greatly differ and it is interesting to note that recent work by Sommerfeld and Rocchio (1993) suggests no significant influence of grain size on conductivity. Such discrepancies are greatly exacerbated when moving from the site scale to the element scale.
At present the methodology for estimating effective parameters is incomplete and it is necessary to calibrate the important model parameters using measured data. This introduces additional problems. Specifically, Bathurst and Cooley (1993a) stated "A complicating feature of multiple parameter models is the possibility that apparently equally satisfactory simulations can be achieved with different combinations of physically realistic parameter values, the change in one parameter being compensated for by a change in another". Such compensations of correlated model parameters may be within the DSM itself or between snow model and runoff model. While runoff is still widely used as the sole criterion for evaluating snowmelt runoff models, a number of researchers have suggested using snow cover parameters such as snow water equivalent for cross-checking (e.g. Anderson 1979; Moore and Owens 1984; Braun 1985 Braun , 1988 Obled 1990) . This is certainly valuable. However, the problem with snow water equivalents is that they are invariably point values (e.g. snow course data) which may not be representative of effective element values. Sometimes the elevation of the snowline (Bathurst and Cooley 1993a) is used for comparison. Meier and Schadler (1979) were the first to emphasize the potential of snow cover patterns. Snow cover depletion patterns a) have the advantage of representativeness and b) allow the spatially distributed assessment of the model. It is believed that both aspects are critically important for the accurate evaluation of distributed models. Leavesley and Stannard (1989, 1990) used spaceborne snow cover patterns for evaluating a DSM in a 840 km2 catchment in California, and Bloschl et al. (1989 Bloschl et al. ( , 1991 performed a similar analysis for the 10 km2 Langental catchment in the Austrian Alps using snow cover patterns derived from aerial photographs (Bloschl and Kirnbauer 1992) Figs. 4 and 5 show an aerial photograph of the Langental basin along with the simulated results. These results were obtained by running a DSM over two months. It is clear that a point value, placed at random in the catchment, may be greatly in error when comparing simulation and observation. Such a point value may be a very poor indicator of model performance while the patterns appear to be much more suited. Also, the patterns allow the detection of local effects. For example, at the base of the steep cliff in the centre of the photo the model underestimates the snow cover. This derives from redistribution processes such as avalanching and wind drift as observed in reality but not accounted for in the model. Snow cover patterns can effectively discriminate between combinations of 6 presents a sensitivity analysis for the same catchment. Simulated cumulative mean basin melt rates are plotted for two cases. These relate to different assumptions on snow albedo and initial snow water equivalent. As can be seen from Fig. 6 , the melt rates for the two cases are very similar. Indeed, the differences are so small that, by comparison with observed runoff depths, the more appropriate of the two cases could by no means be identified. Fig. 7 shows an evaluation of sensitivity in terms of snow cover patterns on an element-by-element basis for June 9. The elements are subdivided into classes according to slope and aspect, separately for the upper and the lower part of the basin. The percentage denoted by 'too late' refers to elements with snow cover simulated and bare ground observed, i.e. an overestimation of snow cover. In terms of snow cover, the two cases differ substantially. In the lower part of the basin (Fig. 7a ) the basic case (solid line) gives generally low magnitudes of the error (less than 30 %) indicating good agreement of simulated and observed snow cover patterns. The alternative case (dotted line), however, substantially underestimates snow cover (up to 80 %) on both north and south facing slopes. Clearly, this discrepancy derives from an unrealistically high selection of the snow line in the alternative case. In the upper part of the basin (Fig.  7b ) the basic case, again, indicates good agreement while the alternative case underestimates snow cover, particularly on south facing slopes. These differences may easily be traced back to the influence of albedo, which is more important on south facing slopes. Fig. 7 clearly shows that a comparison of patterns is very efficient for discriminating between alternative model assumptions. It is also capable of addressing individual model components such as initial snow deposition and albedo.
Conclusions
'We are entering an era of distributed snow models'. The authors are convinced that this is a most welcome trend with the potential of addressing a wide variety of real world problems. However, throughout this paper the authors have emphasized the limitations of the approach rather than its strengths. It is felt that a clear recognition of the constraints is vital to rapid progress in the area. Much progress has been achieved at the site scale (Colbeck 1987; Morris 1991 ) and there seems to be a multitude of open problems. However, it is felt that research into spatial processes within catchments is significantly less advanced. New and innovative techniques need to be explored to obtain reliable spatial distributions of quantities such as snow albedo and snow water equivalent. Also, from a modelling point of view, representations of catchment scale processes vastly lag behind those at the site scale. Some of the crucial aspects identified in this paper include: a) the extreme heterogeneity of the hydrologic environment, b) the mismatch of scales between observed variables and model state variables, c) the large number of model parameters, and d ) the observability/testability problem.
To address the range of problems related t o these aspects will b e a challenge for future research.
