In previous joint work with A. Castro and J. Cossio (See 5]), it was shown that a superlinear boundary value problem has at least 3 nontrivial solutions, one of which changes sign exactly-once. In this paper we provide an analogous result when the nonlinearity does not pass through the origin; this case includes the so-called semipositone case, i.e., where the nonlinearity is negative at zero. We nd a small negative solution and a pair of larger solutions (negative and and of nontrivial positive part respectively), together with a fourth solution which changes sign. We brie y mention a gradient descent algorithm which follows our method of proof and can be used to obtain approximations to the four solutions (See 14]).
1 Introduction.
Let be a smooth bounded region in R N , the Laplacian operator, and f 2 C 1 (R; R) such that f(0) = 0. We will take f to satisfy the assumptions below and consider the nonlinearity f(u)? , where j j will be taken to be su ciently small. We assume that there exist constants A > 0 and p 2 (1; N+2 N?2 ) such that jf 0 (u)j A(juj p?1 +1) for all u 2 R. Hence f is subcritical, i.e., there exists B > 0 such that jf(u)j B(juj p + 1). Also, we assume that there exists m 2 (0; 1) such that f(u)u ? 2F (u) muf(u); (1) where F(u) = R u 0 f(s) ds; for all u 2 R. Finally, we make the assumptions that f satis es f 0 (u) > f(u) u for u 6 = 0 and lim
i.e., that f is superlinear. In this paper we study the boundary value problem ( u + f(u) ? = 0 in u = 0 in @ : (3) Let H be the Sobolev space H 1;2 0 ( ) with inner product hu; vi = R ru rv dx (See 1] or 13]). We de ne J : H ! R by J(u) = Z f 1 2 jruj 2 ? F(u) + ug dx = J 0 (u) + the local minimum of the action functional now corresponds to the nontrivial solution w 0 . As this new result demonstrates, the general technique is useful for obtaining sign-changing existence theorems and paves the way for obtaining further generalizations to an even wider class of nonlinear elliptic PDEs, including asymptotically linear, sublinear, and p?Laplacian type problems. In fact, we have recently determined that the sign-changing existence proof for the p?Laplacian case requires no modi cation from our original proof in 5]; only the assumptions of f need change. In 6] we are taking the di erent approach of applying the original = 0 result as a tool rather than following it's method. Additionally, this paper notes a possible loosening of the coercivity condition (1) (See Remark 1.2), contains a more detailed analysis of the behavior of the action functional along certain key paths (See for example (11) ), and reports current progress in numerical investigations of solutions. We refer the reader to 14] for a detailed explanation of the numerical algorithm used and 16] for a general development of constructive variational methods. Remark 1.3 If we assume is negative (Positone case) and that j j is su ciently small, we can obtain a similar existence result where the roles of positive and negative parts are reversed. That is to say, (3) has at least four nontrivial solutions: ! 0 > 0 in , ! + 1 > 0 in , ! ? 1 , and w 2 . The function ! ? 1 has a nontrivial negative part and the function ! 2 changes sign, i.e., has nontrivial positive and negative parts. Since the argument is nearly identical to that of Theorem 1.1, we omit the proof and consider only the semipositone case > 0 in the sequel.
To the best of our knowledge, 5] was the rst to establish the existence of a sign-changing solution to (3) for a general region in the superlinear case where = 0, and this result in turn 2 is the rst to establish it where 6 = 0. . In this paper, our focus is on the existence of the sign-changing solution ! 2 ; we emphasize that neither f nor need any special symmetry.
For completeness, and due to the fact that these proofs occur naturally in our analysis, we also establish the existence of the negative solutions ! 0 and ! ? 1 , as well as the mostly-positive solution ! + 1 . We are unable to establish the existence of a purely positive or a sign-changing solution which changes sign exactly once. As observed in our numerical experiments and work such as 7] and 3], there are problems in our class where such solutions do not exist. By treating f 0 (0) as a bifurcation parameter or by choosing su ciently small, one can sometimes obtain the existence of these \nodally pure" solutions.
In the nal section we include a brief outline of a numerical algorithm based on our variational proofs (See 14].) Application of the algorithm requires an understanding of the variational structure, and conversely, provides insight in to it. This algorithm is useful not only for calculating approximations to solutions, but also as a tool for investigating the topological and geometrical structure of the submanifolds and subsets containing the critical points and verifying the nature of bifurcation. It is our belief that such investigations will aid us in understanding the variational structure of related problems, hopefully to the end of obtaining more solutions of higher Morse index and a more complex nodal structure to this and related problems.
Preliminary Lemmas.
Our assumptions on f imply that J 0 , J 2 C 2 (H; R) ( (3) with Let u 2 H so that R u dx < 0. Let us see that Figure 1 represents the graph of : R ! R given by ( ) = J( u); the graph of for u 2 H with R u dx = 0 is the the same except that the local minimum is at = 0. For convenience, we overlay the graph of ( u) = 0 ( ). We take to be the largest such lower bound. The next lemma shows that Jj S S is coercive and that J is bounded away from 0 on S. 5 Lemma 2.4 Let u k 2 S S = fu 2 H : (u) = 0g with jju k jj ! 1. Then J(u k ) ! 1.
Furthermore, given su ciently small there exists c > 0 such that inf S J c > 0. 
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We take K > 0 so that inf fu2H: 0 (u) 0g J(u) = inf S J = ?K. a) If u 2 S is a critical point of Jj S , then by the method of LaGrange multipliers, there exists 2 R so that rJ(u) = r (u), since r (u) is a normal vector to S at u. Observe that 0 = (u) = hrJ(u); ui = hr (u); ui: (10) Since for u 2 S the last inner product is negative, we see that = 0 and hence rJ(u) = 0. b) If u 2 S is a critical point of Jj S , rst observe that u 6 = 0 since J 0 (0)(w) = R w dx 6 = 0 for some w 2 H. For u 6 = 0, u 2 S , we have hr (u); ui > 0, whence again equation (10) implies that rJ(u) = 0. 
Construction of Paths on S.
In this section we construct explicit paths on S and provide properties of the functional J restricted to these paths. From this analysis we will obtain the remaining three solutions, ! + 1 , ! ? 1 , and ! 2 .
Let u 2 S be such that u + , u ? 6 = 0, i.e., u changes sign. Then there exist positive constants a and b such that au + , bu ? 2 S. We de ne the convex linear combination z(t) = (1 ? t)au + + tbu ? and as in 5], we consider 2 C 1 ( 0; 1]; (0; 1)) so that we can construct the smooth path r : 0; 1] ! S by r(t) = (t)z(t) 2 S. In Figure 2 we have displayed the graph of J(r(t)) with several important features labeled. Let us see that Figure 2 Thus, we see that the minimum J(r( t)) = min t2 0;1] occurs when r( t) 2 S 2 . Since there also exists c > 0 (with c < b) so that cu ? 2 S , we can explicitly determine the above t as c b+c . From the de nition of J and r we obtain @ @t J(r(t)) = J 0 (r(t))(r 0 (t)) = R fr(r(t)) r(r 0 (t)) ? r 0 (t)f(r(t))g dx = 0 (t) (t) (r(t)) + 1 t (r(t) ? ) ? 1 1?t (r(t)+) = 1 t(1?t) (r(t) ? ); (11) for all t 2 (0; 1). Since ((r( c b+c )) ? ) = (cu ? ) = 0 and (r( 1 2 ) ? ) = (bu ? ) = 0, this con rms that indeed J r has a unique minimum at t = c b+c and maximum at t = 1 2 . As a new piece of information not speci cally used in our proof but of intrinsic interest in understanding the behavior of the functional J on S, we note that Similarly, the limit as t ! 1 is given by ? a R u + dx. Thus in this case @ @t J(r(t)) < 0 for t 2 f0; 1g, as opposed to @ @t J(r(t)) = 0 for t 2 f0; 1g in the original = 0 case found in 5].
We conclude this section by further analyzing the topological properties of important subsets of H given in (6), as well as de ning three additional subsets of S. As in 5], we can easily show that G + and G ? are connected. Indeed, given any two one-sign elements of the same sign, we can project the convex linear combination joining the two in a line segment onto S. This path lies entirely in the appropriate set G + or G ? . We de ne subsets of sign- and S 2 ; since we do not need these two sets to be connected, we will not pursue the matter further. 9 5 Existence of the Remaining Three Solutions.
We have seen that ! 0 2 S is a negative solution to (3 Existence of the Sign-Changing Solution ! 2 . We take fu n g S 1 so that J(u n ) # inf S 1 J. Again appealing to the coercivity of J and the S.I.T., there exists u 2 H so that u n * u in H and and u n ! u in L p+1 . We can nd additional elements as weak limits in H and strong limits in L p+1 of (u n ) + and (u n ) ? , but easily we see these in fact correspond to u + and u ? . Similarly to the above argument and that of 5], we see that u + ; u ? 6 = 0. We proceed by supposing that (u n ) + 6 ! u in H, whereby (as before without loss of generality) (u + ) < 0 and there exists 6 = 1 such that u + 2 G + . Also, there exists > 0 so that u ? 2 G ? , whence we can construct z = u + + u ? 2 S 1 . Then An important question is: where do the sign-changing solutions w 2 ( ) t in to the bifurcation diagram? A conjecture supported by our numerical experiments is that w 2 is nonradial when is a ball or annulus, and hence does not appear in the literature studying radial solutions via the corresponding singular ODE. Our full conjecture is somewhat more general, applying to general regions and for wider classes of nonlinearites. Speci cally, we believe that the internal zero set of our minimal action value sign-changing solution intersects the boundary of . This would imply, for instance, that one gets in nitely many solutions w 2 on the disk and four on the square. We are currently trying to prove this conjecture, at least in special cases for speci c regions or narrower classes of nonlinearites. As we make progress on this matter we should be able to add nonradial branches to the existing diagram.
The method is also proving useful in investigating qualitative properties of solutions on the annulus and for a wide variety of nonlinearites. We are able to generate good approximations to not only superlinear problems, but also asymptotically linear and sublinear problems. The general concept is applicable (as is our method of proof) to many other related problems, including the p?Laplacian.
Of great interest to the author are the many graphics (not included) of actual data detailing nite dimensional slices of the surface of S and the behavior of J when restricted to them. It is particularly thought provoking to intersect a two or three dimensional eigenspace with S or S 1 in order to visualize the mountain pass hierarchy of projected eigenfunctions increasing in norm and action value, or the role of symmetry (of both f and ) in the geometrical relationship between solutions viewed as points on our manifold. It is the author's hope and belief that these numerical investigations will be an aid in the further analytic development of existence, multiplicity, and bifurcation theories of semilinear elliptic boundary value problems. To that end, experiments have already been performed which have yielded solutions to superlinear, asymptotically linear, and sublinear equations with symmetry and asymmetry on the interval, square, disk, annuli, and dumbell. There is nothing to stop the interested programmer from easily adapting the code (FORTRAN code available upon request) to investigate more unusual regions or di erent boundary conditions on a wide range of nonlinearites.
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