Abstract. We consider generalisations of Thompson's group V , denoted V r (Σ), which also include the groups of Higman, Stein and Brin. We show that, under some mild hypotheses, V r (Σ) is the full automorphism group of a Cantor-algebra. Under some further minor restrictions, we prove that these groups are of type F ∞ . We show that, provided that V r (Σ) is of type F ∞ , centralisers of finite subgroups are also of type F ∞ , and give an explicit finite presentation of these centralisers in this case. Upon weakening the hypotheses on the Cantor-algebra, it can be shown that the groups V r (Σ) are still finitely generated.
Introduction
Thompson's group V is defined as a homeomorphism group of the Cantor-set. The group V has many interesting generalisations such as the Higman-Thomspon groups V n,r , [11] , Stein's generalisations [17] and Brin's higher dimensional Thompson groups sV [3] . These examples contain finite groups of arbitrarily high orders, contain free abelian groups of infinite rank, are finitely presented and of type FP ∞ (see work by several authors in [4, 17, 10, 14, 8] ). The first and third authors together with Kochloukova [14, 16] further generalise these groups, denoted by V r (Σ) or G r (Σ), as automorphism groups of certain Cantor-algebras. We shall use the notation V r (Σ) in this paper. We show in Theorem 2.6 that they are the full automorphism groups of these algebras.
Fluch, Scwhandt, Witzel and Zaremsky [8] use Morse-theoretic methods to prove that Brin's groups sV are of type F ∞ . By adapting their methods we show, Theorem 3.1, that under some restrictions on the Cantor-algebra, but still incorporating all the above, V r (Σ) is of type F ∞ . We also give some constructions of further examples. 
Background on generalised Thompson groups
2.1. Cantor-algebras. We shall follow the notation of [16, Section 2] and begin by defining the Cantor algebras U r (Σ). Consider a finite set of colours S = {1, . . . , s} and associate to each i ∈ S an integer n i > 1, called arity of the colour i. Let U be a set on which, for all i ∈ S, the following operations are defined: An n iary operation λ i : U n i → U, and n i 1-ary operations α 1 i , . . . , α n i i ; α j i : U → U. Denote Ω = {λ i , α j i } i,j and call U an Ω-algebra. For details see [6] and [14] . As before, we denote these operations on the right. We also consider, for each i ∈ S and v ∈ U the map α i : U → U n i given by vα i := (vα A morphism between Ω-algebras is a map commuting with all operations in Ω. Let B 0 be a category of Ω-algebras. An object U 0 (X) ∈ B 0 is a free object in B 0 with X as a free basis if for any S ∈ B 0 any mapping θ : X → S can be extended in a unique way to a morphism U 0 (X) → S.
For every set X there is a Ω-algebra, free on X, called the Ω-word algebra on X and denoted by W Ω (X) (see [ We shall now define the notion of a Cantor-algebra. Fix a finite set X and consider the variety of Ω-algebras satisfying a certain set of identities as follows:
Definition 2.1. [16, Section 2] We denote by Σ = Σ 1 ∪ Σ 2 the following set of laws in the alphabet X.
i) A set of laws Σ 1 given by
(u 1 , . . . , u n i )λ i α i = (u 1 , . . . , u n i ), for every u ∈ W Ω (X), i ∈ S, and n i -tuple: (u 1 , . . . , u n i ) ∈ W Ω (X) n i . ii) A second set of laws
where each Σ i,i ′ 2 is either empty or consists of the following laws: Consider first i and fix a map f : {1, . . . , n i } → {1, . . . , s}. For each 1 ≤ j ≤ n i , we see α 2 is the set of laws uν = uφ(ν) ν ∈ Λ i , u ∈ W Ω (X).
Factor out the fully invariant congruence q generated by Σ to obtain an Ω-algebra W Ω (X)/q satisfying the identities in Σ. The algebra W Ω (X)/q = U r (Σ), where r = |X|, is called a Cantor-Algebra.
As in [14] we say that Σ is valid if for any admissible Y ⊆ W Ω (X), we have |Y | = |Ȳ |, whereȲ is the image of Y under the epimorphism W Ω (X) ։ U r (Σ). In particular this implies that U r (Σ) is a free object on X in the class of those Ω-algebras which satisfy the identities Σ above. If the set Σ used to define U r (Σ) is valid, we also say that U r (Σ) is valid. As done for W Ω (X), we say that a subset A ⊂ U r (Σ) is admissible if it can be obtained by a finite number of expansions or contractions fromX, where expansions and contractions mean the same as before. From now on we will write X instead ofX, by a slight abuse of notation. If A can be obtained from a basis B by expansions only we will say that A is an expansion or a descendant of B and we will denote B ≤ A. And if A can be obtained from B by applying a single descending operation, i.e., if
for some colour i of arity n i , then we will say that A is a simple expansion of B. We say that U r (Σ) is bounded (see [16, Definition 2.7] ) if for all admissible subsets Y and Z such that there is some admissible A with A ≤ Y, Z, then there is a unique least upper bound of Y and Z. By a unique least upper bound we mean an admissible subset T such that Y ≤ T and Z ≤ T , and whenever there is an admissible set S also satisfying Y ≤ S and Z ≤ S, then T ≤ S. Any element of U r (Σ) which is obtained from the elements in X by applying descending operations only is called a leaf. We denote by L the set of leaves. Observe that L depends on X. Note also that for any leaf l there is some basis X ≤ A with l ∈ A. Let l ∈ L, we put:
and for a set of leaves B ⊆ L we also put Proof. Assume that for a 1 = a 2 , a 1 , a 2 ∈ A we have a 1 u 1 = a 2 u 2 ∈ B for some descending words u 1 , u 2 . This means that if we denote by M the basis of W Ω (X) obtained by lifting B, then |B| = |M| < |M|.
Throughout we shall denote group actions on the left.
Remark 2.5. Note also that for any basis X ≤ A and any g ∈ V r (Σ), there is some B with A ≤ B, gB. To see it, take B such that A, g −1 A ≤ B, which exists by [16] Lemma 2.8. Theorem 2.6. Let U r (Σ) be a valid and bounded Cantor algebra. Then V r (Σ) is the full group of Ω-algebra automorphisms of U r (Σ).
Proof. We need to show that, under our hypotheses, a subset of U r (Σ) is admissible if and only if it is a basis. In light of Remark 2.2 we only need to show that any basis of U r (Σ) is admissible. Let Y = {y 1 , ..., y n } be an arbitrary basis. Since X is a basis, it generates all of U r (Σ). Hence, for each y i ∈ Y there exists a subset T i of U r (Σ) containing y i such that T i can be obtained from X by finitely many contractions and expansions. Hence T i is an admissible set containing y i . Now let Z be a common upper bound of the T i , i = 1, ... 2.2. Brin-like groups. In this section we give some more examples of the groups V r (Σ), which generalise both Brin's groups sV [3] and Stein's groups V (l, A, P ) [17] . Furthermore, these groups satisfy the conditions of Definition 2.14 below, and we show in Section 3 that they are of type F ∞ . 
(ii) Furthermore one can also consider s colours, all of arity n i = n, for all 1 ≤ i ≤ s. Let
Here V r (Σ) = sV n is Brin's group of arity n. It was shown in [16, 2.9] that in this case U r (Σ) is valid and bounded. (iii) We can also mix arities. Consider s colours, each of arity n i (i = 1, ..., s), together with Σ := Σ 1 ∪ Σ 2 where
We denote these mixed-arity Brin-groups by V r (Σ) = V {n 1 },...,{ns} . The same argument as in [14, Lemma 3.2] yields that the Cantor-algebra U r (Σ) in this case is also valid and bounded. Example 2.8. We now recall the laws Σ 2 for Stein's groups [17] : Let P ⊆ Q >0 be a finitely generated multiplicative group. Consider a basis of the form {n 1 , . . . , n s } with all n i ≥ 0 (i = 1, ..., s). Consider s colours of arities {n 1 , . . . , n s } and let Σ = Σ 1 ∪ Σ 2 with Σ 2 the set of identities given by the following order preserving identification:
i }, where i = j and i, j ∈ {1, ..., s}.
The resulting Brown-Stein algebra U r (Σ) is valid and bounded, see, for example [16, 2.11] . We denote the resulting groups V r (Σ) = V {n 1 ,...,ns} . Definition 2.9. Let S be a set of s colours together with arities n i for each i = 1, ..., s. Suppose S can be partitioned into m subsets S k such that for each k, the set {n i | i ∈ S k } is a basis for a finitely generated multiplicative group P k ⊆ Q ≥0 .
Consider Ω-algebras on s colours with arities as above and the set of identities Σ = Σ 1 ∪ Σ 2 , where Σ 2 = Σ 2 1 ∪ Σ 2 2 is given as follows: Σ 2 1 is given by the following order-preserving identifications (as in the Stein-Brown algebra in Example 2.8): for each k ≤ m we have
Σ 2 2 is given by Brin-like identifications (as in Example 2.7): for all i ∈ S k and j ∈ S l such that
We call the resulting Cantor algebra U r (Σ) Brin-like and denote the generalised Thompson-Higman group by V r (Σ) = V {n i | i∈S 1 },...,{n i | i∈Sm} . 
Then the resulting group can be viewed as a higher dimensional Stein-group mV {n i | i∈Sm} .
Question 2.11. For m = 1, s what conditions on arities does one need for these groups to not be isomorphic to any of the groups already defined?
Remark 2.12. We can view these groups as bijections of m-dimensional cuboids in the m-dimensional Cartesian product of the Cantor-set, similarly to the description given for sV , the Brin-Thompson groups. In each direction, we get subdivisions of the Cantor-set as in the Stein-Brown groups given by Σ 2 1 . The groups defined in this subsection all satisfy the following condition on the relations in Σ, and hence satisfy the conditions needed in Section 3.
Definition 2.14. Using the notation of Definition 2.1, suppose that for all
Remark 2.15. The Brin-like Cantor-algebras are complete.
Finiteness conditions
In this section we prove the following result:
We follow closely [8] , where it is shown that Brin's groups sV are of type F ∞ . We shall use a different notation, which more suited to our set-up, and will explain where the original argument has to be modified to get the more general case. Throughout this section U r (Σ) denotes a valid, bounded and complete Cantor-algebra. Definition 3.2. Let B ≤ A be admissible subsets of U r (Σ). We say that the expansion B ≤ A is elementary if there are no repeated colours in the paths from leaves in B to their descendants in A. Since Σ is complete, this condition is preserved by the relations in Σ. We denote an elementary expansion by B A. We say that the expansion is very elementary if all paths have length at most 1. In this case we write B ⊑ A. Proof. Let E(A) be the admissible subset of n 1 . . . n s |A| leaves obtained by applying all the descending operations exactly once to every element of A.
3.1. The Stein subcomplex. Denote by P r the poset of of admissible bases in U r (Σ). The same argument as in [14, Lemma 3.5 and Remark 3.7] shows that its geometric realisation, |P r | is contractible and that V r (Σ) acts on P r with finite stabilisers. In [14, 16] this poset was denoted A, but here we will follow the notation of [8] . This poset is essentially the same as the poset of [8] denoted P r there as well.
We now construct the Stein complex S r (Σ), which is a subcomplex of |P r |. The vertices in S r (Σ) are given by the admissible bases. The k-simplices are given by chains of expansions Proof. By [14, Lemma 3.5] , |P r | is contractible. Now, use the same argument of [8, Corollary 2.5] to deduce that S r (Σ) is homotopy equivalent to |P r |. Essentially, the idea is to use Lemma 3.5 to show that each simplex in |P r | can be pushed to a simplex in S r (Σ).
Remark 3.7. Notice that the action of V r (Σ) on P r induces an action of V r (Σ) on S r (Σ) with finite stabilisers.
Consider the Morse function t(A) = |A| in S r (Σ) and filter the complex with respect to t, i.e.
By the same argument as in [14, Lemma 3 .7] S r (Σ) ≤n is finite modulo the action of
Definition 3.8. We say that a family of complexes {X n } n∈N is highly connected if the connectivity of X n tends to infinity as n → ∞.
Provided that
Brown's Theorem [4, Corollary 3.3] implies that V r (Σ) is of type F ∞ , thus proving Theorem 3.1. The rest of this section is devoted to proving (1).
Connectivity of descending links.
To show (1), we proceed as in [8] . Using Morse theory, the problem is reduced to showing that for any A ∈ S r (Σ) with t(A) = n, the descending link L(A) := lk ↓ t (A) of A in S r (Σ) with respect to t is highly connected. Note that L(A) is the subcomplex of S r (Σ) generated by {B | B ≺ A is an elementary expansion}. Following [8] , define a height function h for B ∈ L(A) as follows:
h(B) := (c s , . . . , c 2 , b) where for i = 2, . . . , s; c i is the number of leaves in A whose length as descendants of their parent in B is i, and where b = |B|. We order these heights lexicographically. Denote by L 0 (A) the subcomplex of S r (Σ) generated by {B | B ⊏ A is a very elementary expansion}. Then for any B ∈ L(A), B ∈ L 0 (A) if and only if h(B) = (0, . . . , 0, |B|).
Proof. For any n ≥ 0, we define a complex denoted K n as follows. Start with a set A with n elements. The vertex set of K n consists of labelled subsets of A where the possible labels are the colours {1, . . . , s} and a subset labelled i has precisely n i elements. Recall that n i is the arity of the colour i. A k-simplex {σ 0 , . . . , σ k } in K n is given by an unordered set of pairwise disjoint σ j 's. This complex is isomorphic to the barycentric subdivision of L 0 (A). To prove that K n is highly connected, proceed as in the proof of [4, Lemma 4 .20].
Now consider descending links in L(A) with respect to the height function
and there is at least one leaf of A of length exactly 2 as descendant from B. ii) B ∈ L(A) L 0 (A) and no leaf of A has length exactly 2 as descendants from B. The next two Lemmas show that in either case lk↓ h (B) is highly connected. As in [8] the descending link lk↓ h (B) of some B ∈ L(A) with respect to h can be viewed as the join of two subcomplexes, the down-link and the up-link. The downlink consists of those elements C such that C ≤ B and h(C) ≤ h(B). Hence, by the above c(B) = c(C). The uplink consists of those C that B ≤ C, h(C) ≤ h(B), and therefore c(B) > c(C).
Proof. It suffices to follow the proof of [8, Lemma 3.7] . We sketch briefly this proof with our notation: let b ∈ B be a leaf that is expanded at most one to obtain A. Let B ≺ M A be the maximal elementary expansion of B that preserves the leaf b and lies over A. The existence of M follows from a variation of Lemma 3.5. Now, for any C ∈ lk↓ h (B) lying in the downlink we let B ≺ C 0 ⊑ C, where C 0 is obtained by performing all expansions in B needed to get C, except the one of b.
One easily checks that, C 0 ≤ M that C 0 and M lie in lk↓ h (B) and that both C 0 and M lie in the downlink. Hence M ≥ C 0 ≤ C provides a contraction of the downlink. As lk↓ h (B) is the join of the downlink and the uplink we get the result.
Lemma 3.11. Let B be as in ii)
. Then lk↓ h (B) is highly connected.
Proof. As before, we follow the proof of [8, Lemma 3.8] with only minor changes. With our notation, we let k s be the number of leaves on B that are also leaves of A and let k b be the remaining leaves. Then one checks that the the up-link in lk↓ h (B) is highly connected with respect to k b i.e. its connectivity tends to infinity as k b → ∞ and that the down-link is highly connected with respect to k s . As n ≤ k b n 1 . . . n s +k s , we get the result.
Finally, using Morse theory as in [8] , we deduce that the pair (L(A), L 0 (A)) is highly connected. As a result, L(A) is also highly connected, establishing (1) and hence Theorem 3.1.
Finiteness conditions for centralisers of finite subgroups
From now on, unless mentioned otherwise, we assume that the Cantor-algebra U r (Σ) is valid and bounded. i } for some colour i of arity n i . We recall the description of centralisers of finite subgroups given in [2] for the groups V n and in [16] for the more general case. We shall be using the following notation, which was used in [16] .
Let Q ≤ V r (Σ) be a finite subgroup and let t be the number of transitive permutation representations of Q. These are denoted by ϕ i : Q → S m i for 1 ≤ i ≤ t, where m i denotes the orbit length and S m i denotes the symmetric group of degree m i . Also Proof. We continue the proof of [16, Theorem 4.4] using the same notation. For the first claim, all that remains to be checked is that Then the basis Y 1 decomposes as a union of l Q-orbits (all of them of type ϕ) and x fixes these orbits setwise. We denote these orbits by {C 1 , . . . , C l }. In each of the C j 's there is a marked element. Since ϕ is transitive this can be used to fix a bijection C j → {1, . . . , m} corresponding to ϕ. Then the action of x on C j yields a well defined l j ∈ L. This means that we may represent x as {l j | j = 1, . . . , l}.
e. the basis of U l (Σ) obtained from Y 1 by identifying all elements in the same Q-orbit. Denote A = {a 1 , . . . , a l } with a j coming from C j . Then the element x described before can be viewed as the map x : A → L with x(a j ) = l j . Suppose we chose a different basis Y 2 fixed by x. It is a straightforward check to see that there is a basis Y 3 also fixed by x, such that Y 1 , Y 2 ≤ Y 3 , and that this representation is compatible with the associated expansion maps.
To prove the second claim, consider an element g ∈ V l (Σ) seen in C Vr(Σ) (Q) using the splitting τ above. This means that g maps Q-fixed bases to Q-fixed bases and that g preserves the set of marked elements. Let x ∈ K, Y 1 , A be as in the previous paragraph. The basis gY 1 is the union of the Q-orbits {gC 1 , . . . , gC l } and τ U (gY 1 ) = gA. Also, for any c i ∈ C i , gxg −1 gc i = gxc i which means that if the action of x on C i is given by l i ∈ L, then the action of x g on gC i is given also by l i . Therefore the map gA → L which represents x g is the composition of the maps g −1 : gA → A and the map A → L which represents x. Remark 4.3. In [2] , where V r (Σ) = V n,r , the ordinary Higman-Thompson group, is considered, the subgroups K i are described as Map 0 (C, L), where C denoted the Cantor set and Map 0 the set of continuous maps. Here the Cantor set is viewed as the set of right infinite words in the descending operations.
It is a straightforward check to see that both descriptions are equivalent in this case. In fact x : A → L corresponds to the element in Map 0 (C, L) mapping each ς ∈ C to x(a) for the only a ∈ A which is a prefix of ς. Similarly, one can describe K i when V r (Σ) = sV is a Brin-group, using the fact that these groups act on C s , see [7] . For any (ω 1 , . . . , ω n ) ∈ Ω n there is some basis A with X ≤ A and some
if and only if A 1 = A 2 . v) Let X ≤ A, B be two bases and ω ∈ Ω be such that for some
and
Proof. It suffices to prove i) in the case when B is obtained by a simple expansion from A. Moreover, we may assume that A 1 = {a} and B 1 = {aα 1 i , . . . , aα ′ for some j and descending word b ′ . As wa
. ii) now follows from i). To prove iii), suppose that ω i = {a To establish iv), it suffices to check that if a ∈ A, a ∈ A i , then a ∈ A i (L). Suppose a ∈ A i (L). then there are descending words v, w and some a ∈ A i , such that av = aw = b. Performing the descending operations given by v and w on a and a respectively, we get a basis A ≤ B and b ∈ B contradicting Lemma 2.4. In v), since there is a basis C with A, B ≤ C, we may assume A ≤ B. Then v) is a consequence of i) and iv). Finally, for vi) we may also assume A ≤ B. Then we only have to use Lemma 2.4. Notation 4.6. Let ω ∈ Ω, X ≤ A and B ⊆ A such that ω = B(L). We also put
This is well defined by Lemma 4.5 v) . Take ω ′ ∈ Ω and
Note that by Lemma 4.5 vi) this notation is well defined.
Note that the group V r (Σ) does not act on the set of leaves. It does, however, act on Ω as we will see in Lemma 4.7. Nevertheless, if l is a leaf such that l ∈ A for a certain basis X ≤ A and g is a group element such that X ≤ gA, then we will denote by gl the leaf of gA to which l is mapped by g. 
Proof. To see that V r (Σ) acts on Ω, it suffices to check that if ω = l(L) for some leaf l ∈ L, then for any g ∈ V r (Σ), we have gω ∈ Ω. Let X ≤ A be a basis with l ∈ A. By Remark 2.5 there is some A ≤ B with A ≤ gB. Note that by Lemma 4.5 i) ω can also be written as ω = B 1 (L) where B 1 = {l 1 , . . . , l k } is the set of leaves in B obtained from l. Therefore gB 1 = {gl 1 , . . . , gl k } ⊆ gB and gω = gB 1 (L). That this action induces an action on Ω n c,dis is a consequence of the easy fact that for any g ∈ V r (Σ) and any (ω 1 , . . . , ω n ) ∈ Ω n c,dis we have
Then there are bases X ≤ A, A ′ and subsets Finally consider W = (ω 1 , . . . , ω n ) ∈ Ω n c,dis as before, i.e. with X ≤ A and
fixes W if and only if gω i = ω i for each i = 1, . . . , n. We may choose a basis B with A ≤ B, gB and then, by using Lemma 4.5 i) and iv), we see that g fixes W if and only if it maps the leaves of B which are of the form av for some a ∈ A i and some descending word v, to the analogous subset in gB. Considering the subalgebra of U r (Σ) generated by the A i 's, we see that g can be decomposed as g = g 1 . . . g n with
Let K be a group and denote by Y = K * K * . . . the infinite join of copies of K viewed as a discrete CW -complex, i.e. Y is the space obtained by Milnor's construction for K. Then Y has a CW -complex decomposition whose associated chain complex yields the standard bar resolution, see [1, Section 2.4]. In particular, for each n ≥ 1, the set of (n − 1)-cells is K n . Obviously, if a group H acts on K by conjugation this action extended to an action of H on Y and to an action of Proof. As remarked before, the group G acts on Y and this action is free when restricted to K. We claim that this action satisfies the hypothesis of Brown's criterion [4, Proposition 1.1]. Obviously, Y /G has finite k-skeleton for any k. Now, let us consider a cell σ of Y . If σ = (a) for a ∈ K, i.e., if it is a 0-cell, then the action of an element g = bh with h ∈ H and b ∈ K is given by
This means that for any h ∈ H, by putting b := a(a h −1 ) −1 , we have that bh ∈ Stab G (σ). Since it intersects K trivially, we have Stab G (σ) ∼ = H via the projection map. Now let σ = (a 0 , . . . , a n ) be an n-cell and g = bh as before. One easily checks that g · σ = σ implies b = a 0 (a
0 (a 1 , . . . , a n ), then Proof. Let Y = K * K * . . .. Put V := V r (Σ), K := K i and G := G i . We claim that for every n there is somen big enough such that there is an injective map of V -sets
This means that Stab
Let x ∈ K given by a map x : A → L, where A is a basis with X ≤ A. The element x is determined uniquely by a map which, by slightly abusing notation, we also denote by x: x : L → Ω such that any s ∈ L is mapped to ω s := A s (L) with A s = {a ∈ A | x(a) = s}. Obviously ∪ s∈L ω s = L. This means that fixing an order in L yields an injective map of V -sets
e., the number of non empty subsets ∅ = S ⊆ {1, . . . , m}. For any such S let
Then one easily checks that the A S are pairwise disjoint and their union is the whole L. Let ω S := A S (L). The preceding paragraph means that fixing an ordering on the set of non-empty subsets of {1, . . . , m} yields an injective map of V -sets
Composing ξ n and ρ m we get the desired φ n . Now, applying Lemma 4.7 we deduce that K n has only finitely many orbits under the action of V r (Σ) and that every cell stabiliser is isomorphic to a direct product of copies of V t (Σ) for suitable indices t. It now suffices to use Lemma 4 
normalisers of finite subgroups
Let Y be any basis. We denote
Observe that this is a finite group, isomorphic to the symmetric group of degree |Y |.
and 
). Then r g(i) = r i and g maps the subgroup V r i (Σ) of G i to the same subgroup of G g(i) and K i to K g(i) . Moreover, g acts diagonally on the system (U r i (Σ), L i ) mapping it to (U r g(i) (Σ), L g(i) ) In particular, the action of g on L i is the restriction of its action on C S(V ) (Q) and this action yields taking to the colimit the conjugation action
Remark 5.3. Using [18, Theorem 5] , one can also give a more detailed description of the groups L i above: 1 is the stabiliser of one letter in ϕ i (Q). Of course, if Q is cyclic, then so is ϕ i (Q) and we get ϕ i (Q) 1 = 1 and L i = ϕ i (Q).
An explicit finite presentation
The proof of Theorem 4.9 can be used to show that whenever the groups V k (Σ) are finitely presented for any k, then so is C Vr(Σ) (Q) for any finite Q ≤ V r (Σ), but it does not give an explicit finite presentation. In this Section we are going to construct a finite presentation of C Vr(Σ) (Q).
To any ω ∈ Ω and any x ∈ L, we associate the element χ ω,x ∈ lim − → (U r (Σ), L) defined as follows. Let X ≤ A be a basis such that ω = A 1 (L) for some A 1 ⊆ A. Then χ ω,x is given by the map χ ω,x : A → L with χ ω,x (a) = x if a ∈ A 1 , and χ ω,x (a) = 1 otherwise.
Lemma 6.1. The following is a presentation of lim
where
Moreover V r (Σ) acts on this presentation by permutations with finitely many orbits.
Proof. Obviously any χ ∈ lim − → (U r (Σ), L) is a product of elements of the form χ ω,x for a certain ω ∈ Ω and x ∈ L. Let F denote the free group on the set { χ ω,x | ω ∈ Ω ∅, x ∈ L}. Then there is an epimorphism
with τ ( χ ω,x ) = χ ω,x . Let G be the abstract group defined in the statement but on the generators χ ω,x . It is immediate to verify that the epimorphism τ defined above induces a epimorphism, which we still call τ , from
. This follows since all relations inside G are easily verified to hold for the images τ ( χ ω,x ). Assume that we have a word w = w( χ ω 1 ,x 1 , . . . , χ ω k ,x k ), for some ω 1 , . . . , ω k ∈ Ω and
Let X ≤ A be a basis with subsets A i ⊆ A such that ω i = A i (L). By looking at the intersections between the A i 's and suitably applying the relations in R 3 both on the original word w ( χ ω 1 ,x 1 , . . . , χ ω k ,x k ) and the image one w := τ ( w) = w(χ ω 1 ,x 1 , . . . , χ ω k ,x k ), we see that we may rewrite each occurrence of χ ω i ,x i and χ ω i ,x i in terms of new elements τ ( χ ω ′ j ,y j ) and Reordering them so that ω 1 , . . . , ω u for 1 ≤ u ≤ u ′ are pairwise distinct and applying the relations in R 2 and R 1 we obtain new words
If w ′ ∼ 1, we must have z i = 1 for any 1 ≤ i ≤ u. Therefore we also have w ∼ w ′ ∼ 1. Observe that it is a consequence of R 1 that χ ω,1 = 1 for any ω ∈ Ω.
By Lemma 4.7, the group V r (Σ) acts by permutations in Ω. Moreover, for any g ∈ V r (Σ), if ω, ω ′ ∈ Ω are such that ω ω ′ = ∅, then gω gω ′ = ∅ and if ω = ω 1 ∪ ω 2 for ω 1 , ω 2 ∈ Ω, then gω = gω 1 ∪ gω 2 . Therefore V r (Σ) acts by permutations in this presentation. To prove the last statement, it suffices to check the following:
Claim 1 : The set of generators is V r (Σ)-finite.
Claim 2 : Each of the sets of relations
As the group L is finite, both claims follow from slight variations of the proof of Lemma 4.7. For example, for Claim 2 for R 2 , it suffices to check that whenever we have ω, ω
To get a suitable g choose basis X ≤ A, A so that for B, B ′ ⊆ A and B, B ′ ⊆ A,
So we may choose a g ∈ V r (Σ) with gA = A, gB = B and gB ′ = B ′ . In a completely analogous way one proves that for ω, ω 1 , ω 2 , ω, ω 1 , ω 2 ∈ Ω with
Remark 6.2. One can get a slightly different presentation having as generators just the elements of the form χ ω,x with x ∈ L and ω = l(L) for a leaf l ∈ L. Restricting to these kind of ω's, the set of relations R 1 , R 2 would remain essentially the same. Instead of R 3 we would have to consider all relations of the form χ Proof. By Theorem 4.2, it suffices to construct an explicit finite presentation of a group of the form lim
when L is an arbitrary finite group. Let V r (Σ) = C | D be a finite presentation of V r (Σ) and let lim − → (U r (Σ), L) = A | B be the presentation constructed in Lemma 6.1. We need to verify the hypothesis of Lemma A.1. In Lemma 6.1 we have already checked that the group V r (Σ) acts by permutations in this presentation and that there are only finitely many orbits under that action. We may therefore choose A 0 ⊂ A and B 0 ⊂ B finite sets of representatives of these orbits.
Lemma A.1 thus implies that the group lim − → (U r (Σ), L) ⋊ V r (Σ) has the following presentation:
We can give explicit descriptions of possible choices for the sets A 0 , B 0 . Put X = {x 1 , . . . , x r } and let ω i = {x 1 , . . . , x i }(L) for i = 1, . . . , r. Then:
To describe B 0 , we are going to split it into three pairwise disjoint subsets B 0 = B 
0 it is more convenient to fix a basis X ≤ Y with |Y | ≥ 2r. Then we may choose
Observe that these choices of B 2 0 and B 3 0 yield redundant presentations. The previous presentation may not be finite because of all the relations needed to form [Stab Vr(Σ) (y), y] where y ∈ A 0 . Notice that g ∈ Stab Vr(Σ) (y) if and only if g(ω) = ω where y = χ ω,z for some z ∈ L. By Lemma 4.7 and the assumption on V r (Σ) we deduce that Stab Vr(Σ) (y) is finitely generated by some generators µ 1 , . . . , µ m .
Consider now the following m relations, which are a subset of the stabiliser relations [Stab Vr(Σ) (y), y]:
If w ∈ Stab Vr(Σ) (y), then w = w(µ 1 , . . . , µ m ) and the stabilizer relation wχ ω,z w −1 = χ ω,z is thus obtained by starting from relation (2) for some i and then suitably conjugating this relation to build the word w.
Therefore, the group G has the following finite presentation
where the elements µ 1 , . . . , µ m are expressed as words in the generators C.
7.
A finite generating system for V r (Σ)
The proof of Proposition 6.3 implies that if V r (Σ) is finitely generated, then so are centralisers of finite subgroups. In this Section we are going to see that V r (Σ) is indeed finitely generated if we only assume that Σ is valid and bounded. If we additionally assume that Σ is also complete, then the finite generation of V r (Σ) obviously follows from Theorem 3.1.
We proceed in the same spirit as the work by Burillo and Cleary in [5, Theorem 2.1]. To define our generating family, we will use certain bases which are not descendants of X but have the right number of elements. Choose integers m 1 , . . . , m s with
Recall that whenever we apply the descending operation α t to an element of a basis we get a new basis of cardinality increased by n t − 1, whereas if we apply the ascending operation λ t the cardinality is decreased by n t − 1. This means that there is a sequence of operations that we can perform on X to get a new basis with exactly r + d elements. Notice that we only have to apply first the descending operations to ensure we have enough elements for the ascending ones. Moreover, we may order the leaves of X and assume that only the last one, say l 0 , is affected by this process. Denote the resulting basis by τ X, so that X {l 0 } ⊆ τ X. Order the elements of τ X so that those in X {l 0 } come first and are ordered as they were in X. We may repeat the process with the last element of τ X to get a new basis τ 2 X which we order compatibly and so on. We put τ 0 X := X. Notice that, at each step, the basis τ i X is obtained by operations involving only the last element of τ i−1 X. Therefore
Since Σ is bounded, any element g ∈ V r (Σ) can be represented by a bijection between the leaves of a pair of bases (T 1 , T 2 ) with X ≤ T 1 , T 2 . Let i be such that
2 σg 1 where g 1 , and g 2 respectively, is a group element taking T 1 , and T 2 respectively, to τ i X, and where σ fixes τ i X setwise. This means that the set
generates our group.
Using the order we gave to τ i X, put
Assume that on the j-th element we perform a descending operation operation of colour t. We denote by τ i X jαt the basis thus obtained and we order its elements as follows:
and let ξ j i,t ∈ V r (Σ) be the element such that ξ
preserves the orders. One can easily check that, if g ∈ M takes a basis T of cardinality r + id to τ i X, i.e. g : T → τ i X,
then, for any 1 ≤ j ≤ r + id and each 1 ≤ t ≤ s, the composition ξ j i,t g takes the basis obtained from T by performing the descending operation α t in the vertex g
Notice that this basis has exactly |T | + n t − 1 = r + id + n t − 1 leaves. If we set
the argument above implies that any element g ∈ M can be written as a product of elements in M 1 and then an element of M 2 . In other words, M 1 ∪ M 2 also generate our group. We want to reduce M 1 ∪ M 2 to a finite generating system. To do that, first observe that, for j < r + di − d, we have 
In particular, S i is the symmetric group on r + di letters and M 2 is the union of all S i 's. are finite symmetric groups of the same cardinality, they are isomorphic. We see that conjugation by ρ 1 1,t induces an isomorphism between these two finite groups. Observe also that, for any
and that S i ′ is generated by
When i ′ is big enough, we may choose i := i ′ − s t and an inductive argument shows that any such S i ′ can be generated from finitely many of the S i and ρ We shall now give an outline of the Burnside procedure used in the proof of Proposition 6.3. As mentioned in the introduction, we do not claim any originality for this. This procedure has been used, without proof, in [9] . We are not aware of any place where a proof is presented. Hence we include it here for completeness.
The goal is to find a small finite presentation of a group, in the cases where the following procedure can be applied. The idea is to find a possibly infinite (but well behaved) presentation of a group G and a group T such that the action of T on the generators and relators cuts their number down to a very small number. At a later stage, the group T will be assumed to be a subgroup of G and its action will return a new shorter presentation.
A.1. Preliminary lemmas. The beginning of this procedure is general and we only require the groups G and T to have a presentation, without any assumption on them.
Let G = A | B and T = C | D be groups. Let T act on A by permutations. Notice that B ≤ F (A), the free group generated by A, and observe that T also acts on F (A). We assume that T (B) = B. Let A 0 be the set of representatives for the T -orbits in A and B 0 be the set of representatives for the T -orbits in B. We express the elements of B 0 as products of the results of T acting on elements of A 0 , that is, we write we observe that B 0 ≤ t(a 0 ) | a 0 ∈ A 0 , t ∈ T . In the special case that T is a subgroup of G, we will be able express elements in B 0 as products of conjugates of elements in A 0 by elements in T . Since B 0 is a set containing expressions in F (A) that can be written uniquely as α 1 . . . α k , for some α i ∈ A, then, for each i, there exist a unique a i ∈ A 0 and a (not necessarily unique) t i ∈ T such that α i = t i (a i ). Hence each element of B 0 , seen as an element in G, can be written in more than one way, so we fix an expression of the type t 1 (a 1 ) . . . t k (a k ) for each element of B 0 . We then define the set B 0 ⊂ ta 0 t −1 | a 0 ∈ A 0 , t ∈ T to be the set of fixed expressions for the elements of B 0 , where we have replaced the action of T on A 0 by the conjugation of elements. That is, if t 1 (a 1 ) . . . t k (a k ) is a fixed expression in B 0 , the set B 0 contains
k . The set B 0 is thus only a set of formal expressions which will be used later to express relations in the groups.
Lemma A.1. Following the notation previously defined we have
where the semi-direct product has been built using the action of T on G.
Proof. We use the semi direct multiplication notation (g 1 , t 1 )(g 2 , t 2 ) = (g 1 ·t 1 (g 2 ), t 1 t 2 ). Let H be the group presented by A 0 , C | B 0 , D, [Stab T (y), y], y ∈ A 0 . Define the group homomoprhism ϕ : F (A 0 ∪ C) → G ⋊ T by sending a 0 ∈ A 0 to (a 0 , 1) ∈ G ⋊ T and c ∈ C to (1, c) ∈ G ⋊ T . Moreover, we observe that by construction of the semidirect product we have that
and, more generally, we see that ϕ(t)ϕ(a 0 )ϕ(t) −1 = (t(a 0 ), 1).
Claim 1.
The map ϕ induces a homomorphism H → G ⋊ T , which we still call ϕ.
k for some a i ∈ A 0 and t i ∈ T . Moreover, we write t i = c 1i . . . c v i i for elements of C and so (1, c 1i ) . . . (1, c v i i )(a i , 1) (1, c −1 1) = (1, 1) . In fact b 0 := t 1 (a 1 ) . . . t k (a k ) is the identity in G since it corresponds to an element in B 0 . Finally let a 0 ∈ A 0 , t ∈ Stab T (a 0 ) and write t = c 1 . . . since ϕ is a homomorphism and so ϕ(H) contains 1 × T as a subgroup. We observe that any element (g, 1) of the subgroup G × {1} := {(h, 1) | h ∈ G} can be written as (t 1 (a 1 ) . . . t k (a k ), 1) for suitable a i ∈ A 0 and t i ∈ T . Hence, using calculations analogous to those of Claim 1, we can write (g, 1) = (t 1 (a 1 ) . . . t k (a k ), 1) = k i=1 (1, t i )(a i , 1)(1, t
i ) since ϕ is a homomorphism. Therefore, ϕ(H) contains G × {1} as a subgroup. To conclude we notice that any element (g, t) ∈ G ⋊ T can be written as (g, t) = (g, 1)(1, t).
Hence ϕ is surjective as claimed.
Claim 3. The map ϕ is injective.
Proof of Claim 3. Any element of A can be written as t(a 0 ), for some a 0 ∈ A 0 and t ∈ T . Define A * = {ta 0 t −1 | a 0 ∈ A 0 , t ∈ T } to be the set of symbols of A where we have replaced the action of T with the conjugation of elements. We notice that, if t(a 0 ) = s(a 0 ), then t −1 s ∈ Stab T (a 0 ) and we thus define an equivalence relation on A * by writing ta 0 t −1 ∼ sa 0 s −1 if and only if t −1 s ∈ Stab T (a 0 ). The equivalence relation is well defined since we do have all relations of the type [Stab T (y), y], for y ∈ A 0 to be defined in H. We define A := A * / ∼ the collection of equivalence classes.
If a ∈ A and a = t(a 0 ), for some a 0 ∈ A 0 and t ∈ T , we define an element a of A by setting a = {sa 0 s −1 | t −1 s ∈ Stab T (a 0 )}. With this notation, we observe that T acts on A through (s, a) → s · a := sta 0 t −1 s −1 , for some a 0 ∈ A 0 , t ∈ T such that a = ta 0 t −1 . Also, notice that the map ψ : A → A sending a → a is a T -equivariant bijection, that is ψ(sa) = sψ(a) = s · a for all s ∈ T . Hence the action of T on A is equivalent to the action of T on A. For each element a ∈ A we can fix a representative ta 0 t −1 ∈ F (A 0 ∪ C) and we call the set of representatives A. By construction, every element b 0 ∈ B 0 can be uniquely written as b 0 = t 1 a 1 t if and only if t −1 s ∈ Stab T (a 0 ). Let w ∈ H, such that ϕ(w) = (1, 1). We want to prove that we can use the relations of H to prove that w = 1 in H. Let w = c 1 a 1 c 2 a 2 . . . a k c k+1 for a i ∈ A 0 and c i ∈ C . We can rewrite w as w = (c 1 a 1 c We apply ϕ to the rewriting of w (1, 1) = ϕ(w) = ϕ t 1 a 1 t −1
i ) (1, t k+1 ) = = (t 1 (a 1 ) . . . t k (a k ), t k+1 ) Since t k+1 = 1 inside T , we can use the relations of T to rewrite t k+1 = 1 inside H. Similarly, since t 1 (a 1 ) . . . t k (a k ) = 1 inside G and since the normal closure F (B) The map ϕ is thus a group isomorphism and we are done.
The following result does not depend on the presentations of groups and relies only on the definition of semidirect product.
for suitable words w 1 , w 2 ∈ F (x 1 , . . . , x 5 ) and then Corollary A.3 yields the following finite presentation for Alt(7): Alt(7) = a, b, z | B 0 , D, a −1 w 1 (z, z a , . . . , z a 4 ), b −1 w 2 (z, z a , . . . , z a 4 ) .
