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1. INTRODUCTION 
1. The inertia triple of a Hermitian matrix is defined as the vector 
InH = (z, v, 6), the three numbersz = n(H), v = V(H), 6 = 6(H) denoting 
respectively the number of positive, negative, and vanishing characteristic 
roots of H. 
We denote the difference n(H) - v(H) by a(H) (the signatwc of H). 
Further, we denote the rank of a matrix A by p(A), so that, in particular, 
p(U) = n(H) + v(U). 
This paper is concerned with the determination of the inertia triple 
for certain partitioned Hermitian matrices. We make repeated use of 
the Sylvester-Hermite theorem that the inertia of an Hermitian matrix 
remains invariant under a cogredient transformation. That is, if Icl’ = 
P*HP, where P is a nonsingular matrix and H is Hermitian, then K is 
also Hermitian, and In K = In 2% 
We also use an inertia formula from a previous report on partitioned 
Hermitian matrices [2], in which it was shown that, if H is an Hermitian 
matrix of order m + ut partitioned as 
H (1) 
where H,, and H,, are square, of orders m and n, respectively, and H,, 
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is nonsingular, the inertia of N can be determined by calculating the inertia 
of suitable matrices of orders m and n. More explicitly, if we let 
then 
K,, == H,, - H,*,H,‘H12 (2) 
In H = In H,, + In Ksz. (3) 
For the sake of completeness, we give a short proof of (3) at the end of the 
introduction. 
2. The theorems of Section 3 of this paper deal with the inertia of 
certain “skew-triangular block matrices,” defined in Section 2, and these 
theorems are then applied in later sections in deriving inequalities for 
the inertia triple for matrices having singular skew-diagonal blocks, or 
a singular principal minor. 
3. In dealing with matrices partitioned into blocks of various dimen- 
sions, 
we shall speak of such a matrix as an s X. t block matrix. If s = t, the 
common value is called the “block order” of the matrix. The integers 
above the columns, n,, indicate the number of columns in the corresponding 
blocks, and the integers to the right, m,, indicate the number of rows. 
If we put 
s t 
2l mo=M, 22 f&z = N, U=l T= 1 
8 
A is an M x N matrix when considered with respect to its elements. 
Proof of (3). Suppose H is the Hermitian matrix partitioned as in 
(1). Let P be the matrix partitioned conformally, 
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where I,,, in general represents the identity matrix of order m and the block 
0 in P represents an n x m matrix of zeros. Then we verify immediately 
that 
K=P*HP= 
where K,, is the matrix defined by (2). Since the inertia of K is the same VY 
as that of H and the characteristic roots of K are those of H,, ancl Kz2, 
the equality in (3) is established. 
2. qKEW-TRIANGULAR BLOCK MATRICES 
4. We shall define a matrix A = (Q) (i, j = 1, . . . , vz) to be “upper 
skew triangular” if its elements satisfy 
ajj = 0 (i +- j > n $ 1). (4) 
Carlson and Schneider El] proved, in connection with a theorem. on the 
I_ yapunov transformation, that if H is an Hermitian matrix of a certain 
class, with elements satisfying (4), then a(H) is 0 or 1 according bs p(W) 
is even or odd. 
In a similar manner we define a partitioned matrix A = (Aij) (i, i =i 
1 , ‘ l ‘8 t) to be an upper “skew-triangular block matrix” (an upper STB 
matrix) of “block order t” if the blocks A, satisfy 
A,=0 (i + i > t + I), 
that is, 
A = . . . 
A lower STB matrix is defined in the corresponding manner. Obviously 
a lower STB matrix is similar (in particular by a permutation transforma- 
tion) to the symmetric upper STB matrix. Therefore, without loss of 
generality, we consider in what follows only the upper STB matrices. 
Linear Algebra and Its .-I pplicaiiom 1, 299-- 316 (l!ttiS) 
302. E. V, HAYNSWORTH AND A. M. OSTROWSKI 
8. NONSINGULAR STB MATRICES 
5. Obviously an STB matrix with square skew-diagonal blocks is 
nonsingular if and only if its skew-diagonal blocks are nonsingular. We 
prove in Theorem 1 that the signature of a nonsingular Hermitian STB 
matrix of block order t is 0 if t is even, and is equal to the signature of 
the central block Hs+l,s+l, if t is odd, t = 2s + P. 
The case t = 2 is proved in Lemma 1 and this is used to prove the 
theorem for any value of t. Lemma 1 is not stated explicitly in the paper 
by Carlson and Schneider, but its proof is contained in their argument. 
We give here a’ different proof for this lemma. 
l 
0, LEMMA 1. SzcpPsse we have a 2 x 2 Hermitian STB matrix of 
total order 2m, with square submatrices of order m, 
m m 
. 
Then H is nonsingular if and only if HI2 is nonsingular, and in this case 
4Hl = 0, that is, regardless of the rank of H,,, 
In H = (m, m, 0). (9 t 
7. Yroof. The first statement follows immediately, since det H = 
& det HIeli?& In order to prove the inertia formula (5) we consider the 
effect of a change in the elements of HII on the eigenvalues of H. If a 
transformation on the elements of HII is one which preserves the Hermitian 
character of & then the roots of H will remain real. Also, since the 
determinant of H is never zero, any continuous transformation of H,, 
under which H,, remains Hermitian will not change the number of positive 
and negative roots of H. Hence, without loss of generality, we may assume 
HII = I,,‘. Then, by the inertia formula (3), 
In H = In 1m -t_ In( - H,*,H,,) = (m, m, 0), 
since (- HzHl,) is a negative definite matrix. 
8. THEOREM 1. Su#ose H is a t x t S TB Hermitiafz matrix, with blocks 
Hii of dimensions mi x ~5. Let s = [t/2], where [x] denotes the greutest 
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integer less than OY equal to x, and let m = x -_ I mi. Ii t is even, and the 
skew-diagonal blocks are nonsitigular, then H is nonsingular and 
a(H) = 0. (6) 
If t is odd, and all skew-diagonal blocks are nonsingular except fierkps the 
central Mock, H, + I,S + I, then 
a(H) = WS +,,s+A S(H) = 6(H.S +l,S i 1)’ (7) 
9. Proof. Since H is Hermitian, we must have mi = m, _ c +*, i = 
1 , . . . , s. Thus, if t = 2s, H can be partitioned into a 2 x 2 block matrix, 
where each block is of order m. Then, since 
det K,, = & i det Hi t , - itl#Op 
i= 1 
H satisfies the conditions of Lemma 1, and formula (5) holds. 
Xf t = 2s + 1, then H can be partitioned into a 3 x 3 block matrix, 
Kll K,2 K13 
H = Kt*2 Hs-;-l,s+~ 0 t 
KG 0 0 
where, as in the argument for K12 above, K13 is a nonsingular STB matrix. 
Then, by a simultaneous permutation of rows and columns, we obtain 
the following matrix K congruent to H, which can be repartitioned into 
a 2 x 2 block matrix as indicated: 
By Lemma 1, G,, is nonsingular, and it is clear that 
Kly 
* , 
so that we have immediately, by direct calculation, 
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G;G;'C,, = (K,?; “‘*- 
Thus, by formula (3), 
InH= InGrr + In(tt,,,,,+, - G&G; *GrJ = In Grr + In H, + 1, s +l 9 
where, by Theorem 1, 
InG,, = (m, m, 0). 
This proves the theorem. 
4, ALEMMAONPRODUCTSOFTRfANGULARANDSKEW-TRIANGULARMATRICES 
10. We denote by U, L, US, and LS (with or without subscripts) 
matrices which are upper triangular, lower triangular, upper skew, and 
lower skew. The elements of the matrices denoted in this way usually 
need not be further specified. They may belong to a field, or they may 
be blocks. In the latter case, we assume that, when multiplication of the 
matrices is defined, the matrices are so partitioned that multiplication 
of the blocks is defined. 
11. LEMMA 2. When an upper skew matrix is multiplied on the left OY 
right by a lower skew matrix, the prodwt is (respectively) a lower- w Zcpper- 
triaqqular matrix. In each case the &agonal elements of the Product are 
@oducts of the skew-diagonal elements in the [actors. Similarly, whe% an 
upper (lowe+) trirangular matrix is multiplied on the right by an @per 
(lower) skew matrix, the resulting matrix is a% upper (lower) skew matrix 
whose skew-diagonal elements are the ;broducts of th.e diagonal elements of 
the first factor by the skew-diagonal elements of the second. Briefly we have 
the following multiplication table, in which the first column contains the 
left-side factors and the first row the right-side ones: 
-- 
US 
LS 
u 
L 
us LS u L -. __._---_ __ __- 
* CT * US 
L * LS * 
US * u * 
* LS * L 
Proof. Denote by d the skew-diagonal matrix having unity elements 
on the skew diagonal and zeros elsewhere ; then it is clear that d 2 = I. 
Lineur -4lgebva and Its Applicatiows 1, 299- 316 (1868) 
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If we multiply a matrix on the right (left! by A, then the orcler of the 
columr ; (rows) is reversed while the order of the rows (columns) remains. 
From this it follows that if we multiply a lower (upper) skew matrix on 
the right by d, it goes over into a lower- (upper-) triangular matrix, while 
if we multiply a lower- (upper-) skew matrix on the left by A it becomes 
an upper (lower) triangular matrix. We represent this briefly as 
similarly, 
LSA = L, ALS = IJ; 
US=UA=AL, LS=LA=AU. 
Then, from the well-known fact that the product of the lower- (upper-) 
triangular matrices is again a lower- (upper-) triangular mat&, the 
entries in the multiplication table follow immediately, since 
(US)(LS) = U,(AW,) = U,U, = u, 
(US)L, = (AL,)L, = AL = US, 
(LS)(US) = L,(A2L2) = L, 
(LS)U, = (AUJU, = LS, 
v,(US) = U,(U,A) = us, 
4 w = L,(L,A) = LS. 
12. Remark. Since multiplication of a triangular block matrix by 
d simply transforms diagonal blocks into identical skew-diagonal blocks, 
and the reverse process occurs when an STB matrix is multiplied by A, 
the assertion concerning the diagonal or skew-diagonal blocks in the product 
follows immediately. 
5. INERTIA TRIPLE FOR STB MATRICES WITH SOME SINGULAR SKEW-DIAGONAL 
BLOCKS 
13. The inertia triple for a t x t STB Hermitian matrix H = (pii~), 
i,i = l,...) t, with nonsingular skew-diagonal blocks is completely 
determined by Theorem 1. In Theorem 2 we shall consider the case where 
some of the blocks may be singular, but we assume that some are known 
to be nonsingular. We call these blocks regular. Other blocks, which 
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could as well be singular or nonsingular, will be called in this connection 
ipplar. If a block, Hi,r _ i +1, of the matrix H is regular or irregular, the 
block Hr_i.+l,i = H&++i has, of course, the same character. 
The matrix H can then be repartitioned so that the regular blocks 
are set off from the others in the following way, If a certain number of 
consecutive blocks on the skew-diagonal are regular, they may be taken 
as one regular block. That is, if &+i+l, Hi+l,t_i, , , ., ff4,r__k+l are regular, 
then, after the corresponding repartitioning, the block 
is a regular block. Similarly we may group a set of consecutive irregular 
blocks between two regular blocks. Hence it will be sufficient for our 
purpose to consider STB matrices with alternating regular and irreg’ular 
skew-diagonal blocks. 
Also we may, without loss of gqnerality, assume that t = 2s + 1 is 
odd, for if t = 2s is even, the central block is 
Hss . 
H s+l,s 
which is regular or irregular according as Hs,s+i is regular or irregular, 
and thus in either case can be considered as a &gle block. 
14. LEMMA 3. 1/ H is an STI3 Hermitiart riytatrix of block order 
t = 2s + I, in which alternate skew-diagonal blocks aye rtgtdar, we can #@mute 
the rows and columns of H in a cogredient tram)(ormatit.m to obtain the 
matrix K congrtient to H, 
’ (8) 
where, fmi, j= I,..., s 01 s + 1, according as the cormponding subsc@t 
is even or odd, 
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Then in the matrix K, the principal diagonal blocks K,, and K,, are STB 
HermitiaN matrices of orders s + 1 and s, respectively, aHd K,, or K,, is 
nolzsingular according as the odd-numbered OY even-numbered blocks of H 
are the regular blocks. 
Proof. The fact that K is congruent to H in the indicated way 
follows from its definition. Then, in the matrix K, we have i + j 2 s + 2 
ifandonlyif2i-1+2j-l~2s+2=t+1,sothatK,1isanSTR 
matrix, and the skew-diagonal blocks of K,, are the odd-numbered skew- 
diagonal blocks of H. 
Similarly in the block KS2 we have i + i > s + % if and only if 
2i + 2j > t + 1; thus K,, is STB with the even-numbered skew-diagonal 
blocks of H on its skew diagonal. 
By Theorem 1, if the odd-numbered skew-diagonal blocks are regular, 
Kll is nonsingular, and, if the even-numbered blocks bre regular, K,, is 
nonsingular. 
15. THEOREM 2. Suppose H is an STB Hermitiaga matrix satisfying 
#the conditions of Lemma 3, and K is defined as in (8), Then, if K,, is 
nonsingular, 
In H = In Kll + In Kzz, 
where fi,, is an STB matrix havitig the same skew-diagonal blocks as K,,. 
If K,, is nonsingular, (9) holds if we interchange the idzdices 11 and 22. 
16. Proof. Assume first that K,, is nonsingular. As in the proof of 
Lemma 2, Kll = U,d, for some upper triangular block matrix U,, we 
have Kc1 = d Vi‘ ’ = d Uz. Thus KG’ is a lower STB matrix. Since 
H -=o, %-I-1,29 j= l,..., s, the last block row of K,, is 0. Let G be the 
s x s block matrix obtained by omitting the last block row of EC,,. Then 
G is a US matrix, for if i + j = s + 1, then 22’ - 1 + 2j = 2s + 1 = t, 
so that the skew-diagonal blocks of G are the matrices Hzj _ l,c _ zi + 1 ; and, 
for i + j > s + 1, Hzi_ 1,q = 0. 
Now we partition Kil and K,, as follows: 
In this partitioning of KG *, B is an LS matrix of block order s, with 
zero skew diagonal, C is a block column, and D is a single block. In K,, 
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the block G is a US matrix of block order s, and 0 is a single row of zero 
blocks. 
Applying formula (3) gives (9), for we have 
K:2K;“Kle = (G* oj(C”’ :)(;)=G*EG 
where G* and G are US matrices. Thus, by Lemma 2, G*BG is an US 
matrix with zero skew-diagonal elements, so that the matrix 
4, = K,, -K,*,K,%, 
has the same skew-diagonal blocks as KS,. 
If K, is nonsingular, we can use K, instead of K,, in formula (3) 
and obtain 
K12K;2’K:2 = 
G 0 O K&‘(G* 0) = clG* ;), (10) 
where the block GK2$G* Js a US matrix, so that the skew-diagonal 
blocks of K,, are not changed by subtracting this matrix. This proves 
Theorem 2. 
17. We formulate, for the case t = 3 of Theorem 2, the following 
corollary, which gives a slightly stronger result than that of Theorem 2, 
as the inertia triple of H, is included in the statement of the corollary, 
whether H, is regular or irregular. 
18. COROLLARY. Szlpfiose H is a 3 x 3 Hermitian STB matrix, 
m 1 n 
where Hm is nonsi~plar (n = m) or H,, is nonsingular, or both. Then 
InH=InH,+ In 9 (12) 
where 
41 = Hll ( HI3 nonsingular), (13) 
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and either choice of l?,, is permitted if both H, and H,, ar;e nonsingular. 
19. Proof, Under the assumptions of the corollary, the matrix I\: 
of Lemma 3 has the blocks 
K,, = E{ T), Z&= (:2), Z<,, = H,,. (15) 
Thus, if H,, is nonsingular, K,, is nonsingular by Lemma 1, and, since 
K,, is a single block, we have Z?,, = K,, = H,,. Then, using (I& formula 
(9) gives (12) with 8,, = H,,. 
If H22 is nonsingular, we can use formula (lo), which becomes in this 
case 
K12KL2 ‘KF2 = H$(H; 0) = ; 
so that 
If both H,, and H,, are nonsingular, then either choice of H,, is permitted. 
6. INEQUALITIES FOR THE INERTIA TRIPLE OF STB HERMITIAN MATRICES 
20. By 
In H >, (a, b, c), 
we shall mean 
We shall call the sum, a + li + c, of the components of a triple the 
dimension of the triple. Clearly, a vector which is a lower bound for the 
inertia triple of a matrix H of crder n is equal to the inertia triple of H 
if and only if its dimension is n. 
21. Theorem 3 gives a simple and easily obtained lower bound for 
the inertia triple of a 2 x 2 STB Hermitian matrix, whiclr depends only 
on the ranks of the skew-diagonal blocks. Theorem 4 till show that if 
the Hermitian matrix can be partitioned into a 3 x 3 STB matrix in 
which the inertia of the central block is known, then the bound obtained 
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by application of Theorem 3 can sometimes be improved. The discussion 
of matrices of block order greater than 3 can be reduced to the cases 
t -2ort= 3, and it will be shown that the smaller values of t give, in 
a certain ‘sense, the best results, 
22. THEOREM 3. rf a STB Heymitian matrix H can be partitioned 
into a 2 x 2 block matrix as in (l), in which the block H,, has yartk k and 
H22 = 0, then p(H) > 2k, and 
In H >, (k,k,n - k). (16) 
If, in addition, HI1 is positive oy negative definite, we have the exact formulas 
InH=(m,k,n-k) (H, positive definite), (17) 
InH=(k,m,n-k) (HI, negative definite). (18) 
Further, if the yank of H,, is n, then H is nonsingulay with m positive and 
n negative, oy m negative and n positive roots, according as the conditions of 
(17) m (18) aye satisfied. 
23. Proof. Since H,, has rank k, there exist nonsingular matrices 
P1 and Pz of orders m, n respectively, such that 
k m-k 
p,H,,p,*=~ “, ) E-k (19) 
where K,, is nonsingular of order k. 
Let P = PI + P2. Then, l,rsing (19), the matrix 
PHP* = 
w11w p,H,,p2* 
P,H,,P? 0 
can be subpartitioned as a 4 x 4 block matrix, 
k m-k k n-k 
Linear Algebra and Its Applications 1, 299- 316 (1968) 
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(if K is equal to m or PZ, the corresponding columns and rows do not appear 
in G). Then we have immediately, for ut > k, 
6(H) = d(G) 2 n - k. (20) 
Now we strike out the last row and column of zero blocks in G and 
consider the 3 x 3 block matrix, G, which remains. Since K,, is non- 
singular, we may apply the corollary to Theorem 2 and we have, using (12)) 
InG=InR,,+In , 
where 
= (k, k, O), 
(21) 
‘ 6 (24 
by Theorem 1. Then, since n(H) = z(G), and V&Y) = Y(C), (20) and 
(22) imply (16). 
If k = m, the matrix R, does not appear, and Ir C = (m, m, 0), which 
implies 
InH=(m,m,n-mm). 
If k < m, R,, is a principal submatrix of order m - k of the wz x m 
matrix PIHliPl* which is congruent to H,,. Thus, if H,, is positive 
definite, n(R,,) = m - k, and if H,, is negative definite, Y(RJ = m - k, 
and the other inertia components of R,, are zero in each case. Thus, 
from (20), (21), and (22) 
InH>,(m,k,n-k) (H,, positive (definite), 
In H >, (k, m, n - k) ’ (H,, negative definite). 
Since in each case the dimension of the triple on the right is equal to the 
order of the matrix, the exact equalities (17) and (18) follow, where, for 
k = n, In H = (m, n, 0) or (n, m, 0), respectively. 
24. COROLLARY. An irredticible Hermitian skew-triangular matrix 
has at least one positive and one negative root. 
Proof. If H is an irreducible Hermitian skew-triangular matrix of 
order n, H = (h,) , i, i = 1, . . . , n, then k,, # 0. Thus in any 2 x 2 
STB partitionnng of H, the rank of H,, is at least one, and the corollary 
follows immediately from Theorem 3. 
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26. THEOREM 4, If an S TB HermitiaN matrix H can be partitioned 
into a 3 x 3 block matrix as in (ll), in which the block H,, has rank k, and 
the inertia of the central block H,, is 
In H,, = (P, q, 4, 
then we have the inequality 
In H >, (# + k, q + k, $2 - k). (23) 
Proof. Since, by hypothesis, the rank of H,, is k and that of H,, is 
r = p + q, there exist nonsingular matrices P1, P,, and Pa, such that 
k n--k r l---r 
P1HlaP3* = 
KM 0 k 
P2H2aP2* = 
K,* 0 y 
0 0 m-k’ ( ) 0 0 1-Y 
where KJa and K,, are nonsingular matrices of orders I 5 and Y, respectively. 
_ I 
Then, if P = P1 q Pz -& P3, the matrix P,4P* can be partitioned into 
a 6 x 6 block matrix, 
k m-k Y l--r 
( * * 
* * 
--. 
* * 
G==* r(c 
~-_I 
* 
K13 0 
,o 0 
* * 
* * 
KS, 0 
0 0 
0 0 
0 0 
and (20) follows again. 
k n-k 
K,, 0 , k 
0 0 m-k 
0 0 I 
0 0 I---r ’ 
__---_-_ __ 
0 0 k 
0 0, 9t - k 
If we strike out the 6th row and column of zero blocks, the matrix c 
which remains has the nonsingular matrices K13, Kzz, and K,?; in the 
odd-numbered positions on the skew diagonal. Hence, by Theorem 2, 
InG=In + InR 
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(12) and (5) 
InG=(fi+ 
2 x 2 STB matrix 
3. Then since 
n(G) = n(H) 
the inequality (23) follows from 
k, q + k, 0) + In K (24) 
obtained as the matrix K,, of Lemma 
and 4) = v(H) 
(20) and (24). 
26. From the above we see that the best results are obtained if a 3 x 3 
repartitioning of H of Theorem 1 can be made so that ,the central block, H,,, 
is nonsingular. For in such a repartitioning the rank of H,, is at least as 
great as the sum of the ranks of the skew-diagonal blocks contain\!d in it, and 
may be greater. Thus we ma.y obtain larger values for n(H) and v(H). 
Also the difference between the number of columns and the rank of the 
“corner matrix,” Hit, cannot decrease as the size ofi the corner matris 
increases. For, by its position in the matrix, any rows added to H,, would 
be zero rows, so that the rank cannot increase more than the number 
of columns. Thus a larger value for 6(H) may also be found by such a 
repartitioning. In addition, since Hzz is nonsinguias, the entire inertia 
triple for H,, is contained in the inertia triple for Ii. 
27. We show by the following esample that the inequality in (23) 
is, in a certain sense, the best. Suppose H is a 10 x 10 skew-triangular 
matrix, 
H- 
x x 
x x _ _-- ---- 
x x 
x x 
x x --- 
x x 
X X 
x 0 
x 0 
x 0 
x x x 1 x x x x x 
x x x ~XXOOO _--- .__ __ -_ .- 
x x x 0 0 o- 0 0 
xxo/ooooo 
x 0 0 ;ooooo __-____ ._.__-_.-_-.-. .- _- 
0 0 0 ‘00000 
0 0 0 jooooo 
0 0 0 jooooo 
0 0 0 j 0 0 0 0 0 
0 0 0 ‘00000 
where the x’s represent nonzero elements. Since Iz351z,,tz, # 0, we call 
partition H as indicated above into a 3 x 3 STB matri:; where 
” 
. 
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is a nonsingular matrix. Then, by the corollary to Theorem 2, 
InH=InH~,+In . 
But, by (7) the inertia of Hz2 is (2, 1,O) or (1, 2,0) according as h,, is 
positive or negative, and by Theorem 3, as p(Has) == 2, 
Therefore the inertia of H is bounded below by ‘an inertia triple whose 
dimension is 
according as 
equal to the order of H, so we have the exact formula 
InH = (4,3,3), or In H = (3,4,3) 
k,, is positive or negative. 
4. THE INERTIA TRIPLE FOR HERMITIAN MATRICES HAVING A SINGULAR 
DIAGONAL BLOCK 
28. The STB Hermitian matrices which we have discussed in the 
previous sections have the property that at least one principal submatrix 
is zero. The results obtained for these matrices can be applied to Hermitian 
matrices which are not necessarily STB matrices but which have at least 
one singular principal submatrix. We’assume, without loss of generality, 
that this submatrix is HII and partition the matrix as in (1). Then, if 
the inertia of HI, and the rank of HIS are known, we obtain lower bounds 
for the inertia triple for H. 
29. THEOREM 5. Suppose H is Hermitian and Partitioned as iqz (1) 
where H,, is sing&ar, 
In H,, = ($4 q, 4, 2 > 0. (25) 
Ptrt k = p(H,J. Then 
lf, in addition, p(H,,) > p(H,,), that is, k > p + q, then 
In H > (k - q, k - 9, z - k). 
Li~etcv ,4lgebru mtd Its Applications I, 299-3316 (1968) 
. (26) 
(27) 
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30. Proof. Denote p -j- q = p(H,,) by r < m. There exists a non- 
singular matrix P, such that 
where Kll is nonsingular of order Y. Let P be the direct sum of PI and 
the identity matrix of order ut, P = PI 4 I,,. Then K = PHP* can bc 
partitioned as 
Y m -Y n 
where 
and therefore has rank k. 
By a simultaneous permutation of rows and columns, the matrix II: 
is congruent to the matris 
Therefore, by the corollary to Theorem 2, 
InK = InK =InK1,+Ine 5’) r81Y 
where 
(28) 
In Kll = (P, Q, 0). (z ‘1 t 
Let p(K,,) = k,. Then by Theorem 3, 
1,iptea.r Algebra mad Its Apfdicaiiotas 1, 899 - 316 (1968) 
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which has rank k, we 
Now,ifk>$+q= r, then, since K,, has only r < k rows, we have 
4l 3 k - r. If this inequality is used in (30), the inequality (27) follows. 
31. Theorem 5 allows us to obtain some information about the inertia 
of a large Hermitian matrix by examining a few rows of the matrix. 
For example, suppose we found the inertia of a 4 x 4 principal sub- 
matrix K of H to be 
In K = (l,O, 3). (31) 
Then we have the following table, where the first entry gives the rank 
k of Hz2 (after the submatrix K has been put into the upper left corner 
by a simultaneous permutation of rows and columns of H) and the second 
entry is a lower bound for the inertia triple of If: 
k InH> 
--_~.----_ 
0 (LO, 3) 
1 (1, 9, 2) 
2 (2, 1, 1) 
3 (3, 2, 0) 
4 (4, 3, 9) 
The first entry follows from the fact that for 
(31) implies that Y = 1, the other entries follow from (27) in Theorem 5. 
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