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We consider a model of current-induced magnetization dynamics described by the Landau–
Lifshitz–Gilbert (LLG) equations of the magnetization, in which an additional current
dependent term is added. Two methods, namely Faedo–Galerkin/Penalty (FGP) method and
hyperbolic regularization method are used to show the existence of ﬁnite energy global
weak solutions.
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1. Introduction and main result
The interplay of spin-polarized electrical currents and local magnetic moments revealed in the original theoretical studies
of Berger [5] and Slonczewski [17] has stimulated a great deal of research effort in the nanoscale magnetic structures.
In this paper we are interested in a mathematical model describing magnetization dynamics by spin-polarized current.
To describe the model equations we consider Ω a bounded and regular open set of R3. The generic point of R3 is denoted
by x. We assume that a ferromagnetic material occupies the domain Ω . With a prescribed current density J (t, x), the time
evolution of the magnetization vector M(t, x) may be described by the LLG equation, see for example [12],
∂tM − αM × ∂tM = −γM ×
(He + β( J · ∇)M) in (0, T ) × Ω (1)
where T > 0 is ﬁxed and “×” denotes the cross product in R3. The term parameterized by a factor α describes (Gilbert)
damping torque. The ﬁrst term on the right-hand side accounts for torque by the effective ﬁeld He which is given by
He(M) = M + ∇ϕ (2)
where ϕ satisﬁes the stray ﬁeld equation
div(∇ϕ + M) = 0 in (0, T ) ×R3. (3)
Let X denote the closure of the space of gradients of smooth functions in the L2 topology. X is a closed subset of L2(R3).
The term ∇ϕ characterizing the stray ﬁeld may be more conveniently written by using the orthogonal projector onto X
denoted by P. Then
∇ϕ = −P(M).
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monly termed non-adiabatic and β characterizes its strength. The parameter γ > 0 is a gyroscopic ratio. The initial data
satisﬁed by the magnetization is
M(0, x) = M0(x),
∣∣M0(x)∣∣2 = 1 a.e. in Ω. (4)
Eq. (1) should be solved together with appropriate boundary conditions for the magnetization. We consider homogeneous
Neumann boundary condition
∂nM = 0 on (0, T ) × ∂Ω. (5)
Throughout, we make use of the following notations. L2(Ω) = (L2(Ω))3 and H1(Ω) = (H1(Ω))3 are the usual Hilbert
spaces equipped with the norm | · |Ω and ‖ · ‖, respectively. (L∞(Ω))3 is denoted by L∞(Ω) with norm | · |∞ . We set
Q = (0, T ) × Ω .
The current ﬁeld J appearing in (1) is considered such that
J ∈ L2(0, T ;L∞(Ω)). (6)
Lemma 1.1. If (M,ϕ) is a regular solution of the problem (1)–(5) then we have the following energy estimate
E(M(t))+ α
2γ
t∫
0
∣∣∂tM(s)∣∣2Ω ds E(M0)(1+ I(t)exp(I(t))) (7)
where
E(M(t))= 1
2
∫
Ω
|∇M|2 dx+ 1
2
∫
R3
|∇ϕ|2 dx, (8)
and
I(t) = γ β
2
α
t∫
0
| J |2∞ ds, (9)
for all t ∈ (0, T ).
Proof. Any regular solution to the LLG equation (1) satisﬁes the relation
α|∂tM|2 = γ
(He + β( J · ∇)M) · ∂tM (10)
which leads after integration by using the boundary condition (5) to the energy estimate
E(M(t))+ α
2γ
t∫
0
∣∣∂tM(s)∣∣2Ω ds E(M0) + γ β22α
t∫
0
| J |2∞|∇M|2Ω ds. (11)
By Gronwall’s lemma we get (7). 
Remark 1.1. Estimate (7) leads to a bound for the energy of the local magnetization M on the interval (0, T ) for T ﬁxed
and ﬁnite.
Remark 1.2. The operator P is Lipschitz continuous from L2(Ω) into L2(R3) since it is bounded and linear.
Before dealing with the existence of ﬁnite energy global weak solutions to the problem (1)–(5), let us ﬁrst review some
previous results. We limit ourselves to mentioning a handful of references concerning existence and we refer to the sur-
vey [13] for a more detailed bibliographical account. The general framework (although without injected current, i.e. the case
β = 0) has been established in earlier papers, see for instance [20,2], using FGP method. This method gives an approximated
sequence of solutions converging to a global solution of the problem. Next results concern systems with further dissipation
terms. For example, in [6], the LLG equation with a regularizing term of the type ∂tM is considered and an existence the-
orem which rests on a preliminary penalty/regularization is proved. The modiﬁcation considered in [15] consists in adding
to the standard dissipation term in the LLG equation another higher-order term of the type 2M . The FGP method is also
used to solve the problem. In [16], a model with dry-friction dissipation which is accounted by adding a dry-friction-like
term to the standard Gilbert damping, is studied. Using the notion of subdifferential of a convex function, this dissipation
is written as r ∈ ∂Rα,β(∂tM) where Rα,β(a) := α |a|2 + β|a| for all a ∈ R3. To prove existence of weak solutions, a strategy2
M. Tilioua / J. Math. Anal. Appl. 373 (2011) 635–642 637slightly different from [6] is adopted. It consists on a penalization of the saturation constraint, adding (for regularization)
an exchange-type dissipation ε∂tM to the effective ﬁeld and passing to the limit as ε → 0. All these proofs are based
on some penalization and using various kind of regularizations. We ﬁnally mention that an important progress was done
to design schemes constructing the weak solutions to the general LLG equation. Several schemes were proposed and their
convergence to weak solutions was proved. A signiﬁcant step forward in the convergence theory of numerical schemes has
been done recently, see [1,4,3]. This will be helpful to give a strategy for eﬃcient computer implementation which may
reﬂect the true nature of the augmentation of the LLG model considered in this paper.
The purpose of the present work is to prove the following result.
Theorem 1.1. Let T > 0 be ﬁxed and M0 ∈ H1(Ω) be such that |M0(x)|2 = 1 a.e. Under the hypothesis (6), there exists a global weak
solution M of the problem (1)–(5) such that M ∈ H1(Q ), |M(t, x)|2 = 1 a.e. and satisfying the energy estimate (7).
The rest of the paper is divided as follows. In the next section we prove Theorem 1.1 by using FGP method. We show, in
Section 3, that the method proposed in [9] is applicable to get the result, too.
2. Proof of Theorem 1.1 using FGP method
We proceed as in [20,2,7].
2.1. The penalty problem
Let λ > 0 be a ﬁxed parameter. We construct approximated solutions Mλ converging, as λ → +∞, to a solution M of the
problem. We consider the approximated LLG equations⎧⎨⎩
α∂tMλ + Mλ × ∂tMλ = γ
(He(Mλ) + β( J · ∇)Mλ − λ(|Mλ|2 − 1)Mλ) in Q ,
∂nMλ = 0 on (0, T ) × ∂Ω,
Mλ(0, x) = M0(x) in Ω.
(12)
Recall that the eigenfunctions of the operator A =  + I with domain
D(A) = {u ∈ H2(Ω), ∂nu = 0 on ∂Ω}
build an orthonormal basis {Vk}k in L2(Ω) and an orthogonal basis in H1(Ω) and H2(Ω) where H2(Ω) = (H2(Ω))3 is the
usual Hilbert space.
Let Vn = span{V1, V2, . . . , Vn} and πn be the orthogonal projection on Vn . The vector function Mn =∑nk=1 ψk(t)Vk is a
solution of (12) if the vector ψ(t) = (ψ1(t),ψ2(t), . . . ,ψn(t)) satisﬁes the system of ordinary differential equations⎧⎨⎩ ∂tψi +
(A(ψ))i dψdt = (F(ψ))i, i = 1, . . . ,n,
ψ(0) = ψ0.
(13)
The initial data ψ0 is deﬁned by the projection Mn(0) = πn(M0). The vectors (A(ψ))i and (F(ψ))i verify⎧⎪⎪⎪⎨⎪⎪⎪⎩
(A(ψ))i dψdt = 1α
n∑
j,k=1
aik, jψk∂tψ j,
(F(ψ))i = γα (He(Mn) + β( J · ∇)Mn − λ(|Mn|2 − 1)Mn, Vi),
(14)
where (·,·) denotes the inner product in L2(Ω). The coeﬃcients aik, j = (Vk × V j, Vi) satisfy aik, j = −aij,k and aik,i = aik,k = 0.
The vector (A(ψ))i ∈ Rn is the ith line of the n × n matrix A(ψ) and is given by(A(ψ))i =
(
n∑
k=1
aik,1ψk,
n∑
k=1
aik,2ψk, . . . ,0, . . . ,
n∑
k=1
aik,nψk
)
. (15)
Since the matrix (In + A(ψ)) is invertible then, problem (14) can be written as
dψ
dt
= (In + A(ψ))−1(F(ψ)). (16)
Hence, there exists T∗ > 0 such that the solution ψ exists in C1(−T∗, T∗). By a continuity argument, the solution exists on
(0, T ) for all T > 0 (see [20,2,7]). We set Mn =∑nk=1 ψk(t)Vk then, we have
α
∫
∂tMnGn dx+
∫
(Mn × ∂tMn)Gn dx = γ
∫ (He(Mn) + β( J · ∇)Mn − λ(|Mn|2 − 1)Mn)Gn dx, (17)
Ω Ω Ω
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Eλ
(
Mn(t)
)+ α
2γ
t∫
0
∫
Ω
|∂tMn|2 dxds
(
1+ I(t)exp(I(t)))Eλ(Mn(0)) (18)
for all t ∈ (0, T ), where
Eλ
(
Mn(t)
)= E(Mn(t))+ λ
2
∫
Ω
(∣∣Mn(t)∣∣2 − 1)2 dx (19)
and E(Mn(t)) is deﬁned by (8). By hypothesis, Eλ(Mn(0)) is uniformly bounded with respect to n (but not λ), then there
exists C > 0, independent of n, such that for all T > 0, the following estimates hold true{ |∇Mn|L∞(0,T ;L2(Ω)) + |∂tMn|L2(Q ) + |Mn|L∞(0,T ;L4(Ω))  C,
|∇ϕn|L∞(0,T ;L2(R3))  C .
We also have |Mn|L∞(0,T ;H1(Ω))  C . For subsequences, we deduce the convergences⎧⎪⎨⎪⎩
Mn ⇀ Mλ weakly- in L∞
(
0, T ;H1(Ω)),
∂tMn ⇀ ∂tMλ weakly in L2(Q ),
∇ϕn ⇀ ∇ϕλ weakly- in L∞
(
0, T ;L2(R3)). (20)
By Aubin’s compactness lemma [14], we have Mn → Mλ strongly in L4(Q ) and in L2(Q ). Passing to the limit in (17), with
respect to n, then Mλ satisﬁes
α
∫
Q
∂tMλG dxdt +
∫
Q
(Mλ × ∂tMλ)G dxdt = γ
∫
Q
(He(Mλ) + β( J · ∇)Mλ − λ(|Mλ|2 − 1)Mλ)G dxdt, (21)
for all G ∈ D(R+ × Ω). We proved the following result.
Proposition 2.1. Given M0 ∈ H1(Ω) with |M0| = 1 a.e. in Ω , there exists a solution Mλ for any λ > 0, to the problem (12) in the
sense of distributions. Moreover we have the following energy estimate
Eλ
(
Mλ(t)
)+ α
2γ
t∫
0
∫
Ω
|∂tMλ|2 dxdt 
(
1+ I(t)exp(I(t)))E(M0) (22)
for all t ∈ (0, T ) and where E(M0) is deﬁned by (8).
2.2. Convergence of the approximate solutions
Our aim here is to pass to the limit as λ → +∞. In view of (22) there exists C > 0 independent of λ such that the
following estimates hold true{ |∇Mλ|L∞(0,T ;L2(Ω)) + |∂tMλ|L2(Q ) + |Mλ|L∞(0,T ;L4(Ω))  C,
|∇ϕλ|L∞(0,T ;L2(R3))  C .
For subsequences, we get⎧⎪⎪⎪⎨⎪⎪⎪⎩
Mλ ⇀ M weakly- in L∞
(
0, T ;H1(Ω)),
∂tMλ ⇀ ∂tM weakly in L2(Q ),
∇ϕλ ⇀ ∇ϕ weakly- in L∞
(
0, T ;L2(R3)),
|Mλ|2 − 1 → 0 strongly in L∞
(
0, T ;L2(Ω)),
(23)
and, as before, we deduce that Mλ → M strongly in L2(Q ).
The strong convergences of Mλ in L2loc(R
+,L2(Ω)) and of |Mλ|2 in L∞(R+,L2(Ω)) allow to deduce that M satisﬁes
|M(t, x)|2 = 1 almost everywhere.
In order to pass to the limit as λ → +∞ in (21), we use test functions Gλ = Mλ × g with g ∈ D(R+ × Ω). By using the
properties ∂tU · (U × g) = −(U × ∂tU ) · g , (U × ∂tU )(U × g) = ∂tU · g and (U × V ) · W = −(U × W ) · V we get∫
Q
∂tMλg dxdt − α
∫
Q
Mλ × ∂tMλg dxdt = −γ
∫
Q
Mλ ×
(He(Mλ) + β( J · ∇)Mλ)g dxdt. (24)
Passing to the limit in (24) and in the associated weak formulation of (3) one deduces that M is a solution of LLG
equation (1) coupled with the stray ﬁeld equation (3). The proof of Theorem 1.1 is now complete.
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A different strategy is given in [9] where an alternative proof for the general framework is proposed. The idea is to
rewrite, by using the saturation constraint (4), the LLG equation (1) in the following form
α
γ
∂tM + 1
γ
M × ∂tM − M + P(M) − β( J · ∇)M = 0,
|M| − 1 = 0. (25)
Indeed, applying M × to (1) yields
α
γ
M × ∂tM − M × M ×
(
α
γ
∂tM − M + P(M) + β( J · ∇)M
)
= 0.
Since |M| = 1, −M × M × acts as the identity operator on the terms ∂tM , M × ∂tM , we ﬁrst see
−M × M ×
(
α
γ
∂tM + 1
γ
M × ∂tM − M + P(M) − β( J · ∇)M
)
= 0,
and then equivalently (25).
Now, the energy inequality (7) associated with LLG equations may be interpreted as the energy estimate of a wave
equation with damping if one adds to E(M(t)) the dissipation rate of the form ρ|∂tM|2Ω , ρ > 0. This suggests to regularize
the LLG equation and introduce an auxiliary problem. Note that this method has been used in [10,11] and may be applied
to some classes of generalized problems.
3.1. The auxiliary problem
For a small parameter ε > 0, we introduce the vector function U ε by considering the following auxiliary problem⎧⎪⎪⎨⎪⎪⎩
α
γ
∂tU
ε − U ε + 1
ε
(∣∣U ε∣∣2 − 1)U ε = −P(U ε)+ Rε(U ε, ∂tU ε)+ β( J · ∇)U ε in Q ,
U ε(0, x) = M0(x) in Ω,
∣∣M0(x)∣∣2 = 1 a.e. in Ω,
∂nU
ε = 0 on (0, T ) × ∂Ω,
(26)
where we set Rε(U , V ) = U×Vγ (ε+|U |) .
Lemma 3.1. The global smooth solution to the regularized equation (26) satisﬁes the following energy inequality
E(U ε(t))+ 1
ε
∫
Ω
p
(
U ε(t)
)
dx+ α
2γ
t∫
0
∣∣∂tU ε(s)∣∣2Ω ds E(M0)(1+ I(t)exp(I(t))) (27)
where p(U ε(t)) = 14 (|U ε|2 − 1)2 and I(t) is deﬁned by (9).
3.2. Solving the auxiliary problem
Let us consider for ν > 0 ﬁxed the hyperbolic regularization of (26)⎧⎪⎪⎪⎨⎪⎪⎪⎩
ν2∂2t U
ε
ν +
α
γ
∂tU
ε
ν − U εν − Rε
(
ρν  U˜ εν, ∂tU
ε
ν
)= −1
ε
(∣∣U εν ∣∣2 − 1)U εν − P(U εν)+ β( J · ∇)(ρν  U˜ εν) in Q ,
U εν(0, x) = M0(x) in Ω,
∣∣M0(x)∣∣2 = 1 a.e., ∂nU εν = 0 on (0, T ) × ∂Ω,
ν2∂tU
ε
ν(0, x) = 0 in Ω,
(28)
where U˜ denotes the extension of U by 0 outside Q ,  is the convolution product with respect to (t, x) and ρν is a suitable
regularizing function.
Lemma 3.2. Any regular solution of (28) satisﬁes the following energy estimate
ν2
∣∣∂tU εν(t)∣∣2Ω + E(U εν(t))+ 1ε
∫
Ω
p
(
U εν(t)
)
dx+ α
2γ
t∫
0
∣∣∂tU εν(s)∣∣2Ω ds E(M0)(1+ I(t)exp(I(t))) (29)
for all t ∈ (0, T ).
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We ﬁx ε and ν . We will show existence of solutions for the regularized problem (28) by applying a ﬁxed point procedure.
For V ﬁxed in L2(Q ) we introduce U = R(V ) the solution of the wave equation⎧⎪⎪⎨⎪⎪⎩
ν2∂2t U − U +
α
γ
∂tU − Rε
(
ρν  V˜ , ∂tU
)= −1
ε
(|U |2 − 1)U − P(U ) + β( J · ∇)(ρν  U˜) in Q ,
U (0, x) = M0(x),
∣∣M0(x)∣∣2 = 1 a.e., ν2∂tU (0, x) = 0,
∂nU = 0 on (0, T ) × ∂Ω.
(30)
The solution of (30) is such that U ∈ X = L∞(0, T ;H1(Ω))∩H1(0, T ;L2(Ω)). By Rellich compactness criterion [8], it follows
that X is compactly embedded into L2(Q ). Moreover, since ∫
Ω
|∇(ρν  U˜ )|2 dx ∫
Ω
|∇U |2 dx, Gronwall’s lemma allows to
get the following energy inequality
ν2
∣∣∂tU (t)∣∣2Ω + E(U (t))+ 1ε
∫
Ω
p
(
U (t)
)
dx+ α
2γ
t∫
0
∣∣∂tU (s)∣∣2Ω ds E(M0)(1+ I(t)exp(I(t))) (31)
for all t ∈ (0, T ).
Note that the hypothesis (6) on the current ﬁeld ensures a bounded energy and as consequence U ∈ H1(Q ).
It is clear that the operator U 	→ ( J · ∇)(ρν  U ) is bounded on L2(Q ). We conclude that the right-hand side of the
equation is Lipschitz continuous (with respect to U ) from L2(Q ) into L2(Q ) then the wave equation (30) admits a unique
global weak solution U with ﬁnite energy, see for example [14,18,19,8].
Let K be the map deﬁned by K(V ) = U , U solution of (30). Deﬁne the set S as
S = {V ∈ L2(Q ); ‖V ‖L2(Q )  R},
where R is suﬃciently large. It is obvious that S is a closed convex set and weakly compact in L2(Q ). We have the result:
Lemma 3.3. Operator K :S → L2(Q ) is continuous and compact.
Proof. For ν and ε ﬁxed, operator K is bounded from S into the Banach space X = L∞(0, T ;H1(Ω)) ∩ H1(0, T ;L2(Ω)).
By Rellich compactness theorem, it follows that X is compactly embedded into L2(Q ) and then K is compact from S
into K(S). Note that K(S) ⊂ S holds if we choose R large enough.
Let us prove that K is continuous. Let Vk ∈ S , k = 1,2 and Uk = K(Vk) be the solution of (30). We set V = V1 − V2 and
U = U1 − U2. Hence U satisﬁes the equation
ν2∂2t U − U +
α
γ
∂tU − Rε
(
ρν  V˜1, ∂tU
)= Rε(ρν  V˜1, ∂tU2)− Rε(ρν  V˜2, ∂tU2)− 1
ε
(
p′(U1) − p′(U2)
)
− P(U1) + P(U2) + β( J · ∇)
(
ρν  U˜
)
(32)
with the homogeneous initial condition and the same boundary conditions as in (26). Note that the operator Rε satisﬁes
locally the orthogonality property
Rε(U ε, ∂tU ε) · U ε = Rε(U ε, ∂tU ε) · ∂tU ε = 0.
Multiplying Eq. (32) by ∂tU , integrating by parts, using the Lipschitz property of p′(U ) and the above property satisﬁed
by Rε we get the following energy estimate
ν2
∣∣∂tU (t)∣∣2Ω + ∣∣∇U (t)∣∣2Ω + |∇ϕ|2R3 + αγ
t∫
0
∣∣∂tU (s)∣∣2Ω ds
 6γ
α
t∫
0
| J |2∞|∇U |2Ω ds +
6C2ε
α
∣∣ρν  V˜ ∣∣2∞
t∫
0
∣∣∂tU2(s)∣∣2Ω ds + 6C2εγα
t∫
0
∣∣U (s)∣∣2
Ω
ds (33)
where ϕ is the solution of the stray ﬁeld equation associated with U and Cε is a positive constant.
Using Gronwall’s lemma we deduce that the operator K is continuous from S into L∞(0, T ;H1(Ω)) ∩ H1(0, T ;L2(Ω))
and consequently operator K is continuous and compact from S into K(S). 
Applying Schauder’s ﬁxed point theorem, it follows that there exists a ﬁxed point U εν ∈ S satisfying K(U εν) = U εν . More-
over U εν is a weak solution of (28).
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Proposition 3.1. Let ν > 0 and ε > 0 be ﬁxed. Let M0 ∈ H1(Ω) such that |M0(x)|2 = 1 a.e. in Ω . Then under the hypothesis (6) there
exists a weak solution U εν ∈ H1(Q ) of the problem (26). Moreover we have U εν ∈ L∞(0, T ;L2(Ω)) and the energy inequality (29)
holds.
3.3. Passing to the limit for ν → 0
The estimates deduced from (29) allow to pass to the limit as ν → 0 in the problem (28). We have
Lemma 3.4. There exists C > 0 which is independent of ν and ε such that∣∣U εν ∣∣L∞(0,T ;H1(Ω)) + ∣∣U εν ∣∣L2(Q ) + ∣∣∇ϕεν ∣∣L∞(0,T ;L2(R3))  C . (34)
The L2-bound of U εν is deduced from the equality∣∣U εν(t)∣∣2Ω = |Ω| + ∫
Ω
√
p
(
U εν
)
dx. (35)
Therefore we can extract subsequences such that U εν converges weakly towards a limit U
ε in H1(Q ). Moreover by Rellich’s
compactness criterion we have the following strong convergences:
Lemma 3.5. Let ε > 0 be ﬁxed. Under the hypotheses of Theorem 1 there exists subsequence U εν such that{
U εν → U ε strongly in L2(Q ),
ρν  U˜ ε → U˜ ε strongly in L2(R4). (36)
Since Sε is Lipschitz continuous, we get that Sε(ρν  U˜ εν) → Sε(U ε) strongly in L2(Q ) which allows to pass to the limit
in (28). Therefore Eq. (26) is satisﬁed in the sense of distributions and the boundary conditions are fulﬁlled.
Proposition 3.2. Let ε > 0 be ﬁxed. Let M0 ∈ H1(Ω) such that |M0(x)|2 = 1 for a.a. x ∈ Ω and J ∈ L2(0, T ;L∞(Ω)). Then there
exists a weak solution U ε ∈ H1(Q ) of the initial–boundary value problem (26). Moreover we have U ε ∈ L∞(0, T ;H1(Ω)) and the
energy estimate (27) holds.
3.4. Global solutions to (1)–(5)
We want to pass to the limit as ε → 0 in the system (26). From the energy estimate (27) it follows that∫
Ω
p
(
U ε(t)
)
dx Cε (37)
where C > 0 is independent of ε.
Hence the sequence (U ε) is bounded in L∞(0, T ;L2(Ω)). It follows that there exists a subsequence and M ∈ L2(Q ) such
that we have{
U ε ⇀ M weakly in L2(Q ),∣∣U ε∣∣2 − 1 → 0 strongly in L∞(0, T ;L2(Ω)). (38)
The energy estimate leads also to∣∣U ε∣∣
L2(Q ) +
∣∣∇U ε∣∣L∞(0,T ;L2(Ω))  C, (39)
which implies by using the Rellich compactness theorem the strong convergence
U ε → M strongly in L2(Q ), (40)
so we have∣∣M(t, x)∣∣2 = 1 a.e. in Q . (41)
We pass to the limit in the weak formulation of the auxiliary problem (26) by using test functions of the type φ × U ε
where φ is a test function deﬁned in Q . We have
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γ
∫
Q
∂tU
ε · φ × U ε dxdt +
∫
Q
∇U ε · ∇φ × U ε dxdt −
∫
Q
Rε(U ε, ∂tU ε) · φ × U ε dxdt
= −
∫
Q
P
(
U ε
) · φ × U ε dxdt + β ∫
Q
( J · ∇)U ε · φ × U ε dxdt. (42)
The uniform continuity of the operator P and the strong convergence of U ε allow to get the strong limit ∇ϕ of ∇ϕε . Passing
to the limit in (42) we have
α
γ
∫
Q
∂tM · φ × M dxdt +
∫
Q
∇M · ∇φ × M dxdt − 1
γ
∫
Q
M × ∂tM · φ × M dxdt
=
∫
Q
∇ϕ · φ × M dxdt + β
∫
Q
( J · ∇)M · φ × M dxdt. (43)
We conclude that M satisﬁes Eq. (1) with the boundary condition (5).
It remains to prove the energy inequality. The sequence U ε satisﬁes (27) for all t ∈ (0, T ). Using the convexity of the
L
2(Q )-norm and the strong convergence of U ε , we get the desired result.
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