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Abstract
Despite the immense advances of science and medicine in recent years, several aspects
regarding the physiology and the anatomy of the human brain are yet to be discovered and
understood. A particularly challenging area in the study of human brain anatomy is that
of brain connectivity, which describes the intricate means by which different regions of the
brain interact with each other. The study of brain connectivity is deeply dependent on
understanding the organization of white matter. The latter is predominantly comprised of
bundles of myelinated axons, which serve as connecting pathways between approximately
1011 neurons in the brain. Consequently, the delineation of fine anatomical details of white
matter represents a highly challenging objective, and it is still an active area of research
in the fields of neuroimaging and neuroscience, in general.
Recent advances in medical imaging have resulted in a quantum leap in our under-
standing of brain anatomy and functionality. In particular, the advent of diffusion mag-
netic resonance imaging (dMRI) has provided researchers with a non-invasive means to
infer information about the connectivity of the human brain. In a nutshell, dMRI is a set
of imaging tools which aim at quantifying the process of water diffusion within the hu-
man brain to delineate the complex structural configurations of the white matter. Among
the existing tools of dMRI, high angular resolution diffusion imaging (HARDI) offers a
desirable trade-off between its reconstruction accuracy and practical feasibility. In partic-
ular, HARDI excels in its ability to delineate complex directional patterns of the neural
pathways throughout the brain, while remaining feasible for many clinical applications.
Unfortunately, HARDI presents a fundamental trade-off between its ability to discrim-
inate crossings of neural fiber tracts (i.e., its angular resolution) and the signal-to-noise
ratio (SNR) of its associated images. Consequently, given that the angular resolution is
of fundamental importance in the context of dMRI reconstruction, there is a need for ef-
fective algorithms for denoising HARDI data. In this regard, the most effective denoising
approaches have been observed to be those which exploit both the angular and the spatial-
domain regularity of HARDI signals. Accordingly, in this thesis, we propose a formulation
of the problem of reconstruction of HARDI signals which incorporates regularization as-
sumptions on both their angular and their spatial domains, while leading to a particularly
simple numerical implementation. Experimental evidence suggests that the resulting cross-
domain regularization procedure outperforms many other state of the art HARDI denoising
methods. Moreover, the proposed implementation of the algorithm supersedes the original
reconstruction problem by a sequence of efficient filters which can be executed in parallel,
suggesting its computational advantages over alternative implementations.
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Chapter 1
Introduction
Diffusion magnetic resonance imaging (dMRI) provides clinicians and researchers with an
effective means to study the anatomy of the human brain. dMRI methods infer anatomical
information with high levels of precision by quantifying the process of water diffusion within
the human brain. Prevalent examples of dMRI clinical tools used in practice include fiber
tractography [60, 81], a modelling technique used to recreate the neural tracts within the
brain, and diffusion contrasts such as average mean diffusivity and fractional anisotropy
maps, both of which reveal relevant information for the accurate diagnosis of several mental
disorders [79, 101, 67].
In order to accurately depict the highly complex anatomical features present within
the human brain, dMRI techniques have progressively adopted more demanding image ac-
quisition schemes, elaborated modelling assumptions and estimation procedures over time.
Presently, among the existing dMRI-based techniques, high angular resolution diffusion
imaging (HARDI) offers a very desirable balance between its level of accuracy and its
practical feasibility [9]. Unfortunately, just like any other dMRI methodology, HARDI is
known to exhibit a trade-off between the directional resolution and the signal-to-noise ratio
(SNR) of its related contrasts. As such, high angular resolution in HARDI data is often
achieved only at the expense of poorer SNR levels, which suggests the need for effective
HARDI de-noising/reconstruction algorithms.
The purpose of this thesis is to introduce a particularly effective de-noising algorithm
for HARDI data. The detailed design of the proposed algorithm is motivated by two reg-
ularity assumptions about HARDI signals, namely that HARDI signals showcase smooth
behaviour across their angular domain, and piece-wise smooth behaviour across their spa-
tial domain. Before formally presenting the design and implementation details of the
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proposed algorithm in subsequent sections, this chapter gives some relevant background
information which motivates the use of this de-noising method in practice. In particular,
an overview of some currently widespread brain imaging modalities is provided, including
dMRI, immediately followed by an outline of the main contributions of the thesis in this
context. Finally, an outline of the remaining contents of the thesis is presented at the end.
1.1 Medical Imaging
Medical imaging techniques offer the ability to capture information regarding the internal
properties of the human body without the need for invasive interventions such as surgery or
endoscopy [92]. It is customary to distinguish different imaging techniques by the intrinsic
properties they aim to capture. Based on this criterion, imaging techniques are commonly
categorized into different imaging modalities. For instance, functional magnetic resonance
imaging (fMRI) provides information about blood perfusion or blood flow, while positron
emission tomography (PET) may provide information about metabolism or receptor bind-
ing, making these two imaging techniques belong to different image modalities. On the
other hand, diffusion tensor imaging (DTI) and high angular resolution diffusion imaging
(HARDI) both belong to the dMRI imaging modality, since they only differ in terms of
the signal models they employ and on their requirements for image acquisition, but they
aim to describe the same physical properties of water diffusion.
1.2 Brain Imaging
There are several imaging modalities available for the purpose of medical diagnosis. Central
to this thesis is the use of these techniques for the purpose of brain imaging or neuroimaging,
that is, for imaging certain characteristics of the human brain. A rich set of imaging
methodologies has been developed for capturing either functional information (e.g., cerebral
perfusion) or structural information (e.g., proton density in tissue, geometrical features of
tissue, etc.) about the human brain, which we refer hereafter to as functional and structural
brain imaging techniques, respectively. Functional brain imaging differs from its structural
counterpart since it allows for the study of processes and characteristics related not only to
the structural features of the brain, but also to the subject’s specific brain activity during
the execution of particular activities or exposure to stimuli. These imaging techniques are
often carried out on awake human subjects who are engaged in sensory, motor or cognitive
tasks. The use of these techniques has opened a range of possibilities to study, for example,
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human cognition [56]. Structural and functional imaging studies can be performed both
in normal and in psychiatric patients, thereby offering the ability to study the anatomical
and functional abnormalities associated with several mental disorders [56, 61].
1.2.1 Non-MRI Techniques
Among the existing structural brain imaging techniques which do not employ MR imagery,
X-ray computed tomography (X-ray CT) is possibly the most prevalent in practice. The
advent of X-ray CT has provided clinicians with invaluable scanning and diagnostic tools
due to its associated high spatial resolution and contrast levels as well short acquisition
times. The applications of CT are not limited to the study of the brain, but also to various
clinical applications including pulmonary, abdominal, and cardiac imaging [57].
X-ray CT allows one to obtain 3-D images of internal organs of the human body from
2-D image slices of the same, and it relies on the principle of projective radiography to
do so. Even though the machinery and processing tools used in X-ray CT have been
improved significantly over the past years, X-ray exposure remains a drawback of this
imaging modality, due to the adverse health effects that this procedure may incur in human
subjects [75].
Non-MRI functional brain imaging techniques, on the other hand, include positron
emission tomography (PET), single-photon emission computed tomography (SPECT), elec-
troencephalography (EEG), and magnetoencephalography (MEG). In PET and SPECT,
images are generated by the emission of gamma rays from the human body, which takes
place after introducing a positron-emitting radionuclide, called the radiotracer, into the
subject’s body. The radiotracer reacts selectively based on brain function and thus al-
lows radiologists to study functional characteristics of this particular organ [92]. Electric-
magnetic neuroimaging techniques such as EEG and MEG, on the other hand, aim at
measuring the electromagnetic fields associated with neural activity [56]. As opposed to
PET and SPECT, these methods do not require the use of radioactive substances. More-
over, they offer superior temporal resolution (in the range of milliseconds) than PET,
SPECT, and functional MRI (fMRI) (in the range of one or more seconds), suggesting
their superiority for detection of neuronal activity. Despite the superior temporal reso-
lution of these methods, however, they exhibit a fundamental drawback arising from the
inherent difficulty to identify the locations of sources responsible for the sensed electromag-
netic data within the human brain [56]. As a result, the practical value of these techniques
is heavily dependent on the size of the region of interest; allowing for the accurate study
of localized regions of the human brain, while preventing one to study complex processing
tasks involving networks of interacting brain regions.
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1.2.2 MRI-based Techniques
MRI techniques offer high spatial resolution levels, a high degree of image contrast, and
are non-invasive in nature [92]. Altogether, these desirable characteristics of MRI have
positioned it as the prominent brain imaging technique in both the functional and structural
domains [56, 92]. MRI relies on the principle of nuclear magnetic resonance (NMR),
whereby the imaging mechanism can be made sensitive to the chemical composition of the
tissue under examination. In particular, MRI exploits the abundance of water molecules
in human tissue to provide images with relevant diagnostic information and fine scale
visualizations of anatomical details.
There are three main standard MRI contrasts which are named according to the un-
derlying physical quantity they aim to describe [92]. Thus, for example, the intensities
on T1−weighted and T2−weighted MRI contrasts correspond to the so-called T1 and T2
relaxation times, respectively. These quantities are measures describing the precession of
the magnetic moments associated with hydrogen atoms under the presence of an external
magnetic field. On the other hand, as its name suggests, the intensities from proton density
(PD) contrasts correspond to hydrogen atom density values. Based on these contrasts, it
is possible to study the anatomical and the functional aspects of the human brain, which
represent the main focus of the structural MRI (sMRI) and functional MRI (fMRI) imaging
modalities, respectively
1.3 Diffusion Imaging
A particular characteristic of standard MRI contrasts is that they are solely sensitive to
the chemical composition of the examined tissue. Thus, regions comprised of chemically
homogeneous regions of human tissue are difficult to discern based on standard MRI con-
trasts, even when their anatomy features are entirely different [77]. This is the fundamental
limitation of standard MRI contrasts which makes them inadequate for the study of the
white matter within the human brain, which is chemically homogeneous, but whose un-
derlying anatomy is highly complex and not very well understood. White matter in the
human brain is inherently complex, being comprised of several neural fiber tracts, which
are bundles of coherently oriented axons serving as the connection pathways between the
approximately 1011 neurons within the human brain.
The key to sensitize MRI imagery to the white matter anatomical features lies in the
physical process known as diffusion. Diffusion is a mass transport mechanism whereby
particles displace over time within a medium according to the change in their concentration
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across the medium. At a microscopic level, diffusion is described by a partial differential
equation (PDE) known as Fick’s second law [33]. In a sufficiently general case for the
purpose of our discussion, letting φ(x, t) ∈ R+ denote the concentration of the particles
at spatial location x ∈ R3 and time t ∈ R+, a general version of Fick’s second law can be
expressed as
∂φ
∂t
(x, t) = div(D(φ,x) ∇φ(x, t)), (1.1)
where D(φ,x) is called the diffusion coefficient for φ at x, while div(·) and ∇(·) are the
standard divergence and the gradient operators over the x coordinate, respectively. Con-
ceptually, equation (1.1) dictates that particles tend to move from regions of low concen-
tration to those of high concentration at a rate depending on D and on the degree of
variation of the concentration around that location. It is known that D depends on the
physical properties of the particles and of the medium, to the extent that knowledge of this
function allows one to probe the physical properties of the medium in which the particles
are present, including its geometry.
A different quantity which is conceptually related to D is the so-called ensemble average
propagator (EAP) function, P . The EAP, commonly denoted as P : Ωx×Ωr ⊂ R3×R3 →
R+ is a function which assigns to each spatial location x0 and each displacement vector r,
both in three dimensional space, the probability P (r | x0; τ) dr (often denoted simply as
P (r | x0) dr) that a water molecule initially located at x0 moves to a different predefined
position x0 + dr in a fixed amount of time τ . Not surprisingly, like D, the EAP contains
essential information for the reconstruction of underlying neural fiber anatomy [61]. Diffu-
sion MRI (dMRI) techniques exploit the tight connection between the anatomical features
of white matter and quantities such as D or P . Particularly, these techniques infer the
complex anatomical details of white matter via estimates of related quantities to D and P
obtained under a wide range of modelling assumptions.
The origins of diffusion imaging date back to 1950 when the spin echoes discovered
by Hahn were sought to sense diffusion processes [54]. Shortly after, in 1954, Carr and
Purcell developed a method for quantifying water diffusion using NMR measurements [24].
These achievements were followed by the discoveries of Stejskal and Tanner in 1965, who
were among the first to estimate the diffusion coefficient of water particles using NMR
and a pulsed magnetic field gradient system [103]. These discoveries, combined with the
fact that many regions of the white matter are comprised of fiber bundles that are larger
than the image resolution of MRI (typically about 2 mm along the three spatial coor-
dinates), suggested that anatomical details of these fibers could be captured using MRI
techniques [77].
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1.3.1 dMRI Notations
In dMRI, MR scans are sensitized to water diffusion through the use of diffusion-encoding
gradients, which are spatially varying magnetic fields whose intensities change linearly as
a function of spatial location. These sensitized MRI scans are commonly referred to as
diffusion-encoded images, and are parametrized by their acquisition settings, including the
parameters of the diffusion-encoding gradients used (e.g., their strength and direction). As
a result, it is convenient to distinguish diffusion-encoded images based on their associated
q−value, where q ∈ R3 is a quantity which encapsulates all the determining acquisition
parameters at once [23]. Based on this concept, one can introduce a coordinate system
known as the q − space to characterize dMRI images. Mathematically, the q − space
formalism models a diffusion-encoded image E as
E : Ωx × Ωq → R+, Ωx,Ωq ⊂ R3, (1.2)
where R+ := {r ∈ R | r ≥ 0}, Ωx represents a region of interest in the 3 dimensional
space (aka the spatial domain of E), and Ωq is the q − space. Under this notation, each
diffusion-encoded image is of the form E(·,q) : Ωx → R+, and one refers to E(·,v) as
the diffusion-encoded image corresponding to q-value of v ∈ Ωq. A fundamental result
in dMRI is that the q − space data is conveniently related to the EAP via the three
dimensional Fourier transform [23], so that P (r|x) = F3D,q{E}(x, r), where F3D,q denotes
the 3 dimensional Fourier transform with respect to the q coordinate. As a result of the
Fourier relationship between P and E, the variables r ∈ Ωr and q ∈ Ωq are commonly
referred to as the displacement vector and the wave vector, respectively.
Various methods of dMRI differ in terms of their underlying diffusion models (e.g., as-
sumptions imposed on the EAP or on D), and in terms of the sampling scheme employed
to sample the q − space (see Figure 1.2). The principal dMRI techniques are diffusion
weighted imaging (DW-MRI), diffusion tensor imaging (DTI), high angular resolution dif-
fusion imaging (HARDI), multi shell diffusion imaging (MSDI), and diffusion spectrum
imaging (DSI). A fundamental trade-off showcased by all these techniques, shown in Fig-
ure 1.1, is between their reconstruction accuracy and their acquisition requirements, the
latter of which dictates their feasibility in practical settings. We now provide a brief review
of the most prevalent dMRI techniques found in practice. For a more comprehensive review
of dMRI techniques, the reader is referred to [9].
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Figure 1.1: dMRI methodologies and their trade-off between complexity and practical
feasibility.
Figure 1.2: Sampling schemes used in dMRI. Sampling scheme used in: (a) DTI (around
20 to 30 diffusion-encoded measurements are acquired using a single b−value, that is, on
a single spherical shell in the q − space), (b) HARDI (around to 60 to 80 samples are
acquired over a spherical shell in the q − space), (c) MSDI (multiple spherical shells in
the q − space are sampled using e.g., 300 sampling points), (d) DSI (the sampling is not
necessarily carried over spherical shells, but for example, over a rectangular lattice of the
q − space using ∼500 sampling points). Credit: [9].
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1.3.2 DW-MRI
The term diffusion weighted MRI (DW-MRI) is used to refer to the earliest approaches for
generating contrasts using dMRI information. DW-MRI consists of measuring the degree of
water diffusion along three mutually orthogonal directions, that is, sampling the q − space
at only three mutually orthogonal q−values {qx,qy,qz} [101]. The images thus obtained,
along with a standard T2-weighted image, are combined together to create a single contrast
used to infer information about the water diffusion process within the brain.
There are two common ways to combine the acquired images. On the one hand, one may
normalize all the diffusion-encoded images by the standard T2 scan (thereby isolating the
effects of water diffusion present in the signals), and subsequently calculate the geometric
average of the normalized diffusion-encoded images [101]. Alternatively, one can estimate
the trace of the so-called apparent diffusion coefficient (ADC) matrix at each spatial lo-
cation x ∈ R3, ADC(x) ∈ R3×3, the entries of which are closely related to the diffusion
coefficient D. The contrast thus obtained provides a measure of the degree of anisotropy
of water diffusion in the human brain at each spatial coordinate in the image [101].
The use of DW-MRI contrasts has allowed clinicians to obtain relevant information
about several cerebral diseases including acute ischemic stroke, neoplasms, intracranial in-
fections, and traumatic brain injury, among others [101]. Additionally, DW-MRI contrasts
have been successfully used to discern pathologies which are simply indistinguishable by
means of standard MRI scans, such as acute stroke and other processes that manifest with
sudden neurologic deficits [101]. Unfortunately, in several cases, limiting water diffusion
measurements to three directions results in insufficient information for the accurate recon-
struction of the anatomy of white matter, motivating the need for alternative acquisition
schemes or simplifying models of water diffusion.
1.3.3 DTI
Diffusion tensor imaging (DTI) differs from DW-MRI in that it allows one to infer infor-
mation about water diffusion in any possible direction, as opposed to only three. To attain
this level of informativeness, DTI uses a parametric approach, whereby the EAP assumed
to be a Gaussian probability density function in three dimensions. This assumption in turn
entails that the EAP is fully characterized by a 3 × 3 symmetric positive definite matrix,
known as the diffusion tensor, which plays the role of the covariance matrix associated
with the EAP. Hence, DTI only requires a minimum of seven MRI scans to estimate the
EAP [14, 61]: six diffusion-encoded scans obtained using different diffusion-encoding gra-
dients, and a standard T2-weighted image for normalization. It is important to note that,
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in practice, 20 to 30 diffusion-encoded images are usually obtained in DTI, as opposed to
the minimum of 7, in order to improve the robustness and the accuracy of DTI estimation
methods. Moreover, the diffusion-encoded images are commonly obtained by sampling the
q − space over a spherical shell, as illustrated in Figure 1.2.
DTI is currently the most widespread diffusion MRI technique used in practice due
to the usefulness of its associated contrasts. These contrasts are based on scalar features
such as relative anisotropy (RA), volume ratio (VR), and fractional anisotropy (FA) [79], or
on vectorial features based on the geometrical characteristics of the ellipsoid correspond-
ing to the diffusion tensor (see Section 2.3 for more information). DTI contrasts have
played a determining role in the study and diagnosis of numerous brain-related diseases
and abnormalities including Alzheimer’s disease [28], ischemic stroke [30], epillepsy [98],
and schizophrenia [47], to name a few (see [105] for a more comprehensive review).
Despite the success of DTI in clinical settings, however, the underlying model of DTI
showcases fundamental limitations which render its contrasts inaccurate in the context
of diffusion imaging of the brain. In particular, DTI reconstructions are unable to de-
pict accurately complex water diffusion profiles present in white matter, including those
corresponding to neural fiber-crossings, fiber branching, and disk-shape anisotropy [77].
1.3.4 MSDI and DSI
To overcome the accuracy limitations of DTI, the dMRI methodologies known as multi-
shell diffusion imaging (MSDI) [8] and diffusion spectrum imaging (DSI) [120] abandon
the Gaussian parametric model of the EAP which is unable describe multi-modal diffusion
profiles [61]. In the case of MSDI and DSI, the acquisition of samples in the q − space
is not restricted to a single spherical shell, as it is in the case of DTI and HARDI. On
the one hand, MSDI samples the q − space over multiple spherical shells, as illustrated in
Figure 1.2. The result of these modifications to the sampling scheme is that both angular
and radial diffusion information is captured using this methodology. On the other hand,
the sampling scheme in DSI usually consists of sampling the q − space over a rectangular
grid as opposed to as a spherical shell . The number of q − space samples acquired in
DSI (typically around 500), is determined by the desired estimation accuracy of the EAP
via direct application of the fast Fourier transform to the acquired diffusion signal E.
Not surprisingly, DSI reconstructions offer a higher degree of accuracy as compared to
those of the alternative dMRI methodologies, and it provides a model-free EAP estimation
procedure which makes it invulnerable to model errors. Unfortunately, both MSDI and
DSI utilize sampling schemes which are often impractical in clinical settings (e.g., [120]),
and they are therefore rarely used in practice.
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1.3.5 HARDI
High angular resolution diffusion imaging (HARDI), first introduced in [113], is a dMRI
technique which differs from DTI in terms of the number of samples which are obtained
in the q − space. HARDI-based methods typically require about 60 to 80 samples in the
q − space, enough information to abandon the oversimplifying assumptions/models of DW-
MRI and DTI, while being more feasible in practice than MSDI and DSI [9]. As suggested
by Figure 1.1, HARDI offers a very desirable trade-off between practical feasibility and
accuracy.
As a result of the increased flexibility of HARDI, a variety of parametric and non-
parametric estimation procedures have been proposed based on this dMRI technique, in-
cluding mixture models [112], spherical deconvolution [110], and Q-ball imaging (QBI) [114].
Among the numerous HARDI estimation procedures, possibly the most widespread is that
of QBI. In QBI, the q − space data is used to estimate ψ, the diffusion orientation distri-
bution function (dODF) [114, 61], which is related to the EAP via
ψ(u) =
∫ ∞
0
P (αu) dα, ∀u ∈ S2, (1.3)
so that the dODF evaluated at a particular direction u ∈ S2 is equivalent to a radial
projection of EAP in the direction of u. As a result, one may interpret the dODF as
a quantity which captures solely the angular dependencies of the EAP. In this way, the
dODF describes the likelihood of a spin to displace in any possible direction.
As opposed to MSDI and DSI based approaches which are able to describe both the
angular and the radial dependency of the EAP, most HARDI estimation techniques can
only estimate the angular behaviour of this quantity, thereby achieving less accurate and
complete reconstructions of the diffusion signal. Nevertheless, the increased image acqui-
sition times associated with the former methods commonly outweigh their benefits over
HARDI in practical settings. This fact, along with the improved accuracy of HARDI over
DW-MRI and DTI, position HARDI as the best compromise in terms of usefulness and
feasibility among the alternative dMRI methods.
1.4 Main Contributions
The scope of this thesis is restricted to reconstruction problems associated with HARDI.
In particular, the problem of HARDI de-noising is addressed herein. It is known that
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HARDI, just like in any other diffusion MRI technique, exhibits a particular trade-off
between angular resolution and signal-to-noise ratio (SNR) which arises from the physical
phenomena governing diffusion imaging acquisition [62]. Consequently, provided that high
angular resolution is an essential requirement for HARDI reconstructions, it is necessary to
deal with distortions in the acquired data which arise as a result of the presence of noise.
Such distortions often obscure features which are highly relevant for the purpose of clinical
diagnosis and accurate anatomical descriptions of the tissue under examination [62], and
therefore jeopardize the overall usefulness of HARDI in practice. As a result, there is a
need for effective, robust, and efficient tools for the purpose of HARDI data de-noising.
Existing HARDI de-noising techniques can be broadly categorized into three main
classes based on the type(s) of regularity they impose on the underlying signals. In the
context of HARDI data, regularity may be imposed over the spatial and/or the angular
domain of the signals, and therefore methods can be divided into those which take into
account 1) spatial regularity only, 2) angular regularity only, and 3) both spatial and an-
gular regularity. It is expected that the methods belonging to the third class are the most
effective at eliminating noise in general, and one of the main objectives of this thesis is
to examine the validity of this hypothesis. The second main objective of this thesis is to
study different types of regularization which can be employed for the purpose of HARDI
de-noising. In doing so, a particular de-noising strategy of the third class is introduced
and its performance is compared with that of other methods using both simulated and
real-life data. The proposed algorithm advocates the use of the regularized least-squares
spherical harmonic fit of [36] for the purpose of angular regularization, in conjunction with
a total variation (TV) regularization model for the purpose of spatial regularization. The
algorithm is compared to various alternatives based on spherical smoothing or on different
TV regularization priors, including an adaptation of the standard TV semi-norm to func-
tions defined over the direct product space R3×S2. Finally, the mathematical foundations
of the proposed algorithm are presented along with relevant practical considerations. Al-
though not rigorously shown, it is also suggested that the newly introduced method offers
computational advantages based on the fact that it can be broken down into independent
subroutines which may be executed in a parallel fashion.
1.5 Outline
The remaining portion of this thesis is organized as follows: Chapter 2 outlines the exist-
ing relevant literature and other background information which is pertinent for subsequent
discussions. Chapter 3 presents in detail the main contribution of this thesis, that is,
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the proposed HARDI de-noising algorithm known as spatially regularized spherical recon-
struction (SR2). The motivation behind this method, its mathematical formulation, and
its implementation details are presented in this chapter. Additionally, some theoretical
and practical aspects related to the Rudin-Osher-Fatemi (ROF) model for functions de-
fined over the direct product space R3×S2 is presented in this chapter. Chapter 4 presents
both simulation and in vivo experimental studies of the performance of the proposed and
reference algorithms. Finally, Chapter 5 presents a short summary of the main contribu-
tions from the previous chapters, while Chapter 6 presents a closing discussion of relevant
directions for future work in the context of HARDI signal de-noising and other related
estimation problems.
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Chapter 2
Background
Water accounts for roughly 60% of the overall chemical composition of the human body [52].
Whereas conventional MRI contrasts make use of this fact to produce informative scans of
the chemical composition of human tissue, they still face the limitation of being insensitive
to the micro-structure of white matter [61, 67, 77, 115]. One of the main attributes of dMRI
which differentiates it from basic MRI contrasts is its ability to quantify the diffusion of
water in the human brain, which in turn allows one to infer the geometrical characteristics of
neural fiber tracts present in white matter. The practical relevance of dMRI is exemplified
by its applications to the study and diagnosis of several brain-related disorders [61, 107, 85,
70, 77]. Additionally, dMRI has revealed new frontiers in the study of brain connectivity
as a whole - a current active area of research which is believed to be crucial for the proper
understanding of the function of the human brain [81, 60, 77].
This section presents some principles of MRI and dMRI relevant to future discussions,
including an overview of the dMRI methods which are prevalent in current practical and
research settings. Following this discussion, a brief description of several existing filtering
methods for HARDI data is provided.
2.1 Principles of MRI
There are three conventional MRI contrasts which are used for different medical applica-
tions and studies, namely T1-weighted, T2-weighted, and proton density (PD) contrasts.
The understanding of these contrasts is fundamental for the development of diffusion MRI
theory.
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The basic principles behind MRI rely on the concept of the spin of an atom nucleus.
In particular, all conventional MRI contrasts can be understood by studying the following
three fundamental mechanisms: 1) the alignment of the spins within a static magnetic
field in steady state, 2) the change in orientation of the spins using radio frequency (RF)
signals (RF excitation), and 3) the relaxed (attenuated) precession of the spins around a
static magnetic field in transient state. Essentially, conventional MRI contrasts are visual
representations of the parameters associated with these mechanisms.
2.1.1 The Spin and Alignment of Spin Systems
The spin is a quantum mechanics characteristic of fundamental particles which shares
many similarities with the concept of angular momentum in classical mechanics [23, 92].
In the context of nuclear magnetic resonance (NMR), the spin of a hydrogen nucleus can
be conceived as the rotation of a proton around an axis. It is known that any nucleus
possessing a spin has an associated microscopic magnetic field - a phenomenon that can
be rigorously derived from the principles of quantum physics, but which is often explained
by means of classical mechanics arguments for simplicity. Specifically, since protons are
rotating positively charged particles, it is expected that their rotation induces a microscopic
magnetic field by Ampere’s law [92]. As a result, each proton has an associated microscopic
magnetic field which in turn has a magnetic moment vector µ ∈ R3 given by:
µ = γΦ, (2.1)
where Φ ∈ R3 is the angular momentum of the proton, and γ = 2.675× 108 rad/T/s is the
gyromagnetic ratio of hydrogen nuclei.
When the hydrogen atoms in a sample are not exposed to an extraneous magnetic
field, there is no preferred orientation for their magnetic moment vectors. Therefore, at
the macroscopic level, the individual contributions of the many µ′s to the total magnetic
field cancel each other out and the resulting spin system has no apparent macroscopic
magnetic field. Under the presence of an external magnetic field, however, the principle of
nuclear magnetism implies that individual spins in a spin system will tend to align with
the applied magnetic field, resulting in a non-zero macroscopic magnetic field.
Consider a spin system comprised of N hydrogen nuclei with associated {µn}Nn=1 ⊂ R3
magnetization vectors, and subjected to an external magnetic field B0 = B0zˆ, where
zˆ = (0, 0, 1) in Cartesian coordinates. Because of B0, the spin system will showcase a
non-zero macroscopic magnetic magnetization vector M =
∑N
n=1µn. If the spin system is
subjected to the static magnetic field B0 indefinitely without any other disturbances applied
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to it, M will eventually align with B0 and reach the equilibrium value M = M0 = M0zˆ,
where
M0 =
B0γ
2~2PD
4kT
, (2.2)
where ~ is the reduced Planck’s constant, k is the Boltzmann’s constant, T is the temper-
ature in degrees Kelvin, and PD is the number of targeted nuclei per unit volume. PD is
commonly referred to as the proton density of the sample, and it constitutes the underlying
quantity of interest in PD MRI contrasts [92].
2.1.2 RF Excitation
As its name suggests, a radio frequency (RF) pulse is an oscillating magnetic field of
finite duration which operates at radio frequencies. Consider the scenario presented in the
previous subsection, whereby M arises after a static magnetic field is applied in the zˆ
direction until M becomes M0 = M0zˆ. At any point in time, it is possible to manipulate
the orientation of M temporarily by applying an RF pulse with frequency ω0 = γ|B0|.
This process, known as RF excitation, is of fundamental importance for obtaining MRI
contrasts, as will soon be seen.
RF pulses are named according to the change in spin orientation they cause, quantified
using the so-called flip angle, which is the angle difference between the orientation of the
spins prior and after the RF pulse is applied. As such, an RF pulse which changes the
main orientation of a spin system by α radians has a flip angle of α rad and is called an α
RF pulse.
RF excitation is indispensable for the generation of MRI scans. If B is present after
the application of an RF pulse, the spins with modified orientation will undergo relaxed
precession around the static magnetic field B, a mechanism which will be explained in the
next subsection. The parameters of this precession, among which are the so-called T1 and
T2 relaxation times, are the basis for T1 and T2 weighted MRI contrasts, respectively.
2.1.3 Precession around a Static Magnetic Field
Suppose that a static magnetic field B0 = B0zˆ is applied to a spin system of interest
until M = M0zˆ. Additionally, suppose that α RF pulse is applied at time t = 0, so that
M (0+) is oriented at an angle α away from the zˆ plane. Under these circumstances, M
is known to undergo precession around B0. To see why this is the case, we first think of
M as a function of time and space, i.e., M = M (x, t), where x = (x, y, z) ∈ R3 is the
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spatial coordinate, and t ∈ R+ is the time coordinate. We then note that, analogous to the
torque exerted in a loop of current by an appropriately oriented external magnetic field,
M experiences a torque τ under the presence of B0. This torque is formally given by
τ (x, t) =
∂Φ(x, t)
∂t
= M (x, t)×B0, (2.3)
where Φ = 1
γ
∑N
n=1µn =
M
γ
, so that
∂M (x, t)
∂t
= γM (x, t)×B0, (2.4)
whose solution is [92]
Mx(t) = M0 sin(α) cos(γB0t+ φ), (2.5)
My(t) = M0 sin(α) sin(γB0t+ φ), (2.6)
Mz(t) = M0 cos(α), (2.7)
where M0 = |M (0)|, φ ∈ R is an arbitrary angle, and M (t) = (Mx(t),My(t), Mz(t)) for
all values of t.
Equations (2.5)-(2.7) describe the phenomenon of precession of M about the applied
magnetic field B0 at frequency ω0, known as the Larmor frequency and given by
ω0 = γ|B0|. (2.8)
This process is analogous to the precession of a toy top due to gravity.
2.1.4 Relaxed Precession around a Static Magnetic Field
It is critical at this point to evaluate some of the implicit assumptions made in deriving
equations (2.5)-(2.7), as they suggest that the precession of M takes place for an arbitrary
amount of time, which is not physically possible. In reality, precession is hindered by
different natural phenomena caused by spin-spin and spin-lattice interactions [23], a process
generally known as spin relaxation. As a result, the precession mechanism is temporary in
reality, and as expected, the vector M aligns with B0 in steady state.
Spin relaxation is mainly attributed to the so-called T1 and T2 relaxation mechanisms.
These mechanisms represent the underlying quantities in T1−weighted and T2−weighted
conventional MRI contrasts. In order to understand the origin of these mechanisms, it
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is useful to decompose M into its projections onto the x − y plane and onto the z axis,
giving rise to the quantities M⊥ := Mxxˆ+Myyˆ, and Mz = Mz zˆ, often referred to as the
transverse and the longitudinal components of M , respectively.
On the one hand, T1 relaxation refers to the mechanism by which the magnitude of
the longitudinal component of M rises from its initial value Mz(0) to its final value M(0)
according to
Mz(t) = Mz(0)e
−t/T1 +M(0)(1− e−t/T1), (2.9)
where M = ‖M‖2 =
√
M2x +M
2
y +M
2
z . This type of relaxation is attributed principally
to the so-called spin-lattice relaxation, which involves an exchange of thermal energy be-
tween the thermal surrounding reservoir or “lattice” and the spin system [23]. At room
temperature, T1 attains values of about 0.1 s to 10 s in protons of dielectric materials.
Even though T1 relaxation does have an impact in the evolution ofM⊥ also, it is mainly
the interactions between different spins within the same spin system which describe the
changes of this quantity over time. The so-called T2, transverse, or spin-spin relaxation
phenomenon resulting from de-phasing effects among spins is the main mechanism respon-
sible for this process. This type of relaxation is commonly represented mathematically
by
Mx(t) = e
−t/T2 [Mx(0) cos(ω0t) +My(0) sin(ω0t)] (2.10)
My(t) = e
−t/T2 [Mx(0) cos(ω0t)−My(0) sin(ω0t)]. (2.11)
T2 relaxation times are usually much smaller than T1, and typically fall between 10 µs
and 10 s. Due to the faster decay rates associated with T2 relaxation, and therefore faster
acquisition times, mainly T2−weighted contrasts are employed in dMRI.
Equations (2.9)-(2.11) fully describe the relaxed precession of spins around a static
magnetic field, and can be shown to be the solution to the so-called Bloch equations,
which can be compactly expressed as:
∂M
∂t
= γ(M ×B0) + 1
T1
(M0 −Mz)zˆ − 1
T2
M⊥. (2.12)
2.1.5 Magnetic Field Gradients
As mentioned earlier, the application of a constant magnetic field B0 (aka the main mag-
netic field), causes the spins of water nuclei to precess at the Larmor frequency given
by (2.8). This result suggests the possibility to encode the spatial location of different
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Figure 2.1: The main magnet in an MRI scanner and the effects of magnetic field gradients.
The unaltered main magnetic field, B0, is shown in the photograph in red. Also, depictions
of sample linear inhomogeneities applied using magnetic field gradients are shown in the
subfigures on the right. Credit: [77].
spins based on their Larmor frequencies under the presence of a spatially-varying magnetic
field. In practice, such spatially-varying magnetic fields are generated by means of pulsed
magnetic field gradients or simply gradients, which introduce different degrees of linear
magnetic field inhomogeneities in the main magnetic field B0. This fundamental princi-
ple lies at the heart of dMRI methodologies, as will be discussed in Section 2.2. Sample
magnetic gradients are illustrated in Figure 2.1, and the use of gradients for the purpose
of spatial encoding of water molecules is illustrated in Figure 2.2.
2.1.6 MRI Measurements and Noise
The acquisition of MRI scans entails several principles from physics and signal processing
which are out of the scope of this discussion (see e.g., [92] for a detailed discussion of
these principles). However, it is pertinent to address specific aspects of MRI acquisition to
understand the statistical nature of diffusion-encoded images.
According to Faraday’s law, the time-changing magnetization vector M should induce
a voltage in a coil in its proximity, provided that the coil is not lying on the same plane as
M . In MRI, two receiving coils are employed for this purpose, both of which are sensitive
only to changes occurring in M⊥.
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Figure 2.2: Encoding of spins using magnetic field gradients. A. A spatially-invariant
magnetic field is applied to the spin system, in which case all the spins possess the same
Larmor frequency and no spatial encoding is present. B. A spatially varying magnetic
field is introduced by means of a magnetic field gradient so that spins at different spatial
locations posses different Larmor frequencies. After removing the magnetic field gradient,
the spins at different locations posses the same Larmor frequency but may possess different
phases. Credit: [77].
19
After taking multiple physical factors into account and making multiple simplifications
(see [53] for more details), it turns out that the induced voltage in the coils, V , is related
to M⊥ via the 2D Fourier transform. In complex notation,
V (kx, ky, t) ∝
∫
|M⊥(x, y, t)|e−i2pi(xkx+yky) dxdy (2.13)
= F2D{|M⊥|}(kx, ky), (2.14)
which suggests that |M⊥| may be estimated from samples of the induced voltage via the
inverse fast Fourier transform. The domain of definition of V is commonly referred in the
literature as the k-space, and to obtain the samples of V (i.e., to traverse the k-space),
MRI acquisition protocols employ field gradients along the x and y directions [92].
In view of the above discussion, one expects the inverse Fourier transform of V to be
a real-valued image. In practice, however, due to additive white Gaussian noise (AWGN)
contamination in the k−space and imperfections in the signal demodulation process, one
has
F−12D{V } = |M⊥|eiα +N, with α ∈ [0, 2pi), N = Nr + iNi, (2.15)
where Nr, Ni ∼ N (0, Iσ2) are two identically distributed, independent random images of
the same size as |M⊥|, and α is an arbitrary phase shift. As a result, the jth pixel of the
output image S := |F−12D(V )| is given by
S(j) =
√
[Nr(j) + |M⊥(j)| cos(α)]2 + [Ni(j) + |M⊥(j)| sin(α)]2, (2.16)
As such, every pixel S(j) of the output image S can be considered as a random vari-
able obeying a Rician distribution with parameters A = |M⊥(j)| and σ, with associated
probability density function (PDF) given by
pS(j)|A(s|a) =
{
s
σ2
exp
{
−a2+s2
2σ2
}
I0
(
as
σ2
)
, s ≥ 0
0, otherwise,
(2.17)
where I0(·) denotes the zeroth-order modified Bessel function of the first kind.
A sample MRI contrast along with its associated V signal (i.e., the k-space signal) are
shown in Figure 2.3.
2.2 Principles of Diffusion MRI
In the previous section, it was shown that the orientation of the spins associated with water
molecules in a given tissue can be manipulated using MRI techniques. This ability allows
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Figure 2.3: Left: Sample k−space representation of the induced coil voltage values corre-
sponding to the MRI output image on the right. Credit: [9].
one to sense the diffusion of water molecules, and is therefore fundamentally relevant in
the context of dMRI.
Diffusion, also termed random motion or intravoxel incoherent motion (IVIM), is one
of the fundamental forms of particle displacement [77]. In addition to the details presented
in Section 1.3, it is known that individual particles undergoing diffusion move randomly
according to their probability to displace in each possible direction at each point in time.
This probability is affected by the particular physical characteristics of the surrounding
medium in which the particles are present. It should be noted that diffusion is different
from bulk motion and flow, which are two additional forms of displacement relevant to
dMRI, in which the motion of multiple particles is coherent in nature [77].
Conventional MRI scans can be utilized to capture diffusion information. To accom-
plish this goal, magnetic field gradient systems are commonly employed in practice. As
mentioned in Section 2.1.5, the application of a magnetic field gradient allows one to encode
spatial information of water molecules. Based on this principle, one can measure water
diffusion information using a pair of gradients of opposite directions and equal magnitudes,
as illustrated in Figure 2.4. As illustrated in this figure, a radio frequency (RF) excitation
pulse is first applied over the region of interest causing all the spins to precess at the same
Larmor frequency ω0 and with equal phase. Following this step, a gradient field is applied
over the t2 time interval, causing spins in different spatial locations to rotate at different
Larmor frequencies. After the system recovers the homogeneous B0 field during the time
interval t3, all the spins regain their original Larmor frequency ω0; however, their phases
are not necessarily equal, giving rise to the term de-phasing gradient used to denote the first
gradient. The fact that spins are out of phase originate a decay of the signal, as illustrated
in Figure 2.4. Following the time interval t3, a second gradient is applied during t4. If
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Figure 2.4: A sample dephase-rephase experiment for diffusion encoding. The colors of
the circles are used to represent the different spatial locations of water molecules. The
black arrows inside each circle are used to represent the spin direction associated with each
molecule. Credit: [77].
the magnitude and duration of the second gradient are identical to those of the de-phasing
gradient and if no displacement of particles takes place throughout the entire procedure,
the spins should regain their original, coherent, phase upon termination of the t4 interval.
Therefore, the second gradient is commonly referred to as the re-phasing gradient.
Suppose now that water molecules undergo diffusion over the time interval t3. In such
case, the displacement of particles occurring during this time interval would prevent the
perfect re-phasing of the spins, therefore causing a loss of signal strength. The loss of
signal intensity allows one to detect imperfect re-phasing of the spins, therefore providing
a means for quantifying the degree of diffusion of water molecules in a sample. The
output MRI scans which result from this procedure are referred to as diffusion-encoded MRI
scans or simply diffusion-encoded images, due to their sensitivity to water diffusion. Note
that the diffusion measurements which are attained using the above-mentioned procedure
correspond to a fixed diffusion direction which depends on the orientation of the de-phasing
and the re-phasing gradients. As a result, by controlling the orientation of the gradients,
one can tune the direction in which diffusion is measured. This fact motivates the use
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Figure 2.5: A sample pulsed gradient spin echo sequence. The refocusing RF pulse is a pi
RF pulse which is employed to attain an echo effect which in turn induces the slower T2
decay rate, as opposed to T ∗2 associated with pulse sequences without refocusing procedures.
Adapted from [77].
of the term diffusion-encoding gradients to refer to these field gradients in the context of
dMRI.
In practice, the pulse sequence presented in Figure 2.4 is often replaced by the more
sophisticated pulsed gradient spin echo (PGSE) sequence introduced by Stejskal and Tan-
ner in 1965 [103]. Many variants of the original PGSE sequence exist [77, 102], but the
main ingredients present in most of them can be encapsulated by the particular sequence
presented in Figure 2.5. The parameters that define the PGSE sequence are: the mixing
time (∆), the duration of the gradient pulses (δ), the strength of the gradients (G), and
the starting times of the RF and gradient pulses. The main advantage of this type of
sequence over the one in Figure 2.4 is its ability to attain a slower decay rate (T2 < T
∗
2 ) of
the diffusion signals, which in turn result in higher values of SNR.
2.2.1 The Bloch-Torrey Equations and Related Expressions
The effects of water diffusion on MRI measurements were originally noted by Hahn in
1950 [54], and subsequently by Carr and Purcell in 1954 [24]. A few years later, in 1954,
Torrey [109] adapted directly the Bloch equations presented in (2.12) to incorporate the
effects of free isotropic diffusion. Torrey’s modifications were followed by those of Stejskal
and Tanner [103], who considered the case of free anisotropic Gaussian water diffusion in
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the same context in 1965. These modifications resulted in the general set of equations
∂M
∂t
= γ(M ×B0) + 1
T1
(M0 −Mz)zˆ − 1
T2
M⊥ + div(D ∇M), (2.18)
where div and ∇ represent the divergence and the gradient operators in the spatial coordi-
nate only, respectively (e.g., ∇M = (∂xM , ∂yM , ∂zM)), and D is the diffusion coefficient
appearing in (1.1). In this particular context, D is referred to as the apparent diffusion
coefficient (ADC), a name which suggests that the value of this quantity does not neces-
sarily describe a Gaussian diffusion process, which is implicitly assumed by (2.18). Such
a Gaussian assumption is often violated when the diffusion is hindered, as is the case in
numerous regions of white matter in the brain [9, 5]. Equations (2.18) are of pivotal im-
portance in the context of dMRI, as they define the signal formation model employed by
some dMRI approaches.
2.2.2 Isotropic vs. Anisotropic Diffusion and the Diffusion Signal
In 1956, Torrey studied the particular case when D(x) ∈ R+,∀x ∈ R3, in which case the
diffusion process is called free isotropic diffusion, and equations (2.18) are known as the
Bloch-Torrey equations [109]. In this case, the acquired MRI signal at spatial location x
and time t can be expressed as
S(x, t) = |M⊥(x, t)|e−bD(x), (2.19)
where b ∈ R+, known as the b-value, is a function of the acquisition parameters, and its
explicit expression depends on the type of pulse sequence employed. In the particular
case of the PGSE sequence proposed by Stejskal and Tanner in [103] (see Figure 2.5), this
parameter is given by b = (γδG)2(∆− δ/3) [68].
Despite the fact that isotropic diffusion describes accurately the diffusion profiles in
some regions of the brain (e.g., regions composed predominantly of gray matter), it is not
adequate to describe water diffusion in white matter in general. White matter is composed
of numerous neural fiber tracts whose presence favour water diffusion along their direction,
in which case equation (2.19) is clearly violated. In 1965, Stejskal and Tanner extended
Torrey’s work to the case when, for each x ∈ R3, D(x) in (2.18) is a 3 × 3 symmetric
positive definite matrix. In this case, the underlying diffusion process corresponds to free
anisotropic Gaussian diffusion, and the acquired MRI signal at spatial location x and time
t has the form
S(x,u, t) = |M⊥(x, t)|e−buTD(x)u, (2.20)
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where b is the b−value appearing in (2.19), and the orientation of u ∈ S2 is parallel to that
of the diffusion-encoding gradients.
From (2.19) and (2.20), it is evident that only the exponential term in S encapsulates
information regarding the diffusion. Therefore, it is customary to isolate this term in S
by dividing the acquired data by S0 = |M⊥(x, t)|, which is a conventional T2-weighted
contrast acquired with no diffusion gradients in place, commonly referred to as the “b0
image.” Upon division by S0, the acquired signal at spatial location x, diffusion direction
u and time t becomes
E(x,u) = S(x,u, t)/S0(x, t) = e
−buTD(x)u, (2.21)
and the signal E is referred to as the diffusion signal.
2.2.3 The Q-space Formalism
As suggested by (2.20) and (2.21), a diffusion signal E depends on the parameters of the
pulse gradient sequence employed, which are completely determined by the b−value and
the diffusion direction u. Under the q − space formalism, the parameters of the diffusion-
encoding gradient are encapsulated on the q−value or wave-vector q ∈ R3, which is given
by
q =
γ δGu
2pi
, (2.22)
where G is the magnitude of the applied gradients (see Figure 2.5). In this case, an
arbitrary diffusion signal may be represented as
E :Ωx × Ωq → R+ : (x,q) 7→ E(x,q), (2.23)
where Ωx ⊂ R3 is a region of interest in space and Ωq ⊂ R3 is the q − space.
Given that the signal E is sampled over a spherical shell in the q − space in the case
of DTI and HARDI (implying that b is constant), the dependency of the signal E on the
orientation of q is often emphasized by replacing the argument q by u (as in equations
(2.19) and (2.20)), in which case the signal E is modelled as a positively-valued function
over M := R3 × S2,
E : (Ωx × Ωu) ⊂M→ R+ : (x,u) 7→ E(x,u), (2.24)
where S2 := {u ∈ R3 | ‖u‖2 = 1} is the unit sphere in R3. For ease of notation, one
occasionally drops the explicit dependency of the signals on the spatial coordinate (e.g.,
we write E(q) as opposed to E(x,q)), in which case it is implied that the analysis is carried
solely over a fixed spatial location.
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2.2.4 The Fourier Relationship between E and P
One important result in dMRI is that the diffusion signal E and the ensemble average
propagator (EAP) are related via the 3D Fourier transform. Recall that the EAP is
commonly denoted as P : Ωx×Ωr ⊂ R3×R3 → R+, so that P (r | x0; τ) is the probability
of a spin at initial position x0 ∈ Ωx to be at x0 + r after τ time units have elapsed. Using
this formalism and notations, along with the so-called narrow pulse approximation (NPA),
which assumes that δ → 0, one can express the diffusion signal E in terms of the EAP
as [23, 32, 106]:
E(q) =
∫
R3
P (r) ei 2pi(q·r) dx = F−13D{P}(q), (2.25)
where F3D is the three dimensional Fourier transform. The equation above provides a
useful relationship between the EAP and the diffusion signal E, and is therefore a central
result for numerous dMRI techniques including HARDI.
2.3 Diffusion Tensor Imaging (DTI) and Its Limita-
tions
As suggested by several studies [104, 116, 14, 13, 12, 88], a first order tensor, D ∈ R3×3, is
adequate for modelling the ADC of anisotropic diffusion at each spatial location, precisely
as in (2.20). Following this assumption, and in relation to (2.20), DTI models the diffusion
signal at spatial location x ∈ R3 and diffusion direction u ∈ S2 as
E(x,u) = e−bu
TD(x)u, (2.26)
where the diffusion tensor
D(x) =
Dxx(x) Dxy(x) Dxz(x)Dxy(x) Dyy(x) Dyz(x)
Dxz(x) Dyz(x) Dzz(x)
 (2.27)
is a symmetric positive definite 3× 3 matrix for every spatial location x.
DTI normally employs a spherical sampling scheme on the q − space as shown in Figure
1.2, and requires as few as 7 measurements for full characterization of the EAP. Six of these
measurements are diffusion-encoded images used to estimate the entries of each D(x),
while the seventh measurement is a conventional T2−weighted image used to normalize
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Figure 2.6: Different contrasts of an axial slice of the human brain: A) T2-weighted MRI
contrast; B) 〈λ〉, C) FA map, D) RA map, E) orientation color map. For the FA and RA
maps, high (bright) intensity values correspond to high anisotropy indices, indicating the
predominance of a single diffusion direction. Credit: [77].
the diffusion signals as in (2.21). In practice, however, the robustness of DTI estimation
methods is improved by obtaining more than the minimum number of measurements (often
around 20− 30) and performing a linear regression procedure to estimate D [61]. In either
case, the overall acquisition times associated with DTI are relatively low as compared to
those of other dMRI methods, which represents a major advantage of DTI over alternative
methods of dMRI.
The usefulness of DTI as a diagnostic tool lies on its associated contrasts. These con-
trasts, which aim at discriminating regions based on their level of anisotropy, are computed
based on the estimated diffusion tensor at each spatial location. The most widely used con-
trast measures are the so-called relative anisotropy and fractional anisotropy indices [79, 61],
given by:
RA =
1√
3
√
(λ1 − 〈λ〉)2 + (λ2 − 〈λ〉)2 + (λ3 − 〈λ〉)2
〈λ〉2 (2.28)
FA =
√
3
2
√
(λ1 − 〈λ〉)2 + (λ2 − 〈λ〉)2 + (λ3 − 〈λ〉)2
λ21 + λ
2
2 + λ
2
3
,
where {λi}3i=1 are the eigenvalues of the diffusion tensor and 〈λ〉 =
∑3
i=1 λi/3. Other rel-
evant DTI contrasts include those based on the so-called Westin metrics [121] and color
contrasts built from the tensor orientations [84, 40, 63]. Sample DTI contrasts are illus-
trated in Figure 2.6
Despite the indisputable success of DTI and its associated contrasts in numerous clinical
applications [63, 84, 13, 28, 83], using the diffusion tensor model of the ADC along with
the implicit assumption of anisotropic Gaussian diffusion leads to fundamental limitations
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Figure 2.7: The limitations of DTI. From left to right: different fiber configurations of
axon fibers on the first column. The second column shows the expected scatter pattern
representing the EAP arising from each configuration on the left. The third column shows
the best fit diffusion tensor for each configuration. The fourth column shows the principal
direction corresponding to the best fit diffusion tensors. It can be seen that the principal
directions of diffusion do not encapsulate the diffusion process accurately when diffusion
is not entirely predominant in a single direction. Credit: [61].
of this imaging tool. Such limitations render the task of identifying complex diffusion
profiles, including those shown in Figure 2.7 of fiber crossings, fiber bending, and fiber
fanning, extremely challenging by means of DTI [61]. This limitation motivates the need
for more complex models of water diffusion for the purpose of accurate delineation of white
matter.
2.4 HARDI and Q-ball Imaging
High angular resolution diffusion imaging (HARDI), originally proposed in [113], is a dMRI
technique which achieves a higher angular resolution to that of DTI at the expense of longer,
yet clinically admissible acquisition times [9, 61]. The acquisition of HARDI signals often
requires 60 to 80 samples in practice, all of which are restricted to a single spherical shell
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Figure 2.8: Sample fiber orientation distribution functions (fODFs) and diffusion distribu-
tion functions (dODFs) corresponding to different fiber configurations. Credit: [61].
in the q − space as illustrated in Figure 1.2. As a result, a HARDI signal is a spherical
function and so is its associated ADC (often assumed to be regular in some sense). Thus,
as a direct generalization of (2.20), the diffusion signal at spatial location x and diffusion
direction u is often represented in HARDI as
E(x,u) = e−bD(x,u) (2.29)
where u ∈ S2 is the direction of interest (i.e., the gradient direction), b ∈ R+ is the b−value,
and D : R3 × S2 → R+ is the (spherical) ADC.
The high angular resolution attained in HARDI allows one to work with more accurate
models of diffusion and more sophisticated contrast types than in DTI. In particular, to
overcome the limitations of DTI, HARDI often abandons the unimodal diffusion model
of DTI and utilizes the concepts of fiber orientation distribution function (fODFs) and
diffusion orientation distribution function (dODFs) instead. The fODF is a probability
density function over the unit sphere which quantifies the fraction of fiber segments with
a given orientation at each voxel [61]. In other words, the fODF at a given voxel is a
function f : S2 → R+ such that f(u) is the fraction of fiber segments within that voxel
with orientation parallel to u. The dODF, on the other hand, is a scaled PDF defined over
the unit sphere. At each direction u ∈ S2, this function quantifies the relative likelihood
of a water molecule to have undergone displacement due to diffusion in that particular
direction over the experimental time. Due to the finite outer diameter of axon fibers, one
expects to encounter a non-zero displacement probability in every possible direction. This
means that fODFs are “sharper” in nature than dODFs [61]. These discrepancies between
fODFs and dODFs are shown in Figure 2.8.
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2.4.1 Q-Ball Imaging and HARDI Contrasts
For the purposes of the experimental studies in Chapter 4, we employ a particular method
of dODF reconstruction called Q-ball imaging (QBI) [114]. In QBI, the dODF ψ : S2 → R+
is given by a non-canonical radial projection
ψ(u) =
∫ ∞
0
P (αu) dα (2.30)
of the ensemble average propagator, and it is estimated from the HARDI signal E via
the Funk-Radon transform (FRT) [114]. In particular, in [114] it is shown that ψ˜ =
FRT {E}, where FRT is the FRT operator, is an approximation of ψ. The quality of
this approximation depends on the b−value employed, and it improves as the value of this
parameter is increased [114]. It has been shown that complex diffusion profiles which cannot
be identified using DTI can be identified using QBI [61], including regions exhibiting fiber
crossings and fiber branching. These advantages in turn have had an impact in the field of
fiber tractography and in the study of brain regions showcasing white matter heterogeneity
[2, 61, 6, 115, 16].
As in the case of DTI, there are contrasts and 3D models derived from HARDI signals
which reveal important anatomical information of the human brain, some of which are
believed to contain relevant information for the effective diagnosis of mental illnesses [94,
67, 38, 2, 16]. For instance, the informativeness of HARDI signals was exhaustively explored
in [67], where the coefficients of spherical harmonics (SHs) associated to the acquired data
were used to develop novel contrasts which characterize the local diffusion profiles of water
molecules. Similarly, in [38], the total energy associated to each SH degree, which can be
shown to be a rotationally invariant quantity, was used to generate image contrasts for the
purpose of clinical diagnosis of brain diseases.
2.5 Filtering Methods for HARDI Data
Existing de-noising algorithms for HARDI data differ in terms of the quantity they aim
to recover, the noise contamination model employed, the type of regularity priors imposed
on the underlying signals, and on the mathematical tools used to formulate and solve
the associated reconstruction problem(s). We now provide an overview of various HARDI
de-noising approaches found in the literature.
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2.5.1 MRI De-noising Methodologies
De-noising methods specifically designed for conventional MRI scans can be applied to each
3D image volume resulting from the restriction of the HARDI signal E to each angular
coordinate u ∈ S2 at a time.
A class of methods of this type are those which make use of the sparsifying properties
of wavelets [119, 55, 80, 124, 123, 89, 11, 90] (please refer to [90] for a comprehensive review
of these methods). For instance, the method of [89] proposes an adaptive wavelet domain
estimation procedure based on a Bayesian framework, in which the wavelet coefficients of
the original signal are estimated from a preliminary coefficient classification based on the
correlation of significant image features across the resolution scales. A single parameter,
K > 0, is used to tune the level of filtering to be performed by this method, and it does
not require prior knowledge of the noise distribution. On the other hand, the method
of [80] employs wavelet thresholding of noisy coefficients of the square-magnitude MR
images, followed by a de-biasing procedure on the estimated coefficients to account for
the non-central chi-square statistics of the noise. Finally, the approach of [4] proposes
a wavelet-domain bilateral filter for enhancing MR images. This filter is applied to the
squared-magnitude images and uses the undecimated wavelet transform.
Other methods of this type employ TV regularization for the purpose of MR imagery
enhancement. For example, the method of [10] imposes a TV prior on the MRI scans
along with a sparsity constraint using a dictionary comprised of discrete cosine functions.
Another related algorithm is presented in [93], in which the authors propose to enforce
sparsity constraints on MR signals using overcomplete dictionaries containing a combi-
nation of representation functions arising from multiple sparsifying transforms. Finally,
the method of [117] introduces an adaptive approach to MRI de-noising using a TV mini-
mization model whose associated regularization parameter is estimated using a local noise
estimation technique.
Additional methods for MRI enhancement include those of [45, 48, 69, 42, 15, 65]. For
instance, in the variance stabilization approach introduced in [45], the signal-dependent
noise variance of MR signals is modified to appear roughly uniform via an invertible trans-
formation applied to the data. The uniformity of the noise variance of the transformed
image allows one to obtain performance improvements on conventional filters designed for
additive Gaussian noise contamination. The anisotropic filter approach of [48], on the other
hand, is a variant of the anisotropic filter of [87], and is a spatially adaptive filter specifi-
cally designed to blur homogeneous regions of the MRI image while preserving its region
boundaries. Finally, the variational approach method from [69] proposes two smoothing
filters for MRI data, each of which involves the minimization of a cost functional used to
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measure the oscillations in the noisy data, and solved via a discrete version of a fourth-order
PDE.
2.5.2 Angular Smoothing
The methods of [22] and [36] propose a smoothing procedure for signals defined over the
unit-sphere. Given that HARDI signals are assumed to be scalar-valued spherical functions
when restricted to any (fixed) spatial location, it is possible to employ these methods in
a voxel by voxel fashion for the de-noising of this type of data sets. Since both methods
impose smoothness regularity constraints over the unit sphere, they are said to perform
angular smoothing with no spatial regularization constraints.
In particular, the diffusion-based smoothing method of [22] seeks to smooth a square
integrable scalar valued signal f : S2 → R by finding the solution at time t ∈ R+ to the
PDE
∂g
∂t
(u, t) = ∆S2 g(u, t), ∀u ∈ S2, (2.31)
with initial condition g(u, 0) = f(u),∀u ∈ S2, and where ∆S2 is the Laplace-Beltrami
operator.
It turns out that the solution to (2.31) at time t is identical to the result of spherical
convolution of f with the Gauss-Weierstrass kernel gτ : S2 → R+, whose effective support
is higher for higher values of τ . The effective support of the kernel, in turn, determines
the degree of smoothing that the signal f undergoes, with more smoothing achieved with
a greater effective support of the kernel. Thus, the ideal value of τ depends on the desired
degree of smoothing of f , making lower (resp. higher) values of τ optimal when f is believed
to have predominantly high (resp. low) frequency content. As such, given the variety of
spherical signal types which arise in HARDI data, a major disadvantage of methods of this
kind lies in the impossibility to find a single value of τ which is optimal for the smoothing
of all of these functions.
A different approach to angular smoothing is that of [36], where the dODF is estimated
by computing a regularized projection of the HARDI signal, E, into the set of real and
symmetric spherical harmonics (SHs). The regularization is imposed using the Laplace-
Beltrami operator, ∆S2 , which provides a measure of smoothness of functions defined over
the unit sphere. The formulation and implementation details of this method are presented
in Chapter 3.
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2.5.3 Non-Local Means
In [20, 21], the authors presented a novel de-noising method for scalar valued images which
exploits the self-similarity properties present in natural images. This method, known as
non-local means (NLM), obtains an estimate Xˆ of the noise-free original image X with
domain I, {Xs}s∈I ⊂ R, from the intensities of its noisy counterpart, {Ys}s∈I , according
to:
Xˆs =
1
Cs
∑
t∈Vs
ws,tYt, with Cs =
∑
t∈Vs
ws,t, (2.32)
where Vs ⊂ I is a set of indices defining a spatial neighbourhood of Xs, called the search
window, and ws,t ≥ 0 aims at quantifying the degree of similarity between Xs and Xt.
Each ws,t is computed based on the similarity between two local neighbourhoods of Xs and
Xt. For instance, the original NLM filter computes ws,t as
ws,t = exp
{
−1
h
∑
k∈P
βk|Ys−k − Yt−k|
}
, (2.33)
where P ⊂ I is the index set of a spatial neighbourhood around the center of the image
coordinates. For instance, if I ⊂ Z2, this indexing set is commonly set to P = {(x1, x2) ∈
I | |x1| ≤ Lx1 , |x2| ≤ Lx2} for some Lx1 , Lx2 ∈ N.
Different NLM algorithms differ in terms of their definitions of P , I, and ws,t. Thus,
for instance, in [34, 35, 108, 37], ws,t which are optimal under a Bayesian framework are
developed for different noise statistics and noise contamination models. On the other
hand, in [122, 66], the original NLM filter is altered for the purpose of dMRI de-noising. In
particular, in [66], HARDI signals are modelled as functions over the R3 × S2 space which
undergo Rician noise contamination, and local neighbourhoods over R3 × S2 are carefully
defined to exploit the self-similarity of the images. In [122], on the other hand, the HARDI
signals are modelled as vector-valued images over R3, so that the averaging in (2.32)
is performed using vectors, which correspond to sampled versions of spherical functions,
rather than scalar voxel intensities as in the original NLM filter. Despite the excellent
performance of NLM-based filters, their computational requirements represent their main
drawback. As such, these filters are rarely used when dealing with large volumes of data,
as is often the case in dMRI.
2.5.4 `1-Based HARDI Reconstruction
A different class of methods exploit the robustness offered by the `1−norm in the context
of statistical estimation [96]. For instance, the method of [64] proposes to find an estimate
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of the ADC as a minimizer of the cost functional
J(D) = ‖D‖TV +
n∑
i=1
[
λ
∫
Ω
|E(x,ui)− S0(x) exp {−bD(x,ui)} | dx
]
(2.34)
−
n∑
i=1
[
µ
∫
Ω
H(E(x,ui), S0(x)) · log(D(x,ui))
D(x,ui)
dx
]
, (2.35)
where Ω ∈ R3 and {ui}ni=1 ⊂ S2 are the sets of spatial locations and diffusion directions,
respectively; λ, µ are tuning parameters; H is a function such that H(a, b) = 0 if a ≤
b,H(a, b) = 1 if a > b; and
‖D‖TV =
∫
Ω
√√√√ n∑
i=1
‖∇D(x,ui)‖22 dx (2.36)
is a total variation (TV) semi-norm of D, where ∇D(x,ui) is the gradient of Di(x) :=
D(x,ui) with respect to the x coordinate. In (2.34), the first term accounts for spatial
regularity of each diffusion-encoded image. The second term, which penalizes the level
of the noise of the image, makes use of the L1-norm (`1-norm for the discretized case)
to improve the overall degree of robustness of the algorithm. Finally, the third term
incorporates the constraint that E(x,u) ≤ S0(x,u),∀(x,u) ∈ Ω×{ui}ni=1, as it is expected
in view of (2.20) and (2.21). This method will be revisited in the experimental study
presented in Chapter 4.
Other methods of HARDI de-noising employ `1-norm regularization to exploit its spar-
sifying properties in the context of compressed sensing (CS) [39]. In [73], for example, the
authors introduce a set of functions defined over S2, called spherical ridgelets (SRs), whose
L2-energy is concentrated along the great circles of S2. It is argued that this particular
characteristic of SRs is responsible for their sparsifying advantages over SHs in the context
of HARDI signal approximations. In particular, it is shown that a SR least-squares fitting
procedure regularized by the `1-norm of the SR coefficients results in higher accuracy of
reconstruction as compared to its SH-based counterpart in the context of CS.
A direct extension to this method is presented in [74], where it is proposed to minimize
an alternative functional of the form
J(c) =
1
2
‖A{c} − E‖2F + λ‖c‖1 + µ‖A{c}‖TV ,
where A{·} is the relation that maps the SR coefficients c to their corresponding linear
combination of SRs, ‖ · ‖F is the Frobenius norm, and the TV semi-norm of a discrete
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HARDI signal f ∈ R|Ω|×K is given by
‖f‖TV =
K∑
k=1
|Ω|∑
i=1
‖∇f(xi,uk)‖2, (2.37)
where |Ω| is the number of voxels in the image, K is the number of diffusion-encoded
images, and ∇ represents a discrete gradient operator.
The inclusion of the additional TV regularization term in this modified functional
introduces regularization in the spatial domain, in addition to the already present angular
regularization attained by the SRs fitting described in [73].
2.5.5 Denoising of HARDI Signals using FEM and TV
In [72], de-noising of HARDI signals is achieved through the minimization of an energy
functional comprised of a data fidelity term and two smooth regularization priors. McGraw
et al. use this approach to apply regularization priors in both the spatial and the angular
domain. The spatial regularization across a volumetric lattice is obtained using a TV semi-
norm based prior, while the angular regularization is achieved through the finite element
method (FEM) using first and second order smoothness constraints.
In particular, [72] employs the signal model Sˆ = S0 exp(−bD) + η, where Sˆ : U ⊂
R3 × S2 → R+ is the acquired HARDI signal, S0 : U ⊂ R3 → R+ is the b0-image,
D : U ⊂ R3 × S2 → R+ is the ADC, and η : U ⊂ R3 × S2 → R+ is Rician noise.
Under such a model, McGraw et al. propose to find the de-noised HARDI reconstruction
S = S0 exp(−bD) from its noisy counterpart Sˆ as a minimizer of the cost functional
J(S) =
µ
2
∫
U
∫
S2
|S(x,u)− Sˆ(x,u)|2 du dx +
∫
S2
‖∇S2S‖2 du
+
∫
U
g(x)‖∇xS‖ dx. (2.38)
The first term in the cost functional is the standard data fidelity term; it ensures faith-
fulness of the reconstruction to the noisy data in the L2-sense. The second term enforces
regularization over the spherical domain at each voxel, and incorporates both first and sec-
ond smoothness constraints. Finally, the third term imposes spatial regularization using
a modification to the color TV semi-norm proposed in [17]. In particular, this regulariza-
tion term treats the discretized HARDI signal at each voxel as a vector-valued function
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S(x) = [S1(x)S2(x) ...SK(x)]
T , with each entry corresponding to a diffusion encoding di-
rection, so that ‖∇xS‖ =
∑K
i=1 ‖∇Si‖, where ∇ is a discrete gradient map. Moreover, the
coupling factor g(x) = 1/(a + ‖GA(x)‖2), where GA is the generalized anisotropy index
introduced in [82], aims at preserving details at highly anisotropic regions while smoothing
the rest of the signal. The parameter µ > 0 controls the degree of smoothing present in the
reconstruction. Low values of µ, result in smooth reconstructions that deviate significantly
from the data acquired (i.e., appropriate for low frequency signals), while high values of
µ encourage reconstructions which fit the data points closely, even if they are not smooth
(appropriate for high frequency signals).
2.5.6 Other Filtering Methods for HARDI
Among the additional filtering methods for HARDI encountered in the literature are the
ones in [29, 59, 6, 7, 100, 95]. For instance, in [29] Chen et al. propose a method for
reconstructing the ADC from noisy HARDI data as the solution to a variational problem
with positivity constraints on the ADC along with spatial regularization constraints on
both the S0 signal and on the SH coefficients of the ADC. They limit their model to SH
coefficients up to degree four based on the observations in [46, 3]. Limiting the solution
to SH expansions of degree four imposes smoothing constraints that might result in the
oversight of important high frequency details which might be present in anisotropic regions
of interest. Jansons et al. [59] propose a new statistic called persistent angular structure
(PAS) for the characterization of diffusion profiles from HARDI data. The PAS is a
spherical function which, when embedded in three dimensional space on a two dimensional
sphere, has the Fourier transform that best fits the normalized HARDI measurements. On
the other hand, Assemlal et al. proposed variational reconstruction methods for estimation
of dODFs [6] and of PDFs [7] from HARDI data. For instance, the method of [6] takes
into account the Rician statistics of the noise present in MRI data, and finds the dODF
reconstruction as the minimizer of a cost functional. Spatial regularization constraints are
imposed by introducing the gradient norm of the SH coefficients of the reconstruction.
Furthermore, this method employs a “robust estimation function” and a “discontinuity-
preserving regularization function” to improve the robustness to Rician noise and to better
resolve inter-regional portions of the data, respectively. Finally, in [100] Savadjiev et al.
propose a differential geometric approach for the regularization of HARDI data. Neuronal
bundles are modelled as 3D curves, which are inferred from an initial set of dODFs based on
the notion of co-helicity between vectors. Co-helicity serves as a measure of compatibility of
local fiber orientations with respect to their immediate neighbours. Based on this quantity,
the method is able to estimate the geometric properties of 3D curves (which represent white
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matter tracts) which pass through every spatial location, thereby producing a regularized
estimate of dODFs.
2.5.7 Conclusions
Altogether, the filtering methods described in this section suggest that HARDI signals
exhibit both spatial and angular regularity. In other words, the effective reconstruction
of HARDI signals through the use of model priors seem to require regularity constraints
imposed on the restricted versions of the signals to the spatial domain (i.e., regularity of the
signal across R3) as well as to the angular domain (i.e., regularity of the signal across S2).
Ignoring either one of these factors would result in poorer reconstruction results, as one
expects that the inclusion of any correct prior information about the underlying quantity
of interest should result in higher quality of the estimates obtained.
Another important factor to HARDI reconstruction is the type of regularization chosen
to incorporate prior information about the underlying signal(s). In particular, from the
principles of physics governing the water diffusion process, one expects to observe smooth-
like behaviour of HARDI signals over S2 at every fixed spatial location; thereby suggesting
the appropriateness of strict angular smoothness constraints for the reconstruction of these
signals. On the other hand, the intricate anatomy of the human brain suggests that diffu-
sion MRI data is inherently non-smooth across space (3D images corresponding to HARDI
data restricted to fixed arbitrary diffusion-directions). Instead, as in conventional MRI
scans, one expects to encounter edges and textures which are routinely modelled as non-
smooth behaviour in the underlying signals, thereby suggesting the sub-optimality of strict
smoothness priors on these data. These two premises constitute the main motivation for
the design of the filtering method proposed in Chapter 4, which incorporates prior knowl-
edge about the regularity of HARDI signals in both their spatial and angular domains, and
which offers superior performance over numerous state of the art de-noising methodologies
for HARDI data.
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Chapter 3
Main Contributions
The main contribution of this thesis is to develop a novel algorithm, known as spatially
regularized spherical reconstruction (SR2), which exploits both the spatial and the angular
regularity of the underlying signals in HARDI1. The proposed method employs a variational
framework which relies on two fundamental assumptions about the nature of the underlying
signal of interest. In particular, HARDI signals are assumed to be smooth over their angular
domain and piece-wise smooth over their spatial domain. In addition to being effective
at de-noising HARDI data sets, the SR2 algorithm is a numerical implementation which
can be executed in a parallel fashion, suggesting its computational advantages over some
alternative implementations.
In this section, the underlying assumptions behind the SR2 method as well as the
variational problem which it attempts to solve are introduced. Additionally, some details
about the regularity constraints imposed on the HARDI data are discussed, and a de-
tailed description of the numerical implementation associated with the proposed method
is presented.
3.1 Notations
Consider a continuously defined, normalized, HARDI signal Ec :M := R3 × S2 → R+. In
practice, the acquired HARDI signal E is a sampled version of Ec, so that E : Ωx ×Ωu →
R+, where Ωx ⊂ R3 is a discrete lattice of spatial locations, and Ωu = {uk}Kk=1 ⊂ S2 is
the set of samples over S2, so that K is the number of diffusion-encoded images acquired.
1A summarized version of the main contribution presented herein can be found in [86].
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In practice, it is often the case that Ωx corresponds to a rectangular lattice, so we may
assume from now on that Ωx = {(n,m, l) ∈ Z3 | 0 ≤ n ≤ N, 0 ≤ m ≤ M, 0 ≤ l ≤ L}
for some N,M,L ∈ N, in which case |Ωx| = NML is the number of elements in Ωx. For
notational purposes, it is useful to consider three different representations of the HARDI
signal E:
1. As a 5D matrix:
We may simply consider E as a matrix indexed by 5-tuples in which case
E = (Ei,j,k,l,m,n)(i,j,k,m,n)∈Ωx×ΩS2 ,
where ΩS2 = {(φk, θk), k = 0, 1, ..., K} is the set of angles in spherical coordinates
corresponding to the locations of the samples of Ec over the unit sphere.
2. As a sequence of 3-dimensional diffusion-encoded images:
The restriction of Ec to any fixed angular coordinate corresponds to a continuously
defined diffusion-encoded image. Thus one may consider Ec as a set of functions
defined over R3 and indexed by the angular coordinate u ∈ S2. Likewise, E can be
considered as a sequence of K different three dimensional discrete diffusion-encoded
images, that is:
E = {Ek}Kk=1, where Ek ∈ RN×M×L+ , k = 1, 2, ..., K (3.1)
3. As a sequence of K-dimensional vectors (sampled spherical functions):
the restriction of Ec to any fixed spatial coordinate corresponds to a spherical func-
tion, so that one may consider Ec as a set of functions defined over S2 and indexed
by the spatial coordinate x ∈ R3. Likewise, E can be considered as a sequence
of K-dimensional vectors which result from sampling |Ωx| spherical functions at K
different directions, that is:
E = {Ei}|Ωx|i=1 , where Ei ∈ RK+ , i = 1, 2, ..., |Ωx| (3.2)
3.2 Spatial Regularization for HARDI Data
The proposed algorithm employs the following fundamental assumption on the spatial
behaviour of HARDI signals:
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Figure 3.1: Three sample diffusion-encoded MRI “slices” or images. A piecewise-smooth
model appears appropriate from the images. Credit: [101].
Spatial Regularity Assumption: The function Ec(·,u) : R3 → R+ is a piecewise-
smooth function over R3 for all u ∈ S2, so that each Ek in (3.1) is a sampled version of a
piece-wise smooth function over R3.
Based on this regularity assumption, the proposed algorithm promotes the use of TV
regularization over the spatial domain of HARDI signals. The appropriateness of this
methodology is justified by the apparent piecewise-smooth nature of diffusion-encoded
images, as illustrated in Figure 3.1.
TV regularization employed in the context of image processing was originally intro-
duced in [97]. Ever since its introduction, numerous TV-based algorithms have emerged
for different purposes, e.g., including image inpainting, super-resolution, and deconvolution
[27, 25, 19] (see [26] for a thorough review of total variation regularization for image pro-
cessing applications). The basic idea behind numerous TV-based algorithms is to exploit
the fact that signals of bounded total variation may exhibit a piecewise smooth behaviour.
It is this principle which makes TV regularization successful for the purpose of natural
image reconstruction and enhancing, given that these images are often projected represen-
tations of 3D objects, and therefore comprised of a finite number of edges/discontinuities,
textures, and large smooth regions.
The original definition of the TV semi-norm applies to scalar-valued functions defined
over an open subset of an Euclidean space, that is, to functions of the form f : U ⊂ Rn → R
for some n ∈ N and an open set U . Even though such a definition of the TV semi-norm
can be applied in the context of HARDI de-noising with little modification, there is no
guarantee that this approach is optimal, and it is worth considering different TV semi-
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norm definitions for this type of signal. Numerous attempts have been made to extend
the definition of the TV semi-norm for non-scalar valued functions or for functions with
more complex domains [19, 51, 58]. In this section, multiple definitions of TV semi-norms
will be presented, and the appropriateness of the channel-by-channel TV semi-norm for
the purpose of HARDI de-noising will be highlighted.
3.2.1 TV for Scalar Functions over Rn and the ROF Model
Let f : U ⊂ Rn → R, f ∈ L1loc(U), where L1loc(U) is the set of locally integrable functions
over U . The dual definition of the TV semi-norm of f is [26]
‖f‖TV (U) := sup
ξ∈C1c (U,En)
{∫
U
f(x) div ξ(x) dx
}
, (3.3)
where En denotes the closed unit ball of Rn, C1c (U,En) is the set of continuously differen-
tiable vector fields from U to En with compact support, and dx is the Euclidean measure
in Rn.
In the case when f ∈ C1(U), where C1(U) is the set of scalar valued continuously
differentiable functions over U , (3.3) can be reduced to [26]
‖f‖TV (U) :=
∫
U
‖∇f(x)‖2 dx, (3.4)
where ∇ represents the standard gradient map. This definition naturally allows one to
define a set of scalar functions over U , called the functions of bounded variation over U ,
denoted by BV (U), and with the property that f ∈ BV (U) if and only if ‖f‖TV (U) <∞.
In this original context, the TV image de-noising problem, commonly referred to as the
Rudin-Osher-Fatemi (ROF) problem [97], involving a noisy image g and original image f
aimed at finding the solution to
argmin
f∈BV (U)
{∫
U
|f(x)− g(x)|2dx + ‖f‖TV
}
. (3.5)
The problem in (3.5) is known to be convex [26], and its solution can be found directly
using optimization methods applied directly to the primal problem in (3.5), for example, by
gradient descent-based or majorization-minimization methods [97, 43, 26]. It is important
to note, however, that significant performance advantages can be achieved by applying
dual-based convex optimization techniques, in which case one employs the dual definition
of (3.3) (see e.g., [25, 26, 126]).
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3.2.2 Scalar TV over M
Motivated by the original ROF model for scalar valued signals, an alternative definition of
the TV semi-norm applicable to HARDI signals arises by setting U = Ωx×ΩS2 ⊂M as the
domain of definition of the image, in which case it is customary to utilize the coordinate
chart (x, y, z, θ, φ), where (x, y, z) ∈ Ωx ⊂ R3 and (θ, φ) ∈ ΩS2 ⊂ [0, pi] × [0, 2pi). In this
case, based on the Riemannian structure of M, a natural extension of the TV semi-norm
for a smooth function f : Ωx × ΩS2 → R is
‖f‖TVM(U) :=
∫
U
‖∇Mf(x, y, z, θ, φ)‖2 dη(U), (3.6)
where dη(U) = sin(θ) dx dy dz dθ dφ, and
∇Mf =
[
∂f
∂x
,
∂f
∂y
,
∂f
∂z
,
∂f
∂θ
,
1
sin θ
∂f
∂φ
]
, (3.7)
is the gradient of f . We refer to the TV definition in (3.6) as the TVM semi-norm.
The solution to the ROF model associated with the TVM semi-norm can be attained
in an analogous fashion to that of (3.5), e.g., by means of [25]. In the case of TVM
regularization, a possible approach to estimate the derivatives along the θ and φ coor-
dinates is by computing finite differences over equiangular sampling schemes of the unit
sphere, see e.g., [58]. In this case, the implementation of the ROF minimizer is adapted by
simply adding the two extra dimensions to the data corresponding to the two additional
coordinates, while paying particular attention to the weights of the finite differences to
ensure the stability of the iterative algorithm [58]. To bypass the requirement of equian-
gular sampling, we have also investigated the use of an analytical model similar to that of
[76] whereby closed-form expressions of the derivatives are estimated. Unfortunately, this
approach presents undesirable convergence properties which are still under investigation.
It should be noted that, as indicated by the experimental results in Chapter 4, the
TVM semi-norm is not appropriate in the context of HARDI signal reconstruction. This
is due to the fact that HARDI signals rarely present discontinuities across their angular
domain, and are therefore better estimated using stricter smoothness priors over S2. It
is possible, however, that other applications within dMRI signal estimation might benefit
from the ROF model corresponding to the TVM definition, as discussed in Chapter 5.
3.2.3 TV Definitions for Vector Valued Functions
The definition of the TV semi-norm in (3.4) can be extended in diverse ways for the case
when f is a vector valued function of the form f : U ⊂ R3 → Rm, with m > 1. These
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extensions are commonly referred to as vectorial TV definitions, and in the discrete setting,
they can be readily applied to HARDI data in view of the interpretation given by (3.2).
A family of vectorial TV definitions relies on concepts from differential geometry pre-
sented in [125]. In this work, di Zenzo addresses the problem of edge detection in vector-
valued images by interpreting image f : R2 → Rm : x 7→ (f 1(x), f 2(x), ..., fm(x)) as a
2-dimensional manifold embedded in Rm. Based on this consideration, a metric tensor on
this manifold can be defined as
gh,k(x) = 〈∂xhf(x), ∂xkf(x)〉, ∀x ∈ R3 with h, k = 1, 2, (3.8)
where ∂xhf :=
[
∂f1
∂xh
, ∂f
1
∂xh
, · · · , ∂fm
∂xh
]
. The definition of this metric allows one to determine
the direction ν(x) of the greatest rate of change of f at x (i.e, the direction perpendicular to
an edge), as well as the rate of change corresponding to this direction (i.e., the “strength”
of an edge). In [99] Sapiro suggests that the strength of an edge is a function of how
the two eigenvalues of g, denoted as λ− and λ+, compare to each other. As a result, [99]
introduced a vectorial TV definition of a vector-valued function f which replaces the term
‖∇f(x)‖2 (in the scalar case) at x by
‖f‖TVSR =
∫
U
s(λ−(x), λ+(x)) dx (3.9)
for an arbitrary scalar function s. This general definition of the vectorial TV semi-norm
motivated the study of the properties offered by (3.9) under different definitions of s. For
example, if one were to set s(λ−, λ+) =
√
λ− + λ+, one would obtain the so-called pointwise
Frobenius TV definition [51],
‖f‖TVF :=
∫
Ω
‖Jf(x)‖F dx, (3.10)
where ‖ · ‖F stands for the Frobenius norm and Jf(x) is the Jacobian matrix of f at x,
so that (Jf(x))j,k = ∂f
j(x)/∂xk. Similarly, the authors of [51] use s(λ−, λ+) =
√
(λ+), in
which case one has the alternative vectorial TV definition
‖f‖TVJ :=
∫
Ω
√
λ−(x) dx =
∫
Ω
σ1(Df(x)) dx, (3.11)
where σ1(Df(x)) is the largest singular value Df at x.
It is worth noting that definitions (3.10) and (3.11) admit a dual definition, just like
in the case of the standard definition of the TV for scalar functions. This property makes
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these definitions attractive from an implementation point of view, as it allows for the
application of efficient minimization techniques in the context of image de-noising [51].
A different family of vectorial TV definitions are those which treat the image f : R2 →
Rm : x 7→ (f 1(x), f 2(x), ..., fm(x)) as a vector-valued function with m channels, and
compute the TV semi-norm of the image as a combination of the scalar TV semi-norms of
each channel. In particular, these TV semi-norms are given by [17]
‖f‖TVα = α
√√√√ m∑
i=1
‖f i‖αTV , (3.12)
with α = 1 or 2. ‖f‖TV2 is known as the color TV of f , and it was introduced in [17].
This definition offers desirable properties in the context of color image de-noising, whereby
channels are coupled in right proportions to result in a balanced smoothing effect in each
channel, while allowing discontinuities in each of them [17]. On the other hand, the semi-
norm ‖f‖TV1 is commonly referred to as the channel-by-channel TV. This definition of-
fers computational advantages in the context of optimization methods for TV regularized
problems due to its lack of coupling between the channels. Unfortunately, the absence
of coupling between the channels also results in undesired properties of this definition in
the context of color image de-noising [17]. Despite these pitfalls of the ‖f‖TV1 semi-norm,
several reasons support its appropriateness in the context of HARDI image de-noising. On
the one hand, the channel-by-channel TV definition offers computational advantages due
to its separability, as will be seen in Section 3.5. Moreover, despite the fact that this TV
definition disregards any type of coupling between the image channels, further angular
regularization constraints specifically designed for HARDI signals can be used to overcome
this flaw, as shown in Section 3.5.
3.3 Angular Regularization
The spatial regularization imposed on HARDI signals by means of channel-by-channel `1
TV regularization disregards any type of regularity/coupling across different channels (i.e.,
diffusion encoded images). However, according to the fundamental physical models of
water diffusion [61, 23], one expects an arbitrary HARDI signal to be a smooth spherical
function at any arbitrary spatial coordinate. This premise is further supported by the fact
that the resolution in MRI, which is typically around 2 mm × 2 mm × 2 mm, allows
one to obtain only estimates of the average signal contribution from diffusion taking place
over a group of axonal fibers, as opposed to the single contributions arising from each
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Figure 3.2: Two sample spherical signals arising from the restriction of the diffusion signal
E at spatial locations x1,x2 ∈ Ωx ⊂ R3. The value of E(x,u) is given by the distance from
the origin to the surface in the direction u ∈ S2. The figure illustrates that the HARDI
signals showcase smooth behaviour over their angular domain.
fiber separately. As a result, as noted in [72], even though a HARDI signal may appear
to be nearly discontinuous over S2 around a single predominating fiber, it is unlikely for
the acquired signal to showcase this behaviour. Thus, HARDI signal channels are highly
correlated in principle. This fundamental fact, which can be appreciated in Figure 3.2,
motivates the angular regularity assumption for HARDI signals, which we state as follows:
Angular Regularity Assumption: The function Ec(x, ·) : S2 → R+ is a smooth func-
tion over S2 for all x ∈ R3, so that each Ei in (3.2) is a sampled version of a smooth
function over S2.
In order to incorporate this angular regularity prior in the proposed methodology, we
follow the approach of [36]. To this end, let yn,l be the real valued spherical harmonic (SH)
2
of degree n and order l and Yn,l ∈ [yn,l(u1)yn,l(u2) · · · yn,l(uK)]T ∈ RK . Furthermore, let Y
be the matrix whose columns are the vectors Yn,l and c
i be the vector of SH coefficients
corresponding to a truncated real SH expansion of Ei up to the degree n = nmax inclusive,
2See, e.g., [78, 46] for detailed discussions on spherical harmonics in general and in the context of
HARDI.
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so that
Y =

y0,0(u1) y1,−1(u1) y1,0(u1) · · · ynmax,nmax(u1)
y0,0(u2) y1,−1(u2) y1,0(u2) · · · ynmax,nmax(u2)
...
...
... · · · ...
y0,0(uK) y1,−1(uK) y1,0(uK) · · · ynmax,nmax(uK)
 , ci =

ci0,0
ci1,−1
ci1,0
...
cinmax,nmax
 . (3.13)
Under the angular regularity assumption, and using the notation in (3.2), one obtains that
for each i = 0, 1, ..., |Ω| and for large enough nmax
Ei ≈ Yci =
nmax∑
n=0
∑
|l|≤n
cin,lYn,l, (3.14)
where cin,l is the SH coefficient of E
i corresponding to the real SH of order l and degree n.
It is important to note that only even degree SHs are involved in the truncated expansion
in (3.14), given that E is an even function with respect to its angular coordinate (i.e.,
E(x,−u) = E(x,u),∀(x,u) ∈ Ωx×Ωu). Thus, since there are (n+1)/2 possible SH orders
associated with each SH degree n, and only even degrees are involved in the expansion, it
follows that Y ∈ RK×P , where P = (nmax + 1)(nmax + 2)/2. Note that (3.14) suggests that
signals arising from the restriction of E to a fixed spatial location are well approximated
by bandlimited, and therefore, smooth spherical functions.
In [36], the HARDI reconstruction is obtained voxel-wise, in which case each Ei is
reconstructed separately. In particular, Descoteaux et al. obtain the SH coefficients of the
HARDI reconstruction by solving the regularized least-squares problem
argmin
ci∈RK
{‖Yci − Ei‖2F + λ‖Λci‖2F} , (3.15)
where Λ ∈ RP×P is the diagonal matrix whose kth entry is n2(n+1)2, where n is the degree
of the SH corresponding to the kth coefficient from ci. The closed form solution to (3.15)
is simply given by ciopt = (YTY + λΛ)−1YTEi.
The method above offers great computational advantages and has been shown to per-
form remarkably well in the context of HARDI and ODF reconstruction, as shown in [36]
and also in Chapter 4. It is worth mentioning that this approach corresponds to a least-
squares SH fit, along with a low pass filter applied to the SH coefficients ci, a fact which is
easily perceived by noticing that higher degree coefficients are weighted more heavily than
their lower degree counterparts in the cost function appearing in (3.15).
46
3.4 Separable Regularization
To combine the spatial and the angular regularization priors outlined in Sections 3.2 and
3.3, the spatial regularized spherical reconstruction (SR2) method minimizes the cost func-
tion
J(c) =
{
1
2
‖Y(c)− E‖22 +
Angular regularization︷ ︸︸ ︷
λ
2
‖Λ(c)‖22 +
Spatial regularization︷ ︸︸ ︷
µ‖Y(c)‖TV1
}
, (3.16)
over RP×|Ωx|, where
• c ∈ RP×|Ωx| is the matrix of SH coefficients of the entire signal E, so that the ith
column of c corresponds to ci;
• Y : RP×|Ωx| → RN×M×L×K maps the SH coefficients c of a HARDI signal E to its
corresponding SH linear combination. This implies, e.g., that if Ei = Yci for each
i = 1, 2, ..., |Ωx|, then E = Y(c);
• Λ : RP×|Ωx| → RP×|Ωx| is as defined in Section 3.3;
• λ, µ ≥ 0 are tuning parameters which control the desired degrees of angular and
spatial regularization, respectively;
• ‖Y(c)− E‖22 =
∑|Ωx|
i=1 ‖Yci − Ei‖22;
• ‖Λ(c)‖22 =
∑|Ωx|
i=1 ‖Λci‖22;
• ‖ · ‖TV1 is given by (3.12); and
• the ‖·‖2 norms are computed by arranging the input argument into a one-dimensional
vector and computing its `2−norm.
Under the assumption of the measurement noise being additive white Gaussian noise
(AWGN), the minimizer of J is optimal in a maximum-a-posteriori (MAP) sense upon
interpreting the two regularity conditions as priors on the unknown signal. As mentioned
in Section 2.1.6, the noise present in MRI signals follows a Rician distribution, and as such,
the estimate above ceases to be MAP-optimal.
Even though Rician noise closely resembles Gaussian additive noise behaviour at high
values of SNR [62], some studies suggest the need for effective algorithms derived under
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a Rician contamination model. Multiple methods of this kind have been proposed for in
the context of MRI reconstruction [37, 71, 31]. Unfortunately, these methods often involve
significant computational burdens and/or ignore either the spatial or the angular regularity
of the signals. For this reason, we will still advocate the use of the above functional, thereby
implicitly assuming an AWGN contamination model, while acknowledging the potential
improvements in performance that may arise by modifying the above functional according
to a Rician noise contamination model, as was done in [38], for instance.
3.5 Numerical Implementation
The minimization problem in (3.16) involves cross-domain constraints (i.e., constraints
both in the spatial and angular domains of the HARDI signal), making it difficult to solve
directly from the analytical and computational point of view. However, if considered one
at a time, both constraints are applied in a separable fashion (i.e., either in a voxel-by-voxel
or in a channel-by-channel fashion), and as a result it is possible to employ the variable
splitting techniques of classical optimization theory (see, e.g., [38, 50, 41, 1]) to simplify the
complexity of this particular problem. For the problem at hand, we employ the alternating
direction method of multipliers (ADMM) (the reader is referred to [18] for further details
about ADMM and related minimization techniques).
As a preliminary step to the derivation of the algorithm, the unconstrained problem in
(3.16) can be replaced by an equivalent constrained problem of the form
min
c,u
{1
2
‖Y(c)− E‖22 +
λ
2
‖Λ(c)‖22 + µ‖u‖TV1
}
(3.17)
s.t. Y(c)− u = 0,
where u is an auxiliary optimization variable, and the optimization is carried over c ∈
RP×|Ωx| and u ∈ RN×M×L×K . The above problem can be readily solved using the method of
augmented Lagrangian multipliers, which suggests an iterative update of c and u according
to
(ct+1, ut+1) = arg min
c,u
{1
2
‖Y(c)− E‖22 +
λ
2
‖Λ(c)‖22+
+ µ‖u‖TV1 +
δ
2
‖Y(c)− u+ pt‖22
}
pt+1 = pt + (Y(ct+1)− ut+1), (3.18)
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where t stands for the iteration index, δ > 0 is a predefined constant (e.g., δ = 0.5) and
pt ∈ RN×M×L×K denotes the vector of (augmented) Lagrange multipliers at iteration t.
Finally, the optimization over c and u can be superseded by minimization with respect
to c and u sequentially, in which case one can “split” the above problem into two simpler
sub-problems, namely
min
c
{1
2
‖Y(c)− E‖22 +
λ
2
‖Λ(c)‖22 +
δ
2
‖Y(c)− (ut − pt)‖22
}
(3.19)
and
min
u
{δ
2
‖u− (Y(ct+1) + pt)‖22 + µ‖u‖TV1
}
, (3.20)
giving rise to two important observations:
• The optimization in (3.19) is separable in the spatial domain, as it can be solved on
a voxel-by-voxel basis using
[ct+1]i = (YTY + λΛTΛ)−1YT
(
Ei + δ([ut − pt]i)
1 + δ
)
, (3.21)
for each i = 1, 2, . . . , |Ωx|.
• The optimization in (3.20) is separable in the diffusion domain, as it can be solved
on a channel-by-channel basis using
[ut+1]k = arg min
uk∈RN×M×L×K
{
1
2
‖uk − (Y(ct+1) + pt)k‖22 +
µ
δ
‖uk‖TV1
}
, (3.22)
for each k = 1, 2, . . . , K. Note that solving the above problem amounts to solving a
sequence of scalar TV de-noising problems, which, as mentioned in Section 3.2, can
be efficiently solved using methods such as the one in [25].
Thus, the proposed algorithm alternates the (separable) minimizations in (3.21) and
(3.22), followed by updating the Lagrange multipliers according to (3.18). The iterations
are terminated once the relative difference between subsequent solutions drops below a
predefined tolerance (e.g., ≤ 0.1%) or until a fixed number of iterations is reached. In
our experiments, an average number of required iterations to reach such a tolerance (with
p0 = u0 = 0 and δ = 0.5) has been observed to be 20. The pseudocode for the proposed
method is shown in Table 3.1
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Proposed Algorithm: SR2
Input: E (noisy data), δ, λ, µ,NIT (number of iterations), tol, tolTV
Output: Eˆ(de-noised signal)
foreach i ∈ {1, 2, · · · , |Ωx|} and k ∈ {1, 2, · · · , K} do
uk ← 0N×M×L
ci ← 0P
end
cntr ← 0
Eˆold ← E
p ← 0N×M×L×K
while err > tol or (cntr < NIT) do
foreach i ∈ {1, 2, · · · , |Ωx|} do
ith column of c← ci
end
foreach k ∈ {1, 2, · · · , K} do
kth N ×M × L volume of u← uk
end
foreach i ∈ {1, 2, · · · , |Ωx|} do
ci ← (YTY + λΛ)−1YT
(
Ei+δ([u−p]i)
1+δ
)
end
foreach k ∈ {1, 2, · · · , K} do
uk ← tv((Y(c) + p)k, tolTV, λ)∗
end
p← p+ (Y(c)− u)
Eˆ ← Y(c)
err ← norm(Eˆold − Eˆ)
Eˆold ← Eˆ
cntr++
end
∗: tv(·, ·, ·) stands for the implementation of [25].
Table 3.1: Pseudocode for solving the problem in (3.17).
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It is also important to note that the degree of angular regularity imposed in the signal
obtained is a function of nmax, the highest SH order included in the truncated SH expansion
of the reconstruction. Thus, for instance, the higher the value of nmax, the “milder”
the smoothness regularity constraints which are imposed on the reconstructions, as its
corresponding truncated SH signal would allow for the presence of higher frequency signal
components. It is therefore important to choose nmax not to induce oversmoothing effects
in the reconstruction obtained. As an immediate implication of this fact, since K ≥ P =
(nmax + 2)(nmax + 1)/2 must be satisfied for the computation of the solution of each step
(3.21), it is imperative to obtain enough diffusion-encoded directions in order to avoid
oversmoothing effects. In the experiments presented in Chapter 4, setting nmax = 8 has
been shown to produce high quality reconstructions, in which case K ≥ 45.
Finally, it is worth noting that the SR2 method and that introduced in [74] share
multiple characteristics, but their relative effectiveness differ, being dependent on a specific
application at hand. Thus, the method of [74] was intended to be used for reconstructing
the diffusion signals from their sub-critical measurements. In such a case, the sparseness
of signal representation (as provided through the use of spherical ridgelets) is essential for
attaining useful reconstruction results. The method proposed herein, on the other hand,
requires fully sampled data, while allowing one to bypass the computationally extensive
procedure of sparse approximation, thereby substantially improving the efficiency of the
reconstruction procedure.
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Chapter 4
Results
In Chapter 3, two de-noising schemes for HARDI data were introduced, viz. the TVM-
based ROF model from Section 3.2.2 and the SR2 method from Section 3.4. In this
chapter, the superiority of the SR2 algorithm over several alternative denoising methods
is demonstrated by means of quantitative performance measures and visual means using
both simulated and real-life HARDI data sets. It is concluded that SR2 outperforms all
the other alternative methods across different levels of noise and over different types of
complex diffusion profiles. Additionally, it is observed that the performance of the TVM-
based ROF model from Section 3.2.2 is inferior as compared to that of most alternative
HARDI de-noising methods, supporting the hypothesis presented in Section 3.2.2.
4.1 In Silico Experiments
In this section, a comparative study between the methods from Sections 3.2.2 and 3.4 and
several other state-of-the art HARDI de-noising methodologies is presented. In particular,
the study is based on quantitative measures and employs simulated HARDI data sets. The
alternative methods used for this study are: 1) the constrained TV-denoising approach of
[64], 2) the unconstrained vectorized TV-denoising approach of [19], and 3) the Tikhonov-
type SH fitting procedure of [36]. It should be noted that all the algorithms can be applied
to both the HARDI data E or to the ADC data ADC = (−1/b) log(E), as a result of the
fact that these two signals possess the same dimensionality. Moreover, according to (2.29),
there is a one to one relationship between these two signals, and therefore they can be
obtained from one another.
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The reference methods of [64] and [19] have been observed to produce more accurate
reconstructions when applied to the ADC signals, as opposed to the original HARDI data
E. For convenience, the above algorithms will be referred to as TV1 and TV2, respectively.
We note that, although using different assumptions regarding the nature of measurement
noises, both TV1 and TV2 would be conceptually equivalent to the SR2 method had we
decided to ignore the signal regularity over the u coordinate by setting λ = 0 in (3.16).
On the other hand, the reference method of [36] has been applied to both E and the ADC
signal, with the resulting reconstruction procedures referred below to as SH1 and SH2,
respectively. In this case also, it deserves mentioning that both SH1 and SH2 would have
been equivalent to the proposed method, had we decided to ignore the spatial regularity
of the diffusion data by setting µ = 0 in (3.16). Finally, the TVM-based method of Section
3.2.2 will be referred to as TV3. For ease of reference, Table 4.1 presents the names of all
the algorithms used for this study, along with their acronyms and input data types.
2D In Silico Phantom A 2D set of simulated HARDI data was generated in the form
of a 16×16 array of spherical HARDI signals obeying a Gaussian mixture model (GMM)
with a spatially dependent number of “crossing fibers” of various orientations [112]. In
particular, the model of the HARDI signal adopted assumes that the normalized HARDI
signal is of the form
E(x,u) =
1
N(x)
N(x)∑
i=1
e−b u
TDi(x)u, (4.1)
where N(x) ∈ {1, 2, 3} and each Di(x) ∈ S3++ for each spatial coordinate x. In this
experiment, each Di(x) was designed to have eigenvalues {λi(x)}3i=1 with λ1(x) > λ2(x) =
λ3(x). In this case, each spherical signal in the sum of (4.1) is said to have cylindrical
symmetry1. Geometrically, each term in the sum of (4.1) corresponds to a neuronal fiber
whose direction is parallel to the main axis of Di(x). The latter is the direction of the
eigenvector corresponding to the largest eigenvalue of Di(x).
Under this GM model, one may parametrize the HARDI signal in (4.1) in terms of: 1) its
b−value (one for the entire signal), 2) the set of fiber orientations determined by all Di(x)′s,
and 3) the fractional anisotropy (FA) and mean diffusivity (MD) (MD(Di) = tr(Di)/3)
indices corresponding to each Di(x). For this particular experiment, the parameters of
the GMM were chosen so as to mimic a diffusion signal corresponding to a 16×16 region
of interest supporting two “fiber bundles” crossing at a right angle with an additional
1 The sets of eigenvalues from two different Di(x)’s can be different, as long as the cylindrical symmetry
condition is met in both cases
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Acronym Input Signal Reference Equivalent to SR2 when
TV1 ADC [64] µ 6= 0, λ = 0
TV2 ADC [19] µ 6= 0, λ = 0
TV3 E (proposed) N/A
SH1 E [36] µ = 0, λ 6= 0
SH2 ADC [36] µ = 0, λ 6= 0
SR2 ADC (proposed) λ 6= 0, µ 6= 0
Table 4.1: Acronyms, references, and input signal types corresponding to the various
methods under comparison.
Figure 4.1: (left) Phantom for in silico experiments (E), (center) ADC profile of the
phantom on the left (ADC), (right) Noisy (SNR=8) version of phantom on the left.
“bundle” traversing the plane in a circular pattern. The b-value was set to 2500 s/mm2,
while the MD and the FA indices of individual fibers comprising the Gaussian mixtures
were set at random from the ranges [0.6, 0.9] · 10−3 and [0.65, 0.85], respectively. All the
simulated signals were corrupted by different levels of Rician noise, giving rise to signal-to-
noise (SNR) values in the range [4, 20], where the SNR is given by the ratio between the
maximum value of the normalized HARDI signal, E, and the scale (commonly denoted by
σ) parameter of the Rician noise (see (2.17)). The number of sampling points (diffusion-
encoding directions) was set to K = 64 (a practical amount which suggests nmax = 8).
The sample points were distributed over the sphere using an equiangular scheme similar
to that employed in [58]. The original and sample noisy versions of the phantom, along
with the ADC profile of the noise-free phantom and are shown in Figure 4.1. Additionally,
Figure 4.2 illustrates the composition of the phantom. For the purpose of quantitative
comparison, the normalized mean-squared error (NMSE) metric has been employed. The
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Figure 4.2: In silico phantom construction. (a-d) show vector fields whose orientations
at each spatial location are parallel to the axonal fibers in the phantom at that same
location. (a) circular axonal fiber; (b-c) two pi
4
rad axonal fibers crossing at a right angle;
(d) superposition of the three axonal fibers in (a-c); (d-g) sample 2D diffusion encoded
images.
NMSE between the underlying original signal, f , and its reconstruction, fˆ , is given by
NMSE(f, fˆ) :=
√√√√∑(n,m,l,k)[f(n,m, l, k)− fˆ(n,m, l, k)]2∑
(n,m,l,k) f
2(n,m, l, k)
. (4.2)
The regularization parameters of the algorithms have been optimized so as to produce the
smallest possible NMSE at every given level of SNR for a specific realization of the noise.
It should be noted that despite the rather intuitive interpretation offered by the NMSE
metric in (4.2), this metric may not always adequately quantify the effects or the size
of estimation artifacts or noises [118]. As a result, a different performance metric called
the structural similarity (SSIM) index, has been proposed in [118]. Unfortunately, to the
best of my knowledge, there is not a unique, clear direct extension of the standard SSIM
index definition to HARDI signals. As a result, this metric has not been employed for the
purpose of the quantitative performance study presented herein.
Sample reconstruction results for the various algorithms for two different levels of SNR
are shown in Figure 4.3 and Figure 4.4. It can be seen from these images that the recon-
structions by means of SR2 resemble the original data more closely than those obtained
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SNR Raw TV1 TV2 TV3 SH1 SH2 SR2
4 0.4619 0.2802 0.2345 0.3036 0.2729 0.2305 0.2285
8 0.2326 0.1657 0.1704 0.1685 0.1261 0.1179 0.1063
12 0.1555 0.1292 0.1525 0.1229 0.0845 0.0815 0.0767
16 0.1169 0.1075 0.0900 0.0984 0.0650 0.0631 0.0610
20 0.0937 0.0908 0.0768 0.0821 0.0532 0.0518 0.0507
Table 4.2: NMSE produced by various compared methods. Each entry represents an
ensemble average over 20 independent trials.
using the alternative methods. Additionally, Table 4.2 summarizes the NMSE values at-
tained by the different algorithms at all the different levels of SNR considered. The results
confirm the superior performance of the SR2 method over the rest of the algorithms. It is
also clear from this table that the performance of TV3 is significantly poorer than that of
most other methods. The relatively poor performance of TV3 may be attributed to the
sub-optimality of the piece-wise smooth model for HARDI signals when restricted to their
angular domain, as mentioned in Section 3.2.2.
4.2 Real-Life Experiments
In addition to the experiments based on computer simulations, the performance of the
algorithms have been assessed qualitatively by using real life data. In particular, two real-
life diffusion data sets have been used for this purpose: 1) the data set from the FiberCup
diffusion phantom reported in [44](available at www.lnao.fr/spip.php? article112)
with the isotropic spatial resolution of 3 mm3, b = 2000 s/mm2 and K = 64, and 2) an in
vivo dMRI data set of a human brain from the Alzheimer’s Disease Neuroimaging Initiative
(ADNI) database.
4.2.1 The FiberCup Phantom Experiments
The FiberCup phantom consists of hydrophobic acrylic fibers whose diameters are in the
order of magnitude of the diameter of myelinated axons. These fibers were bundled together
tightly, and the resulting bundles were oriented and stacked upon each other so as to mimic
different types of fiber crossing configurations, resulting in an approximate fiber density of
1900 fibers/mm2. In order to acquire the diffusion data, a cylindrical container was used
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Figure 4.3: Sample reconstructions using various algorithms for the case SNR= 8.
to hold the phantom inside an MRI scanner. An echo-planar imaging (EPI) acquisition
scheme was employed for obtaining the data using a single-shot diffusion-weighted, twice
refocused pulse sequence. Some additional design details as well as detailed parameters for
acquisition can be found in [91, 44]. The b0-image of the FiberCup phantom, as well as its
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Figure 4.4: Sample reconstruction using various algorithms for the case SNR= 16.
diffusion data are illustrated in Figure 4.4. The three regions of the phantom indicated by
the red boxes in Figure 4.5 correspond to sections showcasing a region of “fiber branching”,
a “sharp turn”, and a “fiber crossing.”
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Figure 4.5: b0−image of the FiberCup phantom and its associated diffusion data. The
three regions shown correspond to different diffusion profiles, region 1: sharp turn, region
2: fiber branching, and region 3: fiber crossing.
Based on the performance results from Section 4.1, the SH2 method has been chosen for
the purpose of comparison against the SR2 method, as it has shown to be the “second best”
according to the simulation results. Figure 4.6 compares the performance of SH2 with that
of SR2 based on their associated dODFs [114] (see Section 2.4 for more details) computed
based on the reconstructions from each of these algorithms, and subsequently applying the
method presented in [36]. Notice that the background in these images corresponds to the
b0-image of the phantom. In both cases, the regularization parameters of the algorithms
were tuned to result in the most consistent reconstructions with respect to the known
geometry of the phantom. As can be seen in Figure 4.6, the underlying diffusion profiles
are much more accurately resolved via the dODFs estimated using SR2 as compared to the
case of SH2.
4.2.2 In Vivo Experiments
Concluding the experimental study, a real life dMRI data set of a human brain obtained
from the Alzheimer’s disease neuroimaging initiative (ADNI) has been used to evaluate the
performance of the proposed algorithm. The data set consists of a 41 diffusion-encoded 3D
volumes (i.e., K = 41), each of which contains 59 axial slices acquired at b = 1000 s/mm2
with a spatial resolution of 1.3672 mm × 1.3672 mm × 2.7 mm (for illustration purposes,
only the results corresponding to a single axial slice will be presented). In particular,
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Figure 4.6: Real-life dODF reconstructions by means of SH2 (left) and of SR2 (right).
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Figure 4.7 illustrates the b0−image, the estimated FA map (see Section 2.3), the noisy
diffusion signal, and the reconstruction by means of SR2 corresponding to the chosen axial
slice of the human brain. The marked regions in the b0−image correspond to the close-up
views presented in Figures 4.8 to 4.11 of the noisy and the reconstructed data. In the
latter figures, the estimated FA map is presented in the background, and the reconstructed
dODFs (see Section 2.4) are presented to assist in the identification of the diffusion profiles
inferred from the method’s reconstruction. The dODF estimates from the noisy data and
from the reconstructed data have been obtained by direct application of the method of [36]
with no regularization applied, i.e., by finding the best-fit SH coefficients to the HARDI
data at each voxel in the least-squares sense.
The regularization effects of the SR2 method can be observed from the sample spherical
signals shown in Figure 4.7. Additionally, as can be seen in Figures 4.8 to 4.11, the
obtained reconstruction by SR2 clearly outlines the unimodal diffusion profiles associated
with regions with high anisotropy indices, as indicated by the FA map estimate shown in
the background.
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Figure 4.7: In vivo real-life dMRI data set and reconstruction by means of SR2. Left
column: b0−image corresponding to an axial slice of the human brain (top) and FA map
corresponding to the same slice (bottom). Center column: original (noisy) dMRI data
(top) and reconstruction by means of SR2 (bottom) corresponding to the axial slice on
the left. Right column: sample dODF estimates from the noisy data (top), and their
counterpart estimates achieved by means of SR2 (bottom).
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(a) Noisy HARDI data (b) Noisy dODF estimate
(c) SR2 HARDI data estimate (d) SR2 dODF estimate
Figure 4.8: In vivo reconstruction results (region 1).
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(a) Noisy HARDI data (b) Noisy dODF estimate
(c) SR2 HARDI data estimate (d) SR2 dODF estimate
Figure 4.9: In vivo reconstruction results (region 2).
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(a) Noisy HARDI data (b) Noisy dODF estimate
(c) SR2 HARDI data estimate (d) SR2 dODF estimate
Figure 4.10: In vivo reconstruction results (region 3).
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(a) Noisy HARDI data (b) Noisy dODF estimate
(c) SR2 HARDI data estimate (d) SR2 dODF estimate
Figure 4.11: In vivo reconstruction results (region 4).
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Chapter 5
Summary and Conclusions
The purpose of this thesis was to propose a novel HARDI de-noising methodology known as
spatially regularized spherical reconstruction (SR2). As such, the theoretical underpinnings
and the implementation details associated with this method have been presented in this
work. Additionally, the performance of the algorithm has been tested against that of
alternative HARDI de-noising methods using both simulated and real life HARDI data
sets.
The apparent success of the proposed algorithm lies in its ability to exploit both the
spatial and the angular regularity of HARDI signals, whose nature can be inferred from
basic physics principles of water diffusion and through our knowledge of the anatomy of
the human brain. Based on this information, the proposed algorithm uses a combination
of: 1) the angular regularization scheme of [36] consisting of a regularized least squares
SH fit procedure which amounts to a low pass filtering method in the domain of SH co-
efficients, and 2) a spatial regularization approach based on a TV minimization scheme
applied to the diffusion-encoded images of the HARDI signals. The angular regularization
procedure accepts a closed form solution separable with respect to the spatial coordinate
of the HARDI signal (i.e., angular regularization is imposed to each voxel in the HARDI
signal independently), therefore offering computational advantages over alternative itera-
tive methods which can be used for the same purpose. On the other hand, the spatial
regularization employs the channel-by-channel TV semi-norm definition, which renders
the solution to the spatial regularization problem separable with respect to the angular
coordinate of the HARDI signal. Thus, when imposed one at a time, both angular and
spatial regularization schemes are separable in nature, while imposing both types of reg-
ularization on the HARDI signal simultaneously results in a cross-domain optimization
problem. Nonetheless, employing the concept of variable splitting from convex optimiza-
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tion, the cross-domain problem can be broken into smaller separable sub-problems which
amount to one of the two regularization problems above, each accepting a parallelizable
computational scheme. Despite the fact that no thorough performance study has been car-
ried out to demonstrate the efficiency of the proposed algorithm, the separable nature of
the computational scheme proposed suggests its potential computational advantages over
alternative, non-separable implementations.
In addition to the apparent computational advantages offered by the proposed algo-
rithm, the quality of its reconstructions has been shown to outperform that of alternative
state-of-the-art methods both qualitatively and quantitatively using simulated and real life
data sets. As a result, it has been concluded that the type of regularization scheme chosen
appears adequate in the context of HARDI signal de-noising. In particular, it has been
shown that combining the two regularization constraints simultaneously offers performance
improvements over considering either one of them alone. Moreover, the use of TV regu-
larization on HARDI signals has been further investigated by studying the performance
of a TV regularization algorithm which employs a scalar TV semi-norm over the S2 × R3
domain. This algorithm has been observed to be inferior to most alternative methods
in terms of the quality of their reconstructions, suggesting the inadequacy of TV-based
schemes for the purpose of angular regularization in the context of HARDI de-noising.
As a final remark, it has also been noted that the smoothness properties of the SR2
method depend on the number of diffusion-encoded images (i.e., K) acquired. Therefore, it
is important to choose K carefully as to avoid overly smoothing the reconstructions (with
K ≥ 50 being a reasonable minimum for b ≥ 2000 s/mm2).
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Chapter 6
Future Work
Direct extensions of the proposed methodology include modifications of (3.16) by the inclu-
sion of positivity constraints on the HARDI signal and/or incorporation of compensation
terms for the Rician statistics of the noise present in HARDI images (e.g., as in [38]). Addi-
tionally, here we discuss two potential variational dMRI estimation frameworks motivated
by the understanding of the different types of HARDI signal regularization presented in
Chapter 3. The first one applies TV regularization to fODFs overM := R3×S2, and may
be used for the purpose of spherical deconvolution. The second one incorporates a novel
type of regularization for dMRI signals known as fiber continuity, and may be used for
both de-noising of HARDI data as well as for spherical deconvolution of dODFs.
6.1 Spherical Deconvolution
A common problem of interest in HARDI is that of spherical deconvolution, e.g., [111]. In
particular, one may model the fODF signal f : M → R+ as a blurred and noisy version
of the b0−normalized HARDI data E at each voxel, in which case, the blurring effect can
be modelled by means of a convolution operator H. In particular, assuming an additive
noise contamination model, f(x, ·) = H{E(x, ·)}+ η = h ∗ f(x, ·) + η(x, ·),∀x ∈ R3, where
h : S2 → R is a point spread function (PSF) (aka single fiber response) associated with H
and η(x, ·) : S2 → R is the noise present in the HARDI signal at spatial location x.
In practice, an estimate of f from E can be obtained by finding the minimizer of the
functional ∫
S2
∫
U
|H{f}(x,u)− E(x,u)|2 dη(U) + Jr(f), (6.1)
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where dη(U) = sin(θ) dx dy dz dθ dφ, and Jr(f) is a functional whose purpose is to
incorporate some known regularity of the fODF. For instance, in [95], the authors employ
a fiber continuity prior (see Section 6.2 for more details), while in [49] the authors use
a second order regularization prior on the gradient of f . In view of the fact that the
underlying fODF signals can, in principle, present an indefinite number of discontinuities
over R3×S2, and based on the observations about the ‖ ‖TVM presented in Chapters 2 and
3, it seems appropriate to use Jr(f) = ‖f‖TVM in (6.1), in which case the minimizer of the
associated cost functional can be found using standard TV-based deconvolution methods
such as [27], but with the modified definition of the total variation semi-norm.
6.2 Fiber Continuity
An alternative spatial regularity constraint to the TV-based ones discussed in Section 2 is
that of fiber continuity. The fiber continuity prior, introduced in [95], is expressed in terms
of its associated cost functional
JFC(f) =
∫
S2
∫
U
|∇xf(x,u) · u| dη(U), (6.2)
where ∇x is the gradient operator in the spatial coordinate, i.e., ∇xf = (∂x1f, ∂x2f, ∂x3f).
Although fiber continuity regularization may be effective in the context of dODF estima-
tion, if used on its own, any angular regularity of the underlying signals is ignored. In view
of the conclusions drawn in Chapter 3, a possible alternative to the SR2 method in the
context of HARDI estimation is to replace its TV semi-norm penalizing term appearing in
(3.16) by JFC(f), resulting in the associated cost functional∫
S2
∫
U
(|H{f}(x,u)− E(x,u)|2 + µ |∆S2H{f}(x,u)|2) dη(U) + λ JFC(f). (6.3)
It goes without saying that additional constraints such as those regarding the positivity
or the sparsity of the signals may improve the performance of the regularization schemes
which arise from the minimization of the functionals in (6.1) and (6.3).
The applications above exemplify the potential of the regularization schemes presented
in this dissertation in the context of dMRI reconstruction. Naturally, the same ideas can
be applied to the reconstruction and enhancement of signals with similar domains to that
of HARDI data, and can therefore be easily extended to such applications.
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