This paper is concerned with a Lotka-Volterra type competition model with free boundaries in time-periodic environment. One species is assumed to adopt nonlocal dispersal and the other one adopt mixed dispersal, which is a combination of both random dispersal and nonlocal dispersal. We show that this free boundary problem with more general growth functions admits a unique solution defined for all time. A spreading-vanishing dichotomy is obtained and criteria for spreading and vanishing are provided.
Introduction
In this paper, we study the dynamical behavior of the solution (u(t, x), v(t, x), g(t), h(t)) to the following Lotka-Volterra type competition model with mixed dispersal and free boundaries in
g(t) J(x − y)u(t, y)dy − u + u(a(t) − u − b(t)v), t > 0, g(t) < x < h(t),
u(t, g(t)) = u(t, h(t)) = v(t, g(t)) = v(t, h(t)) = 0, t ≥ 0, h ′ (t) = −µv x (t, h(t)) + ρ 1 where C 1− ([−h 0 , h 0 ]) is defined as the Lipschitz continuous function space.
Ecologically, problem (1.1) describes the dynamical process of two competing species which spread and invade to new environment with daily or seasonal changes via the same free boundaries.
All the individuals in the population u adopt nonlocal dispersal, while in the population v a fraction of individuals adopt nonlocal dispersal and the remaining fraction assumes random dispersal. The latter strategy is called mixed dispersal, which was first proposed by Kao et al. [24] . We assume that the spreading fronts expand at a speed that is proportional to the outward flux of the population of the two species at the front, which give rise to the free boundary conditions in (1.1). Problem (1.1) is a variation of the following two species competition system studied in [24] :    ∂ t u = d 1 R N J(x − y)u(t, y)dy − u + u(a(x) − u − v), t > 0, x ∈ R N ,
They investigated how the mixed dispersal affects the invasion of a single species and how the mixed dispersal strategies will evolve in spatially periodic but temporally constant environment.
If τ = 0 and a(t), b(t), c(t), d(t) are constants, (1.1) reduces to a two species nonlocal diffusion system with free boundaries studied by Du et al. [17] . They proved the model has a unique global solution, established a spreading-vanishing dichotomy and obtained criteria for spreading and vanishing. Moreover, for the weak competition case they determined the long-time asymptotic limit of the solution when spreading happens. If τ = 1 and a(t), b(t), c(t), d(t) are constants, (1.1) becomes a free boundary problem of ecological model with nonlocal and local diffusions considered in [31] . They also obtained well-posedness of solutions and spreading-vanishing results. Moreover, Cao et al. [4] recently considered a nonlocal diffusion Lotka-Volterra type competition model with free boundaries in the homogeneous environment, which consists of a native species distributing in the whole space R and an invasive species.
In the absence of the species v (i.e. v ≡ 0) and a(t) is a constant, (1.1) reduces to the following nonlocal diffusion model with free boundaries
g(t) J(x − y)u(t, y)dy − u + u(a − u), t > 0, g(t) < x < h(t), u(t, g(t)) = u(t, h(t)) = 0, t ≥ 0,
are independent of spatial variable, we can transform the parabolic-type eigenvalue problems into elliptic-type eigenvalue problems. This transformation is also used in discussing the asymptotic behavior of solution (see Theorem 4.1). Finally, it is worth mentioning that, due to the effect of mixed dispersal, in Theorem 4.4 we only prove the vanishing result for two cases, but whether the other situations still hold true is unknown, we leave it for future research.
The rest of the paper is organized as follows. In Section 2, we establish the global existence and uniqueness of solutions to problem (1.1) with more general growth functions. The comparison principle in the moving domain and the discussions on eigenvalue problems are given in Section 3.
In Section 4, we investigate spreading and vanishing of species.
Notations. Throughout the paper, we denote Ω g,h T0 = (0, T 0 ] × (g(t), h(t)), D T0 = (0, T 0 ] × (−1, 1) and a T = 1 T T 0 a(t)dt. Under the transform x(t, z) = (h(t)−g(t))z+h(t)+g(t) 2 , we always denotef (t, z) = f (t, x(t, z)) = f (t, (h(t)−g(t))z+h(t)+g(t) 2 ).
Well-posedness
In this section, we give the global well-posedness of solutions to problem (1.1) with more general growth functions. More precisely, we consider the following free boundary problem
where the growth terms f i (t, x, u, v) (i = 1, 2) satisfy the following assumptions:
(f2) For any given T, l, K 1 , K 2 > 0, there exists a constant L = L(T, l, K 1 , K 2 ) such that
(f3) For any K 1 , K 2 > 0, there exists a constant L * = L * (K 1 , K 2 ) > 0 such that
(f4) f i (t, x, u, v) is locally Lipschitz in u, v ∈ R + uniformly for (t, x) ∈ R + × R, i.e., for any K 1 , K 2 > 0, there exists a constantL =L(K 1 , K 2 ) > 0 such that
It is easy to check that the growth functions in (1.1) satisfy the conditions (f1) − (f4). The main result of this section is stated in the following theorem.
Theorem 2.1. Assume that (J) and (f1)-(f4) hold. For any given (u 0 , v 0 ) satisfying (1,2), the problem (2.1) admits a unique global solution (u, v, g, h) defined on [0, T 0 ] for any 0 < T 0 < ∞ and
) denotes the class of functions that are C 1 in t and Lipschitz continuous in x, andL =L(K 1 , K 2 ) is the Lipschitz constant defined in (f4).
To prove Theorem 2.1, we first establish the maximum principle for linear parabolic equations with mixed dispersal. For some h 0 , T 0 , we define
Proof. (i) Let ω(t, x) = e −kt v(t, x), where k > 0 is a constant chosen large enough such that −k + c(t, x) < 0 for all (t, x) ∈ Ω g,h T0 . Then
We are now in a position to prove that ω ≥ 0 in Ω g,h T0 . Suppose that ω inf = inf (t,x)∈Ω g,h T 0 ω(t, x) < 0. By (2.3) , ω ≥ 0 on the parabolic boundary of Ω g,h T0 , and hence there exists (t * ,
Define the transform
By the classical maximum principle for parabolic equation, we know
Thus, v(t, x) > 0 in Ω g,h T0 . This completes the proof. ✷ According to Lemma 2.1, we can derive the following comparison principle.
.
Since f (t, x, u, v) satisfies (f4), we have
c L ∞ ≤L(c 1 , c 2 ). By applying Lemma 2.1, we can get the desired results. ✷ Next, by applying the classical upper and lower method we shall prove that nonlinear parabolic equations with mixed dispersal (see (2.5)) admit a unique positive classical solution under the assumption that g ′ (t), h ′ (t) and u(t, x) are Hölder continuous. For some h 0 , T 0 > 0, we define
T0 ), f 2 satisfies (f1)-(f4) and v 0 satisfies (1.2). Then for any T 0 > 0, the following problem
(2.6)
Proof. We mainly adopt the classical upper and lower solutions method. Since the mixed dispersal is considered, we give the details of the proof. A functionv is called an upper solution of (2
and a function v is called a lower solution of (2.5) if reversing all the above inequalities.
Step 1. We claim that, ifv, v are respectively nonnegative upper and lower solutions of (2.5), then (2.5) has a unique solution v(t, x) satisfying
(2.7)
The existence and uniqueness of v ∈ C 1+α 2 ,1+α (Ω T0 ) is guaranteed by the L p theory for linear parabolic equation and the Sobolev imbedding theorem. More precisely, letṽ(t, z) = v(t, x(t, z)),
(2.8)
Note that the right hand of the equation in (2.8) is continuous in D T0 and then belongs to L p (D T0 ) with any p > 3, ξ(t) ∈ C([0, T 0 ]) with ξ L ∞ ((0,T0)) ≤ 1
and η L ∞ ((0,T0)) ≤ 2R(T0) h0 . Applying the L p theory to (2.8) and the Sobolev imbedding theorem, we can obtain a unique solutioñ v ∈ W 1,2 p (D T0 ) ֒→ C We shall show that Φ is monotone in the sense that if any ϑ 1 , ϑ 2 ∈ C(Ω g,h T0 ) satisfy 0 ≤ ϑ 1 , ϑ 2 ≤ M and ϑ 2 ≥ ϑ 1 , then Φϑ 2 ≥ Φϑ 1 . To see that, let w = Φϑ 2 − Φϑ 1 , then w satisfies
Since the equation in (2.9) satisfies
similar as the proof of Lemma 2.1 (ii), we can getw(t, z) = w(t, x(t, z)) ≥ 0 in D T0 by the maximum principle for linear parabolic equation. Thus, we have w(t, x) ≥ 0 in Ω g,h T0 and then Φϑ 2 ≥ Φϑ 1 .
Next, we shall show that Φϑ ≤ ϑ provided that ϑ is an upper solution. In fact, let v = Φϑ,
Similar as above, we have ϑ − v ≥ 0 in Ω g,h T0 , i.e., Φϑ ≤ ϑ. Similarly, we can also prove that Φϑ ≥ ϑ provided that ϑ is a lower solution.
We then construct two sequences {v (n) } and {w (n) } as follows
We conclude that the pointwise limits
x) are solutions of (2.5). We claim that the operator Φ :
We first prove that Φ is continuous. For any ϑ 1 , ϑ 2 ∈ D, we still define w = Φϑ 2 − Φϑ 1 , then
x(t, z)) and
(2.11)
Applying the L p theory to (2.11), for any p > 1,
where we have used the estimates
By the Sobolev imbedding theorem, we have
which is equivalent to
) is continuous. Similar as above, we can show that, for any given constant M 1 > 0, there exists a constant
) is a compact operator. Thus, from the fact v (n)
) is a solution of (2.5), and thenṽ * ∈ C
). By the Lipschitz continuity of J, we deduce
Applying the Schauder regularity theory to (2.8) withṽ,θ replaced byṽ * , we can deduce thatṽ
) is a classical solution to (2.5) . Similarly, we can prove w * is also a classical solution of (2.5). Now we prove the uniqueness of solution in [v,v] . In (2.10), we have obtained w * ≤ v * . By Lemma 2.2, we also get w * ≥ v * . Thus, w * = v * . If v(t, x) is a solution of (2.5) and satisfies v ≤ v ≤v, then v = Φv. From Step 1, we know
Since lim n→∞ w n = w * = v * = lim n→∞ v n , we have
Step 2. It is easy to check that v = 0 andv = K 2 are lower and upper solutions of (2.5), respectively. Then there exists a unique solution v satisfying 0
satisfies the assumption (f4). Lemma 2.2 implies that v is unique solution of (2.5).
We define
and construct an auxiliary function
We will choose M such that ψ(t, x) ≥ v(t, x) holds over Ω.
Direct calculations show that, for (t, x) ∈ Ω,
It follows that
. On the other hand,
Choosing
Moreover, since v(t, h(t)) = 0 and v > 0 in Ω g,h T0 , we have v x (t, h(t)) < 0. The estimates for v x (t, g(t)) can be similarly obtained. ✷ Now, by approximation method we get the unique strong solution of (2.5) provided that g ′ (t), h ′ (t) and u(t, x) are only continuous functions, which plays an important role in the proof of Lemma 2.5 later.
any 0 < t ≤ T 0 , and then integrating over (0,
By the continuity of J and Hölder inequality,
By the Lipschitz continuity of f 2 with respect toṽ,
Combining the above estimates, we have
By the Gronwall's inequality, we know
, which implies the uniqueness of solution.
Step
).
Consider the approximate problem ), and satisfies
and satisfies
(z − s))ṽ n (t, s)ds +f 2 (t, z,ũ n ,ṽ n ), we know g ∈ L ∞ (D T0 ). Applying the L p theory for linear parabolic equations to (2.16), we have the solutionṽ n satisfies ṽ n W 1,2 p (DT 0 ) ≤ C, where C is independent of n. By the weak compactness of the bounded set in W 1,2 p (D T0 ) and W 1,1 p (D T0 ) and the compactly imbedding theorem (W 1,1 p (D T0 ) ֒→֒→ L p (D T0 )), there exists a subsequence, still denoted by {ṽ n }, such thatṽ n ⇀ṽ in W 1,2
is the strong solution of (2.13). By the Sobolev imbedding theorem,ṽ ∈ C 1+α 2 ,1+α (D T0 ).
Note thatṽ n satisfies (2.17). From the fact ∂ zṽn → ∂ zṽ ,ṽ n →ṽ in L p (D T0 ) (then a.e. in D T0 )
Then v(t, x) =ṽ(t, z(t, x)) satisfies (2.6), which completes the proof. ✷
In the following lemma, we prove the well-posedness for (2.1) with any fixed (g, h) ∈ G h0 T0 ×H h0 T0 by the fixed point theorem. Denote
) : 0 ≤ u ≤ K 1 , u(0, x) = u 0 (x), u(t, g(t)) = u(t, h(t)) = 0 ,
Proof. For u * ∈ X 1 s with 0 < s ≤ T 0 , from Lemma 2.4 we know that the initial-boundary value
By Lemma 2.3 in [3] , it admits a unique solution u ∈ X 1 s . We define a mapping F s : X 1 s → X 1 s by F s u * = u. If F s u * = u * , then (u * , v) solves (2.18) with T 0 replaced by s.
Next, we shall prove that F s has a fixed point in X 1 s provided that s is small enough. For i = 1, 2, we assume u * i ∈ X 1 s , u i = F s u * i , and v i be the unique solution of (2.5) with (u, T 0 ) replaced by (u * i , s).
By the L p theory for linear parabolic equation, we have
From the proof of Theorem 1.1 in [34] , we know the Hölder semi-norm
which implies that
(2.20)
Choosing s small such that CC ′ (2s)
. Similar to the proof of Lemma 2.3 (Step 3) in [31] , we can choose s small enough such that
. By the contraction mapping theorem, we know that F s has a unique fixed point u ∈ X 1 s . Following the arguments in the proof of Lemma 2.3 (Step 5) in [31] , we can show that the unique solution (u, v) of (2.18) can be extended to Ω g,h T0 and (u, v) ∈ X g,h T0 . The estimates of v x (t, h(t)), v x (t, g(t)) and the regularity of v have been established in Lemma 2.4. ✷ Proof of Theorem 2.1. By Lemma 2.5, for any T 0 > 0 and (g, h) ∈ G h0 T0 × H h0 T0 , we can find a unique (u, v) ∈ X g,h T0 that solves (2.18), and (2.19) holds. For 0 < t ≤ T 0 , define the mapping
To prove this theorem, we will show that if T 0 is sufficiently small, then G maps a suitable closed subset Σ T0 of G h0 T0 × H h0 T0 into itself and is a contraction mapping.
Step 1. There exists a closed subset Σ τ ⊂ G h0
T0 ×H h0 T0 . The definitions ofh(t) andg(t) indicate that they belong to C 1 ([0, T 0 ]) and for 0 < t ≤ T 0 ,
(2.21)
Note that from (J) we know there exist constantsǭ ∈ (0, h0 4 ) and η 0 > 0 such that
such that h(T 1 ) − g(T 1 ) ≤ M 1 . Estimating the right hand of (2.21), we have
Similarly, we can show that
It is easy to check that (2.15) in [31] , we can prove that, for t ∈ (0, T 1 ],
We now define, for τ ∈ (0, T 1 ],
Our analysis above shows that
Step 2. G is contraction mapping on Σ τ for sufficiently small τ > 0.
It is easy to see that
We first estimate E 1 . It follows from (2.18) that, for i = 1, 2, 
Similar to (2.12) , by the Lipschitz continuity of J and the boundness of h i (t), g i (t) andṽ i ,
Note that
Applying the L p theory, we get
Choosing τ small, we have
Similar as the proof of Lemma 2.6 in [31] , we can prove that, for τ small enough,
where Ω * τ := Ω g1,h1 τ ∪ Ω g2,h2 τ . By the similar arguments in the proof of Lemma 2.5 (Steps 1-3) in [31] and Theorem 2.1 (Step 2) in [17] , we can also get
Thus, for small τ > 0, we have
which implies that G is a contraction map on τ .
The rest of the proof can be obtained by using similar arguments as that of Theorem 2.1 in [17, 31] , here we omit the details. ✷
Comparison principle and some eigenvalue problems
In this section, we first give a comparison principle for (1.1), and then investigate the existence and properties of principle eigenvalue of some eigenvalue problems. These results will play an important role in later sections.
The comparison principle
In this subsection, we discuss the comparison principle for (1.1).
be the unique solution of (1.1), then
Proof. Thanks to Lemma 2.2 in [3] and Lemma 2.1, one sees thatū,v > 0 for (t, x) ∈ Ωḡ ,h T0 . We first consider the caseh(0) > h 0 ,ḡ(0) < −h 0 . Thenh(t) > h(t),ḡ(t) < g(t) hold true for small t > 0. We claim thath(t) > h(t),ḡ(t) < g(t) for all t ∈ (0, T 0 ]. In fact, if this is not true, there exists t 1 ≤ T 0 such that h(t) > h(t),ḡ(t) < g(t) for t ∈ (0, t 1 ) and [h(t 1 ) − h(t 1 )][ḡ(t 1 ) − g(t 1 )] = 0.
Without loss of generality, we may assume that g(t 1 ) ≤ g(t 1 ) andh(t 1 ) = h(t 1 ).
and v(t, h(t)) ≥ 0 = v(t, h(t)) for t ∈ (0, t 1 ], by applying Lemma 2.2, we havev > v in Ωḡ ,h t1 . Moreover, by the fact thatv(t 1 , h(t 1 )) =v(t 1 ,h(t 1 )) = 0 = v(t 1 , h(t 1 )), we deduce thatv x (t 1 , h(t 1 )) < v x (t 1 , h(t 1 )). Similarly, using Lemma 2.2 in [3] , we can obtainū > u in Ωḡ ,h t1 . It follows that
which is a contradiction. Hence, h(t) <h(t), g(t) >ḡ(t) for all t ∈ (0, T 0 ], andū(t, x) > u(t, x), v(t, x) > v(t, x) in Ω g,h T0 . For the general case thath(0) ≥ h 0 ,ḡ(0) ≤ −h 0 , we can adopt the same method as the proof Lemma 5.1 in [20] . ✷ Remark 3.1. From the proof of Lemma 3.1, we can see that the conditionsv(t,ḡ(t)) = 0,v(t,h(t)) = 0 are necessary in deriving the contradiction from the relationship betweenh ′ (t) and h ′ (t). If τ = 0, as considered in [17] , then the expressions of h ′ (t), g ′ (t) in (1.1) andh ′ (t),ḡ ′ (t) in (3.1) do not include the terms −µv x (t, h(t)), −µv x (t, g(t)) and −µv x (t,h(t)), −µv x (t,ḡ(t)), respectively, in such case the conditionsv(t,ḡ(t)) = 0,v(t,h(t)) = 0 can be weaken intov(t,ḡ(t)) ≥ 0,v(t,h(t)) ≥ 0.
some eigenvalue problems
In this subsection, we mainly study some eigenvalue problems and analyze the properties of their principle eigenvalue. Hereafter, we always assume Ω be a bounded, connected open interval in R and |Ω| be its length.
Consider the following operator
where a ∈ C T (R) := {a ∈ C(R) : a(t + T ) = a(t) > 0, ∀t ∈ R}. For convenience, we define the space X Ω , X + Ω , X ++ Ω as follows:
where C 1,0 (R × Ω) denotes the class of functions that are C 1 in t and continuous in x.
where σ(−(L Ω + a(t))) is the spectrum of −(L Ω + a(t)). By Theorem A (1) in [29] , we know that λ 1 (−(L Ω + a(t))) is the principle eigenvalue of −(L Ω + a(t)), which means that there exists an eigenfunction φ ∈ X ++ Ω such that −(L Ω + a(t))[φ](t, x) = λ 1 (−(L Ω + a(t)))φ.
Lemma 3.2. (see Theorem B in [29] ) Assume that J satisfies (J) and a ∈ C T (R). Let u(t, x; u 0 ) be a solution of
where u 0 ∈ C(Ω) is non-negative and not identically zero. The following statements hold:
(i) If λ 1 (−(L Ω + a(t))) < 0, then the equation
admits a unique solution u * ∈ X ++ Ω , and there holds
(ii) If λ 1 (−(L Ω + a(t))) > 0, then the equation (3.3) admits no solution in X + Ω \ {0} and there holds u(t, ·; u 0 ) C(Ω) → 0 as t → ∞.
Remark 3.2. For the case λ 1 (−(L Ω + a(t))) = 0, (3.3) has been shown in [29] to admit no solution in X + Ω \ {0}, but the global dynamics is not provided. Since a(t) is independent of spatial variable, we can also get u(t, ·; u 0 ) C(Ω) → 0, more details can be seen in the proof of Theorem 4.1.
In what follows, we present some further properties of λ 1 . Lemma 3.3. Let J satisfies (J) and a ∈ C T (R). Then (i) λ 1 (−(L Ω + a(t))) is strictly decreasing and continuous in |Ω|;
(ii) lim |Ω|→+∞ λ 1 (−(L Ω + a(t))) = −a T , where a T = 1 T T 0 a(t)dt; (iii) lim |Ω|→0 λ 1 (−(L Ω + a(t))) = d 1 − a T .
Proof. Let φ ∈ X ++ Ω be an eigenfunction of −(L Ω + a(t)) associated with the principle eigenvalue λ 1 (−(L Ω + a(t))). We define
It is easy to check that ψ ∈ X ++ Ω . Multiplying the equation −(L Ω +a(t))[φ] = λ 1 (−(L Ω +a(t))φ by the function t → e − t 0 (a(s)−aT )ds , we have That is, −λ 1 (−(L Ω + a(t))) is the principle eigenvalue of the following nonlocal operator L Ω + a T :
with an eigenfunction ψ T ∈ X ++ Ω . Denote by λ 1 (L Ω + a T ) the principle eigenvalue of L Ω + a T , then we have −λ 1 (−(L Ω + a(t))) = λ 1 (L Ω + a T ).
(3.5)
Without loss of generality, we assume that Ω = (l 1 , l 2 ). According to Proposition 3.4 in [3] , we know the following results hold:
is strictly increasing and continuous in |Ω| = l 2 − l 1 ;
(ii) lim l2−l1→+∞ λ 1 (L Ω + a T ) = a T ;
(iii) lim l2−l1→0 λ 1 (L Ω + a T ) = a T − d 1 . Combining the above conclusions and (3.5), we can get the desired results. ✷ Now, we consider another periodic-parabolic eigenvalue problem For any given 0 < τ ≤ 1, we can check that
− c(t)I : 0 ≤ t ≤ T } satisfy the hypotheses (11.5) in [22] . As showed in Section II.14 of [22] , based on the Krein-Rutman theorem, we can prove that (3.6) admits a principle eigenvalue λ 1 (−(L Ω + c(t))) with principle eigenfunction ϕ.
For later applications, we give the following lemma. Lemma 3.4. Let J satisfies (J) and c ∈ C T (R). Then (i) λ 1 (−(L Ω +c(t))) is a strictly decreasing continuous function in |Ω| and λ 1 (−(L Ω +c(t))) = 0 has a unique root |Ω| = h * ;
(ii) if λ 1 (−(L Ω + c(t))) < 0, then the problem
admits a unique positive T -periodic solution ϕ * , and ϕ * is globally asymptotically stable.
Proof. (i) Let ϕ be an eigenfunction of (3.6) associated with the principle eigenvalue λ 1 (−(L Ω + c(t))). Define
Similar as the proof of Lemma 3.3, λ 1 (−(L Ω + c(t))) is the principal eigenvalue of the following elliptic-type problem
with an eigenfunction ω(x) = 1 T T 0 ψ(t, x)dt. Denote by λ 1 (−(L Ω + c T )) the principle eigenvalue of (3.7), then we have λ 1 (−(L Ω + c(t))) = λ 1 (−(L Ω + c T )).
(3.8)
The continuity of λ 1 (−(L Ω + c T )) with respect to |Ω| can be obtained by using a simple re-scaling argument of the spatial variable x. Note that λ 1 (−(L Ω + c T )) can be expressed in a variational formulation
By the zero extension of principle eigenfunction, we can get the monotonicity of λ 1 (L Ω + c T ) from the variational formulation of principle eigenvalue.
Next, we prove that λ 1 (−(L Ω + c(t))) = 0 has a unique root. Without loss of generality, we may assume that Ω = (0, l). Since For any large l > 3L, we choose the test function ϕ ε (x) defined as follows
It is easy to check that ϕ ε ∈ H 1 0 ((0, l)) and satisfies l 0 ϕ 2 ε (x)dx = l − 4 3 ε and l 0 (∂ x ϕ ε ) 2 (x)dx = 2 ε . Thus,
Since ε is arbitrary, it follows that
which together with (3.10) imply that
From (3.8), (3.9) and (3.11), we know that λ 1 (−(L (0,l) + c(t))) = 0 has a unique root.
(ii) the proof is similar as that of Theorem 28.1 in [22] , we omit the details. ✷ 4 Spreading and vanishing for problem (1.1)
In this section, we investigate the dynamics of problem (1.1), including the spreading-vanishing dichotomy and some sufficient conditions for spreading and vanishing. In view of (2.2), we see that the free boundaries h(t), −g(t) are strictly increasing functions with respect to time t. Thus, h ∞ := lim t→∞ h(t) and g ∞ := lim t→∞ g(t) are well-defined. Clearly, h ∞ , −g ∞ ≤ +∞.
By similar argument as the proof of Proposition 3.1 in [32] with minor modifications, we have the following result. 
, h(t))) for some α ∈ (0, 1) and satisfy g(t) < 0, h(t) > 0, ϕ(t, x) > 0 for all t ≥ 0 and g(t) < x < h(t). We further suppose that lim t→∞ g(t) > −∞, lim t→∞ h(t) < ∞, lim t→∞ g ′ (t) = lim t→∞ h ′ (t) = 0 and there exists a constant K > 0 such that
The next lemma provides an estimate for v. The proof is a simple modification of that for Lemma 4.2 in [31] , so we omit it here. 
Proof. It is easy to see that −∞ < g ∞ < h ∞ < ∞. From (2.2), we can deduce that g ′ (t) and h ′ (t) defined in (1.1) are bounded. Let
By (4.2), we get |ϕ 1 (t) − ϕ 1 (s)| ≤ C 1 |t − s| α 2 for any t, s > 0. For ϕ 2 , assume t > s, we have h(t) > h(s), g(t) < g(s) and then
where ∂ t u L ∞ (D∞) is obtained by the first equation in (1.1) and the bound of u. Thus,
For ϕ 3 , it follows from (4.1) that |v(t,
. Similar to ϕ 2 , we can prove that
Proof. Since J ≥ 0 and v > 0, from the second equation in (1.1), there exists a constant C > 0 such that
According to Lemma 4.1, we get
We claim that
where −(L (g∞,h∞) +a(t)) is defined in (3.2) . Assume on the contrary that λ 1 (−(L (g∞,h∞) +a(t))) < 0. For convenient, for any ε > 0 we define h ±ε ∞ := h ∞ ± ε, g ±ε ∞ := g ∞ ± ε. Thus, there exists ε 1 > 0 such that λ 1 (−(L (g +ε ∞ ,h −ε ∞ ) + a(t) − b(t)ε)) > 0 for all ε ∈ (0, ε 1 ). For such ε > 0, we can find T ε > 0 such that, for t > T ε ,
Consider the following problem  
By Lemma 2.2 in [3] and a simple comparison argument, we get
Hence, there exist two constantsT ε > T ε and C > 0 such that
It follows that, for 0 < ε < min{ε 1 ,ε 2 } and t >T ε ,
which implies that h ∞ = ∞. It is a contradiction and then (4.3) holds.
Letū be the unique solution of
Now we prove that lim t→∞ū (t, x) = 0 uniformly in [g ∞ , h ∞ ]. Since (4.3) holds, we divide the discussion into two cases:
(i) For the case λ 1 (−(L (g∞,h∞) + a(t))) > 0, applying Lemma 3.2 (ii) we can get the desired result.
(i) For the case λ 1 (−(L (g∞,h∞) + a(t))) = 0, we define 
Recall that in (3.5) we have λ 1 (L (g∞,h∞) +a T ) = −λ 1 (−(L (g∞,h∞) +a(t))) = 0, where L (g∞,h∞) +a T is defined in (3.4) . By Proposition 3.5 in [3] (see also [1, 8] ), we know that lim t→∞w (t, x) = 0 uniformly in [g ∞ , h ∞ ]. Thus, w(t, x) andū(t, x) = e On the other hand, it is easy to know that
, h(t)), u(t, g(t)) ≥ 0,ū(t, h(t)) ≥ 0,
By the comparison principle, we know u(t, x) ≤ū(t, x) for any t > 0 and x ∈ [g(t), h(t)]. Thus, lim t→∞ u(t, ·) C([g(t),h(t)]) = 0. ✷ From Lemma 4.1, we can obtain the following spreading-vanishing dichotomy.
Corollary 4.1. (Spreading-vanishing dichotomy) Let (u, v, g, h) be the unique solution of (1.1). Then, the following alternative holds:
Either (i) spreading: lim t→∞ (h(t) − g(t)) = ∞, or (ii) vanishing: lim t→∞ (g(t), h(t)) = (g ∞ , h ∞ ) is a finite interval and lim t→∞ max g(t)≤x≤h(t) u(t, x) = lim t→∞ max g(t)≤x≤h(t) v(t, x) = 0.
In what follows, we will provide some sufficient conditions for spreading and vanishing.
where |Ω| = h * is the unique root of λ 1 (−(L Ω + c(t))) = 0 with −(L Ω + c(t)) defined in (3.6) .
Proof. Recall that in Lemma 4.4 we have showed that
Assume on the contrary that h ∞ − g ∞ > h * . Then there exists 0 < ε ≪ 1 and T ≫ 1 such that
Let ψ be the unique positive solution of
By Lemma 2.2, we have
) < 0, and then Lemma 3.4 implies that ψ(t + nT, x) → ω(t, x) as n → ∞ uniformly in the compact subset of (g +ε ∞ , h −ε ∞ ), where ω(t, x) is the unique positive periodic solution of
ω(t, g +ε ∞ ) = 0, ω(t, h −ε ∞ ) = 0, t ∈ [0, T ], ω(0, x) = ω(T, x), x ∈ (g +ε ∞ , h −ε ∞ ).
Therefore, lim inf n→∞ v(t + nT, x) ≥ lim n→∞ ψ(t + nT, x) = ω(t, x) > 0 for all x ∈ (g +ε ∞ , h −ε ∞ ), which is a contradiction to (4.5) . This completes the proof. ✷ Corollary 4.2. If h 0 ≥ 1 2 h * , then spreading occurs, that is, h ∞ − g ∞ = +∞.
If a T ≥ d 1 , then Lemma 3.3 implies that λ 1 (−(L Ω + a(t))) < 0 for all l := |Ω| > 0. Thus, the vanishing can not happen by the proof of Theorem 4.1, which means that h ∞ − g ∞ = +∞ always holds. On the other hand, if a T < d 1 , then Lemma 3.3 implies that λ 1 (−(L Ω + a(t))) > 0 for 0 < |Ω| ≪ 1, and λ 1 (−(L Ω + a(t))) < 0 for |Ω| ≫ 1. Since λ 1 (−(L Ω + a(t))) is strictly decreasing in |Ω|, there exists a l * > 0 such that λ 1 (−(L Ω + a(t))) = 0 for |Ω| = l * , λ 1 (−(L Ω + a(t))) > 0 for |Ω| < l * and λ 1 (−(L Ω + a(t))) < 0 for |Ω| > l * . From the proof of (4.3), we know that if h ∞ − g ∞ < +∞ then h ∞ − g ∞ ≤ l * . Therefore, if h 0 ≥ l * 2 then we have h ∞ − g ∞ = +∞.
Theorem 4.4. Assume a T < d 1 and h 0 < 1 2 min{h * , l * }. If one of the following conditions is satisfied: (i) τ = 1, (ii) J(x) is equal to a positive constant on [−2h 0 − 2δ 0 , 2h 0 + 2δ 0 ] for some small constant δ 0 > 0, then there exists Λ 0 > 0 such that h ∞ − g ∞ < +∞ when µ + ρ 1 + ρ 2 ≤ Λ 0 .
Proof. Since λ 1 (−(L (−h0,h0) + a(t))) > 0, we can choose h 0 < h 1 < l * 2 such that λ := λ 1 (−(L (−h1,h1) + a(t))) > 0. Let ω(t, x) = Ce − λt 2 ϕ(t, x) for some C > 0, it is easy to check that On the other hand, since h 0 < h * 2 , we can choose a constant h 2 satisfying h 0 < h 2 < min{ h * 2 , h 1 , h 0 + δ 0 } such that λ 1 (−(L (−h2,h2) + c(t))) > 0. Let ψ(t, x) be the corresponding normalized eigenfunction of (−(L (−h2,h2) + c(t))) associated with λ 1 (−(L (−h2,h2) + c(t))). Note that ψ x (t, h 2 ) < 0, ψ x (t, −h 2 ) > 0 in [0, T ]. We claim that there exists a constant α > 0 such that
In fact, since ±h 2 ψ x (t, ±h 2 ) < 0, by the continuity of xψ x (t, x), = ke −σt − σψ(ξ, η) − ς ′ (t) ς(t) ηψ η (ξ, η)
)ψ(ξ, η) + ( 1 ς 2 (t) c(ξ) − c(t))ψ(ξ, η) + 1 ς 2 (t) λ 1 ψ(ξ, η) + ke −σt ψ 2 (ξ, η)
c(ξ) − c(t)) ψ(ξ, η) J(x − y)ū(t, y)dy − d 1ū +ū(a(t) −ū), t > 0, x ∈ (−s(t), s(t)).
