Introduction
In scalable multiprocessor systems, high performance demands careful attention to load balancing and communication optimization. Compilation techniques for achieving these goals have been explored extensively in recent years [3, 8, 10, 12, 15, 16] producing a variety of useful techniques. All of the above systems, however, require the user to specify the distribution of data among processor memories. A few projects have attempted to automatically derive data distributions for regular problems [11, 9, 7, 1] . In this paper, we study the more challenging problem of automatically choosing data distributions for irregular problems.
By irregular problems, we mean programs in which the pattern of data access is input-dependent, and thus not analyzable by a compiler. For example, the loop do i = i, nedges nl = nde(i,l) n2 = nde(i, 2) y ( n l ) = y ( n l ) + y(n2) = y(n2) -enddo x ( n l ) -x(n2) x(nl) + x(a2) sweeps over the edges of an irregular mesh, a common operation in computational fluid dynamics. Efficiently executing this loop requires partitioning the data and computation to balance the work load and minimize communication. As the information necessary to evaluate communication (i.e. the contents of ride) is not available until runtime, this partitioning must be done on the fly. Thus, we focus on runtime mappings in this paper.
Over the past few years a lot of study has been carried out in the area of mapping irregular problems onto distributed memory multicomputers. As a result of this, many heuristics have been proposed for efficient data mapping [2, 4, 5, 6, 14] , but currently these partitioners must be coupled to user programs manually. In this paper we describe an automatic method for linking these partitioners. The work described here is being pursued in the context of the CRPC Fortran D project [8] .
Compiler E m b e d d e d R u n -t i m e Mapping

2.1
P r o b l e m S t a t e m e n t
Our goal is to allow automatic linkage of partitioning heuristics which use as their main input the connectivity of the major data structures. As we describe in the next section, the solution to this problem requires new compiler directives, compiler transformations, and a run-time environment. In many scientific codes, most of the work consists of computing data values of many elements connected through a run-time data structure such as a tree, directed graph, or sparse matrix structure. We will always consider the underlying structure to be a graph, since any other interconnected structure can be considered a special type of graph. The partitioners that we consider are based on finding a division of this underlying graph which "breaks" as few edges as possible. An edge is "broken" when the elements it connects are allocated to different processors; in this case, communication is needed to perform the computation.
To make our implementation tractable, we assume that all distributed data arrays conform in size and are to be identically distributed. We also restict ourselves to FORALL loops, that is, loops for which the iterations can safely be executed in any order. Different loop iterations may access the same memory location only if all accesses are reads, or if the accesses are an accumulation using a commutative and associative operator. We also assume that all computations in a statement are executed on one processor.
General Strategy
Our approach to mapping irregular problems has three components:
1. The programmer inserts compiler directives to mark the important loops that will determine partitioning. Generally, these will be loops over the main data structure in the program, where we assume most of the computation occurs. These are the most important loops to optimize because of the time and communications they are likely to require.
2. The compiler generates run-time code to perform several phases of analysis based on the marked loops. The compiler cannot perform the required analysis directly, because it depends on data that is only available during actual execution. Instead, modified versions of the marked loops are generated to produce the required information at run time. This technique was previously used by the Kali [10] and PARTI [13] projects to implement communications for irregular problems; here, we extend that work to generating data and computation partitionings.
3. At run time, the generated code is executed, producing data structures that can be input to the partitioners. Run-time environment support is needed for all of generating the data structures, feeding them to the partitioner, and implementing the resulting partition. We have implemented the run-time environment as a series of enhancements to PARTI, a system designed specifically for implementing irregular computations on distributed-memory computers.
The structure of all three components is closely tied to the class of partitioning strategies used. We have chosen a graph-based approach; other approaches based on problem geometry or domain-specific information are also possible. We could incorporate these approaches by adding annotations and compiler transformations which extract the input needed for these partitioners. The partitioning scheme we use has two stages:
1. Given the array accesses made by a program, determine a good partitioning of the data.
Given a data partitioning and a loop, partition the iterations of a loop among processors.
Each of these stages uses a graph-based data structure.
To implement the first stage, we use a distributed data structure called the Runtime Data Graph or RDG. 1 In brief, this is a directed graph telling, for each array element, which other elements are used to compute it. The RDG thus represents the loop's computational pattern. The first-stage partitioner will divide this graph to minimize inter-processor links while while balancing the memory usage.
In the second stage, there are two possibilities for using this mapping. We could assign work to processors using the "owner computes" rule; that is, the processor that owns the left-hand expression of an assignment is responsible for computing the right-hand side. This requires no new graph to be generated, but may involve substantial computation to determine which processor is to execute each statement. Alternately, we can assign computational work to processors by executing all computations in a given loop iteration on one processor. To do this while taking advantage of the data partition computed above, we generate a distributed data structure we call the Run,line Ilera~ion Graph or RIG. The RIG describes which distributed array elements are accessed during each loop iteration. The task of the second partitioner is to maximize the number of local elements accessed by all iterations while balancing the computational load.
Performance of Mapper Coupler Primitives
A set of primitives implementing the ideas in Section 2 have been implemented and have been employed in a 3-D unstructured mesh Euler solver. In that application, the cost of generating the RDG is small compared to either the overall cost of computation or the cost of our parallelized partitioner, as shown in Table 1 . Graph generation (including both the RDG and RIG) is in most cases somewhat faster than a single computationM iteration; approximately 100 iterations are needed to solve the full problem. We also implemented a diagonally pre-conditioned conjugate gradient solver using our data mapping primitives. We used this code to solve a number of sparse linear systems that arose from finite element discretizations of equations that model physical structures. When we solved a system with 87,000 equations on 64 processors, the cost per iteration of the linear solver was 12.1 seconds and the cost of graph generation was 1.3 seconds. The overhead associated with graph generation was thus an order of magnitude lower than the cost of carrying out a single iteration of the sparse iterative solver. On the other hand, the cost of the recursive spectral bisection partitioner was almost a factor of 40 higher than the computational cost for an iteration.
We used a parallelized version of Simon's eigenvalue partitioner [14] for the data partitioning. The cost of the partitioner was relatively high both because of the partitioner's high operation count and because only a modest effort was made to produce an efficient parallel implementation.
Conclusions
We have described how to design distributed memory compilers capable of carrying out dynamic workload and data partitioning. The runtime support required for these methods has been implemented in the form of PARTI primitives. We implemented a full unstructured mesh computational fluid dynamics code and a conjugate gradient code by embedding our runtime support by hand and have presented our performance results. Our performance results demonstrate that the costs incurred by the mapper coupling primitives are roughly on the order of the cost of a single iteration of our unstructured mesh code and were small compared to the cost of the partitioner. One clear difficulty we have encountered was the relatively high cost associated with the graph partitioning algorithm we employed. To reduce partitioning overheads, we are currently considering a variety of partitioners, including other variants of recursive eigenvalue partitioners being developed by other groups.
