Introduction
Rainfall on the ground is dependent on the four dimensional structure of precipitation aloft. Scanning radar observations can capture the four dimensional structure of precipitation. However, it is difficult to express the relation between the radar observations and ground rainfall in a simple form. The key challenge in radar rainfall estimation is the space-time variability in precipitation microphysics, such as drop size distribution (DSD) and its impact on rainfall on the ground. It is well established that an empirical Z-R relation is not sufficient to capture the variability and has large uncertainty and it needs to be adaptively adjusted based on validation (Cifelli and Chandrasekar, 2010) . Prior research has shown that neural networks can be used to estimate ground rainfall from radar measurements (Xiao and Chandrasekar, 1997; Xiao et al., 1998; Liu et al., 2001; Orlandini and Morlini, 2000) . The usefulness of the rainfall estimation using neural networks is subject to many factors such as the representativeness and sufficiency of the training dataset, the generalization capability of the network to new data, seasonal changes, regional changes, and so on. An artificial neural network (ANN), often simply called a neural network (NN) , is a nonparametric method to establish the nonlinear mapping from input space to a target space. It consists of interconnected group of neurons, each characterizing a simple function.
Neural Network techniques have been used in weather radar applications such as rainfall and snowfall estimation. In addition they have been used for rain profile classification. Neural network based radar snowfall estimation was introduced first by Xiao and Chandrasekar (1996) . Rainfall estimation was introduced by the same authors (Xiao and Chandrasekar, 1995) . An attempt to do rain type classification using self-organizing maps (SOM) was introduced by Zafar et al. (2003) .
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Radial Basis neural network is capable of learning a complex functional relation from high dimension input space to the target space. It has been demonstrated in prior work that RBF Neural Network is capable of learning the relation between ground radar measurements and rain gauge data (Liu et al., 2001; Orlandini and Morlini, 2000; Xu and Chandrasekar, 2005; Teschl et al., 2007) . In this paper, an adaptive relation between ground radar measurements and rain gauge measurements will be developed in the training process, and studies are conducted to improve the performance of the network. One of the major challenges in building estimators using neural network is to choose the appropriate input. While it is clear that the rainfall estimate depends on the full 3-D structure of precipitation aloft, using the full 3-D data as input creates a demand for enormous training process. The principal components analysis technique is used to modify the input to rainfall estimation neural network. Data from Melbourne, Florida NEXRAD ground radar (KMLB) and a network of gauges from the years 2006, 2007, 2008 and 2009 are used to demonstrate the neural network based radar rainfall estimation. The performance of radar rainfall estimation will be analyzed and compared against rain gauge measurements. The improvement due to PCA filtering is quantitatively analyzed. This paper is organized as follows: Sect. 2 introduces the radial basis function neural network for radar rainfall estimation, whereas Sect. 3 describes the corresponding adaptive network. In Sect. 4 the various options of the vertical profiles are explored. The input structure to the neural network is discussed in Sect. 5, while Sect. 6 summarizes the important results.
Radial basis function (RBF) neural network for rainfall estimation
The radial basis function (RBF) network is part of the multilayer feed forward neural network (MLF-NN) class. It gets its name from the use of the radial basis function as activation function in the hidden layer. Figure 1 shows the structure of an RBF network (Liu et al., 2001) . It contains three layers which are the input layer, the hidden layer and the output layer. The input vectors are fed to the input layer where they pass to the hidden layer. The hidden layer units or neurons have nonlinear radial-basis functions where each has its own center vector and width or size. The output of each neuron is calculated based on the Euclidean distance between the input vector and the center vector of that neuron. The outputs of the hidden layers are weighted and added linearly at the output layer. 
RBF neural network architecture
As mentioned above, the RBF NN has three layers (input, hidden, and output layer). The input layer accepts the input
The hidden layer consists of m neurons with h(x) as transfer function. In this work, h(x) was chosen to be the Gaussian RBF given by
and the output f (x) can be calculated by a linear combination of the hidden layer outputs as follows:
where c j = [c 1j , c 2j , . . . , c pj ] T is the center vector of neuron j , r j = [r 1j , r 2j , . . . , r pj ] T is the size or width vector of neuron j , m is the number of neurons in the hidden layer, and w j is the weight from neuron j to the output layer. to 2009 shows similar trend over Melbourne, Florida site. During summer time from June to September, rainfall rate was the largest in the year. The total precipitation was gradually increasing from 42 to 55 inches in the period 2006 to 2009. Radar data (radar reflectivity factor) will be used as an input to the neural network and the rain gauge corresponding to that input will be the target of the neural network. Radar data were obtained from the radar Constant Altitude Plan Position Indicator (CAPPI) datasets. The PPI data were collected in a volume and transformation technique was used to map the data on a Cartesian grid. Subsequently, constant altitude datasets were selected for the analysis. The lowest height level of the CAPPI scans is 1 km and the highest level is 4 km. The spacing between the CAPPI levels is chosen to be 1 km. The gauge data were maintained by NASA TRMM program. Around KMLB radar, the gauge networks that were considered are Kennedy Space Center (KSC), South Florida Water Management District (SFL), and St. Johns Water Management District (STJ). Within a 100-km radius around KMLB site, these networks have 33, 46 and 99 rain gauges, respectively, which accumulated rain every 5 min. Figure 2 shows a geographical map of radar and rain gauges used in this study. The radar measurement of interest in this work is only radar reflectivity factor Z h at the horizontal polarization. CAPPI data containing Z h values at 1 km, 2 km, 3 km, and 4 km in height with 1-km horizontal resolution as shown in Fig. 3 .
Input
Adaptive RBF neural network for ground radar rainfall estimation
The target in this paper is to estimate rainfall every volume scan or every six minutes. At the end of a day, and if we have new data available, we need to create a new model to efficiently train the neural network. A neural network is designed to estimate rainfall from the ground radars measurements as input and the corresponding rain gauge measurements as a target. This neural network is trained adaptively and weights are updated on daily basis. The vertical reflectivity profiles are taken starting at 1 km and going up to 4 km with 1-km vertical resolution. The rain gauge measurements were averaged over six minutes and considered as a target for the network. Since our goal is to estimate rainfall every six minutes, over a year, the network might get very large and hard to train from the beginning if we keep adding neurons every time we have new input. Another concern is that the new data might not carry new information. Therefore, the idea of adaptively training the RBFNN on a daily basis is useful (Liu et al., 2001) . To include the information from the new data, it is necessary to update the network not only by adding some neurons, but also by removing some neurons. If the new data carries similar input data with different output, there is no need to retrain the network again; rather we just need to recalculate the weights from the hidden units to the output unit. This process reduces the complexity of the network, and the redundancy of the data, and by doing this it improves the generalization of the network, and reduces the training time because adjusting the weights is a simple operation and that would make the operation faster (Liu et al., 2001) . Figure 4 shows the concept of daily adapting the neural network.
3 Performance of the adaptive rbf neural network
Training the neural network
The radar data used in this evaluation was collected at the Melbourne, Florida site. The neural network was trained adaptively at the end of every day. The target of the network was the rain gauge measurements that were collected from the tipping bucket rain gauge networks around those three radars. The data were from years 2006, 2007, 2008 and 2009. Data were taken within 100 km around the radar. Input training data which was the radar measurements was taken at 1 km 2 km, 3 km and 4 km in height as shown in Fig. 3 . This would make the size of the input vector to be four (p = 4). Rain gauge data were averaged over six minutes to meet the radar sweep time. Figure 5 shows a representation of how the neural network is trained.
Testing and validating the neural network
At the end of any day, once the network is trained, and then for the following day when we have new observations available, this data is used to estimate rain rate using the neural network that was trained. The estimation was validated against the rain gauge measurements of that day. The dashed line of Fig. 5 shows a schematic diagram of the rain rate estimation using the trained neural network.
Performance evaluation
The performance of the network was calculated using the following metrics: where FracBias, Corr, NSE, and NRMSE are fractional bias, correlation, normalized standard error, and normalized root mean square error, respectively. RFn and RFg denote the estimated rainfall and the actual rain gauge, respectively, and Ng is the size of the data. The network performance was also compared with the simple Z-R relation used in NEXRAD radars, and with the best-fit against gauge. Table 1 shows hourly rainfall accumulation scores of the adaptive neural network using data from 2006 to 2009 over KMLB. As it can be seen in the table, the performance of the neural network approach is much better than the performance of the Z-R relation (Z = 300 R 1.4 ). It is also shown that the performance of the neural technique is very close or better than the performance of the best-fit method even though the fitting was done "after the fact". The best-fit method was based on finding the coefficients (a, b) of Z = aR b that would best-fit Z and R. The fitting was done based on least square approximations. As we see, the Z-R relation has significant bias compared to the rain gauge measurements, while the neural network product very small bias.
Table 1 also shows that the correlation and the NRMSE scores of the neural networks are better than that for the Z-R relation. The neural networks score higher correlation and lower NRMSE, while the Z-R scores lower correlation and higher NRMSE which means a lower variation from truth (rain gauge) in the favor of the neural network technique. The proposed technique has good scores compared to the best-fit method as well. As we see, the neural network scores are either very close or sometimes better than the best-fit scores taking into consideration again that the best-fit was done after the fact. Figures 6, 7, 8, 9 and 10 show the same conclusions that can be inferred from the table. The figures show better scatter and standard deviation plots of the neural network performance when compared to the best-fit plots. The figures also show a comparative performance of the neural network approach when compared to the Z-R approach.
Effect of radar measurement height profiles on rain rate estimation using neural networks
In the previous results, the neural networks were designed and tested based on radar measurements taken up to 4 km in height starting at 1 km with 1-km spacing. In this section, we investigate the effect of the height going from 4 km up to 9 km keeping the same spacing. In other words, we need to find the answer to whether radar measurements for heights lower or higher than 4 km would improve the performance of the network or not? To answer this question, we first calculated the correlation between the rain gauge measurements and the radar reflectivity factor measured at different heights starting at 1 km and up to 10 km. It can be seen from Table 2 that the correlation is higher for heights less than or equal to 4 km for most of the years. This result is not surprising considering the average melting level in Melbourne area is between 4 to 5 km. In continuation of answering the previous question, the neural networks were trained and tested using rain gauges and radar measurements up to different heights (4 km to 9 km). Table 3 shows the results of this test over KMLB site. The neural networks were trained and tested starting at 1 km and going up to the height shown in the first column in the tables, with km vertical spacing. The table shows that when the radar measurements were taken from 1 km and up to 4 km in height, the performance was better than that if we take radar measurements up to heights higher than 4 km for most of the cases. This result was also observed by Li et al. (2003) . It was found that equispaced input from 1 km to 4 km in height above the gauge would give the best result.
The reason why the correlation was higher for heights up to 4 km is that the rain region was within 4 km in height as shown in Fig. 11 of radar data from year 2009, and going higher to the melting layer and to the ice region will make the correlation between the gauge on the ground and the melting layer and the ice region (which are represented by the radar reflectivity factor) to be smaller than that for lower heights. Therefore, it will be easier for the neural network to find the relation between the rain gauges and the radar reflectivity factor if measurements at height up to 4 km are used. It is worth mentioning that taking radar measurements higher than 4 km will reduce the number of good (valid) profiles that can be used to train the network; this is because of low rain rate measurements are mostly related to weak storms, which usually do not have measured reflectivity at higher altitudes. Therefore, considering measurements at higher altitudes would eliminate weak storms from being included in the analysis.
5 Using principal component analysis to reduce the input size to the rainfall NN
Principal component analysis
In this section, the input radar reflectivity factor Z along 4 CAPPI levels is explored by applying the principal component analysis (PCA) over the standardized values of Z i (i = 1, . . . , 4), where Z i represents the radar reflectivity factor measured at height i. The standardized values of Z i (Z i ) are given bỹ
where 
where M is the number of input patterns, then we need to find the eigenvectors e and the eigenvalues D ii of the covariance matrix as seen below:
After that we calculate the principal components (PCs) that are associate with the eigenvalues using
The goal of using the PCA concept in this context is to reduce the dimensionality of the training data to a level where we still can get good performance. In this section, we train the neural network using the principal components rather than the radar reflectivity factor Z. To get benefit from this concept and to reduce the dimensionality of the training data, we are going to neglect those principal components with small eigenvalues. There are two methods to decide which principal components to neglect. The first one is to sum the eigenvalues from the largest to the lowest, and when the sum exceeds a certain threshold we stop adding eigenvalues, and we use only those whose eigenvalues were considered in the addition. Another way to find out which principal components to include is to use the Fisher's Maximum Coverage Test (Mielke and Berry, 2007) .
Performance evaluation of RBF NN using PCA
The PCA technique was applied to the data from years 2006, 2007, 2008 and 2009 over the KMLB site. It was found that two principal components were enough to provide reasonable performance than that using four levels of radar reflectivity factor values to train the network. Two input configurations were tested in this regard, in each one the performance of the neural network was measured as well as the time it takes the neural network to train, and the number of neurons needed (network size). The purpose of including the training time and the network size is to see the effect of the size of the input data and to see how feasible the network can be in order to be applied in real time.
Input configuration 1
This input configuration is the same one used in the previous evaluations. The network was trained using radar measurements at 1, 2, 3 and 4 km in height, and rain gauges were the target. The purpose of including this configuration is to estimate the training time and the network size at each case in order to find out the improvement brought by PCA technique. Figure 4 shows the configuration of the input where radar reflectivity factor at four different heights was used to train the network. The performance of the neural network using this input configuration is shown in Table 4 and it will be compared to the performance of the next input configuration.
Input configuration 2
In this configuration, the network was trained using the PCs calculated from the radar measurements at 1, 2, 3 and 4 km in height. Only two principal components were used in the training together with their corresponding rain gauges. The chosen PCs were those whose eigenvalues accumulation is more than the threshold value chosen. Figure 12 shows a schematic of this configuration and Table 4 also shows the neural networks performance when using this input configuration. As we see in Table 4 , the performance of the neural networks based rainfall estimate is improved. Although training time is dependent on the computer, the major reduction was seen in the training time with almost 50 % less than the time spent using the previous input configuration. In addition, the other performance metrics, such as FracBias,
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Corr., NSE, and NRMSE, were almost the same in most of the cases. Another improvement of using this configuration is the reduction of the network complexity; the previous network was designed using 4-D input vectors, while this network is designed using 2-D input vectors. As can be seen from the table, the network size got reduced by about 50 % in most of the cases. This reduction is very important especially when the network is going to be implemented in real time.
Summary
The main goal of this paper is to investigate neural network based rainfall estimation from ground radar. Radial basis function neural network was the main neural network architecture applied to do the estimation. The main approach was based on a neural network that is designed based on rain gauges and vertical profile of ground radar measurements. The ground radar was used in this regard is KMLB NEXRAD radar. Three rain gauge networks around this radar, namely KSC, SFL, STJ, were used in comparison. The following points summarize the results of this paper:
-A neural network technique was used to estimate rainfall from ground radar measurements. The effect of the radar vertical profile height on rainfall estimation was examined. It was found that measurements up to 4 km were giving better performance in most of the cases, for the Melbourne region -The neural network performance was compared with the Z-R relation and with a statistical approach (bestfit) against the rain gauge. It was found that the neural network performance was better in most of the cases. The Z-R relation was underestimating the rain rate and was unable to capture the storm variations in most of the cases.
-The "principal component analysis" (PCA) was used to reduce the input size. Two principal components were used to train the neural network. Significant improvements were achieved in computation time while maintaining the statistical metrics (FracBias, correlation, NSE, and NRMSE) in comparison to full training.
