Abstract-We introduce a technique for designing rotation invariant operators based on steerable filter banks. Steerable filters are widely used in computer vision as local descriptors for texture analysis. Rotation invariance has been shown to improve texture-based classification in certain contexts. Our approach to invariance is based on solving the partial differential equation associated with the formulation of invariance in a Lie group framework.
I
MAGE texture analysis is normally performed by first extracting feature vectors (descriptors), designed so as to capture the most relevant visual information. The descriptors, and the subsequent analysis algorithm, should be invariant under possible "nuisance" parameters. For example, when there is no reason to assume that the scene is viewed at a particular orientation, it is desirable that the response of the analysis be invariant under image rotation.
There are four main approaches in the literature for achieving rotation invariance. The first one is to add randomly rotated versions of the training samples when learning a statistical model or a classifier [4] , [17] - [19] . Another method is to find the dominant orientation and normalize the descriptor vector with respect to it [1] , [9] , [10] , [12] , [15] . A third one is to only use descriptors that are naturally invariant under rotation, such as differential invariants [2] , [3] , [11] , [16] , integral invariants (moments) [1] , [8] , [21] , [22] , or circular symmetric filter kernels [24] . Finally, one may implement an operator that transforms non-invariant descriptors into invariant ones [6] , [20] . This last approach is particularly attractive, since it does not restrict the choice of texture descriptors to a particular class (any texture descriptor can, in principle, be made rotation invariant) and does not require particular training procedures.
A general theory for the design of invariant operators was proposed by Van Gool et al. in [23] . The idea is to model the effect of nuisance parameters (in our case, rotations) as orbits of Lie group actions. This theoretical framework directly yields the number of independent invariants, as well as a systematic approach for finding them. The goal of this letter is to determine a maximal set of rotational invariants for a widely used class of texture descriptors, the so-called steerable filters. We show that, using the kernels proposed in [5] , the Lie group theory of [23] can be used to find independent rotational invariant descriptors starting from the original steerable filters. This requires solving a first-order linear partial differential equation (PDE). A closed-form solution for this case is provided in this letter.
II. PROBLEM STATEMENT AND SOLUTION

A. Steerable Filters as Local Descriptors
A mainstream approach to texture analysis is based on the representation of texture patches by low-dimensional local descriptors. A linear filter bank is normally used for this purpose. The vector (descriptor) formed by the outputs of filters at a certain pixel is a rank-linear mapping of the graylevel profile within a neighborhood of that pixel. The marginal or joint statistics of the descriptor are then used to characterize the variability of texture appearance.
It is customary to choose analysis filters that are a scaled and rotated version of one or more prototype kernels (with odd and even symmetry). If the prototype filter kernel is well localized in both spatial and frequency domains, this approach provides an effective sampling of the local spectrum along the semantically meaningful axes of scale and orientation. This representation is also attractive because it transforms in a predictable way under the action of similarity transformations of the domain (isotropic scaling, in-plane rotation). For a given kernel scale , let be the descriptor component at pixel corresponding to the kernel at orientation . One may expect that, after rotation of the image around by angle , the new output should be approximately equal to . Rotation invariance has often been advocated for texture analysis [6] , [24] . The quest for invariance stems from the fact that the orientation of the camera in the scene or of a surface patch with respect to the camera cannot be constrained (generic viewpoint assumption). A rotationally invariant operator transforms a texture feature into a quantity that is independent of any rotation of the camera around its optical axis.
We will concentrate on rotation invariant operators for a specific class of filter banks, the so-called steerable filters [5] . In its most general form, steerability is defined as the property of a function to transform under the action of a Lie group as a linear combination of a set of fixed basis functions [7] . We will consider here only steerable filters whose basis functions 1070-9908/$20.00 © 2006 IEEE are the rotated versions of a prototype kernel (equivariant function space [7] ). We will also assume that the prototype kernel for the steerable filter bank is axially symmetric, so that only rotations between 0 and are of interest. If , with , is the version of the kernel rotated by , then the rotated version of by angle can be written as a linear combination of the , with coefficients that only depend on . This also implies that, if is the filtered version of an image rotated by , then, for a generic angle (1) for suitable interpolation functions that are independent of . We will concentrate on steerable prototype kernels that are higher order directional derivatives (in ) of an isotropic Gaussian function . Such functions can be written as , where is an Hermite polynomial of order , and is the order of the derivative. It was shown in [5] that basis functions are sufficient to synthesize . It was also shown in [5] that the interpolation functions in this case are trigonometric polynomials odd even The next subsections will show how to impose rotation invariance to a steerable filter bank.
B. Invariant Operators and Lie Groups
Van Gool et al. [23] showed that designing invariants is equivalent to finding the solutions of a system of PDEs, thereby providing a systematic algorithm for design. Assume that for a given pixel , the descriptor vector is . Since the group of planar rotations, SO (2) , is one-dimensional, we expect that independent rotational invariants exist. More precisely, we define a "rotationally invariant operator" to be a mapping from the -dimensional vector space representing the descriptors to an -dimensional manifold, whose components solve the following PDE:
where represents the rate of change of the descriptor component as the image is rotated around pixel . Of course, the trivial invariant ( constant) solves (2) but is of no practical interest. We are looking for maximal rank descriptors [14] , that is, a family of descriptors such that the rank of their Jacobian matrix is almost everywhere. It is useful to note that any function is also rotationally invariant, i.e., solves the PDE above. Thus, in order to find a rotationally invariant operator, we should be able to 1) express the partial derivatives of the measurements with respect to rotation and 2) solve the PDE in (2). In Section II-C, we show that step 1) is easily accomplished for steerable filter banks that are based on Gaussian derivatives. The solution to the PDE for this case is described in Section II-D.
C. Rotation Invariant Steerable Filters
A block scheme of the steerable filter bank with the addition of an invariant operator, transforming the vector into the rotation invariant vector , where and are the components of the rotationally invariant operator, is shown in Fig. 1 . It is easy to prove that, thanks to the equivariant nature of the chosen filter bank, the PDE in (2) can be expressed in simple form as (3) where , and is a Toeplitz antisymmetric matrix. In Lie theoretic terms, is the "infinitesimal generator" of the action of the rotation group on the 's. Table I reports the matrix for filter order from 1 to 3 (remember that ).
D. Solving the PDE
We use the method of characteristics and linear algebra to solve the PDE (3). The matrix of the PDE encodes the action of the circle group as per (1) and (2) . Write for the vector rotated by and for its derivative with respect to . Then, , where is a constant representing angular speed , and the superscript dot signifies differentiation with respect to . Rewriting this ordinary differential equation (ODE) in terms of the independent variable with , we obtain . This ODE is called the "characteristic equation" of our PDE. The solution curves for the ODE are the rotates of a given . The PDE (2) asserts the constancy of the function along these solution curves:
. To solve the PDE, we first solve the ODE. In the following, we will concentrate on the case (see Table I ). To solve the ODE in this case, use a change of basis matrix to put in a block diagonal form: with
We compute Write . In the -variables, the ODE becomes . Upon setting , where , the -ODE becomes , which is a system of uncoupled ODEs. Its general solution is , where now represent initial conditions. The frequencies are the eigenvalues of . We compute that . The fact that is a multiple of an integer vector [here, (1, 3) ] is no accident. This must happen because came from a circle action. The value of the multiplier has the interpretation of mentioned earlier. The solutions to our PDE (3) [see (2) ] are precisely the functions invariant under this flow. Clearly, the functions and are invariant. Because of the 1:3 resonance in the frequencies, the (complex) function is also invariant (where denotes the complex conjugate of the complex number ). Take its real part as the third invariant . These functions will exhaust the invariants, i.e., the set of all solutions, algebraically. In other words, any smooth solution to our PDE is of the form . In real terms, . Reverting to the old variables , we compute
Simplified forms for the first two functions can be obtained as and (reported in Table I ). Note that, for , the found invariant is the squared magnitude of the smoothed gradient. This could have been obtained directly by using first-order gauge coordinates. Fig. 2 shows contour plots of the rotational invariant operators and applied to the kernels for . It should be noted that the rotational invariant operators are nonlinear, and therefore, the impulse responses do not fully characterize the system. Generalization to higher . The method above will work for any . There will be a change of basis (invertible matrix) so that is in block-diagonal form with 2 2 blocks of the form with integers and fixed.
If is odd, there will be one additional 0 block. In the transformed variables , the ODE decouples as before.
III. DISCUSSION
The method just described is an application of the theory of representations of groups. To summarize this approach, let us reformulate the problem at hand. Equation (1) asserts that the span a finite-dimensional vector space on which the circle group-the group of rotations of the plane-acts linearly. The quotient space of by this action is by definition the set whose "points" are orbits of the circle action. For example, a single point in the quotient consists of all rotates of . The map that sends a point in to the orbit through that point is called the quotient map. The map we are looking for is a realization of this quotient map. In concrete terms, the components of the quotient map will consist of a basis of invariant polynomials. (A polynomial on is called "invariant" if its values do not change when all the are simultaneously rotated according to the circle action.) These are the same appearing in (2) . So our problem is to find a basis of invariant polynomials for the given representation.
Representation theory tells us how to decompose into "irreducible subspaces." An irreducible subspace for is a linear subspace that is mapped to itself under the circle action but that contains no subspace with this property. For the circle group, all irreducible subspaces have dimension 1 or 2. A two-dimensional irreducible subspace is a copy of the usual plane, and rotation by acts on this plane like rotation by does on the usual plane. Here is an integer depending on . In matrix terms, this means that we can find a change of basis from the where the new basis has the following property. Set . Then image rotation by has the effect . (The plane is the span of . If is odd, then the last variable is unchanged by rotations and corresponds to a one-dimensional irreducible subspace.) It is now a simple matter for us to write down the desired invariants , i.e., the solution to our problem, in terms of these diagonalizing variables. These invariants are the real quadratic functions , together with the real and imaginary parts of those (complex) monomials whose integer exponents satisfy . If , we must interpret to mean and not .
