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ABSTRACT
Hybrid symplectic integrators such as MERCURY are widely used to simulate complex
dynamical phenomena in planetary dynamics that could otherwise not be investi-
gated. A hybrid integrator achieves high accuracy during close encounters by using a
high order integration scheme for the duration of the encounter while otherwise using
a standard 2nd order Wisdom-Holman scheme, thereby optimizing both speed and
accuracy. In this paper we reassess the criteria for choosing the switching function
that determines which parts of the Hamiltonian are integrated with the high order
integrator. We show that the original motivation for choosing a polynomial switching
function in MERCURY is not correct. We explain the nevertheless excellent performance
of the MERCURY integrator and then explore a wide range of different switching func-
tions including an infinitely differentiable function and a Heaviside function. We find
that using a Heaviside function leads to a significantly simpler scheme compared to
MERCURY, while maintaining the same accuracy in short term simulations.
Key words: methods: numerical — gravitation — planets and satellites: dynamical
evolution and stability
1 INTRODUCTION
Since ancient times astronomers have predicted the locations
of planets in the night sky. But only the advent of computers
has made it possible to calculate the orbital evolution of
planetary systems over millions and even billions of years
(Laskar & Gastineau 2009). One major breakthrough was
the development of mixed variable symplectic maps for the
N -body problem which we will refer to as Wisdom-Holman
integrators (Wisdom & Holman 1992). The idea behind the
Wisdom-Holman integrator is to split the motion of a planet
into two steps: a dominant Keplerian motion around the star
(the Kepler step), and the motion due to small interactions
between the planets (the interaction step).
? E-mail: hanno.rein@utoronto.ca
† NHFP Sagan Fellow
The Wisdom-Holman scheme works well as long as the
interactions between planets can be considered perturba-
tions to their predominant Keplerian motion around the
star. However, if two planets come close to each other, the
planet-planet interactions can become the dominant part
of the motion. In that case the Wisdom-Holman integra-
tor becomes inaccurate and might require excessively small
timesteps to achieve an acceptable solution.
Duncan et al. (1998) and Chambers (1999) provide a
solution to this problem in the form of hybrid symplectic
integrators. The idea is to move terms from the interaction
part to the Keplerian part during close encounters, to ensure
that one part always remains a perturbation. Although solv-
ing the Keplerian part during a close encounter now becomes
more difficult than simply solving Kepler’s equation, it can
be done relatively efficiently with a high order integrator
such as a Burlish-Stoer or Gauß-Radau scheme. As long as
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close encounters happen infrequently, the high order integra-
tor is rarely used and has a negligible effect on the runtime.
The scheme is therefore almost as fast as a Wisdom-Holman
integrator. Furthermore, the scheme is also symplectic, en-
suring good long term conservation of energy and angular
momentum.
In this paper we look specifically at the MERCURY inte-
grator. MERCURY is freely available online and has become a
widely used tool in running many otherwise impossible types
of simulations. We discuss inconsistencies in the original pa-
per by Chambers (1999) which describes the MERCURY algo-
rithm1. We note that Wisdom (2017) also looked at these in-
consistencies and came independently of us to the same con-
clusion. Despite these inconsistencies, the resulting scheme
has very good characteristics. We provide mathematical and
physical explanations for them in this paper. With this new
understanding, it is easy to construct new hybrid integra-
tors. We describe one new integrator that is much simpler
than MERCURY, but achieves the same accuracy.
2 HYBRID SYMPLECTIC INTEGRATORS
We begin by introducing the notation and coordinate sys-
tem we use. We have one star and an additional N plan-
etary bodies with Cartesian coordinates qi and canonical
momenta pi in some inertial frame. We will identify the
stellar object with i = 0 and the planets with i > 0. The
N -body Hamiltonian in these coordinates is
H =
N∑
i=0
p2i
2mi
−G
N∑
i=0
N∑
j=i+1
mimj
|qi − qj | . (1)
To evolve this system forward in time we could calculate
the equations of motion for this Hamiltonian. However, in
general the resulting differential equations cannot be solved
analytically and are usually stiff and thus hard to solve nu-
merically.
The hybrid integration schemes discussed in this paper
make use of democratic heliocentric coordinates Qi and cor-
responding canonical momenta Pi (see Appendix A). The
advantage of these coordinates is that the Hamiltonian can
be written as a sum of four terms:
H = H0 +HK +HI +HJ, (2)
1 A similar discussion in Duncan et al. (1998) is correct, but it
describes a slightly different and more complex scheme.
where
H0 =
P 20
2M
(3)
HK =
∑
i=1
(
P 2i
2mi
− Gm0mi
Qi
)
−G
∑
i=1
∑
j=i+1
mimj
Qij
(1−K(Qij)) (4)
HI = −G
∑
i=1
∑
j=i+1
mimj
Qij
K(Qij) (5)
HJ =
1
2m0
(∑
i=1
Pi
)2
. (6)
In the above splitting, we’ve introduced the arbitrary scalar
function K(r) which depends only on the distance between
pairs of particles. Note that the terms involving K cancel
out when adding HK and HI and thus do not change the
evolution of the system.
In this paper, we will use the letter K to label switch-
ing functions that appear in the Hamiltonian and refer to
them as Hamiltonian switching functions. Later, we will also
encounter force switching functions that first appear in the
equations of motions. To avoid any confusion, we will use
the letter L to label force switching functions. There is a
relation between K and L which we derive in Sec. 3.
Each of the above terms has a physical interpreta-
tion. H0 describes the motion of the centre of mass. The
term HK describes the Keplerian motion of the planets, ig-
noring planet-planet interactions (while K = 1). This term
is separable and can be solved for each planet independently.
The term HI corresponds to the planet-planet interactions.
The term HJ is related to the barycentric motion of the
star and is referred to as the jump term (it changes the po-
sitions of particles instantaneously but keeps the momenta
constant).
We can calculate the equations of motion for each of
these Hamiltonians. The resulting differential equations for
H0, HI , and HJ are trivial to solve. Only the equations for
HK require more work, i.e. solving Kepler’s equation (while
K = 1). Evolving the system under the influence of a Hamil-
tonian can be thought of as an operator acting on a state cor-
responding to the initial conditions. The idea of an operator
splitting integration method is to approximate the evolution
of the full system by consecutively evolving the system under
the partial Hamiltonians. We can construct arbitrarily high
order integrators by applying these operators in the right
order for different amounts of time (Yoshida 1990). In par-
ticular, a second-order integrator can be constructed from
the above splitting by using the following chain of operators
ĤWH(dt) ≡ ĤI(dt/2) ◦ ĤJ(dt/2) ◦ Ĥ0(dt)
◦ ĤK(dt) ◦ ĤJ(dt/2) ◦ ĤI(dt/2), (7)
where an operator ĤA(dt) corresponds to evolving the sys-
tem under the Hamiltonian HA for a time dt. Note that we
recover the standard Wisdom-Holman integrator in demo-
cratic heliocentric coordinates if we set K = 1.
For any finite timestep dt, ĤWH is only approximately
equal to Ĥ. We can analyze the error of this splitting scheme
with the help of the Baker-Campbell-Hausdorff (BCH) for-
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mula. The splitting scheme error arises because some pairs
of operators do not commute. The error consists of an infi-
nite series of commutators between operators. In our case,
the action of an operator corresponds to solving the differ-
ential equations resulting from its respective Hamiltonian.
As a result, the splitting scheme error can be expressed as
a series of nested Poisson brackets (see e.g. Hernandez &
Dehnen 2017). One caveat to keep in mind when working
with the BCH formula is that it is only a formal asymptotic
series and does not necessarily converge everywhere in phase
space. We come back to this issue later.
The commutators that appear in the BCH formula can
be grouped together by powers of the timestep dt. The spe-
cific splitting scheme in Eq. (7) is time symmetric and there-
fore only even orders of dt appear (Yoshida 1990). Further
note that ĤJ commutes with ĤI . Thus, the lowest order
non-zero error terms that appear are:
1
12
[[ĤJ , ĤK ], ĤK ],
1
24
[[ĤJ , ĤK ], ĤJ ],
1
12
[[ĤI , ĤK ], ĤK ],
1
24
[[ĤI , ĤK ], ĤI ],
and
1
12
[[ĤJ , ĤK ], ĤI ]. (8)
In this paper, we do not attempt to calculate approximations
to these expressions analytically using Poisson brackets, but
do so numerically. This allows us to easily extend the calcu-
lations to arbitrarily high order (7th order in our case).
There are two way to approach this. Consider a com-
mutator of the form [Â, B̂]. Starting from a state z, we can
calculate δz ≡ (ÂB̂) z − (B̂Â) z, and similarly for higher
order commutators. If δz = 0, then the commutators com-
mute. To quantify the statement, we can use any norm on
δz. The measure we are typically interested in is the energy,
or more specifically the energy error. Note that calculating
the energy of δz does not make sense. However, we can cal-
culate the energy error by comparing the energy of the state
z to that of the state z+ δz. Alternatively, we can calculate
the state z′ ≡ (B̂−1Â−1B̂Â) z. Here, z′ is a valid state and
we can directly compare the energy of the states z and z′.
In this paper we use the latter approach. Note that it is
a simple chain of operators and no additions or subtractions
of state vectors are needed. This approach avoids some issues
with finite floating point precision compared to the standard
approach where one needs to subtract nearly equal numbers
multiple times when calculating the energy difference of the
states z and z+ δz. As a specific example, consider the first
(third order) commutator that appears in the BCH formula
of the hybrid symplectic intergators: [[ĤJ , ĤK ], ĤK ]. The
effect of this commutator can be calculated by the following
chain of operators:
ĤK(−dt) ◦ ĤJ(−dt) ◦ ĤK(dt) ◦ ĤJ(dt)︸ ︷︷ ︸
=̂[ĤJ ,ĤK ]
−1(−dt)
◦ĤK(−dt)
◦ ĤJ(−dt) ◦ ĤK(−dt) ◦ ĤJ(dt) ◦ ĤK(dt)︸ ︷︷ ︸
=̂[ĤJ ,ĤK ](dt)
◦ĤK(dt).
The two approaches are not exactly equal, only to
within order dt. Our approach is only an approximation of
the commutator appearing in the BCH formula and is accu-
rate to within O(dt) only. We could apply the Zassenhaus
formula (the dual of the BCH formula) to calculate higher
order corrections, which are again chains of the same op-
erators. However, the approximations are good enough for
our purpose: they will allow us to demonstrate which are
the dominant contributions to the error terms in the BCH
formula and understand their origins, especially for higher
order commutators which are otherwise not easily tractable.
3 THE MERCURY CODE
The Wisdom-Holman map (setting K = 1 in the above nota-
tion) performs poorly during close encounters because some
of the commutators in the error term become large. To con-
struct an integrator that can more accurately resolve close
encounters, Chambers (1999) suggests to use a non-constant
Hamiltonian splitting function K as a basis for the MERCURY
scheme.
The idea, as outlined in Chambers (1999), is that the
switching function keeps the interaction Hamiltonian small
even during close encounters between planets. As a result
the switching scheme errors from the BCH formula should
remain small as well.
Let us use Hamilton’s equations and derive the equa-
tions of motion for the Hamiltonian HK :
Q˙i = Vi (9)
V˙i = −Gm0
Q3i
Qi
−G
∑
j=1
j 6=i
mj
Q3ij
Qij
(
1−K(Qij) +QijK′(Qij)
)
, (10)
where we have introduced the democratic heliocentric veloc-
ities
Vi ≡ Pi
mi
and therefore V˙i =
P˙i
mi
. (11)
We also used the fact that the gradient of K satisfies
∂K(Qij)
∂Qij
=
Qij
Qij
∂K(r)
∂r
∣∣∣∣
r=Qij
=
Qij
Qij
K′(Qij). (12)
The equations of motion above are not those of Keplerian
motion but now also include interaction terms. Neverthe-
less they can be solved with a high order integrator such
as a Bulirsch-Stoer algorithm or a high order Gauß-Radau
integrator (Everhart 1985; Rein & Spiegel 2015).
Similarly, the equations of motion for HI can be derived
as
Q˙i = 0 (13)
V˙i = −G
∑
j=1
j 6=i
mj
Q3ij
Qij
(
K(Qij)−QijK′(Qij)
)
(14)
These equations remain trivial to solve even in the case of
K 6= 1.
Somewhat surprisingly, the equations of motion derived
above are not the equations of motion implemented in the
MERCURY code. Specifically, the terms involving K′(Qij) are
not present in the publicly available version of MERCURY.
c© 0000 RAS, MNRAS 000, 000–000
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Therefore, the MERCURY code does also not correspond to
the Hamiltonian splitting in Eq. (2).
This then begs the question2: What is MERCURY solv-
ing? To find the answer to this question, we define a new
switching function
L(r) ≡ K(r)− rK′(r). (15)
With this definition, we can rewrite the equations of motion
in terms of L. For example, Eq. (10) becomes
V˙i = −Gm0
Q3i
Qi −G
∑
j=1
j 6=i
mj
Q3ij
Qij (1− L(Qij)) . (16)
Note that no derivatives of L appear in the equations of
motion. We can think of L, which is changing between 0
and 1, as a weight in the inter-particle forces. We therefor
refer to it as the force switching function. If we set L to the
piecewise polynomial function
Lmerc(r) =

0 y 6 0
10y3 − 15y4 + 6y5 0 < y < 1
1 y > 1,
(17)
with
y =
r − 0.1rcrit
0.9rcrit
(18)
then we recover exactly the integration scheme as imple-
mented in the MERCURY code3. In the above equation, rcrit is
some critical switching distance. The value depends on the
specific application but it typically a small multiple of the
mutual Hill radius of the particles.
To find out what the corresponding Hamiltonians are
that this scheme is integrating, we need to solve the differ-
ential equation in Eq. (15) to find the Hamiltonian switch-
ing function K, given the force switching function L. The
solution is a one parameter family due to a gauge symme-
try. We choose the solution that is continuous by matching
Kmerc(rcrit) = 1. We plot the functions Kmerc and Lmerc in
the top panel of Fig. 1. Note that the function Kmerc does
not reach exactly 0 at r = 0.1rcrit. This means that there is
a finite contribution to the interaction Hamiltonian HI for
any choice of r > 0 (see function Kmerc(r)/r in the bottom
panel of Fig. 1).
This is inconsistent with the discussion of Chambers
(1999) which argues that the switching function keeps the
interaction Hamiltonian small. That argument would only
be correct if the force switching function Lmerc were used
as a Hamiltonian switching function (in the MERCURY code
Lmerc is used as a force switching function). As an illus-
tration, we also plot the function Lmerc(r)/r in the bottom
panel of Fig. 1. This is a potential which now reaches 0 at
2 This inconsistency was discussed at the Toronto Meeting on
Numerical Integration Methods in Planetary Science in 2017 and
an explanation was first published by Wisdom (2017).
We independently came to the same conclusion.
3 Note that this is not the function described in the paper which
has roughly the same shape but is slightly different from the one
implemented in the publicly available version of MERCURY. We here
use the function implemented in the MERCURY code.
0.0
0.2
0.4
0.6
0.8
1.0 Kmerc(r)
Lmerc(r)
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
r/rcrit
2.5
2.0
1.5
1.0
0.5
0.0
Kmerc(r)/r
Lmerc(r)/r
1/r
Figure 1. Top panel: the Hamiltonian switching function Kmerc
and the corresponding force switching function Lmerc. Note that
Chambers (1999) discusses Lmerc in the context of a Hamiltonian
switching function, but the actual implementation in MERCURY uses
Lmerc, a force switching function. Bottom panel: potentials in the
interaction Hamiltonian if both Kmerc and Lmerc were used as
Hamiltonian switching functions. Kmerc/r is the potential corre-
sponding to the actual implementation of MERCURY.
r = 0.1rcrit. However, whereas using Lmerc as the Hamil-
tonian switching function would lead to a valid symplectic
switching integrator, it will not perform as well as an inte-
grator using Kmerc. Looking at the bottom panel of Fig. 1,
this is because Lmerc(r)/r has a local minima around 0.8rcrit
leading to an unphysical repulsive force between particles
in some intermediate regime. One consequence of the force
changing sign is that the differential equations correspond-
ing to Lmerc(r)/r are stiffer during the close encounter. Note
that in both cases, particles will feel no force from the po-
tentials in the interaction Hamiltonian while r < 0.1rcrit.
It is worth pointing out that for small r the shape of
the effective potential Kmerc(r)/r is similar to that of poten-
tials used in other N -body systems where one simply ignores
the close range interactions by having a finite smoothing
length (similar to a kernel in smooth particle hydrodynam-
ics).
We would like to stress that despite this inconsistency
in the derivation of the equations of motion, the MERCURY
algorithm is solving a Hamiltonian system that converges to
the original system in the limit of dt→ 0.
For the remainder of this paper, we will refer to the force
switching function L(r) simply as the switching function.
The corresponding Hamiltonian switching functionK(r) can
always be calculated by solving Eq. (15).
c© 0000 RAS, MNRAS 000, 000–000
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4 SWITCHING FUNCTIONS
We now explore different force switching functions and their
effects on the accuracy of the integration. Our motivation
comes from the fact that the function used by MERCURY has
been determined heuristically and, as we have shown above,
the original justification is not correct. It is thus not clear if
one can improve the integration scheme by simply choosing
a better switching function. In this paper, we will present
and discuss results for the following four switching functions.
These are extreme cases which will allow us to explain the
general ideas behind choosing switching functions, which can
then be applied to any arbitrary switching function.
(i) We set L(r) = 1. The integrator simply becomes the
(non-switching) Wisdom-Holman integrator in democratic
heliocentric coordinates.
(ii) We set L(r) to the discontinuous Heaviside function
with a jump at r = rcrit.
(iii) Same as (ii) but the value of L is kept constant for
the duration of the entire timestep. To do that we approx-
imate the trajectories along straight lines for the duration
of the timestep and set L = 0 if the trajectories come closer
than rcrit, and L = 1 otherwise. There are cases where this
breaks time reversibility. We could avoid this by doing this
procedure iteratively. However, in all tests that we have per-
formed this does not seem to be an issue. Further, note that
this procedure formally makes the integrator phase space
dependent in a similar way than adaptive timesteps do. We
comment on whether this has any real world consequences
in Sec. 7.
(iv) We use the switching function Lmerc(r) given in
Eq.(17). Thus the integrator becomes the MERCURY integra-
tor.
(v) Finally, we consider an infinitely differentiable
switching function given by
Linf(r) = =
f(y)
f(y) + f(1− y) (19)
where y is given by Eq. (18) and f(y) is
f(y) =
{
0 y 6 0
e−1/x y > 0
. (20)
The shape of the function Linf is very similar to that of Lmerc
(shown in Fig. 1). However the function Linf(r) and all its
derivatives are smooth and continuous for all r, even at the
boundaries. Note however, that just as Lmerc(r), Linf(r) is
not analytic, i.e. a Taylor series expansion will not converge
globally.
5 TEST SETUP AND MERCURIUS
We now look at one representative test case in which a close
encounter occurs between two giant planets. We work in
units whereG = 1 and the stellar mass ism0 = 1. Both plan-
ets have a mass similar to that of Jupiter, m1 = m2 = 10
−3.
The inner planet is on an orbit with semi-major axis a1 = 1
and eccentricity e1 = 0.1. The outer planet is on a nearby
orbit with a2 = 1.1 and e = 0.2. We use a timestep corre-
sponding to 0.5% of the inner planet’s period. We adjust the
phases such that a close encounter occurs at t ≈ 0 with a
close approach distance of approximately 5 · 10−5.
To run these simulations we use MERCURIUS, our own im-
plementation of the MERCURY integrator4. We here only give
a short overview of the implementation as we plan to publish
a detailed code description paper. The MERCURIUS integra-
tor is freely available as part of the REBOUND integrator
package. Internally it uses the Kepler solver of the WHFast
integrator (Rein & Tamayo 2015) and the IAS15 integrator
(Rein & Spiegel 2015) to evolve HK. Using MERCURIUS allows
us to easily experiment with different switching functions.
We can also call the individual operators manually which
allows us to calculate the commutators numerically as de-
scribed above. We also ran tests with the original MERCURY
code and implemented wrapper functions to make the for-
tran code callable from python. These functions allow us to
call MERCURY’s time-stepping functions directly from python,
avoiding any potential issues that may arise due to coordi-
nate transformations, unit conversions, time-stepping logic,
or input/output files. This might have been an issue in an
earlier study looking at the symplecticity of MERCURY (see
Appendix B). Aside from small differences at the floating
point precision limit, if we use the same switching function
as implemented in MERCURY, we find perfect agreement be-
tween MERCURY and MERCURIUS in all our results and therefore
only show the results using MERCURIUS.
6 RESULTS
Figure 2 summarizes our results for the test case and switch-
ing functions introduced above. The columns correspond to
the different switching functions. The horizontal axis of ev-
ery panel corresponds to time, with the close encounter oc-
curring at t ≈ 0. The particles enter the critical distance
rcrit at t ≈ −1 and exit at it again at t ≈ 1. The top row
shows the value of the switching function L as a function of
time. The second row shows the absolute value of the grav-
itational force between the planets as calculated during the
interaction step. We also show the first four derivatives of
the force. The third, fourth, and fifth rows show approxi-
mations of the third, fifth, and seventh order commutators,
respectively. We colour commutators that only include ĤK
and ĤI (i.e. not ĤJ) red, and all other commutators orange.
We do not show commutators that are always zero (i.e. those
only involving ĤI and ĤJ). As a measure of the size of the
commutators, we use the energy error as described above.
Note that the energy error does not account for phase er-
rors. Thus an energy error of zero does not imply a perfect
solution. The plots for the commutators also show the ac-
tual energy error occurred over one timestep step, as well as
the integrated energy error, i.e. the energy error measured
relative to the beginning of the simulation.
The first column shows the evolution for the standard
WH integrator. The forces, its derivatives, and therefore
all commutators get very large during the close encounter.
As a result, the integrated energy error goes off the chart.
4 In reference to and appreciation of MERCURY, we call our imple-
mentation MERCURIUS (the Latin word for Mercury).
c© 0000 RAS, MNRAS 000, 000–000
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0.25
0.50
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1.00
switching function
L(t)
no switching function Heaviside function Heaviside function (fixed) Mercury/Mercurius inf. differentiable function
101
103
105
absolute value of the
gravitational force
 in the interaction step
and its derivatives
F
1F/ r1
2F/ r2
3F/ r3
4F/ r4
10 13
10 10
10 7
10 4
3rd order
commutators
10 13
10 10
10 7
10 4
5th order
commutators
1 0 1
time
10 13
10 10
10 7
10 4
7th order
commutators
1 0 1
time
1 0 1
time
1 0 1
time
1 0 1
time
commutators only involving K and I all other commutators actual one-step energy error actual integrated energy error
Figure 2. Comparison of different switching functions used in a hybrid symplectic integrator during a close encounter of two giant
planets. Each column corresponds to a different switching function. The top row shows the value of the force switching function during
the integration. The second row shows the absolute value of the gravitational force between the two planets in the interaction step. The
bottom three rows show approximations of the third, fifth, and seventh order commutators that appear in the integrators’ error terms.
We work in a system of units where G = 1. See text for more details.
As expected, this integrator cannot accurately resolve the
close encounter. Note that the higher order commutators
become comparable to the lower order commutators dur-
ing the close encounter. The physical interpretation for this
is that timestep is too large to resolve the characteristic
timescale (periastron passage of the close encounter). Also
note that the dominant commutators are those involving
only ĤK and ĤI .
The second column shows the evolution of using the
Heaviside function as the switching function. Note that the
commutators which only involve ĤK and ĤI vanish when
L = 0. This happens because ĤI becomes the identity oper-
ator, i.e. not having any effect, and it thus commutes with
any other operator. Commutators involving ĤK and ĤJ do
not vanish when L = 0 and become the dominant contribu-
tion to the energy error during that time. However, these are
several orders of magnitude smaller and do not diverge dur-
ing the close encounter unless the planets are very eccentric
and close to periastron. Note that there is a spike in most
commutators exactly when L transitions at rcrit. This can
be understood by imagining a scenario where the particles
start out just outside of rcrit. To calculate the commutator
[ĤK , ĤI ], let us initially apply ĤI(dt). When calculating
the effect of this operator the value of L will be 1. If we
then apply ĤK(dt) to the result, it might take the particles
inside of rcrit. Thus, if we then apply ĤI(−dt), the value
of L will be 0. Let us finally apply ĤK(−dt) again which
might take the particles outside of rcrit. This sequence of
operators corresponds to the commutator [ĤK , ĤI ] which is
one of the nested commutators that appears at all orders in
the BCH formula. The above argument makes it clear that
the commutator will be particularly large when the switch-
ing function changes a lot during a timestep. This is the
case for the Heaviside function, but it is important to note
that for any other switching function that changes signifi-
cantly during a timestep this is also the case, no matter if
the switching function is smooth or has a discontinuity. The
consequence is that the actual energy error (both the sin-
gle step error and the integrated error) jump up when the
particles transition rcrit. Despite this undesirable jump, the
integrator is at least somewhat better at resolving the close
encounter than the standard Wisdom-Holman integrator. A
physical argument can be given in terms of timescales again:
if the switching function changes a lot during one timestep,
we’re effectively introducing a very short timescale that the
integrator is unable to resolve.
We can avoid large changes of the switching function
during the timestep, by simply calculating the value of L
c© 0000 RAS, MNRAS 000, 000–000
Hybrid Symplectic Integrators for Planetary Dynamics 7
once, at the beginning of the timestep, and then keeping
it fixed. The results of this modification to the Heaviside
switching function are shown in the third column. Several
features are identical to the standard way of using the Heav-
iside switching function (second column). In particular, all
commutators that only involve ĤK and ĤI still vanish when
L = 0. However, we see that we have successfully removed
the spikes in the commutators when L changes. The com-
mutators involving ĤK and ĤI simply go to zero. As a
consequence the energy error does not increase when parti-
cles pass over the rcrit transition, despite the sudden change
in the value of the switching function L. This can be ex-
plained following the same scenario described in the last
paragraph. This is a remarkable result: This integra-
tion scheme, effectively using a binary switching function, is
significantly simpler to implement than those using a con-
tinuous switching function. However, as one can see in the
figure, it provides equal accuracy for one close encounter, at
reduced computational complexity. We further comment on
this case below.
The fourth column shows the evolution using the stan-
dard MERCURY algorithm and its polynomial switching func-
tion. Once again all commutators that only involve ĤK and
ĤI vanish when L = 0. However, in contrast to the in-
tegrators using the Heaviside function, this only happens
for r < 0.1rcrit. Although these commutators are finite for
r > 0.1rcrit they are significantly smaller than in the case of
the Wisdom-Holman integrator. Note that the third order
commutators are smooth. This is because the specific choice
of switching function ensures that the forces and its first two
derivatives are continuous. These derivatives appear in the
Poisson bracket and therefore in the commutator. However
looking at the higher order commutators, one can see the
effect of non-continuous higher derivates due to the finite
differentiable switching function Lmerc. Fortunately, these
commutators are significantly smaller than the third order
commutators and therefore do not contribute much to the
total energy error. Remember that the plots only show ap-
proximations of the commutators. This becomes apparent
in the 7th order commutators where the spikes near the dis-
continuities of the force derivatives at rcrit are somewhat
smeared out.
The fifth column shows the evolution using an infinitely
differentiable switching function. Here, all derivatives of the
force, and therefore all Poisson brackets, are continuous and
smooth. Because of the smoothness requirement, the higher
order derivatives of the force become highly oscillatory. This
is a generic feature of any infinitely differentiable switching
function and not specific to the function we chose. The com-
mutators look similar to those of the MERCURY algorithm but
one significant difference is that the higher order commuta-
tors become larger and more oscillatory. As in the previous
case this is because these commutators are directly related
to the higher order derivatives of the forces. For moderate
timesteps like the one we’ve chosen in this example, the en-
ergy error of the simulation is still dominated by the third
order commutators. However, for larger timesteps, there can
be cases where the higher order commutators will domi-
nate the error. We can think of this in physical terms once
again. The highly oscillatory derivatives of the force cor-
responds to very short timescales. Because we are using a
finite and fixed timestep, these timescales can at some point
be no longer accurately resolved, leading to larger errors.
The appearance of these small timescales is a purely numer-
ical artefact (somewhat related to timestep resonances dis-
cussed by Rauch & Holman 1999). Mathematically speaking,
the differential equations corresponding to the higher order
commutators become very stiff. Note that in the standard
Wisdom-Holman integrator (left panel), the forces get large,
but do not oscillate.
7 CONCLUSIONS
We revisited the motivation behind hybrid symplectic in-
tegrators and the choice of switching functions. We found
that the derivation of equations of motion by Chambers
(1999) omits derivative terms. As we showed, it turns out
that despite this inconsistency the MERCURY integrator is a
switching integrator. However, it effectively uses a very dif-
ferent switching function than the one described by Cham-
bers (1999).
Motivated by the somewhat arbitrary choice of switch-
ing function in MERCURY, we explored a wide range of differ-
ent switching functions to see if it is possible to improve the
accuracy of this kind of integrators any further. In particu-
lar, we presented results of two extreme cases: one infinitely
differentiable function, and the Heaviside function. In sum-
mary, we found that the smoothness alone is not a good
criterion for choosing a switching function.
Our results show that an infinitely differentiable switch-
ing function does not perform much better over one close en-
counter than the polynomial function used by MERCURY. We
attribute this to two reasons. First, the beneficial effects of
a smoother function only show up in higher order commuta-
tors which are several orders of magnitude smaller than the
dominant third order commutators. Second, the higher or-
der derivates of an infinitely differentiable switching function
necessarily become highly oscillatory. The integrator cannot
resolve the associated small timescales and thus behaves no
better than an integrator involving finite differentiable func-
tions.
We show that using a Heaviside switching function can
have surprisingly good properties if the value of the switch-
ing function does not change during the timestep. The re-
sulting scheme is significantly simpler than the MERCURY
scheme but achieves the same accuracy in the test case of a
single close encounter presented. What still needs to be stud-
ied in greater detail is the long term evolution in systems
with repeated close encounters. We ran additional tests of
1000 highly collisional planetary systems and found that the
integrator using the Heaviside function performs on average
as well as MERCURY. We will discuss the implementation of
this new integrator, as well as the implementation of the
MERCURIUS integrator, in an upcoming code description pa-
per.
In practice one is mostly interested in how accurate an
integrator can resolve a close encounter. In any numerical
simulation, one can calculate a precise answer to this ques-
tion using any arbitrary metric one thinks is approriate.
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A mathematical (or maybe even somehwat philosophical)
question is whether these integrators we discussed in this
paper are symplectic or not. The authors of this paper were
not able to agree on the answer to this question. We will
therefore leave the final answer up to the reader, but com-
ment on a few aspects of this question.
First, it is important to keep in mind that we very
quickly reach the limits of finite floating point precision in
systems with close encounters5. One could argue that we
should not talk about concepts of differential geometry such
as symplecticity at all if we work with floating point num-
bers because derivatives formally do not even exist. We run
simulations on a discrete phase space where only finite dif-
ferences exist.
Second, note that all switching functions we used are
non-analytic. That is not a coincidence but a requirement if
we want the integrators to fall back to the Wisdom-Holman
integrator whenever particles are far away from each other.
As a consequence, the Taylor series of the switching function,
and therefore the Poisson Brackets in the BCH formula will
not converge to the correct solution globally.
Third, when choosing a switching function, differentia-
bility is not the right criteria to consider. If the mathemati-
cal concept of differtiability were an important requirement
for a switching function, we could simply come up with a
new infinitely differentiable function that is arbitrarily close
to the original non-smooth function. We have effectivly done
that for Lmerc by introducing Linf , which did not lead to im-
provements in any of our tests. What matters is how much
the switching function changes during a (finite) timestep. If
it changes a lot, then the corresponding differential equa-
tions become stiff and the errors large. What also matters
is that the switching function is continous to ensure the
existance and uniquness of a solution6 (Hernandez 2019).
Note that integrator with the Heaviside function completely
changes the nature of the algorithm and can among other
things break time reversibility. This might be important for
some long term integrations, but not for simulations where
encounters are rare (for example for planetary system which
go unstable), or if physical collisions break time reversibility
anyway.
Fourth, all integrators will converge to the correct so-
lution in the limit of the timestep going to zero. We thus
argue that the simplest and most reliable way to test that
a given integrator gives reliable answers is to change the
timestep and watch for changes in the results, i.e. a classical
convergence test.
5 Imagine a scenario where two planets on orbits with a ≈ 1 have
a close encounter with a minimal encounter distance of one Earth
radius, ≈ 10−5. Using double floating point precision, we only
have ≈ 11 decimal digits to work with when representing the
planets’ positions in heliocentric coordinates. When calculating
any derivative, which is required for checking the symplecticity,
we further loose roughly half of the significant digits.
6 This only matters when calculating the solution of the HK
step. It does not matter for the solution of the HI step because
the switching function is constant.
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APPENDIX A: DEMOCRATIC
HELIOCENTRIC COORDINATES
The hybrid integration schemes discussed in this paper make
use of democratic heliocentric coordinates (Duncan et al.
1998). Let us assume we have one star and an additional N
planetary bodies with Cartesian coordinates qi and canoni-
cal momenta pi in some inertial frame. Then, the democratic
heliocentric coordinates are defines as:
Qi =
{
qi − q0 i 6= 0
1
M
∑N−1
j=0 mjqj i = 0.
(A1)
Here, M =
∑N−1
j=0 mj is the total mass of the system. The
corresponding canonical momenta are
Pi =
{
pi − miM
∑N−1
j=0 pj i 6= 0∑N−1
j=0 pj i = 0.
(A2)
APPENDIX B: SYMPLECTICITY OF
MERCURY
While working with MERCURY and MERCURIUS we also looked
at measuring the symplecticity error. To do that we follow
Hernandez (2016) in calculating the Jacobian using a finite
difference approach. This is non-trivial because one quickly
runs into issues of finite floating point precision. The results
of Hernandez (2016) suggest that the MERCURY algorithm
might be non-symplectic for their binary planet test case.
To investigate this issue, we implemented wrapper functions
to directly call the MERCURY subroutines which evolve the
state by one timestep, but ignore all the input, output and
other bookkeeping login in the MERCURY package. Our results
with this method differ from those obtained by Hernandez
(2016) and indicate that MERCURY is symplectic (whether we
should really call the scheme symplectic or not, becomes a
somewhat philosophical rather than practical question, see
discussion).
We attribute this discrepancy to some non-symplectic
operations that the MERCURY package applies to the state
vector before and after the actual integration (e.g. unit con-
versions and coordinate transformation), and a loss of pre-
cision when using ASCII files as input and output files. We
also ran tests with our own implementation of the algorithm,
MERCURIUS, and confirm the results obtained with MERCURY.
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