used to reveal the distribution of biological populations, they are rarely used in AGB mapping because 51 they make it difficult to quantify sampling uncertainty and produce large samples for spatial filtering 52 methods. Another type of approaches, in the case of non-representative samples, increase the prediction 53 accuracy by screening or building an optimal adaptive model (back-end processing) (Boria et al., 2014) . 54
These approaches may substantially increase the accuracy of AGB maps. 55
A sizable group of prediction models has been applied to constructing accurate AGB maps, including 56 linear models (Andersen et al., 2014; Morel et al., 2012) , machine learning models (Chen, 2015; Gleason 57 and Im, 2012), and spatial statistical models (Benitez et al., 2016; Propastin, 2012 ;Van der Laan et al., 58 2014). With the development of computer-science techniques and advances in nonlinear biomass 59 modeling, machine learning methods have become prevalent. Compared to traditional parametric 60 methods (these methods summarize data with a fixed number of parameters with respect to the sample 61 size, such as logistic regression and perceptron) (Gao and Hailu, 2012) , which have difficulty in 62 characterizing nonlinear relationships between AGB and multiple environmental covariates, 63 We used the leave-one-out cross-validation method to split the 30 sample plots into 30 sets with each set 170 including two groups of data: validation data (one plot AGB) and training data (AGB and predictor 171 variables of another 29 plots), see Table B .3. The leave-one-out cross-validation method supposes that, 172
in an N-sample dataset, each sample is taken as a test sample, and the other N-1 samples are taken as 173 training samples. Thus, there are N iterations and we can obtain N datasets and N cross-validation results. 174
Model training 175
Seven models including three machine learning models (a, b, and c in Figure 3 ), one spatial statistical 176 model (d+e in Figure 3 ), and three combined machine learning and spatial statistical models (a+e, b+e, 177 and c+e in Figure 3 ) were developed and trained to simulate the reference AGB of sample plots ( Figure  178 3). As shown in Figure 3 , the three machine learning models are support vector machine (SVM, a), radial 179 basis function-artificial neural network (RBF-ANN, b), and random forest (RF, c) models. The spatial 180 statistical model, named P-BSHADE, required reference plot AGB data, which was obtained from the 181 localization biomass model (d). Thus, the single spatial statistical model (P-BSHADE, d+e) was 182 comprised of "d" combined with "e" in Figure 3 . For the combined machine learning and spatial 183 statistical models, the reference plot AGB data in P-BSHADE was obtained from "a", "b" or "c". The 184 three combined models are represented as RBF-ANN&P-BSHADE (a+e), RF&P-BSHADE (b+e), and 185 SVM&P-BSHADE (c+e). Every model was trained based on each of 30 datasets, yielding a total of 30 186 simulated AGB datasets for 30 sample plots (see Table B .3). 187 The SVM is a type of categorized algorithms that improves the generalized machine learning ability by 193 minimizing structural risks (so as to minimize the empirical risk and confidence intervals). In this way, 194 the SVM can achieve adequate statistical trends from a sample set of limited size (Drucker et al., 1996) . 195
The basic components of the RBF-ANN include an input layer, a hidden layer, and an output layer, which 196 are able to provide the best approximation for nonlinear functions and optimal global performance 197 (Elanayar and Shin, 1994) . The change from the input layer space to the hidden layer space is nonlinear, 198 whereas the spatial transformation from the hidden layer to output layer space is linear. The RBF network 199 not only has good generalizability, but also requires less calculation. In general, its learning speed is 200 faster than that of other machine learning algorithms, therefore, the lengthy process of iterative The RF is a relatively new machine learning technique. As one of modern classification and regression 204 methods, it is a combination of self-learning technologies (Breiman, 2001 ). The idea of combinatorial 205 learning is to integrate several individual classifiers when classifying new instances and to determine the 206 final classification of the instances by combining the classification results of multiple classifiers, so as to 207 achieve better performance than that achieved by each individual classifier. 208
The schematic function of machine learning is as follows 209
where y is AGB of the -th sample plot simulated by a machine learning model, (… ) is a machine 211 learning model represented by a function of , ( = 1, … 4) , , , , , , , and , are the 212 longitude, the DBH, the tree height, and the forest age of the -th sample plot, respectively. A specific 213 description of the three machine learning models is given in S1 of Supplementary Material. 214
(2) Spatial statistical model: P-BSHADE 215 A spatial statistic model, P-BSHADE, was also used to estimate sample plot AGB. In essence, the P-216 BSHADE uses the reference AGB of sample plots and the weights of target sample plots AGB against 217 reference AGB of each sample plot to obtain the AGB of the target sample plot. The P-BSHADE 218 assumption requires knowledge of the spatial autocorrelation and spatial stratified heterogeneity of the 219 reference AGB of sample plots. The specific mathematical expression of a P-BSHADE is as follows ( The reference AGB of 30 sample plots were replaced by the estimates produced from machine learning 231 models. A combined model can be represented as follows 232
where is the estimated AGB of the -th sample plot using the combined model ( = 1~30, = 30), 234 is AGB estimated by machine learning based on the i-th sample plot ( = 1~30, = 30), is 235 the weight (contribution) of ith machine learning estimation AGB of the sample plot to -th sample plot 236 AGB to be interpolated (when = 1, = 2~30; when = 1, = 1, 3~30). A specific description of 237 the combined models and the algorithm formulas are presented in S1 of Supplementary Material. 238
Model evaluation and comparison 239
To evaluate the prediction performance of the seven models (SVM, RBF-ANN, RF, P-BSHADE, 240 SVM&P-BSHADE, RBF-ANN&P-BSHADE, and RF&P-BSHADE), the AGB results simulated by the 241 seven models were compared to the reference AGB of sample plot groups (AGB group M in Table B. 3) 242 in terms of three performance indicators: mean absolute error (MAE), mean relative error (MRE), and 243 root mean square error (RMSE), as shown in Eq. (4)-(6). 244
where is the predictive value of the different models, is the AGB of the th sample plot, and 248 is the number of training datasets. 249
Then, in terms of the calculated MAE, MRE, and RMSE, we identified the optimal model. 250
Model application 251
We applied the optimal model to each Eucalyptus forest patch and estimated the total AGB over all 252 patches in the study area. In short, the relationship between the non-representative AGB data from the 253 sample plots and their covariates were applied to each Eucalyptus forest patch in regional forests to 254 estimate the AGB of the area. 255
To validate the estimated AGB map, we compared it with the AGB map obtained by an allometric model, 256
and 95% credible interval width (CIW) was calculated and mapped for AGB. The allometric model was 257 expressed as the formula = ( ) , where D is the breast height (m), H is the tree height (m), 258 and a and b are constants. This model is acknowledged as a fast, simple, and basic method to calculate 259 regional AGB. In our study, we used the AGB, mean H, and mean D of 30 sample plots to constitute the 260 allometric model. 261
Results 262

Reference AGB of sample plots 263
The range of reference AGB of these 30 sample plots was calculated as 1.02~135.79 Mg·ha Figure 4 shows the correlation-coefficient matrix of variables. The following variables are strongly 270 correlated with AGB: longitude (r = −0.56) , diameter at breast height (r = 0.79) , tree height 271 (r = 0.84), trunk volume (r = 0.86), timber volume (r = 0.98), and forest age (r = 0.82). The AGB 272 map for the Eucalyptus forest in Nanjing is based on the data from the forest resource inventory; therefore, 273 the selected covariates should be accessible from the forest resource inventory dataset. Because the 274 timber volume and stem volume were both estimated based on tree height and diameter at breast height, 275 they were excluded as covariates for the AGB mapping. To summarize, four variables (longitude, 276 diameter at breast height, tree height, and forest age) were selected as covariates for the AGB mapping 277 of the Eucalyptus forest in the Nanjing region. 
Exploratory data analysis 268
Selection of variables 269
Spatial autocorrelation test 285
The spatial distribution of the reference AGB of the 30 sample plots shows a pattern of aggregation (see 286 red part in Figure C .1 in the supplementary material and Table 1 ). In addition, because less than 1% of 287 the AGB data is randomly distributed (see blue part in Figure C .1 and Table 1), the possibility of 288 aggregation distribution is greater than that of random distribution. Furthermore, the null hypothesis is 289 significantly rejected (p < 0.01). These results show that the spatial distribution of the AGB data displays 290 aggregation and a pattern of strong spatial autocorrelation. 
Spatial heterogeneity test 296
As shown in Table 1 , the reference AGB of sample plots can be divided into three strata using means 297
clustering with a value of 0.87 and a value less than 0.01. These results indicate that the within-298 layer variance is far less than the sum of variances among different strata. The results also show that the 299 reference AGB of 30 sample plots is associated with obvious spatial differentiation. 300
Performance of models 301
We developed seven models for AGB estimation: three machine learning models (SVM, RBF-ANN, and 302 RF), one spatial statistical model (P-BSHADE), and three combined models that integrated each machine 303 learning method with the spatial statistical method (SVM & P-BSHADE, RBF-ANN & P-BSHADE, and 304 RF & P-BSHADE). Furthermore, we used the leave-one-out cross-validation method to split the datasets 305 and evaluated the prediction performance of these seven methods in terms of the indicators of MAE 306 presented by boxplots for each prediction method (S1=SVM, S2=RBF-ANN , S3=RF, S4=P-BSHDE , 310
S5=SVM & P-BSHDE, S6=RBF-ANN & P-BSHDE, S7=RF & P-BSHDE, ML=machine learning, Sp 311
Stats=Spatial statistic), with the median (black line in the box), inter-quartile range (25%-75% in the 312 box), the range 5%-95% (whiskers), and outliers (asteroids) labeled. The histogram distributions of 313 RMSE for each prediction method are presented in Figure 5 ( reducing the uncertainty in AGB maps to levels corresponding to high precision would require unrealistic 363 sample sizes; for example, 44 low-lying 1 ha sample plots or more than 85 mountain 1 ha plots are 364 required for every 100 ha on an AGB map (Mitchard et al., 2014) . Inevitably, the area represented by 365 these geographically concentrated plots is much less than the total area of the tropical forest represented 366 in the final map. Provided that the limited sample size cannot represent the spatial heterogeneity of the 367 large-scale area, subsequently, the AGB map cannot lead to reliable quantitative conclusions (Duncanson 368 et al., 2015) . 369
To overcome the small sample size and non-representative sample problems which lead to 370 geographically concentrated local plot clusters, we integrated the advantages of machine learning and 371 spatial statistics at a regional scale (the key region linking the sample plots to the landscape scale) to 372 construct an AGB map for a subtropical region. The approach provides not only a low-cost, high-373 precision map of AGB whose estimates can be compared with those obtained from remote sensing, 374 ground observation, and model simulation, but also a scientific basis to assist forest-management 375 decisions (e.g., the quantitative evaluation of carbon emissions from deforestation). Combining the 376 advantages of machine-learning-based quantification of AGB and the complex nonlinear relationship 377 between multiple environmental covariates, in conjunction with the proposed P-BSHADE model, the 378 spatial correlation and heterogeneity of multiple environmental covariates are incorporated into the 379 model, and the sample points are subsequently rectified, thus leading to the best linear unbiased estimate 380 (BLUE) of the target site. Given that current multi-source databases cannot provide high-precision 381 accuracy of mapping affected by the variations of AGB in subtropical areas, especially in regions with 382 large variability, current studies mainly use fusion maps composed of different and independent data sets 383 (Avitabile et al., 2015) . Therefore, we provide the most accurate AGB map by data fusion of single 384 analytic trees and forest resource inventory data which may be used to extrapolate AGB from the tree 385 scale to the field and regional scales. 386
Benefits of random forest in predicting an AGB map 387
This study shows that among the three machine learning methods, the prediction accuracy of random 388 forest in AGB mapping is the highest. This is consistent with the results from Gleason sensing data, such as airborne hyperspectral data from Karlsruhe, Germany, to compare the AGB 391 prediction accuracy of five machine learning methods: stepwise regression, support vector machine, 392 random forest, Gaussian processes, and K-nearest neighbor. The evaluation indexes for leave-one-out 393 cross validation (i.e., R 2 and RMSE) showed that the random forest method was associated with the 394 highest prediction accuracy due to self-learning techniques of the random forest method. The random 395 forest method clearly differs from the other machine learning methods in the flexibility of its conceptual 396 design and method. In detail, the following advantages of random forest method may help improve the 397 precision of predicting an AGB map (Breiman, 2001 ): (1) The random forest method can generate highly 398 accurate classifiers, detect the interaction between variables, and also detect outliers and monitor data; 399
(2) For unbalanced and categorized data sets, the random forest method can balance the deviations; (3) 400
The random forest method can be extended to unlabeled data, which usually use unsupervised clustering; 401 (4) In the construction of a forest, the random forest method can internally produce unbiased estimates 402 for generalized deviations; (5) The random forest method contains a good way to estimate missing data. found that a machine learning method (RF) outperformed the spatial statistical method (e.g., 416
Geographically Weighted Regression, Inverse Distance Weighting ) in terms of prediction accuracy. 417
Why a combined model outperforms a single machine learning or spatial statistical model 418
As expected, the prediction accuracy of the combined methods is higher than that of any single method 419 (either a machine learning or a spatial statistical). In the previous sections, we described how the 420 advantages of the P-BSHADE model can compensate for the inherent defects of machine learning. 421
Virtually, the P-BSHADE model is also handicapped by the fact that the founding assumption does not 422 conform to reality. The assumption is that the AGB is accurate in all other sampling plots except at this 423 target sampling plot. In reality, each sampling plot has a varying degree of AGB uncertainty. In other 424 words, the premise behind only using the P-BSHADE model is that the reference AGB data is accurate. ecological-process models. Eventually, these achievements can promote process-oriented projects of 433 dynamic AGB predictions for large-scale forests in different forest-management scenarios. 434
In addition, we compared the prediction accuracy of AGB mapping obtained by the combined spatial 435 statistical and machine learning models with that reported by recent local and international research into 436 AGB mapping. In the current literature on remote-sensing estimation of forest AGB, RMSE and R 2 were 437 commonly used as indexes for evaluating prediction performance when these studies looked at the 438 importance of research sample size, data types, and forecasting methods (Fassnacht et al., 2014) . In 439 contrast, our study uses three conventional indexes for evaluating prediction performance: RMSE, MAE, 440 and MRE. Because the main goal of this work is to predict regional forest AGB based on a small number 441 based on the hypothesis of spatial heterogeneity. Although the RMSE index was calculated by different 463 studies using different datasets and prediction methods in different locations, most studies deemed that 464 RMSE was the most commonly used indicator for measuring the prediction errors of remote-sensing 465 AGB models and calculating the real AGB of forest sample plots. In contrast to other studies, our work 466 reflects not only our attention to subtropical forests, but also the methodological differences in 467 uncertainty mitigation, especially in comprehensively addressing the sources of uncertainty caused by 468 multiple spatial and environmental covariates. 469
Comparison of RF&P-BSHADE with the allometric growth model 470
Because the allometric growth model can offer a fast and simple calculation method, it has been used as 471 the basis for determining the benchmark map in quite a few studies. Nevertheless, spatial heterogeneity 472 caused by multiple environmental covariates is not considered in the allometric model, as there may be 473 errors in the AGB estimate and the errors may be propagated to affect the accuracy of the regional AGB 474 benchmark map. This study shows that the relative percent difference in total AGB between RF&P-475 BSHADE and the allometric method is 0.17%. Meanwhile, the MRE of AGB between the two methods 476 ranged from 0.04% to 99.8% with an average of 19.93%. These results confirm that the RF&P-BSHADE 477 estimates can be used as the main reference for regional-scale forest AGB maps. Furthermore, it also 478 shows that the two methods are roughly the same in terms of overall estimates of AGB, but the local 479 spatial distribution of AGB is different. The differences in AGB spatial distribution have been reported 480 in many studies of AGB maps. Babcock et al. (2015) asserted that the main reasons for the differences 481 
Implications for AGB mapping and future research directions 487
Based on the results of this study, we have the following two implications. First, to enhance the prediction 488 accuracy of large-scale AGB mapping, we should not only reduce the effect of sampling uncertainty by 489 improving the sampling method (by data treatment such as quantification of sampling errors and spatial 490 filtering of existing data sets), but also solve the problems of nonlinearity, complexity, and spatial 491 heterogeneity from the perspective of both model and algorithm. Second, in all probability, the sampling 492 plots for the real values on the ground are only accessible in small sampling areas within non-493 representative locations. Therefore, the combined use of spatial-differentiation-based statistical analysis 494 and machine learning with nonlinear fitting should improve the prediction accuracy of AGB mapping. 495
Additionally, more machine learning methods (such as KNN algorithms) can be tried and combined with 496 P-BSHADE in future research to explore the best AGB mapping methods for large-scale forests. The 497 case we present herein is only for a pure Eucalyptus forest, and further research can create separate 498 databases for different forest types in a complex tropical forest system to create a hierarchical mapping. 499
If the identification of plant species is also included in field plot-based AGB assessment and monitoring, 500 such identification information can also provide important information about changes in species 501 composition. Overall, forest AGB mapping should not be static. Instead, it should be generated based on 502 time sequences using an ecological-process model, so as to capture the changes in the AGB map database 503 over time (Bustamante et al., 2016) . In addition, more environmental and socio-economic datasets (for 504 example, the meteorological variables that are missing in the present study) should be included and the 505 correlation between them should be taken into account in the future work. 506
Conclusion 507
Currently, extrapolations and predictions based on sparse and/or non-randomly distributed forest plots 508 cannot solve the problem of regional carbon balance in tropical forests. With the continuous development 509 of remote sensing, ground observation, and methods of ecological-process modeling, the number of 510 global and regional AGB datasets is continuously increasing. As criteria to judge the differences between 511 different estimates of biomass, an AGB map not only provides a decision-making basis for forest 512 managers to mitigate the negative impact of climate change, but also helps different countries evaluate 513 and implement the policies and programs that aim at reducing regional-scale deforestation and forest 514 degradation, so as to avoid more carbon emissions. 515
Given the conditions of insufficient sample size and non-representative sample units that lead to 516 geographic clusters of localities, we propose a method to integrate the advantages of machine learning 517 and spatial statistics, different datasets, and multiple environmental covariates, to solve the problem of 518 uncertainty in regional AGB maps. Based on the most accurate data for single analytic trees and forest 519 resource inventory data, we extrapolate the study from the single-tree to the regional scale. In this study, 520 although the forest resource inventory data and the data of analytic-trees are solely available for 521
Eucalyptus forests located in the Nanjing area of China, the proposed method and the findings can 522 provide references for AGB remote sensing and simulation of ecological processes in different countries 523 and in different types of tropical forests. 524
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