Cognitive radio networks (CRN), in their quest to become the preferred next-generation wireless communication paradigm, will depend heavily on their ability to efficiently manage the limited resources at their disposal in meeting the demands of their numerous users and driving their operations. As a result, a considerable amount of research work has been recently dedicated to investigating and developing resource allocation (RA) models that capture the essentials of CRN. The various ideas put forward by researchers to address RA problems in CRN have been somewhat diverse, and somehow, there seem to be no links that bring cohesion and clarity of purpose and ideas. To address this problem and bridge the gap, in this paper, a comprehensive study on the prevalent techniques developed for addressing RA problems in CRN is carried out, with an intent to put some structure, relevance and meaning to the various solution approaches. The solution models are therefore grouped and/or classified based on certain outstanding criteria, and their strengths and weaknesses highlighted. Open-ended problems are identified, and suggestions for improving solution models are given. The study therefore gives good directions for further investigations on developing RA solutions in CRN.
Introduction
The cognitive radio network (CRN) is no longer an entirely new concept in the wireless communication space. Since it started gaining attention over a decade ago, a plethora of technical materials in form of books, chapters in books, scholarly articles etc. have already been published on CRN. Consequently, a meaningless repetition of details about its ideas and ideals in this paper would be simply unnecessary. References [1] [2] [3] [4] [5] [6] have all given clear and detailed explanations on the fundamentals of CRN.
Just to present a brief overview, the essential advances that formed the basis for the current surge in interest and drive in the development of CRN can be summarised as follows: demand for wireless communication has grown sporadically, and it is not likely to reduce any time soon; due to the increasing demand, there is a supposed *Correspondence: awoyemibabatunde@gmail.com 1 Department of Electrical, Electronic and Computer Engineering, University of Pretoria, Pretoria, South Africa Full list of author information is available at the end of the article spectrum scarcity problem, making it difficult to accommodate the rising wireless communication expectations; investigations reveal that the problem is, in fact, not that of an insufficient spectrum, but rather, of poor/inefficient utilisation of the already allotted spectrum by networks currently occupying them; an important solution to this problem has been provided in the form of dynamic spectrum access (DSA), whereby a spectrum will henceforth be dynamically allocated, and co-use and/or re-use of a spectrum space by more than one owner becomes a possibility; CRN emerged as the most potent driving force for the realisation of this new DSA paradigm.
In essence therefore, CRN, by depending on DSA, will be capable of delivering new and improved ways of managing the spectrum. DSA centres on sharing spectrum between licensed owners or primary users (PUs) and unlicensed owners or secondary users (SUs) of the spectrum. In earlier descriptions of DSA and CRN, SUs were designed such that they must be able to detect free spectrum spaces or holes, configure themselves to transmit in those frequencies, detect the return of PUs and immediately cease transmitting in those spectrum frequencies. Then, they must look for another free spectrum space, reconfigure themselves and resume transmission and be ready to vacate again should a PU return, all of these happening as seamlessly as possible. In more recent considerations of DSA and CRN, SUs may be enabled to transmit alongside PUs at the same time too, depending on the agreement between them. Usually when that is the case, the SUs transmit at low power over a wide bandwidth (e.g. ultra wide band) to minimise possible interference to the PUs. Further developments have however revealed that CRN are far and above just the ability to better manage or administer a spectrum. In her small but rich book on the essentials of CRN, Doyle conceptually described CRN thus: "the CRN must be a self-organising systemit understands the context it finds itself in and can configure itself in response to a given set of requirements in an autonomous fashion. The configuration won't be on frequency or dynamic spectrum alone but on other features too like power, beam pattern, routing algorithm, coding techniques, filtering techniques etc. From the user point of view, the CRN will offer the benefit of personalising users' experiences so as to provide services tailored to the specific needs of individual users" [2] . It is therefore safe to say that, if these ideals of CRN, as predicted and promised, are eventually realised, the usefulness of CRN can be far and wide, and applications may cover a wide domain including areas such as the military, public safety, academia, health and commercial. The enormous promises of CRN therefore make it a technology on which several aspects of human communication life would have to rely heavily upon, and thus, it is such an important field to study and develop.
In terms of architecture, the most common architectural categorisation described in the literature classifies CRN as either centralised (infrastructure based), distributed (ad hoc based) or mesh architectures [7] [8] [9] [10] . Another important description of the primary-secondary network architecture in CRN is based on the interference agreements between the two networks. This network architecture is described by the terms underlay [11] , overlay [12, 13] and hybrid [14] networks. A third architecture commonly associated with CRN is cooperative and non-cooperative architectures. For the cooperative design, the SUs work together to make decisions on such things as spectrum sensing, so that their decisions are usually multilateral and centrally controlled [15, 16] . Furthermore, cooperation can be between the PU network and the SU network [17, 18] . Having established the above premises on CRN, the major interest in this paper is a look into the important aspect of resource availability for CRN, and to study the various methods that have been developed to fairly share and expeditiously utilise the limited resources at its disposal, in order bring it to the position of achieving its objective of becoming the preferred prototype for nextgeneration wireless communication. The remaining parts of this paper is organised as follows: Section 1.2 gives a general idea on resources in wireless communication, and the peculiarities that make such resources particularly scarce and/or limited for CRN; Section 1.3 provides a general description of resource problem formulations in CRN; Section 1.4 discusses the various approaches that have been developed and employed by researchers and authors in investigating solutions for their resource utilisation problems in CRN; observations on the solution models, as well as open-ended problems are discussed in Section 1.5; and finally, the concluding remarks are provided in Section 2.
Resource allocation in cognitive radio networks
Resources used up in wireless communication systems such as power, bandwidth and spectrum have always formed the backbone on which the operations of such systems depend. These resources being generally nonubiquitous, the various wireless communication models as developed have had to factor into their design the mechanisms by which their scarce resources are to be allocated or administered in order to achieve the most in their operations. Resource allocation (RA), which seeks to address that need, has therefore been an important aspect of all wireless communication networks. In fact, in several conventional wireless communication systems such as the orthogonal frequency division multiple access (OFDMA)-based wireless networks, RA has been a rather active research topic. A few of the works that have addressed RA problems in OFDMA communication systems are found in references [19] [20] [21] [22] [23] [24] [25] . In general, RA problems in wireless communication essentially define how to optimise the limited resources in the communication network. RA problems are not therefore new and/or characteristic to the CRN. Particularly for the CRN, RA seek to jointly address the challenge of allocating its scarce resources, viz. spectrum allocation (frequency band, subchannels and time slots), power allocation, bit allocation, bandwidth, modulation schemes, data rates etc., in a manner that is fair to all users (primary and secondary) in the network.
There are generally two well-developed methods that have been actively adopted for addressing or describing RA problems in most wireless communication systems like the OFDMA-based networks. The methods are referred to as rate adaptive resource allocation (RARA) and margin adaptive resource allocation (MARA) models [22] . In RARA, the idea is usually to maximise a given function of the transmission rates, total capacity, fairness etc. of the subscribers or users under a total power constraint at the base station. Examples of RA problems developed and investigated as rate adaptive are found in the references [26] [27] [28] . Models that adopt the MARA method seek to minimise the total transmission power used up by the network while ensuring that the required transmission rates for all users are met. References [29] [30] [31] give examples of RA problems developed and investigated as margin adaptive problems.
Recent investigations have suggested that the methods developed for addressing RA problems in wireless communications (particularly the OFDM/OFDMA and its variants) are actually very adaptable to the RA problems in CRN as well [32] . It means therefore that, in generality, RA problems in CRN can similarly be broadly classified as either RARA or MARA. However, it is important to note that RA problems in CRN do pose a much higher level of challenge or difficulty than in other conventional wireless networks for several reasons. One important reason is the possible fluctuations in the available spectrum and hence the frequency and bandwidth of operation in CRN [33] . Another critical reason is the difficulty associated with, and the limiting effects of, considering CRN as an heterogeneous network. The heterogeneity of CRN would imply that in the design of CRN, the wireless network communication infrastructure must be capable of servicing a heterogeneous, probably incompatible, set of wireless consumer devices [34] . One other crucial factor that makes RA problems in CRN very challenging is the limitation in networking and productivity of CRN due to the level of permissible interference to either the PUs, or even among the SUs themselves. The limitation in SUs' transmission due to the level of permissible interference to PUs is probably the most crippling constraints to achieving great resourcefulness and optimal utility in CRN. The above reasons make it imperative to carry out detailed investigations on the basis and principles for adopting/adapting the developed methods for RA in other wireless communications to CRN. Such investigations will not only ascertain their suitability of application or purpose, but will also help to describe and analyse its workability. A considerable amount of work has already been carried out in this regard, as this literature study reveals, but also a lot more work is still required in order to bridge the research gaps.
Resource allocation problem formulation in CRN
There is a sizeable amount of research work on RA problems in CRN already. The various investigations have shown that, in almost all cases, RA problems in CRN are fully demonstrated to be optimisation problems. The knowledge of optimisation is therefore crucial to the understanding of, and in developing solutions to, RA problems in CRN. In essence, optimisation can be explored and employed as a vital tool for solving RA problems in CRN. Optimisation in itself is a well-developed analytical tool for solving a host of problems and is therefore used broadly in different fields of science such as mathematics, operations research, business finances and economics and engineering. In optimisation, there is usually an objective to be achieved, either that of maximising or minimising an entity or a number of entities, and this is always captured in the objective function. Then, there are certain limiting constraints that must be taken into consideration while seeking to achieve the objective. In solving, the constraints cannot be violated; otherwise, the solutions to such problems, if ever obtained, become void. The final component of almost all optimisation problems are the decision variables. The variables are the parameters to be obtained while solving, in order to arrive at (optimal) solutions. Due to space limitations and also to help keep focus on the subject matter, the preliminaries on optimisation are not discussed in this paper. Readers who are interested in gaining some fundamental knowledge on optimisation are directed to the following references for the needed help [35] [36] [37] [38] . A general form of RA optimisation problem formulation in CRN is next provided.
The general formulation developed gives a description of what the objective functions usually are, as well as the constraints and the decision variables, and the interplay between them. Let p and q be two vectors of dimensions a and b, respectively. Also let the set of positive integers I = {0, 1, 2, . . .}. Assume we need to obtain the values of p and q for which a function f(p, q) is maximum, given that there are a set of constraints g i (p, q) ≤ n i , i = 1, 2, . . . , r, and that each variable is non-negative. The above formulation can be written mathematically as:
subject to
Equation (2) is more simply written as:
and n =[ n 1 , n 2 , . . . , n r ] T . If the problem was a minimisation problem, the function z = f(p, q) could be easily transformed to a form of maximisation function by simply negating the objective function, i.e., max w = −f(p, q). From the general formulation given above, Eq. (1) is the objective function, Eqs. (2)- (4) are the constraints, while p j and q k are the decision variables. As an example, Eq. (1) could be a maximisation of the total network capacity, vector p could be a set of transmission power for users, vector q could be subcarrier allocation, which would usually take integer values of 0 or 1, and Eq. (2) could be the interference limit constraint or the power constraint. Table 1 presents some examples of works/related works on RA problems in CRN that have either been addressed or sought to be addressed by various authors. The table also highlights the objective function, constraints and decision variables employed by these authors in achieving or seeking to achieve their goal. Although it is by no way exhaustive, the intend is to provide an idea on the different formulations developed by authors in achieving optimal RA in CRN.
From the general formulation of RA in CRN provided in Eqs. (1)- (4) (which represents succinctly most formulations on RA for CRN in the literature), it can be observed that the RA problems in CRN are best described as complex, non-deterministic polynomial-time hard (NP-hard) optimisation problems. NP-hard problems are problems which may be solvable in polynomial time, but then, only by a non-deterministic algorithm. The description of NP-hard problems are well-established, and references [39, 40] provide a good summary. The main point is that, obtaining solutions to NP-hard optimisation problems, into which category RA problems in CRN fall, though possible, can be very difficult and time consuming. Unfortunately, solutions to wireless communication problems, especially CRN, has to be timeous for it to be meaningful and useful. If the solutions take too long to be reached, premises and prevailing conditions on which the original problems were designed may have changed considerably, thus rendering the purported solutions unusable. One of the major issues, still open-ended, is on developing generalised RA models in CRN with reduced computational complexities, and that can provide timeous solutions. Finding meaningful and useful (applicable) methods for arriving at solutions to RA problems in CRN is therefore an exciting research focus. A review of the approaches developed by most researchers in the field is carried out in this paper.
Classification of resource allocation solutions in CRN
There are a number of approaches developed for solving the complex NP-hard RA problems in CRN that have been proposed and promulgated. In this section, the solution approaches are classified and critically examined. The basic features of each approach are highlighted, and so also the drawbacks. For clarification and ease of reference, the various approaches to solving RA problems in CRN can be classified into these broad perspectives:
• Obtaining solutions through classical optimisation;
• Obtaining solutions by a careful study of problem structure; • Obtaining solutions by the use of heuristics or meta-heuristics (global optimisation); • Obtaining solutions by applying game theory (multi-objective optimisation); • Obtaining solutions through soft computing-based optimisation.
These categories are further discussed.
Solutions using classical optimisation
RA problems in CRN that fall into any of the welldeveloped classical optimisation methods can be solved optimally using the class of optimisation into which they fall. For instance, if a developed RA problem happens to be a linear programming (LP) problem, several established methods for solving such problems exist. Examples of methods for solving LP problems are simplex and interior point methods. In [41] , the authors developed their frequency-time allocation problem in cognitive radio wireless mesh network as an LP problem and then employed the simplex method to obtain optimal solutions. In [42] , the problem of optimally allocating PU bands to SUs was addressed and the optimisation problem used to obtain the stability region's envelope was shown to be, and solved as, an LP. Interior point method was used in [43] to address the problem of joint transmit beamforming and power control of SUs when they are allowed to transmit simultaneously with PUs. Furthermore, even when a RA problem is non-linear but if its convexity can be established, there are several known methods for solving convex optimisation problems that can be employed to solve such problems. One example of a method for solving convex optimisation problems is by using the Lagrangian duality method, usually with the application of the Karush-Kuhn-Tucker (KKT) conditions [44] . With the classical optimisation approach therefore, well-established tools are used in obtaining optimal solutions to the developed RA problems for CRN when such problems nicely fit into well-known optimisation structures. Other classical optimisation tools used for solving well-defined linear or convex programming RA problems are mostly off-shots of either the simplex or the interior point methods. Some of the most common methods and the corresponding references where they have been employed in obtaining solutions to RA problems in CRN are as follows: branch-and-bound (BnB) [19, 45] , branchand-cut (BnC) [46] , lift-and-shift (LnS) [47] , iterative and double-loop iterative methods [21, 23] , dual decomposition [21, 48] , Lagrangian duality [48, 49] , barrier method [50, 51] , gradient decent approach [52] , column generation [53, 54] etc. In general, these methods, because of their advantage of obtaining optimal solutions, are highly significant. Their utmost importance is in the fact that solutions provided, because they are optimal, can act as bounds for the suboptimal solutions obtained by the use of other approaches or methods. The major disadvantages of this approach are that; firstly, most RA problems in CRN do not fit nicely into any standard optimisation model, and secondly, proving convexity of most non-linear programming problems can be herculean, if not impossible to achieve. Also, obtaining solutions with this approach usually require high complexities and computation time.
Solutions by studying problem structure
As earlier mentioned, most RA problems in CRN do not fit into any standard optimisation model, and as such, directly applying classical optimisation to obtain solutions, in most cases, is highly improbable. A number of other techniques have been exploited and employed in seeking solutions. One important technique is by carefully studying the structure of such problems to see if there are any special feature(s) that can be exploited to either make such problems easier to solve, or to fit them into some classical optimisation models. Usually, this approach will either give optimal or suboptimal solutions, depending on how close the restructured or reconstituted problems are to the original problem formulation. Some known approaches based on the study of problem structure are examined below.
Solution by separation or decomposition Certain RA problems can be split into two or more simpler problems without significantly affecting the overall import of such problems. This implies that, by a careful study of the problem structure, an original RA problem can be separated or decomposed into two or more simpler sub-problems and each solved individually, usually with a lot less difficulty. The solutions are later combined to give the exact (or close to exact) final response to the initial problem. There are several methods of decomposition that have been used in solving RA problems in CRN, as found in the literature. One such decomposition method is the Dantzig-Wolfe decomposition, and there are others. Examples of RA problems in the CRN that have employed decomposition in arriving at solutions can be found in references [21, 55] . In [55] , the authors obtained optimal solution to their RA problem by using a primal-dual decomposition method whereby the overall problem is decomposed into individual power allocation sub-problems and solved for every decision variable pair. Authors in [21] divided their RA problem (joint spectrum and power allocation for multband CRN) into two stages and used an iterative dual decomposition method to solve it. In [56] , the authors developed a CRN duality technique that decomposed their utility maximisation problem into three sub-problems-optimising SINR assignment, power and interference temperature. Similarly, the work in [54] used a decomposition approach in jointly addressing the problem of spectrum sensing, channel assignment and power allocation in cellular CRN. The initial problem, which was a mixed integer non-linear programming (MINLP) problem, was decomposed into two sub-problems-optimal spectrum sensing, and optimal channel assignment and power allocation-without sacrificing optimality. The advantage of this solution technique is the possibility of realising optimal solutions with reduced computational complexity. The major bottlenecks are that, not all problems are decomposable, and some problems loose a significant part of their imports when attempted to be decomposed into smaller sub-problems.
Solution by linearisation
In almost all RA problems in CRN, the original problems, as developed, are usually non-linear in nature. Either the objective function is not a linear function or one or more of the constraints is/are not linear. Once the linearity of either the objective function or any/some of the constraints cannot be established, the problem is definitely a non-linear optimisation problem. A useful method for obtaining solution to non-linear RA problems in CRN is by seeking to linearise the non-linear expressions/constraints of the problem. If/once this can be achieved, obtaining solutions to the linear optimisation counterpart of the problem through classical optimisation becomes straightforward. The linearised expressions may indeed be approximates of the original, but if the values obtained are close estimates or within certain acceptable limits or bounds, the solutions provided by the new problem can be useful and meaningful, even though suboptimal. Examples of RA problems in which linearisation has been employed as a useful tool to achieve solutions can be found in [20, 57, 58] . In [58] , a combination of linearisation, relaxation and reformulation techniques were employed in solving their RA problem. For the linearisation part, a constraint, which was non-linear due to the combination of multiplication and division operations, was transformed into a linear form by the use of the logarithm function. The problem's equivalency was maintained due to the monotonicity property of the logarithm function. The major advantage of this technique is the ease with which LP problems are solved as compared to non-LP, once the linearisation can be achieved. The major challenge with the technique is that, certain functions or expressions which commonly appear either in the objective function or constraints of RA problems in CRN are really difficult to find equivalent linear expressions for.
Solution by relaxation Some RA problems in CRN are complex and difficult, mainly because of an integer constraint. Indeed, many problems that deal with channel (or subchannel) allocation are binary in nature, whereby a channel is either allocated to a user (assigned the value 1) or it is not (assigned the value 0). These kinds of problems can be solved a lot more easily by relaxing the integer constraint, i.e., by allowing the decision variable to take any value between 0 and 1, rather than imposing it as either 0 or 1. By rounding up or down, approximate solutions to those problems can be easily obtained. An example of where relaxation has been used in obtaining solution to a RA problem is in [59] . The RA problem, as developed, was a MINLP problem but by relaxing the integer constraint, the problem became an LP and was then solved. The work in [58] also employed integer relaxation in developing its solution model. The major issue with the relaxation approach is that only suboptimal solutions can be obtained, and in some instances, the gap between solutions obtained after relaxation and the optimal can be significantly wide apart.
Solution by approximation An important method for obtaining useful solutions to RA optimisation problems in CRN is through approximation. Certain functions, appearing in the objective function or the constraints, could be all that render an almost-linear problem nonlinear or a should-be convex problem non-convex thereby making the entire problem difficult to solve. If an approximate substitute to such functions can be obtained, the entire problem could become linear or convex, and obtaining solutions can be a lot easier. The substitute to such functions must of necessity be a close approximation of the initial functions before this method can be meaningfully employed. Again, only a suboptimal solution to the original problem can be achieved, but should the approximate substitute of the functions be good enough, the suboptimal solutions can be very close to the optimal, and therefore extremely useful. Importantly, the complexities in computations, problem analyses and time to arrive at solutions can be significantly reduced due to the approximation of such functions. There are examples in the literature of the use of approximation in obtaining solution to RA problems in the OFDMA-based networks, as well as CRN. In [24] for instance, the authors, in order to maximise total network utility, approximated their best-effort user utility function as a piece-wise linear function and proposed an LP-based cluster allocation algorithm for solving. The major setbacks with this approach are that the approximate representation of the original function could contain a number of extra variables, leading to an increase in the decision variables of the entire problem, and solutions obtained through approximate substitutes are usually suboptimal rather than optimal.
Solution by reformulation Another important approach used extensively to obtain solutions to NP-hard RA optimisation problems in CRN is through reformulation. By a careful consideration of the structure of a RA problem, certain distinct properties of the problem, once identified, can be exploited in arriving at a reformulation or regeneration of the original problem, and that without loosing its imports or details. The new or reformulated problem is, in most cases, an easier version of the original problem, and such that classical optimisation tools may be employed in arriving at viable solutions. This method has been applied in a number of RA problems in CRN, examples are in references [22, 45, 56, [60] [61] [62] [63] . In [56] , the authors, in an attempt to solve the utility maximisation problem for spectrum sharing in CRN, due to its non-convexity and tight coupling between power and interference, had to reformulate. The reformulated problem was an optimisation problem involving spectral radius constraint sets, and optimal solutions were obtained by using a tuning-free geometrically fast convergent algorithm. Authors in [60] developed algorithms for decision making to optimise radio resource usage in heterogeneous cognitive wireless networks. An important part of the solution was in the reformulation of the heterogeneous base station selection problem to a minimum cost-flow problem, which was then solved as a directional graph with low computational complexity. The works in [45, [61] [62] [63] have all followed a similar pattern of reformulating RA problems which were originally non-linear, non-convex NP-hard problems into integer linear programming (ILP) problems, and then solving optimally using a BnB optimisation technique. The main advantage of a reformulation approach is that optimal solutions can be obtained to seemingly difficult problems, and usually with much less computational complexity, once the special structure has been found and exploited in achieving the reformulation. The sole drawback of this method is the difficulty in finding that special structure that can be exploited in certain RA problems.
Solutions by heuristics or meta-heuristics
A very popular approach, used in many occasions to obtain solutions to RA problems in CRN, is through the development of problem-specific heuristic(s). Certain problems will be almost certainly impossible to solve through classical optimisation, no matter what 'trick' is sought for or employed to try make the problem solvable. Even in situations where any of the already-discussed methods (such as linearisation or approximation) succeed and the RA problems become solvable, in most cases, it is still unlikely that such optimal or suboptimal solutions would be obtainable at a reasonably feasible time frame for practical purposes or real-life scenarios. The complexities of the problem would, in all probability, make the solutions impracticable, most especially for large networks. It therefore means that, methods for obtaining much faster solutions with less computational complexities must of necessity be devised. In most cases therefore, a heuristic is always developed alongside the solution provided through any of the aforementioned methods, so as to achieve this goal of producing solutions in a reasonable time frame that is good enough for solving the problem at hand.
In developing heuristics, logical reasoning and not necessarily analytical or numerical derivations on how to solve a particular problem is pursued. The solutions to the RA problems in CRN using heuristics are thus problem-specific, almost certainly non-transferable to solve other RA problems, and usually only provide suboptimal solutions. The advantages with heuristics are that problems which may not be solvable by classical optimisation may be solved by developing a heuristic for it and that such solutions are usually obtained at a much more reduced time frame, even with large networks. Examples of heuristics developed and employed in solving RA problems in CRN are given below:
• Greedy algorithms: In greedy algorithms, the heuristic is developed in such a way that it selects whatever is currently or immediately the best next step, regardless of whether or not there could be some better steps later. Variants of the greedy algorithm are selective greedy and distributed greedy algorithms. References [12, 19, 20, 64, 65] have all employed greedy algorithms in obtaining solutions to their RA problems in CRN. Solutions provided are not usually optimal but they can be obtained at a reasonably good time.
• Water-filling schemes: Several water-filling heuristics (and its variants) have been developed to solve RA problems in CRN. The water-filling schemes developed from the idea of the water jug problem. Examples where these schemes have been employed in solving RA problems in CRN can be found in references [66] [67] [68] [69] [70] [71] . The methods are simple to develop and they give very close-to-optimal solutions with reduced complexities.
• Preassignment-and-reassignment algorithms: In preassignment, certain amount of resources, subchannel or power for instance, are initially pre-allocated as base resources to some or all users before the other resources are now optimally shared among the remaining users. As the algorithm runs, more resources are allocated to all or a category of users to achieve a higher overall capacity or productivity. After one or more runs, the algorithm may check that the constraints are not violated and should there still be some residual resources, a reallocation (or reassignment) of resources is again carried out to seek to improve the overall utility of the network. Examples of the use of this heuristic method can be found in references [19, 72] .
• Recursive-based and/or iterative-based heuristics:
These methods carry out allocation of resources either recursively or iteratively to all users in the network. While iteration uses a repetition structure, recursion uses a selection structure. Importantly, both methods steadily increase utility until further iteration or recursion results in a negligible amount of improvement, and thus, a termination is evoked. References [51, 61] have applied these techniques in developing their heuristics to solve their RA problems.
Meta-heuristics are developed for solving computationally demanding RA problems. They are generally wide-ranged and are more employed for problems that have the possibility of obtaining a number of local 'optimal' solutions, or such problems for which there is no satisfactory problem-specific algorithm to solve them. A meta-heuristic is thus an algorithm designed to solve approximately a wide range of hard optimisation problems, without having to deeply adapt to each problem [73] . Meta-heuristics involve using tricks so that the algorithm does not get stuck around a local minima or maxima, whereas a better optimal solution could still have been realised. Some examples of meta-heuristics that have been used for RA in CRN are given below:
• Genetic algorithms: Genetic algorithms are used by defining resources in the form of chromosomes and genes and the users' QoS requirements are given as input to the algorithm procedure. An example is found in reference [74] where genetic algorithm was used in optimising spectrum allocation in CRN. Genetic algorithm was also used in [75] for optimising spectrum utilisation while providing a fairness guarantee between users in CRN.
• Simulated annealing: In this technique, by the process of iterative controlled 'heating' and 'cooling' of the search space, an optimal 'temperature' is found which corresponds to an optimal utility. References [76, 77] have used this technique in solving allocation or utility maximisation problems in CRN.
• Evolutionary algorithms: These are algorithms that have some inclination towards simulating the evolution of individual structures via processes of selection, recombination and mutation reproduction, thereby producing better solutions. Examples are coco search, ant colony, particle swarm optimisation, bee colony etc. In [78] , authors used the particle swarm optimisation in realising power allocation in CRN. Authors in [79] used the bee colony idea in achieving relay assignment with power control in CRN.
• Tabu searches: This algorithm explicitly uses the history of the search, both to escape from local minima and to implement an explorative strategy. The main characteristic of this approach is indeed based on the use of mechanisms inspired by the human memory. An example of its use in solving RA problems in CRN is found in [80] where the method was applied to achieve channel allocation optimisation for all users of the network.
From the explanations given above, it can be said that heuristics and meta-heuristics are indeed powerful tools for obtaining solutions, especially for large, practical networks. The major limitation with these methods are the deficiencies in analytical/numerical representations of the problems and the non-transferability of the knowledge acquired in solving a problem to help solve other problems.
Solutions by multi-objective optimisation
An important approach to solving RA problems in CRN, especially problems that are multi-objective in nature, is the use of game theory. Actually, some developed RA problems in CRN are multi-objective optimisation problems in that they require a process of simultaneously optimising two or more conflicting objectives, subject to certain constraints. One method that has been employed in addressing multi-objective optimisation problems is in converting them to single-objective optimisation problems by using techniques such as reducing dimension, Min-Max method, the ideal point method, the weighted sum of squares method, the virtual target method, sequencing method, feasible direction method, the centre method, interactive programming method etc. However, good as these techniques are, there are instances where conventional optimisation models may not be adequate in addressing such multi-objective problems, hence, the use of other multi-objective solution techniques such as game theory [81] . Several game models exist, and some of them have been employed in solving multi-objective RA problems in CRN. Some examples and the corresponding references where they have been applied are cooperative game [70, 71] , non-cooperative game [82] Nash bargaining (Pareto optimisation) [17, 18] and Stackelberg game [83, 84] .
Solutions through soft computing
A very new/recent approach to solving RA optimisation problems in CRN is through soft computing-based optimisation. In this approach, software/computer-based programming are used in allocating resources to users within the network. The developed programmes use intelligent techniques such as artificial intelligence, neural networks, Q-learning and fuzzy systems in driving the optimisation processes [85] . In [86] for instance, the authors used a special type of Q-learning, called multiagent reinforcement learning, in achieving RA for multiuser CRN. During the learning process, each SU sees the channel and other secondary users as its environment, updates its Q-values and takes the best action based on the prevalent situation. Authors in [87] used an artificial intelligence technique in developing a decision-making tool for allocating resource in CRN. In the developed model, cognitive radio learning inference and decision-making engine based on Bayesian network was proposed to obtain the optimum configuration rules to adapt to the variation of the environment with the learning and inference algorithm of Bayesian network. In [88] , the authors proposed a fuzzy neural system for spectrum allocation in CRN. In the model, parameters such as spectrum utilisation efficiency, degree of mobility and distance to the PUs of CRN are given as inputs to the fuzzy logic decision-making process, while the output of that process gives the spectrum access decision, based on linguistic knowledge of some predetermined rules. The major challenge with this approach is that the soft computing techniques, such as artificial intelligence and neural networks, are very difficult and complex to develop, analyse and apply in real-life scenarios.
In summary, there is an ample number of methods that have been developed for solving RA problems in CRN and these methods are usually exploited by researchers in obtaining solutions to their formulated RA problems. In this study, the most critical ones have been grouped and their workability explained. Both the strong points of these methods, as well as their weak areas, have been highlighted. Table 2 contains the summary of the solution models discussed.
Observations and open-ended problems in resource allocation for CRN
The authors' important observations and/or opinions on these solution approaches/schemes are given below:
• Generally, there seems to be a kind of disjointedness in the RA problem development, as well as in solution models developed by the various authors. The objective functions for even seemingly similar problems are usually diverse, and so are the constraints and decision variables employed. It therefore seems difficult to find any form of coordination or focal point in the problem definitions. Similarly, the ideas put forth for investigating solutions lack any proper order or a particular standard. • Sequel to the point raised above, there is therefore no general or one-fits-all solution model or approach for all RA problems in CRN that has been established.
• It is observed that most RA models have neglected some important considerations and/or limiting factors of CRN that should have made the problem more realistic and close to practicality. For instance, the issue of heterogeneity in CRN, which would have created more practical scenarios, has been largely ignored by most authors in their RA problem development and solution investigations.
The reasons that can be construed for the issues raised above are the following realities still currently associated with CRN:
• There is a general difficulty in establishing, explaining and capturing all the details of CRN in one single model. As a result of the numerous and divergent architectures that have been postulated for CRN (as earlier explained), it would be very tedious, almost impossible, to develop RA models that will capture all of the important details in one spell or shot. Several small models that address specific areas of interest, while making assumptions on other details, are thus (or seems to be) the only currently meaningful approach to developing useful research models on the subject matter.
• There are no well-established standards in place yet for CRN, as it is still generally a work-in-progress. Though there have been attempts at defining and describing some form of standards (such as the IEEE 802.22 working group, which was set up to develop a standard for wireless regional area networks (WRAN) that would make use of, on a non-interfering basis, TV white spaces [89] ), the fact remains that no standard has been fully established and accepted by all stakeholders for CRN to operate by.
• Optimisation, the main tool used in solving RA problems in CRN is, in itself, a diverse and dynamic problem-solving tool with multiple dimensions of interpretation and application for obtaining solutions to problems. Hence, arriving at a single generalised solution model for solving RA problems using optimisation is not very likely.
From the exposures and explanations thus far presented on RA in CRN, some open-ended problems that could potentially limit the productivity of CRN in its RA models, and therefore still require further investigations, have been identified. In this section, the most important problems are mentioned and discussed briefly. The openended problems, which could limit RA optimisation in CRN, and suggested ideas for solutions, are discussed:
• Network heterogeneity: In all probability, CRN would almost certainly be a type of heterogeneous network (HetNet) or, at the least, it would bear certain semblance or cut across HetNet in some way. Therefore, proper classification and study of HetNet, and how it applies to CRN, would give the needed ideas on how to address the heterogeneity problem in CRN. Inclusion of heterogeneous classifications into the RA problems of CRN and studying it as such would therefore be a step in the right direction, as this would most likely bring the models closer to practicality. • Limitation due to the level of permissible interference to PUs: In almost all the works on RA in CRN studied, the most prominent denominator, cutting across all kinds of architecture and RA problem definition, is the fact that the interference to PUs is a limiting constraint, probably the most limiting. The effects of this limiting constraint seem to be what hamper the progress and possibilities of CRN the most. Unfortunately, almost all of the works reviewed have only mentioned this problem, and of course, the authors have included it as one of the constraints in the optimisation problem but not much has been done towards mitigating its effect on the overall productivity of CRN. If CRN would ever achieve its ends, the problem of limitation due to interference to PUs must be adequately addressed. As a suggestion going forward, cooperative diversity, not just applied for spectrum sensing but for RA, if properly investigated and employed, could be a promising solution to the interference limitations in RA for CRN.
• Data buffering in CRN: The possibility of delay in data transmission has seldom been factored into the RA problems of CRN. Almost all works reviewed have equally neglected this concept in their problem definition. In reality, for heterogeneous CRN particularly, delay tolerance of different users might differ significantly, and there might be need for queue considerations. To analyse RA models that capture such possibilities, the use of queueing theory could help in addressing the delay issues. Hence, RA problems in CRN that factor this into their designs, especially when heterogeneous considerations are also involved, would be a good research focus.
Conclusions
In this paper, a critical review of the major approaches to RA in CRN, as employed by most researchers in the field, has been provided. The review identifies what the important challenges with RA in wireless communication are and the specific peculiarities of CRN that render such problems even more exacerbating, thus making it very difficult to investigate solutions. Thereafter, the paper reveals the various ideas, methods and reasoning that have been employed by researchers in seeking viable solutions to the RA problems in CRN. From the review, open-ended problems that could limit RA solutions in CRN are identified and some ideas for possible investigation are then postulated. The ideas put forth can indeed form a good basis for further investigations in the field of CRN, especially as regards devising solution models for addressing its RA problems.
