The Successive Resultants Algorithm (SRA) is a root-finding algorithm for polynomials over Fpn and was introduced at ANTS in 2014 [19] . The algorithm was designed to be efficient when the characteristic p is small and n > 1. In this paper, we abstract the core SRA algorithm to arbitrary finite fields and present three instantiations of our general algorithm, one of which is novel and makes use of a series of isogenies derived from elliptic curves with sufficiently smooth order.
Introduction
The factorization of polynomials over finite fields is an important problem in computer algebra, both from theoretical and practical points of view [11] . An important subcase of this problem is the root-finding problem, which given a polynomial over a finite field, asks for one, several or all roots of this polynomial over the field. It is well-known that factoring polynomials is deterministically reducible to root-finding [3] , so in this paper we will mostly focus on the rootfinding problem.
Finding roots of polynomials over finite fields
From now on in this paper, let F p n be a finite field of size p n and f be a polynomial of degree d with coefficients in F p n . As it is often the case in the literature, we will assume that f is entirely split over F p n and that it has no repeated roots. One can reduce the general case to this one by computing gcd(f (x), x q n − x), for example using a variant of the square and multiply algorithm. We allow the notation x and f (x) to denote the variable and polynomial in F p n [x] withx ∈ F p n and f (x) to represent the evaluation of the polynomial f at the valuex.
Since the seminal work of Berlekamp in the seventies [3] , the root-finding problem can be solved in probabilistic polynomial time (in the degree of f and in n log p). Significant practical and theoretical improvements have been made since then, with the current best probabilistic algorithm for the general factorization of a polynomial being due to Kedlaya and Umans [16] . In practice, one will often use either Berlekamp's trace algorithm [3] or Cantor-Zassenhaus algorithm [5] , depending on the parameters.
Berlekamp's trace algorithm in fact provides a polynomial time reduction from the root-finding problem over F p n to the root-finding problem over F p . The reduction can be made deterministic, leading to a polynomial time deterministic algorithm for fields of small characteristic.
In contrast, Shoup's algorithm [23] is still the best unconditional deterministic algorithm over F p today, with a complexity inÕ(d 2 √ p). Designing a deterministic polynomial time algorithm in that setting is an important open problem, even in the case of degree 2 polynomials. Evdokimov has provided a quasipolynomial time algorithm when a quadratic non-residue is provided together with the field as an input to the algorithm [8] . Under the Generalised Riemann hypothesis (GRH), this element can be computed in polynomial time, removing the need for an extra input. Polynomial time algorithms have also been suggested under additional assumptions on the polynomial [21] , other conjectures [9, 1] or for specific families of primes [2, 21, 24] , still under GRH.
In 2014, Petit introduced a new algorithm in the small characteristic case, called the Successive Resultants Algorithm [19] .
Our contributions
In this paper, we introduce a generalisation of the Successive Resultants Algorithm to arbitrary finite fields. Our generalisation covers both the original SRA algorithm for finite fields F p n with small characteristic and the generalised Graeffe transform approach of Grenet et al. [12] when p n − 1 is smooth. We also present a third instance using an elliptic curve with smooth order over F p n , leading to a new algorithm of independent interest.
Our initial observation is that the linearized polynomials used in SRA can be replaced by any set of polynomials, and in fact even rational maps K i , such that the image of the composed map K t • K t−1 • . . . • K 2 • K 1 under a restricted domain is sufficiently small. Similar generalisations were made in different contexts in [20] .
Like the original SRA, our generalisation reduces the root-finding problem for large degree polynomials to the same problem for "small" degree polynomials. The original SRA has two stages, a resultant stage and a gcd stage. We show how to adapt both stages to the case of arbitrary rational maps, and how to overcome the technical difficulties introduced by the denominators of the maps.
Recently, De Feo, Petit and Quisquater showed that the Successive Resultants Algorithm and Berlekamp's celebrated Trace Algorithm (BTA) [3] are in a certain sense dual of each other [18] . We remark that the generalised Graeffe transform algorithm mentioned above can similarly be seen as a dual of Shoup's algorithm when p − 1 is smooth [24] , and our new algorithm as a dual of a slight variant of an algorithm due to Ronyai [21, Section 7] . (See Table 1 .)
In the algorithm of Section 3.3, we have used Icart's embeddings [15] to map F p elements to the x-coordinates of F p -rational points of a smooth order elliptic curve over F p , where Ronyai's algorithm would map them to a smooth curve over F p 2 . Our approach has some efficiency advantages and more importantly it leads to a larger set of suitable parameters in the algorithm. We remark that a similar improvement can be brought to Ronyai's algorithm.
We remark that all our algorithms can be made deterministic after some precomputation depending on the field, assuming the Generalised Riemann Hypothesis. These deterministic versions can be seen in the continuity of [2, 21, 24] , providing polynomial time deterministic algorithms under GRH for special fields. 
A generalised form of the Successive Resultants Algorithm
The Successive Resultants Algorithm (SRA) is a root finding algorithm which exploits the properties of an ordered set of rational mappings in order to extract roots by computing the roots of polynomials of small degree. As explained in the introduction, we will be considering the problem of finding the roots of a polynomial f ∈ F p n [x] whose splitting field is F p n . The generation of the rational maps is a key factor in the efficiency and utility of the SRA algorithm. These maps may be considered as input to the algorithm and the existence of a useful set of maps currently depends upon the structure of F p n . We note that the rational maps are independent of f and may be performed as precomputation.
Given a polynomial f of degree d and a sequence of rational maps K 1 , . . . , K t the SRA algorithm involves computing finite sequences of length j ≤ t + 1 obtained by successively transforming the roots of f by application of the rational maps. In other words, the sequences (x 1 , . . . , x j ) of length 1 to t + 1 fulfilling
where
We define the composed map
For notation purposes, we take K [0] to be the identity map Id F p n : F p n → F p n and N [0] = ∅.
The SRA algorithm consists of two separate stages, the Resultant Stage and the GCD stage. In the Resultant stage, a series of polynomials f (1) 
The roots of f (i) (x i ) lying in F p n correspond to the existence of a sequence (x 1 , . . . , x j ) with the root as the i th value in the sequence. In the GCD stage, the roots of f (i+1) (x i+1 ) are used to find the roots of f (i) (x i ) by computing roots of polynomials whose degree is constrained by the K i maps.
Proof: This may be seen by successively applying the maps K i to each root. If for some j ∈ {1, . . . , t} we have that K j−1 • . . . • K 0 (x 1 ) ∈ N j , then the sequence is of length j. Otherwise the sequence is of length t + 1. The sequence is unique for any distinct root of f (1) (x 1 ) by the fact that the root is the first value in any sequence. □
The Resultant Stage
We will use the basic result that the resultant posesses the property that for f , g ∈ F p n [x] we have that Res x (f (x), g(x)) = 0 if and only if the polynomials f (x) and g(x) share a common factor in F p n [x]. The resultant of two polynomials f , g ∈ F p n [x] may be calculated via naively taking the determinant of the Sylvester matrix of f and g or a more specialised method depending upon the structure of the K j maps. We will use the standard result [17, Definition 1.93] that
Res
where the roots are taken over the splitting field of f and lc(f ) is the leading coefficient of f .
We will use the resultant on polynomials in two variables x i , x i+1 , with respect to the x i variable to create a series of univariate polynomials, f (i+1) (x i+1 ), whose roots correspond to a non-empty subset of roots of f (i) (x i ).
In the Resultant stage we clear the denominator of the K i rational function representation of the map and successively compute resultants of the resulting equation and the previously computed polynomial with respect to the variable
as the first such polynomial. This results in the generation of an ordered list of polynomials f (1) 
This results in a sequence of polynomials f (1) , . . . , f (t) whose roots encode the potential values any x i may take for the sequences described in Theorem 1.
Theorem 2. The polynomials f (1) , . . . , f (t) have the following properties:
The degree of f (i+1) is strictly less than the degree of f (i) if and only if the gcd of f (i) and b i is non-trivial.
Proof: We have that by formula (3), that
For (i) we note that for any polynomials
We note that in the case of polynomial maps, we have that deg(f (i) ) = d as b i (x i ) = 1 and therefore possesses no roots.
Theorem 3. If f (1) (x 1 ) splits over F p n then the union of all i th values for valid sequences (x 1 , . . . , x j ) as produced in Theorem 1 is equal to the set of roots of each f (i) (x i ).
Proof:
We use induction to prove the result. As f (1) splits over F p n , we have that the roots of f (1) (x 1 ) comprise exactly the first values of the sequences as we have defined f (1) (x 1 ) := f (x 1 ). Assuming that the set of roots of f (i) is equal to the set of possible x i sequence values, we have that, by the computation of the resultant and equation (5), the roots of
and is therefore the corresponding point in a sequence. □ We note that if some f (i) does not split over F p n then if x i is a root of an irreducible factor of f (i) in the splitting field of f (i) we have the potential for
This would lead to sequences of the form (x i+1 , . . . , x j ), but as we assume that f (i) splits over F p n we have that all f (i) split over F p n by Theorem 1. Proof: By the property of the resultant, the roots of f (i) (x i ) possess the property that ai−1(xi−1) bi−1(xi−1) = x i . This successively constrains the potential values that the roots of each f (i) (x i ) may take. □ By Theorem 4, we have that by sensible choice of the K i maps, we may obtain a small set which contains our potential x t+1 values. This will be useful in the GCD stage.
It is clear that as the roots are successively constrained by Theorem 4, the sequences may be considered as a series of trees of depth j ≤ t + 1 with thex j forming the root nodes and the distinct subsets of the roots of f corresponding to sequences of length j forming the leaves. The SRA algorithm may be considered as a means of generating this tree with relation to the K i rational maps by first encoding the information concerning the nodes at each level with the Resultant stage and then computing the root and children nodes with the GCD stage.
The GCD stage
In the GCD stage we use the f (1) , . . . , f (t) polynomials computed in the Resultant stage to locate the final values of all sequences (x 1 , . . . , x j ) as created by the procedure in Theorem 1. Once we have the final value, we recursively determine the sequence by application of the gcd algorithm and by computing roots of bounded degree polynomials until we have found the roots of f (1) 
Theorem 5. Given anyx i+1 ∈ F p n which forms part of a sequence as computed by successive application of the K i maps on the roots of f , we may compute all i th values of sequences which possessx i+1 as the i + 1 th value.
is non-trivial and as f (i) (x i ) is split over F p n , we have that (6) is a product of linear factors whose roots are exactly those such that f (i) (x i ) = 0 and
We may therefore extract all x i values whose next value in the sequence isx i+1 by finding the roots of a split polynomial of degree bounded by deg g
We may detect that there exists a sequence (x 1 , . . . ,x j ) of length j < t + 1 and may computex j ∈ F p n by computing the roots of a polynomial of degree no larger than deg b j . (ii ) Given Image(K [t] ) we may detect that there exists a sequence (x 1 , . . . ,x t+1 ) of length t + 1 and its final valuex t+1 ∈ F p n by computing the roots of |Image(K [t] )| polynomials of degree no larger than max{deg a t , deg b t }.
Proof: (i) If a sequence is of length j < t + 1, then x j ∈ N j . If this is the case, then it is detected by observing that deg f (j+1) < deg f (j) as in Theorem 2. As x j ∈ N j , we have that b j (x j ) = 0 and f (j) (x j ) = 0, so we may compute
whose degree is ≤ deg b j and whose roots are the final values of all sequences of length j. If a sequence of length t + 1 exists then we may compute
for eachx t+1 ∈ Image(K [t] ). For sequences of length t there will be no indication of degree drop and so we must compute g (t) (x t ). In the case where a sequence of length t+1 exists, we have by Theorem 4 that the potential values of x t lie in the roots of f (t) (x t ) and that b t (x t ) ̸ = 0. The x t for which K t (x t ) = at(xt) bt(xt) =x t+1 may therefore be extracted by computing the roots of (8). In the case where no such sequence exists for a chosenx i+1 then by Theorem 4 we have that (8) is trivial. □ Taken together with a sensible choice of mappings to constrain each |Image(K [i] )| for i = 1, . . . , t, Theorems 4, 5 and 6 allow us to find the length and final value of all sequences. For sequences of length j < t + 1, we may use Theorem 4, whilst for sequences of length t+1 Theorem 5 constrains the possible values which x t+1 may take. Ideally, we will wish Image(K [t] ) to contain only one element.
Together the Resultant stage and the GCD stage give us the generalised SRA.
Algorithm 1: The generalised Successive Resultants Algorithm
Data
-the polynomial whose roots we wish to find a1 b1 , . . . , at bt -a set of rational maps B ⊆ F p n -a set of points contained in Image(
The roots of f in K [t] −1 (B) and optionally all roots not in
CandidateRoots ←− TempRoots return CandidateRoots We note that SRA may also be used to explicity extract roots possessing certain properties. The algorithm may specifically pick out only roots corresponding to sequences of specific length or roots which intersect with K [j] −1 (B) for B ⊆ Image(K [j] ).
Generic complexity analysis
Complexity is given in terms of basic operations in F p . We allow the notation that h(n) isÕ(h(n)) if h(n) is O(h(n) log c h(n)). The cost of these operations is O(log p) for addition, O((log p) 2 ) for multiplication and inversion with classical arithmetic orÕ(log p) for addition, multiplication andÕ((log p) 2 ) for exponentiation with fast FFT-style arithmetic, such as via the Schönhage-Strassen algorithm [10] . We write a(n) and m(n) to represent the cost of addition and multiplication over F p n . We let M(d) and G(d) represent the cost of performing the multiplication and taking the gcd of two polynomials of degree d in F p n [x]. We allow R(d) to be the cost of computing the resultant of two polynomials in F p n [y][x] with respect to x where the maximum degree of either polynomials in
x is d and the maximum degree of y is 1. We represent the cost of finding the roots in F p n of a degree d polynomial to be P(d).
The following table summarises the cost of performing these with regard to F p n in terms of basic operations over F p [10] . We assume that we are attempting to find the roots of the polynomial f ∈ F p n [x] of degree d such that f possesses d distinct roots, all defined over F p n . Whilst the complexity of the SRA algorithm depends upon the choice of K i rational maps, we may assume there are t maps and that these have been provided by a precomputation. We assume that the maximum degree of any
)| = L and that d ≥ max{B, L}. Computing purely the linear factors of a polynomial of degree d may be done at a cost of O(m(n)M(d) log d log(p n d)) operations in F p [10] . We also assume that the maps K i have been precomputed and exclude this cost.
We have that the resultant stage will consist of taking t resultants of bivariate polynomials where the maximum degree of x is d and the degree of y is always 1. After noting if deg f (i) < deg f (i+1) , we may compute the square-free part by a cost bounded by O(M(n) log d) -this cost is overwhelmed by the computation of the first resultant. We therefore have that the resultant stage generically costs O(td 3 n 2 log d) with classical arithmetic orÕ(td 2 n) with fast arithmetic.
Each of the t steps in the GCD consists of taking a maximum of d gcds of maximum degree d resulting in polynomials of degree bounded by B which require solving. At any stage, at most d 2 of these will be of degree ≥ 2 and will require solving. This results in a total cost of O(td 3 n 2 log d + tdP(B)) for classical arithmetic andÕ(td 2 n + tdP(B)) for fast arithmetic.
We therefore have the generic cost of the SRA algorithm is O(td 3 n 2 log d + tdP(B)) with classical arithmetic orÕ(td 2 n + tdP(B)) with fast arithmetic. As the f (i) are square-free, we may obtain the linear factors by using equaldegree splitting for a cost of O(m(n)M(B) log d log(p n B)). This gives us a total complexity cost ofÕ(td 3 n 2 +tBd 3 n 5 ) for classical arithmetic orÕ(td 2 n+tBd 2 n 3 ) with fast arithmetic. We note that optimized versions of the separate stages may be constructed by exploiting the structure of the K i maps [13, 19] .
Instantiations of SRA
In this section we present three instantiations of our generalised SRA algorithm. We first show how the original SRA algorithm fits into our generalised version. We then present an algorithm for efficiently determining the roots of a polynomial f ∈ F p [x] when p − 1 is smooth; this algorithm is equivalent to the one in [12] . We conclude with a description of a method to transform polynomials with roots in F * p into a polynomial whose roots correspond to x-coordinates of an elliptic curve defined over F p when p = 2 mod 3. This method demonstrates a procedure with which we can exploit the structure of F p to generate the required rational maps. Proof of concept code written in SageMath [7] for all three cases may be found at https://github.com/bip20/SRA.
Original SRA algorithm
In this section we show how the original SRA algorithm fits into the framework of our generalised algorithm. The original SRA algorithm was designed for extension fields F p n . It uses n polynomial maps K i of degree p, hence the algorithm is only efficient for small characteristic fields. The polynomials K i are chosen as follows. For any {v 1 , . . . , v n } a basis of F p n over F p , we define the system of linearized polynomials
whose composition is L(z) = L n • · · · • L 0 (z) = z p n − z. The system
may be derived from system (9) by means of the setting x i = L i (z) and the c i may be precomputed for a cost of O(n 4 ) with classical arithmetic orÕ(n 3 ) with fast arithmetic. From system (9) we may deduce that Image(K [n] ) = {0} ⊂ F p n and we may call the SRA algorithm as described in (2) with the precomputed K i polynomials and {0}. As the maps are polynomials, all sequences will be of full length, so there is no need to check for partial sequences.
A straight forward application of the SRA algorithm as described in section 2 would lead to a cost ofÕ(d 3 n 3 + pd 3 n 6 ) with classical arithmetic and O(d 2 n 2 + pd 2 n 4 ) for fast arithmetic. The algorithm possesses several optimizations for both the Resultant stage and the GCD stage which utilise the structure of the polynomial maps (10), fast arithmetic, multipoint evaluation and reuse calculations. This leads to a cost of O(d 2 n 3 ) with classical arithmetic or O(dn 2 ) with fast arithmetic excluding the precomputation of the c i values [19] . These optimizations have allowed it outperform traditional algorithms such as Berlekamp's Trace Algorithm for certain parameters [19] .
SRA maps for F * p of smooth order
In this section we explore the use of the SRA algorithm in the field F p where F * p is of smooth order. We note that this is equivalent to an algorithm based on Generalised Graeffe transforms [12, 13] Definition 1. For any integer n we will denote the smoothness function S : N −→ N by S(n) = max{p : p is a prime factor of n}. We say that an integer n ∈ N is B-smooth if S(n) ≤ B.
We will assume that f ∈ F p [x] is of degree d and that f splits over F p and is square-free. From Fermat's little theorem we have that x p−1 − 1 = 0 for x ∈ F * p . As we have that p − 1 = n 1 · · · n t we exploit this structure to to create the following system of maps
with
and Image(K [t] ) = {0, 1}. We may therefore use the K i maps and {0, 1} as input to the SRA algorithm. As with the original SRA, the maps are polynomials and so all sequences will be of length t + 1.
An optimized resultant stage
We may assume that t ≤ log p and that B = S(p − 1). A straightforward adaptation of the algorithm would cost O(Bd 3 ) with classical arithmetic orÕ(Bd 2 ) with fast arithmetic.
After checking whether 0 is a root of f , we may use an improved method of computing the resultant which requires the precomputation of a root of unity. Full details of procedure is described in [13] . This method replaces taking each resultant and is based upon the result that
where ζ ni is an n i th root of unity. After computing f (i+1) (x ni i+1 ) this way and shifting the coefficients to obtain f (i+1) (x i+1 ) the total cost of taking each resultant costs O(M(dB) log p) instead of O(dM(d) log d). This optimization results in a total cost for the Resultant stage of O(d 2 B 2 log p) with classical arithmetic andÕ(dB) with fast arithmetic.
Complexity analysis
We assume that we wish to find the roots of a polynomial f ∈ F p [x] of degree d lying in F p and that S(p − 1) = B. Using the standard GCD stage and the optimized resultant gives us a complexity ofÕ(d 2 B 2 +Bd 3 ) with classical arithmetic andÕ(Bd 2 ) with fast arithmetic.
SRA map in conjunction with hashing to an elliptic curve
We now generalise the previous instance by working with the group of rational points of an elliptic curve over F p instead of the multiplicative group F * p . This generalisation is analogous to Lenstra's generalisation of Pollard's p − 1 factorization method as the elliptic curve factorization method.
We assume that the field F p is provided with an elliptic curve E a,b (in reduced Weierstass coordinates
where ξ i , ω i , ψ i are polynomials [28] . From this data we define the rational maps
clearly maps to infinity all F p elements that are the x-coordinate of some P ∈ E a,b (F p ). By Hasse's theorem, this set covers roughly half of the elements in F p [25] .
Applying the SRA algorithm with those maps on f , we would not be able to separate roots that are not the x-coordinates of a point in E. At this point, one could try to split the remaining factor f ′ by applying SRA again on f ′ (x−α), for α randomly chosen in F p . This algorithm, somehow reminiscent of Berlekamp's trace algorithm, would probably work well in practice but it is not clear how it could be rigorously analyzed. An alternative approach would be to assume that E has a smooth order over F p 2 instead of a smooth order over F p . This approach would be more satisfactory from a theoretical point of view but it would also put more severe restrictions on the set of parameters, requiring that the curve order is smooth over F p 2 instead of F p . This is essentially the approach taken by Ronyai [21] for a different algorithm.
In this paper, we use recent progress on hashing into elliptic curves [15] to solve this problem in a different way, which moreover fits nicely within our generalised SRA framework. We first recall the following results from Icart [15] .
Lemma 1 ([15]
). Let p = 2 mod 3 be an odd prime. For any z ∈ F p , there is a unique cube root of z defined over F p , which we write z 1/3 . For any a, b ∈ F p let E a,b be the elliptic curve defined by the equation
is a well-defined surjective map. Reciprocally, if P = (x, y) is a point on the curve E a,b , then the solutions u s of f a,b (u s ) = P are the solutions of the polynomial equation u 4 − 6u 2 x + 6uy − 3a = 0.
The map f a,b defined in Lemma 1 is in fact an algebraic map as
be the composition of f a,b with a projection on the x-coordinate of the curve. Lemma 1 implies that the modified composition map
maps all F p elements to infinity. However, the degree of K a,b is prohibitively large to run SRA efficiently. We therefore modify our algorithm as follows.
In the first resultant step instead of computing Res u (f (u), x − K a,b (u)), we compute f (1) 
Note that deg f (1) = 3 deg f asK a,b has degree 3 with respect to variable x. In fact, for every root u of f the three values
where ξ is a primitive cube root of unity, are roots of the polynomial f (1) . Since only one value in each triple is defined over F p , one can eliminate the other "parasitic" roots by replacing f (1) 
Alternatively, one can just ignore this issue and work with bigger polynomials, and eventually the SRA algorithm will only produce F p roots anyway. The choice of computing a gcd or not may depend on the parameters; we will not explore this further here. After this conversion is completed we may call the original SRA algorithm to find the roots of f (1) (x) via the rational maps derived from the isogenies. As we know that the composed map of isogenies maps all elements in E a,b (F p ) to the point at infinity, we know that all roots of f (1) (x) will result in partial sequences. Therefore we do not have to calculate or supply SRA with the set of points in the image of K [t] . Once the roots are returned from the SRA algorithm, we compute the potential corresponding y coordinates on E a,b (F p ) for each root x and use the final equation from Lemma 1 to recover the roots by taking gcds with our original polynomial.
We conclude the section with a comment on the existence and computation of suitable parameters for this variant of SRA. The existence of a curve of order N over F p is equivalent to the existence of an integer solution to the equation
with D < 0 (see [4, Equation 4 .3]). Once this solution is known, the curve can be constructed using the complex multiplication algorithm [4, p.30 ] provided that the reduced discriminant D is small enough. Finally, computing small degree isogenies can be done efficiently with Vélu's formulae [27] . In order to find suitable parameters for the algorithm of this section, one can therefore for example first fix D small, then choose N randomly among a set of numbers of the desired smoothness, and finally solve the above equation for p and f using Cornacchia's algorithm [6] .
Complexity analysis
The first step requires that we take one resultant of two bivariate polynomials, where the degree of u is d and the degree of x 1 is 3. We must then normalise the resulting polynomial f (1) (x 1 ) by removing the irreducible factors. This step costs O(dM(d) log d + M(p) log p). SRA is called with f (1) and the rational maps derived from the isogenies. There will be a maximum of ⌈log p⌉ rational maps with their degree bounded by the smoothness of |E a,b | and denoted B.
Conclusions and open problems
In this paper, we provided a framework to extend the Successive Resultants Algorithm of [19] to arbitrary finite fields. As it stands we have three sets of maps for which the SRA algorithm works in an efficient manner. The maps for SRA in the p = 2 mod 3 case exploit the structure of the rational map framework introduced in section 2 and additionally require Icart's map to transform the polynomial before converting our solutions back into roots of our original polynomial. We believe that the creation of suitable maps for specific finite fields exploiting the structure of the rational map framework remains an interesting open problem.
We remark that the SRA algorithm may be used to solve the problem of deterministic root finding for polynomials in F p [x] under the Generalised Riemann Hypothesis (GRH), which gives us the result that finding a generator of may be done in time O(ln 6 p). Provided with such a generator, we may use deterministic algorithms to find square roots [22, 26] and cubic roots [14] allowing us to exploit the standard formula for finding roots of quadratic, cubic and quartic equations. As long as max{deg a i , deg b i } ≤ 4, we may therefore use SRA in a deterministic manner.
Given the various ways that the algorithm may operate, in terms of choosing either to include elements which produce partial sequences or not and restriction of the input B ⊆ Image(K [t] ) to contain specific elements, there also exists the possibility of using SRA to extract only roots with specific properties as defined by the K i maps. Preliminary experiments also suggest the possibility that the SRA algorithm may be used for general-purpose factoring directly, as opposed to root finding.
