The special unitary group SU(n) has the stable homotopy type of a wedge of n − 1 finite complexes. The "first" of these complexes is ΣC P n−1 , which is well known to be indecomposable at the prime 2 whether n is finite or infinite. We show that the "second" finite complex is again indecomposable at the prime 2 when n is finite, but splits into a wedge of two pieces when n is infinite.
Introduction
The unitary group U (n), n ≥ 1, is filtered by the subspaces
which satisfy U (n) (i) · U (n) (j) ⊆ U (n) (i+j) . The quotient U (n) (k) /U (n) (k−1) , denoted by X k (n) for 1 ≤ k ≤ n, is naturally identified with the Thom space G k (C n ) u(γ k ) of the Lie algebra bundle associated to the canonical k-dimensional bundle, γ k , over the complex Grassmannian of k-dimensional subspaces of C n . In particular, X 1 (n) is Σ(P (C n ) + ), the suspension of complex projective space with a basepoint adjoined. The kth quotient, SX k (n), in the induced filtration of SU (n), is identified in a similar manner with G k (C n−1 ) u(γ k )⊕γ k .
In the influential paper [9] , Miller showed that U (n) splits stably as a wedge of the factors X k (n), 1 ≤ k ≤ n, and SU (n) as a wedge of the SX k (n). See also [4] . We will give an alternative proof in an appendix.
Let z i ∈H 2i+1 (Σ(P (C n ) + ); Z), 0 ≤ i ≤ n − 1, form the basis dual to the cohomology basis Σ(e i ), where e ∈ H 2 (P (C n ); Z) is the Euler class of the Hopf line bundle. The classes z i inject into the Pontrjagin ring H * (U (n); Z) and generate it as an exterior algebra:
The homology of the subspace U (n) (k) maps injectively onto the sum of the exterior powers Λ l , l ≤ k, and the homology of X k (n) is then identified with Λ k .
The space U (n) is homeomorphic to S 1 × SU (n), and this gives a stable equivalence U (n) S 1 ∨ ΣSU (n) ∨ SU (n). There is a corresponding stable equivalence
reflecting the homological decomposition
It is well known that SX 1 (n), the suspension of the Thom space of the Hopf bundle over P (C n−1 ) or equivalently, the suspension of the pointed space C P n−1 , is stably indecomposable at 2. This paper provides a second step in the investigation of the decomposability of the factors SX k (n) of SU (n). Theorem 1.1. The space SX 2 (n) is stably indecomposable at the prime 2.
The theorem was first proved in [8] . The proof is a little more subtle than one might expect. Investigating the mod 2 homology of SX 2 (n) over the Steenrod algebra is far from sufficient to establish the result. The homology of SX k (n) can decompose into a direct sum of several summands over the Steenrod algebra, even when that of SX 1 (n) is indecomposable. However complex K-theory calculations show that SX 2 (n) can split into at most two pieces whose lowest positive dimensional homology classes lie in stable degrees 8 and 10. One then shows that a corresponding splitting cannot exist, essentially by demonstrating that the unique non-zero class in H 4n−4 (SX 2 (n); Z/2Z) can lie in the homology of neither piece. This argument depends crucially on finite-dimensionality.
Let X k (∞) and SX k (∞) denote the unions of the X k (n) and SX k (n), n ≥ 1, respectively. This result is established in Section 4. Corresponding results in the symplectic case are discussed in the appendix.
Homological calculations
The homology theories used are unreduced; we affix a tilde to indicate the reduced homology of a pointed space. Let B = H * ( * ; Z/2Z) and
We consider the skewsymmetrization monomorphism
where these z i are the mod 2 reductions of the classes of Section 1. Theñ
The algebraically defined map t preserves the action of the Steenrod algebra. A topological realization of t is constructed in Lemma 4.1.
It is instructive, though not logically necessary for what follows, to describe the elements in Λ 2 B M * , or inH * (X 2 (∞); Z/2Z), which are annihilated by elements of positive degree in the Steenrod algebra. It is well known that the subspace of H * (X 1 (∞); Z/2Z) annihilated by Sq j , j > 0, is generated by classes
For X 2 (∞) we need additional generators for 0 ≤ r < s: 
Proof. We shall deduce this from the computation of the classes inH * (BS 
The Proposition follows at once from the injectivity of t.
We turn to connective complex K-theory localised at the prime 2 and denote it by k * . The coefficient ring A is Z (2) 
is the Bott Euler class of the Hopf bundle. The classes ζ i map injectively into the K-theory of U (n). We have
and the K-theory of U (n) (k) , like the homology, is the direct sum of the Λ l with l ≤ k.
A L * , as in the formula (2.1) with ζ i replacing z i . This t is compatible with the action of the Adams operators ψ q , defined for q odd on connective 2-local K-theory.
Let Th be the Thom map or standard transformation from K-theory to homology with Z/2Z coefficients. We have ζ i → z i .
We have also a commutative diagram:-
Proof. Generators of the submodule of k * (BS 1 × BS 1 ) fixed by ψ 3 are given in [2, Theorem 1.11]. Using the Pontrjagin ring structure, the fixed subspace is described as the subring generated by classes ξ, η and q k (k ≥ 1), where ξ and η suspend to ζ 1 ⊗ ζ 0 and ζ 0 ⊗ ζ 1 and the q k are defined inductively by
A short computation shows that the the monomials in ξ, η, q k which have non-trivial image in mod 2 homology are:
These map into 2 B M * as :
respectively. The proposition follows from the commutative diagram (2.2).
Stable indecomposability of SX 2 (n) in the finite cases
We have already noted that X 2 (n) is stably equivalent to ΣSX 1 (n) ∨ SX 2 (n). The bottom cells of the two summands show up as the homology classes z 0 ∧ z 1 and z 1 ∧ z 2 . The only other potential bottom cell of a summand must correspond to z 1 ∧ z 3 . We now prove that SX 2 (n) is indecomposable at the prime 2.
The proof of Theorem 1.1
The case n = 3 is special and easily settled. So let us assume that n ≥ 4. We havek
The highest non-trivial rational homology dimension of SX 2 (n) is 4n − 4 and rational classes correspond to fixed points of ψ 3 . In k * (BS 1 ), the fixed points of ψ 
Now suppose that SX 2 (n) has a non-trivial stable decomposition as A ∨ B. We must have ζ 1 ∧ ζ 2 in the K-theory of one factor and ζ 1 ∧ ζ 3 + vζ 1 ∧ ζ 2 in the K-theory of the other, as these are fixed by ψ 3 . But α must lie in the K-theory of one factor. This contradicts the formula above for the mod 2 reduction.
Remark 3.1. The immediate difficulty one encouters in trying a similar approach to proving the indecomposability of X k (n) for k > 2 is that generators for the submodule of k * ((BS 1 ) k ) fixed by ψ 3 are not known. The problem is addressed in [7] .
Stable splitting in the infinite case
Let θ : H → G be the inclusion of a closed subgroup H of a compact Lie group G, whose Lie algebras are h and g respectively. Let λ(G) denote the Lie algebra bundle EG × G g → BG over the classifying space BG.
The Gysin or transfer construction applied to the fibre-bundle
We write
for the map induced by the inclusion. In homology (or cohomology) the composition
! is a stable equivalence.
We apply these constructions in the case that G is U (2) and H is the normalizer
. From now on, we regard X 2 (∞) as
Writing θ : N → U (2) and φ : T → N for the inclusions, we consider the maps
As a Pontrjagin ring H * (BT ; Q) = Q[x, y], where x and y are dual to e ⊗ 1 and 1 ⊗ e respectively. The Thom space of λ(T ) is just the double suspension
We can express its rational homology in two ways as
where u ∈ H 2 (BT λ(T ) ; Q) is the Thom class and z i ⊗ z j corresponds to
coincides with the skew-symmetrization map t and (θφ) ! is the canonical projection:
The maps θ ! and θ ! induce isomorphisms in rational homology.
Proof. The result could be deduced from the standard identification of the rational cohomology of the classifying space of a compact connected Lie group G with the ring of invariants of the Weyl group W acting on the cohomology of a maximal torus T :
We prefer to give a direct proof.
As noted above, (θ ! • θ ! ) * = 1 and (φ ! • φ ! ) * = 2 in rational homology, since χ(U (2)/N ) = 1 and χ(N/T ) = 2. Let τ : T = S 1 × S 1 → T be the homomorphism which interchanges the two factors. Thus, if we identify the endomorphisms of the torus with GL(2, Z), Let σ be the automorphism of T given by
Then τστ −1 = σ 2 . The automorphisms σ and τ act onH * (BT λ(T ) ; Q) as:
There is a stable map ρ :
Proof. The map ρ will be constructed by group-theoretic induction.
Let Z be a pointed Z/2Z-space and h : Z → Z a (non-equivariant) map. Induction (from the trivial group to Z/2Z) gives a Z/2Z-maph : R + ∧ Z → R + ∧ Z, where Z/2Zacts on R as ±1 and so on its one-point compactification R + . Explicitly, the pinch map c : Now, inverting 3, we define
to be the composition (
it is straightforward to check that f is idempotent in rational homology and that
There is a standard procedure for replacing f by an idempotent map of spectra having the same effect on rational homology. For the sake of completeness we recall the details. Proof. By hypothesis, the image of f in {Z; Z} ⊗ Q is idempotent. Since {Z; Z} is a finitely generated abelian group, the set {f i | i ≥ 1} of powers of f , all mapping to the same element of the rationalization, is finite. Let f i = f i+r , r ≥ 1, be the first repetition. It is easy to see that f j is idempotent if and only if j ≥ i and j is divisible by r. In that case f j+r = f j : the idempotent power is unique.
In the appendix we shall need an extension of this lemma, which we prove here. Proof. We proceed step by step. Let e 1 be the idempotent power of f 1 , as in Lemma 4.4. Replacing f i for i > 1 by (1 − e 1 )f i (1 − e 1 ) , we arrange that e 1 f i = 0 = f i e 1 . Now let e 2 be the idempotent power of f 2 and replace f i for i > 2 by (1 − e 2 )f i (1 − e 2 ) so that e 1 f i = 0 = f i e 1 and e 2 f i = 0 = f i e 2 . Continuing in this way we construct the required orthogonal idempotents e 1 , . . . , e k .
The proof of Theorem 1.2
To construct an idempotent self-map e of the spectrum we use Lemma 4.4 on each finite skeleton. More precisely, for any finite pointed complex Z, {Z; X 2 (∞)} is a finitely generated abelian group with a canonical idempotent endomorphism given by a power of f .
In this way we split X 2 (∞) non-trivially into two pieces. By combining this splitting with its decomposition as Σ(SX 1 (∞)) ∨ SX 2 (∞), the proof is completed.
We can determine the Poincaré series of the stable summands of SX 2 (∞) using a technique of [6] . Adjoining a cube-root of unity ω to Q, we let
. The subspace on which τ also acts as the identity has basis (a
. Putting all this together, one obtains 
The summand of X 2 (∞) fixed by the idempotent e constructed above is, in effect, a summand of SX 2 (∞), since e * annihilates the bottom cell z 0 ∧ z 1 . From the Poincaré series of SX 2 (∞) we therefore derive Proposition 4.7. The indecomposable stable summands of SX 2 (∞) at the prime 2 have Poincaré series
and q
where q has dimension 2.
Appendix

The stable splitting of U (n)
We give an alternative proof of the existence of the stable splitting of U (n) given in [9] , by reduction to a maximal torus. This clarifies a technical point about the splitting: it is not obvious that the stable maps constructed by Miller to give the splitting actually inject the homology of X k (n) onto Λ k , as defined in Section 1 (though this is true). This fact is transparently obvious for the splitting we construct.
Theorem 5.1. There exists a stable splitting of U (n) + as a wedge of pieces
The transfer technique that we use goes back, in a homological setting, to Weyl. Let G be a compact connected Lie group with maximal torus T . Let N be the normalizer of T in G and W the Weyl group N/T . We consider Weyl's map of degree 1,
We can think of G/N as the space B of maximal tori in G and E as the torus-bundle
A generic group element h lies in a unique maximal torus. As noted in [3] both E and G are framed manifolds, and there is a stable Gysin map
such that the composition π * • π * : G + → G + induces the identity in homology and is therefore a stable equivalence.
Taking G = U (n), we shall construct a W -equivariant stable splitting of T + and lift the corresponding idempotents to E + . Let the torus T be filtered by the subspaces 
Such a splitting exists which commutes with the power maps m
Proof. Let Z be any finite pointed complex. As usual Z + is the space obtained by adjoining to Z a new disjoint basepoint. Then there is a natural homotopy equivalence
the sum of the suspensions of the pointed maps Z + → S 0 , mapping Z to −1, and Z + → Z, restricting to the identity on Z. The n-fold power of this map gives an S n -equivariant homotopy equivalence
where V + is the one-point compactification of the n-dimensional permutation representation of S n and the kth summand, E k , is a wedge of 
The proof of Theorem 5.1
The balanced product construction G × N − applied to the stable idempotents giving the decomposition of T , and collapsing the fibrewise basepoints over G/N , gives stable idempotents g k :
, which embeds into H * (G/T × T ; Q). It follows that f k acts on rational homology H * (G; Q) as the projection onto the summand Λ k , the l k -eigenspace of m l . The proof of Theorem 5.1 is completed by manufacturing stable idempotents e k as in Lemma 4.4.
Remark 5.4. The proof of Theorem 5.1 extends to any compact, connected Lie group G of rank n where there is a W -equivariant stable decomposition of the maximal torus into n + 1 pieces corresponding to the exterior power decomposition in rational homology. This certainly holds for the symplectic groups Sp(n) and special orthogonal groups SO(2n) and SO(2n + 1), by Remark 5.3. We do not know if there is such a decomposition for SU (n + 1). Of course, we have already seen in Section 1 that we can combine the stable splitting of U (n) with the product decomposition: U (n) = S 1 × SU (n) to split SU (n). After localizing at an odd prime p, one can go further. Then there is a finer homotopy splitting U (n)
Combining this with the stable wedge decomposition, we get a p-local stable decomposition. There is more on this in [5] , which also looks at the duality between X k (n) and X n−k (n).
The symplectic group
The symplectic group Sp(n) is filtered like the unitary group by subspaces 
The proof is similar to that which we gave for the unitary group in Lemma 4.1 and so we omit further details. induces a monomorphism in homology. Proposition 5.6 follows from Proposition 2.2.
Remark 5.8. We have already seen, in Remark 5.3, how to construct a stable splitting of Sp(n) by reduction to a maximal torus. One can modify the argument by using an S n -equivariant stable splitting of the subgroup S 3 
×· · ·×S
3 of diagonal matrices in Sp(n).
