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Abstract
A solution representation in matrix form is achieved for all orders of the title equation.
Sufficient criteria for the asymptotical stability and the bounded input–bounded output
stability of the solution sequence are presented. Our solution representation is confronted
with a fully explicit representation. The latter is derived in a simple way and also gene-
ralized to a class of partial difference equation with variable coefficients.
 2002 Elsevier Science (USA). All rights reserved.
Keywords: Difference equations; Dynamical systems; Asymptotical stability; Bounded
input–bounded output stability
1. Problem and motivation
We shall consider the canonical initial value problem, also known as Cauchy
problem, for the general ordinary linear difference equation of fixed order N ∈ N
with variable complex coefficients, solved for the sequence member with highest
index,
xn :=


an,1xn−1 + an,2xn−2 + · · ·
+ an,Nxn−N + bn, n 0,
Xn, n=−N,1 −N, . . . ,−1.
(1.1)
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Given the infinite coefficient matrix A ∈ CN0×N , the infinite sequence b ∈ CN0 ,
and the finite sequence X ∈ CN ,
A := {A∗,1,A∗,2, . . . ,A∗,N },
A∗,k := {a0,k, a1,k, . . .}, k = 1, . . . ,N,
b := {b0, b1, . . .},
X := {X−N,X1−N, . . . ,X−1}, (1.2)
there exists, evidently, a unique solution sequence x := {x0, x1, . . .} ∈ CN0 of
(1.1).
After the digital revolution, many problems were made amenable to a digital
treatment. Upon sampling of univariate time-continuous signals, sequences of
such data are to be processed. Time-variant data processing systems appear in
the areas of adaptive filtering, system identification, fault-tolerant systems, and
nonlinear systems. A class of such systems are described in form of linear
equations of the type (1.1). In the case of multivariate signals, partial difference
equations arise.
In this situation, it cannot take wonder that the title’s area is a field of active
research. No attempts were made to outline the present research front. There
is abundant literature on the topic rooting as far as about two centuries in the
past. This article is also not the place for an overview over the body of existing
literature. We refer only to some works which come close to our point of view or
which should—in the opinion of the author—be mentioned.
We wish to obtain an appropriate representation for the solution x in
terms of the quantities in (1.2) and to derive criteria guaranteeing desirable
solution properties, namely stability against variation of the initial data X, i.e.,
asymptotical stability and bounded output for bounded input.
Guided by the aforementioned motivations, we prefer, when appropriate, the
language of (discrete) dynamical systems. In this view, xn is the system’s state at
time t = n. The latter belongs to the time set T := N0 := N ∪ {0}. In our setting,
system state and system output coincide. The system is externally excited by the
input sequence b. Seen from the system starting time t = 0, the system’s state
history is recorded in the initial state sequence X specified on the initial time set
T0 := {−N,1−N, . . . ,−1}.
When we wish to emphasize the dependence of the output sequence x on
the initial data X and on the input sequence b, we shall write x = x(X,b) and
xn(X,b) for the system state at time t = n. The linearity of (1.1) with respect to
the input b and the disjointness T ∩T0 = ∅ permits the usual decomposition
x(X,b) := x(X,0)+ x(0, b), (1.3)
which separates the influences of the initial state sequence X and the input b on
the output x . From a formal point of view, the first addend x(X,0) in (1.3) is tradi-
tionally named as homogeneous solution and the second, x(0, b), inhomogeneous
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solution. From the point of view of dynamical systems, x(0, b) is the system re-
sponse to the input sequence b fed into the system being before starting time t = 0
at rest position x = 0. The system’s motion x(X,0) is the continuation of its state
history X.
It is often more convenient to define sequences on all Z by setting them to zero
outside the proper domain of definition. The concept of support replaces then the
proper domain of definition. We shall follow this practice when appropriate. This
is so when we form the extended input sequence
b˜ := b+X= (. . . ,0,0,X−N,X1−N, . . . ,X−1, b0, b1, . . .). (1.4)
We are interested in the system behaviour with respect to variation of the initial
states X and also with respect to the variation of the input sequence b. To conduct
this investigation, we need an output representation accessible to further analysis.
An exact output representation (via an operator formulation) reveals where the
difficulties are hidden.
Lemma 1.1. The output sequence x of the dynamical system (1.1) is explicitly
representable by
xn =
n∑
k=0
Tn,kbn−k +
n+N∑
k=n+1
Tn,kXn−k =: xn(0, b)+ xn(X,0), n 0,
Tn,k :=
∑
1kjN,0mk,
k1+···+km=k
an,k1an−k1,k2an−k1−k2,k3 . . . an−k1−k2−···−km−1,km ,
0 k  n+N. (1.5)
Proof. We shall use the backward shift operator S defined by Szn := zn−1,
n ∈ Z. The assumption of supports bounded to the left, supp(z) =: [Nz,+∞),
Nz > −∞, for all sequences z from (1.2) assures the convergence of all series
to occur in a trivial manner. Because of supp(A∗,k) = supp(b) = [0,+∞),
1 k N , and supp(X)= [−N,−1] our assumption is met for all finite orders
N <∞. Using S we have
Pn,N (S)xn = bn, n 0,
Pn,N (S) := I − an,1S − an,2S2 − · · · − an,NSN =: I −Qn,N (S),
xn = P−1n,N (S)bn,
P−1n,N (S)=
∞∑
m=0
(
an,1S + an,2S2 + · · · + an,NSN
)m
= I +Qn,N(S)+Q2n,N (S)+ · · · ,
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Qmn,N(S)=
∑
1kjN
an,k1S
k1an,k2S
k2 . . . an,kmS
km
=
∑
1kjN
an,k1an−k1,k2an−k1−k2,k3 . . . an−k1−···−km−1,km
× Sk1+k2+···+km,
P−1n,N (S)=
∞∑
k=0
Tn,kS
k,
Tn,k :=
∑
1kjN,0mk,
k1+···+km=k
an,k1an−k1,k2an−k1−k2,k3 . . . an−k1−k2−···−km−1,km,
xn =
n∑
k=0
Tn,kbn−k +
n+N∑
k=n+1
Tn,kXn−k =: xn(0, b)+ xn(X,0). (1.6)
The quantities xn and Tn,k in the last two lines of (1.6) are those from (1.5). ✷
In a short-hand notation in terms of the convolution product f ∗ g of two
sequences f,g ∈ CZ with (f ∗ g)n being the nth sequence member of f ∗ g and
with Tn,∗ the nth row of T , we may write
xn =
(
Tn,∗ ∗ b˜
)
n
, n 0. (1.7)
The output representation is given in terms of the lower triangular transfer
matrix T which has N diagonals above the main diagonal. Its entries, the transfer
coefficients Tn,k , 0  k  n + N , n  0, are fully explicit and general in (1.6).
This expression can be found in rather disguised form and in varying degree of
generality in Popenda [9] or Mallik [6–8].
The evaluation of the transfer coefficients Tn,k becomes harder and harder
with increasing n and k. Denote by πN(n) the number of ordered partitions of
the number n ∈ N into positive integers of size not exceeding N . Then Tn,k
has πN(k) < Nn terms. Unfortunately, πN(n) is a rapidly increasing function
of n and N . Also, the combinatorial representation of the Tn,k appears to be
too structureless. We strive for a better factorization entailing smaller estimation
losses. So, the route via (1.5) is closed for our purposes.
What can be done towards the goal? We associate to the N th order scalar
dynamical system (1.1) in a well-defined manner an N -dimensional first order
system. The underlying rationale for the choice of the latter system is the maximal
possible state propagation forward in time. It is given by the length of the initial
sequence X, namely N . Having a block of N initial states, the adjacent block
of the next N states is calculated. Viewing this new block of N states then as
initial values leads to the next block and so forth. The block continuation step is
repeated n/N times to have the state xn in the last block calculated. The actual
system conversion from scalar to multidimensional for all orders N is the main
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topic of this article. The stability criteria derived therefrom constitute the main
achievement of the paper.
The price to be paid for the N -dimensionality is the loss of commutativity of
the multiplications in CN , N > 1. On the other hand, the gains in insight, com-
pactness of representation, and accessibility to further analysis are considerable—
as we hope to convince the reader.
Section 2 is devoted to first order multidimensional systems. Stability results
for them are presented in this section. Some examples round up the section.
Section 3 exhibits the first order case N = 1. The subsequent Sections 4–6 treat
the second, third and fourth order cases of (1.1), respectively. In Section 7, the
general case of arbitrary order N is treated. Compared to the related foregoing
sections, the results for the low order cases up to order four are less explicit.
Among others, we shall comment on this point in the discussion in Section 8.
Appendix A accommodates an auxiliary result for the inverse of triangular
matrices. Technically, this is the key fact needed for the system conversion from
scalar N th order to first order in N dimensions.
Some remarks on the notation used may facilitate the reading. Capital letters,
excepted the letter X, denote matrices. The identity matrix and operator of any
order is denoted by I , see (1.6). The matrix orders become clear from the context.
A prime indicates matrix transposition. Bold small letters denote column vectors.
The capital letter X is exclusively reserved for initial data, see (1.2). The bold
indexed X−N is X from (1.2) viewed as column vector with first component
X−N . Here and from Section 4 onwards, we follow the indexing rule: The index
of a column vector refers to the starting index of consecutive sequence members.
The overbar is used differently in different places; either it stands for complex
conjugation or for upper bound formation. The expressions A := B or B =: A
(re-)define A by B .
From now on we set in force the usual convention on void sums and products.
A void sum equals the zero element and the void product the unit element of the
algebra of the context.
2. The first order multidimensional case
Let b := {b0,b1, . . .} ∈ CN0×N be the input sequence of complex N -vectors
bn ∈ CN and A := {A0,A1, . . .} ∈ CN0×N×N a sequence of complex N × N
matrices An ∈ CN×N . Finally, let X ∈ CN be the initial state vector of the
dynamical system with output vector sequence x := {x0,x1, . . .} ∈ CN0×N where
the output vector xn at time t = n equals the state vector defined by
xn :=
{
Anxn−1 + bn, n 0,
X, n=−1. (2.1)
Evidently, for an arbitrary triple A,b,X, there exists a unique output sequence
x(X,b) satisfying (2.1).
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The next simple theorem, enriched by some consequences of it, provides the
fundament for all further results.
Theorem 2.1. The output sequence x(X,b) of (2.1) is representable by
x(X,b) := x(X,0)+ x(0,b),
xn(X,0) :=AnAn−1 . . .A0X, n−1,
xn(0,b) :=
n∑
k=0
AnAn−1 . . .Ak+1bk. (2.2)
Proof. We shall show by induction on n that xn(X,b) from (2.2) solves (2.1) for
all n−1. By our convention on void sums and void products, (2.2) generates at
time t =−1 correctly x−1(X,b)= X. Assume xk(X,b) solves (2.2) for all times
k ∈ [−1, n− 1]. Then we form the expression ξn := Anxn−1(X,b)+ bn and see
readily ξn = xn(X,b). This proves the solution representation (2.2). ✷
A key fact worth to be stated can be read-off from (2.2), namely the linearity
of the output addends x(X,0) and x(0,b) with respect to their nonvanishing
arguments, i.e., initial state X and input b,
x(ξ1X1 + ξ2X2,0)= ξ1x(X1,0)+ ξ2x(X2,0), ξ1, ξ2 ∈ C,
x(0, β1b1 + β2b2)= β1x(0,b1)+ β2x(0,b2), β1, β2 ∈ C. (2.3)
The linearity with respect to b˜ means ξ1 = β1, ξ2 = β2 and is therefore in force.
A crucial role play the (forward) transfer matrices propagating the state vector xm
at time t =m to the state vector xn at a later time t = n,
Tn,m :=AnAn−1 . . .Am+1, xn := Tn,mxm, Tn := Tn,−1. (2.4)
In terms of transfer matrices, the An are single block step transfer matrices. To
assess the magnitude of the system output and transfer matrices we introduce a
vector norm and the induced matrix norm.
Let | · | be an N -vector norm and ‖ · ‖ the induced N ×N matrix norm. Thus,
we have, besides the triangle inequalities for vectors and matrices, the inequalities
(a) |Ax|  ‖A‖ · |x| and ‖AB‖  ‖A‖ · ‖B‖ for all A,B,x. Any matrix norm,
different from the induced matrix norm fulfilling (a) and (b) and ‖I‖ = 1 can also
be used.
In technical applications, initial values and input can only be realized to a
certain degree of precision. So, we are to study the solution behaviour against
variation of the initial vector X and input b.
With the initial vector X variation δX ∈ CN , and input b variation δb ∈ CN0 ,
the output variation with respect to the initial values and input,
x(X+ δX,b + δb)− x(X,b)= x(δX, δb)= x(δX,0)+ x(0, δb), (2.5)
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happens to be (a) independent of initial state X and input b and (b) the variations
are independent of each other—a consequence of the solution decomposition and
linearities with respect to the initial vector X and input b in (2.3). So, it suffices
to investigate the variations x(δx,0) and x(0, δb) of the system’s rest position
x(0,0)= 0 separately.
In most applications, the dependence of the output x(X,b) on the initial data X
is unwanted. Technically, the presence of a nonvanishing motion x(X,0) destroys
the linearity of the output x(X,b) with respect to the input b. This leads to the
design goal or the system characterizing qualitative property
xn(δX,b)→ 0 for n→∞, (2.6)
known as asymptotical stability. The next lemma provides a sufficient criterion
for (2.6) to hold.
Lemma 2.2. All homogeneous solutions x(X,0), X ∈ CN , of (2.1) are asymptot-
ically stable under the divergence condition
lim
n→∞
n∑
k=0
ln
(‖Ak‖)=−∞, Ak = 0, k  0. (2.7)
Proof. The variation of x(X,0) is x(δX,0) and thus independent of X. So, we
may assume δX = 0 along with An = 0, n 0. According to (2.2), we have
xn(δX,0)=AnAn−1 . . .A0δX,∣∣xn(δX,0)∣∣= |AnAn−1 . . .A0δX| ‖An‖ · ‖An−1‖ · · · · · ‖A0‖ · |δX|,
ln
( |xn(δX,0)|
|δX|
)

n∑
k=0
ln
(‖Ak‖)=:Λn. (2.8)
Evidently, Tn → 0 for Λn → −∞ in the passage n→ ∞. This implies for all
X ∈ CN fixed TnX → 0. ✷
We sacrifice generality for ease in application in the next lemma.
Lemma 2.3. Let {α0, α1, . . .} be a diverging sequence of nondecreasing positive
numbers,
0 < α0  α1  α2  · · · , αn →∞. (2.9)
Moreover, let the matrices of sequence A be bounded in norm by
‖An‖ αn
αn+1
, n 0. (2.10)
Then all homogeneous solutions x(X,0), X ∈ CN , are asymptotically stable.
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Proof. Consider the transfer matrix Tn from (2.4) under the restrictions (2.10),
Tn :=AnAn−1 . . .A0,
‖Tn‖ ‖An‖ · ‖An−1‖ · · · · · |A0‖
 αn
αn+1
αn−1
αn
. . .
α1
α2
α0
α1
= α0
αn+1
. (2.11)
Now, by hypothesis (2.7), ‖Tn‖ → 0 and consequently xn(δX,0) := TnδX → 0
for all fixed δX ∈ CN in the passage n→∞. ✷
We now come to the output variation with respect to the input,
x(0,b+ δb)− x(0,b)= x(0, δb). (2.12)
It is seen by (2.3) to be the system’s response to the input δX from the rest position
x = 0.
A quite natural concept of stability with respect to the input b is embodied in
the bounded input–bounded output (BIBO) stability. In our case, the system (2.1)
is BIBO stable in the sup sequence norm iff
|x(0,b)|
|b| <∞, |b| := supn0 |bn|,
∣∣x(0,b)∣∣ := sup
n0
∣∣xn(0,b)∣∣. (2.13)
In (2.13), the norm | · | is chosen as a generic vector norm. Under the supremum
it becomes the used N -vector norm and in the denominator a sequence norm.
Lemma 2.4. The system (2.1) restricted by
lim
n→∞An =A∗, ‖A∗‖< 1, (2.14)
is BIBO stable for all inputs b with respect to the N -vector norm | · | and the
induced matrix norm ‖ · ‖.
Proof. We begin with a norm estimation of the output variation x(0, δb),
xn(0, δb)=
n∑
k=0
AnAn−1 . . .Ak+1δbk,
∣∣xn(0, δb)∣∣=
∣∣∣∣∣
n∑
k=0
AnAn−1 . . .Ak+1δbk
∣∣∣∣∣

n∑
k=0
‖An‖ · ‖An−1‖ · · · · · ‖Ak+1‖ · |δbk|

(
max
0kn
|δbk|
)
Sn 
(
sup
k0
|δbk|
)
Sn =: |δb|Sn,
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|xn(0, δb)|
|δb|  Sn,
Sn := 1 + ‖An‖ + ‖An‖ · ‖An−1‖ + · · · + ‖An‖ · ‖An−1‖ · · · · · ‖A1‖
= ‖An‖Sn−1 + 1, n > 0
S0 := 1. (2.15)
We have to show that the sequence Sn stays bounded for n → ∞ under the
hypothesis (2.14).
Given " ∈ (0,1− ‖A∗‖) arbitrarily, there exists a time t = n0(") such that
‖An‖ ‖A∗‖ + " < 1, n n0("),
Sn 
1
1 − ‖A∗‖ − " +
[
Sn0 −
1
1 − ‖A∗‖ − "
](‖A∗‖ + ")n−n0
max
{
1
1 − ‖A∗‖ − " , Sn0
}
=: S¯∞("). (2.16)
The initial section {S0, . . . , Sn0−1} is bounded by max{S0, . . . , Sn0−1} =: S¯0(").
The final section {Sn0 , Sn0+1, . . .} is bounded by S¯∞("). So, the entire sequence
{S0, S1, . . .} is bounded by max{S¯0("), S¯∞(")} =: S¯("). This means (2.13) is
satisfied with S¯(") in place of ∞. ✷
We have not achieved a uniform bound, S¯(")→∞ for ‖A∗‖ → 1. It is not
hard to see that the inequality sign in (2.14) cannot be replaced by the equality
sign. The next example shows also that asymptotical stability does not necessarily
entail BIBO stability.
Example 2.1. We choose N = 1 in (2.1), | · | means the magnitude of a complex
number and An,bn,X−1 are defined by
An := n+ 1
n+ 2 , bn := 1, n 0,
X−1 := 1. (2.17)
Then the output sequence is x(X,b) := x(X,0)+ x(0, b) where
xn(X,0) := 1
n+ 2 , xn(0, b) :=
n+ 3
2
. (2.18)
Because of limn→∞An = 1 = A∗ and ‖A∗‖ = 1, (2.14) is violated. Here, ‖ · ‖
means the magnitude of a complex number. This system is asymptotically stable
but not BIBO stable in the norms chosen.
Versions of Lemma 2.4 with altered hypothesis (2.14) are possible. The next
result is one with a strengthened form of (2.14) allowing for an explicit state
bound.
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Corollary 2.5. The system (2.1) is both asymptotical stable as well as BIBO stable
under the matrix norm restriction
‖An‖ 1− ", " > 0, n 0. (2.19)
The system output is bounded by∣∣xn(0,b)∣∣ |b|
"
, n 0. (2.20)
Proof. We have to prove the assertions on both kinds of stability and begin with
asymptotical stability. Under (2.19) holds ‖Tn‖ (1− ")n → 0 for n→∞. This
implies the assertion. We now turn to BIBO stability. We follow the proof of
Lemma 2.4 up to the estimation of Sn. Under (2.19) we are able to compare Sn
with the geometric series,
Sn := 1 + ‖An‖ + ‖An‖ · ‖An−1‖ + · · · + ‖An‖ · ‖An−1‖ · · · · · ‖A0‖,
< 1 + (1 − ")+ (1 − ")2 + · · · = 1/". (2.21)
The bound 1/" for Sn means (a) BIBO stability of the system (2.1) and (b) we
possess the explicit vector norm bound given in (2.20). ✷
In order to illustrate the application of Theorem 2.1 we consider first the scalar
dynamical system in continuous time t  0,
x˙(t)=A(t)x(t)+ b(t), t  0, x(0) :=X. (2.22)
The output x(X,b) of (2.22) is well-known and reminded in the next lemma.
Lemma 2.6. The system output of (2.22) with integrable coefficient A(t) and
input b(t) is
xt(X,b) := xt (X,0)+ xt (0, b), t  0,
xt(X,0) := e
∫ t
0 A(u) duX,
xt(0, b) :=
t∫
0
e
∫ t
u A(v) dvb(u) du. (2.23)
Proof. Evaluating xt (X,b) at t = 0 shows that the initial value X is assumed.
Differentiation of xt (X,b) with respect to t reveals that (2.22) is satisfied. ✷
Example 2.2. Now, we wish to obtain the output xt (X,b) from a discretized
version of (2.22) via Theorem 2.1. We choose a step size h > 0 and denote as
usual
An :=A(nh), bn := b(nh), xn := x(nh),
x˙n := x˙(nh), n 0. (2.24)
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Sampling (2.22) at the times t = nh, n 0, gives the sequence
x˙n :=Anxn + bn, n 0, x0 :=X,
x˙n = xn+1 − xn
h
+O(hx¨n). (2.25)
We neglect the error term in (2.25) and obtain as discretization of (2.23)
xn+1 := (1 + hAn)xn + hbn, n 0, x0 :=X. (2.26)
Invocation of Theorem 2.1 gives the discrete system output
xn+1(X,b) := (1 + hAn)(1 + hAn−1) . . . (1+ hA0)X
+
n∑
k=0
h(1 + hAn)(1+ hAn−1) . . . (1+ hAk+1)bk,
n 0. (2.27)
We use the inequality |ez − 1 − z| |z|2e|z|/2, z ∈ C, and may write (2.27) with
an error term as
xn+1(X,b) := ehAnehAn−1 . . . ehA0X
+
n∑
k=0
hehAnehAn−1 . . . ehAk+1bk +O(h2). (2.28)
For a generalization in (2.31) to follow we remark: For complex numbers A,B ∈
C the functional equation eAeB = eA+B holds. We may write with n(t) := t/h
xn(t)+1(X,b) := e
∑n(t)
k=0 hAkX+
n(t)∑
k=0
he
∑n(t)
j=k+1 hAj bk +O(h2). (2.29)
Carrying out the passage h→ 0 on both sides of (2.31) results in
xt (X,b) := e
∫ t
0 A(u) duX+
t∫
0
e
∫ t
0 A(v) dvb(u) dv, (2.30)
which is (2.23) and finished the current example.
The expression for xt(X,b) in (2.23) is written so that it remains sensible for
N ×N matrices B(t) := ∫ t0 A(v) dv and N -vectors b(t),
xt (X,0) := I +B(t)+B2(t)/2! +B3(t)/3! + · · · ,
x˙t (X,0) :=A(t)+
[
A(t)B(t)+B(t)A(t)]/2!
+ [A(t)B2(t)+B(t)A(t)B(t)+B2(t)A(t)]/3! + · · · . (2.31)
Whenever B˙(t)=A(t) commutes with B(t),
B˙(t)B(t)= B(t)B˙(t), (2.32)
then xt (X,b) from (2.23) satisfies (2.22).
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We may conceive (2.32) as an equation for B(t). To the solution set of (2.32)
belong all block-diagonal matrices with a block-wise time behaviour αj (t) for
each of the M time-constant blocks Aj ,
A(t) := diag{α1(t)A1, α2(t)A2, . . . , αM(t)AM}, 1M N. (2.33)
For M = N , A(t) becomes a diagonal matrix. For M = 1, A(t) is proportional
to a time-constant matrix. When the proportional factor itself is time-constant,
α1(t) := const, we arrive at the well-known text book solution for the multidi-
mensional version of (2.22),
xt (X,b) := etAX+
t∫
0
e(t−u)Ab(u) du, (2.34)
here presented as a consequence of Theorem 2.1. An immediate consequence of
(2.34) is laid down in the next theorem useful for solution majorization.
Theorem 2.7. Let A(t), b(t),X be componentwise nonnegative in (2.22). Then
holds
xt(X,b) e
∫ t
0 α(u) duX+
t∫
0
e
∫ t
u α(v) dvb(u) du=: xˆt (X,b),
α(t) := max
1j,kN
Aj,k(t). (2.35)
3. The first order equation
For completeness and comparison, we state the specialization of Theorem 2.1
to N = 1 explicitly. We write the equation of the section heading with the coef-
ficient sequence a, the input sequence b, and the initial value X as
xn :=
{
anxn−1 + bn, n 0,
X, n=−1. (3.1)
The next theorem supplies us with the output sequence x(X,b) known from text
books.
Theorem 3.1. The solution sequence x(X,b) of (3.1) is representable by
x(X,b) := x(X,0)+ x(0, b),
xn(X,0) := anan−1 . . . a0X,
xn(0, b) :=
n∑
k=0
anan−1 . . . ak+2ak+1bk. (3.2)
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Proof. We restrict Theorem 2.1 to the scalar case N = 1 and obtain in the notation
of (3.1) immediately (3.2). ✷
3.1. Stability
Theorem 3.2. The solution sequence x(X,b) from (3.2) is asymptotical stable as
well as BIBO stable if there is an index n0(") and a number " > 0 such that
|an| 1− ", n n0("). (3.3)
Proof. Under hypothesis (3.3) holds for n  n0(") the inequality |anan+1 . . .
an+m−1|  (1 − ")m. The magnitude of the sum in (3.2) can be majorized
by the convergent series 1 + (1 − ") + (1 − ")2 + · · · . Hence, the asser-
tions. ✷
4. The second order equation
In an adapted notation, we write the equation of the section heading with co-
efficient sequences a, b, input sequence c, and initial sequence X as
xn :=
{
anxn−1 + bnxn−2 + cn, n 0,
Xn, n=−2,−1. (4.1)
Up to a series of 2 × 2 matrix–matrix and matrix–vector multiplications, the next
theorem supplies us with the solution sequence x(X,b) of (3.1).
Theorem 4.1. The solution sequence x(X,b) of (4.1) is representable by
x(X,b) := x(X,0)+ x(0, b),[
x2n(X,0)
x2n+1(X,0)
]
:=A2nA2n−2 . . .A0
[
X−2
X−1
]
,
[
x2n(0, b)
x2n+1(0, b)
]
:=
n∑
k=0
A2nA2n−2 . . .A2k+2b2k, (4.2)
where
An :=
[
bn an
an+1bn bn+1 + an+1an
]
, bn :=
[
cn
cn+1 + an+1cn
]
. (4.3)
Proof. We associate to the second order scalar equation (4.1) the system of two
consecutive equations
xn := anxn−1 + bnxn−2 + cn, n 0,
xn+1 := an+1xn + bn+1xn−1 + cn+1. (4.4)
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To solve system (4.4) for the pair xn, xn+1, we write (4.4) with x′n := (xn, xn+1)
and c′n := (cn, cn+1) in matrix notation as[
1 0
−an+1 1
]
·
[
xn
xn+1
]
=
[
bn an
0 bn+1
]
·
[
xn−2
xn−1
]
+
[
cn
cn+1
]
,
Lnxn =Unxn−2 + cn,
xn = L−1n Unxn−2 +L−1n cn =:Anxn−2 + bn,
L−1n =
[
1 0
an+1 1
]
. (4.5)
The matrices Ln,Un are to be identified from the first line in (4.5). Invocation of
the Lemma A.2 supplies us with the explicit inverse L−1n of Ln as given in (4.5).
Performing two matrix multiplications yields An := L−1n Un and bn := L−1n cn as
stated in (4.3). Now, we have transformed the second order scalar initial value
problem (4.1) into the first order two-dimensional initial value problem with
initial vector X′−2 := (X−2,X−1),
xn =
{
Anxn−2 + bn, n 0, 2 | n,
Xn, n=−2. (4.6)
Observe that the index n in (4.6) assumes only even values. This excludes the
possible misinterpretation of (4.6) as a second order problem. Invocation of
Theorem 2.1 for N = 2 yields eventually xn(X,b) as presented in (4.2). ✷
Example 4.1. To acquaint the reader with the details of (4.1), and especially
with (4.2), (4.3), we calculate x2, x3 (a) directly via (4.1) and (b) via (4.2), (4.3).
We shall write thereby x0 to x3 as polynomials in X−1,X−2, c0, c1, c2, c3 in that
ordering,
x0 = a0X−1 + b0X−2 + c0,
x1 = a1x0 + b1X−1 + c1 = [a1a0 + b1]X−1 + a1b0X−2 + a1c0 + c1,
x2 = a2x1 + b2x0 + c2
= [a2(a1a0 + b1)+ b2a0]X−1 + [a2a1b0 + b2b0]X−2
+ [a2a1 + b2]c0 + a2c1 + c2,
x3 = a3x2 + b3x1 + c3
= [a3{a2(a1a0 + b1)+ b2a0}+ b3{a1a0 + b1}]X−1
+ [a3{a2a1b0 + b2b0} + b3a1b0]X−2
+ [a3(a2a1 + b2)+ b3a1]c0 + [a3a2 + b3]c1 + a3c2 + c3. (4.7)
Via (4.2), we have to evaluate
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[
x2
x3
]
=A2 ·A0
[
X−2
X−1
]
+A2b0 + b2
=
[
b2 a2
a3b2 b3 + a3a2
]
·
[
b0 a0
a1b0 b1 + a1a0
][
X−2
X−1
]
+
[
b2 a2
a3b2 b3 + a3a2
][
c0
c1 + a1c0
]
+
[
c2
c3 + a3c2
]
=
[
b2b0 + a2a1b0 b2a0 + a2(b1 + a1a0)
a3b2b0 + (b3 + a3a2)a1b0 a3b2a0 + (b3 + a3a2)(b1 + a1a0)
]
×
[
X−2
X−1
]
+
[
(b2 + a2a1)c0 + a2c1 + c2
a3b2c0 + (b3 + a3a2)(c1 + a1c0)+ a3c2 + c3
]
.
(4.8)
We compare in (4.7), (4.8) in the expressions for x2, x3 the coefficients of X−1,
X−2, c0, c1, c2, c3 and recognize equalities—as it should be. The present example
gives an impression of the involvedness of the general solution of (4.1) in terms
of the members of a, b, c. The compact representation in (4.2), (4.3) offers access
to the symbolic calculation of the output.
Example 4.2. A prominent application of (4.1) are continued fractions. We wish
to derive the well-known recurrence equations for them from Theorem 4.1.
We have for vanishing input c = 0 in (4.1) for the quotient of two consecutive
sequence members
Kn := xn
xn−1
(n 0)
= an + bn
Kn−1
= an + bn
an−1 + bn−1
. . . a1 + b1
a0 + b0X−1/X−2
= Tn,−2X−2 + Tn,−1X−1
Tn−1,−2X−2 + Tn−1,−1X−1 ,[
T2m/2,−2 T2m/2,−1
T2m/2+1,−2 T2m/2+1,−1
]
:= T2m/2
:=A2m/2A2m/2−2 . . .A0 (m 0). (4.9)
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Notice that Kn in the penultimate line of (4.9) contains only one fraction stroke.
Choosing m= n− 1, n in the last line of (4.9) gives the transfer matrix elements
occurring in the penultimate line. Writing (4.2) in the form[
x2n
x2n+1
]
=X−2
[
T2n,−2
T2n+1,−2
]
+X−1
[
T2n,−1
T2n+1,−1
]
, n−1, (4.10)
clarifies that the pair of sequences T∗,−2, T∗,−1 constitute a pair of independent
solutions over N0−2 of (4.1). In the dedicated notationAn := Tn,−2, Bn := Tn,−1
and with the obvious initial values x−1 := 0 ·X−2 + 1 ·X−1 and x−2 := 1 ·X−2 +
0 ·X−1, (4.11) is equivalent to the twin pair of three-term recurrence equations
An := anAn−1 + bnAn−2, A−1 := 1, A−2 := 0, n 0,
Bn := anBn−1 + bnBn−2, B−1 := 0, B−2 := 1, (4.11)
governing the area of continued fractions. Other relations, e.g., the so-called de-
terminantal formula, are readily obtainable. But we will not go too deep into the
subject.
Example 4.3. To illustrate the genesis of our present equation in numerical
context, we consider the initial value problem in continuous time with continuous
a(t), b(t), c(t),
x¨(t)= a(t)x˙(t)+ b(t)x(t)+ c(t), t  0,
x(0) := x0, x˙(0) := x˙0. (4.12)
With a discretization step size h > 0 and the notation xn := x(nh), and analo-
gously for a(t), b(t), c(t), one arrives neglecting an error term O(h4) at
xn+1 = 4+ 2h
2bn
2 − han xn +
2+ han
2− han xn−1 +
2h2cn
2 − han cn, n 0,
x−1 := x0 − hx˙0 + h2x¨(0)/2. (4.13)
The value x¨(0) is accessible from (4.12) for t = 0.
4.1. Stability
We come to the application of the stability theorems of Section 2 to the
presently considered system (4.1). The spectral norm is the induced matrix norm
for the Euclidean vector norm |x| := √〈x, x〉 derived from the scalar product
〈x, y〉 of two vectors x, y ∈ CN . Under all matrix norms, the spectral norm
assumes the smallest possible value and yields thus the largest stability region
in the system’s parameter space. Let the overbar stand for complex conjugation.
The spectral norm ‖ · ‖ is defined for A ∈ CN×N by
‖A‖ :=
√
max
{
λ: det(A∗A− λI)= 0} 0, A∗ := A¯′. (4.14)
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For complex 2 × 2 matrices, the number ‖A‖ can be explicitly given in terms of
the matrix entries.
Lemma 4.2. For the spectral norm of complex 2× 2 matrices holds the equality
2
∥∥∥∥
[
a1,1 a1,2
a2,1 a2,2
]∥∥∥∥
2
= |a21,1| + |a21,2| + |a22,1| + |a22,2|
+
√(∣∣a22,2∣∣− ∣∣a21,1∣∣+ ∣∣a21,2∣∣− ∣∣a22,1∣∣)2 + 4|a¯1,1a1,2 + a¯2,1a2,2|2. (4.15)
Proof. First, calculate the Hermitian matrix A∗A. The characteristic polynomial
P(λ) := det(A∗A− λI) has two nonnegative roots λ1, λ2  0. Twice the larger
one is the right-hand side of (4.15) and equals by definition (4.14) the left-hand
side quantity 2‖A‖2. ✷
In the next sufficient condition for both kinds of stability, | · | stands for the
magnitude of a complex number.
Theorem 4.3. The region S" in the parameter space P := {(a, b) ∈ CN0 × CN0}
defined by
2 − " 
((∣∣bn+1 + an+1an∣∣2 − |bn|2 + |an|2 − |an+1bn|2)2
+ 4∣∣a¯nbn − a¯n+1b¯n(bn+1 + an+1an)∣∣2)1/2
+ |an|2 + |bn|2
(
1 + |an+1|2
)+ |bn+1 + an+1an|2,
n 0,2 | n, (4.16)
belongs for all " > 0 to the region of asymptotical stability and also to the region
of BIBO stability of the system (4.1).
Proof. We invoke Corollary 2.5 and have to assure for all even n  0 the hy-
pothesis ‖An‖ 1 − ". The choice of the Euclidean vector norm | · | entails the
spectral norm ‖ · ‖ from (4.14). Lemma 4.2 supplies us with the representation of
‖A‖ in terms of the matrix entries. Finally, taking these entries from An in (4.3)
casts the matrix norm inequality into the form of (4.16). ✷
We wish to assess the quality of the stability chart from Theorem 4.3. A com-
parison with exact stability charts sheds some light on this question. We prefer the
naming stability chart when we wish to emphasize the explicitness of the stability
regions in the system’s parameter space.
The stability chart for time-constant coefficients a, b in (4.1) is known. The
output sequence can be formulated in terms of the Tchebychev polynomials of
second kind Un[cos(z)] := sin(nz + z)/ sin(z), z ∈ C. The sequences Tn, Un
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occurring in (4.18) may be identified as Tn := −(−b)n/2+1Un−2[a/
√−4b] and
Un−1 := (−b)n/2Un[a/
√−4b]. The singularity of the Tn,Un along 4b + a2 = 0
in C2 is removable.
Lemma 4.4. The second order difference equation with constant coefficients,
xn := axn−1 + bxn−2 + cn, n 0,
x−2 :=X−2, x−1 :=X−1, (4.17)
is solved by
x(X, c) := x(X,0)+ x(0, c),
xn(X,0) :=X−2Tn+2 +X−1Un+2,
xn(0, c) :=
n∑
k=0
ckTn−k,
Tn := (a +
√
a2 + 4b)( a−√a2+4b2 )n − (a −√a2 + 4b)( a+
√
a2+4b
2
)n
2
√
a2 + 4b ,
Un :=
( a+√a2+4b
2
)n − ( a−√a2+4b2 )n
2
√
a2 + 4b . (4.18)
Moreover, the set of asymptotical stability and BIBO stability of (4.17) is the
region
S :=
{
(a, b) ∈ C2: |b2| + [(1 + |b|)Re{ae−i arg(b)/2}]2
+ [(1 − |b|) Im{ae−i arg(b)/2}]2 < 1}. (4.19)
Proof. First, observe T0 = 1, T1 = 0, U0 = 0, U1 = 1. So, xn(X,0) assumes
the prescribed initial values for n = −2,−1. As linear combinations of the
sequences λn1, λ
n
2 where λ1, λ2 are the roots of the characteristic polynomial
P(λ) := λ2 − aλ− b, the sequences Tn,Un are homogeneous solutions of (4.17).
Elementary calculations show cn = xn(0, c) − axn−1(0, c) − bxn−2(0, c). We
come to the stability chart S from (4.19). Evidently, the sequences λn1, λn2 and
any linear combination of them are asymptotically stable iff |λ|< 1 for all roots
of P(λ). Additionally, the radius of convergence of the series 1+ |λ| + |λ|2 + · · ·
is 1. This yields the stability chart parameterized by λ, |λ|< 1,
S := {(a, b)∈ C2: max{|λ|: λ2 = aλ+ b}< 1}. (4.20)
To get rid of λ, we solve the characteristic equation in (4.20) for a and obtain with
λ′ := λe−i arg(b)/2 =: c′ + is′, on the unit circle |λ′| = 1,
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a = λ− b/λ,
ae−i arg(b)/2 = λ′ − |b|/λ′ = (1− |b|)c′ + i(1 + |b|)s′,
1 = |b2| + [(1 + |b|)Re{ae−i arg(b)/2}]2 + [(1 − |b|) Im{ae−i arg(b)/2}]2
=: F(a, b). (4.21)
Now, we know the boundary ∂S . The origin of C2, i.e., a = b = 0 entails
λ = 0. Whence, the origin is an interior point of S . This fact together with the
connectedness of S known from ∂S gives (4.19). ✷
The following parameterization of S lies near. First, choose b in the open
unit disk of the complex b-plane, |b| < 1, as the independent parameter. Then
the parameter a lies in the ellipsis region E(b) := {a ∈ C: F(a, b) < 1} in the
complex a-plane with half axis lengths’ 1 − |b| and 1 + |b|. The direction of the
smaller half-axis is ei arg(b)/2.
The stability set S ⊂ C2 from (4.19) can be expressed in several equivalent
forms. It is not always easy to recognize an equivalence. For example, (4.19) is
equivalent to
S :=
{
(a, b)∈ C2: |a2| + |a2 + 4b|
+
√
2|a2|(|a|2 + |a2 + 4b|)+ 8 Re{a¯2b}< 4}. (4.22)
We come to the two-dimensional system formulation of (4.17). Both, (4.19) and
(4.23) generate the same output sequence x . Consequently, they have the same
stability attributes—but expressed in different parameterizations. The reparame-
terization in force is now our subject of interest.
Lemma 4.5. The BIBO and asymptotical stability chart of two-dimensional sys-
tem with constant complex coefficients,[
x2n
x2n+1
]
:=
[
b a
ab b+ a2
]
·
[
x2n−2
x2n−1
]
+
[
c2n
c2n+1 + ac2n
]
, n 0,
[
x−2
x−1
]
:=
[
X−2
X−1
]
, (4.23)
is representable by
S ′ :=
{
(a′, b′) ∈ C2: |b′2| + [(1 + |b′|)Re{a′e−i arg(b′)/2}]2
+ [(1 − |b′|) Im{a′e−i arg(b′)/2}]2 < 1},
a′ := 2b+ a2, b′ := a2b. (4.24)
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Proof. Denote by A the coefficient matrix in (4.23). Then the system (4.23) is
stable in both kinds iff An → 0 for n→∞. This is known to be equivalent to the
requirement: |λ|< 1 for all eigenvaluesλ ofA. To see this consider an eigenvector
eλ of A belonging to the eigenvalue λ. It is mapped by An to Aneλ = λneλ. The
eigenvalues are the roots of the characteristic polynomial
PA(λ) := det[A− λI ] = λ2 − (2b+ a2)λ− a2b. (4.25)
Comparing PA(λ) with the counterpart P(λ) := λ2 −aλ−b from (4.20) clarifies:
The stability chart S ′ is obtained by substituting in (4.19)
a′ := 2b+ a2, b′ := a2b. (4.26)
This provides us with the representation of S ′ in (4.24). ✷
The representation of S ′ in (4.24) is less valuable than that in (4.19). It does
not longer allow to consider one of the parameters independently of the other.
We wish to compare S ′ from (4.24) with S" in Theorem 4.3. For constant
coefficients, S0 :=⋃">0 S" is the stability set. The stability chart S ′ is exact.
Therefore, the inclusion S0 ⊂ S ′ must holds. Abolishing all indices in (4.16) leads
to the stability set S0 defined by
2 > |a2| + |b2|(1 + |a2|)+ |b+ a2|2
+
√(|b+ a2|2 − |b2| + |a2| − |a2b2|)2 + 4∣∣a¯b− a¯b¯(b+ a2)∣∣2
=: F0(a, b). (4.27)
The verification of the containment S0 ⊂ S ′ amounts to showing
2F ′(a, b) F0(a, b) < 2, F ′(a, b) := F(2b+ a2, a2b). (4.28)
We check the inequality only in a a rudimentary fashion, namely neighbourhood
of the origin (a, b) = (0,0). At that, we consider only the positive directions
0 < a,b and set a := rα, b := rβ where α,β are bounded and consider r → 0.
We arrive in this situation at
ab+O(r3) < 1/6, (4.29)
which is satisfied for r < 1/(6αβ)− " with " > 0 small. So, this check is com-
patible with the correctness of the the inclusion S0 ⊂ S ′.
In the following Sections 5 to 7 we refrain from stating the corresponding
stability theorems.
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5. The third order equation
We write the equation of the section heading in adapted form with coefficient
sequences a, b, c, input sequence d , and initial sequence X as
xn :=
{
anxn−1 + bnxn−2 + cnxn−3 + dn, n 0,
Xn, n=−3,−2,−1. (5.1)
Up to a series of 3 × 3 matrix–matrix and matrix–vector multiplications, the next
theorem supplies us with the solution sequence x(X,b) of (5.1).
Theorem 5.1. The solution sequence x(X,b) of (5.1) is representable by
x(X,b) := x(X,0)+ x(0, b),[
x3n(X,0)
x3n+1(X,0)
x3n+2(X,0)
]
:=A3nA3n−3 . . .A0
[
X−3
X−2
X−1
]
,
[
x3n(0, b)
x3n+1(0, b)
x3n+2(0, b)
]
:=
n∑
k=0
A3nA3n−3 . . .A3k+3b3k, (5.2)
where
An :=
[
cn bn an
an+1cn cn+1 + an+1bn bn+1 + an+1an
An,3,1 An,3,2 An,3,3
]
,
bn :=
[
dn
dn+1 + an+1dn
dn+2 + an+2dn+1 + (bn+2 + an+1an+2)dn
]
,
An,3,1 := (bn+2 + an+1an+2)cn,
An,3,2 := an+2cn+1 + (bn+2 + an+1an+2)bn,
An,3,3 := cn+2 + an+2bn+1 + (bn+2 + an+1an+2)an. (5.3)
Proof. We associate to the scalar equation (5.1) the system of three consecutive
equations
xn := anxn−1 + bnxn−2 + cnxn−3 + dn, n 0,
xn+1 := an+1xn + bn+1xn−1 + cn+1xn−2 + dn+1,
xn+2 := an+2xn+1 + bn+2xn + cn+2xn−1 + dn+2. (5.4)
To solve the system (5.4) for the triple xn, xn+1, xn+2, we may write (5.4) with
the 3-vectors x′n := (xn, xn+1, xn+2) and c′n := (dn, dn+1, dn+2) in matrix notation
as
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[ 1 0 0
−an+1 1 0
−bn+2 −an+2 1
]
·
[
xn
xn+1
xn+2
]
=
[
cn bn an
0 cn+1 bn+1
0 0 cn+2
]
·
[
xn−3
xn−2
xn−1
]
+
[
dn
dn+1
dn+2
]
,
Lnxn =Unxn−3 + dn,
xn = L−1n Unxn−3 +L−1n dn =:Anxn−3 + bn,
L−1n :=
[ 1 0 0
an+1 1 0
bn+2 + an+1an+2 an+2 1
]
. (5.5)
The matrices Ln,Un are to be identified from the first line in (5.5). Again, in-
vocation of the Lemma A.2 supplies us with the explicit inverse L−1n of Ln as
given in (5.5). Performing two matrix multiplications yields An := L−1n Un and
bn := L−1n cn as stated in (5.3). Now, we have transformed the third order scalar
initial value problem (5.1) into the first order three-dimensional initial value prob-
lem with X′−3 := (X−3,X−2,X−1),
xn =
{
Anxn−3 + bn, n 0, 3 | n,
Xn, n=−3. (5.6)
Observe that the index n in (4.6) assumes only multiples of 3. Invocation of The-
orem 2.1 for N = 3 yields again xn(X,b) as presented in (5.2). ✷
6. The fourth order equation
We write the equation of the section heading in adapted form with coefficient
sequences a, b, c, d , input sequence e, and initial sequence X as
xn :=
{
anxn−1 + bnxn−2 + cnxn−3 + dnxn−4 + en, n 0,
Xn, n=−4,−3,−2,−1. (6.1)
Up to a series of 4× 4 matrix–matrix and matrix–vector multiplications, the next
theorem supplies us with the solution sequence x(X,b) of (6.1).
Theorem 6.1. The solution sequence x(X,b) of (6.1) is representable by
x(X,b) := x(X,0)+ x(0, b),

x4n(X,0)
x4n+1(X,0)
x4n+2(X,0)
x4n+3(X,0)

 :=A4nA4n−4 . . .A0


X−4
X−3
X−2
X−1

 ,
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

x4n(0, b)
x4n+1(0, b)
x4n+2(0, b)
x4n+3(0, b)

 := n∑
k=0
A4nA4n−4 . . .A4k+4b4k, (6.2)
where
An :=


dn cn bn an
an+1dn dn+1 + an+1cn cn+1 + an+1bn bn+1 + an+1an
An,3,1 An,3,2 An,3,3 An,3,4
An,4,1 An,4,2 An,4,3 An,4,4

 ,
bn :=


en
en+1 + an+1en
en+2 + an+2en+1 + (bn+2 + an+1an+2)en
Bn,4,1

 ,
An,3,1 := (bn+2 + an+2an+1)dn,
An,3,2 := bn+2cn + an+2(dn+1 + an+1cn),
An,3,3 := dn+2 + an+2cn+1 + (bn+2 + an+1an+2)bn,
An,3,4 := cn+2 + an+2bn+1 + (bn+2 + an+1an+2)an,
An,4,1 := (cn+3 + an+1bn+3 + an+3bn+2 + an+1an+2an+3)dn,
An,4,2 := (bn+3 + an+2an+3)dn+1
+ (cn+3 + an+1bn+3 + an+3bn+2 + an+1an+2an+3)cn,
An,4,3 := an+3dn+2 + (bn+3 + an+2an+3)cn+1
+ (cn+3 + an+1bn+3 + an+3bn+2 + an+1an+2an+3)bn,
An,4,4 := dn+3 + an+3cn+2 + (bn+3 + an+2an+3)bn+1
+ (cn+3 + an+1bn+3 + an+3bn+2 + an+1an+2an+3)an,
Bn,4,1 := en+3 + an+3en+2 + (bn+3 + an+2an+1)en+1
+ (cn+3 + an+1bn+3 + an+3bn+2 + an+1an+2an+3)en. (6.3)
Proof. We associate to the scalar equation (6.1) the system of four consecutive
equations
xn := anxn−1 + bnxn−2 + cnxn−3 + dnxn−4 + en, n 0,
xn+1 := an+1xn + bn+1xn−1 + cn+1xn−2 + dn+1xn−3 + en+1,
xn+2 := an+2xn+1 + bn+2xn + cn+2xn−1 + dn+2xn−2 + en+2,
xn+3 := an+3xn+2 + bn+3xn+1 + cn+3xn + dn+3xn−1 + en+3. (6.4)
To solve the system (6.4) for the quadruple xn, xn+1, xn+2, xn+3, we may write
(6.4) with the 4-vectors x′n := (xn, xn+1, xn+2, xn+3) and e′ := (en, en+1, en+2,
en+3) in matrix notation as
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

1 0 0 0
−an+1 1 0 0
−bn+2 −an+2 1 0
−cn+3 −bn+3 −an+3 1

 ·


xn
xn+1
xn+2
xn+3


=


dn cn bn an
0 dn+1 cn+1 bn+1
0 0 dn+2 cn+2
0 0 0 dn+3

 ·


xn−4
xn−3
xn−2
xn−1

+


en
en+1
en+2
en+3

 ,
Lnxn =Unxn−4 + en,
xn = L−1n Unxn−4 +L−1n en =:Anxn−4 + bn,
L−1n :=


1 0 0 0
an+1 1 0 0
bn+2 + an+1an+2 an+2 1 0
L−1n,4,1 bn+3 + an+2an+3 an+3, 1

 ,
L−1n,4,1 := cn+3 + an+1bn+3 + an+3bn+2 + an+1an+2an+3. (6.5)
The matrices Ln,Un are to be identified from the first line in (6.5). Again, in-
vocation of the Lemma A.2 supplies us with the explicit inverse L−1n of Ln
as given in (6.5). Performing two matrix multiplications yields An := L−1n Un
and bn := L−1n cn as stated in (6.3). Now, we have transformed the fourth order
scalar initial value problem (6.1) into the first order four-dimensional initial value
problem with X′−4 := (X−4,X−3,X−2,X−1),
xn =
{
Anxn−4 + bn, n 0, 4 | n,
Xn, n=−4. (6.6)
Observe that the index n in (4.6) assumes only multiples of 4. Invocation of
Theorem 2.1 for N = 4 yields again xn(X,b) as presented in (6.2). ✷
7. The linear difference equation of arbitrary order
The reader is now well prepared for the general case which includes the first to
fourth order cases treated in the last four sections. Let the order N  1 be fixed.
We consider as in (1.1)
xn :=
{
an,1xn−1 + an,2xn−2 + · · · + an,Nxn−N + bn, n 0,
Xn, n=−N,1 −N, . . . ,−1. (7.1)
In this section we shall use the characteristic function χn := 1 for n  1 and
χn := 0 for n < 1 of the naturals in the integers Z. We shall also use the charac-
teristic function of the singleton {j } ⊂ Z known as Kronecker’s symbol δj,k := 1
for j = k and δj,k := 0 for j = k.
Up to a series of N ×N matrix–matrix and matrix–vector multiplications, the
next theorem gives the output sequence x(X,b) explicitly.
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Theorem 7.1. The solution sequence x(X,b) of (7.1) is representable by
x(X,b) := x(X,0)+ x(0, b),

xnN(X,0)
xnN+1(X,0)
...
xnN+N−1(X,0)

 :=AnNAnN−N . . .A0


X−N
X1−N
...
X−1

 ,


xnN(0, b)
xnN+1(0, b)
...
xnN+N−1(0, b)

 :=
n∑
k=0
AnNAnN−N . . .AkN+NckN, (7.2)
where
An :=Un +LnUn +L2nUn + · · · +LN−1n Un,
bn := bn +Lnbn +L2nbn + · · · +LN−1n bn,
c′n := (bn, bn+1, . . . , bn+N−1),
Un,k,j := χj+1−kan+k,k+N−j ,
Ln,k,j := χk−j an+k,k−j , 0 j, k < N. (7.3)
Proof. We associate to (7.1) the system of N equations
xn+k = an+k,1xn+k−1 + an+k,2xn+k−2 + · · · + an+k,Nxn+k−N + bn+k,
0 k < N, n 0. (7.4)
To solve the system (7.4) for the N -tuple xn, . . . , xn+N−1 we split the system (7.3)
into the left-hand side unknowns and the right-hand side knowns. With the vector
bn from (7.3) and the initial vector
x′n := (xn, xn+1, . . . , xn+N−1),
X′−N := (X−N,X1−N, . . . ,X−1), (7.5)
we write the system (7.5) as
xn+k =
N∑
j=1
an+k,j xn+k−j + bn+k
=
(
k∑
j=1
+
N∑
j=k+1
)
an+k,j xn+k−j + bn+k,
xn+k −
k∑
j=1
an+k,j xn+k−j =
N−1∑
j=k
an+k,k+N−j xn−N+j + bn+k,
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N−1∑
j=0
[δk,j − χk−j an+k,k−j ]xn+j
=
N−1∑
j=0
[χj+1−kan+k,k+N−j ]xn−N+j + bn+k, 0 k < N,
N−1∑
j=0
Λn,k,j xn+j =
N−1∑
j=0
Un,k,j xn−N+j + bn+k,
Λnxn =Unxn−N + bn,
xn =Λ−1n Unxn−N +Λ−1n bn =:Anxn−N + bn,
Λn := I −Ln,
Ln,k,j := χk−j an+k,k−j , 0 j, k < N,
Un,k,j := χj+1−kan+k,k+N−j . (7.6)
We invoke Lemma A.2 and obtain the inverse matrix Λ−1 in form of a finite
geometric series. Using this development, the matrix An :=Λ−1n Un and the vector
cn := Λ−1n bn receive the form stated in (7.3). Now, we have transformed the
N th order scalar initial value problem (7.1) into a first order N -dimensional
initial value problem with the initial vector X−N from (7.5) and input sequence b
from (7.3),
xn =
{
Anxn−N + cn, n 0, N | n,
Xn, n=−N . (7.7)
Observe that the index n in (4.6) runs through multiples of N . Again, invocation
of Theorem 2.1 yields xn(X,b) as presented in (7.2). ✷
8. Discussion
As alluded to in Section 1, there are many ways to convert a scalar system into
a multidimensional one. They can be classified by the number, M , of new states
computed per continuation step. For the scalar order N we have 1M N . Our
choice was maximal, M =N . The case M = 1 is the trivial one and the canonical
way to conceive a scalar system as an N -dimensional one. One may embed the
scalar N th order system into CN by
xn := an,1xn−1 + an,2xn−2 + · · · + an,Nxn−N + cn, n 0,
xn−1 = xn−1,
...
xn−N+1 = xn−N+1. (8.1)
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Written in matrix notation with the coefficient matrix Cn from (8.1), the com-
panion matrix at time t = n, (8.1) appears as
xn =
{
Cnxn−1 + cn, n 0,
Xn, −N  n < 0,
x′n := (xn, xn−1, . . . , xn−N+1). (8.2)
The second case of the case distinction in (8.2) means: whenever a component of
xn refers to a initial position, the corresponding initial state is to be taken.
The representation of (1.1) as (8.2) is sometimes useful to formulate known
results of matrix analysis as facts for scalar dynamical systems. Geršgorin’s
enclosure for matrix eigenvalues is an instance.
For fixed time-variant dynamical systems run with many different inputs and
initial states an argument in favour of (7.7) can be given. In the first run all Tn or
some of them can be stored and used in later runs. The acceleration in repeated
runs is not possible when the coefficients at time t = n depend itselves on earlier
input, t < n, as it is the rule in controlled systems.
Since our block continuation step comprises N simple time steps, the norm
estimates occurring in the stability criteria in Section 2 become less conservative
with increasing order N .
As already mentioned in Section 1, the low order cases up to fourth order were
treated twice; in a dedicated section and on occasion of the general order case.
This was done for two reasons: (a) in order to conduct the reader via the low order
cases to the general case, and (b) because of the more frequent occurrences of the
low order cases, especially order two. In these cases, the explicit single block
step transfer matrices An were given explicitly in terms of the related coefficient
series.
Our solution representation is well suited for symbolic calculation but cannot
be recommended for numerical purposes outside the region of asymptotical
stability. Here, (1.1), after repeated scalings, if necessary, is better suited. For
the discussion of the pertinent numerical aspects (exemplified for order N = 2),
see Gautschi [5].
In 1987, Popenda [9] considered the second order inhomogeneous equation.
Ten years later, 1997, the homogeneous equation of that order was treated again
by Mallik [6]. In 1998 [7] and 2000 [8], the same author came up with the solution
representation of convolution type (1.4),
xn(X,0) := Tn,n+NX−N + Tn,n+N−1X1−N + · · · + Tn,n+1X−1. (8.3)
The expressions for the transfer matrix elements Tn,n+k , k = 1, . . . ,N , in Mallik
[7] are rather involved and less lucid than the ones given in (1.5) and (7.2).
Compared with the referenced literature, our derivation of the matrix elements
Tn,k is much shorter and—in the opinion of the author—more lucid.
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The way to Mallik’s representation from ours is the following. In a first substi-
tution step, the matrix multiplications in our solution representation are written in
terms of the elements of A,b. Afterwards, one substitutes the matrix elements of
the An by the expressions in terms the coefficients appearing in (1.1) to obtain the
form of Mallik after rearrangement. This process resulting in (8.3) was illustrated
in Example 4.1.
In cases when the coefficients an,k and inputs bn are not complex numbers and
belong to a noncommutative algebra, e.g., matrices, the same conversion from a
scalar to a multidimensional dynamical system is possible. Notice however, that
the ordering in Sections 4 to 7 is not always correct. It is left to the interested
reader to correct the factor ordering.
The issue of asymptotical stability in univariate time-variable digital system
has been raised many times since the advent of adaptive digital filters and similar
systems; see Bauer et al. [2].
In applications, the coefficients are often not fully known. The problem of
stability under parameter uncertainty is another topic not touched upon in this
article; see Bauer et al. [1].
The same problems raised in this article can be posed for partial difference
equations. Some classes of dynamical systems in use in signal processing of
multivariate data are described in terms of such partial difference equations; see
Yost and Bauer [10] or [3,4]. Among other features not possible in the univariate
time set T, the problem to determine initial sets T0 for the time set Tm, m> 1,
becomes then a veritable problem.
The explicit solution representation given in (1.4) for the univariate case can
be extended to the multivariate case. We shall consider a special class of d-variate
partial difference equations in the standard time set T := Nd0 and with delays in
K ⊂ Nd , |K|<∞, given by
xn :=
{∑
k∈K an,kxn−k + bn, n ∈ T, K ⊂ Nd ,
Xn, n ∈ T0.
(8.4)
The support of the coefficient sequence A, the input sequence b and initial state
sequenceX are supp(A) := T×K, supp(b) := T, and supp(X) := T0. We assume
that the initial value set T0 = T0(K) is determined so that for all initial values
Xn and all coefficient sequences an,k a unique solution sequence xn exists. The
extension of the solution representation from (1.4) to the multivariate case poses
no problem. The next theorem comprises for d = 1 the univariate case from (1.4).
Theorem 8.1. The d-variate, d ∈ N, partial difference equation (8.4) with
variable coefficients {an,k} and input sequence b generates the output sequence x
with members
xn :=
∑
k∈n−T
Tn,kbn−k +
∑
k∈n−T0
Tn,kXn−k, n ∈ T,
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Tn,k :=
∑
kj ∈K, m0,
k1+···+km=k
an,k1an−k1,k2an−k1−k2,k3 . . . an−k1−k2−···−km−1,km ,
k ∈
∞⋃
m=0
mK. (8.5)
Proof. Let Sj , j = 1, . . . , d , be the j th partial backward shift operator defined
by Sjxn := xn−ej , n ∈ Zd , where ej is the j th standard basis vector in the
integer lattice Zd . With Sk := Sk11 Sk22 . . . Skdd and k := (k1, . . . , kd) as well as S :=
(S1, . . . , Sd) we may write (8.4) as
Pn,K(S)xn = bn, n ∈ T,
Pn,K(S) := I −
∑
k∈K
an,kS
k =: I −Qn,K(S),
xn = P−1n,N (S)bn,
P−1
n,K(S)=
∞∑
m=0
(∑
k∈K
an,kS
k
)m
= I +Qn,K(S)+Q2n,K(S)+ · · · ,
(∑
k∈K
an,kS
k
)m
=
∑
kj∈K
an,k1S
k1an,k2S
k2 . . . an,kmS
km
=
∑
kj∈K
an,k1an−k1,k2an−k1−k2,k3 . . . an−k1−···−km−1,km
× Sk1+k2+···+km,
P−1n,K(S)=
∞∑
m=0
∑
k∈mK
Tn,kS
k,
Tn,k :=
∑
kj ∈K,m0
k1+···+km=k
an,k1an−k1,k2an−k1−k2,k3 . . . an−k1−k2−···−km−1,km ,
xn =
∑
k∈n−T
Tn,kbn−k +
∑
k∈n−T0
Tn,kXn−k =: xn(0, b)+ xn(X,0). (8.6)
This proves the output representation from (8.5). ✷
Theorem 8.1 needs some discussion which we omit. It is also beyond the
framework of this article to treat multivariate stability issues here. Such results
are stated in [3,4] without proofs; a fuller version will appear in this journal [11].
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Appendix A
For completeness and reader’s convenience, we shall prove two well-known
results on strictly lower triangular matrices L ∈ CN×N .
Lemma 8.1. Let L ∈ CN×N be a strictly lower triangular matrix,
Lj,k = 0, 1 j  k N. (A.1)
Then L is nilpotent of degree N ,
LN = 0. (A.2)
Proof. Assume Lp , the pth power of L, has the property
(Lp)j,k = 0, max{1,1+ j − p} k N. (A.3)
We will show that (A.3) remains valid for p + 1 in place of p. To begin with,
we observe that (A.3) is true for p = 1 by hypothesis (A.1). By definition of the
matrix multiplication we have
(Lp+1)j,k :=
N∑
m=1
(Lp)j,mLm,k =
∑
k<mN
(Lp)j,mLm,k
=
∑
k<mj−p
(Lp)j,mLm,k = 0,
max{1, j − p} k N. (A.4)
Now j − p = 1 + j − (p + 1) in the last max which is p replaced by p + 1
in (A.3). This finishes the induction step on p. Finally, inspect (A.3) to see that
p =N is the smallest power for which Lp = 0 holds true for all matrices L under
consideration. ✷
We consider the special lower triangular matrices with ones in the diagonal,
Λ= I −L, I,L ∈ CN×N , (A.5)
where I is the identity matrix and L strictly lower triangular as in Lemma A.1.
Lemma 8.2. The inverse matrix Λ−1 of Λ from (A.5) is
Λ−1 = I +L+L2 + · · · +LN−1. (A.6)
Proof. We evaluate the product
ΛΛ−1 = (I −L)(I +L+L2 + · · · +LN−1)= I −LN = I (A.7)
and obtain the assertion. ✷
Both lemmas remain valid when L is replaced by any strictly upper triangular
matrix U ∈ CN×N .
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