Collaborative filtering uses a database about consumers' preferences to make personal product recommendations and is achieving widespread success in both E-Commerce and Information Filtering Applications nowadays. However, the traditional collaborative filtering algorithms do not scale well to the ever-growing number of consumers. The quality of the recommendation also needs to be improved in order to gain more trust from the consumers. In this paper, we present a novel method to improve the scalability and the accuracy of the collaborative filtering algorithm. We introduce an information theoretic approach to measure the relevance of a consumer (instance) for predicting the preference for the given product (target concept). The proposed method reduces the training data set by selecting only highly relevant instances. Our experimental evaluation on the well-known EachMovie data set shows that our method doesn't only significantly speed up the prediction, but also results in a better accuracy.
INTRODUCTION
The Internet is increasingly used as a channel for sales and marketing. More and more people purchase products through the Internet. One main problem that the customers face is how to find the product they like from millions of products. For the vendor, again, it is crucial to find out the customers' preferences for products. Collaborative filtering or recommender systems have emerged in response to these problems [5; 9; 121. Collaborative filtering accumulates a database of consumers' product preferences, and then uses them to make customertailored recommendations for products such as clothing, music, books, furniture, and movies. The user's preference can be either .uni-muenchen.de explicit votes or implicit usage. Collaborative filtering can help E-commerce in converting web surfers into buyers by personalization of the web interface. It can also improve cross-sell by suggesting other products the customer might be interested in. In a world where an E-commerce site's competitors are only a click or two away, gaining customer loyalty is an essential business strategy. Collaborative filtering can improve the loyalty by creating a value-added relationship between supplier and consumer. Collaborative filtering has been very successful in both research and practice. However, there still remain important research questions in overcoming two fundamental challenges for collaborative filtering [lo] .
The first challenge is to improve the scalability of the collaborative filtering algorithms. Existing collaborative filtering algorithms can deal with thousands of consumers within a reasonable time, but the demand of modem E-Commerce systems is to handle millions of consumers.
The second challenge is to improve the quality of the recommendations. Consumers need recommendations they can trust to help them find products they will like. If a consumer trusts a recomender system, purchases a product, but finds out he does not like the product, the consumer will be unlikely to use the recommender system again.
Contributions of this paper
In this paper, we propose a novel collaborative filtering method to meet these challenges, and provide an information theoretical analysis for learning customers' preferences from a reduced training set. Our experiments on a real-world database show the proposed algorithm not only improves the efficiency of prediction, but also results in a better accuracy. In summary, the main contributions of this paper are:
Based on the nature of collaborative filtering, the dependency between items is studied and a measure of relevance is proposed.
An information theoretical framework is introduced to evaluate instances' (customers') relevance for training and the intimate relationship between feature selection and instance selection is interpreted in this framework.
A novel approach is proposed to actively select relevant instances (customers) for training to dramatically improve the efficiency and accuracy of memory-based collaborative filtering. Table 1 . memory-based collaborative filtering and instance-based learning
Organization
Section 2 introduces related work, collaborative filtering algorithms and instance selection methods in lazy learning. In section 3, we motivate our work from an intuitive and a theoretical perspective, then we study the dependency between items and the relevance of instances, and describe the proposed algorithms. In section 4, we evaluate our approach on the wellknown EachMovie data set. The paper ends with a summary and some interesting Wure work.
RELATED WORK

Collaborative Filtering Algorithms
The task in collaborative filtering is to predict the preference of a particular user (or active user) to a given product (target item) based on a database of customers' product preferences. There are two general classes of collaborative filtering algorithms: memorybased methods and model-based methods [5] .
The memory-based algorithm [9; 121 is the most popular prediction technique in collaborative filtering applications. Its basic idea is to predict the active user's vote of an item as a weighted average of the votes given to that item by the other users. Specifically, the prediction p, , of active user a on item j is given by:
PO,, = ;, + k$(a,i)(v,,j -<)
(2.1) i=l where n is the number of the users who rated item j, Vi is the mean vote for user i, vij is the vote cast by user i on item j, w(a,i) is the similarity measure between active user a and user i and k is a normalizing factor such that the absolute values of the weights sum to unity. There are two popular similarity measures: Pearson correlation coefficient and cosine vector similarity. Since the correlation-based algorithm outperforms the cosine vector based algorithm [5], we apply the former one as the similarity measure. The Pearson correlation coefficient was first introduced in [9]. The correlation between users a and i is defined as:
(2.2) relatively accurate predictions [5], but they suffer from poor scalability for large numbers of users. This is because the search for similar customers is slow in large databases.
Model-based collaborative filtering, in contrast, uses the customer's preference database to learn a model, which is then used for predictions. The model can be built off-line over several hours or days. The resulting model is very small, very fast, and essentially as accurate as memory-based methods [5; 31. Modelbased methods may prove practical for environments in which consumer preferences change slowly compared to the time needed to build the model but they are not suitable for environments in which consumer preference models must be updated rapidly or frequently.
In this paper, we will focus on memory-based algorithms and present a novel approach to improve their efficiency and accuracy.
Memory-based Collaborative Filtering and Lazy Learning
Memory-based collaborative filtering belongs to a class of lazy learning methods [l] which simply store all the training instances instead of producing any explicit generalization during the training phase and reply to information requests by combining their stored training instances. In this paper, our study on collaborative filtering focuses on actively selecting training instances (customers), which is also a topic related to lazy learning algorithms. Therefore it is necessary to give a brief comparison (as shown in table 1) between memory-based collaborative filtering and typical lazy learning algorithms, such as instance-based learning [2] . The content of table 1 should help to understand our work in this paper. In the following, we don't distinguish between 'customer and instance', 'feature items and features', 'target item and target concept' etc.
Instance Selection in Lazy Learning
Since lazy learning algorithms search through all available instances to classify (or predict ) a new input vector, it is necessary to decide what instances to store for generalization in order to reduce excessive storage and time complexity. Therefore instance selection has become an important topic in lazy learning [2; 14; 81. Some algorithms seek to select representative instances, which could be border points [2] or central points [16] . The intuition behind retaining border points is that "internal" points do not affect the decision boundaries as much as border points, Memory-based methods have the advantage of being able to rapidly incorporate the most up-to-date information and yield and thus can be removed. However, noisy points are prone to be judged as border points and added to the training set. If the central points are chosen as representations, the selection should be carefully done since the decision boundary lies halfway between two nearest instances of different classes. Another class of algorithms attempt to remove noisy points before selecting representative instances [14] . For example, DROP3 used a simple noise-filtering pass: any instance misclassified by its k nearest neighbors is removed [14] . For almost all the algorithms mentioned above, classification is performed at least once in each step of removing or adding an instance, so it is somewhat expensive w.r.t. computational complexity.
In a very large training data set, there might be many "poor" instances for which their target concept are not sufficiently and effectively described by their features. This could be caused by missing feature values or irrelevant features. These "poor" instances should also be removed. In the following sections, we will study the "quality" of the instances and propose to select the instances of high "quality" for faster and more accurate collaborative filtering.
SELECTION RELEVANT INSTANCES
Motivation
In this paper, our work is mainly focused on memory-based collaborative filtering algorithm [5] . This algorithm simply stores all the training instances (customers) in database and defer processing of its inputs until it receives requests for prediction. Although memory-based collaborative filtering had been widely studied and turned out a success in applications [5; 9; 121, it still remains several important questions:
(1) Since it becomes more and more expensive for the algorithm to search the whole database with explosively growing consumers, how to speed up the prediction?
(2) Is every instance equally useful for the learning process?
(3) If an instance is not well described by its features, how will this instance impact the prediction?
For the purpose of motivation, let us study a simple example.
Example 1. A list of people and the movies they voted as well as the values of the votes are shown in Table 2 . ( A real database, such as EachMovie, would have tens of thousands of customers and thousands of movies, but we use a smaller set for illustration.) Our task is to predict Tom's preference for the movie Batman based on other three customers' preferences. From the lazy learning point of view, Jason, Karen and Fred are stored training instances while Tom is regarded as an input instance for the query. The vote on Batman is the target concept and votes on other movies are the features. A common phenomenon in this kind of database is that every instance has a large number of features with missing values. So a question arises: for the prediction of Batman, are all the three training instances equally important? Our answer is "No", if we could find following rules: 1. There is a statistical relationship between votes on Superman and Batman, anyone who likes Superman always likes Batman with a high probability. 2. There is a dependency between votes on Titanic and Batman, anyone who likes Titanic tends to dislike Batman. 3. There is no clear statistic relationship between votes on Dances with Wolves and Batman. As shown in Table 1 , Fred voted on two relevant movies, Jason voted on one relevant movie, but Karen only voted on the irrelevant movie, Dance with Wolves. Therefore, Fred's preference data is the most important instance for the prediction of Batman, and Jason is also a useful instance, while Karen may mislead the prediction. If we removed Karen from the training set, it might be expected that prediction time could be shortened to 2/3 and the accuracy might be improved.
The above example indicates that instance selection and feature selection are closely related. Blum pointed out that more studies need to be conducted to help understand this relationship [4] . In the machine learning community, feature selection has received wide attention [4; 13; 81. However, we believe that instance selection has not been pushed to the same level yet. Especially, in data mining tasks such as collaborative filtering, data acquisition is performed automatically and there is no human expert involved to manually label the instances or select relevant instances. There are potentially a tremendous number of irrelevant instances whose target concept is not adequately and effectively described by given features, and those irrelevant instances would dramatically degrade the performance of learning both w.r.t. efficiency and accuracy. Thus, instance selection is very desirable for collaborative filtering.
Dependency between Items
As indicated above, instance relevance and feature dependency seem to be intimately related. From intuitive perspective, the dependency between target concept and other features has played an important role in instance selection in example 1. In this section, we will study this dependency and see how to measure it.
Example 2. There are 50 users who give scores for two movies, i and j. The scores take the value ranged from 0 (bad) to 5 (good). Let us consider two different situations, case 1 and case 2 respectively, as shown in fig.1 . In case 1, users are nearly uniformly distributed in the movie-movie score space. A and B are two arbitrary users who have close interests to movie i. However, it does not necessarily mean that they also have a similar preference for movie j. But in case 2, the situation is quite different. We can find the following rule: for users who dislike movie i, movie j is always their favorite. Users who like movie i always rate the other one just above the average. People who have similar preferences for some other items (feature items) would also show similar preferences for the target item.
Thus, the success of collaborative filtering greatly depends on whether the above assumption is true in practice. But from example 2 we can see that this assumption does not always hold. In case 1, e.g., if we know user A and user B have given very similar votes on movie i, and want to predict user A's attitude towards movie j given user B's vote, we can't do that with a high confidence because votes on the two movies seem to be statistically independent. In contrast, votes on the two movies in case 2 have shown some kind of interesting dependency and the assumption holds with a high confidence.
Suppose that the votes on each feature item independently influence the votes on the target item, based on the above assumption, a straightforward way to calculate the dependency between feature item i and target itemj is :
where uA and ug represent two arbitrary users and e is the threshold. If the difference between two votes is below e, these two votes are regarded to be similar. The above conditional probability expresses the probability that two arbitrary users have similar preferences for item j given the condition that those two users have similar preference for item i. Obviously this measure provides a way to select relevant feature items for predicting someone's votes on target item. However, this would be very expensive since its runtime complexity is O(n2m2) if n is the number of consumers and m the number of products.
Alternatively, we use mutual information as the measure of dependency between a feature item and the target item. In the following theorem, we will show that it is consistent with the relevance measured by (3.2.1) and is significantly more efficient to calculate. In information theory [ll] , mutual information represents a measure of statistic dependence between two random variables X and Y with associated probability distributions p(x) and p(y) respectively. Following Shannon, the mutual information between Xand Y is defined as: where H(X) is the entropy of X, MAY) is the conditional entropy of X given Y and H(X,Y) is the joint entropy of two random variables. The definitions of entropy, and the proof of the above equations can be found in [6] . The above equations indicate that mutual information also represents reduction of entropy (uncertainty) of one variable given information of another.
Theorem: Given two items i and j, as well as distributions of votes on them, P( Vi ) and P( Vj ). Let e be the interval of discrete scores. If user A and user B are two arbitrary users who have voted for both items, then
Proof:
Since P( Vi) and P( 5 ) are given, we have:
Inequation (3.2.6) can be rewritten as: The above theorem clearly shows that mutual information is consistent with the relevance measure between items presented by expression (3.2.1). Therefore, we use the following equation to estimate the mutual information as a dependency measure between two items:
where Vj and Vl are the votes on item j and target item t respectively, and H ( Vj, V,) is the joint entropy between two items.
Since not all the users have voted for the two items, calculation is done over the overlap. If the average number of overlapping users between two items is n, and there are totally m items in training database, the computational complexity for mutual information between all pairs of items is O(nm').
Relevance of Instances
In the last section, we defined the feature dependency based on information theory. In this section, we continue to study the relevance of instances in an information theoretical framework.
We want to answer the question: Given an instance, has it been described adequately and effectively by the features?
The basic idea is, for an instance with its features and target concept, if the features can't provide enough information to explain why the target concept has the labeled value, then the instance will be not useful in aiding supervised learning algorithms to search the hypothesis space. The following definitions are necessary to introduce our method. According to the above definition, different descriptions are distinguished not only by their features (description spaces) but also by the values of the features (description regions). But in this paper, our algorithm only considers description spaces. That means, two descriptions are judged different only when they are represented by different feature sets. One reason is that the customer transaction databases always have a large part of missing values (e.g. up to 97% in EachMovie data set) and hence each customer has a different voted item list. However, we believe our work can be extended to taking into account description regions in the near future. The extension will be necessary for us to distinguish descriptions for the data set that does not have any missing values.
Definition 3.3.2 (Rationality of description for instance) Given an instance I represented by its description D(fi and a labeled target concept C. If the entropy H(C) is the a-pirori uncertainty of the target concept C when the value of C is assumed to be unknown, then the rationality of the instance I with the description D(I) is the uncertainty reduction of C given knowledge of the description D(Z). Its value is calculated by
The definition of rationality expresses how sufficient a description is to represent an instance with a labeled target concept. In the extreme case, if the uncertainty of the target concept is reduced to zero, the given description is completely sufficient. For convenience, if not specified, D(Q is replaced by D in the rest parts of this paper, and the rationality of the description D(J) for the instance I is simplified by the rationality of the instance I or the rationality of the description D with no difference. Proof: At first we proof the formula for the case of n = 2:
Let us assume that formula (3.3.2) holds for the case of n = k. We can then easily prove that (3.3.2) also holds for the case of n=k+l in a similar way as for the case of n = 2. Consequently, (3.3.2) holds for all n. . Theorem 3.3.1 shows that adding new features to a description doesn't decrease the rationality of an instance, no matter how relevant those features are. It also indicates that the more features we have, the more rationally we can explain why an instance has its label. Theorem 3.3.2 provides a way to calculate the rationality under the assumption that all the features are assumed to be independent. This assumption has been widely adopted in many articles on relevant feature selection [4] . However, does a large number of features really mean a better description? The answer is "No". For instance, suppose we already have a good feature Al to classify all the instances by using nearest neighbor classification method, if we introduce another irrelevant feature At, the distances between the instances can be biased by AZ. In such a situation, the performance of nearest neighbor classification will be degraded. Thus besides the sufficiency of descriptions, we also should consider the effectivity issue. Based on the above definitions and theorems, we can interpret two widely studied topics in the machine learning community, feature selection and instance selection:
-Feature selection: Given a training data set in which each instance is described by the same set of features, if we don't distinguish the descriptions by their feature values, all the instances have the same description. Therefore, all combinations of the features form a space of the sub-descriptions. The task of the feature selection is to search the description space for a minimum sub-description which holds the strongest strength of the description while (approximately) has enough rationality for the instances. Although the presence of many irrelevant features does not decrease the rationality of the description, it can significantly weaken the strength of the description.
-Instance selection: Given a training data set in which each instance is described by a different description, the problem of the instance selection is to select the relevant instances which are strong instances with enough rationality by comparing the strength of the descriptions between instances. As indicated before, since an irrelevant feature can degrade the performance of learning, a weak instance with many irrelevant features is not as useful as a strong instance. More specifically, the target concept of a weak instance is not adequately described. Therefore, we should remove the weak instances from the training data set.
Proposed Algorithm
Our goal is to predict the active user's vote on a given target item based on the other customers' preference for the target item. Now we would like to evaluate every training customer's relevance to the task. Given a training customer i and his rated item set Di as well as the corresponding votes, according to Theorem 3.3.2 and Definition 3.3.3, the customer's rationality and strength w.r.t. the target item t are:
(3.4.1)
where V, is the vote on item 1. As mentioned before, we should select customers with enough rationality first, and from the selected customers we pick out relatively strong ones. However, since every training customer has voted on a fairly large number of items, if someone's rationality is low, he could not have high strength of the description. Thus, we need only select customers based on the strength of the descriptions. As a result of the instance selection, besides the original user preference database (which is unchanged) we maintain another reduced database containing only selected relevant customers for every target item. Moreover, for further improvement of accuracy, we also apply mutual information based feature weighting to modify the correlation function eq. (2.2) [15] . Our algorithm for customer selection and prediction proceedes as follows:
Based on the training database, estimate the mutual information between votes on different items.
For each possible target item, compute the strength of the description for all the customers who have voted on the target item, then sort them in descending order of the strength and select the top customers from the list according to a sampling rate Y. For each target item, we create an index table of selected training customers.
In the prediction phase, given the target item and an input customer, calculate the correlation between input customer and every selected training customer, and then use the weighted average of the training customers' votes on the target item as the result.
If we have n customers and m items in the original training data set, the computational complexity of training phase (step 1 and 2)
is O(n.m2)+0(n.m)+O(n.log n). With a sampling rate r, the prediction phase has a speedup factor of l/r.
EXPERIMENTAL RESULTS
In this section, we report the results of the experimental evaluation of our novel algorithm. We describe the data set used, the experimental methodology as well as the performance improvement compared with the memory-based collaborative filtering algorithms 15; 9; 121.
The EachMovie Database
We used the data set from the EachMovie collaborative filtering service which was part of a research project at the Systems Research Center of Digital Equipment Corporation'. The database contains ratings from 72,916 users on 1,623 movies. User ratings were recorded on a numeric six-point scale.
Although data from 72,916 users is available, we restrict our analysis to the 35,527 users who voted on at least 20 out of the 1623 movies. Users who voted on fewer than 20 movies do not have a clear profile and are not suitable to be used in the evaluation. Moreover, to speed up our experiments, we randomly selected 10,000 from the 35,527 users and divided them into a training set (8000 users) and a test set (2000 users).
Metrics and Methodology
Since we are interested in a system that can accurately predict a user's vote on a specific item, we use the mean absolute error (MAE), where the error is the difference between the actual vote and the predicted vote, to evaluate the performance of our algorithm. This metric has been widely used in the literature [5; 7; 9; 121. We use the protocol of All bur One [5] in our experiments. We randomly hide an existing vote for each test user and try to predict this vote given all the other votes the user has voted on. The All but One protocol measures the algorithms' performance when given as much data as possible from each test user and is indicative of what might be expected of the algorithm under steady state usage where the database has accumulated a fair amount of data about a particular user.
A Case Study
In this section, we study the performance of the proposed algorithm for the target movie Dances with Wolves. In the training set with 8000 customers there are 6474 ones who have voted on the target movie. We would like to select a subset of customers from the 6474 customers and to form a new training set. Then, the target movie is fixed to be Dances with Wolves based on the selected training set, we evaluate our collaborative filtering algorithm using the 16 18 customers from the test set who have voted on the movie Dunces with Wolves. In the test phase, we assume the 1618 customers' votes on the target movie to be unknown. In our experiments, the mutual information between movies is calculated based on the whole training set of 8000 users.
As shown in Fig.2 , we calculate every training customer's description strength and sort them in ascending order. There are 1526 users with zero description strength which have no vote on the target movie. After these customers, the description strengths are slightly increasing until about 7000 customers, where the description strength starts to dramatically increase. We select the top customers with different selection rates: 3.125%, 6.25%, 12.5%, 25%, 62.5% and 100%. We evaluate our proposed algorithm on the 6 training sets. We compare our algorithm with random sampling applying the same selection rates. Except for the cases of 62.5% and loo%, the results are averaged over 4 runs. Moreover, in order to further improve the prediction accuracy we applied mutual information as the feature weighting method. The results are depicted in Fig.3 . The mean average error (MAE) is averaged over the 1618 testing customers who have cast a vote on the target movie. As shown in Fig.3 , the proposed instance selection method outperforms random sampling w.r.t. accuracy. With the selection rate decreasing from 100% to 12.5%, the accuracy is getting better and better, and reaches an optimum at the selection rate of 12.5%. Note that the accuracy of collaborative filtering without any instance selection is equal to the accuracy of collaborative filtering with a selection rate of 100%. When the selection rate further decreases, the mean absolute error begins to increase. But the performance of the selection rate 6.25% is still comparable with collaborative filtering without any instance selection. Furthermore, we observe that mutual information based feature weighting can farther improve the accuracy by about 4% with respect to MAE. The most interesting point about Fig.2 and Fig.3 is the existence of an optimal selection rate of 12.5%: the customer labeled by (7191, 0.04838), who is the lower bound of the description strength for the optimal training subset, is almost just the start point from which the customers' description strength begins to dramatically increase.
Overall Performance
In this section, we evaluate the overall performance of our method of selecting relevant customers for any possible movies. The results are given in Fig. 4 and Fig. 5 . As described in section 3.4, we sort users in descending order of their description strengths for each target movie, and select the top users for the prediction using different selection rates of 3.125%, 6.25%, 12.5%, 25%, 62.5% and 100%. Since different target movies have different size of training sets, a small selection rate may result in too few training customers for some target movie. So we set a minimum number of training users to be 200. For each test customer, we randomly select a voted movie as the target movie and predict its vote. The results are compared with the outcomes of random sampling. It is obvious that our method outperforms random sampling w.r.t. accuracy, and the combination with feature weighting results in a further 4-5% improvement. As shown in Figure 5 , the computational complexity is linear to the number of users in the training data set. If we set the selection rate to be 3.125%, the average prediction time for each vote is decreased from 222 ms to 22 ms, corresponding to a speed-up factor of 10, and accuracy is improved by a factor of 5%, while random sampling degrades the accuracy by a factor of 6%. More interestingly, from Figure 4 , we observe that the accuracy is constantly getting better when the training size getting smaller until reaches a point which is 12.5%. This result clearly shows the customers with weak description strength can deteriorate the memory-based collaborative filtering algorithm.
CONCLUSIONS
In this paper, we present an information theoretical framework to explain the intimate relationship between feature selection and instance selection for collaborative filtering, and propose the description rationality and the description strength to measure the relevance of an instance with respect to a target concept. Based on this work, we propose a novel instance selection method to reduce the computational complexity of memory-based collaborative filtering algorithm and possibly improve its accuracy. We conduct an empirical evaluation of our proposed algorithm on the well known EachMovie database. The results show that our method can significantly reduce the size of the training data set and speed up the collaborative filtering algorithm. Furthermore, our method even achieves an improvement on the accuracy using a rather small training set: for example, in our overall evaluation the best accuracy is obtained for the selection rate of 6.25%. Our work provides a novel study on the problem of instance selection, which could be potentially useful in other data mining applications, especially for business transaction databases with a very large number of missing values. However, there are still two important questions on which we are going to work -As shown in Fig.2 and Fig.3 , the observation about the optimal selection rate is very interesting. Does there exist any reason for that? And how to determine the optimal selection rate automatically?
-So far, our work has been targeted towards databases where every instance has a large number of missing feature values. Can we extend the proposed method to deal with cases where the instances have no missing values?
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