Accurate forecasting of the energy demand is crucial for the rational formulation of energy policies for energy management. In this paper, a novel ensemble forecasting model based on the artificial bee colony (ABC) algorithm for the energy demand was proposed and adopted. The ensemble model forecasts were based on multiple time variables, such as the gross domestic product (GDP), industrial structure, energy structure, technological innovation, urbanization rate, population, consumer price index, and past energy demand. The model was trained and tested using the primary energy demand data collected in China. Seven base models, including the regression-based model and machine learning models, were utilized and compared to verify the superior performance of the ensemble forecasting model proposed herein. The results revealed that (1) the proposed ensemble model is significantly superior to the benchmark prediction models and the simple average ensemble prediction model just in terms of the forecasting accuracy and hypothesis test, (2) the proposed ensemble approach with the ABC algorithm can be employed as a promising framework for energy demand forecasting in terms of the forecasting accuracy and hypothesis test, and (3) the forecasting results obtained for the future energy demand by the ensemble model revealed that the future energy demand of China will maintain a steady growth trend.
Introduction
As a strategic supply, energy is an important foundation for the development of an economy and a society [1] . With the growth of socioeconomic and technological advancements in the past few decades, energy demand has increased considerably [2] . Particularly, as the world's largest energy consumer, China has witnessed a three-fold increase in the energy demand throughout a 20-year period. In terms of this increased demand, a sufficient amount of energy is required to satisfy the nationwide demands, and the abundance of energy is of importance to guaranteeing the national energy security and sustainable development [3, 4] .
The scientific accurate prediction of energy demand is crucial for the rational formulation of energy policies and the basis for ensuring the security of energy supply [5, 6] while the forecasting of the energy demand is conducive to prevent energy supply risks, reduce the gap between the energy supply and demand, slow down economic cycle fluctuations, and promote sustainable economic development and social stability. Therefore, forecasting its demand is crucial to the energy management and transportation sectors [7] . Karadede et al. [33] Yearly/Country Natural gas demand Gross national product, population, growth rate
Angelopoulos et al. [34] Yearly/Country Electricity demand GDP, unemployment rate, population, weather-related criteria, electricity price, energy efficiency criterion Piltan et al. [35] Yearly/Country Energy demand Number of employees, investment value, gas price, electricity price Sonmez et al. [36] Yearly/Country Transport energy demand Gross domestic product, population
Yuan et al. [37] Yearly/Country Energy demand Economic level, industrial structure, demographic change, urbanization process, technological progress He et al. [38] Yearly/Province Energy demand Historical energy consumption, population, GDP growth rate, total GDP, the three major industrial GDP, CPI He et al. [39] Yearly/City Energy demand Population, GDP growth rate, GDP, the three major industrial GDP, CPI Forouzanfar et al. [40] Yearly/Country Transport energy demand Population, gross domestic product, number of vehicles Liao et al. [41] Yearly/Country Energy demand GDP, population, oil price
The factors influencing energy demand forecasting are different due to different energy types and forecasting ranges. Clear differences in terms of the influencing factors among different energy types are observed, such as the electricity demand, natural gas demand, and transportation energy demand. Besides, due to different forecasting ranges, differences in the selection of influencing factors are observed. For example, most of the annual forecasts are based on macroeconomic indicators while the influencing factors of daily forecasts focus on external factors, such as weather and energy prices. According to the range and type of energy forecast, macroeconomic indicators, such as the GDP, population, and industrial structure, for energy demand forecasting are focused herein. As mentioned above, this paper will make full use of expert knowledge and the related literature to identify the influencing factors of energy demand and establish a systematic and reasonable influencing factors list.
Energy Demand Forecasting Method
Due to the characteristics and properties of energy demand data, energy demand forecasting faces severe challenges and requirements on the applicability of the prediction model. Currently, various models have been used to forecast the energy demand [7, 40, [42] [43] [44] [45] , which can be divided into three categories: Statistical, mathematical programming (MP), and computational intelligence (CI). Statistical methods investigate the accumulation, examination, elucidation, presentation, and association of data [46] , including linear regression, multiple regression, stepwise regression, and nonparametric Energies 2020, 13 , 550 4 of 25 regression. All of these methods have been widely applied in previous studies; these methods are capable of yielding better results for solving linear problems [29, 35] .
With the emergence of artificial intelligence, various learning technologies, such as the heuristic algorithm [30, 40] , support vector machine (SVM) [47, 48] , artificial neural network (ANN) [49] , extreme learning machine (ELM) [50] , and ensemble techniques, have become quite popular. Actually, real-life problems exhibit nonlinear characteristics during forecasting, especially for energy demand [46] . MP methods provide the best solutions from a set of available alternatives under some constraints. Among these models, nonlinear programming models have been widely used to deal with nonlinear forecasting problems while computational methods have been used for prediction problems where mathematical formulae and the prior known data on the relationship between inputs and outputs are unknown. ANN and SVM are the most popular forecasting techniques for dealing with nonlinear problems. Although each of the forecasting model exhibits its own merits and demerits ( Table 2) , CI methods have already attracted the most attention due to their high reliability and forecasting accuracy. These CI-based models have been vastly implemented for energy demand forecasting, including SVR, recurrent neural network (RNN), and convolutional neural network (CNN). Time series analysis utilizes regression methods to establish various function equations of time series for trend prediction. Some classical time series analysis models, such as the exponential smoothing (ES) method [51] and ARIMA [52] , have been widely used in the fields of social sciences. However, in the face of the large number of nonlinear complex time series prevalent in social and economic phenomena, the performance of a conventional mathematical statistics prediction method is not sufficiently good. On the contrary, machine learning models exhibit good performance for dealing with nonlinear problems, especially complex and nonlinear timing data, such as SVMs, neural networks, and various derivation methods. However, machine learning models have strict requirements on the data structure. When the amount of data is small, over-fitting may occur for the establishment of prediction models, leading to a weak generalization ability. In this case, computational learning theory results revealed that ensemble forecasting methods exhibit good prediction performance.
Ensemble learning functions by building and combining multiple machine learning machines to complete learning tasks, which can achieve a higher generalization ability and prediction accuracy [11, 12] . As Bates and Granger [10] pointed out, a linear combination of the base models would yield a smaller forecasting variance than a single forecasting model. Since the linear weighting ensemble method cannot adjust the weights of single models adaptively, the adaptability of the overall prediction model is relatively poor [53] . Galicia et al. adopted the weighted least square method to forecast electricity demand [54] . Liu et al. [55] constructed an ensemble forecasting model combining the grey model, ARIMA, and second-order polynomial regression model with particle swarm optimization to predict CO 2 emission in China. Wang et al. [56] , Zhu and Wei [57] , and Qu et al. [58] adopted a genetic algorithm, particle swarm optimization algorithm, and bat algorithm, respectively, for the ensemble forecasting model. The artificial bee colony (ABC) algorithm combines the advantages of local deep search and global-wide search and exhibits good performance for seeking the best integrated solution, and the ABC algorithm is simple to operate and easy to implement [59] .
Energies 2020, 13, 550 5 of 25 In this paper, a predictive analysis framework based on the ABC algorithm is proposed in this paper for small sample, nonlinear, and chaotic time series. Seven base models, including SES, ARIMA, SVR, BPNN, GRNN, RBFNN, and ELM, are used for energy demand forecasting, and the ABC algorithm is implemented to combine the base model predicted results.
Forecasting Framework and Methods
In this section, the framework and methods of energy demand forecasting are mainly discussed. First, the ensemble framework of energy demand forecasting is introduced, and the applied base models are described. Finally, crucial information on the ABC ensemble algorithm is provided.
Ensemble Framework of Energy Demand Forecasting
To better forecast energy demand under multi-factor disturbance, this paper presents the ensemble framework of energy demand forecasting ( Figure 1 ) and the pseudo-code of the ensemble forecasting model, as shown in Appendix B Table A3 . The ensemble framework is divided into four stages:
(1) Influence index selection, (2) data preprocessing, (3) forecasting model training and testing, and (4) future energy demand forecasting.
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Forecasting Framework and Methods
Ensemble Framework of Energy Demand Forecasting
To better forecast energy demand under multi-factor disturbance, this paper presents the ensemble framework of energy demand forecasting ( Figure 1 ) and the pseudo-code of the ensemble forecasting model, as shown in Appendix B Table A3 . The ensemble framework is divided into four stages: (1) Influence index selection, (2) data preprocessing, (3) forecasting model training and testing, and (4) future energy demand forecasting. 
Factor Selection
Energy systems are complex nonlinear systems, and energy demand is affected by various socioeconomic factors, such as the GDP, CPI, economic structure, and energy efficiency. To more accurately forecast China's future energy demand, it is crucial to systematically analyze the influencing factors of energy demand. By reviewing the literature, this paper selected the indicators that affect energy demand (Table 3 ).
In addition, correlations, r, between the energy demand and selected factors are listed, and p is used to test the hypothesis that there is no relationship between the observed phenomena (null hypothesis). All of the selected factors pass the correlation test under the condition of α = 95%. The urbanization rate is one of the strongest factors of energy demand. Furthermore, a significant negative correlation between technological progress and energy demand is observed ( Figure 2 ). In fact, the correlation plot ( Figure 2 ) revealed that the ES exhibits a weak positive correlation with energy demand. 1 Gross domestic product (GDP) 0.965 0.0000 2 Industrial structure (IS) 0.887 0.0000 3
Energy structure (ES) 0.328 0.0387 4
Technological innovation (TI) −0.697 0.0000 5
Urbanization rate (UR) 0.978 0.0000 6
Population (Pop) 0.873 0.0000 7
Consumer price index (CPI) 0.959 0.0000 8
Energy demand (ED) 1.000 --Note: Correlation in r is considered significant if the off-diagonal elements of p are less than the significance level (0.05).
In addition, correlations, r, between the energy demand and selected factors are listed, and p is used to test the hypothesis that there is no relationship between the observed phenomena (null hypothesis). All of the selected factors pass the correlation test under the condition of  = 95%. The urbanization rate is one of the strongest factors of energy demand. Furthermore, a significant negative correlation between technological progress and energy demand is observed ( Figure 2 ). In fact, the correlation plot ( Figure 2 ) revealed that the ES exhibits a weak positive correlation with energy demand. 
Data Preprocessing
Actually, the collected datasets are extremely sensitive to various differences (such as data frequency, noise, original units, magnitude, and missing values). These differences or errors in the raw data might result in a considerable deviation in the forecasted results. Therefore, it is crucial to preprocess the data to ensure reliability during knowledge mining. Generally, data preprocessing involves the following processes. 
Actually, the collected datasets are extremely sensitive to various differences (such as data frequency, noise, original units, magnitude, and missing values). These differences or errors in the raw data might result in a considerable deviation in the forecasted results. Therefore, it is crucial to preprocess the data to ensure reliability during knowledge mining. Generally, data preprocessing involves the following processes.
•
Data cleaning: Data cleaning is mainly utilized to fill in missing values, remove noise, monitor outliers, and deal with differences in datasets.
Data transformation: The data transformation process involves several methods, including the transformation of multiple files into a unified available data format as well as feature extraction. • Data standardization: Due to the different dimensions of data, large differences in the magnitude of collected data exist, often leading to large deviations in data analysis. Therefore, it is crucial to conduct the standardized processing of data to eliminate effects of dimensions and magnitude.
The following Formula (1) is adopted in this paper:
where x ik represents the data of the k-th element corresponding to the i-th influencing factor after standardization, and X i represents the sequence corresponding to the i-th influencing factor. to obtain optimal parameters, and then the data from the test set are used to test the generalization performance of the model.
The processed data are presented in the Appendix A Table A2 .
Forecasting Model Training and Testing
At this stage, the collected data are mainly used to train and test the forecasting model. The model is trained by training set data. If the training results meet the requirements, the model parameters are saved; otherwise, the model parameters with the best prediction accuracy and generalization performance are retrained until they are obtained.
Forecasting Future Energy Demand
To predict the future energy demand, the input data (influencing factors) need to be predicted. For the time series data of influencing factors, the trend extrapolation method for forecasting is adopted ( Figure 3 ). The future energy demand data can be obtained by inserting the data into the integrated model.
where ik x represents the data of the -k th element corresponding to the -i th influencing factor after standardization, and i X represents the sequence corresponding to the -i th influencing factor.  Data partitioning: To train and test the prediction model, observation values need to be divided into training sets and test sets. The data from the training set are used to train the prediction model to obtain optimal parameters, and then the data from the test set are used to test the generalization performance of the model.
Forecasting Model Training and Testing
Forecasting Future Energy Demand
To predict the future energy demand, the input data (influencing factors) need to be predicted. For the time series data of influencing factors, the trend extrapolation method for forecasting is adopted ( Figure 3 ). The future energy demand data can be obtained by inserting the data into the integrated model. 
Base Models
The time series of energy demand exhibit nonlinear and chaotic characteristics. It is affected by various factors, such as the economic development level, technology innovation, and total 
The time series of energy demand exhibit nonlinear and chaotic characteristics. It is affected by various factors, such as the economic development level, technology innovation, and total population. Meanwhile, the annual energy demand belongs to the small sample, presenting higher requirements on the performance of the prediction model. Hence, the traditional econometric models and emerging machine learning models were selected as base models in this section. The detailed information about the selected base is as follows.
Autoregressive Integrated Moving Average
The ARIMA model is a combination of the autoregressive moving average model with differencing. It can be described as ARIMA (p, d, q), where p and q represent the lagged values of autoregressive and moving average sections, respectively [60] . d denotes the number of differences in the time series. Generally, the ARIMA model can be expressed by the following formulations:
where X t denotes the actual value at time period t; ϕ i (i = 1, 2, . . . , p) and θ j (j = 1, 2, . . . , q) are parameters to be estimated; and ε are the random errors, which are assumed to be independently and identically distributed with a mean of zero and a constant variance of δ 2 .
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Second Exponential Smoothing
Exponential smoothing is a classical time-series prediction method with a small sample, which is widely used due to its high operability. SES eliminates the random fluctuation in the historical statistical sequence and finds the main trend of its development. It is suitable for simple time series analysis and short-and medium-term prediction. Figure 4 shows the flow chart of the SES model.
The prediction formula is expressed by Equation (5):
(1)
where  is the smoothing factor, and T is the lead time of the forecast. Assume that X 0 , X 1 , · · · , X n are the observations of the time series, and S
Support Vector Machine
t are the first and second exponential smoothing values of the observation, respectively:
where α is the smoothing factor, and T is the lead time of the forecast.
SVM developed by Cortes C and Vapnik V is the most popular, robust, and widely used intelligence method [61] . SVM exhibits a good performance for dealing with small samples, as well as high-dimensional nonlinear problems. Assume that there is a training sample set
where w and b are the model parameters to be solved.
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It is imperative to adopt a transformation function, φ :
, to all points in the input space for capturing nonlinear data features. The modified mapping function is expressed as follows:
The ε linear insensitive loss function is defined as follows:
where f (x) denotes the forecasting value, and y represents the observed values.
Formally, the SVR model can be expressed as a convex optimal problem as follows:
where ε i , ε * i are the slack variables, C is the penalty factor, and ε is the error requirement of the regression function. The above problem in Equation (10) can also be expressed in its dual form as follows:
where
By setting the optimal solution of the above equation as a = [a 1 , a 2 , · · · , a l ] and a * = [a * 1 , a * 2 , · · · , a * l ], Equations (13) and (14) can be obtained:
where N nsv is the number of support vectors. Therefore, the regression function is shown in Equation (15):
Artificial Neural Networks
ANNs has been a research hotspot in the field of artificial intelligence since the 1980s. The ANN abstracts the neural network of a human brain from the perspective of information processing, builds some simple models, and forms different networks according to different connection modes. A neural network is an operational model comprising a large number of nodes (or neurons) connected to each other. Each node represents a specific type of an output function called an activation function. The connection between each node represents a weighted value of the signal passing through the connection, known as weight, which is equivalent to the memory of the ANN. The output of the network varies according to the connection mode, weight value, and excitation function [62, 63] . In this paper, three models of BPNN, RBFNN, and GRNN, respectively, are mainly introduced.
Extreme Learning Machine
ELM is a simple efficient algorithm that does not require the tuning of parameters and exhibits extremely rapid learning speeds [64] . The network of an ELM training model is a single-hidden-layer feed-forward neural network structure ( Figure 5 ).
Artificial Neural Networks
Extreme Learning Machine
ELM is a simple efficient algorithm that does not require the tuning of parameters and exhibits extremely rapid learning speeds [64] . The network of an ELM training model is a single-hidden-layer feed-forward neural network structure ( Figure 5) . Take N data samples (x i , y i ), i = 1, 2, · · · , N as an example, where the input data are x i = [x i,1 , x i,2 , · · · , x i,N ] and the output data are y i = [y i,1 , y i,2 , · · · , y i,M ]. The ELM algorithm is as follows:
Assume that single-layer feed-forward neural networks (SLFNs) with L hidden layer nodes and activation function g(a, b, x) can fit N data samples with non-errors, indicating that the presence of the parameters a i , b i , β i , i = 1, 2, · · · , L makes Equation (16) true:
Equation (16) can be represented by a matrix as follows:
where H is the output matrix of the hidden layer, the i-th column represents the output of (x 1 , · · · , x N ) at the i-th hidden layer node, and the j-th row represents the output of (x 1 , · · · , x N ) on all hidden layer nodes.
In most cases, the number of the hidden layer nodes, L, is less than the number of samples, N, making it difficult for the constructed neural network to approximate Equation (16) . By using E to represent the error between the output of the training sample and the actual output, Equation (18) is obtained:
Combining Equations (17) and (18), Equation (17) can be expressed as Equations (19)- (21):
where ε indicates any small number, which can ensure t j can approach y j infinitely.β is the optimal solution of Equation (22), and H + is the Moore-Penrose generalized inverse of the hidden layer output matrix, H.
Artificial Bee Colony Ensemble Algorithm
The ABC algorithm is a random search meta-heuristic global optimization algorithm, which divides worker bees into three categories: Employed bees, onlooker bees, and scout bees [65] . Employed bees and onlooker bees are used for mining honey sources while scout bees search for new honey sources. The location of nectar sources is the result of the optimization problem. First, a group of initial solutions (honey source) are randomly generated from the feasible domain, and all employed bees conduct a domain search. Second, the scout bees randomly search the honey source and record the current best solution. Then, the onlooker bees choose honey sources according to some strategies and conduct a random search to record the best solution. Finally, the honey source that falls into the local optimal point is replaced by the randomly generated honey source, and the global optimal solution is finally obtained after several iterations [66] . Figure 6 shows the schematic of the ABC algorithm.
To better demonstrate the algorithm flow, this paper gives the pseudo-code of the ABC algorithm in the Appendix B Table A4 . 
Empirical Analysis

Datasets
In this paper, an energy demand series was investigated for forecasting analysis. The primary energy consumption/demand data of China from 1978 to 2017 were collected from the Wind database, BP statistical review of world energy (https://www.bp.com/en/global/corporate/energyeconomics/statistical-review-of-world-energy.html), and the China National Bureau of Statistics database (http://www.stats.gov.cn/). All the original data are listed in the Appendix A Table A1 . Figure 7 shows the raw demand series and energy demand increase rate. Meanwhile, factors, such as the GDP, industrial structure, energy structure, technological innovation, urbanization rate, population, and CPI, were selected as exogenous variables. All of the series are yearly data from 1978 to 2017 including 40 observations. For the training and testing model, the series wre partitioned into two parts. The observations from 1978 to 2012 were regarded as the training samples, and the remainder were testing samples. 
Empirical Analysis
Datasets
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Error Metric and Statistic Test
The chosen error metric should reflect the forecasting performance of the models from different aspects. In view of this, three indicators were adopted herein: Root mean square error (RMSE) and mean absolute percentage error (MAPE). These indicators have been widely utilized in recent years: 
where n is the size of the predictions, and t y and ˆt y represent the observed value and predicted value, respectively. Besides, to test the difference in the model prediction performance from the statistical aspect, the Diebold-Mariano (DM) statistical test was introduced to determine whether the prediction accuracy of model A is significantly better than that of model B. The null hypothesis of DM is that the prediction accuracy of model A is no greater than that of model B, that is, the prediction error 
cov( , )
The unilateral test of DM statistics can effectively identify the superiority of model A over model B according to the DM statistics and its p value.
Parameter Settings
To test the superiority of the proposed framework, six forecasting base models and one simple average ensemble model were established and applied as benchmarks. First, the ARIMA and SES models that exhibit better performance for small-sample nonlinear time series were selected. Then, 
Error Metric and Statistic Test
The chosen error metric should reflect the forecasting performance of the models from different aspects. In view of this, three indicators were adopted herein: Root mean square error (RMSE) and mean absolute percentage error (MAPE). These indicators have been widely utilized in recent years:
where n is the size of the predictions, and y t andŷ t represent the observed value and predicted value, respectively. Besides, to test the difference in the model prediction performance from the statistical aspect, the Diebold-Mariano (DM) statistical test was introduced to determine whether the prediction accuracy of model A is significantly better than that of model B. The null hypothesis of DM is that the prediction accuracy of model A is no greater than that of model B, that is, the prediction error e A,t = x t −x A,t of model A is greater than or equal to the prediction error e B,t = x t −x B,t of model B [67] . Accordingly, DM test statistics can be given by Equations (25)-(27):
Parameter Settings
To test the superiority of the proposed framework, six forecasting base models and one simple average ensemble model were established and applied as benchmarks. First, the ARIMA and SES models that exhibit better performance for small-sample nonlinear time series were selected. Then, five emerging machine learning models, i.e., SVR, BPNN, GRNN, RBFNN, and ELM models, were adopted. For the ARIMA model, the autocorrelation function (ACF) and partial autocorrelation function (PACF) are widely used to determine the orders of the autoregressive and moving averages process [68] . ACF measures the correlation between time-series and its lags while PACF are the correlation coefficients between time-series and its lags without the influence of members in between. The lags of the autoregressive process are usually determined by the PACF diagram while the lag value of the moving averages process is determined by the ACF diagram. In this paper, parameters p and q were all set to be 5 according to the ACF and PACF diagrams. As the second-order difference of the original sequence is stable, d was set as 2. As for the SES model, the smoothing factor α was set to 0.7.
For artificial neural networks, it is widely accepted that a feed-forward network with one hidden layer and enough neurons in the hidden layers can fit any finite input-output mapping problem [64] . Therefore, the BPNN was set as a standard three-layer neural network, including an input layer, one hidden layer, and output layer [67] . The number of hidden layer nodes was set to 20 according to Zhao et al. [67] as a small number of hidden nodes results in an inaccurate fitting and too much results in local optimums. There are four layers, i.e., input layer, pattern layer, summation layer, and output layer, respectively, in the GRNN model. The number of nodes in the input layer is equal to the dimensions of the input vector. The spread of the radial basis function in the RBF model was set to 1, and the number of input neurons was equal to the number of columns in the data matrix.
Also according to Zhao et al. [67] , Godarzi et al. [69] , and Yu et al. [70] , the kernel function was set to the Gaussian kernel function, and C and gamma were respectively set as iqr(Y)/1.349 and 1, where iqr(Y) is the interquartile range of the processed target series. Besides, the number of neurons in the hidden layer was equal to the number of training samples in the ELM model. The sigmoid function was selected as the activation function.
For the ABC ensemble algorithm, the size of the bee colony was set to 100, and the maximum number of loop iterations was 1000. All of the mentioned forecasting models were run 20 times by using MATLAB R2016a software: (2016a, MathWorks, Natick, MA, USA). The average results are shown in the following sections.
Forecasting Error and Statistical Test
In this section, according to the error metric criteria (i.e., RMSE and MAPE), the forecasting error of out-of-sample data for eight benchmark forecasting models and the established model is shown. Then, the DM test was conducted for testing the significance level of the difference between any two models. Figure 8a plots the actual values of the energy demand (line) and the forecasted values (bar) of each model, and Figure 8b shows the absolute errors of each forecasting model. From the diagram of the prediction fitting curve (Figure 8a) , the benchmark models and the proposed ensemble forecasting model are effective, reflecting that the selected models are rational. In addition, the out-of-sample prediction performance of the GRNN and RBFNN models is not very good. Such a conclusion can also be verified from Figure 8b For the in-depth analysis of the prediction performance, two evaluation indexes were calculated. Table 4 summarizes the performance of each model, including RMSE and MAPE, as well as the mean value of the statistics. For the in-depth analysis of the prediction performance, two evaluation indexes were calculated. Table 4 summarizes the performance of each model, including RMSE and MAPE, as well as the mean value of the statistics. First, by the comparison of the base prediction models, including SES, ARIMA, SVR, and ANN, the ELM model exhibits the best prediction performance probably because the parameters do not need to be adjusted in the training process for the use of the ELM algorithm, and the unique optimal solution can be obtained by setting the number of neurons in the hidden layer. In addition, the ELM algorithm exhibits advantages of a rapid learning speed and good generalization performance. For the remaining base models, ARIMA exhibits better performance than SES, SVR, BPNN, GRNN, and RBFNN on the part of RMSE and MAPE, reflecting that ARIMA can forecast small-sample time series.
Once the ensemble prediction model is considered, the prediction model (the ensemble model with the ABC algorithm, E_ABC) proposed herein exhibits the best prediction performance. This model exhibits the lowest RMSE and MAPE. The comparison of the two integrated models revealed that E_ABC exhibits a better performance than E_AVE with respect to the criteria of RMSE and MAPE. For example, the RMSE values for E_ABC and E_AVE are 9.46 and 25.52, respectively. The RMSE of model E_ABC is less than half that of model E_AVE. Meanwhile, the MAPE values for E_ABC and E_AVE are 0.21% and 0.51%, respectively. The MAPE of E_AVE is considerably greater than that of E_ABC.
Besides, the prediction performance of the simple average ensemble model (E_AVE) is worse than that of some base prediction models (i.e., ELM and ARIMA model), possibly because the simple average ensemble method ignores the correlation between base models, and the number of base models is relatively small. The ensemble model with the ABC algorithm (E_ABC) makes use of the prediction results of each base model to train the model and to minimize the absolute error. The optimal training results can be obtained without considering the correlation between base models.
Finally, the results revealed that the integrated model E_ABC exhibits the best performance due to its lowest RMSE and MAPE. Hence, the integrated model E_ABC is powerful for energy demand forecasting. Table 5 summarizes the empirical results from the DM test, as well as the p values of the relevant statistics between any two models. For explanation purposes, in Table 5 , the p value in row 2, column 2 is 0.0081 and less than 0.01, indicating that the test rejects the null hypothesis (i.e., there is a significant difference between the forecasted results of ARIMA and SES) at a 99% confidence level. By focusing on the DM test in Table 5 , in the last row, the p values represent the statistical test results of the proposed ensemble model (E_ABC) and other benchmark models. The p values are all less than 0.1, indicating that there is a significant difference between the forecasting results of the integrated model E_ABC and those of eight benchmark models at a 90% confidence level. For example, the p values in row 9, columns 2, 3, 4, and 7 are less than 0.01; hence, the proposed model is better than SES, ARIMA, SVR, and RBFNN at a 99% confidence level. Considering the forecasting accuracy of all models in Table 5 , the forecasting accuracy of the integrated model E_ABC is considerably better than that of the above-mentioned eight models from the statistical perspective. Generally, the integrated model E_ABC is confirmed to exhibit good performance for energy demand forecasting according to the error metric and DM statistic test.
Except for the forecasting accuracy comparison with the benchmark models listed in Tables 4  and 5 , this paper compares the experimental results with other related works [30] [31] [32] [33] 35] . As presented in Equation (24), the value of MAPE eliminates the magnitude of the predicted target and can directly reflect the prediction accuracy of the model. Table 6 presents the MAPE value of the various energy demand forecasting experiments (including different forecasting target and data set). The MAPE of the E-ABC model is the lowest compared with the others. 
Future Energy Demand Forecasting Results
In this section, the integrated model E_ABC with a good prediction performance was applied to forecast the future energy demand of China. However, the out-of-sample information was required to forecast the energy demand from 2018 to 2022.
According to the 13th Five Year Plan proposed by the State Council, the economic growth rate will be greater than 6.5% by 2020, which is authoritative and representative to a certain extent. Thus, in this study, a GDP growth rate of 6.5% was used to calculate the GDP from 2018 to 2022. With respect to the other influencing factors, all of them belong to small samples; hence, the trend extrapolation method typically performs better than the others. In view of this, we applied the trend extrapolation and rolling regression methods to predict the data of each influencing factor for the next 5 years in this paper (Table 7 ). Table 8 summarizes the forecasting results and growth rate for the proposed ensemble model (E_ABC) in this study, and Figure 9 summarizes the growth rate and energy demand, including the actual and forecasted data. The forecasting results revealed that the energy demand of China will maintain a steady growth trend. By 2022, the energy demand of China will reach 3429 million tons of the standard coal equivalent, corresponding to an increase of 9.48% compared to the energy demand in 2017 and an average annual growth rate of 1.897%. With respect to the growth rate of the future energy demand, the forecasted results revealed a steady fluctuation trend: The growth rate increases to 3.02% in 2018 and then decreases to 1.38% from 2019 to 2022. From Figure 9 , the growth rate of the energy demand is clearly leveling off gradually. to 3.02% in 2018 and then decreases to 1.38% from 2019 to 2022. From Figure 9 , the growth rate of the energy demand is clearly leveling off gradually. 
Discussion
By comparing the forecasting performance of the two categories models (single model and ensemble model), the ensemble models were verified to perform the best in forecasting energy demand, since the ensemble model achieves the highest forecasting accuracy in terms of MAPE and RMSE, which further supports that the ensemble model can be chosen as a powerful algorithm in forecasting energy demand.
When two ensemble models were compared, the results indicated that the prediction model (E_ABC) proposed herein exhibits the best prediction performance, which exhibited the lowest RMSE and MAPE. Meanwhile, the MAPE values for E_ABC and E_AVE are 0.21% and 0.51%, respectively. The MAPE of E_AVE is considerably greater than that of E_ABC. The ensemble model with the ABC algorithm (E_ABC) makes use of the prediction results of each base model to train the model and to minimize the absolute error.
Furthermore, the forecasting accuracy of the integrated model E_ABC is considerably better than that of the above-mentioned eight models from the statistical perspective. Generally, the integrated model E_ABC is confirmed to exhibit a good performance for energy demand forecasting according to the error metric and DM statistic test.
In summary, according to the above experiments analyzed in Sections 4.4 and 4.5, three main results can be drawn as follows: (1) The ensemble model established in this study is significantly superior to some other benchmark prediction models just in terms of the forecasting accuracy and hypothesis test; (2) the proposed ensemble approach with the ABC algorithm can be employed as a promising framework for energy demand forecasting in terms of the forecasting accuracy and hypothesis test; and (3) the results for the forecasting of the future energy demand by the ensemble model revealed that the energy demand of China will maintain a steady growth trend. 
In summary, according to the above experiments analyzed in Sections 4.4 and 4.5, three main results can be drawn as follows: (1) The ensemble model established in this study is significantly superior to some other benchmark prediction models just in terms of the forecasting accuracy and hypothesis test; (2) the proposed ensemble approach with the ABC algorithm can be employed as a promising framework for energy demand forecasting in terms of the forecasting accuracy and hypothesis test; and (3) the results for the forecasting of the future energy demand by the ensemble model revealed that the energy demand of China will maintain a steady growth trend.
Conclusions and Further Research
The scientific accurate prediction of energy demand is crucial for the rational formulation of energy policies, and also for the basis of ensuring the security of the energy supply. However, it is difficult to accurately predict energy demand because of the complex relationship between the energy demand and a series of influencing factors. In this context, a novel ensemble forecasting framework was proposed, which offers a complement to both traditional and data-driven forecasting techniques.
In this approach, the artificial bee colony algorithm (ABC), a type of a meta-heuristic global optimization algorithm with a random search, was adopted to integrate the monolithic forecast models. As the ABC algorithm combines the advantages of a local deep search and global-wide search, an ensemble model with better predictive performance can be obtained. In the empirical study, the performance of the proposed integrated model was better than those of the benchmark machine learning models (i.e., SES, ARIMA, SVR, ANN, and ELM) and the simple average integrated prediction model in terms of the evaluation criteria (i.e., RMSE, MAPE, and statistic test), indicating that the proposed approach can be used as a promising tool for energy demand forecasting. Besides, the results obtained for the forecasting of the future energy demand by the ensemble model (E_ABC) revealed that the energy demand of China will maintain a steady growth trend. By 2022, the energy demand of China will reach 3429 million tons of the standard coal equivalent, corresponding to an increase of 9.48% compared to the energy demand in 2017 and an average annual growth rate of 1.897%.
Although the proposed integrated model exhibits good prediction performance, there is still considerable room for improvement. Various factors are well known to affect the energy demand, not only those selected herein. If those factors can be considered in the proposed integrated model, the prediction performance may be considerably better. In addition, energy demand forecasting faces more challenges due to the data frequency and data type. Hence, the use of text mining technology to expand data types and broaden the data frequency has become the focus of our future research. 
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