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Reaction rates are a complicated function of molecular interactions, which can be selected from
vast chemical design spaces. Seeking the design that optimizes a rate is a particularly challenging
problem since the rate calculation for any one design is itself a difficult computation. Toward
this end, we demonstrate a strategy based on transition path sampling to generate an ensemble of
designs and reactive trajectories with a preference for fast reaction rates. Each step of the Monte
Carlo procedure requires a measure of how a design constrains molecular configurations, expressed
via the reciprocal of the partition function for the design. Though the reciprocal of the partition
function would be prohibitively expensive to compute, we apply Booth’s method for generating
unbiased estimates of a reciprocal of an integral to sample designs without bias. A generalization
with multiple trajectories introduces a stronger preference for fast rates, pushing the sampled designs
closer to the optimal design. The single- and multiple-trajectory implementations are illustrated for
the escape of a particle from a Lennard-Jones potential well of tunable depth.
I. INTRODUCTION
One of the most challenging and important aims of the-
oretical and computational chemistry is the calculation of
rates. The speed of chemical events can vary over many
orders of magnitude, ranging from electron transfer on a
femtosecond timescale to material aging over millennia.
Direct simulation of quantum or classical dynamics can
provide access to these fastest timescales, but numerically
computing rates for activated processes is notoriously dif-
ficult due to the rare event problem [1–4]. To combat this
problem, several related methodologies have been devel-
oped based on the connection between time correlation
functions and rate constants [3, 5–12]. Crucially, those
correlation functions can often be calculated from dy-
namical trajectories of modest length using methods like
transition path sampling [3, 13–22], transition interface
sampling [23–25], and forward flux sampling [26–31].
In principle, one should thus be able to attack chem-
ical design problems—problems like determining what
side chains of a peptide most effectively amplify a rate
of catalysis. In practice, it becomes very expensive to
perform a converged rate calculation for every candidate
design. One approach to circumvent this expense is to
sample the design space with a random walker, statis-
tically biased to spend most of its time visiting designs
with fast rates. Let λ denote all parameters one seeks to
design; these could be particle charges, amino acid iden-
tities, Lennard-Jones parameters, bond strengths, equi-
librium bond lengths, etc. Each design has some rate
constant k(λ), and one might hope to sample possible
designs from the probability distribution with probabil-
ity density P (λ) ∝ k(λ), thereby giving extra statisti-
cal weight to those designs with faster rates. A sim-
ple, straightforward way to sample designs is to carry
out a Markov Chain Monte Carlo (MCMC) simulation,
consisting of three iterated steps: (1) attempt to transi-
tion from design λ to a new design λ′ with probability
Pgen(λ → λ′); (2) compute a converged rate calculation
of both k(λ) and k(λ′); (3) accept the new design with
probability
Pacc[λ→ λ′] = min
[
1,
Pgen(λ
′ → λ)k(λ′)
Pgen(λ→ λ′)k(λ)
]
. (1)
While this procedure would steer the sampled designs
toward those with faster rates, it requires high-quality
converged rate calculations for every proposed λ.
To radically reduce the computational expense, one
might instead hope to carry out the MCMC dynamics
with noisy estimates for k(λ), akin to Ceperley and Dew-
ing’s penalty method for random walks with noisy en-
ergies [32]. The essential idea is to execute a random
walk in the higher dimensional space of designs and re-
active trajectories, those that transition from reactant to
product in a fixed observation time tobs. Every step of
the Monte Carlo procedure outlined in Eq. (1) requires a
converged rate calculation to decide whether to accept a
newly proposed design, but each step of the joint-space
random walker uses a noisy estimate of that rate. This
noisy estimate characterizes how probable it is to gen-
erate a reactive trajectory given the design λ, assuming
the trajectory was initialized in an equilibrium reactant
configuration.
The requirement that reactive trajectories be initial-
ized in an equilibrium ensemble presents a significant
technical problem, the resolution of which is the focus
of this manuscript. The challenge is that computing the
acceptance probability for a Monte Carlo step requires
the Boltzmann probability of the initial condition, which
depends on a design-dependent canonical partition func-
tion. Were the design held fixed, a ratio of identical par-
tition functions would cancel in the Monte Carlo accep-
tance formulae. Without that cancellation, the MCMC
procedure requires unbiased estimates of the reciprocal of
the partition function. In this manuscript, we show how
those estimates can be obtained using Booth’s method
for generating unbiased estimates of integrals [33]. By
applying that strategy to the rate design problem, we
can sample P (λ) ∝ k(λ) using only unconverged, noisy
rate estimates. A stronger preference for designs with
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2large rates is applied by introducing L independent tra-
jectories to sample P (λ) ∝ k(λ)L.
This manuscript is split into two parts. We review
and develop the theoretical tools in Section II. We then
illustrate the methodology on a minimal toy model—
sampling different strengths of attraction between two
Lennard-Jones particles in proportion to their unbinding
rate— in Section III. We close with a discussion of the
outlook for applying the work beyond toy models.
II. THEORY
A. Reaction rates and trajectory-space sampling
Consider the phase space of a classical system, x =
{r,p}, which consists of a set of positions of all N
particles, r = {r1, r2 . . . rN}, and their momenta, p =
{p1,p2 . . .pN}. The total energy of this system is given
by the Hamiltonian H, the sum of the kinetic energy K
and potential energy U : H(x;λ) = U(r;λ) + K(p;λ).
The energy depends not only on r but also on some
parameters λ, which could include particle charges,
Lennard-Jones parameters, bond strengths, etc. In this
work we imagine these “design parameters” to be time-
independent and controllable . A system evolving under
H(x;λ) traces out trajectories in phase space that we
denote −→x . We will focus on discrete time-evolution gen-
erated by numerical integration such that the trajectory
is a sequence of M+1 points in phase space separated by
increments of time ∆t: −→x = {x(0),x(∆t), . . . ,x(tobs)},
with observation time tobs = M∆t.
Chemical systems tend to be high-dimensional
with potential energy surfaces that possess multiple
metastable basins. Trajectories occupy a metastable re-
gion of phase space for relatively long periods of time
before making rare transitions to another metastable re-
gion. In the simplest scenario, there are two principal,
non-overlapping basins, A and B, which correspond re-
spectively to reactants and products. Provided the tran-
sitions are rare, there exists a first-order rate constant
kAB(λ) that depends on the particular design. If each
A→ B transition is independent of previous transitions,
e.g., if memory is lost, then the process is Poissonian with
the time between reactions, τ , coming from the distribu-
tion
P (τ |λ) = kAB(λ)e−kAB(λ)τ . (2)
The probability that a trajectory, starting in A, will ex-
hibit at least one reaction in time tobs is thus given by∫ tobs
0
dτ kAB(λ)e
−kAB(λ)τ = 1− e−kAB(λ)tobs
≈ kAB(λ)tobs. (3)
The final approximation is justified when tobs 
1/kAB(λ), in which case trajectories only have time for
either zero or one reaction event.
Following Ref. [3], the probability of a reaction can also
be computed as
Preaction(λ, tobs) =
∫ D−→x hA(x(0))hB(x(tobs))P (−→x |λ)∫ D−→x hA(x(0))P (−→x |λ) ,
(4)
where hA and hB are indicator functions that evaluate
to zero or one so as to constrain trajectories to begin as
reactants and end as products. Here, the probability of
trajectory −→x given parameters λ is P (−→x |λ), which can
be decomposed in terms of an equilibrium Boltzmann
probability for the initial configuration x(0) times the
(normalized) probability of subsequent dynamics given
that initialization. That is to say
P (−→x |λ) = e
−βH(x(0);λ)
ZA(λ)
P (−→x |λ,x(0)), (5)
where ZA(λ) is the canonical partition function of the
reactant state, β = (kBT )
−1 is the inverse temperature,
and kB is Boltzmann’s constant. Recognizing that the
denominator of Eq. (4) evaluates to 1 as the integral over
a normalized probability density and introducing this de-
composition yields
Preaction(λ, tobs)
=
∫ D−→x hA(x(0))hB(x(tobs))e−βH(x(0);λ)P (−→x |λ,x(0))
ZA(λ)
.
(6)
The denominator,
ZA(λ) =
∫
dx(0)hA(x(0))e
−βH(−→x (0);λ), (7)
measures how λ impacts the Boltzmann probability for
being initialized in a reactant configuration.
Provided tobs  1/kAB(λ), the Poisson description of
Eq. (3) can be equated with the trajectory-space average
of Eq. (6). That equality expresses the rate constant in
terms of a trajectory space average,
kAB(λ) =
1
tobs
∫
D−→x ρ(−→x ,λ), (8)
where
ρ(−→x ,λ) = hA(x(0))hB(x(tobs))e
−βH(x(0);λ)
ZA(λ)
P (−→x |λ,x(0)).
(9)
Upon normalizing, P (−→x ,λ) = ρ(−→x ,λ)/N has the in-
terpretation of a joint distribution over trajectories and
designs, with normalization
N =
∫
dλ
∫
D−→x ρ(−→x ,λ). (10)
If one samples trajectories and designs from that dis-
tribution, the marginal distribution over designs would
therefore be
P (λ) =
∫
D−→x P (−→x ,λ) = tobsN kAB(λ). (11)
3The ratio of rates for designs λ and λ′ is consequently the
relative likelihood of observing λ and λ′ in the sampling
of P (−→x ,λ):
P (λ)
P (λ′)
=
kAB(λ)
kAB(λ′)
. (12)
The goal of sampling P (λ) ∝ kAB(λ) has been reduced
to the problem of sampling the joint distribution P (−→x ,λ)
provided tobs  1/kAB . Eq. (12) would break down if
tobs were too large, so one may imagine using arbitrarily
small tobs. That choice results in a different issue. Rare
A → B transitions occupy A for a comparatively long
time before carrying out a rapid passage over the barrier.
By pushing to smaller tobs, one can excise some of that
waiting time without impacting the mechanism of the
barrier crossing, but there is a minimum amount of time,
tcross, needed to cross. Using an observation time that
is less than this crossing time also causes Eq. (12) to
break down. We therefore require that a suitable tobs
is chosen such that both timescale restrictions are met
(tcross < tobs  1/kAB) for all sampled designs. The
necessary timescale separation is illustrated explicitly for
our Lennard-Jones unbinding problem in Fig. 1.
B. The reciprocal partition function problem
The strategy of Sec. II A allowed us to convert the
problem of sampling P (λ) ∝ kAB(λ) into the higher-
dimensional joint problem P (−→x ,λ) ∝ ρ(−→x ,λ), with ρ
given by Eq. (9). That higher-dimensional space can be
sampled with a Metropolis-Hastings MCMC procedure
by proposing a change from −→x ,λ to some new −→x ′,λ′ ac-
cording to a generation probability Pgen(
−→x ,λ→ −→x ′,λ′).
That proposal move is then conditionally accepted with
probability
Pacc = min
[
1,
ρ(−→x ′,λ′)Pgen(−→x ′,λ′ → −→x ,λ)
ρ(−→x ,λ)Pgen(−→x ,λ→ −→x ′,λ′)
]
. (13)
The acceptance probability depends on the manner that
new designs and trajectories are generated, that is on
Pgen. Specific choices of proposal moves are discussed in
Appendix A, but a typical feature of those strategies is
that the ratio of generation probabilities can be explicitly
computed for any −→x ,λ and −→x ′,λ′. In contrast, it is not
typically possible to compute the ratio of ρ factors in
Eq. (13):
ρ(−→x ′,λ′)
ρ(−→x ,λ) =
ZA(λ
′)−1
ZA(λ)−1
× e
−βH(x′(0);λ′)
e−βH(x(0);λ)
× hA(x
′(0))hB(x′(tobs))
hA(x(0))hB(x(tobs))
× P (
−→x ′|λ′,x′(0))
P (−→x |λ,x(0)) .
(14)
The only problematic term is the ratio of the recipro-
cal of the partition functions. Upon proposing a new λ′,
Eqs. (13) and (14) require that one compute ZA(λ
′)−1,
but computing a partition function is computationally
expensive. Even if one were to exhaustively compute
ZA(λ
′) by sampling phase space, the partition function
would only be known up to some sampling error, and an
unbiased estimate for ZA would give a biased estimate
for Z−1A . Inserting that biased noise into the acceptance
probability would bias the Markov chain’s stationary dis-
tribution.
The problem is quite similar to Ceperley and Dewing’s
consideration of Monte Carlo with noisy energies [32], ex-
cept now the noise comes from imperfect computations of
the ZA(λ)
−1 terms. The resolution is to replace ZA(λ)−1
by an unbiased estimate ̂ZA(λ)−1(η), where the variables
η are all of the random numbers drawn from a distribu-
tion P (η) and used to estimate the reciprocal partition
function. For example, if the estimate requires one to
compute energies of representatively sampled configura-
tions, η would be the random numbers necessary to con-
struct such samples and P (η) would be built up from the
Gaussian or uniform distributions that the computer’s
random number generator used to select those random
numbers. The unbiased estimate will appear naturally
in the acceptance probability when one samples −→x ,λ,
and η in proportion to
ρ˜(−→x ,λ,η) = P (η) ̂ZA(λ)−1(η)hA(x(0))hB(x(tobs))
× e−βH(x(0);λ)P (−→x |λ,x(0)). (15)
To be explicit, proposed changes −→x ,λ,η → −→x ′,λ′,η′
are accepted with probability
Pacc = min
[
1,
ρ˜(−→x ′,λ′,η′)Pgen(−→x ′,λ′ → −→x ,λ)Pgen(η)
ρ˜(−→x ,λ,η)Pgen(−→x ,λ→ −→x ′,λ′)Pgen(η′)
]
.
(16)
We assume that the new estimate of the reciprocal parti-
tion function is generated by drawing new random num-
bers from Pgen(η
′) = P (η′). As before, the ratio of Pgen
terms for−→x and λ in Eq. (13) can be explicitly computed.
The remaining ratio takes the same form as Eq. (14) ex-
cept that ZA(λ)
−1 has been replaced by the estimate
̂ZA(λ)−1:
ρ˜(−→x ′,λ′,η′)Pgen(η)
ρ˜(−→x ,λ,η)Pgen(η′) =
̂ZA(λ′)−1(η′)
̂ZA(λ)−1(η)
× e
−βH(x′(0);λ′)
e−βH(x(0);λ)
× hA(x
′(0))hB(x′(tobs))
hA(x(0))hB(x(tobs))
× P (
−→x ′|λ′,x′(0))
P (−→x |λ,x(0)) .
(17)
The resulting MCMC procedure in −→x ,λ,η space can
therefore accept and reject proposal moves based on the
noisy estimate in lieu of the intractable reciprocal parti-
tion function.
By choosing a noisy estimate that is unbiased, we en-
sure that we will recover the original ρ after marginalizing
over the η variables:
ρ(−→x ,λ) =
∫
dη ρ˜(−→x ,λ,η) (18)
4FIG. 1. (a) Rate constants can be calculated by computing the probability of rare trajectories that execute transitions
between states. Those rate constants depend on the molecular design. In the test system of Sec. III the molecular design is the
choice of well depth of a Lennard-Jones potential. The rare reactive trajectories start in region A and end in region B, given
by the shaded red and blue areas, respectively. (b) An example of an unbinding trajectory that escapes from A to B. The
timescale of the overall rate is labeled as k−1AB and the much shorter timescale of just the escape event is labeled as tcross. (c)
The transition path sampling framework for computing rates requires the separation of timescales: tcross < tobs  k−1AB . The
possible Lennard-Jones well depth  and observation time tobs must be selected so the sampling is confined to the green shaded
region, where that timescale separation is valid. The red line represents the tobs and  range that we numerically sampled in
Sec. III.
because〈
̂ZA(λ)−1
〉
=
∫
dη P (η) ̂ZA(λ)−1(η) = ZA(λ)−1.
(19)
Notably, we have not required a low-variance estimator;
even a high-variance estimate will suffice if it is unbi-
ased. In practice, that variance can affect performance.
A large-variance estimate typically results in more Monte
Carlo rejections than one with low variance [32, 34], but
it could nevertheless be advantageous to use the large-
variance estimate if it is particularly cheap to compute.
From one perspective, the strategies employed are an
exercise in the usefulness of lifts to Monte Carlo meth-
ods [35–39]. We ultimately are interested in sampling
P (λ), a distribution over possible designs, but we access
that distribution by targeting higher-dimensional distri-
butions. A lift from λ to
(−→x ,λ) left us with the problem-
atic reciprocal partition function, which we subsequently
replaced by an estimate via a second lift to
(−→x ,λ,η).
To utilize this final lift, we require a method for gener-
ating unbiased estimates of the reciprocal partition func-
tion, a problem addressed in a more general setting by
Booth [33].
C. Estimating reciprocals of partition functions
The partition function ZA(λ) involves an integral over
all of phase space, both r and p. Because the Hamil-
tonian decouples into a potential energy depending on
positions and a kinetic energy depending on momenta,
the (classical) partition function can be decomposed as
ZA(λ) =
1
C
Z¯(λ)Z˜A(λ), (20)
where
Z˜A(λ) =
∫
drhA(r)e
−βU(r;λ) (21)
is the configurational partition function,
Z¯(λ) =
∫
dp e−βK(p;λ). (22)
is the partition function for the momenta, and C is a
constant that handles the exchange symmetry for iden-
tical particles and the discretization of phase space. For
example, the case of identical classical particles in three
dimensions gives C = h3NN !, where h is Planck’s con-
stant. The integral over momenta Z¯(λ) does not need
to be estimated because the quadratic form of kinetic
energy allows it to be computed explicitly as a Gaussian
integral. In contrast, for all but the simplest potential en-
ergies, we must estimate the configurational contribution
to get estimates of the reciprocal partition functions:
̂ZA(λ)−1 = CZ¯(λ)−1 ̂Z˜A(λ)−1. (23)
In this work we limit ourselves to changes of design that
alter neither C nor Z¯, in which case the contribution to
a Monte Carlo acceptance ratio comes from the ̂Z˜A(λ)−1
term.
That term is the reciprocal of an integral over r, pre-
cisely the situation where Booth’s method provides an
5unbiased estimate [33]. The core insight behind Booth’s
approach is to replace the reciprocal of Z˜A(λ) by a series
expansion and to generate unbiased estimates for each
term in that series. A similar idea, extended to partition
functions of general probability distributions, is outlined
in [40]. Using a geometric series, the expansion can be
written in terms of a fixed reference design λref as
1
Z˜A(λ)
=
1∫
dr hA(r) e−βU(r;λ)
=
(1 + a (1 + a (1 + a (1 + . . .))))∫
dr hA(r) e−βU(r;λref )
, (24)
where
a =
∫
dr hA(r)
(
e−βU(r;λref ) − e−βU(r;λ))∫
dr hA(r) e−βU(r;λref )
= 1− Z˜A(λ)
Z˜A(λref)
(25)
must have a modulus less than one for the series to con-
verge. Though a depends on λ, we have suppressed
that dependence in the notation. It is generally in-
tractable to compute a exactly, but we can get unbi-
ased estimates by sampling independent configurations
r(1), r(2), . . . from the reference Boltzmann distribution
P (r;λref) = hA(r) e
−βU(r;λref )/Z˜A(λref). The ith sam-
pled configuration corresponds to the ith estimate
a(i) = 1− e−β(U(r(i);λ)−U(r(i);λref )). (26)
It is straightforward to confirm that each estimate
a(1), a(2), . . . is unbiased:
〈a(i)〉 =
∫
dr(i) a(i)P (r(i);λref)
= 1−
∫
dr(i)hA(r)e
−βU(r(i);λ)
Z˜A(λref)
= a. (27)
It follows that an unbiased estimate for Z˜(λ)−1 can be
constructed by replacing each instance of a in Eq. (24)
by a(1), a(2), etc.:
1̂
Z˜A(λ)
=
1
Z˜A(λref)
(
1 + a(1)
(
1 + a(2) (1 + . . .)
))
.
(28)
As written, the series would require a to be estimated
an infinite number of times. To be practically useful, we
must convert the infinite series into a finite sum, ideally
one with few terms. Truncation of the series at finite
order, however, would introduce a bias to the estimate.
Like Bhanot and Kennedy’s unbiased estimates of ex [36,
41], Booth constructed an unbiased stochastic truncation
from a “roulette procedure” that randomly chooses when
to truncate the series in Eq. (28) [33]. We use a similar
procedure roulette procedure where samples a(1), a(2), . . .
are generated one by one. After sample a(n) is generated,
it is either incorporated into the nested product or it
triggers the termination. Whether to incorporate a(n) is
determined by two factors: a tunable parameter 0 < R <
1 and the running product
Π(n) ≡
∣∣∣a(n)∣∣∣ n−1∏
i=1
∣∣∣a(i)∣∣∣max [1, R
Π(i)
]
. (29)
If Π(n) < R, then the series is truncated with probability
1− (Π(n)/R). In the event of truncation, the estimate is
constructed from the first n− 1 terms as
1̂
Z˜A(λ)
=
1
Z˜A(λref)
1 + n−1∑
i=1
i∏
j=1
a(j) max
[
1,
R
Π(j)
] .
(30)
Appendix B explicitly shows that this stochastic trunca-
tion yields an unbiased estimate for the reciprocal of the
partition function.
D. Sampling configurations from the reference
distribution
In practice, our unbiased estimates a(i) come from
a library of pre-computed configurations r(i), drawn
from samples of the Boltzmann distribution P (r;λref) ∝
e−βU(r;λref ). Using a standard canonical sampling pro-
cedure with a fixed reference λref , we store K indepen-
dent configurations r(i) along with their respective ref-
erence potential energies U(r(i);λref). These K sam-
ples comprise a library that is generated only once. Ev-
ery estimate of a is generated by drawing a configura-
tion uniformly from this library and calculating a(i) from
Eq. (26). Hence a can be estimated for each new value
of λ using the same pre-sampled reference states.
The effectiveness of the method depends critically on
the choice of the reference parameters λref. Recall that
for the series of Eqs. (24) and (28) to converge, we as-
sumed |a(i)(λ)| < 1 for all i, an assumption that is guar-
anteed by choosing a reference with
U(r;λref) < U(r;λ) +
ln 2
β
(31)
for each sampled configuration r. Since the series should
converge throughout the design sampling process, we fur-
thermore want Eq. (31) to hold for all designs λ. The ref-
erence energy can be made sufficiently low in two ways.
First, we can seek as λref the parameters λ that minimize
U(r;λ) for all configurations r, but a globally optimal
λref may not exist. Indeed, if the minimizing λ depends
on the particular configuration r, it is necessary to sam-
ple configurations according to a shifted reference energy
U(r;λref)+U0. In that case, λref could be any λ (low en-
ergy is better) and the constant offset U0 is chosen such
that
U0 < min
r
(U(r;λ)− U(r;λref)) + ln 2
β
. (32)
6These conditions on the reference energy ensure series
convergence, but the guarantee comes with a computa-
tional cost. By shifting to a more negative reference en-
ergy, the series tends to truncate after more terms. That
trend toward more terms is clear in the U0 → −∞ limit.
Then every a(n) tends to 1, so Π(n) is very slow to de-
cay below R. Consequently, the series seldom chooses
to terminate. A rapidly truncated convergent series thus
demands a reference energy that is as high as possible
without ever violating Eq. (32).
E. Biasing for faster rates with multiple
trajectories
Section II A illustrated how to sample in proportion
to a transition rate kAB(λ). Suppose, however, that
the vast design space has a large design entropy. The
many designs with slow rates would overwhelm the prob-
ability of sampling one of the comparatively few designs
with fast rates. For the sampling procedure to discover
those designs with anomalously fast transition rates, it
generally requires a stronger bias in favor of fast rates.
For example, one could sample designs in proportion to
kAB(λ)
L for some L greater than one. If L is an integer,
this more strongly biased distribution can be sampled in
analogy with Section II A by making use of L indepen-
dent reactive trajectories [42], collectively sampling the
distribution
P (−→x 1,−→x 2, . . . ,−→x L,λ) = 1NL
L∏
l=1
hA(xl(0))hB(xl(tobs))
(33)
× e
−βH(xl(0);λ)
ZA(λ)
P (−→x l|λ,xl(0)).
(34)
Assuming the same timescale separation that led to
Eq. (11), integration over the trajectories indeed leaves
the targeted marginal distribution
P (λ) =
∫
D−→x 1
∫
D−→x 2· · ·
∫
D−→x L P (−→x 1,−→x 2, . . . ,−→x L,λ)
=
[
tobs
N kAB(λ)
]L
. (35)
The multiple-trajectory joint distribution of Eq. (34)
can be sampled with Metropolis-Hastings MCMC
by proposing changes from (−→x 1,−→x 2, . . . ,−→x L,λ) →
(−→x ′1,−→x ′2, . . . ,−→x ′L,λ′) according to some calculable gen-
eration probability Pgen. The changes are conditionally
accepted with acceptance probability
Pacc = min
[
1,
P (−→x ′1,−→x ′2, . . . ,−→x ′L,λ)
P (−→x 1,−→x 2, . . . ,−→x L,λ)
× Pgen(
−→x ′1,−→x ′2, . . . ,−→x ′L,λ′ → −→x 1,−→x 2, . . . ,−→x L,λ)
Pgen(
−→x 1,−→x 2, . . . ,−→x L,λ→ −→x ′1,−→x ′2, . . . ,−→x ′L,λ′)
]
.
(36)
Similar to the case of a single trajectory, one finds that
the ratio of probabilities contains problematic ratios of
reciprocal partition functions:
P (−→x ′1,−→x ′2, . . . ,−→x ′L,λ)
P (−→x 1,−→x 2, . . . ,−→x L,λ) =
ZA(λ
′)−L
ZA(λ)−L
×
L∏
l=1
e−βH(x
′
l(0);λ
′)
e−βH(xl(0);λ)
×
L∏
l=1
hA(x
′
l(0))hB(x
′
l(tobs))
hA(xl(0))hB(xl(tobs))
P (−→x ′l|λ′,x′l(0))
P (−→x l|λ,xl(0)) .
(37)
As before, we replace the reciprocal partition functions
by unbiased estimates. Specifically, ZA(λ)
−L is replaced
by the product of L independent estimates of ZA(λ)
−1,
each computed as described in the previous sections:
ZA(λ)
−L →
L∏
l=1
̂ZA(λ)−1 (38)
A demonstration that the unbiased estimates may be
used in the acceptance probabilities follows in analogy
to Eq. (15). For each of the L estimates, one introduces
a lift to include some noise variables ηl.
III. RESULTS
To illustrate the design sampling with noisy estimates,
we numerically studied the rate of escape from an energy
well as a function of the well depth . The potentially
high-dimensional design λ of Sec. II is just the scalar  for
this application. The toy problem was chosen to be suf-
ficiently simple that brute force rate calculations kAB()
could also be collected to ensure that the procedure sam-
pled designs—in this case well depths —according to
P () ∝ kAB(). Through numerical sampling, we con-
firmed that use of the noisy estimates ˜̂ZA()−1 do not
bias the sampling. We furthermore demonstrate that,
however inconvenient to estimate, the partition function
terms cannot be responsibly neglected; doing so yields a
notable bias.
The specific toy model is the escape of a particle from
from a Lennard-Jones well while evolving with under-
damped Langevin dynamics in three dimensional space.
The energy well takes the familiar form
U(r; ) = 4
[(σ
r
)12
−
(σ
r
)6]
, (39)
where r is distance from the particle to the origin and
σ is the particle radius. We take the A region to be
the bottom of the well, defined by positions with 0.85 ≤
r/rmin ≤ 1.4, with rmin = 21/6σ being the location of the
potential energy minimum. The B region is the unbound
state, reached once r exceeds 4σ. At every moment of
time the particle experiences forces from this potential
7energy as well as a drag force and random fluctuating
force from the underdamped Langevin dynamics. Hence,
p˙(t) = −∇U(r(t); )− γ
m
p(t) + ξ(t), (40)
where γ is a drag and ξ a white noise with 〈ξ〉 = 0 and
〈ξ(t)ξ(t′)〉 = 2γkBTδ(t−t′). We allow our tunable design
parameter  to vary between 7 and 12 kBT , a parame-
ter regime chosen to ensure that escape is a rare event.
For convenience, we nondimensionalize the problem by
setting σ = m = β = 1 and γ = 0.5. This system is
illustrated in Fig. 1.
We split our results into three parts. First we con-
sider a joint Monte Carlo sampling of designs and parti-
cle positions to demonstrate that the noisy estimate for
the reciprocal partition function can be adequately incor-
porated into a Monte Carlo acceptance ratio. We next
perform the joint sampling of designs and trajectories
to extract the dependence of the rate constant on the
well depth in the range  ∈ [7, 12]. Finally, we demon-
strate the enhanced preference for faster rate constants
that comes from simultaneously sampling multiple reac-
tive trajectories.
A. Monte Carlo sampling with reciprocal partition
function estimates
As detailed in Sec. II B, the Monte Carlo sampling over
trajectories and well depths involves the computation of
an acceptance ratio, Eq. (17) containing ˜̂ZA()−1. We
note, however, that the reciprocal partition function en-
ters this ratio not because of the trajectory sampling, but
rather due to the sampling of the initial condition for the
trajectory. To evaluate the consequences of estimating
Z˜A()
−1, we first chose to study a simpler subproblem:
simultaneous sampling of well depths and initial positions
(as opposed to full trajectories).
We constructed MCMC moves that transition from an
old position and well depth, r and , to a new position
and depth, r′ = r+ ∆r and ′ = + ∆. The symmetric
proposal is generated by drawing independent Gaussian
variables ∆r and ∆, each with zero mean and variance
10−4. When a trial move generated ′ outside the range
[7, 12], the move was rejected. Otherwise, the moves were
accepted in one of three different ways: according to the
exact partition function
P (exact)acc = min
[
1, hA(r
′)
Z˜A(
′)−1e−βU(r
′;′)
Z˜A()−1e−βU(r;)
]
, (41)
according to the estimated partition function
P (est)acc = min
1, hA(r′) ̂Z˜A(′)−1e−βU(r′;′)
˜̂ZA()−1e−βU(r;)
 , (42)
or neglecting the partition function altogether
P (ignored)acc = min
[
1, hA(r
′)
e−βU(r
′;′)
e−βU(r;)
]
. (43)
We note that for Eq. (42), one must retain the old esti-
mate for the reciprocal partition function after a rejection
rather than recomputing a new estimate. This need fol-
lows from the fact that we formally consider a random
walk through the η coordinates that produced the noisy
estimate, as described in Sec. II B
Following the logic of the previous section, Eqs. (41)
and (42) should both sample marginal distributions for 
that are uniform, while Eq. (43) samples P () ∝ ZA().
We confirmed these marginal distributions numerically
by sampling particle positions in the Lennard-Jones well,
a comparison made possible by the ease of numerically
computing the exact partition function
Z˜A() = 4pi
∫ 1.4rmin
0.85rmin
dr r2e−βU(r;) (44)
for this toy model with U(r; ) given by Eq. (39).
Fig. 2 gives the joint probability density from sampling
in  and r space using reciprocal partition function esti-
mation, Eq. (42). The marginal distributions in  and r
are shown along their respective axes and give compar-
isons with sampling with the exact partition function,
Eq. (41), and ignoring the partition function contribu-
tions, Eq. (43). We can see that using unbiased recip-
rocal partition function estimation works well, matching
the results obtained from the exact partition functions.
Both the estimated and exact approaches also result in a
uniform marginal distribution across , as expected. By
carefully constructing an unbiased estimation procedure,
we have recovered the proper sampling without having to
laboriously calculate an exact partition function at every
sampled value of . The marginal distribution of  also
shows the effect of the reciprocal partition function ratio
on the sampling procedure. By ignoring this ratio, we
sample  in proportion to Z˜A(), which introduces a bias
that prefers higher values of . The non-uniform distri-
bution reflects the fact that trajectory sampling would
show a preference for some designs not only because of
the propensity to react, but also due to the ease of gener-
ating initial conditions. From Fig. 2, it is clear that this
bias can be significant.
Of course to sample the joint distribution in Fig. 2,
we need to generate estimates for the reciprocal parti-
tion functions. The first step in doing so is to choose an
appropriate reference ref following the considerations of
Sec. II D. For the range  ∈ [7, 12] a value of ref = 12
gives the lowest energy at any value of r due to the mono-
tonically decreasing energy of the Lennard-Jones form
with increasing . There is no need for an offset U0. Us-
ing standard MCMC for fixed ref we generated 10,000 in-
dependent samples of position r and corresponding refer-
ence energy U(r; ref) to construct a library. As described
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FIG. 2. The joint probability densities of  and r for the sampling procedure described by Eq. (42). Marginal probability
densities for  and r are given along their respective axes from the joint distribution. Marginal densities show data from the
sampling procedure using reciprocal partition function estimates Eq. (42) (red), the exact partition function Eq. (41) (dashed
black), and incorrectly ignoring the reciprocal partition function contributions Eq. (43) (dotted black). Distributions were each
collected from 108 Monte Carlo trial moves, and the estimated reciprocal partition functions were computed with a roulette
parameter of R = 0.1 and a reference value of ref = 12. Marginal densities for the estimation procedure and the exact partition
function agree well and the marginal density of  is uniform, as expected. Ignoring the reciprocal partition function introduces
a non-negligible bias; rather than sampling  uniformly, it is sampled in proportion to to Z˜A().
in Sec. II D, we generated a(i) terms in the expansion of
Eq. (30) for arbitrary  by uniformly randomly drawing
samples from the library and evaluating Eq. (26). The
estimates of Fig. 2 were generated with a roulette param-
eter of R = 0.1.
Figure 3(a) shows that regardless of the choice ofR, the
reciprocal partition function estimates remain unbiased.
We highlight that the reciprocal of our stochastic series is
a biased estimate of the partition function itself, as shown
in Fig. 3(b). This bias is expected and not problematic;
our MCMC scheme required unbiased Z˜−1A , not unbiased
Z˜A. Though the parameter R does not introduce a bias
to our reciprocal partition function estimate, it does im-
pact how noisy the estimate is. Decreasing R decreases
the probability of truncation, resulting in a stochastic
sum with more terms. A series with more terms is better
converged since it effectively averages over many more
values of a(i), but the decrease in the noise comes at a
computational expense. Fig. 3c shows that cost of our
estimation procedure, which depends both on R and on
the distance from the reference potential.
Tuning R to select an optimal trade-off between noise
and computational cost is a complicated affair. One ad-
vantage of using estimates to sample is that one can get
by with noise, potentially very large noise without intro-
ducing bias, suggesting that one should favor very cheap,
noisy estimates. However, very noisy estimates can cause
the Markov chain to get stuck in η variables that produce
an overly favorable estimate. Practical implementations
require care—in choosing R, in selecting a reference po-
tential, and in preventing stuck Markov chains—but our
calculations serve as a demonstration of the principle that
the noisy estimates of reciprocal partition functions can
be computed and productively employed.
B. Simultaneously sampling trajectory space and
design space
Having demonstrated the ability to sample the design
and the initial condition, we now want to bias designs
so as to favor fast rates. Section II laid out two routes
to sample P () ∝ kAB(). If we could compute Z˜−1A ex-
actly, we could sample designs and trajectories according
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FIG. 3. (a) Unbiased estimates of the reciprocal partition function ̂Z˜A()−1. (b) Biased estimates of the partition function
Z˜A() constructed by taking the reciprocal of
̂Z˜A()−1. Both estimates are scaled by the value of the exact partition function
at the reference ref = 12 and the exact partition function is given as a dashed black line. (c) The series length when using the
Booth method as a function of the well depth . Different colors represent different roulette parameters with the solid lines giving
the average value and the shaded areas showing the standard deviation. Average estimates of the reciprocal partition function
are indistinguishable from the exact result in (a), demonstrating the unbiased nature of the Booth estimation procedure. The
average estimate values only approach the exact values in the limit R→ 0 in (b), showing that the reciprocal of our unbiased
estimates for Z˜−1A does not yield an unbiased estimate of Z˜A. From (c) we can see that the cost of the estimation method
increases as R decreases and also as the value of  strays further from the reference ref = 12.
to Eq. (9) with a MCMC procedure that updates a tra-
jectory −→x and a design . Otherwise, we could also gener-
ate estimates for the reciprocal of the partition function
to sample Eq (15). As in Section III A, we consider the
Lennard-Jones escape problem because it is reasonable to
implement both routes—using exact and estimated recip-
rocal partition functions—as a demonstration of validity.
Both routes require a random generation of new de-
signs and trajectories, Pgen(
−→x ,  → −→x ′, ′). We make
these proposals in two steps. First, we symmetrically
generate ′ =  + ∆ as in Sec. (III A). Next, we use ′
to generate a new trajectory via a “shooting move” that
re-evolves the stochastic dynamics forward and backward
in time from a randomly selected time [3]. The combined
move is conditionally accepted according to Eq. (13) (ex-
act) or to Eq. (16) (est), both of which require an explicit
calculation of the ratio of generation probabilities, as well
as a measure of the Boltzmann probability of the new tra-
jectory’s initial condition. That Boltzmann probability
of the initial condition is handled as in Sec. III A—we
either compute it exactly (exact) or we generate an un-
biased estimate (est). Unlike Sec. III A, we now must
compute the ratio of the trajectory generation probabil-
ities, a ratio that can be computed explicitly in terms
of the random noise terms for the stochastic dynamics.
Appendix A provides details of the trajectory generation
probability based on the underdamped Langevin integra-
tor of Athe`nes and Adjanor [43].
To confirm that the trajectory sampling approach
yields the rate of unbinding, we additionally computed
the rate constant as a function of well depth kAB() by
brute force. For those brute force calculations, we initial-
ized the Lennard-Jones particle at its potential energy
minimum with a momentum from the Boltzmann distri-
bution then propagated the particle using the numerical
Langevin integration [43] with a time step of ∆t = 0.005.
Once the system reached B we recorded the elapsed time
τ and repeated the procedure. In all we sampled 106
realizations of τ and calculated an estimate of 〈kAB〉 as
1/〈τ〉. In Fig. 4 we overlaid the rate constant data on top
of the marginal distributions of  taken from trajectory
sampling.
Fig. 4 shows that using our reciprocal partition func-
tion estimation procedure works well, as it matches the
data collected when using an exact partition function.
Furthermore, by overlaying the rate constant data we
show that we are indeed sampling  in proportion to the
rate constant, P () ∝ kAB(). Consequently, the ran-
dom walkers executing both the exact and estimation ap-
proaches spend most of their time sampling designs with
fast rates  ≈ 7. In contrast, the random walker that ig-
nores the partition function factor in its acceptance ratio
spends most of its time sampling the slow designs, those
with  ≈ 12. These data confirm that the partition func-
tion term can be very significant in rate design problems,
and that it can be computed approximately in manner
that avoids sampling bias.
C. Sampling with stronger bias for fast rates
As discussed in Sec. II E, visiting designs in propor-
tion to their rates is a relatively weak preference in fa-
vor of sampling designs with fast rates. In high dimen-
sional design spaces, the design entropy overwhelms that
weak preference, so we sought a way to turn up the bias
by sampling P () ∝ k()L with L independent reactive
trajectories. Implementing this scheme follows quite di-
rectly from the previous section. The principal difference
is that a MC move in  and −→x now becomes a move in
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FIG. 4. (left, black axis) Marginal probability densities
of  from simultaneous sampling of the design space  and
of unbinding trajectories. Sampling using the exact recipro-
cal partition functions Eq. (13) gives the dashed black curve
and sampling with estimated reciprocal partition functions
Eq. (16) gives the solid red curve. (right, blue axis) Brute
force estimations of the average rate constants of unbinding
〈kAB()〉 as a function of  given as blue squares. Each tra-
jectory sampling procedure used 108 trial attempts and the
estimation procedure used a roulette parameter R = 0.1 and
a reference value of ref = 12. Each rate calculation consisted
of 106 independent trials. To overlay P () and 〈kAB()〉, the
proportionality constant was fitted by least squares regres-
sion.
,−→x 1,−→x 2, . . .−→x L. Specific computational details are dis-
cussed in Appendix A.
Figure 5 summarizes the result of sampling with L =
1, 2, and 3. The fastest rate of escape occurs with the
shallowest allowed well,  = 7, but with L = 1 there is
still appreciable probability of seeing  fluctuate to subop-
timal values above 9 or 10. By increasing L, the density
near the optimal  grows. Figure 5(a) shows that sam-
pling using the estimated reciprocal partition functions
remains unbiased for L > 1. The more stringent confir-
mation that P () ∝ k()L, or equivalently that logP ()
versus log k() has slope L, is plotted in Fig. 5(b-d).
IV. DISCUSSION
In this manuscript, we have demonstrated how to sam-
ple design spaces with a preference for fast reaction rates.
Our central focus has been the development of a practi-
cal Monte Carlo strategy that samples p(λ) ∝ kAB(λ)L
without bias. Our success studying a toy model with
a scalar design  demands a level-headed assessment of
whether the methodology will scale to more complex
problems with high dimensional λ. As a Monte Carlo
strategy, there is reason to believe that high-dimensional
spaces could be accessible, but here we must highlight
two reasons for caution.
One concern is that our unbiased estimates of ZA(λ)
−1
came from a comparison against a single fixed reference
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FIG. 5. (a) Marginal probability densities of  from joint sam-
pling of the design space  and of L independent unbinding
trajectories, as described in Sec. II E. Accounting for the re-
ciprocal partition function exactly is shown in dashed black
and using the reciprocal partition function estimations in solid
red. (b) The marginal probability densities from the estima-
tion procedure in (a) are plotted against the brute force cal-
culated rate constants (blue squares in Fig. 4) on a log-log
plot for (b) L = 1, (c) L = 2, and (d) L = 3. Power law
scalings are provided in solid black as reference. The brute
force rate constants were fitted to a high-order polynomial for
interpolation purposes. Each trajectory sampling procedure
used 108 trial attempts, and the estimates used a roulette pa-
rameter of R = 0.1 and a reference value of ref = 12. From
(a) we can see that increasing the number of independent
trajectories in the sampling creates a stronger preference for
the fastest unbinding rate, which occurs at  = 7. From (b),
(c), and (d) we conclude that we are sampling according to
P () ∝ kAB()L. The power law scaling at low values of kAB
(high values of ) is noisy for larger L values because slow
values of kAB are rendered particularly rare by using a large
number of independent trajectories.
with energy U(r;λref) + U0. Like the estimation of free
energy differences from importance sampled configura-
tions, efficient computations rely on good overlap with
the reference distribution. In our case, we require the
typical r sampled by U(r;λ) to be similar to those typi-
cally sampled by the reference potential. Adequate over-
lap was simple to achieve in the toy problem due to the
low dimensionality of the design space. We expect greater
difficulty in higher dimensions, where it may be necessary
to generate unbiased estimates of ZA(λ)
−1 using samples
from multiple different reference potentials. We expect
the multistate Bennett Acceptance Ratio method for un-
11
biased free energy calculations likely guides the way [44].
The more significant concern is that the sampling pro-
cedure directly provides an ensemble of decent designs
rather than a single optimal design, yet often it is this
optimal design that is desired. The situation is anal-
ogous with a finite-temperature canonical ensemble re-
turning configurations that differ from the energy min-
ima. To discover those minima, it is necessary to quench
by progressively lowering the temperature. For the de-
sign sampling problem that quench is achieved by in-
creasing L, the number of random walkers. Figure 5
shows that ramping up the number of walkers results
in a rapid decrease in the chance of sampling a com-
paratively slow design  > 8, but the strength of the
L bias needed for practical high-dimensional problems
is not clear. Whereas it is no more expensive to run
a molecular dynamics simulation with a lower tempera-
ture, the cost of the design sampling scheme grows with
L. It remains to be seen whether that cost becomes too
prohibitive for more complex problems. If so, alternate
quenching strategies would be an important future direc-
tion.
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Appendix A: Generation of new trajectories
The Monte Carlo procedure of Sec II B expresses
the probability of accepting a MC move in terms
of a ratio of generation probabilities Pgen(
−→x ,λ →−→x ′,λ′)/Pgen(−→x ′,λ′ → −→x ,λ). Here we discuss details
of the transition path sampling moves that allow us to
compute the acceptance ratio and efficiently sample the
trajectory space. We focus on sampling stochastic dy-
namics, specifically discretized underdamped Langevin
dynamics, in which case shooting moves combined with
the strategy of Crooks is effective [45]. The trajectory −→x
consists of M + 1 snapshots of phase space, x = {r,p},
separated by time step ∆t. It is convenient to have a
compact notation, so the jth snapshot occurring at time
j∆t, x(j∆t), will simply be written as xj . The trajectory−→x is defined either by this set {xj} for all j = 0, . . . ,M
or alternatively by the initial condition x0 and the set of
all random numbers that cause the stochastic integrator
to visit the subsequent points in phase space.
In Sec. III B we employed the Langevin integrator of
Athe`nes and Adjanor [43], in which case each degree of
freedom requires two Gaussian random variables (noises)
to be drawn for each time step. Similar to the velocity
Verlet algorithm, the position coordinates defined at in-
teger time steps are computed using velocities that are
defined at integer and half-integer times. The two noises
for each degree of freedom can also be associated with
fractional time steps, so the update of particle i can be
computed as
p
j+ 12
i = p
j
ie
−γ∆t/2 + f ji
∆t
2
+ ξ
j+ 12
i
rj+1i = r
j
i + p
j+ 12
i
∆t
mi
pj+1i =
[
p
j+ 12
i + f
j+1
i
∆t
2
]
e−γ∆t/2 + ξj+1i , (A1)
where the Gaussian white noises ξ
j+ 12
i and ξ
j+1
i
both have mean zero and variance mi(1 − e−γ∆t)/β.
The trajectory can then be expressed as −→x ≡
{x(0), ξ 12 , ξ1, . . . , ξj+ 12 , ξj+1, . . . , ξM− 12 , ξM}. We can
also define the time-reversed trajectory as ←−x ≡
{x(M∆t), ξ˜M , ξ˜M− 12 , . . . , ξ˜j+1, ξ˜j+ 12 , . . . , ξ˜1, ξ˜ 12 }, where
ξ˜ are the random numbers that would give a reversed
trajectory through phase space starting from the end-
point with reversed momenta.
The MC proposal −→x ,λ → −→x ′,λ′ is thus constructed
as follows. First, we generate λ→ λ′ symmetrically, and
if a λ′ value is chosen outside the desired domain then
the entire move is rejected. Next, we randomly choose
a “shooting point” m ∈ [0,M ] along the trajectory with
uniform probability. From this point we modify the time-
reversed random numbers from that point backwards
to the beginning of the trajectory, ξ˜j+
1
2 → ξ˜′j+ 12 and
ξ˜j+1 → ξ˜′j+1 for j = 0, 1, . . . ,m−1. Similarly we modify
the forward time random numbers from that point to the
end of the trajectory, ξj+
1
2 → ξ′j+ 12 and ξj+1 → ξ′j+1
for j = m,m + 1, . . . ,M − 1. We generate trial move
noises by a linear combination of the old noise and a new
one ξ′ = αξ+
√
1− α2ζ and ξ˜′ = αξ˜+√1− α2ζ˜ [34, 46].
Here ζ and ζ˜ are the new noises, drawn from the same
zero mean, m(1 − e−γ∆t)/β variance Gaussian distribu-
tion that the Langevin integrator noises naturally sam-
ple. The parameter α allows us to control the decorre-
lation between the current and trial trajectory. Starting
from the random point m we integrate the trajectories
backward in time using the proposed backward random
numbers ξ˜′ and forward in time using the proposed for-
ward random numbers ξ′ to generate the trial trajectory−→x ′. The resulting trajectory can then be converted to its
equivalent complete forward and reverse time represen-
tations as random numbers, ξ′ and ξ˜′, respectively, using
the form of the integrator in Eq. (A1).
The reversed proposal move, −→x ′,λ′ → −→x ,λ, occurs
when λ′ → λ is generated, the same shooting point is
chosen, and ζ′ = (ξ − αξ′)/√1− α2 and ζ˜′ = (ξ˜ −
αξ˜′)/
√
1− α2 are chosen from a Gaussian distribution
to map from ξ′ back to ξ. The relative probability of the
forward move to the reverse is thus
12
Pgen(
−→x ,λ→ −→x ′,λ′)
Pgen(
−→x ′,λ′ → −→x ,λ) = exp
 N∑
i=1
β
2mi(1− e−γ∆t)
m−1∑
j=0
[
(ζ˜
j+ 12
i )
2 + (ζ˜j+1i )
2 − (ζ˜′j+ 12i )2 − (ζ˜′j+1i )2
]
+
M−1∑
j=m
[
(ζ
j+ 12
i )
2 + (ζj+1i )
2 − (ζ′j+ 12i )2 − (ζ′j+1i )2
] , (A2)
where mi is the mass of particle i. Though this ratio
appears to be cumbersome, it is straightforward to com-
pute in terms of all of the noise variables ξ and ξ˜, and it
is then used in the acceptance probabilities of Eqs. (13)
and (16).
Those acceptance probabilities can be further sim-
plified by recognizing a cancellation in the product of
Eq. (A2) and the P (−→x ′|λ′,x′(0))/P (−→x |λ,x(0)) term of
Eqs. (14) and (17). For example, after some algebra,
Eq. (13) becomes
Pacc = min
[
1, hA(x
′(0))hB(x′(tobs))
ZA(λ
′)−1
ZA(λ)−1
e−βH(x
′(0);λ′)
e−βH(x(0);λ)
×
N∏
i=1
e
β
2mi(1−e−γ∆t)
∑m−1
j=0
[
(ξ
j+ 1
2
i )
2+(ξj+1i )
2−(ξ′j+
1
2
i )
2−(ξ′j+1i )2+(ξ˜
′j+ 1
2
i )
2+(ξ˜′j+1i )
2−(ξ˜j+
1
2
i )
2−(ξ˜j+1i )2
]]
. (A3)
After the algebraic simplification, only contributions
from the first m − 1 steps of the trajectory remain in
Eq. (A3). Even this simplified expression looks daunting,
but is easily computed by storing the random numbers
of the current and trial trajectories. The long sum of
squares of ξ terms has the physical interpretation of a
heat flow between system and thermostat [43]. We want
to weigh the trajectories based on their probability of oc-
curring from forward-time integration, but we generated
a portion of the trajectory (j = 0 to j = m − 1) from
reversed-time integration. To compute that trajectory’s
likelihood in the forward-time trajectory ensemble, we
must reweight by an exponential of the heat. We also
note that because trial trajectories are always generated
from previous successful trajectories, the terms hA(x(0))
and hB(x(tobs)) are always 1.
For the simple Lennard-Jones binding system of
Sec. III, we used M = 1000 with a time step of ∆t =
0.005 for an observation time of tobs = M∆t = 5. Trial
trajectories were generated using α = 0.999999. We built
an initial trajectory by interpolating a starting state at
the exact energy minima with random Boltzmann mo-
menta and the ending state at an inter-particle distance
just greater than 4.0 and the same momenta. To build a
starting trajectory one could run natural dynamics with
an integrator until a suitable trajectory is isolated or do
linear interpolation between a starting and ending point,
as we have done. This linear interpolation leads to an un-
physical starting trajectory, but sampling should quickly
move away from it.
When sampling with multiple independent trajectories
in order to bias more severely towards faster rates, our
overall acceptance ratio is a product of individual ratios
with the form of Eq. (A3) For example, when the exact
partition function is known, the acceptance probability
using L trajectories −→x l with l = 1, 2, . . . , L is:
Pacc = min
[
1,
ZA(λ
′)−L
ZA(λ)−L
L∏
l=1
hA(x
′
l(0))hB(x
′
l(tobs))
e−βH(x
′
l(0);λ
′)
e−βH(xl(0);λ)
×
N∏
i=1
e
β
2mi(1−e−γ∆t)
∑m−1
j=0
[
(ξ
j+ 1
2
i,l )
2+(ξj+1i,l )
2−(ξ′j+
1
2
i,l )
2−(ξ′j+1i,l )2+(ξ˜
′j+ 1
2
i,l )
2+(ξ˜′j+1i,l )
2−(ξ˜j+
1
2
i,l )
2−(ξ˜j+1i,l )2
]]
. (A4)
When those partition functions are not known, they must be estimated as discussed in Sec. II E. In either case, the
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L trajectories share the same length and parameter set
λ, but they vary in their independent starting configura-
tions and in their noises ξl.
Appendix B: Roulette procedure for producing
unbiased series estimates
To obtain unbiased estimates of the partition function
we must truncate the infinite series
S = 1 + a(1)(1 + a(2)(1 + . . .)) = 1 +
∞∑
i=1
i∏
j=1
a(j) (B1)
using a roulette procedure, adapted from Ref. [33]. We
introduce a roulette parameter R and calculate individ-
ual values of a(n) sequentially as described in Sec. II C.
For the nth term in the expansion, if the running prod-
uct Π(n) of Eq. (29) is less than the parameter R then
a roulette game is played with the series. The series
will continue with survival probability q(n) = Π(n)/R
and truncate with probability 1 − q(n). If the series
continues then we scale a(n) by the survival probabil-
ity q(n) and continue the procedure for sample n + 1.
If the series truncates then a(n) → 0 and the estimate
of the series is complete. Alternatively, when the run-
ning product is not less than R, the series continues
without scaling a(n). We compactly express the various
cases by noting that sample n survives with probability
q(n) = min[1,Π(n)/R] in which case it contributes the
scaled contribution a(n) max[1, R/Π(n)].
As stated in the main text, the threshold for stochastic
truncation after term n, Π(n), is computed recursively as
the running product of the absolute value of these scaled
contributions:
Π(n) =
∣∣∣a(n)∣∣∣ n−1∏
i=1
∣∣∣a(i)∣∣∣max [1, R
Π(i)
]
, (B2)
where Π(1) =
∣∣a(1)∣∣. Since a(n) values can be scaled
throughout the procedure and because a(n) = 0 if the se-
ries is truncated at the nth term, the infinite series (B1)
is replaced by
S(n) = 1 +
n−1∑
i=1
i∏
j=1
a(j) max
[
1,
R
Π(j)
]
. (B3)
We now show that the scaling of terms, which up
to now was introduced in an ad hoc manner, was con-
structed such that the expectation value of the truncated
sum will exactly equal the expected value of the infinite
sum. Note that the expected value of the truncated se-
ries can be expressed as the sum over n of the probability
of reaching the nth term times the value of the truncated
sum S(n). The algebra of that expectation value simpli-
fies due to telescoping sums to give
〈S〉 =
(
1− q(1)
)
S(1) +
(
1− q(2)
)
q(1)S(2) +
(
1− q(3)
)
q(2)q(1)S(3) + . . .
=
(
1− q(1)
)
+
(
1− q(2)
)
q(1)
(
1 + a(1) max
[
1,
R
Π(1)
])
+
(
1− q(3)
)
q(1)q(2)
(
1 + a(1) max
[
1,
R
Π(1)
]
+ a(1)a(2) max
[
1,
R
Π(1)
]
max
[
1,
R
Π(2)
])
+ . . .
= 1 + q(1)a(1) max
[
1,
R
Π(1)
]
+ q(1)q(2)a(1)a(2) max
[
1,
R
Π(1)
]
max
[
1,
R
Π(2)
]
+ . . .
= 1 +
∞∑
i=1
i∏
j=1
a(j) min
[
1,
Π(j)
R
]
max
[
1,
R
Π(j)
]
= 1 +
∞∑
i=1
i∏
j=1
a(j) (B4)
The final equality follows because R > 0, Π(i) > 0, and
for positive x, min[1, x] max[1, x−1] = 1. Consequently,
we see that the expectation value of the truncated sums,
Eq. (B4), equals that of the infinite sum, Eq. (B1). In
other words, the stochastic truncation scheme is unbi-
ased. We note that the roulette procedure we have de-
scribed is not a unique way to generate an unbiased
stochastic truncation. It may be possible to design al-
ternative roulette games which give a better trade-off
between truncation speed and estimate noise.
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