Depth Image-Based Rendering (DIBR) and 6 Degrees-of-Freedom (6DoF) navigation are actually very active fields for immersive video, where the availability of common test conditions is mandatory to compare results. For this purpose, we propose different datasets to evaluate a wide range of tools needed by free navigation: a high-density HD image set, composed of 80k camera positions covering the entire 3D space, necessary to simulate all the head rotations and translations of a common user, and a UHD video set, composed of two sequences acquired with 3 by 5 cameras array. All the processing pipeline to obtain quality results is also detailed.
INTRODUCTION
Free navigation provides to users experiences of 6 Degreesof-Freedom (6DoF) video with the most natural and realistic content, allowing them to control the viewpoint according to large movements (all head rotations and translations). In active and widely explored fields, assessing the impact of new solutions on perceived quality for 3D video content and displays requires necessarily the availability of common datasets, restricting tests conditions and comparable results.
Two main data formats have been proposed to support free navigation functionalities: color images coupled with depth maps for Depth Image-Based Rendering (DIBR) and 3D point clouds. DIBR image/video datasets often suffer from several limitations or are specific for some limited experiences. Indeed, few video sequences are based on natural scene with challenging content (specularities, transparencies, reflexions), with 2D camera configurations, and in high resolution.
To cover most requests in free navigation experiments, we propose firstly a dataset in both formats of the same scene and registered together (a highly-dense HD image dataset and a pointclouds with different resolutions), and secondly UHD video sequences captured with 3 by 5 cameras array. The proposed scenes contain natural and challenging contents (fur, transparency, specularities...).
Fig. 1:
Acquisition system: 3-axes motor system on rails used for the highly-dense dataset (left) and 3 by 5 cameras array used for the UHD video set (right).
As it is difficult to obtain good data sets with all the required characteristics, this paper describes our proposed data sets and all the necessary steps to improve their quality. We are confident in the high quality and versatility of our datasets and already use them in several experiments to increase view synthesis quality. These datasets are used in MPEG-I, but are also available to the scientific community at large, on request. Table 1 provides an overview of datasets [11] , developed in the MPEG standardization activities. Fliegel et al. [9] also presents an overview of 3D visual content datasets relevant to research in the field of coding, transmission, and quality assessment.
RELATED WORK
Available datasets can be divided in two mains categories: natural scenes and virtual scenes. While natural scenes are more photo-realistic, they cannot be provided with perfect depth maps contrary to synthetic scenes, where all the acquisition (light, camera position, lens distortion, . . . ) can be perfectly controlled with perfect 3D models of the scene. TechnicolorHighjack and TechnicolorMuseum [4] propose semisynthetic content, composed of natural persons and scenes into one video.
Moreover, the available datasets differ by their number of cameras, placement and resolution (usually limited to HD for natural scenes). The cameras can be aligned and regularly spaced (Technicolor painter) or disposed in convergent or divergent circle (Poznan fencing). Middlebury stereo datasets [13] [11] . Our proposal includes the last three datasets and the ULB Unicorn content in pointcloud format.
missing for most images). Light-field image datasets, like JPEG Pleno [12] , use a too small baseline. The possibilities for defining viewpoints are theoretically unlimited from synthetic scenes (Classroom, Orange). Most datasets are video acquisitions of moving scenes; limiting camera configurations (impossible to acquire references for rotation or step-in/out movements). Datasets can also be acquired with regular perspective cameras or produced in the form of 360 o equirectangular images (Technicolor Museum, Phillips Classroom).
TEST SEQUENCES

Highly-dense ULB Unicorn dataset
The highly-dense ULB Unicorn dataset v2 [3] is composed of raw 1920x1080@24bits color data, acquired by a single full-HD RGB+depth camera (Kinect v2), its reprojected and upscaled Kinect depth maps, and its estimated depth maps, computed with the Depth Estimation Reference Software (see figure 9a for an example).
The dataset consists of camera acquisitions positioned every millimeter in a 3D volume with a 3-axes motor system on rails (see figure 1) covering 2D planes frontal or perpendicular to the scene that is at an average distance of 1m. The camera is always pointing towards the scene without any camera rotation. As described in figure 2 , the dataset includes a cuboid oriented along the z axis (5 by 5 by 551 positions), three horizontal bands of 5 by 326 cameras (2, 4 and 6), three vertical bands of 151 by 5 cameras (3, 5 and 7), and three square regions of 141 by 141 cameras (A, B and C), where the region A is the closest to the scene. Some sub-parts (i.e. large or mini planes) are defined for convenience of experiments.
The static scene is approximately 2.30m wide and 1m deep and defined to challenge view synthesis software [3] . It is composed by conventional objects, semi-transparent ones and objects with fur. A 5cm by 5cm squares checkerboard 
ULB Unicorn photogrammetric 3D models
We also reconstruct the same scene in the same reference system in 3D Point Cloud and meshes formats with as little occlusion artifacts as possible [10] . We completed the Kinect acquisitions with many more camera positions around and inside the scene as show in figure 3 , sometimes even diving inbetween objects of the scene to capture areas occluded over many views.
In total, around 500 pictures were taken with an APSC of 20Mpix and a DSLR of 12Mpix, each with a focal length of 35 mm and an aperture set at 22 with ISO setting 100 and 200, to obtain a high-quality 3D scene reconstruction, even in occluded regions. The pictures have been taken with 50 to 80% overlap between neighboring picture positions, stabilizing their pose with a tripod. We could however hardly take pictures from the sides and the rear, hence the content has a different density when looked from the front or the sides.
The CapturingReality software [1] was used to obtain the 3D point cloud and meshes. Whenever an occlusion remained in the process, new pictures were taken to gradually fill in the gaps as much as possible. Different resolution models (1, 2, 5, 10, 20, 40, 80 or 180 millions triangles) were produced in PLY format (see figure 4).
ULB Unicorn UHD video set
The ULB Unicorn video dataset [8] consists of two UHD (3840 × 2160 pixels) sequences of 10 seconds at 30 frames per second, recorded with a 3 by 5 camera array of Blackmagic Micro Cinema Camera (with Lumix G Vario 14-42mm, f/3.5-5.6 aspherical lens). Baselines between cameras are approximately 10 cm vertically and 15 cm horizontally (see figure 1). The recording was made using a minimally lossy Avid DNxHR HQX codec (4:2:2 chroma sub-sampling and 12 bit depth) to adapt the acquisitions to the limitation of the storage bandwidth and capacity. The depth maps are produced using the Depth Estimation Reference Software [17] (see figures 9b and 9c for an example), as detailed in section 4.5. The sequences have been named according to their content: ULB ChocoFountain Video (S1) and ULB BabyUnicorn Video (S2).
The scene is located at a distance between 180 cm (near objects) and 300 cm (background plane) from the cameras. The action is made of relatively slow motions (actors moving gently, viscous chocolate dropping down a fountain, swinging clock,...), taking care of having many occlusions (actors crossing each other, many objects on a small table,...) and using challenging objects (highly reflecting objects, transparent bottle,...).
PROCESSING
To produce finalized datasets, we follow a processing pipeline to solve the different problems inherent to multi-view acquisition using common cameras with natural scenes.
Camera calibration
Camera parameters are generally separated into extrinsic and intrinsic parameters. The extrinsic parameters are the pose of the camera, that is their position T and orientation R in threedimensional space. The intrinsic parameters describe the way the camera maps incoming light to the recorded image, including image size, field of view, lens distortion, and focal length. Referring to the pinhole camera model, intrinsic parameters are limited to focal length f , principal point (c x , c y ) and lens distortion (defined by radial k 1 , k 2 , k 3 and tangential p 1 , p 2 coefficients).
Despite the presence of a checkerboard, we favor a selfcalibration approach, determining camera parameters directly from all the uncalibrated images. To calibrate all the datasets, we use the CapturingReality software [1] with some manually defined constraints; indeed, by default, the tool optimizes independently the parameters of each image, without consideration of the camera model:
• For all the datasets, parameters are computed considering a scaled scene. We thus assign the scaling factor, by defining the dimensions of known objects on a subset of photos. An automatic detection of the checkerboard satisfies this need;
• For the highly-dense ULB Unicorn dataset, all the images have the same intrinsic parameters since we use a single mobile camera. We constrain thus all the images to define a unique group of parameters for the Kinect camera.
• For the ULB Unicorn video set, to stabilize the parameters during all the video duration, we do not perform a calibration on a single frame, but we use a temporal images subset (one frame per second) for each camera. We constrain also the tools to define the same intrinsic and extrinsic parameters for each subset corresponding to the same camera. Figure 5 shows the constraints Unicorn Video S1 Video S2 Table 2 : Alignment reports for our datasets : ULB Unicorn, ChocoFountain (Video S1), and BabyUnicorn (Video S2).
used to compute the parameters on a low resolution 3D model (1.2 millions points, computed from half-sized images) and the relative position of the cameras to the scene.
The optimization process is based on the reprojection errors of feature points in all the initial images. Table 2 resumes the final value of the errors for our different datasets; high number of projected points and small errors reflect quality calibration.
Camera undistortion
Based on the intrinsic parameters, the images are undistorted following the classical pinhole camera model. Images with barrel radial distortion need to be cropped after correction, because part of the resulting image cannot be correctly estimated due to the type of distortion (green pixels in figure 6 ). To process the incorrect parts, we delete a strip of 64 pixels on the left and the right, and a strip of 48 pixels at the top and the bottom, resulting in images of a resolution of 3712 × 2064 for both video sequences. Consequently to the cropping, the focal lengths and the principal points have to be adapted to the new image size. 
Color correction
The highly-dense ULB Unicorn dataset was acquired in wellcontrolled lighting conditions, using multiple Walimex pro lighting spots to minimize flickering and obtain uniform lighting. In addition, only one camera acquired all the pictures producing homogeneous colorization. The UHD camera array, however, is subject to the variability of the multiple sensors, the defects in the lens coating and the exposure dependent on local lighting and also subject to the defined acquisition speed. This color inconsistency between views that are captured by different cameras is a wellknow problem. To solve this problem, we insert a color chart in the scene at the beginning of each video acquisition. Whitebalance and color homogenization were made using SpyderCHECKRs calibration software, which could analyze the image and creates a profile, we then applied with Adobe Lightroom for automatic color correction. Figure 7 illustrates the impact of this correction. A X-Rite color chart is present in each frame of the videos in the case of a colorimetric inconsistency over time.
Kinect Depth reprojection
A correct depth map indicates for each pixel of the corresponding color image, an orthogonal distance from the color image's camera plane to the scene. But the Kinect camera uses distinct sensors for the color and the depth images. Because of this, the captured depth images had to be reprojected onto the coordinate system of the color images. This reprojection was done using Freenect2 [18] and the calibrations pa- rameters stored on the Kinect's internal memory, producing a 1920 × 1080 depth images. The depth map was afterwards upscaled to reach the color image resolution. Freenect2 and official Kinect v2 SDK use nearest neighbor interpolation to upscale the depth images, resulting in a pixelated depth map. Instead, we implemented a better upscaling algorithm [2] , which densifies the sparse set of points falling onto the 1920×1080 image into a contiguous depth map, preserving sharp edges as well as smooth gradients. The algorithm's steps are :
• The closest pixel of the 1920x1080 image is set to its depth value. With this, some background pixels that should be occluded can fall in the foreground (figure 8a);
• In order of descending depth, the neighboring pixels of each projected depth (considering 3 pixels radius) are cleared if their depth value is larger by some threshold. This removes the occlusions but leaves borders around foreground objects (figure 8b);
• For each remaining unfilled pixel, filled pixels in a 5 pixel radius are searched. If some are found, the unfilled pixel is either set to the depth value of the closest neighboring pixel or to the maximal depth value. Finally a median blur filter is applied (figure 8c).
For the ULB Unicorn dataset, the Kinect depth image does not cover the full field of view of the color image (see figure 9a) ; because of the sensor dimensions and the reprojection of the depth (right sides of the objects are missing). For the ULB Unicorn video sets, no depth is acquired. A depth estimation, detailed in section 4.5, should therefore be done, after camera calibration and undistortion.
Depth estimation
Depth estimation aims at calculating structure and depth of objects in a scene from a set of views. By solving the localization of corresponding pixels in multiple views, the depth can be estimated by triangulation.
We use Depth Estimation Reference Software (DERS) [17] using four views to compute complete depth maps. This tool is based on a disparity search (pixel displacement between views) which minimizes an energy of the pixel matching error between a main view and the other view (at the time of writing, the last software version supports up to four reference views), followed with texture edge detection for object segmentation, depth estimation on texture edges and depth inpainting by segment [17] .
Depths are re-coded in 8 bits or 16 bits disparity map, based on two constant z n and z f , which represent z-distance to the nearest and farthest considered object within the scene; d max is the maximal binary value (255 in case of 8-bit depth maps) :
(1) Figure 9 shows some resulting depth maps for the proposed datasets.
VALIDATION
Validate separately each steps of this processing is difficult. Indeed, alignment reports (cf. table 2) reflects the results of the optimization process of a tool, it is not a real indication of the calibration's quality. The following steps (e.g. depth estimation) are influenced by the accuracy of the previous steps. We promote thus a global validation using view synthesis [6] . Indeed, synthesized views can be compared to references according to an objective measurement as the Peak Signal-toNoise Ratio (PSNR) or a qualitative visual validation, PSNR being more sensitive to artifacts from synthesis than the human eye [5] .
View synthesis tools
MPEG standardization group is exploring two candidate software tools for view synthesis: VSRS and RVS. Both tools use the combination of information coming from multiple input views and blend the different contributions, following a weighted mean, to produce virtual view. However, the weighting approaches are different. Common holes, where no corresponding pixels are available from any input views are also resolved following two different approaches: VSRS uses a hole inpainting tool [16] and super pixel solution [15] , where RVS promotes a triangle rasterization approach [6] instead of a simple point-based solution.
Results obtained with these tools over various evaluations present small local changes for a similar global visual rendering. In PSNR, Fachada et al. [7] report slightly better results with RVS compared to VSRS.
Calibration evaluation
One method to validate the calibration is to check the accurate reprojection of images to produce a synthetic view. Incorrect calibration then induces visually unpleasant shifts in texture and ghosting. On one hand, the absence of defects tends to prove the calibration quality, on other hand, the opposite (except in the case of a global shift) does not indicate only calibration problems, indeed a poor depth map can lead to visually similar effects.
For the ULB Unicorn dataset, we synthesized the same virtual view using three selected pairs of images (one on each plane of the datasets) and compared the results. Figure 10a highlights the similarity of the results, while figure 10b shows the quality of the extrinsic calibration on a selected zoomed region. Similar results have been obtained for a wide variety of configurations.
For the video sets, we synthesized the middle frame from the four neighboring images. Results are presented in figure  11a ; detailed images show the quality of the calibration in figure 11b and 11c. Figure 11 shows also the difficulties to synthesize some parts of the scene due to errors in the depth estimation. The ability to properly reconstruct the scene (see figure 5 ) is also a measure of the quality of the calibration.
Depth evaluation
Schenkel et al. [14] give a complete evaluation of the depth estimation applied on the ULB Unicorn dataset. The evaluation is based on the comparison of a view synthesized version of all images of Plane A and the original images. We obtain an average PSNR value of 21,91 dB with Kinect depth maps and of 26,85 dB with DERS depth map. Figure 12 compares the same data for the synthesis of cuboid images. DERS depth maps result in better results, both quantitative and visual.
For the BabyUnicorn and ChocoFountain (see figure 11 ), the synthesized views are impacted by the quality of the depth, giving an unpleasant rendering in some areas, due to the baseline between the cameras at the calculation of depth with DERS (large baselines tend to produce lower quality results). The depth estimation of the two video sequences is still in progress, by fine-tuning the DERS parameters.
DISCUSSION
The various regions defined in the highly-dense array allow for easy comparison with the discrete camera arrays.
The three planes A to C defined in the ULB Unicorn dataset are sufficiently large to contain a 5x5 camera array with a baseline of 3.5cm (cf. top-right part of figure 2). A baseline of 3.5cm for a scene at 1m distance is comparable to Technicolor Painters baseline of 7cm for a scene at a minimum of 2m distance, which has similar settings as ETRI Chef, Orange Shaman and Orange Kitchen sequences (11.5cm, 10cm and 10cm baselines). This data is interesting for the evaluation of depth estimation and view synthesis methods, offering the possibility to fine-tune baselines or to compare results with true midpoint positions. The discretized coverage of the z axis and the full cuboid information in the ULB Unicorn dataset is mainly used for step-in/out explorations with limited horizontal and vertical sweeps, important to test 6DoF solutions. Neighboring camera positions around the cuboid axis are extracted for allowing tiny horizontal and vertical sweeps, while verifying the stepin/out capabilities (with PSNR) over a wide depth range, all along the cuboid and from three different acquisition planes. This kind of data is very difficult to acquire with video cameras, but are important to evaluate the possibility of view synthesis considering free navigation and to study the necessary density of physical cameras required for acceptable virtual view synthesis.
Complementary to the availability of camera position along the z-axis, the ULB Unicorn dataset contains larger perspective view sweeps than the ones with the discrete camera arrays, with the horizontal and vertical bands 2 to 7 in the highlydense array. This is a prerequisite for studying the placement and the spacing of cameras depending on the distance from the scene, ensuring visually pleasing renderings to users.
The dataset density and the large configuration possibilities are ideal for assessing the influence of compression artifacts on the quality of the synthesized views. The highlydense ULB Unicorn dataset fills the gaps of the acquisitions videos for the necessary tests inherent to the needs of FTV systems and for the objective evaluation of the capacities of the tools, available or in development.
The UHD video set extends the range of available resolutions to natural content scene, useful to challenge depth estimation, view synthesis or compression tools, in order to make them available to users, clearly demanding finer resolution and more levels of detail, with high frame rate (Oculus Rift can request up to two times 90 Hz).
CONCLUSION
The acquisition of high quality datasets is a mandatory step and a priority in several scientific domains linked to images. We share our approach to encourage and promote scientific collaboration and give three datasets that we hope allow a wider range of experiments by the community.
We are confident in the high quality and versatility of our datasets and already use them in several experiments to increase view synthesis quality. Subsequent updates will follow whenever we obtain higher quality depth maps and/or camera calibrations. These datasets are used in MPEG-I, but are also available to the scientific community at large, on request (contact the last author). 
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