In this paper the problem of local exponential stability of periodic orbits in a general class of forced nonlinear systems is considered. Some lower bounds for the degree of local exponential stability of a given periodic solution are provided by mixing results concerning the analysis of linear time varying systems and the real parametric stability margin of uncertain linear time invariant systems. Although conservative with respect to the degree of stability obtainable via the Floquet-based approach, such lower bounds can be efficiently computed also in cases where the periodic solution is not exactly known and the design of a controller ensuring a satisfactory transient behavior is the main concern. The main features of the developed approach are illustrated via two application examples.
Periodic motion analysis is a classical research topic in nonlinear systems science, and renewed interest in this subject is motivated by its application in control of bifurcations and chaos (see [(eds.) Chen, 1999] , [Abed & Wang, 1995] and references therein). Indeed, since the beginning it became clear that one of the most appealing approaches for controlling chaos was to stabilize one of the infinite unstable periodic orbits that coexist in the chaotic attractor. This problem, whose main feature is the requirement of a low control energy, was first considered by Ott et al. [1990] , originating the so-called OGY methods [Romeiras et al., 1992] .
A distinct approach, known as "delayed feedback" technique, was subsequently proposed by Pyragas [1992] , resulting the basic step for other related works [Socolar et al., 1994] , [Just et al., 1997] . More recently, some results concerning the design of delayed feedback controllers for nonlinear systems of the Lur'e type, based on graphical stability criteria such as circle criterion and its generalizations, have been given ( [Basso et al., 1997b] - [Basso et al., 1998] ).
All the above results concern the problem of locally stabilizing a given periodic solution. On the other hand, it is well known that a fundamental issue from a control viewpoint is to ensure a sufficiently fast transient behavior in response to given perturbations of the nominal periodic solution. This issue obviously calls for methods able to estimate the transient behavior of periodic solutions. A natural approach is to compute the Floquet multipliers of the considered periodic solution [Nayfeh & Balachandran, 1995] . Although this method is quite reliable when dealing with a given control system, its usefulness decreases when the periodic solution is not exactly known and the controller design is the main concern. For instance, in the latter case a Floquet-based approach would require to compute the multipliers for any controller of the given class. Said another way, the relationship between Floquet multipliers and controller parameters is quite difficult to be characterized analytically, and can be obtained only numerically via some gridding technique in the controller parameter space.
In this paper we pursue a different approach for estimating the degree of local exponential stability of periodic solutions. Such an approach, which follows the line of the absolute stability theory [Khalil, 1992] , [Vidyasagar, 1993] , considers a large class of nonlinear systems containing Lur'e systems as a special case.
More specifically, we specialize to the periodic setting the integral-logarithmic criterion for stability of linear time varying systems given in [Dasgupta et al., 1994] . Exploiting such a criterion together with a technique for computing the real parametric stability margin of a family of polynomials [Bhattacharyya et al., 1995] , we obtain a lower bound of the degree of exponential stability of periodic solutions. Two different application examples are presented to illustrate the reliability of the obtained lower bound as well as its usefulness in controlling bifurcations and chaos.
The remainder of the paper is organized as follows. Section 2 introduces the considered class of nonlinear systems and provides the problem formulation. Section 3 collects some preliminary results concerning the exponential stability of linear time varying systems and the real parametric stability margin of families of polynomials. Section 4 presents a sufficient condition for local exponential stability of periodic solutions and provides some lower bounds for their exponential stability degree. Section 5 contains two application examples. Some concluding comments end the paper in Section 6. Notation R : set of real numbers; R n : space of n-component real (column) vectors;
x := (x 1 , . . . , x n ) : vector of R n ; 0 n : null vector of R n ;
x 2 := (x x) 1/2 : 2-norm of x;
R m×n : space of (m × n) real matrices;
I n ∈ R n×n : identity matrix of order n;
C : complex plane;
s ∈ C : complex number;
Re[s] : real part of s;
Im[s] : imaginary part of s;
S ∈ C : region of the complex plane;
C\S : complement of S; P (s) : real polynomial;
∂P : degree of P (s).
Problem Formulation
Consider the nonlinear dynamical system Σ described by the following state-space representatioṅ
where x ∈ R n is the state vector, w ∈ R is the forcing input and f, g : R n → R n are nonlinear functions. For the subsequent developments, the following smoothness property of (1) is enforced.
Assumption 1
The nonlinear functions f and g belong to C 2 (R n ), the space of twice continuously differentiable real functions over R n .
The considered class is actually quite general, comprising a large number of widely studied chaotic systems such as the Duffing, Van der Pol, Toda and Brusselator oscillators, to name but a few, and including the well-known class of scalar Lur'e systems [Khalil, 1992] , [Vidyasagar, 1993] as a special case.
In this paper we are interested in considering the behavior of system Σ subject to periodic forcing inputs w. Let w(t) be a given T -periodic input signal and suppose 1 that Σ exhibits a T -periodic state vector x(t).
Such T -periodic solution x(t) possesses certain stability properties: it may be unstable, stable, exponentially
1 The existence of periodic solutions is not the main concern of the paper. However, in the application example related to a C0 2 laser such an issue is considered at some extent.
stable and so on. Besides their own importance, stability properties of periodic solutions possess a key role in the problem of controlling complex and chaotic dynamics. Indeed, a long investigated issue within this context is the determination of a controller such that the controlled system still possesses the T -periodic pair (w(t), x(t)), and gets its stability properties enhanced. For instance, in [Ott et al., 1990] - [Basso et al., 1998] the problem was to stabilize unstable periodic solutions of the uncontrolled system.
In this paper, we are also interested in the transient behavior of the T -periodic solution x(t). To state the studied problem more precisely, we recall the following definition of local exponential stability [Khalil, 1992] , [Dasgupta et al., 1994] .
Definition 1 Let w(t) be a given input signal. The solution x(t) of system (1) with initial condition x(0) = x 0 is said to be locally exponentially stable with degree of stability γ > 0 if there exist positive constants a and r such that
where x(t) denotes the perturbed trajectory starting from x 0 at time t = 0. Now, let x(t) be a T -periodic locally exponentially stable solution of system Σ. A standard way for computing its degree of stability γ is to evaluate the Floquet multipliers [Nayfeh & Balachandran, 1995] . Being this approach completely numerical, it does not perform satisfactorily when the periodic solution is not exactly known. Moreover, suppose that the system Σ incorporates a feedback controller subsystem to be designed in order to guarantee a given degree of stability of the considered periodic solution. Unfortunately, such a problem can be addressed only by computing the Floquet multipliers for each admissible value of the controller parameters, thus resulting untractable in cases involving more than a pair of parameters.
In this paper our aim is to provide a lower bound of the degree of local exponential stability that overcomes the difficulties discussed above. In particular, such a lower bound should be efficiently computed also when the periodic solution is not exactly known and the design of a controller ensuring a satisfactory transient behavior is required.
We end this section by giving two definitions that will result useful later.
Definition 2 Let x = x(t) be a scalar real signal. The decomposition operators [x] + and [x] − that split x into its nonnegative and nonpositive part are defined punctually for any t ∈ R as
Definition 3 All relational operators between vectors of R m , and consequently inclusions relations between vectors and boxes, have to be interpreted componentwise. For example, if k, k
In order to provide an estimate of the degree of local exponential stability of periodic solutions, we need to collect some results that will serve us as a base for subsequent developments.
As in the Floquet-based one, a key point of our approach is to employ classical linearization techniques to reduce the local exponential stability of a solution of Σ to the exponential stability of linear time varying systems. To this purpose, consider the class of finite dimensional linear time varying systems described bẏ
where ξ ∈ R n is the the state space vector, A ∈ R n×n , B ∈ R n×1 and C ∈ R m×n are constant matrices and
is a vector of time varying scalar gains.
We recall now a sufficient stability criterion that is valid for the class of systems (2) and involves logarithmic integral bounds on time variation of k(t). The result generalizes a condition due to Freedman and Zames [Freedman & Zames, 1968] , that is valid only for a single time varying gain, i.e., m = 1.
Lemma 1 [Dasgupta et al., 1994] System (2) is exponentially stable 2 with degree of stability γ > 0 if there exist σ > γ, T > 0 and k − , k + , ∈ R m with > 0 n such that:
(ii) the constant matrix (A − Bk C) has no eigenvalues with
(iii) one of the following inequalities holds:
Remark 1 While conditions (i) and (ii) must hold even in the case of a constant gain vector, condition (iii) takes explicitly into account the time variation of the vector gain k(t). Indeed, if k(t) is constant, it is easily verified that inequalities (3) and (4) are both satisfied by setting T sufficiently large for any k − , k + , σ, and γ such that σ > γ. Note that this fact is approximately valid also when k(t) is slowly varying.
According to the previous remark, a basic step for computing the degree of exponential stability consists in finding a region of the complex plane containing all the roots of the family of characteristic polynomials
Problems of this kind have been recently investigated in the context of robust stability analysis [Bhattacharyya et al., 1995] , [(eds.) Garulli et al., 1999] . Hereafter, we recall the concept of real parametric stability margin of a family of polynomials. Consider the following family of polynomials
the parameter vector, and ρ > 0. We have the following definition (see [Bhattacharyya et al., 1995] ).
2 Here, exponentially stable means that there exists a > 0 such that
Definition 4 Let S be an open region of the complex plane (often called stability region), symmetric with respect to the real axis. The ∞ real parametric stability margin of P ρ is the maximal ρ such that all the polynomials in P ρ have their roots inside S.
In this paper we are interested in stability regions of the following shape
where σ ≥ 0. Note that S 0 is the well-known Hurwitz region and that the boundary of S σ is parameterized
and introduce the two vector functions
and the two sets
Note that Π (I)
σ contains a finite number of elements. We have the following well-known result [Bhattacharyya et al., 1995] .
Then, the ∞ real parametric stability margin of P ρ is given by
Proof: See Appendix.
Remark 2 Note that the computation of ρ * σ simply requires the computation of either R σ (ω)
. . , n q , at each frequency ω.
Computation of Lower Bounds for the Degree of Stability
In this section we look for lower bounds of the degree of local exponential stability γ of the T -periodic solution x(t) of system (1) subject to the T -periodic forcing input w(t). As in the Floquet-based approach, the first step of our development is to show that an estimate of the degree of stability of x(t) can be obtained by looking at the linearized system.
To proceed, assume that system Σ is operating in a periodic regime defined by a pair (w(t), x(t)), and consider a generic perturbation of the corresponding initial condition x 0 . Linearization of system (1) around x(t) leads to the linear periodic system Σ L described by
where
is a bounded T -periodic matrix whose elements are -in view of Assumption 1 -continuously differentiable with respect to t, and δx = x − x is the perturbed vector.
Under these hypotheses, we have the following result (see [Khalil, 1992, Theorem 3.13, pp. 152-153] ).
Proposition 3
The solution x(t) of system (1) is locally exponentially stable if and only if the linear periodic system (6) is exponentially stable.
Moreover, due to the enforced smoothness assumptions on system (6), it is clear that for small perturbations of the initial condition x 0 the behavior of the corresponding perturbed solution x(t) is well approximated by
We can then conclude that also the degree of stability is preserved in the sense that if the linear periodic system (6) has a stability degree γ, then the periodic solution x(t) of (1) has a stability degree that is arbitrarily close to γ as r in Definition 1 goes to zero. Summing up, the problem of ensuring local exponential stability with a given stability degree is basically equivalent to that of ensuring exponential stability with the same degree of the corresponding linearized system. Therefore, in the remainder of this section we will concentrate on the latter issue.
The next step is to suitably exploit Lemma 1 in our periodic setting. First, we have to impose the following structural assumption on ∆(t).
Assumption 2 The T -periodic matrix gain ∆(t) has the form
where A ∈ R n×n , B ∈ R n×1 and C ∈ R m×n are constant matrices and
is a vector of T -periodic scalar gains.
Remark 3 Condition (8) is basically a rank condition on the Jacobian of the nonlinear system. It turns out to be satisfied for many systems of theoretical and practical interest as those reported in Section 5, where more details on the factorization (8) will be given.
Under this assumption, the linearized system Σ L becomes
To tailor Lemma 1 to our periodic setting, we find it convenient to introduce the polynomial
the vector of polynomials
and the following subset of
In addition, for i = 1, . . . , m we introduce the sets
of local minima and maxima 3 of k i (t) over [0, T ), respectively, ordered according to the rule
Note that the sets M i and M i contain all the information concerning the considered periodic solution x(t).
In particular, defining the two vectors
it is clear that the vector of periodic gains k(t) belongs for all t to the box
centered at
We are now ready to provide a sufficient condition for the exponential stability of the linear periodic system (9).
Theorem 4 System (9) is exponentially stable with stability degree γ > 0 if there exist σ > γ and k
(iii) the following inequality holds:
Proof: See Appendix. Now, let Ω c (σ) denote the maximal connected subset of Ω(σ) containing the center b 0 of the box B.
Conditions (i) and (ii) of Theorem 4 are obviously satisfied for some k − , k + ∈ R m if and only if the box B is strictly contained in Ω c (σ). This condition is pictorially described in Fig. 1 for the case m = 2. Therefore, it is easily verified that the largest possible degree of stability obtainable via Theorem 4 can be characterized as follows.
Corollary 5 Compute
subject to
If γ > 0, then system Σ L is exponentially stable with a degree of stability at least γ .
According to Proposition 3, the above result provides the sought lower bound of the degree of local exponential stability of the periodic solution x(t), once the T -periodic matrix ∆(t) in (7) satisfies Assumption 2. The computation of such a lower bound γ requires the solution of the two optimization problems (17) and (18)-(19). Indeed, it is enough to compute λ * (σ) for any positive 4 σ. Moreover, such nonlinear optimization problem enjoys the following property.
Then,
Proof: It easily follows from the fact that the inequalities
The To this purpose, let us introduce the family of polynomials
where D(s) and N (s) are defined in (10) and (11), respectively, and
being α and β defined in (14). We have the following result.
Lemma 7 Let ρ * σ be the ∞ real parametric stability margin of P ρ with respect to the stability region S σ , and consider the one-parameter family of boxes
Then, the following statements hold
Proof: By Definition 4 we have that the family of polynomials P ρ has all its roots inside S σ for any ρ < ρ * σ . Consider any ρ such that ρ < ρ * σ . Then, for any s such that Re[s] ≥ −σ we have
and
Now, introducing the vector
it is easily verified that
Therefore, exploiting (25), we get that
From (12), this in turn implies that C ρ ⊂ Ω(σ) for all ρ < ρ * σ , and by (24) we complete the proof of (i). The proofs of conditions (ii) and (iii) easily follow from expressions (15) and (23) for B and C ρ , respectively.
The above lemma states that the one-parameter family of boxes (23) is such that fulfillment of inequalities (19) is straightforward ( Fig. 2 provides a graphical sketch of the involved sets). Moreover, since C ρ1 ≤ C ρ2 if ρ 1 ≤ ρ 2 , exploiting Lemma 6 we arrive at the following final result.
Theorem 8 Let ρ * σ be the ∞ real parametric stability margin of P ρ with respect to S σ , and compute
Remark 4 Since the one-parameter family C ρ in (23) contains only some of the boxes satisfying inequalities (19), it is clear that γ ≤ γ . However, the computation of γ is efficiently performed even for large m. Indeed, for a fixed σ, we simply need to compute the stability margin of the family of polynomials (22) according to Lemma 2 (see also Remark 2).
Application Examples
In this section we consider two examples for illustrating the main features of the lower bounds introduced in Section 4.
The first example concerns the Brusselator system [Holden & Muhamad, 1986] . All the steps to compute the lower bound γ l for a given periodic solution are illustrated in detail. In particular, the simplicity of the computation also in presence of uncertainty on the periodic solution is pointed out. Moreover, the tightness of the lower bound for slowly varying periodic solutions is enlightened, in agreement with the observation in Remark 1.
The second example considers a single-mode CO 2 laser [Stanghini et al., 1996] . The computation of the lower bound γ l is performed for a family of periodic solutions generated by a forcing input of increasing amplitude. In particular, a condition for the existence and an estimation of such a family are provided.
Moreover, the problem of designing a controller able to improve the lower bound γ l of the considered family of periodic solutions is considered at some extent. More details can be found in and .
Example 1
As a first application example we consider the following sinusoidally forced version of the Brusselator system [Holden & Muhamad, 1986] 
The nonlinear dynamical equations (26) describe a formal set of chemical reactions, x 1 and x 2 being related to the concentrations of two intermediate reagents.
The model (26) has clearly the form (1) of Σ with
When b − 1 − a 2 < 0, a = 0 and µ = 0 , system (26) possesses a single stable equilibrium (x 1 , x 2 ) = (a, a −1 b).
When µ = 0 it exhibits T -periodic solutions whose characteristics are dependent on µ and ω = 2π
T . In the sequel we exploit Theorem 8 to estimate the stability degree of one of these solutions, precisely the one corresponding to a = 0.4, b = 1.1, µ = 0.001, ω = 0.1. First, we linearize the system around the T -periodic solution x(t) obtaining
Let us now discuss which are the structural requirements on a given nonlinear system Σ for Assumption 2 to hold. Loosely speaking, all the state equations are required to possess the same nonlinear terms, eventually scaled by (possibly null) real multiplicative coefficients that are collected in matrix B. This is exactly the case for the nonlinear term x 2 1 x 2 in (26). Matrix C is then composed -at least when g(x) is constantby columns of I m , eventually juxtaposed with null columns 0 m that account for those state variables f (x) depends linearly on (in this case, none).
Based on this discussion, for the problem at hand Assumption 2 is satisfied with A = −2.1 0
According to (10) and (11), we get
The next step is to individuate the box B where the periodic gain vector lies. In this case, with reference to (13) and (14), we get n 1 = n 2 = 1 and Finally, we briefly investigate the tightness of the lower bound γ . As discussed in Remark 1, such a lower bound is able to recover the actual stability degree γ, when the time variation of the system is arbitrarily slow. Since in the periodic setting, the time variation is measured by the frequency ω of the forcing term, we have analyzed the behaviors of γ and γ with respect to ω for a = 0.4 , b = 1.1 and µ = 0.001 . In particular,
we have computed the exact degree of exponential stability for ω = 0, i.e., γ(0) = 0.0296 , and the lower bound γ for ω ∈ [0.0001, 0.2] . Fig. 3 makes it clear that γ (ω) tends to γ(0) for small values of ω, i.e., the lower bound is tight for slowly varying periodic solutions.
Example 2
A single-mode CO 2 laser can exhibit a cascade of period doubling bifurcations leading to chaos when the cavity losses are modulated by a sinusoidal signal of increasing amplitude. We consider the control-relevant model described in [Stanghini et al., 1996] , rewritten after a shift of the state variables that moves the equilibrium of the unforced system into the origin
Here, x 1 is proportional to the logarithm of the laser intensity, x 2 is related to the populations of the two lasing states, x 3 takes also into account the global populations of the manifolds of rotational levels. This laser system is also provided with a sensed output y ∈ R and a control input u ∈ R, whereas w ∈ R is the forcing term belonging to the class of signals
The remaining parameters are set as follows k 0 = 3.18 × 10 7 s −1 , γ R = 7.0 × 10 5 s −1 , Γ = 7.05 × 10 6 s −1 , η = 9.129 × 10 4 s −1 , a = 6.767 × 10 5 s −1 , b = 6.626 × 10 6 s −1 .
The objective here is to employ the procedure developed in the preceding section to compute the bounds of the local exponential stability degrees for the set of T -periodic solutions obtained when the amplitude µ of the forcing term changes. Moreover, we provide some guidelines for the selection of a linear time-invariant controller which achieves larger stability degrees without a large modification of the original system periodic solution.
We now state the following proposition to derive a closed-form expression for the T -periodic solution x µ (t) which is valid for small µ's. Such an expression will serve us to get the above lower bounds at a very low computational effort. To this aim, we first need to define the Jacobian of f (x) as the function
Proposition 9 Suppose that:
(ii) J(0) has all the eigenvalues in the open left half plane;
(iii) the forcing input w ∈ W.
Then, there exists a positive constantμ such that for all µ ∈ (0,μ) the forced system (29) possesses a unique non-trivial exponentially stable T -periodic solution 5 x µ (t) with the property that
Since, in the laser system f (0) = 0 and
has all its eigenvalues in the open left half-plane, assumptions (i) and (ii) of Proposition 5 are satisfied, thus guaranteeing existence of periodic solutions for some interval (0,μ), with the solution given by (31).
The linearization procedure of Section 4 for the whole family of periodic solutions yields the structure of Σ L given in (9) where
The above result simply states that, if the origin of the unforced uncontrolled system is a hyperbolic equilibrium point, then there exists a family of T -periodic solutions for an interval of the amplitude parameter µ. The proof relies on a suitable application of the Implicit Function Theorem that exploits the well-known condition for the existence of T -periodic solutions of finite dimensional linear time invariant systems forced by T -periodic inputs [Khalil, 1992] , [Farkas, 1994] .
The set of boxes B µ can be readily obtained exploiting expression (31) which leads to
where z = (22.09 , 22.35) .
Introduce the family P ρ defined by (22) (10) and (11), respectively. For each positive σ, let ρ * σ be the ∞ real parametric stability margin of P ρ with respect to S σ , and define
From Theorem 8, it can be easily verified that if
is positive, then γ (µ) is the lower bound of the stability degree for the set of solutions x µ (t) of the uncontrolled system (29).
Notice that P ρ and ρ * σ do not depend on µ in this case, therefore the latter can be computed once only, at a very low computational effort. Fig. 4 shows the resulting curve γ (µ) (green) as a function of the parameter µ. To improve the degree of exponential stability of the periodic solution, we consider now the linear timeinvariant controller
A controller structure of this kind has already been applied for laser control in [Basso et al., 1997a] . One of the main features of the above controller relies on the ability of preserving the first order expansion of the original solution x µ (t) since
Therefore, the box B µ remains unchanged for the controlled system, whereas the new family P ρ defined by
might possess a larger stability margin ρ * σ , thus increasing the stability degree γ (µ). To better understand how the controlled system can achieve better performance, consider again Fig. 5 which shows the new region Ω(σ, K) (red boundary) obtained for σ = 10 5 . The optimization procedure of Theorem 8 allows us to determine the larger box (red box) [h
Notice from Fig. 4 (red curve) that the chosen controller K(s) achieves a larger γ not only for the single solution at µ = 0.002 where γ ≈ 5.5 × 10 4 , but also for a large interval of the parameter µ.
Obviously, in some cases the above results may be conservative, i.e., x µ (t) will usually have a larger degree of stability than the one computed via the optimization problem (17). However, the designed controller is effective in improving the stability degree not only for the specified solution x µ (t), but for a whole class of solutions. For example, Figs. 6(a)-(b) show the improvement in the norm of the transient behavior of a 1%
perturbation on x µ (t) when µ = 0.03, for the uncontrolled and controlled case, respectively.
Moreover, an interesting side-effect of improving the stability degree of a periodic solution relies in the ability of shifting a possible bifurcation, which is the critical parameter µ * where the solution x µ * (t) looses its stability, to larger values of µ. This is evident when comparing the bifurcation diagrams of Fig 
Conclusions
The paper has considered the problem of estimating the degree of local exponential stability of periodic solutions in a class of forced nonlinear systems. Some estimations of the degree of stability are provided by mixing results concerning the stability of linear time varying systems and the robust stability of uncertain linear time invariant systems. In particular, a well-known integral-logarithmic criterion for the stability of linear time varying systems is tailored to our periodic setting and the real parametric stability margin of a family of polynomials is used to obtain a lower bound of the degree of stability. Although it is in general conservative with respect the actual degree of stability obtainable via the Floquet-based approach, such a lower bound possesses interesting features. It can be easily computed also if the periodic solution is not exactly known. Moreover, it can be used as an efficient measure for the design of controllers ensuring a satisfactory transient behavior of the considered periodic solutions. Two application examples are discussed in detail for illustrating the above features.
Proof of Lemma 2
Several proofs of the result given in Lemma 2 are available in the literature (for instance, see [Bhattacharyya et al., 1995, Chapter 4] ). For completeness of the paper, a proof tuned on the adopted notation is reported below.
From Definition 4, the ∞ real parametric stability margin can be written as
Therefore, for each ω ≥ 0, we have to compute r σ (ω).
First, suppose that ω ∈ Π (I) σ . Then, (37) reduces to
and thus we obtain
Now, suppose that ω ∈ Π 
Therefore, Eqs. (36), (39) and (40) complete the proof.
Proof of Theorem 4
Conditions (i) of Theorem 4 and Lemma 1 are equivalent since the analysis can be restricted to the finite interval [0, T ] and k(t) ∈ B on the same interval. According to (10)- (12) and (5) Parameter T in condition (iii) can be here chosen equal to the period of the oscillation. With this choice the integral is independent of t, so that maximization over all t ≥ 0 is not needed anymore. Thus, we can set t = 0 and integrate over the fixed interval [0, T ]. Now, for each 1 = 1, . . . , m, define the non-decreasing continuous functions
Exchanging the order of summation and integration operators and summing over i proves equivalence of relations (3) and (4) in the periodic case.
Last step is to derive condition (16): using monotonicity of h i (·), we have 
