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Abstract
We consider the global consensus problem for multi-agent systems with input saturation over digraphs. Under a mild connectivity condition
that the underlying digraph has a directed spanning tree, we use Lyapunov methods to show that the widely used distributed consensus
protocol, which solves the consensus problem for the case without input saturation constraints, also solves the global consensus problem
for the case with input saturation constraints. In order to reduce the overall need of communication and system updates, we then propose
a distributed event-triggered control law. Global consensus is still realized and Zeno behavior is excluded. Numerical simulations are
provided to illustrate the effectiveness of the theoretical results.
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1 INTRODUCTION
In the past decades, consensus in multi-agent systems has
been widely investigated because of its wide applicability.
In the widely used distributed consensus protocol setup,
each agent updates its state based on its own and the states
of its neighbors in such a way that the final states of all
agents converge to a common value. Consensus problem
has been studied extensively (e.g., Olfati-Saber and Murray,
2004; Ren, Beard, and Atkins, 2007; Liu, Lu, and Chen,
2011; You and Xie, 2011) and the references therein. It is
known consensus is achieved if the underlying graph is
directed and has a spanning tree.
However, real systems are subject to physical constraints,
such as input, output, digital communication channels, and
sensors constraints. These constraints lead to nonlinearity
in the closed-loop dynamics. Thus the behavior of each
agent is affected and special attention to these constraints
needs to be taken in order to understand their influence
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on the convergence properties. Here we list some rep-
resentative examples of such constraints. For example,
Yang, Meng, Dimarogonas, and Johansson (2014) studies
global consensus for discrete-time multi-agent systems with
input saturation constraint; Meng, Zhao, and Lin (2013)
considers the leader-following consensus problem for multi-
agent systems subject to input saturation; Lim and Ahn
(2016) and Wang and Sun (2016) investigate necessary and
sufficient initial conditions for achieving consensus in the
presence of output saturation; Li, Xiang, and Wei (2011)
shows that the widely used distributed consensus proto-
col also asymptotically leads to consensus for multi-agent
systems with input saturation and directed topologies.
The widely used distributed consensus protocols (see e.g.,
Olfati-Saber and Murray (2004)) require continuous infor-
mation exchange among the agents. For example, each
agent needs to continuously broadcast its state to its neigh-
bors. Therefore, it may be impractical to require continuous
communication in physical applications. On the other hand,
motivated by the future trend that agents can be equipped
with embedded microprocessors with limited capabilities
to transmit and collect data and do simple data processing,
event-triggered control is introduced partially to tackle this
problem (A˚stro¨m and Bernhardsson, 1999; Tabuada, 2007;
Wang and Lemmon, 2011; Heemels, Johansson, and Tabuada,
2012). The control in event-triggered control is often
piecewise constant between triggering times. The trig-
gering times are determined implicitly by the event con-
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ditions. Event-triggered control for multi-agent systems
has been extensively studied by many researchers re-
cently (e.g., Dimarogonas, Frazzoli, and Johansson, 2012;
Seyboth, Dimarogonas, and Johansson, 2013;Meng and Chen,
2013; Fan, Feng, Wang, and Song, 2013;Meng, Xie, Soh, Nowzari, and Pappas,
2015; Yang, Ren, Liu, and Chen, 2016; Yi, Lu, and Chen,
2016a; Yi, Wei, Dimarogonas, and Johansson, 2016b;
Yi, Lu, and Chen, 2017). A key challenge in event-triggered
control for multi-agent systems is how to design con-
trol law, the event threshold to determine the triggering
times, and to exclude Zeno behavior. For continuous-
time multi-agent systems, Zeno behavior means there
are infinite number of triggers in a finite time interval
Johansson, Egerstedt, Lygeros, and Sastry (1999). Another
important problem is how to realize the event-triggered
controller in a distributed way.
It is well known that, in almost all real applications, actua-
tors have bounds on their inputs and thus actuator saturation
is important to study. However, all the papers mentioned
above do not take input saturation into consideration. The
consensus problem for multi-agent systems with input satu-
ration and event-triggered controllers is a challenging prob-
lem since these constraints lead to nonlinearity in the closed-
loop dynamics. Thus the behavior of each agent is affected
and special attention to these constraints needs to be taken in
order to understand their influence on the convergence prop-
erties. To the best of our knowledge, there are only few pa-
pers addressed this. Wu and Yang (2016) proposes the dis-
tributed event-triggered control strategy to achieve consen-
sus for multi-agent systems which is subject to input satura-
tion in an output feedback mechanism. Different from this
paper, the underlying graph they used was undirected and
they did not consider excluding Zeno behavior. Actually,
even for a single agent system with input saturation and the
event-triggered controller, the stability problem is also chal-
lenging. Kiener, Lehmann, and Johansson (2014) addresses
the influence of actuator saturation on event-triggered con-
trol. Xie and Lin (2017) studies the problem of global stabi-
lization of multiple integrator systems using event-triggered
bounded controls.
In this paper, we address the global consensus problem for
multi-agent systems with input saturation over digraphs.
Specifically, we first consider the case that the underlying
graph is directed and strongly connected. In this case, we
show that, under the widely used distributed consensus pro-
tocol, multi-agent systems with input saturation achieve con-
sensus. Then, we study the case that the underlying graph is
directed and has a directed spanning tree, and show that con-
sensus can still be reached. Finally, in order to reduce actu-
ation updates and inter-agent communications, we propose
an event-triggered law which also leads to that consensus
is achieved. Our main contributions are twofold: (1) a Lya-
punov function which is different from the one in Li et al.
(2011) is used to prove our results, which facilitates the de-
sign of event-triggered control law; (2) event-triggered con-
trol law in this paper is distributed in the sense that it does
not require any a priori knowledge of global network pa-
rameters and it is free from Zeno behavior.
The remainder of this paper is organized as follows. Sec-
tion 2 introduces the preliminaries and the problem formu-
lation. The main results are stated in Section 3 and Section
4. Simulations are given in Section 5. Finally, the paper is
concluded in Section 6.
Notations: ‖ · ‖ represents the Euclidean norm for vectors
or the induced 2-norm for matrices. 1n denotes the col-
umn vector with each component 1 and dimension n. In is
the n dimension identity matrix. ρ(·) stands for the spec-
tral radius for matrices and ρ2(·) indicates the minimum
positive eigenvalue for matrices having positive eigenval-
ues. Given two symmetric matrices M,N , M > N (or
M ≥ N ) means M − N is a positive definite (or positive
semi-definite) matrix. The notation A⊗B denotes the Kro-
necker product of matrices (vectors) A and B. Given a vec-
tor s = [s1, . . . , sn] ∈ Rn, define the component operators
cl(s) = sl, l = 1, . . . , n.
2 PRELIMINARIES
In this section, we present some definitions from algebraic
graph theory (Mesbahi and Egerstedt, 2010) and the prob-
lem formulation.
2.1 Algebraic Graph Theory
Let G = (V , E ,A) denote a (weighted) directed graph (or
digraph) with the set of agents (vertices or nodes) V =
{v1, · · · , vn}, the set of links (edges) E ⊆ V × V , and
the weighted adjacency matrix A = (aij) with nonneg-
ative adjacency elements aij . A link of G is denoted by
(vi, vj) ∈ E if there is a directed link from agent vj to agent
vi with weight aij > 0, i.e. agent vj can send information
to agent vi while the opposite direction transmission might
not exist or with different weight aji. The adjacency ele-
ments associated with the links of the graph are positive,
i.e., (vi, vj) ∈ E ⇐⇒ aij > 0. It is assumed that aii = 0
for all i ∈ I, where I = {1 . . . , n}. The in-degree of agent
vi is defined as deg
in
i =
n∑
j=1
aij . The degree matrix of di-
graph G is defined as D = diag([degin1 , · · · , deginn ]). The
Laplacian matrix associated with the digraph G is defined
as L = D − A. A directed path from agent v0 to agent vk
is a directed graph with distinct agents v0, ..., vk and links
e0, ..., ek−1 such that ei is a link directed from vi to vi+1,
for all i < k.
Definition 1 A directed graph G is strongly connected if for
any two distinct agents vi, vj , there exits a directed path
from agent vi to agent vj .
ByHorn and Johnson (2012, Theorem 6.2.24),we know that
strongly connectivity of G is equivalent to the irreducibility
of the corresponding Laplacian matrix L.
2
Definition 2 A directed graph G has a directed spanning
tree if there exists one agent vi0 such that for any other agent
vj , there exits a directed path from vi0 to vj .
By Perron-Frobenius theorem (Horn and Johnson, 2012)
(for more details and proof, see Lu and Chen (2006) and
Lu and Chen (2007)), we have
Lemma 1 Suppose L is the Laplacian matrix associated
with a digraph G that has a spanning tree, then rank(L) =
n − 1, and zero is an algebraically simple eigenvalue of
L. Moreover, if L is irreducible, there is a positive vector
ξ⊤ = [ξ1, · · · , ξn] such that ξ⊤L = 0 and
∑n
i=1 ξi = 1.
The following result in Yi et al. (2017) is also useful for our
analysis later.
Lemma 2 Suppose that L is irreducible and ξ is the vector
defined in Lemma 1. Let Ξ = diag(ξ), U = Ξ − ξξ⊤, and
R = 12 (ΞL + L
⊤Ξ). Then R = 12 (UL+ L
⊤U) and
U ≥ ρ2(U)
ρ(L⊤L)
L⊤L ≥ 0 and R ≥ ρ2(R)
ρ(U)
U ≥ 0. (1)
2.2 Multi-Agent Systems with Input Saturation
We consider a set of n agents that are modelled as a single
integrator with input saturation:
x˙i(t) = sath(ui(t)), i ∈ I, t ≥ 0, (2)
where xi(t) ∈ Rp is the state and ui(t) ∈ Rp is the control
input of agent vi, respectively. And sath(·) is the saturation
function defined as
sath(s) = [sath(s1), . . . , sath(sl)]
⊤, (3)
where s = [s1, . . . , sl]
⊤ ∈ Rl with l is a positive integer and
sath(si) =


h, if si ≥ h
si, if |si| < h
−h, if si ≤ −h
,
with h is a positive constant, and the interval [−h, h] is
referred to as the saturation level.
Remark 1 For the ease of presentation, in this paper, we
focus on the case where all the agents have the same input
saturation level. However, the analysis can be extended to
the case where the agents have different saturation levels.
In the literature, the widely used distributed consensus pro-
tocol is
ui(t) = −
n∑
j=1
Lijxj(t). (4)
In this paper, we first show that consensus can be achieved
even in the presence of input saturation, i.e., consensus is
achieved for the multi-agent system (2) with the distributed
protocol (4).
The following properties about the saturation function are
useful for our analysis.
Lemma 3 For any constants a and b,
1
2
a2 ≥
∫ a
0
sath(s)ds ≥ 1
2
(sath(a))
2,
(a− b)2 ≥ (sath(a)− sath(b))2.
Lemma 4 Suppose that L is the Laplacian matrix asso-
ciated with a digraph G that has a spanning tree. For
x1, . . . , xn ∈ Rp, define yi = sath(−
∑n
j=1 Lijxj) ∈ Rp.
Then y1 = · · · = yn if and only if x1 = · · · = xn.
Proof: The sufficiency is obvious. Let’s show the necessity.
Let zi = −
∑n
j=1 Lijxj . From y1 = · · · = yn, we know
that for any l = 1, . . . , p, cl(zi) > 0, ∀i ∈ I, or cl(zi) <
0, ∀i ∈ I, or cl(zi) = 0, ∀i ∈ I.
From Lemma 2 in Li et al. (2011, Lemma 2), we know that
neither cl(zi) > 0, ∀i ∈ I nor cl(zi) < 0, ∀i ∈ I holds.
Thus cl(zi) = 0, ∀i ∈ I. Then, from Lemma 1, we have
cl(xi) = cl(xj), ∀i, j ∈ I. Hence x1 = · · · = xn.
3 GLOBALCONSENSUS FORMULTI-AGENT SYS-
TEMS WITH INPUT SATURATION
In this section, under the condition that the underlying graph
is directed, we consider the multi-agent system subject to
input saturation, i.e., system (2), and with the distributed
consensus control protocol (4). We show that the global
consensus can be achieved . We first consider the case that
the underlying graph is directed and strongly connected, then
we consider the case the underlying graph is directed and
has a spanning tree.
3.1 Strongly Connected Digraphs
In this subsection, we consider the situation that the underly-
ing digraph is strongly connected, i.e., the Laplacian matrix
L is irreducible. We have the following result.
Theorem 1 Consider the multi-agent system (2) with the
distributed protocol (4). Suppose that the underlying graph
G is directed and strongly connected. Then global consensus
is achieved.
Proof. Let ξ be the vector defined in Lemma 1. Let x(t) =
[x⊤1 (t), . . . , x
⊤
n (t)]
⊤. Consider the following function:
V (x) =
n∑
i=1
ξi
p∑
l=1
∫ −∑n
j=1
Lijcl(xj(t))
0
sath(s)ds. (5)
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From Lemmas 1 and 3, we know V (x) ≥ 0 and from 4, we
know V (x) = 0 if and only if x1 = · · · = xn.
The derivative of V (x) along the trajectories of system (2)
with the distributed consensus protocol (4) is
V˙ (x) =
dV (x)
dt
=
n∑
i=1
ξi
p∑
l=1
[sath(−
n∑
j=1
Lijcl(xj(t)))][−
n∑
j=1
Lijcl(x˙j(t))]
=
n∑
i=1
ξi
p∑
l=1
[sath(cl(ui(t)))][−
n∑
j=1
Lij sath(cl(uj(t)))]
=
n∑
i=1
ξi[sath(ui(t))]
⊤
n∑
j=1
−Lij sath(uj(t))
=−
n∑
i=1
ξiqi(t), (6)
where
qi(t) = −1
2
n∑
j=1
Lij‖ sath(uj(t))− sath(ui(t))‖2 ≥ 0,
and the last equality holds since
−
n∑
i=1
ξiqi(t)
=
n∑
i=1
1
2
n∑
j=1
ξiLij‖ sath(uj(t)) − sath(ui(t))‖2
=
n∑
i=1
1
2
n∑
j=1
ξiLij
[
‖ sath(uj(t))‖2 + ‖ sath(ui(t))‖2
]
−
n∑
i=1
n∑
j=1
ξiLij [sath(uj(t))]
⊤ sath(ui(t))
=
1
2
n∑
j=1
‖ sath(uj(t))‖2
n∑
i=1
ξiLij
+
1
2
n∑
i=1
ξi‖ sath(ui(t))‖2
n∑
j=1
Lij
−
n∑
i=1
n∑
j=1
ξiLij [sath(uj(t))]
⊤ sath(ui(t))
=−
n∑
i=1
n∑
j=1
ξiLij [sath(uj(t))]
⊤ sath(ui(t)), (7)
where we have used ξ⊤L = 0 and L1n = 0 in (7).
We then show that consensus is achieved and the input of
each agent enters into the saturation level in finite time.
From (6), we know that V˙ = 0 if and only if sath(ui(t)) =
sath(uj(t)), ∀i, j = 1, . . . , n. From Lemma 4, this is equiv-
alent to xi(t) = xj(t), ∀i, j = 1, . . . , n. Thus by LaSalle
Invariance Principle (Khalil, 2002), we have
lim
t→∞
xi(t)− xj(t) = 0, i, j = 1 . . . , n, (8)
i.e., the consensus is achieved.
Finally, we estimate the convergence speed which will be
used later. Since −∑nj=1 Lijcl(xj(t)), i = 1, . . . , n, l =
1, . . . , p are continuous with respect to t, it then follows
from (8) that there exists a constant T1 ≥ 0 such that
|cl(ui(t))| =
∣∣∣− n∑
j=1
Lijcl(xj(t))
∣∣∣ ≤ h, ∀t ≥ T1. (9)
In other words the saturation function in (2) does not play
a role after T1. Thus the multi-agent system (2) with the
distributed protocol (4) reduces to
x˙i(t) = −
n∑
j=1
Lijxj(t), t ≥ T1. (10)
Consider the following function
V˜ (x) =
1
2
x⊤(t)(U ⊗ Ip)x(t). (11)
From Lemma 2, we know that V˜ (x(t)) ≥ 0. The derivative
of V˜ (x) along the trajectories of system (10) satisfies
dV˜ (x)
dt
= x⊤(t)(U ⊗ Ip)x˙(t)
=x⊤(t)(U ⊗ Ip)(−L⊗ Ip)x(t) = −x⊤(t)(R ⊗ Ip)x(t)
≤− ρ2(R)
ρ(U)
x⊤(t)(U ⊗ Ip)x(t) = −2ρ2(R)
ρ(U)
V˜ (x), ∀t ≥ T1.
Thus
V˜ (x(t)) ≤ V˜ (x(T1))e−2
ρ2(R)
ρ(U)
(t−T1), ∀t ≥ T1. (12)
Noting V˜ (x(t)) is continuous with respect to t, there exists
a positive constant C1 such that
V˜ (x(t)) ≤ C1, ∀t ∈ [0, T1].
Then
V˜ (x(t)) ≤ C2e−2
ρ2(R)
ρ(U)
t
, ∀t ≥ 0, (13)
where C2 = max
{
V˜ (x(T1)), C1e
2
ρ2(R)
ρ(U)
T1
}
.
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Moreover, from Lemma 2, we know that
n∑
j=1
‖uj(t)‖2 = x⊤(t)(L⊤L⊗ Ip)x(t)
≤ρ(L
⊤L)
ρ2(U)
x⊤(t)(U ⊗ Ip)x(t) = 2ρ(L
⊤L)
ρ2(U)
V˜ (x(t))
≤2ρ(L
⊤L)
ρ2(U)
C2e
−2 ρ2(R)
ρ(U)
t
, ∀t ≥ 0. (14)
Thus we complete the proof. ✷
3.2 Digraphs Having A Spanning Tree
In this subsection, we consider the case that the underlying
graph is directed and has a spanning tree. In this case the cor-
responding Laplacian matrix L is reducible. The following
mathematical methods are inspired by Chen, Liu, and Lu
(2007) which are useful for our analysis. By proper permu-
tation, we can rewrite L as the following Perron-Frobenius
form:
L =


L1,1 L1,2 · · · L1,M
0 L2,2 · · · L2,M
...
...
. . .
...
0 0 · · · LM,M

 , (15)
where Lm,m is with dimension nm and associated with the
m-th strongly connected component (SCC) of G, denoted
by SCCm, m = 1, . . . ,M .
Since G contains a spanning tree, then each Lm,m is ir-
reducible or has one dimension and for each m < M ,
Lm,q 6= 0 for at least one q > m. Define an auxiliary matrix
L˜m,m = [L˜m,mij ]
nm
i,j=1 as
L˜
m,m
ij =
{
L
m,m
ij i 6= j,
−∑nmr=1,r 6=iLm,mir i = j.
Let ξm = [ξm1 , . . . , ξ
m
nm
]⊤ be the positive left eigenvector
of the irreducible L˜m,m corresponding to the eigenvalue
zero and has the sum of components equaling to 1. Denote
Ξm = diag[ξm], Qm = 12 [Ξ
mLm,m + (ΞmLm,m)⊤], m =
1, . . . ,M , and UM = ΞM − ξM (ξM )⊤. Then, we have
Lemma 5 Under the setup above, Qm is positive definite
for all m < M . QM and UM are semi-positive definite.
Moreover,
QM ≥ ρ2(Q
M )
ρ(UM )
UM . (16)
Proof. For the proof of Qm is positive definite for all m <
M , please see Wu (2005, Lemma 3.1). ✷
Let N0 = 0, Nm =
∑m
i=1 ni,m = 1, . . . ,M . Then the
i-th agent in SCCm is the Nm−1 + i-th agent in the whole
graph. In the following, we exchangeably use vmi and
vNm−1+i to denote this agent. Accordingly, denote x
m
i (t) =
xNm−1+i(t), xˆ
m
i (t) = xˆNm−1+i(t), u
m
i (t) = uNm−1+i(t)
and define um(t) = [(um1 )
⊤(t), . . . , (umnm)
⊤(t)]⊤.
Our second main result result is given in the following the-
orem.
Theorem 2 Consider the multi-agent system (2) with the
distributed consensus protocol (4). Suppose that the under-
lying graph G is directed and has a directed spanning tree,
and L is written in the form of (15). Then global consensus
is achieved.
We illustrate the main idea of the proof here. For the detail of
the proof, please see Appendix A. By Theorem 1, all agents
in SCCM achieve consensus since L
M,M is irreducible or
zero. Then, all agents in SCCM−1 which is either strongly
connected or of dimension one achieve the same consen-
sus value as those in SCCM since this is a leader follow-
ing problem with agents in SCCM are leaders and agents
in SCCM−1 are followers. By applying the similar analysis,
we see that all agents in SCCm, m = M − 2, . . . , 1, which
is either strongly connected or of dimension one achieve the
same consensus value as above since this is a leader follow-
ing problem with agents in SCCM , SCCM1 , . . . , SCCm+1
are leaders and agents in SCCm are followers. Therefore,
the result follows.
Remark 2 Li et al. (2011) also consider the consensus
problem for multi-agent systems with input saturation con-
straint under the condition that the underlying graphes
having directed spanning trees. The Lyapunov function
used in this paper is different form the one used in Li et al.
(2011). It facilitates the design of event-triggered control
laws as shown in Section 4.
4 EVENT-TRIGGERED CONTROL FOR MULTI-
AGENT SYSTEMS WITH INPUT SATURATION
To implement consensus protocol (4), continuous states from
neighbours are needed. However, continuous communica-
tion is impractical in physical applications. In order to avoid
continuous sending of information among agents and updat-
ing of actuators, we equip the distributed consensus proto-
col (4) with event-triggered communication scheme under
which the control signal is only updated when the event-
triggered condition is satisfied. Here, we use the following
multi-agent system with input saturation and event-triggered
control protocol
x˙i(t) = sath(uˆi(t)), i = 1, . . . , n, t ≥ 0, (17)
5
uˆi(t) = −
n∑
j=1
Lijxj(t
j
kj(t)
), (18)
where kj(t) = argmaxk{tjk ≤ t}. The increasing time
agent-wise sequence {tjk}∞k=1, j = 1, . . . , n, named trig-
gering time sequence of agent vj which will be determined
later. We also assume t
j
1 = 0, j = 1, . . . , n. Note that the
control protocol (18) only updates at the triggering times
and is constant between consecutive triggering times.
For simplicity, let xˆi(t) = xi(t
i
ki(t)
), ei(t) = xˆi(t)− xi(t),
and fi(t) = sath(uˆi(t))− sath(ui(t)).
In the following, we show that global consensus is achieved
for the multi-agent system (17) with event-triggered control
protocol (18). Similar to the analysis in Section 3, we first
consider the case that the underlying digraph is strongly
connected, we then consider the case that the underlying
digraph has a spanning tree.
4.1 Strongly Connected Digraphs
In this subsection, we consider the situation that the under-
lying graph is directed and strongly connected. We have the
following result.
Theorem 3 Consider the multi-agent system (17) with the
even-triggered control protocol (18). Suppose that the un-
derlying graph G is directed and strongly connected. Given
αi > 0, βi > 0 and the first triggering time t
i
1 = 0, agent
vi determines the triggering times {tik}∞k=2 by
tik+1 = max
r≥ti
k
{
r : ‖ei(t)‖2 ≤ αie−βit, ∀t ∈ [tik, r]
}
. (19)
Then (i) there is no Zeno behavior; (ii) global consensus is
achieved.
Proof. (i) We prove that there is no Zeno behavior by con-
tradiction. Suppose there exists Zeno behavior. Then there
exists agent vi, such that limk→∞ tik = T0 with T0 is a con-
stant. Let ε0 =
√
αi
2
√
ph
e−
1
2βiT0 > 0. Then from the property
of limit, there exists a positive integer N(ε0) such that
tik ∈ [T0 − ε0, T0], ∀k ≥ N(ε0). (20)
Noting ‖ sath(s)‖ ≤ h√p for any s ∈ Rp, we have
‖ sath(uˆi(t))‖ ≤ h√p.
Noting
∣∣∣∣d‖ei(t)‖dt
∣∣∣∣ ≤ ‖x˙i(t)‖ = ‖ sath(uˆi(t))‖ ≤ h√p,
and ‖xˆi(tik) − xi(tik)‖ = 0 for any triggering time tik, we
can conclude that one sufficient condition to guarantee the
inequality in condition (19) is
(t− tik)h
√
p ≤ √αie− 12βit. (21)
Then
tiN(ε0)+1 − tiN(ε0) ≥
√
αi√
ph
e
− 12βitiN(ε0)+1
≥
√
αi√
ph
e−
1
2βiT0 = 2ε0, (22)
which contradicts to (20). Therefore, there is no Zeno be-
havior.
(ii) Firstly, the derivative of V (x) defined in (5) along the
trajectories of system (17) with the even-triggered control
protocol (18) satisfies
V˙ =
dV (x)
dt
=
n∑
i=1
ξi
p∑
l=1
[sath(−
n∑
j=1
Lijcl(xj(t)))][−
n∑
j=1
Lijcl(x˙j(t))]
=
n∑
i=1
ξi
p∑
l=1
[sath(cl(ui(t)))][−
n∑
j=1
Lij sath(cl(uˆj(t)))]
=−
n∑
i=1
ξi[sath(ui(t))]
⊤
n∑
j=1
Lij sath(uˆj(t))
=−
n∑
i=1
ξi[sath(uˆi(t))− fi(t)]⊤
n∑
j=1
Lij sath(uˆj(t))
=−
n∑
i=1
n∑
j=1
ξiLij [sath(uˆi(t))]
⊤ sath(uˆj(t))
+
n∑
i=1
n∑
j=1
ξiLij [fi(t)]
⊤ sath(uˆj(t))
∗
=
n∑
i=1
ξi
2
n∑
j=1
Lij‖ sath(uˆi(t))− sath(uˆj(t))‖2
+
n∑
i=1
n∑
j=1,j 6=i
ξiLij[fi(t)]
⊤[sath(uˆj(t))− sath(uˆi(t))]
≤
n∑
i=1
ξi
2
n∑
j=1
Lij‖ sath(uˆj(t)) − sath(uˆi(t))‖2
+
n∑
i=1
n∑
j=1,j 6=i
{
− ξiLij 1
4
‖ sath(uˆj(t)) − sath(uˆi(t))‖2
− ξiLij‖fi(t)‖2
}
=
n∑
i=1
ξi
4
n∑
j=1
Lij‖ sath(uˆj(t)) − sath(uˆi(t))‖2
6
+n∑
i=1
ξiLii‖fi(t)‖2
=
n∑
i=1
ξi
4
n∑
j=1,j 6=i
Lij‖ sath(uj(t)) + fj(t)
− sath(ui(t)) − fi(t)‖2 +
n∑
i=1
ξiLii‖fi(t)‖2
=
n∑
i=1
ξi
4
n∑
j=1,j 6=i
Lij
{
‖ sath(uj(t))− sath(ui(t))‖2
+ 2[sath(uj(t)) − sath(ui(t))]⊤[fj(t)− fi(t)]
+ ‖fj(t)− fi(t)‖2
}
+
n∑
i=1
ξiLii‖fi(t)‖2
≤
n∑
i=1
ξi
4
n∑
j=1,j 6=i
Lij
{
‖ sath(uj(t))− sath(ui(t))‖2
− 1
2
‖ sath(uj(t)) − sath(ui(t))‖2 − 2‖fj(t)− fi(t)‖2
+ ‖fj(t)− fi(t)‖2
}
+
n∑
i=1
ξiLii‖fi(t)‖2
=
n∑
i=1
ξi
4
n∑
j=1,j 6=i
Lij
{1
2
‖ sath(uj(t)) − sath(ui(t))‖2
− ‖fj(t)− fi(t)‖2
}
+
n∑
i=1
ξiLii‖fi(t)‖2
≤−
n∑
i=1
ξi
4
qi(t) +
n∑
i=1
ξi
4
n∑
j=1,j 6=i
Lij
{
− 2‖fj(t)‖2
− 2‖fi(t)‖2
}
+
n∑
i=1
ξiLii‖fi(t)‖2
=−
n∑
i=1
ξi
4
qi(t)
+
n∑
i=1
ξi
4
{ n∑
j=1
Lij(−2)‖fj(t)‖2 + 2Lii‖fi(t)‖2
}
−
n∑
i=1
ξi
4
n∑
j=1,j 6=i
Lij2‖fi(t)‖2 +
n∑
i=1
ξiLii‖fi(t)‖2
=−
n∑
i=1
ξi
4
qi(t) +
n∑
i=1
2ξiLii‖fi(t)‖2
=−
n∑
i=1
ξi
4
qi(t) +
n∑
i=1
2ξiLii‖ sath(uˆi(t))− sath(ui(t))‖2
∗∗≤ −
n∑
i=1
ξi
4
qi(t) +
n∑
i=1
2ξiLii‖uˆi(t)− ui(t)‖2
=−
n∑
i=1
ξi
4
qi(t) +
n∑
i=1
2ξiLii
∥∥∥ n∑
j=1
Lijej(t)
∥∥∥2
≤−
n∑
i=1
ξi
4
qi(t) + 2max
i∈I
{
ξiLii
}
e⊤(t)(L⊤L⊗ Ip)e(t)
≤−
n∑
i=1
ξi
4
qi(t) + 2max
i∈I
{
ξiLii
}
ρ(L⊤L)
n∑
i=1
‖ei(t)‖2,
(23)
where the equality denoted by
∗
= holds due to (7) and the
inequality denoted by
∗∗≤ holds due to Lemma 3.
We then show that global consensus is achieved and the
input of each agent enters into the saturation level in finite
time. Let’s treat zi(t) = e
−βit, t ≥ 0 as an additional state
to agent vi, i ∈ I. And let z = [z1, . . . , zn]⊤ Consider a
Lyapunov candidate:
W (x, z) = V (x) + 4max
{
ξiLii
}
ρ(L⊤L)
n∑
i=1
αi
βi
zi(t),
where V (x) is defined in (5). Then the derivative ofW (x, z)
along the multi-agent system (17) with the even-triggered
control protocol (18) and system z˙i(t) = −βizi(t) is
W˙ =
dW (x, z)
dt
=V˙ (x)− 4max
{
ξiLii
}
ρ(L⊤L)
n∑
i=1
αie
−βit
≤−
n∑
i=1
ξi
4
qi(t) + 2max
{
ξiLii
}
ρ(L⊤L)
n∑
i=1
‖ei(t)‖2
− 4max
{
ξiLii
}
ρ(L⊤L)
n∑
i=1
αie
−βit
≤−
n∑
i=1
ξi
4
qi(t)− 2max
{
ξiLii
}
ρ(L⊤L)
n∑
i=1
αie
−βit ≤ 0.
Then by LaSalle Invariance Principle (Khalil, 2002), similar
to the proof in Theorem 1, we have
lim
t→∞
xj(t)− xi(t) = 0, i, j ∈ I. (24)
Finally, we estimate the convergence speed which will
be used later. Since cl(uˆi(t)) = −
∑n
j=1 Lijcl(xj(t)) −∑n
j=1 Lijcl(ej(t)), (19), −
∑n
j=1 Lijcl(xj(t)), i ∈ I, l =
1, . . . , p are continuous with respect to t, it then follows
from (24) that there exists a constant T3 ≥ 0 such that
|cl(uˆi(t))| ≤
∣∣∣− n∑
j=1
Lijcl(xj(t))
∣∣∣+ ∣∣∣− n∑
j=1
Lijcl(ej(t))
∣∣∣
≤ h, ∀t ≥ T3. (25)
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In other words the saturation function in (17) does not play
a role after T3. Thus the multi-agent system (17) with dis-
tributed protocol (18) reduces to
x˙i(t) = −
n∑
j=1
Lij xˆj(t), t ≥ T3. (26)
Similar to the proof of Yi et al. (2016a, Theorem 2), we can
conclude that there exist C5 > 0 and C6 > 0 such that
V˜ (x(t)) ≤ C5e−C6t, ∀t ≥ T3, (27)
where V˜ (x) defined in (11). Similar to the way to get (13),
we have
V˜ (x(t)) ≤ C7e−C6t, ∀t ≥ 0, (28)
where C7 is a positive constant.
Moreover, similar to the analysis for obtaining (14), we have
n∑
i=1
‖uˆi(t)‖2 =
n∑
i=1
‖ui(t)−
n∑
j=1
Lijej(t)‖2
≤2
n∑
i=1
‖ui(t)‖2 + 2ρ(L⊤L)
n∑
i=1
‖ei(t)‖2
≤C7e−C8t, ∀t ≥ 0, (29)
where C7 and C8 are two positive constants. ✷
Remark 3 We call the event-triggered control protocol (18)
together with the event-triggering condition (19) a event-
triggered control law. It is distributed since it only needs its
own state information, without any priori knowledge of any
global parameter, such as the eigenvalue of the Laplacian
matrix.
4.2 Digraphs Having A Spanning Tree
In this subsection, we consider the case that the under-
lying graph has a spanning tree. We use the same no-
tations as in Section 3.2. For simplicity, let umi (t) =
uNm−1+i(t), e
m
i (t) = eNm−1+i(t), f
m
i (t) = fNm−1+i(t),
αmi = αNm−1+i, β
m
i = βNm−1+i, and u
m(t) =
[(um1 )
⊤(t), . . . , (umnm)
⊤(t)]⊤.
Our fourth main result is given in the following theorem.
Theorem 4 Consider the multi-agent system (17) with the
even-triggered control protocol (18). Suppose that the un-
derlying graph G is directed and has a spanning tree, and
L is written in the form of (15). Given αi > 0, βi > 0 and
the first triggering time ti1 = 0, agent vi determines the trig-
gering times {tik}∞k=2 by the event-triggering condition (19).
Then (i) there is no Zeno behavior; (ii) global consensus is
achieved.
The proof is similar to the proof of Theorem 2. For the
details, please see Appendix B.
5 SIMULATIONS
In this section, a numerical example is given to demonstrate
the presented results. The saturation parameter is h = 10.
Consider a directed graph of seven agents with the Laplacian
matrix
L =


12.2 −3.2 0 −4.1 −4.9 0 0
−1.5 9.5 0 −2.6 0 0 −5.4
0 −2.7 10.1 −5.8 0 −1.6 0
0 0 −4.4 10.7 −6.3 0 0
0 0 0 0 2.6 0 −2.6
0 0 0 0 −5.3 5.3 0
0 0 0 0 −8.7 −7 15.7


,
whose topology is shown in Fig. 1. The seven agents can
be divided into two strongly connected components, i.e. the
first four agents form a strongly connected component and
the rest form another. The initial value of each agent is ran-
domly selected within the interval [−10, 10]. Here, x(0) =
[6.2945, 8.1158,−7.4603, 8.2675, 2.6472,−8.0492,
−4.4300]⊤. Fig. 2 (a) shows the state evolution of the multi-
agent system (2) with the distributed protocol (4) and Fig.
2 (b) shows the saturated input of each agent. From Fig. 2
(a) and (b), we see that global consensus is achieved and
sath(ui(t)) is within the saturation level. Fig. 3 (a) shows the
state evolution of the multi-agent system (17) with the even-
triggered control protocol (18) under the event-triggering
condition (19) with αi = 10 and βi = 1. Fig. 3 (b) shows
the saturated input of each agent. Fig. 3 (c) shows the cor-
responding triggering times for each agent. From Fig. 3
(a) and (b), we see that global consensus is achieved and
sath(ui(t)) is within the saturation level. Moreover, from
Fig. 3 (c), we see that each agent only needs to broadcast its
state to its neighbors at its triggering times. Thus continuous
broadcasting is avoided.
6 CONCLUSION
In this paper, we studied the global consensus problem for
multi-agent systems with input saturation constraints. The
communication topologies among agents were described as
directed graphs with directed spanning trees. We used a
novel Lyapunov function to show that saturation constrain
did not play a role after a finite time and global consen-
sus is achieved. Moreover, we presented a distributed event-
triggered control law to reduce the overall need of commu-
nication and system updates. We showed global consensus is
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Fig. 2. (a) The state evolution of the multi-agent system (2) with
the distributed protocol (4). (b) The saturated input of each agent.
still achieved. Furthermore, the event-triggered control law
was shown to be free of Zeno behavior. Future research di-
rections of this work include considering more general sys-
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Fig. 3. (a) The state evolution of the multi-agent system (17) with
the even-triggered control protocol (18) under the event-triggering
condition (19). (b) The saturated input of each agent. (c) The
triggering times for each agent.
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tems, time delays, and the self-triggered control.
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A Proof of Theorem 2
For simplicity, hereby we only consider the case ofM = 2.
The case M > 2 can be treated in the similar manner.
Firstly, let’s consider the second strongly connected compo-
nent. All agents in SCC2 do not dependent on any agents
in SCC1. Thus, the second strongly connected component
can be treated as a strongly connected directed graph. Then
form Theorem 1, we have
lim
t→+∞
x2i (t)− x2j (t) = 0, i, j = 1 . . . , n2.
Then, from −∑n2j=1 cl(x2i (t)), i = 1, . . . , n2, l = 1, . . . , p
are continuous with respect to t, we can conclude that there
exists a constant T2 ≥ 0 such that
|cl(u2i (t))| =
∣∣∣− n2∑
j=1
L
2,2
ij cl(x
2
j (t))
∣∣∣ ≤ h, ∀t ≥ T2. (A.1)
In addition, similar to (14), we have
‖u2(t)‖2 =
n2∑
j=1
‖u2j(t)‖2 ≤ C3e−C4t, t ≥ 0, (A.2)
where C3 and C4 are two positive constants.
Secondly, let’s consider the first strongly connected compo-
nent. Similar to V (x) defined in (5), define
V1(x) =
n1∑
i=1
ξ1i
p∑
l=1
∫ cl(u1i (t))
0
sath(s)ds, (A.3)
V2(x) =
n2∑
i=1
ξ2i
p∑
l=1
∫ cl(u2i (t))
0
sath(s)ds. (A.4)
From the definition of the component operator cl(·), we
know cl(u
1
i (t)) = −
∑n1
j=1 L
1,1
ij cl(x
1
i (t))−
∑n2
j=1 L
1,2
ij cl(x
2
i (t))
and cl(u
2
i (t)) = −
∑n2
j=1 L
2,2
ij cl(x
2
i (t)). From Lemma 3,
we know V1(x) ≥ 0 and V2(x) ≥ 0.
Similar to (6), the derivative of V2(x) along the trajectories
of system (2) with the distributed consensus control protocol
(4) is
V˙2(x) =
dV2(x)
dt
=
n2∑
i=1
−ξ2i q2i (t), (A.5)
where
q2i (t) = −
1
2
n∑
j=1
L
2,2
ij ‖ sath(u2j(t)) − sath(u2i (t))‖2 ≥ 0.
Moreover, similar to the proof of Theorem 1, we know V˙2 =
0 if and only if x2i (t) = x
2
j (t), ∀i, j = 1, . . . , n2
The derivative of V1(x) along the trajectories of system (2)
with the distributed consensus control protocol (4) satisfies
dV1(x)
dt
=
n1∑
i=1
ξ1i
p∑
l=1
sath(cl(u
1
i (t)))cl(u˙
1
i (t))
=
n1∑
i=1
ξ1i
p∑
l=1
cl(sath(u
1
i (t)))
[
−
n1∑
j=1
L
1,1
ij cl(sath(u
1
j(t)))
−
n2∑
j=1
L
1,2
ij cl(sath(u
2
j(t)))
]
=
n1∑
i=1
ξ1i [sath(u
1
i (t))]
⊤
[
−
n1∑
j=1
L
1,1
ij sath(u
1
j(t))
−
n2∑
j=1
L
1,2
ij sath(u
2
j(t))
]
=− [sath(u1(t))]⊤(Q1 ⊗ Ip) sath(u1(t))
−
n1∑
i=1
ξ1i [sath(u
1
i (t))]
⊤
n2∑
j=1
L
1,2
ij sath(u
2
j (t))
≤− ρ2(Q1)‖ sath(u1(t))‖2 + ρ2(Q
1)
2
n1∑
i=1
‖ sath(u1i (t))‖2
+
1
2ρ2(Q1)
n1∑
i=1
∥∥∥ξ1i
n2∑
j=1
L
1,2
ij sath(u
2
j(t))
∥∥∥2
≤− ρ2(Q
1)
2
‖ sath(u1(t))‖2
+
n1n2 max{(L1,2ij )2}
2ρ2(Q1)
‖ sath(u2(t))‖2
≤− ρ2(Q
1)
2
‖ sath(u1(t))‖2
+
n1n2 max{(L1,2ij )2}
2ρ2(Q1)
C3e
−C4t, t ≥ 0. (A.6)
Let’s treat yi(t) = e
−C4t, t ≥ 0, i ∈ I as an additional state
of each agent. And let y = [y1, . . . , yn]
⊤
Consider a Lyapunov candidate:
V3(x, y) =V1(x) + V2(x)
+
2n1n2max{(L1,2ij )2}
2ρ2(Q1)C4n
C3
n∑
i=1
yi(t). (A.7)
The derivative of V3(t) along the trajectories of system (2)
with distributed consensus control protocol (4) is
dV3(x, y)
dt
=V˙1(x) + V˙2(x)
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− 2n1n2 max{(L
1,2
ij )
2}
2ρ2(Q1)n
C3
n∑
i=1
yi(t).
Then, we have
dV3(x, y)
dt
≤− ρ2(Q
1)
2
‖ sath(u1(t))‖2 +
n2∑
i=1
−ξ2i q2i (t)
− n1n2 max{(L
1,2
ij )
2}
2ρ2(Q1)n
C3
n∑
i=1
yi(t), t ≥ 0.
(A.8)
Then by LaSalle Invariance Principle (Khalil, 2002), similar
to the proof in Theorem 1, we have
lim
t→∞
xj(t)− xi(t) = 0, ∀i, j ∈ I.
Similar to the proof in Theorem 1, we can show that after
a finite time the saturation would not play a role any more,
and global consensus is achieved.
B Proof of Theorem 4
(i) The proof of excluding Zeno behavior is the same as the
proof of its counterpart in Theorem 3. Thus we omit it here.
(ii) For simplicity, hereby we only consider the case ofM =
2. The case M > 2 can be treated in the similar manner.
Firstly, let’s consider the second strongly connected compo-
nent. All agents in SCC2 do not dependent on any agents
in SCC1. Thus, the second strongly connected component
can be treated as a strongly connected directed graph. Then
form Theorem 3, we have
lim
t→∞
x2i (t)− x2j(t) = 0, i, j = 1 . . . , n2.
and there exists a constant T4 ≥ 0 such that
|cl(uˆ2i (t))| =
∣∣∣− n2∑
j=1
L
2,2
ij cl(xˆ
2
j (t))
∣∣∣ ≤ h, ∀t ≥ T4. (B.1)
In addition, similar to (29), we have
‖uˆ2(t)‖2 =
n2∑
j=1
‖uˆ2j(t)‖2 ≤ C9e−C10t, t ≥ 0, (B.2)
where C9 and C10 are two positive constants.
Secondly, let’s consider the first strongly connected compo-
nent. Similar to (23), the derivative of V2(x) defined in (A.4)
along the trajectories of system (17) with the event-triggered
control protocol (18) satisfies
V˙2(x) =
dV2(x)
dt
≤−
n2∑
i=1
ξ2i
4
q2i (t) + d1
n2∑
i=1
‖e2i (t)‖2, (B.3)
where
d1 = 2max
i∈I
{
ξ2i L
2,2
ii
}
ρ((L2,2)⊤L2,2).
The derivative of V1(x) defined in (A.3) along the trajecto-
ries of system (17) with the event-triggered control protocol
(18) satisfies
V˙1(x) =
dV1(x)
dt
=
n1∑
i=1
ξ1i
p∑
l=1
sath(cl(u
1
i (t)))cl(u˙
1
i (t))
=
n1∑
i=1
ξ1i
p∑
l=1
cl(sath(u
1
i (t)))
[
−
n1∑
j=1
L
1,1
ij cl(sath(uˆ
1
j(t)))
−
n2∑
j=1
L
1,2
ij cl(sath(uˆ
2
j(t)))
]
=
n1∑
i=1
ξ1i [sath(u
1
i (t))]
⊤
[
−
n1∑
j=1
L
1,1
ij sath(uˆ
1
j(t))
−
n2∑
j=1
L
1,2
ij sath(uˆ
2
j(t))
]
=
n1∑
i=1
ξ1i [sath(uˆ
1
i (t)) − f1i (t)]⊤
[
−
n1∑
j=1
L
1,1
ij sath(uˆ
1
j(t))
−
n2∑
j=1
L
1,2
ij sath(uˆ
2
j(t))
]
=− [sath(uˆ1(t))]⊤(Q1 ⊗ Ip) sath(uˆ1(t))
+
n1∑
i=1
ξ1i [sath(uˆ
1
i (t))]
⊤
n2∑
j=1
L
1,2
ij sath(uˆ
2
j (t))
+
n1∑
i=1
ξ1i [f
1
i (t)]
⊤
[ n1∑
j=1
L
1,1
ij sath(uˆ
1
j(t))
+
n2∑
j=1
L
1,2
ij sath(uˆ
2
j(t))
]
≤− ρ2(Q1)‖ sath(uˆ1(t))‖2 + ρ2(Q
1)
4
n1∑
i=1
‖ sath(uˆ1i (t))‖2
+
1
ρ2(Q1)
n1∑
i=1
∥∥∥ξ1i
n2∑
j=1
L
1,2
ij sath(uˆ
2
j(t))
∥∥∥2
+
ρ2(Q
1)
4
n1∑
j=1
‖ sath(uˆ1j(t))‖2
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+
1
ρ2(Q1)
n1∑
j=1
∥∥∥ n1∑
i=1
ξ1i L
1,1
ij f
1
i (t)
∥∥∥2
+
n1∑
i=1
1
4
‖f1i (t)‖2 +
n1∑
i=1
∥∥∥ξ1i
n2∑
j=1
L
1,2
ij sath(uˆ
2
j(t))
∥∥∥2
≤− ρ2(Q
1)
2
‖ sath(uˆ1(t))‖2 + d2
n1∑
i=1
‖f1i (t)‖2
+ d3‖ sath(uˆ2(t))‖2, (B.4)
where
d2 =
1
4
+ (n1)
2 max
i∈{1,...,n1}
{(ξ1i L1,1ij )2}
1
ρ2(Q1)
,
d3 =2n1n2 max
i∈{1,...,n1}
{(ξ1i L1,2ij )2}
( 1
ρ2(Q1)
+ 1
)
.
Similar to the analysis to get (23), from (B.4), we have
V˙1 ≤− ρ2(Q
1)
2
‖ sath(uˆ1(t))‖2 + d4
n1∑
i=1
‖e1i (t)‖2
+ d4
n2∑
i=1
‖e2i (t)‖2 + d3‖ sath(uˆ2(t))‖2, (B.5)
where
d4 = d2ρ(L
⊤L).
Let’s treat ηri (t) = e
−βri y, t ≥ 0 as an additional state of
agent vri , r = 1, 2, i = 1, . . . , n2, and θ
2
i (t) = e
−C10t, t ≥ 0
as an additional state of agent v2i , i = 1, . . . , n2, and θ
1
i (t) =
0, t ≥ 0 as an additional state of agent v1i , i = 1, . . . , n1.
For simplicity. let η = [η11 , . . . , η
1
n1
, η21 , . . . , η
1
n2
]⊤ and θ =
[θ11, . . . , θ
1
n1
, θ21 , . . . , θ
1
n2
]⊤.
Consider the following Lyapunov candidate:
Wr(x, η, θ) =V1(x) + V2(x) + 2
C9
C10
d3
n2∑
i=1
θ2i
+ 2
n2∑
i=1
(d1 + d4)α
2
i
β2i
η2i + 2
n1∑
i=1
d4α
1
i
β1i
η1i .
(B.6)
The derivative ofWr(t) along the trajectories of system (17)
with the event-triggered control protocol (18) satisfies
dWr(x, η, θ)
dt
=V˙1(x) + V˙2(x)− 2C9d3
n2∑
i=1
θ2i
− 2
n2∑
i=1
(d1 + d4)α
2
i η
2
i − 2
n1∑
i=1
d4α
1
i η
1
i .
Then, for any t ≥ T4, we have
dWr(x, η, θ)
dt
≤ −ρ2(Q
1)
2
‖ sath(u1(t))‖2 +
n2∑
i=1
−ξ
2
i
4
q2i (t)
− C9d3
n2∑
i=1
θ2i −
n2∑
i=1
(d1 + d4)α
2
i η
2
i −
n1∑
i=1
d4α
1
i η
1
i . (B.7)
Then by LaSalle Invariance Principle (Khalil, 2002), similar
to the proof in Theorem 1, we have
lim
t→∞
xj(t)− xi(t) = 0, i, j ∈ I.
Similar to the proof in Theorem 1, we can show that after
a finite time the saturation would not play a role any more,
and global consensus is achieved.
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