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Abstract—Instead of the traditional factorization of the scalar
Green’s function by using scalar addition theorem in the low-
frequency fast multipole algorithm (LF-FMA), we adopt the
vector addition theorem (VAT) for the factorization of the dyadic
Green’s function to realize memory savings for large scale
problems. We validate this factorization and use it to develop
a low-frequency vector fast multipole algorithm (LF-VFMA) for
low-frequency problems.
I. INTRODUCTION
Electromagnetic simulations in the low frequency regime
are important issues, where the objects or parts can be a
tiny fraction of wavelength. It is necessary to improve the
ability of fast solvers for handling large-scale problems at low
frequencies. For achieving this aim, one way is to enhance
the memory efficiency of fast solvers. To develop efficient
fast solvers for low-frequency large-scale problems, we start
by studying the electric field integral equation (EFIE) operator
[10], which has two parts. One is due to the vector potential
and the other one is due to the scalar potential. When the
frequency ω → 0, the contribution from the vector potential
will be lost in the numerical simulation due to finite machine
precision. Then EFIE will only have the scalar potential part.
The integral operator corresponding to the scalar potential part
has a null space, which makes the impedance matrix nearly
singular and the matrix equation difficult to solve [2], [3].
The low-frequency fast multipole algorithm (LF-FMA) has
been developed to numerically solve low frequency problems.
In the method, the scalar addition theorem has been used to
factorize the scalar Green’s function. In this paper, instead of
this traditional factorization of the scalar Green’s function by
using scalar addition theorem, we develop a low-frequency
vector fast multipole algorithm (LF-VFMA) by using the
factorization of the dyadic Green’s function with the vector
addition theorem to accelerate the computation and save
memory for far field interactions. Since vector translators of
the LF-VFMA can be expressed by using scalar translators of
the LF-FMA, theoretically we can only store scalar translators.
However, to make the LF-VFMA numerically applicable to
low-frequency problems, some elements of vector translators
should be specially handled and stored. Therefore, the storage
for vector translators is larger than that of scalar translators
of the LF-FMA. Fortunately, the storage for vector translators
is independent of the number of unknowns. Meanwhile, the
storage of radiation and receiving patterns in the LF-VFMA
can be reduced by 25 percent compared with that of the
LF-FMA. As the storage of radiation and receiving patterns
depends on the number of unknowns, it becomes the main
part of the total storage with the increasing scale of problems.
Hence it is effective for large scale problems to reduce the
storage of radiation and receiving patterns.
II. FACTORIZATION OF DYADIC GREEN’S FUNCTION
In this section, we will present the factorization of the
dyadic Green’s function in terms of one set of vector multipole
fields for developing the LF-VFMA.
A set of vector multipole fields is defined by [9]
FJM (r) =
izJ(kr)√
J(J + 1)
∇sYJ,M (θ, φ) × er
HJM (r) = zJ+1(kr)
[
∇sYJ,M − (J + 1)YJ,Mer√
(2J + 1)(J + 1)
]
TJM (r) = zJ−1(kr)
[
JYJ,Mer +∇sYJ,M√
2J + 1
√
J
] (1)
where YJ,M is the spherical harmonics [1] (J = 0, 1, 2, . . .,
and M = −J, . . . , −1, 0, 1, . . . , J). zJ(x) is the first kind
spherical Hankel function of order J . Here er is the unit vector
of r. For this set of vector multipole fields, we let
Ψ˜
t
J,M (r) = [FJ,M (r),HJ,M (r),TJ,M (r)] ∈ C3×3, (2)
and then the vector addition theorem based on the set of vector
multipole fields can be obtained
Ψ˜
t
JM (r) =
∑
J′M ′
RgΨ˜
t
J′M ′(r
′) · α˜J′M ′,JM (r′′), |r′| < |r′′|
Ψ˜
t
JM (r) =
∑
J′M ′
Ψ˜
t
J′M ′(r
′) · β˜J′M ′,JM (r′′), |r′| > |r′′|
RgΨ˜
t
JM (r) =
∑
J′M ′
RgΨ˜
t
J′M ′ (r
′) · β˜J′M ′,JM (r′′),
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where the translator β˜J′M ′,JM (r) is the regular part of the
translator α˜J′M ′,JM (r).
Moreover, we have
α˜J′M ′,JM (ril) =
∑
J1,M1
∑
J2,M2
β˜J′M ′,J1M1(rij)
·α˜J1M1,J2M2(rjk) · β˜J2M2,JM (rkl)
(3)
In the above Equation (3), we denote the translator matri-
ces α˜J1M1,J2M2(rjk), β˜J2M2,JM (rkl) and β˜J′M ′,J1M1(rij) as
O2I translator matrix, O2O translator matrix and I2I translator
matrix respectively. All these translator matrices can be calcu-
lated by using AJ′M ′,JM , BJ′M ′,JM and the scalar translators
αJ′M ′,JM , which are given in [4], [9].
Moreover, for low frequencies or small structures,
AJ1M1,J2M2 ≈ O
(
t−(J1+J2+1)
)
BJ1M1,J2M2 ≈ O
(
t−(J1+J2)
)
αJ1M1,J2M2 ≈ O
(
t−(J1+J2+1)
) (4)
where t is a parameter that satisfies t/kr ≈ O(1). Here k is
the wave number. By using (4), we can calculate the order
of each element of the O2I translator matrix. It should be
noted that the order of the (3, 3) element of the translator
α˜J1M1,J2M2 is O(t−(J1+J2−1)), which is given by cancelling
two highest order terms. Theoretically, these two highest order
terms should cancel each other in the subtraction operation.
However, for low frequency problems, the numerical error due
to subtraction of highest order terms will swamp the real value
of the (3, 3) element. Hence, we should deal with the (3, 3)
element specially and store it alone.
In like manner, the order of each element of the O2O
translator β˜J2M2,JM and the I2I translator β˜J′M ′,J1M1 can
be obtained. Moreover, just like the (3, 3) element of the
O2I translator α˜J1M1,J2M2 , the (2, 3) element of the O2O
translator β˜J2M2,JM and the (3, 2) element of the I2I translator
β˜J′M ′,J1M1 should be calculated and stored alone to guarantee
the accuracy of these elements.
After presenting the vector addition theorem based on vector
multipole fields, we can factorize the dyadic Green’s function
with vector addition theorem as
G(r1, r2) = Ig(r1, r2)− ∇1∇2
k2
g(r1, r2)
= ik
∑
J,M
[
FJ,M (r14)RgF
∗t
J,M (r24) +HJ,M (r14)
RgH∗tJ,M(r24) +TJ,M (r14)RgT
∗t
J,M (r24)
]
−ik ∑
J,M
LJ,M (r14)RgL
∗t
J,M (r24)
(5)
where
LJM (r1) =
√
J + 1√
2J + 1
HJM (r1) +
√
J√
2J + 1
TJM (r1), (6)
Then, using (3) in (5), the dyadic Green’s function is re-
expressed as
G(r1, r2) = ik
∑
J,M
∑
J′,M ′
RgΨ˜
t
J′,M ′(r13)
·α˜J′M ′,JM (r34) ·RgΨ˜
∗
JM (r24)− ik
∑
J,M
∑
J′,M ′
RgLJ′,M ′(r13) · αJ′M ′,JM (r34) ·RgL∗tJ,M (r24)
(7)
In addition, Equation (6) is important for saving memory in
the radiation and receiving patterns of the LF-VFMA, which
will be introduced in Section IV.
III. GENERAL EQUATIONS
To avoid unnecessary complexity for introducing our
method, we assume that the target is a perfect electric conduc-
tor. A brief review of the electric-field integral equation based
on the loop-tree basis will be given in this section. Definitions
of symbols in this section are similar to those in [6].
The electric field integral equation (EFIE) for an arbitrary
3D PEC object can be written as
−tˆ(r) ·Einc(r) = iωμtˆ(r) ·
∫
S
G(r, r′) ·J(r′)dr′, r ∈ S (8)
where Einc is the incident electric field, J is the surface
current, and tˆ(r) is an arbitrary tangential unit vector on the
surface S. With the loop-tree basis, the basis rearrangement
and frequency normalization [6], we can obtain the matrix
equation of (8)⎡⎣ 4Iiωμ 0
0 K
t−1
⎤⎦ · Ft · ZVRWG · F
[
I 0
0 iωK
−1
]
·
[
IL
Q
]
+
[
0 0
0 iωK
t−1 · ZSCC ·K
−1
]
·
[
IL
Q
]
=
⎡⎣ 4VLiωμ
Kt−1 ·VC
⎤⎦
(9)
where the element of the matrix ZVRWG is[
Z
V
RWG
]
m,n
= iωμ〈JRm(r), Ig(r, r′),JtRn(r′)〉, (10)
where m,n = 1, · · · , NR. JRm is the m-th RWG basis
and NR is the number of RWG basis. The matrix F
t is a
transformation matrix that changes from the RWG basis to
the loop-tree basis. The matrix K corresponds to the process
of the basis rearrangement with the relationship
K · IC = iωQ. (11)
IV. LF-VFMA BASED ON THE VAT
Based on formulations introduced in the last section, we will
present the LF-VFMA in this section. The storage requirement
for radiation and receiving patterns and vector translators is
discussed to show the memory efficiency of this method for
large scale problems.
We will introduce the low-frequency vector fast multipole
algorithm in two steps. First we consider the matrix-vector621
multiplication in the first term on the left hand side of (9). The
fast multipole algorithm is used to accelerate the multiplication
of the matrix ZVRWG and a vector. Any element
[
Z
V
RWG
]
m,n
can
be expressed as
−ωμk ∑
J,M
∑
J′,M ′
〈
JRm(r1), RgΨ˜
t
J′,M ′(r13)
〉
·α˜J′M ′,JM (r34) ·
〈
RgΨ˜
∗
J,M (r24), J
t
Rn
(r2)
〉 (12)
where the receiving and radiation patterns are given as follows
respectively.〈
JRm(r1), RgΨ˜
t
J′,M ′(r13)
〉
= [〈JRm(r1),RgFJ′M ′(r13)〉 , 〈JRm(r1),
RgHJ′M ′(r13)〉 , 〈JRm(r1),RgTJ′M ′(r13)〉]
(13)
〈
RgΨ˜
∗
J,M (r24), J
t
Rn
(r2)
〉
=
[〈
RgF∗tJ,M (r24),J
t
Rn
(r2)
〉
,
〈
RgH∗tJ,M(r24),
JtRn(r2)
〉
,
〈
RgT∗tJ,M (r24),J
t
Rn
(r2)
〉]t
(14)
After obtaining the factorization of the elements of the ma-
trix ZVRWG, the implementation process of the multiplication of
the matrix ZVRWG and a vector is similar to the traditional LF-
FMA [7]. Then we present the scalar potential part with LF-
VFMA. In this part, the main calculation is the multiplication
of the matrix ZSCC and a vector. We can expand the element
in the far field part of the matrix ZSCC as[
Z
S
CC
]
m,n
=
k3
ω
〈JCm(r1),
∇∇′
k2
g(r1, r2),J
t
Cn
(r2)〉
=
k3
ω
∑
JM
∑
J′M ′
〈JCm(r1), RgLJ′M ′(r13)〉
·αJ′M ′,JM (r34) ·
〈
RgL∗tJ,M (r24), J
t
Cn
(r2)
〉 (15)
where JCm is the m-th tree basis. If we adopt (15) to calculate
the matrix ZSCC in the scalar potential part of low-frequency
large-scale problems, the subtraction error accumulated in the
basis rearrangement process will lead to the divergence of the
iteration. To eliminate the subtraction error, we can use the
patch-pair basis to express charges [8].
By using patch-pair basis, the term on the left hand side of
(9) can be rewritten as
iωK
t−1 · ZSCC ·K
−1
Q = iωW
t · ZSPP ·W ·Q (16)
where the matrix W is a transformation matrix. Here, NP is
the number of single patches, NC is the number of tree basis
and NP = NC + 1. Moreover, Z
S
PP is a NP × NP matrix,
whose element in the far field part can be written as[
Z
S
PP
]
mn
= − i
ω
〈JPm(r1), g(r1, r2), JPn(r2)〉
=
k
ω
∑
J,M
∑
J′,M ′
〈JPm(r1),RgψJ′,M ′(r1 − rl′)〉 ·
·αJ′M ′,JM (rl′ − rl) 〈Rgψ∗JM (r2 − rl), JPn(r2)〉
(17)
where rl′ denotes the center of the box to which the single
patch basis function JPm belongs.
From (16) and (17), we see that the main calculation in
scalar potential part of the LF-VFMA has been converted to
the multiplication of the matrix ZSPP and a vector. By doing
so, the accumulation of subtraction error can be avoided.
In the following we will show the memory saving in the part
of radiation and receiving patterns of the LF-VFMA. Since
radiation and receiving patterns are similar, we only consider
receiving patterns in the following. By using the integration
by parts, receiving patterns in (15) can be calculated by using
the single patch basis
〈JCm(r1), RgLJ′,M ′(r1 − rl)〉
= −1
k
〈∇ · JCm(r1),RgψJ′,M ′(r1 − rl)〉
= −1
k
(〈
JPt1 (r1),RgψJ′,M ′(r1 − rl)
〉
− 〈JPt2 (r1),RgψJ′,M ′(r1 − rl)〉)
(18)
where rl is the center of the box to which the RWG basis JCm
belongs. Let the center of the box to which the patch basis
JPti belongs be rti , i = 1, 2. It should be noted that rt1 or
rt2 is not always equal to rl [7]. If rt1 	= rl, a translator
is needed to transform
〈
JPt1 (r1),RgψJ′,M ′(r1 − rt1)
〉
to〈
JPt1 (r1),RgψJ′,M ′(r1 − rl)
〉
.
By using the scalar addition theorem [7], we know
RgψJ,M (r) =
∑
J′,M ′
RgψJ′,M ′(r
′) · βJ′M ′,JM (r′′), (19)
where r = r′ + r′′. So it can be obtained that〈
JPt1 (r1),RgψJ′M ′(r1 − rl)
〉
=
∑
J,M
〈
JPt1 (r1),
RgψJM (r1 − rt1)〉 · βJM,J′M ′(rt1 − rl)
(20)
Since the box to which a patch triangle of an RWG basis
belongs is adjacent to or the same as the box to which the
RWG basis belongs, the vector rt1−rl only has 27 possibilities
at most. So the storage of translators βJ′M ′,JM is small and
remains constant.
In addition, by applying (6), we can express the third
component of receiving patterns (13) in the vector potential
part of the LF-VFMA as
〈JRi(r1),RgTJM (r1 − rli)〉
=
√
2J + 1√
J
〈JRi(r1),RgLJM (r1 − rli)〉
−
√
J + 1√
J
〈JRi(r1),RgHJM (r1 − rli)〉
(21)
Since the subtraction on the right hand side of (21) is between
two terms with different highest orders, the real value of
〈JRi(r1),RgTJM (r1 − rli)〉 will not be swamped by the
subtraction error.
Therefore, in the scalar potential part of the LF-VFMA, we
only store receiving patterns 〈JPm(r1),RgψJ′,M ′(r1 − rl′ )〉
with the single patch basis. For receiving patterns (13) in
the vector potential part of the LF-VFMA, only the first622
two components need to be calculated and stored. By using
(18), (20) and (21), the third component can be obtained
with the second component of receiving patterns in the vector
potential part, receiving patterns of the scalar potential part
and translators introduced in (19). Hence, the total storage
of receiving patterns contains three parts: One is receiving
patterns with the single patch basis in the scalar potential part
and the other two are the first two components of receiving
patterns in the vector potential part. Therefore, the total storage
of radiation and receiving patterns of the LF-VFMA can be
reduced by 25 percent compared with that of the LF-FMA.
As for the storage for vector translators, since elements of
vector translators can be calculated with scalar translators of
the LF-FMA, theoretically, we can only store scalar translators
for generating vector translators. However, as we have dis-
cussed in Section 2, some elements of vector translators should
be calculated and stored alone to avoid numerical error due to
the subtraction of two high order terms. Therefore, the storage
for vector translators is larger than that for scalar translators.
In addition, we should store translators used in (20), whose
storage is small and remains constant.
Fortunately, the storage for all translators used in this
method is independent of the number of unknowns. With the
increase in the number of unknowns, the storage of radiation
and receiving patterns, which depends on the number of
unknowns, will dominate over that of translators. It is reduced
by 25 percent in our method compared with that in the LF-
FMA. The analysis of memory requirement implies that the
method is superior in saving memory for solving large scale
problems.
V. NUMERICAL EXAMPLES
This section presents an almond scattering example to
demonstrate the validity of the LF-VFMA.
We use an x-polarized plane wave incident from the z
direction to excite a PEC NASA almond given in Fig. 1, whose
length d = 2.52374 m. The mesh has 5,574 inner edges. We
use the 6 level LF-VFMA to calculate the bistatic RCS of
the PEC Nasa almond with fixed φ = 0 at 10−6 GHz. The
GMRES-50 is used to solve the matrix equation. The result
of the LF-VFMA is compared with that of the method of
moments (MOM) in Fig. 2.
Fig. 1. NASA Almond.
VI. CONCLUSIONS
In this work, the vector addition theorem is adopted for
the factorization of the dyadic Green’s function. Then the
factorization is used to develop the LF-VFMA for realizing
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Fig. 2. Bistatic RCS of a PEC NASA almond.
memory savings. In this method, the storage of translators is
larger than that of the LF-FMA. Although there is an increase
in the storage of translators, it is independent of the number of
unknowns. Meanwhile, the storage of radiation and receiving
patterns in the far field part can be reduced by 25 percent
compared with that of the LF-FMA. Since the storage of
radiation and receiving patterns depends on the number of
unknowns, it will become the main part of the total storage
with the increase in the scale of problems. So the reduction of
the storage of radiation and receiving patterns is meaningful
for large scale problems.
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