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ABSTRACT
There has been a wide interest in designing distributed algorithms
for tiny robots. In particular, it has been shown that the robots
can complete certain tasks even in the presence of faulty robots.
In this paper, we focus on gathering of all non-faulty robots at
a single point in presence of faulty robots. We propose a wait-
free algorithm (i.e., no robot waits for other robot and algorithm
instructs each robot to move in every step, unless it is already
at the gathering location), that gathers all non-faulty robots in
semi-synchronous model without any agreement in the coordi-
nate system and with weak multiplicity detection (i.e., a robot
can only detect that either there is one or more robot at a loca-
tion) in the presence of at most n−1 faulty robots for n Ê 3. We
show that the required capability for gathering robots is minimal
in the above model, since relaxing it further makes gathering im-
possible to solve.
Also, we introduce an intermediate scheduling model ASYNCIC
between the asynchronous ( i.e., no instantaneous movement or
computation) and the semi-synchronous (i.e., both instantaneous
movement and computation) as the asynchronous model with
instantaneous computation. Then we propose another algorithm
in ASYNCIC model for gathering all non-faulty robots with weak
multiplicity detection without any agreement on the coordinate
system in the presence of at most bn/2c−2 faulty robots for n Ê 7.
Keywords
Distributed Algorithms, Fault-Tolerance, Oblivious Mobile Robots,
Gathering
1. INTRODUCTION
Distributed coordination among robots in multi-robot systems
has garnered interest in recent years. These multi-robot systems
have applicability in various fields such as space exploration, dis-
aster rescue, exploration, military operations, etc. The primary
motivation in this field is to find the minimum capability required
to achieve certain objectives for a system of robots. Over the
course of study, various robot models has been used. Specifically,
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"weak robots" [11] is the most widely considered model. Weak
robots are autonomous: behave independently, anonymous: do
not have identifiers, oblivious: do not remember their past ac-
tions and silent: do not exchange messages among each other.
Mostly, they do not follow a common coordinate system. The
robots are represented as points in a plane. They may have the
capability of multiplicity detection, i.e. a point having multiple
robots. A robot with weak multiplicity detection can only figure
out whether a point is occupied by exactly one robot or more
than one robot. Similarly with strong multiplicity detection a
robot can detect the exact number of robots at a point. They
have either limited or unlimited visibility range. The robots are
either transparent or non-transparent. Each robot follows look-
compute-move cycles. It observes the surrounding in the look
phase. In the compute phase it computes the destination based
on the observation. It moves towards the destination point in the
move phase. In the semi-synchronous (SSYNC) model, the global
time is divided into discrete time intervals called rounds. In each
round a subset of robots are activated. Once a robot is activated,
it finishes one look-compute-move cycle in that round. The fully-
synchronous (FSYNC) model can be considered a special case of
SSYNC, since it activates all the robots in each round. In the asyn-
chronous (ASYNC) model, any robot can be activated at any time.
A robot can be idle for unpredictable but finite amount of time.
We consider the scheduler to be a fair scheduler, which activates
the robots infinitely many times in infinite time.
Like any distributed system, there is a possibility of failure for
any robot in these muti-robot systems also. The faults consid-
ered are of mainly two types: crash faults and Byzantine faults: In
crash faults, the faulty robots stop moving. In Byzantine faults,
the faulty robots behave in an unpredictable manner [1]. The
faults can occur due to the unreliable components in the sys-
tem, which are custom made or manually built. Also sometimes
there can be defect in manufacturing. Apart from these, the faults
can be caused by some external factor in the field of deployment.
Hence there is a need to design fault-tolerant algorithms. In this
paper we design the algorithms to be crash-fault tolerant.
1.1 Related Works
Some of the common problems for these multi-robot systems
include, leader election: all robots agree on a leader among them-
selves [6, 13, 16], gathering: all robots gather at a single point
[17], convergence: the robots come very close to each other [9]
and pattern formation: the robots imitate a given pattern on the
plane [17]. The gathering problem has been studied for different
models, including fully synchronous (FSYNC), semi-synchronous
(SSYNC) and asynchronous (ASYNC). In FSYNC model, the gath-
ering problem has been solved without making any additional
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Reference Model # Faults Direction Chirality Multiplicity Detection Valid Initial Configuration
[1] SSYNC 1 NO NO Weak at most one multiplicity
[4] SSYNC n−1 NO YES Strong not bivalent
[5] SSYNC n−1 NO NO Strong not bivalent
Our Result SSYNC n−1 NO NO Weak at most one multiplicity
[3] ASYNC n−1 YES NO NO any
Our Result ASYNC IC bn/2c−2 NO NO Weak any symmetric or asymmetric configuration
with at most one multiplicity excluding
symmetric C (0), C (1/k), C (1/2) and C (1/2+1/k)
Table 1: Summary of Assumptions for Fault-Tolerant Gathering
assumptions to the basic model [8]. In [17], impossibility of gath-
ering for n = 2 without assumptions on local coordinate system
agreement for SSYNC and ASYNC is proved. Also, for n > 2 it is
impossible to solve gathering without assumptions on either co-
ordinate system agreement or multiplicity detection [15]. In [7],
Cieliebak et al. have studied gathering with multiplicity detec-
tion. A practical implementation of non-transparent fat robots
with omnidirectional cameras opened up several new algorith-
mic issues [12]. Chaudhuri et al. [6] have proposed a determinis-
tic algorithm for leader election and gathering for transparent fat
robots without common sense of direction or chirality. Common
chirality is basically the common clockwise order.
In recent years, devising algorithms that achieve the goal even
in the presence of a few faulty robots has piqued the interest [14].
In SSYNC model, Agmon et al. [1] have proposed an algorithm
to gather robots with at most one faulty robot. The various prob-
lems in crash and Byzantine fault model are explored and some
of the existing results are compiled by Clement et al. [10]. Auger
et al. [2] have proved that it is impossible to converge oblivious
mobile robots if more than one half and more than one third of
the robots exhibit Byzantine failures respectively. Bouzid et al.
[4] have proposed a wait-free crash-fault tolerant gathering algo-
rithm with robots having strong multiplicity detection and chi-
rality. Bramas and Tixeuil [5] has proposed a wait-free gather-
ing algorithm for robots with arbitrary number of faults, which
removed the assumption of chirality, but still has strong mul-
tiplicity detection as opposed to weak multiplicity detection in
[1]. They conjecture that weak multiplicity detection can only
solve gathering for distinct initial positions. Bhagat et al. [3] have
solved the problem of gathering in ASYNC setting (n,n−1) crash
fault model in 2D under agreement on the direction and orien-
tation of one axis. To the best of our knowledge there is no fault-
tolerant algorithm in the ASYNC model without any agreement
in coordinate system. The various assumptions in the results we
found along with our results for fault-tolerant gathering are sum-
marized in Table 1.
1.2 Our Contributions
In this paper we propose two gathering algorithms, where the
robots do not share a common direction (unlike [3]) or chirality
(unlike [4]). The robots only have capability of weak multiplicity
detection (as opposed to strong multiplicity detection in [4, 5]).
The relaxation of assumption is possible because of our strategy
of moving the robots in non-intersecting circular paths, which
avoids creation of multiple multiplicity points.
1. We propose a wait-free gathering algorithm, which achieves
gathering in finite time without common sense of direction
or chirality only with weak multiplicity detection. This al-
gorihtm extends the result by Agmon and Peleg [1] to toler-
ate n−1 faults in the same model.
2. We prove the conjecture in [5] that strong multiplicity is
required for gathering in presence of more than one mul-
tiplicity points in the admissible initial configurations in
SSYNC model.
3. We initiate the study on an asynchronous scheduling model
with instantaneous computation (ASYNC IC ) which is an
intermediate model between semi-synchronous and asyn-
chronous.
4. We propose a fault-tolerant algorithm in the ASYNC IC which
can gather even if almost half the number of total robots
are faulty.
1.3 Paper Organization
The remainder of the paper is organized as follows. Section 2
introduces the necessary background. Section 3 shows an im-
possibility result that gathering is unsolvable in presence of more
than one multiplicity point in SSYNC model. Section 4 presents
algorithms for gathering in SSYNC model. Section 5 introduces
ASYNC IC model. Then section 6 presents a gathering algorithm
in the ASYNC IC model, before we conclude in section 7.
2. PRELIMINARIES
Some important notations are as follows.
• R = {r1,r2, · · · ,rn } be the set of n point robots in a Euclidean
plane. Robot ri occupies the position pi in the plane. A
multiplicity point can have multiple robots.
• The configuration C = {p1, p2, · · · , pn }, is a multiset, which
represents the robots in the plane.
• A configuration is a legal configuration if it has at most one
multiplicity point.
• The smallest enclosing circle (SEC ) of a configuration C is
denoted by SEC (C ).
• C b denotes the set of robots on the boundary of SEC .
C bf i x is the set of robots on boundary which are fixed.
• In the (n, f ) crash-fault model, out of the n robots at most
f robots are faulty.
The robots have following behaviors in the crash fault model.
BEHAVIOR 1. For a non-faulty robot ri at position pi moving
towards the destination p∗ in its activated cycle, if the distance
between pi and p
∗ is less than S, where S is a constant, then the
robot ri reaches p
∗ in the same cycle. Otherwise the robot stops
at a point on the line pi p∗ which is at least at a distance S away
from pi .
BEHAVIOR 2. A robot may become faulty at any point of time.
Gathering of robots in a crash-fault model is the gathering of all
non-faulty robots at one point in finite time.
3. IMPOSSIBILITY
It is impossible to gather two robots in SSYNC without agree-
ment in coordinate system [17]. The adversary can always sched-
ule the robots such that at the end there would be exactly two
multiplicity points. As the robots only have capability of detect-
ing either it is a multiplicity or not, not the capability to find out
exactly how many robots are there in a multiplicity, so both mul-
tiplicity points behave the same as two robots in SSYNC model.
Hence the theorem follows.
THEOREM 1. For a non-legal configuration, it is impossible to
design a wait-free deterministic algorithm which gathers all the
robots with weak multiplicity detection in SSYNC model.
PROOF. Suppose a deterministic wait-free algorithm ψ, gath-
ers all the robots with weak multiplicity detection without agree-
ment in coordinate system in SSYNC model from a configuration
with more than one multiplicity point in finite time. Say Ct be the
final configuration. Then there is exactly one multiplicity point in
Ct . If Ct ′ , for some t
′ < t , has more than two multiplicity points
and Ct has only one multiplicity then the three or more multi-
plicity points are merged into one multiplicity point before time
t . Now the three of them had merged at one of the three points or
at some other point to create a single multiplicity. The adversary
can always choose to not activate the robots in one multiplicity
point which is not the destination in that cycle. Then Ct would
have two multiplicities. Hence it is not possible to have a con-
figuration which has only one multiplicity point starting from a
configuration with more than one multiplicity points.
Now consider the configuration Ct ′ with two multiplicity points.
Say all other robots except multiplicity robots gather at either one
of the two multiplicity or any other point. If they go to one of
the multiplicity then, the number of multiplicity doesn’t decrease
and remains two. If they go to some other point, then if the other
robots create another multiplicity point then, it again becomes
more than two multiplicity configuration.
So we can always argue that, there would always be a configu-
ration with two multiplicity points during the execution of algo-
rithm. Now, the configuration with only two multiplicity points
is same as having only two robots in SSYNC model. So those two
can not gather [17], which is a contradiction. Hence no such al-
gorithm ψ exists.
OBSERVATION 1. If any algorithm is n−1 fault-tolerant, then
it must be wait-free.
If the algorithm is not wait-free, then the non-faulty robot waits
for some other robots to move. If all of them are faulty, then it
results in an indefinite wait cycle. So the algorithm has to be
wait-free. From theorem 1, it is clear that any wait-free gather-
ing algorithm for SSYNC model can gather non-faulty robots only
starting from a configuration with at most one multiplicity point.
4. GATHERING (N , N −1) CRASH FAULT IN
SSYNC MODEL
4.1 Model
The robots are modeled as points in a Euclidean plane. Each
robot can observe the environment and determine its position
along with the positions of other robots in its local coordinate
system. The robots are autonomous, anonymous, oblivious, ho-
mogeneous and silent. The robots have unlimited visibility. They
have the capacity of weak multiplicity detection. Each robot fol-
lows an atomic look-compute-move cycle. Here we have consid-
ered the crash-fault model. If a robot becomes faulty then it stops
functioning. The robots follow SSYNC scheduling.
The problem statement is as follows:
PROBLEM 1. ((n,n−1) Crash Fault): Given n anonymous, ho-
mogeneous, oblivious, point robots with unlimited visibility in a
legal initial configuration with no agreement in coordinate sys-
tem, having the ability to detect multiplicity points in SSYNC model.
The objective is to achieve gathering of non-faulty robots in the
(n,n−1) crash fault system for n ≥ 3.
4.2 Algorithm and Correctness
In this section we present the Algorithm 3 (GATHER_K(C ,ri )),
which gathers the non-faulty robots. In the SSYNC model, all the
robots activated in each cycle look at the same time. Hence the
view of each robot is the same. If there is a multiplicity point in
the configuration then all the robots go towards the multiplicity
point. If there is no multiplicity point then they go towards the
center of SEC . As any robot which is activated can move, the SEC
can change in subsequent rounds. But for each round, the SEC is
same for all robots and hence the destination point (i.e., the cen-
ter of SEC ) also remains invariant for that round. All activated
robots move towards the destination point in a straight or circu-
lar path such that their paths do not intersect except for the desti-
nation point as described in Algorithm 1 (MOVETODEST), which
ensures the creation of a single multiplicity point. Algorithm 1
uses Algorithm 2 (FINDTANGENT) as a subroutine which returns
a line, which should be tangent to the circular path. Once the
multiplicity point is formed, all robots move towards the multi-
plicity point, which remains invariant until gathering is finished
in a similar manner.
We prove the correctness of the algorithms in a number of lem-
mas followed by a theorem. First, Lemma 1 shows that the ra-
dius of the SEC decreases every time the center of SEC changes.
Lemma 2 shows the minimum decrement of distance from cen-
ter of SEC for a robot which moved radially towards the center of
SEC in the previous round. Lemma 3 shows the minimum radial
distance covered by a robot, if it moves in a circular path for a
distance S. Lemma 4 proves that all the paths of robots are non-
intersecting and Lemma 5 ensures that all the robots can reach
their destination in finite time. Then Theorem 2 using the previ-
ous lemmas guarantees that Algorithm 3 gathers all the robots in
finite time in SSYNC model.
LEMMA 1. If the center of SEC is different in the two consecu-
tive cycles, then the new radius is less than the previous one.
PROOF. Without loss of generality consider C is the configu-
ration before movement of robots and C ′ is the configuration af-
ter movement. In Figure 1, SEC of C denoted with dotted circle
and SEC of C ′ denoted with dashed circle. Assume that radius of
SEC of C ′ is same as radius of SEC of C . Consider the position
of robots in consecutive cycles. The robots have moved on or in-
side the SEC from configuration C . We can argue that the robot
positions in C ′ are within the intersection of SEC s of C and C ′.
r
r
< r
Figure 1: Two different circles with same radius and a circle en-
closing intersection of the two circles
But the smallest circle which can cover the intersection area
of SEC s of C and C ′ is denoted with solid circle in Figure 1 which
has a radius less than r . Hence the SEC of C ′ denoted with dashed
circle is not the SEC of C ′, which is a contradiction.
LEMMA 2. If a robot moves distance δ towards the center of
SEC radially, then the distance from the center of SEC in the next
cycle is at most
r −δ
2
+ 1
2
√
(r +δ)2−2δ2, where r is the radius of
SEC in the current cycle.
PROOF. Let C and C ′ be two configurations in consecutive cy-
cles. As shown in Figure 2, the robot ri at p, represented as a
black disk, after moving distance δ towards the center of SEC
in C ends up on the boundary of SEC in C ′, denoted by p ′, i.e.
pp ′ = δ. Say the centers of SEC in C and C ′ are O and O′ and
OO′ = x. If p ′ is not collinear with O and O′, then from triangle
inequality p ′O′ < p ′O +OO′ = r −δ+ x. We are trying to maxi-
mize p ′O′ as it implies the distance of destination from the new
position of robot. The value p ′O′ is maximum when the new po-
sition of robot is collinear with the centers i.e., the bisector of the
chord made by the intersection points of two circle as shown in
Figure 2. Then p ′O′ = r −δ+x.
r l
2
δ xp p
′
O O′
A
B
Figure 2: Robot moving from boundary to boundary in consecu-
tive configurations
Consider there are two robots on the intersection of both the
circles at A and B in C and C ′. The largest SEC possible with
these three robots on the boundary is the circle with the other
two robots on the ends of diameter. The largest SEC radius can
be achieved is l2 where l = AB . From the right angled triangle
OO′A
r 2 = l
2
4
+x2 =⇒ l
2
=
√
r 2−x2
Now
r 2−x2 = (r −δ+x)2 =⇒ δ−x = r +δ
2
− 1
2
√
(r +δ)2−2δ2 > 0
Here pO − p ′O′ = δ− x is the minimum decrement of distance
from center of SEC for a robot which moved in previous round.
Algorithm 1: MOVETODEST(C ,p ,p∗ ,st yle ,di st ance)
Input : Robot position, destination point, movement style
and distance
Output: Movement of robot
1 if st yle = str ai g ht then
2 Move from p to p∗ in a straight line
3 else
4 l = FINDTANGENT(C , p, p∗)
5 Let G be the circle passing through p and p∗ with line l
as a tangent to G at p∗.
6 Move from p to p∗ along the arc of circle G in that sector.
7 if di st ance = f ul l then
8 Move completely to p∗ along the path.
9 else
10 Move along the path until the midpoint of path.
Algorithm 2: FINDTANGENT(C ,p ,p∗)
Input : Robot position, destination and configuration
Output: A line
1 if there is a robot at p ′ next to p on
−−→
p∗p away from p∗ then
2 l = FINDTANGENT(C , p ′, p∗)
3 Let circle G passes through p ′ and p∗ with l as a tangent
at p∗.
4 if arclength of the minor arc is less than S then
5 Return l
6 else
7 Let p ′′ be the point on G such that length of Úp ′p ′′ is S
8 Return p ′′p∗
9 else
10 Find the robot free sector of SEC adjacent to p with
smallest angle, say µ.
11 Return the angle bisector of µ.
Algorithm 3: GATHER_K(C ,ri )
Input : A configuration C and robot ri
Output: Destination and movement path of robot.
1 if there is a multiplicity point m then
2 p∗ =m
3 else
4 p∗ =O, where O is the center of SEC
5 if ri has a robot free path towards p
∗ then
6 MOVETODEST(pi , p
∗, str ai g ht , f ul l ))
7 else
8 MOVETODEST(pi , p
∗,ci r cul ar, f ul l ))
LEMMA 3. For any non-faulty robot, the minimum radial dis-
tance traveled towards the center of SEC in one cycle is at least λ,
where λ> S22r .
PROOF. The minimum radial displacement towards the center
of SEC can be achieved when the arc of circle on whose bound-
ary it travels has the highest curvature. The length of an minor
arc between two points on a circle is highest when the arc is a
semicircle.
p′p′′ = λ
S θ θ
2
r
2
p
p′p′′
O
r
Figure 3: Robot moving along a circular path towards destination
point
As shown in Figure 3 the non-faulty robot travels at least dis-
tance S on the circle from p to p ′. p ′′ is the projection of p ′ onto
boundary of SEC . Let the arc of distance S on the inner circle
makes an angle θ at the center of inner circle. Then the arc makes
an angle θ2 at the center of SEC . We know that,
r
2θ = S. The semi-
circular angle is pi2 . So p
′O = r cos θ2 . From Figure 3, the radial
displacement toward the center, i.e. p ′p ′′ denoted by λ. Now
p ′p ′′ =Op ′′−Op ′, so
λ= r − r cos θ
2
= r
(
1−cos S
r
)
> r
(
1−
(
1− S
2
2r 2
))
= S
2
2r
LEMMA 4. For any configuration Algorithm 3 gathers all the
non-faulty robots without creating any additional multiplicity point.
PROOF. From Algorithm 3, notice that all the robots move to-
wards the destination point to gather. If a robot does not have
any other robot in its path then it moves in a straight line towards
the destination. So the path it follows is unique.
S
S
p′1
p1 p2 p3 p4 p5 p6
p′2
O
Figure 4: Paths of robots intersect only at the destination point
A robot, whose straight line path is blocked by another robot,
moves along a circular path connecting its current position and
the destination point. Observe from Figure 4 that the circular
paths of robot at p1 intersects with each other or the straight path
of p5 only at the destination point, because the circle is drawn
such that the angle bisector of ∠p5Op6 is the tangent to the cir-
cle at O. The robot at p2 considers the line p
′
1O as the tangent
where, p ′1 is the position of robot at p1 after moving S on the cir-
cular path. As the robot at p1 will move straight in the next cycle,
that straight line has been considered as the tangent for the cir-
cular path of robot at p2. For robots at p3 and p4 is the tangent is
p ′2O, because the distance along circular path for p3 is less than
S, hence that will reach the destination in one cycle if activated.
Hence it is not possible for the robots to form a multiplicity
point at a point other than the destination point.
LEMMA 5. For a configuration with a multiplicity point, Algo-
rithm 3 gathers at the multiplicity point in finite time.
PROOF. According to Algorithm 3, the destination point is the
multiplicity point. The destination point remains invariant over
the execution of algorithm, because from Lemma 4, the robots
move in such a way that they only meet at the destination point
without creating any other additional multiplicity point. From
the Behaviour 1 of non-faulty robots, they move at least a dis-
tance S in each cycle they are activated. Hence the robots having
a free corridor towards the destination will reach the destination
in finite time.
Also notice that, for k robots on a same line in one cycle, which-
ever robot moves they will not be collinear again. Say the robots
are at a distance {d1,d2, · · · , dk } from the center of SEC in the in-
creasing order of distance. After the robot ri moves S distance
along the circular arc, the angle it makes at the center of SEC is
half of the angle it makes at the center of circle along which it is
moving. Hence the angle can be represented as, αi = S sinθ/di ,
where θ is the half of smallest angle made by a sector in SEC ad-
jacent to ri without any robots. Now for any two robots on the
line, after the movement along the circular path, they will not be
co-linear with the center of SEC , because the αi will be differ-
ent for each of them. Now each robot will have a robot free path
towards the center of SEC . So after a finite number of activated
rounds for that robot it will reach the destination point.
THEOREM 2. For a legal initial configuration, Algorithm 3 gath-
ers the non-faulty robots in finite time for n Ê 3.
PROOF. As Algorithm 3 works in SSYNC model, in each cycle
the configuration for all the robots are same. For a particular con-
figuration if there is a multiplicity point then all the robot gather
at the multiplicity point without creating additional multiplicity
point on the way from Lemma 5.
If there is no multiplicity point initially in the configuration C ,
then each robot has to move towards the center of SEC . If the
center of SEC remains invariant across multiple rounds, then the
robots activated during those rounds would form a multiplicity
point at the center. For any initial configuration, the center of
SEC would always lie inside the convex hull of the configuration.
Hence the total distance needed to traverse for a particular robot
is finite. Hence in finite number of activation cycles there would
be at least two robots which will form a multiplicity point. Also
from Lemma 2, whenever the SEC is changing by the movement
of a robot, it gets closer to the destination point in the next cycle.
As the decrement is a positive finite value, inversely dependent
on r , radius of SEC , the SEC would gradually get smaller, un-
til the distance to reach destination is less than S, which can be
completed in one cycle. Hence Algorithm 3 gathers all the non-
faulty robots in finite time.
It can tolerate upto n−1 faults for n Ê 3, because all the robots
are moving in their unique paths. So, even if only one robot is
non-faulty that will reach the destination in finite time. It is proved
that for n = 2, gathering is impossible in SSYNC, but for n Ê 3 the
robots can form a multiplicity point and gather there.
5. OUR MOTIVATION: INSTANTANEOUS
COMPUTATION
In ASY NC model, there can be arbitrarily large delay between
the look, compute and move phases. Thus a robot can move based
on an outdated look state. This can cause algorithms to fail. With
following example we show one limitation of ASYNC model.
Consider the following situation in the ASYNC model as shown
in Fig. 5 for three time instances t1, t2 and t3 such that t1 < t2 <
t3. Say an algorithmφ outputs some robots to keep the SEC fixed
given a configuration as the input. Say at t1, robot r1 is in its look
state, while robot r3 is in its compute state. Then at t2 robot r1
is in its compute step while robot r3 started moving, since the
robots fixed byφ are r2, r4 and r5. Now at t2, r2 looks and the out-
put ofφ are r1, r4 and r5, since r3 is already moved at t2 changing
the configuration. We can observe that r1 and r2 both are moving
because r1 has computed based on configuration at t1 and r2 has
computed based on configuration at t2. Then at t3 both r1 and
r2 have moved making the SEC different. Both r1, r2 are moving
towards the center of SEC in the previous configuration while
another two robots r6 and r7 are activated and started moving
towards the center of SEC in the new configuration. Thus two
multiplicity points are created. This situation arises because the
robot r1 moved based on the configuration which is outdated.
From Theorem 1, it is clear that gathering is not possible for
more than one multiplicity point present. This example shows
the downside of execution of algorithm based on a outdated look
state. Here when r1 and r2 are computing, r3 has moved, hence
the destination they obtained is based on a outdated look data,
which leads them to a different destination.
Configuration at t1
r1
r2
r3
r4
r5
r7
r6
r1
r2
r3
r4
r7
r6
r5
OO
r5
r6
r7
r4
r3r2
r1
O
O′
Configuration at t2
Configuration at t3
Figure 5: Illustration for creation of two multiplicity in ASYNC
Now consider there is no computation delay. Then the robots
would always move based on the current look information. Then
situations like the previous one can be avoided. So we in this pa-
per introduce the asynchronous model with instantaneous com-
putation (ASYNC IC ). In ASYNC IC the computation phase is in-
stantaneous. This means that there is no delay between look
and move. Any robot after completion of look stage, immediately
starts moving towards the destination. For example, if two robots
look at time t and t ′, where t ′ = t + ² for some small ² > 0, the
robot looked at time t has already started its movement (unless
the destination computed is itself ) by the time the second robot
looks at t ′. This model is denoted as ASYNC IC . The inactivity pe-
riod is unpredictable but finite. Since the conflict cannot happen
due to compute delays, the ASYNC IC model can be considered
more powerful than ASYNC but less powerful than SSYNC.
6. GATHERING (N ,bN /2c−2) CRASH FAULT
IN ASYNCIC MODEL
6.1 Model
The robots considered in this section have exactly the same ca-
pabilities as in section 4.1, that is they are autonomous, anony-
mous, homogeneous, oblivious, silent and have weak multiplic-
ity detection. The scheduling model followed here is the ASYNC IC .
In this section, gathering problem is solved for (n,bn/2c−2) crash
fault in the ASYNC IC model.
PROBLEM 2. ((n,bn/2c−2) Crash Fault): Given n anonymous,
homogeneous, oblivious, point robots with unlimited visibility in
legal initial configuration with no agreement in coordinate sys-
tem, having the ability to detect multiplicity points in ASYNCIC
model. The objective is to achieve gathering for all non-faulty
robots in (n,bn/2c−2) crash fault system for n ≥ 7.
6.2 Algorithm and Correctness
The Algorithm 5 (ASYNCGATHER(C ,ri )) is executed in such a
fashion that the SEC of the initial configuration remains as the
SEC of all the configurations to follow until a multiplicity point is
formed. Initially, let k robots are on the boundary and remaining
n−k robots are inside the SEC . If k ≤ n/2, fix all the robots which
are on the boundary of the SEC . So there are at least two non
faulty robots which move towards the center of the SEC and cre-
ate a multiplicity point. If k > n/2, we divide the SEC in k cells as
shown in Figure 6 and then use pigeonhole principle to conclude
there exists at least empty cell since n − k < k. Among k cells,
let k1 are empty cells. If k1 ≤ k/2, we fix robots corresponding
to the empty cells. Else if k1 > k/2, we fix robots corresponding
to non empty cells. In any case we are fixing at most k/2 robots.
So there are at least two non faulty robots which move towards
the center of the SEC and create a multiplicity point. All config-
urations, where fixing the SEC is possible after making cells, are
denoted by C (Cel l ). C (Cel l ) may contain symmetric as well as
asymmetric configurations.
rk
Ek
Figure 6: Ek is the cell of a robot rk
There are configurations for which fixing the SEC is not possi-
ble using the above strategy. These configurations have the same
number of robots in each cell since robots may lie on cell bound-
ary and consequently each cell may contain equal number of
robots. For robots on the boundary of multiple cells, those are
counted as equally shared between the cells. Say a robots is shared
between two cells then it contributes 0.5 to each cell’s number of
robots. Say vi be the number of robots present in each cell. The
possible configurations with all the cells having same vi where
k > n/2 and no multiplicity point present are following.
C(0) C(1/k) C(1/2) C(1/2 + 1/k)
Figure 7: Four configurations with the same vi , where vi < 1
• C (0) : vi = 0∀i ∈ {1,2, · · · ,n}.
• C (1/k): vi = 1/k∀i ∈ {1,2, · · · ,n} i.e., k robots are on the
boundary and one robot is at the center.
• C (1/2): vi = 1/2∀i ∈ {1,2, · · · ,n}.
• C (1/2+ 1/k): Combination of C (1/k) and C (1/2) configu-
ration.
Illustrations of the above configurations are shown in Figure 7.
These configurations can be symmetric as well as asymmetric. If
any of the C (0), C (1/k), C (1/2) or C (1/2+ 1/k) configuration is
asymmetric then we can elect a leader. Consequently we can fix
the SEC according to Algorithm 4. We use the leader election al-
gorithm presented in [6], which deterministically elects a leader
for any asymmetric configuration. We show that these configu-
rations can only be the initial configuration. If any robot moves
according to our algorithm from any of these configuration then
it reaches C (Cel l ). Once the configuration is in C (Cel l ), it never
reaches to any of the four configurations stated above. Hence-
forth asymmetric configurations are represented by C∗( ). If the
initial configuration is symmetric as well as any of the C (0), C (1/k),
C (1/2) or C (1/2+1/k), our algorithm cannot gather since leader
election is not possible. So these symmetric C (0), C (1/k), C (1/2)
or C (1/2+1/k) are not included in the admissible initial config-
uration.
For a given configuration C = {p1, p2, · · · , pn }, the SEC of C
can be represented by a set C b of points which lie on the SEC .
The SEC of a set of points can be represented with a subset of
those points. If all the other robots, which are not part of that
subset move inside the SEC , the SEC remains the same. The idea
behind Algorithm 4 (FIXSEC(F,C )) is to choose a subset of robots
such that the SEC remains invariant as long as the robots in that
subset do not move.
OBSERVATION 2. In the set C b either there are two points which
form a diameter or there are at least three points which do not lie
on a semicircle.
According to Observation 2, Algorithm 4 can always choose two
or three robots for fixing the SEC . The proof of Algorithm 5 un-
folds in the following lemmas and a theorem. Lemma 6 proves
that we can always choose a set of robots to keep the SEC fixed
for any configuration. Then Lemma 7 shows that Algorithm 5
does not create additional multiplicity points using movement
strategy in section 4.2. Lemma 8 shows a state diagram where
the configuration with a single multiplicity point can be achieved
from any configuration. Finally Theorem 3 concludes the proof
of correctness.
Algorithm 4: FIXSEC(F ,C )
1 Input: A set of robots F and configuration C
2 Output: A set of robots C bf i x .
3 if all robots in F are on the same semicircle then
4 if |F | = 1 then
5 Let F = {ri }
6 if r j is diametrically opposite to ri then
7 C bf i x = {ri ,r j }
8 else
9 Find the closest robot r j and rk diametrically
opposite to ri on either side of diameter passing
through ri .
10 C bf i x = {ri ,r j ,rk }
11 else
12 Let ri ,r j be the farthest two robots in F
13 Find the point of intersection of cord bisector of
pi p j with boundary diametrically opposite of those
two robots.
14 Find the robots rp and rq on the boundary nearest
to the intersection point on either side.
15 C bf i x = {ri ,r j ,rp ,rq }
16 else
17 C bf i x = F
LEMMA 6. Algorithm 4 determines a subset C bf i x of C
b such
that SEC of C bf i x is the SEC of C .
PROOF. According to Algorithm 4 for different cases we are
choosing a subset of three (or four) robots of C b which do not
lie on a semicircle. So to prove the lemma we need to prove that
any subset of three robots of C b which do not lie on a semicircle
have the same SEC as C .
Now let us consider any three robots on the boundary of SEC
of C , say r b1 , r
b
2 and r
b
3 . As shown in Figure 8, r
b
3 lies outside the
semicircles r b1 r
b
2 A and r
b
2 r
b
1 B . Consider r
b
1 and r
b
2 .
O
rb1
rb2
rb3
A
B
CD
Figure 8: SEC of 3 robots not in a semicircle
All the circles that pass through these two robots have their
center on the line C D , the perpendicular bisector of the line join-
ing r b1 and r
b
2 . From Figure 8, we can see that the smallest cir-
cle covering the three robots is the circle passing through them,
which is the SEC of C . Now the SEC of the new configuration
remains the same as the other robots other than the fixed robots
move inside, because the SEC of fixed robots is the SEC of whole
configuration.
LEMMA 7. Algorithm 5 gathers the non-faulty robots without
creating any additional multiplicity point.
PROOF. According to Algorithm 5, the robots move towards
the center of SEC . The SEC remains invariant until multiplic-
ity point is formed. So the destination point remains invariant.
Any robot ri , moving towards the destination, moves according
to Algorithm 1, either moves in a straight or circular path. From
Lemma 4 the straight and circular paths only intersect at the des-
tination point. So it will not create another multiplicity point
other than the destination point.
LEMMA 8. Algorithm 5 creates a multiplicity point from an ad-
missible initial configuration without multiplicity point in finite
time.
PROOF. For a configuration without a multiplicity point, Algo-
rithm 5 sets the destination as center of SEC for all the robots.
At any point of time, our algorithm fixes some robots such that
there are at least two non-faulty robots which can move to the
center of SEC to create a multiplicity point. For the configura-
tion C (Cel l ), we can fix robots accordingly from the cells with
the highest number of robots or its complement with boundary
robots, whichever is minimum. In Figure 9, we can see the tran-
sition of configurations. From C (Cel l ) in finite time we will reach
the configuration C (Mul t ), which contains a multiplicity point.
As the distance to the destination is the radius of SEC , which is
finite, a multiplicity point is formed in finite time.
C(Mult)Gathered
C∗(1/k) C∗(1/2)
C∗(0) C∗( 12 +
1
k )
C(Cell)
Figure 9: Transitions of Configurations
C∗(0), C∗(1/k), C∗(1/2) and C∗(1/2+1/k) can only appear in
the initial configuration. Then we are fixing the robots in these
configuration by electing a leader on the boundary and fixing
corresponding robots using Algorithm 4. From any configuration
to C∗(1/k) transition is not possible, because the robot would
move only half of the distance towards center of SEC . Also from
any configuration to C∗(1/2) is not possible, as the robot on an-
gle bisector of two neighbors on boundary moves away from the
line. So any transition to C∗(1/2+1/k) is also not possible. Simi-
lar arguments can be given for transitions not shown in Figure 9.
Hence Algorithm 5 creates a multiplicity point in finite time from
a configuration without multiplicity point.
THEOREM 3. Algorithm 5 gathers all non-faulty robots in fi-
nite time for n Ê 7.
PROOF. Lemma 7 shows that the robots always move towards
the destination point, which remains invariant throughout the
execution of the algorithm, without creating additional multi-
plicity on the way. Lemma 8 presents a graph showing transition
of configurations, which is a directed acyclic graph leading to
the single multiplicity point configuration and from there to the
gathered configuration. The algorithm tolerates upto bn/2c − 2
faults, because at most n/2 robots are fixed in the case where
Algorithm 5: ASYNCGATHER(C ,ri )
Input : A configuration C and a robot ri
Output: Destination of robot and its path
1 if there is a multiplicity point m then
2 p∗ =m
3 C bf i x =φ
4 di st ance = f ul l
5 if there is a robot free path towards p∗ then
6 st yle = str ai g ht
7 else
8 st yle = ci r cul ar
9 else
10 p∗ =O, where O is the center of SEC
11 Let C b = {r b1 ,r b2 , · · · ,r bk } be the set of k robots on the
boundary of SEC .
12 if k ≤ n/2 then
13 C bf i x =C b
14 st yle = str ai g ht
15 di st ance = f ul l
16 else
17 Make cells {E1,E2, · · · ,Ek } by joining center and
midpoint of arc between two consecutive robots on
perimeter.
18 Find the number of robots vi in each cell Ei .
19 if all vi are same then
20 rl =ELECTLEADER(C )
21 C bf i x =FIXSEC({rl },C )
22 else
23 V =max(vi )
24 F = {r bi |vi =V }
25 if |F | ≤ k/2 then
26 C bf i x = FIXSEC(F ,C )
27 else
28 C bf i x = FIXSEC(C b \ F ,C )
29 if ri is on the angle bisector of its two neighbours on
the boundary or there is no robot free path towards
p∗ then
30 st yle = ci r cul ar
31 else
32 st yle = str ai g ht
33 if movement of ri to O makes all vi same without
creating multiplicity point then
34 di st ance = hal f
35 else
36 di st ance = f ul l
37 if ri ∈C bf i x then
38 Do not move
39 else
40 MOVETODEST(pi , p
∗, st yle,di st ance))
equal or more robots are inside the SEC . Creation of multiplicity
is required to make the destination point invariant, so at least two
non-fixed robots must move. So it is not possible to have all the
robots inside to be faulty. Hence the fault tolerance is at bn/2c−2.
Also Algorithm 4 fixes at most 4 robots, therefore dn/2e ≥ 4. So
n ≥ 7. Thus Algorithm 5 gathers all non-faulty robots in finite
time.
7. CONCLUSION
In this paper, we have solved the problem of gathering in fi-
nite time for (n,n − 1) crash fault in SSYNC model without any
assumption on the coordinate system. This answers the open
question in [5] for fault-tolerant gathering in SSYNC model. In
ASYNC IC model under similar setting, we have solved the gath-
ering problem with at most bn/2c−2 faulty robots.
We think the ASYNC IC model is a step towards the positive
direction. There are many problems which are still unsolved or
proved to be unsolvable in ASYNC model can be addressed in the
ASYNC IC model. Many other problems like pattern formation,
flocking, etc., can also be addressed in ASYNC IC model.
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