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Spin-orbit-torque-driven dynamics have recently gained interest in the field of magnetism due to the reduced
requirement of current densities and an increase in efficiency, as well as the ease of implementation of different
devices and materials. From a practical point of view, the low-frequency dynamics below 1 GHz is particularly
interesting since dynamics associated with magnetic domains lie in this frequency range. While spin-torque
excitation of high-frequency modes has been extensively studied, the intermediate low-frequency dynamics
have received less attention, although spin torques could potentially be used for both manipulation of the
spin texture, as well as the excitation of dynamics. In this work, we demonstrate that it is possible to drive
magnetic vortex dynamics in a single microdisk by spin-Hall torque at varying temperatures, and relate the
results to transport properties. We find that the gyrotropic mode of the core couples to the low-frequency
microwave signal and produces a measurable voltage. The dynamic measurements are in agreement with
magnetic transport measurements and are supported by micromagnetic simulations. Our results open the
door for integrating magnetic vortex devices in spintronic applications.
I. INTRODUCTION
Nowadays, spin-orbit torque is a commonly used phe-
nomenon in magnetic materials to control the mag-
netization state. It has been used to switch the
magnetization1–3, excite ferromagnetic resonance4, move
domain walls in racetrack memories5,6, and to produce
auto-oscillations in magnetic heterostructures7–9, which
has been discussed as potential mechanism for neuro-
morphic computing applications10. Spin torques offer
a more efficient way to control the magnetization than
other methods such as Oersted fields, in which relatively
high currents are needed. As opposed to the use of Oer-
sted fields, spin-torques allow the switching and control
of the magnetization in a much more localized region,
which allows higher density devices11. Moreover, spin-
orbit torques enable a simpler fabrication and detection
than in typical multi-layer spin-torque devices, as bilayer
stacks can be utilized and magnetization dynamics in
low-damping magnetic insulators can be excited in a lat-
eral geometry12,13.
In some magnetic systems, the onset of auto-
oscillations can be achieved when the spin-orbit-torque
effect is large enough to compensate damping in a mag-
netic material. It was shown that this can be realized
in ferromagnet/heavy metal bilayers with a constricted
area, where the current density is locally enhanced8,9. A
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spin current that is created by means of the spin Hall
effect in the heavy metal interacts with the magnetiza-
tion in the ferromagnet by exerting a torque and driv-
ing the system into auto-oscillations. Moreover, several
auto-oscillators can be coupled together, producing an
even higher output microwave power14.
Most of the spin-orbit-torque studies so far have fo-
cused either on the control of the magnetization (in-
cluding the movement of magnetic textures such as
skyrmions15,16) or on the excitation of high-frequency
dynamics in the GHz range. However, the low-frequency
dynamics of several hundreds of MHz up to one GHz has
not been explored by spin-orbit torques in such detail.
This intermediate low-frequency response is particularly
interesting since magnetic domains and magnetization
textures oscillate in this frequency range. For instance,
dynamics associated with the motion of magnetic vortices
lie in this sub-one GHz range and have been studied in
detail by microwave and transport measurements17–23.
One of its important properties is that the individual
ground state is stable even at high temperatures, and it
can be controlled by applying an external magnetic field
pulse24. Recently, it was shown that the dynamics in
an array of magnetic disks can be used for spin-pumping
applications25. Furthermore, it was shown that a spin-
ice network made of interacting magnetic microdisks has
a controllable ground state, depending on the excitation
frequency26.
Here, we demonstrate that spin torque can even drive
low-frequency dynamics in a single disk made of a
Ni80Fe20/Pt bilayer, and that the oscillation couples to
the time-varying anisotropic magnetoresistance of the
disk, leading to a measurable voltage. This mechanism
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2is in analogy to spin-torque ferromagnetic resonance, but
in the sub-one GHz regime. Furthermore, we carry out
detailed micromagnetic simulations and correlate our ex-
perimental findings with magnetic transport measure-
ments. Our results are the first steps towards the excita-
tion of auto-oscillations of the magnetic vortex in these
kinds of structures.
This article is structured in the following way. In the
first part (Sec. II), we characterize the behavior of a single
microdisk under the effect of an external magnetic field
at temperatures from 2 K to 300 K. Previous studies have
shown that the nucleation and annihilation of a magnetic
vortex as a function of an external magnetic field could
be characterized measuring the anisotropic magnetore-
sistance (AMR) of the disk with a dc electrical current
(dc-AMR)20, or even by measuring the voltage in a cross-
bar Hall sensor produced by a nanodisk deposited on top
of the sensor27. In our work, we characterize the disk
using the dc-AMR trace. Hence, in order to improve
the dc-AMR signal in our experiment, we fabricated a
50 nm thick disk consisting of Ni80Fe20 only. The de-
tails of the fabrication process as well as the experimen-
tal setup are given in section II A, and the results of the
dc measurements in section II B.
The second part of this work (Sec. III) discusses the
dynamics of a single microdisk using a rf homodyne de-
tection technique based on the spin-torque ferromagnetic
resonance (ST-FMR)4, in which a Pt layer is used to cre-
ate a spin current. For this purpose, a 5-nm-thick Pt
layer is fabricated on top of a 35-nm-thick Ni80Fe20 disk.
The lower Ni80Fe20 thickness compared to the first part
of the paper is chosen to enhance the signal as discussed
below. The details of the fabrication and the setup for
the rf measurements are given in section III A, and the
corresponding results are presented in section III B.
Finally, in section IV we discuss the conclusions of our
study.
II. VORTEX FORMATION
In order to characterize the magnetic behavior of a
single microdisk, we use dc transport measurements to
experimentally obtain the AMR. We then compare the
experimental data to the results of micromagnetic sim-
ulations to deduce the magnetic configuration. In order
to improve the signal strength, we choose a thickness of
50 nm for the magnetic material with no heavy metal
capping layer.
A. Experimental setup for dc measurements
Our samples were fabricated using a multistep
electron-beam lithography (EBL) process. First, the disk
with 1 µm diameter and alignment marks were defined
on a positive bilayer resist of ZEP520A and PMGI SF2
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FIG. 1. (a) SEM image of a 1 µm-diameter Py disk and
Ti/Au nanocontacts to measure magnetotransport. The cur-
rent was applied through the external contacts (1 and 2), and
the voltage response is measured on the middle contacts (3
and 4) with a lock-in technique. Magnetic field was applied
parallel to the current. (b) AMR curves of the disk mea-
sured with a 1.4 kHz sinusoidal current with an amplitude of
100 µA at 300 K (top, green), 100 K (middle, orange), and
40 K (bottom, blue). Dark colors show the down field sweep,
and light colors show the up field sweep, as indicated by the
arrows. The roman numbers indicate the important features
of the curves: as field is swept down a vortex is nucleated (I),
annihilated (II), and intermediate states appear (III and IV).
Equivalent features are observed when the field is swept up (I’
and II’) (c) Temperature dependance of the nucleation (blue)
and annihilation (red) fields, extracted from the AMR curves
as shown in panel (b). As temperature increases, the nucle-
ation field monotonically decreases, whereas the nucleation
field monotonically increases.
on a silicon substrate, accompanied by e-beam evapora-
tion and lift-off process. 50 nm of Ni80Fe20 (Permalloy,
Py) was deposited on the samples for the temperature-
dependent AMR study. The second step consists of pat-
terning of contacts to the sample, followed by deposition
of 5 nm Ti and 100 nm Au and lift-off, completing the
fabrication process. The scanning electron microscopy
(SEM) image [Fig. 1(a)] shows a good alignment be-
tween the different steps, as well as a high quality of the
Au contacts and the Py microdisk.
The dc electrical response of the disk was measured
with 4-probe electrical contacts, marked as 1 to 4 in Fig.
1(a). The minimum width of the contact electrodes –
corresponding to 3 and 4 in Fig. 1(a) – is 150 nm, while
the distance between those contacts is 500 nm. The con-
tacts extend along the entire disk so that a more uniform
current distribution along the disk is obtained. The con-
tacts connect to square pads of 100 µm2, to which the
sample is wire-bonded using Al bonds. The samples were
then introduced in a physical property measurement sys-
tem (PPMS) cryostat capable of reaching temperatures
3down to 2 K and magnetic fields up to 5 T. A 1.4 kHz
sine-modulated current of 100 µA in amplitude was ap-
plied to the disk through ports 1 and 2, and the voltage
response was picked up by a lock-in amplifier through
ports 3 and 4. The signal gain was 500, achieved by a
low-noise pre-amplifier. Our disks had a typical resis-
tance value around 3 Ω, which corresponds to a resistiv-
ity value of ρ ∼ 50 µΩ·cm, in good agreement with the
known Py resistivity28. The resistance was measured as
a function of an in-plane magnetic field parallel to the
current in the range from −1000 Oe to +1000 Oe for
different temperatures from 2 K to 300 K.
B. Results of dc measurements
The change in resistance is produced by the AMR of
the device. AMR is the dependence of the resistivity on
the relative orientation between the magnetization and
the electric current:
ρ = ρ⊥ + (ρ‖ − ρ⊥)(j ·m)2 = ρ⊥ + (ρ‖ − ρ⊥)cos2θ, (1)
with ρ⊥ the perpendicular resistivity, ρ‖ the longitudinal
resistivity, j the current density vector, m the unit vector
pointing in the magnetization direction, and θ the angle
between j and m. In other words, the highest resistance
values can be observed when the magnetization is parallel
to the current direction (θ = 0◦), while the lowest resis-
tance values are obtained when the two directions are
perpendicular to each other (θ = 90◦). A maximum 2%
of the total resistance difference for θ = 0◦ and θ = 90◦
was found in our device at 300 K (with an applied field
fixed at +1000 Oe).
Figure 1(b) shows the AMR curves of the disk for
θ = 0◦ at three representative temperatures: 300 K (top,
green), 100 K (middle, orange), and 40 K (bottom, blue).
The curves have been vertically shifted for clarity. At
300 K, the change in resistance from 0 Oe to +1000 Oe
is in the range of 1%, corresponding to half of the max-
imum resistance change (2%) [Fig. 1(b)]. This suggests
that the same amount of spins points parallel and per-
pendicular to the current at remanence. Interestingly,
the measured curves overlap with each other in the for-
ward and backward half of the loop. Both observations
agree with the behavior expected for a vortex state in the
disk20. Moreover, nucleation (annihilation) of the vortex
core can be identified as a step-like resistance change in
the AMR curve for the forward half of the measurement
around +200 (−600) Oe, indicated by I (II) in Fig. 1(b).
Symmetric steps at −200 Oe [point I’ in Fig. 1(b)] and
+600 Oe [point II’ in Fig. 1(b)] were observed in the
backward half of the measurement. All these features in-
dicate a regular vortex-nucleation-annihilation process in
the disk20,29–31, confirming the high quality of our struc-
ture.
We also studied the energy barrier for nucleation and
annihilation by measuring the nucleation field Hn and
the annihilation field Han as a function of temperature
[Fig. 1(c)]. In Fig. 1(c), we analyzed the average of
the absolute value of the up-sweep and down-sweep loops
to reduce the uncertainty. Different temperature trends
of the nucleation and annihilation fields are reported in
the literature. For instance, previous work by Mihajlovic
et al. demonstrated a peak in nucleation and annihila-
tion fields at low temperature27, while our results show a
monotonic decrease of the annihilation field and a mono-
tonic increase of the nucleation field as the temperature
increases in agreement with the behavior found by Sˇcˇepka
et al.32. These differences could be due to the different
size, shape, and defects of the samples inevitably occur-
ring during the fabrication process.
At T = 100 K, an additional resistance drop is ob-
served around 200 Oe [point III in Fig. 1(b), orange
curve]. The resistance then jumps back up after a few
Oe to the reversible behavior characteristic of a mag-
netic vortex, similar to the results at 300 K. Interest-
ingly, the shape of the AMR curve changes more dras-
tically when the temperature is reduced to 40 K [Fig.
1(b), blue curve]. After the nucleation (the step-like de-
crease in resistance indicated by I) around 200 Oe, the
resistance rises again as the field decreases. This is a
counter-intuitive behavior, since it indicates there is an
increase in the magnetization parallel to the field and
current. However, we would expect the magnetization
to become randomly oriented as the magnetic field ap-
proaches to 0, or to have an evenly distributed amount
of spins in a flux closure structure such as a magnetic
vortex, which would have the effect of reducing the resis-
tance down. The resistance jumps back to the reversible
curve corresponding to a magnetic vortex [point IV in
Fig. 1(b), blue curve] when a reversal field of Hdep = −50
Oe is applied [indicated in Fig. 1(b)]. The change in the
shape of the AMR curve indicates that the magnetic con-
figuration of the disk also changes, eventually reaching a
different equlibrium state at low temperatures. However,
the exact equlibrium state has not been determined, and
other experiments, such as low temperature MFM, would
be needed to characterize the configuration.
To further support our interpretation of the experi-
mental data, we carried out micromagnetic simulations
using the LLG micromagnetics simulator33. For this pur-
pose, we simulated a Py disk of 1 µm diameter and
50 nm thickness, with a cell size of 4 × 4 × 50 nm3.
Standard parameters for Py (saturation magnetization
MS = 800 emu/cm
3, exchange stiffness constant A =
1.05 µerg/cm3) were used in the simulation. The damp-
ing parameter was set to 1 to reach the equilibrium state
faster. We also simulate the current distribution using
the LLG micromagnetics simulator. Finally, we obtain
the resistance as the sum of the product of the current
and the magnetization in each cell [R ∝∑(ji ·mi), from
Eq. (1)]. To account for a temperature dependence of
the magnetization in the simulations, we used a Langevin
random field that simulates a temperature of 100 K. The
discrepancy in the exact temperature values can be pro-
duced by different experimental and simulation parame-
4750 500 250 0 250 500 750
Field (Oe)
R
e
si
st
a
n
ce
 (
a
rb
. 
u
n
it
s)
(a)
(b)
mx
1−1
FIG. 2. Micromagnetic simulations showing the AMR of a
1-µm-diameter disk with (a) and without (b) the Langevin
term, which simulates the effects of temperature in the sys-
tem. The colored arrows show the direction of the field sweep,
while insets show the magnetization state at the regions indi-
cated by the arrows.
ters, by the defects inside the material and by the fact
that the samples are not perfectly shaped.
In Fig. 2 we compare the results of the simulations with
and without taking into account effects of temperature;
i.e., with and without the Langevin term. In the simula-
tions without the Langevin term, we obtained an AMR
curve with a peak at +200 Oe [see Fig. 2(b)], similar
to the peak found in the experimental data measured at
100 K [point III in Fig. 1(b)]. The magnetic configura-
tion in this case consists of two vortices on opposite sites
of the disk, coming from an S-type nucleation. On the
other hand, when we run the simulation with a Langevin
term accounting for temperature in the system, the AMR
changes shape, as shown in Fig. 2(a). In this case, there
is no minor peak in the AMR, and the curve resembles the
experimental curve at 300 K [see Fig. 1(b)]. Before the
field is reduced to 0, the magnetic vortex is nucleated [the
magnetic configuration of the vortex at 0 field is shown in
Fig. 2]. As the field is further swept, the core is shifted
away from the center of the disk until it is annihilated.
We find that the annihilation field is also temperature de-
pendent in the simulations: when we take the Langevin
term into account (elevated temperature), the annihila-
tion field is close to +500 Oe, while it is close to +750
Oe when we do not consider the Langevin term in the
simulations (zero temperature). These results agree well
with the experimental observations. Our experimental
and simulation data indicate that, at 100 K, the mag-
netic state can change between a single vortex and two
vortices. The transition between these two states is not
trivial, and our results show that AMR measurements
are a potential way to detect them. However, we were
not able to reproduce the experimental AMR curve ob-
served at temperatures below 40 K with micromagnetic
simulations. Nonetheless, our results indicate that in-
termediate states appear as the temperature is reduced,
probably due to pinning effects around defects. In this
scenario, temperature fluctuations may help to overcome
pinning barriers, hence changing the energy landscape
and the nucleation process.
III. MAGNETIZATION DYNAMICS
In the first part of the manuscript, we have laid out
the groundwork for the rf measurements, which will be
discussed next. We confirmed that occurrence of mag-
netic vortices is accompanied with characteristic features
in the magnetic transport measurements, which was fur-
ther correlated with micromagnetic simulations.
A. Experimental setup for rf measurements
With the goal of exciting low-frequency dynamics by
spin torque, we fabricated a single microdisk in a 700-nm
gap of the signal line of a coplanar waveguide (CPW) of
2-µm width, 5-nm Ti/100-nm Au, see Fig. 3(a). A lift-
off process was used to pattern the disks, in combination
with the deposition of a Py(35 nm)/Pt(5 nm) bilayer us-
ing electron-beam evaporation in one single step. A SEM
image of the sample is shown in Fig. 3(b). The heavy
metal Pt serves as a spin current source: The alternat-
ing microwave current is converted into a spin-polarized
current via the spin Hall Effect (SHE) [Fig. 3(c)], which
in turn drives the magnetization by spin torque. In ad-
dition, there is a contribution from the Oersted field cre-
ated by the microwave current [Fig. 3(d)]. The vortex
dynamics are detected by a rectified voltage produced
by a time-averaged mixing of the anisotropic magnetore-
sistance with the microwave current. The same idea has
been used to study high-frequency dynamics in ferromag-
net/heavy metal bilayer microstructures and is known as
spin torque ferromagnetic resonance (ST-FMR)4. How-
ever, in our inhomogeneous magnetized sample contain-
ing a magnetic vortex, a signal only arises when the mag-
netic core is off-centered and the symmetric contributions
are broken. In order to enhance the spin-orbit torque,
which arises in the vicinity of the Py/Pt interface, we re-
duced the Py thickness from 50 nm to 35 nm. This thick-
ness, however, is still large enough to ensure the forma-
tion of a magnetic vortex. While the different thickness
changes the exact values of nucleation and annihilation
fields, the dynamics once the vortex is generated are ex-
pected to be comparable. We note that the additional Pt
layer might induce surface anisotropy, which in turn, can
alter the nucleation/annihilation fields of the magnetic
vortex34–36. However, we emphasize that the AMR data
of this bilayer sample [Fig. 4(a)] shows a very similar be-
havior as the single Py sample (without Pt) shown in
Fig. 1(b) for 100 K and the simulated AMR [Fig. 2(b)].
This indicates that even if the exact nucleation and an-
nihilation process and fields might differ due to different
thicknesses and possible presence of surface anisotropy,
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FIG. 3. (a) Schematics of the CPW (yellow) with the signal
(S) and ground (G) lines shorted, with a Py/Pt disk (blue) in
the S line. A bias-T was used to split the dc and rf components
of the signal, which were connected to a lock-in amplifier and
an rf signal generator, respectively. (b) SEM image of the 1-
µm-diameter disk (dark grey), in the S line of the patterned
CPW (white); the dark area is the Si substrate. The field is
applied at an angle θ = 45◦ with respect to the current. (c)
Spin-Hall effect in the Pt layer generates spin accumulation
at the surfaces (yellow and green), that can exert a torque
on the magnetization in the bottom layer and in turn lead
to the onset of dynamics. (d) As current passes through Pt,
an Oersted field is generated (brown) driving magnetization
dynamics in the bottom layer.
the general trend is similar.
In order to excite the gyrotropic motion and to mea-
sure the rectified voltage, a microwave signal is passed
through the CPW via a bias tee. The sample connec-
tions are made with a probe that matches the size of the
lithographically patterned CPW and the rectified voltage
is measured by a lock-in amplifier (see Fig. 3). For the
dynamics measurements, the microwave signal is modu-
lated at 1.4 kHz. The measurement proceeds as follows:
a particular frequency value between 200 MHz and 700
MHz is set, and then the field is swept from −1000 Oe to
1000 Oe in 10 Oe steps; at each field step, the voltage is
read from the lock-in amplifier. The field was applied at
θ = 45◦ with respect to the direction of the CPW line.
This was done to maximize the signal when the sample is
saturated in analogy to ST-FMR measurements. In this
configuration, the signal is maximized since the change
in magnetoresistance, ultimately producing the measured
voltage response, is maximum. After each field step, the
frequency was changed in 10 MHz steps to record the full
spectrum from 200 MHz to 700 MHz.
B. Results of rf measurements
Figure 4(b) shows a representative spectrum of a 1 µm-
diameter disk excited at 0 dBm and measured at 300 K,
plotted as a color map. In this map, red (blue) repre-
sents a low (high) voltage signal. As we sweep the field
up from a negative saturation value of −1.5 kOe (not
shown), a broadband response appears at a negative field
of −400 Oe [I in Fig. 3(b)]. This band has a width of
approximately 50 Oe (as indicated by the A, orange re-
gion in the central panel) and it can be observed from
200 MHz (which is the lower limit of our experimental
setup) up to several GHz (not shown). At low fields (be-
tween ≈ −250 Oe and +500 Oe), we can identify a sig-
nal around 400 MHz that corresponds to the gyrotropic
motion of the magnetic vortex core around its equilib-
rium position, in agreement with its theoretical value37
taking into account a value for the saturation magneti-
zation MS = 750 emu/cm
3. The gyrotropic mode starts
at ≈ −250 Oe with a frequency of 400 MHz as a mag-
netic vortex is generated. Since the vortex core is not
at the center of the disk, there is a net magnetization,
and hence there is a measurable signal. As the field is
reduced, the frequency decreases to the minimum value
of ≈ 375 MHz at 0 Oe, at which point the mixed voltage
is zero since there are cancelling contributions from spins
pointing in opposite directions; i.e., there is no net mag-
netization when the vortex is at the center. Then, the
frequency increases again up to 400 MHz as the field is
increased to ≈ +250 Oe and the vortex moves out of the
disk center. By continuing increasing the magnetic field,
the gyrotropic frequency goes down again until a field
value of +400 Oe is reached, at which point the mode
disappears (B, yellow region in the central panel). At
a field value of ≈ +600 Oe, a broadband mode starting
at 400 MHz appears (C, purple region in central panel).
The asymmetric behavior of the gyrotropic mode with
respect to field is due to the different magnetization pro-
cesses involved in nucleation (negative fields) and anni-
hilation (positive fields), as observed in the asymmetry
of the AMR data [Fig. 1(b) and Fig. 4(a)].
The broadband response (marked as A and C in the
center panel of Fig. 4) extends beyond the shown range
of 200 MHz to 700 MHz, and can even be detected at
higher frequencies above 5 GHz (not shown). By com-
paring the field values at which these modes appear with
the measured AMR [Fig. 4(a)], it becomes evident that
the spin-torque dynamics indicate the onset of vortex dy-
namics even before the vortex is nucleated. In this transi-
tion regime between single domain and vortex state, the
microwave/spin-torque drive can effectively couple to the
magnetic moments and start the precession, which is in-
dicated by the broadband response. As the magnetic field
is swept and changes polarity, the vortex first nucleates
and then eventually annihilates. Afterwards, a second
broad response appears (regime IV). This second broad-
band response persists for a few tens of Oe as the mag-
nitude of the field is increased. Again, by a comparison
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FIG. 4. (a) Two-terminal AMR measured at 300 K sweeping
the field in the same direction. Nucleation occurs around 300
Oe, and annihilation around 600 Oe. (b) Excitation spectrum
showing the normalized mixed voltage in the color scale as a
function of field and frequency. Black arrows show the direc-
tion of the field sweep. As the field is increased, a broadband
mode is first observed (I), then the gyrotropic mode starts
at around 400 MHz (II). The gyrotropic mode is symmetric
around 0 Oe until ≈ 300 MHz (III). Once the gyrotropic mode
disappears, a smaller broadband mode appears (IV). The cen-
tral pannel shows the dominant excitations depending on the
field: (A, orange) first broadband response, (B, yellow) gy-
rotropic motion, and (C, purple) second broadband response.
with the dc AMR data, the second band can be correlated
with the annihilation of the vortex. In this context, we
note that telegraph-like noise, appearing when a system
keeps hopping between two states, has been previously
shown to produce low-frequency signals38,39.
To summarize these observations, the nucleation (an-
nihilation) fields can be determined by the field at which
the broadband response disappears (reappears) in the rf
measurements. Furthermore, our results suggest that the
dynamic approach is more sensitive to the vortex forma-
tion process than the corresponding static AMR mea-
surements. The exact quantification of the spin-torque
and Oersted field contribution requires a refined theoret-
ical model that is outside the scope of the current work.
To further study the spin-torque driven gyrotropic mo-
tion, power dependent measurements (+5 dBm and +10
dBm) at low temperatures (10 K and 50 K) were carried
out.
Figure 5 compares the variation of the nucleation and
annihilation fields for the three different measured mi-
crowave powers and temperatures. The nucleation field
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FIG. 5. Dependence of nucleation (blue curves at the bottom)
and annihilation (red curves on top) fields on the applied rf
power, measured at temperatures of 10 K, 50 K and 300 K
(bright to dark colors). The curves show an increase in the
nucleation and a decrease in the annihilation as the power
is increased. The values and associated error bars were ob-
tained from the average of the different extracted values at
each frequency, as shown in Fig. 4.
values are obtained from the spectra by determining the
mean field at which the first broadband response [I in Fig.
4(b)] disappears for different frequencies. The annihila-
tion field is obtained as the mean at which the second
broadband [IV in Fig. 4] starts for different frequen-
cies. As it is apparent from Fig. 5, the nucleation field
increases with power, whereas the annihilation field de-
creases with increasing power. Comparing with the ex-
perimentally acquired trends obtained from temperature-
dependent AMR measurements, shown in Fig. 1(c), this
suggests that heat produced by the rf excitation is at
least partially responsible for the reduction (increase)
of the annihilation (nucleation) field. Heat development
may also explain the discrepancies in the exact values of
the nucleation and annihilation field extracted from the
AMR curve [Fig. 4(a)] and from the onset of the broad-
band response in the spin-torque driven dynamics. An-
other possible mechanism for the change of the nucleation
and annihilation energy barriers is the forced oscillation
of the magnetic moments. In that regard, this would be
similar to the broadband response of microwave assisted
switching with granular magnetic media40.
The smaller change in the nucleation and annihilation
fields obtained from the dynamic data (Fig. 5) compared
to the dc AMR data [Fig. 1(c)] points to a more simi-
lar vortex formation/annihilation process across temper-
atures. Since the magnetic configuration is unknown,
further measurements to better understand this behavior
would be needed. For instance, imaging techniques such
as magnetic force microscopy, scanning transmission X-
ray microscopy and Brillouin light scattering would be
powerful tools to unveil the details of both the quasi-
static magnetic state and of the dynamics in our system.
Such techniques have already been successfully used to
determine the magnetic state of patterned structures41,
7unveiling non-adiabatic torques in a magnetic vortex42
and in the context of spin-orbit-torque excitation of pla-
nar structures12,43.
IV. CONCLUSIONS
In summary, we have demonstrated that the concept
of spin-torque ferromagnetic resonance can be extended
to the excitation and detection of the gyrotropic motion
in a single magnetic disk. However, the determination
of the exact contribution of the spin-torque and the Oer-
sted field requires a non-macrospin theoretical expression
and an improved signal-to-noise ratio. We presented a
comprehensive study of the dc and low-frequency rf re-
sponse at different base temperatures and power levels.
Using the dc measurements of the anisotropic magnetore-
sistance in combination with micromagnetic simulations
we characterized the dependence of the nucleation and
annihilation fields with temperature, and observed that
different magnetic configurations occur at lower tempera-
tures. Furthermore, we found that a broadband response
in the dynamic measurements occurs before and after
the vortex is created/destroyed. Our results are the first
steps towards the integration of low-frequency dynamics
in spin-torque devices.
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