Abstract. We derive a posteriori bounds for (V -f) and its difference quotient (V -f)x, where V and V are, respectively, the exact and computed solution of a difference approximation to a mildly nonlinear parabolic initial boundary problem, with a known steadystate solution. It is assumed that the computation is over a long interval of time. The estimates are valid for a class of difference approximations, which includes the CrankNicolson method, and are of the same magnitude for both (V -f) and (K -V)x.
We assume that a(x, i), b(x, i) are "smooth" bounded functions on (ft, with a(x, t) ¡z a0 > 0, and that /(x, i, w) is, at least once, continuously differentiable on (RX{ -«> < w < + oe } with df/dw ïï 0. Moreover, df/dw is to remain bounded if w stays bounded. The coefficients, data, and / are assumed such as to assure the existence and uniqueness of a solution u{x, t), four times boundedly differentiable in (ft, and converging to a steady state value u°(x), as i -> oe. We assume u°(x) is known and that, by means of asymptotic formulae and the like, one can estimate ||«(', i) -k"||2 as a function of i, for i sufficiently large. The analytical theory for such problems is discussed in Friedman [5] .
Several finite-difference methods for the numerical computation of (1.1) have been shown to converge; see for example [4] , [6] , [8] , [10] , [3] and their references, and especially [9] for the linear case.
Because of round-off error, and the fact that one may need to use iterative methods at each time step to solve the nonlinear difference equations, only an approximation V* to the exact solution V" of the difference equations can be computed in general. In [3] , a "boundary-value" method for (1.1) was analyzed. This method yields an a posteriori estimate for V -V by simply computing residuals. In the present note we make use of some of the results in [2] and [3] to derive such an estimate for a class of stable "marching" procedures for (1.1). Unlike the situation in [3] , however, the estimate will involve bounds on the derivatives of u. It is interesting that the estimate is of the same magnitude for both (V -ÍO and its difference quotient Although we will be dealing with real-valued mesh functions, it is convenient to define scalar products and norms for complex vectors. 3. Difference Approximations to (1.1). Let U" be the Af-vector consisting of the solution to (1.1) evaluated at the interior mesh points of the line i = nAt and let V" be the corresponding exact solution of the difference equations used to approximate (1.1). Define E" = Va -IT. We will consider the class of marching schemes which lead to a priori estimates of the form scheme for (1.1) satisfying (3.1) with r = s = 1, is the Crank-Nicolson version analyzed in [8] . In general K(T) will involve bounds on a, b, f, u and their derivatives, as well as a growth factor. The reason for the latter is that, even if the exact solution to (1.1) decays asymptotically to a steady state, the exact solution of a stable, consistent, difference approximation may grow exponentially as nAi -» <», Ai fixed. Hence, we cannot expect K(T) to remain bounded as T -* «>,m general. We remark, however, that in [7] , Kreiss and Widlund have shown how to construct schemes (for linear time-dependent problems with periodic boundary conditions) which preserve the asymptotic behavior of u(x, t) provided |ft|Ai/Ax < 1. In the following we will derive bounds for ||t^ -K||2 and ||t^, -Vt\\2 for computations of (1.1) up to some "large" but fixed time T. These bounds will depend on K(T). We begin by deriving new finite-difference equations for the exact solution {V\ of a difference scheme used to approximate (1.1). Since V" -IT + £", we have
(duY «r -«r Ai2 --- Since /" à 0, C(SI>) is a diagonal matrix with nonnegative real entries. By Lemma 1, we may estimate \\V -V\\2, \\VX -Vx\\2, provided we can estimate the terms other than R on the right-hand side of (4.4). We will make use of the a priori estimate (3.1). Let a*, b* be upper bounds for a(x, i) and \b(x, t)\, respectively, in (ftr. Since we have + Km{^^).
Since we assume U" is known, and that {m(x, i) -u"(x)\ can be estimated as a function of i, the right-hand side of (4.10) can be estimated. We may estimate ||C(£)||2 by using the a priori estimate (3.1), since £ is an intermediate value, and since /"(x, t, w) is bounded if w is bounded. This means we can find a constant Kx such that (4.11) \\C(0(V-1011, g K1K(T)tí/\AtT*i + Ax,+1).
Finally, we assume a bound is known for the derivatives of u occurring in (3.4) so that 
