is a large, distributed system composed of several thousand interconnected computers and tens of thousands software processes. Monitoring data produced by multiple sources are selected, aggregated and correlated to perform the analysis of the monitored data. Then they can finally be visualized and presented to the user. Any system implementing these functions has to be flexible in order to adapt to the amount of data produced and requested by the users for analysis and visualization. Due to the size of the ATLAS TDAQ system, the scalability is also important from the performance point of view. Splunk, a commercial product produced by Splunk Inc., is a general-purpose search, analysis & reporting engine and a distributed, non-relational, semi-structured database for timeseries text data. This paper describes the evaluation of Splunk for the functionality and the performance.
I. INTRODUCTION
HE ATLAS Trigger and Data Acquisition (TDAQ) is a large, distributed system composed of several thousand interconnected computers and tens of thousands software processes [1] . It is important for detecting the errors and understanding the system performance to monitor the status of the computers and the software processes. Monitoring data produced by multiple sources are selected, aggregated and correlated to perform the analysis of the monitored data. Then they can finally be visualized and presented to the user. The studies of the software to ease the system analysis had been done [2] - [3] . Any system implementing these functions have to be flexible in order to adapt to the amount of data produced and requested by the users for analysis and visualization. Due to the size of the ATLAS TDAQ system, the scalability is also important from the performance point of view.
Splunk [4] - [5] is a candidate that has the desired functionality. The references explain the concept and how to use Splunk. Splunk is a commercial product produced by Splunk Inc., which provides a general-purpose search, analysis & reporting engine and a distributed, non-relational, semi-structured database for time-series text data (typically machine data in large-scale data processing).
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querying includes searching, aggregation, correlation and visualization.
II. INFORMATION SERVICE AND SPLUNK
The multiple sources to be monitored are in the Information Service (IS) [6] . All TDAQ applications publish their monitoring data into the IS servers. The information providers create and update information objects in the IS repository on the IS servers. On the other hand, the information subscribers subscribe for the repository to be notified about the change and the information readers get the information objects from the repository. 
A. Data Flow of Indexing and Querying for Splunk
In Fig. 1 , the data flow of indexing and querying for Splunk is shown. There are two data flows. One is for the indexing. The IS data coming from the IS servers will be sent to the sender. The sender consists of a P-BEAST receiver [7] and a python script. The P-BEAST is a new persistent back end for IS. It provides the receiver that reads the information from the IS servers. The sender has a role of getting the updates of the information objects and then converting the information to plain text with multiple lines as Splunk events. The P-BEAST receiver reads and puts the information objects for Splunk into a python script via Linux pipe. The script makes files in 6 sinkhole directories for 6 Splunk forwarders. The forwarder has a role of detecting the files in the directory, reading the files and then fairly sending the data to Splunk indexers available while the forwarder can dynamically detect whether the indexers are connected or not. The indexers extract Splunk fields from the plain text in the data, form Splunk events, make Splunk indexes and compress the raw data.
Another data flow is for the querying. The users access Splunk search head for querying the indexed data via Web browsers. The search head gets the indexed data from the indexers according to the queries. The search head has roles of searching the indexed data for the queries, aggregating and correlating them. It also visualizes the search result.
B. Mapping of IS Information to Splunk
An IS information includes the object type, the attribute name, value of the attribute, the information name and the timestamp. L1Rate (Instantaneous L1 rate in Hz), EBRate (Instantaneous Event Build rate in Hz), cpuUsageProc (CPU usage of a Data Collection Manager in percentage) and cpuUsageNode (CPU usage of a node in percentage) are sample attributes of the IS data.
There are several Splunk fields, namely, "index", "sourcetype", "source", "host" and "value". The "source" consists of index name and attribute name such as "DCM.L1Rate". The "host" consists of the partition name and the information name. The "value" is the value of the attribute. An example of the events is as follows; ***SPLUNK*** sourcetype=is index=HLTSV host=TDAQ.DF.HLTSV.Events source=HLTSV.LVL1Events t=1395131133784309 v=505358093 Any message starts with "***SPLUNK***" token followed by sourcetype, index, host and source attributes. The event consists of two lines. The second line contains the timestamp and the value of the attribute. The Splunk configuration parameters in props.conf for the indexers are here; TIME_PREFIX = t= SHOULD_LINEMERGE = true BREAK_ONLY_BEFORE= ^\*\*\*SPLUNK\*\*\* TIME_PREFIX parameter defines how to extract the timestamp in the event. SHOULD_LINEMERGE parameter tells that an event has multiple lines. BREAK_ONLY_BEFORE parameter defines the regular expression for determining event boundaries.
C. Splunk's Search Processing Language
Splunk's Search Processing Language (SPL) provides a way to do the processing of data parallelizing analytics via a Map-Reduce mechanism, which is a programming model for processing large data sets on a distributed system. SPL also employs the use of search commands like the Unix 'shell', which allows pipelining from one discrete process to another. SPL also includes the commands for the visualization.
There is an example of the querying; index=ros sourcetype=is source="ros.requestRateHz" earliest=-4h@h latest=now | timechart bins=1700 avg(value) as RequestRate There are two parts connected by a pipe "|" in the query. One is a search. The search retrieves all data marked with the index "ros", the sourcetype "is" and the source "ros.requestRateHz" for last 4 hours. The search will try getting the indexed data on all indexers in parallel while this corresponds to "map" part of Map-Reduce algorithm. This means that the search results are sent to the search head in parallel. The values of the attribute "requestRateHz" collected at indexers are sent to the search head. At the search head, the data are divided into uniform time-based groups, aggregated into the average and then visualized. This is "reduce" part of the algorithm. The Splunk command "timechart" can make a plot without writing a special program.
D. Splunk Database
Splunk has a special database, not SQL-like one. Instead, Splunk handles everything with flat files. The name of the top directories is the index name as defined in a configuration file called indexes.conf for the indexers. The index directory has so-called "bucket". The bucket is also a directory. There are 4 types of bucket, namely, hot, warm, cold and frozen. Our data are only in hot and warm buckets. For the warm bucket, the directory name has a newest time (1223658000) and an oldest time (1223654401) like db_1223658000_1223654401_2835.
The times are expressed in UTC time (in seconds). The hot bucket is like a hot_v1_12 directory, for example. The buckets mainly consist of index data with the file extension "tsidx" and the compressed raw data. Each indexer has all of index directories. 
DF.HLTSV.Events earliest= rt-4h latest=rt | timechart avg(value) as HLTSVRate bins=1200
The real-time search is different from the normal search. The normal search reads data from the indexed data in the indexers while the real-time search can read data from incoming data at the indexers directly. The event rate of HLTSV will be updated periodically as a function of time series. Fig. 3 shows a general-purpose dashboard for aggregation and correlation of any indexed data. The user selects index name first. After choosing the index, the source and the host can be selected. There are three plots. First and second plots show the average of attribute specified as a function of time series. Last one is for the correlation. 
III. PERFORMANCE MEASUREMENTS
A series of measurements on the performance of indexing and querying of Splunk has been carried out with the following configuration in ATLAS TDAQ computing environment at the Point 1.
The specification of PCs used for the measurement is shown in Table I and II. The software specification is in Table III . There are a search head and 6 forwarders on a PC called bst-08, 4 indexers on another PC called bst-04, and 4 indexers on the other PC called bst-05 for the measurement at the testbed. The search head and the indexers run on the different PCs with "distributed search" configuration of Splunk. The sinkhole method is adopted. The method is one of input methods at the forwarders. When a file is put into the sinkhole directory, a forwarder automatically gets the file and then sends the data to the indexers. The file size is about 30 MB with 163840 events in our case. As mentioned in the subsection "Mapping of IS information to Splunk", the file has the index and the timestamp. We checked the kind of index and the time range of the data in the file. A file contains 7 kinds of the index and the time range is a second. Another file contains 18 kinds of the index and the time range is 5 seconds.
A. Data Volume
There are three kinds of data that we are interested in. One is the size of the data sent at the forwarder. The data size can be checked at the sender and the forwarding rate from the forwarders to the indexers can be measured by using a tool of Splunk called Splunk On Splunk (SOS). Another is the value of "volume used today" parameter, which is "RolloverSummary" in a file "license_usage.log" of Splunk. The other is the size of the Splunk database increased in a day. To estimate the data size, the actual size of the Splunk database should be checked. The size indicated by the parameter "RolloverSummary" is not same as that of the Splunk database increased in a day. When the size of forwarded data is 105 GB, that indicated by the parameter is 12.6 GB and that of the Splunk database increased in a day is 18.9 GB. The forwarded data includes just plain text while Splunk makes the compressed data. The price of Splunk is based on the size indicated by the parameter and the size of the Splunk database increased in a day will be used to estimate that of disk volume to be provided. 
B. Scalability of Indexing
The indexing rates were measured. There are several different tests where number of indexers varies from 1 to 8. For 2 indexers, the indexer runs on each PC. For 4 indexers, 2 indexers run on each one. Same number of indexers on each PC was used for 6 and 8 indexers. The results are shown in Fig. 4 . The X-axis is the number of indexers and the Y-axis is the average indexing rate in KB/sec. There are two or three bars in a bundle in the X-axis. The left one is total indexing rate of the indexers on bst-04, the middle one is that of the indexers on bst-05 and the right one is the sum of the indexing rates on bst-04 and bst-05. In case of an indexer, the rate is about 500 KB/sec. In case of two indexers, the sum is about 1 MB/sec. The rate linearly increased according to the number of indexers. There are two reasons why the rate scales linearly. One is that there are 6 Splunk forwarders. The multiple forwarders increase the forwarding rate fairly. Another is that the indexing is CPU-bound in our case. As far as the CPU load of indexers is not saturated at indexing time, the indexing rate is expected to scale linearly.
Typically, an indexer consumes about 200 % CPU time at the indexing time while the top command of Linux was used for the measurement. In our configuration, there are 4 indexers on a PC that has 24 virtual cores. In a true Linux SMP environment, 200 % CPU usage fully occupies 2 virtual cores in calculation, but actually an indexer run on several virtual cores. Therefore, there is no CPU limitation because only 8 virtual cores will be used in calculation on the PC with 24 virtual cores.
A Linux process called splunkd will typically run for an indexer at the indexing time. Its physical memory utilization (the value of %MEM in the display of Linux top command) changes from 1 to 2 % during the indexing. The memory usage depends on the definitions in the configuration files for indexers. A configuration parameter "queueSize" in inputs.conf is 20 MB for the indexers. Fig. 5 shows the querying performance. The querying time depends on the query type and the number of events that are actually accessed at the indexers.
C. Scalability of Querying

(1) index=dcm sourcetype=is earliest=xxx latest=yyy | stats avg(value) by index (2) index=dcm sourcetype=is source=DCM.L1Rate host=TDAQ.DF_IS:HLT-1:* earliest=xxx latest=yyy | stats avg(value) by index
The triangle in Fig.5 corresponds to the query (1) and the square does to query (2) . The time ranges for the queries were appropriately chosen.
The querying times were measured as a function of the number of events searched. The X-axis is the number of events and the Y-axis is the querying time in seconds. The query (1) specifies index name while the query (2) specifies index, source and host names. If the index name is specified, Splunk can access the indexed data directly without searching all of indexes in all indexers while an indexer has a directory for an index. And, the search is executed at all indexers in parallel because Splunk adopts the Map-Reduce algorithm. If the data are fully distributed in indexers, the data can be collected in parallel. The parallelism reduces the execution time of the search. The results show that the querying time increased linearly as a function of the number of events searched.
The execution times of 4 queries that run simultaneously were measured to investigate whether multiple queries decrease their performance or not. The measurements were done in two cases. One is to query without indexing and the other is to query with indexing. The former measurement is done to know pure querying performance. The latter measurement is done to know actual querying performance because the indexing will be done in parallel during querying at the TDAQ operation. An indexer typically consumes about 100% CPU time at the querying time while the CPU usage of the indexer varies from 100 to 150% (from 1 to 1.5 virtual cores). The top command of Linux was used for the measurement.
The plot in Fig. 6 shows querying without indexing. The X-axis is the combination of the queries. The Y-axis is the querying time in seconds. From the left in the X-axis, the 4 bars correspond to query1, query2, query3 and query4. Each query runs sequentially, not in parallel. The second one is for the case that query1 and query2 run simultaneously. Other three cases are also shown in Fig. 6 . The CPU usage in Fig. 6 and Fig. 7 shows the percentage of CPU time in total on a PC, bst-04 or bst-05.
Without indexing, the fluctuation of the querying time is small. The standard deviation of measured results was in a range of 4%. When 4 queries run simultaneously, the querying times slightly increase because CPU seems to begin to get saturated. Because bst-04/05 have 24 virtual cores and 4 indexers run on each PC, about 19 virtual cores are totally used and about 1.2 virtual cores are used on each indexer when 4 queries run simultaneously. If total CPU utilization is not limited, each querying time does not increase. In Fig. 7 , the querying with indexing is shown. X-axis is the combination of the queries. The Y-axis is the querying time in seconds. There are two different features in comparison with querying without indexing. One is that the fluctuation of the querying time is larger than that without indexing. The standard deviation of measured results was in a range of 13%. Another is that total CPU usage is also larger than that without indexing. With indexing, because the indexing consumes CPU time and perturbs the querying, total CPU usage increases and the fluctuation becomes larger.
Let's check the activity on the search head. As mentioned, a search in a query activates all indexers, but the aggregation, correlation and visualization run on the search head. A simple query does not consume CPU on the search head. For example, the CPU usage of the following query is very small such as a few %.
index=hltsv sourcetype=is source=HLTSV.Rate earliest= rt4h latest=rt| timechart avg(values) as HLTSVRate bins=1200
However, when the following complicated query is executed, the situation slightly changes.
The query aggregates the indexed data of the specified attributes, calculates the averages, correlates them and makes the chart. The CPU usage of the query exceeds 30 %. Even if the complicated query took much CPU time, the querying time was about a few 10 seconds.
When data come from the IS servers, the P-BEAST receiver had 100 to 150 % CPU usage on bst-08, which the search head run. It should be kept in mind on the configuration of system.
IV. CONCLUSIONS
The functionality of Splunk has been evaluated and the scalability of indexing and querying has been studied.
The performance of the indexing has been measured and proved that the indexing scaled linearly with the number of indexers. An indexer had typically about 200% CPU usage.
The performance of the querying also has been measured and proved that the querying scaled linearly with the number of events searched. A query running for a long time had typically about 100 % CPU usage. Our data are fully distributed on all indexers. If CPU utilization is not limited, multiple queries can run simultaneously during the indexing without decreasing the performance.
When we design a system using Splunk, we need to estimate not only the number of indexer, forwarder and search head, but also the value of the parameter "volume used today" and the actual size of Splunk database increased in a day. If the CPU resource is limited, the number of search run concurrently can be restricted by Splunk configuration.
If the forwarding rate is too large in average, the data will be overflowed at forwarders, but the sinkhole method or the traffic shaping parameter in the configuration can manage instantaneously high rate or the fluctuation of the rate.
