Abstract. The behavior of iterative methods of GMRES-type when applied to singular, possibly inconsistent, linear systems is discussed and conditions under which these methods converge to the least-squares solution of minimal norm are presented. Error bounds for the computed iterates are shown. This paper complements previous work by Brown and Walker.
1. Introduction. The GMRES method by Saad and Schulz [6] is one of the most popular iterative methods for the solution of large linear systems of equations
with a nonsymmetric and nonsingular matrix A. Let x 0 be a given initial approximate solution of (1.1) and let r 0 = b − Ax 0 be the associated residual vector. Introduce the Krylov spaces Here and below · denotes the Euclidean vector norm or the associated induced operator norm.
It is easy to see, e.g., by using the Jordan normal form of A, that there is an integer ℓ, such that dim K m (A, r 0 ) = m, m ≤ ℓ, ℓ, m ≥ ℓ. (1.3) Throughout this paper the integer ℓ is defined by (1.3). Saad and Schulz [6, Proposition 2] show that when A is nonsingular and m ≥ ℓ, the solution x m of the minimization problem (1.2) solves the linear system (1.1).
The GMRES method is often implemented by first computing an orthogonal basis {v j } min{m,ℓ} j=1
where
k×k is an upper Hessenberg matrix, V k = [v 1 , v 2 , . . . , v k ] ∈ R n×k , V T k V k = I k , V k e 1 = r 0 / r 0 and V T k f k = 0. Throughout this paper I k denotes the identity matrix of order k and e j denotes the jth axis vector. It follows from (1.3) that f k = 0 for 0 ≤ k < ℓ and f ℓ = 0.
When f k = 0, the decomposition (1.4) can also be written in the form
where V k+1 ∈ R n×(k+1) is obtained by appending the vector v k+1 = f k / f k to V k andH k ∈ R (k+1)×k is obtained by appending the row f k e T k to H k . Note that V T k+1 V k+1 = I k+1 and thatH k is of Hessenberg-type. We state Arnoldi's method for sake of completeness. Algorithm 1.1. Arnoldi's method Input: matrix A, initial vector r 0 , maximum number of steps m;
Arnoldi's method breaks down at step ℓ + 1, because f ℓ = 0 and the computations with the algorithm can not be continued. We note that when Arnoldi's method breaks down at step ℓ + 1, an orthogonal Krylov space basis of dimension ℓ has been determined.
Using the Arnoldi decomposition (1.5) and the fact that d m = V k y k for some y k ∈ R k , the minimization problem (1.2) can be written in the form min dm∈Km(A,r0)
When f k = 0, the matrixH k in (1.6) should be replaced by H k . This occurs for m ≥ ℓ, where ℓ is defined by (1.3) .
Analogously with the terminology used for Arnoldi's method, we say that the GMRES method breaks down at step ℓ + 1. A difficulty that arises when applying the GMRES method to linear systems with a singular matrix is that the method may break down before the generated Krylov space is large enough to contain the desired correction of x 0 . Example 1.1. Let
Then r 0 = (0, 1)
T and Ar 0 = (0, 0) T . Thus, ℓ = 1 in (1.3) and Arnoldi's method breaks down with k = 1. We therefore are not able to improve the initial approximate solution x 0 . We remark that any vector x = [1, ξ] T , ξ ∈ R, solves the linear system (1.1). 2
The present paper studies the behavior of the GMRES method when the matrix A is singular. We are particularly interested in the performance of the GMRES method when the linear system (1.1) is inconsistent. Our investigation complements the recent study by Brown and Walker [3] , and we apply several of the results and the techniques developed in [3] .
A nice survey of properties of the GMRES method when applied to consistent linear systems with a singular matrix A is provided by Ipsen and Meyer [4] . Let R(A) and N (A) denote the range and null space of the matrix A, respectively. Assume that A is singular, and let the zero eigenvalue have index i, i.e., the largest Jordan block associated with the zero eigenvalue is of order i. Let x 0 = 0. Ipsen and Meyer [4] show that the GMRES method then produces a solution of the linear system (1.1) if and only if b ∈ R(A i ). We are therefore led to study under which conditions the GMRES method yields a least-squares solution of (1.1) for a general right-hand side vector b.
According to (1.2) the GMRES method produces a solution to a constrained leastsquares problem; the minimization is constrained to the Krylov space K m (A, r 0 ). We would like to investigate under which conditions on A and b, the solution x m of the constrained least-squares problem (1.2) is a least-squares solution of the system (1.1), i.e., when
or, equivalently, when the solution x m = x 0 +d m of (1.2) satisfies the normal equations
The minimization problem (1.8), or, equivalently, the normal equations (1.9), do not have a unique solution when A is singular. We are interested in when the GMRES method determines the solution of minimal norm. For future reference, we denote this solution by x † . It is characterized by being the unique solution of (1.9) in N (A) ⊥ ; this can be seen by substituting the singular value decomposition of A into (1.9).
The close connection between the minimization problem (1.2) and the normal equations (1.9) helps us to shed some light on the question whether it is possible to compute a least-squares solution to overdetermined systems of equations by an iterative method without using the transpose of the matrix. This paper is organized as follows. In the remainder of this section, we introduce notation to be used throughout the paper. Section 2 discusses the behavior of the GMRES method for the solution of consistent and inconsistent singular linear systems. In Section 3, we present a modification of the GMRES method, referred to as RRGMRES, that restricts the computed solution to R(A), and we show why this modification can be beneficial. Bounds for the distance between the approximate solutions computed by the GMRES or RRGMRES methods and the minimal norm least-squares solution of (1.1) are discussed in Section 4. Throughout the Sections 2-4, we assume that A is an n by n matrix. Section 5 applies the results of the previous sections to the case when A is an m by n matrix, with m > n, and Section 6 contains concluding remarks.
We conclude this section by introducing notation and definitions to be used in the sequel. A matrix A is said to be range symmetric if R(A) = R(A T ). Range symmetric matrices include symmetric matrices and skew-symmetric matrices.
We may assume that x 0 = 0 and then the associated residual vector is r 0 = b. Throughout this paper we use the notation
2. The GMRES method for singular systems. It follows from (1.3) that the GMRES method breaks down for the smallest value of m such that dim K m = dim K m+1 = m. If the system is inconsistent, then breakdown will occur for the smallest value of m such that dim AK m = m − 1. The following lemma is the central idea for relating the breakdown of GMRES to the least-squares problem (1.2). It was shown for the case when dim AK m = m by Brown and Walker [3, Proof of Lemma
We will see that this leads to a contradiction. Let p = dim A T AK m . Then dim AK m ≥ p + 1 and, in particular, m ≥ p + 1. Now, dim A T AK m = p if and only if there are coefficients α 1 , α 2 , . . . , α p+1 , not all zero, such that
However, dim AK m ≥ p + 1 and therefore Az = 0 would imply that α j = 0 for 1 ≤ j ≤ p + 1. Thus, Az = 0. This is a contradiction since, 0 < Az
Apply the GMRES method to the linear system (1.1) until breakdown at step m. If rank(A) = m−1, then the GMRES method produces a least-squares solution of (1.1).
Proof. We remark that the linear system (1.1) is not required to be consistent. Let rank(A) = m − 1 and suppose that the GMRES method does not determine a least-squares solution of (1.1) at breakdown. Then there is no x ∈ K m that satisfies the normal equations (1.9). In other words, A T b / ∈ A T AK m . By Lemma 2.1, we have dim A T AK m = dim AK m = m − 1, and therefore dim A T K m = m = rank(A) + 1. However, rank(A) = rank(A T ) and therefore dim A T K m < m, a contradiction. Thus, if rank(A) = m − 1 and the GMRES method breaks down at step m, then the method determines a least-squares solution. Indeed, since
Therefore the GMRES method determines a least-squares solution at step m − 1 already. Example 2.1. Let
The rank one matrix A is not range symmetric. The GMRES method breaks down at step 2 producing the minimal norm least-squares solution x 2 = ( The practical implication of these results is that if the matrix A is not range symmetric and if ℓ < rank(A), where ℓ is defined by (1.3) , then the GMRES method might not determine a least-squares solution of (1.1).
3. The range restricted GMRES method for singular systems. We introduce a variant of the GMRES method that has several advantages over the standard GMRES method discussed in Sections 1-2 when applied to the solution of linear systems of equations with a singular or nearly singular matrix. Our variant of the GM-RES method is obtained by replacing the space K m by K * m in the standard GMRES method; see (1.10) for a definition of these spaces. Thus, given the initial approximate solution x 0 = 0, the method determines an improved approximate solution x m , such that
Since all Krylov spaces K * m , m ≥ 1, are in R(A), we refer to this variant of the GMRES method as the range restricted GMRES method, or briefly as the RRGMRES method.
The decomposition
is useful for the investigation of the properties of the RRGMRES method. It is used in the proof of the following lemma, which shows that if R(A) = R(A T ), then the RRGMRES method does not break down due to rank deficiency of AK * m . Proof. Assume that dim AK * m < m. Then there is a w ∈ K * m , w = 0, such that Aw = 0, i.e. w is a nontrivial element of N (A). However, w ∈ K * m , and therefore w ∈ R(A). Hence, w ∈ R(A T ). It now follows from the decomposition (3.2) that w = 0. This contradiction shows that dim AK * m = m. By definition, dim K m+1 = ℓ = m = dim K m at breakdown. This fact, together with Lemma 3.1, is the basis for the following result. Theorem 3.2. Assume that R(A) = R(A T ). Then the RRGMRES method applied to the linear system (1.1) produces the minimal norm least-squares solution.
Proof. We remark that the result holds for any right-hand side vector b ∈ R n in (1.1). Suppose that the RRGMRES method breaks down at step m + 1, i.e., dim K * m+1 = m. In order for the RRGMRES method to be able to determine a leastsquares solution, it is necessary and sufficient that there is an element w ∈ K * m that satisfies the normal equations (1.9).
It is clear from the definitions .
Since z ∈ K * m , it follows from (3.5) that z ∈ AK * m . Therefore, there is an element w ∈ K * m , such that z = Aw. Substituting z = Aw into (3.6) shows that w is a least-squares solution of (1.1). Since, in addition, w ∈ R(A) = N (A) ⊥ , w is the minimal-norm solution.
The theorem shows that when the matrix is range symmetric and the RRGMRES method breaks down, the minimal norm least squares solution has been determined.
Range symmetric matrices are rather special. We will now show that the RRGM-RES method also can be applied successfully in more general situations. The following result shows that under suitable conditions the RRGMRES method determines a least-squares solution of the linear system (1.1) even when the matrix A is not range-symmetric. Theorem 3.3. Apply the RRGMRES method to the inconsistent system (1.1) until breakdown at step m. If rank(A) = m − 1, then the RRGMRES method produces a least-squares solution of (1.1).
Proof. The result can be shown similarly as Theorem 2.2. Example 3.1. Let A, b and x 0 be defined as in Example 2.1. The RRGMRES method breaks down at step 1 and gives the least-squares solution x 1 = (
Theorems 2.2 and 3.3 show that under similar conditions, both the GMRES and RRGMRES methods determine a least-squares solution. We will now consider a situation when the RRGMRES method generally is preferable. Assume that
Then very ill-conditioned matricesH k are produced by Arnoldi's method (Algorithm 1.1) and the minimization problems (1.6) are ill-conditioned. This has the effect that the (standard) GMRES method produces approximate solutions x m of large norm.
The RRGMRES method avoids ill-conditioning due to (3.7) by starting Algorithm 1.1 with the vector Ab, and the initial matricesH k computed are typically much better conditioned than those generated by the standard GMRES method. An implementation of the RRGMRES method can be based on the approach proposed by Walker and Zhou [8] for the implementation of the (standard) GMRES method. They first determine an orthogonal basis of the Krylov space K * m and then append the vector b to obtain a basis for K m+1 . We obtain an efficient implementation of the RRGMRES method by generating an orthogonal basis for K * m as described in [8] , and then using this basis (without appending b) to solve the minimization problem (3.1). Inspired by the terminology proposed by Walker and Zhou [8] , we might refer to the RRGMRES method as "even simpler GMRES."
4. Bounds for the minimal norm least-squares solution. We present two kinds of bounds for the minimal norm least-squares solution x † of the linear system (1.1). The first bound, formula (4.1) below, bounds the distance between x † and any other least-squares solution of (1.1). This bound is of interest when we know that the GMRES or RRGMRES methods have determined a least-squares solution; cf. Theorems 2.2 and 3.3. The other bounds of this section determine the distance between x † and iterates x m computed by the GMRES or RRGMRES methods. Here the iterates x m do not have to be least-squares solutions of (1.1). The latter bounds are analogous to bounds recently derived by Hochbruck and Lubich [5] .
Proposition 4.1. Let x be an arbitrary least-squares solution of (1.1) and let x † denote the least-squares solution of minimal norm. Then x † − x ∈ N (A). Proof. Partition the least-squares solution x of (1.1) according to x = y +z, where y ∈ R(A T ) and z ∈ N (A), cf. (3.2). The fact that x satisfies the normal equations implies that y satisfies the normal equations,
and therefore y is a least-squares solution of (1.1). Since y ∈ R(A T ), it follows that y = x † .
Let P N (A) denote the orthogonal projection from R n to N (A) and let x m be a least-squares solution determined by the GMRES or RRGMRES methods. Then Proposition 4.1 yields
When the matrix A is range symmetric, i.e., when P R(A T ) = P R(A) , the bound (4.2) of Theorem 4.2 can be strengthened. Since the iterates x m computed by RRGM-RES are in the range of A, the bound (4.2) then can be written as
5. Application to overdetermined systems. This section presents a computed example in which the GMRES and RRGMRES methods are applied to determine a least-squares solution of an overdetermined inconsistent system of equations
The example illustrates that a least-squares solution can be computed without using the transpose of the matrix A by the GMRES and RRGMRES methods, provided that these methods do not break down too early.
The GMRES and RRGMRES methods are defined for square matrices only. We therefore append n − m zero columns toÃ to obtain the matrix
, where x N ∈ R n−m . Then the system (5.1) can be written in the form (1.1) and the GMRES and RRGMRES methods can be applied to its solution. If the columns ofÃ are linearly independent, then N (A) = n − m, and by Theorems 2.2 and 3.3 the GMRES and RRGMRES algorithms determine a leastsquares solution of (1.1) and (5.1) if they do not break-down until step m + 1. (1, 1, . . . , 1) T . Figure 5 .1 displays iterates and residual errors determined by the GMRES and RRGMRES methods. For comparison, we also solve the system (5.1) by the conjugate gradient method applied to the normal equations. We use the CGLS algorithm described by Björck [2, Chapter 7] for this purpose. Denote the iterates generated by the different methods by x m and the associated residuals by r m . Figure 5 .1 shows the quantity x † − x m (referred to as error) and the 10-logarithm of the norm of the residual vectors r m for the different iteration methods as a function of the iteration number m. Note that the CGLS algorithm does not converge within 75 iterations. 2 6. Conclusion. The paper sheds light on the behavior of GMRES-like methods when applied to inconsistent linear systems of equations. The RRGMRES method, which restricts the computed approximate solution to the range of A, is found to be well suited for the solution of inconsistent linear systems.
