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Abstract
Plemelj projection operators are introduced for spaces
of square integrable functions defined over the boundaries
of a class of compact real n-dimensional manifolds lying
in Cn. These manifolds posses many properties similar to
domains in Rn, and are consequently called domain man-
ifolds. The key ingredients used here are techniques from
both real and complex Clifford analysis. Analogues of the
Kerzman-Stein kernel and Szego¨ projection operators are
introduced, and their conformal covariance is described.
Introduction
It is reasonably well known that given any reasonably smooth curve, S,
lying in the complex plane and dividing C into two open components, then
Lp(S) = Hp(S+)⊕Hp(S−) for 1 < p <∞. Here S+ and S− are the respective
domains that complement the curve S, and Hp(S±) are the Hardy spaces of
analytic functions defined on S± respectively and which extend continuously
in the Lp sense to their common boundary, S. This decomposition of Lp(S)
is obtained using Plemelj projection operators, which in turn are described
using the singular Cauchy transform over S and Cauchy’s integral formula,
see for instance [B].
1
When turning to higher dimensions one can consider a sufficiently smooth,
orientable surface, S, lying in Rn and such that S divides Rn into two com-
plementary domains, S+ and S− respectively. Again one may consider the
space Lp(S) of p-integrable functions over S where 1 < p < ∞. By in-
troducing the Clifford algebra generated from Rn, the Dirac operator over
Rn the associated Cauchy integral formula and singular Cauchy transform
over S one can obtain the decomposition Lp(S) = Hp(S+) ⊕ Hp(S−). The
spaces Hp(S±) are the spaces of solutions to the Dirac equation, or gener-
alized Cauchy-Riemann system, which are defined on S± respectively and
continuously extend in the Lp sense to their common boundary, S. This
decomposition is outlined for the cases where S is compact and either C2 or
Liapunov in [GuSp1], and for the cases where S is a Lipschitz graph in [Mi,
LMcQ].
In all these cases one needs to assume that Lp(S) is the space of Clifford
algebra valued p integrable functions defined on S. As the Clifford algebra
contains a unit then the usual complex space of Lp is contained in this space.
This decomposition has proved to be a fundamental result in Clifford
analysis and has provided a fundamental link between it and the study of
many types of boundary value problems. See for instance [Be, GuSp1, GuSp2,
Mi, LMcQ].
In greater generality one may use operator theory associated to general
Dirac operators and associated Clifford algebras to obtain similar results over
compact, orientable, smooth submanifolds of codimension 1 lying within a
smooth, orientable, Riemannian manifold. See for instance [B-BWo, C].
In separate work, [R1] and references therein, the author has introduced
a class of smooth, orientable, real n-dimensional manifold which have many
basic properties of domains lying in Rn, see also [GuKi, S]. Such manifolds
are called domain manifolds. In [GuKi] it is shown that one can set up and
solve boundary value problems over domain manifolds in much the same way
as one does in complex analysis and Clifford analysis over Euclidean space.
In particular one can set up Plemelj formulae, see [R1]. However, in [R1]
these analogues of Plemelj formulae are introduced only for spaces of Ho¨lder
continuous functions defined on the boundary of a domain manifold, there
referred to as a manifold of type one or two.
In this paper the intention is to introduce Plemelj projection operators
and the analogous Hardy space decompositions over domain manifolds lying
in both Cn. We also indicate how the results presented here extend to the
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analogues of domain manifolds lying in the complex sphere. Throughout
we shall restrict attention to the cases where the boundary of the domain
manifold is C2.
Preliminaries
In this section we will develop the background on Clifford analysis that
we shall need here.
We shall first consider the real, 2n dimensional Clifford algebra, Cln,
generated from Rn. So if Rn has orthonormal basis e1, . . . , en then Cln is
chosen so that it has basis 1, e1, . . . , en, . . . , ej1 . . . ejr , . . . , e1 . . . en, where 1 ≤
j1 < . . . < jr ≤ n and eiej + ejei = −2δi,j where δi,j is the Kroneker delta
function. It may be seen that we are considering Rn to be embedded in Cln.
Although in general Cln is not a division algebra it may be seen that
each non-zero vector x ∈ Rn has a multiplicative inverse x−1 = −x
‖x‖2
. Up to
a sign this inverse corresponds to the Kelvin inverse of a non-zero vector.
We shall need the following antiautomorphism over Cln
− : Cln → Cln : −(ej1 . . . ejr) = (−1)
rejr . . . ej1.
For a = a0 + . . . + a1,...,ne1 . . . en ∈ Cln we shall write
−
a for −a. It may
be noted that the real part of a
−
a gives the square of the norm, ‖a‖, of a,
where ‖a‖ = (a20 + . . .+ a
2
1,...,n)
1
2 .
We shall also need the complexification Cln(C) of Cln. The antiauto-
morphism, − extends linearly to this algebra. As is usual we shall denote the
complexification of Rn by Cn. It is no longer the case that each non-zero vec-
tor in Cn has a multiplicative inverse. For instance we may consider e1+ ie2.
In this case (e1 + ie2)
2 = 0. We shall denote a vector z1e1 + . . .+ znen ∈ C
n
by z, and we shall denote the null cone {z ∈ Cn : z2 = 0} by N(0). For
z1 ∈ C
n we denote the null cone {z ∈ Cn : (z − z1)
2 = 0} by N(z1). It may
be noted that each vector z ∈ Cn\N(0) has a multiplicative inverse.
Definition 1 A smooth real n-dimensional manifold M lying in Cn is called
a domain manifold if for each z ∈M
(i) N(z) ∩M = {z}
(ii) N(z) ∩ TMz = {z}.
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Such manifolds have been used extensively in [GuKi, R1, S]. Here we
shall assume that the boundary of each domain manifold considered is at
worst C2, though similar results to the ones presented here can be obtained
with only minor modification to the techniques used here if one assumed
that the boundary is C1 and has Ho¨lder continuous derivative with respect
to some atlas. We shall not consider the case where the boundary of M is
Lipschitz. When the domain manifold is a subset of Rn then its interior is
a domain in Rn. It is for this reason that such manifolds are called domain
manifolds.
Associated to each domain manifold M is a domain in Cn called a cell
of harmonicity. This domain is the component of Cn\ ∪z∈∂M N(z) which
contains the interior of M . We shall denote this domain by M †. When M is
a domain in Rn then M † is the cell of harmonicity, or Vekua hull, described
in [A] and elsewhere.
Definition 2 For U a domain in Rn a Cln(C) valued differentiable function
f(x) defined on U is said to be left monogenic if Df = 0 everywhere on U ,
where D = Σnj=1ej
∂
∂xj
. Similarly a Cln(C) valued differentiable function g
defined on U is said to be right monogenic if gD = 0 everywhere on U , where
gD = Σnj=1
∂g
∂xj
ej.
The following two theorems are standard to Clifford analysis and can be
found in [BDSo, GMu] and elsewhere.
Theorem 1 (Cauchy’s Theorem) Suppose that f and g are respectively
left and right monogenic functions on U and that S is a compact C1 surface
bounding a subdomain of U then
∫
S
g(x)n(x)f(x)dσ(x) = 0
where n(x) is the outward pointing normal vector to S at x and σ is the usual
Hausdorff measure on S.
Theorem 2 (Cauchy’s Integral Formula) Suppose that f is a left mono-
genic function on the domain U and that S is a compact C1 surface bounding
a subdomain V of U . Then for each y ∈ V
f(y) =
1
ωn
∫
S
G(x− y)n(x)f(x)dσ(x)
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where ωn is the surface area of the unit sphere in R
n and G(x) is the left and
right monogenic function x−y
‖x−y‖n
.
If U † is the cell of harmonicity associated to the domain U then the pre-
vious theorem can be applied to show that when n is even the left monogenic
function has a unique holomorphic continuation to a function f † defined on
U †. Moreover f † satisfies the the equation DCf
† = 0 where DC = Σ
n
j=1ej
∂
∂zj
.
When n is odd then f † is defined on some Riemann surface covering U †.
Definition 3 Suppose that Ω is a domain in Cn or a Riemann surface cov-
ering a domain in Cn and f(z) is a holomorphic function defined on Ω and
takes values in Cln(C). Then if f satisfies the equation DCf = 0 then f is
called a complex left monogenic function. Similarly if g is a Cln(C) valued
holomorphic function defined on Ω and satisfying gDC = 0 then g is called a
complex right monogenic function.
The following two theorems are treated in depth in [R1, S].
Theorem 3 Suppose that f and g are respectively complex left and right
monogenic functions defined in a neighbourhood Ω of a compact domain man-
ifold M . Then ∫
∂M
g(z)Wzf(z) = 0 (1)
where Wz is the holomorphic differential form Σnj=1(−1)
nejdz1∧ . . .∧dzj−1∧
dzj+1 ∧ . . . ∧ dzn.
Theorem 4 Suppose that n is even and that f is a complex left monogenic
function defined in a neighbourhood of a compact domain manifold M . Then
f has a unique holomorphic continuation to a complex left holomorphic func-
tion f † on M † and for each w ∈M †
f †(w) =
1
ωn
∫
∂M
G(z − w)Wzf(z) (2)
where G(z) = (−1)
n
2 z−n+1 is the complex left and right monogenic extension
of G(x) to Cn\N(0).
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In the case where n is odd the complex left monogenic function defined by
Equation 2 is defined on some Riemann surface covering a domain containing
M .
In [QR] it is pointed out that the differential form Wz appearing in
equations 1 and 2 can be replaced so that equation 1 becomes
∫
∂M
g(z)n(z)f(z)dσ(z) = 0
while equation 2 becomes
f †(w) =
1
ωn
∫
∂M
g(w − z)n(z)f(z)dσ(z)
where n(z) is a vector in Cn orthogonal, with respect to the inner product
< z,w >= Σnj=1zjwj, to the complexification of the tangent space T∂Mz .
Moreover σ is a complex valued measure on ∂M . In [QR] it is observed that
the function n(z) is non-zero and C1.
Hardy Spaces over Domain Manifolds
Definition 4 Suppose that M is a domain manifold then for 1 < p < ∞ a
function f : ∂M → Cln(C) is said to belong to the L
p space, Lp(∂M), of ∂M
if
(
∫
∂M
‖f(z)‖p|dσ(z)|)
1
p <∞
.
In the previous definition the term |dσ(z)| stands for the infinitesimal of
the absolute value measure σ| of the complex measure σ and it is introduced
in [QR].
For each pair f, g ∈ L2(∂M) there is a well defined inner product
< f, g >∂M=
∫
∂M
f(z)g(z)dσ(z).
This integral is dominated by
∫
∂M f(z)
⋆g(z)dσ(z), where f ⋆ is the complex
conjugate of f . The identity component of
∫
∂M
f ⋆(z)f(z)|dσ(z)|
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gives the square of the L2 norm of f for each f ∈ L2(∂M).
When M is a subset of Rn this definition of an Lp space corresponds to
the usual definition of the Lp space over the boundary of some domain in Rn.
The following result is an immediate consequence of theorem 2.6 on page
223 of [StW].
Proposition 1 Suppose that V is a real n − 1 dimensional vector subspace
of Cn. Then for 1 < p <∞ the integral
P.V.
1
ωn
∫
V
G(z − w)n(w)f(w)dσ(w)
defines a bounded linear operator
CV : L
p(V )→ Lp(V ).
Using this result we can now deduce:
Theorem 5 Suppose that M is a compact domain manifold then the integral
P.V.
1
ωn
∫
∂M
G(z − w)n(w)f(w)dσ(w)
defines a bounded linear operator
C∂M : L
2(∂M) → L2(∂M).
Proof: The proof follows a standard argument for compact, C2, or even
Liapunov, curves lying in the complex plane. This argument was adapted to
the Clifford analysis setting for sufficiently smooth compact surfaces lying in
Rn in [Be]. The argument makes use of a cancellation property given by the
C1 function n(w) over ∂M .
Essentially for each z ∈ ∂M we may find an ǫ(z) ∈ R+ and a C1 homo-
topy
Hz : B(z, ǫ(z)) ∩ ∂M × [0, 1]→ C
n
such that
(i) H(w, 0) = w
(ii) H(B(z, ǫ(z) ∩ ∂M), 1) = B(z, ǫ(z)) ∩ T∂Mz.
(iii) ‖H(w, 1)− z‖ = ‖w − z‖.
Moreover,
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(iv) there is a δ(z) ∈ R+ ∪ {0} such that ‖w − H(w, 1)‖ < δ(z)‖w − z‖ for
each w ∈ B(z, ǫ(z)) ∩ ∂M .
Now ∫
B(z,ǫ(z))∩∂M
G(z − w)n(w)f(w)dσ(w) =
∫
B(z,ǫ(z))∩∂M
G(z − w)(n(w)− n(z))f(w)dσ(w)
+
∫
B(z,ǫ(z))∩∂M
G(z − w)n(z)f(w)dσ(w).
As n(w) is a C1 function over ∂M then the first term on the right side
of the previous equation defines a weakly singular integral operator acting
on the square integrable function f .
We can now use the homotopy H and Proposition 1 to deal with the
term ∫
B(z,ǫ(z))∩∂M
G(z − w)n(z)f(w)dσ(w)
This term can be rewritten as∫
B(z,ǫ(z))∩∂M
(G(z − w)−G(z −H(w, 1)))n(z)f(w)dσ(w)
+
∫
B(z,ǫ(z))∩∂TMz
G(z − v)n(z)λz(v)f(ψz(v))dσ(v),
where ψz is the C
1 diffeomorphism defined by H(ψz(v), 1) = v, and λz is the
Jacobian associated to the C1 function ψz .
By conditions (iii) and (iv) of the homotopy H the first term on the right
side of the previous equation is dominated by the term
Cδ(z)
∫
B(z,ǫ(z))∩∂M
‖z − w‖−n+2‖n(z)f(w)‖|dσ(w)|
for some dimensional constant C ∈ R+, and so again defines a weakly singular
integral operator acting on f .
As λz is a bounded measurable function it follows from proposition 1
that the second term on the right side of the same equation also defines an
L2 bounded operator.
Moreover, the term
∫
∂M\(B(z,ǫ(z))∩∂M)
G(z − w)n(w)f(w)dσ(w)
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is L2 bounded.
So far we have shown that for each z ∈ ∂M the operator
Tz : L
2(∂M)→ L2(∂M)
defined by ∫
∂M∩B(z,ǫ(z))
G(z − w)n(w)f(w)dσ(w)
for each f ∈ L2(∂M), is an L2 bounded operator. The result now follows
from the compactness of ∂M . ✷
If in Proposition 1 and Theorem 5 we replace the kernel G(z) by a kernel
K(z) = Ω(z)
(z2)
n−2
2
where Ω(z) is an odd function homogeneous of degree zero,
we also obtain an L2 bounded operator
TK : L
2(∂M)→ L2(∂M) : TK(g)(w) = P.V.
∫
∂M
K(w − z)n(z)g(z)dσ(z).
The proof is the same as the proof of Theorem 5.
Suppose that g belongs to the function space C1(∂M) of Cln(C) valued
C1 functions on ∂M . Suppose also that θ : [0, 1) → M is piecewise smooth
with limt→1θ(t) = w ∈ ∂M and θ
′(1) does not belong to TMw(C), the
complexification of the tangent space TMw. Then in [R1] we show that
lim
t→1
1
ωn
∫
∂M
G(θ(t)− z)n(z)g(z)dσ(z) =
1
2
g(w) +
1
ωn
P.V.
∫
∂M
G(w − z)n(z)g(z)dσ(z).
Using the fact that C1(∂M) is a dense subspace of L2(∂M) we immedi-
ately have:
Theorem 6 Suppose that f ∈ L2(∂M) and that θ and w are as in the pre-
ceding paragraph. Then
lim
t→1
1
ωn
∫
∂M
G(θ(t)− z)n(z)f(z)dσ(z) =
1
2
f(w) +
1
ωn
P.V.
∫
∂M
G(w − z)n(z)f(z)dσ(z) a.e..
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This last formula is a generalization of the Plemelj formula arising in one
variable complex analysis.
We would like to show that the pointwise convergence described in the
previous equation can be replaced by uniform convergence in the L2 norm.
To this end we first introduce maximal functions.
Definition 5 Suppose that f ∈ Lp(∂M) and 1 < p < ∞ then for each
w ∈ ∂M we define the maximal function M(f)(w) of f(w)to be
sup
r>0
1∫
B(w,r)∩∂M |dσ(z)|
∫
B(w,r)∩∂M
‖f(z)‖|dσ(z)|.
By similar arguments to those presented in [St] it may be deduced that
for each f ∈ Lp(∂M) and with 1 < p < ∞ then M(f) ∈ Lp(∂M) and there
is a positive constant C(n, p) such that
‖M(f)‖Lp ≤ C(n, p)‖f‖Lp. (3)
We also will need non-tangential maximal functions. By identifying Cn
with R2n endowed with the usual inner product <,>R2n for each w ∈ C
n
each u ∈ Cn\{0} and each α ∈ (0, π
2
) we can introduce the cone Γ(w, u, α) =
{z ∈ Cn : 0 << z − w, u >R2n< ‖z − w‖ cosα}. For each r ∈ R
+ we define
the truncated cone Γ(w, u, α, r) to be the set {z ∈ Γ(w, u, α) : ‖z−w‖ < r}.
Both the sets Γ(w, u, α) and Γ(w, u, α, r) are open subsets of Cn.
As the manifoldM is compact and has C2 boundary then we may find an
α(M) ∈ (0, π
2
) and an r(M) ∈ R+ such that Γ(w, n(w), α(M), r(M)) ⊂ M †
and ∂Γ(w, n(w), α(M), r(M)) ∩ ∂M † = {w}. for each w ∈ ∂M .
Definition 6 For each p ∈ (0,∞) and each f ∈ Lp(∂M) we define the non-
tangential maximal function N(f)(w) of f to be
sup
z∈Γ(w,n(w),α(M),r(M))
‖
∫
∂M
G(z − u)n(u)f(u)dσ(u)‖
The non-tangential maximal function introduced in the previous defini-
tion differs from the usual one set up over domains in Rn. There one considers
supremums over real n-dimensional cones lying in Rn. Here we have doubled
the dimension and are taking supremums over complex, n-dimensional cones
in Cn.
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Theorem 7 Suppose that f ∈ L2(∂M) then ‖N(f)‖L2 < C(M)‖f‖L2 for
some C(M) ∈ R+.
Proof: The proof is an adaptation of arguments appearing on page 63 of
[Mi] and page 27 of [MCo].
Let us begin by considering
∫
∂M\(B(w,ǫ)∩∂M
G(w − z)n(z)f(z)dσ(z) −
∫
∂M
G(u− z)n(z)f(z)dσ(z),
where w ∈ ∂M and u ∈M †. This expression is equal to
∫
∂M\(B(w,ǫ)∩∂M
(G(w − z)−G(u− z))n(z)f(z)dσ(z)
−
∫
B(w,ǫ)∩∂M
G(u− z)n(z)f(z)dσ(z).
Let us restrict u so that ‖w− u‖ = ǫ and u ∈ Γ(w, n(w), α(M), r(M)). Now
‖
∫
B(w,ǫ)∩∂M
G(u− z)n(z)f(z)dσ(z)‖ ≤ C
1
ǫn−1
∫
B(w,ǫ)∩∂M
‖f(z)‖|dσ(z)|
≤ C1M(f)(w),
for some C and C1 ∈ R
+.
Moreover
‖G(w − z)−G(u− z)‖ ≤ C2
ǫ
‖z − w‖n
for each z ∈ ∂M\(B(w, ǫ) ∩ ∂M and some constant C2 ∈ R
+.
It follows that
‖
∫
∂M\(B(w,ǫ)∩∂M)
(G(w − z)−G(u− z))n(z)f(z)dσ(z)‖ ≤
C2ǫ
∞∑
j=0
‖
∫
∂M∩(B(w,2jǫ)\B(w,2j+1ǫ))
‖f(z)‖
‖z − w‖n
|dσ(z)|,
for some C2 ∈ R
+. The right side of this expression is dominated by
C3M(f)(w) for some C3 ∈ R
+.
Consequently
N(f)(w) < C4(M(f)(w) + sup
ǫ>0
‖
∫
B(w,ǫ)∩∂M
G(w − z)n(z)f(z)dσ(z)‖),
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for some C4 ∈ R
+. This inequality is derived in the euclidean setting using
much the same arguments in [Mi].
Now
‖
∫
∂M\(B(w,ǫ)∩∂M)
G(w − z)n(z)f(z)dσ(z)‖ ≤ (‖
∫
∂M
G(w − z)n(z)f(z)dσ(z)‖
+‖
∫
B(w,ǫ)∩∂M
G(w − z)n(z)f(z)dσ(z)‖.
One can now readily adapt the proof of Cotlar’s inequality given in [MCo]
and show that
sup
ǫ>0
‖
∫
∂M\B(w,ǫ)
G(w − z)n(z)f(z)dσ(z)‖ ≤
C(M(P.V.
∫
∂M
G(w − z)n(z)f(z)dσ(z)) +M(f)(w))
for some constant C ∈ R+.
The result now follows from Theorem 5 and Inequality 3. ✷
Combining Theorems 6 and 7 with Lebesgue’s dominated convergence
theorem we get:
Theorem 8 Suppose that f ∈ L2(∂M) then for any smooth homotopy de-
formation H : ∂M × [0, 1) → M † such that limt→1H(w, t) = w for each
w ∈ ∂M
lim
t→1
‖
1
ωn
∫
∂M
G(H(w, t)− z)n(z)f(z)dσ(z)
−
1
2
f(w)−
1
ωn
P.V.
∫
∂M
G(w − z)n(z)f(z)‖L2 = 0.
Even in the special cases where M is an open subset U of Rn Theorem
8 is a stronger statement than the usual statement of uniform convergence
in the L2 norm. This is because one usually looks for uniform convergence
within the domain U and not on the cell of harmonicity U † associated to U .
Let us denote the L2 bounded operator defined by
1
2
f(w) +
1
ωn
∫
∂M
G(w − z)n(z)f(z)dσ(z)
by S+ and the singular integral operator S+ − 1
2
I by C∂M . For each f ∈
L2(∂M) let us denote S+f by f+. A simple application of Cauchy’s integral
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formula and Theorem 6 reveal that S+2 = S+ and C2∂M =
1
4
I. If we denote
the L2 bounded operator 1
2
I − CM by S
− then we can readily deduce that
S−2 = S− and S+S− = S−S+ = 0. This generalizes to L2(∂M) results
known to hold over the L2 space of a closed reasonably smooth curve in the
complex plane and for L2 spaces of sufficiently smooth surfaces lying in Rn.
See for instance [B, LMcQ] and elsewhere.
In [R1] we note that for any compact domain manifold M we can con-
struct another domain manifold M ′ such that M ⊂M ′ and ∂M is contained
in the interior of M ′. Let us suppose that ∂M is connected then let us de-
note the component of Cn\∪z∈∂M N(z) containing M
′\cl(M) by M †
′
, where
cl(M) is the closure of M . By arguments described in [R1] it may be noted
that M †
′
is a domain in Cn. In the cases where ∂M is multiply connected
then M †
′
is a union of finitely many disjoint domains.
By similar arguments to those used to deduce Theorem 6 one may deduce:
Theorem 9 Suppose that f ∈ L2(∂M) then
lim
u→w
1
ωn
∫
∂M
G(u− z)n(z)f(z)dσ(z) = −S−f(w) a.e.
where u ∈M †
′
, w ∈ ∂M and u approaches w non-tangentially.
If we denote −S−f by f− for each f ∈ L2(∂M), then f = f+ + f−.
By similar arguments to those used to deduce Theorem 8 we can also
derive:
Theorem 10 Suppose that H : ∂M × [0, 1) → M †
′
is a smooth homotopy
such that limt→1H(w, t) = w then
lim
t→1
‖
1
ωn
∫
∂M
G(H(w, t)− z)n(z)f(z)dσ(z) − f−(w)‖L2 = 0
for each f ∈ L2(∂M).
Definition 7 We shall call the space S+L2(∂M) the Hardy 2-space of M †
and we shall denote it by H2(M †).
Similarly we shall call the space S−L2(∂M) the Hardy 2-space of M †
′
.
We shall denote this space by H2(M †
′
).
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Theorem 11
L2(∂M) = H2(M †)⊕H2(M †
′
).
Let P+ : L2(∂M) → H2(M †) be the Szego¨, or orthogonal, projection
with respect to the inner product <,>∂M . Also let P
− : L2(∂M)→ H2(M †
′
)
be the Szego¨, or orthogonal, projection with respect to the same inner prod-
uct <,>∂M . These operators are self adjoint with respect to this inner prod-
uct. In other words P±⋆ = P± where P±⋆ is the adjoint of P± with respect
to <,>∂M .
Also let C⋆∂M(f)(w) =
1
ωn
n(w)
∫
∂M G(w − z)f(z)dσ(z). Then the L
2
bounded operator C∂M −C
⋆
∂M is called the Kerzman-Stein kernel. This is in
complete analogy to the complex variable setting, see [B].
We may easily obtain the following identities.
P± = S±P±, P±⋆ = P±⋆S±⋆ = P±S±⋆, and S± = P±S±. Consequently
P± − S± = P±(C⋆∂M − C∂M).
Hence
P±(I − (C⋆∂M − C∂M)) = S
±.
These identities are generalizations of identities appearing in [B, Se].
As in the classical case, see [KSt], the singularities of the integral op-
erators C∂M and C
⋆
∂M are cancelled out in C∂M − C
⋆
∂M . Consequently this
Kerzman Stein kernel is a compact operator.
In order to move from the setting where ∂M is compact to the more
general setting we shall use Mo¨bius transformations. In [Bo] and elswhere
it is shown that the space of left monogenic functions over some domain
remain invariant under Mo¨bius transformations. Also in [QR] it is noted
that cells of harmonicity transform to other cells of harmonicity under Mo¨bius
transformations. So in particular if u = ψ(z) = (z + a)−1 for some constant
a ∈ Cn and f(u) is a complex left monogenic function defined on a cell
of harmonicity M † then G(z + a)f((z + a)−1) is a complex left monogenic
function on the cell of harmonicity ψ−1(M †). Also, [QR], g(u) ∈ L2(∂M) if
and only if G(z + a)g((z + a)−1) ∈ L2(∂ψ−1(M)). Moreover, [QR], ‖G(z +
a)g((z+a)−1)‖L2 = ‖g(u)‖L2. It follows that ‖M(G(z+a)g((z+a)
−1))‖L2 ≤
‖g(u)‖L2 for each g ∈ L
2(∂M).
In the case where −a ∈ ∂M then ∂M is no longer compact. Even though
∂M is no longer compact its C2 structure is preserved.
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In [QR] it is noted that if v = (w+ a)−1 then G(v− u) = G(w)−1G(w−
z)G(z)−1 and if f , g ∈ L2(∂M) then
∫
∂M
f(u)n(u)g(u)dσ(u) =
∫
∂ψ−1(M)
f((z + a)−1)G(z + a)n(z)G(z + a)g((z + a)−1)dσ(z).
From these remarks it is an easy exercise to transpose all results so
far obtained here for the L2 space of a compact C2 manifold ∂M to the
setting where ∂M is no longer compact but is the image under a Mo¨bius
transformation ψ of a compact C2 boundary of a domain manifold.
In [R2] we use a Cayley transformation to show that much of Clifford
analysis over Rn can also be set up over the sphere Sn lying in Rn+1. Using
this transformation it is a reasonably easy exercise to transpose the results
presented here over domain manifolds and cells of harmonicity to their images
under this Cayley transformation within the complex sphere SnC = {z ∈
Cn+1 : z2 = −1}.
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