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Tal y como se indica en [ede14], Eden es un lenguaje funcional paralelo que extiende
Haskell con construcciones sinta´cticas para especificar la creacio´n de procesos. Como ex-
plican los autores de [BLOP96], en Eden se distinguen dos partes: un λ-ca´lculo perezoso y
expresiones de coordinacio´n. El lenguaje Jauja es una simplificacio´n de Eden que mantie-
ne sus principales caracter´ısticas. El objetivo de esta tesis es dar los primeros pasos para
demostrar la equivalencia entre las sema´nticas definidas para Jauja por Hidalgo-Herrero
en [Hid04]. Se quiere probar la equivalencia en te´rminos de correccio´n y adecuacio´n compu-
tacional entre una sema´ntica operacional y una sema´ntica denotacional. Para hacerlo nos
basamos en las ideas expuestas por Launchbury en [Lau93], en el que se demuestra la
equivalencia entre una sema´ntica natural y una sema´ntica denotacional esta´ndar para un
λ-ca´lculo extendido con declaraciones locales.
Puesto que demostrar la equivalencia entre las sema´nticas definidas para Jauja supone
un estudio demasiado complejo para afrontarlo en un primer paso, hemos comenzado por
considerar una extensio´n del lenguaje utilizado por Launchbury al que se ha an˜adido una
aplicacio´n paralela que da lugar a creaciones de procesos y comunicaciones entre ellos, es
decir, a un sistema distribuido formado por distintos procesos que interactu´an entre s´ı.
A partir de este sencillo lenguaje el estudio se desarrolla en varias etapas en las que se
establece la equivalencia entre distintas sema´nticas operacionales y denotacionales para
modelos distribuidos y no distribuidos. La sema´ntica operacional del modelo distribuido
heredada de Jauja es una sema´ntica de paso corto para varios procesadores. Para reali-
zar la equivalencia de esta sema´ntica con una sema´ntica denotacional esta´ndar extendida,
con objeto de dotar de significado a la aplicacio´n paralela, se introducen dos sema´nticas
intermedias: una de paso corto pero limitada a un u´nico procesador y una sema´ntica de
paso largo que es una extensio´n de la sema´ntica natural de Launchbury. En el caso de
prescindir de las aplicaciones paralelas, la sema´ntica natural de Launchbury y nuestra
extensio´n se comportan igual. Con respecto al modelo no distribuido, y con el fin de com-
pletar las demostraciones ausentes en el trabajo de Launchbury, se construye un espacio
de funciones para los valores de la sema´ntica denotacional con recursos introducida por
el autor. Posteriormente, se comprueba que es equivalente a la sema´ntica denotacional
esta´ndar bajo la condicio´n de disponer de infinitos recursos. Tambie´n se estudian algunas
relaciones existentes entre heaps y pares (heap, te´rmino) que se aplican para estudiar la
equivalencia de las dos sema´nticas operacionales introducidas por Launchbury.
Hemos realizado gran parte del estudio utilizando la notacio´n localmente sin nombres,
situada a medio camino entre la de nombres y la de de Bruijn. As´ı se evitan los pro-
blemas derivados de la notacio´n con nombres, es decir, tener que trabajar con te´rminos
α-equivalentes. Por otra parte, tambie´n se eluden las desventajas de utilizar solo los ı´ndices




The programming language Eden [ede14] is a parallel functional language that extends
Haskell with some syntactic constructs for explicit process specification and creation.
Eden [BLOP96] comprises two differentiated parts: A lazy λ-calculus and coordination
expressions. The programming language Jauja is a simplification of Eden that gathers its
main characteristics. The target of this thesis is to give the first steps in the proof of the
equivalence between the semantics defined for Jauja by Hidalgo-Herrero in [Hid04]. We
prove the equivalence in terms of correctness and computational adequacy of an operational
semantics with respect to a denotational one. We base our work on Launchbury’s ideas that
are introduced in [Lau93], where he proved the equivalence between a natural semantics
and a standard denotational semantics for a λ-calculus extended with local declarations.
Since the study of the equivalence between the semantics defined for Jauja is too
complex, we start with the study of the language used by Launchbury extended with a
parallel application. This new expression gives rise to the creation of processes and the
communication between them, i.e., to a distributed model with several processes. The
study is developed in several steps, with different operational and denotational semantics
for distributed and non-distributed models.
The operational semantics of the distributed model inherited from Jauja is a small-step
semantics for several processors. In order to prove the equivalence between this semantics
and an extension of the standard denotational semantics, we introduce two intermedi-
ate semantics: A small-step semantic restricted to one processor, and an extension of
Launchbury’s natural semantics. When no parallel application is involved, Launchbury’s
extension and the original natural semantics have the same behavior.
The study of the non-distributed model leads to the construction of an appropri-
ate function space for the values of the resourced denotational semantics introduced by
Launchbury. This resourced semantics and the standard denotational one are equivalent
when infinitely many resources are provided. We also define a preorder relation on heaps,
that is extended to (heap, term) pairs. We use this preorder to establish a relation be-
tween the heaps and values produced when the same (heap, term) pair is evaluated with
different semantics.
We use the locally nameless representation, which is halfway between the named no-
tation and the de Bruijn notation. This alternative avoids the problems derived from
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¿Que´, por que´ y co´mo?
Cuando un lenguaje de programacio´n es dotado de varias sema´nticas, estas sema´nticas
tienen que ser equivalentes, es decir, asociar significados equivalentes a cada programa
escrito en el lenguaje. En la tesis doctoral de Hidalgo Herrero [Hid04], la autora define
una sema´ntica operacional y una sema´ntica denotacional para Jauja, una simplificacio´n
de Eden [BLOP96] en la que se distinguen dos partes:
un λ-ca´lculo perezoso;
expresiones de coordinacio´n.
En aquel trabajo, la equivalencia entre ambas sema´nticas quedo´ como problema abier-
to. Por eso, el objetivo inicial de esta tesis fue abordar el estudio de las relaciones existentes
entre dichas sema´nticas. Comenzamos basa´ndonos en las ideas expuestas por Launchbury
en [Lau93] para demostrar la equivalencia entre una sema´ntica natural de paso largo y
una sema´ntica denotacional esta´ndar de un λ-ca´lculo extendido con declaraciones locales.
Sin embargo, Jauja y el lenguaje tratado por Launchbury son considerablemente distin-
tos. El primero, tal y como se ha expuesto anteriormente, esta´ compuesto no so´lo por las
expresiones inherentes a un λ-ca´lculo perezoso, sino que consta adema´s de expresiones de
coordinacio´n. Afrontar de golpe la equivalencia entre las sema´nticas de Jauja no parec´ıa
viable. Por ello, el objetivo final de esta tesis no es probar dicha equivalencia, sino iniciar
el proceso para conseguirlo.
Comenzamos incorporando al λ-ca´lculo de Launchbury una aplicacio´n paralela que
dara´ lugar a creaciones de procesos y comunicaciones entre ellos. Esto conlleva tener que
extender las sema´nticas previamente definidas para dar significado a la nueva expresio´n y
a los nuevos identificadores, que ahora representan variables y canales. Estas extensiones
han de ser coherentes tanto con las definiciones de Launchbury como con las de Hidalgo
Herrero.
En la tesis hay dos partes diferenciadas: por un lado, un modelo distribuido formado
por distintos procesos que interactu´an entre s´ı y, por otro, un modelo ma´s sencillo con un
u´nico procesador.
Parado´jicamente, el estudio del modelo distribuido fue el que dio lugar a que se profun-
dizara ma´s en el modelo con un u´nico procesador. La parte referente a un solo procesador
se divide a su vez en dos secciones: en la primera se trabaja con sema´nticas denotacionales,
estudiando tambie´n sus caracter´ısticas y la relacio´n entre ellas; en la segunda se estudia
el funcionamiento y las propiedades de distintas sema´nticas operacionales y las relaciones
existentes entre ellas. Ha sido necesario profundizar en la teor´ıa de dominios para definir
correctamente el espacio de algunos de los valores sema´nticos con los que se trabaja y
poder establecer las relaciones entre distintos espacios.
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Como era de esperar, no han sido pocos los problemas que se han encontrado a lo largo
del estudio, y a los que hemos tenido que dar solucio´n. Parte del trabajo realizado ha sido
consecuencia de la ausencia de demostraciones detalladas para los resultados que propuso
Launchbury en [Lau93]. En dicho trabajo se exponen las ideas intuitivas sobre las que
se han de construir las demostraciones, pero el desarrollo de las mismas es bastante ma´s
complicado de lo que se muestra en dicho art´ıculo y lo que en un primer momento parece
resolverse con una simple induccio´n por reglas ha resultado ser mucho ma´s complejo. Dado
que diversos trabajos [BKT00, HO02, NH09, Ses97, vEdM07] se basan en este estudio de
Launchbury, se ha considerado de gran importancia formalizar los resultados expuestos en
e´l.
Por otra parte, la notacio´n con la que se representan las expresiones de los lenguajes
puede facilitar o dificultar las demostraciones formales. En el caso del λ-ca´lculo, es bastante
frecuente encontrar problemas relacionados con los nombres elegidos para expresar un
te´rmino, es decir, problemas derivados de la α-conversio´n. Se han desarrollado distintas
te´cnicas para evitarlos, como por ejemplo la notacio´n de de Bruijn [dB72], la representacio´n
localmente sin nombres [Cha11], o las te´cnicas de la lo´gica nominal [Pit13]. En nuestro caso
se ha elegido la segunda opcio´n, con la que hemos trabajado en algunos de los art´ıculos
que componen esta tesis.
En resumen, la bu´squeda de la equivalencia entre las sema´nticas de un modelo dis-
tribuido nos ha hecho adentrarnos y profundizar en distintas sema´nticas para un modelo
ma´s sencillo y en diversas te´cnicas derivadas de notaciones alternativas para expresar los
te´rminos del lenguaje.
1.1 Objetivos de la tesis
El objetivo principal de la tesis ha sido:
encauzar la demostracio´n de la equivalencia entre las sema´nticas definidas para Jauja
en [Hid04].
Dicho propo´sito ha quedado desglosado en los siguientes objetivos espec´ıficos:
extender el λ-ca´lculo con una aplicacio´n paralela, es decir, incluir en el lenguaje un
operador para introducir expl´ıcitamente el paralelismo;
definir para este λ-ca´lculo extendido distintos modelos sema´nticos con uno y con
varios procesadores, tanto operacionales como denotacionales;
estudiar las relaciones entre los modelos sema´nticos definidos: formalizar la equiva-
lencia entre las sema´nticas definidas en el paso anterior;
formalizar algunas de las demostraciones ausentes en [Lau93]: en concreto la equiva-
lencia entre una sema´ntica denotacional esta´ndar y una de recursos y la equivalencia
entre la sema´ntica natural definida por Launchbury y su versio´n alternativa.
1.2 Organizacio´n de la tesis
Esta tesis se presenta como una coleccio´n de publicaciones ya realizadas. Para entender
la relacio´n entre los art´ıculos de esta coleccio´n y obtener una visio´n de conjunto, se ha
completado el trabajo con este cap´ıtulo introductorio y tres cap´ıtulos ma´s que se enume-
ran a continuacio´n: en el Cap´ıtulo 2 se explican los conceptos previos que se consideran
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necesarios para poder entender el estudio realizado. El Cap´ıtulo 3 esta´ dedicado a los re-
sultados obtenidos. Ma´s que detallar cada uno de ellos, lo que se ha hecho en las distintas
publicaciones, este cap´ıtulo pretende dar una idea intuitiva de ellos de forma que facilite
la lectura y comprensio´n de los art´ıculos. Cada seccio´n del cap´ıtulo esta´ ligada a una o
varias publicaciones que se indican expl´ıcitamente. Tambie´n en este cap´ıtulo se enumeran
y comentan algunos de los trabajos de otros autores relacionados con esta tesis. Por su
parte, el trabajo futuro se desarrolla en el Cap´ıtulo 4. Esta´ dividido en cuatro secciones y
en ellas se indica si ya se ha realizado una parte de ese trabajo. Finalmente, el Cap´ıtulo 5
recoge las cuatro publicaciones principales que componen esta tesis:
P1: Relating function spaces to resourced function spaces [SGHHOM11].
P2: A Locally Nameless Representation for a Natural Semantics for Lazy Evalua-
tion [SGHHOM12b].
P3: The Role of Indirections in Lazy Natural Semantics [SGHHOM14b].
P4: An Operational Semantics for Distributed Lazy Evaluation [SGHHOM10].
Adema´s se han incluido dos ape´ndices. El Ape´ndice A contiene las versiones extendidas
de las publicaciones P2 y P3. En dichas extensiones se detallan todas las demostraciones
realizadas para obtener los resultados expuestos en las publicaciones.
TR1: A locally nameless representation for a natural semantics for lazy evaluation
(extended version) [SGHHOM12c].
TR2: The role of indirections in lazy natural semantics (extended version) [SGHHOM13].
Finalmente, el Ape´ndice B esta´ formado por dos trabajos presentados en su momento
como trabajo en progreso y cuyo desarrollo se ha postergado por diversas razones:
WP1: Launchbury’s semantics revisited: On the equivalence of context-heap seman-
tics [SGHHOM14a].
WP2: A formalization in Coq of Launchbury’s natural semantics for lazy evalua-
tion [SGHHOM12a].
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Cap´ıtulo 2
¿Que´ estaba hecho?
En este cap´ıtulo se repasan algunos conceptos que consideramos necesarios para en-
tender la investigacio´n realizada en esta tesis.
2.1 Lenguajes de programacio´n
Todo lenguaje lleva asociado una sintaxis y una sema´ntica. Segu´n la Real Academia
Espan˜ola [Esp14], la sintaxis es “el conjunto de reglas que definen las secuencias correctas
de los elementos de un lenguaje”, mientras que la sema´ntica es “el estudio del significado
de los signos lingu¨´ısticos y de sus combinaciones, desde un punto de vista sincro´nico o
diacro´nico” (segu´n aparece en el avance de la vige´sima tercera edicio´n). De manera infor-
mal podemos decir que la sintaxis muestra co´mo construir correctamente expresiones y la
sema´ntica dota de significado a esos te´rminos bien construidos. Esto tambie´n es aplicable
a los lenguajes de programacio´n, donde la sintaxis indica co´mo construir programas y la
sema´ntica indica co´mo se comportara´n esos programas al ser ejecutados en una compu-
tadora.
A veces, en los lenguajes naturales encontramos oraciones cuyo significado no es u´ni-
co. Por ejemplo: Ana cogio´ su bicicleta. Esta frase es ambigua, pues si Ana esta´ jugando
con Pablo en el parque no sabemos si ha cogido la bicicleta de Pablo o su propia bici-
cleta. Sin embargo, los lenguajes de programacio´n vienen dotados de sema´nticas formales
que impiden la ambigu¨edad de sus significados: a cada te´rmino le corresponde un u´nico
significado.
2.1.1 Lenguajes de programacio´n funcionales
Existen diversos paradigmas de programacio´n. En el imperativo el programador define
paso a paso la solucio´n a un problema, aleja´ndose de la definicio´n matema´tica inicial. Por
contra, los lenguajes funcionales elevan el nivel de abstraccio´n.
Consideremos por ejemplo co´mo calcular la potencia n-e´sima de un nu´mero. Su defi-
nicio´n matema´tica podr´ıa ser la siguiente:
x0 = 1
xn+1 = x · xn
En un lenguaje imperativo la expresio´n para la funcio´n potencia pierde su similitud
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con la definicio´n anterior, como puede verse al implementarla en C:
int potencia(int x, int n);
{
int i = 1;
int resultado = 1;
while (i <= n)
{





Mientras que en un lenguaje funcional como Haskell, la implementacio´n quedar´ıa:
potencia x 0 = 1
potencia x n = x ∗ potencia x (n− 1)
En muchas ocasiones se atribuye a los lenguajes funcionales una menor eficiencia en su
ejecucio´n. En la edicio´n revisada de [BB00], Barendregt y Barendsen explican que la ar-
quitectura Von-Neumann se basa en la ma´quina de Turing. Los lenguajes de programacio´n
imperativos siguen una secuencia de instrucciones que se ajusta a dicha arquitectura. Sin
embargo, son las ma´quinas de reduccio´n las que se disen˜an para la ejecucio´n de lenguajes
funcionales basados en el λ-ca´lculo. La mayor parte de las computadoras actuales tienen
una arquitectura Von-Neumann, dando lugar ciertamente a una menor eficiencia de los
lenguajes funcionales. Por ese motivo, gran parte de la investigacio´n sobre lenguajes de
programacio´n funcional se ha dedicado a la implementacio´n eficiente de estos lenguajes,
habie´ndose alcanzado hoy en d´ıa unas velocidades de ejecucio´n verdaderamente competiti-
vas. Esto, unido a las muchas ventajas que ofrecen los lenguajes funcionales desde el punto
de vista del desarrollador (mayor nivel de abstraccio´n, co´digo ma´s reducido, ausencia de
efectos colaterales —transparencia referencial—, fa´cil depuracio´n de programas, concu-
rrencia, actualizaciones “en caliente” —hot code deployment—, recursio´n natural, etc),
ha hecho florecer la programacio´n funcional en a´mbitos distintos del acade´mico [OSV10].
Por ejemplo, Haskell es utilizado por algunas empresas como Intel y algunos bancos como
Deutsche Bank; y ciertas partes de Facebook o Google esta´n programadas usando este len-
guaje (una lista ma´s detallada puede encontrarse en [has14a]). Erlang tambie´n es utilizado
en la industria [erl14a], por ejemplo en Whatsapp [wha14], Facebook y T-Mobile [erl14b].
2.1.2 Estrategias de evaluacio´n
Las expresiones de los lenguajes de programacio´n funcionales se evalu´an mediante la
reduccio´n de subexpresiones. Dependiendo del orden de reduccio´n establecido para los
redexes (expresiones de reduccio´n) se obtienen diferentes estrategias de evaluacio´n que
pueden encuadrarse en dos grandes grupos: el primero esta´ formado por las estrategias en
las que la evaluacio´n de los argumentos se realiza antes de aplicar la funcio´n aunque no
sean requeridos (evaluacio´n impaciente); el segundo, por aquellas en las que los argumentos
so´lo se calculan cuando se necesitan sus resultados (evaluacio´n perezosa).
Existen numerosas estrategias de evaluacio´n, aunque aqu´ı so´lo se detallan tres de ellas,
por ser las que aparecen en el desarrollo de esta tesis: call-by-value, call-by-name y call-
by-need. Segu´n las definiciones de Reade en [Rea89].
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Call-by-value: es una estrategia de evaluacio´n impaciente en la que los argumentos
son evaluados por completo antes que el cuerpo de la funcio´n;
Call-by-name: en este caso el argumento (sin evaluar) es sustituido en el cuerpo
de la funcio´n y la expresio´n resultante es evaluada, trata´ndose, por tanto, de una
estrategia del segundo grupo. De esta forma es posible que algunas expresiones sean
evaluadas ma´s de una vez, aunque si no son requeridas no se evaluara´n nunca;
Call-by-need : es una estrategia de evaluacio´n perezosa ma´s eficiente que la estrategia
anterior, ya que una vez obtenido el valor de una expresio´n este se guarda y comparte,
y as´ı no debe ser calculado de nuevo.
2.1.3 Lenguajes funcionales paralelos
La proliferacio´n de ma´quinas paralelas y distribuidas hace que surja la necesidad de
disen˜ar lenguajes que faciliten la programacio´n paralela, y los lenguajes funcionales para-
lelos ofrecen grandes ventajas para ello. Si bien los lenguajes imperativos son eficientes,
tratan a un nivel de abstraccio´n muy bajo conceptos clave como la sincronizacio´n y la
comunicacio´n. Sin embargo, los lenguajes funcionales son una buena opcio´n debido a su
alto nivel de abstraccio´n, a la transparencia referencial y a su modelo sema´ntico claro
(ventajas que ya han sido comentadas en la Seccio´n 2.1.1).
Loogen realiza una clasificacio´n del paralelismo en lenguajes funcionales en [Loo99]
distinguiendo tres grandes grupos, dependiendo de la libertad que se deje al programador
para establecer los puntos del programa susceptibles de ser evaluados en paralelo:
Paralelismo impl´ıcito: es el inherente a la sema´ntica de reduccio´n, donde los redexes
independientes pueden ser reducidos en un orden arbitrario o en paralelo. Es la base
de la paralelizacio´n automa´tica de los lenguajes funcionales.
Paralelismo semi-expl´ıcito: el programador indica do´nde desear´ıa una evaluacio´n
en paralelo an˜adiendo anotaciones para el compilador. Bien se utilizan construc-
ciones paralelas de alto nivel como esqueletos [Col89], bien estrategias de evalua-
cio´n [THLP98]. Pero estas anotaciones podr´ıan ser ignoradas por el compilador.
Paralelismo expl´ıcito: el programador establece do´nde computar distintas expresio-
nes en paralelo. Existen extensiones de algunos lenguajes de programacio´n como
Haskell [Pey03] o ML [MTH90] con construcciones para la creacio´n expl´ıcita de
procesos, la comunicacio´n de valores y la sincronizacio´n entre procesos.
El lenguaje funcional Haskell [Pey03, has14b] ha sido la base de numerosas versiones
paralelas y distribuidas, como se sen˜ala en [TLP03]. La evaluacio´n en Haskell es perezosa
(Seccio´n 2.1.2). Este tipo de evaluacio´n restringe la explotacio´n del paralelismo, pues las
expresiones so´lo se evalu´an bajo demanda. Por eso las versiones paralelas de Haskell tratan
de eliminar la pereza, ya sea mediante el trabajo especulativo, permitiendo la evaluacio´n
de partes no demandadas (como por ejemplo en GpH [THLP98] con el operador par), o
bien introduciendo estrictez, al forzar la evaluacio´n de partes antes de que su resultado
sea necesario (el operador seq en GpH [THLP98]).
2.1.4 El lenguaje funcional paralelo Eden
El lenguaje que ha inspirado los trabajos de esta tesis es Eden [BLOP96, LOP05, ede14],
una extensio´n de Haskell con construcciones de coordinacio´n para controlar la evaluacio´n
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en paralelo. La coordinacio´n en Eden se basa en la definicio´n expl´ıcita de procesos y en
la comunicacio´n impl´ıcita mediante streams. A continuacio´n, se resumen las principales
caracter´ısticas de Eden (segu´n se indica en [Hid04]):
Abstracciones de proceso: son las expresiones que de un modo puramente funcional
definen el comportamiento general de un proceso.
Creaciones de proceso: son aplicaciones de las anteriores a un grupo determinado de
expresiones que conformara´n los valores de los canales de entrada del nuevo proceso
creado.
Comunicaciones entre procesos: son as´ıncronas e impl´ıcitas, pues el paso de mensajes
no lo ha de explicitar el programador. Adema´s, estas comunicaciones no tienen por
que´ ser de un u´nico valor, sino que pueden realizarse en forma de streams.
Adema´s, las construcciones de Eden se extienden para modelizar sistemas reactivos:
Creacio´n dina´mica de canales: sin esta facilidad las comunicaciones son jera´rquicas
entre procesos padre y procesos hijo. Pero los canales dina´micos permiten romper
esta jerarqu´ıa, permitiendo topolog´ıas de comunicacio´n ma´s complejas.
No-determinismo: para poder modelizar las comunicaciones de varios a uno, se in-
troduce la abstraccio´n de proceso que toma varios streams devolviendo uno so´lo que
es una mezcla no determinista de los elementos de los anteriores.
2.2 Sema´nticas de lenguajes de programacio´n
En el prefacio del texto de Winskel [Win93] se explica que dotar de una sema´nti-
ca formal a un lenguaje de programacio´n consiste en construir un modelo matema´tico.
Las sema´nticas formales permiten comprender y razonar sorbre el comportamiento de los
programas.
2.2.1 Sema´nticas formales
Dependiendo del uso que se le quiera dar, se considerara´ un tipo de sema´ntica formal
u otro. Destacamos aqu´ı los dos utilizados en esta tesis:
Operacional: la sema´ntica operacional de un lenguaje describe el significado de un
programa especificando co´mo se ejecuta en una ma´quina abstracta. Esta sema´ntica
se centra en conocer el resultado que genera un programa y el modo en que e´ste es
obtenido. Distinguimos dos categor´ıas: las sema´nticas de paso corto, que describen
co´mo se realiza cada computacio´n paso a paso; y las sema´nticas de paso largo, o
naturales, que describen co´mo se obtiene directamente el resultado final.
Denotacional: la sema´ntica denotacional dota de significado a los programas cons-
truyendo unos objetos matema´ticos, llamados denotaciones, que describen el signi-
ficado de las expresiones del lenguaje. Podr´ıamos decir que se trata de encontrar
objetos matema´ticos que representen lo que hace un programa. Una sema´ntica de-
notacional viene dada por la funcio´n que computa el programa, pero no se ocupa de
co´mo se llega a ello. La denotacio´n de un te´rmino se obtiene componiendo las denota-
ciones de sus subte´rminos. Por tener un mayor nivel de abstraccio´n que la sema´ntica
operacional, permite estudiar ma´s fa´cilmente la equivalencia entre programas. La
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forma usual de definir una sema´ntica denotacional se centra en los siguientes as-
pectos: definir el espacio de significados; dotar a cada constante del lenguaje de un
significado en dicho espacio; construir funciones sema´nticas sobre el espacio de signi-
ficados para cada operador del lenguaje; y, finalmente, definir la funcio´n sema´ntica
principal que indica el valor sema´ntico de cada programa.
Cuando hay ma´s de un tipo de sema´ntica definida para el mismo lenguaje, hay que
demostrar que estas son equivalentes. En el caso de las sema´nticas operacionales y deno-
tacionales, esta equivalencia suele darse en te´rminos de correccio´n y adecuacio´n compu-
tacional:
Correccio´n: indica que las reducciones operacionales preservan el significado de-
notacional de los te´rminos.
Adecuacio´n: la adecuacio´n computacional de una sema´ntica operacional con res-
pecto a una denotacional establece que si una expresio´n esta´ definida segu´n la
sema´ntica denotacional, entonces existe una reduccio´n operacional para ella.
En esta tesis se trabaja con distintas sema´nticas operacionales y denotacionales para
un lenguaje de programacio´n funcional, y se estudian las relaciones existentes entre ellas.
2.3 Espacios de funciones
En algunas ocasiones, comparar programas que esta´n escritos en lenguajes de progra-
macio´n diferentes puede ser bastante complicado si se utilizan sema´nticas operacionales
cuyas transiciones se construyen a partir de la sintaxis del lenguaje, tal y co´mo se explica
en [Win93]. Por ello surge la necesidad de dar significado a las expresiones de una forma
ma´s abstracta, mediante una sema´ntica denotacional cuyos valores se encuentran en un
espacio de funciones.
Abramsky y Jung en [AJ94] introducen los dos problemas que dan lugar a la teor´ıa
de dominios [Sco73]: el menor punto fijo como significado de definiciones recursivas y las
ecuaciones de dominios recursivos. As´ımismo, Abramsky en [Abr91] explica co´mo la teor´ıa
de dominios, introducida por Scott, ha sido estudiada tanto desde el marco teo´rico como
aplicado, en particular al campo de las sema´nticas denotacionales.
2.3.1 Conceptos ba´sicos
A continuacio´n, vamos a repasar algunos conceptos clave de la teor´ıa de dominios.
Daremos sus definiciones siguiendo el texto de Winskel sobre sema´nticas formales para
lenguajes de programacio´n [Win93].
Un conjunto P dotado de una operacio´n binaria, v, es un orden parcial si la relacio´n
es reflexiva, transitiva y antisime´trica.
Dado un subconjunto X ⊆ P , p ∈ P es una cota superior de X si cualquier elemento
de X es menor o igual que p, es decir, ∀q ∈ X . q v p. Adema´s, esta cota sera´ mı´nima
(
⊔
X) si cualquier otra cota superior es mayor que ella.
Un orden parcial (P,v) sera´ completo (cpo) si para toda cadena infinita creciente de
elementos (d0 v d1 v · · · v dn v . . . ) existe una cota superior mı´nima (
⊔
n
dn) en P . Si
adema´s esta´ dotado de un elemento mı´nimo (⊥), se dira´ que es un orden parcial completo
con mı´nimo.
Dados dos cpos (D,vD) y (E,vE), una funcio´n f : D → E es mono´tona si ∀d, d′ ∈
D . d vD d′ ⇒ f(d) vE f(d′). Adema´s, sera´ continua si es mono´tona y para cada
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cadena infinita (d0 v d1 v · · · v dn v . . . ) se cumple que la cota superior mı´nima de las








Dado un cpo (D,vD) y una funcio´n continua f : D → D, se dice que un elemento
d ∈ D es un punto fijo de f si f(d) = d.
Teorema de Kleene del punto fijo. Sea (D,vD) un cpo con mı´nimo y f : D → D
una funcio´n continua. Se define fix(f) =
⊔
n
fn(⊥). Se verifica que
1. fix(f) es un punto fijo de f , es decir, f(fix(f)) = fix(f);
2. Si f(d) = d entonces fix(f) v d.
Luego fix(f) es el menor punto fijo de f .
Dados dos cpos (D,vD) y (E,vE), el espacio de funciones [D → E] consiste en los
elementos {f | f : D → E es continua} ordenados punto a punto mediante f v g def=
∀d ∈ D.f(d) v g(d). Esto hace que el espacio de funciones sea un cpo y para cada cadena







2.3.2 Construccio´n de la solucio´n inicial
El λ-ca´lculo puro y los lenguajes funcionales perezosos no se corresponden en su to-
talidad, ya que hay que distinguir entre elementos convergentes, aquellos cuya evaluacio´n
da lugar a funciones de D en D (siendo D el dominio adecuado de valores), y elementos
divergentes, aquellos cuya evaluacio´n no termina. Abramsky en [Abr90] hace referencia a
este hecho y propone, para poder representar los elementos convergentes y divergentes,
una teor´ıa basada en sistemas de transicio´n aplicativos, introduciendo la ecuacio´n de do-
minios, D = [D → D]⊥, donde [D → D]⊥ corresponde al espacio de funciones continuas
de D en D con el mı´nimo (⊥) an˜adido. Esta ecuacio´n tiene una solucio´n inicial no trivial
que constituye un modelo para los lenguajes perezosos. La construccio´n de esta solucio´n
inicial viene detallada en [AO93] y aqu´ı se hara´ un breve resumen de los pasos principales.









La construccio´n del espacio de funciones se realiza por niveles, que se definen de forma
recursiva mediante D0
def
= {⊥} y Dn+1 def= [Dn → Dn]⊥. Para cada par de niveles con-
secutivos se pueden construir las funciones continuas Dn
in Dn+1
jn Dn, donde 〈in, jn〉
forman un embedding.
El primer nivel esta´ formado por un dominio con un u´nico elemento, tal y co´mo indica
la definicio´n de D0. El siguiente nivel estara´ formado por dos elementos, por un lado el
elemento indefinido, ⊥D1 , y por otro la funcio´n continua de {⊥D0} en {⊥D0}. A esta
funcio´n la llamaremos d1. En el tercer nivel se tienen cuatro elementos, uno corresponde
al valor indefinido del nivel, ⊥D2 , y los otros tres a las funciones continuas de D1 en
D1. Puesto que en D1 hay dos elementos y verifican que ⊥D1v d1, existen tres funciones
continuas: d20, d21 y d22 tales que d20(⊥D1) =⊥D1v d20(d1) =⊥D1 , d21(⊥D1) =⊥D1v
d21(d1) = d1 y d22(⊥D1) = d1 v d22(d1) = d1, respectivamente. Estos tres niveles se
representan en la Figura 2.1.






















Figura 2.2: Inyecciones y proyecciones entre niveles
Existe una generalizacio´n de los embeddings, de forma que se puede pasar del nivel
k al nivel n mediante la inyeccio´n ikn y la proyeccio´n jnk. Sin embargo, estas funciones
no son exactamente inversas. Cuando pasamos de un nivel a otro superior mediante una
inyeccio´n, se busca un valor de ese nivel cuya proyeccio´n corresponda al valor de inicio.
Ahora bien, en ese nivel superior se dispone de ma´s informacio´n, as´ı que habra´ ma´s de un
valor que cumpla el requisito; de entre todos ellos se elige el ma´s indefinido. Por lo tanto,
ikn ◦ jnk v idn y jnk ◦ ikn = idk, propiedad que viene heredada de los embeddings entre
niveles consecutivos. La Figura 2.2 muestra esta situacio´n para n > k.
No´tese que 〈Dn, jn〉n∈ω es un sistema inverso de cpo’s. D esta´ definido como el l´ımite
inverso del sistema anterior, es decir, D = l´ım←〈Dn, jn〉n∈ω y la solucio´n inicial se identi-
fica con D = {〈xn : n ∈ ω〉 : xn ∈ Dn ∧ jn(xn+1) = xn}. Se denota por ψn a la proyeccio´n
j∞n : DDn y por φn a la inyeccio´n in∞ : DnD. Tal y como explica Abramsky y
Ong [AO93] se considera Dn como un subconjunto de D, es decir, si x ∈ Dn entonces se
identifica φn(x) con x, y si x ∈ D entonces ψn(x) se identifica con xn ∈ Dn. Por lo que
D =
⋃
nDn. Los valores denotacionales para el λ-ca´lculo esta´n definidos sobre el dominio
D = [D → D]⊥.
14 Cap´ıtulo 2. ¿Que´ estaba hecho?
λx.P ⇓ λx.P
M ⇓ λx.P P [x := Q] ⇓ N
M Q ⇓ N
Figura 2.3: Relacio´n binaria en Λ0
2.3.3 Bisimulacio´n Aplicativa
Para explicar el concepto de bisimulacio´n aplicativa dado en [Abr90], se considera un λ-
ca´lculo donde los λ-te´rminos cerrados, representados por Λ0, son considerados programas,
y las λ-abstracciones valores. Se define una relacio´n binaria ⇓ ⊆ Λ0 × Λ0, cuyas reglas se
muestran en la Figura 2.3. Teniendo en cuenta esta relacio´n se dira´ que un te´rmino M
converge, denotado por M ⇓, si existe algu´n te´rmino N tal que M ⇓ N ; en caso contrario
se dira´ que M diverge. Es decir, un te´rmino o bien converge a una λ-abstraccio´n, o bien
diverge.
Esta relacio´n es la base para definir la bisimulacio´n aplicativa. Tal y como indican
Abramsky y Ong en [AO93], tendremos que determinar si un te´rmino converge observa´ndo-
lo por etapas. Dado un te´rmino cerrado M , en la primera etapa so´lo podemos observar
si M converge a una abstraccio´n λx.M1. Si es as´ı, se observa si al dar como argumen-
to a dicha funcio´n el te´rmino N1, e´sta converge, es decir, si M1[x := N1] converge. Y
as´ı sucesivamente.
Se define sobre Λ0 una secuencia de relaciones binarias 〈vBk : k ∈ N〉, de la siguiente
forma:
∀M,N . M vB0 N .
M vBk+1 N
def
= M ⇓ λx.P ⇒ (N ⇓ λx.Q ∧ ∀R ∈ Λ0.P [x := R] vBk Q[x := R]).
M vB N def= ∀k ∈ N . M vBk N .
No´tese que en el nivel 0 todos los te´rminos cerrados esta´n relacionados. En el resto
de niveles dos te´rminos convergentes estara´n relacionados si al aplicarles el mismo argu-
mento esta´n relacionados en el nivel anterior. Esto viene derivado del hecho de que so´lo
es observable la convergencia de te´rminos; es decir, so´lo puede observarse si un te´rmino
reduce a una λ-abstraccio´n, pero no se puede observar lo que hay dentro de ella, es decir,
su cuerpo. Por eso, la u´nica forma de “observar” el cuerpo de la λ-abstraccio´n es estudiar
el comportamiento de e´sta al aplicarle un argumento. Finalmente, si dos te´rminos esta´n
relacionados en cada uno de los niveles, se dira´ que esta´n relacionados.
2.4 Sema´ntica natural para evaluacio´n perezosa
Launchbury presento´ en [Lau93] una sema´ntica natural perezosa (call-by-need, ver
Seccio´n 2.1.2) que ha sido de gran importancia en el paradigma funcional. En el texto el
autor explica que la pereza implica un lenguaje no estricto, que ciertas reducciones sean
compartidas y que la evaluacio´n termine al encontrar una λ-abstraccio´n. Otros lenguajes no
estrictos que se usan en la actualidad, son, por ejemplo, Miranda [mir15] o Haskell[has15].
El trabajo de Launchbury ha sido citado con frecuencia y ha servido como base para
otros trabajos y extensiones [BKT00, HO02, NH09, Ses97, vEdM07]. El e´xito de este
trabajo radica en su simplicidad. Las expresiones se evalu´an dentro de un contexto que se
2.4. Sema´ntica natural para evaluacio´n perezosa 15
x ∈ Var
e ∈ Exp ::= x | λx.e | (e x) | let {xi = ei}ni=1 in e
Figura 2.4: Sintaxis restringida del λ-ca´lculo extendido
(λx.e)∗ = λx.(e∗)
x∗ = x




(e∗1) e2 si e2 es una variable
let y = (e∗2) in (e∗1) y e.o.c.,
siendo y una variable fresca
Figura 2.5: Normalizacio´n del λ-ca´lculo extendido
representa como un conjunto de pares (variable/expresio´n) donde toda la informacio´n es
compartida. Adema´s, estos pares se actualizan sustituyendo las expresiones por su valor
una vez calculado. De esta forma se modeliza la evaluacio´n perezosa.
Launchbury trabaja con un λ-ca´lculo extendido con declaraciones locales recursivas
como muestra la Figura 2.4, en el que se aplica un proceso de normalizacio´n en dos pasos:
En primer lugar, se realiza una α-conversio´n, de forma que todas las variables ligadas
mediante las declaraciones locales y las λ-abstracciones se renombran con variables
frescas. De este modo todas las variables locales tienen nombres distintos.
En segundo lugar, se fuerza a que los argumentos de las funciones sean variables, tal
como se muestra en la Figura 2.5. Este cambio se denota por e∗.
Este proceso de normalizacio´n simplifica considerablemente las definiciones de las reglas
de la sema´ntica operacional. Por un lado, el hecho de usar nombres distintos hace que el
a´mbito de aplicacio´n sea irrelevante. Por otro, la restriccio´n sobre las aplicaciones consigue
que no haya que introducir clausuras nuevas en la sema´ntica.
En la sema´ntica natural con estrategia call-by-need que define Launchbury, los juicios
o sentencias son de la forma
Γ : e ⇓ ∆ : w,
es decir, se evalu´a la expresio´n e en el contexto del heap Γ, que reduce a un valor w
en el contexto del heap ∆. Los heaps son funciones parciales de variables a expresiones.
Se denomina ligadura a un par (variable, expresio´n) y se denota por x 7→ e. Los valores
(w ∈ Val) son expresiones en forma normal de´bil de cabeza (whnf, del ingle´s weak-head-
normal-form), es decir, con una λ en cabeza. Las reglas sema´nticas se muestran en la
Figura 2.6. Durante la evaluacio´n de una expresio´n, se pueden an˜adir al heap nuevas liga-
duras (regla Let). As´ı mismo, algunas de las ya existentes pueden ser actualizadas con sus
correspondientes valores ya calculados (regla Var). La regla Lam indica que las expresio-
nes ya evaluadas se reducen a ellas mismas sin modificar el contexto de evaluacio´n. A pesar
de la normalizacio´n, en la regla Var es necesaria una α-conversio´n del valor final obtenido
que viene representado por wˆ. Este renombramiento evita colisiones con los nombres ya
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Lam Γ : λx.e ⇓ Γ : λx.e App Γ : e ⇓ Θ : λy.e
′ Θ : e′[x/y] ⇓ ∆ : w
Γ : (e x) ⇓ ∆ : w
Var
Γ : e ⇓ ∆ : w
(Γ, x 7→ e) : x ⇓ (∆, x 7→ w) : wˆ Let
(Γ, {xi 7→ ei}ni=1) : e ⇓ ∆ : w
Γ : let {xi = ei}ni=1 in e ⇓ ∆ : w
Figura 2.6: Sema´ntica natural
[[λx.e]]ρ = Fn(λν.[[e]]ρunionsq{x 7→ν})
[[e x]]ρ = ([[e]]ρ)↓Fn ([[x]]ρ)
[[x]]ρ = ρ(x)
[[let x1 = e1 . . . xn = en in e]]ρ = [[e]]{{x1 7→e1...xn 7→en}}ρ
Figura 2.7: Sema´ntica denotacional
existentes y se justifica por la convencio´n de variables de Barendregt [Bar84]. La regla App
reduce primero el te´rmino e y tras obtener un valor (es decir, una λ-abstraccio´n) realiza
la aplicacio´n mediante una β-reduccio´n, evaluando la expresio´n resultante. Por u´ltimo, la
regla Let, adema´s de introducir en el heap las declaraciones locales, evalu´a el cuerpo de
la expresio´n. No´tese que debido a la normalizacio´n realizada previamente no puede haber
conflictos entre las variables cuando e´stas son introducidas en el heap.
A su vez, Launchbury tambie´n doto´ de significado denotacional a las expresiones del
λ-ca´lculo basa´ndose en el modelo de Abramsky [Abr90]. La funcio´n sema´ntica de la que
parte es la siguiente:
[[−]] : Exp → Env → Value
donde Exp representa las expresiones del λ-ca´lculo (Figura 2.4), Value un dominio apro-
piado que satisface la ecuacio´n Value = [Value → Value]⊥ (explicado en la Seccio´n 2.3), y
Env contiene los entornos de evaluacio´n de las variables libres. Los entornos son funciones
de variables a valores, es decir,
ρ ∈ Env = Var → Value.
La funcio´n sema´ntica se incluye en la Figura 2.7, donde se utiliza una funcio´n que relaciona
los heaps con los entornos:
{{−} : Heap → Env → Env
Esta funcio´n captura la recursio´n generada por las declaraciones locales y viene definida
por:
{{x1 7→ e1 . . . xn 7→ en}}ρ = µρ′.ρ unionsq (x1 7→ [[e1]]ρ′ . . . xn 7→ [[en]]ρ′)
En esta definicio´n el operador de menor punto fijo viene representado por µ. Esta funcio´n
puede verse como un modificador de entornos que so´lo cobra sentido si los entornos y
los heaps son consistentes; es decir, siempre que una variable aparezca ligada tanto en el
entorno como en el heap, entonces estara´ ligada a valores para los que exista una cota
superior.
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Var
(Γ, x 7→ e) : eˆ ⇓ ∆ : w
(Γ, x 7→ e) : x ⇓ ∆ : w App
Γ : e ⇓ Θ : λy.e′ (Θ, y 7→ x) : e′ ⇓ ∆ : w
Γ : (e x) ⇓ ∆ : w
Figura 2.8: Sema´ntica natural alternativa
N [[e]]σ ⊥ = ⊥
N [[λx.e]]σ (S k) = Fn(λν.N [[e]]σunionsq{x 7→ν} )
N [[e x]]σ (S k) = (N [[e]]σ k)↓Fn (N [[x]]σ ) k
N [[x]]σ (S k) = σ x k
N [[let x1 = e1 . . . xn = en in e]]σ (S k) = N [[e]]µσ′ (σunionsqx1 7→N [[e1]]σ′ unionsq···unionsqxn 7→N [[en]]σ′ ) k
Figura 2.9: Sema´ntica denotacional con recursos.
Launchbury define un orden sobre los entornos de forma que ρ ≤ ρ′ si ρ′ liga ma´s
variables que ρ, pero las que este´n en ambos entornos deben estar ligadas a los mismos
valores. Formalmente, ∀x ∈ Var . ρ(x) 6= ⊥ ⇒ ρ(x) = ρ′(x).
2.4.1 Propiedades
Launchbury establece la correccio´n (Seccio´n 2.2.1) de las reglas operacionales con res-
pecto a la sema´ntica denotacional expuesta. El teorema de correccio´n afirma que las re-
ducciones preservan el significado de los te´rminos y solamente se modifica el significado
de los heaps an˜adiendo nuevas ligaduras, si ello fuera necesario.
Teorema 1 (Correccio´n de la sema´ntica natural.)
Si Γ : e ⇓ ∆ : z entonces para todo entorno ρ, [[e]]{{Γ}}ρ = [[z]]{{∆}}ρ y {{Γ}}ρ ≤ {∆}}ρ.
Dado que existen ciertas diferencias entre la sema´ntica operacional y la sema´ntica
denotacional definidas, Launchbury introduce dos nuevas sema´nticas ma´s pro´ximas entre
s´ı para establecer la adecuacio´n computacional (Seccio´n 2.2.1). En primer lugar, modifica
la sema´ntica natural cambiando las reglas para la variable y la aplicacio´n por las expuestas
en la Figura 2.8. En esta versio´n de la sema´ntica no hay actualizacio´n de ligaduras y la
aplicacio´n se realiza a trave´s de indirecciones, en vez de mediante una β-reduccio´n. Las
nuevas reglas hacen que los contextos de evaluacio´n se ajusten ma´s a los entornos de la
sema´ntica denotacional.
En segundo lugar, introduce una sema´ntica denotacional basada en recursos, en la
que, si no se dispone de recursos suficientes, los te´rminos quedan indefinidos. En esta
versio´n con recursos la funcio´n sema´ntica toma un nuevo argumento, los recursos, que
se van consumiendo por cada nivel sinta´ctico evaluado. De esta forma se consigue que
la sema´ntica denotacional se ajuste ma´s a la aplicacio´n de las reglas de la sema´ntica
operacional. Las nuevas cla´usulas denotacionales se muestran en la Figura 2.9.
Finalmente, Launchbury demuestra la adecuacio´n computacional de la sema´ntica ope-
racional alternativa con respecto a la sema´ntica denotacional de recursos.
Teorema 2 (Adecuacio´n computacional de la sema´ntica alternativa.)
Si existe m ∈ N tal que N [[e]]µσ.(x1 7→N [[e1]]σ unionsq···unionsqxn 7→N [[en]]σ ) (Sm ⊥) 6=⊥, entonces existen
un heap ∆ y un valor w tal que (x1 7→ e1 . . . xn 7→ en) : e ⇓ ∆ : w.
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E ::= x | \x.E | E1 E2 | E1#E2 | let {xi = Ei}ni=1 in E
| new(y, x)E | x ! E1 par E2 | E1 ./ E2 | Λ[x1 : x2].E1dcE2 | L
L ::= nil | [E1 : E2]
Figura 2.10: Sintaxis de Jauja
2.5 El lenguaje Jauja y las sema´nticas formales de Eden
El lenguaje Jauja definido por Hidalgo-Herrero en [Hid04] es una simplificacio´n del
lenguaje funcional paralelo Eden (introducido en la Seccio´n 2.1.4) que recoge sus principales
caracter´ısticas. Como ya se ha mencionado, esta´ formado por dos partes diferenciadas: un
λ-ca´lculo perezoso y sus expresiones de coordinacio´n. Estas u´ltimas permiten introducir
paralelismo mediante la creacio´n expl´ıcita de procesos que interaccionan entre s´ı a trave´s de
canales de comunicacio´n. Tambie´n incorporan no-determinismo y, por tanto, reactividad.
En esta tesis se utiliza un subconjunto de este lenguaje.
La sintaxis de Jauja esta´ expuesta en la Figura 2.10. Las primeras expresiones corres-
ponden a las propias de un λ-ca´lculo con declaraciones locales a las que se ha an˜adido la
creacio´n de procesos #. Sin embargo, no es posible que se comuniquen los procesos hijos
entre s´ı y para ello se incluye otra construccio´n, new(y, x)E, con la que se crean canales
dina´micos. La conexio´n dina´mica, x ! E1 par E2, conlleva la evaluacio´n en paralelo de E1
y E2, y la comunicacio´n del valor de E1 a trave´s de x. El no-determinismo expl´ıcito de
Eden se integra en Jauja mediante la expresio´n E1 ./ E2, que mezclara´ los dos streams o
listas obtenidos a partir de E1 y E2. La expresio´n Λ[x1 : x2].E1dcE2, permite tratar con
listas que pueden ser vac´ıas, nil, o no vac´ıas, [E1 : E2].
2.5.1 Sema´ntica Operacional
Hidalgo-Herrero construye una sema´ntica operacional para Jauja [Hid04] que modeliza
sus caracter´ısticas fundamentales: evaluacio´n perezosa y paralelismo dentro de un proceso
y entre procesos. Da lugar a un modelo distribuido en el que se distingue una estructura en
dos niveles: por un lado se tiene un sistema distribuido S formado por procesos paralelos,
considerado el nivel superior; por otro lado, cada uno de estos procesos se encuentra en
el nivel inferior y viene representado por un heap de ligaduras, Hi, como se muestra en la
Figura 2.11.
Este modelo distribuido en dos niveles queda reflejado en la sema´ntica operacional
definida en [Hid04], donde se distinguen dos tipos de reglas: las reglas locales, que expresan
co´mo evoluciona cada uno de los procesos de forma individual; y las reglas globales, que
muestran co´mo evoluciona el sistema, indicando co´mo se crean nuevos procesos y co´mo se
comunican entre s´ı. A continuacio´n se explican brevemente las reglas de ambos niveles.
Las reglas locales indican co´mo evoluciona un heap etiquetado, es decir, una coleccio´n
de ligaduras con etiquetas que muestran su estado: A si la ligadura esta´ activa, B si
esta´ bloqueada, es decir, a la espera de la evaluacio´n de otra ligadura, e I si esta´ inactiva,
es decir, o ya esta´ evaluada o no ha sido demandada. Cada regla se centra en una ligadura
activa y el proceso evoluciona segu´n se indique. Por ejemplo, la regla local (app-demand)
H + {x I7→ E} : θ A7→ x y −→ H + {x A7→ E, θ B7→ x y}





























Figura 2.11: Modelo distribuido
expresa que al evaluar una aplicacio´n hay que activar la ligadura referente al cuerpo de la
aplicacio´n y bloquear la ligadura demandante.
Las transiciones entre sistemas vienen dadas por =⇒= par=⇒; comm=⇒ ; pc=⇒; Unbl=⇒. En primer
lugar se procede con la evolucio´n paralela, representada por
par
=⇒, que controla la ejecucio´n
en paralelo de distintas ligaduras activas. La cantidad de trabajo en paralelo que se realiza
var´ıa entre la sema´ntica mı´nima y la sema´ntica ma´xima. En el caso de la sema´ntica
mı´nima, no se realiza ningu´n trabajo especulativo y tan so´lo evolucionan las ligaduras
que son demandadas a partir de la variable principal main. Por contra, si se utiliza la
sema´ntica ma´xima, en cada paso evolucionan en paralelo todas las ligaduras activas del
sistema, es decir, se realiza el ma´ximo trabajo especulativo. Tras la evolucio´n en paralelo
se ejecuta la regla
comm
=⇒ realizando todas las comunicaciones posibles. Ana´logamente, la
regla
pc
=⇒ indica que se realizan todas las creaciones de proceso posibles en ese estado. Una
vez realizadas todas las transiciones locales posibles, las comunicaciones y las creaciones
de proceso, hay que reorganizar las etiquetas de las ligaduras del sistema. Esto se consigue
aplicando la regla
Unbl
=⇒. Esta reorganizacio´n se realiza siguiendo varios pasos: se desbloquean
las ligaduras dependientes de una variable que ya ha obtenido un valor, se desactivan las
ligaduras que esta´n asociadas a un valor en whnf, se bloquean las creaciones de proceso
que no han podido realizarse y, por u´ltimo, se demanda la evaluacio´n de las ligaduras
necesarias para realizar las creaciones de proceso y las comunicaciones pendientes.
2.5.2 Sema´ntica Denotacional
Aunque la sema´ntica denotacional de Jauja no llega a utilizarse en esta tesis, s´ı que-
remos destacar que se trata de una sema´ntica de continuaciones que permite expresar la
pereza y los posibles efectos laterales producidos al evaluar una expresio´n. Es decir, esta
sema´ntica no solo se centra en el valor denotacional de una expresio´n, sino que tambie´n
refleja expl´ıcitamente el paralelismo del lenguaje. Por ejemplo, la denotacio´n de x1#x2 no
sera´ u´nicamente el valor de la aplicacio´n funcional, sino que tambie´n reflejara´, como efec-
tos laterales, la creacio´n de un proceso y las comunicaciones que se hayan podido realizar.
La formalizacio´n de la sema´ntica de continuaciones de Jauja requiere de la definicio´n de
distintos dominios sema´nticos, y la funcio´n de evaluacio´n tiene como tipo:
ε :: Exp→ IdProc→ ECont→ Cont,
donde hay que indicar la exprexio´n a evaluar, Exp, el proceso en el que se llevara´ a cabo la
evaluacio´n, IdProc, y la continuacio´n de expresio´n que contiene la informacio´n de que´ hay
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que hacer con el valor obtenido, ECont. La funcio´n de evaluacio´n devolvera´ una continua-
cio´n, Cont, que acumula los efectos de evaluar la expresio´n y los de la continuacio´n de
expresio´n.
2.6 Representaciones del λ-ca´lculo
Tal y como explica Pitts en [Pit13], al definir un lenguaje de programacio´n se especifi-
ca una sintaxis muy concreta que servira´ para generar los te´rminos (cadenas de s´ımbolos)
correctos del lenguaje. Pero muchos detalles de esta sintaxis son irrelevantes para el sig-
nificado de los programas.
Esta seccio´n se centra en el problema de la α-conversio´n generado por la sintaxis del
λ-ca´lculo. Uno de los problemas principales que surgen es la captura de variables libres a
la hora de realizar una sustitucio´n. Por ello, siempre se habla de te´rminos α-equivalentes,
que son aquellos que so´lo difieren en el nombre de las variables ligadas. Al realizar una
demostracio´n formal, en el caso de que los nombres elegidos generen problemas (captura de
nombres), se puede cambiar el te´rmino por otro α-equivalente, de modo que las variables
ligadas del nuevo te´rmino no causen problemas con las variables libres que aparecen en el
resto de la demostracio´n. Esta forma de proceder es lo que se conoce como la convencio´n
de variables de Barendregt [Bar84].
Sin embargo, y aunque durante muchos an˜os se ha utilizado sin mucha cautela, los
nombres elegidos no son tan arbitrarios como se pretend´ıa y, por tanto, la convencio´n
de Barendregt no siempre es aplicable, tal y como se explica en [UBN07]. Esto ocurre
con cierta frecuencia en pasos de demostraciones por induccio´n, donde el paso en cuestio´n
puede probarse para variables suficientemente frescas, pero no para una variable arbitraria
cualquiera.
A continuacio´n, se exponen distintas alternativas al uso de la notacio´n con nombres.
2.6.1 Notacio´n de de Bruijn
Para dar una formalizacio´n del λ-ca´lculo compatible con las computadoras, de Bruijn
propone en [dB72] una notacio´n que denomina libre de nombres (namefree), en la que los
nombres de las variables son sustituidos por nu´meros. Aunque el objeto de estudio de esta
notacio´n no fue solventar el problema explicado al comienzo de la seccio´n, cierto es que
esta notacio´n evita dichos problemas. Para explicar las ideas del art´ıculo de de Bruijn,
vamos a considerar un λ-ca´lculo formado por variables, abstracciones y aplicaciones, sin
declaraciones locales ni constantes, es decir, t ::= x | λx.t | a(t, t). La idea principal
en la que se basa es que los te´rminos α-equivalentes son iguales. El objetivo es lograr
una representacio´n u´nica para todos los te´rminos α-equivalentes entre s´ı. Se presenta a
continuacio´n un ejemplo para aclarar los pasos que se siguen.
Ejemplo 1 Sea la expresio´n dada por
λx.λy.a(λz.a(a(w, z), t), y)
Para transcribir este te´rmino a la notacio´n libre de nombres, se necesita una lista que
contenga a las variables libres de la expresio´n, en este caso w y t. Por ejemplo, podemos
elegir [w, t]. Se considera entonces el a´rbol sinta´ctico de la expresio´n y se completa en
la parte superior con los nodos λw y λt. A cada variable se le asocia un nu´mero, la
profundidad de referencia ( reference depth), que indica el nu´mero de λ’s que hay que
pasar al recorrer el a´rbol hasta llegar a la λ que lleve su nombre. En la Figura 2.12 se













Figura 2.12: Ejemplo de de Bruijn
muestra la construccio´n del a´rbol y la profundidad de referencia de cada variable. Adema´s
se han marcado con distinto color (marro´n) los nodos referentes a las variables libres.
Finalmente se sustituyen los nombres de las variables por los nu´meros obtenidos. De
este modo la expresio´n dada con notacio´n libre de nombres sera´ λ.λ.a(λ.a(a(5, 1), 4), 1).
uunionsq
Pero esta notacio´n libre de nombres tiene una gran desventaja, tal y co´mo indica el
propio de Bruijn. Pese a su gran utilidad para trabajar en computadoras, resulta poco
intuitiva y nada sencilla de usar para el ser humano. Por ejemplo, cada vez que se ejecuta
una aplicacio´n, desaparece una λ del a´rbol sinta´ctico y hay que recalcular los ı´ndices de las
variables. Desde el punto de vista de la ma´quina, esto no es complicado, pues se trata de
aplicar ciertas reglas para el ajuste de ı´ndices. Sin embargo, si se desea trabajar de forma
abstracta sin te´rminos concretos, estos cambios complican considerablemente la sintaxis
de la expresio´n.
2.6.2 Representacio´n localmente sin nombres
Para resolver los problemas derivados de la α-conversio´n, en esta tesis hemos optado por
la representacio´n localmente sin nombres (locally nameless representation). Esta notacio´n
fue tambie´n introducida por de Bruijn [dB72] como alternativa a la notacio´n expuesta en la
Seccio´n 2.6.1. Consiste en utilizar ı´ndices para las variables ligadas y mantener los nombres
de las variables libres. Aunque esta notacio´n se ha utilizado en otros estudios [Gor94, Ler07,
ACP+08], destaca el trabajo de Chargue´raud [Cha11], que desarrolla una descripcio´n
completa de esta representacio´n. En dicho trabajo se muestra la sintaxis del λ-ca´lculo
utilizando esta notacio´n, tal y como se muestra en la Figura 2.13, as´ı como una serie de
operaciones necesarias para trabajar con estos te´rminos.
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t := bvar i | fvar x | abs t | app t t
Figura 2.13: λ-ca´lculo, representacio´n localmente sin nombres
Entre las principales operaciones sobre los te´rminos representados localmente sin nom-
bres destacan la apertura y el cierre. La primera sirve para estudiar el cuerpo de una
abstraccio´n abs t. Al realizar la operacio´n de apertura, tx, con una variable fresca, el
te´rmino t se modifica y las variables ligadas (bvar i) a la abstraccio´n (abs t) de la que
proven´ıa el te´rmino se convierten en variables libres (fvar x). Lo veremos en el siguiente
ejemplo:
Ejemplo 2 Sea el te´rmino dado por t ≡ abs u, donde
u ≡ (app (abs (app (bvar 1) (bvar 0))) (bvar 0)).
En el cuerpo de la abstraccio´n, u, se observan dos variables que hacen referencia a dicha
abstraccio´n. Al abrir dicho cuerpo con la variable x se obtiene:
ux ≡ app (abs (app (fvar x) (bvar 0))) (fvar x).
uunionsq
La operacio´n de cierre es la inversa de la de apertura bajo ciertas condiciones de
frescura. Si se quiere construir una abstraccio´n conocido su cuerpo, todas las variables x
tendra´n que convertirse en variables ligadas.
Ejemplo 3 Sea el te´rmino dado por
u ≡ app (abs (app (fvar x) (bvar 0))) (fvar x).
Si se quiere construir una abstraccio´n en la que se liguen las variables x, se tiene
abs (\xu) ≡ abs (app (abs (app (bvar 1) (bvar 0))) (bvar 0)).
uunionsq
El problema de esta notacio´n es que se pueden construir te´rminos que no se correspon-
den con ningu´n te´rmino del λ-ca´lculo (en notacio´n usual). Para identificar los te´rminos
bien formados se define el predicado localmente cerrado. As´ı mismo, en [Cha11] se detallan
las funciones de sustitucio´n y variables libres de un te´rmino.
En algunas de las reglas que definen los predicados y funciones anteriormente men-
cionados, Chargue´raud utiliza cuantificacio´n cofinita. La utilizacio´n de la cuantificacio´n
cofinita en reglas ya hab´ıa sido estudiada por Chargue´raud junto con otros autores en
[ACP+08]. Se puede decir que la cuantificacio´n cofinita se encuentra entre la cuantificacio´n
existencial y la cuantificacio´n universal. En algunas ocasiones, al realizar demostraciones
por induccio´n, es necesario hacer un renombramiento de la variable utilizada para abrir
una abstraccio´n, evitando as´ı choques de nombres. Pero la cuantificacio´n cofinita evita
estos problemas de choques de nombres, ya que las reglas establecen que la hipo´tesis se
verifica para cualquier variable, salvo una cantidad finita de ellas. En esta tesis se ha utili-
zado la cuantificacio´n cofinita para expresar algunas de las reglas sema´nticas en su versio´n
localmente sin nombres.
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2.7 Asistentes de demostracio´n
Durante los u´ltimos an˜os se han desarrollado distintas herramientas que permiten tra-
bajar con demostraciones matema´ticas. Geuvers resume en [Geu09] la historia e ideas de
los asistentes de demostracio´n (proof assistants). Hay que diferenciar entre estos y los lla-
mados demostradores automa´ticos de teoremas (automated theorem provers). Mientras que
los segundos son sistemas dotados de una serie de procedimientos que permiten demostrar
ciertas fo´rmulas automa´ticamente, los primeros automatizan los aspectos principales en la
construccio´n de demostraciones pero no son auto´nomos y necesitan “ser guiados” por un
humano en los pasos ma´s controvertidos de la demostracio´n. El usuario utilizara´ diferentes
ta´cticas que guiara´n a la ma´quina para construir la demostracio´n. Aunque los demostra-
dores automa´ticos han evolucionado mucho y ya son bastante u´tiles en la pra´ctica, para
demostraciones demasiado complejas au´n son insuficientes.
Actualmente hay una gran variedad de asistentes de demostracio´n con caracter´ısti-
cas ligeramente distintas entre ellos. Entre los ma´s conocidos esta´n Isabelle [isa14], Ag-
da [agd14], PVS [pvs14] y Coq [coq14]. La siguiente tabla resume algunas de las principales

















Isabelle S´ı No S´ı S´ı S´ı S´ı
Agda S´ı S´ı S´ı No S´ı S´ı
PVS S´ı S´ı No S´ı No S´ı
Coq S´ı S´ı S´ı S´ı S´ı S´ı
La importancia de la existencia de un nu´cleo pequen˜o radica en que so´lo hay que
verificar que las reglas que lo componen son correctas, ya que el resto de reglas se definen
a partir de las que forman el nu´cleo.
Durante el desarrollo de esta tesis se ha utilizado el asistente Coq para extender
algunas de las definiciones y resultados previamente implementados por Chargue´raud
en [Cha11], referentes a la notacio´n localmente sin nombres, detallada en la Seccio´n 2.6.2.
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Cap´ıtulo 3
¿Que´ hemos obtenido?
En este cap´ıtulo se recopilan y discuten las principales contribuciones de las publica-
ciones que constituyen esta tesis. Estas se expondra´n teniendo en cuenta ma´s la tema´tica
a la que corresponden que en el orden cronolo´gico en el que se desarrollaron.
Teniendo en cuenta lo indicado en la Presentacio´n (Cap´ıtulo 1), los resultados obtenidos
en esta tesis se pueden clasificar en dos secciones: por un lado, el trabajo realizado para
demostrar la adecuacio´n computacional comenzada por Launchbury (Seccio´n 2.4); y, por
otro, la extensio´n de algunos resultados a un modelo distribuido.
3.1 Adecuacio´n computacional
En esta seccio´n se explican brevemente los problemas encontrados con respecto a la
demostracio´n de la adecuacio´n computacional del trabajo de Launchbury [Lau93]. Poste-
riormente, nos centraremos en co´mo hemos solventado parte de esos problemas; adema´s,
en el cap´ıtulo de trabajo futuro se explicara´ co´mo estamos trabajando en la solucio´n de
los restantes.
En el siguiente esquema aparecen indicadas las sema´nticas definidas por Launchbury,















Launchbury centro´ la demostracio´n de la equivalencia entre su sema´ntica natural y una
sema´ntica denotacional esta´ndar en probar la correccio´n y la adecuacio´n computacional
(ver Seccio´n 2.4.1). Como ya se explico´ en la Seccio´n 2.2.1, la correccio´n se basa en ver
que el significado de los te´rminos se conserva a lo largo del co´mputo, mientras que la
adecuacio´n tiene que determinar cua´ndo existe una reduccio´n; es decir, demuestra que
25
26 Cap´ıtulo 3. ¿Que´ hemos obtenido?
una expresio´n es reducible a un valor en la sema´ntica operacional si y so´lo si el valor
denotacional de dicha expresio´n esta´ definido. Para probar la adecuacio´n computacional
de la sema´ntica natural respecto a la denotacional, Launchbury introdujo dos nuevas
sema´nticas: una sema´ntica natural alternativa y una sema´ntica denotacional con recursos.
Tal y co´mo explicamos en la Seccio´n 2.4, la primera es una sema´ntica natural en la que
no hay actualizacio´n de ligaduras y la aplicacio´n se realiza a trave´s de indirecciones, en
vez de mediante una β-reduccio´n. La segunda es una sema´ntica denotacional en la que
si no hay suficientes recursos los te´rminos no pueden evaluarse. Launchbury demostro´ la
adecuacio´n entre las dos nuevas versiones, sin embargo, so´lo comento´ brevemente co´mo
deb´ıa hacerse la equivalencia entre las dos sema´nticas naturales y entre las dos sema´nticas
denotacionales. A la postre las indicaciones dadas para la obtencio´n de estos resultados
han resultado ser insuficientes para demostrar dichas equivalencias.
En las pro´ximas dos secciones veremos co´mo resolver estas cuestiones. Primero ex-
plicamos co´mo hemos demostrado la equivalencia entre las sema´nticas denotacionales.
Posteriormente describimos co´mo hemos procedido con la parte operacional.
3.1.1 Espacio de funciones con recursos (Publicacio´n P1)
En la sema´ntica denotacional con recursos definida por Launchbury los valores pueden
no estar definidos por dos motivos: bien porque sean ⊥, bien porque no haya recursos
suficientes para proceder a la evaluacio´n. Launchbury afirmo´ que, cuando se dispone de
infinitos recursos, esta sema´ntica denotacional y la sema´ntica denotacional esta´ndar pro-
ducen los mismos valores. Sin embargo, los dominios de definicio´n son diferentes y, por
tanto, no se trata en realidad de una igualdad, por lo que hay que buscar una forma de
relacionar los valores calculados por cada una de ellas.
En lugar de utilizar el espacio de funciones usual, D = [D → D]⊥ visto en la Sec-
cio´n 2.3, consideramos la ecuacio´n de dominios E = [[C → E] → [C → E]]⊥, donde C
representa los recursos, sobre la que esta´n definidos los valores de la sema´ntica denotacio-
nal con recursos. De esta forma, se acota la profundidad de aplicacio´n a la que se puede
evaluar. Para construir E hemos seguido los pasos de Abramsky para la construccio´n de
D (Seccio´n 2.3.2), considerando C la solucio´n inicial de la ecuacio´n C = C⊥. Los ele-
mentos de C se representan como ⊥, S(⊥), S2(⊥),... donde S es la funcio´n sucesor. Las






= [[C → En]→ [C → En]]⊥.
En cada nivel se dispone de ma´s capacidad de definicio´n y los niveles inferiores esta´n
contenidos en los niveles superiores:
E0 = {⊥E0}
|









E = [[C → E] → [C → E]]⊥
3.1. Adecuacio´n computacional 27
A continuacio´n, se muestran gra´ficamente los primeros niveles de esta construccio´n. La
construccio´n de E0 es muy sencilla, pues so´lo consta del elemento indefinido:
E0 = {⊥E0} ⊥E0
La construccio´n de E1 es la siguiente:



























Por un lado se tiene el elemento indefinido de E1, y por otro las funciones que van de
C → E0 en C → E0. Sea A0 = C → E0, en A0 hay una u´nica funcio´n, a0, que devuelve el
valor indefinido de E0 sin importar la cantidad de recursos de que se disponga. Por tanto,
E1 consta de dos elementos: el valor indefinido ⊥E1 y la funcio´n e1 : a0 7→ a0.
Para entender la construccio´n de E2 = [[C → E1] → [C → E1]]⊥, consideramos
A1 = [C → E1]. Este conjunto consta de infinitas funciones en las que, si no hay recursos
suficientes, el valor que se devuelve es el indefinido de E1; mientras que si se dispone de
una cantidad adecuada de recursos, devolvera´ e1. Por ejemplo, la funcio´n a1,4 devolvera´ el
valor indefinido si no hay al menos cuatro recursos, mientras que devolvera´ el valor e1 en














Al conjunto formado por todas estas funciones hay que an˜adirle la funcio´n a1,∞, que
devuelve siempre el valor indefinido de E1, independientemente de la cantidad de recursos
con que cuente.
De esta forma los elementos de E2 sera´n el valor indefinido de E2, ⊥E2 , junto con
las funciones continuas de A1 → A1 que verifican que si a1,m es ma´s definida que a1,n,
entonces la imagen de a1,m tambie´n estara´ ma´s definida que la de a1,n.
Una vez construido el dominio E = [[C → E] → [C → E]]⊥, el siguiente paso es
relacionar sus funciones con las de D = [D → D]⊥, al aplicar una cantidad infinita de
recursos. Para ello tomamos la idea de bisimulacio´n aplicativa definida por Abramsky (Sec-
cio´n 2.3.3), donde dos funciones se consideran “similares” si producen “valores similares”










Figura 3.1: Idea de similaridad
al aplicarlas a “argumentos similares”, es decir, si tienen un comportamiento “ide´ntico”
dentro de sus dominios de definicio´n. Primero definimos la similaridad de funciones por
niveles. Por definicio´n, los valores indefinidos del nivel n+1-e´simo son similares, y dos fun-
ciones sera´n similares si para argumentos similares en el nivel n-e´simo, producen valores
similares en el nivel n-e´simo. La Figura 3.1 muestra esta idea.
La relacio´n final /. entre los dominios D y E, se define como la menor relacio´n que
verifica que dos valores en D y E esta´n relacionados si sus proyecciones esta´n relacionadas
en cada nivel.
Se define una caracterizacio´n alternativa de esta relacio´n que expresa que dos valores en
D y E esta´n relacionados si, o bien son ambos indefinidos, o si al aplicarlos a argumentos
similares se obtienen valores similares, tal y como se indica en la siguiente proposicio´n:
Proposicio´n 1
Siendo d ∈ D, e ∈ E, tenemos que d /. e si y so´lo si:
(d =⊥D ∧ e =⊥E), o bien
(d 6=⊥D ∧ e 6=⊥E) ∧ ∀d′ ∈ D.∀a′ ∈ [C → E].d′ /. a′(S∞)⇒ d(d′) /. e(a′)(S∞).
Finalmente hemos aplicado este resultado para demostrar la equivalencia entre las
dos sema´nticas denotacionales propuestas por Launchbury. Para ello hemos extendido
el concepto de similaridad a entornos, considerando que un entorno ρ de la sema´ntica
denotacional esta´ndar es similar a un entorno σ de la sema´ntica denotacional de recursos,
cuando se dispone de infinitos recursos, si los valores asociados a cada variable en los
respectivos entornos son similares. Con esta extensio´n a los entornos se puede demostrar
la equivalencia entre las sema´nticas denotacionales, tal y como indica el siguiente teorema:
Teorema 3 (Equivalencia de las sema´nticas denotacionales.)
Si e ∈ Exp y ρ /. σ, entonces [[e]]ρ /. N [[e]]σ (S∞).
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Resumen de Resultados.
1. Construccio´n de la solucio´n inicial de la ecuacio´n E = [[C → E] → [C → E]]⊥,
donde C representa el dominio de los recursos.
2. Definicio´n de una relacio´n de similaridad entre los valores del dominio
construido y los valores del espacio de funciones esta´ndar D = [D → D]⊥.
3. Aplicacio´n del resultado anterior para demostrar la equivalencia entre la
sema´ntica denotacional esta´ndar y la sema´ntica con recursos para el λ-ca´lculo
perezoso.
3.1.2 Sema´ntica natural alternativa
Los cambios introducidos por Launchbury en la sema´ntica alternativa (Seccio´n 2.4) re-
sultan tener muchas ma´s consecuencias de las que se pueda pensar en un primer momento.
Por un lado, los heaps finales tienen un mayor taman˜o cuando se evalu´a una expresio´n
con la sema´ntica alternativa que al evaluarlos con la sema´ntica original; por otro lado,
las expresiones a las que esta´n ligadas las variables no aparecen evaluadas. Por estas ra-
zones hemos tratado por separado las modificaciones que se introducen en la sema´ntica


















La sema´ntica natural con indirecciones (INS) mantiene la actualizacio´n de ligaduras
pero introduce indirecciones a la hora de evaluar las aplicaciones. La sema´ntica natural
sin actualizacio´n (NNS), tal y como indica su nombre, no actualiza las ligaduras del heap
y no introduce indirecciones. Tratando cada cambio por separado es ma´s sencillo centrarse
en las diferencias que se producen en los heaps finales y buscar un modo de relacionar las
sema´nticas.
Los cambios introducidos por las reglas sema´nticas alternativas no son las u´nicas difi-
cultades encontradas a la hora de establecer la equivalencia entre las sema´nticas. Existe un
problema an˜adido derivado de la notacio´n con nombres. La α-conversio´n es una complica-
cio´n impl´ıcita cuando se trabaja con sema´nticas operacionales. Para evitar las dificultades
de una notacio´n con nombres, hemos realizado el estudio entre sema´nticas con una re-
presentacio´n locally nameless (localmente sin nombres [Cha11]), donde los nombres de las
variables ligadas se sustituyen por ı´ndices de de Bruijn [dB72] pero se conservan los nom-
bres de las variables libres, tal y co´mo se explica en la Seccio´n 2.6.2. Esta representacio´n
facilita adema´s la formalizacio´n en asistentes de demostracio´n.
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x ∈ Id i, j ∈ N
v ∈ Var ::= bvar i j | fvar x
t ∈ LNExp ::= v | abs t | app t v | let {ti}ni=1 in t
Figura 3.2: Sintaxis localmente sin nombres
Representacio´n localmente sin nombres (Publicacio´n P2 y TechRep TR1)
Se procede a explicar co´mo hemos extendido con declaraciones locales recursivas la
representacio´n localmente sin nombres del λ-ca´lculo dada por Chargue´raud en [Cha11].
Al eliminar los nombres de las variables ligadas se evita tener que trabajar con clases de
equivalencia y elegir un representante de ellas, pues todos los te´rminos cerrados que sean
sema´nticamente iguales se representan de manera u´nica.
Como se ha visto en la Seccio´n 2.6.2, Chargue´raud explica y desarrolla las ventajas de
la representacio´n localmente sin nombres para un lenguaje con variables, abstracciones y
aplicaciones. Como se observa en la Figura 2.4 de la Seccio´n 2.4, en el ca´lculo utilizado por
Launchbury, adema´s de las expresiones anteriores se consideran declaraciones locales re-
cursivas. Tal y como indica Chargue´raud, las variables ligadas en estos casos se representan
con dos ı´ndices: el primero indica a que´ constructor esta´ ligada —una abstraccio´n o una
declaracio´n local— tal y co´mo se explica en la Seccio´n 2.6.1 y puede verse en el Ejemplo 1;
el segundo ı´ndice indica, dentro del constructor que liga la variable, a que´ expresio´n nos
referimos (cuando el constructor es una declaracio´n local, indica a que´ variable local se
hace la referencia). El resultado es la sintaxis que se muestra en la Figura 3.2, donde Var
representa un conjunto de variables que pueden ser ligadas (bvar i j) o libres (fvar x).
El siguiente ejemplo ilustra co´mo se determinan los ı´ndices de las variables ligadas.
Ejemplo 4 La expresio´n e es una λ-abstraccio´n cuya expresio´n interna es un let con dos
definiciones locales.
e ≡ λz.let x1 = λy1.y1,
x2 = λy2.y2,
in (z x2)
La representacio´n de esta expresio´n con la notacio´n localmente sin nombres viene dada
por el te´rmino t:
t ≡ abs (let abs (bvar 0 0), abs (bvar 0 0) in app (bvar 1 0) (bvar 0 1)).
En verde aparece la expresio´n ligada a x1, en rojo la de x2 y en azul el te´rmino principal.
Si nos fijamos en el a´rbol sinta´ctico veremos co´mo los primeros ı´ndices sen˜alan a los
constructores que ligan:




bvar bvar bvar bvar
0 0 0 0 1 0 0 1
No´tese que el segundo ı´ndice de la variable que sen˜ala al let es de color rojo para indicar
que, dentro de las declaraciones locales de este constructor, esta´ haciendo referencia a la
que aparece con dicho color. uunionsq
Aunque Chargue´raud indica co´mo extender el lenguaje con las declaraciones locales, el
estudio de esta extensio´n no lo desarrolla plenamente: se explica co´mo realizar la apertura
de te´rminos y se dan las reglas para la clausura local, pero el resto de operadores y funciones
sobre te´rminos no esta´n considerados en [Cha11]. Por ese motivo, hemos extendido varias
definiciones como la clausura de te´rminos, el predicado de clausura local en un nivel k, las
variables libres de un te´rmino, la sustitucio´n y el concepto de frescura de nombres, entre
otras. Tambie´n hemos extendido varios resultados como el que indica que, bajo ciertas
condiciones, la apertura y cierre de un te´rmino son funciones inversas.
Una vez establecidos todos los operadores y funciones necesarios para trabajar con la
notacio´n localmente sin nombres, hemos reformulado las reglas sema´nticas del modelo de
Launchbury (Figura 2.4 en la Seccio´n 2.4) utilizando dicha notacio´n. En primer lugar se
han redefinido los heaps como conjuntos de ligaduras o pares de la forma (fvar x, t) y
todos los conceptos relacionados con los heaps tambie´n se han extendido a esta notacio´n:
dominio de un heap, nombres que aparecen en un heap, heap bien formado y sustituciones
en heaps. Adema´s hemos demostrado algunas propiedades derivadas de esta notacio´n.
Las reglas de la sema´ntica natural son reglas inductivas en las que intervienen heaps
y λ-te´rminos. Puesto que la notacio´n localmente sin nombres permite formar te´rminos
incorrectos (en el sentido de que no corresponden a ningu´n te´rmino del λ-ca´lculo) hemos
an˜adido algunas premisas para asegurar que las reglas inductivas se restringen a heaps
bien formados y a te´rminos localmente cerrados (concepto explicado en la Seccio´n 2.6.2).
De la nueva versio´n de las reglas sema´nticas so´lo merece destacar aqu´ı la regla LN-
Let (Figura 3.3) para las declaraciones locales. Las tuplas se expresan como t y x segu´n
se refieran a te´rminos o variables. Para evaluar una expresio´n let t in t se an˜aden al
heap las declaraciones locales t, para evaluar t en el contexto ampliado. En la notacio´n
localmente sin nombres, y puesto que no esta´n reflejados en el te´rmino los nombres de las
declaraciones locales, es necesario elegir una lista de nombres x que sean frescos. Con estos
nombres se abren los te´rminos locales y el cuerpo. La evaluacio´n de tx produce un heap
y un valor finales, siendo ambos dependientes de los nombres elegidos. Por tanto, en el
heap final destacamos los nombres introducidos al evaluar el let, x, y el resto de nombres
que se denotan por z. En la regla LNLet se utiliza la cuantificacio´n cofinita que, tal y
como se explica en [Cha11], tiene la ventaja de no tener que especificar explicitamente las
condiciones laterales de frescura de x. Dichas condiciones esta´n impl´ıcitas en el conjunto
finito L. En este conjunto se recogen los nombres que deben evitarse durante la reduccio´n,
en particular por la razo´n de que ya aparecen en otra parte de la derivacio´n. Sin embargo,
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LNLet
∀x|t| /∈ L ⊆ Id (Γ, x 7→ tx) : tx ⇓ (x++z 7→ ux) : wx {y|t| /∈ L ⊆ Id}
Γ : let t in t ⇓ (y ++z 7→ uy) : wy
Figura 3.3: Declaracio´n local de variables (notacio´n localmente sin nombres)
nuestra regla cofinita es diferente a las que se describen en [Cha11], pues los nombres
elegidos aparecen tambie´n en la conclusio´n. Es decir los nombres elegidos, x, pueden ser
reemplazados por cualquier lista de nombres y que no este´n en L.
Despue´s de traducir a la notacio´n localmente sin nombres las reglas sema´nticas corres-
pondientes a la sema´ntica natural y a su versio´n alternativa1, hemos demostrado diversas
propiedades, entre las que destacaremos las siguientes:
Regularidad: asegura que los juicios producidos por estos sistemas de reduccio´n so´lo
producen heaps bien formados y te´rminos localmente cerrados;
Renombramiento: indica que la evaluacio´n de un te´rmino es independiente de los nom-
bres frescos elegidos durante la reduccio´n;
Introduccio´n: establece, para cada regla cofinita, que se tiene una versio´n existencial
que tambie´n es correcta.
Resumen de Resultados.
1. Representacio´n localmente sin nombres del λ-ca´lculo extendido con
declaraciones locales recursivas.
2. Versio´n localmente sin nombres de las reglas de la sema´ntica natural de
Launchbury y su versio´n alternativa.
3. Propiedades de los sistemas de reduccio´n (lemas de regularidad, introduccio´n y
renombramiento).
Relacio´n de indirecciones (Publicacio´n P3 y TechRep TR2)
Una vez establecidas las reglas sema´nticas en la nueva notacio´n podemos investigar la
equivalencia entre la sema´ntica sin actualizacio´n (NNS) y la sema´ntica alternativa (ANS),
es decir, demostrar que al evaluar un te´rmino en un heap determinado el resultado obtenido
con una y otra sema´ntica es el “mismo”. Esta equivalencia es la que aparece resaltada en
color en el siguiente diagrama:
1En realidad, la traduccio´n a la notacio´n localmente sin nombres de las reglas alternativas no aparece
en P2 sino en P3, que se comenta en el siguiente apartado. Pero hemos considerado ma´s conveniente hacer
la referencia en esta seccio´n dedicada a la representacio´n localmente sin nombres.

















Las sema´nticas NNS y ANS utilizan las mismas reglas de derivacio´n excepto por la
regla de aplicacio´n, que en el caso de NNS aplica la regla LNApp, donde la aplicacio´n
se realiza mediante una β-reduccio´n, y en el caso de ANS aplica la regla ALNApp, en
la que se introduce una indireccio´n en el heap. Aunque esta diferencia parece inocua, lo
primero que se observa es que los heaps finales obtenidos tras aplicar las reglas de ANS
pueden ser ma´s grandes que los obtenidos tras aplicar las reglas de NNS, ya que cada vez
que se evalu´a una aplicacio´n, se introduce una ligadura “extra” en el heap. Esta ligadura
es una indireccio´n, es decir, una variable ligada a otra variable. Por ello los heaps finales
obtenidos no pueden ser exactamente los mismos y hay que estudiar que´ relacio´n existe
entre ellos. Teniendo en cuenta este dato, lo primero en lo que se penso´ fue en eliminar
las indirecciones y comprobar si los heaps finales obtenidos eran iguales. Sin embargo,
esto no es suficiente, ya que en el heap final puede haber te´rminos que dependan de las
indirecciones que se han eliminado.
En el siguiente ejemplo se muestra este problema, donde ⇓N representa la evaluacio´n
con NNS y ⇓A la evaluacio´n con ANS:
Ejemplo 5 Conside´rense los siguientes te´rminos:
t ≡ let abs (bvar 0 0) in app (abs s) (bvar 0 0)
s ≡ let abs (bvar 0 0), app (bvar 0 0) (bvar 1 0) in abs (bvar 0 0)
Al evaluar t en el contexto de un heap vac´ıo con las dos sema´nticas en estudio, se obtiene
en ambos casos abs (bvar 0 0) como valor final y los siguientes heaps, respectivamente:
{ } : t
⇓N
x0 7→ abs (bvar 0 0),
x1 7→ abs (bvar 0 0),
x2 7→ app (fvar x1) (fvar x0)
{ } : t
⇓A
x0 7→ abs (bvar 0 0),
x1 7→ abs (bvar 0 0),
x2 7→ app (fvar x1) (fvar y)
y 7→ (fvar x0)
Se observa que el heap obtenido al evaluar el te´rmino con la sema´ntica alternativa contiene
una ligadura ma´s, y que el te´rmino asociado a la variable x2 depende de dicha ligadura
extra. uunionsq
Por tanto, la relacio´n que buscamos entre heaps no puede consistir so´lo en eliminar las
indirecciones, sino que tambie´n es necesario realizar una sustitucio´n para cambiar todas
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las apariciones que haya en el heap con el nombre de la variable que se va a eliminar por
el nombre de la variable a la que esta´ ligada.
Se penso´ en encontrar un me´todo para detectar, de entre todas las indirecciones, cua´l o
cua´les proven´ıan de aplicar la regla ALNApp, pero hemos considerado que es ma´s intere-
sante no focalizar el problema en concreto, sino darle una visio´n ma´s extensa que contenga
como caso particular el caso espec´ıfico en estudio. Para ello hemos buscado una relacio´n
entre heaps que este´ basada en indirecciones, independientemente de su procedencia. La
idea es que dos heaps este´n relacionados si al eliminar indirecciones de uno de ellos se
obtiene el heap que es ma´s pequen˜o en taman˜o.
La pregunta que surge de forma natural es si influye el orden en el que se eliminen las
indirecciones. En el caso de referencias cruzadas, la respuesta es afirmativa, como muestra
el siguiente ejemplo:
Ejemplo 6 El heap Γ = {x0 7→ app (fvar x1) (fvar x2), x1 7→ fvar x2, x2 7→ fvar x1},
contiene dos indirecciones. A continuacio´n se muestra que el orden de eliminacio´n de estas
dos ligaduras afecta al resultado final:
x0 7→ app (fvar x1) (fvar x2),
x1 7→ fvar x2,
x2 7→ fvar x1
x0 7→ app (fvar x2) (fvar x2),
x2 7→ fvar x2
x0 7→ app (fvar x1) (fvar x1),
x1 7→ fvar x1




No´tese, sin embargo, que en el ejemplo anterior ambas variables x1 y x2 esta´n indefi-
nidas en el heap final. Por ello dos heaps se considerara´n relacionados si son iguales salvo
por variables indefinidas.
De esta forma, definimos la equivalencia de te´rminos en un contexto dado, que da lugar
a la equivalencia de heaps en un contexto dado. En esta u´ltima equivalencia se basa la
relacio´n por indirecciones (%I) entre heaps. En concreto, dos heaps esta´n relacionados por
indirecciones si al eliminar ciertas indirecciones del heap mayor se obtiene el heap menor,
salvo por el nombre de variables indefinidas, es decir, variables que no esta´n en el dominio
del heap pero pueden aparecer en los te´rminos de las ligaduras (lados derechos).
As´ı un heap puede estar relacionado con varios heaps, tal y como muestra el siguiente
ejemplo.
Ejemplo 7 A continuacio´n, se muestran todos los heaps que esta´n relacionados por in-
direcciones con el siguiente:
Γ = { x0 7→ fvar x1, x1 7→ abs (bvar 0 0), x2 7→ abs (app (fvar x0) (bvar 0 0)),
y0 7→ fvar x2 }
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x0 7→ fvar x1,
x1 7→ abs (bvar 0 0),
x2 7→ abs (app (fvar x0) (bvar 0 0)),
y0 7→ fvar x2
x0 7→ fvar x1,
x1 7→ abs (bvar 0 0),
x2 7→ abs (app (fvar x0) (bvar 0 0)),
y0 7→ fvar x2
x0 7→ fvar x1,
x1 7→ abs (bvar 0 0),
x2 7→ abs (app (fvar x0) (bvar 0 0))
x1 7→ abs (bvar 0 0),
x2 7→ abs (app (fvar x1) (bvar 0 0)),
y0 7→ fvar x2
x1 7→ abs (bvar 0 0),






Extendemos esta relacio´n a pares (heap, te´rmino) y enunciamos y demostramos el
teorema que establece que si un te´rmino evalu´a en un contexto dado con NNS, tambie´n lo
hace con ANS, y viceversa; y adema´s, los pares (heap, te´rmino) finales esta´n relacionados
por indirecciones.
Teorema 4 (Equivalencia ANS y NNS.)
eq an Γ : t ⇓A ∆A : wA ⇒
∃∆N ∈ LNHeap . ∃wN ∈ LNVal .Γ : t ⇓N ∆N : wN ∧ (∆A : wA) %I (∆N : wN )
eq na Γ : t ⇓N ∆N : wN ⇒
∃∆A ∈ LNHeap .∃wA ∈ LNVal . ∃x ⊆ dom(∆N )− dom(Γ) .∃y ⊆ Id . |x| = |y| ∧
Γ : t ⇓A ∆A : wA ∧ (∆A : wA) %I (∆N [y/x] : wN [y/x])
En la segunda parte del teorema, eq na, se indica que es posible que haga falta un
renombramiento, pero e´ste afectara´ so´lo a los nombres que han sido an˜adidos durante la
evaluacio´n. Con NNS, algunos de los nombres del te´rmino a evaluar pueden desaparecer
durante la evaluacio´n y ser introducidos de nuevo como “frescos”; sin embargo, al evaluar
con ANS esto no puede ocurrir, tal y como muestra el siguiente ejemplo:
Ejemplo 8 Conside´rese el te´rmino
t ≡ let abs (bvar 1 1), let abs (bvar 0 0) in (bvar 0 0) in app (bvar 0 0) (fvar z)
Al evaluarlo en un contexto vac´ıo con NNS, la variable z desaparece del te´rmino (y del
heap); por el contrario, al evaluarlo con ANS se introduce en el heap mediante una indi-
reccio´n. A continuacio´n, se muestra la derivacio´n de la evaluacio´n del te´rmino con NNS:
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{ } : t
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0)} : app (fvar x0) (fvar z)
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0)} : fvar x0
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0)} : abs fvar x1
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0)} : abs fvar x1
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0)} : abs fvar x1
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0)} : fvar x1
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0)} : let abs (bvar 0 0) in (bvar 0 0)
...{
x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0),
x2 7→ abs (bvar 0 0)
}
: abs (bvar 0 0){
x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0),
x2 7→ abs (bvar 0 0)
}
: abs (bvar 0 0)
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0), x2 7→ abs (bvar 0 0)} : abs (bvar 0 0)
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0), x2 7→ abs (bvar 0 0)} : abs (bvar 0 0)
Al realizar la β-reduccio´n, el nombre z ya no aparece ma´s, por lo que al introducir la
variable fresca x2 en el heap, se podr´ıa haber elegido como nombre z.
Sin embargo, al realizar la evaluacio´n con la sema´ntica alternativa, se introduce z en
el heap mediante una indireccio´n, y ya no puede ser elegido cuando se necesite un nombre
“fresco”.
{ } : t
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0)} : app (fvar x0) (fvar z)
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0)} : fvar x0
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0)} : abs fvar x1
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0)} : abs fvar x1
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0)} : abs fvar x1
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0), y 7→ fvar z} : fvar x1{
x0 7→ abs (fvar x1), y 7→ fvar z,
x1 7→ let abs (bvar 0 0) in (bvar 0 0)
}
: let abs (bvar 0 0) in (bvar 0 0)
...{
x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0),
y 7→ fvar z, x2 7→ abs (bvar 0 0)
}
: abs (bvar 0 0){
x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0),
y 7→ fvar z, x2 7→ abs (bvar 0 0)
}
: abs (bvar 0 0){
x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0),
y 7→ fvar z, x2 7→ abs (bvar 0 0)
}
: abs (bvar 0 0){
x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0),
y 7→ fvar z, x2 7→ abs (bvar 0 0)
}
: abs (bvar 0 0)
uunionsq
La demostracio´n del teorema no puede realizarse directamente mediante una induc-
cio´n por reglas, pues en las subderivaciones el heap y los te´rminos de los que se parte
no son iguales, sino que esta´n relacionados por indirecciones. Por esta razo´n, es necesaria
la demostracio´n de un resultado ma´s general, en el que se establece la relacio´n entre las
derivaciones de las dos sema´nticas en estudio partiendo de pares (heap, te´rmino) relaciona-
dos por indirecciones (Proposicio´n 2). Puesto que en las derivaciones se van introduciendo
variables frescas en el heap, siempre que haya una derivacio´n habra´ de hecho infinitas,
que se diferencian en los nombres frescos elegidos. La proposicio´n indica que partiendo
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de dos pares (heap, te´rmino) relacionados por indirecciones, y en el caso de que se pue-
dan obtener derivaciones con ANS para el heap ma´s grande, una de estas derivaciones
estara´ relacionada por indirecciones con una derivacio´n con NNS del heap ma´s pequen˜o,
y viceversa.
Proposicio´n 2
eq ir an (ΓA : tA) %I (ΓN : tN )∧ ∀x /∈ L ⊆ Id .ΓA : tA ⇓A (ΓA, x 7→ sAx) : wAx
∧ \x(sAx) = sA ∧ \x(wAx) = wA
⇒ ∃y /∈ L .∃sN ⊂ LNExp .∃wN ∈ LNVal .
ΓN : tN ⇓N (ΓN , z 7→ sNz) : wNz ∧ \z(sNz) = sN ∧ \z(wNz) = wN ∧ z ⊆ y
∧ ((ΓA, y 7→ sAy) : wAy) %I ((ΓN , z 7→ sNz) : wNz)
eq ir na (ΓA : tA) %I (ΓN : tN ) ∧ ∀x /∈ L ⊆ Id .ΓN : tN ⇓N (ΓN , x 7→ sNx) : wNx
∧ \x(sNx) = sN ∧ \x(wNx) = wN
⇒ ∃z /∈ L .∃sA ⊂ LNExp . ∃wA ∈ LNVal .
ΓA : tA ⇓A (ΓA, y 7→ sAy) : wAy ∧ \y(sAy) = sA ∧ \y(wAy) = wA ∧ z ⊆ y
∧ ((ΓA, y 7→ sAy) : wAy) %I ((ΓN , z 7→ sNz) : wNz)
La demostracio´n de esta proposicio´n requiere de varios lemas te´cnicos en los que mos-
tramos co´mo se transmite la relacio´n por indirecciones a las subderivaciones, para as´ı poder
demostrar los casos inductivos. Por ejemplo, si dos pares (heap, te´rmino) esta´n relaciona-
dos mediante indirecciones y los te´rminos son aplicaciones, tambie´n estara´n relacionados
por indirecciones los heaps correspondientes con los cuerpos de sus respectivas aplicacio-
nes. O si los te´rminos son declaraciones locales, tambie´n estara´n relacionados los heaps
ampliados con dichas declaraciones y los te´rminos principales.
Resumen de Resultados.
1. Relacio´n de equivalencia entre heaps que definen las mismas variables libres
pero cuyas clausuras pueden diferir en las variables libres indefinidas.
2. Preorden que relaciona dos heaps cuando el primero puede transformarse en el
segundo mediante la eliminacio´n de indirecciones (%I).
3. Extensio´n del preorden para pares (heap, te´rmino).
4. Equivalencia de ANS y NNS.
3.2 Modelo Distribuido (Publicacio´n P4)
Como se comento´ en la presentacio´n (Cap´ıtulo 1), uno de los objetivos principales de
esta tesis consist´ıa en establecer ciertas propiedades de la sema´ntica operacional de un
modelo distribuido en el que se dispone de n procesadores con respecto a una sema´nti-
ca denotacional esta´ndar como, por ejemplo, la correccio´n y adecuacio´n computacional.
Histo´ricamente, este objetivo fue el primero que se abordo´ y de hecho la bu´squeda de las
demostraciones necesarias dio lugar a los resultados explicados en las secciones anteriores.
Tomando como base el lenguaje Jauja, introducido por Hidalgo-Herrero en [Hid04]
y explicado en la Seccio´n 2.5, extendemos la sintaxis dada en [Lau93] con la aplicacio´n
paralela que dara´ lugar a la creacio´n de un nuevo proceso. La sintaxis de estas expresiones
extendidas (EExp) se muestra en la Figura 3.4. Se trata de una sintaxis restringida (a
semejanza de lo explicado en la Seccio´n 2.4) en la que tanto las subexpresiones de las
aplicaciones, como el cuerpo de las construcciones let, son variables. De esta forma se
simplifican las definiciones de las reglas sema´nticas.
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x, y ∈ Var
E ∈ EExp
E ::= x | λx.E | x y | x#y | let {xi = Ei}ni=1 in x
Figura 3.4: Sintaxis
Revisamos las reglas de la sema´ntica operacional definidas en [Hid04] (comentadas
en la Seccio´n 2.5) y las restringimos a EExp (sema´ntica con n procesadores). As´ımismo
extendemos la sema´ntica denotacional esta´ndar para dar significado a la nueva expresio´n
de aplicacio´n paralela (sema´ntica denotacional extendida), y demostramos la equivalencia








La demostracio´n de esta equivalencia no se realiza directamente, sino estudiando las re-
laciones existentes entre una serie de sema´nticas intermedias. El siguiente esquema muestra



















(4) Correccio´n y Adecuacio´n
Dado que Launchbury ya hab´ıa establecido en [Lau93] la correccio´n y adecuacio´n
computacional de las sema´nticas correspondientes para un lenguaje ma´s sencillo, se desea-
ba aprovechar dicho trabajo y extender sus resultados al caso de la aplicacio´n paralela.
Por ello se introdujo una sema´ntica intermedia, sema´ntica natural extendida (ENS), que
es una extensio´n de la sema´ntica natural de Lauchbury para trabajar con creaciones de
procesos y comunicaciones. Aunque la creacio´n de procesos es impaciente, e´stos so´lo se
crean bajo la condicio´n de que las variables que sean necesarias para evaluar la aplicacio´n
correspondiente no este´n bloqueadas. El primer problema que nos encontramos es que, de-
bido a la regla variable, algunas ligaduras desaparecen del heap, y no se dispone de dicha
informacio´n. Por ello extendemos los heaps para que consten de dos partes: Γ = 〈Γ,ΓB〉,
donde la segunda parte (ΓB) almacena las ligaduras bloqueadas o, dicho de otro modo, que
ya han sido demandadas. Estas ligaduras pueden provenir, o bien de la regla aplicacio´n, o
bien de la regla variable. El segundo problema surge del hecho de que se pierde el nombre
al que van ligadas las expresiones que esta´n siendo evaluadas. Por ello, la expresio´n que
se evalu´a en cada momento aparece ahora ligada a un nombre y, por tanto, los juicios se
escriben ahora como
Γ : θ 7→ E ⇓ ∆ : θ 7→W.
Para indicar que las creaciones de procesos deben realizarse tan pronto como sea posible, en
algunas reglas sema´nticas (la regla para las λ-abstracciones y la regla para las declaraciones











H1 ∪ . . . ∪ Hn
Figura 3.5: Conversio´n de un modelo distribuido a uno que no lo es
locales) exigimos que los heaps este´n saturados, o lo que es lo mismo, que no tengan
creaciones de proceso pendientes.
Demostramos que esta extensio´n es consistente con la sema´ntica natural de partida, es
decir, si se consideran expresiones sin aplicacio´n paralela, los valores resultantes deben ser
los mismos al utilizar ambos sistemas de derivacio´n, tal y co´mo se indica en el siguiente
teorema.
Teorema 5 (Consistencia.) Para todo e ∈ Exp se tiene que Γ : e ⇓ ∆ : w si y so´lo si
〈Γ,ΓB〉 : x 7→ e ⇓ 〈∆,ΓB〉 : x 7→ w, donde x es una variable completamente fresca en la
derivacio´n, y ΓB es disjunto con respecto a Γ y ∆.
Puesto que en el caso de ENS solamente se dispone de un procesador, para relacio-
nar esta sema´ntica con la de n procesadores, introducimos otra sema´ntica intermedia de
paso corto con creacio´n de procesos y comunicaciones, pero para un u´nico procesador: la
sema´ntica con 1-procesador.
La sema´ntica con n-procesadores representa un modelo distribuido en el que un sistema
formado por varios procesos evoluciona hasta obtener, al menos, el valor de la variable
principal. Recordemos que tenemos dos tipos de reglas: las reglas locales que indican co´mo
evoluciona cada uno de los procesos representados por heaps etiquetados; y las reglas
globales que regulan la creacio´n de procesos y la comunicacio´n entre ellos. En el caso de
la sema´ntica con 1-procesador, so´lo puede haber una ligadura activa en cada momento.
Puesto que so´lo puede evolucionar una ligadura, en vez de tener dos niveles de reglas, hay
uno u´nico en el que mantenemos la creacio´n impaciente de procesos e imponemos un orden
en la evaluacio´n de las ligaduras, que es compatible con la sema´ntica mı´nima descrita en
la Seccio´n 2.5.1.
Si queremos comparar la sema´ntica con n-procesadores y la sema´ntica con 1-procesador
para comprobar que producen en efecto el mismo valor para la variable principal, tendre-
mos que estudiar co´mo pasar de un modelo distribuido a otro que no lo es. Construir un
sistema no distribuido a partir de un sistema distribuido es sencillo, pues basta con unir
todas las ligaduras de los distintos procesos en un u´nico heap. Las ligaduras potencialmen-
te activas en el modelo distribuido pasara´n a estar inactivas en el heap u´nico, salvo solo
una. La u´nica ligadura activa en el heap se correspondera´ con aquella que es desarrollable
en el momento actual, y que viene dada por la funcio´n EB(H) (evolutionary bindings),
que calcula las ligaduras desarrollables de un heap. Esta funcio´n no es fija, sino que de-
pende de la sema´ntica que se este´ utilizando. En este caso, ya se ha mencionado que se
trata de la sema´ntica mı´nima, por lo tanto so´lo puede haber una ligadura desarrollable en
cada momento: la que viene demandada directamente por la variable principal main. La
Figura 3.5 muestra esquema´ticamente co´mo convertir un sistema distribuido de heaps en
un heap u´nico.
































Figura 3.6: Conversio´n de un modelo no distribuido a uno que s´ı lo es
Tambie´n se ha de poder ir en el sentido contrario y construir un sistema distribuido
partiendo de un heap de ligaduras. Esta´ parte es ma´s delicada, pues es necesario saber
a que´ proceso pertenece cada ligadura. Para ello incluimos una anotacio´n que indica a
que´ proceso corresponde cada una de ellas. Esta anotacio´n no interfiere con las reglas
sema´nticas. El esquema de la Figura 3.6 muestra co´mo pasar de un heap a su sistema
asociado.
El teorema de determinacio´n establece la equivalencia entre la sema´ntica con n-pro-
cesadores y la de 1-procesador, tomando la sema´ntica mı´nima para el modelo con n pro-
cesadores. No´tese que los sistemas se representan como S = 〈pi, Hi〉ni=0, donde cada par
〈pi, Hi〉 representa un proceso, siendo pi su nombre y Hi su heap.
Teorema 6 (Determinacio´n.) Sea E ∈ EExp.
1. Si 〈p0, {main A7→ E}〉 =⇒∗ S =⇒∗ S′, entonces existe una derivacio´n {main A7→
E} =⇒∗1 HS =⇒∗1 HS′, donde HS (respectivamente HS′) es el heap construido a
partir de S (respectivamente S′).
2. Si {main A7→ E} =⇒∗1 H =⇒∗1 H ′, entonces existe un co´mputo 〈p0, {main A7→
E}〉 =⇒∗ SH =⇒∗ SH′, donde SH (respectivamente SH′) es el sistema de proce-
sos asociado al heap H (respectivamente H ′).
A continuacio´n, consideramos la equivalencia entre la sema´ntica con 1-procesador (de
paso corto) y la sema´ntica natural extendida (de paso largo). Para establecer dicha equiva-
lencia estudiamos la relacio´n entre los heaps etiquetados producidos por la sema´ntica con
1-procesador y los heaps extendidos de ENS. No es complicado pasar de unos a otros, pues
las ligaduras inactivas de los heaps obtenidos con la sema´ntica de paso corto se correspon-
den con la primera parte del heap extendido de ENS, mientras que las ligaduras bloqueadas
se corresponden con la segunda parte. Adema´s, la u´nica ligadura activa dara´ lugar a la
expresio´n que esta´ siendo evaluada. De forma similar, pero a la inversa, se puede construir
un heap para la sema´ntica con 1-procesador partiendo de un heap extendido. La Figura 3.7
muestra co´mo pasar de unos heaps a otros.
De esta forma, es sencillo establecer el teorema de equivalencia entre ambas sema´nticas.
Teorema 7 (Equivalencia ENS y sema´ntica con 1-Procesador.) Sea E ∈ EExp.
1. Si H + {θ A7→ E} ⇒∗1 H ′ + {θ A7→ W}, entonces Γ : θ 7→ E ⇓ ∆ : θ 7→ W , donde Γ y
∆ son los heaps extendidos asociados a H y H ′, respectivamente.
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Γ = 〈Γ,ΓB〉
H = IB(H) ∪BB(H) ∪AB(H)
Figura 3.7: Esquema de conversio´n de heaps
2. Si Γ : θ 7→ E ⇓ ∆ : θ 7→ W , entonces H + {θ A7→ E} ⇒∗1 H ′ + {θ A7→ W}, donde H y
H ′ son los heaps extendidos asociados a Γ y ∆, respectivamente.
Una vez establecidas las equivalencias entre las distintas sema´nticas operacionales,
procedemos a demostrar la correccio´n y la adecuacio´n computacional entre las versiones
extendidas de la sema´ntica natural y de la sema´ntica denotacional.
Antes de enunciar los teoremas principales se vera´ brevemente co´mo hemos extendido
la sema´ntica denotacional de Abramsky para dar significado a los canales y a la aplicacio´n
paralela. La funcio´n sema´ntica es ahora
[[− ]]ρ : EExp ∪ Chan → Env → Value
siendo ρ ∈ Env = Var ∪ Chan 7→ Value un entorno de identificadores a valores. La
denotacio´n de la nueva expresio´n de aplicacio´n paralela coincide con la denotacio´n de la
aplicacio´n, es decir, [[x#y]]ρ = [[x y]]ρ ya que el valor final obtenido es el mismo.
El teorema de correccio´n establece que el significado de una expresio´n no var´ıa durante
su evaluacio´n. Es ma´s, los heaps so´lo pueden aumentar de taman˜o al an˜adir nuevas liga-
duras, o bien sufrir un refinamiento de las ligaduras existentes, es decir, ser actualizados
con los valores calculados. Consideremos Heap, el dominio de los heaps sin etiquetar, es
decir, conjuntos de ligaduras no etiquetadas; ρ ≤ ρ′, el orden sobre los entornos definido
por Launchbury y explicado en la Seccio´n 2.4; y la funcio´n {{−} : Heap → Env → Env ,
para extender los entornos a partir de las ligaduras de un heap, tambie´n explicada en la
Seccio´n 2.4.
Teorema 8 (Correccio´n de la sema´ntica natural extendida.) Sea E ∈ EExp∪Chan,
Γ = 〈Γ,ΓB〉, ∆ = 〈∆,∆B〉 ∈ EHeap, y θ /∈ dom(Γ).
Si Γ : θ 7→ E ⇓ ∆ : θ 7→ W , entonces para cada entorno ρ, [[E]]{{Γ}}ρ = [[W ]]{{∆}}ρ y
{{Γ}}ρ ≤ {∆}}ρ.
Por otro lado, la adecuacio´n computacional asegura que una expresio´n se reduce a un
valor si y so´lo si su denotacio´n no es indefinida.
Teorema 9 (Adecuacio´n de ENS.) Sea E ∈ EExp ∪ Chan, Γ = 〈Γ,ΓB〉 ∈ EHeap, y
θ /∈ dom(Γ). Γ : θ 7→ E ⇓ ∆ : θ 7→W , si y so´lo si [[E]]{{Γ}}ρ 6=⊥.
Las demostraciones de estos dos u´ltimos teoremas se realizan siguiendo los pasos dados
en [Lau93], lo que nos ha llevado a los trabajos expuestos en la Seccio´n 3.1.
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Resumen de Resultados.
1. Definicio´n de una sema´ntica operacional distribuida para n procesadores.
2. Definicio´n de una sema´ntica operacional distribuida limitada a un u´nico
procesador.
3. Sema´ntica natural extendida para la aplicacio´n paralela.
4. Consistencia entre la sema´ntica natural y su extensio´n.
5. Equivalencia entre la sema´ntica de un procesador y la extensio´n paralela.
6. Correccio´n de la sema´ntica natural extendida con respecto a una sema´ntica
denotacional extendida.
3.3 Trabajos relacionados
Como ya dijimos en el Cap´ıtulo 1, los resultados de Launchbury [Lau93] han tenido gran
repercusio´n en distintas investigaciones. No hemos sido las u´nicas que se han percatado
de la importancia de formalizarlos. Breitner en [Bre13, Bre14] ha desarrollado un estudio
muy relacionado con el nuestro ya que su objetivo tambie´n es comprobar la correccio´n y
adecuacio´n computacional de la sema´ntica natural de Launchbury, utilizando para ello un
asistente de demostracio´n.
Para demostrar la correccio´n de la sema´ntica natural, Breitner propone dos me´todos
en [Bre14]. En el primero introduce una sema´ntica equivalente a la de Launchbury en la
que los juicios son de la forma Γ : Γ′ W ∆ : ∆′, do´nde Γ′ y ∆′ son conjuntos ordenados de
ligaduras. Estos conjuntos no son arbitrarios, sino sendas pilas de ligaduras que reflejan
co´mo se va demandando la evaluacio´n de las expresiones. De esta forma se mantiene ma´s
informacio´n en los juicios que la que se ten´ıa con la sema´ntica original de Launchbury. Por
ejemplo, al evaluar una variable la ligadura correspondiente no desaparece, sino que pasa
al heap Γ′. La idea es similar a la expuesta en la Seccio´n 3.2, en la que se extienden los
heaps para retener la informacio´n referente a las ligaduras bloqueadas. Tal y como explica
el autor, en el caso de un lenguaje como el que utiliza Launchbury, y adecua´ndolo a sus
reglas sema´nticas, solo se modificara´ en cada regla de derivacio´n la primera ligadura de
la pila actualiza´ndola a un valor. Au´n as´ı, Breitner considera esta notacio´n ma´s natural
y, adema´s, podr´ıa adecuarse posteriormente a casos en los que se modifique la pila, por
ejemplo, y tal y como e´l indica, mediante una recoleccio´n de basura. El segundo me´todo
consiste en modificar la sema´ntica denotacional redefiniendo la funcio´n que relaciona los
heaps con los entornos explicada en la Seccio´n 2.4, de forma que el operador para la menor
cota superior es reemplazado por una actualizacio´n.
Breitner, en [Bre13], ha formalizado en el asistente de demostracio´n Isabelle parte
de nuestro trabajo relativo a las sema´nticas denotacionales expuesto en la Seccio´n 3.1.1
referente a la publicacio´n P1. En dicho trabajo prueba la adecuacio´n computacional de la
sema´ntica natural de Launchbury pero sin utilizar la sema´ntica alternativa. Launchbury
propuso esta nueva versio´n de modo que los heaps de la sema´ntica operacional alternativa
se correspondieran con los entornos de la sema´ntica denotacional. La propuesta de Breitner
solventa estos problemas desde el lado denotacional a trave´s de una sema´ntica denotacional
de recursos alternativa, evitando tener que establecer la equivalencia entre la sema´ntica
operacional de Launchbury original y su versio´n alternativa.
Las te´cnicas nominales utilizadas por Breitner en la formalizacio´n en Isabelle tienen
su correspondencia con la representacio´n localmente sin nombres que hemos utilizado en
nuestro estudio, ya que como explica el autor en [Bre14], en ambos casos, al realizar las
demostraciones, se tienen en cuenta las variables que aparecen en los heaps para evitar la
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captura de variables.
En la literatura pueden encontrarse diferentes me´todos para establecer equivalencias
entre expresiones de un λ-ca´lculo. Queremos destacar aqu´ı los estudios de Haeri [Hae09,
Hae13] por estar relacionados con esta tesis en ciertos aspectos. El lenguaje utilizado
en [Hae09] es similar al λ-ca´lculo de Launchbury [Lau93] pero extendido con el operador
seq. Adema´s Haeri dota a este lenguaje de una sema´ntica basada en la sema´ntica de paso
largo de Launchbury pero con una diferencia con respecto a la regla para las declaraciones
locales. Al igual que Launchbury, introduce en el heap el conjunto de variables locales para
obtener el valor de la expresio´n principal de la declaracio´n, pero una vez obtenido el valor
elimina del heap dichas variables. Esto da lugar a ciertas propiedades de los heaps inicial
y final de una derivacio´n, ya que sus dominios sera´n iguales y la diferencia entre ellos
vendra´ dada solo por la actualizacio´n de las ligaduras. Bajo esta sema´ntica se introducen
tres tipos de equivalencia entre expresiones:
Equivalencia de valores: dos expresiones son equivalentes si al evaluarlas en el mismo
contexto inicial producen el mismo valor;
Equivalencia de heaps: dos expresiones son equivalentes si al evaluarlas en el mismo
contexto inicial producen el mismo contexto final;
Equivalencia estricta: dos expresiones son equivalentes si al evaluarlas en el mismo
contexto inicial producen el mismo valor y el mismo heap.
Aunque estas equivalencias dan lugar a propiedades interesantes, no hemos podido apli-
carlas en nuestro caso por dos razones: en primer lugar, porque ello requerir´ıa modificar
las reglas sema´nticas dadas por Launchbury, y nuestro objeto de estudio es la equivalencia
de dichas reglas tal y co´mo las propuso el autor; en segundo lugar, porque las equivalen-
cias mencionadas anteriormente relacionan distintas expresiones evaluadas con la misma
sema´ntica.
La misma idea, en cuanto a las declaraciones locales se refiere, aparece en otro trabajo
del mismo autor [Hae13], correspondiente a un modelo distribuido en el que no aparece el
operador seq, pero se amplia el lenguaje con el operador #, que representa la aplicacio´n
estricta en la que tanto la funcio´n como el argumento son evaluados en el mismo contexto
antes de realizar la aplicacio´n. La diferencia fundamental con nuestro modelo distribuido
es que no incorpora paralelismo.
Para lidiar con la α-conversio´n existen otras alternativas a la notacio´n de de Bruijn
y a la representacio´n localmente sin nombres explicadas en la Seccio´n 2.6. La lo´gica no-
minal [Pit03, GP02] es una de las ma´s usadas en la actualidad. La base sobre la que se
fundamenta esta lo´gica es que los predicados que describen propiedades sinta´cticas son
equivariantes, en el sentido de que su validez es invariante bajo el intercambio (swapping)
de nombres [Pit03].
La lo´gica nominal no so´lo presenta ventajas con respecto a los problemas planteados
por la α-conversio´n, adema´s esta´ implementada en Isabelle, por lo que puede utilizarse
este asistente de demostracio´n para estudiar propiedades relativas a ella. En nuestro ca-
so, optamos por la representacio´n localmente sin nombres porque, cuando iniciamos el
proceso de implementacio´n en Isabelle, la recursividad mutua de las declaraciones loca-
les pod´ıa presentar problemas, y porque el trabajo realizado por Charguera´ud [Cha11] e
implementado en Coq se ajustaba bastante bien a nuestras necesidades.
El trabajo de Cimini et al. [CMRG12] sobre sema´nticas operacionales estructurales
utiliza las te´cnicas de la lo´gica nominal. Dicho estudio trabaja con la nocio´n de bisi-
milaridad. Basa´ndose en las te´cnicas nominales introducidas por Pitts, Gabbay y Ur-
ban [GP99, UPG04], se desarrolla un entorno de trabajo para ca´lculos nominales llamado
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Nominal SOS (Nominal Structural Operational Semantics), que se aplica a la nocio´n de
bisimilaridad nominal. Posteriormente, utilizando Nominal SOS, formulan el λ-ca´lculo
perezoso y comprueban que coincide con el λ-ca´lculo original. Adema´s, demuestran que
la nocio´n de bisimilaridad nominal coincide con la nocio´n de bisimilaridad aplicativa de
Abramsky explicada en la Seccio´n 2.3.3.
3.4 Conclusiones
A lo largo de este cap´ıtulo se han ido mostrando los resultados que hemos obtenido
en esta tesis. Primero se han relacionado dos sema´nticas denotacionales, una esta´ndar y
otra de recursos. Esta relacio´n se establece mediante la relacio´n de similaridad entre los
valores de los dominios de definicio´n de ambas sema´nticas. Mientras que la solucio´n de
la ecuacio´n de dominios esta´ndar, D = [D → D]⊥, ya estaba construida, para relacionar
dichos valores, ha sido necesario construir previamente la solucio´n de la nueva ecuacio´n
de dominios E = [[C → E] → [C → E]]⊥, siguiendo los pasos de Abramsky comentados
en 2.3.2.
A continuacio´n, para relacionar la sema´ntica natural de Launchbury con su versio´n al-
ternativa hemos introducido dos sema´nticas intermedias: una sema´ntica con indirecciones,
y otra sin actualizacio´n de ligaduras. Hemos demostrado la equivalencia entre la versio´n
alternativa y la versio´n sin actualizacio´n, definiendo un preorden entre heaps, %I . Para
establecer esta relacio´n de indirecciones hemos definido previamente una serie de equiva-
lencias entre te´rminos y heaps. Adema´s, hemos realizado este estudio utilizando la notacio´n
localmente sin nombres, para lo cual hemos tenido que extender algunas de las definiciones
y propiedades ya existentes para esta notacio´n, para as´ı poder trabajar con un λ-ca´lculo
con declaraciones locales.
Finalmente, hemos considerado un modelo distribuido de un lenguaje con aplicaciones
paralelas. Para demostrar la correccio´n con respecto de una sema´ntica denotacional exten-
dida que dota de significado a las nuevas expresiones, hemos introducido dos sema´nticas
intermedias: una sema´ntica de 1-procesador y una extensio´n de la sema´ntica natural de
Launchbury. Hemos demostrado la consistencia entre la sema´ntica natural y su extensio´n;
la equivalencia entre la sema´ntica de 1-procesador y la extensio´n de la sema´ntica natu-
ral; y la correccio´n de la sema´ntica natural extendida con respecto de la extensio´n de la
sema´ntica denotacional.
A continuacio´n exponemos todos los resultados obtenidos que se han ido mostrando a
lo largo de este cap´ıtulo.
Construccio´n de la solucio´n inicial de la ecuacio´n E = [[C → E] → [C → E]]⊥,
donde C representa el dominio de los recursos.
Definicio´n de una relacio´n de similaridad entre los valores del dominio E y los valores
del espacio de funciones esta´ndar D = [D → D]⊥.
Aplicacio´n del resultado anterior para demostrar la equivalencia entre la sema´ntica
denotacional esta´ndar y la sema´ntica con recursos para un λ-ca´lculo perezoso.
Representacio´n localmente sin nombres del λ-ca´lculo extendido con declaraciones
locales recursivas.
Versio´n localmente sin nombres de las reglas de la sema´ntica natural de Launchbury
y su versio´n alternativa.
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Propiedades de los sistemas de reduccio´n (lemas de regularidad, introduccio´n y re-
nombramiento).
Relacio´n de equivalencia entre heaps que definen las mismas variables libres pero
cuyas clausuras pueden diferir en las variables libres indefinidas.
Preorden que relaciona dos heaps cuando el primero puede transformarse en el se-
gundo mediante la eliminacio´n de indirecciones (%I).
Extensio´n del preorden para pares (heap, te´rmino).
Equivalencia de ANS y NNS.
Definicio´n de una sema´ntica operacional distribuida para n procesadores.
Definicio´n de una sema´ntica operacional distribuida limitada a un u´nico procesador.
Sema´ntica natural extendida para la aplicacio´n paralela.
Consistencia entre la sema´ntica natural y su extensio´n.
Equivalencia entre la sema´ntica de un procesador y la extensio´n paralela.
Correccio´n de la sema´ntica natural extendida con respecto a una sema´ntica denota-
cional extendida.
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Cap´ıtulo 4
¿Que´ queda por hacer?
Co´mo ya se comento´ en el Cap´ıtulo 1, el objetivo inspirador de esta tesis era estudiar
la equivalencia entre distintas sema´nticas de un modelo distribuido. El estudio de distintas
sema´nticas operacionales y denotacionales y de las relaciones que hay entre ellas ha abierto
muchos caminos interesantes en los que seguir trabajando.
Este cap´ıtulo se centra en las l´ıneas de trabajo que se barajan a corto y medio plazo.
Por un lado, en el siguiente esquema se muestran en color rojo las equivalencias que que-



































Por otro lado, consideramos interesante implementar todo este estudio en un asistente de
demostracio´n, para as´ı obtener demostraciones formales con garant´ıa de correccio´n.
A continuacio´n, se exponen con ma´s detalle estas l´ıneas de investigacio´n: la Seccio´n 4.1
muestra una investigacio´n en desarrollo con la que se concluira´ la demostracio´n de equiva-
lencia entre las dos sema´nticas operacionales presentadas por Launchbury; la Seccio´n 4.2
muestra una via alternativa para establecer la equivalencia entre la sema´ntica natural de
Launchbury y su versio´n alternativa; a continuacio´n, en la Seccio´n 4.3, se comenta la posi-
ble extensio´n de los resultados obtenidos y en progreso al modelo distribuido; concluimos
con la Seccio´n 4.4, en la que se expone la implementacio´n de algunos de los resultados en
el asistente de demostracio´n Coq.
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4.1 Equivalencia NS y NNS (Publicacio´n WP1)
La primera tarea que queremos completar es la demostracio´n de la equivalencia entre
sema´ntica natural de Launchbury y la versio´n alternativa. Tal y como muestra el siguiente
diagrama, para concluir esta equivalencia queda por establecer la equivalencia entre la

















Este trabajo ya ha sido comenzado y esta´ en pleno desarrollo, pero no ha sido incluido
en el cuerpo principal de la tesis por estar au´n incompleto. A continuacio´n explicamos
escuetamente los pasos seguidos hasta el momento y que pueden verse con ma´s detalle en
el trabajo en progreso WP1, que aparece en el Ape´ndice B. El siguiente ejemplo muestra
las diferencias entre los heaps finales producidos al evaluar una expresio´n con las dos
sema´nticas involucradas.
Ejemplo 9 Conside´rese el te´rmino
t ≡ let abs (bvar 0 0), s, app (bvar 0 0) (bvar 0 1)
in app (app (app (bvar 0 1) (bvar 0 0)) (bvar 0 0)) (bvar 0 2)
donde
s ≡ let abs (bvar 0 0), abs (bvar 0 0), app (bvar 0 0) (bvar 0 1)
in app (bvar 0 0) (bvar 0 1)
Al evaluar dicha expresio´n con NS (⇓) y con NNS (⇓N ) en el contexto de un heap
vac´ıo, se obtienen respectivamente los siguientes resultados:
{ } : t
⇓
x0 7→ abs (bvar 0 0),
x1 7→ abs (bvar 0 0),
x2 7→ abs (bvar 0 0),
y0 7→ abs (bvar 0 0),
y1 7→ abs (bvar 0 0),
y2 7→ app (fvar y0) (fvar y1)
{ } : t
⇓N
x0 7→ abs (bvar 0 0),
x1 7→ s,
x2 7→ app (fvar x0) (fvar x1),
y0 7→ abs (bvar 0 0),
y1 7→ abs (bvar 0 0),
y2 7→ app (fvar y0) (fvar y1),
z0 7→ abs (bvar 0 0),
z1 7→ abs (bvar 0 0),
z2 7→ app (fvar z0) (fvar z1)
w ≡ abs (bvar 0 0)
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Por un lado, debido a la no actualizacio´n, con NNS se repiten los co´mputos de eva-
luacio´n de una variable cada vez que esta es demandada. De este modo, se incorporara´n
al heap varias veces las mismas ligaduras, au´nque con nombres distintos. Por otro lado,
las ligaduras que ya han sido evaluadas aparecen como tales en el heap obtenido con NS,
pero aparecen sin evaluar en el obtenido con NNS. Por ello, la relacio´n entre estos heaps se
establece en dos pasos: primero se eliminan aquellos grupos de ligaduras que sean “equi-
valentes”; y despue´s se comprueba que las variables que aparezcan ligadas a te´rminos sin
evaluar en NNS pero evaluados en NS en realidad evalu´an al mismo valor.
Para detectar los grupos que nos interesan para la primera fase, definimos una equiva-
lencia de contextos, ≈(x,y), en la que dos te´rminos t y t′ son equivalentes en los contextos
x e y si los te´rminos son iguales al cerrarlos en sus respectivos contextos. Utilizamos esta
nocio´n para eliminar grupos equivalentes. As´ı, dos pares (Γ : t) y (Γ′ : t′) estara´n rela-
cionados si al eliminar del primero un grupo equivalente a otro, el par obtenido (heap,
te´rmino) esta´ relacionado con (Γ′ : t′), tal y co´mo se indica en la siguiente definicio´n:
Definicio´n 1 Dados dos pares (heap, te´rmino) (Γ : t) y (Γ′ : t′), se dice que (Γ : t)
esta´ relacionado con (Γ′ : t′) mediante grupos, lo que denotamos por (Γ : t) %G (Γ : t), si
ello puede deducirse aplicando las siguientes reglas:
(Γ : t) %G (Γ : t)
t ≈(x,y) s x ∩ y = ∅ ((Γ, x 7→ t) : t)[x/y] %G (Γ′ : t′)
((Γ, x 7→ t, y 7→ s) : t) %G (Γ′ : t′)
En la definicio´n anterior, x 7→ t e y 7→ s representan dos grupos de ligaduras equiva-
lentes (t ≈(x,y) s). Aplicamos esta definicio´n a los heap del Ejemplo 9:
Ejemplo 10 Veamos que´ ocurre al eliminar el grupo z = [z0, z1, z2] del heap obtenido con
NNS en el Ejemplo 9.
x0 7→ abs (bvar 0 0),
x1 7→ s,
x2 7→ app (fvar x0) (fvar x1),
y0 7→ abs (bvar 0 0),
y1 7→ abs (bvar 0 0),
y2 7→ app (fvar y0) (fvar y1),
z0 7→ abs (bvar 0 0),
z1 7→ abs (bvar 0 0),
z2 7→ app (fvar z0) (fvar z1)
%G
x0 7→ abs (bvar 0 0),
x1 7→ s,
x2 7→ app (fvar x0) (fvar x1),
y0 7→ abs (bvar 0 0),
y1 7→ abs (bvar 0 0),
y2 7→ app (fvar y0) (fvar y1)
No´tese que el heap obtenido tras eliminar el grupo tiene el mismo dominio que el heap
obtenido con NS en el Ejemplo 9. uunionsq
Una vez eliminados todos los grupos equivalentes, los heaps obtenidos tienen el mismo
domino. Definimos entonces una relacio´n de actualizacio´n (update) sobre heaps, de forma
que dos heaps esta´n relacionados si y so´lo si tienen el mismo dominio y para cada variable
no evaluada en el primer heap que este´ evaluada en el segundo, el valor producido al
evaluar su te´rmino correspondiente en un contexto dado produce un valor “equivalente”
al valor ligado a la misma variable en el segundo heap.
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Definicio´n 2 Sean Γ,Γ′,∆ ∈ LNHeap. Se dice que Γ esta´ relacionado con Γ′ mediante
update en el contexto de ∆, y lo denotamos por Γ ∼∆U Γ′, si ello puede deducirse aplicando
las siguientes reglas:
Γ ∼∆U Γ
Γ ∼∆U Γ′ ∆ : t ⇓N Θ : w (Θ : w) %G (∆ : w′) t /∈ Val
(Γ, x 7→ t) ∼∆U (Γ′, x 7→ w′)
Nos interesa el caso en el que el contexto de evaluacio´n es el heap sin actualizar. Por ello,
cuando no se especifica el contexto nos referimos siempre al primer heap; es decir, Γ ∼U Γ′,
si Γ ∼ΓU Γ′, y entonces decimos que Γ esta´ relacionado mediante update con Γ′.
Esta definicio´n la extendemos a pares (heap, te´rminos) en la forma siguiente:
Γ ∼∆U Γ′
(Γ : t) ∼∆U (Γ′ : t)
Γ ∼∆U Γ′ ∆ : t ⇓N Θ : w (Θ : w) %G (∆ : w′) t /∈ Val
(Γ : t) ∼∆U (Γ′ : w′)
Combinando las relaciones de grupo y actualizacio´n se obiene la relacio´n de grupo-
actualizacio´n sobre pares (heap, te´rmino), %GU :
(Γ : t) %G (∆ : s) (∆ : s) ∼U (Γ′ : t′) ok Γ ok Γ′ lc t lc t′
(Γ : t) %GU (Γ′ : t′)
Para completar este trabajo queda por demostrar el teorema de equivalencia, que indica
que partiendo del mismo par (heap, te´rmino) los pares obtenidos al evaluar entre NS y NNS
esta´n relacionados mediante la relacio´n de grupo-actualizacio´n. Prevemos que, a semejanza
de lo ocurrido para la equivalencia con NNS y ANS (Seccio´n 3.1.2), sera´ necesaria una
generalizacio´n para poder aplicar la induccio´n sobre las reglas sema´nticas, y sin duda
varios lemas auxiliares.
4.2 Equivalencias entre NS y INS y entre INS y ANS
La equivalencia entre NS y ANS quedar´ıa probada con el resultado principal de la
publicacio´n P3 y el resultado que queda por probar de la seccio´n anterior. Au´n as´ı, con-
sideramos interesante cerrar el diagrama entre las cuatro sema´nticas operacionales, y de-
mostrar as´ı la equivalencia entre la sema´ntica natural y la alternativa tomando el camino
en el que participa la sema´ntica natural con indirecciones (INS), sin tener en cuenta los
resultados obtenidos al considerar la sema´ntica sin actualizacio´n (NNS).
Al igual que en la otra parte del diagrama, haremos el estudio en dos pasos. Por un lado,
desarrollamos la equivalencia entre la sema´ntica natural con indirecciones y la sema´ntica
alternativa. Siendo la regla variable la u´nica regla sema´ntica en la que difieren, prevemos
que sea un estudio muy similar al que estamos realizando entre la sema´ntica natural y su
versio´n sin actualizacio´n. Por otro lado, esperamos que la demostracio´n de la equivalencia
entre la sema´ntica natural y su versio´n con indirecciones sea parecida a la ya realizada
para la sema´ntica alternativa y aquella que no tiene actualizaciones (Seccio´n 3.1.2). Sin
embargo, se ha de tener en cuenta que, al haber actualizacio´n de clausuras, algunas de
las indirecciones podr´ıan perder su forma. Por ello, tendremos que estudiar no so´lo co´mo
eliminar indirecciones, sino tambie´n aquellas ligaduras que sean “redundantes” por estar
ligadas a los mismos valores.
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4.3 Extensio´n al modelo distribuido
Una vez finalizada la parte del ca´lculo secuencial, pretendemos extender los resulta-
dos al modelo distribuido. Al efecto sera´ neceserario definir una versio´n alternativa de la
sema´ntica natural extendida (ENS) analizando si es necesario incluir indirecciones cuando
se trabaja con aplicaciones paralelas. Igualmente habra´ que definir una sema´ntica de-
notacional de recursos para esta extensio´n. Para demostrar la correccio´n y adecuacio´n
de estas habra´ que demostrar primero la equivalencia entre las versiones extendidas de
las sema´nticas denotacionales utilizando una relacio´n de “similaridad”, para despue´s de-
mostrar la equivalencia entre las sema´nticas operacionales extendidas. Posiblemente sea
necesario definir unas sema´nticas intermedias que corresponder´ıan a las versiones extendi-
das de la sema´ntica natural de indirecciones y de no actualizacio´n. Previo al estudio de las
equivalencias, sera´ necesario expresar el lenguaje y las reglas sema´nticas con la notacio´n
localmente sin nombres.
4.4 Implementacio´n en Coq (Publicacio´n WP2)
Aunque sigue habiendo detractores, son bien conocidas las ventajas que ofrecen hoy en
d´ıa los demostradores automa´ticos y los asistentes de demostracio´n cuando nos referimos
a la fiabilidad de las demostraciones. Desde un primer momento tuvimos claro que utilizar
alguno de los asistentes de demostracio´n existentes (algunos de los ma´s importantes han
sido nombrados en la Seccio´n 2.7) era fundamental en este estudio.
Hace an˜os empezamos trabajando con Isabelle, pero desafortunadamente en aquellos
momentos el paquete de Nominal Isabelle estaba en sus inicios y la recursio´n mutua de
las declaraciones locales del lenguaje con el que trabajamos pod´ıa dar problemas. Sin el
uso del citado paquete, hab´ıa que trabajar utilizando la notacio´n de de Bruijn y ya se han
comentado en la Seccio´n 2.6.1 las desventajas de esta notacio´n.
El hecho de que Coq aceptara en esos momentos definiciones de tipo inductivo, lo que
nos permitir´ıa trabajar con las declaraciones locales recursivas, y que ya hubiera trabajos
en Coq utilizando la notacio´n localmente sin nombres [Cha11], nos hizo inclinarnos a favor
de este segundo asistente.
Aunque el lenguaje que utilizamos tiene las aplicaciones restringidas a variables (Fi-
gura 3.2), al utilizar Coq nos resulto´ ma´s sencillo trabajar con aplicaciones de te´rminos
a te´rminos. Para ampliar el trabajo de Charge´raud [Cha11], empezamos ampliando la de-
finicio´n del lenguaje con declaraciones locales recursivas, que son representadas mediante
una lista de te´rminos:
Inductive trm : Type :=
| t bvar : nat− > nat− > trm
| t fvar : var− > trm
| t abs : trm− > trm
| t app : trm− > trm− > trm
| t let : L trm− > trm− > trm
with L trm :=
| nil Lt : L trm
| cons Lt : trm− > L trm− > L trm.
Al comprobar la definicio´n del principio de induccio´n resulto´ que la induccio´n esta´ndar
que define Coq no se transmite a las listas de te´rminos. A continuacio´n mostramos esta
induccio´n, en la que se observa que al llegar a las declaraciones locales la propiedad so-
lamente se comprueba en el te´rmino principal y no en los te´rminos que representan las
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declaraciones locales:
trm ind : forall P : trm − > Prop,
(forall n n0 : nat, P (trm bvar n n0)) − >
(forall v : var, P (trm fvar v)) − >
(forall t : trm, P t − > P (trm abs t)) − >
(forall t : trm, P t − > forall t0 : trm, P t0 − > P (trm app t t0)) − >
(forall (l : L trm) (t : trm), P t − > P (trm let l t)) − >
forall t : trm, P t
Por ello, y puesto que en nuestro caso es imprescindible que las declaraciones locales
tambie´n verifiquen la induccio´n, redefinimos el principio de induccio´n con dos propiedades
(P para los te´rminos y P0 para las listas) que son mutuamente recursivas:
trm ind2 forall (P : trm − > Prop) (P0 : L trm − > Prop),
(forall n n0 : nat, P (trm bvar n n0)) − >
(forall v : var, P (trm fvar v)) − >
(forall t : trm, P t − > P (trm abst)) − >
(forall t : trm, P t − > forall t0 : trm, P t0 − > P (trm app t t0)) − >
(forall l : L trm, P0 l − > forall t : trm, P t − > P (trm let l t)) − >
P0 nil Ltrm − >
(forall t : trm, P t − > forall l : L trm, P0 l − > P0 (cons Ltrm t l)) − >
forall t : trm, P t
Una vez subsanados los problemas provocados por la definicio´n del principio de induc-
cio´n, extendimos las definiciones de apertura, cierre, substitucio´n y variables libres de un
te´rmino. Puesto que la definicio´n de te´rminos es una definicio´n mutuamente recursiva en
la que para construir un te´rmino se requieren listas de te´rminos, y para construir las listas
se requieren te´rminos, todas esta´s definiciones hay que hacerlas simulta´nemente para los
te´rminos y las listas. Aqu´ı mostramos como ejemplo so´lo la de clausura en un nivel k:
Fixpoint close rec (k : nat) (vs : list var) (t : trm) {struct t} : trm :=
match t with
| t bvar i j => t bvar i j
| t fvar x => if (search var x vs)
then (t bvar k (pos elem x vs 0))
else (t fvar x)
| t abs t1 => t abs (close rec (S k) vs t1)
| t app t1 t2 => t app (close rec k vs t1) (close rec k vs t2)
| t let ts t => t let (close L rec (S k) vs ts)(close rec (S k) vs t)
end
with close L rec (k : nat) (vs : list var) (ts : L trm) {struct ts} : L trm :=
match ts with
| nil Lt => nil Lt
| cons Lt t ts => cons Lt (close rec k vs t) (close L rec k vs ts)
end.
Igualmente, el predicado de clausura local ha de hacerse simulta´neamente sobre te´rmi-
nos y listas de te´rminos:
Inductive lc : trm − > Prop :=
| lc var : forall x, lc (t fvar x)
| lc app : forall t1 t2, lc t1 − > lc t2 − > lc (t app t1 t2)
| lc abs : forall L t, (forall x, x /∈ L − > lc (open t (cons x nil))) − > lc (t abst)
| lc let : forall L t ts, (forall xs, xs /∈ L − > (lc list (opens (cons Lt t ts) xs)))
− > lc (t let ts t)
with lc list : L trm − > Prop :=
| lc list nil : lc list (nil Lt)
| lc list cons : forall t ts, lc t − > lc list ts − > lc list(cons Lt t ts).
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Posteriormente avanzamos definiendo las ligaduras, los heaps, funciones sobre los heaps
(como el dominio, los nombres, la sustitucio´n de nombres y el predicado de heaps bien de-
finidos comentados en la Seccio´n 3.1.2). Au´n as´ı, estas definiciones tienen que ser revisadas
ya que parece que no son las ma´s adecuadas para la definicio´n de las reglas sema´nticas y las
posteriores demostraciones. La definicio´n de heap se ha dado como conjunto de ligaduras,
pero algunos expertos en Coq nos han indicado que quiza´ ser´ıa ma´s conveniente hacer-
lo mediante una funcio´n parcial. Por ello habra´ que indagar las diferencias entre ambas
definiciones y las ventajas e inconvenientes que pueda tener cada me´todo.
Esta parte de la investigacio´n ha sido aplazada para ser retomada posteriormente.
Trabajar con asistentes de demostracio´n es complejo y demostraciones que en la´piz y
papel parecen sencillas, pueden convertirse en algo muy complicado. Era imprescindible
dedicarle un tiempo del que no dispon´ıamos en el momento en el que se comenzo´ a elaborar
este trabajo y que esperamos poder tener en el futuro. Por ello, al igual que la publicacio´n
WP1 descrita en la Seccio´n 4.1, WP2 no forma parte del nu´cleo de la tesis.
Ciertamente au´n queda camino por recorrer pero lo ya hecho y expuesto en el Cap´ıtulo 3
tiene la suficiente entidad (unidad, dificultad, volumen, claridad y representatividad) como
para dar lugar a la Tesis doctoral que presentamos aqu´ı.
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Part II




What, why and how?
When several semantics are defined for a programming language, these semantics
should be equivalent, in the sense that equivalent meanings are given for each program
written in the language. Hidalgo-Herrero, in her PhD thesis [Hid04], defined an opera-
tional and a denotational semantics for Jauja, a simplification of Eden [BLOP96]. This
language has two differentiated parts:
a lazy λ-calculus; and
coordination expressions.
The initial purpose of this thesis was to prove the equivalence between the seman-
tics defined by Hidalgo-Herrero. But this goal turned out to be too ambitious, since the
coordination expressions of Jauja complicated considerably the task of proving the equiv-
alence between a small-step operational semantics and a continuation-based denotational
semantics. Therefore, the final target of this thesis is to give the first steps in proving the
desired equivalence.
For a start, we have based our work on Launchbury’s ideas [Lau93] to prove the
equivalence between a big step natural semantics and a standard denotational semantics
defined for a λ-calculus extended with local declarations. We have extended the λ-calculus
used by Launchbury with a parallel application. This expression gives rise to the creation
of new processes and the communication between them. In order to define the meaning
of the new expression and the new identifiers (for channels) we have extended the natural
semantics. These extensions had to be consistent with Launchbury’s and with Hidalgo-
Herrero’s definitions.
We can differentiate two parts in this thesis: one is dedicated to a distributed model
formed by several processes that interact between them; the other part focuses on a one
processor model.
Paradoxically, the study of the distributed model has led to a deeper examination of
the one processor model, where we have two parts: in the first one we studied the charac-
teristics and relations between denotational semantics; in the second one we analyzed the
properties and relations of several operational semantics.
During the research we have found a number of problems that we have solved. Some
parts of this thesis are the consequence of the absence of detailed proofs in [Lau93]. Al-
though Launchbury gave some intuitive ideas, its development is more complex than ex-
pected and rule induction is insufficient. Since several works for some results [BKT00,
HO02, NH09, Ses97, vEdM07] are based on Launchbury’s study, we considered very im-
portant to formalize those results.
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The notation for representing the expressions of a language can facilitate or complicate
the formalization of proofs. Working with a λ-calculus usually gives problems related
with the α-conversion. Several techniques have been developed to avoid them: the de
Bruijn notation [dB72], the locally nameless representation [Cha11] or the techniques of
the nominal logic [Pit13]. We have worked with the second option in some of the articles
that form this thesis.
Summarizing, we have studied different semantics and techniques for the representation
of terms of a λ-calculus with local declarations in order to establish the equivalence between
some semantics of a distributed model.
1.1 Objectives
The main purpose of this thesis is:
to begin with the proof of the equivalence between the semantics for Jauja given
in [Hid04].
In order to achieve this, we focus on the following targets:
to extend the λ-calculus with a parallel application, i.e., to introduce explicit paral-
lelism;
to define for this extension different operational and denotational semantic models
(for one and for several processors);
to study the relation between the defined semantic models, that is, to formalize the
equivalence between the semantics defined in the previous step;
to formalize the missing proofs in [Lau93], particularly the equivalence between a
standard denotational semantics and a resourced denotational semantics, and be-
tween Launchbury’s natural semantics and its alternative version.
1.2 Summary
This thesis is composed by a collection of publications. In order to understand the
relation between these publications and to facilitate its reading, we have written this
introduction and three additional chapters. We explain in Chapter 2 some preliminary
concepts useful to understand the material presented in the publications. Chapter 3
is dedicated to the obtained results. All these results are detailed in the publications,
therefore the purpose of this chapter is only to give an intuitive idea of them. Each section
of the chapter is related with one or more publications, and this is explicity indicated.
We also show in this chapter some of the related work. Future work is presented in
Chapter 4. This is divided in four sections where we explain different future research lines
and how much we have already done. Finally, Chapter 5 includes the main publications
that compose the thesis:
P1: Relating function spaces to resourced function spaces [SGHHOM11].
P2: A Locally Nameless Representation for a Natural Semantics for Lazy Evalua-
tion [SGHHOM12b].
P3: The Role of Indirections in Lazy Natural Semantics [SGHHOM14b].
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P4: An Operational Semantics for Distributed Lazy Evaluation [SGHHOM10].
We have included two appendices. Appendix A contains two technical reports with ex-
tended versions of publications P2 and P3. In these extensions can be found detailed
proofs of the results in the corresponding publications.
TR1: A locally nameless representation for a natural semantics for lazy evalua-
tion [SGHHOM12c].
TR2: The role of indirections in lazy natural semantics [SGHHOM13].
To conclude, we show two works in progress in Appendix B. First steps have been com-
pleted on these works, but further development has been postponed for several reasons:
WP1: Launchbury’s semantics revisited: On the equivalence of context-heap seman-
tics [SGHHOM14a].
WP2: A formalization in Coq of Launchbury’s natural semantics for lazy evalua-
tion [SGHHOM12a].
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Chapter 2
What was done?
We explain in this chapter some concepts developed by others and that are used in
this thesis.
2.1 Programming languages
Every language is composed by a syntax and a semantics. The syntax shows how to
build correct expressions, while the semantics gives meaning to them. This applies also to
programming languages: the syntax determines how to build programs, and the semantics
expresses how they behave when they are executed in a computer.
In the case of programming languages, formal semantics prevent ambiguities, i.e., each
term has a unique meaning.
2.1.1 Functional Programming Languages
There are several programming paradigms. In the imperative one programmers define
step by step how to solve a problem even when the procedure differs from the initial math-
ematical definition. Functional programming languages have a higher level of abstraction.
Let us consider a simple example. The mathematical definition to calculate the nth
power of a number is:
x0 = 1
xn+1 = x · xn
In an imperative language as C the expression to represent the nth power is:
int power(int x, int n);
{
int i = 1;
int result = 1;
while (i <= n)
{





While in a functional language like Haskell, the definition is:
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power x 0 = 1
power x n = x ∗ power x (n− 1)
Usually functional programming languages are considered to be less efficient than im-
perative ones. Barendregt and Barendsen explain in [BB00] that Von-Neumann archi-
tecture is based on the Turing machine. Imperative programming languages follow a
sequence of instructions that are close to this architecture. However, functional program-
ming languages are more efficient in reduction machines, which are created to execute
these languages based in the λ-calculus. The lost of efficiency of functional program-
ming languages is due to the fact that most computers have a Von-Neumann architecture.
For this reason, lots of studies about functional languages have been devoted to develop
efficient implementations of functional programming languages, and nowadays the execu-
tion time of these languages is competitive. Moreover, functional languages offer some
advantages such as a higher level of abstraction, a shorter code, no side effects, easy de-
bugging, concurrency, hot code deployment, natural recursion, etc. Thus, at the present
time functional programming is not only restricted to the academic context. For instance
Haskell is used in Intel, Deutsche Bank and even in Facebook and Google [has14a], while
Erlang [erl14a] is used in Whatsapp [wha14], Facebook and T-Mobile [erl14b].
2.1.2 Evaluation strategies
Expressions in functional programming languages are evaluated by the reduction of
subexpressions. Depending on the reduction order of redexes (reduction expressions),
different evaluation strategies are obtained. They can be classified into two groups: the
first one refers to those strategies where the evaluation of arguments is done before applying
the function although they may not be required (eager evaluation); the second one refers
to the strategies where the arguments are only evaluated if they are needed to continue
with the computation (lazy evaluation).
In this thesis we use the following evaluation strategies (as defined in [Rea89]):
Call-by-value: It is an eager strategy where the arguments are evaluated before the
function’s body;
Call-by-name: It is an strategy of the second group where the argument (that has not
been evaluated) is replaced in the function’s body which is then evaluated. Although
some expressions may be evaluated several times, if they are not required, they will
not be evaluated at all;
Call-by-need : It is a lazy strategy but more efficient than call-by-name since the
value of an expression is stored and shared. Therefore, expressions are evaluated at
most once.
2.1.3 Parallel functional languages
The development of parallel and distributed machines leads to the search of program-
ming languages that facilitate parallel programming. Imperative languages are useful for
this purpose, but synchronization and communication are treated in a very low level of
abstraction. By contrast, functional languages present some advantages, as we have seen
in Section 2.1.1.
Loogen [Loo99] classifies the parallelism in functional programming languages into
three groups, depending on the allowance of the programmer to establish where parallelism
has to be performed:
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Implicit parallelism: This is inherent in the reduction semantics. Independent re-
dexes can be reduced in an arbitrary order. Therefore, they can be reduced in
parallel. It is related to the automatic parallelization of functional programming
languages.
Controlled parallelism: The programmer adds some annotations indicating to the
compiler where parallelism could be performed. High level parallel constructions are
used, such as skeletons [Col89] or evaluation strategies [THLP98].
Explicit parallelism: The programmer establishes which expressions must be com-
puted in parallel. Some languages, such as Haskell [Pey03] or ML [MTH90], have
extensions to deal with explicit process creation, communication and synchronization
between processes.
The functional programming language Haskell [Pey03, has14b] has been the origin of
several parallel and distributed versions [TLP03]. Haskell follows a lazy evaluation strat-
egy (Section 2.1.2); since expressions are evaluated under demand, parallelism is restricted.
The parallel versions of Haskell eliminate some laziness either by speculative computa-
tions, i.e., allowing the evaluation of non-demanded parts (for instance in GpH [THLP98]
with the operator par), or by introducing strictness, i.e., forcing the evaluation of ex-
pressions before the result is needed (for instance the operator seq in GpH [THLP98])
.
2.1.4 The functional parallel language Eden
This thesis focuses on some properties of the kernel of the functional parallel language
Eden [BLOP96, LOP05, ede14]. Eden is an extension of Haskell with some syntactic
constructs for explicit process specification and creation, which provide enough control to
implement parallel algorithms. It also introduces automatic communication via streams.
The main characteristics of Eden are:
Process abstractions: Expressions that define the general behavior of a process in a
functional way.
Process creations: Applications of the process abstractions to a group of expressions.
These expressions produce the values of the input channels of the new process.
Communication between processes: It is asynchronous and implicit, since the trans-
mission of messages is not explicitly made by the programmer. Communications can
be of just one value, or of several values through a stream.
The constructions of Eden also model reactive systems:
Dynamic channel creation: This allows to break the hierarchy between processes.
That is, in addition to communications between father and child processes, they are
also between any pair of processes.
Non-determinism: To model many-to-one communications, a special process ab-
straction merges several streams into one in a non-deterministic way.
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2.2 Programming Language Semantics
In the preface of [Win93], Winskel explains that giving a formal semantics to a pro-
gramming language lies in building a mathematical model. Formal semantics allow us to
understand and to reason about programs behavior.
2.2.1 Formal semantics
There are different types of formal semantics. In this thesis we use two types of them:
Operational: An operational semantics describes the meaning of a program in
terms of how it is executed by an abstract machine. It focuses on both the final
value and how this value is obtained. They are classified into two groups: small
step semantics, which detail how computations are performed step by step, and big
step semantics or natural semantics, which describe how the final value is directly
obtained.
Denotational: A denotational semantics gives meaning to programs through
mathematical objects, which are called denotations. For its definition, the first task
is to find some mathematical object representing the effect of a program. So that the
semantics describes the function computed by the program, but it is not concerned
in how this is done. The denotation of a term is obtained by the composition of the
denotations of the subterms. This semantics has a higher level of abstraction than
the operational semantics, and hence it is useful to study the equivalence between
programs. The steps to define a denotational semantics are: to define a space of
meanings, to give to each constant of the language a meaning in this space, to define
for each constructor in the language a semantic function over the space of meanings,
and finally, to define the main semantic function corresponding to the semantic value
of each program.
When two (or more) formal semantics are defined for the same language, it must
be proved that they are equivalent. When dealing with operational and denotational
semantics, this equivalence is usually expressed in terms of correctness and computational
adequacy:
Correctness: An operational semantics is correct with respect to a denotational
one, if the operational reduction preserves the denotational meaning of terms and
only the meaning of the contexts of evaluation is modified.
Computational adequacy: The computational adequacy of an operational se-
mantics with respect to a denotational semantics establishes that whenever the de-
notation of some term is defined then there exists an operational reduction for this
term.
In this thesis we work with several operational and denotational semantics of a func-
tional programming language, and we study the relation between them.
2.3 Function spaces
As it is explained in [Win93], comparing programs that are written in different pro-
gramming languages can be very complex if operational semantics are involved. The
reason is that they deeply depend on the syntax of the language. However, denotational
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semantics give a more abstract meaning to the expressions, whose values are in a function
space.
Abramsky and Jung, in [AJ94], introduced the two main problems that give rise to
the domain theory [Sco73]: Least fixpoints as meanings of recursive definitions and re-
cursive domain equations. Abramsky [Abr91] also explained how domain theory, that
was introduced by Scott, have been studied during the years, specially its applications to
denotational semantics.
2.3.1 Basic concepts
We recall some important concepts of the domain theory. The following definitions are
extracted from the book on formal semantics of programming languages [Win93].
A partial order is a set P on which a binary relation v has been defined; this relation
must be reflexive, transitive and antisymetric. For a partial order (P,v) and subset
X ⊆ P , p ∈ P is an upper bound of X if and only if ∀q ∈ X . q v p. Say p ∈ P is a least
upper bound (lub) of X (
⊔
X) if and only if p is an upper bound of X, and for all upper
bounds q of X, p v q.
A partial order (P,v) is a complete partial order (cpo) if any increasing chain of
elements of P (d0 v d1 v · · · v dn v . . . ) has a least upper bound (
⊔
n dn) in P . We say
(P,v) is a cpo with bottom if it is a cpo with a least element, ⊥.
A function f : D → E between cpos (D,vD) and (E,vE) is monotonic if and only
if ∀d, d′ ∈ D . d vD d′ ⇒ f(d) vE f(d′). Such a function is continuous if and only
if it is monotonic and for every chain (d0 v d1 v · · · v dn v . . . ) in D, the lub of








Let f : D → D be a continuous function on a cpo (D,vD). A fixed point of f is an
element d of D such that f(d) = d.
Kleene fixed point theorem. Let f : D → D be a continuous function on a cpo with




1. fix(f) is a fixed point of f , i.e., f(fix(f)) = fix(f);
2. If f(d) = d then fix(f) v d.
Thus fix(f) is the least fixed point of f .
Let (D,vD) and (E,vE) be two cpos. The function space [D → E] is given by the
elements of {f |f : D → E is continuous} ordered point by point by f v g def= ∀d ∈
D.f(d) v g(d). Thus, the function space is a cpo and for each chain f0 v f1 v · · · v fn v







2.3.2 Construction of the initial solution
The pure λ-calculus does not correspond completely to the semantics of lazy functional
languages. There are two types of elements: convergent elements and divergent ones.
Convergent elements are those whose evaluation leads to functions from D in D (where
D is a suitable domain for values), while divergent elements are those whose evaluation
never ends. Abramsky in [Abr90] refers to this fact, and he establishes a theory based on
applicative transition systems where these elements are distinguished. He introduces the












Figure 2.1: First three levels of the function space [D → D]⊥
domain equation D = [D → D]⊥, where [D → D]⊥ corresponds with the space of the
continuous functions from D in D where a minimum element (⊥) has been added. This
equation has a non-trivial initial solution that models the lazy functional languages. The
construction of this initial solution is detailed in [AO93]. We resume here the main steps
of this construction.




 D such that i ◦ j v idE and j ◦ i = idD, where
i stands
for an injection and
j
 for a projection.
The construction of the function space is done by levels, with D0
def
= {⊥} and Dn+1 def=
[Dn → Dn]⊥. For each consecutive level we can construct the continuous functions Dn
in
Dn+1
jn Dn, where 〈in, jn〉 is an embedding.
The first level is a unique element domain, as the definition of D0 indicates. The
second level is formed by two elements: the undefined element ⊥D1 , and the continuous
function d1 from {⊥D0} to {⊥D0}. The third level has four elements: one is the undefined
element ⊥D2 , and the others are three continuous functions from D1 en D1. Recall that
D1 has two elements, ⊥D1v d1, therefore the three functions are d20, d21 and d22, verifying
d20(⊥D1) =⊥D1v d20(d1) =⊥D1 , d21(⊥D1) =⊥D1v d21(d1) = d1 and d22(⊥D1) = d1 v
d22(d1) = d1, respectively. These three levels are represented in Figure 2.1.
There is a generalization of the embeddings that allows us to move from level k to
level n throughout the injection ikn and the projection jnk. Notice that these functions
are not inverse to each other. When we pass from a lower level to an upper one through
an injection, we search for a value in the upper level whose projection corresponds to the
value in the lower level. Since the upper level has more information than the lower level,
there are several values that verify this condition. The most undefined value is chosen.
Therefore, ikn ◦ jnk v idn and jnk ◦ ikn = idk. This property is inherited from the
embeddings of consecutive levels. Figure 2.2 shows this situation for n > k.
Notice that 〈Dn, jn〉n∈ω is an inverse system of cpo’s and D = lim←〈Dn, jn〉n∈ω,
i.e., D is the inverse limit. The initial solution is identified as D = {〈xn : n ∈ ω〉 :
xn ∈ Dn ∧ jn(xn+1) = xn}. ψn denotes the projection j∞n : DDn, and φn denotes the
injection in∞ : DnD. Abramsky and Ong [AO93] regard each Dn as a subset of D; i.e.,
if x ∈ Dn then φn(x) = x ∈ D, and if x ∈ D then ψn(x) = xn ∈ Dn. Thus D =
⋃
nDn.
The denotational values are defined over the function space D = [D → D]⊥.










Figure 2.2: Injections and projections between levels
λx.P ⇓ λx.P
M ⇓ λx.P P [x := Q] ⇓ N
M Q ⇓ N
Figure 2.3: Binary relation in Λ0
2.3.3 Applicative bisimulation
To explain the concept of applicative bisimulation defined in [Abr90], we consider a
λ-calculus where the closed λ-terms, represented by Λ0, stand for programs and the λ-
abstractions for values. A binary relation ⇓ ⊆ Λ0 × Λ0 is defined, and its rules are shown
in Figure 2.3. A term M converges, denoted by M ⇓, if there exists a term N such
that M ⇓ N , and a term M diverges otherwise. That is, a term either converges to a
λ-abstraction, or diverges.
This definition is the basis for the applicative bisimulation. Abramsky and Ong
in [AO93] explain that to determine the convergence of a term, one have to observe the
behavior of the term at each level. Let M be a closed term. In the first level we can only
see if it converges to an abstraction λx.M1. If the answer is affirmative, we pass N1 as
the argument of the function and we observe if the obtained expression converges, i.e. if
M1[x := N1] is convergent. We keep on performing this once and again.
A sequence of binary relations, 〈vBk : k ∈ N〉, are defined over Λ0:
∀M,N . M vB0 N .
M vBk+1 N
def
= M ⇓ λx.P ⇒ (N ⇓ λx.Q ∧ ∀R ∈ Λ0.P [x := R] vBk Q[x := R]).
M vB N def= ∀k ∈ N . M vBk N .
Notice that at level 0 all the closed terms are related. We can only observe if a term
reduces to a λ-abstraction, but the body of this λ-abstraction is not observable. Therefore,
the only way to have some information about the body is to study how the function behaves
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x ∈ Var
e ∈ Exp ::= x | λx.e | (e x) | let {xi = ei}ni=1 in e
Figure 2.4: Restricted syntax of the extended λ-calculus
(λx.e)∗ = λx.(e∗)
x∗ = x




(e∗1) e2 if e2 is a variable
let y = (e∗2) in (e∗1) y otherwise,
where y is a fresh variable
Figure 2.5: Normalization of the extended λ-calculus
when an argument is applied. Two convergent terms are related in any other level, if when
the same argument is passed to them, the obtained terms are related in the previous level.
Finally, two terms are related if they are related in each level.
2.4 Natural semantics for lazy evaluation
The lazy natural semantics (call-by-need, see Section 2.1.2) presented by Launchbury
in [Lau93] had a great impact in the functional paradigm. The work has been frequently
cited and it has been the basis of other studies and extensions [BKT00, HO02, NH09, Ses97,
vEdM07]. In Launchbury’s natural semantics, expressions are evaluated in a context. The
context is represented as a set of pairs (variable/expression) where all the information is
shared. Moreover, the pairs are updated as expressions are substituted by their values
when they are computed. This is how laziness is modeled.
Launchbury defines the semantics of an untyped λ-calculus with recursive local decla-
rations (see Figure 2.4). A process of normalization is applied to the expressions of this
calculus:
The first step is an α-conversion, where all the bound variables (inside an abstraction
or a local declaration) are renamed with fresh names. In this way, all the local
variables have distinct names.
During the second step the arguments in applications are changed to variables as it
is shown in Figure 2.5. This is represented by e∗.
This normalization process simplifies the definition of the operational semantics rules
since the use of distinct names makes the context of application irrelevant, and the re-
striction on applications prevents from introducing new closures in the semantics.
The judgements of Launchbury’s natural semantics are of the form
Γ : e ⇓ ∆ : w,
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Lam Γ : λx.e ⇓ Γ : λx.e App Γ : e ⇓ Θ : λy.e
′ Θ : e′[x/y] ⇓ ∆ : w
Γ : (e x) ⇓ ∆ : w
Var
Γ : e ⇓ ∆ : w
(Γ, x 7→ e) : x ⇓ (∆, x 7→ w) : wˆ Let
(Γ, {xi 7→ ei}ni=1) : e ⇓ ∆ : w
Γ : let {xi = ei}ni=1 in e ⇓ ∆ : w
Figure 2.6: Natural semantics
[[λx.e]]ρ = Fn(λν.[[e]]ρunionsq{x 7→ν})
[[e x]]ρ = ([[e]]ρ)↓Fn ([[x]]ρ)
[[x]]ρ = ρ(x)
[[let x1 = e1 . . . xn = en in e]]ρ = [[e]]{{x1 7→e1...xn 7→en}}ρ
Figure 2.7: Denotational Semantics
that is, an expression e, which is evaluated in the context heap Γ, reduces to a value w
in the context heap ∆. Heaps are partial functions from variables to expressions. x 7→ e
denotes a binding, i.e., a pair (variable, expression). Values (w ∈ Val) are expressions in
weak-head-normal-form (whnf), i.e., they are λ-abstractions. The semantic rules are shown
in Figure 2.6. During the evaluation of an expression, new bindings can be added to the
heap (rule Let). Some existing bindings can be modified by updating the expressions with
the calculated values (rule Var). Rule Lam indicates that values reduce to themselves
without modifying the context of evaluation. In rule Var an α-conversion of the final
value is needed, this is represented by wˆ. This renaming avoids name clashes and it is
justify by Barendregt variable convention [Bar84]. Rule App reduces first the term e to a
λ-abstraction and afterwards the application is performed by a β-reduction; the obtained
expression is then evaluated. Finally, rule Let shows how local declarations are evaluated:
The local declarations are added to the heap and the body of the expression is evaluated in
the new context. Notice that, due to the previous normalization process, no name clashes
occur when these variables are introduced in the heap.
Launchbury also gives a denotational meaning to the expressions using Abramsky’s
model [Abr90]. The semantic function is:
[[−]] : Exp → Env → Value
where Exp contains the expressions of the calculus (Figure 2.4), Value is an appropriate
domain satisfying the equation Value = [Value → Value]⊥ (that has been explained in
Section 2.3), and Env is the set of evaluation environments of the free variables. The
environments are functions from variables to values, that is,
ρ ∈ Env = Var → Value.
The denotational clauses are shown in Figure 2.7, where a function that relates heaps and
environments is used:
{{−} : Heap → Env → Env .
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Var
(Γ, x 7→ e) : eˆ ⇓ ∆ : w
(Γ, x 7→ e) : x ⇓ ∆ : w App
Γ : e ⇓ Θ : λy.e′ (Θ, y 7→ x) : e′ ⇓ ∆ : w
Γ : (e x) ⇓ ∆ : w
Figure 2.8: Alternative natural semantics
N [[e]]σ ⊥ = ⊥
N [[λx.e]]σ (S k) = Fn(λν.N [[e]]σunionsq{x 7→ν} )
N [[e x]]σ (S k) = (N [[e]]σ k)↓Fn (N [[x]]σ ) k
N [[x]]σ (S k) = σ x k
N [[let x1 = e1 . . . xn = en in e]]σ (S k) = N [[e]]µσ′ (σunionsqx1 7→N [[e1]]σ′ unionsq···unionsqxn 7→N [[en]]σ′ ) k
Figure 2.9: Resourced denotational semantics.
This function captures the recursion generated by the local declarations. It is defined by:
{{x1 7→ e1 . . . xn 7→ en}}ρ = µρ′.ρ unionsq (x1 7→ [[e1]]ρ′ . . . xn 7→ [[en]]ρ′)
In this definition µ represents the least fixed point operator. This function can be seen as
an environment modifier. It only makes sense if environments and heaps are consistent,
that is, if a variable is bound both in the environment and in the heap, then it has to be
bound to values that have an upper bound.
Launchbury defines an order on environments: ρ ≤ ρ′ if ρ′ binds more variables than
ρ. Furthermore, if a variable is bound in both environments then the values have to be
the same. Formally, ∀x ∈ Var . ρ(x) 6= ⊥ ⇒ ρ(x) = ρ′(x).
2.4.1 Properties
Launchbury establishes the correctness (Section 2.2.1) of the operational rules with
respect to the denotational semantics. The correctness theorem proves that reductions
preserve the meaning of terms, and that they only modify the meaning of heaps by adding
new bindings if they are needed.
Theorem 1 (Correctness of the natural semantics.)
If Γ : e ⇓ ∆ : z then for all environment ρ, [[e]]{{Γ}}ρ = [[z]]{{∆}}ρ and {{Γ}}ρ ≤ {∆}}ρ.
The given operational and denotational semantics are not as close as desired. To estab-
lish the computational adequacy (Section 2.2.1) Launchbury introduces two new semantics
that are closer. On the one hand, he gives new operational rules for variable and applica-
tion (see Figure 2.8), so than evaluation contexts are closer to denotational environments.
On the other hand, he introduces a resourced denotational semantics, where its semantic
function takes a new argument, the resources: one resource is consumed in each syntactic
level. This mimics the derivation process for the operational semantics. Figure 2.9 shows
the new denotational clauses.
Finally, Launchbury proves the computational adequacy of the alternative natural
semantics with respect to the resourced denotational semantics.
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E ::= x | \x.E | E1 E2 | E1#E2 | let {xi = Ei}ni=1 in E
| new(y, x)E | x ! E1 par E2 | E1 ./ E2 | Λ[x1 : x2].E1dcE2 | L
L ::= nil | [E1 : E2]
Figure 2.10: Jauja syntax
Theorem 2 (Computational adequacy of the alternative semantics.)
If ∃m ∈ N . N [[e]]µσ.(x1 7→N [[e1]]σ unionsq···unionsqxn 7→N [[en]]σ ) (Sm ⊥) 6=⊥, then there exists a heap ∆
and a value w such that (x1 7→ e1 . . . xn 7→ en) : e ⇓ ∆ : w.
2.5 The language Jauja and the formal semantics of Eden
Hidalgo-Herrero defined in [Hid04] the language Jauja, a simplification of the parallel
functional language Eden (introduced in Section 2.1.4) that contents its main charac-
teristics. Jauja has two parts: a lazy λ-calculus and coordination expressions. These
coordination expressions allows to introduce parallelism. Process are created explicitly
and they interact with each other through communication channels. This language also
incorporates non-determinism, and therefore reactivity. We use a subset of this language
in this thesis.
The syntax of Jauja is shown in Figure 2.10. An expression for process creation, #,
has been added to the expressions of a λ-calculus with local declarations. In order to
make less restrictive the communication between processes, the construction new(y, x)E,
that create dynamic channels, is included. The dynamic connection, x ! E1 par E2, allows
to evaluate E1 and E2 in parallel and it also communicates the value of E1 through x.
The expression E1 ./ E2 merges two streams obtained from E1 and E2 and introduces the
non-determinism. Finally, Λ[x1 : x2].E1dcE2 allows to work with empty, nil, and non
empty, [E1 : E2], lists.
2.5.1 Operational Semantics
Hidalgo-Herrero defines an operational semantics for Jauja in [Hid04]. This semantics
models its main characteristics: lazy evaluation and parallelism (inside a process and
between processes). This leads to a distributed model with a two-level structure. The
upper level is a distributed system S formed by several parallel processes. The lower level
is formed by each process represented by a heap of bindings, Hi. The two-level structure
is schematized in Figure 2.11.
This structure in two levels is reflected in the operational rules defined in [Hid04].
There are two types of rules: the local rules, which express the evolution of each process;
and the global rules, which show how the system changes by the creation of new processes
and the communication between them.
Local rules indicate how a labelled heap evolves. A labelled heap is a collection of la-
belled bindings: A stands for active bindings, B for blocked ones (waiting for the evaluation
of other bindings), and I for inactive bindings (either already evaluated, or not demanded
yet). Each rule focuses on an active binding. For instance, rule (app-demand)
H + {x I7→ E} : θ A7→ x y −→ H + {x A7→ E, θ B7→ x y}





























Figure 2.11: Distributed model
indicates that in order to evaluate an application, the binding that refers to the body is
activated, while the demanded binding is blocked.
The evolution of the whole system is performed by the transition relation
=⇒ = par=⇒ ; comm=⇒ ; pc=⇒; Unbl=⇒ .
The first step is
par
=⇒ that manages the execution of the active bindings in the system.
The semantics ranges between a minimum and a maximum, depending on how much
parallel work is achieved. The minimum semantics corresponds to the situation where
there is no speculative work and only the bindings demanded by the main variable are
allowed to evolve. By contrast, in the maximum semantics all the active bindings evolve.
Next, the rule
comm
=⇒ is applied, and all the possible communications are accomplished.
The rule
pc
=⇒ indicates that all the possible process creations are fulfilled. Finally, the
rule
Unbl
=⇒ reorganizes the labels of the bindings: blocked bindings that were pending of a
value that has been already obtained are unblocked; those process creations that could not
be completed are blocked; and the bindings that are needed to achieve pending process
creations and communications are demanded.
2.5.2 Denotational semantics
The denotational semantics of Jauja is not used in this thesis. It is a continuation
semantics which models laziness and the possible lateral effects of the evaluation of an
expression. This semantics reflects not only the denotational value of an expression, but
also the parallelism of the language. For instance, the denotation of x1#x2 shows the
value of the functional application and also the corresponding process creation and com-
munications. To formalize this semantics, the definition of several semantic domains is
required. The evaluation function type is:
ε :: Exp→ IdProc→ ECont→ Cont,
where one has to provide the expression to be evaluated, Exp, the process where the
evaluation is performed, IdProc, and the expression continuation with the information of
what has to be done with the obtained value, ECont. The function returns a continuation,
Cont, that accumulates the lateral effects of the evaluation and those of the expression
continuation.
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2.6 λ-calculus representations
Pitts explains in [Pit13] that when a programming language is defined, a concrete
syntax to generate correct terms (chains of symbols) is specified. But some details of this
syntax are irrelevant for the meaning of the programs.
This section focuses on the α-conversion problem generated by the syntax of the λ-
calculus. One of the main problems is due to the capture of free names when a substitution
is accomplished. For this reason, α-equivalent terms are usually considered, i.e., terms that
only differ on the name of bound variables. If the chosen names cause problems (clash
of names) when building a formal proof, then another α-equivalent term, whose names
do not clash with the free names, is considered. This procedure is known as Barendregt
variable convention [Bar84].
However, the application of Barendregt variable convention cannot be always per-
formed [UBN07]. When building a proof by induction, some steps can be proved for
variables that are fresh enough but not for any name.
There are several alternatives to the use of a named notation. Some of them are
explained below.
2.6.1 The de Bruijn notation
To give a formalization of the λ-calculus compatible with computers, de Bruijn pro-
posed in [dB72] a namefree notation, where names are substituted by numbers. Although
the purpose of this notation was not to deal with the problems explained above, the
namefree notation turns out to solve them. In order to explain the ideas of the author, we
consider a λ-caculus with variables, abstractions and applications, without local declara-
tions and constants, i.e., t ::= x | λx.t | a(t, t). When using this notation all α-equivalent
terms are equal. The following example explains how to achieve the unique representation
of a term.
Example 1 Consider the expression
λx.λy.a(λz.a(a(w, z), t), y)
To translate this term into the namefree notation, a list of names with the free variables of
the term is needed. In this case there are two free variables, w and t. For instance, choose
the list [w, t]. We consider now the syntactic tree of the expression and we complete it with
some nodes on top: λw and λt. We associate a number to each name. This number is the
reference depth, and it indicates the number of λ’s that has to be passed in the syntactic
tree until arriving to the corresponding λ. Figure 2.12 shows this construction. The nodes
that refer to the free variables are highlighted in a different color.
To finish we replace the names of variables with the obtained numbers. In our example
the term with the namefree notation is λ.λ.a(λ.a(a(5, 1), 4), 1). uunionsq
As de Bruijn observed, the namefree notation has a huge disadvantage. Although
it is useful to work with computers, it is not intuitive, and it is hard to work with it.
For example, when executing an application, a λ disappears from the syntactic tree and
the indices have to be recalculated. This is easy for a machine, that has only to apply
some rules, but when a human being is working with abstract terms, these changes deeply
complicate the syntax of the expression.













Figure 2.12: A de Bruijn example
t := bvar i | fvar x | abs t | app t t
Figure 2.13: λ-calculus, locally nameless representation
2.6.2 Locally nameless representation
To deal with the problems derived from the α-conversion, we choose the locally name-
less representation. This notation was introduced by de Bruijn [dB72] as an alternative to
the namefree notation explained in Section 2.6.1. The locally nameless representation uses
indices for the bound variables but retain the names of the free variables. This notation
has been used in several works [Gor94, Ler07, ACP+08], but Chargue´raud [Cha11] has de-
veloped a complete description of this representation. He shows the syntax of a λ-calculus
with this notation (see Figure 2.13) and he gives some operations that are needed to work
with these terms.
The main operations on locally-named-terms are the variable opening and variable
closing. The former allows to study the body of an abstraction abs t. When the term t
is opened with a fresh name x, represented as tx, the term is modified and the variables
(bvar i) bound to the abstraction (abs t) become free (fvar x). Next example shows this
situation:
Example 2 Consider the term t ≡ abs u where
u ≡ (app (abs (app (bvar 1) (bvar 0))) (bvar 0)).
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There are two variables in u, that refers to the abstraction. When opening the body with
variable x the following term is obtained:
ux ≡ app (abs (app (fvar x) (bvar 0))) (fvar x).
uunionsq
Variable closing is the inverse of variable opening under some freshness conditions.
Variable x of a given term becomes bound when building an abstraction with this term.
Example 3 Consider the term
u ≡ app (abs (app (fvar x) (bvar 0))) (fvar x).
Variable closing is used to build an abstraction binding variable x:
abs (\xu) ≡ abs (app (abs (app (bvar 1) (bvar 0))) (bvar 0)).
uunionsq
This locally nameless representation allows to build terms without correspondence to
named λ-terms. The predicate locally closed is defined to identify well-formed terms. We
also find detailed definitions of substitution and free variables of a term in [Cha11].
Chargue´raud uses cofinite quantification in some of the rules that define the men-
tioned predicates and functions. This cofinite quantification was previously studied by
Chargue´raud et al. in [ACP+08]. Cofinite quantification is in-between existential and
universal quantification. When proving by induction we may need to rename a variable
that has been used to open an abstraction, so that clash of names is avoided. Cofinite
quantification solves this problem, since it establishes that the hypothesis is verified for
any variable but a finite quantity of them. We have worked in this thesis with cofinite
quantification to express some semantic rules in their locally nameless version.
2.7 Proof assistants
Different tools to work with mathematical proofs have been developed during the
last years. Geouvers summarizes the history of proof assistants in [Geu09]. Automated
theorem provers are different from proof assistants. The former are systems with some
procedures that allow to automatically prove some formulation, while the latter need to
“be guided” by a human being in the tricky points of a proof. The user applies some
tactics to guide the machine to build the proof.
There are many proof assistants nowadays with different characteristics. The most
popular are Isabelle [isa14], Agda [agd14], PVS [pvs14] and Coq [coq14]. Next table
















Isabelle Yes No Yes Yes Yes Yes
Agda Yes Yes Yes No Yes Yes
PVS Yes Yes No Yes No Yes
Coq Yes Yes Yes Yes Yes Yes
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Only the rules that form the kernel of a proof assistant must be proven to be correct;
the others are built from them. For this reason it is important to have a small kernel.
We have used Coq in thesis to extend some definitions and results implemented by
Chargue´raud in [Cha11]. They refer to the locally nameless representation given in Sec-
tion 2.6.2.
Chapter 3
What have we got?
In this chapter we gather and discuss the main contributions of this thesis. We do not
follow a historical line. Instead we enclose the concepts by themes.
As it was indicated in the Introduction (Chapter 1), our results can be classified
into two groups: the research done to prove Launchbury’s computational adequacy (Sec-
tion 2.4) and the extension of some results to a distributed model.
3.1 Computational adequacy
First, we briefly explain the problems concerning the proof of Launchbury’s compu-
tational adequacy [Lau93]. After that, we focus on how we have solved some of these
problems. In the chapter devoted to the future work, we also explain how we are working
to solve the rest of the problems.
The following scheme shows the semantics defined by Launchbury (given in Section 2.4)















To prove the equivalence between the natural semantics and a standard denotational
semantics, Launchbury concentrated on the proofs of the correctness and computational
adequacy (Section 2.4.1). As we explained in Section 2.2.1, correctness implies that the
meaning of a term does not change during its evaluation; computational adequacy deter-
mines that an expression reduces to a value in the operational semantics if and only if its
denotational value is defined. To prove the computational adequacy, Launchbury intro-
duced two new semantics: an alternative natural semantics and a resourced denotational
semantics. As we mentioned in Section 2.4, the former is a natural semantics without
update of closures and where applications are accomplished via indirections instead of
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carrying out β-reductions. The latter is a denotational semantics where terms are un-
defined when the number of resources provided are insufficient. Launchbury proved the
computational adequacy between the new versions of the semantics, but he only hinted
how to prove the equivalence with the original semantics. These indications turn out to
be insufficient.
These problems are detailed in the following sections. Firstly, we explain how we have
proved the equivalence between the two denotational semantics. Secondly, we describe
how we have dealt with the equivalence of the two operational semantics.
3.1.1 Function space with resources (Publication P1)
In the denotational semantics with resources given by Launchbury, the denotation of
a term can be undefined because of two reasons: either because the corresponding value is
⊥, or because there are not enough resources to evaluate the term. Launchbury asserted
that the standard denotational semantics and its resourced version compute the same
values when infinite resources are provided. However, the domains for each semantics are
different and, therefore, it can not be an equality. Instead of this, we need to find out a
way to relate them.
To represent the values of the resourced semantics, we consider the domain equation
E = [[C → E] → [C → E]]⊥, where C stands for the resources, instead of the usual
function space equation domain D = [D → D]⊥ shown in Section 2.3. In the new domain
E, the depth of application allowed for evaluation is bounded. We follow Abramsky’s
steps in the construction of D (Section 2.3.2) to build up E by considering C as the initial
solution of the equation C = C⊥. The elements of C are represented by ⊥, S(⊥), S2(⊥),...






= [[C → En]→ [C → En]]⊥.
Each level has a greater definition capacity than the previous one. What is more, each
level is contained in the next one:
E0 = {⊥E0}
|









E = [[C → E] → [C → E]]⊥
Next we show graphically the first levels of the construction of E. E0 has a unique
element, the undefined element:
E0 = {⊥E0} ⊥E0
The construction of E1 corresponds to:
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The elements of E1 are either the undefined element, represented as ⊥E1 , or a function
from C → E0 to C → E0. Let A0 = C → E0. There is a unique function in A0, named
a0, that returns the undefined value of E0 no matter how many resources are provided.
Thus, E1 has only two elements: the undefined element and the function e1 : a0 7→ a0.
To construct E2 = [[C → E1] → [C → E1]]⊥ we consider A1 = [C → E1]. There
are infinitely many functions in A1 that return e1 if enough resources are provided, and
the undefined value of E1 otherwise. For instance, the function a1,4 returns the undefined
value if less than four resources are provided, and e1 if there are at least four resources.














We add to E2 one more function, a1,∞, that always returns the undefined value of E1
independently of the number of resources.
Consequently, the elements of E2 are: the undefined value of E2, represented as ⊥E2 ,
and all the continuous functions from A1 to A1 verifying that if a1,m is more defined than
a1,n, then the image of a1,m is also more defined than the image of a1,n.
Once the domain E has been built up, our next step is to relate its functions to those
in D when infinite resources are provided. We use the concept of applicative bisimulation
defined by Abramsky (Section 2.3.3). This establishes that two functions are “similar” if
they produce “similar values” when applied to “similar arguments”, that is, if they behave
“identically” in their respective domains. First, we define recursively the similarity of
functions at each level (represented as /. n, for n ≥ 0): the undefined values of Dn+1 and
En+1 are similar, and two functions d ∈ Dn+1 and e ∈ En+1 are similar if, whenever their
arguments are similar at level n, they produce similar values at level n. Figure 3.1 shows
this idea.
The final similarity relation between domains D and E, /. , is defined as the least
relation that verifies that two values of D and E are related if their projections are similar
at each level.










Figure 3.1: Intuition of similarity
There is an alternative characterization of the relation /. that asserts that two values
of D and E are related either if both are undefined, or if similar values are obtained when
applied to similar arguments. This statement is formally written in the next proposition:
Proposition 1
Let d ∈ D, e ∈ E. d /. e if and only if either:
(d =⊥D ∧ e =⊥E), or
(d 6=⊥D ∧ e 6=⊥E) ∧ ∀d′ ∈ D.∀a′ ∈ [C → E].d′ /. a′(S∞)⇒ d(d′) /. e(a′)(S∞).
Finally we apply this result to prove the equivalence of the two denotational seman-
tics proposed by Launchbury. For this purpose we extend the concept of similarity to
environments. An environment ρ of the standard denotational semantics is similar to an
environment σ of the resourced denotational semantics when infinite resources are pro-
vided, if the values associated to each variable in their respective domains are similar. We
can prove now the following theorem:
Theorem 3 (Equivalence of denotational semantics.)
If e ∈ Exp and ρ /. σ, then [[e]]ρ /. N [[e]]σ (S∞).
Summary of results.
1. Construction of the initial solution of the domain equation
E = [[C → E] → [C → E]]⊥, where C stands for the domain of resources.
2. Definition of the relation of similarity between the values of the domain E
and the values of the standard function space D = [D → D]⊥.
3. Application of the previous result to prove the equivalence between the
denotational standard semantics and the resourced denotational semantics for
the lazy λ-calculus.
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3.1.2 Alternative natural semantics
The changes introduced by Launchbury in the alternative semantics (see Section 2.4)
have more consequences than expected. When an expression is evaluated in the alternative
semantics, the final heap is bigger than the one obtained by applying the rules of the
original natural semantics, i.e., it includes more bindings. Moreover, the closures are not
updated with the computed values. In order to study these changes separately, we define

















The natural semantics with indirections (INS) keeps the updating of bindings but
it introduces indirections when applications are evaluated. The natural semantics with
non-update (NNS) does not update the bindings in the heap and does not introduce
indirections. Later on, we observe the differences between the final heaps and values
obtained with each semantics.
The modifications introduced by the alternative rules are only a part of the problem
when trying to establish the equivalence between the semantics. Working with a named
representation implies dealing with α-equivalence. To avoid this complication we use the
locally nameless representation explained in Section 2.6.2. Moreover, this representation
helps the formalization of results using proof assistants.
Locally nameless representation (Publication P2 and TechRep R1)
We extend with recursive local declarations the locally nameless representation of the
λ-calculus given by Chargue´raud [Cha11]. Since bound variables have no names, we avoid
working with equivalence classes and chosing a representative of the class. Using this
notation, there is a unique representation for all the closed terms with the same semantical
meaning.
As we have seen in Section 2.6.2, Chargue´raud has developed a locally nameless repre-
sentation for a language with variables, abstractions and applications. Following the indi-
cations of Chargue´raud, in the presence of local declarations we represent bound variables
with two indices: the first index determines to which constructor –either an abstraction or
local declaration– the variable is bound (see the explanation in Section 2.6.1 and Exam-
ple 1); the second index reveals the expression to which we refer inside the constructor (if
the constructor is a local declaration, this second index indicates which of the local vari-
ables is concerned). The new syntax is given in Figure 3.2, where Var represents the set
of variables that can be either bound (bvar i j) or free (fvar x). The following example
illustrates how the indices for the bound variables are determined.
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x ∈ Id i, j ∈ N
v ∈ Var ::= bvar i j | fvar x
t ∈ LNExp ::= v | abs t | app t v | let {ti}ni=1 in t
Figure 3.2: Locally nameless syntax
Example 4 The expression e is a λ-abstraction whose body is a let-expression with two
local declarations.
e ≡ λz.let x1 = λy1.y1,
x2 = λy2.y2,
in (z x2)
This expression is represented in the locally nameless notation by t:
t ≡ abs (let abs (bvar 0 0), abs (bvar 0 0) in app (bvar 1 0) (bvar 0 1)).
The expression bounded to x1 appears in green, the one bounded to x2 in red, and the main
term in blue.




bvar bvar bvar bvar
0 0 0 0 1 0 0 1
Notice that the second index of the variable that points to the let expression is red.
This indicates that it refers to the local declaration that appears with that color inside the
let constructor. uunionsq
Although Chargue´raud suggests how the language should be extended with local dec-
larations, this study is not fully developed. The opening of a term and the rules for local
closure are explained, but the rest of operators and functions over terms are not defined
in [Cha11]. We have extended the following functions: The closure of terms, the predicate
of local closure at level k, the free variables of a term, the substitution and the concept
of freshness. We have also extended some results such as the one which asserts that the
opening and closing of a term are inverse functions under some conditions.
Once we have established the operators and functions needed to work with the locally
nameless representation, we have reformulated Launchbury’s semantic rules (Figure 2.4
in Section 2.4). First we have redefined the heaps as sets of pairs of the form (fvar x, t),
and we have readjusted all the concepts related with them: domain of a heap, names
that appear in a heap, well-formed heaps and substitutions on heaps. Moreover, we have
proved some useful properties derived from this notation.
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LNLet
∀x|t| /∈ L ⊆ Id (Γ, x 7→ tx) : tx ⇓ (x++z 7→ ux) : wx {y|t| /∈ L ⊆ Id}
Γ : let t in t ⇓ (y ++z 7→ uy) : wy
Figure 3.3: Variable local declaration (locally nameless representation)
We have already explained in Section 2.6.2 that the locally nameless representation
allows the formation of incorrect terms, in the sense that they do not correspond to any
term in the λ-calculus. Therefore, we have added some premises to the semantic rules to
ensure that they are restricted to well-formed heaps and correct terms, i.e., locally closed
terms.
Here we just highlight the new version of the rule for local declarations, that is, the
LNLet rule shown in Figure 3.3. Tuples are represented as t, if they refer to terms, or x,
if they refer to variables. To evaluate the expression let t in t, the local declarations t
are added to the heap. Since we are using the locally nameless representation, the names
of the local variables are not explicit and we need to choose a list of fresh names x. These
names are used to open the local terms and the body of the expression. The evaluation
of tx produces a final heap and value that are dependent on the chosen names. In the
final heap these names, x, are explicitly shown, and the rest of names are represented by
z. We use cofinite quantification in the rule LNLet. As it is explained in [Cha11], the
advantage of this quantification is that the side-conditions concerning the freshness of x
are not detailed. These conditions are implicit in the set L. This set contains all the
names that must be avoided during the reduction, in particular those that appear in other
parts of the derivation. Our cofinite rule is different from the ones described in [Cha11],
because the chosen names appear also in the conclusion. As a result, we have that the
new names x can be replaced by any list of names y that are not in L.
After translating the semantic rules of the natural semantics and its alternative version
into the locally nameless notation1, we have proved some properties, for instance:
Regularity ensures that the judgements produced by these reduction systems yield only
well-formed heaps and locally closed terms;
Renaming indicates that the evaluation of a term is independent of the fresh names
chosen during the derivation;
Introduction establishes a correct existential rule for each cofinite rule.
Summary of results.
1. Locally nameless representation of the λ-calculus extended with recursive
local declarations.
2. Locally nameless representation of Launchbury’s natural semantic rules and its
alternative version.
3. Properties of the reduction systems (regularity, introduction and renaming).
1The translation of the alternative rules into the locally nameless notation do not appear in P2 but in
P3, which is explained in next section. However, we have considered more convenient to refer them in this
section that is devoted to the locally nameless representation.
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An Indirection relation (Publication P3 and TechRep R2)
Once the semantic rules have been translated into the locally nameless representation,
we can explore the equivalence between the non-updated semantics (NNS) and the alter-
native semantics (ANS). We want to prove that the result obtained by both semantics
when evaluating a term in a given context are the “same”. This equivalence is highlighted

















Both semantics use the same semantic rules except for the application rule. The NNS
uses the LNApp rule, where the application is performed by a β-reduction, while the ANS
applies the ALNApp rule, where an indirection is introduced in the heap. Although this
distinction seems to be irrelevant, the final heaps obtained in derivations are different.
Those obtained by evaluating with the ANS are bigger than the ones obtained by using
the rules of the NNS. Notice that an “extra” binding is introduced in the heap each time
an application is performed. This binding is an indirection, i.e., a name bound to a name.
Therefore, final heaps cannot be the same and we study the relation between them. Our
first idea was just to remove the indirections and check for the equality of the resulting
heaps. However, this is insufficient, since some closures in the final heap could depend on
the removed bindings.
Next example shows this problem. ⇓N indicates a derivation for NNS is being applied,
while ⇓A refers to ANS:
Example 5 Consider the following term:
t ≡ let abs (bvar 0 0) in app (abs s) (bvar 0 0)
s ≡ let abs (bvar 0 0), app (bvar 0 0) (bvar 1 0) in abs (bvar 0 0)
If we evaluate t (in the context of an empty heap) we obtain abs (bvar 0 0) as final value
in both cases, but different final heaps are built:
{ } : t
⇓N
x0 7→ abs (bvar 0 0),
x1 7→ abs (bvar 0 0),
x2 7→ app (fvar x1) (fvar x0)
{ } : t
⇓A
x0 7→ abs (bvar 0 0),
x1 7→ abs (bvar 0 0),
x2 7→ app (fvar x1) (fvar y)
y 7→ (fvar x0)
We observe that the final heap obtained by evaluating with the alternative semantics has
an extra binding; moreover, the term associated to the name x2 depends on it. uunionsq
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This example shows that we need to replace all the occurrences of the name that is
going to be eliminated for the name to which it is bound.
We thought to find a method to detect which indirections come from the application
of the ALNApp rule, but we have decided to deal with a more general setting. We have
defined a relation between heaps based on indirections, without caring about their origin.
Two heaps are related if the smallest one is obtained by removing some indirections from
the biggest one (to remove a binding implies also the substitution of names).
However, the order in which indirections are deleted is significant in the case of crossed
references, as the following example shows:
Example 6 The heap Γ = {x0 7→ app (fvar x1) (fvar x2), x1 7→ fvar x2, x2 7→ fvar x1},
has two indirections. We will see that the order in which they are removed does affect the
result:
x0 7→ app (fvar x1) (fvar x2),
x1 7→ fvar x2,
x2 7→ fvar x1
x0 7→ app (fvar x2) (fvar x2),
x2 7→ fvar x2
x0 7→ app (fvar x1) (fvar x1),
x1 7→ fvar x1




Notice that in the previous example both names, x1 and x2, are undefined in the final
heap. Thus, for our relation on heaps we ignore undefined variables. Two heaps are
indirection related when the smallest one is obtained from the biggest one up to undefined
variables by deleting some indirections. Undefined variables are those that do not belong
to the heap domain, but may appear on the right-hand-side terms. To formalize this, we
first define the equivalence of terms in a given context, then this relation is used to define
the equivalence of heaps in a given context. Finally, the indirection relation (%I) on heaps
is based on the latter equivalence.
A given heap can be related to several heaps, as the following example illustrates:
Example 7 We show all the heaps indirection related to
Γ = { x0 7→ fvar x1, x1 7→ abs (bvar 0 0), x2 7→ abs (app (fvar x0) (bvar 0 0)),
y0 7→ fvar x2 }
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x0 7→ fvar x1,
x1 7→ abs (bvar 0 0),
x2 7→ abs (app (fvar x0) (bvar 0 0)),
y0 7→ fvar x2
x0 7→ fvar x1,
x1 7→ abs (bvar 0 0),
x2 7→ abs (app (fvar x0) (bvar 0 0)),
y0 7→ fvar x2
x0 7→ fvar x1,
x1 7→ abs (bvar 0 0),
x2 7→ abs (app (fvar x0) (bvar 0 0))
x1 7→ abs (bvar 0 0),
x2 7→ abs (app (fvar x1) (bvar 0 0)),
y0 7→ fvar x2
x1 7→ abs (bvar 0 0),






We extend this relation to (heap, term) pairs, and enunciate and prove the main result
of this part. The following theorem establishes that if a term evaluates in a given context
with the NNS, it also evaluates with the ANS and vice versa. What is more, the final
(heap, term) pairs are indirection related.
Theorem 4 (Equivalence ANS and NNS.)
eq an Γ : t ⇓A ∆A : wA ⇒
∃∆N ∈ LNHeap . ∃wN ∈ LNVal .Γ : t ⇓N ∆N : wN ∧ (∆A : wA) %I (∆N : wN )
eq na Γ : t ⇓N ∆N : wN ⇒
∃∆A ∈ LNHeap .∃wA ∈ LNVal . ∃x ⊆ dom(∆N )− dom(Γ) .∃y ⊆ Id . |x| = |y| ∧
Γ : t ⇓A ∆A : wA ∧ (∆A : wA) %I (∆N [y/x] : wN [y/x])
The second part of the theorem, eq na indicates that a renaming may be needed.
This renaming only affects the names that have been added during the derivation. A
name occurring in a term can disappear during the evaluation with the NNS. This could
lead to the introduction of this name in the heap as “fresh”. But this is impossible when
evaluating with the ANS. Next example shows this situation:
Example 8 Consider the term
t ≡ let abs (bvar 1 1), let abs (bvar 0 0) in (bvar 0 0) in app (bvar 0 0) (fvar z)
During the evaluation of t with the NNS in the empty context, the name z disappears from
the term and the heap, while when applying the ANS rules it is introduced in the heap via
an indirection.
We first show some parts of the derivation with the NNS:
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{ } : t
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0)} : app (fvar x0) (fvar z)
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0)} : fvar x0
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0)} : abs fvar x1
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0)} : abs fvar x1
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0)} : abs fvar x1
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0)} : fvar x1
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0)} : let abs (bvar 0 0) in (bvar 0 0)
...{
x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0),
x2 7→ abs (bvar 0 0)
}
: abs (bvar 0 0){
x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0),
x2 7→ abs (bvar 0 0)
}
: abs (bvar 0 0)
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0), x2 7→ abs (bvar 0 0)} : abs (bvar 0 0)
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0), x2 7→ abs (bvar 0 0)} : abs (bvar 0 0)
When the β-reduction is performed, the name z is neither in the term nor in the heap.
Hence, when the fresh name x2 is introduced in the heap, we could have chosen z.
By contrast, when evaluating with the alternative semantics, z is introduced in the heap
and, consequently, can not be chosen as a fresh name:
{ } : t
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0)} : app (fvar x0) (fvar z)
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0)} : fvar x0
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0)} : abs fvar x1
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0)} : abs fvar x1
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0)} : abs fvar x1
{x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0), y 7→ fvar z} : fvar x1{
x0 7→ abs (fvar x1), y 7→ fvar z,
x1 7→ let abs (bvar 0 0) in (bvar 0 0)
}
: let abs (bvar 0 0) in (bvar 0 0)
...{
x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0),
y 7→ fvar z, x2 7→ abs (bvar 0 0)
}
: abs (bvar 0 0){
x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0),
y 7→ fvar z, x2 7→ abs (bvar 0 0)
}
: abs (bvar 0 0){
x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0),
y 7→ fvar z, x2 7→ abs (bvar 0 0)
}
: abs (bvar 0 0){
x0 7→ abs (fvar x1), x1 7→ let abs (bvar 0 0) in (bvar 0 0),
y 7→ fvar z, x2 7→ abs (bvar 0 0)
}
: abs (bvar 0 0)
uunionsq
The proof of Theorem 4 cannot be achieved directly by rule induction. In the sub-
derivations we no longer have the same term to be evaluated in the same context, but
heaps and terms that are indirection related. For this reason we have proved a more gen-
eral result (Proposition 2) that establishes the relation between the two semantics when
indirection related (heap, term) pairs are evaluated. Notice that if there exists a deriva-
tion for a term, then there exists infinitely many derivations depending on the chosen
fresh names. The proposition establishes that given two indirection related (heap, term)
pairs, if there exists a derivation with the ANS for the biggest heap, then there exists a
corresponding derivation with the NNS for the smallest heap, and vice versa.
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x, y ∈ Var
E ∈ EExp
E ::= x | λx.E | x y | x#y | let {xi = Ei}ni=1 in x
Figure 3.4: Syntax
Proposition 2
eq ir an (ΓA : tA) %I (ΓN : tN )∧ ∀x /∈ L ⊆ Id .ΓA : tA ⇓A (ΓA, x 7→ sAx) : wAx
∧ \x(sAx) = sA ∧ \x(wAx) = wA
⇒ ∃y /∈ L .∃sN ⊂ LNExp .∃wN ∈ LNVal .
ΓN : tN ⇓N (ΓN , z 7→ sNz) : wNz ∧ \z(sNz) = sN ∧ \z(wNz) = wN ∧ z ⊆ y
∧ ((ΓA, y 7→ sAy) : wAy) %I ((ΓN , z 7→ sNz) : wNz)
eq ir na (ΓA : tA) %I (ΓN : tN ) ∧ ∀x /∈ L ⊆ Id .ΓN : tN ⇓N (ΓN , x 7→ sNx) : wNx
∧ \x(sNx) = sN ∧ \x(wNx) = wN
⇒ ∃z /∈ L .∃sA ⊂ LNExp . ∃wA ∈ LNVal .
ΓA : tA ⇓A (ΓA, y 7→ sAy) : wAy ∧ \y(sAy) = sA ∧ \y(wAy) = wA ∧ z ⊆ y
∧ ((ΓA, y 7→ sAy) : wAy) %I ((ΓN , z 7→ sNz) : wNz)
The proof of this proposition requires of several technical lemmas where we show how
the indirection relation is conveyed to the subderivations. These auxiliary lemmas are
used to prove the inductive cases. For example, if two (heap, term) pairs are indirection
related and the terms are applications, then the pairs formed by the heaps and the bodies
of the applications are also indirection related. In the case of local declarations, the heaps
extended with these local declarations and the main terms are also related.
Summary of results.
1. Equivalence relation between heaps that define the same free variables, but
whose closures may differ in the undefined free variables.
2. Preorder that relates two heaps when the former is transformed into the
second by the elimination of indirections (%I).
3. Extension of the preorder to (heap, term) pairs.
4. Equivalence of ANS and NNS.
3.2 A Distributed Model (Publication P4)
As we have explained in Chapter 1, one main goal of this thesis was to establish some
properties (such as correctness and computational adequacy) of an operational semantics
for a distributed model with n-processors with respect to a standard denotational seman-
tics. However, while working on the formal proofs for these properties, the problems shown
in the previous sections arose.
Based on Jauja, the language introduced by Hidalgo-Herrero in [Hid04] and explained
in Section 2.5, we have extended the syntax given in [Lau93] with a parallel application
that produces the creation of new processes. The syntax is given in Figure 3.4. It is a
restricted syntax where subexpressions in applications are variables, and the bodies of let
constructions as well (similarly to the restricted syntax explained in Section 2.4). This
restriction simplifies the definition of the semantic rules.
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We have revised the operational semantics rules defined by Hidalgo-Herrero in [Hid04]
(and briefly described in Section 2.5) and restricted them to EExp (n-processors seman-
tics). We have extended, as well, the standard denotational semantics to this calculus
by defining the denotation of the parallel application (extended denotational semantics).









This equivalence is not proved directly. We have defined several intermediate semantics



















(4) Correctness and Adequacy
In order to take advantage of Launchbury’s work [Lau93], who has established the
correctness and computational adequacy for a simpler calculus, we have introduced the
extended natural semantics (ENS). This semantics is an extension of Launchbury’s natural
semantics that includes process creations and communications. Processes can only be
created if the variables that are needed to evaluate the corresponding application are not
blocked. We have two problems: on the one hand, some bindings disappear from the heap
due to the variable rule, i.e., information is lost; on the other hand, it is unknown the name
to which is bounded the expression that is being evaluated. To solve the first problem,
we have extended the heaps. They are now represented as a pair Γ = 〈Γ,ΓB〉 where the
first part stands for the usual heap and the second one describes the blocked bindings,
i.e., those that have been demanded either by the variable rule or by the application rules.
The solution to the second problem is to keep the name to which an expression is bound.
Thus, judgements are now of the form:
Γ : θ 7→ E ⇓ ∆ : θ 7→W.
Since process creation has to be completed as soon as possible, for λ-abstractions and
local declarations rules we require saturated heaps, i.e., heaps with no pending process
creations.
We have proved the consistency of this extension with Launchbury’s natural semantics,
i.e., in the absence of parallel applications both derivation systems produce the same
results:
Theorem 5 (Consistency.) Let e ∈ Exp. Γ : e ⇓ ∆ : w if and only if 〈Γ,ΓB〉 : x 7→
e ⇓ 〈∆,ΓB〉 : x 7→ w, where x is a fresh variable in the derivation and ΓB is disjoint with
respect to Γ and ∆.
The ENS is defined for a unique processor. To relate it with the n-processor seman-
tics, we have introduced an intermediate small step semantics with process creation and
communication, but only one processor, the 1-processor semantics.
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Figure 3.6: Coversion of a non-distributed model into a distributed one
The n-processor semantics represents a distributive model with several processes that
evolve, at least, until the value for the main variable is obtained. Recall that there are
two types of rules: the local rules that indicate the evolution inside each process; and the
global rules to regulate process creations and communications. Each process is represented
by a labelled heap. Since in the 1-processor semantics only one binding can be active at
any time, we do not need to deal with the two levels. We just have local rules that force
an eager process creation and impose an order of evaluation that is compatible with the
minimum semantics described in Section 2.5.1.
To prove that the n-processors semantics and the 1-processor semantics produce the
same value for the main variable, we need to construct a non-distributed model from
a distributed one. For this purpose we build a unique heap that stores all the bindings
from the different processes. The potential active bindings become inactive except for one.
This unique active binding is given by the function EB(H) that calculates the evolutionary
bindings of a heap. This function depends on the semantics that is being used, in this
case, the minimum semantics. Therefore, only one binding, that is directly demanded by
the main variable, can be active. Figure 3.5 shows the conversion of a distributed system
into one heap.
To build a distributed system from a heap of bindings is more difficult. We need to
know to which process belongs each binding. This information is added to the bindings in
the form of an annotation. These annotations do not interfere with the semantic rules. The
schema shown in Figure 3.6 illustrates the conversion of a labelled heap into its associated
system.
The determinacy theorem establishes the equivalence between these two semantics
when the minimum semantics is considered for the distributed model. Notice that systems
are represented as S = 〈pi, Hi〉ni=0, where a pair of the form 〈pi, Hi〉 represents a process
(pi is the name of the process and Hi its heap).
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Γ = 〈Γ,ΓB〉
H = IB(H) ∪BB(H) ∪AB(H)
Figure 3.7: Conversion of heaps
Theorem 6 (Determinacy.) Let E ∈ EExp.
1. If 〈p0, {main A7→ E}〉 =⇒∗ S =⇒∗ S′, then there exists a computation {main A7→
E} =⇒∗1 HS =⇒∗1 HS′, where HS (respectively HS′) is the heap constructed from S
(respectively S′).
2. If {main A7→ E} =⇒∗1 H =⇒∗1 H ′, then there exists a computation 〈p0, {main A7→
E}〉 =⇒∗ SH =⇒∗ SH′, where SH (respectively SH′) is the process system recovered
from heap H (respectively H ′).
Now, to prove the equivalence between the 1-processor semantics (small step semantics)
and the extended natural semantics (big step semantics), we study the relation between
the labelled heaps produced by the 1-processor semantics and those of ENS. The inactive
bindings of the heaps obtained by the small step semantics correspond to the first part of
the extended heaps, while the blocked bindings correspond to the second part. Moreover,
the unique active binding is the expression being evaluated. Conversely, we can construct
a labelled heap for the 1-processor semantics from an extended heap. Figure 3.7 shows
how to perform this conversion.
Now we are able to establish the equivalence theorem between these two semantics:
Theorem 7 (Equivalence ENS and 1-processor semantics.) Let E ∈ EExp.
1. If H + {θ A7→ E} ⇒∗1 H ′ + {θ A7→ W}, then Γ : θ 7→ E ⇓ ∆ : θ 7→ W where Γ and ∆
are the extended heaps associated to H and H ′ respectively.
2. If Γ : θ 7→ E ⇓ ∆ : θ 7→ W , then H + {θ A7→ E} ⇒∗1 H ′ + {θ A7→ W} where H and H ′
are the labelled heaps associated to Γ and ∆ respectively.
After dealing with the equivalence between the different operational semantics, we pro-
ceed to prove the correctness and computational adequacy between the extended versions
of the natural semantics and the denotational semantics.
First, we briefly describe how we have extended Abramsky’s denotational semantics
to denotate channels and parallel applications. The new semantic function is:
[[− ]]ρ : EExp ∪ Chan → Env → Value
where ρ ∈ Env = Var ∪ Chan 7→ Value is an environment from identifiers to values. The
denotation of a parallel application coincides with the denotation of an application, that
is, [[x#y]]ρ = [[x y]]ρ.
The correctness theorem establishes that the meaning of an expression does not change
during its evaluation. Moreover, the size of heaps can only increase (new bindings may
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be added). A heap can be also modified by refining its bindings, that is, by updating
the closures with the calculated values. We consider Heap as the domain of unlabelled
heaps, i.e. sets of unlabelled bindings, and ρ ≤ ρ′ represents the order on environments
defined by Launchbury and explained in Section 2.4. We also consider the function {{. . .}} :
Heap → Env → Env to extend an environment with the bindings of a heap (explained in
Section 2.4).
Theorem 8 (Correctness of the extended natural semantics.)
Let E ∈ EExp ∪ Chan, Γ = 〈Γ,ΓB〉, ∆ = 〈∆,∆B〉 ∈ EHeap, y θ /∈ dom(Γ).
If Γ : θ 7→ E ⇓ ∆ : θ 7→ W , then for each environment ρ, [[E]]{{Γ}}ρ = [[W ]]{{∆}}ρ and
{{Γ}}ρ ≤ {∆}}ρ.
The computational adequacy determines that an expression reduces to a value if and
only if its denotation is not undefined.
Theorem 9 (Adequacy of the extended natural semantics.) Let E ∈ EExp∪Chan,
Γ = 〈Γ,ΓB〉 ∈ EHeap, y θ /∈ dom(Γ). Γ : θ 7→ E ⇓ ∆ : θ 7→W , if and only if [[E]]{{Γ}}ρ 6=⊥.
The proofs of these last two theorems are done by following the steps given in [Lau93].
The construction of these proofs have given rise to the study of the results presented in
Section 3.1.
Summary of results.
1. Definition of a distributed operational semantics for n processors.
2. Definition of a distributed operational semantics for a unique processor.
3. Extension of the natural semantics with parallel applications.
4. Consistency between the natural semantics and its extension.
5. Equivalence between the 1-processor semantics and the parallel extension.
6. Correctness of the extended natural semantics with respect to an extended
denotational semantics.
3.3 Related work
We have already said in Chapter 1 that several works have based on Launchbury’s
results [Lau93]. Breitner has also noticed, and he has developed in [Bre13, Bre14] a
research to prove the correctness and computational adequacy of Launchbury’s natural
semantics.
Breitner proposes two methods to prove the correctness of the natural semantics
in [Bre14]. The first one introduces an equivalent semantic to Launchbury’s one where the
judgments are of the form Γ : Γ′ W ∆ : ∆′, where Γ′ and ∆′ are ordered sets of bindings.
These sets reflect how the evaluation of expressions is being demanded. Therefore, these
judgments have more information than those of Launchbury. For instance, when evaluat-
ing a variable, the corresponding binding will not disappear from the heap, it will be in Γ′.
The idea is similar to the one explained in Section 3.2, where heaps are extended to keep
the information of the blocked bindings. As Breitner explains, in the case of Launchbury’s
semantics, only the topmost binding of the stack can change in each derivation rule. He
considers more natural this representation. He also thinks that it can be useful in other
cases requiring the modification of the stack, for instance, by an extension with garbage
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collection. In the second method, Breitner modifies the denotational semantics and rede-
fines the function that relates the heaps with the environments (explained in Section 2.4),
thus the operator for the least upper bound is replaced for a suitable update.
Some of our work related to publication P1 and explained in Section 3.1.1 has been
formalized in the proof assistant Isabelle by Breitner [Bre13]. He also proves the computa-
tional adequacy of Launchbury’s natural semantics without using the alternative version.
Recall that Launchbury introduced this version because the heaps of the operational se-
mantics correspond to the environments of the denotational semantics. Breitner solves
these problems in the denotational side, and do not need to prove the equivalence between
the original Launchbury’s natural semantics and the alternative natural semantics.
There is a correspondence between the locally nameless representation and the nominal
techniques as Breitner explains in [Bre14], since in both cases the names used in heaps are
avoided.
Different methods and relations have been studied over the years to establish the
equivalence between semantics. The work of Haeri [Hae09, Hae13] is related to ours in
some aspects. He extends Launchbury’s language with a seq operator and defines a big
step semantics for this construction. Based on this semantics, Haeri introduces three
notions of equivalence for expressions:
Value equivalence: Two expressions are value equivalent if they produce the same
value when evaluated in the same initial context;
Heap equivalence: Two expressions are heap equivalent if they produce the same
final heap when evaluated in the same initial context; and
Strict equivalence: Two expressions are strictly equivalent if they produce the same
value and final heap when evaluated in the same initial context.
Although a number of interesting properties concerning the semantics are proved using this
equivalences, we have not used them because Haeri’s semantics differs from Launchbury’s
natural semantics not only in the extension for seq, but also in the rule for local decla-
rations. Following Launchbury, Haeri’s rule extends the heap with the local variables in
order to evaluate the body of the let-expression. But once the value is obtained, the local
names are removed from the heap. Therefore, the domains of the initial and final heaps
are equal, and their differences come from the updating of closures. We are interested in
relating the semantics that Launchbury originally defined (without modifications); we have
only changed its representation. Moreover, Haeri’s equivalences relate expressions using
the same evaluation rules, while we relate expressions (and heaps) evaluated in different
reduction systems.
This idea of removing the local names once the body of a let-expression is evaluated,
is also used by Haeri in [Hae13] for a distributed model that includes the operator #, that
represents strict application. Under this operator, the body of the application and its ar-
gument are evaluated simultaneously with the same initial context, before the application
is performed. A crucial difference with our distributed model, is that Haeri has a very
limited form of parallelism, and there is neither notion of process nor of communication.
To deal with the problems derived from α-conversion there exist other alternatives
different from the de Bruijn notation an the locally nameless representation explained in
Section 2.6. Nowadays the nominal logic [Pit03, GP02] is one of the more popular ones.
This logic is based on the fact that the syntactic properties are equivariant, i.e., their
validity is invariant under the (swapping) of names [Pit03].
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This logic does not only present advantages related with α-conversion problems, but it
is also implemented in Isabelle, a very well known proof assistant. The nominal package
is being used in several studies although it is still a project under development [isa15].
We chose the locally nameless representation because some years ago mutually recur-
sive local declarations could present some problems in nominal Isabelle, and also because
Charguera´ud’s work [Cha11] was very close to our purpose.
The study of Cimini et al. [CMRG12] on structural operational semantics uses some
techniques of the nominal logic and works with the notion of bisimilarity. Based on the
nominal techniques introduced by Pitts, Gabbay and Urban [GP99, UPG04], the authors
develop the Nominal SOS (Nominal Structural Operational Semantics), and apply it to
the notion of nominal bisimilarity. Later on, they formulate the lazy λ-calculus using the
Nominal SOS and prove that it coincides with the original one. They also prove that
the nominal bisimilarity coincides with Abramsky’s applicative bisimilarity explained in
Section 2.3.3.
3.4 Conclusions
In this chapter we have shown the main results that we have obtained in the context
of this PhD thesis. We have started by relating two denotational semantics, a standard
one and another with resources. This relation has been established by a similarity relation
between the values of the domains of the respective semantics. These domains are D =
[D → D]⊥ (as defined by Abramsky) for the standard denotational semantics, and E =
[[C → E]→ [C → E]]⊥ for the semantics with resources, for which we have construct an
initial solution.
In order to prove the equivalence of Launchbury’s natural semantics with its alternative
version we have introduce two intermediate semantics: one with indirections, and another
without update. We have proved the equivalence between the alternative natural semantics
and the non-update version. To obtain this result we have defined a preorder, %I , between
heaps. To establish this indirection relation we have previously defined some equivalences
between terms and heaps. Moreover, we have accomplished this work using a locally
nameless representation.
Finally, we have considered a distributed model of the language with parallel applica-
tions. To prove the correctness with respect to an extended denotational semantics (that
gives meaning to the new expressions), we have introduced two intermediate semantics:
a 1-processor semantics and an extension of Launchbury’s natural semantics. We have
proved the consistency between the natural semantics and its extension, the equivalence
between the 1-processor semantics and the extension of the natural semantics, and the
correctness of the extended semantics with respect to an extension of the denotational
semantics.
We itemize all the results that have been exposed in this chapter.
Construction of the initial solution of the domain equation E = [[C → E] → [C →
E]]⊥, where C stands for the domain of resources.
Definition of the relation of similarity between the values of the domain E and the
values of the standard function space D = [D → D]⊥.
Application of the previous result to prove the equivalence between the denotational
standard semantics and the resourced denotational semantics for the lazy λ-calculus.
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Locally nameless representation of the λ-calculus extended with recursive local dec-
larations.
Locally nameless representation of Launchbury’s natural semantic rules and its al-
ternative version.
Properties of the reduction systems (regularity, introduction and renaming).
Equivalence relation between heaps that define the same free variables, but whose
closures may differ in the undefined free variables.
Preorder that relates two heaps when the former is transformed into the second by
the elimination of indirections (%I).
Extension of the preorder to (heap, term) pairs.
Equivalence of ANS and NNS.
Definition of a distributed operational semantics for n processors.
Definition of a distributed operational semantics for a unique processor.
Extension of the natural semantics with parallel applications.
Consistency between the natural semantics and its extension.
Equivalence between the 1-processor semantics and the parallel extension.
Correctness of the extended natural semantics with respect to an extended denota-
tional semantics.
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Chapter 4
What is left to be done?
We have already explained in Chapter 1 that the aim of this thesis was to study the
equivalence between different semantics of a distributed model. There are several avenues
for future research.
This chapter focuses on the work that we want to achieve in the future. The following



































We also consider very interesting the implementation of the whole study in a proof
assistant. The following sections detail these future research lines: Section 4.1 contains a
work that concludes with the equivalence proof of the NS and ANS, this work has been
already started; In Section 4.2 we give an alternative proof of the equivalence of NS and
ANS; We present the extension of the results to a distributed model in Section 4.3; Finally,
Section 4.4 is devoted to the implementation of the results in the proof assistant Coq
4.1 Equivalence NS and NNS (Publication WP1)
First of all, we want to complete the adequacy proof started by Launchbury between
his natural semantics and a standard denotational one. To finish with the equivalence of
the natural semantics and its alternative version, we have to complete the relation between
the natural semantics and the version without update, as the following diagram shows:
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We have already started with this study but we do not include it in this PhD because
is not finished yet. The work in progress WP1 in Appendix B details what we have already
achieved. In this section we just describe the main ideas.
We start with an example to show the differences between the final heaps produced by
evaluating an expression with NS and with NNS.
Example 9 Consider the following term:
t ≡ let abs (bvar 0 0), s, app (bvar 0 0) (bvar 0 1)
in app (app (app (bvar 0 1) (bvar 0 0)) (bvar 0 0)) (bvar 0 2)
where
s ≡ let abs (bvar 0 0), abs (bvar 0 0), app (bvar 0 0) (bvar 0 1)
in app (bvar 0 0) (bvar 0 1)
We evaluate the expression with NS (⇓) and NNS (⇓N ) in the context of an empty
heap. We obtain the following results:
{ } : t
⇓
x0 7→ abs (bvar 0 0),
x1 7→ abs (bvar 0 0),
x2 7→ abs (bvar 0 0),
y0 7→ abs (bvar 0 0),
y1 7→ abs (bvar 0 0),
y2 7→ app (fvar y0) (fvar y1)
{ } : t
⇓N
x0 7→ abs (bvar 0 0),
x1 7→ s,
x2 7→ app (fvar x0) (fvar x1),
y0 7→ abs (bvar 0 0),
y1 7→ abs (bvar 0 0),
y2 7→ app (fvar y0) (fvar y1),
z0 7→ abs (bvar 0 0),
z1 7→ abs (bvar 0 0),
z2 7→ app (fvar z0) (fvar z1)
w ≡ abs (bvar 0 0)
uunionsq
Due to the absence of update in NNS, some parts of the computation are repeated. This
happens when a variable is demanded more than once during the derivation. Therefore,
some bindings are duplicated in the final heap but with different names. There are more
differences between the final heaps. For instance, we also observe that some variables are
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bound to values in the final heap obtained with NS, while they are not evaluated in the
heap obtained with NNS. Therefore, we relate the heaps in two steps: first, we eliminate
the duplicated bindings; next, we check that the variables that are bound to different
expressions do evaluate to the same value.
We define a context equivalence between terms, ≈(x,y), to detect the groups of bindings
that are similar. Two terms t and t′ are equivalent in the contexts x and y if the terms
are equal when closing them in their respective contexts. We use this definition to remove
groups of bindings with a similar behavior. The pairs (Γ : t) and (Γ′ : t′) are related if
after removing from the first one some duplicated group of bindings the resulting (heap,
term) is still related with (Γ′ : t′). This is formalized in the following definition:
Definition 1 A heap/term pair (Γ : t) is heap-term group related to a heap/term pair
(Γ′ : t′), denoted by (Γ : t) %G (Γ′ : t′), if:
gr eq ht
(Γ : t) %G (Γ : t)
gr gr ht
t ≈(x,y) s x ∩ y = ∅ ((Γ, x 7→ t) : t)[x/y] %G (Γ′ : t′)
((Γ, x 7→ t, y 7→ s) : t) %G (Γ′ : t′)
In the previous definition, x 7→ t and y 7→ s represent groups of bindings that are
equivalent, i.e., t ≈(x,y) s. We apply this definition to the heap obtained with NNS (⇓N )
in Example 9:
Example 10 We remove the group z = [z0, z1, z2] from the final heap obtained with NNS
in Example 9.
x0 7→ abs (bvar 0 0),
x1 7→ s,
x2 7→ app (fvar x0) (fvar x1),
y0 7→ abs (bvar 0 0),
y1 7→ abs (bvar 0 0),
y2 7→ app (fvar y0) (fvar y1),
z0 7→ abs (bvar 0 0),
z1 7→ abs (bvar 0 0),
z2 7→ app (fvar z0) (fvar z1)
%G
x0 7→ abs (bvar 0 0),
x1 7→ s,
x2 7→ app (fvar x0) (fvar x1),
y0 7→ abs (bvar 0 0),
y1 7→ abs (bvar 0 0),
y2 7→ app (fvar y0) (fvar y1)
Notice that the heap obtained after removing the group has the same size as the heap
obtained with NS in Example 9. uunionsq
We realize that after removing all the equivalent groups, we have two pairs (heap,
term) of the same size. Next we define the update relation, ∼U , where two heaps of the
same size are related when the terms bound to the same names are either equal or one
of them is a value and the other not. In the latter case we evaluate the term in a given
context, and the final (heap, term) pair has to be group related with the (heap, term) pair
that contained the term already evaluated.
Definition 2 Let Γ,Γ′,∆ ∈ LNHeap. We say that Γ is update related with Γ′ in the
context of ∆, denoted by Γ ∼∆U Γ′, if
Γ ∼∆U Γ
Γ ∼∆U Γ′ ∆ : t ⇓N Θ : w (Θ : w) %G (∆ : w′) t /∈ Val
(Γ, x 7→ t) ∼∆U (Γ′, x 7→ w′)
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We are interested in the case where the context of evaluation is precisely the non-updated
heap. When the context is not explicitly given we refer to the first heap, i.e., Γ ∼U Γ′ iff
Γ ∼ΓU Γ′, and we say that Γ is update related with Γ′.
We extend this definition to (heap, term) pairs as follows:
Γ ∼∆U Γ′
(Γ : t) ∼∆U (Γ′ : t)
Γ ∼∆U Γ′ ∆ : t ⇓N Θ : w (Θ : w) %G (∆ : w′) t /∈ Val
(Γ : t) ∼∆U (Γ′ : w′)
We define the group-update relation between (heap, term) pairs, %GU , by combining
the group relation and the update relation:
(Γ : t) %G (∆ : s) (∆ : s) ∼U (Γ′ : t′) ok Γ ok Γ′ lc t lc t′
(Γ : t) %GU (Γ′ : t′)
We enunciate a theorem indicating that after evaluating the same (heap, term) pair
with NS and NNS the final (heap, term) pairs are group-update related. But this theorem
has not been proved yet. We suspect that to apply rule induction we will need a gener-
alization of the theorem and some auxiliary lemmas as well, as it has happened with the
equivalence between NNS and ANS (Section 3.1.2).
4.2 Equivalence of NS and INS, and of INS and ANS
We consider interesting to close the diagram of the four operational semantics; although
this is not necessary, since the adequacy proof will be completed with the result of the
previous section. For this, we have to prove the equivalence of NS and ANS but going
through INS instead of NNS. We expect that the first part of the proof, the one relating
INS and ANS, is similar to the proof that is being developed between NS and NNS. For
the second part, i.e., the equivalence of NS and INS, we suspect that it is alike to the
study explained in Section 3.1.2, although not exactly the same. Since there is update in
both semantics, the indirections, introduced by the application rule, may be updated to
a value, so that they are not longer recognizable as indirections (name bound to name).
This fact indicates that we have to study not only how to eliminate indirections but also
“redundant” bindings.
4.3 Extension to a distributed model
We want to extend the results explained in Chapter 3 and the previous sections of this
chapter to the distributed model. We have to follow the same steps in order to achieve
this goal. First we have to define an alternative version of the extended natural semantics
and to study if we should include indirections when performing a parallel application. We
also have to define a resourced denotational semantics for this extension. To conclude the
study we have to prove the equivalence between the extended versions of the denotational
semantics by applying a “similarity” relation. We have to prove the equivalence between
the operational versions of the semantics too. We will probably need to define the cor-
responding extensions for INS and NNS. A translation of the language and the semantic
rules to the locally nameless representation will be done previously.
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4.4 Implementation in Coq (Publication WP2)
Automated theorem provers and proof assistants, that have been introduced in Sec-
tion 2.7, are well known for their reliability in formal proofs. We find of great importance
to use one of them to implement the work done in this thesis.
When we started working with Isabelle, the Nominal package was in its origins and
the use of mutually recursive local declarations was problematic. Without this nominal
package we had to work with the de Bruijn notation. We explained in Section 2.6.1 the
disadvantages of this notation.
By contrast, Coq deals well with inductive definitions and allowed to work with re-
cursive local declarations. Moreover, there existed some works using the locally nameless
representation [Cha11] with Coq. This was the main reason to choose this proof assistant.
Although the language that we use has applications restricted to variables (Figure 3.2),
we decided to work with applications from terms to terms in Coq. To extend the work
of Chargue´raud [Cha11], we have extended the definition of the language with recursive
local declarations represented by a list of terms:
Inductive trm : Type :=
| t bvar : nat− > nat− > trm
| t fvar : var− > trm
| t abs : trm− > trm
| t app : trm− > trm− > trm
| t let : L trm− > trm− > trm
with L trm :=
| nil Lt : L trm
| cons Lt : trm− > L trm− > L trm.
But the induction principle that Coq defines is not transmitted to the list of terms,
as it only verifies the property for the main term of the local declarations. This can be
seen when checking for the induction principle in Coq:
trm ind : forall P : trm − > Prop,
(forall n n0 : nat, P (trm bvar n n0)) − >
(forall v : var, P (trm fvar v)) − >
(forall t : trm, P t − > P (trm abs t)) − >
(forall t : trm, P t − > forall t0 : trm, P t0 − > P (trm app t t0)) − >
(forall (l : L trm) (t : trm), P t − > P (trm let l t)) − >
forall t : trm, P t
Therefore, we have redefined this principle. There are two mutually recursive proper-
ties: P for the terms and P0 for the lists.
trm ind2 forall (P : trm − > Prop) (P0 : L trm − > Prop),
(forall n n0 : nat, P (trm bvar n n0)) − >
(forall v : var, P (trm fvar v)) − >
(forall t : trm, P t − > P (trm abst)) − >
(forall t : trm, P t − > forall t0 : trm, P t0 − > P (trm app t t0)) − >
(forall l : L trm, P0 l − > forall t : trm, P t − > P (trm let l t)) − >
P0 nil Ltrm − >
(forall t : trm, P t − > forall l : L trm, P0 l − > P0 (cons Ltrm t l)) − >
forall t : trm, P t
Once we fixed the problems with the induction principle, we have extended some
definitions such as variable opening, variable closing, substitution and free variables of a
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term. Since the definition of terms is a mutually recursive definition (to build a term we
need lists of terms, and to build a list of terms we need terms), all these extensions have
to be done for terms and lists simultaneously. For instance, the closure at level k is:
Fixpoint close rec (k : nat) (vs : list var) (t : trm) {struct t} : trm :=
match t with
| t bvar i j => t bvar i j
| t fvar x => if (search var x vs)
then (t bvar k (pos elem x vs 0))
else (t fvar x)
| t abs t1 => t abs (close rec (S k) vs t1)
| t app t1 t2 => t app (close rec k vs t1) (close rec k vs t2)
| t let ts t => t let (close L rec (S k) vs ts)(close rec (S k) vs t)
end
with close L rec (k : nat) (vs : list var) (ts : L trm) {struct ts} : L trm :=
match ts with
| nil Lt => nil Lt
| cons Lt t ts => cons Lt (close rec k vs t) (close L rec k vs ts)
end.
Similarly, the predicate of local closure has to be done on terms and lists of terms
simultaneously:
Inductive lc : trm − > Prop :=
| lc var : forall x, lc (t fvar x)
| lc app : forall t1 t2, lc t1 − > lc t2 − > lc (t app t1 t2)
| lc abs : forall L t, (forall x, x /∈ L − > lc (open t (cons x nil))) − > lc (t abst)
| lc let : forall L t ts, (forall xs, xs /∈ L − > (lc list (opens (cons Lt t ts) xs)))
− > lc (t let ts t)
with lc list : L trm − > Prop :=
| lc list nil : lc list (nil Lt)
| lc list cons : forall t ts, lc t − > lc list ts − > lc list(cons Lt t ts).
We also have defined the bindings, the heaps and several functions on heaps such as
the domain, the names, the substitution and the predicate of well-defined heaps explained
in Section 3.1.2. But these definitions have to be revised since they seem to be inadequate
to work with the semantic rules and further proofs. For instance, we have defined a heap
as a set of bindings, but we were told that it would be better to define it as a partial
function.
This work was postponed but not forgot. Working with proof assistants is not easy.
Some proofs, that seem to be trivial when developing them by hand, turn to be complicate
when performing them in a machine. This part of the research requires a lot of time, and
we expect to finish it in the future.
There is still a lot of work to develop, but we think that what we exposed in Chapter 3
is enough to conform a thesis.
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Este cap´ıtulo contiene las cuatro publicaciones principales que forman la tesis. Al igual
que se hizo en el Cap´ıtulo 3, las publicaciones aparecen de forma tema´tica en lugar de
cronolo´gicamente.
En primer lugar presentamos el art´ıculo P1 [SGHHOM11] sobre la construccio´n de
dominios, sema´nticas denotacionales y su relacio´n mediante bisimilitud. El trabajo fue
presentado en el 26th Symposium on Applied Computing (SAC) que tuvo lugar en Taichung
(Taiwa´n) en septiembre de 2011, y fue publicado por ACM en las actas del simposium.
A continuacio´n hay un bloque de dos art´ıculos relacionados con la demostracio´n de la
equivalencia entre las dos sema´nticas operacionales presentadas por Launchbury [Lau93].
La primera publicacio´n de este bloque, P2 [SGHHOM12b], contiene la representacio´n
localmente sin nombres de la sema´ntica natural y la demostracio´n de diversas propiedades
relacionadas con esta representacio´n. Esta representacio´n facilita las demostraciones de los
resultados que se exponen en la segunda publicacio´n. El art´ıculo sobre la representacio´n
localmente sin nombres se presento´ en el 9th International Colloquium on Theoretical
Aspects of Computing (ICTAC) en Bangalore (India) en septiembre de 2012 y se publico´ en
el volumen 7521 de la serie LNCS de Springer-Verlag. En cuanto al segundo art´ıculo de
este bloque, P3 [SGHHOM14b], se presento´ en la novena edicio´n de Perspectives of System
Informatics (PSI) en San Petersburgo (Rusia) en junio de 2014 y se publico´ en el volumen
8974 de la serie LNCS de Springer-Verlag. En este art´ıculo se hace un estudio sobre el
papel que juegan las indirecciones a lo largo de una evaluacio´n, y se establece una relacio´n
entre los contextos y los valores obtenidos al evaluar un mismo te´rmino con dos sema´nticas
distintas, una de las cuales introduce indirecciones.
Cierra el cap´ıtulo la publicacio´n P4 [SGHHOM10] en la que se hace un estudio de
distintas sema´nticas sobre un modelo distribuido. Este trabajo fue presentado en junio de
2009 en el 10th Trends in Functional Programming celebrado en Komarno (Eslovaquia), y
posteriormente seleccionado para su publicacio´n en el volumen 10 de Trends in Functional
Programming, Intellect.
This chapter contains the main publications that form this thesis. As we have done in
Chapter 3, these publications are presented according to their thematic.
The first paper, P1 [SGHHOM11], is about domain construction, denotational seman-
tics and their relation through bisimilarity. This was presented in the 26th Symposium on
Applied Computing (SAC) in Taichung (Taiwan) in September 2011. This was published
by ACM in the proceedings of the symposium.
Next, there are two papers devoted to the missing proof of Launchbury’s work. The
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first one, P2 [SGHHOM12b], focuses on the locally nameless representation of the natural
semantics for lazy evaluation. Some properties of this representation are proved as well.
This work is useful for the development of the proofs of the second paper. This paper
was presented in the 9th International Colloquium on Theoretical Aspects of Computing
(ICTAC) in Bangalore (India) in September 2012 and was published in the volume 7521
of the LNCS by Springer-Verlag. The second work, P3 [SGHHOM14b], was presented in
the 9th Perspectives of System Informatics (PSI) in Saint Petersburg (Russia) in June
2014 and was published in the volume 8974 of the LNCS by Springer-Verlag. In this work
we study the role of indirections during the evaluation. We define a relation between the
context and value obtained when an expression is evaluated with two different semantics.
The last publication, P4 [SGHHOM10], is dedicated to a distributed model, where the
relation between several semantics is shown. This paper was presented in the 10th Trends
in Functional Programming in Komarno (Slovakia), and it was published in volume 10 of
Trends in Functional Programming by Intellect.















In order to prove the computational adequacy of the (oper-
ational) natural semantics for lazy evaluation with respect
to a standard denotational semantics, Launchbury defines
a resourced denotational semantics. This should be equiva-
lent to the standard one when given infinite resources, but
this fact cannot be so directly established, because each se-
mantics produces values in a different domain. The values
obtained by the standard semantics belong to the usual lifted
function space D = [D → D]⊥, while those produced by the
resourced semantics belong to [C → E] where E satisfies the
equation E = [[C → E]→ [C → E]]⊥ and C (the domain of
resources) is a countable chain domain defined as the least
solution of the domain equation C = C⊥.
We propose a way to relate functional values in the stan-
dard lifted function space to functional values in the corre-
sponding resourced function space. We first construct the
initial solution for the domain equation E = [[C → E] →
[C → E]]⊥ following Abramsky’s construction of the initial
solution of D = [D → D]⊥. Then we define a “similarity”
relation between values in the constructed domain and val-
ues in the standard lifted function space. This relation is
inspired by Abramsky’s applicative bisimulation.
Finally we prove the desired equivalence between the stan-
dard denotational semantics and the resourced semantics for
the lazy λ-calculus.
Categories and Subject Descriptors
D.3.1 [Programming Languages]: Formal Definitions and
Theory—semantics
Keywords
Domain theory, denotational semantics, λ-calculus.
1. MOTIVATION
There is a mismatch between the pure λ-calculus in the
standard theory [4] and the practice of functional program-
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ming, or more precisely, the lazy functional languages. This
situation has been pointed out clearly by Abramsky in his
seminal paper [1], where he proposes a“lazy”theory based on
the notion of applicative transition systems and introduces a
suitable domain equation, i.e., D = [D → D]⊥, which has a
nontrivial initial solution that constitutes a canonical model
for the family of lazy languages. The construction of this
initial solution is detailed in [2]. We adapt this construction
to the case where resources are added to the computational
model, so that we obtain the initial solution for the domain
equation E = [[C → E] → [C → E]]⊥, where C is a count-
able chain domain defined as the least solution of the domain
equation C = C⊥.
“Resourced” domains like E enable to define semantics
that restrict the number of available resources. For instance,
let us consider that only 60 seconds of CPU time are avail-
able and that each reduction needs one second; thus after 60
reductions the system gets blocked and the semantic value is
⊥. Another example: Boudol, Curien and Lavatelli present
in [5] a λ-calculus with resources to provide a control on the
substitution process, so that a computation gets in deadlock
when there are not enough resources to carry out all the
substitutions. For this they use a different domain equa-
tion, namely D = [M(D) → D]⊥, where M(D) stands for
multisets of D.
The resourced domain E was used by Launchbury in [7]
to define a (denotational) resourced semantics that was in-
troduced to prove the computational adequacy of his (op-
erational) natural semantics for lazy evaluation. In that
resourced semantics each syntactic level (in the term to be
evaluated) requires the consumption of one resource. This
mimics the derivation process for the natural semantics,
where one operational rule is applied to eliminate each syn-
tactic level. Hence, denotations that consume a finite num-
ber of resources correspond to finite derivations. Neverthe-
less, the construction of the initial solution for the domain
equation E = [[C → E] → [C → E]]⊥ is not detailed in
Launchbury’s work, and we have found it described nowhere.
Our motivation for constructing an initial solution for
E = [[C → E] → [C → E]]⊥ (let us call it CValue) is
to define a correspondence between its elements and those
of the lifted function space D = [D → D]⊥ (let us call
it Value). This correspondence is necessary to prove that,
provided an unbounded number of resources, the resourced
semantics equals the standard denotational semantics. In
[7] Launchbury simply states that both semantics compute
the same values, but this is not exact because the values
produced by the standard semantics belong to Value, while
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those obtained by the resourced semantics belong to CValue.
How can be related functional values belonging to different
semantic domains? The obvious answer is to observe their
behaviour when applying them to any argument; but argu-
ments and results are functional values too, thus some kind
of recursive definition is needed. We are inspired by the
applicative bisimulation defined by Abramsky in [1] as the
limit of a sequence of relations, each one allowing to ob-
serve the applicative behaviour of functions until some fixed
depth. But in Abramsky’s applicative bisimulation the “ex-
periments” are common to both sides of the simulation —
namely, they are syntactic terms— while in our case, they
are again values belonging to different domains. Therefore,
our version of the applicative bisimulation is in some way
more general, and it can be useful for the study of simula-
tions between distinct sets.
Summarizing, the contributions of this paper are: (1) the
construction of the initial solution for the domain equa-
tion E = [[C → E] → [C → E]]⊥, where C represents
resources and satisfies the equation C = C⊥, (2) the defi-
nition of a “similarity” relation between values in the con-
structed domain and values in the standard lifted function
space D = [D → D]⊥, and (3) the proof of the equivalence
between a standard denotational semantics and a resourced
semantics for the lazy λ-calculus.
These results allow us to obtain a proof for the compu-
tational adequacy of Launchbury’s natural semantics. As
we have pointed out above, Launchbury just assumes that
values obtained from both denotational semantics can be di-
rectly related, but the adequacy proof is not detailed. To
the best of our knowledge, no complete and detailed proof
of this adequacy has been published before. When trying to
reproduce it we have discovered that it is not a straightfor-
ward proof, and that several subtle difficulties arise.
The adequacy result is of interest since Launchbury’s nat-
ural semantics has been often cited and has inspired many
other works as well as several extensions of his semantics,
where the corresponding adequacy proofs have been obtained
by adapting Launchbury’s proof scheme, e.g., [14, 3, 15, 9,
11]. Moreover, the resourced function space and the simi-
larity relation defined here can be useful in other contexts.
The paper is organized as follows: In Section 2 we define
the resourced function space and we detail the construction
of the initial solution of the corresponding domain equation.
In Section 3 we define a similarity relation between the val-
ues of the standard function space and those of the resourced
function space. In Section 4 we describe a standard and a
resourced denotational semantics for a lazy λ-calculus, and
we prove their equivalence. The last section is devoted to
the conclusions and the outline of future work.
2. A RESOURCED FUNCTION SPACE
A partially ordered set (D,⊑D) is a directed-complete par-
tial order (dcpo) if every directed subset has a supremum. A
complete partial order (cpo) is a dcpo with a least element.
For simplicity a cpo is usually represented by just its set.
A function f : D → D′ between cpos D and D′ is continu-
ous if it maps directed sets to directed sets while preserving
their suprema.
Following Scott’s domain theory [6], the function space
[D → D′], being (D,⊑D) and (D′,⊑D′) cpos, is defined as
[D → D′] def= {f | f : D → D′ is continuous}, where the
order is f ⊑[D→D′] g def= ∀d ∈ D.f(d) ⊑D′ g(d).
The lifted construction of a cpo (D,⊑D) is defined as:
D⊥
def
= {⊥} ∪ {⌊d⌋ | d ∈ D},
x ⊑D⊥ y def= x =⊥ ∨ (x = ⌊d⌋ ∧ y = ⌊d′⌋ ∧ d ⊑D d′).
The function ⌊−⌋ verifies that ⌊d⌋ = ⌊d′⌋ ⇒ d = d′ and
⊥ 6= ⌊d⌋ for all d, d′ ∈ D.
Two functions, upD : D → D⊥ and dnD : D⊥ → D, relate
the cpo D to its lifted version D⊥ and viceversa:
upD(d)
def
= ⌊d⌋, dnD(⊥) def= ⊥D,
dnD(⌊d⌋) def= d.
They verify that dnD ◦ upD = idD and idD⊥ ⊑ upD ◦ dnD.
There are different ways of realising ⌊−⌋, all of them lead-
ing to isomorphic constructions. In the following we will
consider that ⌊d⌋ = d.
Let f : D → D′, it can be extended to f⊥ : D⊥ → D′⊥:
f⊥(⊥) def= ⊥ , and
f⊥(upD(d))
def
= upD′(f(d)) for d ∈ D.
The construction of the initial solution of the domain
equation D = [D → D]⊥ is detailed in [2]. The objective
of the present section is to adapt this construction to ob-
tain the initial solution for the domain equation E = [[C →
E] → [C → E]]⊥, being C the least solution of the domain
equation C = C⊥. The elements of C are represented as ⊥,
S(⊥), S2(⊥) = S(S(⊥)), . . . , Sn(⊥), . . . , being S∞(⊥) its
limit element, where S stands for a successor-like function.
In the following, to simplify, we abbreviate S∞(⊥) to S∞.
The initial solution for the domain equation E = [[C →
E] → [C → E]]⊥ is constructed by finite approximations.
Each pair injection/projection between successive approxi-
mations constitutes an embedding.
2.1 Embeddings
Let D and D′ be cpos. An embedding of D into D′ is a
pair of continuous maps 〈i, j〉 such that D i֌ D′ j։ D, and
i ◦ j ⊑ idD′ and j ◦ i = idD, where ֌ and ։ stand for
an injection and a projection respectively.
Given an embedding of D into D′, it is possible to build
other embeddings between cpos constructed from D and D′.
Consider the composition application over cpos X, Y and
Z with the following signature:
◦ : [Y → Z]× [X → Y ]→ [X → Z].
Then, for any f ∈ [Y → Z] and g ∈ [X → Y ], we can define
the function sections:
(f ◦) : [X → Y ]→ [X → Z] and
(◦ g) : [Y → Z]→ [X → Z],
so that (f ◦)(h) def= (f ◦ h) and (◦ g)(h) def= (h ◦ g) for a
function h of the appropiate type in each case.
Lemma 1. Let 〈i, j〉 be an embedding of D into D′. For
any cpo X, 〈(i ◦), (j ◦)〉 is an embedding of [X → D] into
[X → D′].
Proof. We have to show that (j ◦)◦ (i ◦) = id[X→D] and
(i ◦) ◦ (j ◦) ⊑ id[X→D′].
Let f ∈ [X → D], we have (j ◦)◦(i ◦)(f) = (j ◦)◦(i ◦f) =
(j ◦ i) ◦ f = idD ◦ f = f , by associativity of ◦.
Similarly, if g ∈ [X → D′] then (i ◦) ◦ (j ◦)(g) = (i ◦) ◦
(j ◦ g) = (i ◦ j) ◦ g ⊑ idD′ ◦ g = g.
1302
As a consequence, from an embedding of D into D′, an
embedding between the resourced domains [C → D] and
[C → D′] can be built by choosing X as the countable chain
domain C defined above.
Corollary 2. Let 〈i, j〉 be an embedding of D into D′.
Then 〈iC , jC〉 is an embedding of [C → D] into [C → D′],
which is defined as iC(a)(c)
def
= i(a(c)) and jC(b)(c)
def
= j(b(c)),
where a ∈ [C → D], b ∈ [C → D′] and c ∈ C.
Proof. Notice that iC = (i ◦) and jC = (j ◦); then we
use Lemma 1.
Given an embedding between two cpos, an embedding be-
tween their lifted domains can be easily obtained.
Lemma 3. Let 〈i, j〉 be an embedding of D into D′.The
pair 〈i⊥, j⊥〉 is an embedding of D⊥ into D′⊥.
Proof. Trivial from the definition of i⊥ and j⊥.
Next we define how to build an embedding between func-
tion spaces from an embedding between their ground cpos.
Lemma 4. Let 〈i, j〉 be an embedding of D into D′. Then
〈i→, j→〉 is an embedding of [D → D] into [D′ → D′], where:
i→
def
= (i ◦) ◦ (◦ j), and
j→
def
= (j ◦) ◦ (◦ i).
Proof. Since 〈i, j〉 is an embedding of D into D′, it is
verified that j ◦ i = idD and i ◦ j ⊑ idD′ . We have to
check that j→ ◦ i→ = id[D→D] and i→ ◦ j→ ⊑ id[D′→D′].
We use again the associativity of ◦.
Let f ∈ [D → D] and g ∈ [D′ → D′]:
(i→ ◦ j→)(g) = ((i ◦) ◦ (◦ j)) ◦ ((j ◦) ◦ (◦ i))(g)
= ((i ◦) ◦ (◦ j))(j ◦ g ◦ i)
= i ◦ (j ◦ g ◦ i) ◦ j
= (i ◦ j) ◦ g ◦ (i ◦ j)
⊑ id′D ◦ g ◦ id′D
= g.
Similarly, it is proved that (j→ ◦ i→)(f) = f .
Now we combine the two previous constructions to obtain
an embedding between lifted function spaces.
Corollary 5. Let 〈i, j〉 be an embedding of D into D′.
The pair 〈i∗, j∗〉, which is defined as i∗ def= (i→)⊥ and j∗ def=
(j→)⊥, is an embedding of [D → D]⊥ into [D′ → D′]⊥.
Proof. Is a consequence of Lemmas 3 and 4.
This corollary is equivalent to Lemma 4.1.1. given by
Abramsky and Ong in [2]; although their definition of 〈i∗, j∗〉
is more cumbersome because the lifting and function space
constructions are combined in a unique step.
These results also can be easily obtained by considering
embeddings as Galois connections [8].
We are now ready to define an embedding of [[C → D]→
[C → D]]⊥ into [[C → D′] → [C → D′]]⊥. We start with
an embedding 〈i, j〉 of D into D′; by Corollary 2 we obtain
〈iC , jC〉, an embedding of [C → D] into [C → D′]. Finally
we get an embedding 〈iC∗, jC∗〉 of [[C → D] → [C → D]]⊥
into [[C → D′] → [C → D′]]⊥ by applying Corollary 5 (see
Figure 1).
The embedding 〈iC∗, jC∗〉 is used in the next subsection to
construct the initial solution of E = [[C → E]→ [C → E]]⊥.
2.2 Construction of the initial solution
We represent the finite aproximations of E by {En}n∈N,
defined inductively as E0
def
= {⊥E0} and En+1 def= [[C →
En]→ [C → En]]⊥. Intuitively, En contains the (resourced)
functions that can be applied until level n at most. Hence,
E0 contains only the bottom value, indicating that it can-
not be applied. While E1 has two elements, i. e., E1 =
{⊥E1 , e1} where e1 is the function that maps a0 into a0,
being A0 = [C → E0] = {a0} such that ∀n ∈ N∞(=
N ∪ {∞}).a0(Sn(⊥)) =⊥E0 . Therefore, e1 can be applied
in a first level (to a0 ∈ A0) but the resulting value (a0)
instantiated with any amount of resources produces ⊥E0 ,
which cannot be applied.
Let 〈i0, j0〉 be an embedding of E0 into E1, where i0 and
j0 are defined as follows:
i0 : E0 −→ E1 j0 : E1 −→ E0
⊥E0 7→ ⊥E1 ⊥E1 7→ ⊥E0
e1 7→ ⊥E0
The embeddings of En+1 into En+2, i. e. En+1
in+1֌ En+2
jn+1։
En+1, are defined as 〈in+1, jn+1〉 def= 〈iC∗n , jC∗n 〉, that is,
in+1(en+1) = i
C∗




{ ⊥En+2 if en+1 =⊥En+1
iCn ◦ en+1 ◦ jCn if en+1 6=⊥En+1
jn+1(en+2) = j
C∗




{ ⊥En+1 if en+2 =⊥En+2
jCn ◦ en+2 ◦ iCn if en+2 6=⊥En+2
〈En, jn〉n∈N forms an inverse system of cpos and we take its
inverse limit [13] as E, i.e.,
E = lim←〈En, jn〉
= {〈en : n ∈ N〉 | en ∈ En ∧ jn(en+1) = en} ⊆∏n∈N En.
where the tuple 〈en : n ∈ N〉 = 〈e0, e1, . . . , en, . . .〉 represents
an element e ∈ E by its approximations in each layer.
The embeddings of En into En+1 can be generalized to
relate Em to En, for any n,m ∈ N∞.
We define the functions φEm,n : Em → En as follows:
m = n φEn,n
def
= idEn ,
m > n φEm,n
def
= φEm−1,n ◦ jm−1,
m < n φEm,n
def
= in−1 ◦ φEm,n−1.
The n-projection φE∞,n : E → En is defined as the limit of





Similarly, φEn represents the n-injection φ
E
n,∞ : En → E. By
construction 〈φEn , ψEn 〉 forms an embedding of En into E.
Also, we view each En as a subset of E, that is, we identify
φEn (x) with x, where x ∈ En; and for e ∈ E, ψEn (e) = en ∈
En. Thus, E =
⋃
n∈N En.
To illustrate our construction, we generate the three first
approximations of E, i.e., E0, E1 and E2, and we look into
the corresponding embeddings.
As explained above, E0 is the one-point domain repre-
sented by {⊥E0}, and E1 = {⊥E1 , e1}, where e1(a0) = a0
and {a0} = A0 = [C → E0] is such that a0(Sn(⊥)) =⊥E0 for
all n ∈ N∞. Now E2 = [A1 → A1]⊥, where A1 = [C → E1]









































{ ⊥E1 if k < n
e1 if k ≥ n
We define a1,∞ as the function verifying that forall n ∈ N∞
a1,∞(Sn(⊥)) =⊥E1 , i.e., this is the least defined function in
A1. Notice that the most defined one is a1,0, the constant
function with a1,0(S
n(⊥)) = e1 forall n ∈ N∞. Hence, we
have an ordering in A1 where a1,∞ ⊑ a1,m ⊑ a1,n ⊑ a1,0 for
all m,n ∈ N such that n ≤ m.
Since A1 = {a1,n | n ∈ N∞}, any increasing ω-chain in
A1 has as l.u.b. a1,k for some k ∈ N, except for the con-
stant chain {xn = a1,∞}n∈N. Hence, we can characterize
the continuous functions e : A1 → A1 as those that satisfy
the following property:
n ≤ m⇒ l ≤ k, for e(a1,m) = a1,k and e(a1,n) = a1,l (1)
Summarizing,
E2 = {⊥E2} ∪ {e : {a1,n}n∈N∞ → {a1,n}n∈N∞ | e sat.(1)}.
The representation of the embeddings 〈i0, j0〉 of E0 into E1
and 〈i1, j1〉 of E1 into E2 is shown in Figure 3. For E2 we
only highlight the constant functions e2,∞ and e2,0 repre-
senting the two extremes of [A1 → A1], i.e., for all n ∈ N∞
e2,∞(a1,n) = a1,∞ and e2,0(a1,n) = a1,0.
2.3 Application operations
Application operations are defined in each domain En as




{ ⊥En if en+1 =⊥En+1
en+1(an)(c) if en+1 6=⊥En+1
ψEn denotes the n-projection defined in Section 2.2 for the
domain E. From the embedding 〈φEn , ψEn 〉 of En into E and
using Corollary 2, we obtain the embedding 〈(φEn )C , (ψEn )C〉
of [C → En] into [C → E], so that ψ[C→E]n stands for (ψEn )C .
Application operation in E is AP⊥E : E× [C → E]×C → E,










In the following, we use e(a)(c) for both Ap⊥En(e, a, c) and
AP ⊥E (e, a, c); from the context it should be clear which is
the correct one. Notice that





Analogously, from the definition of the application opera-
tion in the standard lifted function space D described in [2],
where D is the initial solution of D = [D → D]⊥ and this
initial solution can be described as an inverse limit similarly







In this section we define a relation between the standard
lifted function domain D = [D → D]⊥ and the resourced
domain E = [[C → E] → [C → E]]⊥ constructed in the
previous section. Our relation is inspired by the applicative
bisimulation defined by Abramsky in [1], so that functions
d ∈ D and e ∈ E are considered to be similar if d and e
have a similar applicative behaviour when infinite resources
are available for e, i.e., they produce similar values when
applied to similar arguments.
To formalize this circular definition we resort to a layered
construction, that is, we inductively define a sequence of
relations { ⊳⊲n ⊆ Dn × En}n∈N.
Definition 1 (n-similarity). A family of n-similarity
relations between elements of Dn and En, for n ∈ N, is de-
fined as follows:
• 0-similarity, ⊳⊲0 : ⊥D0 ⊳⊲0 ⊥E0 .
• n+1-similarity, ⊳⊲n+1 , is the least relation in Dn+1×
En+1 that verifies:
(1) ⊥Dn+1 ⊳⊲n+1 ⊥En+1 and,
(2) let d ∈ Dn+1 and e ∈ En+1 such that d 6=⊥Dn+1
and e 6=⊥En+1 , then d ⊳⊲n+1 e if for any d′ ∈ Dn and
for any a′ ∈ An, d′ ⊳⊲n a′(S∞)⇒ d(d′) ⊳⊲n e(a′)(S∞).
For a better understanding of this definition, we show the
three first layers (Figure 4):
• 0-similarity (⊳⊲0): D0 = {⊥D0} and E0 = {⊥E0}, so that
the relation reduces to ⊥D0 ⊳⊲0 ⊥E0 .
• 1-similarity (⊳⊲1 ): D1 = {⊥D1 , d1}, where d1 ∈ [D0 →
D0] is the function mapping ⊥D0 into ⊥D0 , and recall that
E1 = {⊥E1 , e1} with e1(a0) = a0. ⊥D1 ⊳⊲1 ⊥E1 , by
definition. Now let d′ ∈ D0 and a′ ∈ A0 = {a0 | ∀n ∈
N∞. a0(Sn(⊥)) =⊥E0}, it must be that d′ =⊥D0 and a′ =
a0. Hence, we have that ⊥D0= d′ ⊳⊲0 a′(S∞) =⊥E0 . More-
over, d1(d
′) =⊥D0 ⊳⊲0 ⊥E0= a0(S∞) = e1(a0)(S∞) =
e1(a
′)(S∞). Thus, d1 ⊳⊲1 e1.
• 2-similarity (⊳⊲2): D2 = {⊥D2 , d2,1, d2,2, d2,3}, where the
functions d2,1, d2,2 and d2,3 are defined as follows:
d2,1(⊥D1) = ⊥D1 d2,2(⊥D1) = ⊥D1 d2,3(⊥D1) = d1












































We have shown in Subsection 2.2 that
E2 = {⊥E2} ∪ {e : {a1,n}n∈N∞ → {a1,n}n∈N∞ | e sat. (1)}.
By definition, ⊥D2 ⊳⊲2 ⊥E2 .
Let d′ ∈ D1 and a′ ∈ A1 = [C → E1] such that d′ ⊳⊲1 a′(S∞).
Consequently, either d′ =⊥D1 and a′ = a1,∞ (and hence
a′(S∞) =⊥E1), or d′ = d1 and a′ = a1,k for some k ∈ N
(notice that ∀n ∈ N . a1,n(S∞) = e1). Therefore, the func-
tions in A1 can be partitioned into two classes: [a1,∞] is
the class of functions returning ⊥E1 when applied to S∞;
whereas the functions in [a1,0] return e1 when infinite re-
sources are provided, i.e., [a1,0] = {a1,n | a1,n(S∞) = e1}.
Notice that the first class contains a unique element, that
is, [a1,∞] = {a1,∞}. But it could be proved that 2-similarity
requires that the classes in A1 are preserved, i.e., for any
e ∈ E2 there exists d ∈ D2 such that d ⊳⊲2 e only if
∀a, a′ ∈ A1.(a(S∞) = a′(S∞)⇒ e(a)(S∞) = e(a′)(S∞)).
Therefore, E2 = {⊥E2} ∪ [e2,1] ∪ [e2,2] ∪ [e2,3] ∪ E′2. where
[e2,1] = {e ∈ E2 | ∀a ∈ A1 . e(a) ∈ [a1,∞]},
[e2,2] = {e ∈ E2 | ∀a ∈ A1 . (a ∈ [a1,∞]⇒ e(a) ∈ [a1,∞])
∧(a ∈ [a1,0]⇒ e(a) ∈ [a1,0])},
[e2,3] = {e ∈ E2 | ∀a ∈ A1 . e(a) ∈ [a1,0]}.
Hence, we have that ⊥D2 ⊳⊲2 ⊥E2 , ∀e ∈ [e2,1].d2,1 ⊳⊲2 e,
∀e ∈ [e2,2].d2,2 ⊳⊲2 e, ∀e ∈ [e2,3].d2,3 ⊳⊲2 e, and E′2 contains
the elements of E2 for which there is no similar element in
D2. This is graphically represented in Figure 4.
Next we prove some useful properties of the n-similarity,
e.g., that it preserves undefinedness:
Lemma 6. Let n ∈ N, d ∈ Dn and e ∈ En. If d ⊳⊲n e
then either (d =⊥Dn ∧ e =⊥En) or (d 6=⊥Dn ∧ e 6=⊥En).
Proof. Trivial by the definition of ⊳⊲n .
In the following lemma 〈iDn , jDn 〉 stands for the embedding
of Dn into Dn+1 [1], 〈iEn , jEn 〉 for the embedding of En into
En+1, and 〈iCn , jCn 〉 for the embedding of [C → En] into [C →
En+1]. The lemma states that the injections and projections
of these embeddings preserve the similarity relation.
Lemma 7. Let n ∈ N, d ∈ Dn+1, e ∈ En+1, a ∈ An+1,
d′ ∈ Dn, e′ ∈ En and a′ ∈ An:
1. d ⊳⊲n+1 e⇒ jDn (d) ⊳⊲n jEn (e),
2. d′ ⊳⊲n e′ ⇒ iDn (d′) ⊳⊲n+1 iEn (e′),
3. d ⊳⊲n+1 a(S
∞)⇒ jDn (d) ⊳⊲n jCn (a)(S∞), and
4. d′ ⊳⊲n a′(S∞)⇒ iDn (d′) ⊳⊲n+1 iCn (a′)(S∞).
Proof. By induction on n.
• n = 0: By definition, jD0 (d) =⊥D0 for any d ∈ D1, jE0 (e) =⊥E1
for any e ∈ E1, and jC0 (a)(S∞) =⊥E0 for any a ∈ A1.
Therefore, jD0 (d) ⊳⊲0 j
E
0 (e) and j
D





′) =⊥D1 for any d′ ∈ D0, iE0 (e′) =⊥E1
for any e′ ∈ E0, and iC0 (a′)(S∞) =⊥E1 for any a′ ∈ A0.
Therefore, iD0 (d
′) ⊳⊲1 iE0 (e
′) and iD0 (d
′) ⊳⊲1 iC0 (a
′)(S∞).
• n > 0:
(1). We assume d ⊳⊲n+1 e, hence (by Lemma 6) either
d =⊥Dn+1 and e =⊥En+1 , or d 6=⊥Dn+1 and e 6=⊥En+1 .
The first case is trivial by the definiton of jDn and j
E
n .
To prove the second case, let d′′ ∈ Dn−1, and a′′ ∈ An−1
such that d′′ ⊳⊲n−1 a′′(S∞). By induction hypothesis (4),
we have that iDn−1(d
′′) ⊳⊲n iCn−1(a
′′)(S∞). As d ⊳⊲n+1 e, it
must be that d(iDn−1(d
′′)) ⊳⊲n e(iCn−1(a
′′))(S∞).










and by definition of jDn and j
E






Therefore we have proved that jDn (d) ⊳⊲n j
E
n (e).
(4). We assume d′ ⊳⊲n a′(S∞), thus (by Lemma 6) either
d′ =⊥Dn and a′(S∞) =⊥En , or d′ 6=⊥Dn and a′(S∞) 6=⊥En .
The first case is trivial by the definition of iDn and i
C
n .
For the second case, let d′′ ∈ Dn and a′′ ∈ An such that




















and by definition of iDn and i
C






Therefore we have proved that iDn (d
′) ⊳⊲n+1 iCn (a
′)(S∞).
Proofs for (2) and (3) are similar to those for (1) and (4).
The previous lemma enables to pass the similarity relation
up and down through the approximations of D and E. We
define a similarity relation between functions in D and E.
Definition 2 (Similarity). ⊳⊲ is defined as the least
relation in D×E that verifies that for each d ∈ D and e ∈ E,
d ⊳⊲ e if ∀n ∈ N . ψDn (d) ⊳⊲n ψEn (e).
Similarity preserves undefinedness.
Corollary 8. Let d ∈ D and e ∈ E. If d ⊳⊲ e then
either (d =⊥D ∧ e =⊥E) or (d 6=⊥D ∧ e 6=⊥E).
Proof. Is a corollary of Lemma 6.
We give an alternative characterization for ⊳⊲ which is
more convenient for writing proofs involving ⊳⊲.
Proposition 9. Let d ∈ D, e ∈ E. d ⊳⊲ e if and only if:
• (d =⊥D ∧ e =⊥E), or
• (d 6=⊥D ∧ e 6=⊥E) ∧ ∀d′ ∈ D.∀a′ ∈ [C → E].
d′ ⊳⊲ a′(S∞)⇒ d(d′) ⊳⊲ e(a′)(S∞).
Proof. To simplify the notation we write rn for ψ
R
n (r)
where n ∈ N, r ∈ R and R ∈ {D,E, [C → E]}.
(if) We first prove that if d and e verify the property then
they are similar.
• Case 1: d =⊥D and e =⊥E .
We have that (⊥D)n =⊥Dn and (⊥E)n =⊥En for all n ∈ N.
By definiton of ⊳⊲n , (⊥D)n =⊥Dn ⊳⊲n ⊥En= (⊥E)n, for
any n ∈ N. Therefore, d ⊳⊲ e.
• Case 2: d 6=⊥D and e 6=⊥E .
By assumption, d′′ ⊳⊲ a′′(S∞) ⇒ d(d′′) ⊳⊲ e(a′′)(S∞), for
any d′′ ∈ D and any a′′ ∈ [C → E] .
By definition of ⊳⊲, we can assure that if d(d′′) ⊳⊲ e(a′′)(S∞),
then ∀m ∈ N.(d(d′′))m ⊳⊲m (e(a′′)(S∞))m. Then, by the
equations (2) and (3) in Section 2.3, we have that
∀m ∈ N.dm+1(d′′m) ⊳⊲m em+1(a′′m)(S∞).
Consequently, for any d′′ ∈ D and any a′′ ∈ [C → E],
d′′⊳⊲a′′(S∞)⇒∀m∈N.dm+1(d′m)⊳⊲m em+1(a′m)(S∞). (4)
Now we have to prove that d ⊳⊲ e, i.e., ∀n ∈ N.dn ⊳⊲n en.
But d0 =⊥D0 and e0 =⊥E0 and, by definition, ⊥D0 ⊳⊲0 ⊥E0 .
Thus, we have to check that ∀n > 0.dn ⊳⊲n en, or equiva-
lently, that ∀n ∈ N.dn+1 ⊳⊲n+1 en+1.
That is, it must be verified that for any d′ ∈ Dn and for any
a′ ∈ An d′ ⊳⊲n a′(S∞)⇒ dn+1(d′) ⊳⊲n en+1(a′)(S∞).
Let d′ ∈ Dn, we construct a tuple
d′ = 〈d′0, d′1, . . . , d′n−1, d′, d′n+1 . . .〉









k > n. Therefore, d′ ∈ D.
Likewise, let a′ ∈ An = [C → En], we construct
a′ = 〈a′0, a′1, . . . , a′n−1, a′, an+1 . . .〉 ∈ [C → E].
By Lemma 7 we can assure that d′ ⊳⊲ a′(S∞) whenever
d′ ⊳⊲n a′(S∞). Then, by (4) we have that
∀m ∈ N.dm+1(d′m) ⊳⊲m em+1(a′m)(S∞),
and particularly: dn+1(d
′) ⊳⊲n en+1(a′)(S∞).
(only if) Let us prove that if d ⊳⊲ e then d and e satisfy the
property. By Corollary 8 we only have two cases:
• Case 1: d =⊥D and e =⊥E . Trivial.
• Case 2: d 6=⊥D and e 6=⊥E .
Let d′ ∈ D and a′ ∈ [C → E] such that d′ ⊳⊲ a′(S∞).
We have to prove that d(d′) ⊳⊲ e(a′)(S∞), that is,
∀n ∈ N.(d(d′))n ⊳⊲n (e(a′)(S∞))n.
For n = 0 this is trivial. Now consider n > 0; by hypothesis,
d ⊳⊲ e and d′ ⊳⊲ a′(S∞), therefore, by definition of ⊳⊲ we
have that ∀m ∈ N.dm ⊳⊲m em ∧ d′m ⊳⊲m a′m(S∞).












d(d′)n ⊳⊲n (e(a′)(S∞))n, by (2) and (3) in Section 2.3.
4. A DENOTATIONAL SEMANTICS FOR A
LAZY λ-CALCULUS
The language described in [7] is a normalised λ-calculus
extended with recursive lets. The restricted syntax is given
in Figure 5, where all bound variables are distinct, and ap-
plications are of an expression to a variable.
We consider a heap Γ as a finite partial function from
variables to expressions, that is, Heap ∈ Pf (Var × Exp),
with all the variables different pairwise.
4.1 A standard denotational semantics
To define a denotational semantics for this calculus, a do-
main of values and environments to associate values to the
variables are needed.
An environment maps variables into values,
ρ ∈ Env = Var → Value,
where Value is some appropriate domain containing at least
a lifted version of its own function space, i.e.,
v ∈ Value = [Value → Value]⊥.
Notice that Value corresponds to the standard lifted do-
main D described in [2].
An ordering is defined on environments, such that if ρ is
less or equal than ρ′ then ρ′ may bind more variables than
ρ, but otherwise is equal to ρ. Formally, let ρ, ρ′ ∈ Env be
environments, ρ is less or equal to ρ′ (denoted as ρ ≤ ρ′) iff
∀x.ρ x 6=⊥⇒ ρ x = ρ′ x.
For the language described by the syntax in Figure 5,
Launchbury defines a denotational semantics in [7]. The
semantic function is [[−−]] : Exp → Env → Value, which is
given in Figure 6.
The function {{−−}} : Heap → Env → Env should be
thought as an environment modifier defined as follows:
{{(xi 7→ ei)ni=1}}ρ = µρ′.ρ ⊔ (xi 7→ [[ei]]ρ′)ni=1,
where µ stands for the least fixed point operator and ⊔ for
(ρ ⊔ (x 7→ [[e]]ρ′)) y =
{
ρ(y) if y 6= x
[[e]]ρ′ if y = x
This definition only makes sense on environments ρ which
are consistent with a heap Γ (i.e., if ρ and Γ bind the same
variables, then they are bound to values for which an upper
bound exists). This consistency is guaranteed in the deno-
tational semantics definition in Figure 6 because we require
that all bound variables are distinct.
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x ∈ Var
e ∈ Exp ::= x
| λx.e
| e x
| let {xi = ei}ni=1 in e
Figure 5: Syntax
[[x]]ρ = ρ x
[[λx.e]]ρ = up(λν.[[e]]ρ⊔{x 7→ν})
[[e x]]ρ = AP
⊥
D ([[e]]ρ, [[x]]ρ)
[[let {xi = ei}ni=1 in e]]ρ = [[e]]{ (xi 7→ei)ni=1} ρ
Figure 6: Denotational Semantics
4.2 A resourced denotational semantics
A resourced denotational semantics is also defined in [7],
where the meaning of an expression depends on the number
of available resources. For this a new domain of values, and
the corresponding environments, are needed.
A resourced environment is a function mapping variables
into functions from resources to values,
σ ∈ CEnv = Var → [C → CValue],
where CValue is some appropiate resourced domain, i.e.,
CValue = [[C → CValue]→ [C → CValue]]⊥.
Notice that CValue corresponds to the resourced domain
E constructed in Section 2.
An ordering is defined on resourced environments too,
such that if σ is less or equal than σ′ then, for any num-
ber of available resources, σ′ may bind more variables than
σ, but otherwise is equal to σ: Let σ, σ′ ∈ CEnv be re-
sourced environments, σ is less or equal than σ′ (denoted as
σ ≤ σ′) iff ∀x ∈ Var and ∀m ∈ N
σx(Sm(⊥)) 6=⊥⇒ σ x(Sm(⊥)) = σ′x(Sm(⊥)).
The resourced semantics focuses on approximations to the
semantics of Figure 6. The semantic function N [[−−]] :
Exp → CEnv → [C → CValue] is given in Figure 7.
The function N{{−−}} : Heap → CEnv → CEnv is defined
analogously to {{−}}:
N{{(xi 7→ Ei)ni=1}}σ = µσ′.σ ⊔ (xi 7→ N [[Ei]]σ′ )ni=1.
4.3 Equivalence
In Section 3 we have shown how to relate values in Value
with values in CValue, but we need to extend the notion of
similarity to environments:
Definition 3. (Similarity of environments). Let ρ ∈ Env
be an environment and σ ∈ CEnv be a resourced environ-
ment. ρ and σ are similar (denoted by ρ ⊳⊲ σ) when
∀x ∈ Var .ρ x ⊳⊲ σ x(S∞).
Now we can prove the equivalence between the standard
denotational semantics and the resourced one. More pre-
cisely, we prove that they produce similar values.
Theorem 10. Let e ∈ Exp be an expression and ρ ∈ Env,
σ ∈ CEnv be similar environments (i.e., ρ ⊳⊲ σ), then
[[e]]ρ ⊳⊲ N [[e]]σ (S∞).
Proof. By structural induction on e:
e ≡ x
By definition, [[x]]ρ = ρ x and N [[x]]σ (S∞) = σ x(S∞).
By hypothesis ρ ⊳⊲ σ, therefore:
[[x]]ρ = ρ x ⊳⊲ σ x(S
∞) = N [[x]]σ (S∞).
e ≡ λx.e′
By definition, [[λx.e′]]ρ = up(λν.[[e′]]ρ⊔{x 7→ν}) 6=⊥Value and
N [[λx.e′]]σ (S∞) = up(λτ.N [[e′]]σ⊔{x 7→τ} ) 6=⊥CValue .
We have to prove that
up(λν.[[e′]]ρ⊔{x 7→ν}) ⊳⊲ up(λτ.N [[e′]]σ⊔{x 7→τ} ).
We use the alternative characterization of similarity (Propo-
sition 9). Let v ∈ Value and f ∈ C → CValue such that
v ⊳⊲ f(S∞), then:
AP⊥D (up(λν.[[e
′]]ρ⊔{x 7→ν}), v) = [[e
′]]ρ⊔{x 7→v} and
AP⊥E (up(λτ.N [[e′]]σ⊔{x 7→τ} ), f, S∞) = N [[e′]]σ⊔{x 7→f} (S∞).
If ρ′ = ρ ⊔ {x 7→ v} ⊳⊲ σ ⊔ {x 7→ f} = σ′, then, by induc-
tion hypothesis, we get the desired result.
Let us prove that ρ′ ⊳⊲ σ′:
• If y 6= x then ρ′ y = ρ y ⊳⊲ σ y(S∞) = σ′ y, because ρ ⊳⊲ σ.
• If y = x then ρ′ y = v ⊳⊲ f(S∞) = σ′ y, by hypothesis.
Thus, [[e′]]ρ′ ⊳⊲ N [[e′]]σ′ (S∞).
Therefore, we have proved that [[λx.e′]]ρ ⊳⊲ N [[λx.e′]]σ (S∞).
e ≡ e′ x
By definition, [[e′ x]]ρ = AP⊥D ([[e
′]]ρ, [[x]]ρ) and
N [[e′ x]]σ (S∞) = AP⊥E (N [[e′]]σ S∞,N [[x]]σ , S∞).
Thus, we have to prove that
AP⊥D ([[e
′]]ρ, [[x]]ρ) ⊳⊲ AP⊥E (N [[e′]]σ (S∞),N [[x]]σ , S∞).
By induction hypothesis, [[e′]]ρ ⊳⊲ N [[e′]]σ (S∞). Then by
Corollary 8 there are two cases:
• Case 1: [[e′]]ρ =⊥Value and N [[e′]]σ (S∞) =⊥CValue .
[[e′ x]]ρ = AP⊥D ([[e
′]]ρ, [[x]]ρ) = AP⊥D (⊥Value , [[x]]ρ) = ⊥Value
⊳⊲ ⊥CValue = AP⊥E (⊥CValue ,N [[x]]σ , S∞)
= AP⊥E (N [[e′]]σ (S∞),N [[x]]σ , S∞) = N [[e′ x]]σ (S∞).
• Case 2: ⊥Value 6= [[e′]]ρ ⊳⊲ N [[e′]]σ (S∞) 6=⊥CValue .
Thus, AP⊥D ([[e
′]]ρ, [[x]]ρ) = [[e′]]ρ([[x]]ρ) and
AP⊥E (N [[e′]]σ (S∞),N [[x]]σ , S∞) =
N [[e′]]σ (S∞)(N [[x]]σ ) (S∞).
By induction hypothesis [[x]]ρ ⊳⊲ N [[x]]σ (S∞).
Therefore, by the alternative characterization for ⊳⊲ :
[[e′]]ρ([[x]]ρ) ⊳⊲ N [[e′]]σ (S∞)(N [[x]]σ ) (S∞).
So that [[e′ x]]ρ ⊳⊲ N [[e′x]]σ (S∞).
e ≡ let {xi = ei}ni=1 in e′
By definition:
[[let {xi = ei}ni=1 in e′]]ρ = [[e′]]{ (xi 7→ei)ni=1} ρ and
N [[let {xi = ei}ni=1 in e′]]σ (S∞) =
N [[e′]]N{ (xi 7→ei)ni=1}σ (S∞).
Using fix point techniques it can be proved that if ρ ⊳⊲ σ
then {{Γ}}ρ ⊳⊲ N{{Γ}}σ for any heap Γ consistent with ρ and
σ. Thus, {{(xi 7→ ei)ni=1}}ρ ⊳⊲ N{{(xi 7→ ei)ni=1}}σ.
By induction hypothesis:
[[e′]]{ (xi 7→ei)ni=1} ρ ⊳⊲ N [[e′]]N{ (xi 7→ei)ni=1}σ (S∞).
Therefore, we obtain that
[[let {xi = ei}ni=1 in e′]]ρ ⊳⊲
N [[let {xi = ei}ni=1 in e′]]σ (S∞).
This result allows to prove the computational adequacy of
the natural semantics with respect to the denotational one.
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N [[e]]σ (⊥) = ⊥
N [[x]]σ (Sk+1(⊥)) = σ x (Sk(⊥))
N [[λx.e]]σ (Sk+1(⊥)) = up(λτ.N [[e]]σ⊔{x 7→τ} ) where τ : C → CValue
N [[e x]]σ (Sk+1(⊥)) = AP⊥E (N [[e]]σ (Sk(⊥)),N [[x]]σ , Sk(⊥))
N [[let {xi = ei}ni=1 in e]]σ (Sk+1(⊥)) = N [[e]]N{ (xi 7→ei)ni=1}σ (Sk(⊥))
Figure 7: Resourced Denotational Semantics
5. CONCLUSIONS AND FUTURE WORK
We have tackled the problem of constructing a semantic
domain for representing denotationally a resourced seman-
tics. Abramsky and Ong defined in [2] an initial solution for
the domain equation D = [D → D]⊥ suitable for defining
a denotational semantics for a lazy λ-calculus. Following
their schema, we have constructed the initial solution of the
domain equation E = [[C → E] → [C → E]]⊥. We define
a set of constructions on embeddings (adding a resource,
lifting and function space), which can be cleanly defined by
using function sections, and they simplify the presentation
of the construction of E with respect to that of D in [2].
A resourced function space like E can be used to define a
resourced denotational semantics that models the consump-
tion of syntactic levels and thus, be nearer to syntax-oriented
operational semantics based on rules, such as Launchbury’s
natural semantics for lazy evaluation. In fact, this is the
approach taken by Launchbury in [7] in order to prove the
computational adequacy of his natural semantics. But the
equivalence between the standard and the resourced deno-
tational semantics turns out to be not so easy to establish,
because the semantic domains are different. The same prob-
lem can be found in [15].
To prove the computational adequacy it is only required
that both semantics converge for the same expressions. How-
ever, in order to prove this result by structural induction a
stronger property is needed, namely that both semantics
produce values that behave “similarly”. The problem arises
in the application rule, because it depends on the semantics
of the functional abstraction. Therefore, we have defined a
similarity relation between the values of D = [D → D]⊥ and
those of E = [[C → E] → [C → E]]⊥. Since a direct defi-
nition of the relation between D and E is not possible, we
have first defined the similarity gradually between the ap-
proximation domainsDn and En. Afterwards, we prove that
this layered definition satisfies an applicative bisimulation-
like property.
We are interested in studying more properties of the sim-
ilarity relation, especially in the context of category the-
ory. We also want to compare it with the notions of bisim-
ulation and bisimilarity —particularly with Abramsky’s ap-
plicative bisimulation [1]— and with observational or con-
textual equivalences, like those in [10] or [12].
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Abstract. We propose a locally nameless representation for Launch-
bury’s natural semantics for lazy evaluation. Names are reserved for free
variables, while bound variable names are replaced by indices. This avoids
the use of α-conversion and Barendregt’s variable convention, and facil-
itates proof formalization. Our definition includes the management of
multi-binders to represent simultaneous recursive local declarations. We
use cofinite quantification to express the semantic rules that require the
introduction of fresh names, but we show that existential rules are ad-
missible too. Moreover, we prove that the choice of names during the
evaluation of a term is irrelevant as long as they are fresh enough.
1 Motivation
Call-by-need evaluation, which avoids repeated computations, is the semantic
foundation for lazy functional programming languages like Haskell or Clean.
Launchbury defines in [7] a natural semantics for lazy evaluation where the set
of bindings, i.e., (variable, expression) pairs, is explicitly managed to make pos-
sible their sharing. In order to prove that this lazy semantics is correct and
computationally adequate with respect to a standard denotational semantics,
Launchbury introduces some variations in his natural semantics. On the one
hand, functional application is modeled denotationally by extending the envi-
ronment with a variable bound to a value. This new variable represents the
formal parameter of the function, while the value corresponds to the actual ar-
gument. For a closer approach of this mechanism, applications are carried out in
the alternative semantics by introducing indirections instead of by performing
the β-reduction through substitution. On the other hand, the update of bindings
with their computed values is an operational notion without counterpart in the
standard denotational semantics, so that the alternative natural semantics does
no longer update bindings and becomes a call-by-name semantics.
Unfortunately, the proof of the equivalence between the lazy natural semantics
and its alternative version with indirections and nonupdate is detailed nowhere,
and a simple induction turns out to be insufficient. Intuitively, both reduction
systems should produce the same results. However, this cannot be directly estab-
lished since final values may contain free variables which are dependent on the
A. Roychoudhury and M. D’Souza (Eds.): ICTAC 2012, LNCS 7521, pp. 105–119, 2012.
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context of evaluation, which is represented by the heap of bindings. The changes
introduced by the alternative semantics do deeply affect the heaps. Although
indirections and “duplicated” bindings (a consequence of no updating) do not
add relevant information to the context, it is awkward to prove this fact.
In the usual representation of the lambda-calculus, i.e., with variable names
for free and bound variables, terms are identifed up to α-conversion. Dealing
with α-equated terms usually implies the use of Barendregt’s variable convention
[3] to avoid the renaming of bound variables. However, the use of the variable
convention in rule inductions is sometimes dubious and may lead to faulty results
(as it is shown by Urban et al. in [15]). Looking for a system of binding more
amenable to formalization, we have chosen a locally nameless representation (as
presented by Chargue´raud in [5]). This is a mixed notation where bound variable
names are replaced by de Bruijn indices [6], while free variables preserve their
names. Hence, α-conversion is no longer needed and variable substitution is easily
defined because there is no danger of name capture. Moreover, this representation
is suitable for working with proof assistants like Coq [4] or Isabelle [9].
The present work is the first step to prove formally the equivalence between
Launchbury’s semantics and its alternative version. We start by defining a locally
nameless representation of the λ-calculus extended with recursive local declara-
tions. Then we express Launchbury’s rules in the new style and present several
properties of the reduction system that are useful for the equivalence proof.
Our concern for reproducing and formalizing the proof of this equivalence is
not arbitrary. Launchbury’s semantics has been cited frequently and has inspired
many further works as well as several extensions [2,8,13,17], where the corre-
sponding adequacy proofs have been obtained by just adapting Launchbury’s
proof scheme. We have extended ourselves the λ-calculus with a new expression
that introduces parallelism when performing functional applications [11]. This
parallel application creates new processes to distribute the computation; these
processes exchange values through communication channels. The corresponding
adequacy property relies on the adequacy of Launchbury’s natural semantics.
The paper is structured as follows: In Section 2 we present the locally nameless
representation of the lambda calculus extended with recursive local declarations.
In Section 3 we describe a locally nameless translation of Launchbury’s natural
semantics for lazy evaluation [7], together with the corresponding regularity,
introduction and renaming lemmas. The proofs (by hand) of these lemmas and
other auxiliary results are detailed in [12]. In Section 4 we comment on some
related work. The last two sections are devoted to conclusions and future work.
2 The Locally Nameless Representation
The language described by Launchbury in [7] is a normalized lambda calculus
extended with recursive local declarations. We reproduce the restricted syntax in
Figure 1. Normalization is achieved in two steps. First an α-conversion is carried
out so that all bound variables have distinct names. In a second phase, argu-
ments for applications are enforced to be variables. These static transformations
simplify the definition of the reduction rules.
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x ∈ Var
e ∈ Exp ::= x | λx.e | (e x) |
let {xi = ei}ni=1 in e
Fig. 1. Restricted named syntax
x ∈ Id i, j ∈ N
v ∈ Var ::= bvar i j | fvar x
t ∈ LNExp ::= v | abs t | app t v |
let {ti}ni=1 in t
Fig. 2. Locally nameless syntax
We give the corresponding locally nameless representation by following the
methodology summarized in [5]:
1. Define the syntax of the extended λ-calculus in the locally nameless style.
2. Define the variable opening and variable closing operations.
3. Define the free variables and substitution functions, as well as the local
closure predicate.
4. State and prove the properties of the operations on terms that are needed
in the development to be carried out.
2.1 Locally Nameless Syntax
The locally nameless (restricted) syntax is shown in Figure 2. Var stands now
for the set of variables, where bound variables and free variables are distin-
guished. The calculus includes two binding constructions: λ-abstraction and
let-declaration. Being the latter a multi-binder, we follow Chargue´raud [5] and
represent bound variables with two natural numbers: The first number is a de
Bruijn index that counts how many binders (abstraction or let) one needs to
cross to the left to reach the corresponding binder for the variable, while the
second refers to the position of the variable inside that binder. Abstractions are
seen as multi-binders that bind one variable; thus, the second number should be
zero. In the following, a list like {ti}ni=1 is represented as t, with length |t| = n.
Example 1. Let e ∈ Exp an expression in the named representation:
e ≡ λz.let x1 = λy1.y1, x2 = λy2.y2, x3 = x in (z x2).
The corresponding locally nameless term t ∈ LNExp is:
t ≡ abs (let abs (bvar 0 0), abs (bvar 0 0), fvar x in app (bvar 1 0) (bvar 0 1)).
Notice that x1 and x2 denote α-equivalent expressions in e. This is more
clearly seen in t, where both expressions are represented with syntactically equal
terms. uunionsq
As bound variables are nameless, the first phase of Launchbury’s normalization
is unneeded. However, application arguments are still restricted to variables.
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{k → x}(bvar i j) =
{
fvar (List.nth j x) if i = k ∧ j < |x|
bvar i j otherwise
{k → x}(fvar x) = fvar x
{k → x}(abs t) = abs ({k + 1 → x} t)
{k → x}(app t v) = app ({k → x} t) ({k → x} v)
{k → x}(let t in t) = let ({k + 1 → x} t) in ({k + 1 → x} t)
where {k → x} t = List.map ({k → x} ·) t.
Fig. 3. Variable opening
2.2 Variable Opening and Variable Closing
Variable opening and closing are the main operations to manipulate locally
nameless terms. We extend to let the definitions given by Chargue´raud in [5].1
To explore the body of a binder (abstraction or let), one needs to replace
the corresponding bound variables by fresh names. In the case of an abstraction
abs t the variable opening operation replaces in t with a (fresh) name every
bound variable which refers to the outermost abstraction. Analogously, to open
let t in t we provide a list of |t| distinct fresh names to replace the bound vari-
ables that occur in t and in the body t which refer to this particular declaration.
Variable opening is defined by means of a more general function {k → x}t
(Figure 3), where the number k represents the nesting level of the binder to be
opened, and x is a list of pairwise-distinct identifiers in Id . Since the level of the
outermost binder is 0, variable opening is defined as: tx = {0 → x}t. We extend
this operation to lists of terms: t
x
= List.map (·x) t.
The last definition and those in Figure 3 include some operations on lists.
We use an ML-like notation. For instance, List.nth j x represents the (j +1)th
element of x,2 and List.map f t indicates that the function f is applied to every
term in the list t. In the rest of definitions we will use similar list operations.
Example 2. Let t ≡ abs (let bvar 0 1, bvar 1 0 in app (abs bvar 2 0) (bvar 0 1)).
Hence, the body of the abstraction is:
u ≡ let bvar 0 1, bvar 1 0 in app (abs bvar 2 0 ) (bvar 0 1).
But then in u the bound variables referring to the outermost abstraction (shown
squared) point to nowhere. Therefore, we consider u[x] instead of u, where
u[x] = {0 → x}(let bvar 0 1, bvar 1 0 in app (abs bvar 2 0) (bvar 0 1))
= let{1 → x}(bvar 0 1, bvar 1 0) in{1 → x}(app (abs bvar 2 0)(bvar 0 1))
= let bvar 0 1, fvar x in app (abs {2 → x}(bvar 2 0)) (bvar 0 1)
= let bvar 0 1, fvar x in app (abs fvar x) (bvar 0 1)
uunionsq
1 Multiple binders are defined in [5]. Two constructions are given: One for non-
recursive local declarations, and another for mutually recursive expressions. Yet both
extensions are not completely developed.
2 Elements in lists are numbered starting with 0 to match bound variables indices.
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{k ← x}(bvar i j) = bvar i j
{k ← x}(fvar x) =
{
bvar k j if ∃j : 0 ≤ j < |x|.x = List.nth j x
fvar x otherwise
{k ← x}(abs t) = abs ({k + 1 ← x} t)
{k ← x}(app t v) = app ({k ← x} t) ({k ← x} v)
{k ← x}(let t in t) = let ({k + 1 ← x} t) in ({k + 1 ← x} t)
where {k ← x} t = List.map ({k ← x} ·) t.
Fig. 4. Variable closing
Inversely to variable opening, there is an operation to transform free names into
bound variables. The variable closing of a term is represented by \xt, where
x is the list of names to be bound (recall that the names in x are distinct).
The definition of variable closing is based on a more general function {k ← x}t
(Figure 4), where k indicates the level of nesting of binders. Whenever a free
variable fvar x is encountered, x is looked up in x. If x occurs in position j,
then the free variable is replaced by the bound variable bvar k j, otherwise it
is left unchanged. Variable closing is then defined as \xt = {0 ← x}t. And its
extension to lists is: \xt = List.map (\x·) t.
Example 3. Now we close the term obtained by opening u in Example 2.
Let t ≡ let bvar 0 1, fvar x in app (abs fvar x) (bvar 0 1).
\xt = {0 ← x}(let {bvar 0 1, fvar x} in app (abs (fvar x)) (bvar 0 1))
= let {1 ← x}(bvar 0 1, fvar x)
in {1 ← x}(app (abs fvar x) (bvar 0 1))
= let bvar 0 1, bvar 1 0 in app (abs {2 ← x}(fvar x)) (bvar 0 1)
= let bvar 0 1, bvar 1 0 in app (abs bvar 2 0) (bvar 0 1)
Notice that the closed term coincides with u, the body of the abstraction in
Example 2, although this is not always the case. uunionsq
2.3 Local Closure, Free Variables and Substitution
The locally nameless syntax in Figure 2 allows to build terms that have no
corresponding expression in Exp (Figure 1). For instance, in abs (bvar 1 5)
index 1 does not refer to a binder in the term. Well-formed terms, i.e., those
matching expressions in Exp, are called locally closed. To determine if a term
is locally closed one should check that every bound variable has valid indices,
i.e., that they refer to binders in the term. An easier method is to open with
fresh names every abstraction and let-declaration in the term to be checked,
and verify that no bound variable is reached. This checking is implemented with
the local closure predicate lc given in Figure 5.
Observe that we use cofinite quantification (as introduced by Aydemir et al. in
[1]) in the rules for the binders, i.e., abstraction and let. Cofinite quantification
is an elegant alternative to exist-fresh conditions and provides stronger induction




∀x /∈ L ⊆ Id lc t[x]
lc (abs t)
lc app
lc t lc v
lc (app t v)
lc let
∀x|t| /∈ L ⊆ Id lc [t : t]x
lc (let t in t)
lc list
List.forall (lc ·) t
lc t
Fig. 5. Local closure
lck-bvar
i < k ∧ j < List.nth i n
lc at k n (bvar i j)
lck-app
lc at k n t lc at k n v
lc at k n (app t v)
lck-fvar
lc at k n (fvar x)
lck-let
lc at (k + 1) [|t| : n] [t : t]
lc at k n (let t in t)
lck-abs
lc at (k + 1) [1 : n] t
lc at k n (abs t)
lck-list
List.forall (lc at k n ·) t
lc at k n t
Fig. 6. Local closure at level k
and inversion principles. Proofs are simplified, because it is not required to define
exactly the set of fresh names (several examples of this are given in [5]). The rule
lc-abs establishes that an abstraction is locally closed if there exists a finite set
of names L such that, for any name x not in L, the term t[x] is locally closed.
Similarly, in the rule lc-let we write x|t| /∈ L to indicate that the list of distinct
names x of length |t| are not in the finite set L. For any list x satisfying this
condition, the opening of each term in the list of local declarations, t
x
, and of
the term affected by these declarations, tx, are locally closed. Notice that we
have overloaded the predicate lc to work both on terms and list of terms. In
the following we will overload other predicates and functions similarly. We write
[t : t] for the list with head t and tail t. In the following, [ ] represents the empty
list, [t] is a unitary list, and ++ is the concatenation of lists.
We define a new predicate that checks if indices in bound variables are valid
from a given level: t is closed at level k, written lc at k n t (Figure 6). As usual,
k indicates the current depth, that is, how many binders have been passed by.
Since binders can be either abstractions or local declarations, we need to keep
the size of each binder (1 in the case of an abstraction, n for a let with n local
declarations). These sizes are collected in the list n, thus |n| should be at least
k. A bound variable bvar i j is closed at level k if i is smaller than k and j is
smaller than List.nth i n. The list n is new with respect to [5] because there
the predicate lc at is not defined for multiple binders.
It can be proved that if t is locally closed at level k for a given list of numbers
n, then it is also locally closed at level k for any list of numbers greater than n.
Lemma 1. lc at m from n lc at k n t ⇒ ∀m ≥ n . lc at k m t
Where m ≥ n is the pointwise lifting to lists of the usual ordering on naturals.
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fv(bvar i j) = ∅
fv(fvar x) = {x}
fv(abs t) = fv(t)
fv(app t v) = fv(t) ∪ fv(v)
fv(let t in t) = fv(t) ∪ fv(t)
(bvar i j)[z/y] = bvar i j
(fvar x)[z/y] =
{
fvar z if x = y
fvar x if x 6= y
(abs t)[z/y] = abs t[z/y]
(app t v)[z/y] = app t[z/y] v[z/y]
(let t in t)[z/y] = let t[z/y] in t[z/y]
where fv(t) = List.foldright (· ∪ ·) ∅ (List.map fv t)
t[z/y] = List.map ([z/y]·) t.
Fig. 7. Free variables and substitution
The two approaches for local closure are equivalent, so that it can be proved
that a term is locally closed if and only if it is closed at level 0.
Lemma 2. lc iif lc at lc t ⇔ lc at 0 [ ] t
If the opening of a term is locally closed then the opening of the term with a
different variable is locally closed too.
Lemma 3. lc op lc t[x] ⇒ lc t[y]
Computing the free variables of a term t is very easy in the locally nameless
representation, since bound and free variables are syntactically different. The
set of free variables of t ∈ LNExp is denoted as fv(t), and it is defined in
Figure 7.
A name x is said to be fresh for a term t, written fresh x in t, if x does not
belong to the set of free variables of t. Similarly for a list of distict names x:
x /∈ fv(t)
fresh x in t
x /∈ fv(t)
fresh x in t
A term t is closed if it has no free variables at all:
fv(t) = ∅
closed t
Substitution replaces a variable name by another. For t ∈ LNExp and z, y ∈ Id ,
t[z/y] is the term where z substitutes any occurrence of y in t (see Figure 7).
Under some conditions variable closing and variable opening are inverse oper-
ations. More precisely, opening a term with fresh names and closing it with the
same names, produces the original term. Symmetrically, closing a locally closed
term and then opening it with the same names gives back the initial term.
Lemma 4.
close open var fresh x in t ⇒ \x(tx) = t
open close var lc t ⇒ (\xt)x = t
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Lam Γ : λx.e ⇓ Γ : λx.e App Γ : e ⇓ Θ : λy.e
′ Θ : e′[x/y] ⇓ Δ : w
Γ : (e x) ⇓ Δ : w
Var
Γ : e ⇓ Δ : w
(Γ, x 7→ e) : x ⇓ (Δ,x 7→ w) : wˆ Let
(Γ, {xi 7→ ei}ni=1) : e ⇓ Δ : w
Γ : let {xi = ei}ni=1 in e ⇓ Δ : w
Fig. 8. Natural semantics
3 Natural Semantics for Lazy λ-Calculus
The semantics defined by Launchbury in [7] follows a lazy strategy. Judgements
are of the form Γ : e ⇓ Δ : w, that is, the expression e ∈ Exp in the context of the
heap Γ reduces to the value w in the context of the heapΔ. Values (w ∈ Val) are
expressions in weak-head-normal-form (whnf ). Heaps are partial functions from
variables into expressions. Each pair (variable, expression) is called a binding,
and it is represented by x 7→ e. During evaluation, new bindings may be added to
the heap, and bindings may be updated to their corresponding computed values.
The rules of this natural semantics are shown in Figure 8. The normalization of
the λ-calculus, that has been mentioned in Section 2, simplifies the definition of
the operational rules, although a renaming is still needed (wˆ in Var) to avoid
name clashing. This renaming is justified by Barendregt’s variable convention [3].
Example 4. Without the renaming in rule Var heaps may end up binding a
same name more than once. Take for instance the evaluation of the expression
e ≡ let x1 = λy.(let z = λv.y in y), x2 = (x1 x3), x3 = (x1 x4), x4 = λs.s in x2
in the context of the empty heap. The evaluation of e implies the evaluation of
x2, and then the evaluation of (x1x3). This application leads to the addition of
z to the heap bound to λv.x3. Subsequently, the evaluation of x3 implies the
evaluation of (x1x4). Without a renaming of values, variable z is added again to
the heap, now bound to λv.x4. uunionsq
Theorem 1 in [7] states that “every heap/term pair occurring in the proof of
a reduction is distinctly named”, but we have found that the renaming fails to
ensure this property. At least, it depends on how much fresh is this renaming.
Example 5. Let us evaluate in the context of the empty heap the expression
e ≡ let x1 = (x2 x3), x2 = λz.let y = λt.t in y, x3 = λs.s in x1
{ } : e
...
Let {x1 7→ (x2 x3), x2 7→ λz.let y = λt.t in y, x3 7→ λs.s} : x1
...
Var {x2 7→ λz.let y = λt.t in y, x3 7→ λs.s} : (x2 x3)
...
App {x2 7→ λz.let y = λt.t in y, x3 7→ λs.s} : x2
...
Var {x3 7→ λs.s} : λz.let y = λt.t in y
{x3 7→ λs.s} : λz.let y = λt.t in y
Lam
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At this point the ruleVar requires to rename the value highlighted in the square.
Notice that x1 is fresh in the actual heap/term pair, and hence can be chosen
to rename y. This would lead later in the derivation to introduce twice x1 in
the heap. The solution is to consider the condition of freshness in the whole
derivation. This notion has not been formally defined by Launchbury. uunionsq
3.1 Locally Nameless Heaps
Before translating the semantic rules in Figure 8 to the locally nameless repre-
sentation defined in Section 2, we have to establish how bindings and heaps are
represented in this notation.
Recall that bindings associate expressions to free variables, therefore bindings
are now pairs (fvar x, t) with x ∈ Id and t ∈ LNExp. To simplify, we will just
write x 7→ t. In the following, we will represent a heap {xi 7→ ti}ni=1 as (x 7→ t),
with |x| = |t| = n. The set of the locally-nameless-heaps is denoted as LNHeap.
The domain of a heap Γ , written dom(Γ ), collects the set of names that are
bound in the heap.
dom(∅) = ∅ dom(Γ, x 7→ t) = dom(Γ ) ∪ {x}
In a well-formed heap names are defined at most once and terms are locally
closed. The predicate ok expresses that a heap is well-formed:
ok-empty
ok ∅ ok-cons
ok Γ x /∈ dom(Γ ) lc t
ok (Γ, x 7→ t)
The function names returns the set of names that appear in a heap, i.e., the
names occurring in the domain or in the right-hand side terms:
names(∅) = ∅ names(Γ, x 7→ t) = names(Γ ) ∪ {x} ∪ fv(t)
This definition can be extended to (heap: term) pairs:
names(Γ : t) = names(Γ ) ∪ fv(t)
Next we define the freshness predicate of a list of names in a (heap:term) pair:
x /∈ names(Γ : t)
fresh x in (Γ : t)
Substitution of variable names is extended to heaps as follows:
∅[z/y] = ∅ (Γ, x 7→ t)[z/y] = (Γ [z/y], x[z/y] 7→ t[z/y])
where x[z/y] =
{
z if x = y
x otherwise
The following property is verified:
Lemma 5. ok subs ok ok Γ ∧ y /∈ dom(Γ ) ⇒ ok Γ [y/x]
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LNLam
{ok Γ} {lc (abs t)}
Γ : abs t ⇓ Γ : abs t
LNVar
Γ : t ⇓ Δ : w {x /∈ dom(Γ ) ∪ dom(Δ)}
(Γ, x 7→ t) : (fvar x) ⇓ (Δ,x 7→ w) : w
LNApp
Γ : t ⇓ Θ : abs u Θ : u[x] ⇓ Δ : w {x /∈ dom(Γ ) ⇒ x /∈ dom(Δ)}
Γ : app t (fvar x) ⇓ Δ : w
LNLet
∀x|t| /∈ L ⊆ Id (Γ, x 7→ tx) : tx ⇓ (x++z 7→ ux) : wx {y|t| /∈ L ⊆ Id}
Γ : let t in t ⇓ (y ++z 7→ uy) : wy
Fig. 9. Locally nameless natural semantics
3.2 Locally Nameless Semantics
Once the locally nameless syntax and the corresponding operations, functions
and predicates have been defined, three steps are sufficient to translate an in-
ductive definition on λ-terms from the named representation into the locally
nameless notation (as it is explained in [5]):
1. Replace the named binders, i.e., abstractions and let-constructions, with
nameless binders by opening the bodies.
2. Cofinitely quantify the names introduced for variable opening.
3. Add premises to inductive rules in order to ensure that inductive judgements
are restricted to locally closed terms.
We apply these steps to the inductive rules for the lazy natural semantics given
in Figure 8. These rules produce judgements involving λ-terms as well as heaps.
Hence, we also add premises that ensure that inductive judgements are restricted
to well-formed heaps. The rules using the locally nameless representation are
shown in Figure 9. For clarity, in the rules we put in braces the side-conditions
to distinguish them better from the judgements.
The main difference with the rules in Figure 8 is the rule LNLet. To evaluate
let t in t the local terms in t have to be introduced in the heap, so that the
body t is evaluated in this new context. To this purpose fresh names x are
needed to open the local terms and the body. The evaluation of tx produces a
final heap and a value. Both are dependent on the names chosen for the local
variables. The domain of the final heap consists of the local names x and the rest
of names, say z. The rule LNLet is cofinite quantified. As it is explained in [5],
the advantage of the cofinite rules over existential and universal ones is that the
freshness side-conditions are not explicit. In our case, the freshness condition for
x is hidden in the finite set L, which includes the names that should be avoided
during the reduction. The novelty of our cofinite rule, compared with the ones
appearing in [1] and [5] (that are similar to the cofinite rules for the predicate lc
in Figure 5), is that the names introduced in the (infinite) premises do appear
in the conclusion too. Therefore, in the conclusion of the rule LNLet we can
replace the names x by any list y not in L.
A Locally Nameless Representation for a Natural Semantics 115
The problem with explicit freshness conditions is that they are associated just
to rule instances, while they should apply to the whole reduction proof. Take
for instance the rule LNVar. In the premise the binding x 7→ t does no longer
belong to the heap. Hence, a valid reduction for this premise may chose x as fresh
(this corresponds to the problem shown in Example 5). We avoid this situation
by requiring that x remains undefined in the final heap too. By contrast to the
rule Var in Figure 8, no renaming of the final value w is needed.
The side-condition of rule LNApp deserves an explanation too. Let us suppose
that x is undefined in the initial heap Γ . We must avoid that x is chosen as a
fresh name during the evaluation of t. For this reason we require that x is defined
in the final heap Δ only if x was already defined in Γ . Notice how the body of
the abstraction, that is u, is open with the name x. This is equivalent to the
substitution of x for y in the body of the abstraction λy.e′ (see rule App in
Figure 8).
A regularity lemma ensures that the judgements produced by this reduction
system involve only well-formed heaps and locally closed terms.
Lemma 6.
regularity Γ : t ⇓ Δ : w ⇒ ok Γ ∧ lc t ∧ ok Δ ∧ lc w
Similarly, Theorem 1 in [7] ensures that the property of being distinctly named
is preserved by the rules in Figure 8. However, as shown in Example 5, the
correctness of this result requires that freshness is relative to whole reduction
proofs instead to the scope of rules.
The next lemma states that names defined in a context heap remain defined
after the evaluation of any term in that context.
Lemma 7.
def not lost Γ : t ⇓ Δ : w ⇒ dom(Γ ) ⊆ dom(Δ)
Furthermore, fresh names are introduced only by the rule LNLet and, by the
previous lemma, they remain bound in the final (heap: value) pair. Hence, any
free variable appearing in a final (heap: value) pair is undefined only if the
variable already occurs in the initial (heap: term) pair.
Lemma 8.
add vars Γ : t ⇓ Δ : w
⇒ (x ∈ names(Δ : w) ⇒ (x ∈ dom(Δ) ∨ x ∈ names(Γ : t)))
A renaming lemma ensures that the evaluation of a term is independent of the
fresh names chosen in the reduction process. Moreover, any name in the context
can be replaced by a fresh one without changing the meaning of the terms
evaluated in that context. In fact, reduction proofs for (heap: term) pairs are
unique up to renaming of the variables defined in the context heap.
Lemma 9.
renaming Γ : t ⇓ Δ : w ∧ fresh y in (Γ : t) ∧ fresh y in (Δ : w)
⇒ Γ [y/x] : t[y/x] ⇓ Δ[y/x] : w[y/x]
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In addition, the renaming lemma permits to prove an introduction lemma for the
cofinite rule LNLet which establishes that the corresponding existential rule is
admissible too.
Lemma 10.
let intro (Γ, x 7→ tx) : tx ⇓ (x++z 7→ ux) : wx ∧ fresh x in (Γ : let t in t)
⇒ Γ : let t in t ⇓ (x ++z 7→ ux) : wx
This result, together with the renaming lemma, justifies that our rule LNLet is
equivalent to Launchbury’s rule Let used with normalized terms.
4 Related Work
In order to avoid α-conversion, we first considered a nameless representation like
the de Bruijn notation [6], where variable names are removed and replaced by
natural numbers. But this notation has several drawbacks. First of all, the de
Bruijn representation is hard to read for humans. Even if we intend to check our
results with some proof assistant like Coq [4], human readability helps intuition.
At a more technical level, the de Bruijn notation does not have a good way
to handle free variables, which are represented by indices, alike to bound vari-
ables. This is a serious weakness for our application. Recall that Launchbury’s
semantics uses contexts heaps that collect the bindings for the free variables
that may occur in the term under evaluation. Any change in the domain of a
heap, i.e., adding or deleting a binding, would lead to a shifting of the indices,
thus complicating the statement and proof of results. Therefore, we prefer the
more manageable locally nameless representation, where bound variable names
are replaced by indices but free variables keep their names. This mixed notation
combines the advantages of both named and nameless representations. On the
one hand, α-conversion is avoided all the same. On the other hand, terms stay
readable and easy to manipulate.
There exists in the literature different proposals for a locally nameless rep-
resentation, and many works using these representations. Chargue´raud offers in
[5] a brief survey on these works, that we recommend to the interested reader.
Launchbury (implicitly) assumes Barendregt’s variable convention [3] twice in
[7]. First when he defines his operational semantics only for normalized λ-terms
(i.e. every binder in a term binds a distinct name, which is also distinct from
any free variable); and second, when he requires a (fresh) renaming of the values
in the rule Var (see Figure 8). Urban, Berghofer and Norrish propose in [15] a
method to strengthen an induction principle (corresponding to some inductive
relation), so that Barendregt’s variable convention comes already built in the
principle. Unfortunately, we cannot apply these ideas to Launchbury’s semantics,
because the semantic rules (shown in Figure 8) do not satisfy the conditions that
guarantee the variable convention compatibility, as described in [15]. In fact, as
we have already pointed out, Launchbury’s Theorem 1 (in [7]) is only correct if
the renaming required in each application of the rule Var is fresh in the whole
reduction proof. Therefore, we cannot use directly Urban’s nominal package for
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Isabelle/HOL [14] (including its recent extensions for general bindings described
in [16]).
Nevertheless, Urban et al. achieve the “inclusion” of the variable convention
in an induction principle by adding to each induction rule a side condition which
expresses that the set of bound variables (i.e., those that appear in a binding
position in the rule) are fresh in some induction context ([15]). Furthermore,
this context is required to be finitely supported. This is closely related to the
cofinite quantification that we have used for the rule LNLet in Figure 9. Besides,
one important condition to ensure the variable convention compatibility is the
equivariance of the functions and predicates occurring in the induction rules.
Equivariance is a notion from nominal logic [10]. A relation is equivariant if it
is preserved by permutation of names. Although we have not proven that the
reduction relation defined by the rules in Figure 9 is equivariant, our renaming
lemma (Lemma 9) establishes a similar result, that is, the reduction relation is
preserved by (fresh) renaming.
5 Conclusions
We have used a more modern approach to binding, i.e., a locally nameless repre-
sentation for the λ-calculus extended with mutually recursive local declarations.
With this representation the reduction rule for local declarations implies the
introduction of fresh names. We have used neither an existential nor a universal
rule for this case. Instead, we have opted for a cofinite rule as introduced by
Aydemir et al. in [1]. Freshness conditions are usually considered in each rule
individually. Nevertheless, this technique produces name clashing when consider-
ing whole reduction proofs. A solution might be to decorate judgements with the
set of forbidden names and indicate how to modify this set during the reduction
process (this approach has been taken by Sestoft in [13]). However, this could
be too restrictive in many occasions. Besides, existential rules are not easy to
deal with because each reduction is obtained just for one specific list of names.
If any of the names in this list causes a name clashing with other reduction
proofs, then it is cumbersome to demonstrate that an alternative reduction for a
fresh list does exist. Cofinite quantification has allowed us to solve this problem
because in a single step reductions are guaranteed for an infinite number of lists
of names. Nonetheless, our introduction lemma (Lemma 10) guarantees that a
more conventional exists-fresh rule is correct in our reduction system too.
The cofinite quantification that we have used in our semantic rules is more
complex than those in [1] and [5]. Our cofinite rule LNLet in Figure 9 introduces
quantified variables in the conclusion as well, as the latter depends on the chosen
names.
Compared to Launchbury’s original semantic rules, our locally nameless rules
include several extra side-conditions. Some of these conditions require that heaps
and terms are well-formed (like in rule LNLam). The rest of side-conditions
express restrictions on the choice of fresh names. These restrictions, together
with the cofinite quantification, fix the problem with the renaming in rule Var
that we have shown in Example 5.
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For our locally nameless semantics we have shown a regularity lemma (Lemma
6) which ensures that every term and heap involved in a reduction proof is well-
formed, and with a renaming lemma (Lemma 9) which indicates that the choice
of names (free variables) is irrelevant as long as they are fresh enough. A heap
may be seen as a multiple binder. Actually, the names defined (bound) in a heap
can be replaced by other names, provided that terms keep their meaning in the
context represented by the heap. Our renaming lemma ensures that whenever a
heap is renamed with fresh names, reduction proofs are preserved. This renaming
lemma is essential in rule induction proofs for some properties of the reduction
system. More concretely, when one combines several reduction proofs coming
from two or more premises in a reduction rule (for instance, in rule LNApp in
Figure 9).
In summary, the contributions of this paper are:
1. A locally nameless representation of the λ-calculus extended with recursive
local declarations;
2. A locally nameless version of the inductive rules of Launchbury’s natural
semantics for lazy evaluation;
3. A new version of cofinite rules where the variables quantified in the premises
do appear in the conclusion too;
4. A set of interesting properties of our reduction system, including the regu-
larity, the introduction and the renaming lemmas; and
5. A way to guarantee Barendregt’s variable convention by redefining Launch-
bury’s semantic rules with cofinite quantification and extra side-conditions.
6 Future Work
Our future tasks include the implementation in the proof assistant Coq [4] of the
natural semantics redefined in this paper, and the formalization of the proofs for
the lemmas given (regularity, renaming, introduction, etc.), which at present are
just paper-and-pencil proofs. We will use this implementation to prove formally
the equivalence of Launchbury’s natural semantics with the alternative version
given also in [7]. As we mentioned in Section 1, this alternative version differs
from the original one in the introduction of indirections during β-reduction and
the elimination of updates. At present we are working on the definition (using the
locally nameless representation) of two intermediate semantics, one introducing
indirections and the other without updates. Then, we will establish equivalence
relations between the heaps obtained by each semantics, which makes able to
prove the equivalence of the original natural semantics and the alternative one
through the intermediate semantics.
Acknowledgments. This work is partially supported by the projects: TIN2009-
14599-C03-01 and S2009/TIC-1465.
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Abstract. Launchbury defines a natural semantics for lazy evaluation
and proposes an alternative version which introduces indirections, elimi-
nates blackholes and does not update closures. Equivalence of both seman-
tics is not straightforward. In this paper we focus on the introduction of
indirections during β-reduction and study how the heaps, i.e., the sets of
bindings, obtained with this kind of evaluation do relate with the heaps
produced by substitution. As a heap represents the context of evaluation
for a term, we first define an equivalence that identifies terms with the
same meaning under a given context. This notion of context equivalence
is extended to heaps. Finally, we define a relation between heap/term pairs
to establish the equivalence between Launchbury’s alternative natural
semantics and its corresponding version without indirections.
1 Motivation
More than twenty years have elapsed since Launchbury first presented in [9]
a natural semantics for lazy evaluation (call-by-need), a key contribution to
the semantic foundation for non-strict functional programming languages like
Haskell or Clean. Throughout these years, Launchbury’s semantics has been cited
frequently and has inspired many further works as well as several extensions like
in [2,8,10,13,17,20]. The success of Lanchbury’s proposal resides in its simplicity.
Expressions are evaluated with respect to a context, which is represented by a
heap of bindings, that is, (variable, expression) pairs. This heap is explicitly
managed to make possible the sharing of bindings, thus, modeling laziness.
In order to prove that this lazy (operational) semantics is correct and compu-
tationally adequate with respect to a standard denotational semantics, Launch-
bury introduces some variations in the operational semantics. On the one hand,
the update of bindings with their computed values is an operational notion with-
out counterpart in the standard denotational semantics, so that the alternative
natural semantics does no longer update bindings and becomes a call-by-name
semantics. On the other hand, functional application is modeled denotationally
by extending the environment with a variable bound to a value. This new vari-
able represents the formal parameter of the function, while the value corresponds
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to the actual argument. For a closer approach to this mechanism, in the alter-
native semantics applications are carried out by introducing indirections, i.e.,
variables bound to variables, instead of by performing the β-reduction through
substitution. Besides, the denotation “undefined” indicates that there is no value
associated to the expression being evaluated, but there is no indication of the
reason for that. By contrast, in the operational semantics there are two possi-
bilities for not reaching a value: either the reduction gets blocked if no rule is
applicable, or the reduction never stops. The first case occurs in the original
semantics when reducing self-references (blackhole). The rules in the alternative
semantics guarantee that reductions never reach a blackhole.
Alas, the proof of the equivalence of the natural semantics and its alternative
version is detailed nowhere, and a simple induction turns out to be insufficient.
The context-heap semantics is too sensitive to the changes introduced by the
alternative rules. Intuitively, both reduction systems should lead to the same
results. However, this cannot be directly established since final values may con-
tain free variables that are dependent on the context of evaluation, which is
represented by the heap of bindings. The lack of update leads to the duplication
of bindings, but is awkward to prove that duplicated bindings, as well as indirec-
tions, do not add relevant information to the context. Therefore, our challenge is
to establish a way of relating the heaps and values obtained with each reduction
system, and to prove that the semantics are equivalent, so that any reduction of
a term in one of the systems has its counterpart in the other. To facilitate this
task we consider separately the no updating and the introduction of indirections.
In this paper we investigate the effect of introducing indirections in a setting
without updates, and we analyze the similarities and differences between the
reductions proofs obtained with and without indirections. Indirections have also
been used in [8] to model communication channels between processes.
Wewant to identify terms up toα-conversion, but dealingwithα-equated terms
usually implies the use of Barendregt’s variable convention [3] to avoid the renam-
ing of bound variables. However, the use of the variable convention is sometimes
dubious andmay lead to faulty results (as it is shown byUrban et al. in [18]). More-
over, we intend to formalize our results with the help of some proof assistant like
Coq [4] or Isabelle [11]. Looking for a binding system susceptible of formalization,
we have chosen a locally nameless representation (as presented by Chargue´raud
in [6]). This is a mixed notation where bound variable names are replaced by de
Bruijn indices [7], while free variables preserve their names. This is suitable in our
case because context heaps collect free variables whose names we are interested
in preserving in order to identify them more easily. A locally nameless version of
Launchbury’s natural semantics has been presented by the authors in [14,15].
Others are revisiting Launchbury’s semantics too. For instance, Breitner has
formally proven in [5] the correctness of the natural semantics by using Isabelle’s
nominal package [19], and presently he is working on the formalization of the
adequacy. While Breitner is exclusively interested in formalizing the proofs, we
have a broader objective: To analyze the effect of introducing indirections in the
context heaps, and the correspondence between heap/value pairs obtained with
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x ∈ Var
e ∈ Exp ::= x | λx.e | (e x) |
let {xi = ei}ni=1 in e
(a) Named representation
x ∈ Id i, j ∈ N
v ∈ Var ::= bvar i j | fvar x
t ∈ LNExp ::= v | abs t | app t v |
let {ti}ni=1 in t
(b) Locally nameless representation
Fig. 1. Extended λ-calculus
update and those produced without update. Furthermore, we want to prove the
equivalence of the two operational semantics.
The main contributions of the present work are:
1. An equivalence relation to identify heaps that define the same free variables
but whose corresponding closures may differ on undefined free variables;
2. A preorder that relates two heaps whenever the first can be transformed into
the second by eliminating indirections;
3. An extension of the previous preorder relation for heap/term pairs expressing
that two terms are equivalent if they have the same structure and their free
variables, defined in the context of the respective heaps, are the same except
for some indirections.
4. An equivalence theorem for Launchbury’s alternative semantics and a version
without indirections (and without update and blackholes).
The paper is structured as follows: In the next section we give a locally name-
less version of Launchbury’s semantics and its alternative rules. In Sect. 3 we
define equivalence and preorder relations on terms, heaps and also on heap/term
pairs. We include a number of interesting results concerning these relations and,
finally, we prove the equivalence of Launchbury’s alternative semantics and an
intermediate semantics without update, without blackholes and without indirec-
tions. In the last section we draw conclusions and outline our future work.
2 A Locally Nameless Representation
The language described in [9] is a normalized lambda calculus extended with
recursive local declarations. The abstract syntax, in the named representation,
appears in Fig. 1a. Normalization is achieved in two steps. First an α-conversion
is performed so that all bound variables have distinct names. In a second phase, it
is ensured that arguments for applications are restricted to be variables. These
static transformations make more explicit the sharing of closures and, thus,
simplify the definition of the reduction rules.
Since there are two name binders, i.e., λ-abstraction and let-declaration, a
quotient structure respect to α-equivalence is required. We avoid this by employ-
ing a locally nameless representation [6]. As mentioned above, our locally name-
less representation has already been presented in [14,15]. Here we give only a
brief overview avoiding those technicalities that are not essential to the contri-
butions of the present work.




bvar bvar bvar bvar
0 0 0 0 01 0 1
Fig. 2. Syntactic tree for a locally nameless term
2.1 Locally Nameless Syntax
The locally nameless version of the abstract syntax is shown in Fig. 1b. Bound
variables and free variables are distinguished. Since let-declarations are multi-
binders, we have followed Chargue´raud [6] and bound variables are represented
with two natural numbers: the first number is a de Bruijn index that counts
how many binders (abstraction or let) have been passed through in the syn-
tactic tree to reach the corresponding binder for the variable, while the second
refers to the position of the variable inside that binder. Abstractions are seen as
multi-binders that bind one variable, so that the second number should be zero.
Example 1. Let e ∈ Exp be a λ-expression given in the named representation:
e ≡ λz.let {x1 = λy1.y1, x2 = λy2.y2} in (z x2). The corresponding locally
nameless term t ∈ LNExp is:
t ≡ abs (let {abs (bvar 0 0), abs (bvar 0 0)} in app (bvar 1 0) (bvar 0 1)).
Notice that x1 and x2 denote α-equivalent expressions in e. This is more clearly
seen in t, where both expressions are represented with syntactically equal terms.
The syntactic tree corresponding to t is shown in Fig. 2. unionsq
This locally nameless syntax allows to build terms that have no corresponding
named expression in Exp. For instance, when bound variables indices are out
of range. Those terms in LNExp that do match expressions in Exp are called
locally-closed, written lc t.
In the following, a list like {ti}ni=1 is represented as t, with length |t| = n.
Later on, we use [t : t] to represent a list with head t and tail t; the empty list
is represented as [ ], a unitary list as [t], and ++ stands for list concatenation.
We denote by fv(t) the set of free variables of a term t. A name x ∈ Id is
fresh in a term t ∈ LNExp, written fresh x in t, if x does not belong to the set
of free variables of t, i.e., x /∈ fv(t). Similarly, for a list of names, fresh x in t
if x /∈ fv(t), where x represents a list of pairwise-distinct names in Id . We say
that two terms have the same structure, written t ∼S t′, if they differ only in
the names of their free variables.
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Since there is no danger of name capture, substitution of variable names is
trivial in the locally nameless representation. We write t[y/x] for replacing the
occurrences of x by y in the term t.
A variable opening operation is needed to manipulate locally nameless terms.
This operation turns the outermost bound variables into free variables. The
opening of a term t ∈ LNExp with a list of names x ⊆ Id is denoted by tx.
For simplicity, we write tx for the variable opening with a unitary list [x]. We
illustrate this concept and its use with an example:
Example 2. Let t ≡ abs (let bvar 0 1, bvar 1 0 in app (abs bvar 2 0) (bvar 0 1)).
Hence, the body of the abstraction is:
u ≡ let bvar 0 1, bvar 1 0 in app (abs bvar 2 0 ) (bvar 0 1).
But then in u the bound variables referring to the outermost abstraction of t
(shown squared) point to nowhere. The opening of u with variable x replaces
with x the bound variables referring to an hypothetical binder with body u:
ux = let bvar 0 1, fvar x in app (abs fvar x) (bvar 0 1) . unionsq
Inversely to variable opening, there is an operation to transform free names into
bound variables. The variable closing of a term is represented by \xt, where x is
the list of names to be bound (recall that the names in x are distinct).
Example 3. We close the term obtained by opening u in Example 2.
Let t ≡ let bvar 0 1, fvar x in app (abs fvar x) (bvar 0 1), then
\xt = let bvar 0 1, bvar 1 0 in app (abs bvar 2 0) (bvar 0 1) . unionsq
Notice that in the last example the closed term coincides with u, the body of the
abstraction in Example 2 that was opened with x, although this is not always
the case. Only under some conditions variable closing and variable opening are
inverse operations: If the variables are fresh in t, then \x(tx) = t; and if the term
is locally closed, then (\xt)x = t.
2.2 Locally Nameless Semantics
In the natural semantics defined by Launchbury [9] judgements are of the form
Γ : t ⇓ Δ : w, that is, the term t in the context of the heap Γ reduces to the
value w in the context of the (modified) heap Δ. Values (w ∈ Val) are terms in
weak-head-normal-form (whnf ) and heaps are collections of bindings, i.e., pairs
(variable, term). A binding (fvar x, t) with x ∈ Id and t ∈ LNExp is represented
by x 	→ t. In the following, we represent a heap {xi 	→ ti}ni=1 as (x 	→ t), with
|x| = |t| = n. The set of the locally-nameless-heaps is denoted as LNHeap.
The domain of a heap Γ , written dom(Γ ), collects the set of names defined
in the heap, so that dom(x 	→ t) = x. By contrast, the function names returns
the set of all names that appear in a heap, i.e., the names occurring either in
the domain or in the terms on the right-hand side of the bindings. This is used
to define a freshness predicate for heaps: fresh x in Γ
def
= x /∈ names(Γ ).
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LNLam
{ok Γ} {lc (abs t)}
Γ : abs t ⇓ Γ : abs t
LNVar
Γ : t ⇓ Δ : w {x /∈ dom(Γ ) ∪ dom(Δ)}
(Γ, x t) : fvar x ⇓ (Δ,x w) : w
LNApp
Γ : t ⇓ Θ : abs u Θ : ux ⇓ Δ : w {x /∈ dom(Γ ) ⇒ x /∈ dom(Δ)}
Γ : app t (fvar x) ⇓ Δ : w
LNLet
∀x|t| /∈ L ⊆ Id .[(Γ, x tx) : tx ⇓ (x++z sx) : wx
∧ \x(sx) = s ∧ \x(wx) = w]
{y|t| /∈ L}
Γ : let t in t ⇓ (y ++z sy) : wy
Fig. 3. Natural semantics with locally nameless representation
ALNVar
(Γ, x t) : t ⇓ Δ : w
(Γ, x t) : fvar x ⇓ Δ : w
ALNApp
Γ : t ⇓ Θ : abs u
∀y /∈ L ⊆ Id .[(Θ, y fvar x) : uy ⇓ ([y : z] sy) : wy
∧ \y(sy) = s ∧ \y(wy) = w]
{x /∈ dom(Γ ) ⇒ x /∈ [z : z]} {z /∈ L}
Γ : app t (fvar x) ⇓ ([z : z] sz) : wz
Fig. 4. Alternative rules with locally nameless representation
In a well-formed heap names are defined at most once and terms are locally
closed. We write ok Γ to indicate that a heap is well-formed.
Figure 3 shows our locally nameless representation of the rules for the natural
semantics for lazy evaluation. For clarity, in the rules we put in braces the side-
conditions to better distinguish them from the judgements.
To prove the computational adequacy of the natural semantics with respect
to a standard denotational semantics, Launchbury introduces alternative rules
for variables and applications, whose locally nameless version is shown in Fig. 4.
Observe that the ALNVar rule does not longer update the binding for the
variable being evaluated, namely x. Besides, the binding for x does not disappear
from the heap where the term bound to x is to be evaluated; therefore, any
further reference to x leads to an infinite reduction. The effect of ALNApp is
the addition of an indirection y 	→ fvar x instead of performing the β-reduction
by substitution, as in ux in LNApp.
In the rules LNLet and ALNApp we use cofinite quantification, which is
an alternative to “exists-fresh” quantification that provides stronger induction
and inversion principles [1]. In LNLet the notation x|t| /∈ L indicates that x is
a list of length |t| of (distinct) names not belonging to the finite set L. Hence,
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although there are not explicit freshness side-conditions in the rules, the finite
set L represents somehow the names that should be avoided during a reduction
proof. Among infinite possible combinations for x, the set of names y is chosen
for the reduction. The list z represents the rest of names defined in the heap
which is obtained after the reduction. Notice how variable opening is used to
express that the final heap and value may depend on the names that have been
chosen. For instance, in LNLet, wx indicates that it depends on the names x,
but there is a common basis w . Moreover, it is required that this basis does not
contain occurrences of x; this is expressed by \x(wx) = w. A detailed explanation
of these semantic rules can be found in [14–16].
In the following, the natural semantics (rules in Fig. 3) is referred as NS, and
the alternative semantics (rules LNLam, LNLet and those in Fig. 4) as ANS.
We write ⇓A for reductions in ANS. Launchbury proves in [9] the correctness of
NS with respect to a standard denotational semantics, and a similar result for
ANS is easily obtained (as the authors of this paper have done in [12]). Therefore,
NS and ANS are “denotationally” equivalent in the sense that if an expression
is reducible (in some heap context) by both semantics then the obtained values
have the same denotation. But this is insufficient for our purposes, because we
want to ensure that if for some (heap : term) pair a reduction exists in any
of the semantics, then there must exist a reduction in the other too and the
final heaps must be related. The changes in ANS might seem to involve no
serious difficulties to prove the latter result. Unfortunately things are not so
easy. On the one hand, the alternative rule for variables transforms the original
call-by-need semantics into a call-by-name semantics because bindings are not
updated and computed values are no longer shared. Moreover, in the original
semantics the reduction of a self-reference gets blocked (blackhole), while in the
alternative semantics self-references yield infinite reductions. On the other hand,
the addition of indirections complicates the task of comparing the (heap : value)
pairs obtained by each reduction system, as one may need to follow a chain
of indirections to get the term bound to a variable. We deal separately with
each modification and introduce two intermediate semantics: (1) the No-update
Natural Semantics (NNS) with the rules of NS (Fig. 3) except for the variable
rule, that corresponds to the one in the alternative version, i.e., ALNVar in
Fig. 4; and (2) the Indirection Natural Semantics (INS) with the rules of NS but
for the application rule, that corresponds to the alternative ALNApp rule in
Fig. 4. We use ⇓N to represent reductions of NNS and ⇓I for those of INS.
The following table summarizes the characteristics of the four natural seman-
tics defined above:
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It is guaranteed that the judgements produced by the locally nameless rules
given in Figs. 3, 4 involve only well-formed heaps and locally closed terms. Fur-
thermore, the reduction systems corresponding to these rules verify a number
of interesting properties proved in [15]. We include here some new results that
comprehend the alternative rules. In the four reduction systems, definitions are
not lost during reduction, i.e., heaps only can grow with new names. But in
the case of non updating (NNS and ANS) the bindings in the initial heap are
preserved during the whole reduction:
Lemma 1. Γ : t ⇓K Δ : w ⇒ Γ ⊆ Δ, where ⇓K represents ⇓N and ⇓A.
During reduction, names might be added to the heap by the rules LNLet and
ALNApp. However, there is no “spontaneous generation” of names, i.e., any
name occurring in a final (heap : value) pair must either appear already in the
initial (heap : term) pair or be defined in the final heap. The freshness of the
names introduced by the rules LNLet and ALNApp is determined as follows:
Lemma 2. 1. Γ : t ⇓N Δ : w ∧ x ∈ dom(Δ) − dom(Γ ) ⇒ fresh x in Γ.
2. Γ : t ⇓A Δ : w ∧ x ∈ dom(Δ) − dom(Γ ) ⇒ fresh x in (Γ : t).
The following renaming lemma ensures that the evaluation of a term is inde-
pendent of the names chosen during the reduction process. Further, any name
defined in the context heap can be replaced by a fresh one without changing the
meaning of the terms evaluated in that context. In fact, reductions for (heap :
term) pairs are unique up to α-conversion of the names defined in the heap.
Lemma 3. (Renaming)
1. Γ : t ⇓K Δ : w∧fresh y in Γ,Δ, t, w ⇒ Γ [y/x] : t[y/x] ⇓K Δ[y/x] : w[y/x].
2. Γ : t ⇓K Δ : w ∧ fresh y in Γ,Δ, t, w ∧ x /∈ dom(Γ ) ∧ x ∈ dom(Δ)
⇒ Γ : t ⇓K Δ[y/x] : w[y/x],
where Γ [y/x] indicates that name substitution is done in the left and right hand
sides of the heap Γ , and ⇓K represents ⇓, ⇓A, ⇓I , and ⇓N .
Detailed proofs are given in [15], and also in [16] that is an extended version of
the present paper including detailed proofs for all the lemmas and propositions.
3 Indirections
The aim in this section is to prove the equivalence of NNS and ANS. After the
evaluation of a term in a given context, each semantics yields a different binding
heap. It is necessary to analyze their differences, which lie in the indirections
introduced by ANS. An indirection is a binding of the form x 	→ fvar y, that
is, it just redirects to another variable name. The set of indirections of a heap Γ
is denoted by Ind(Γ ).
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Example 4. Let us evaluate t ≡ let abs (bvar 0 0) in app (abs s) (bvar 0 0),
where s ≡ let abs (bvar 0 0), app (bvar 0 0) (bvar 1 0) in abs (bvar 0 0), in
the empty context Γ = ∅:
Γ : t ⇓N {x0 	→ abs (bvar 0 0), x1 	→ abs (bvar 0 0), x2 	→ app (fvar x1) (fvar x0)}
: abs (bvar 0 0)
Γ : t ⇓A {x0 	→ abs (bvar 0 0), x1 	→ abs (bvar 0 0), x2 	→ app (fvar x1) (fvar y),
y 	→ (fvar x0)} : abs (bvar 0 0)
The value produced is the same in both cases. Yet, when comparing the final heap
in ⇓A with that in ⇓N , we observe that there is an extra indirection, y 	→ fvar x0.
This indirection corresponds to the binding introduced by ALNApp to reduce
the application in the term t. unionsq
The previous example gives a hint of how to establish a relation between the
heaps that are obtained with NNS and those produced by ANS. Two heaps
are related if one can be obtained from the other by eliminating some indirec-
tions. For this purpose we define how to remove indirections from a heap, while
preserving the evaluation context represented by that heap.
(∅, x 	→ fvar y)  x = ∅
((Γ, z 	→ t), x 	→ fvar y)  x = ((Γ, x 	→ fvar y)  x, z 	→ t[y/x])
This is generalized to remove a sequence of indirections from a heap:
Γ  [ ] = Γ Γ  [x : x] = (Γ  x)  x
3.1 Context Equivalence
The meaning of a term depends on the meaning of its free variables. However,
if a free variable is not defined in the context of evaluation of a term, then the
name of this free variable is irrelevant. Therefore, we consider that two terms are
equivalent in a given context if they only differ in the names of the free variables
that do not belong to the context.
Definition 1. Let V ⊆ Id, and t, t′ ∈ LNExp. We say that t and t′ are context-
equivalent in V , written t ≈V t′, when
ce-bvar
(bvar i j) ≈V (bvar i j) ce-fvar
x, x′ /∈ V ∨ x = x′
(fvar x) ≈V (fvar x′)
ce-abs
t ≈V t′
(abs t) ≈V (abs t′) ce-app
t ≈V t′ v ≈V v′
(app t v) ≈V (app t′ v′)
ce-let
|t| = |t′| t ≈V t′ t ≈V t′
(let t in t) ≈V (let t′ in t′)
Fixed the set of names V , ≈V is an equivalence relation on LNExp.
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Proposition 1.
ce ref t ≈V t
ce sym t ≈V t′ ⇒ t′ ≈V t
ce trans t ≈V t′ ∧ t′ ≈V t′′ ⇒ t ≈V t′′
Based on this equivalence on terms, we define a family of relations on heaps,
where heaps are equivalent when they have the same domain and corresponding
closures differ only in the free variables not defined in a given context:
Definition 2. Let V ⊆ Id, and Γ, Γ ′ ∈ LNHeap. We say that Γ and Γ ′ are
heap-context-equivalent in V , written Γ ≈V Γ ′, when
hce-empty ∅ ≈V ∅ hce-cons
Γ ≈V Γ ′ t ≈V t′ lc t x /∈ dom(Γ )
(Γ, x 	→ t) ≈V (Γ ′, x 	→ t′)
The relations defined above are equivalences on well-formed heaps.
Proposition 2.
hce ref ok Γ ⇒ Γ ≈V Γ
hce sym Γ ≈V Γ ′ ⇒ Γ ′ ≈V Γ
hce trans Γ ≈V Γ ′ ∧ Γ ′ ≈V Γ ′′ ⇒ Γ ≈V Γ ′′
Moreover, if two heaps are heap-context-equivalent, then both are well-formed,
have the same domain, and have the same indirections.
There is an alternative characterization for heap-context-equivalence which
expresses that heaps are context-equivalent whenever they are well-formed, have
the same domain, and each pair of corresponding bound terms is context-
equivalent.
Lemma 4. Γ ≈V Γ ′ ⇔
ok Γ ∧ ok Γ ′ ∧ dom(Γ ) = dom(Γ ′)∧ (x 	→ t ∈ Γ ∧ x 	→ t′ ∈ Γ ′ ⇒ t ≈V t′).
Considering context-equivalence on heaps, we are particularly interested in the
case where the context coincides with the domain of the heaps:
Definition 3. Let Γ, Γ ′ ∈ LNHeap. We say that Γ and Γ ′ are heap-equivalent,
written Γ ≈ Γ ′, if they are heap-context-equivalent in dom(Γ ), i.e., Γ ≈dom(Γ ) Γ ′.
The following lemmas establish the uniqueness (up to permutation) of the set
of indirections that sets up the equivalence of two heaps. First, we have that
the order in which two indirections are removed from a heap can be exchanged,
producing equivalent heaps.
Lemma 5. ok Γ ∧ x, y ∈ Ind(Γ ) ∧ x = y ⇒ Γ  [x, y] ≈ Γ  [y, x].
Next, the previous result is generalized so that any permutation of a sequence
of indirections produces equivalent heaps. Moreover, if equivalent heaps are
obtained by removing different sequences of indirections, then these must be
the same up to permutation.
Lemma 6. ok Γ ∧ x, y ⊆ Ind(Γ ) ⇒ (Γ  x ≈ Γ  y ⇔ y ∈ S(x)),
where S(x) denotes the set of all permutations of x.
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3.2 Indirection Relation
Coming back to the idea of Example 4, where a heap can be obtained from
another by removing some indirections, we define the following relation on heaps:
Definition 4. Let Γ, Γ ′ ∈ LNHeap. We say that Γ is indirection-related to Γ ′,
written Γ I Γ ′, when
ir-he
Γ ≈ Γ ′
Γ I Γ ′
ir-ir
ok Γ Γ  x I Γ ′ x ∈ Ind(Γ )
Γ I Γ ′
There is an alternative characterization for the relation I which expresses that
a heap is indirection-related to another whenever the later can be obtained from
the former by removing a sequence of indirections.
Proposition 3. Γ I Γ ′ ⇔ ok Γ ∧ ∃ x ⊆ Ind(Γ ) . Γ  x ≈ Γ ′.
By Lemma6, the sequence of indirections is unique up to permutations, and it
corresponds to the difference between the domains of the related heaps.
Corollary 1. Γ I Γ ′ ⇒ Γ  (dom(Γ ) − dom(Γ ′)) ≈ Γ ′.1
The indirection-relation is a preorder on the set of well-formed heaps.
Proposition 4.
ir ref ok Γ ⇒ Γ I Γ
ir trans Γ I Γ ′ ∧ Γ ′ I Γ ′′ ⇒ Γ I Γ ′′
We extend Definition 4 to (heap : term) pairs. Again we use cofinite quantification
instead of adding freshness conditions on the new name z.
Definition 5. Let Γ, Γ ′ ∈ LNHeap, and t, t′ ∈ LNExp. We say that (Γ : t) is
indirection-related to (Γ ′ : t′), written (Γ : t) I (Γ ′ : t′), when
ir-ht
∀z /∈ L ⊆ Id .(Γ, z 	→ t) I (Γ ′, z 	→ t′)
(Γ : t) I (Γ ′ : t′)
We illustrate these definitions with an example.
Example 5. Let us consider the following heap and term:
Γ = {x0 	→ fvar x1, x1 	→ abs (bvar 0 0), x2 	→ abs (app (fvar x0) (bvar 0 0)),
y0 	→ fvar x2}
t = abs (app (fvar x0) bvar 0 0)
The (heap : term) pairs related with (Γ : t) are obtained by removing the
sequences of indirections [ ], [y0], [x0], and [x0, y0]:
1 Since the ordering of indirections is irrelevant, dom(Γ ) − dom(Γ ′) represents any
sequence with the names defined in Γ but undefined in Γ ′.
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(a) {x0 	→ fvar x1, x1 	→ abs (bvar 0 0), x2 	→ abs (app (fvar x0) (bvar 0 0)),
y0 	→ fvar x2}
: abs (app (fvar x0) (bvar 0 0))
(b) {x0 	→ fvar x1, x1 	→ abs (bvar 0 0), x2 	→ abs (app (fvar x0) (bvar 0 0))}
: abs (app (fvar x0) (bvar 0 0))
(c) {x1 	→ abs (bvar 0 0), x2 	→ abs (app (fvar x1) (bvar 0 0)), y0 	→ fvar x2}
: abs (app (fvar x1) (bvar 0 0))
(d) {x1 	→ abs (bvar 0 0), x2 	→ abs (app (fvar x1) (bvar 0 0))}
: abs (app (fvar x1) (bvar 0 0)) unionsq
Notice that in Example 4 the (heap : term) pair obtained with ANS is indirection-
related to the pair obtained with NNS by removing the indirection y 	→ fvar x.
Now we are ready to establish the equivalence between ANS and NNS in the
sense that if a reduction proof can be obtained with ANS for some term in a
given context heap, then there must exist a reduction proof in NNS for the same
(heap : term) pair such that the final (heap : value) is indirection-related to the
final (heap : value) obtained with ANS, and vice versa.
Theorem 1 (Equivalence ANS-NNS).
1. Γ : t ⇓A ΔA : wA ⇒
∃ΔN ∈ LNHeap .∃wN ∈ Val . Γ : t ⇓N ΔN : wN ∧ (ΔA : wA) I (ΔN : wN ).
2. Γ : t ⇓N ΔN : wN ⇒
∃ΔA ∈ LNHeap .∃wA ∈ Val .∃x ⊆ dom(ΔN ) − dom(Γ ) .∃y ⊆ Id .
|x| = |y| ∧ Γ : t ⇓A ΔA : wA ∧ (ΔA : wA) I (ΔN [y/x] : wN [y/x]).
Notice that in the second part of the theorem, i.e., from NNS to ANS, a renaming
may be needed. This renaming only affects the names that are added to the
heap during the reduction process. This is due to the fact that in NNS names
occurring in the evaluation term (that is t in the theorem) may disappear during
the evaluation and, consequently, they may be chosen on some application of the
rule LNLet and added to the final heap. This cannot happen in ANS due to
the introduction of indirections (see Lemma2).
To prove this theorem by rule induction, a generalization is needed. Instead
of evaluating the same term in the same initial heap, we consider indirection-
related initial (heap : term) pairs:
Proposition 5. (ΓA : tA) I (ΓN : tN )
1. ∀x /∈ L ⊆ Id .[ΓA : tA ⇓A (ΓA, x 	→ sAx) : wAx ∧ \x(sAx) = sA ∧ \x(wAx) = wA]
⇒ ∃y /∈ L . ∃sN ⊂ LNExp . ∃wN ∈ LNVal .
ΓN : tN ⇓N (ΓN , z 	→ sN z) : wN z ∧ \z(sN z) = sN ∧ \z(wN z) = wN ∧ z ⊆ y ∧
((ΓA, y 	→ sAy) : wAy) I ((ΓN , z 	→ sN z) : wN z)
2. ∀x /∈ L⊆ Id .[ΓN : tN ⇓N(ΓN , x 	→ sN x) : wN x ∧ \x(sN x) = sN ∧ \x(wN x) = wN ]
⇒ ∃z /∈ L . ∃sA ⊂ LNExp . ∃wA ∈ LNVal .
ΓA : tA ⇓A (ΓA, y 	→ sAy) : wAy ∧ \y(sAy) = sA ∧ \y(wAy) = wA ∧ z ⊆ y ∧
((ΓA, y 	→ sAy) : wAy) I ((ΓN , z 	→ sN z) : wN z)
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Fig. 5. The relations between the semantics
Once more, cofinite quantification replaces freshness conditions. For instance,
in the second part of the proposition it is required that the names introduced
during the reduction for NNS do not collide with names that are already defined
in the initial heap for ANS. The cofinite quantification expresses that if there is
an infinite number of “similar” reduction proofs for (ΓN : tN ), each introducing
alternative names in the heap, one can chose a reduction proof such that the
new bindings do not interfere with (ΓA : tA).
Since there is update neither in ANS nor in NNS (Lemma1), a final heap can
be expressed as the initial heap plus some set of bindings, such as (ΓA, x 	→ sAx).
In this case, x represents the list of new names, i.e., those that have been added
during the reduction of local declarations, as well as the indirections introduced
by the alternative application rule. Since the terms bound to these new names
are dependent on x, they are represented as sA
x. Similarly for the final value
wA
x. The proposition indicates that it is possible to construct reductions for
NNS whose set of new defined names is a subset of the set of new names of the
corresponding ANS reduction (NNS only adds new names with the rule LNLet).
Detailed proofs of the theorem and the proposition are given in [16].
4 Conclusions and Future Work
Launchbury natural semantics (NS) has turned out to be too much sensitive
to the changes introduced by the alternative semantics (ANS), i.e., indirections
and no-update. These changes should lead to the same values, but this cannot
be directly established since values may contain free variables which are depen-
dent on the context of evaluation, represented by the heap. And, precisely, the
changes introduced by the ANS do affect deeply the heaps. In fact, the equiva-
lence of the values produced by the NS and the ANS is based on their correctness
with respect to a denotational semantics. Although indirections and duplicated
bindings (consequence of not updating) do not add new information to the heap,
it is not straightforward to prove it formally.
Since the variations introduced by Launchbury in the ANS do affect two
rules, i.e. the variable rule (no-update) and the application rule (indirections),
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we have defined two intermediate semantics to deal separately with the effect of
each modification: The NNS (without update) and the INS (with indirections).
A schema of the semantics and how to relate them is included in Fig. 5.
In this paper we have compared NNS with ANS, that is, substitution vs.
indirections. We have started by defining an equivalence ≈ such that two heaps
are considered equivalent when they have the same domain and the correspond-
ing closures may differ only in the free variables not defined in the heaps. We
have used this equivalence to define a preorder I expressing that a heap can be
transformed into another by eliminating indirections. Furthermore, the relation
has been extended to (heap : terms) pairs, expressing that two terms can be
considered equivalent when they have the same structure and their free vari-
ables (only those defined in the context of the corresponding heap) are the same
except for some indirections. We have used this extended relation to establish
the equivalence between NNS and ANS (Theorem1).
At present we are working on the equivalence of NS and NNS, which will close
the path from NS to ANS. In order to compare NS with NNS, that is, update vs.
no-update, new relations on heaps and terms have to be defined. No updating
the bindings in the heap corresponds to a call-by-name strategy, and implies the
duplication of evaluation work, that leads to the generation of duplicated bind-
ings. More precisely, duplicated bindings come from several evaluations of the
same let-declarations, so that they form groups of equivalent bindings. There-
fore, we first define a preorder G that relates two heaps whenever the first can
be transformed into the second by eliminating duplicated groups of bindings.
Afterwards, we define a relation ∼U that establishes when a heap is an updated
version of another heap. Finally, both relations must be combined to obtain the
group-update relation GU that, extended for (heap : terms), will allow us to
formulate an equivalence theorem for NS and NNS, similar to Theorem1.
Although the relations I and GU are sufficient for proving the equivalence
of NS and ANS, it would be interesting to complete the picture by comparing
NS with INS, and then INS with ANS. For the first step, we have to define a
preorder similar to I , but taking into account that extra indirections may now
be updated, thus leading to “redundant” bindings. For the second step, some
version of the group-update relation is needed. Dashed lines indicate future work.
We have used a locally nameless representation to avoid problems with the
α-equivalence, while keeping a readable formalization of the syntax and seman-
tics. This representation allow us to deal with heaps in a convenient and easy
way, avoiding the problems that arise when using the de Bruijn notation (indexes
do change when bindings are introduced in or eliminated from heaps; moreover,
the formalization becomes unreadable). We have also introduced cofinite quan-
tification (in the style of [1]) in the evaluation rules that introduce fresh names,
namely the rule for local declarations (LNLet) and for the alternative applica-
tion (ALNApp). Moreover, this representation is more amenable to formaliza-
tion in proof assistants. In fact we have started to implement the semantic rules
given in Sect. 2.2 using Coq [4], with the intention of obtaining a formal checking of
our proofs.
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Chapter 8
An Operational Semantics for
Distributed Lazy Evaluation
Lidia Sa´nchez-Gil, Mercedes Hidalgo-Herrero, Yolanda Ortega-Malle´n1
Category: Research
Abstract: We present a semantic model for distributed lazy evaluation where
parallelism overrides laziness in terms of eager process creation and value com-
munication. A small-step operational semantics defined with two transition levels:
local rules for the internal behavior of each process, and global rules for process
creation, interaction, and scheduling. This semantics is proved to be correct and
computational adequate with respect to a standard denotational semantics. To ob-
tain these results two intermediate semantics are defined: a 1-processor version
of the small-step operational semantics and an extension of the natural semantics
defined in [9].
8.1 INTRODUCTION
The increase of processors speed is reaching its limit, and other ways have to be
explored to satisfy the voracity of computer applications. A promising alternative
is computing in parallel. Parallel (and concurrent) programming is not certainly a
novelty, but the low costs of computer components have contributed to the prolif-
eration of parallel and distributed machines. Languages that ease the complex job
of parallel programming are needed, and the functional paradigm is claimed to be
a good candidate on account of its well-known advantages, such as abstraction,
expressiveness, referential transparency, and a clean semantic model.
Referential transparency permits the implementation of alternative orders of
execution while retaining the functionality of a program. This property, inherent
to pure functional languages, is a key factor for the exploitation of parallelism in
1Universidad Complutense de Madrid, Spain; lidiasg@mat.ucm.es,
mhidalgo@edu.ucm.es, yolanda@sip.ucm.es
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the functional paradigm, ranging from a completely implicit parallelism or auto-
matic parallelization, to an explicit parallelism where the programmer distributes
the computation among a set of communicating processes that even may be lo-
cated by the programmer himself at designated processors. In [10] an excellent
classification of functional parallel approaches by level of control of parallelism
can be found. Many of these approaches are extensions of sequential functional
languages. For instance, Haskell has been used as the basis of a various set of
parallel and distributed languages (see [15] for a comprehensive survey). One
of these parallel extensions of Haskell is Eden [11] which includes a set of co-
ordination features to control the parallel evaluation of processes while keeping
the high-level nature of the declarative paradigm. The meaning of each construc-
tion of Eden is defined by using an abstract machine, DREAM [3]. However,
this is a very low level semantics dealing with stacks and channels ports, and
other semantics have been defined. Particularly, in [6, 5] is defined a small-step
operational semantics with an intermediate level of abstraction, where the dis-
tribution of the computation among processes can be observed. In [6, 5], the
main ideas for modelling a distributed computation —in Eden there is not shared
memory— are described, but no semantic properties like correctness (reductions
preserve the meaning of terms), computational adequacy (reduction corresponds
to a non-bottom denotation) or determinacy (the final value obtained for a term is
independent of the number of processors used during the evaluation) are given.
We therefore present a restricted and revised version of the semantics given
in [6, 5] for a lazy and distributed λ -calculus, which includes a parallel applica-
tion that instantiates a new process for computing the application speculatively.
In our calculus there is not shared memory, hence the closures needed to com-
pute the application have to be copied from the parent to the child process at the
moment of creation. Under a proper notion of abstraction, where the underlying
distributed process system is ignored and only the functional relation is observed,
the operational semantics is proved to be correct and adequate with respect to a















































FIGURE 8.1. A distributed model
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o 7→ x y′
y′ 7→ i
FIGURE 8.2. Process creation
The operational semantics for Eden of [6, 5] is inspired by an operational se-
mantics for GpH [14] presented in [2]. In that work, labelled heaps are introduced
to consider bindings as parallel threads. They also have two kinds of rules: sin-
gle thread and multi-thread transitions, that relate roughly to our local and global
transitions, respectively. In GPH there is no notion of independent process, and
parallelism is reduced to sparkling threads in a common memory. This implies
that there are not communications either. Besides, it is not necessary to copy
bindings from one process to another. Hence, their model is much simpler than
ours. Correctness, adequacy and determinacy are proved for the operational se-
mantics of GPH in [2]. We are much indebted to this work: borrowing the main
ideas that are used for their proofs, and adapting them to our case. Our task is not
only complicated by the distributed memory, but also by the eagerness in creating
processes and evaluating communications.
In order to favor parallelism, Eden overrides Haskell’s laziness by creating
process eagerly and by forcing the evaluation of communications. The mixture of
laziness and strictness has been also investigated in the context of Launchbury’s
semantics; in [12], van Eekelen and de Mol extend the (sequential) calculus with
a strict let-expression and prove the correctness and adequacy of their mixed se-
mantics.
8.3 DISTRIBUTED MODEL
Our semantic model has to reflect two features: distribution and laziness, or more
exactly, call by need. Computation is distributed among separate processes with
no shared memory between them, although closures are shared inside each pro-
cess. This leads to a two-level structure (see Figure 8.1): at the top-level is a
distributed system (S) with parallel processes; each process is represented at the
lower-level by a heap (Hi) of bindings from variables to expressions. Heaps rep-
resent the state of the computation in each process, where bindings correspond
to potential concurrent threads. Thus, inside each process there is a kind of local
parallelism with shared memory.
8.3.1 The Language
We extend the calculus used in [9] (an untyped lambda calculus extended with
recursive local declarations) with a parallel application that leads to process cre-
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ation. The abstract syntax is as follows:
E ::= x | λ x.E | x y | x#y | let {xi = Ei}ni=1 in x
where x,y ∈ Var is the set of variables, and E ∈ EExp the extended expressions.
The evaluation of a parallel application x#y inside a process P (the parent)
triggers the creation of a new process C (the child), and of two new channels
communicating P and C (i and o). The parent process sends to the child the
value for y via the input channel i, while the child process sends to its parent
(through the output channel o) the result of the application x y. This is illustrated
in Figure 8.2. There are differences with the operator par of GPH . First, par is
just an indication of the possibility of generating parallelism, that can be ignored
by the compiler, whereas # requires the creation of a new process even if there is
only one processor for the whole computation. Second, par generates a parallel
spark that shares memory with the rest of computing threads, whereas # creates a
separate process with its own memory. Sharing between parent and child is lost,
this way produce work duplication and requires some form of communication
between processes. # is a simplification of the process creation operator in Eden,
where several input/output channels of differente types (for instance, streams with
possibly infinite sequence of data) are allowed.
Notice that our syntax is restricted, so that arguments for functional and for
parallel application are variables, as the body of the let-construct. This facili-
tates the definition of the operational rules, and it can be easily achieved by in-
troducing new let-bindings. We also require that all variables are distinct (apply
α-conversion). This restriction allows us to forget about scopes, and no garbage-
collection is needed. A similar normalisation process is described by Launchbury
in [9], although he only requires variables for the second argument of applications.
This is insufficient for our needs2.
In the rest of the paper the following naming conventions are used: x, y, z ∈
Var, representing variables; i,o,ch ∈ Chan, channel identifiers to model commu-
nications between processes; θ , τ ∈ Var∪Chan; p, q ∈ IdProc, process identi-
fiers; and W ∈ Val, values. Expressions are evaluated to weak head normal form
(whnf ), therefore, Val contains the terms of the form λ x.E .
8.3.2 Operational Semantics
Similarly to the operational semantics presented in [2], we consider heaps con-
sisting of labelled bindings of the form θ α7→ E , where θ ∈ Var ∪Chan, E ∈
EExp∪Chan, and α ∈ {A, I,B} is the label representing its state. A labelled bind-
ing can be seen as a computation thread, which is active (A) when being evaluated,
blocked (B) when waiting for the evaluation of another binding, and inactive (I)
when it has not been demanded yet or it has been already evaluated.
A labelled heap, H ∈ LHeap, is a finite set of distinct named labelled bindings.
A process is a pair of the form 〈p,H〉 where p ∈ IdProc and H is a labelled heap.
2In fact, in [2] the evaluation of some apparently correct expressions gets blocked.
This could be easily corrected by restricting more their syntax.
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(value) H +{x I7→W} : θ A7→ x −→ H +{x I7→W,θ A7→W}
(demand) H +{x IAB7→ E} : θ A7→ x −→ H +{x AAB7→ E,θ B7→ x} if E /∈ Val
(blackhole) H : x A7→ x −→ H +{x B7→ x}
(app. dem.) H +{x IAB7→ E} : θ A7→ x y −→ H +{x AAB7→ E,θ B7→ x y} if E /∈ Val
(β -reduc.) H +{x I7→ λ z.E} : θ A7→ x y −→ H +{x I7→ λ z.E,θ A7→ E[y/z]}
(let) H : θ A7→ let {xi = Ei}ni=1 in x −→
−→ H +{yi I7→ Ei[y j/x j]nj=1}ni=1 +{θ
A7→ x[y j/x j]nj=1} yi fresh,1 ≤ i ≤ n
FIGURE 8.3. Local Rules
A system S is a nonempty set of processes. Initially a system consists of a unique
heap with a unique (active) binding corresponding to the main expression. The
system evolves until either a value is obtained for the main variable or the system
gets blocked:
〈p0,{main A7→ E}〉 =⇒∗ 〈p0,H +{main I7→W}〉,〈p1,H1〉, . . . ,〈pn,Hn〉=⇒∗
where the transition =⇒= par=⇒; sys=⇒ involves local ( par=⇒) and global ( sys=⇒) rules.
The former reflect the internal behavior of each process in the system, whereas
the latter model the interaction between them.
Local rules. (See Figure 8.3) They model the evolution of an individual labelled
heap, and they have the following general form:
H +{θ ′ α7→ E ′}︸ ︷︷ ︸
H′′
: θ A7→ E
︸ ︷︷ ︸
H0
−→ H ′, with θ ,θ ′ ∈ Var∪Chan
where the initial heap H0 is modified to H ′. The active binding θ
A7→ E represents
the trigger of the evaluation. In some rules, another binding θ ′ α7→ E ′ from the
rest of the heap, H ′′, plays a role in the evaluation of θ A7→ E . Occasionally, we
use multi-labelled bindings to avoid rewriting rules that only differ on the label of
some binding.
The rules describe the flow of demand until a whnf is reached. Notice that the
rule let introduces new bindings. These are inactive because they have not been
demanded yet. To avoid name clashes the variables are freshly renamed.
The possibility of evaluating simultaneously several active bindings is re-
stricted by the number of available processors, but in our case we assume they are
unlimited. For each heap H we can define a set of evolutionary bindings, EB(H),
containing those active threads in H that are allowed to evolve. The following
rule describes how a process evolves by applying to each evolutionary binding in
its heap a suitable local rule:
local parallel
{H(i,1)+H(i,2) : θ i A7→E i −→ H(i,1)+K(i,2)|H=H(i,1)+H(i,2)+{θ i A7→E i}∧θ i A7→E i∈EB(H)}ni=1
H lpar−→(⋂ni=1 H(i,1))⋃(⋃ni=1 K(i,2))
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(unblocking) (S,〈p,H +{x A7→W,θ B7→ ExB}〉)
unbl→ (S,〈p,H +{x A7→W,θ A7→ ExB}〉)
(deactivation) (S,〈p,H +{θ A7→W}〉) deact→ (S,〈p,H +{θ I7→W}〉)
(blocking p. c.) (S,〈p,H +{θ IA7→ x#y}〉) bpc→ (S,〈p,H +{θ B7→ x#y}〉)
(proc. creat.) if ¬d(x,H +{θ α7→ x#y}), q,z, i,o fresh, η fresh renaming
(S,〈p,H +θ α7→ x#y〉) pc→
pc→ (S,〈p,H +{θ B7→ o, i A7→ y}〉,〈q,η(nh(x,H))+{o A7→ η(x) z,z B7→ i}〉)
(value comm.) if ¬d(W,Hp), η fresh renaming
(S,〈p,Hp +{ch α7→W}〉,〈c,Hc +{θ B7→ ch}〉) com→
com→ (S,〈p,Hp〉,〈c,Hc +η(nh(W,Hp))+{θ A7→ η(W )}〉)
FIGURE 8.4. Global Rules
where n = |EB(H)|, that is, the number of evolutionary bindings in the heap H.
H(i,1) represents the bindings of H that remain unchanged, while H(i,2) represents
the bindings of H that are modified when the local rule is applied, and it becomes
K(i,2). The rule is well-defined because it can be proved that the order in which
the local rules are applied is irrelevant [5].
The exact definition of EB(H) depends on the semantics that we desire to ex-
press. For instance, we can regulate the amount of speculative parallelism. For
a minimal semantics, where there is no speculative computation, only the bind-
ings that have been demanded by the main expression do evolve. Alternatively, to
allow speculative computation (maximal semantics), the set of evolutionary bind-
ings coincides with the set of active threads for each process.
The global rule parallel describes how the whole system evolves by applying




Global Rules. (See Figure 8.4) They describe process creation and communica-
tion. They also take care of unblocking and deactivating the bindings.
Processes are created as soon as possible, thus introducing speculative par-
alelism. The rule process creation describes the changes produced in the system
by the execution of a parallel application expression x#y, i.e. it produces the struc-
ture described in Figure 8.2. Process q is created with an initial heap containing
the bindings needed to compute x, i.e. nh(x,H). A fresh renaming is applied to
this needed heap to avoid name clashing. Channels (i, o) are evaluated eagerly,
hence they are created in an active state. A process is created only if this is fea-
sible, i.e. if x has neither pending communications nor pending process creations
in the needed heap for x. The definition of the auxiliary functions needed heap
(nh) and dependency (d) are in Figure 8.5, where the function subexp returns the




true if θ α7→ E ∈ nh(x,H) where (θ ∈ Var∪Chan)∧ (E = ch∨E = y#z)
false in any other case
nh(E,H) |= {(i),(ii)}∧∀A.(A ⊆ H ∧A |= {(i),(ii)}⇒ nh(E,H)⊆ A)




FIGURE 8.5. Dependency and needed heap functions
then the rule blocking process creation is applied.
Similarly, the rule value communication can only be aplied when the value to
be communicated does not depend on another communication or process creation.
The needed heap for the value is copied in the receiver. Once the communication
has been completed, the corresponding channel is deleted.
An expression blocked in the variable x, ExB, is one of the following: x or x y.
It indicates that the value of x is needed to continue with the evaluation of the
blocked expression. Hence, if x is already bound to a value, then any expression
blocked in x must be activated (rule unblocking).
If an expression has achieved a value it becomes inactive (rule deactivation).
The transition sys=⇒ = com=⇒; pc=⇒; unbl=⇒; deact=⇒; bpc=⇒ collects the global rules.
com
=⇒ = com−→∗ means that the value communication rule is applied repeatedly un-
til no more communications are possible; pc=⇒, unbl=⇒, deact=⇒ and bpc=⇒ are defined
similarly.
8.4 PROPERTIES
Launchbury proved in [9] the correctness and adequacy of his big step natural se-
mantics (NS) with respect to Abramsky’s denotational semantics. In the present
work we prove the same properties of the small step semantics introduced in Sec-
tion 8.3.2 (nPS) with respect to an extended denotational semantics (EDS). To take
advantage of Launchbury’s work, we extend the NS with the parallel application
(ENS). This extension is proved to be consistent with the NS. In order to relate
the big step ENS with our small-step nPS we defined an intermediate semantics
corresponding to the restriction of nPS to the case where there is only one avail-
able processor (1PS). It is shown that nPS and 1PS are equivalent (determinacy)
and that 1PS and ENS are equivalent. We finish by proving the correctness and
adequacy of the ENS with respect to the EDS. This is summarized in the diagram
of Figure 8.6.


















(4) Correctness & Adequacy
FIGURE 8.6. Semantics Equivalences Scheme
8.4.1 Denotational Semantics
If we just observe the final value produced for the main expression, then we can
prove that our semantics is equivalent to a standard denotational semantics [1]
where the denotation for parallel application is the same as for functional appli-
cation. This means that speculative parallelism is semantically transparent, and it
only affects the efficiency of the computation. As we have mentioned before, the
difference between the minimal and the maximal semantics that we have defined
above is the amount of speculative work. Hence, the maximal semantics may cre-
ate more processes and produce more communications, but the value obtained for
the main expresion is the same as with the minimal semantics.
We extend Abramsky’s denotational semantics [1] for extended expressions
and channels, so that the semantic function is :
[[−−]]ρ : EExp∪Chan→ Env→ Value
where the environment ρ ∈ Env = Var∪Chan 7→ Value maps identifiers to values.
The denotation of a parallel application agrees with the denotation of application,
i.e. [[x#y]]ρ = [[x y]]ρ , as the obtained final value is the same. The values are in the
domain Value = (Value→ Value)⊥.
8.4.2 1-Processor Semantics
In order to facilitate the task of relating our small-step semantics of section 8.3.1
(nPS) with Launchbury’s big-step semantics, we restrict the nPS to the case where
there is only one processor available (1PS). For this purpose, we impose an order
in the evaluation of parallel threads, which is compatible with the minimal se-
mantics. As a consequence, at each step of the computation, there will be at most
one active binding. Thanks to fresh renaming when creating processes and com-
municating values, heaps associated with different processes are always disjoint.
Therefore, we can consider a unique heap collecting all the bindings, instead of a
system formed by separated heaps and we can avoid having rules at two levels.
Although there is no true parallelism in the case of one processor, we still cre-
ate processes as soon as possible, as expressed by the rule eager process creation:
H : θ I7→ x#y EPC−→1 H +{θ I7→ o, i I7→ y, o I7→ η(x) z, z I7→ i}+η(nh(x,H))
if ¬d(x,H +{θ I7→ x#y}), where o, i,z are fresh, and η is a fresh renaming
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(value) H +{x I7→W} : θ A7→ x −→1 H +{x I7→W, θ A7→W}
(demand) if E /∈ Val
H +{τ IB7→ E} : θ A7→ τ −→1 H +{τ AB7→ E, θ B(τ)7→ τ}
(blocking I) H : x A7→ x −→1 H +{x B(x)7→ x}
(app. demand) if E /∈ Val
H +{x IB7→ E} : θ A7→ x y −→1 H +{x AB7→ E, θ B(x)7→ x y}
(β -reduction) H +{x I7→ λ z.E} : θ A7→ x y −→1 H +{x I7→ λ z.E, θ A7→ E[y/z]}
(let) yi fresh, 1 ≤ i ≤ n
H : θ A7→ let {xi = Ei}ni=1 in x −→1 H +{yi
I7→ Ei[y j/x j]nj=1}ni=1 +{θ
A7→ x[y j/x j]nj=1}
(unbl-deact) H +{θ B(τ)7→ E} : τ A7→W −→1 H +{τ I7→W, θ A7→ E}
(proc. creat.) if ¬d(x,H∗), o, i,z,η fresh where H∗ = H +{θ A7→ x#y}
H : θ A7→ x#y −→1 H +{θ A7→ o, i I7→ y, o I7→ η(x) z, z I7→ i}+η(nh(x,H))
(value comm.) if ¬d(W,H), η fresh renaming
H +{ch I7→W} : θ A7→ ch −→1 H +{θ A7→ η(W )}+η(nh(W,H))
(blocking II) if d(x,H ′′) ∧ fd(x,H ′′) = θ A7→ x#y where H ′′ = H +{θ A7→ x#y}
H : θ A7→ x#y −→1 H +{θ B(θ)7→ x#y}
(pc. demand) if d(x,H ′′)∧ fd(x,H ′′) = z IB7→ E where H ′′ = H +{z IB7→E,θ A7→x#y}
H +{z IB7→ E} : θ A7→ x#y −→1 H +{z AB7→ E, θ B(z)7→ x#y}
(comm. demand) if d(W,H ′′) ∧ fd(W,H ′′) = z IB7→ E where H ′′ = H +{z IB7→ E}
H +{z IB7→ E,ch I7→W} : θ A7→ ch −→1 H +{z AB7→ E, ch I7→W,θ B(z)7→ ch}
FIGURE 8.7. 1-processor rules
The (unique) heap is modified by adding a fresh renaming of the needed heap
for the process abstraction, but the active binding does not evolve, and no new
binding is activated. As before, only feasible process creations can be completed.
Figure 8.7 shows the rest of rules adapted to the 1-processor case, where the
(unique) active binding triggers the evaluation. The labels for blocked bindings
are decorated with a name indicating the cause of the blocking (B(θ ) indicates
that the value of θ is needed to continue with the evaluation). The first six rules
in Figure 8.7 are derived from the local rules in Figure 8.3. It is ensured that there
is at most one active binding at each time. As channels are now created inactive,
the new rule demand is defined for channels too.
The global rules unblocking and deactivation (see Figure 8.4) are unified in
the rule unblocking-deactivation. In the nPS, several bindings can be blocked in
the same name; hence, two steps are needed: first, bindings are unblocked —as
many as possible—, afterwards any binding associated to a value is deactivated.
However, in the 1PS, at most one binding can be blocked in each name, so that
we can unblock and deactivate in the same step.
The rule process creation is applied when a parallel application has been de-









α7→ E if x α7→ E ∈H ∧ (E ≡ ch∨E ≡ y#z)
fd(E,H) if x α7→ E ∈H ∧E ≡/ ch∧E ≡/ y#z
⊥ in any other case
fd(E,H) = fb(lsubexp(E),H) if E /∈ Var
fb([ ],H) = ⊥
fb(E : L,H) =
{
fd(E,H) if fd(E,H) 6=⊥
fb(L,H) if fd(E,H) =⊥
FIGURE 8.8. First dependency function
manded and it has no dependencies. Only the binding that has demanded the
parallel application remains active, and this is bound to a new channel.
The rule communication can be applied if the channel has been demanded and
the obtained value has no dependencies.
The rule process creation demand (communication demand) blocks a process
creation (resp. a communication) that has dependencies. Only the first depen-
dency —calculated by the first dependency function, fd (Figure 8.8)— is acti-
vated. Function fd is defined in terms of the list of dependency subexpresions
function, lsubexp, and the first binding function, fb. The former returns the list of
subexpresions of a given expresion, while the latter returns the first dependency
binding x α7→ E (with E ≡ ch or E ≡ y#z) of a given list of expressions and a given
heap. ≡ stands for the syntactic equivalence.
The blocking rules reflect blackholes.
The resulting transition relation has the form: =⇒1 = −→1; EPC=⇒1 . A transi-
tion begins by applying one of the rules of Figure 8.7, and then the eager process






The operational semantics defined in Section 8.3.1 is determinant in the sense
that the obtained final value is independent of the number of processors available.
This property of determinacy can be derived from the fact that the nPS and the
1PS (Section 8.4.2) compute the same values.
To prove this result it is necessary to construct a (unique) labelled heap from
a process system and conversely, to recover the process system from a unique
labelled heap . This can be easily achieved by adding a process identifier to each
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Let Γ = 〈Γ ,Γ B〉, θ /∈ dom(Γ ),E ∈ EExp∪Chan and Γ + = Γ ∪Γ B∪{θ 7→ E}
sat(Γ : θ 7→ E) = 〈∆ ,Γ B〉 where ∆ is the greatest heap that satisfies (i)-(iii)
(i) τ 7→ x#y ∈ Γ ∧d(x,Γ +) ⇒ τ 7→ x#y ∈ ∆
(ii) τ 7→ x#y ∈ Γ ∧¬d(x,Γ +) ⇒ {τ 7→ o, i 7→ y,o 7→ η(x) z,z 7→ i}∪η(nh(x,Γ
+))⊆ ∆
o, i,z fresh names, η fresh renaming
(iii) τ 7→ E ∈ Γ with (E ≡/ x#y)⇒ τ 7→ E ∈ ∆
FIGURE 8.9. Saturation function
labelled binding (θ α7→pE) in the 1PS. This identifier is transparent for most of the
rules given for the 1PS, although care must be taken to put the correct process
identifier when adding new bindings .
The determinacy can then be established by proving that for any E ∈ EExp
if 〈p0,{main A7→ E}〉 =⇒∗ S =⇒∗ S′, then there exists a computation {main A7→
E}=⇒∗1 HS =⇒∗1 HS′ , where HS (resp. HS′ ) is the heap constructed from S (resp.
S′). And conversely, if {main A7→ E} =⇒∗1 H =⇒∗1 H ′, then there exists a compu-
tation 〈p0,{main A7→ E}〉 =⇒∗ SH =⇒∗ SH′ , where SH (resp. SH′ ) is the process
system recovered from H (resp. H ′).
8.4.3 Extended Natural Semantics
We extend the NS given in [9] with the parallel application. In the NS bindings
are unlabelled and there is no notion of blocked threads. In fact, during the deriva-
tion some bindings —corresponding to blocked evaluations— disappear from the
heap. However, blocked bindings are needed to determine whether a process cre-
ation is feasible or not. Therefore, we extend Launchbury’s heaps with the set
of bindings that have been blocked during a derivation (heap of blockades). As
in the 1PS defined in the previous section blocked bindings are annotated with a
label indicating in which variable or channel the binding has been blocked. An
extended heap (Γ ) is a pair 〈Γ ,Γ B〉, where Γ is a labelled heap and Γ B is a heap
of blockades, and verifying that dom(Γ )∩dom(Γ B) = /0.
In the rules of the extended natural semantics (Figures 8.10 and 8.11), the
expression that is being evaluated is bound to a name, so that assertions have the
form Γ : θ 7→ E ⇓ ∆ : θ 7→W , where θ /∈ dom(Γ )∪dom(∆).
We use the notation Γ + {θ α7→ E} to indicate that a new binding is added to
an extended heap Γ = 〈Γ ,Γ B〉. The label α can be either B(τ) or nothing. In the
first case the binding is added to Γ B, in the other case to Γ .
As we have explained before, processes are created as soon as possible. There-
fore, extended heaps are saturated, i.e., there are no pending feasible process cre-
ations. A process creation is feasible in a extended heap Γ = 〈Γ ,Γ B〉 if it has
dependencies neither in the heap Γ , nor in the name that is being evaluated. It
is easy to prove that the order in which process creations are completed when
saturating an extended heap is irrelevant. The saturation function (Figure 8.9) is
equivalent to the EPC rule of the 1PS. To simplify the presentation of the rules we
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(Lambda) sat(Γ : θ 7→ λx.E) ⇓ sat(Γ : θ 7→ λx.E) if θ /∈ dom(Γ )
(Applicat.)
Γ +{θ B(x)7→ x y} : x 7→ E ⇓ ∆ +{θ B(x)7→ x y} : x 7→ λ z.E ′
∆ +{x 7→ λ z.E ′} : θ 7→ E ′[y/z] ⇓ Θ : θ 7→W
Γ +{x 7→ E} : θ 7→ x y ⇓ Θ : θ 7→W
(Variable) Γ +{θ
B(x)7→ x} : x 7→ E ⇓ ∆ +{θ B(x)7→ x} : x 7→W
Γ +{x 7→ E} : θ 7→ x ⇓ ∆ +{x 7→W} : θ 7→ Ŵ
(Let)
sat(Γ +{yi 7→ Ei[y j/x j]nj=1}ni=1 : θ 7→ x[y j/x j]nj=1) ⇓ ∆ : θ 7→W
Γ : θ 7→ let {xi = Ei}ni=1 in x ⇓ ∆ : θ 7→W
FIGURE 8.10. Extended natural semantics
(Process creation) Γ ′ = Γ ∪Γ B∪{θ 7→ x#y}, if ¬d(x,Γ ′)
Γ +{i 7→ y,o 7→ η(x) z,z 7→ i}+η(nh(x,Γ ′)) : θ 7→ o ⇓ ∆ : θ 7→W
Γ : θ 7→ x#y ⇓ ∆ : θ 7→W
(Proc. creat. dem.) Γ ′ = Γ ∪Γ B∪{z 7→ E ′,θ 7→ x#y}, if d(x,Γ ′) ∧ fd(x,Γ ′) = z 7→ E ′ ∧ z 6= θ
Γ +{θ B(z)7→ x#y} : z 7→ E ′ ⇓ ∆ +{θ B(z)7→ x#y} : z 7→W ′ ∆ +{z 7→W ′} : θ 7→ x#y ⇓ Θ : θ 7→W
Γ +{z 7→ E ′} : θ 7→ x#y ⇓ Θ : θ 7→W
(Communication) if ¬d(W,∆)
Γ +{θ B(ch)7→ ch} : ch 7→ E ⇓ ∆ +{θ B(ch)7→ ch} : ch 7→W
Γ +{ch 7→ E} : θ 7→ ch ⇓ sat(∆ ∪η(nh(W,∆ )) : θ 7→ η(W ))
(Comm. demand) ∆ ′ = ∆ ∪∆ B∪{z 7→ E ′}, if d(W,∆ ′) ∧ fd(W,∆ ′) = z 7→ E ′
Γ +{θ B(ch)7→ ch} : ch 7→ E ⇓ ∆ +{z 7→ E ′,θ B(ch)7→ ch} : ch 7→W
∆ +{ch 7→W,θ B(z)7→ ch} : z 7→ E ′ ⇓Θ +{ch 7→W,θ B(z)7→ ch} : z 7→W ′
Θ +{z 7→W ′,ch 7→W} : θ 7→ ch ⇓ Λ : θ 7→W ′′
Γ +{ch 7→ E} : θ 7→ ch ⇓ Λ : θ 7→W ′′
where z ∈ Var and o, i,∈ Chan are fresh names, and η is a fresh renaming
FIGURE 8.11. Extended natural semantics: process creation and communication
abuse notation and write sat(Γ : θ 7→ E) for sat(Γ : θ 7→ E) : θ 7→ E .
The rules for our extended natural semantics are similar to those given in [9],
but including saturation, blocked bindings and names for the expression to be
evaluated (Figures 8.10 and 8.11). We describe only the additional rules that
describe process creation and communication (see Figure 8.11). The rule Process
creation corresponds to the case of a feasible process creation, while the rule
Process creation demand deals with the case where dependencies (d) are detected:
the first dependency (fd) is evaluated, and then the process creation is retried. The
rules for communication calculate the value associated to a channel. Demand is
generated if the value to be communicated has dependencies.
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Consistency
The ENS is consistent with the original NS, in the sense that, if we consider
expressions without parallel application, then the same value is obtained in both
derivation systems, and the final heaps can be related, i.e. for any E ∈ Exp we
have Γ : E ⇓ ∆ : W iff 〈Γ ,Γ B〉 : x 7→ E ⇓ 〈∆ ,Γ B〉 : x 7→W where Γ B is disjoint
from Γ and ∆ , and x is completely a fresh variable.
Equivalence
The 1PS and the ENS are equivalent. There is an obvious conversion from labelled
heaps to extended heaps (and viceversa), where inactive bindings are collected in
the first component of Γ and blocked bindings in the second component. There-
fore H+{θ A7→ E}=⇒∗1 H ′+{θ A7→W} iff Γ : θ 7→ E ⇓ ∆ : θ 7→W where Γ and
∆ are the extended heaps corresponding to H and H ′ respectively.
Correctness and Computational Adequacy
Following the steps given in [9], we extend the proofs for correctness and compu-
tational adequacy for the ENS respect to the EDS.
The correctness theorem establishes that the meaning of an expression does
not change during its evaluation, and that heaps only change by adding new bind-
ings or refining the closures of the existing bindings.
Theorem 8.1 (Correctness of the ENS). Let E ∈EExp∪Chan, Γ = 〈Γ ,Γ B〉, ∆ =
〈∆ ,∆ B〉 ∈ EHeap, and θ /∈ dom(Γ ). If Γ : θ 7→ E ⇓ ∆ : θ 7→W, then for every
environment ρ , [[E]]{{Γ }}ρ = [[W ]]{{∆}}ρ and {{Γ}}ρ ≤ {{∆}}ρ , where the semantic
function: {{. . .}} : Heap → Env → Env, defined as {{x1 7→ E1, . . . ,xn 7→ En}}ρ =
µρ ′.ρ⊔(x1 7→ [[E1]]ρ ′ . . .xn 7→ [[En]]ρ ′), being µ the least fixed point operator, and
Heap is the domain of (unlabelled) heaps, i.e. sets of unlabelled bindings. The
ordering on environments is defined as in [9], so that ρ ≤ ρ ′ if ρ ′ binds more
variables than ρ .
The computational adequacy theorem states that an expression reduces to a
value if and only if its denotation is non-bottom.
Theorem 8.2 (Adequacy: of the ENS). Let E ∈ EExp∪Chan, Γ = 〈Γ ,Γ B〉 ∈
EHeap, and θ /∈ dom(Γ ). Γ : θ 7→ E ⇓ ∆ : θ 7→W, iff [[E]]{{Γ }}ρ 6=⊥.
8.5 DISCUSSION
Proving semantic properties like correctness or computational adequacy is much
more than just a theoretical exercise. The search for formal proofs of these proper-
ties has led to a deeper understanding of our distributed model and the interaction
of distribution and parallelism with laziness. Moreover, it has revealed other inter-
esting features such as how to sequentialize parallel computations and to establish
an order in evaluation demand.
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For instance, our extension of Launchbury’s natural semantics could not be re-
duced to adding rules for dealing with the parallel application (the only extension
in the syntax). It was necessary to add information about blocked bindings, and
to saturate heaps to perform process creation eagerly.
8.6 FUTURE WORK
The syntax used in [6, 5] includes the parallel operator, and also communications
streams, dynamic channels and non-determinism; an immediate future work is to
extend the properties proved here to include these other features of Eden.
Although the semantic model presented here offers insights into the distribu-
tion of computation —the systems of processes that have been created, and the
communications performed during evaluation can be observed—, for correctness,
adequacy and determinacy, we have just considered the final value that is calcu-
lated. This relates to the value equivalence recently defined in [4]; in this work,
three different notions of equivalence between expressions are defined. Roughly,
two expressions are value equivalent if when they are evaluated on the same heap,
the same value is obtained; they are heap equivalent if the same final heap is pro-
duced (the value obtained may differ); and they are strict equivalent if they coin-
cide on the value and on the final heap. It would be interesting to investigate these
equivalences in our semantics, and to prove elementary properties for our parallel
application as those given for seq in [4], i.e. idempotence, left-commutativity
and associativity.
We are also interested in extending our results for properties beyond function-
ality, like for instance work duplication, task distribution or value communica-
tion, that are meaningful in a parallel and distributed context. To this purpose, the
process system has to become part of the denotation of a program, so that pro-
cess creation and communication/synchronization are side-effects produced by
the evaluation of expressions. This can be formalized by defining denotational
values with an additional parameter: the continuation, i.e., a state transformer
which gathers the effect of the context where an expression is evaluated. There
exists for Eden a continuation-based denotational semantics [7, 8, 5], and our ul-
timate goal is to prove the equivalence between this denotational semantics and
the operational one given in [6, 5]. For this, we have to find a way to relate the
mechanism of continuations with that of reduction for the operational semantics.
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166 Cap´ıtulo 5. Publicaciones
Ape´ndice A
Versiones extendidas
Incluimos dos informes te´cnicos (TR1 [SGHHOM12c] y TR2 [SGHHOM13]) que son
las versiones extendidas de las publicaciones en International Colloquium on Theoretical
Aspects of Computing (ICTAC’12) y Perspectives of System Informatics (PSI’14), res-
pectivamente. De hecho, los t´ıtulos de estos art´ıculos coinciden con los incluidos en el
Cap´ıtulo 5: A locally nameless representation for a natural semantics for lazy evaluation
y The role of indirections in lazy natural semantics. Estas versiones extendidas incluyen
explicaciones ma´s detalladas y todas las demostraciones, no so´lo de los resultados ma´s
importantes sino tambie´n de todos los resultados auxiliares que han sido necesarios para
realizarlas.
We include two technical reports, (TR1 [SGHHOM12c] and TR2 [SGHHOM13]), in
this Appendix. Since they are the extended versions of the publications in International
Colloquium on Theoretical Aspects of Computing (ICTAC’12) and Perspectives of Sys-
tem Informatics (PSI’14), their titles coincide with the ones included in Chapter 5: A
locally nameless representation for a natural semantics for lazy evaluation and The role
of indirections in lazy natural semantics. These extended versions include detailed proofs
of all the results.
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A locally nameless representation for a natural
semantics for lazy evaluation
Technical Report 01/12
Lidia Sa´nchez-Gil1, Mercedes Hidalgo-Herrero2, and Yolanda Ortega-Malle´n3
1 Dpto. Sistemas Informa´ticos y Computacio´n, Facultad de CC. Matema´ticas,
Universidad Complutense de Madrid, Spain
2 Dpto. Dida´ctica de las Matema´ticas, Facultad de Educacio´n, Universidad
Complutense de Madrid, Spain
3 Dpto. Sistemas Informa´ticos y Computacio´n, Facultad de CC. Matema´ticas,
Universidad Complutense de Madrid, Spain
Abstract. We propose a locally nameless representation for Launch-
bury’s natural semantics for lazy evaluation. Names are reserved for free
variables, while bound variable names are replaced by indices. This avoids
the use of α-conversion and facilitates the identification of equivalent
values in reduction proofs. We use cofinite quantification to express the
semantic rules that introduce fresh names, but we prove that existential
rules are admissible too. Moreover, we prove that the choice of names
during the evaluation of a term is irrelevant as long as they are fresh
enough.
1 Introduction
In the usual representation of the lambda-calculus, i.e., with variable names
for free and bound variables, terms are identified up to α-conversion. This no-
tation is suitable for explaining new concepts and for giving examples, while
α-substitution together with Barendregt’s variable convention [2] are freely used
in informal reasoning. But the variable convention may lead to prove false (see
[8]), and α-substitution is hard to implement in an automatic proof assistant.
Therefore, other representations have been proposed to avoid names and α-
conversion. For instance, the de Bruijn notation [5], where variable names are
replaced by indices. However, this nameless notation is much less intuitive and
quite cumbersome to use, as small modifications of a term may imply multiple
shiftings of the indices. A compromise between the named representation and
the de Bruijn notation is the locally nameless representation as presented in [4].
In this case, bound variable names are replaced by indices, while free variables
keep their names. This mixed notation combines the advantages of both named
and nameless representations. On the one hand, α-conversion is no longer needed
and variable substitution is easily defined because there is no danger of name
capture. On the other hand, terms are still readable and easy to manipulate.
We use a locally nameless representation to express Launchbury’s natural
semantics for lazy evaluation [6]. Our final purpose is to implement this natural
2x ∈ Var
e ∈ Exp ::= λx.e | (e x) | x | let {xi = ei}ni=1 in e.
Fig. 1. Restricted named syntax of the extended λ-calculus
semantics in some proof assistant like Coq [3], and then to prove formally several
properties of the semantics. The reduction rule for local declarations implies the
introduction of fresh names. We use neither an existential nor a universal rule
for this case. Instead, we opt for a cofinite rule as introduced by Aydemir et
al. in [1]. Nevertheless, an introduction lemma is stated (and proved) which ex-
presses that an existential rule is admissible too. Our locally nameless semantics
is completed with a regularity lemma which ensures that every term and heap
involved in a reduction proof are well-formed, and with a renaming lemma which
indicates that the choice of names (free variables) is irrelevant as long as they are
fresh enough. We have experienced the advantages of using cofinite rules when
demonstrating these results.
In summary, the contributions of this paper are:
1. A locally nameless representation of the λ-calculus extended with recursive
local declarations;
2. A locally nameless version of the inductive rules of Launchbury’s natural
semantics for lazy evaluation;
3. A new version of cofinite rules where the variables quantified in the premises
do appear in the conclusion too; and
4. A formal proof of several properties of our reduction system like the regu-
larity, the introduction and the renaming lemmas.
The paper is structured as follows: In Section 2 we present the locally name-
less representation of the lambda calculus extended with recursive local decla-
rations. The locally nameless translation of the natural semantics for lazy eval-
uation given in [6] is described in Section 3, together with the regularity, the
introduction and the renaming lemmas. The proofs of these lemmas and other
auxiliary results are detailed in the Appendix. In Section 4 we draw conclusions
and outline our future work.
2 The locally nameless representation
The language described in [6] is a normalized lambda calculus extended with
recursive local declarations. We reproduce the restricted syntax in Figure 1.
Normalization is achieved in two steps. First an α-conversion is performed so
that all bound variables have distinct names. In a second phase, it is ensured
that arguments for applications are restricted to be variables. These static trans-
formations make more explicit the sharing of closures and, thus, simplify the
definition of the reduction rules.
We give the corresponding locally nameless representation by following the
methodology summarized in [4]:
3x ∈ Id i, j ∈ N
v ∈ Var ::= bvar i j | fvar x
t ∈ LNExp ::= v | abs t | app t v | let {ti}ni=1 in t
Fig. 2. Locally nameless syntax
1. Define the syntax of the extended λ-calculus in the locally nameless style.
2. Define the variable opening and variable closing operations.
3. Define the free variables and substitution functions, as well as the local
closure predicate.
4. State and prove the properties of the operations on terms that are needed
in the development to be carried out.
2.1 Locally nameless syntax
The locally nameless (restricted) syntax is shown in Figure 2. Var stands now
for the set of variables, where it is distinguished between bound variables and
free variables. The calculus includes two variable binders: λ-abstraction and let-
expression. Since let declarations are multibinders, bound variables are repre-
sented with two natural numbers: the first number indicates to which binder
of the term (either abstraction or let) the variable is bound, while the second
refers to the position of the variable inside the binder (in the case of an abstrac-
tion this second number should be 0). In the following, we will represent a list
like {ti}ni=1 as t, with length |t| = n.
Example 1. Let e ∈ Exp be the λ-expression given in the named representation
e ≡ λz.let {x1 = λy1.y1, x2 = λy2.y2} in (z x2).
The corresponding locally nameless term t ∈ LNExp is:
t ≡ abs (let {abs (bvar 0 0), abs (bvar 0 0)} in app (bvar 1 0) (bvar 0 1)).
Notice that x1 and x2 denote α-equivalent expressions in e. This is more clearly
seen in t, where both expressions are represented with syntactically equal terms.
uunionsq
Application arguments are still restricted to variables, but the first phase
of the normalization (described at the beginning of the section) is no longer
needed.
2.2 Variable opening and variable closing
Variable opening and variable closing are the main operations to manipulate lo-
cally nameless terms. We extend the definitions given in [4] to the let-expression
defined in Figure 2.4
4 Multiple binders are defined in [4]. One corresponds to non recursive local declara-
tions, and the other to mutually recursive expressions. Both constructions are treated
as extensions, so that they are not completely developed.
4{k → x}(bvar i j) =
{
fvar (List.nth j x) if i = k ∧ j < |x|
bvar i j otherwise
{k → x}(fvar x) = fvar x
{k → x}(abs t) = abs ({k + 1→ x} t)
{k → x}(app t v) = app ({k → x} t) ({k → x} v)
{k → x}(let t in t) = let ({k + 1→ x} t) in ({k + 1→ x} t)
where {k → x} t = List.map ({k → x} ·) t.
Fig. 3. Variable opening
In order to be able to explore the body of a binder construction (abstraction
or let), one needs to replace the corresponding bound variables by fresh names.
In the case of an abstraction abs t the variable opening operation provides a
(fresh) name to replace in t the bound variables referring to the outermost ab-
straction. Analogously, the opening of a let-term let t in t provides a list of
distinct fresh names (as many as local declarations in t) to replace the bound
variables occurring in t and in the body t that refer to this particular declaration.
Variable opening is defined in terms of a recursive function {k → x}t (Fig-
ure 3), where the number k represents the nesting level of the binder of interest,
and x is a list of pairwise-distinct identifiers in Id . Since the level of the outer-
most binder is 0, variable opening is defined as:
tx = {0→ x}t.
Sometimes we are interested in applying the opening operation to a list of
terms: t
x
= List.map (·x) t.
The last definition and those in Figure 3 include some operations on lists.
We use an ML-like notation. For instance, List.nth j x represents the (j + 1)th
element of x,5 and List.map f t indicates that the function f is applied to every
term in the list t. In the rest of definitions we will use similar list operations.
Inversely to variable opening, there is an operation to transform free names
into bound variables. The variable closing of a term is represented by \xt, where
x is the list of names to be bound (recall that all names in x are different). The
definition of variable closing is based on a recursive function {k ← x}t (Figure 4),
where k indicates again the level of nesting of binders.Whenever a free variable
fvar x is encountered, x is looked up in x. If x occurs in position j, then the
free variable is replaced by the bound variable (bvar k j), otherwise it is left
unchanged.Variable closing is then defined as follows:
\xt = {0← x}t.
Variable closing of a list of terms is: \xt = List.map (\x·) t.
5 In order to better accommodate to bound variables indices, elements in a list are
numbered starting with 0.
5{k ← x}(bvar i j) = bvar i j
{k ← x}(fvar x) =
{
bvar k j if ∃j : 0 ≤ j < |x|.x = List.nth j x
fvar x otherwise
{k ← x}(abs t) = abs ({k + 1← x} t)
{k ← x}(app t v) = app ({k ← x} t) ({k ← x} v)
{k ← x}(let t in t) = let ({k + 1← x} t) in ({k + 1← x} t)
where {k ← x} t = List.map ({k ← x} ·) t.




∀x /∈ L ⊆ Id lc t[x]
lc (abs t)
lc app
lc t lc v
lc (app t v)
lc let
∀x|t| /∈ L ⊆ Id lc [t : t]x
lc (let t in t)
lc list
List.forall (lc ·) t
lc t
Fig. 5. Local closure
2.3 Local closure, free variables and substitution
The locally nameless syntax in Figure 2 allows to build terms that have no corre-
sponding expression in LNExp (Figure 1). For instance, the term abs (bvar 1 5)
is an improper syntactic object, since index 1 does not refer to a binder in
the term. The well-formed terms, i.e., those that correspond to expressions in
LNExp, are called locally closed.
To determine if a term is locally closed one should check that any bound
variable in the term has valid indices, i.e., that they refer to binders in the term.
However, this checking is not straightforward, and an easier method is to open
with fresh names every abstraction and let-expression in the term to be checked,
and prove that no bound variable is ever reached. This checking is implemented
with the local closure predicate lc t given in Figure 5.
Observe that cofinite quantification rules [1] are used for the binders, i.e.,
abstraction and let. Cofinite quantification is an elegant alternative to exist-
fresh conditions and provides stronger induction and inversion principles. Proofs
are simplified, because it is not required to define exactly the set of fresh names
(several examples of this are given in [4]). The rule lc-abs establishes that an
abstraction is locally closed if there exists a finite set of names L such that, for
any name x not in L, the term t[x] is locally closed. Similarly, the rule lc-let
indicates that a let-expression is locally closed if there exists a finite set of
names L such that, for any list of distinct names x not in L and of length |t|
(x|t| /∈ L), the opening of each term in the list of local declarations, tx, and of
the term affected by these declarations, tx, is locally closed. We use the notation
[t : t] to represent the list with head t and tail t. The empty list is represented as
6lck-bvar
i < k ∧ j < List.nth i n
lc at k n (bvar i j)
lck-app
lc at k n t lc at k n v
lc at k n (app t v)
lck-fvar
lc at k n (fvar x)
lck-let
lc at (k + 1) [|t| : n] [t : t]
lc at k n (let t in t)
lck-abs
lc at (k + 1) [1 : n] t
lc at k n (abs t)
lck-list
List.forall (lc at k n ·) t
lc at k n t
Fig. 6. Closed at level k
[ ], a unitary list as [t], and [t : t] stands for t++[t], where ++ is the concatenation
of lists.
Coming back to the first approach to local closure, i.e., checking that indices
in bound variables are valid, a new predicate is defined: t is closed at level k,
written lc at k n t (Figure 6), where k indicates the current depth, that is, how
many binders have been passed by. As binders can be either abstractions or local
declarations, we need to keep the size of each binder (1 in case of an abstraction,
n for a let-expression with n local declarations). These sizes are collected in the
list n, thus |n| should be at least k. A bound variable bvar i j is closed at level
k if i is smaller than k and j is smaller than List.nth i n. The list n is new
with respect to [4] because there the predicate lc at is not defined for multiple
binders.
We can define an order between lists of natural numbers as follows:
[ ] ≥ [ ] m ≥ n ∧ m ≥ n⇒ [m : m] ≥ [n : n]
If a term t is locally closed at level k for a given list of numbers n, then it is
also locally closed at level k for any list of numbers greater than n.
Lemma 1.
lc at m from n lc at k n t⇒ ∀m ≥ n . lc at k m t
The two approaches are equivalent, so that it can be proved that a term is
locally closed if and only if it is closed at level 0.
Lemma 2.
lc iif lc at lc t⇔ lc at 0 [ ] t
Computing the free variables of a term t is very easy in the locally nameless
representation, since bound and free variables are syntactically different. The set
of free variables of t ∈ LNExp is denoted as fv(t), and it is defined in Figure 7.
A name x is said to be fresh for a term t, written fresh x in t, if x does not
belong to the set of free variables of t:
x /∈ fv(t)
fresh x in t
7fv(bvar i j) = ∅ fv(fvar x) = {x}
fv(app t v) = fv(t) ∪ fv(v) fv(abs t) = fv(t)
fv(let t in t) = fv(t) ∪ fv(t)
where fv(t) = List.foldright (· ∪ ·) ∅ (List.map fv t).
Fig. 7. Free variables
(bvar i j)[z/y] = bvar i j (fvar x)[z/y] =
{
fvar z if x = y
fvar x if x 6= y
(abs t)[z/y] = abs t[z/y] (app t v)[z/y] = app t[z/y] v[z/y]
(let t in t)[z/y] = let t[z/y] in t[z/y]
where t[z/y] = List.map ([z/y]·) t.
Fig. 8. Substitution
This definition can be easily extended to a list of distinct names x:
x /∈ fv(t)
fresh x in t
A term t is closed if it has no free variables at all:
fv(t) = ∅
closed t
Substitution replaces a variable name by another name in a term. So that for
t ∈ LNExp and z, y ∈ Id , t[z/y] is the term where z substitutes any occurrence
of y in t (see Figure 8).
Under some conditions variable closing and variable opening are inverse op-
erations. More precisely, opening a term with fresh names and closing it with the
same names, produces the original term. Symmetrically, closing a locally closed
term t and then opening it with the same names gives back t.
Lemma 3.
close open var fresh x in t⇒ \x(tx) = t
open close var lc t⇒ (\xt)x = t
3 Natural semantics for lazy λ-calculus
The natural semantics defined by Launchbury [6] follows a lazy strategy. Judge-
ments are of the form Γ : e ⇓ ∆ : w, that is, the expression e ∈ Exp in the
context of the heap Γ reduces to the value w in the context of the (modified)
heap ∆. Values (w ∈ Val) are expressions in weak-head-normal-form (whnf ).
Heaps are partial functions from variables into expressions. Each pair (variable,
expression) is called a binding, and it is represented by x 7→ e. During evaluation,
new bindings may be added to the heap, and bindings may be updated to their
8Lam Γ : λx.e ⇓ Γ : λx.e App Γ : e ⇓ Θ : λy.e
′ Θ : e′[x/y] ⇓ ∆ : w
Γ : (e x) ⇓ ∆ : w
Var
Γ : e ⇓ ∆ : w
(Γ, x 7→ e) : x ⇓ (∆,x 7→ w) : wˆ Let
(Γ, {xi 7→ ei}ni=1) : e ⇓ ∆ : w
Γ : let {xi = ei}ni=1 in e ⇓ ∆ : w
Fig. 9. Natural semantics
corresponding computed values. The rules of this natural semantics are shown
in Figure 9. The normalization of the λ-calculus, that has been mentioned in
Section 2, simplifies the definition of the operational rules, although a renaming
is still needed (wˆ in Var) to avoid name clashing. This renaming is justified by
the Barendregt’s variable convention [2].
3.1 Locally nameless heaps
Before translating the semantic rules in Figure 9 to the locally nameless repre-
sentation defined in Section 2, we have to establish how bindings and heaps are
represented in this notation.
Recall that bindings associate expressions to free variables, therefore bindings
are now pairs (fvar x, t) with x ∈ Id and t ∈ LNExp. To simplify, we will just
write x 7→ t. In the following, we will represent a heap {xi 7→ ti}ni=1 as (x 7→ t),
with |x| = |t| = n. The set of the locally-nameless-heaps is denoted as LNHeap.
The domain of a heap Γ , written dom(Γ ), collects the set of names that are
bound in the heap.
dom(∅) = ∅ dom(Γ, x 7→ t) = dom(Γ ) ∪ {x}
In a well-formed heap names are defined at most once and terms are locally
closed. The predicate ok expresses that a heap is well-formed:
ok-empty
ok ∅ ok-cons
ok Γ x /∈ dom(Γ ) lc t
ok (Γ, x 7→ t)
A similar (but related with normalization) predicate distinctly named is defined
in [6] for heap/term pairs.
The function names returns the set of names that appear in a heap, i.e., the
names occurring in the domain or in the right side terms:
names(∅) = ∅ names(Γ, x 7→ t) = names(Γ ) ∪ {x} ∪ fv(t)
This definition can be extended to the context of a heap/term pair:
names(Γ : t) = names(Γ ) ∪ fv(t)
We use it to define the freshness predicate of a list of names in a heap/term
pair:
9LNLam
{ok Γ} {lc (abs t)}
Γ : abs t ⇓ Γ : abs t
LNVar
Γ : t ⇓ ∆ : w {x /∈ dom(Γ ) ∪ dom(∆)}
(Γ, x 7→ t) : (fvar x) ⇓ (∆,x 7→ w) : w
LNApp
Γ : t ⇓ Θ : abs u Θ : u[x] ⇓ ∆ : w {x /∈ dom(Γ )⇒ x /∈ dom(∆)}
Γ : app t (fvar x) ⇓ ∆ : w
LNLet
∀x|t| /∈ L ⊆ Id (Γ, x 7→ tx) : tx ⇓ (x++z 7→ ux) : wx {y|t| /∈ L ⊆ Id}
Γ : let t in t ⇓ (y ++z 7→ uy) : wy
Fig. 10. Locally nameless natural semantics
x /∈ names(Γ : t)
fresh x in (Γ : t)
Substitution of variable names is extended to heaps as follows:
∅[z/y] = ∅ (Γ, x 7→ t)[z/y] = (Γ [z/y], x[z/y] 7→ t[z/y])
where x[z/y] =
{
z if x = y
x otherwise
The following property is verified:
Lemma 4.
ok subs ok ok Γ ∧ y /∈ dom(Γ )⇒ ok Γ [y/x]
3.2 Locally nameless semantics
Once the locally nameless syntax and the corresponding operations, functions
and predicates have been defined, three steps are sufficient to translate an in-
ductive definition on λ-terms from the named representation into the locally
nameless notation (as it is explained in [4]):
1. Replace the named binders, i.e., abstractions and let-constructions, with
nameless binders by opening the bodies.
2. Cofinitely quantify the names introduced for variable opening.
3. Add premises to inductive rules in order to ensure that inductive judgements
are restricted to locally closed terms.
We apply these steps to the inductive rules for the lazy natural semantics
given in Figure 9. These rules produce judgements involving λ-terms as well as
heaps. Hence, we also add premises that ensure that inductive judgements are
restricted to well-formed heaps. The rules using the locally nameless represen-
tation are shown in Figure 10. For clarity, in the rules we put in braces the
side-conditions to distinguish them better from the judgements.
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The main difference with the rules in Figure 9 is the rule LNLet. To evaluate
let t in t the local terms t have to be introduced in the heap, so that the body
t is evaluated in this new context. To this purpose fresh names x are needed to
open the local terms and the body. The evaluation of tx produces a final heap
and a value. Both are dependent on the names chosen for the local variables. The
domain of the final heap consists of the local names x and the rest of names, say
z. The rule LNLet is cofinite quantified. As it is explained in [4], the advantage
of the cofinite rules over existential and universal ones is that the freshness side-
conditions are not explicit. The freshness condition for x is hidden in the finite
set L, which includes the names that should be avoided during the reduction.
The novelty of our cofinite rule, compared with the ones appearing in [1] and [4]
(that are similar to the cofinite rules for the predicate lc in Figure 5), is that
the names introduced in the (infinite) premises do appear in the conclusion too.
Therefore, in the conclusion of the rule LNLet we can replace the names x by
any list y not in L.
The problem with explicit freshness conditions is that they are associated
just to rule instances, while they should apply to the whole reduction proof.
Take for instance the rule LNVar. In the premise the binding x 7→ t does no
longer belong to the heap. Therefore, a valid reduction for this premise may
chose x as fresh. We avoid this situation by requiring that x is undefined in the
final heap too.6 By contrast to the rule Var in Figure 9, no renaming of the
final value, that is w, is needed.
The side-condition of rule LNApp deserves an explanation too. Let us sup-
pose that x is undefined in the initial heap Γ . We must avoid that x is chosen
as a fresh name during the evaluation of t. For this reason we require that x is
defined in the final heap ∆ only if x was already defined in Γ . Notice how the
body of the abstraction, that is u, is open with the name x. This is equivalent
to the substitution of x for y in the body of the abstraction λy.e′ (see rule App
in Figure 9).
A regularity lemma ensures that the judgements produced by this reduction
system involve only well-formed heaps and locally closed terms.
Lemma 5.
regularity Γ : t ⇓ ∆ : w ⇒ ok Γ ∧ lc t ∧ ok ∆ ∧ lc w.
Similarly, Theorem 1 in [6] ensures that the property of being distinctly named
is preserved by the rules in Figure 9.
The next lemma states that names defined in a context heap remain defined
after the evaluation of any term in that context.
Lemma 6.
def not lost Γ : t ⇓ ∆ : w ⇒ dom(Γ ) ⊆ dom(∆).
6 An alternative is to decorate judgements with a set collecting the names that have
been taken out of the heap during a reduction proof, and starting with the empty
set. This approach has been adopted by Sestoft in [7].
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Moreover, fresh names are only introduced by the rule LNLet and, conse-
quently, they are bound in the final heap/value pair. Therefore, any undefined
free variable appearing in the final heap/value pair must occur in the initial
heap/term pair too.
Lemma 7.
add vars Γ : t ⇓ ∆ : w
⇒ (x ∈ names(∆ : w)⇒ (x ∈ dom(∆) ∨ x ∈ names(Γ : t))).
A renaming lemma ensures that the evaluation of a term is independent of
the fresh names chosen in the reduction process. Moreover, any name in the
context can be replaced by a fresh one without changing the meaning of the
terms evaluated in that context. In fact, reduction proofs for heap/term pairs
are unique up to α-conversion of the names defined in the context heap.
Lemma 8.
renaming Γ : t ⇓ ∆ : w ∧ fresh y in (Γ : t) ∧ fresh y in (∆ : w)
⇒ Γ [y/x] : t[y/x] ⇓ ∆[y/x] : w[y/x].
In addition, the renaming lemma permits to prove an introduction lemma
for the cofinite rule LNLet which establishes that the corresponding existential
rule is admissible too.
Lemma 9.
let intro (Γ, x 7→ tx) : tx ⇓ (x++z 7→ ux) : wx ∧ fresh x in (Γ : let t in t)
⇒ Γ : let t in t ⇓ (x++z 7→ ux) : wx.
This result, together with the renaming lemma, justifies that our rule LNLet
is equivalent to Launchbury’s rule Let used with normalized terms.
4 Conclusions and future work
In the present work we have used a locally nameless representation not only for
the pure λ-calculus [4] but also for its extension with mutually recursive local
declarations. This notation avoids name clashing between bound and free vari-
ables. Afterwards, we have used this representation for redefining Launchbury’s
natural semantics for lazy evaluation [6]. To this purpose we have adapted the
definition of context heaps to the locally nameless notation. A heap may be seen
as a multiple binder. Actually, the names defined (bound) in a heap can be re-
placed by other names, provided that terms keep their meaning in the context
represented by the heap. Our renaming lemma ensures that whenever a heap is
renamed with fresh names, reduction proofs are preserved.
Launchbury assumes Barendregt’s variable convention [2] in [6] when defining
his operational semantics only for normalized λ-terms. In order to the avoid this
problematic [8] variable convention, we have used cofinite quantification in our
locally nameless reduction rules. Freshness conditions are usually considered in
each rule individually. Nevertheless, this technique produces name clashing when
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considering whole reduction proofs. A solution might be to decorate each rule
with the set of forbidden names and indicate how to modify this set during
the reduction process. However, this could be too restrictive in many occasions.
Moreover, existential rules are not easy to deal with because each reduction is
obtained just for one specific list of names. If any of the names in this list causes a
name clashing with other reduction proofs, then it is cumbersome to demonstrate
that an alternative reduction for a fresh list does exist. Cofinite quantification
has allowed us to solve this problem because in a single step reductions are
guaranteed for an infinite number of lists of names. Moreover, our introduction
lemma guarantees that a more conventional exists-fresh rule is correct in our
reduction system too.
The cofinite quantification that we have used in our semantic rules is more
complex than those in [1] and [4]. Our cofinite rule LNLet in Figure 10 intro-
duces quantified variables in the conclusion as well, as the latter depends on the
chosen names.
Our future tasks include the implementation in the proof assistant Coq [3]
of the natural semantics redefined in this paper. The final aim is to prove auto-
matically the equivalence of the natural semantics with the alternative version
given also in [6]. This alternative version differs from the original one in the in-
troduction of indirections during β-reduction and the elimination of updates. At
present we are working on the definition (using the locally nameless representa-
tion) of two intermediate semantics, one introducing indirections and the other
without updates. Then, we will establish equivalence relations between heaps
obtained by each semantics, which allow us to prove the equivalence of the orig-
inal natural semantics and the alternative semantics through the intermediate
semantics.
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6 Appendix
6.1 Proof of Lemma 1: lc at m from n
Lemma 1 :
lc at m from n lc at k n t⇒ ∀m ≥ n . lc at k m t
Proof. The proof is done by structural induction on t.
– t ≡ bvar i j.
lc at k n (bvar i j), then i < k ∧ j < List.nth i n.
If m ≥ n, then List.nth i m ≥ List.nth i n.
Consequently i < k ∧ j < List.nth i m.
Applying rule lck-bvar, lc at k m (bvar i j).
– t ≡ fvar x.
Trivial.
– t ≡ abs t′.
lc at k n (abs t′), then lc at (k + 1) [1 : n] t′.
Since m ≥ n, then [1 : m] ≥ [1 : n].
By induction hypothesis, lc at (k + 1) [1 : m] t′.
Applying rule lck-abs, lc at k m (abs t).
– t ≡ app t′ v.
lc at k n (app t′ v), then lc at k n t′ ∧ lc at k n v.
Since m ≥ n,
by induction hypothesis, lc at k m t′ ∧ lc at k m v.
Applying rule lck-app, lc at k m (app t′ v).
– t ≡ let t in t′.
lc at k n (let t in t′), then lc at (k+1) [|t| : n] t∧lc at (k+1) [|t| : n] t′.
Since m ≥ n, then [|t| : m] ≥ [|t| : n].
By induction hypothesis, lc at (k + 1) [|t| : m] t ∧ lc at (k + 1) [|t| : m] t′.
Applying rule lck-let, lc at k m (let t in t′).
uunionsq
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6.2 Proof of Lemma 2: lc iif lc at
To prove Lemma 2, we have to prove two auxiliary results: Lemmas 10 and 11.
If a term t opened with names x at level k is locally closed at level k with n,
then the term t is also locally closed at level k + 1 with [n : |x|].
Lemma 10.
lc at k+1 from k k= |n| ∧ lc at k n ({k→x}t)⇒ lc at (k + 1) [n : |x|] t
Proof. The proof is done by induction on the structure of t.
– t ≡ bvar i j.
lc at k n ({k → x}(bvar i j)).
• i = k ∧ j < |x|
By hypothesis, lc at k n (fvar (List.nth j x))
Thus,
i = k < k + 1 ∧ j < |x| k=|n|= List.nth k [n : |x|] = List.nth i [n : |x|].
• otherwise
By hypothesis, lc at k n (bvar i j), then i < k ∧ j < List.nth i n.
Thus, i < k < k + 1 ∧ j < List.nth i n = List.nth i [n : |x|].
In both cases, by rule lck-bvar, lc at (k + 1) [n : |x|] (bvar i j).
– t ≡ fvar x.
Trivial.
– t ≡ abs t′.
Since lc at k n ({k → x}(abs t′)), lc at k n (abs ({k + 1→ x}t′)).
Thus, lc at (k + 1) [1 : n] ({k + 1→ x}t′).
By induction hypothesis, lc at (k + 2) [1 : n : |x|] t′.
Applying rule lck-abs, lc at (k + 1) [n : |x|] (abs t′).
– t ≡ app t′ v.
Since lc at k n ({k → x}(app t′ v)),
lc at k n (app ({k → x}t′) ({k → x}v)).
Thus, lc at k n ({k → x}t′) ∧ lc at k n ({k → x}v).
By induction hypothesis, lc at (k + 1) [n : |x|] t′ ∧ lc at (k + 1) [n : |x|] v.
Applying rule lck-app, lc at (k + 1) [n : |x|] (app t′ v).
– t ≡ let t in t′.
Since lc at k n ({k → x}(let t in t′)),
lc at k n (let ({k + 1→ x}t) in ({k + 1→ x}t′)).
Thus, lc at (k + 1) [|t| : n] ({k + 1→ x}t)
and lc at (k + 1) [|t| : n] ({k + 1→ x}t′).
By induction hypothesis,
lc at (k + 2) [|t| : n : |x|] t ∧ lc at (k + 2) [|t| : n : |x|] t′.
Applying rule lck-let, lc at (k + 1) [n : |x|] (let t in t′).
uunionsq
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Next lemma indicates that if a term is locally closed at level k+1 for a given
list of natural numbers [n : n], then the term open with distinct fresh names x
(such that x ≥ n) is closed at level k for the list n.
Lemma 11.
lc at k from k+1 k = |n| ∧ lc at (k + 1) [n : n] t
⇒ ∀x ⊆ Id , |x| ≥ n, lc at k n ({k → x}t)
Proof. By structural induction on t.
– t ≡ bvar i j.
Since lc at (k + 1) [n : n] (bvar i j), i < k + 1 ∧ j < List.nth i [n : n]
• i = k ∧ j < List.nth k [n : n] k=|n|= n
Let x ⊆ Id such that |x| ≥ n.
Since {k → x}(bvar k j) = fvar (List.nth j x),
applying rule lck-fvar, lc at k n ({k → x}(bvar i j)).
• i < k ∧ j < List.nth i [n : n] = List.nth i n
By rule lck-bvar, lc at k n ({k → x}(bvar i j)).
– t ≡ fvar x.
Trivial.
– t ≡ abs t′.
Since lc at (k + 1) [n : n] (abs t′), lc at (k + 2) [1 : n : n] t′.
By induction hypothesis,
∀x ⊆ Id , |x| ≥ n, lc at (k + 1) [1 : n] ({k + 1→ x}t′).
Applying rule lck-abs,
∀x ⊆ Id , |x| ≥ n, lc at k n (abs ({k + 1→ x}t′)).
Thus, ∀x ⊆ Id , |x| ≥ n, lc at k n ({k → x}(abs t′)).
– t ≡ app t′ v.
Since lc at (k + 1) [n : n] (app t′ v),
lc at (k + 1) [n : n] t′ and lc at (k + 1) [n : n] v.
By induction hypothesis,
∀x ⊆ Id , |x| ≥ n, (lc at k n ({k → x}t′) ∧ lc at k n ({k → x}v)).
Applying rule lck-app,
∀x ⊆ Id , |x| ≥ n, lc at k n (app ({k → x}t′) ({k → x}v)).
Thus, ∀x ⊆ Id , |x| ≥ n, lc at k n ({k → x}(app t′ v)).
– t ≡ let t in t′.
Since lc at (k + 1) [n : n] (let t in t′),
lc at (k + 2) [|t| : n : n] t and lc at (k + 2) [|t| : n : n] t′.
By induction hypothesis, ∀x ⊆ Id , |x| ≥ n,
lc at (k+ 1) [|t| : n] ({k+ 1→ x}t)∧ lc at (k+ 1) [|t| : n] ({k+ 1→ x}t′).
Applying rule lck-let,
∀x ⊆ Id , |x| ≥ n, lc at k n (let ({k + 1→ x}t) in ({k + 1→ x}t′)).
Thus, ∀x ⊆ Id , |x| ≥ n, lc at k n ({k → x}(let t in t′)).
uunionsq
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Now we are ready to prove that a term is locally closed if and only if is closed
at level 0.
Lemma 2 :
lc iif lc at lc t⇔ lc at 0 [ ] t
Proof.
⇒) By structural induction on t:
– t ≡ bvar i j.
Trivial.
– t ≡ fvar x.
Trivial.
– t ≡ abs t′
lc (abs t′), then ∀x /∈ L ⊆ Id .lc t′[x].
By induction hypothesis, ∀x /∈ L ⊆ Id .lc at 0 [ ] t′[x].
Thus, ∀x /∈ L ⊆ Id .lc at 0 [ ] ({0→ x}t′).
By lc at k+1 from k, ∀x /∈ L ⊆ Id .lc at 1 [1] t′.
By lck-abs, lc at 0 [ ] (abs t′).
– t ≡ app t′ v.
lc (app t′ v), then lc t′ and lc v.
By induction hypothesis, lc at 0 [ ] t′ and lc at 0 [ ] v.
By lck-app, lc at 0 [ ] (app t′ v).
– t ≡ let t in t′.
lc (let t in t′), then ∀x|t| /∈ L ⊆ Id .lc [t : t]x.
By induction hypothesis, ∀x|t| /∈ L ⊆ Id .lc at 0 [ ] [t : t]x.
Thus, ∀x|t| /∈ L ⊆ Id .lc at 0 [ ] {0→ x}[t : t].
By lc at k+1 from k, ∀x|t| /∈ L ⊆ Id .lc at 1 [|x|] [t : t].
By lck-let, lc at 0 [ ] (let t in t′).
⇐) By structural induction on t:
– t ≡ bvar i j.
Trivial, since this case is not possible.
lc at 0 [ ] (bvar i j) ⇒ i < 0 ∧ j < List.nth i [ ], the empty list has no
elements.
– t ≡ fvar x.
Trivial.
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– t ≡ abs t′.
Since lc at 0 [ ] (abs t′), lc at 1 [1] t′.
By lc at k from k+1, ∀x ⊆ Id , |x| ≥ 1.lc at 0 [ ] ({0→ x}t′).
Thus, ∀x /∈ ∅ ⊆ Id .lc at 0 [ ] t′[x].
By induction hypothesis, ∀x /∈ ∅ ⊆ Id .lc t′[x].
By lc-abs, lc (abs t′).
– t ≡ app t′ v.
Since lc at 0 [ ] (app t′ v), lc at 0 [ ] t′ ∧ lc at 0 [ ] v.
By induction hypothesis, lc t′ ∧ lc v.
By lc-app, lc (app t′ v).
– t ≡ let t in t′.
Since lc at 0 [ ] (let t in t′), lc at 1 [|t|] t ∧ lc at 1 [|t|] t′.
By lc at k from k+1, ∀x ⊆ Id , |x| ≥ |t|
(lc at 0 [ ] ({0→ x}t) ∧ lc at 0 [ ] ({0→ x}t′)).
Thus, ∀x|t| /∈ ∅ ⊆ Id .(lc at 0 [ ] tx ∧ lc at 0 [ ] t′x).
By induction hypothesis, ∀x|t| /∈ ∅ ⊆ Id .(lc tx ∧ lc t′x).
By lc-let, lc (let t in t′).
uunionsq
6.3 Proof of Lemma 3: close open var and open close var
Lemma 3 states that variable opening and variable closing are inverse functions
under some side conditions. Its proof requires another two auxiliary lemmas.
Lemma 12 expresses that opening a term at level k and then closing the result
at the same level with the same names produces the original term whenever the
chosen names to develop the opening and closing operations are fresh in the
term.
Lemma 12.
close open var k fresh x in t⇒ {k ← x}({k → x}t) = t
Proof. By structural induction on t:
– t ≡ bvar i j.
{k ← x}({k → x}(bvar i j))
=
{{k ← x}(fvar (List.nth j x)) if i = k ∧ j < |x|
{k ← x}(bvar i j) otherwise
= bvar i j.
– t ≡ fvar x.
If fresh x in (fvar x), then x /∈ x.
Thus, {k ← x}({k → x}(bvar i j)) = {k ← x}(fvar x) = fvar x.
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– t ≡ abs t′.
If fresh x in (abs t′), then fresh x in t′. Thus,
{k ← x}({k → x}(abs t′)) = {k ← x}(abs ({k + 1→ x}t′))
= abs ({k + 1← x}({k + 1→ x}t′))
I.H. = abs t′.
– t ≡ app t′ v.
If fresh x in (app t′ v), then fresh x in t′ and fresh x in v. Thus,
{k ← x}({k → x}(app t′ v)) = {k ← x}(app ({k → x}t′) ({k → x}v))
= app ({k ← x}({k → x}t′)) ({k ← x}({k → x}v))
I.H. = app t′ v.
– t ≡ let t in t′.
If fresh x in (let t in t′), then fresh x in t and fresh x in t′. Thus,
{k ← x}({k → x}(let t in t′))
={k ← x}(let ({k + 1→ x}t) in ({k + 1→ x}t′))
=let ({k + 1← x}({k + 1→ x}t)) in ({k + 1← x}({k + 1→ x}t′))
I.H. =let t in t′.
uunionsq
The second result (Lemma 13) establishes that closing a term at level k and
then opening the result with the same names at the same level gives back the
original term, when the term is closed at level k.
Lemma 13.
open close var k lc at k n t⇒ {k → x}({k ← x}t) = t
Proof. By structural induction on t:
– t ≡ bvar i j.
If lc at k n (bvar i j), then i < k and j < List.nth i n.
Thus, {k → x}({k ← x}(bvar i j)) = {k → x}(bvar i j) = bvar i j.
– t ≡ fvar x.
{k → x}({k ← x}(fvar x))
=
{{k → x}(bvar k j) if ∃j : 0 ≤ j < |x|.x = List.nth j x
{k → x}(fvar x) otherwise
=
{




– t ≡ abs t′.
If lc at k n (abs t′), then lc at (k + 1) [1 : n] t′. Thus,
{k → x}({k ← x}(abs t′)) = {k → x}(abs ({k + 1← x}t′))
= abs ({k + 1→ x}({k + 1← x}t′))
I.H. = abs t′
– t ≡ app t′ v.
If lc at k n (app t′ v), then lc at k n t′ and lc at k n v. Thus,
{k → x}({k ← x}(app t′ v)) = {k → x}(app ({k ← x}t′) ({k ← x}v))
= app ({k → x}({k ← x}t′)) ({k → x}({k ← x}v))
I.H. = app t′ v
– t ≡ let t in t′.
If lc at k n (let t in t′), then
lc at (k + 1) [|t| : n] t and lc at (k + 1) [|t| : n] t′. Thus,
{k → x}({k ← x}(let t in t′))
= {k → x}(let ({k + 1← x}t) in ({k + 1← x}t′))
= let ({k + 1→ x}({k + 1← x}t)) in ({k + 1→ x}({k + 1← x}t′))
I.H. = let t in t′.
uunionsq
Now the proof of Lemma 3 is straightforward.
Lemma 3
close open var fresh x in t⇒ \x(tx) = t
open close var lc t⇒ (\xt)x = t
Proof.
– close open var is a corollary of Lemma 12 (take k = 0).
– open close var is a corollary of Lemma 13 (take k = 0).
uunionsq
6.4 Proof of Lemma 4: ok subs ok
Lemmas 14 and 15 are needed to prove Lemma 4. Every variable in the domain
of a heap where variable x has been substituted by y is either in the domain of
the original heap, or coincides with y.
Lemma 14.
dom subs union dom(Γ [y/x]) ⊆ dom(Γ ) ∪ {y}
Proof. By induction on the size of Γ :
– Γ = ∅. Trivial.
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– Γ = (∆, z 7→ t).
dom(Γ [y/x]) = dom((∆[y/x], z[y/x] 7→ t[y/x])) = dom(∆[y/x]) ∪ {z[y/x]}
IH⊆ dom(∆) ∪ {y} ∪ {z[y/x]}
• z = x.
dom(Γ [y/x]) ⊆ dom(∆) ∪ {y} ∪ {y} ⊆ dom(∆) ∪ {y} ∪ {z} = dom(Γ ) ∪ {y}
• z 6= x.
dom(Γ [y/x]) ⊆ dom(∆) ∪ {y} ∪ {z} = dom(Γ ) ∪ {y}
uunionsq
Next lemma establishes that substitution preserves local closure
Lemma 15.
lc subs lc lc t⇒ lc t[y/x]
Proof. By structural induction on t:
– t ≡ bvar i j.
Trivial.
– t ≡ fvar x.
Trivial.
– t ≡ abs t′.
lc (abs t′)⇒ ∀z /∈ L ⊆ Id . lc t′[z].
Let L′ = L ∪ {x} ⇒ ∀z /∈ L′ ⊆ Id . lc t′[z].
By induction hypothesis, ∀z /∈ L′ ⊆ Id . lc (t′[z[y/x]]).
Since z 6= x, ∀z /∈ L′ ⊆ Id . lc (t′[y/x])[z].
By lc-abs, lc (abs (t′[y/x])).
Thus, lc (abs t′)[y/x].
– t ≡ app t′ v.
lc (app t′ v)⇒ lc t′ ∧ lc v.
By induction hypothesis, lc t′[y/x] ∧ lc v[y/x].
By lc-app, lc app (t′[y/x]) (v[y/x]).
Thus, lc (app t′ v)[y/x].
– t ≡ let t in t′.
lc let t in t′ ⇒ ∀z|t| /∈ L ⊆ Id . lc [t : t]z.
Let L′ = L ∪ {x} ⇒ ∀z|t| /∈ L′ ⊆ Id . lc [t : t]z.
By induction hypothesis, ∀z|t| /∈ L′ ⊆ Id . lc ([t : t]z[y/x]).
Since x /∈ z, ∀z|t| /∈ L′ ⊆ Id . lc ([t : t][y/x]z).
By lc-let, lc (let (t[y/x]) in (t′[y/x])).
Thus, lc (let t in t′)[y/x].
uunionsq
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Now we can prove Lemma 4:
Lemma 4
ok subs ok ok Γ ∧ y /∈ dom(Γ )⇒ ok Γ [y/x]
Proof. By rule induction on the size of Γ :
– Γ = ∅. Trivial.
– Γ = (∆, z 7→ t).
ok (∆, z 7→ t)⇒ ok ∆ ∧ z /∈ dom(∆) ∧ lc t.
Let y /∈ dom(∆, z 7→ t) = dom(∆) ∪ {z} ⇒ y /∈ dom(∆) ∧ y 6= z.
By induction hypothesis, ok ∆[y/x].
• Case z 6= x:
dom(∆[y/x])
L14⊆ dom(∆) ∪ {y}.
Since z /∈ dom(∆) and z 6= y, then z /∈ dom(∆[y/x]).
• Case z = x:
z = x⇒ x /∈ dom(∆)⇒ dom(∆[y/x]) = dom(∆).
Thus, y /∈ dom(∆[y/x]).
By Lemma 15, lc t[y/x].
Thus, ok (∆, z 7→ t)[y/x], i.e., ok Γ [y/x].
uunionsq
6.5 Proof of Lemma 5: regularity
Lemma 5
regularity Γ : t ⇓ ∆ : w ⇒ ok Γ ∧ lc t ∧ ok ∆ ∧ lc w.




By induction hypothesis, ok Γ ∧ lc t ∧ ok ∆ ∧ lc w.
Since x /∈ dom(Γ ), x /∈ dom(∆),
then ok (Γ, x 7→ t) and ok (∆,x 7→ w) and lc (fvar x) by definition.
– LNApp.
By induction hypothesis, ok Γ ∧ lc t ∧ ok Θ ∧ lc (abs u).
By induction hypothesis, ok Θ ∧ lc u[x] ∧ ok ∆ ∧ lc w.




∀x|t| /∈ L.ok (Γ, x 7→ tx) ∧ lc tx ∧ ok (x++z 7→ ux) ∧ lc wx.
Particularly for y|t| /∈ L.ok (y ++z 7→ uy) ∧ lc wy.
Since ∀x|t| /∈ L.ok (Γ, x 7→ tx), then ok Γ ∧ ∀x|t| /∈ L.(x /∈ dom(Γ ) ∧ lc tx).
Since ∀x|t| /∈ L.(lc tx ∧ lc tx), then lc (let t in t).
uunionsq
6.6 Proofs of Lemmas 6 and 7: def not lost and add vars
Lemma 6
def not lost Γ : t ⇓ ∆ : w ⇒ dom(Γ ) ⊆ dom(∆).





dom(Γ ) ⊆ dom(∆)⇒ dom(Γ, x 7→ t) ⊆ dom(∆,x 7→ w).
– LNApp.
By induction hypothesis, dom(Γ ) ⊆ dom(Θ) and dom(Θ) ⊆ dom(∆).
By transitivity, dom(Γ ) ⊆ dom(∆).
– LNLet.
By induction hypothesis,
∀x|t| /∈ L ⊆ Id . dom(Γ, x 7→ tx) ⊆ dom(x++z 7→ ux).
Particularly for y|t| /∈ L ⊆ Id ,
dom(Γ, y 7→ ty) = dom(Γ ) ∪ {y} ⊆ dom(y ++z 7→ uy).
Thus, dom(Γ ) ⊆ dom(y ++z 7→ uy).
uunionsq
Lemma 7
add vars Γ : t ⇓ ∆ : w
⇒ (x ∈ names(∆ : w)⇒ (x ∈ dom(∆) ∨ x ∈ names(Γ : t))).
Proof. It is equivalent to prove






names((∆,x 7→ w) : w) = names(∆ : w) ∪ {x}
IH⊆ dom(∆) ∪ names(Γ : t) ∪ {x}
= dom(∆) ∪ names(Γ ) ∪ fv(t) ∪ {x}
= dom(∆,x 7→ w) ∪ names(Γ, x 7→ t) ∪ fv(fvar x)
= dom(∆,x 7→ w) ∪ names((Γ, x 7→ t) : fvar x).
– LNApp.
names(∆ : w)
IH⊆ dom(∆) ∪ names(Θ : u[x])
⊆ dom(∆) ∪ names(Θ) ∪ fv(u) ∪ {x}
= dom(∆) ∪ names(Θ) ∪ fv(abs u) ∪ fv(fvar x)
= dom(∆) ∪ names(Θ : abs u) ∪ fv(fvar x)
IH⊆ dom(∆) ∪ dom(Θ) ∪ names(Γ : t) ∪ fv(fvar x)
L6
= dom(∆) ∪ names(Γ : t) ∪ fv(fvar x)
= dom(∆) ∪ names(Γ ) ∪ fv(t) ∪ fv(fvar x)
= dom(∆) ∪ names(Γ ) ∪ fv(app t (fvar x))
= dom(∆) ∪ names(Γ : app t (fvar x)).
– LNLet.
∀x|t| /∈ L ⊆ Id
names((x++z 7→ ux) : wx) IH⊆ dom(x++z 7→ ux) ∪ names((Γ, x 7→ tx) : tx).
Particularly for y|t| /∈ L ⊆ Id :
names((y ++z 7→ uy) : wy) IH⊆ dom(y ++z 7→ uy) ∪ names((Γ, y 7→ ty) : ty)
= dom(y ++z 7→ uy) ∪ names(Γ ) ∪ {y} ∪ fv(ty) ∪ fv(ty)
⊆ dom(y ++z 7→ uy) ∪ names(Γ ) ∪ {y} ∪ fv(t) ∪ {y} ∪ fv(t) ∪ {y}
= dom(y ++z 7→ uy) ∪ names(Γ ) ∪ fv(let t in t)
= dom(y ++z 7→ uy) ∪ names(Γ : let t in t).
uunionsq
6.7 Proof of Lemma 8: renaming
Before proving the renaming lemma (Lemma 8) we need some auxiliary results:
Corollaries 1 and 2, that are proved by Lemmas 16 and 17 respectively.
Lemma 16.
not openk fv fresh y in {k → x}t⇒ fresh y in t
Proof. By structural induction on t:
– t ≡ bvar i j.
Trivial, since fv(bvar i j) = ∅.
– t ≡ fvar z.
Trivial, since fv({k → x}fvar z) = fv(fvar z) = {z}.
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– t ≡ abs t′.
Since fresh y in {k → x}(abs t′),
y /∈ fv({k → x}abs t′) = fv(abs ({k + 1→ x}t′)) = fv({k + 1→ x}t′).
By induction hypothesis, y /∈ fv(t′) = fv(abs t′).
– t ≡ app t′ v.
Since fresh y in {k → x}(app t′ v),
y /∈ fv({k → x}app t′ v)
= fv(app ({k → x}t′) ({k → x}v))
= fv({k → x}t′) ∪ fv({k → x}v).
By induction hypothesis, y /∈ fv(t′) ∧ y /∈ fv(v).
Therefore, y /∈ fv(t′) ∪ fv(v) = fv(app t′ v).
– t ≡ let t in t′.
Since fresh y in {k → x}(let t in t′),
y /∈ fv({k → x}let t in t′)
= fv(let ({k + 1→ x}t) in ({k + 1→ x}t′))
= fv({k + 1→ x}t) ∪ fv({k + 1→ x}t′).
By induction hypothesis, y /∈ fv(t) ∧ y /∈ fv(t′).
Therefore, y /∈ fv(t) ∪ fv(t′) = fv(let t in t′).
uunionsq
Corollary 1.
not open fv fresh y in tx ⇒ fresh y in t
Proof. This is a particular case of Lemma 16 (k = 0). uunionsq
Lemma 17.
free var openk fresh y in t ∧ y ∩ x = ∅ ⇒ fresh y in {k → x}t
Proof. By structural induction on t:
– t ≡ bvar i j.
y /∈ fv(t) ∧ y ∩ x = ∅.
fv({k → x}(bvar i j)) =
{
fv(fvar (List.nth j x)) if i = k ∧ j < |x|
fv(bvar i j) otherwise
=
{
List.nth j x if i = k ∧ j < |x|
∅ otherwise
In both cases y /∈ fv({k → y}(bvar i j)).
– t ≡ fvar z.
Trivial, since fv({k → x}fvar z) = fv(fvar z) = {z}.
– t ≡ abs t′.
y /∈ fv(abs t′) = fv(t′) ∧ y ∩ x = ∅.
By induction hypothesis, y /∈ fv({k + 1→ x}t′) = fv({k → x}abs t′).
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– t ≡ app t′ v.
y /∈ fv(app t′ v) = fv(t′) ∪ fv(v) ∧ y ∩ x.
By induction hypothesis y /∈ fv({k → x}t′) ∧ y /∈ fv({k → x}v).
Thus,
y /∈ fv({k → x}t′) ∪ fv({k → x}v)
= fv(app ({k → x}t′) ({k → x}v))
= fv({k → x}app t′ v)
– t ≡ let t in t′.
y /∈ fv(let t in t′) = fv(t) ∪ fv(t′) ∧ y ∩ x.
By induction hypothesis y /∈ fv({k + 1→ x}t) ∧ y /∈ fv({k + 1→ x}t′).
Thus,
y /∈ fv({k + 1→ x}t) ∪ fv({k + 1→ x}t′)
= fv(let ({k + 1→ x}t) in ({k + 1→ x}t′))
= fv({k → x}let t in t′).
uunionsq
Corollary 2.
free var open fresh y in t ∧ y ∩ x = ∅ ⇒ fresh y in tx
Proof. Take k = 0 in Lemma 17. uunionsq
Another auxiliary result is needed:
Lemma 18.
not subs dom z /∈ dom(Γ [y/x]) ∧ z 6= x⇒ z /∈ dom(Γ )
Proof. By induction on the size of Γ :
– Γ = ∅. Trivial.
– Γ = (∆,x′ 7→ t).
dom(Γ [y/x]) = dom((∆[y/x], x′[y/x] 7→ t[y/x])) = dom(∆[y/x]) ∪ {x′[y/x]}.
z /∈ dom(Γ [y/x]) = dom(∆[y/x]) ∪ {x′[y/x]} IH⇒ z /∈ dom(∆) ∪ {x′[y/x]}.
• x′ = x.
z /∈ dom(∆) ∪ {y} z 6=x⇒ z /∈ dom(∆) ∪ {y} ∪ {x} = dom(Γ ) ∪ {y}
⇒ z /∈ dom(Γ ).
• x′ 6= x.
z /∈ dom(∆) ∪ {x′} = dom(Γ ).
uunionsq
The last auxiliary result that is needed establishes that if a variable x does
not belong to the domain of a heap then the domain of the heap where x is
substituted by y coincides with the domain of the heap:
Lemma 19.
dom subs x /∈ dom(Γ )⇒ dom(Γ [y/x]) = dom(Γ )
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Proof. By induction on the size of Γ :
– Γ = ∅. Trivial.
– Γ = (∆, z 7→ t).
x /∈ dom(Γ )⇒x /∈ dom(∆) ∪ {z} ⇒
{
x /∈ dom(∆) IH⇒ dom(∆[y/x]) = dom(∆)
x 6= z
dom(Γ [y/x])=dom(∆[y/x], z 7→ t[y/x]) = dom(∆[y/x]) ∪ {z}
=dom(∆) ∪ {z} = dom(Γ )
uunionsq
And now we prove the renaming lemma.
Lemma 8
renaming Γ : t ⇓ ∆ : w ∧ fresh y in (Γ : t) ∧ fresh y in (∆ : w)
⇒ Γ [y/x] : t[y/x] ⇓ ∆[y/x] : w[y/x].
Proof. By rule induction:
– LNLam.
Γ : abs t ⇓ Γ : abs t⇒ {ok Γ} ∧ {lc abs t}.
ok Γ ∧ y /∈ names(Γ : abs t)⇒ ok Γ ∧ y /∈ dom(Γ ) L4⇒ ok Γ [y/x].
lc (abs t)
L15⇒ lc (abs t)[y/x].
By rule LNLam, Γ [y/x] : (abs t)[y/x] ⇓ Γ [y/x] : (abs t)[y/x].
– LNVar.
(Γ, z 7→ t) : (fvar z) ⇓ (∆, z 7→ w) : w ⇒
Γ : t ⇓ ∆ : w ∧ {z /∈ dom(Γ ) ∪ dom(∆)}.
y /∈ names((Γ, z 7→ t) : fv(z)) ∪ names((∆, z 7→ w) : w)
= names(Γ ) ∪ names(∆) ∪ {z} ∪ fv(t) ∪ fv(w)
⇒ y /∈ names(Γ ) ∪ names(∆) ∪ fv(t) ∪ fv(w)
⇒ y /∈ names(Γ : t) ∪ names(∆ : w).
By induction hypothesis, Γ [y/x] : t[y/x] ⇓ ∆[y/x] : w[y/x].
To prove: z[y/x] /∈ dom(Γ [y/x]) ∪ dom(∆[y/x])
1. z 6= x⇒ z 6= y
dom(Γ [y/x]) ∪ dom(∆[y/x]) L14⊆ dom(Γ ) ∪ dom(∆) ∪ {y}.
z /∈ dom(Γ ) ∪ dom(∆) ∧ y 6= z ⇒ z /∈ dom(Γ ) ∪ dom(∆) ∪ {y}
⇒ z /∈ dom(Γ [y/x]) ∪ dom(∆[y/x]).
2. z = x⇒ z[y/x] = y.
y /∈ names(Γ ) ∪ names(∆)
⇒ y /∈ dom(Γ ) ∪ dom(∆) L19= dom(Γ [y/x]) ∪ dom(∆[y/x]).
By rule LNVar, (Γ, z 7→ t)[y/x] : (fvar z)[y/x] ⇓ (∆, z 7→ w)[y/x] : w[y/x].
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– LNApp.
Γ : app t (fvar z) ⇓ ∆ : w
⇒ Γ : t ⇓ Θ : abs u ∧Θ : u[z] ⇓ ∆ : w ∧ {z /∈ dom(Γ )⇒ z /∈ dom(∆)}.
names(Γ : t) ⊆ names(Γ : app t (fvar z))
⊆ names(Γ : app t (fvar z)) ∪ names(∆ : w).
names(Θ : abs u)
L7⊆ dom(Θ) ∪ names(Γ : t) L6⊆ dom(∆) ∪ names(Γ : t)
⊆ names(∆) ∪ names(Γ ) ∪ fv(t)
⊆ names(∆) ∪ names(Γ ) ∪ fv(app t (fvar z)) ∪ fv(w)
= names(Γ : app t (fvar z)) ∪ names(∆ : w).
y /∈ names(Γ : app t (fvar z)) ∪ names(∆ : w)
⇒ y /∈ names(Γ : t) ∪ names(Θ : abs u).
By induction hypothesis,
Γ [y/x] : t[y/x] ⇓ Θ[y/x] : (abs u)[y/x]︸ ︷︷ ︸
abs u[y/x]
(1)
By open var fv in [4] (fv(u[z]) ⊆ fv(u) ∪ {z}),
names(Θ : u[z]) = names(Θ) ∪ fv(u[z]) ⊆ names(Θ) ∪ fv(u) ∪ {z}.
y /∈ names(Θ : abs u) = names(Θ) ∪ fv(u)
y /∈ names(Γ : app t (fvar z))⇒ y 6= z
}
⇒ y /∈ names(Θ : u[z]).
By induction hypothesis,
Θ[y/x] : (u[z])[y/x]︸ ︷︷ ︸
u[y/x][z[y/x]]
⇓ ∆[y/x] : w[y/x] (2)
To prove: z[y/x] /∈ dom(Γ [y/x])⇒ z[y/x] /∈ dom(∆[y/x]).
• z 6= x⇒ z[y/x] = z
dom(∆[y/x])
L14⊆ dom(∆) ∪ {y}.
z /∈ dom(Γ [y/x]) L18⇒ z /∈ dom(Γ ) hip.⇒ z /∈ dom(∆).
y /∈ names(Γ : app t (fvar z))⇒ y 6= z
}
⇒ z /∈ dom(∆) ∪ {y} ⇒ z /∈ dom(∆[y/x])
• z = x⇒ z[y/x] = y.
y /∈ dom(Γ [y/x])⇒ x /∈ dom(Γ ) hip.⇒ x /∈ dom(∆) L19⇒ dom(∆) = dom(∆[y/x]).
y /∈ names(∆ : w)⇒ y /∈ dom(∆)⇒ y /∈ dom(∆[y/x])
Therefore,
z[y/x] /∈ dom(Γ [y/x])⇒ z[y/x] /∈ dom(∆[y/x]) (3)
By 1, 2, 3 and rule LNApp, Γ [y/x] : (app t (fvar z))[y/x] ⇓ ∆[y/x] : w[y/x].
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– LNLet.
Γ : let t in t ⇓ (y ++z 7→ uy) : wy
⇒ ∀x|t| /∈ L ⊆ Id .(Γ, x 7→ tx) : tx ⇓ (x++z 7→ ux) : wx ∧ {y|t| /∈ L ⊆ Id}.
case: y ∈ L.
• subcase: x /∈ L.
Let L′ = L ∪ {x} − {y}.
To prove: ∀x /∈ L′.
(Γ [y/x], x 7→ t[y/x]x) : t[y/x]x ⇓ (x++z[y/x] 7→ u[y/x]x) : w[y/x]x
Let x /∈ L′.
subsubcase: x ∩ {y} = ∅ ⇒ x /∈ L ∪ {x} ⇒ x ∩ {x} = ∅.
x /∈ L ∪ {x} ⇒ (Γ, x 7→ tx) : tx ⇓ (x++z 7→ ux) : wx
x ∩ {y} = ∅
∧y /∈ names(Γ : let t in t) ∪ names((y ++z 7→ uy) : wy)
= names(Γ ) ∪ fv(t) ∪ fv(t) ∪ y ∪ z ∪ fv(uy) ∪ fv(wy)
C1⇒ y /∈ names(Γ ) ∪ fv(t) ∪ fv(t) ∪ y ∪ z ∪ fv(u) ∪ fv(w)
C2⇒ y /∈ names(Γ ) ∪ fv(tx) ∪ fv(tx) ∪ y ∪ z ∪ fv(ux) ∪ fv(wx) ∪ x
⇒ y /∈ names((Γ, x 7→ tx) : tx) ∪ names((x++z 7→ ux) : wx).
By induction hypothesis,
(Γ, x 7→ tx)[y/x] : (tx)[y/x] ⇓ (x++z 7→ ux)[y/x] : (wx)[y/x] x∩x=∅⇒
(Γ [y/x], x 7→ t[y/x]x) : t[y/x]x ⇓ (x++z[y/x] 7→ u[y/x]x) : w[y/x]x.
subsubcase: x ∩ {y} 6= ∅.
Without lost of generality, consider x = [y : x′] with x′ ∩ {y} = ∅.
x /∈ L′ ⇒ x ∩ {x} = ∅.
Let x′′ = [x : x′]⇒ x′′ /∈ L⇒
(Γ, [x : x′] 7→ t[x:x′]) : t[x:x′] ⇓ ([x : x′] ++z 7→ u[x:x′]) : w[x:x′]
y ∩ x′′ = ∅
∧y /∈ names(Γ : let t in t) ∪ names((y ++z 7→ uy) : wy)
= names(Γ ) ∪ fv(t) ∪ fv(t) ∪ y ∪ z ∪ fv(uy) ∪ fv(wy)
C1⇒ y /∈ names(Γ ) ∪ fv(t) ∪ fv(t) ∪ y ∪ z ∪ fv(u) ∪ fv(w)
C2⇒ y /∈ names(Γ ) ∪ fv(tx′′) ∪ fv(tx′′) ∪ y ∪ z ∪ fv(ux′′) ∪ fv(wx′′) ∪ x′′
⇒ y /∈ names((Γ, x′′ 7→ tx′′) : tx′′) ∪ names((x′′ ++z 7→ ux′′) : wx′′).
By induction hypothesis,
(Γ, [x : x′] 7→ t[x:x′])[y/x] : (t[x:x′])[y/x] ⇓ ([x : x′] ++z 7→ u[x:x′])[y/x] :
(w[x:x
′])[y/x]⇒




(Γ [y/x], x 7→ t[y/x]x) : t[y/x]x ⇓ (x++z[y/x] 7→ u[y/x]x) : w[y/x]x.
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• subcase: x ∈ L.
Let L′ = L.
To prove: ∀x /∈ L′.
(Γ [y/x], x 7→ t[y/x]x) : t[y/x]x ⇓ (x++z[y/x] 7→ u[y/x]x) : w[y/x]x
Let x /∈ L′ = L.
x /∈ L⇒ (Γ, x 7→ tx) : tx ⇓ (x++z 7→ ux) : wx
x ∩ {y} = ∅
∧y /∈ names(Γ : let t in t) ∪ names((y ++z 7→ uy) : wy)
= names(Γ ) ∪ fv(t) ∪ fv(t) ∪ y ∪ z ∪ fv(uy) ∪ fv(wy)
C1⇒ y /∈ names(Γ ) ∪ fv(t) ∪ fv(t) ∪ y ∪ z ∪ fv(u) ∪ fv(w)
C2⇒ y /∈ names(Γ ) ∪ fv(tx) ∪ fv(tx) ∪ y ∪ z ∪ fv(ux) ∪ fv(wx) ∪ x
⇒ y /∈ names((Γ, x 7→ tx) : tx) ∪ names((x++z 7→ ux) : wx).
By induction hypothesis,
(Γ, x 7→ tx)[y/x] : (tx)[y/x] ⇓ (x++z 7→ ux)[y/x] : (wx)[y/x]
x∩x=∅⇒ (Γ [y/x], x 7→ t[y/x]x) : t[y/x]x ⇓ (x ++z[y/x] 7→ u[y/x]x) :
w[y/x]x.
case: y /∈ L.
∀x /∈ L.(Γ, x 7→ tx) : tx ⇓ (x++z 7→ ux) : wx,
⇒ ∀x /∈ L ∪ {y}.(Γ, x 7→ tx) : tx ⇓ (x++z 7→ ux) : wx.
Therefore we have now y ∈ L ∪ {y} and we are in the previous case.
uunionsq
6.8 Proof of Lemma 9 : let intro
Lemma 9
let intro (Γ, x 7→ tx) : tx ⇓ (x++z 7→ ux) : wx ∧ fresh x in (Γ : let t in t)
⇒ Γ : let t in t ⇓ (x++z 7→ ux) : wx.
Proof. We have to find a finite set L such that x /∈ L and
∀y /∈ L.(Γ, y 7→ ty) : ty ⇓ (y ++z 7→ uy) : wy.
Consider L′ = names((Γ, x 7→ tx) : tx) ∪ names((x++z 7→ ux) : wx).
By hypothesis, (Γ, x 7→ tx) : tx ⇓ (x++z 7→ ux) : wx.
Applying Lemma 8, ∀y /∈ L′.(Γ, y 7→ ty) : ty ⇓ (y ++z 7→ uy) : wy.
Let L = L′\{x}.
Therefore, ∀y /∈ L.(Γ, y 7→ ty) : ty ⇓ (y ++z 7→ uy) : wy.
uunionsq
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Abstract. Launchbury defines a natural semantics for lazy evaluation and proposes an alternative
call-by-name version which introduces indirections and does not update closures. These changes in
the semantic rules are not so innocuous as they seem, so that the equivalence of both semantics is
not straightforward. We separate the two modifications and define two intermediate semantics: one
with indirections and the other without update. In the present work we focus on the introduction
of indirections during β-reduction and study how the heaps, i.e., the sets of bindings, obtained with
this kind of evaluation do relate with the heaps produced by substitution. As a heap represents the
context of evaluation for a term, we first define an equivalence that identifies terms with the same
meaning under a given context. This notion of context equivalence is extended to heaps. Finally,
we define a relation between heap/term pairs to establish the equivalence between the alternative
natural semantics and its corresponding version without indirections.
1 Motivation
Twenty years have elapsed since Launchbury first presented in [8] his natural semantics for lazy evaluation,
a key contribution to the semantic foundation for non-strict functional programming languages like Haskell
or Clean. Launchbury defines in [8] a natural semantics for lazy evaluation (call-by-need) where the set of
bindings, i.e., (variable, expression) pairs, is explicitly managed to make possible their sharing. Throughout
these years, Launchbury’s natural semantics has been frequently cited and has inspired many further
works as well as several extensions like in [2, 9, 15, 17]. In [12] the authors of this paper have extended the
lambda calculus with a new expression that introduces parallelism when performing functional applications.
Parallel application creates new processes to distribute the computation, and these distributed processes
exchange values through communication channels. For that reason, we have presented an extension of
Launchbury’s natural semantics with parallel application. The success of Lanchbury’s proposal lies in its
simplicity. Expressions are evaluated with respect to a context, which is represented by a heap of bindings.
This heap is explicitly managed to make possible the sharing of bindings, thus, modeling laziness.
In order to prove that this lazy (operational) semantics is correct and computationally adequate with
respect to a standard denotational semantics, Launchbury introduces some variations in the operational
semantics. On the one hand, the update of bindings with their computed values is an operational notion
without counterpart in the standard denotational semantics, so that the alternative natural semantics does
no longer update bindings and becomes a call-by-name semantics. Moreover, in the alternative semantics
self-references yield infinite reductions, while in the original semantics the reduction of a self-reference gets
blocked. On the other hand, functional application is modeled denotationally by extending the environment
with a variable bound to a value. This new variable represents the formal parameter of the function, while
the value corresponds to the actual argument. For a closer approach to this mechanism, applications are
carried out in the alternative operational semantics by introducing indirections, i.e., variables bound to
variables, instead of by performing the β-reduction through substitution.
Unfortunately, the proof of the equivalence between the natural semantics and its alternative version is
detailed nowhere, and a simple induction turns out to be insufficient. Intuitively, both reduction systems
2should lead to the same results. However, the context-heap semantics is too sensitive to the changes
introduced by the alternative rules. Consequently, the equivalence cannot be directly established since final
values may contain free variables that are dependent on the context of evaluation, which is represented
by the heap of bindings. No updating leads to the duplication of bindings, and although these duplicated
bindings, as well as the indirections, do not add relevant information to the context, it is awkward to prove
this fact. Therefore, our challenge is to establish a way of relating the heaps obtained with each reduction
system, and to prove that at the end the semantics are equivalent, so that any reduction of a term in one of
the systems has its counterpart in the other. To facilitate this task we consider separately the no updating
and the introduction of indirections, and we define two intermediate semantics.
In this paper we investigate the effect of introducing indirections in a setting without updates, and we
analyze the similarities and differences between the reductions proofs obtained with and without indirec-
tions. This analysis provides a deep insight on the behavior of a context-heap semantics like Launchbury’s.
We want to identify terms up to α-conversion, but dealing with α-equated terms usually implies the
use of Barendregt’s variable convention [3] to avoid the renaming of bound variables. However, the use
of the variable convention is sometimes dubious and may lead to faulty results (as it is shown by Urban
et al. in [16]). Moreover, we intend to formalize our results with the help of the Coq [4] proof assistant.
These reasons have led us to look for a system of binding amenable to formalization and we have chosen a
locally nameless representation (as presented by Chargue´raud in [6]). This is a mixed notation where bound
variables names are replaced by de Bruijn indices [7], while free variables preserve their names. Although
de Bruijn indices solve the problem with α-conversion, they make it very complicated to deal with heaps.
Moreover, the formalization becomes unreadable. Hence, the mixed notation of naming variables is more
convenient. A locally nameless version of Launchbury’s natural semantics has been presented by the authors
in [14] and [13].
The main contributions of the present work are:
1. An equivalence relation that identifies heaps that define the same free variables but whose correspond-
ing closures may differ on undefined free variables ;
2. A preorder that relates two heaps whenever the first can be transformed into the second by eliminating
indirections ;
3. An extension of the preorder relation for heap/term pairs expressing that two terms are equivalent if
they have the same structure and their free variables, defined in the context of the respective heaps,
are the same except for some indirections.
4. An equivalence theorem for Launchbury’s alternative semantics and a version without indirections
(and without update).
The paper is structured as follows: In Section 2, we review the lambda calculus and the two natural
semantics described by Launchbury in [8]. We also introduce two intermediate semantics, each introducing
just one alternative rule. In Section 3 we give a locally nameless representation of the calculus and the
semantics presented in Section 2. In Section 4 we define equivalence and preorder relations on terms, heaps
and also on heap/term pairs. We include a number of interesting results concerning these relations and,
finally, we prove the equivalence of Launchbury’s alternative semantics and the intermediate semantics
without update and without indirections. In the last section we draw conclusions and outline our future
work.
The proofs of theorems, propositions and lemmas are detailed in the Appendix.
2 Lazy natural semantics
In this section we review the natural semantics defined by Launchbury in [8] for lazy evaluation, together
with the alternative rules for application and variables which transform the lazy semantics in a call-by-
name semantics. In order to facilitate the comparison of these semantics, we focus independently on each
change and define two intermediate semantics.
3x ∈ Var
e ∈ Exp ::= x | λx.e | (e x) | let {xi = ei}ni=1 in e
Fig. 1. Restricted syntax of the extended λ-calculus
Lam Γ : λx.e ⇓ Γ : λx.e App Γ : e ⇓ Θ : λy.e
′ Θ : e′[x/y] ⇓ ∆ : w
Γ : (e x) ⇓ ∆ : w
Var
Γ : e ⇓ ∆ : w
(Γ, x 7→ e) : x ⇓ (∆,x 7→ w) : wˆ Let
(Γ, {xi 7→ ei}ni=1) : e ⇓ ∆ : w
Γ : let {xi = ei}ni=1 in e ⇓ ∆ : w
Fig. 2. Natural semantics
2.1 Natural semantics
The language described in [8] is a normalized lambda calculus extended with recursive local declarations.
The (restricted) abstract syntax appears in Figure 1. Normalization is achieved in two steps: First an
α-conversion is performed so that bound variables have distinct names; in a second phase, arguments
for applications are enforced to be variables. These static transformations simplify the definition of the
operational rules.
The natural semantics defined by Launchbury in [8] follows a call-by-need strategy. Judgements are
of the form Γ : e ⇓ ∆ : w, that is, the expression e in the context of the heap Γ reduces to the value
w in the context of the heap ∆. Heaps are partial functions from variables into expressions. Each pair
(variable, expression) is called a binding and it is represented by x 7→ e. During evaluation, new bindings
may be added to the heap, and bindings may be updated to their corresponding computed values. Values
(w ∈ Val) are expressions in weak-head-normal-form (whnf ). The semantic rules are shown in Figure 2.
Despite of the normalization, in the Var rule an α-conversion of the final value, represented as wˆ, is still
needed to avoid name clashing. This renaming is justified by Barendregt’s variable convention [3].
2.2 Alternative natural semantics
In order to prove the computational adequacy of the natural semantics (Figure 2) with respect to a standard
denotational semantics, Launchbury introduces the alternative rules for application and variables shown
in Figure 3. The AVar rule removes update from the semantics. The effect of AApp is the addition of
an indirection (y 7→ x)1 instead of performing the β-reduction by substitution as in e′[x/y] in App. This
increases the number of bindings in the heap.
In the following, the natural semantics (rules in Figure 2) is referred as the NS, and the alternative
semantics (rules Lam, Let and those in Figure 3) as the ANS. We write ⇓A for reductions in the ANS.
Launchbury proves in [8] the correctness of the NS with respect to a standard denotational semantics,
and a similar result for the ANS is easily obtained (as the authors of this paper have done in [11]). Therefore,
the NS and the ANS are “denotationally” equivalent in the sense that if an expression is reducible (in
some heap context) by both semantics then the obtained values have the same denotation. But this is
insufficient for our purposes, because we want to ensure that if for some (heap : term) pair a reduction
exists in any of the semantics, then there must exist a reduction in the other too and the final heaps must
be related.
1 Thanks to the normalization and the α-conversion eˆ in AVar, it is guaranteed that y is fresh in Θ.
4AVar
(Γ, x 7→ e) : eˆ ⇓ ∆ : w
(Γ, x 7→ e) : x ⇓ ∆ : w AApp
Γ : e ⇓ Θ : λy.e′ (Θ, y 7→ x) : e′ ⇓ ∆ : w
Γ : (e x) ⇓ ∆ : w
Fig. 3. Alternative rules
2.3 Two intermediate semantics
The changes introduced by the ANS might seem to involve no serious difficulties to prove that any reduction
proof from a (heap : term) pair with the NS implies some reduction with the ANS, such that the final
(heap : value) pairs are “equivalent”, and vice versa. Unfortunately things are not so easy. On the one
hand, the alternative rule for variables transforms the original call-by-need semantics into a call-by-name
semantics because bindings are not updated and computed values are no longer shared. On the other hand,
the addition of indirections also complicates the task of comparing the (heap : value) pairs obtained by
each reduction system. Notice that the introduction of indirections produces larger heaps and the final
values may depend on these aditional names.
To deal separately with these difficulties we introduce two intermediate semantics, each corresponding
to the inclusion of just one of the modifications into the NS. Thus, the rules of the Indirection Natural
Semantics (INS) are those of the NS (Figure 2) except for the application rule, that corresponds to the
one in the alternative version, i.e., AApp in Figure 3. Analogously, the rules of the No-update Natural
Semantics (NNS) are those of the NS but for the variable rule, that corresponds to the alternative AVar
rule in Figure 3. We use ⇓I to represent reductions of the INS and ⇓N for those of the NNS. The following
table summarizes the characteristics of the four reduction systems defined so far:
NS INS NNS ANS
Indirections # ! # !
Update ! ! # #
3 A locally nameless representation
The syntax given in Figure 1 includes two name binders: λ-abstraction and let-declaration. The named
representation requires a quotient structure respect to α-equivalence. To avoid this in our analysis, we opt
for a locally nameless representation [6] that uses de Bruijn indices [7] to represent bound variables while
names are retained for free variables. We have chosen such a mixed notation because heaps collect free
variables whose names we are interested in preserving in order to identify them more easily.
As mentioned above, our locally nameless representation has already been presented in [14] and [13]. A
complete definition with detailed explanations can be found there. Here we just show what is indispensable
to understand the present work.
3.1 Locally nameless syntax
The locally nameless syntax corresponding to the lambda calculus of Figure 1 is shown in Figure 4.Var
stands now for the set of variables, where bound variables and free variables are distinguished. When the
language includes multibinders, Chargue´raud proposes in [6] the use of two natural numbers to represent
bound variables. We choose this notation to designate bound variables from let-declarations, which are
in fact multibinders. The first number is a de Bruijn index that counts how many binders (abstraction or
let) one needs to cross to the left to reach the corresponding binder for the variable, while the second
refers to the position of the variable inside that binder. Abstractions are seen as multi-binders that bind
only one variable, so that the second number should be always zero to represent a correct term. In the
following, a list like {ti}ni=1 is represented as t, with length |t| = n.
5x ∈ Id i, j ∈ N
v ∈ Var ::= bvar i j | fvar x
t ∈ LNExp ::= v | abs t | app t v | let {ti}ni=1 in t
Fig. 4. Locally nameless syntax
Computing the free variables of a term t, denoted by fv(t), is very easy when using the locally nameless
representation, since bound and free variables are syntactically different:
fv(bvar i j) = ∅ fv(fvar x) = {x}
fv(abs t) = fv(t) fv(app t v) = fv(t) ∪ fv(v)
fv(let t in t) = fv(t) ∪ fv(t)
where fv(t) collects the free variables of all the terms in a list t.
A name x ∈ Id is fresh in a term t ∈ LNExp, written fresh x in t, if x does not belong to the set of
free variables of t, i.e., x /∈ fv(t). This is extended to a list of names: fresh x in t def= x /∈ fv(t).
Definition 1. Two terms t, t′ ∈ LNExp have the same structure, written t ∼S t′, if they differ only in the
names of their free variables:
ss bvar
(bvar i j) ∼S (bvar i j) ss fvar (fvar x) ∼S (fvar y)
ss abs
t ∼S t′
(abs t) ∼S (abs t′) ss app
t ∼S t′ v ∼S v′
(app t v) ∼S (app t′ v′)
ss let
|t| = |t′| t ∼S t′ t ∼S t′
(let t in t) ∼S (let t′ in t′)
where t ∼S t′ = List.forall2 (· ∼S ·) t t′. 2
Next proposition states that ∼S is an equivalence relation on LNExp:
Proposition 1.
ss ref t ∼S t
ss sim t ∼S t′ ⇒ t′ ∼S t
ss trans t ∼S t′ ∧ t′ ∼S t′′ ⇒ t ∼S t′′
Since there is no danger of name capture, substitution of variable names in a term is trivial in the
locally nameless representation. We write t[y/x] for replacing the occurrences of x by y in the term t.
Name substitution preserves the structure of a term:
Lemma 1.
ss subst t[y/x] ∼S t
A variable opening operation is needed to manipulate locally nameless terms. This operation turns the
outermost bound variables into free variables. The operation is defined in terms of a more general function
with an extra parameter representing the nesting level of the binder to be open.
A term t ∈ LNExp is open with a list of names x ⊆ Id , written tx, as follows:
2 We use an ML-like notation for operations on lists. For instance, List.map applies a function to every component
in a list and List.nth refers to the nth-component. Elements in lists are numbered starting with 0 to match
bound variables indices.
6tx = {0→ x}t
where
{k→ x}(bvar i j) =
{
fvar (List.nth j x) if i = k ∧ j < |x|
bvar i j otherwise
{k→ x}(fvar x) = fvar x
{k→ x}(abs t) = abs ({k + 1→ x} t)
{k→ x}(app t v) = app ({k→ x} t) ({k → x} v)
{k→ x}(let t in t) = let ({k + 1→ x} t) in ({k + 1→ x} t)
and {k → x} t = List.map ({k → x}·) t.
For simplicity, we write tx for the variable opening with a unitary list [x]. We illustrate this concept
and its use with an example:
Example 1. Let t ≡ abs (let bvar 0 1, bvar 1 0 in app (abs bvar 2 0) (bvar 0 1)). Hence, the body of
the abstraction is:
u ≡ let bvar 0 1, bvar 1 0 in app (abs bvar 2 0 ) (bvar 0 1).
But then in u the bound variables referring to the outermost abstraction of t (shown squared) point to
nowhere. The opening of u with variable x replaces with x the bound variables referring to an hypothetical
binder with body u:
ux = let bvar 0 1, fvar x in app (abs fvar x) (bvar 0 1) . ⊓⊔
In some occasions we are interested in applying the opening operation to a list of terms, so that we
define t
x
= List.map (·x) t. From now on, x represents a list of pairwise-distinct names in Id .
The structure of a term that has been opened does not depend on the names chosen for the opening:
Lemma 2.
ss op |x| = |y| ⇒ tx ∼S ty
Inversely to variable opening, there is an operation to transform free names into bound variables. The
variable closing of a term is represented by \xt, where x is the list of names to be bound (recall that the
names in x are distinct):
\xt = {0← x}t
where
{k← x}(bvar i j) = bvar i j
{k← x}(fvar x) =
{
bvar k j if ∃j : 0 ≤ j < |x|.x = List.nth j x
fvar x otherwise
{k← x}(abs t) = abs ({k + 1← x} t)
{k← x}(app t v) = app ({k← x} t) ({k ← x} v)
{k← x}(let t in t) = let ({k + 1← x} t) in ({k + 1← x} t)
and {k← x} t = List.map ({k ← x} ·) t.
Under some conditions variable closing and variable opening are inverse operations:
Lemma 3.
close open fresh x in t⇔ \x(tx) = t
For the other way around a condition on terms is required. The locally nameless syntax given in
Figure 4 allows to build terms that have no corresponding expression in Exp (Figure 1). For instance,
when bound variables indices are out of range. Those terms in LNExp that match expressions in Exp are




∀x /∈ L ⊆ Id lc tx
lc (abs t)
lc app
lc t lc v
lc (app t v)
lc let
∀x|t| /∈ L ⊆ Id lc [t : t]x
lc (let t in t)
where lc t = List.forall (lc ·) t and xn /∈ L indicates that x is a list of n pairwise distinct names not
belonging to the (finite) set L.
In the rules lc abs and lc let we use cofinite quantification as described in [1]. Cofinite quantification
is an elegant alternative to “exist-fresh” conditions and provides stronger induction and inversion principles.
We use the notation [t : t] to represent the list with head t and tail t. Later on the empty list is represented
as [ ], a unitary list as [t], and ++ stands for the concatenation of lists.
Now we can write down the property complementary of Lemma 3:
Lemma 4.
open close lc t⇒ (\xt)x = t
The locally-closure condition of a term is independent of the names of its free variables:
Lemma 5.
ss lc t ∼S t′ ∧ lc t⇒ lc t′
Moreover, any locally closed term can be expressed as the variable opening of another term that does
not contain the names chosen for the opening:
Lemma 6.
lc op vars lc t ∧ x ⊆ Id ⇒ ∃s ∈ LNExp. (fresh x in s ∧ sx = t)
This result is useful to express that a term depends on some set of names.
3.2 Locally nameless semantics
Bindings in a heap associate expressions to free variables, therefore bindings are now pairs (fvar x, t) with
x ∈ Id and t ∈ LNExp. To simplify, we just write x 7→ t. In the following, we represent a heap {xi 7→ ti}ni=1
as (x 7→ t), with |x| = |t| = n. The set of the locally-nameless-heaps is denoted as LNHeap.
The domain of a heap Γ , written dom(Γ ), collects the set of names that are defined in the heap:
dom(∅) = ∅ dom(Γ, x 7→ t) = dom(Γ ) ∪ {x}
In a well-formed heap names are defined at most once and terms are locally closed. The predicate ok
expresses that a heap is well-formed:
ok-empty
ok ∅ ok-cons
ok Γ x /∈ dom(Γ ) lc t
ok (Γ, x 7→ t)
The function names returns the set of names that appear in a heap, i.e., the names occurring in the
domain or in the terms in the right-hand side:
names(∅) = ∅ names(Γ, x 7→ t) = names(Γ ) ∪ {x} ∪ fv(t)
and this is used to define the freshness predicate of a list of names in a heap:
fresh x in Γ = x /∈ names(Γ ).
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{ok Γ} {lc (abs t)}
Γ : abs t ⇓ Γ : abs t
LNVar
Γ : t ⇓ ∆ : w {x /∈ dom(Γ ) ∪ dom(∆)}
(Γ, x 7→ t) : fvar x ⇓ (∆,x 7→ w) : w
LNApp
Γ : t ⇓ Θ : abs u Θ : ux ⇓ ∆ : w {x /∈ dom(Γ )⇒ x /∈ dom(∆)}
Γ : app t (fvar x) ⇓ ∆ : w
LNLet
∀x|t| /∈ L ⊆ Id (Γ, x 7→ tx) : tx ⇓ (x++z 7→ sx) : wx ∧ \x(sx) = s ∧ \x(wx) = w {y|t| /∈ L}
Γ : let t in t ⇓ (y ++z 7→ sy) : wy
Fig. 5. Natural semantics with locally nameless representation
ALNVar
(Γ, x 7→ t) : t ⇓ ∆ : w
(Γ, x 7→ t) : fvar x ⇓ ∆ : w
ALNApp
Γ : t ⇓ Θ : abs u
∀y /∈ L ⊆ Id (Θ, y 7→ fvar x) : uy ⇓ ([y : z] 7→ sy) : wy ∧ \y(sy) = s ∧ \y(wy) = w
{x /∈ dom(Γ )⇒ x /∈ [z : z]} {z /∈ L}
Γ : app t (fvar x) ⇓ ([z : z] 7→ sz) : wz
Fig. 6. Alternative natural semantics with locally nameless representation
These definitions are extended to (heap : term) pairs:
names(Γ : t) = names(Γ ) ∪ fv(t) fresh x in (Γ : t) = x /∈ names(Γ : t)
Substitution of variable names is extended to heaps as follows:
∅[z/y] = ∅ (Γ, x 7→ t)[z/y] = (Γ [z/y], x[z/y] 7→ t[z/y])
where x[z/y] =
{
z if x = y
x otherwise
It is required that z /∈ dom(Γ ) to guarantee that name substitution preserves well-formedness.
The rules for the natural semantics (Figure 2) using the locally nameless representation are shown in
Figure 5 and the alternative rules (Figure 3) in Figure 6. For clarity, side-conditions in the rules are written
within braces to distinguish them from judgements.
Notice that we introduce cofinite quantification in rules LNLet and ALNApp. As it is explained in [6],
the advantage of the cofinite rules over existential and universal ones is that the freshness side-conditions
are not explicit. Nevertheless, the finite set L represents somehow the names that should be avoided during
a reduction proof. We use the variable opening to express that the final heap and value may depend on
the chosen names. For instance, in LNLet, wx indicates that it depends on the names x, but there is a
common basis w (Lemma 6 is helpful to deal with this notation in proofs). Moreover, it is required that
this basis does not contain occurrences of x; this is is expressed by \x(wx) = w. By contrast to the rules
for the predicate lc (in Section 3.1), in the cofinite rules LNLet and ALNApp the names introduced in
the (infinite) premises do appear in the conclusion too. Therefore, the conclusion has to be particularized
to some selected names not belonging to L.
A more detailed explanation of the rules of Figure 5 can be found in [14]. New here are the alternative
rules of Figure 6. The rule ALNVar is a direct translation of the rule AVar. Notice that the renaming of
the term in the premise is no longer needed. The rule ALNApp follows a similar pattern to LNLet. The
9cofinite quantification indicates that the name introduced in the heap for the indirection should be fresh.
Among infinite valid candidates, the name z is chosen for the reduction. The list z represents the rest of
names defined in the heap which is obtained after the reduction. Since the rhs terms of this final heap may
refer to the name of the indirection, they are represented as sz, i.e., each rhs term is open with the name
z (this can be done by Lemma 6). The condition \y(sy) = s ensures that s does not further depend on z.
Similar considerations are valid for the final value.
3.3 Properties
The reduction systems corresponding to the rules given in Figures 5 and 6 verify a number of interesting
properties. Since some of these properties are true for the four reduction systems defined in Section 2, in
the following (and when not indicated otherwise) we use ⇓K to represent ⇓, ⇓A, ⇓I , and ⇓N .
The first property is a regularity lemma that ensures that the judgements produced by the locally
nameless rules involve only well-formed heaps and locally closed terms:
Lemma 7.
regularity Γ : t ⇓K ∆ : w ⇒ ok Γ ∧ lc t ∧ ok ∆ ∧ lc w
Another general property is that definitions are not lost during reduction, i.e., heaps only can grow
with new names:
Lemma 8.
def not lost Γ : t ⇓K ∆ : w ⇒ dom(Γ ) ⊆ dom(∆).
Moreover, in the case of no update (NNS and ANS), the bindings in the initial heap are preserved during
the whole reduction:
Lemma 9.
no update Γ : t ⇓K ∆ : w⇒ Γ ⊆ ∆
where ⇓K represents ⇓N and ⇓A
During reduction, names might be added to the heap by the rules LNLet and ALNApp. However,
there is no “spontaneous generation” of names, i.e., any name occurring in a final (heap : value) pair must
either appear already in the initial (heap : term) pair or be defined in the final heap:
Lemma 10.
add names Γ : t ⇓K ∆ : w⇒ names(∆ : w) ⊆ names(Γ : t) ∪ dom(∆).
The freshness of the names introduced by the rules LNLet and ALNApp is determined as follows:
Lemma 11.
new names1 Γ : t ⇓N ∆ : w ∧ x ∈ dom(∆)− dom(Γ )⇒ fresh x in Γ
new names2 Γ : t ⇓A ∆ : w ∧ x ∈ dom(∆) − dom(Γ )⇒ fresh x in (Γ : t)
The following renaming lemma ensures that the evaluation of a term is “independent” of the fresh
names chosen during the reduction process. Furthermore, any name defined in the context heap can be
replaced by a fresh one without changing the meaning of the terms evaluated in that context. In fact,
reduction proofs for (heap : term) pairs are unique up to α-conversion of the names defined in the heap.
Lemma 12.
renaming1 Γ : t ⇓K ∆ : w ∧ fresh y in (Γ : t) ∧ fresh y in (∆ : w)
⇒ Γ [y/x] : t[y/x] ⇓K ∆[y/x] : w[y/x]
renaming2 Γ : t ⇓K ∆ : w ∧ fresh y in (Γ : t) ∧ fresh y in (∆ : w) ∧ x /∈ dom(Γ ) ∧ x ∈ dom(∆)
⇒ Γ : t ⇓K ∆[y/x] : w[y/x]
Some of these properties are proved in [14] for ⇓.3 The proofs are done by rule induction. In the
Appendix we extend the proofs for the rules ALNVar and ALNApp.
3 Actually, in [14] only renaming1 appears.
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4 Indirections
The aim of this section is to prove the equivalence of NNS and ANS. Each semantics yields a different
heap after evaluating the same (heap : term) pair, and it is necessary to analyze their differences, which
lie in the introduced indirections. Recall that a heap represents the context for the evaluation of terms,
so that we need to determine when two heaps represent “equivalent” evaluation contexts. More precisely,
we show how indirections, i.e., bindings that just redirect to another variable name, can be removed while
preserving the context represented by the heap.
An indirection is a binding of the form x 7→ fvar y, that is, it just redirects to another variable name.
The set of indirections of a given heap is defined as follows:
Ind(∅) = ∅ Ind(Γ, x 7→ t) =
{
Ind(Γ ) ∪ {x} if t ≡ fvar y
Ind(Γ ) otherwise
Obviously, Ind(Γ ) ⊆ dom(Γ ).
The next example illustrates how these indirections are introduced in the heap during the evaluation
of terms.
Example 2. Let us evaluate the term t ≡ app (abs (bvar 0 0)) x, in the context Γ = {x 7→ abs (bvar 0 0)}.
Reductions obtained with the NNS and the ANS are:
Γ : t ⇓N {x 7→ abs (bvar 0 0)} : abs (bvar 0 0)
Γ : t ⇓A {x 7→ abs (bvar 0 0), y 7→ fvar x} : abs (bvar 0 0)
The value produced is exactly the same in both cases. However, when comparing the final heap in ⇓N with
the final heap in ⇓A, the latter contains an extra indirection, y 7→ fvar x. This indirection corresponds to
the binding introduced by the ALNApp rule to reduce the application in the term t.
The previous example gives us a hint of how to establish a relation between the heaps that are obtained
with the NNS and those produced by the ANS. We want two heaps to be related if one can be obtained from
the other by just eliminating some indirections. For this purpose we define how to remove indirections from
a heap, while preserving the evaluation context represented by this heap. Erasing an indirection x 7→ fvar y
from a heap implies not only the elimination of the binding itself, but also the substitution of y for x in
the rest of bindings:
(∅, x 7→ fvar y)⊖ x = ∅ ((Γ, z 7→ t), x 7→ fvar y)⊖ x = ((Γ, x 7→ fvar y)⊖ x, z 7→ t[y/x])
Since substitution preserves the structure of terms (Lemma 1), when erasing an indirection from a
heap, the rest of indirections in the heap remain as indirections. Therefore, we generalize our definition to
remove a list of indirections from a heap:
Γ ⊖ [ ] = Γ Γ ⊖ [x : x] = (Γ ⊖ x)⊖ x
4.1 Context equivalence
In order to identify heaps, an equivalence relation in LNHeap must be defined. This relation is based on
the equivalence of terms. The meaning of a term depends on the meaning of its free variables. However,
if a free variable is undefined in the context of evaluation of a term, then the name of this free variable
is irrelevant. Therefore, we consider that two terms are equivalent in a given context if they only differ in
the names of the free variables that do not belong to the context.
Definition 2. Let V ⊆ Id, and t, t′ ∈ LNExp. We say that t and t′ are context-equivalent in V , written
t ≈V t′, when:
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ce-bvar
(bvar i j) ≈V (bvar i j) ce-fvar
x, x′ /∈ V ∨ x = x′
(fvar x) ≈V (fvar x′)
ce-abs
t ≈V t′
(abs t) ≈V (abs t′) ce-app
t ≈V t′ v ≈V v′
(app t v) ≈V (app t′ v′)
ce-let
|t| = |t′| t ≈V t′ t ≈V t′
(let t in t) ≈V (let t′ in t′)
where t ≈V t′ = List.forall2 (· ≈V ·) t t′.
Fixed a set of names V , ≈V is an equivalence relation on LNExp:
Proposition 2.
ce ref t ≈V t
ce sym t ≈V t′ ⇒ t′ ≈V t
ce trans t ≈V t′ ∧ t′ ≈V t′′ ⇒ t ≈V t′′
If two terms are context-equivalent then they must have the same structure:
Lemma 13.
ce ss t ≈V t′ ⇒ t ∼S t′
Context-equivalence is preserved in smaller contexts, but also in contexts extended with fresh names:
Lemma 14.
ce sub t ≈V t′ ∧ V ′ ⊆ V ⇒ t ≈V ′ t′
ce add t ≈V t′ ∧ fresh x in t ∧ fresh x in t′ ⇒ t ≈V ∪x t′
Under some conditions context-equivalence is preserved by variable opening and substitution:
Lemma 15.
ce subs1 t ≈V t′ ∧ x, y /∈ V ⇒ t[y/x] ≈V t′
ce subs2 t ≈V t′ ∧ (fvar y) ≈V (fvar y′) ∧ x ∈ V ⇒ t[y/x] ≈V t′[y′/x]
ce subs3 t ≈V t′ ∧ y /∈ V ∧ fresh y in t ∧ fresh y in t′ ⇒ t[y/x] ≈V [y/x] t′[y/x]
ce op1 t ≈V t′ ⇒ tx ≈V t′x
ce op2 t ≈V t′ ∧ x, y /∈ V ∧ |x| = |y| ⇒ tx ≈V t′y
ce op3 t ≈V t′ ∧ (fvar x) ≈V (fvar y)⇒ tx ≈V t′y
Based on this equivalence on terms, we define a family of relations on (well-formed) heaps:
Definition 3. Let V ⊆ Id, and Γ, Γ ′ ∈ LNHeap. We say that Γ and Γ ′ are heap-context-equivalent in
V , written Γ ≈V Γ ′, when:
hce-empty ∅ ≈V ∅ hce-cons
Γ ≈V Γ ′ t ≈V t′ lc t x /∈ dom(Γ )
(Γ, x 7→ t) ≈V (Γ ′, x 7→ t′)
These relations are in fact equivalences for well-formed heaps:
Proposition 3.
hce ref ok Γ ⇒ Γ ≈V Γ
hce sym Γ ≈V Γ ′ ⇒ Γ ′ ≈V Γ
hce trans Γ ≈V Γ ′ ∧ Γ ′ ≈V Γ ′′ ⇒ Γ ≈V Γ ′′
Moreover, when two heaps are heap-context-equivalent in some set of identifiers, then both are well-
formed, have the same domain, and have the same indirections.
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Lemma 16.
hce dom Γ ≈V Γ ′ ⇒ dom(Γ ) = dom(Γ ′)
hce ind Γ ≈V Γ ′ ⇒ Ind(Γ ) = Ind(Γ ′)
hce ok Γ ≈V Γ ′ ⇒ ok Γ ∧ ok Γ ′
There is an alternative characterization for heap-context-equivalence which expresses that two heaps
are context-equivalent whenever they have the same domain and each pair of corresponding bound terms
is context-equivalent.
Lemma 17.
hce alt Γ ≈V Γ ′ ⇔ ok Γ ∧ ok Γ ′ ∧ dom(Γ ) = dom(Γ ′) ∧ (x 7→ t ∈ Γ ∧ x 7→ t′ ∈ Γ ′ ⇒ t ≈V t′)
Next results guarantee uniqueness up to permutations of sequence of indirections that makes two heaps
be equivalent. The order in which two indirections are removed from a heap can be exchanged and the
produced heaps are context-equivalent.
Lemma 18.
hce swap ok Γ ∧ x, y ∈ Ind(Γ ) ∧ x 6= y ⇒ Γ ⊖ [x, y] ≈V−{x,y} Γ ⊖ [y, x]
Considering context-equivalence on heaps, we are particularly interested in the case where the context
coincides with the domain of the heaps:
Definition 4. Let Γ, Γ ′ ∈ LNHeap. We say that Γ and Γ ′ are heap-equivalent, written Γ ≈ Γ ′, if they
are heap-context-equivalent in dom(Γ ):
he
Γ ≈dom(Γ ) Γ ′
Γ ≈ Γ ′
Lemma 18 can be generalized to a list of indirections and its permutations.
Lemma 19.
he perm ok Γ ∧ x, y ⊆ Ind(Γ )⇒ (Γ ⊖ x ≈ Γ ⊖ y ⇔ y ∈ S(x))
where S(x) denotes the set of all permutations of x.
4.2 Indirection Relation
Coming back to the idea, shown in Example 2, that a heap can be obtained from another by just removing
some indirections, we define the following relation on heaps:
Definition 5. Let Γ, Γ ′ ∈ LNHeap. Γ is indirection-related to Γ ′, written Γ %I Γ ′, when:
ir-he
Γ ≈ Γ ′
Γ %I Γ ′
ir-ir
ok Γ Γ ⊖ x %I Γ ′ x ∈ Ind(Γ )
Γ %I Γ ′
There is an alternative characterization for the relation %I which expresses that a heap is indirection-
related to another whenever the later can be obtained from the former by erasing a sequence of indirections.
Proposition 4.
ir alt Γ %I Γ ′ ⇔ ok Γ ∧ ∃ x ⊆ Ind(Γ ) . Γ ⊖ x ≈ Γ ′
Furthermore, this sequence of indirections is unique up to permutations (by Lemma 19), and it corre-
sponds to the difference between the domains of the related heaps:
Corollary 1.
ir dom dom Γ %I Γ ′ ⇒ Γ ⊖ (dom(Γ )− dom(Γ ′)) ≈ Γ ′ 4
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The indirection-relation is a preorder on the set of well-formed heaps:
Proposition 5.
ir ref ok Γ ⇒ Γ %I Γ
ir trans Γ %I Γ ′ ∧ Γ ′ %I Γ ′′ ⇒ Γ %I Γ ′′
Additionally, the indirection-relation satisfies the following properties:
Lemma 20.
ir dom Γ %I Γ ′ ⇒ dom(Γ ′) ⊆ dom(Γ )
ir ind Γ %I Γ ′ ⇒ Ind(Γ ′) ⊆ Ind(Γ )
ir ok Γ %I Γ ′ ⇒ ok Γ ∧ ok Γ ′
ir dom he Γ %I Γ ′ ∧ dom(Γ ) = dom(Γ ′)⇒ Γ ≈ Γ ′
ir ir he (Γ %I Γ ′ ∧ Γ ′ %I Γ )⇔ Γ ≈ Γ ′
Since ≈ is an equivalence relation (Proposition 3), the set of well-formed heaps can be partitioned into
mutually exclusive equivalence classes: [Γ ] = {Γ ′ ∈ LNHeap | Γ ≈ Γ ′}. The quotien set is LNHeap/≈
= {[Γ ] | Γ ∈ LNHeap}. The indirection-relation over heap-equivalence classes is defined as [Γ ] %I [Γ ′] =
Γ %I Γ ′. This definition is correct, i.e., it does not depend on the chosen representative of the class, and
defines a partial order in LNHeap/≈.
Lemma 21.
ireq he ireq1 [Γ ] %I [Γ ′] ∧∆ ≈ Γ ⇒ [∆] %I [Γ ′]
ireq he ireq2 [Γ ] %I [Γ ′] ∧∆ ≈ Γ ′ ⇒ [Γ ] %I [∆]
Proposition 6.
ireq ref ok Γ ⇒ [Γ ] %I [Γ ]
ireq antsym [Γ ] %I [Γ ′] ∧ [Γ ′] %I [Γ ]⇒ [Γ ] = [Γ ′]
ireq trans [Γ ] %I [Γ ′] ∧ [Γ ′] %I [Γ ′′]⇒ [Γ ] %I [Γ ′′]
The indirection-relation can be extended to (heap : term) pairs.
Definition 6. Let Γ, Γ ′ ∈ LNHeap, and t, t′ ∈ LNExp. We say that (Γ : t) is indirection-related to
(Γ ′ : t′), written (Γ : t) %I (Γ ′ : t′), when
∀z /∈ L ⊆ Id (Γ, z 7→ t) %I (Γ ′, z 7→ t′)
(Γ : t) %I (Γ ′ : t′)
Example 3. Let us consider the following heap and term:
Γ = {x0 7→ fvar x1, x1 7→ abs (bvar 0 0), x2 7→ abs (app (fvar x0) (bvar 0 0)), y0 7→ fvar x2}
t = abs (app (fvar x0) bvar 0 0)
The (heap : term) pairs related with (Γ : t) by removing the sequences of indirections [ ], [y0], [x0], and
[x0, y0] are, respectively, the following:
(a) {x0 7→ fvar x1, x1 7→ abs (bvar 0 0), x2 7→ abs (app (fvar x0) (bvar 0 0)), y0 7→ fvar x2}
: abs (app (fvar x0) (bvar 0 0))
(b) {x0 7→ fvar x1, x1 7→ abs (bvar 0 0), x2 7→ abs (app (fvar x0) (bvar 0 0))}
: abs (app (fvar x0) (bvar 0 0))
(c) {x1 7→ abs (bvar 0 0), x2 7→ abs (app (fvar x1) (bvar 0 0)), y0 7→ fvar x2}
: abs (app (fvar x1) (bvar 0 0))
(d) {x1 7→ abs (bvar 0 0), x2 7→ abs (app (fvar x1) (bvar 0 0))}
: abs (app (fvar x1) (bvar 0 0))
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Notice that in Example 1 the (heap : term) pair obtained with the ANS is indirection-related to the pair
obtained with the NNS, by just removing the indirection y 7→ fvar x.
The indirection-relation over (heap : term) pairs satisfies the following properties:
Lemma 22.
irht irh (Γ : t) %I (Γ ′ : t′)⇒ Γ %I Γ ′
irht ss (Γ : t) %I (Γ ′ : t′)⇒ t ∼S t′
irht lc (Γ : t) %I (Γ ′ : t′)⇒ lc t ∧ lc t′
4.3 Equivalence
Now we are ready to establish the desired equivalence between the NNS and the ANS in the sense that if
a reduction proof can be obtained with the ANS for some term in a given context heap, then there must
exist a reduction proof in the NNS for that same (heap : term) pair such that the final (heap : value) is
indirection-related to the final (heap : value) obtained with the ANS, and vice versa.
Theorem 1.
eq an Γ : t ⇓A ∆A : wA ⇒
∃∆N ∈ LNHeap . ∃wN ∈ LNVal . Γ : t ⇓N ∆N : wN ∧ (∆A : wA) %I (∆N : wN )
eq na Γ : t ⇓N ∆N : wN ⇒
∃∆A ∈ LNHeap . ∃wA ∈ LNVal . ∃x ⊆ dom(∆N )− dom(Γ ) . ∃y ⊆ Id . |x| = |y| ∧
Γ : t ⇓A ∆A : wA ∧ (∆A : wA) %I (∆N [y/x] : wN [y/x])
Notice that in the second part of the theorem, i.e., from NNS to ANS, a renaming may be needed.
This renaming only affects names that are added to the heap during the reduction process. This is due to
the fact that in the NNS names occurring in the evaluation term (that is t in the theorem) may disappear
during the evaluation and, thus, may be chosen on some application of the rule LNLet and added to the
final heap. This cannot happen in the ANS (new names2 in Lemma 11).
To prove this theorem by rule induction, a generalization is needed. Instead of evaluating the same
term in the same initial heap, we consider indirection-related initial (heap : term) pairs:
Proposition 7.
eq ir an (ΓA : tA) %I (ΓN : tN )∧
∀x /∈ L ⊆ Id . ΓA : tA ⇓A (ΓA, x 7→ sAx) : wAx ∧ \x(sAx) = sA ∧ \x(wAx) = wA
⇒ ∃y /∈ L . ∃sN ⊂ LNExp . ∃wN ∈ LNVal .
ΓN : tN ⇓N (ΓN , z 7→ sNz) : wNz ∧ \z(sNz) = sN ∧ \z(wNz) = wN ∧ z ⊆ y
∧ ((ΓA, y 7→ sAy) : wAy) %I ((ΓN , z 7→ sNz) : wNz)
eq ir na (ΓA : tA) %I (ΓN : tN )∧
∀x /∈ L ⊆ Id . ΓN : tN ⇓N (ΓN , x 7→ sNx) : wNx ∧ \x(sNx) = sN ∧ \x(wNx) = wN
⇒ ∃z /∈ L . ∃sA ⊂ LNExp . ∃wA ∈ LNVal .
ΓA : tA ⇓A (ΓA, y 7→ sAy) : wAy ∧ \y(sAy) = sA ∧ \y(wAy) = wA ∧ z ⊆ y
∧ ((ΓA, y 7→ sAy) : wAy) %I ((ΓN , z 7→ sNz) : wNz)
Once again, cofinite quantification replaces freshness conditions. For instance, in eq ir na it is required
that the names introduced during the reduction for the NNS do not collide with names that are already
defined in the initial heap for the ANS. The cofinite quantification expresses that if there is an infinite
number of “similar” reduction proofs for (ΓN : tN ), each introducing different names in the heap, one can
chose a reduction proof such that the new bindings do not interfere with (ΓA : tA).
Since there is no update in both ANS and NNS (see Lemma 9), a final heap is expressed as the initial
heap plus some set of bindings, such as (ΓA, x 7→ sAx). In this case, x represents the list of new names, i.e.,





INDIRECTED NAT. SEM. (INS)
Indirections: Yes
Update: Yes
NO-UPDATED NAT. SEM. (NNS)
Indirections: No
Update: No





Fig. 7. The relations between the semantics
names are dependent on x, they are represented as sA
x. Similarly for the final value wA
x. The proposition
indicates that it is possible to construct reductions for the NNS whose set of new defined names is a
subset of the set of new names of the corresponding ANS reduction (which introduces new names when
local declarations are evaluated by the rule LNLet, and also when indirections are created by the rule
ALNApp).
5 Conclusions and Future Work
Launchbury natural semantics (NS) has turned out to be too much sensitive to the changes introduced by
the alternative semantics (ANS), i.e., indirections and no-update. Intuitively, these changes should lead
to the same values. However this cannot be directly established since values may contain free variables
which are dependent on the context of evaluation, represented by the heap. And, precisely, the changes
introduced by the ANS do affect deeply the heaps. In fact, the equivalence of the values produced by
the NS and the ANS is based on their correctness with respect to a denotational semantics. Although
indirections and duplicated bindings (consequence of the no-update) do not add new information to the
heap, it is not straightforward to prove it formally.
Since the variations introduced by Launchbury in the ANS do affect two rules, i.e. the variable rule
(no update) and the application rule (indirections), we have defined two intermediate semantics to deal
separately with the effect of each modification: The NNS (without update) and the INS (with indirections).
A schema of the semantics and how to related them is included in Figure 7.
In the present work we have compared the NNS with the ANS, that is, substitution vs. indirections. We
have started by defining an equivalence ≈ such that two heaps are considered equivalent when they have
the same domain and the corresponding closures may differ only in the free variables not defined in the
heaps. We have used this equivalence to define a preorder %I expressing that a heap can be transformed
into another by eliminating indirections. Furthermore, the relation has been extended to (heap : terms)
pairs, expressing that two terms can be considered equivalent when they have the same structure and their
free variables (only those defined in the context of the corresponding heap) are the same except for some
indirections. We have used this extended relation to establish the equivalence between the NNS and the
ANS (Theorem 1).
Presently we are working on the equivalence of the NS and the NNS, which will close the path from the
NS to the ANS. In order to compare the NS with the NNS, that is, update vs. no update, new relations
on heaps and terms have to be defined. The no update of bindings in the heap corresponds in fact to
a call-by-name strategy, and implies the duplication of evaluation work, that leads to the generation of
duplicated bindings. These duplicated bindings come from several evaluations of the same let-declarations,
so that they form groups of equivalent bindings. Therefore, we first define a preorder %G that relates two
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heaps whenever the first can be transformed into the second by eliminating duplicated groups of bindings.
Afterwards, we define a relation ∼U that establishes when a heap is an updated version of another heap.
Finally, both relations must be combined to obtain the group-update relation %GU , which extended for
(heap : terms) will allow us to formulate an equivalence theorem for the NS and the NNS, similar to
Theorem 1.
Although the relations %I and %GU are sufficient for proving the equivalence of the NS and the ANS,
it would be interesting to complete the picture by comparing the NS with the INS, and then the INS with
the AN. For the first step, we have to define a preorder similar to %I , but taking into account that extra
indirections may now be updated, thus leading to “redundant” bindings. For the second step, some version
of the group-update relation is needed. Dashed lines indicate this future work.
We have used a locally nameless representation to avoid problems with α-equivalence, while keeping
a readable formalization of the syntax and semantics. This representation allow us to treat with heaps
in a convenient and easy way, avoiding the problems that arise when using the de Bruijn notation. We
have also introduced cofinite quantification (in the style of [1]) in the evaluation rules that introduce fresh
names, namely the rule for local declarations (LNLet) and for the alternative application (ALNApp).
Moreover, this representation is more amenable to formalization in proof assistants. In fact we have started
to implement the semantic rules given in Section 3.2 using Coq [4], with the intention of obtaining a formal
checking of our proofs. At this point we should mention the work of Joachim Breitner who is working on
the formalization of the correctness and adequacy of Launchbury’s semantics by using Isabelle [10]. So far
he has been able to mechanically verify the correctness of the operational semantics with respect to the
denotational one [5].
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7 Appendix
Some technical lemmas appear only in this appendix; since they are introduced before the results that
need them, numeration is not consecutive. An ordered list can be found at the end of the appendix to
facilitate the reading.
7.1 Results in Section 3.1
Proposition 1.
ss ref t ∼S t
ss sim t ∼S t′ ⇒ t′ ∼S t
ss trans t ∼S t′ ∧ t ∼S t′′ ⇒ t ∼S t′′
Proof. Reflexivity, symmetry and transitivity are easily proved by induction on the structure of the terms.
⊓⊔
Lemma 1.
ss subst t[y/x] ∼S t
Proof. An easy structural induction on t. ⊓⊔
To prove Lemma 2 we need to prove first a more general result for terms that are opened at any level.
Lemma 23.
ss opk t ∼S t′ ∧ |x| = |y| ⇒ {k → x}t ∼S {k→ y}t′
Proof. By structural induction on t:
– t ≡ bvar i j:
t ∼S t′ ⇒ t′ ≡ bvar i j.
{k 7→ x}(bvar i j) =
{
fvar (List.nth j x) if i = k ∧ j < |x|
bvar i j otherwise
{k 7→ y}(bvar i j) =
{
fvar (List.nth j y) if i = k ∧ j < |y|
bvar i j otherwise
If i = k and j < |x| = |y|, then (fvar (List.nth j x)) ∼S (fvar (List.nth j y)), otherwise
(bvar i j) ∼S (bvar i j).
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– t ≡ fvar x:
t ∼S t′ ⇒ t′ ≡ fvar y.
{k 7→ x}(fvar x) = fvar x ∼S fvar y = {k 7→ y}(fvar y).
– t ≡ abs u:
t ∼S t′ ⇒ t′ ≡ abs u′ ∧ u ∼S u′
I.H.⇒ {k + 1→ x}u ∼S {k + 1→ y}u′
⇒ abs ({k + 1→ x}u) ∼S abs ({k + 1→ y}u′)
⇒ {k→ x}(abs u) ∼S {k → y}(abs u′).
– t ≡ app u v:
t ∼S t′ ⇒ t′ ≡ app u′ v′ ∧ u ∼S u′ ∧ v ∼S v′
I.H.⇒ {k→ x}u ∼S {k → y}u′ ∧ {k→ x}v ∼S {k → y}v
⇒ app ({k → x}u) ({k → x}v) ∼S app ({k→ y}u′) ({k → y}v′)
⇒ {k→ x}(app u v) ∼S {k → y}(app u′ v′).
– t ≡ let t in u:
t ∼S t′ ⇒ t′ ≡ let t′ in u′ ∧ |t| = |t′| ∧ t ∼S t′ ∧ u ∼S u′
I.H.⇒ |t| = |t′| ∧ {k + 1→ x}t ∼S {k + 1→ y}t′ ∧ {k + 1→ x}u ∼S {k + 1→ y}u′
⇒ let ({k + 1→ x}t) in ({k + 1→ x}u) ∼S let ({k + 1→ y}t′) in ({k + 1→ y}u′)
⇒ {k→ x}(let t in u) ∼S {k→ y}(let t′ in u′). ⊓⊔
Lemma 2.
ss op |x| = |y| ⇒ tx ∼S ty
Proof. By Proposition 1, t ∼S t. A direct consequence of Lemma 23 (take k = 0). ⊓⊔
A proof for Lemma 4 can be found in [14]. In that same technical report there is a proof for a part of
Lemma 3, that is, fresh x in t⇒ \x(tx) = t. We prove here the remaining result:
\x(tx) = t⇒ fresh x in t.
For this we need first to generalize to terms opened at any level.
Lemma 24.
opk clk fresh {k← x}({k→ x}t) = t⇒ fresh x in t
Proof. By structural induction on t:
– t ≡ bvar i j: Immediate.
– t ≡ fvar z:
{k← x}({k→ x}(fvar z)) = fvar z only if ∀j : 0 ≤ j < |x|.z 6= List.nth j x⇒ fresh x in (fvar z).
– t ≡ abs u:
{k ← x}({k → x}(abs u)) = {k ← x}(abs ({k + 1→ x}u))
= abs ({k + 1← x}({k + 1→ x}u)) = abs u
⇒ {k + 1← x}({k + 1→ x}u) = u
I.H.⇒ fresh x in u⇒ fresh x in (abs u)
The rest of cases are similar. ⊓⊔
Lemma 5.
ss lc t ∼S t′ ∧ lc t⇒ lc t′
Proof. By structural induction on t:
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– t ≡ abs u:
lc t ⇒ ∀x /∈ L ⊆ Id .lc ux.
t ∼S t′ ⇒ t′ ≡ abs u′ ∧ u ∼S u′ L23⇒ ux ∼S u′x for any x ∈ Id (by taking x = y = [x] and k = 0)
I.H.⇒ ∀x /∈ L ⊆ Id .lc u′x ⇒ lc (abs u′)
The rest of cases are either immediate or similar to the one shown above. ⊓⊔
To prove Lemma 6 we need a more general result for opening at an arbitrary level. The definition of
locally close at level k can be found in [13].
Lemma 25.
lc opk vars lc at k n t ∧ x ⊆ Id ⇒ ∃s ∈ LNExp. (fresh x in s ∧ {k→ x}s = t)
Proof. By structural induction on t:
– t ≡ bvar i j:
lc at k n bvar i j ⇒ i < k ⇒ {k 7→ x}(bvar i j) = bvar i j,
and fresh x in bvar i j.
Hence, take s ≡ bvar i j. Notice that s ∈ Var .
– t ≡ fvar y:
• y /∈ x: Take s ≡ fvar y.
• y ∈ x: Take s ≡ bvar k j.
Notice that in both cases s ∈ Var .
– t ≡ abs t′:
lc at k n abs t′ ⇒ lc at (k + 1) [1 : n] t′ I.H.⇒ ∃s′ . (fresh x in s′ ∧ {k + 1→ x}s′ = t′).
Take s ≡ abs t′, then {k→ x}s = abs ({k + 1→ x}s′) = abs t′ = t.
– t ≡ app t′ v:
lc at k n app t′ v ⇒ lc at k n t′ ∧ lc at k n v
I.H.⇒ ∃s′ . (fresh x in s′ ∧ {k→ x}s′ = t′) ∧ ∃v′ . (fresh x in v′ ∧ {k→ x}v′ = v).
Take s ≡ app t′ v′, then {k→ x}s = app ({k → x}s′) ({k → x}v′) = app t′ v = t.
– t ≡ let t in t′:
lc at k n let t in t′ ⇒ lc at (k + 1) [|t| : n] [t′ : t]
I.H.⇒ ∃s . (fresh x in s ∧ {k + 1→ x}s = t) ∧ ∃s′ . (fresh x in s′ ∧ {k + 1→ x}s′ = t′).
Take s ≡ let s in s′, then {k→ x}s = let ({k + 1→ x}s) in ({k + 1→ x}s′) = let t in t′ = t.
⊓⊔
Lemma 6.
lc op vars lc t ∧ x ⊆ Id ⇒ ∃s ∈ LNExp. (fresh x in s ∧ sx = t)
Proof. Take k = 0 in Lemma 25. ⊓⊔
7.2 Results in Section 3.3
Remember that if not indicated otherwise ⇓K represents ⇓, ⇓A, ⇓I and ⇓N .
Lemma 7.
regularity Γ : t ⇓K ∆ : w ⇒ ok Γ ∧ lc t ∧ ok ∆ ∧ lc w
Proof. This has been proved for ⇓ in [14] by rule induction. We just need to extend the induction proof
for the alternative rules ALNVar and ALNApp:
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– ALNVar
By induction hypothesis, ok (Γ, x 7→ t) ∧ lc t ∧ ok ∆ ∧ lc w.
By definition lc (fvar x).
– ALNApp
By induction hypothesis, ok Γ ∧ lc t ∧ ok Θ ∧ lc (abs u) and
∀y /∈ L.ok (Θ, y 7→ fvar x) ∧ lc uy ∧ ok ([y : z] 7→ sy) ∧ lc wy .
Particularly for z /∈ L, ok ([z : z] 7→ sz) ∧ lc wz .
Since lc t and lc (fvar x), we have lc (app t (fvar x)) too.
⊓⊔
Lemma 8.
def not lost Γ : t ⇓K ∆ : w ⇒ dom(Γ ) ⊆ dom(∆)
Proof. This has been proved for ⇓ in [14] by rule induction. We extend the proof for the alternative rules
ALNVar and ALNApp:
– ALNVar:
By induction hypothesis, dom(Γ, x 7→ t) ⊆ dom(∆).
– ALNApp:
By induction hypothesis, dom(Γ ) ⊆ dom(Θ) and ∀y /∈ L.dom(Θ, y 7→ fvar x) ⊆ dom([y : z] 7→ sy).
Particularly for z /∈ L, dom(Γ ) ⊆ dom(Θ) ⊆ dom(Θ, z 7→ fvar x) ⊆ dom([z : z] 7→ sz).
⊓⊔
Lemma 9.
no update Γ : t ⇓K ∆ : w ⇒ Γ ⊆ ∆
where ⇓K represents ⇓N and ⇓A
Proof. A very easy rule induction. ⊓⊔
Lemma 10.
add names Γ : t ⇓K ∆ : w ⇒ names(∆ : w) ⊆ names(Γ : t) ∪ dom(∆)




I.H.⊆ names((Γ, x 7→ t) : t) ∪ dom(∆)
= names(Γ, x 7→ t) ∪ fv(t) ∪ dom(∆)
= names(Γ, x 7→ t) ∪ fv(t) ∪ {x} ∪ dom(∆)
= names((Γ, x 7→ t) : fvar x) ∪ dom(∆).
– ALNApp:
For any y /∈ L:
names(([y : z] 7→ sy) : wy) I.H.⊆ names((Θ, y 7→ fvar x) : uy) ∪ dom([y : z] 7→ sy)
I.H.⊆ names(Γ : t) ∪ dom(Θ) ∪ {x} ∪ dom([y : z] 7→ sy)
L8⊆ names(Γ : t) ∪ {x} ∪ dom([y : z] 7→ sy)
Particularly for z /∈ L, names(([z : z] 7→ sz) : wz) ⊆ names(Γ : app t (fvar x)) ∪ dom([z : z] 7→ sz).
⊓⊔
To prove Lemma 11 we prove first a result concerning reductions of the ANS:
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Lemma 26.
keep names Γ : t ⇓A ∆ : w ⇒ fv(t) ⊆ names(∆ : w)
Proof. By rule induction:
– LNLam: Immediate.
– ALNVar: fv(fvar x) = {x} ⊆ dom(Γ, x 7→ t) L8⊆ dom(∆) ⊆ names(∆ : w).
– ALNApp:
On the one hand, Γ : t ⇓A Θ : abs u I.H.⇒ fv(t) ⊆ names(Θ : abs u).
But names(Θ)
L9⊆ names([z : z] 7→ sz), and
fv(abs u) = fv(u) ⊆ fv(uz) I.H.⊆ names(([z : z] 7→ sz) : wz).
On the other hand, x ∈ names(Θ, z 7→ fvar x) L9⊆ names([z : z] 7→ sz).
Therefore, fv(app t (fvar x)) ⊆ names(([z : z] 7→ sz) : wz).
– LNLet:
fv(t) ⊆ fv(ty) ⊆ names(Γ, y 7→ ty) L9⊆ names(y ++z 7→ sy), and
fv(t) ⊆ fv(ty) I.H.⊆ names((y ++z 7→ sy) : wy).
⊓⊔
Lemma 11.
new names1 Γ : t ⇓N ∆ : w ∧ x ∈ dom(∆)− dom(Γ )⇒ fresh x in Γ




– LNLam: Since Γ = ∆, the result is immediate.
– ALNVar: Let y ∈ dom(∆)− dom(Γ, x 7→ t) I.H.⇒ fresh y in (Γ, x 7→ t).
– LNApp: Let y ∈ dom(∆)− dom(Γ ):
• y ∈ dom(∆)− dom(Θ) I.H.⇒ fresh y in Θ L9⇒ fresh y in Γ.
• y ∈ dom(Θ)− dom(Γ ) I.H.⇒ fresh y in Γ.
– LNLet: Let x ∈ dom(y ++z 7→ sy)− dom(Γ ):
• x /∈ y ⇒ x /∈ dom(Γ, y 7→ ty) I.H.⇒ fresh x in (Γ, y 7→ ty)⇒ fresh x in Γ.
• x ∈ y ⇒ x /∈ L.
Suppose that x ∈ names(Γ ), hence, exists z 7→ tz ∈ Γ such that x ∈ fv(tz) for some z ∈ dom(Γ ).
Thus, ∀x|t| /∈ L . szx = tz and \x(szx) = sz for some fixed sz.
By Lemma 9, sz ∈ s such that szy = tz.
If x /∈ x⇒ x ∈ fv(sz).
If x ∈ x L3⇒ x /∈ fv(sz).
But this cannot be, since sz is fixed.
new names2
By rule induction:
– LNLam: Since Γ = ∆, the result is immediate.
– ALNVar: Let y ∈ dom(∆)− dom(Γ, x 7→ t) I.H.⇒ fresh y in ((Γ, x 7→ t) : t).
Moreover, y 6= x. Hence, fresh y in ((Γ, x 7→ t) : fvar x).
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– ALNApp: t ≡ app t′ (fvar x), and ∆ = ([z : z] 7→ sz), which by Lemma 9 can be also expressed as
(Γ, z 7→ fvar x, z1 ++z2 7→ s1 ++s2), with Γ : t′ ⇓A (Γ, z1 7→ s1) : abs u and
(Γ, z1 7→ s1, z 7→ fvar x) : uz ⇓A (Γ, z1 7→ s1, z 7→ fvar x, z2 7→ s2) : wz .
Let y ∈ dom(∆) − dom(Γ ).
case 1: y = z.
Therefore, \y(sy) = s ∧ \y(wy) = w L3⇒ fresh y in s ∧ fresh y in w
y/∈z⇒ fresh y in (([z′ : z] 7→ sz′) : wz′) = ((Γ, z′ 7→ fvar x, z1++z2 7→ s1++s2) : wz′ ) for all z′ /∈ L∪{y},
and thus, fresh y in Γ .
Let us denote as (∆′ : w′) the later (heap : value) pair,
(Γ, z1 7→ s1, z′ 7→ fvar x) : uz′ ⇓A ∆′ : w′ ∧ fresh y in (∆′ : w′) L26⇒ fresh y in u ∧ y 6= x.
Furthermore, Γ : t′ ⇓A (Γ, z1 7→ s1) : abs u ∧ fresh y in ((Γ, z1 7→ s1) : abs u) L26⇒ fresh y in t′ y 6=x⇒
fresh y in app t′ (fvar x).
case 2: y ∈ z1.
By induction hypothesis, fresh y in (Γ : t′).
On the one hand, x ∈ dom(Γ )⇒ x /∈ z1 ⇒ x 6= y;
on the other hand, by the rule x /∈ dom(Γ )⇒ x /∈ [z : z]⇒ x 6= y.
Therefore, y 6= x at any case and fresh y in app t′ (fvar x).
case 3: y ∈ z2.
By induction hypothesis, fresh y in ((Γ, z1 7→ s1, z 7→ fvar x) : uz)⇒ fresh y in Γ .
Also, fresh y in ((Γ, z1 7→ s1, z 7→ fvar x) : uz)⇒ y 6= x∧y /∈ names((Γ, z1 7→ s1, z 7→ fvar x) : abs u)
L26⇒ fresh y in t′.
Therefore, fresh y in app t′ (fvar x).
– LNLet: t ≡ let t in t′, and let x ∈ dom(y ++z 7→ sy)− dom(Γ ).
• x /∈ y ⇒ x /∈ dom(Γ, y 7→ ty) I.H.⇒ fresh x in ((Γ, y 7→ ty) : t′y)⇒ fresh x in (Γ : let t in t′).
• x ∈ y ⇒ x /∈ L ∧ x /∈ z.
\y(sy) = s ∧ \y(wy) = w L3⇒ fresh y in s ∧ fresh y in w
⇒ fresh x in s ∧ fresh x in w
⇒ fresh x in ((x++z 7→ sx) : wx), for all x /∈ L ∪ {x}.
Let us take any x /∈ L ∪ {x}:
On the one hand, names(Γ ) ⊆ names(Γ, x 7→ tx) L9⊆ names(x ++z 7→ sx), and thus, fresh x in Γ .
On the other hand, (Γ, x 7→ tx) : t′x ⇓A (x++z 7→ sx) : wx ∧ fresh x in ((x ++z 7→ sx) : wx)
L26⇒ fresh x in let t in t′;
⊓⊔
Lemma 12.
renaming1 Γ : t ⇓K ∆ : w ∧ fresh y in (Γ : t) ∧ fresh y in (∆ : w)
⇒ Γ [y/x] : t[y/x] ⇓K ∆[y/x] : w[y/x]
renaming2 Γ : t ⇓K ∆ : w ∧ fresh y in (Γ : t) ∧ fresh y in (∆ : w) ∧ x /∈ dom(Γ ) ∧ x ∈ dom(∆)
⇒ Γ : t ⇓K ∆[y/x] : w[y/x]
Proof.
In [14] only renaming1 appears, but the proof of renaming2 is similar to the one of renaming1. We
show here the proof cases (in the rule induction) for the alternative rules.
renaming1
We assume that y 6= x, otherwise the result is immediate.
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– ALNVar:
(Γ, z 7→ t) : fvar z ⇓ ∆ : w⇒ (Γ, z 7→ t) : t ⇓ ∆ : w;
fresh y in ((Γ, z 7→ t) : fvar z)⇒ fresh y in ((Γ, z 7→ t) : t),
so that by induction hypothesis, (Γ [y/x], z[y/x] 7→ t[y/x]) : t[y/x] ⇓ ∆[y/x] : w[y/x],
that is, (Γ [y/x], z′ 7→ t[y/x]) : t[y/x] ⇓ ∆[y/x] : w[y/x], where z′ = z[y/x].
By rule ALNVar, (Γ [y/x], z′ 7→ t[y/x]) : fvar z′ ⇓ ∆[y/x] : w[y/x]
⇒ (Γ, z 7→ t)[y/x] : (fvar z)[y/x] ⇓ ∆[y/x] : w[y/x].
– ALNApp:
Γ : app t (fvar x′) ⇓ ([z : z] 7→ sz) : wz
⇒ (x′ /∈ dom(Γ )⇒ x′ /∈ [z : z]) ∧ Γ : t ⇓ Θ : abs u
∧ ∀y′ /∈ L. (Θ, y′ 7→ fvar x′) : uy′ ⇓ ([y′ : z] 7→ sy′) : wy′ ∧ \y(sy) = s ∧ \y(wy) = w,
for some finite L ⊆ Id such that z /∈ L.
names(Γ : t) ⊆ names(Γ : app t (fvar x′))
names(Θ : abs u)
L10⊆ dom(Θ) ∪ names(Γ : t) ⊆ dom(Θ, z 7→ fvar x′) ∪ names(Γ : t)
L8⊆ dom([z : z] 7→ sz) ∪ names(Γ : t)
⊆ names(([z : z] 7→ sz) : wz) ∪ names(Γ : app t (fvar x′)).
By hypothesis, fresh y in (Γ : app t (fvar x′)) ∧ fresh y in (([z : z] 7→ sz) : wz),
so that fresh y in (Γ : t) ∧ fresh y in (Θ : abs u).
Therefore, by induction hypothesis,
Γ [y/x] : t[y/x] ⇓ Θ[y/x] : (abs u)[y/x]︸ ︷︷ ︸
abs u[y/x]
(1)
Also, for any y′ 6= y we have fresh y in ((Θ, y′ 7→ fvar x′) : uy′) ∧ fresh y in (([y′ : z] 7→ sy′) : wy′),
and thus, by induction hypothesis,
∀y′ /∈ L ∪ {y}.(Θ, y′ 7→ fvar x′)[y/x] : (uy′)[y/x] ⇓ ([y′ : z] 7→ sy′)[y/x] : (wy′ )[y/x].
This can be rewritten as
∀y′ /∈ L′.(Θ[y/x], y′ 7→ (fvar x′)[y/x]) : u[y/x]y′ ⇓ ([y′ : z[y/x]] 7→ s[y/x]y′) : w[y/x]y′ (2)
where L′ =
{
L ∪ {y} if x ∈ L
L ∪ {x} − {y} if x /∈ L so that z[y/x] /∈ L
′.
Now we have to check that ∀y′ /∈ L′.\y(s[y/x]y) = s[y/x] ∧ \y(wy) = w.
Let y′ /∈ L′:
• y′ = y ⇒ x /∈ L⇒ \x(sx) = s L3⇒ fresh x in s⇒ s[y/x] = s;
but fresh y in s
L3⇒ \y(sy) = s.
• y′ 6= y ⇒ y′ /∈ L⇒ \y′(sy′) = s L3⇒ fresh y′ in s⇒ fresh y′ in s[y/x] L3⇒ \y′(s[y/x]y′) = s[y/x].
Similarly for w.
In order to apply ALNApp and obtain
Γ [y/x] : app t[y/x] (fvar x′[y/x]) ⇓ ([z[y/x] : z[y/x]] 7→ s[y/x]z[y/x]) : w[y/x]z[y/x]
from (1) and (2), we have to prove that if x′[y/x] /∈ dom(Γ [y/x]) then x′[y/x] /∈ [z : z][y/x]:
• x′ = x⇒ x′[y/x] = y.
Assume y /∈ dom(Γ [y/x])⇒ x′ = x /∈ dom(Γ ) hip.⇒ x′ = x /∈ [z : z].
But fresh y in ([z : z] 7→ sz), hence y /∈ [z : z][y/x].
• x′ 6= x⇒ x′[y/x] = x′.
Assume x′ /∈ dom(Γ [y/x])⇒ x′ /∈ dom(Γ ) hip.⇒ x′ /∈ [z : z].
Since fresh y in (Γ : app t (fvar x′)) we have that y 6= x′. Therefore, x′ /∈ [z : z][y/x].
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renaming2
We assume that y 6= x, otherwise the result is immediate.
By rule induction:
– ALNVar:
The proof is similar to the corresponding case in renaming1.
– ALNApp:
⇒ (x′ /∈ dom(Γ )⇒ x′ /∈ [z : z]) ∧ Γ : t ⇓ Θ : abs u
∧ ∀y′ /∈ L. (Θ, y′ 7→ fvar x′) : uy′ ⇓ ([y′ : z] 7→ sy′) : wy′ ∧ \y(sy) = s ∧ \y(wy) = w,
for some finite L ⊆ Id such that z /∈ L.
Following the same steps as in renaming1 we obtain that fresh y in (Θ : abs u), and that for any
y′ 6= y it is fresh y in ((Θ, y′ 7→ fvar x′) : uy′) ∧ fresh y in (([y′ : z] 7→ sy′) : wy′).
Moreover, fresh y in (([z : z] 7→ sz) : wz)⇒ y 6= z ∧ y /∈ z,
fresh y in (Γ : app t (fvar x′))⇒ y 6= x′, and
x /∈ dom(Γ ) ∧ x ∈ dom([z : z] 7→ sz)⇒ x 6= x′.
case 1: x ∈ dom(Θ)
On the one hand, by hypothesis x /∈ dom(Γ ), so that by induction hypothesis,
Γ : t ⇓ Θ[y/x] : (abs u)[y/x]︸ ︷︷ ︸
abs u[y/x]
On the other hand, if we define L′ = L ∪ {y} we obtain
∀y′ /∈ L′.(Θ, y′ 7→ fvar x′) : uy′ ⇓ ([y′ : z] 7→ sy′) : wy′
and by using renaming1 we have
∀y′ /∈ L′.(Θ, y′ 7→ fvar x′)[y/x] : uy′ [y/x] ⇓ ([y′ : z] 7→ sy′)[y/x] : wy′ [y/x].
As we are assuming x ∈ dom(Θ), by Lemma 7 we have ∀y′ /∈ L′.y′ 6= x; particularly, z 6= x. This fact,
together with x 6= x′ allows to rewrite the last equation as
∀y′ /∈ L′.(Θ[y/x], y′ 7→ fvar x′) : u[y/x]y′ ⇓ ([y′ : z][y/x] 7→ s[y/x]y′) : w[y/x]y′ .
Take any y′ /∈ L′ ⇒ y′ /∈ L⇒ \y(sy) = s L3⇒ fresh y′ in s y
′ 6=y⇒ fresh y′ in s[y/x] L3⇒ \y(s[y/x]y) = s[y/x]
(similarly for w).
Furthermore, z /∈ L′, and x′ /∈ dom(Γ )⇒ x′ /∈ dom([z : z] 7→ sz) y 6=x
′
⇒ x′ /∈ dom([z : z][y/x] 7→ s[y/x]z).
Then by rule ALNApp,
Γ : app t (fvar x′) ⇓ ([z : z][y/x] 7→ s[y/x]z) : w[y/x]z
which, as z 6= x, can be rewritten to
Γ : app t (fvar x′) ⇓ ([z : z] 7→ sz)[y/x] : wz [y/x].
case 2: x /∈ dom(Θ)
By hypothesis, Γ : t ⇓ Θ : abs u.
We have to find a finite set L′ ⊆ Id such that z[y/x] /∈ L′,
x′ /∈ dom(Γ )⇒ x′ /∈ dom([z : z][y/x] 7→ sz[y/x]), and
∀y′ /∈ L′.(Θ, y′ 7→ fvar x′) : uy′ ⇓ ([y′ : z[y/x]] 7→ s[y/x]y′) : w[y/x]y′
and then apply the rule ALNApp.
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• subcase 2.1: x 6= z.
Let L′ = L ∪ {y} ∪ {x}, then by induction hypothesis,
∀y′ /∈ L′.(Θ, y′ 7→ fvar x′) : uy′ ⇓ ([y′ : z] 7→ sy′)[y/x] : wy′ [y/x]
which, as y′ 6= x, can be rewritten to
∀y′ /∈ L′.(Θ, y′ 7→ fvar x′) : uy′ ⇓ ([y′ : z[y/x]] 7→ s[y/x]y′) : w[y/x]y′ .




) = s ∧ \y′(wy′) = w, for all y′ /∈ L′.
Furthermore, z[y/x]
z 6=x
= z /∈ L z 6=y⇒ z[y/x] /∈ L′, and
x′ /∈ dom(Γ )⇒ x′ /∈ dom([z : z] 7→ sz) x
′ 6=y⇒ x′ /∈ dom([z : z[y/x]] 7→ s[y/x]z).
Hence, by rule ALNApp,
Γ : app t (fvar x′) ⇓ ([z[y/x] : z[y/x]] 7→ s[y/x]z[y/x]) : w[y/x]z[y/x]
that is Γ : app t (fvar x′) ⇓ ([z : z] 7→ sz)[y/x] : wz [y/x].
• subcase 2.2: x = z.
Therefore, \x(sx) = s ∧ \x(wx) = w L3⇒ fresh x in s ∧ fresh x in w
⇒ ([z : z] 7→ sz)[y/x] = ([x : z] 7→ sx)[y/x] = [y : z] 7→ sy, and wz [y/x] = wx[y/x] = wy.
Furthermore, x′ /∈ dom(Γ )⇒ x′ /∈ dom([z : z] 7→ sz) x
′ 6=y⇒ x′ /∈ dom([y : z] 7→ sy).
∗ y /∈ L
Then we are done, because by rule ALNApp: Γ : app t (fvar x′) ⇓ ([y : z] 7→ sy) : wy.
∗ y ∈ L
Let L′ = L ∪ {x} ∪ {x′} ∪ names(Γ : t).
Since L′ ⊆ L we have ∀y′ /∈ L′.(Θ, y′ 7→ fvar x′) : uy′ ⇓ ([y′ : z] 7→ sy′) : wy′ .
Let us choose some z′ /∈ L′ such as z′ 6= y.
Hence, if x′ /∈ dom(Γ )⇒ x′ /∈ dom([z : z] 7→ sz) x
′ 6=z′⇒ x′ /∈ dom([z′ : z] 7→ sz′).
Thus, by rule ALNApp,
Γ : app t (fvar x′) ⇓ ([z′ : z] 7→ sz′) : wz′ .
By hypothesis, fresh y in (Γ : app t (fvar x′)), and
fresh y in (([z : z] 7→ sz) : wz) y 6=z
′
⇒ fresh y in (([z′ : z] 7→ sz′) : wz′ )
So by renaming1 we obtain
Γ [y/z′] : (app t (fvar x′))[y/z′] ⇓ ([z′ : z] 7→ sz′)[y/z′] : wz′ [y/z′].
Since z′ /∈ names(Γ : t) ∪ {x′}, this is rewritten to Γ : app t (fvar x′) ⇓ ([y : z] 7→ sy) : wy .
⊓⊔
The following version of renaming will be useful in some cases.
Corollary 2.
renaming3 Γ : t ⇓K ∆ : w ∧ fresh y in (Γ : t) ∧ fresh y in (∆ : w) ∧ x /∈ names(Γ : t)
⇒ Γ : t ⇓K ∆[y/x] : w[y/x]
Proof. If x /∈ names(Γ : t) then (Γ [y/x] : t[y/x]) = (Γ : t). Thus, it is a corollary of renaming1. ⊓⊔
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7.3 Results on context equivalence (Section 4.1)
Proposition 2.
ce ref t ≈V t
ce sym t ≈V t′ ⇒ t′ ≈V t
ce trans t ≈V t′ ∧ t′ ≈V t′′ ⇒ t ≈V t′′
Proof.
ce ref and ce sym are proved easily by rule induction.
ce trans
By structural induction on t:
– t ≡ fvar y.
t ≈V t′ ⇒ t′ ≡ fvar y′ ∧ (y, y′ /∈ V ∨ y = y′).
• y, y′ /∈ V .
t′ ≈V t′′ ⇒ t′′ ≡ fvar y′′ ∧ (y′, y′′ /∈ V ∨ y′ = y′′).
∗ y′, y′′ /∈ V ⇒ y, y′′ /∈ V ⇒ (fvar y) ≈V (fvar y′′).
∗ y′ = y′′ ⇒ y′′ /∈ V ⇒ (fvar y) ≈V (fvar y′′).
• y = y′. Immediate.
The rest of cases are very easy. ⊓⊔
Lemma 13.
ce ss t ≈V t′ ⇒ t ∼S t′
Proof. An easy structural induction on t. ⊓⊔
We add a corollary of the previous lemma which will be useful in forthcoming proofs.
Corollary 3.
ce lc t ≈V t′ ∧ lc t⇒ lc t′
Proof. By Lemmas 13 and 5. ⊓⊔
Lemma 14.
ce sub t ≈V t′ ∧ V ′ ⊆ V ⇒ t ≈V ′ t′




The only interesting case is ce-fvar: (fvar y) ≈V (fvar y′)⇒ y, y′ /∈ V ∨ y = y′.
– y, y′ /∈ V ⇒ y, y′ /∈ V ′ ⇒ (fvar y) ≈V ′ (fvar y′).
– y = y′ ⇒ (fvar y) ≈V ′ (fvar y′).
ce add
By rule induction.
The only interesting case is ce-fvar: (fvar y) ≈V (fvar y′)⇒ (y, y′ /∈ V ∨ y = y′).
fresh x in (fvar y)⇒ y /∈ x, and similarly, y′ /∈ x.
Therefore, (fvar y) ≈V ∪x (fvar y′). ⊓⊔
To prove Lemma 15 we prove first some results involving the operation of variable opening at level k.
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Lemma 27.
ce opk1 t ≈V t′ ⇒ {k→ x}t ≈V {k→ x}t′




– ce-abs : (abs t) ≈V (abs t′)⇔ t ≈V t′.
{k→ x}(abs t) = abs ({k + 1→ x}t).
{k→ x}(abs t′) = abs ({k + 1→ x}t′).
By induction hypothesis, {k + 1→ x}t ≈V {k + 1→ x}t′.
Hence, {k→ x}(abs t) ≈V {k → x}(abs t′).
The rest of cases are very easy.
ce opk2
By rule induction. The only interesting cases are the rules for bound and free variables:
– ce-bvar : (bvar i j) ≈V (bvar i j).
{k → x}(bvar i j) =
{
fvar (List.nth j x) if i = k ∧ j < |x|
bvar i j otherwise
{k → y}(bvar i j) =
{
fvar (List.nth j y) if i = k ∧ j < |y|
bvar i j otherwise
Since |x| = |y|
• either {k → x}(bvar i j) = fvar (List.nth j x) and {k→ y}(bvar i j) = fvar (List.nth j y),
• or {k→ x}(bvar i j) = (bvar i j) and {k → y}(bvar i j) = (bvar i j).
Since x, y /∈ V , the resulting terms are context equivalent in both cases.
– ce-fvar : (fvar y) ≈V (fvar y′)⇔ (y, y′ /∈ V ∨ y = y′).
It is immediate, since {k→ x}(fvar z) = fvar z.
⊓⊔
Lemma 15.
ce subs1 t ≈V t′ ∧ x, y /∈ V ⇒ t[y/x] ≈V t′
ce subs2 t ≈V t′ ∧ (fvar y) ≈V (fvar y′) ∧ x ∈ V ⇒ t[y/x] ≈V t′[y′/x]
ce subs3 t ≈V t′ ∧ y /∈ V ∧ fresh y in t ∧ fresh y in t′ ⇒ t[y/x] ≈V [y/x] t′[y/x]
ce op1 t ≈V t′ ⇒ tx ≈V t′x
ce op2 t ≈V t′ ∧ x, y /∈ V ∧ |x| = |y| ⇒ tx ≈V t′y
ce op3 t ≈V t′ ∧ (fvar x) ≈V (fvar y)⇒ tx ≈V t′y
Proof.
ce subs1
An easy rule induction.
ce subs2
By rule induction:
– ce-fvar : (fvar z) ≈V (fvar z′)⇒ (z, z′ /∈ V ∨ z = z′).
case 1: z, z′ /∈ V ⇒ z 6= x ∧ z′ 6= x.
Hence, (fvar z)[y/x] = (fvar z) and (fvar z′)[y/x] = (fvar z′).
case 2: z = z′
• z = x⇒ z′ = x
(fvar z)[y/x] = (fvar y) ≈V (fvar y′) = (fvar z′)[y′/x].
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• z 6= x⇒ z′ 6= x. Similar to case 1.
The rest of cases are immediate.
ce subs3
By rule induction:
– ce-fvar : (fvar z) ≈V (fvar z′)⇒ (z, z′ /∈ V ∨ z = z′).
case 1: z, z′ /∈ V
• z = x⇒ V [y/x] = V ∧ (fvar z)[y/x] = fvar y ∧ y /∈ V ⇒ (fvar y) ≈V (fvar z′).
• z′ = x. Analogous.
• z 6= x ∧ z′ 6= x⇒ (fvar z)[y/x] = fvar z ∧ (fvar z′)[y/x] = fvar z′.
And z, z′ /∈ V ∧ y 6= z ∧ y 6= z′ ⇒ z, z′ /∈ V [y/x].
case 2: z = z′. Immediate.
The rest of cases are immediate.
ce op1
Take k = 0 in ce opk1 (Lemma 27).
ce op2
Take k = 0 in ce opk2 (Lemma 27).
ce op3
Since (fvar x) ≈V (fvar x′), either
– x = y, and we use ce op1; or,
– x, y /∈ V , and we use ce op2.
⊓⊔
Lemma 16.
hce dom Γ ≈V Γ ′ ⇒ dom(Γ ) = dom(Γ ′)
hce ind Γ ≈V Γ ′ ⇒ Ind(Γ ) = Ind(Γ ′)
hce ok Γ ≈V Γ ′ ⇒ ok Γ ∧ ok Γ ′
Proof.
The three properties are proved by rule induction, where the case of the empty heap is immediate.
hce dom
Γ = (Θ, y 7→ t) ≈V Γ ′ = (Θ′, y 7→ t′) with Θ ≈V Θ′ ∧ y /∈ dom(Θ).
dom(Γ ) = dom(Θ, y 7→ t) = dom(Θ) ∪ {y} I.H.= dom(Θ′) ∪ {y} = dom(Θ′, y 7→ t′) = dom(Γ ′).
hce ind
Γ = (Θ, y 7→ t) ≈V Γ ′ = (Θ′, y 7→ t′) with Θ ≈V Θ′ ∧ t ≈V t′ ∧ y /∈ dom(Θ).
Ind(Θ, y 7→ t) =
{
Ind(Θ) ∪ {y} if t ≡ fvar z
Ind(Θ) otherwise
Ind(Θ′, y 7→ t′) =
{
Ind(Θ′) ∪ {y} if t′ ≡ fvar z′
Ind(Θ′) otherwise
But t ≈V t′ L13⇒ t ∼S t′, therefore, t ≡ fvar z ⇔ t′ ≡ fvar z′.
hce ok
Γ = (Θ, y 7→ t) ≈V Γ ′ = (Θ′, y 7→ t′) with Θ ≈V Θ′ ∧ t ≈V t′ ∧ lc t ∧ y /∈ dom(Θ).
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Θ ≈V Θ′ I.H.⇒ ok Θ ∧ ok Θ′.
lc t
C3⇒ lc t′.
y /∈ dom(Θ) hce dom= dom(Θ′).
Thus, ok (Θ, y 7→ t) and ok (Θ′, y 7→ t′). ⊓⊔
To prove that ≈V is an equivalence on heaps, we prove first that the relation is independent of the
order in which the bindings of the heaps are considered. So that when two heaps are related (in some
context), all the names defined in those heaps are related.
Lemma 28.
hce bind (Γ, x 7→ t) ≈V (Γ ′, x 7→ t′)⇒ Γ ≈V Γ ′ ∧ t ≈V t′
Proof. By induction on the size of Γ .
– Γ = ∅.
(∅, x 7→ t) ≈V (Γ ′, x 7→ t′)⇒ Γ = ∅ ≈V Γ ′ ∧ t ≈V t′ ∧ lc t.
– Γ 6= ∅.
Let ∆ = (Γ, x 7→ t) and ∆′ = (Γ ′, x 7→ t′).
∆ ≈V ∆′ ⇒ ∃y.∆ = (Θ, y 7→ ty) ∧∆′ = (Θ′, y 7→ t′y) ∧Θ ≈V Θ′ ∧ ty ≈V t′y ∧ lc ty.
If y = x then by hce ok in Lemma 16 there is a unique x in ∆ and ∆′, so that Γ = Θ ∧ Γ ′ = Θ′, and
we are done.
Otherwise, Θ = (Θx, x 7→ t) and Θ′ = (Θ′x, x 7→ t′), being (Θx, y 7→ ty) = Γ , and hence Θx ( Γ .
By induction hypotesis, Θx ≈V Θ′x ∧ t ≈V t′ ∧ lc t.
Furthermore, Θx ≈V Θ′x ∧ ty ≈V t′y ∧ lc ty ⇒ Γ = (Θx, y 7→ ty) ≈V (Θ′x, y 7→ t′y) = Γ ′.
⊓⊔
Proposition 3
hce ref ok Γ ⇒ Γ ≈V Γ
hce sym Γ ≈V Γ ′ ⇒ Γ ′ ≈V Γ
hce trans Γ ≈V Γ ′ ∧ Γ ′ ≈V Γ ′′ ⇒ Γ ≈V Γ ′′
Proof.
hce ref and hce sym are immediate.
hce trans
By rule induction on Γ ≈V Γ ′:
– hce empty. ∅ ≈V ∅ ⇒ Γ ′′ = ∅. Immediate.
– hce cons. Γ = (Θ, y 7→ t) ≈V Γ ′ = (Θ′, y 7→ t′)⇒ Θ ≈V Θ′ ∧ t ≈V t′ ∧ lc t ∧ y /∈ dom(Θ)
Γ ′ ≈V Γ ′′ L16⇒ dom(Γ ′) = dom(Γ ′′)⇒ Γ ′′ = (Θ′′, y 7→ t′′) L28⇒ Θ′ ≈V Θ′′ ∧ t′ ≈V t′′.
By induction hypothesis, Θ ≈V Θ′′.
By ce trans in Proposition 2, t ≈V t′′.
Hence, Γ = (Θ, y 7→ t) ≈V (Θ′′, y 7→ t′′) = Γ ′′.
⊓⊔
Lemma 17
hce alt Γ ≈V Γ ′ ⇔ ok Γ ∧ ok Γ ′ ∧ dom(Γ ) = dom(Γ ′) ∧ (x 7→ t ∈ Γ ∧ x 7→ t′ ∈ Γ ′ ⇒ t ≈V t′)
Proof.
⇒ By hce dom and hce ok (Lemma 16) and hce bind (Lemma 28).
⇐ By induction on the size of Γ :
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– Γ = ∅. Immediate.
– Γ = (Θ, y 7→ ty)⇒ Γ ′ = (Θ′, y 7→ t′y) ∧ dom(Θ) = dom(Θ′) ∧ ty ≈V t′y.
ok Γ ⇒ ok Θ ∧ y /∈ dom(Θ) ∧ lc ty,
ok Γ ′ ⇒ ok Θ′ ∧ y /∈ dom(Θ′) ∧ lc t′y.
If x 7→ t ∈ Θ ⊆ Γ ∧ x 7→ t′ ∈ Θ′ ⊆ Γ ′ then t ≈V t′.
Hence ok Θ ∧ ok Θ′ ∧ dom(Θ) = dom(Θ′) ∧ (x 7→ t ∈ Θ ∧ x 7→ t′ ∈ Θ′ ⇒ t ≈V t′).
By induction hypothesis, Θ ≈V Θ′.
Thus, Γ = (Θ, y 7→ ty) ≈V (Θ′, x 7→ t′y) = Γ ′.
⊓⊔
The following auxiliary result is used in the proofs of the Lemmas 18 and 19:
Lemma 29.
ind dom ok Γ ∧ x ∈ Ind(Γ )⇒ dom(Γ ⊖ x) = dom(Γ )− {x} ∧ Ind(Γ ⊖ x) = Ind(Γ )− {x}
Proof.
An easy induction on the size of Γ . ⊓⊔
We also give here some other properties related to the deletion of indirections. These will be used in
forthcoming proofs.
Lemma 30.
ind ok ok Γ ∧ x ∈ Ind(Γ )⇒ ok (Γ ⊖ x)
Proof. Γ = (Θ, x 7→ fvar y).
ok Γ ⇒ ok Θ ∧ x /∈ dom(Θ).
By induction on the size of Θ:
– Θ = ∅.
Γ ⊖ x = ∅. Immediate.
– Θ = (∆, z 7→ t).
Γ ⊖ x = ((∆,x 7→ fvar y)⊖ x, z 7→ t[y/x]).
ok Θ⇒ ok ∆ ∧ z /∈ dom(∆) ∧ lc t.
z /∈ dom(∆) L29= dom((∆,x 7→ fvar y)⊖ x).
lc t⇒ lc t[y/x].
ok ∆
x /∈ dom(Θ)⇒ x /∈ dom(∆)
lc (fvar y)
⇒ ok (∆,x 7→ fvar y) I.H.⇒ ok ((∆,x 7→ fvar y)⊖ x).
Therefore ok ((∆,x 7→ fvar y))⊖ x, z 7→ t[y/x])⇒ ok (Γ ⊖ x).
⊓⊔
Lemma 31.
ind subs x /∈ dom(Γ )⇒ (Γ, x 7→ fvar y)⊖ x = Γ [y/x]
Proof.
An easy induction on the size of Γ . ⊓⊔
Lemma 18
hce swap ok Γ ∧ x, y ∈ Ind(Γ ) ∧ x 6= y ⇒ Γ ⊖ [x, y] ≈V−{x,y} Γ ⊖ [y, x]
Proof.
We have Γ = (Θ, x 7→ fvar x′, y 7→ fvar y′).
By induction on the size of Θ:
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– Θ = ∅ ⇒ Γ ⊖ [x, y] = ∅ = Γ ⊖ [y, x]
– Θ = (∆, z 7→ t)⇒
Γ ⊖ [x, y] = (Γ ⊖ x)⊖ y
= ((∆,x 7→ fvar x′, y 7→ fvar y′)⊖ x, z 7→ t[x′/x])⊖ y
= (((∆,x 7→ fvar x′, y 7→ fvar y′)⊖ x) ⊖ y, z 7→ (t[x′/x])[y′[x′/x]/y])
= ((∆,x 7→ fvar x′, y 7→ fvar y′)⊖ [x, y], z 7→ (t[x′/x])[y′[x′/x]/y])
= (∆′ ⊖ [x, y], z 7→ t′)
where ∆′ = (∆,x 7→ fvar x′, y 7→ fvar y′) and t′ = (t[x′/x])[y′[x′/x]/y].
Similarly, Γ ⊖ [y, x] = (∆′ ⊖ [y, x], z 7→ t′′) with t′′ = (t[y′/y])[x′[y′/y]/x].
ok Γ ⇒ ok ∆′ ∧ z /∈ dom(∆′) ∧ lc t L29⇒ z /∈ dom(∆′ ⊖ [x, y]) ∧ lc t′.
ok ∆′
x, y ∈ Ind(∆′)
}
I.H.⇒ ∆′ ⊖ [x, y] ≈V−{x,y} ∆′ ⊖ [y, x]
To prove: t′ ≈V−{x,y} t′′.
• x 6= y′ ∧ y 6= x′
t′ = (t[x′/x])[y′[x′/x]/y] = (t[x′/x])[y′/y]
x 6=y
= (t[y′/y])[x′/x] = (t[y′/y])[x′[y′/y]/x] = t′′.
• x 6= y′ ∧ y = x′
t′ = (t[x′/x])[y′[x′/x]/y] = (t[y/x])[y′/y] = (t[y′/x])[y′/y]
x 6=y
= (t[y′/y])[y′/x] = (t[y′/y])[x′[y′/y]/x] =
t′′.
• x = y′ ∧ y 6= x′
t′ = (t[x′/x])[y′[x′/x]/y] = (t[x′/x])[x′/y]
x 6=y
= (t[x′/y])[x′/x] = (t[x/y])[x′/x] = (t[x/y])[x′[x/y]/x] =
(t[y′/y])[x′[y′/y]/x] = t′′.
• x = y′ ∧ y = x′
t′ = (t[x′/x])[y′[x′/x]/y] = (t[y/x])[y/y] = t[y/x]
t′′ = (t[y′/y])[x′[y′/y]/x] = (t[x/y])[x/x] = t[x/y]
By ce ref (Proposition 2),
t ≈V−{x,y} t L15⇒ t[y/x] ≈V−{x,y} t P2⇒ t ≈V−{x,y} t[y/x] L15⇒ t[x/y] ≈V−{x,y} t[y/x].
∆′ ⊖ [x, y] ≈V−{x,y} ∆′ ⊖ [y, x]
t′ ≈V−{x,y} t′′
z /∈ dom(∆′ ⊖ [x, y]) ∧ lc t′
⇒ Γ ⊖ [x, y] ≈V−{x,y} Γ ⊖ [y, x]
⊓⊔
Lemma 19
he perm ok Γ ∧ x, y ∈ Ind(Γ )⇒ (Γ ⊖ x ≈ Γ ⊖ y ⇔ y ∈ S(x))
Proof.
⇒ Γ ⊖ x ≈ Γ ⊖ y L16⇒ dom(Γ ⊖ x) = dom(Γ ⊖ y) L29⇒ dom(Γ )− {x} = dom(Γ )− {y}.
Since x, y ⊆ dom(Γ ) and have pairwise-distinct names, we infer that y ∈ S(x).
⇐ From Lemma 18 and Abstract Algebra results, i.e., any permutation can be written as a product of
transpositions.
⊓⊔
7.4 Results on indirection relation (Section 4.2)
Proposition 4
ir alt Γ %I Γ ′ ⇔ ok Γ ∧ ∃ x ⊆ Ind(Γ ) . Γ ⊖ x ≈ Γ ′
Proof.
⇒ By rule induction:
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– ir he: Γ ≈ Γ ′.
By hce ok (Lemma 16), ok Γ .
Let x = [ ], then Γ ⊖ [ ] = Γ ≈ Γ ′.
– ir ir: ok Γ ∧ Γ ⊖ x %I Γ ′ ∧ x ∈ Ind(Γ ).
By induction hypothesis,
∃ x ⊆ Ind(Γ ⊖ x) L29= Ind(Γ )− {x} . (Γ ⊖ x)⊖ x ≈ Γ ′ ⇒ Γ ⊖ [x : x] ≈ Γ ′.
⇐ By induction on the length of x:
– x = [ ]
Γ = Γ ⊖ [ ] ≈ Γ ′ ⇒ Γ %I Γ ′.
– x = [y : y]
ok Γ ∧ y ∈ Ind(Γ ) L30⇒ ok (Γ ⊖ y)
y /∈ y ∧ y ⊆ Ind(Γ )⇒ y ⊆ Ind(Γ )− {y} L29= Ind(Γ ⊖ y)
Γ ⊖ [y : y] = (Γ ⊖ y)⊖ y
 I.H.⇒ (Γ ⊖ y) %I Γ ′ ⇒ Γ %I Γ ′.
⊓⊔
Corollary 1.
ir dom dom Γ %I Γ ′ ⇒ Γ ⊖ (dom(Γ )− dom(Γ ′)) ≈ Γ ′
Proof.
Γ %I Γ ′ P4⇒ ok Γ ∧ ∃ x ⊆ Ind(Γ ) . Γ ⊖ x ≈ Γ ′.
dom(Γ ′) L16= dom(Γ ⊖ x) L29= dom(Γ )− x⇒ x = dom(Γ )− dom(Γ ′). ⊓⊔
To prove Lemma 5 we extend some results on context-equivalence (for terms) to heap-context-equivalence.
Lemma 32.
hce sub Γ ≈V Γ ′ ∧ V ′ ⊆ V ⇒ Γ ≈V ′ Γ ′
hce add Γ ≈V Γ ′ ∧ x /∈ names(Γ ) ∪ names(Γ ′)⇒ Γ ≈V ∪x Γ ′
Proof.
hce sub
An easy induction using ce sub in Lemma 14.
hce add
An easy induction using ce add in Lemma 14. ⊓⊔
Lemma 33.
hce del ind Γ ≈V Γ ′ ∧ dom(Γ ) ⊆ V ∧ x ∈ Ind(Γ )⇒ Γ ⊖ x ≈V Γ ′ ⊖ x
he del ind Γ ≈ Γ ′ ∧ x ∈ Ind(Γ )⇒ Γ ⊖ x ≈ Γ ′ ⊖ x
Proof.
hce del ind
x ∈ Ind(Γ ) L16= Ind(Γ ′)⇒ Γ = (Θ, x 7→ fvar y) ∧ Γ ′ = (Θ′, x 7→ fvar y′)
L28⇒ Θ ≈V Θ′ ∧ (fvar y) ≈V (fvar y′).
Moreover, by hce ok (Lemma 16) x /∈ dom(Θ) ∪ dom(Θ′).
In addition, dom(Γ ) ⊆ V ⇒ x ∈ V .
We proceed by induction on the size of Θ:
– Θ = ∅ L16⇒ Θ′ = ∅.
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– Θ = (∆, z 7→ t) with z 6= x.
By Lemma 16, Θ′ = (∆′, z 7→ t′).
By Lemma 28, ∆ ≈V ∆′ ∧ t ≈V t′.
Therefore, (∆,x 7→ fvar y) ≈V (∆′, x 7→ fvar y′) I.H.⇒ (∆,x 7→ fvar y)⊖ x ≈V (∆′, x 7→ fvar y′)⊖ x.
Moreover, t ≈V t′ ∧ (fvar y) ≈V (fvar y′) ∧ x ∈ V L15⇒ t[y/x] ≈V t′[y′/x], lc t ⇒ lc t[y/x], and
z /∈ dom(∆,x 7→ fvar y).
Hence, ((∆,x 7→ fvar y)⊖ x, z 7→ t[y/x]) ≈V ((∆′, x 7→ fvar y′)⊖ x, z 7→ t′[y′/x]).
But Γ ⊖ x = ((∆,x 7→ fvar y)⊖ x, z 7→ t[y/x]) and Γ ′ ⊖ x = ((∆′, x 7→ fvar y′)⊖ x, z 7→ t′[y′/x]).
he del ind
It is a direct consequence of hce del ind and Lemma 32. ⊓⊔
Proposition 5.
ir ref ok Γ ⇒ Γ %I Γ
ir trans Γ %I Γ ′ ∧ Γ ′ %I Γ ′′ ⇒ Γ %I Γ ′′
Proof.
ir ref
By hce ref in Proposition 3.
ir trans
By rule induction on Γ %I Γ ′:
– Γ ≈ Γ ′.
Γ ′ %I Γ ′′ P4⇒ ok Γ ′ ∧ ∃ x ⊆ Ind(Γ ′) . Γ ′ ⊖ x ≈ Γ ′′.
By hce ind (Lemma 16), x ⊆ Ind(Γ ).
By he del ind (Lemma 33), Γ ⊖ x ≈ Γ ′ ⊖ x and, by transitivity of ≈ (Proposition 3), Γ ⊖ x ≈ Γ ′′.
By Proposition 4 (in the other direction) we get Γ %I Γ ′′.
– Γ ⊖ y %I Γ ′ ∧ y ∈ Ind(Γ ) ∧ ok Γ .
By induction hypothesis Γ ⊖ y %I Γ ′′ ⇒ Γ %I Γ ′′.
⊓⊔
Lemma 20
ir dom Γ %I Γ ′ ⇒ dom(Γ ′) ⊆ dom(Γ )
ir ind Γ %I Γ ′ ⇒ Ind(Γ ′) ⊆ Ind(Γ )
ir ok Γ %I Γ ′ ⇒ ok Γ ∧ ok Γ ′
ir dom he Γ %I Γ ′ ∧ dom(Γ ) = dom(Γ ′)⇒ Γ ≈ Γ ′
ir ir he (Γ %I Γ ′ ∧ Γ ′ %I Γ )⇔ Γ ≈ Γ ′
Proof.
The proofs of ir dom, ir ind and ir ok are easy rule inductions.
ir dom he
We prove by contrapositive: Assume Γ %I Γ ′ ∧ Γ ≈/ Γ ′.
Γ %I Γ ′ ⇒ ok Γ ∧ Γ ⊖ x %I Γ ′ ∧ x ∈ Ind(Γ ).
By ir dom, dom(Γ ′) ⊆ dom(Γ ⊖ x) L29= dom(Γ )− {x} ( dom(Γ ).
Hence dom(Γ ) 6= dom(Γ ′).
ir ir he
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⇒ By ir dom,
Γ %I Γ ′ ⇒ dom(Γ ′) ⊆ dom(Γ )
Γ ′ %I Γ ⇒ dom(Γ ) ⊆ dom(Γ ′)
}
⇒ dom(Γ ) = dom(Γ ′).
By ir dom he, Γ ≈ Γ ′.
⇐ Γ ≈ Γ ′ ⇒ Γ %I Γ ′.
Γ ≈ Γ ′ P3⇒ Γ ′ ≈ Γ ⇒ Γ ′ %I Γ . ⊓⊔
Lemma 21
ireq he ireq1 [Γ ] %I [Γ ′] ∧∆ ≈ Γ ⇒ [∆] %I [Γ ′]
ireq he ireq2 [Γ ] %I [Γ ′] ∧∆ ≈ Γ ′ ⇒ [Γ ] %I [∆]
Proof.
ireq he ireq1
[Γ ] %I [Γ ′]⇒ Γ %I Γ ′.
– Γ ≈ Γ ′.
∆ ≈ Γ L16⇒ dom(∆) = dom(Γ ) P3⇒ ∆ ≈ Γ ′ ⇒ ∆ %I Γ ′ ⇒ [∆] %I [Γ ′].
– ok Γ ∧ (Γ ⊖ x) %I Γ ′ ∧ x ∈ Ind(Γ ).
∆ ≈ Γ L16⇒ x ∈ Ind(∆) ∧ ok ∆ L33⇒ (∆⊖ x) ≈ (Γ ⊖ x)⇒ (∆⊖ x) %I (Γ ⊖ x) P5⇒ (∆⊖ x) %I Γ ′.
Thus, ∆ %I Γ ′ ⇒ [∆] %I [Γ ′].
ireq he ireq2
[Γ ] %I [Γ ′]⇒ Γ %I Γ ′.
– Γ ≈ Γ ′ L16⇒ dom(Γ ) = dom(Γ ′).
∆ ≈ Γ ′ P3⇒ Γ ′ ≈ ∆ P3⇒ Γ ≈ ∆⇒ Γ %I ∆⇒ [Γ ] %I [∆].
– ok Γ ∧ (Γ ⊖ x) %I Γ ′ ∧ x ∈ Ind(Γ ).
∆ ≈ Γ ′ P3⇒ Γ ′ ≈ ∆⇒ Γ ′ %I ∆ P5⇒ (Γ ⊖ x) %I ∆⇒ Γ %I ∆⇒ [Γ ] %I [∆] .
⊓⊔
Proposition 6
ireq ref ok Γ ⇒ [Γ ] %I [Γ ]
ireq antsym [Γ ] %I [Γ ′] ∧ [Γ ′] %I [Γ ]⇒ [Γ ] = [Γ ′]
ireq trans [Γ ] %I [Γ ′] ∧ [Γ ′] %I [Γ ′′]⇒ [Γ ] %I [Γ ′′]
Proof.
Reflexivity and transitivity are immediate because %I is a preorder for heaps (Proposition 5).
Antisymmetry is a consequence of ir ir he (Lemma 20). ⊓⊔
Lemma 22
irht irh (Γ : t) %I (Γ ′ : t′)⇒ Γ %I Γ ′
irht ss (Γ : t) %I (Γ ′ : t′)⇒ t ∼S t′
irht lc (Γ : t) %I (Γ ′ : t′)⇒ lc t ∧ lc t′
Proof.
(Γ : t) %I (Γ ′ : t′)⇒ ∀z /∈ L . (Γ, z 7→ t) %I (Γ ′, z 7→ t′), for some finite L ⊆ Id .
irht irh
(Γ, z 7→ t) %I (Γ ′, z 7→ t′) C1⇒ (Γ, z 7→ t)⊖ x ≈ (Γ ′, z 7→ t′) with x = dom(Γ )− dom(Γ ′).
(Γ, z 7→ t)⊖ x = (Γ ⊖ x, z 7→ t′′) being t′′ the transformation of t by x
L28⇒ Γ ⊖ x ≈ Γ ′ P4⇒ Γ %I Γ ′.
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irht ss
(Γ, z 7→ t) %I (Γ ′, z 7→ t′) C1⇒ (Γ, z 7→ t)⊖ x ≈ (Γ ′, z 7→ t′) with x = dom(Γ )− dom(Γ ′).
We proceed by induction on the length of x:
– x = [ ]⇒ (Γ, z 7→ t) ≈ (Γ ′, z 7→ t′) L28⇒ t ≈dom(Γ )∪{z} t′ L13⇒ t ∼S t′.
– x = [y : y] for some y 7→ fvar y′ ∈ Γ .
(Γ, z 7→ t)⊖ x = ((Γ, z 7→ t)⊖ y)⊖ y
= (Γ ⊖ y, z 7→ t[y′/y])⊖ y ≈ (Γ ′, z 7→ t′)
I.H.⇒ t[y′/y] ∼S t′ L1&P1⇒ t ∼S t′.
irht lc
(Γ, z 7→ t) %I (Γ ′, z 7→ t′) L20⇒ ok (Γ, z 7→ t) ∧ ok (Γ ′, z 7→ t′)⇒ lc t ∧ lc t′. ⊓⊔
7.5 Equivalence (Section 4.3)
Several auxiliary results are needed to prove Proposition 7.
If (Γ : fvar x) and (Γ ′ : fvar x′) are related, and there is a binding for x′ in Γ ′, then there must be a
binding for x in Γ too. Furthermore, there exists in Γ a sequence of indirections leading from x to x′.
Lemma 34.
ir fvar (Γ : fvar x) %I (Γ ′ : fvar x′)
⇒ (x /∈ dom(Γ ) ∧ x′ /∈ dom(Γ ′))
∨ (x ∈ dom(Γ ) ∧ x′ ∈ dom(Γ ′)∧
∃x0, . . . , xn ∈ Id . x0 = x ∧ xn = x′ ∧ ∀i : 0 ≤ i < n . xi 7→ fvar xi+1 ∈ Γ )
Proof.
(Γ : fvar x) %I (Γ ′ : fvar x′)⇒ ∀z /∈ L . (Γ, z 7→ fvar x) %I (Γ ′, z 7→ fvar x′)
C1⇒ (Γ, z 7→ fvar x) ⊖ x ≈ (Γ ′, z 7→ fvar x′) with x = dom(Γ )− dom(Γ ′).
Take z /∈ L such that z 6= x ∧ z 6= x′. Now we proceed by induction on the length of x:
– x = [ ]⇒ dom(Γ ′) = dom(Γ ) ∧ (Γ, z 7→ fvar x) ≈ (Γ ′, z 7→ fvar x′) L28⇒ fvar x ≈dom(Γ )∪{z} fvar x′.
• x /∈ dom(Γ )⇒ x′ /∈ dom(Γ ) = dom(Γ ′).
• x ∈ dom(Γ ) = dom(Γ ′)⇒ x = x′ ⇒ x′ ∈ dom(Γ ′),
and the second part of the result is immediate (take n = 0).
– x 6= [ ]
• x /∈ x⇒ (Γ, z 7→ fvar x) ⊖ x = (Γ ⊖ x, z 7→ fvar x) ≈ (Γ ′, z 7→ fvar x′).
With a reasoning similar to the empty list case, we infer that either x /∈ dom(Γ ) ∧ x′ /∈ dom(Γ ′),
or x ∈ dom(Γ ) ∩ dom(Γ ′) and x = x′.
• x ∈ x⇒ x ∈ Ind(Γ ) and x 7→ fvar y ∈ Γ for some y ∈ Id .
Moreover, we have [x : y] ∈ S(x) L19⇒ (Γ, z 7→ fvar x)⊖ [x : y] ≈ (Γ, z 7→ fvar x)⊖ x.
Hence (Γ, z 7→ fvar x)⊖ [x : y] = (Γ ⊖ x, z 7→ fvar y)⊖ y
I.H.⇒ x′ ∈ dom(Γ ′) ∧ ∃x0, . . . , xn ∈ Id . x0 = y ∧ xn = x′ ∧ ∀i : 0 ≤ i < n . xi 7→ fvar xi+1 ∈ Γ ⊖ x.
Since ∀i : 0 < i < n . xi 6= y we have ∀i : 0 ≤ i < n . xi 7→ fvar xi+1 ∈ Γ too, and we can extend
the sequence with x 7→ fvar y.
⊓⊔
Lemma 35.
ir irht (Γ, x 7→ t) %I (Γ ′, x 7→ t′)⇒ ((Γ, x 7→ t) : t) %I ((Γ ′, x 7→ t′) : t′)
Proof. By rule induction:
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– ir he
(Γ, x 7→ t) ≈ (Γ ′, x 7→ t′)⇒ (Γ, x 7→ t) ≈dom(Γ,x 7→t) (Γ ′, x 7→ t′) L28⇒ t ≈dom(Γ,x 7→t) t′ ∧ lc t.
Let L = names(Γ, x 7→ t) ∪ names(Γ ′, x 7→ t′), then by ce add (in Lemma 14) and hce add (in
Lemma 32), ∀z /∈ L . (Γ, x 7→ t) ≈dom(Γ,x 7→t)∪{z} (Γ ′, x 7→ t′) ∧ t ≈dom(Γ,x 7→t)∪{z} t′
⇒ ∀z /∈ L . (Γ, x 7→ t, z 7→ t) ≈dom(Γ,x 7→t)∪{z} (Γ ′, x 7→ t′, z 7→ t′)
⇒ ∀z /∈ L . (Γ, x 7→ t, z 7→ t) %I (Γ ′, x 7→ t′, z 7→ t′)
⇒ ((Γ, x 7→ t) : t) %I ((Γ ′, x 7→ t′) : t′).
– ir ir
(Γ, x 7→ t)⊖ y %I (Γ ′, x 7→ t′) for some y 7→ fvar y′ ∈ Γ
⇒ (Γ ⊖ y, x 7→ t[y′/y]) %I (Γ ′, x 7→ t′)
I.H.⇒ ((Γ ⊖ y, x 7→ t[y′/y]) : t[y′/y]) %I ((Γ ′, x 7→ t′) : t′)
⇒ ∀z /∈ L . (Γ ⊖ y, x 7→ t[y′/y], z 7→ t[y′/y]) %I (Γ ′, x 7→ t′, z 7→ t′), for some L ⊆ Id
⇒ ∀z /∈ L ∪ dom(Γ ) . (Γ, x 7→ t, z 7→ t)⊖ y %I (Γ ′, x 7→ t′, z 7→ t′)
⇒ ((Γ, x 7→ t) : t) %I ((Γ ′, x 7→ t′) : t′).
⊓⊔
Lemma 36.
ir fvar irht ((Γ, x 7→ t) : fvar x) %I ((Γ ′, x′ 7→ t′) : fvar x′)
⇒ ((Γ, x 7→ t) : t) %I ((Γ ′, x′ 7→ t′) : t′) ∨ ((Γ, x 7→ t) : t) %I ((Γ ′, x′ 7→ t′) : fvar x′).
Proof.
((Γ, x 7→ t) : fvar x) %I ((Γ ′, x′ 7→ t′) : fvar x′)
L34⇒ ∃x0, . . . , xn ∈ Id . x0 = x ∧ xn = x′ ∧ ∀i : 0 ≤ i < n . xi 7→ fvar xi+1 ∈ (Γ, x 7→ t).
– n = 0⇒ x = x′
⇒ ((Γ, x 7→ t) : fvar x) %I ((Γ ′, x 7→ t′) : fvar x)
L22⇒ (Γ, x 7→ t) %I (Γ ′, x 7→ t′)
L35⇒ ((Γ, x 7→ t) : t) %I ((Γ ′, x 7→ t′) : t′).
– n > 0⇒ t ≡ fvar x1 ⇒ ((Γ, x 7→ fvar x1) : fvar x) %I ((Γ ′, x′ 7→ t′) : fvar x′)
⇒ ∀z /∈ L . (Γ, x 7→ fvar x1, z 7→ fvar x) %I (Γ ′, x′ 7→ t′, z 7→ fvar x′) for some L ⊆ Id
C1⇒ (Γ, x 7→ fvar x1, z 7→ fvar x)⊖ y ≈ (Γ ′, x′ 7→ t′, z 7→ fvar x′)
with y = dom(Γ ) ∪ {x} − (dom(Γ ′) ∪ {x′}).
• x /∈ y ⇒ x ∈ dom((Γ, x 7→ fvar x1)⊖ y).
(Γ, x 7→ fvar x1, z 7→ fvar x)⊖ y = ((Γ, x 7→ fvar x1)⊖ y, z 7→ fvar x)
L28⇒ fvar x ≈dom((Γ,x 7→fvar x1)⊖y)∪{z} fvar x′.
Hence, x = x′ and we proceed like in the case n = 0.
• x ∈ y ⇒ [x : x] ∈ S(y) for some x.
L19⇒ (Γ, x 7→ fvar x1, z 7→ fvar x)⊖ [x : x] ≈ (Γ ′, x′ 7→ t′, z 7→ fvar x′).
But (Γ, x 7→ fvar x1, z 7→ fvar x)⊖ [x : x] = (Γ, z 7→ fvar x1)⊖ x =
(Γ, x 7→ fvar x1, z 7→ fvar x1)⊖ [x : x]
P4⇒ (Γ, x 7→ fvar x1, z 7→ fvar x1) %I (Γ ′, x′ 7→ t′, z 7→ fvar x′).
This can be obtained for any z /∈ L, so that
((Γ, x 7→ fvar x1) : fvar x1) %I ((Γ ′, x′ 7→ t′) : fvar x′).
⊓⊔
If two heap/application pairs are indirection related then the bodies of the applications and their
arguments are also related.
Lemma 37.
irht app (Γ : app t (fvar x)) %I (Γ ′ : app t′ (fvar x′))
⇒ (Γ : t) %I (Γ ′ : t′) ∧ (Γ : fvar x) %I (Γ ′ : fvar x′).
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Proof.
(Γ : app t (fvar x)) %I (Γ ′ : app t′ (fvar x′))
⇒ ∀z /∈ L . (Γ, z 7→ app t (fvar x)) %I (Γ ′, z 7→ app t′ (fvar x′)) for some finite L ⊆ Id
C1⇒ (Γ, z 7→ app t (fvar x))⊖ x ≈ (Γ ′, z 7→ app t′ (fvar x′)) with x = dom(Γ )− dom(Γ ′).
Now we prove by induction on the length of x that
(Γ, z 7→ app t (fvar x))⊖ x ≈ (Γ ′, z 7→ app t′ (fvar x′))
⇒ (Γ, z 7→ t)⊖ x ≈ (Γ ′, z 7→ t′) ∧ (Γ, z 7→ fvar x)⊖ x ≈ (Γ ′, z 7→ fvar x′)
– x = [ ]
⇒ (Γ, z 7→ app t (fvar x)) ≈ (Γ ′, z 7→ app t′ (fvar x′))
L28⇒ Γ ≈dom(Γ )∪{z} Γ ′∧(app t (fvar x)) ≈dom(Γ )∪{z} (app t′ (fvar x′))∧ lc (app t (fvar x))∧z /∈ dom(Γ )
(app t (fvar x)) ≈dom(Γ )∪{z} (app t′ (fvar x′))⇒ t ≈dom(Γ )∪{z} t′ ∧ (fvar x) ≈dom(Γ )∪{z} (fvar x′)
lc (app t (fvar x))⇒ lc t ∧ lc (fvar x)
⇒ (Γ, z 7→ t) ≈dom(Γ )∪{z} (Γ ′, z 7→ t′) ∧ (Γ, z 7→ fvar x) ≈dom(Γ )∪{z} (Γ ′, z 7→ fvar x′).
– x = [y : y] with y 7→ fvar y′ ∈ Γ ∧ y 6= z.
(Γ, z 7→ app t (fvar x))⊖ x = (Γ ⊖ y, z 7→ app t[y′/y] (fvar x[y′/y]))⊖ y ≈ (Γ ′, z 7→ app t′ (fvar x′))
I.H.⇒ (Γ ⊖ y, z 7→ t[y′/y])⊖ y ≈ (Γ ′, z 7→ t′) ∧ (Γ ⊖ y, z 7→ fvar x[y′/y])⊖ y ≈ (Γ ′, z 7→ fvar x′)
⇒ (Γ, z 7→ t)⊖ [y : y] ≈ (Γ ′, z 7→ t′) ∧ (Γ, z 7→ fvar x)⊖ [y : y] ≈ (Γ ′, z 7→ fvar x′).
By Proposition 4 we have (Γ, z 7→ t) %I (Γ ′, z 7→ t′) ∧ (Γ, z 7→ fvar x) %I (Γ ′, z 7→ fvar x′),
and the result is valid for any z /∈ L, so that (Γ : t) %I (Γ ′ : t′) and (Γ : fvar x) %I (Γ ′ : fvar x′). ⊓⊔
The next lemma is useful to show that the indirection relation between variables can be preserved
through evaluation.
Lemma 38.
irht fv (Γ : fvar x) %I (Γ ′ : fvar x′) ∧ Γ ⊆ ∆ ∧ Γ ′ ⊆ ∆′ ∧∆ %I ∆′∧
(x /∈ dom(Γ )⇒ x /∈ dom(∆)) ∧ (x′ /∈ dom(Γ ′)⇒ x′ /∈ dom(∆′))∧
(y ∈ dom(Γ ) ∧ y /∈ dom(Γ ′)⇒ y /∈ dom(∆′))
⇒ (∆ : fvar x) %I (∆′ : fvar x′).
Proof.
(Γ : fvar x) %I (Γ ′ : fvar x′)⇒ ∀z /∈ L . (Γ, z 7→ fvar x) %I (Γ ′, z 7→ fvar x′) for some finite L ⊆ Id
C1⇒ ∀z /∈ L . (Γ, z 7→ fvar x)⊖ x ≈ (Γ ′, z 7→ fvar x′) with x = dom(Γ )− dom(Γ ′).
Furthermore, ∆ %I ∆′ C1⇒ ∆⊖ y ≈ ∆′ with y = dom(∆)− dom(∆′).
Notice that, Γ ⊆ ∆⇒ x ⊆ dom(∆);
and by hypothesis, y ∈ dom(Γ )− dom(Γ ′)⇒ y /∈ dom(∆′), so that we can write y = x++z.
Let L′ = L ∪ {x, x′} ∪ dom(∆) ∪ y, we prove:
∀z /∈ L′ . (∆, z 7→ fvar x)⊖ y ≈ (∆′, z 7→ fvar x′).
By induction on the length of x:
– x = [ ]⇒ y = z.
On the one hand, z /∈ L′ ⇒ z /∈ L so that (Γ, z 7→ fvar x) ≈ (Γ ′, z 7→ fvar x′)
L28⇒ fvar x ≈dom(Γ )∪{z} fvar x′
⇒ x = x′ ∨ x, x′ /∈ dom(Γ ) ∪ {z} = dom(Γ ′) ∪ {z}.
On the other hand, ∆⊖ z ≈ ∆′.
We show that fvar x ≈dom(∆⊖z)∪{z} fvar x′:
• If x = x′ then the result is trivial.
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• If x, x′ /∈ dom(Γ ) ∪ {z} = dom(Γ ′) ∪ {z} then, by hypothesis,
x /∈ dom(∆) ∪ {z} ⇒ x /∈ dom(∆⊖ z) ∪ {z}
x′ /∈ dom(∆′) ∪ {z} = dom(∆⊖ z) ∪ {z}
We know that lc (fvar x) and z /∈ L′ ⇒ z /∈ dom(∆⊖ z).
Therefore, ∀z /∈ L′.(∆, z 7→ fvar x)⊖ z = (∆⊖ z, z 7→ fvar x) ≈ (∆′, z 7→ fvar x′).
– x = [y : x′] with y 7→ fvar y′ ∈ Γ .
We know that:
1. (Γ, z 7→ fvar x)⊖ [y : x′] = (Γ ⊖ y, z 7→ fvar x[y′/y])⊖ x′ ≈ (Γ ′, z 7→ fvar x′), for all z /∈ L′ ⊆ L.
2. Γ ⊆ ∆⇒ Γ ⊖ y ⊆ ∆⊖ y.
3. ∆⊖ ([y : x′] ++z) = (∆⊖ y)⊖ (x′ ++z) ≈ ∆′ P4⇒ ∆⊖ y %I ∆′.
4. By Lemma 29, dom(Γ ⊖ y) = dom(Γ )− {y} ∧ dom(∆⊖ y) = dom(∆)− {y}.
Therefore, x /∈ dom(Γ ⊖ y)⇒ x /∈ dom(Γ ) ∨ x = y ⇒ x /∈ dom(∆) ∨ x = y ⇒ x /∈ dom(∆⊖ y).
5. y′′ ∈ dom(Γ ⊖ y) ∧ y′′ /∈ dom(Γ ′)⇒ y′′ ∈ dom(Γ ) ∧ y′′ 6= y ∧ y′′ /∈ dom(Γ ′)⇒ y′′ /∈ dom(∆′).
Then by induction hypothesis:
∀z /∈ L′.(∆⊖ y, z 7→ (fvar x)[y′/y])⊖ (x′ ++z) ≈ (∆′, z 7→ fvar x′)
⇒∀z /∈ L′.(∆, z 7→ fvar x)⊖ y ≈ (∆′, z 7→ fvar x′).
Now, by Proposition 4, ∀z /∈ L′.(∆, z 7→ fvar x) %I (∆′, z 7→ fvar x′)⇒ (∆ : fvar x) %I (∆′ : fvar x′).
⊓⊔
The introduction of indirections at functional application preserves the indirection-relation.
Lemma 39.
irht red ind fresh y in (Γ : t) ∧ y 6= x ∧ (Γ : abs t) %I (Γ ′ : abs t′) ∧ (Γ : fvar x) %I (Γ ′ : fvar x′)




(Γ : abs t) %I (Γ ′ : abs t′)⇒ ∀z /∈ L′.(Γ, z 7→ abs t) %I (Γ ′, z 7→ abs t′), for some finite L′ ⊆ Id
C1⇒ ∀z /∈ L′.(Γ, z 7→ abs t)⊖ x ≈ (Γ ′, z 7→ abs t′) with x = dom(Γ )− dom(Γ ′).
Similarly, (Γ : fvar x) %I (Γ ′ : fvar x′) ⇒ ∀z /∈ L′′.(Γ, z 7→ fvar x) ⊖ x ≈ (Γ ′, z 7→ fvar x′) for some
finite L′′ ⊆ Id .
Let L = L′ ∪ L′′ ∪ {y} ∪ names(Γ ) ∪ names(Γ ′) ∪ fv(t) ∪ fv(t′) ∪ {x, x′},
we will prove that ∀z /∈ L.(Γ, y 7→ fvar x, z 7→ ty)⊖ [y : x] ≈ (Γ ′, z 7→ t′x′).
By induction on the length of x:
– x = [ ].
Let z /∈ L, (Γ, y 7→ fvar x, z 7→ ty)⊖ y = ((Γ, y 7→ fvar x) ⊖ y, z 7→ tx) L31= (Γ, z 7→ tx).
z /∈ L⇒ z /∈ L′ ⇒ (Γ, z 7→ abs t) ≈ (Γ ′, z 7→ abs t′)
L28⇒ (abs t) ≈dom(Γ )∪{z} (abs t′)⇒ t ≈dom(Γ )∪{z} t′.
z /∈ L⇒ z /∈ L′′ ⇒ (Γ, z 7→ fvar x) ≈ (Γ ′, z 7→ fvar x′)⇒ (fvar x) ≈dom(Γ )∪{z} (fvar x′).
Therefore, for any z /∈ L we have t ≈dom(Γ )∪{z} t′ ∧ (fvar x) ≈dom(Γ )∪{z} (fvar x′),
and by ce op3 (Lemma 15), tx ≈dom(Γ )∪{z} t′x′ .
Furthermore, z /∈ L⇒ z /∈ dom(Γ ) ∪ dom(Γ ′), so that Γ ≈ Γ ′ L32⇒ Γ ≈dom(Γ )∪{z} Γ ′.
Finally, lc (abs t)⇒ lc tx.
We can then conclude that ∀z /∈ L.(Γ, z 7→ tx) ≈ (Γ ′, z 7→ t′x′).
– x = [y′ : x′] with y′ 7→ fvar y′′ ∈ Γ ∧ y′ 6= y.
Let z /∈ L,
z /∈ L′ ⇒ (Γ, z 7→ abs t)⊖ x = (Γ ⊖ y′, z 7→ abs t[y′′/y′])⊖ x′ ≈ (Γ ′, z 7→ abs t′);
z /∈ L′′ ⇒ (Γ, z 7→ fvar x)⊖ x = (Γ ⊖ y′, z 7→ (fvar x)[y′′/y′])⊖ x′ ≈ (Γ ′, z 7→ fvar x′).
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By induction hypothesis:
(Γ ⊖ y′, y 7→ (fvar x)[y′′/y′], z 7→ t[y′′/y′]y)⊖ [y : x′] ≈ (Γ ′, z 7→ t′x′)
y 6=y′⇒ (Γ, y 7→ fvar x, z 7→ ty)⊖ [y′ : y : x′] ≈ (Γ ′, z 7→ t′x′)
L19⇒ (Γ, y 7→ fvar x, z 7→ ty)⊖ [y : y′ : x′] ≈ (Γ ′, z 7→ t′x′)
⇒ (Γ, y 7→ fvar x, z 7→ ty)⊖ [y : x] ≈ (Γ ′, z 7→ t′x′).
Now we check that ok (Γ, y 7→ fvar x, z 7→ ty):
Γ %I Γ ′′ L20⇒ ok Γ ∧ ok Γ ′
y /∈ dom(Γ )
lc (fvar x)
 ⇒ ok (Γ, y 7→ fvar x).
ok (Γ, y 7→ fvar x)
z /∈ L ⊇ dom(Γ ) ∪ {y}
lc (abs t)⇒ lc ty
 ⇒ ok (Γ, y 7→ fvar x, z 7→ ty).
By Proposition 4,
∀z /∈ L.(Γ, y 7→ fvar x, z 7→ ty)⊖ [y : x] ≈ (Γ ′, z 7→ t′x′)⇒ ((Γ, y 7→ fvar x) : ty) %I (Γ ′ : t′x
′
). ⊓⊔
If two let expressions are indirection related, then their body terms are also related with respect to the
heaps extended with the local declarations.
Lemma 40.
intr vars fresh x in (Γ : let t in t) ∧ fresh x in (Γ ′ : let t′ in t′)∧
(Γ : let t in t) %I (Γ ′ : let t′ in t′)⇒ ((Γ, x 7→ tx) : tx) %I ((Γ ′, x 7→ t′x) : t′x).
Proof.
(Γ : let t in t) %I (Γ ′ : let t′ in t′)
⇒ ∀z /∈ L . (Γ, z 7→ let t in t) %I (Γ ′, z 7→ let t′ in t′) for some finite L ⊆ Id
C1⇒ (Γ, z 7→ let t in t)⊖ y ≈ (Γ ′, z 7→ let t′ in t′) with y = dom(Γ )− dom(Γ ′).
Consider any z /∈ L such that fresh z in (Γ : let t in t) ∧ fresh z in (Γ ′ : let t′ in t′) ∧ z /∈ x.
Now we prove by induction on the length of y that
(Γ, z 7→ let t in t)⊖ y ≈ (Γ ′, z 7→ let t′ in t′)⇒ (Γ, x 7→ tx, z 7→ tx)⊖ y ≈ (Γ ′, x 7→ t′x, z 7→ t′x)
– y = [ ]
⇒ (Γ, z 7→ let t in t) ≈ (Γ ′, z 7→ let t′ in t′)
L28⇒ Γ ≈dom(Γ )∪{z} Γ ′ ∧ let t in t ≈dom(Γ )∪{z} let t′ in t′ ∧ lc (let t′ in t′) ∧ z /∈ dom(Γ )
let t in t ≈dom(Γ )∪{z} let t′ in t′ ⇒ |t| = |t′| ∧ t ≈dom(Γ )∪{z} t′ ∧ t ≈dom(Γ )∪{z} t′
L14⇒ t ≈dom(Γ )∪x∪{z} t′ ∧ t ≈dom(Γ )∪x∪{z} t′
L15⇒ tx ≈dom(Γ )∪x∪{z} t′x ∧ tx ≈dom(Γ )∪x∪{z} t′x.
lc let t′ in t′ ⇒ lc tx ∧ lc tx ⇒ ok (Γ, x 7→ tx, z 7→ tx) ∧ ok (Γ ′, x 7→ t′x, z 7→ t′x)
L17⇒ (Γ, x 7→ tx, z 7→ tx) ≈ (Γ ′, x 7→ t′x, z 7→ t′x).
– y = [y : z] with y 7→ fvar y′ ∈ Γ ∧ y 6= z.
fresh x in (Γ : let t in t)⇒ fresh x in Γ ⊖ y : let t[y′/y] in t[y′/y].
(Γ, z 7→ let t in t)⊖ y = (Γ ⊖ y, z 7→ let t[y′/y] in t[y′/y])⊖ z ≈ (Γ ′, z 7→ let t′ in t′).
I.H.⇒ (Γ ⊖ y, x 7→ t[y′/y]x, z 7→ t[y′/y]x)⊖ z ≈ (Γ ′, x 7→ t′x, z 7→ t′x)
⇒ (Γ, x 7→ tx, z 7→ tx)⊖ y ≈ (Γ ′, x 7→ t′x, z 7→ t′x).
By Proposition 4 we have (Γ, x 7→ tx, z 7→ tx) %I (Γ ′, x 7→ t′x, z 7→ t′x) and the result is valid for any
z /∈ L and sufficiently fresh, so that ((Γ, x 7→ tx) : tx) %I ((Γ ′, x 7→ t′x) : t′x). ⊓⊔
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We also need some auxiliary results for heap-context-equivalence.
Lemma 41.
hce subs Γ ≈V Γ ′ ∧ y /∈ V ∧ fresh y in Γ ∧ fresh y in Γ ′ ⇒ Γ [y/x] ≈V [y/x] Γ ′[y/x]
ir subs Γ %I Γ ′ ∧ fresh y in Γ ∧ fresh y in Γ ′ ⇒ Γ [y/x] %I Γ ′[y/x]
ir ht subs (Γ : t) %I (Γ ′ : t′) ∧ fresh y in (Γ : t) ∧ fresh y in (Γ ′ : t′)
⇒ (Γ [y/x] : t[y/x]) %I (Γ ′[y/x] : t′[y/x])
Proof.
hce subs
By rule induction, where the case of the empty heap is immediate.
(Θ, z 7→ t) ≈V (Θ′, z 7→ t′)

Θ ≈V Θ′ I.H.⇒ Θ[y/x] ≈V [y/x] Θ′[y/x]
t ≈V t′ L15⇒ t[y/x] ≈V [y/x] t′[y/x]
lc t⇒ lc t[y/x]
– x 6= z ⇒ z[y/x] = z /∈ dom(Θ) z 6=y⇒ z[y/x] /∈ dom(Θ[y/x]).
– x = z ⇒ z[y/x] = y /∈ dom(Θ) x/∈dom(Θ)⇒ z[y/x] /∈ dom(Θ[y/x]).
Therefore, (Θ[y/x], z[y/x] 7→ t[y/x]) ≈V [y/x] (Θ′[y/x], z[y/x] 7→ t′[y/x]).
Thus, Γ [y/x] ≈V [y/x] Γ ′[y/x].
ir subs
By rule induction.
– Γ ≈ Γ ′ ⇒ Γ ≈dom(Γ ) Γ ′ hce subs⇒ Γ [y/x] ≈dom(Γ [y/x]) Γ ′[y/x]⇒ Γ [y/x] %I Γ ′[y/x].
– ok Γ ∧ Γ ⊖ z %I Γ ′ ∧ z ∈ Ind(Γ )
ok Γ
y/∈dom(Γ )⇒ ok Γ [y/x]
Γ ⊖ z %I Γ ′ I.H.⇒ (Γ ⊖ z)[y/x] %I Γ ′[y/x]
• x 6= z ⇒ z ∈ Ind(Γ [y/x]) ∧ (Γ ⊖ z)[y/x] = Γ [y/x]⊖ z ⇒ Γ [y/x] %I Γ ′[y/x].
• x = z ⇒ y ∈ Ind(Γ [y/x]) ∧ (Γ ⊖ z)[y/x] = Γ [y/x]⊖ y ⇒ Γ [y/x] %I Γ ′[y/x].
ir ht subs
(Γ : t) %I (Γ ′ : t′) ⇒ ∀z /∈ L . (Γ, z 7→ t) %I (Γ ′, z 7→ t′), for some finite L ⊂ Id
ir subs⇒ ∀z /∈ L ∪ {y} . (Γ [y/x], z[y/x]︸ ︷︷ ︸
z′
7→ t[y/x]) %I (Γ ′[y/x], z[y/x]︸ ︷︷ ︸
z′
7→ t′[y/x])
⇒ (Γ [y/x] : t[y/x]) %I (Γ ′[y/x] : t′[y/x])
⊓⊔
Proposition 7
eq ir an (ΓA : tA) %I (ΓN : tN )∧
∀x /∈ L ⊆ Id . ΓA : tA ⇓A (ΓA, x 7→ sAx) : wAx ∧ \x(sAx) = sA ∧ \x(wAx) = wA
⇒ ∃y /∈ L . ∃sN ⊂ LNExp . ∃wN ∈ LNVal .
ΓN : tN ⇓N (ΓN , z 7→ sNz) : wNz ∧ \z(sNz) = sN ∧ \z(wNz) = wN ∧ z ⊆ y
∧ ((ΓA, y 7→ sAy) : wAy) %I ((ΓN , z 7→ sNz) : wNz)
eq ir na (ΓA : tA) %I (ΓN : tN )∧
∀x /∈ L ⊆ Id . ΓN : tN ⇓N (ΓN , x 7→ sNx) : wNx ∧ \x(sNx) = sN ∧ \x(wNx) = wN
⇒ ∃z /∈ L . ∃sA ⊂ LNExp . ∃wA ∈ LNVal .
ΓA : tA ⇓A (ΓA, y 7→ sAy) : wAy ∧ \y(sAy) = sA ∧ \y(wAy) = wA ∧ z ⊆ y
∧ ((ΓA, y 7→ sAy) : wAy) %I ((ΓN , z 7→ sNz) : wNz)
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Proof.
(ΓA : tA) %I (ΓN : tN ) L22⇒ tA ∼S tN .
eq ir an: By rule induction:
– Rule LNLam
tA ≡ abs uA ⇒ tN ≡ abs uN , and in this case x = [ ] (so that y = [ ] too).
It is easy to prove that for any t ∈ LNExp it is t[ ] = t = \[ ]t.
(ΓA : abs uA) %I (ΓN : abs uN ) ⇒ ∀z /∈ L′ . (ΓA, z 7→ abs uA) %I (ΓN , z 7→ abs uN )
L20⇒ ok (ΓN , z 7→ abs uN )
⇒ ok ΓN ∧ lc (abs uN)
LNLam⇒ ΓN : abs uN ⇓N ΓN : abs uN , and take z = [ ].
– Rule ALNVar.
tA ≡ fvar xA ∧ ΓA = (Γ ′A, xA 7→ uA).
On the one hand, ∀x /∈ L.(Γ ′A, xA 7→ uA) : fvar xA ⇓A (ΓA, x 7→ sAx) : wAx
⇒ ∀x /∈ L.(Γ ′A, xA 7→ uA) : uA ⇓A (ΓA, x 7→ sAx) : wAx.
On the other hand, tN ≡ fvar xN and, by hypothesis, ((Γ ′A, xA 7→ uA) : fvar xA) %I (ΓN : fvar xN )
L34⇒ ΓN = (Γ ′N , xN 7→ uN )
L36⇒ ((Γ ′A, xA 7→ uA) : uA) %I ((Γ ′N , xN 7→ uN) : uN)∨
((Γ ′A, xA 7→ uA) : uA) %I ((Γ ′N , xN 7→ uN) : fvar xN ).
In the first case, by induction hypothesis we have (Γ ′N , xN 7→ uN ) : uN ⇓N (ΓN , z 7→ sNz) : wNz
and ((ΓA, y 7→ sAy) : wAy) %I ((ΓN , z 7→ sNz) : wNz), for some z ⊆ y /∈ L, sN and wN .
By applying rule ALNVar to this result we obtain ΓN : tN ⇓N (ΓN , z 7→ sNz) : wNz.
In the second case, by induction hypothesis we obtain directly
(Γ ′N , xN 7→ uN) : fvar xN ⇓N (ΓN , z 7→ sNz) : wNz ,
with ((ΓA, y 7→ sAy) : wAy) %I ((ΓN , z 7→ sNz) : wNz) for some z ⊆ y /∈ L, sN and wN .
– Rule ALNApp.
tA ≡ app t′A (fvar xA)⇒ tN ≡ app t′N (fvar xN ).
By hypothesis, ∀x /∈ L . ΓA : app t′A (fvar xA) ⇓A (ΓA, x 7→ sAx) : wAx.
Let us choose a particular x /∈ L such that fresh x in (ΓA : tA);
x can be decomposed as x = [z : x1 ++x2] with
ΓA : t
′
A ⇓A (ΓA, x1 7→ s1Ax1) : abs u′Ax1 (3)
and





Let L′ = L ∪ names(ΓA : tA) ∪ fv(s1A) ∪ fv(u′A) ∪ {xN}; by applying renaming2 (Lemma 12) to (3)
we obtain
∀x1 /∈ L′ . ΓA : t′A ⇓A (ΓA, x1 7→ s1Ax1) : abs u′Ax1 .
By hypothesis, (ΓA : app t
′
A (fvar xA)) %I (ΓN : app t′N (fvar xN ))
L37⇒ (ΓA : t′A) %I (ΓN : t′N ), so
that by induction hypothesis
ΓN : t
′
N ⇓N (ΓN , z1 7→ s1Nz1) : w′Nz1 ∧ ((ΓA, y1 7→ s1Ay1) : abs u′Ay1) %I ((ΓN , z1 7→ s1Nz1) : w′Nz1)
for some y1 /∈ L′, and with z1 ⊆ y1. It must be that w′Nz1 ≡ abs uN for some term uN .
Now we apply renaming1 (Lemma 12) to (4) to obtain






Let L′′ = L′ ∪ fv(s2A) ∪ fv(w′′A) ∪ y1 ∪ {z}; by renaming2 (Lemma 12)
∀x2 /∈ L′′ . (ΓA, y1 7→ s1Ay1 , z 7→ fvar xA) : (u′Ay1)z ⇓A (ΓA, y1 7→ s1Ay1 , z 7→ fvar xA, x2 7→ s2Ax2) : w′′Az
By Lemma 37 we also have (ΓA : fvar xA) %I (ΓN : fvar xN ).
If ∆A = (ΓA, y1 7→ s1Ay1) and ∆N = (ΓN , z1 7→ s1Nz1) then ΓA ⊆ ∆A ∧ ΓN ⊆ ∆N ∧∆A %I ∆N , by
Lemmas 9 and 22.
Moreover, since xA /∈ y1 it is verified that (xA /∈ dom(ΓA)⇒ xA /∈ dom(∆A));
likewise xN /∈ y1 ⇒ xN /∈ z1 so that it is verified also that (xN /∈ dom(ΓN )⇒ xN /∈ dom(∆N )).
Furthermore, y ∈ dom(ΓA)⇒ y /∈ y1 ⇒ y /∈ z1, thus, (y ∈ dom(ΓA) ∧ y /∈ dom(ΓN )⇒ y /∈ dom(∆N )).
Therefore, all the conditions of Lemma 38 are satisfied and we infer that
(∆A : fvar xA) %I (∆N : fvar xN ) L39⇒ ((∆A, z 7→ fvar xA) : (u′Ay1)z) %I (∆N : uNxN ).
By induction hypothesis
(ΓN , z1 7→ s1Nz1) : uNxN ⇓N (ΓN , z1 7→ s1Nz1 , z2 7→ s2Nz2) : w′′Nz2 (5)
and
((ΓA, y1 7→ s1Ay1 , z 7→ fvar xA, y2 7→ s2Ay2) : wA[z:y1++y2]) %I ((ΓN , z1 7→ s1Nz1 , z2 7→ s2Nz2) : w′′Nz2)
for some y2 /∈ L′′, and with z2 ⊆ y2.
Let y = [z : y1 ++y2] and z = z1 ++z2 (notice that z ⊆ y), then we can rewrite (5) as
(ΓN , z1 7→ s1Nz1) : uNxN ⇓N (ΓN , z 7→ sNz) : wNz
with ((ΓA, y 7→ sAy) : wAy) %I ((ΓN , z 7→ sNz) : wNz).
Finally, by the rule LNApp the required result is obtained.
– Rule LNLet.
tA ≡ let tA in t′A ⇒ tN ≡ let tN in t′N ∧ |tA| = |tN |.
By hypothesis, ∀x /∈ L . ΓA : let tA in t′A ⇓A (ΓA, x 7→ sAx) : wAx.
Let us choose a particular x /∈ L such that fresh x in (ΓA : let tA in t′A), and we decompose the set
of names as x = x1 ++x2, with |x1| = |tA|.
Then, by the LNLet rule we have that
∀y1|tA| /∈ L′.(ΓA, y1 7→ tAy1) : t′Ay1 ⇓A (ΓA, y1 7→ tAy1 , x2 7→ s′A
y1) : w′A
y1 ,
for some finite L′ ⊆ Id , with x1 /∈ L′ and sAx = tAy1 ++s′Ay1 ∧ wAx = w′Ay1 .
Let L′′ = L∪L′ ∪ names(ΓA : tA)∪ names(ΓN : tN ), and fix a particular y1 /∈ L′′; thanks to Lemma 6,
s′A




x2 , with \x2(s′′A
x2
) = s′′A ∧ \x2(w′′Ax2) = w′′A, so that




By renaming2 (Lemma 12) we can obtain
∀y2 /∈ L′′ ∪ y1.(ΓA, y1 7→ tAy1) : t′Ay1 ⇓A (ΓA, y1 7→ tAy1 , y2 7→ s′′A
y2) : w′′A
y2 .
Moreover, by Lemma 40, ((ΓA, y1 7→ tAy1) : t′Ay1) %I ((ΓN , y1 7→ tNy1) : t′Ny1).
Hence, by induction hypothesis there exists y2 /∈ L′′ ∪ y1, and s′′N and w′′N such that







) = s′′N ∧ \z2(w′′Nz2) = w′′N ∧ z2 ⊆ y2,




Notice that y1 ++y2 /∈ L.
By Lemma 6, tN
y1 ++s′′N
z2




y1) = s′N ∧
\y1(w′N
y1) = w′N .
Let L′′′ = L′′ ∪ fv(sA) ∪ fv(wA) ∪ fv(s′N ) ∪ fv(w′N ) ∪ y1 ++y2 ∪ z2;
by renaming1 (Lemma 12) we obtain




Then, by the LNLet rule we infer that
ΓN : let tN in t
′
N ⇓N (ΓN , z1 ++z2 7→ s′N
z1
) : w′N
z1 , for some z1 /∈ L′′′.












((ΓA, y1 ++y2 7→ sAy1++y2) : wAy1++y2) %I ((ΓN , y1 ++z2 7→ sNy1++z2) : wNy1++z2)
L41⇒ (ΓA, z1 ++y2 7→ sAz1++y2) : wAz1++y2) %I ((ΓN , z1 ++z2 7→ sNz1++z2) : wNz1++z2),
and notice that z1 ++z2 ⊆ z1 ++y2 /∈ L.
eq ir na: By rule induction.
For rules LNLam and LNLet we follow similar reasonings as in eq ir an. Therefore, we detail only the
cases of rules ALNVar and LNApp:
– Rule ALNVar.
tN ≡ fvar xN ∧ ΓN = (Γ ′N , xN 7→ uN).
On the one hand, ∀x /∈ L.(Γ ′N , xN 7→ uN ) : fvar xN ⇓N (ΓN , x 7→ sNx) : wNx
⇒ ∀x /∈ L.(Γ ′N , xN 7→ uN ) : uN ⇓N (ΓN , x 7→ sNx) : wNx.
On the other hand, tA ≡ fvar xA and, by hypothesis, (ΓA : fvar xA) %I ((Γ ′N , xN 7→ uN ) : fvar xN )
L34⇒ ΓA = (Γ ′A, xA 7→ uA)∧
∃x0, . . . , xn ∈ Id . x0 = xA ∧ xn = xN ∧ ∀i : 0 ≤ i < n . xi 7→ fvar xi+1 ∈ (Γ ′A, xA 7→ uA).
Now we proceed by induction on n to prove that (Γ ′A, xA 7→ uA) : uA ⇓A (ΓA, y 7→ sAy) : wAy
and ((ΓA, y 7→ sAy) : wAy) %I ((ΓN , z 7→ sNz) : wNz) for some z ⊆ y /∈ L.
By applying rule ALNVar to this result we obtain ΓA : tA ⇓A (ΓA, y 7→ sAy) : wAy.
• n = 0⇒ xA = xN
⇒ ((Γ ′A, xA 7→ uA) : fvar xA) %I ((Γ ′N , xN 7→ uN ) : fvar xA)
L22⇒ (Γ ′A, xA 7→ uA) %I (Γ ′N , xN 7→ uN )
L35⇒ ((Γ ′A, xA 7→ uA) : uA) %I ((Γ ′N , xN 7→ uN) : uN).
By (rule) induction hypothesis we are done.
• n > 0⇒ ((Γ ′A, xA 7→ fvar x1) : fvar xA) %I ((Γ ′N , xN 7→ uN ) : fvar xN )
L36⇒ ((Γ ′A, xA 7→ fvar x1) : fvar x1) %I ((Γ ′N , xN 7→ uN ) : uN)∨
((Γ ′A, xA 7→ fvar x1) : fvar x1) %I ((Γ ′N , xN 7→ uN ) : fvar xN ).
In the first case, by (rule) induction hypothesis we are done.
In the second case, by Lemma 34, we have x1 ∈ dom(ΓA), so that ΓA = (Γ ′′A, x1 7→ u1).
Since the path from x1 to xN is of length n−1, the induction hypothesis indicates that there exists
z ⊆ y /∈ L, such that
(Γ ′′A, x1 7→ u1) : u1 ⇓A (ΓA, y 7→ sAy) : wAy and ((ΓA, y 7→ sAy) : wAy) %I ((ΓN , z 7→ sNz) : wNz).
By applying rule ALNVar, we obtain (Γ ′′A, x1 7→ u1) : fvar x1 ⇓A (ΓA, y 7→ sAy) : wAy, i.e.,
(Γ ′A, xA 7→ fvar x1) : fvar x1 ⇓A (ΓA, y 7→ sAy) : wAy.
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– Rule LNApp.
tN ≡ app t′N (fvar xN )⇒ tA ≡ app t′A (fvar xA).
By hypothesis, ∀x /∈ L . ΓN : app t′N (fvar xN ) ⇓N (ΓN , x 7→ sNx) : wNx.
Let us choose a particular x /∈ L such that fresh x in (ΓN : tN );
x can be decomposed as x = x1 ++x2 with
ΓN : t
′
N ⇓N (ΓN , x1 7→ s1Nx1) : abs u′Nx1 (6)
and




Let L′ = L ∪ names(ΓN : tN ) ∪ fv(s1N ) ∪ fv(u′N); by applying renaming2 (Lemma 12) to (6) we
obtain
∀x1 /∈ L′ . ΓN : t′N ⇓N (ΓN , x1 7→ s1Nx1) : abs u′Nx1 .
By hypothesis, (ΓA : app t
′
A (fvar xA)) %I (ΓN : app t′N (fvar xN ))
L37⇒ (ΓA : t′A) %I (ΓN : t′N ), so
that by induction hypothesis
ΓA : t
′
A ⇓A (ΓA, y1 7→ s1Ay1) : w′Ay1 ∧ ((ΓA, y1 7→ s1Ay1) : w′Ay1) %I ((ΓN , z1 7→ s1Nz1) : abs u′Nz1)
for some z1 /∈ L′, and with z1 ⊆ y1. It must be that w′Ay1 ≡ abs uA for some term uA.
Now we apply renaming1 (Lemma 12) to (7) to obtain




Let L′′ = L′ ∪ fv(s2N ) ∪ fv(w′′N ) ∪ z1; by renaming2 (Lemma 12)
∀x2 /∈ L′′ . (ΓN , z1 7→ s1Nz1) : (u′Nz1)xN ⇓N (ΓN , z1 7→ s1Nz1 , x2 7→ s2Nx2) : w′′Nx2
By Lemma 37 we also have (ΓA : fvar xA) %I (ΓN : fvar xN ).
If ∆A = (ΓA, y1 7→ s1Ay1) and ∆N = (ΓN , z1 7→ s1Nz1) then ΓA ⊆ ∆A ∧ ΓN ⊆ ∆N ∧∆A %I ∆N , by
Lemmas 9 and 22.
On the one hand, xA /∈ dom(ΓA) L11⇒ xA /∈ dom(∆A); on the other hand, since xN /∈ z1 it is verified
that (xN /∈ dom(ΓN )⇒ xN /∈ dom(∆N )).
Furthermore, y ∈ dom(ΓA)⇒ y /∈ y1 ⇒ y /∈ z1, thus, (y ∈ dom(ΓA) ∧ y /∈ dom(ΓN )⇒ y /∈ dom(∆N )).
Therefore, all the conditions of Lemma 38 are satisfied and we infer that
(∆A : fvar xA) %I (∆N : fvar xN )
L39⇒ ((∆A, y 7→ fvar xA) : uAy) %I (∆N : (u′Nz1)xN ),
for any y ∈ Id such that fresh y in (ΓA : uA) ∧ y 6= xA.
By induction hypothesis
(ΓA, y1 7→ s1Ay1 , y 7→ fvar xA) : uAy ⇓A (ΓA, y1 7→ s1Ay1 , y 7→ fvar xA, y2 7→ s2Ay2) : w′′Ay2 (8)
and
((ΓA, y1 7→ s1Ay1 , z 7→ fvar xA, y2 7→ s2Ay2) : w′′Ay2) %I ((ΓN , z1 7→ s1Nz1 , z2 7→ s2Nz2) : w′′Nz2)
for some z2 /∈ L′′, and with z2 ⊆ y2.
Let y = [y : y1 ++y2] and z = z1 ++z2 (notice that z ⊆ y), then we can rewrite (8) as
(ΓA, y1 7→ s1Ay1 , y 7→ fvar xA) : uAy ⇓A (ΓA, y 7→ sAy) : wAy
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with ((ΓA, y 7→ sAy) : wAy) %I ((ΓN , z 7→ sNz) : wNz).
Finally, let L′′′ = names(ΓA)∪fv(sA)∪fv(uA)∪fv(wA)∪{xA}∪y, we apply renaming1 (Lemma 12)
to (8) to obtain
∀y /∈ L′′′ . (ΓA, y1 7→ s1Ay1 , y 7→ fvar xA) : uAy ⇓A (ΓA, y 7→ sAy) : wAy
so that the required result is obtained by the rule ALNApp.
⊓⊔
Lemma 42.
irht ref ok Γ ∧ lc t⇒ (Γ : t) %I (Γ : t)
Proof.
ok Γ ∧ lc t⇒ ∀z /∈ dom(Γ ) . ok (Γ, z 7→ t) P5⇒ ∀z /∈ dom(Γ ) . (Γ, z 7→ t) %I (Γ, z 7→ t)⇒ (Γ : t) %I (Γ : t).
⊓⊔
Theorem 1 (Equivalence)
eq an Γ : t ⇓A ∆A : wA ⇒
∃∆N ∈ LNHeap . ∃wN ∈ LNVal . Γ : t ⇓N ∆N : wN ∧ (∆A : wA) %I (∆N : wN )
eq na Γ : t ⇓N ∆N : wN ⇒
∃∆A ∈ LNHeap . ∃wA ∈ LNVal . ∃x ⊆ dom(∆N )− dom(Γ ) . ∃y ⊆ Id . |x| = |y| ∧
Γ : t ⇓A ∆A : wA ∧ (∆A : wA) %I (∆N [y/x] : wN [y/x])
Proof.
eq an
Assume Γ : t ⇓A ∆A : wA, then by Lemmas 9 and 6 the final heap and value can be written as
∆A = (Γ, x 7→ sAx) and wA = w′Ax with fresh x in sA and fresh x in w′A.
Let L = names(Γ : t) ∪ names(∆A : wA) = names(Γ : t) ∪ x ∪ fv(sA) ∪ fv(w′A),
then by renaming2 (Lemma 12):
∀y /∈ L.Γ : t ⇓A ∆A[y/x] : wA[y/x]
that is
∀y /∈ L.Γ : t ⇓A (Γ, x 7→ sAx)[y/x] : w′Ax[y/x].
But x = dom(∆A)−dom(Γ ) L11⇒ fresh x in (Γ : t), so that fresh x in Γ, fresh x in sA and fresh x in w′A.
Therefore,
∀y /∈ L.Γ : t ⇓A (Γ, y 7→ sAy) : w′Ay,
with \y(sAy) = sA ∧ \y(w′Ay) = w′A (by Lemma 3).
Moreover, by regularity (Lemma 7) we have ok Γ ∧ lc t L42⇒ (Γ : t) %I (Γ : t).
By Proposition 7,
∃∆N . ∃wN . Γ : t ⇓N ∆N : wN ∧ ((Γ, y 7→ sAy) : w′Ay) %I (∆N : wN ), for some y /∈ L,
with (∆N : wN ) = ((∆, z 7→ sNz) : w′Nz), where fresh z in sN , fresh z in w′N and z ⊆ y.
From y /∈ L and x ⊆ L we infer that y and x are disjoint. z and x are disjoint too.
Hence, fresh x in ((Γ, y 7→ sAy) : w′Ay) L20⇒ x /∈ dom(∆N ).
The later result, together with fresh x in (Γ : t)
L10⇒ fresh x in (∆N : wN ).
Now by renaming3 (Corollary 2): Γ : t ⇓N ∆N [x/y] : wN [x/y].
Besides, by Lemma 41,
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(∆A : wA) = ((Γ, x 7→ sAx) : w′Ax) = ((Γ, y 7→ sAy)[x/y] : w′Ay[x/y]) %I (∆N [x/y] : wN [x/y]).
Therefore, for (∆′N : w
′
N ) = (∆N [x/y] : wN [x/y]) we have:
Γ : t ⇓N ∆′N : w′N ∧ (∆A : wA) %I (∆′N : w′N ).
eq na
Assume Γ : t ⇓N ∆N : wN , then by Lemmas 9 and 6 the final heap and value can be written as
∆N = (Γ, x 7→ sNx) and wN = w′Nx with fresh x in sN and fresh x in w′N .
Let L = names(Γ : t) ∪ names(∆N : wN ) = names(Γ : t) ∪ x ∪ fv(sN ) ∪ fv(w′N ),
then by renaming2 (Lemma 12):
∀y /∈ L.Γ : t ⇓N ∆N [y/x] : wN [y/x].
But x = dom(∆N )− dom(Γ ) L11⇒ fresh x in Γ , so that fresh x in Γ, fresh x in sN and fresh x in w′N .
Therefore,
∀y /∈ L.Γ : t ⇓N (Γ, y 7→ sNy) : w′Ny,
with \y(sNy) = sN ∧ \y(w′Ny) = w′N (by Lemma 3).
Moreover, by regularity (Lemma 7) we have ok Γ ∧ lc t L42⇒ (Γ : t) %I (Γ : t).
By Proposition 7,
∃∆A . ∃wA . Γ : t ⇓A ∆A : wA ∧ (∆A : wA) %I ((Γ, y 7→ sNy) : w′Ny), for some y /∈ L.
But ((Γ, y 7→ sNy) : w′Ny) = ((Γ, x 7→ sNx)[y/x] : w′Nx[y/x]) = (∆N [y/x] : wN [y/x]).
⊓⊔
7.6 List of Theorems, Propositions, Lemmas and Corollaries
Theorem 1.
eq an Γ : t ⇓A ∆A : wA ⇒
∃∆N ∈ LNHeap . ∃wN ∈ LNVal . Γ : t ⇓N ∆N : wN ∧ (∆A : wA) %I (∆N : wN )
eq na Γ : t ⇓N ∆N : wN ⇒
∃∆A ∈ LNHeap . ∃wA ∈ LNVal . ∃x ⊆ dom(∆N )− dom(Γ ) . ∃y ⊆ Id . |x| = |y| ∧
Γ : t ⇓A ∆A : wA ∧ (∆A : wA) %I (∆N [y/x] : wN [y/x])
Proposition 1.
ss ref t ∼S t
ss sim t ∼S t′ ⇒ t′ ∼S t
ss trans t ∼S t′ ∧ t ∼S t′′ ⇒ t ∼S t′′
Proposition 2.
ce ref t ≈V t
ce sym t ≈V t′ ⇒ t′ ≈V t
ce trans t ≈V t′ ∧ t′ ≈V t′′ ⇒ t ≈V t′′
Proposition 3.
hce ref ok Γ ⇒ Γ ≈V Γ
hce sym Γ ≈V Γ ′ ⇒ Γ ′ ≈V Γ
hce trans Γ ≈V Γ ′ ∧ Γ ′ ≈V Γ ′′ ⇒ Γ ≈V Γ ′′
Proposition 4.
ir alt Γ %I Γ ′ ⇔ ok Γ ∧ ∃ x ⊆ Ind(Γ ) . Γ ⊖ x ≈ Γ ′
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Proposition 5.
ir ref ok Γ ⇒ Γ %I Γ
ir trans Γ %I Γ ′ ∧ Γ ′ %I Γ ′′ ⇒ Γ %I Γ ′′
Proposition 6.
ireq ref ok Γ ⇒ [Γ ] %I [Γ ]
ireq antsym [Γ ] %I [Γ ′] ∧ [Γ ′] %I [Γ ]⇒ [Γ ] = [Γ ′]
ireq trans [Γ ] %I [Γ ′] ∧ [Γ ′] %I [Γ ′′]⇒ [Γ ] %I [Γ ′′]
Proposition 7.
eq ir an (ΓA : tA) %I (ΓN : tN )∧
∀x /∈ L ⊆ Id . ΓA : tA ⇓A (ΓA, x 7→ sAx) : wAx ∧ \x(sAx) = sA ∧ \x(wAx) = wA
⇒ ∃y /∈ L . ∃sN ⊂ LNExp . ∃wN ∈ LNVal .
ΓN : tN ⇓N (ΓN , z 7→ sNz) : wNz ∧ \z(sNz) = sN ∧ \z(wNz) = wN ∧ z ⊆ y
∧ ((ΓA, y 7→ sAy) : wAy) %I ((ΓN , z 7→ sNz) : wNz)
eq ir na (ΓA : tA) %I (ΓN : tN )∧
∀x /∈ L ⊆ Id . ΓN : tN ⇓N (ΓN , x 7→ sNx) : wNx ∧ \x(sNx) = sN ∧ \x(wNx) = wN
⇒ ∃z /∈ L . ∃sA ⊂ LNExp . ∃wA ∈ LNVal .
ΓA : tA ⇓A (ΓA, y 7→ sAy) : wAy ∧ \y(sAy) = sA ∧ \y(wAy) = wA ∧ z ⊆ y
∧ ((ΓA, y 7→ sAy) : wAy) %I ((ΓN , z 7→ sNz) : wNz)
Lemma 1.
ss subst t[y/x] ∼S t
Lemma 2.
ss op |x| = |y| ⇒ tx ∼S ty
Lemma 3.
close open fresh x in t⇔ \x(tx) = t
Lemma 4.
open close lc t⇒ (\xt)x = t
Lemma 5.
ss lc t ∼S t′ ∧ lc t⇒ lc t′
Lemma 6.
lc op vars lc t ∧ x ⊆ Id ⇒ ∃s ∈ LNExp. (fresh x in s ∧ sx = t)
Lemma 7.
regularity Γ : t ⇓K ∆ : w ⇒ ok Γ ∧ lc t ∧ ok ∆ ∧ lc w
Lemma 8.
def not lost Γ : t ⇓K ∆ : w ⇒ dom(Γ ) ⊆ dom(∆)
Lemma 9.
no update Γ : t ⇓K ∆ : w ⇒ Γ ⊆ ∆
where ⇓K represents ⇓N and ⇓A
Lemma 10.
add names Γ : t ⇓K ∆ : w ⇒ names(∆ : w) ⊆ names(Γ : t) ∪ dom(∆)
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Lemma 11.
new names1 Γ : t ⇓N ∆ : w ∧ x ∈ dom(∆)− dom(Γ )⇒ fresh x in Γ
new names2 Γ : t ⇓A ∆ : w ∧ x ∈ dom(∆)− dom(Γ )⇒ fresh x in (Γ : t)
Lemma 12.
renaming1 Γ : t ⇓K ∆ : w ∧ fresh y in (Γ : t) ∧ fresh y in (∆ : w)
⇒ Γ [y/x] : t[y/x] ⇓K ∆[y/x] : w[y/x]
renaming2 Γ : t ⇓K ∆ : w ∧ fresh y in (Γ : t) ∧ fresh y in (∆ : w) ∧ x /∈ dom(Γ ) ∧ x ∈ dom(∆)
⇒ Γ : t ⇓K ∆[y/x] : w[y/x]
Lemma 13.
ce ss t ≈V t′ ⇒ t ∼S t′
Lemma 14.
ce sub t ≈V t′ ∧ V ′ ⊆ V ⇒ t ≈V ′ t′
ce add t ≈V t′ ∧ fresh x in t ∧ fresh x in t′ ⇒ t ≈V ∪x t′
Lemma 15.
ce subs1 t ≈V t′ ∧ x, y /∈ V ⇒ t[y/x] ≈V t′
ce subs2 t ≈V t′ ∧ (fvar y) ≈V (fvar y′) ∧ x ∈ V ⇒ t[y/x] ≈V t′[y′/x]
ce subs3 t ≈V t′ ∧ y /∈ V ∧ fresh y in t ∧ fresh y in t′ ⇒ t[y/x] ≈V [y/x] t′[y/x]
ce op1 t ≈V t′ ⇒ tx ≈V t′x
ce op2 t ≈V t′ ∧ x, y /∈ V ∧ |x| = |y| ⇒ tx ≈V t′y
ce op3 t ≈V t′ ∧ (fvar x) ≈V (fvar y)⇒ tx ≈V t′y
Lemma 16.
hce dom Γ ≈V Γ ′ ⇒ dom(Γ ) = dom(Γ ′)
hce ind Γ ≈V Γ ′ ⇒ Ind(Γ ) = Ind(Γ ′)
hce ok Γ ≈V Γ ′ ⇒ ok Γ ∧ ok Γ ′
Lemma 17.
hce alt Γ ≈V Γ ′ ⇔ ok Γ ∧ ok Γ ′ ∧ dom(Γ ) = dom(Γ ′) ∧ (x 7→ t ∈ Γ ∧ x 7→ t′ ∈ Γ ′ ⇒ t ≈V t′)
Lemma 18.
hce swap ok Γ ∧ x, y ∈ Ind(Γ ) ∧ x 6= y ⇒ Γ ⊖ [x, y] ≈V−{x,y} Γ ⊖ [y, x]
Lemma 19.
he perm ok Γ ∧ x, y ∈ Ind(Γ )⇒ (Γ ⊖ x ≈ Γ ⊖ y ⇔ y ∈ S(x))
Lemma 20.
ir dom Γ %I Γ ′ ⇒ dom(Γ ′) ⊆ dom(Γ )
ir ind Γ %I Γ ′ ⇒ Ind(Γ ′) ⊆ Ind(Γ )
ir ok Γ %I Γ ′ ⇒ ok Γ ∧ ok Γ ′
ir dom he Γ %I Γ ′ ∧ dom(Γ ) = dom(Γ ′)⇒ Γ ≈ Γ ′
ir ir he (Γ %I Γ ′ ∧ Γ ′ %I Γ )⇔ Γ ≈ Γ ′
Lemma 21.
ireq he ireq1 [Γ ] %I [Γ ′] ∧∆ ≈ Γ ⇒ [∆] %I [Γ ′]
ireq he ireq2 [Γ ] %I [Γ ′] ∧∆ ≈ Γ ′ ⇒ [Γ ] %I [∆]
Lemma 22.
irht irh (Γ : t) %I (Γ ′ : t′)⇒ Γ %I Γ ′
irht ss (Γ : t) %I (Γ ′ : t′)⇒ t ∼S t′
irht lc (Γ : t) %I (Γ ′ : t′)⇒ lc t ∧ lc t′
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Lemma 23.
ss opk t ∼S t′ ∧ |x| = |y| ⇒ {k→ x}t ∼S {k→ y}t′
Lemma 24.
opk clk fresh {k ← x}({k→ x}t) = t⇒ fresh x in t
Lemma 25.
lc opk vars lc at k n t ∧ x ⊆ Id ⇒ ∃s ∈ LNExp. (fresh x in s ∧ {k→ x}s = t)
Lemma 26.
keep names Γ : t ⇓A ∆ : w ⇒ fv(t) ⊆ names(∆ : w)
Lemma 27.
ce opk1 t ≈V t′ ⇒ {k → x}t ≈V {k → x}t′
ce opk2 t ≈V t′ ∧ x, y /∈ V ∧ |x| = |y| ⇒ {k → x}t ≈V {k→ y}t′
Lemma 28.
hce bind (Γ, x 7→ t) ≈V (Γ ′, x 7→ t′)⇒ Γ ≈V Γ ′ ∧ t ≈V t′
Lemma 29.
ind dom ok Γ ∧ x ∈ Ind(Γ )⇒ dom(Γ ⊖ x) = dom(Γ )− {x} ∧ Ind(Γ ⊖ x) = Ind(Γ )− {x}
Lemma 30.
ind ok ok Γ ∧ x ∈ Ind(Γ )⇒ ok (Γ ⊖ x)
Lemma 31.
ind subs x /∈ dom(Γ )⇒ (Γ, x 7→ fvar y)⊖ x = Γ [y/x]
Lemma 32.
hce sub Γ ≈V Γ ′ ∧ V ′ ⊆ V ⇒ Γ ≈V ′ Γ ′
hce add Γ ≈V Γ ′ ∧ x /∈ names(Γ ) ∪ names(Γ ′)⇒ Γ ≈V ∪x Γ ′
Lemma 33.
hce del ind Γ ≈V Γ ′ ∧ dom(Γ ) ⊆ V ∧ x ∈ Ind(Γ )⇒ Γ ⊖ x ≈V Γ ′ ⊖ x
he del ind Γ ≈ Γ ′ ∧ x ∈ Ind(Γ )⇒ Γ ⊖ x ≈ Γ ′ ⊖ x
Lemma 34.
ir fvar (Γ : fvar x) %I (Γ ′ : fvar x′)
⇒ (x /∈ dom(Γ ) ∧ x′ /∈ dom(Γ ′))
∨ (x ∈ dom(Γ ) ∧ x′ ∈ dom(Γ ′)∧
∃x0, . . . , xn ∈ Id . x0 = x ∧ xn = x′ ∧ ∀i : 0 ≤ i < n . xi 7→ fvar xi+1 ∈ Γ )
Lemma 35.
ir irht (Γ, x 7→ t) %I (Γ ′, x 7→ t′)⇒ ((Γ, x 7→ t) : t) %I ((Γ ′, x 7→ t′) : t′).
Lemma 36.
ir fvar irht ((Γ, x 7→ t) : fvar x) %I ((Γ ′, x′ 7→ t′) : fvar x′)
⇒ ((Γ, x 7→ t) : t) %I ((Γ ′, x′ 7→ t′) : t′) ∨ ((Γ, x 7→ t) : t) %I ((Γ ′, x′ 7→ t′) : fvar x′).
Lemma 37.
irht app (Γ : app t (fvar x)) %I (Γ ′ : app t′ (fvar x′))
⇒ (Γ : t) %I (Γ ′ : t′) ∧ (Γ : fvar x) %I (Γ ′ : fvar x′).
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Lemma 38.
irht fv (Γ : fvar x) %I (Γ ′ : fvar x′) ∧ Γ ⊆ ∆ ∧ Γ ′ ⊆ ∆′ ∧∆ %I ∆′∧
(x /∈ dom(Γ )⇒ x /∈ dom(∆)) ∧ (x′ /∈ dom(Γ ′)⇒ x′ /∈ dom(∆′))∧
(y ∈ dom(Γ ) ∧ y /∈ dom(Γ ′)⇒ y /∈ dom(∆′))
⇒ (∆ : fvar x) %I (∆′ : fvar x′).
Lemma 39.
irht red ind fresh y in (Γ : t) ∧ y 6= x ∧ (Γ : abs t) %I (Γ ′ : abs t′) ∧ (Γ : fvar x) %I (Γ ′ : fvar x′)




intr vars fresh x in (Γ : let t in t) ∧ fresh x in (Γ ′ : let t′ in t′)∧
(Γ : let t in t) %I (Γ ′ : let t′ in t′)⇒ ((Γ, x 7→ tx) : tx) %I ((Γ ′, x 7→ t′x) : t′x).
Lemma 41.
hce subs Γ ≈V Γ ′ ∧ y /∈ V ∧ fresh y in Γ ∧ fresh y in Γ ′ ⇒ Γ [y/x] ≈V [y/x] Γ ′[y/x]
ir subs Γ %I Γ ′ ∧ fresh y in Γ ∧ fresh y in Γ ′ ⇒ Γ [y/x] %I Γ ′[y/x]
ir ht subs (Γ : t) %I (Γ ′ : t′) ∧ fresh y in (Γ : t) ∧ fresh y in (Γ ′ : t′)
⇒ (Γ [y/x] : t[y/x]) %I (Γ ′[y/x] : t′[y/x])
Lemma 42.
irht ref ok Γ ∧ lc t⇒ (Γ : t) %I (Γ : t)
Corollary 1.
ir dom dom Γ %I Γ ′ ⇒ Γ ⊖ (dom(Γ )− dom(Γ ′)) ≈ Γ ′
Corollary 2.
renaming3 Γ : t ⇓K ∆ : w ∧ fresh y in (Γ : t) ∧ fresh y in (∆ : w) ∧ x /∈ names(Γ : t)
⇒ Γ : t ⇓K ∆[y/x] : w[y/x]
Corollary 3.
ce lc t ≈V t′ ∧ lc t⇒ lc t′
Ape´ndice B
Trabajo en progreso
En este segundo ape´ndice se incluyen dos trabajos en progreso (WP1 [SGHHOM14a] y
WP2 [SGHHOM12a]) que fueron presentados en sendas ediciones de las Jornadas de Pro-
gramacio´n y Lenguajes (PROLE) y publicados en las correspondientes actas. El primero
de ellos, Launchbury’s semantics revisited: On the equivalence of context-heap semantics,
ha sido presentado en Ca´diz en septiembre de 2014. En e´l se recopilan las principales ideas
de las publicaciones P2 y P3 y se introduce el estudio que se esta´ realizando actualmente
sobre el efecto de actualizar o no las clausuras durante la evaluacio´n. Se concluye con
A formalization in Coq of Launchbury’s natural semantics for lazy evaluation, presenta-
do en Almer´ıa en septiembre de 2012. Este trabajo muestra los primeros pasos hacia la
implementacio´n en Coq de los resultados obtenidos en los trabajos sobre las sema´nticas.
Two works in progress, (WP1 [SGHHOM14a] and WP2 [SGHHOM12a]), appear in this
second appendix. They were presented in Jornadas de Programacio´n y Lenguajes (PROLE)
in 2014 and 2012, respectively. Both were published in the corresponding proceedings of
the workshops. The first work, Launchbury’s semantics revisited: On the equivalence of
context-heap semantics was presented in Cadiz in September 2014, and collects the main
ideas of publications P2 and P3. This paper also contains some of the results that we have
already obtained on the effects of updating closures during evaluation. We conclude with
A formalization in Coq of Launchbury’s natural semantics for lazy evaluation presented
in Almeria in September 2012. This work shows the first steps on the implementation in
the proof assistant Coq of some of our results on semantics for lazy evaluation.
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Launchbury’s natural semantics for lazy evaluation is based on heaps of bindings, i.e., variable-
expression pairs, which define the evaluation context. In order to prove the adequacy of the opera-
tional semantics with respect to a standard denotational one, Lauchbury defines an alternative natural
semantics where updating of bindings is removed and β -reduction is done through indirections in-
stead of variable substitution. We study how context heaps are affected by these changes, and we
define several relations between heaps. These relations allow to establish the equivalence between
Launchbury’s natural semantics and its alternative version. This result is crucial because many au-
thors have based their proofs on its veracity.
1 Motivation
More than twenty years have elapsed since Launchbury first presented in [9] his natural semantics for
lazy evaluation, a key contribution to the semantic foundation for non-strict functional programming
languages like Haskell or Clean. Throughout these years, Launchbury’s natural semantics has been cited
frequently and has inspired many further works as well as several extensions like in [2, 10, 18, 8]. The
authors have extended in [13] Launchbury’s semantics with rules for parallel application that creates new
processes to distribute the computation; these distributed processes exchange values through communi-
cation channels. The success of Lanchbury’s proposal resides in its simplicity. Expressions are evaluated
with respect to a context, which is represented by a heap of bindings, that is, (variable, expression) pairs.
This heap is explicitly managed to make possible the sharing of bindings, thus, modeling laziness.
In order to prove that this lazy (operational) semantics is correct and computationally adequate with
respect to a standard denotational semantics, Launchbury introduces some variations in the operational
semantics. On the one hand, the update of bindings with their computed values is an operational notion
without counterpart in the standard denotational semantics, so that the alternative natural semantics does
no longer update bindings and becomes a call-by-name semantics. On the other hand, functional appli-
cation is modeled denotationally by extending the environment with a variable bound to a value. This
new variable represents the formal parameter of the function, while the value corresponds to the actual
argument. For a closer approach to this mechanism, in the alternative operational semantics applications
2 Launchbury’s semantics revisited
are carried out by introducing indirections, i.e., variables bound to variables, instead of by performing
the β -reduction through substitution. Besides, the denotation “undefined” indicates that there is no value
associated to the expression being evaluated, but there is no indication of the reason for that. By contrast,
in the operational semantics there are two possibilities for not reaching a value: either the reduction gets
blocked if no rule is applicable (blackhole), or the reduction never stops. The rules in the alternative
semantics guarantee that reductions never reach a blackhole.
Unfortunately, the proof of the equivalence between the natural semantics and its alternative version
is detailed nowhere, and a simple induction turns out to be insufficient. The context-heap semantics is
too sensitive to the changes introduced by the alternative rules. Intuitively, both reduction systems should
lead to the same results. However, this cannot be directly established since final values may contain free
variables that are dependent on the context of evaluation, which is represented by the heap of bindings.
The lack of update leads to the duplication of bindings, but is awkward to prove that duplicated bindings,
as well as indirections, do not add relevant information to the context. Therefore, our challenge is to
establish a way of relating the heaps and values obtained with each reduction system, and to prove that
the semantics are equivalent, so that any reduction of a term in one of the systems has its counterpart
in the other. To achieve this goal indirections and update are considered separately giving place to two
intermediate semantics. We focus on the one with non-update. Our aim is to proof the equivalence
between it and the two semantics proposed by Launchbury. The proof that deals with indirections will
soon appear in [17] while the relation involving update is currently in progress.
We want to identify terms up to α-conversion, but dealing with α-equated terms usually implies the
use of Barendregt’s variable convention [3] to avoid the renaming of bound variables. However, the use
of the variable convention is sometimes dubious and may lead to faulty results (as it is shown by Urban
et al. in [19]). Moreover, we intend to formalize our results with the help of some proof assistant like
Coq [4] or Isabelle [11]. Looking for a binding system susceptible of formalization, we have chosen a
locally nameless representation (as presented by Chargue´raud in [7]). This is a mixed notation where
bound variable names are replaced by de Bruijn indices [6], while free variables preserve their names.
This is suitable in our case because context heaps collect free variables whose names we are interested
in preserving in order to identify them more easily. A locally nameless version of Launchbury’s natural
semantics has been presented by the authors in [14] and [15].
Others are revisiting Launchbury’s semantics too. For instance, Breitner has formally proven in [5]
the correctness of the natural semantics by using Isabelle’s nominal package [20], and presently he is
working on the formalization of the adequacy. While Breitner is exclusively interested in formalizing
the proofs, we have a broader objective: To analyze the effect of introducing indirections in the con-
text heaps, and the correspondence between heap/value pairs obtained with update and those produced
without update. Furthermore, we want to prove the equivalence of the two operational semantics.
The paper is structured as follows: In the next section we give an overview of the mentioned locally
nameless version of Launchbury’s natural semantics and its alternative rules. We define two intermediate
semantics: one introducing indirections, and the other eliminating updates and blackholes. Section 3
is dedicated to indirections, while in Section 4 we study the similarities and differences between the
reductions proofs obtained with and without update of bindings. In the last section we draw conclusions
and outline our future work.
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x ∈ Var
e ∈ Exp ::= x | λx.e | (e x) | let {xi = ei}ni=1 in e
Figure 1: Named representation of the extended λ -calculus
x ∈ Id i, j ∈ N
v ∈ Var ::= bvar i j | fvar x
t ∈ LNExp ::= v | abs t | app t v | let {ti}ni=1 in t
Figure 2: Locally nameless syntax
2 A locally nameless representation
The language described in [9] is a lambda calculus extended with recursive local declarations. The
abstract syntax, in the named representation, appears in Figure 1. Since there are two name binders, i.e.,
λ -abstraction and let-declaration, a quotient structure respect to α-equivalence is required. We avoid
this by employing a locally nameless representation [7].
As mentioned above, our locally nameless representation has already been presented in [14] and
[15]. Here we give only a brief presentation avoiding those technicalities that are not essential to the
contributions of the present work.
2.1 Locally nameless syntax
The locally nameless version of the abstract syntax is shown in Figure 2. Bound variables and free
variables are distinguished. Since let-declarations are multibinders, we have followed Chargue´raud [7]
and bound variables are represented with two natural numbers: the first number is a de Bruijn index that
counts how many binders (abstraction or let) have been passed through in the syntactic tree to reach the
corresponding binder for the variable, while the second refers to the position of the variable inside that
binder. Abstractions are seen as multi-binders that bind one variable, so that the second number should
be zero.
Example 1. Let e ∈ Exp be the λ -expression given in the named representation
e≡ λ z.let {x1 = λy1.y1,x2 = λy2.y2} in (z x2).
The corresponding locally nameless term t ∈ LNExp is:
t ≡ abs (let {abs (bvar 0 0),abs (bvar 0 0)} in app (bvar 1 0) (bvar 0 1)).
Notice that x1 and x2 denote α-equivalent expressions in e. This is more clearly seen in t, where both
expressions are represented with syntactically equal terms. The syntactic tree is:




bvar bvar bvar bvar
0 0 0 0 01 0 1
This locally nameless syntax allows to build terms that have no corresponding named expression in
Exp (Figure 1). For instance, when bound variables indices are out of range. The terms in LNExp that do
match expressions in Exp are called locally-closed, written lc t. The local closure predicate is detailed
in [15]. We avoid those technicalities that are not essential to the new contributions of this work.
In the following, a list like {ti}ni=1 is represented as t, with length |t| = n. Later on, we use the
notation [t : t] to represent a list with head t and tail t, and ++ for the concatenation of lists.
We denote by fv(t) the set of free variables of a term t. A name x ∈ Id is fresh in a term t ∈ LNExp,
written fresh x in t, if x does not belong to the set of free variables of t, i.e., x /∈ fv(t). Similarly, for a
list of names, fresh x in t if x /∈ fv(t), where x represents a list of pairwise-distinct names in Id.
We say that two terms have the same structure, written t ∼S t ′, if they differ only in the names of
their free variables.
Since there is no danger of name capture, substitution of variable names in a term is trivial in the
locally nameless representation. We write t[y/x] for replacing the occurrences of x by y in the term t.
Clearly, name substitution preserves the structure of a term.
A variable opening operation is needed to manipulate locally nameless terms. This operation turns
the outermost bound variables into free variables. The opening of a term t ∈ LNExp with a list of names
x ⊆ Id is denoted by tx. For simplicity, we write tx for the variable opening with a unitary list [x]. A
formal definition of variable opening can be found in [7] and [15]. Here we just illustrate the concept
and its use with an example.
Example 2. Let t ≡ abs (let bvar 0 1,bvar 1 0 in app (abs bvar 2 0) (bvar 0 1)). Hence, the body
of the abstraction is:
u≡ let bvar 0 1, bvar 1 0 in app (abs bvar 2 0 ) (bvar 0 1).
But then in u the bound variables referring to the outermost abstraction (shown squared) point to
nowhere. Therefore, we consider ux instead of u, where
ux = let bvar 0 1,fvar x in app (abs fvar x) (bvar 0 1).
Inversely to variable opening, there is an operation to transform free names into bound variables. The
variable closing of a term is represented by \xt, where x is the list of names to be bound (recall that the
names in x are distinct).
Example 3. We close the term obtained by opening u in Example 2.
Let t ≡ let bvar 0 1,fvar x in app (abs fvar x) (bvar 0 1), then
\xt = let bvar 0 1,bvar 1 0 in app (abs bvar 2 0) (bvar 0 1).
Notice that in the last example the closed term coincides with u, the body of the abstraction in
Example 2 that was opened with x, although this is not always the case. Only under some conditions
variable closing and variable opening are inverse operations: If the variables are fresh in t, then \x(tx) = t,
and if the term is locally closed, then (\xt)x = t.
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LNLAM {ok Γ} {lc (abs t)}
Γ : abs t ⇓ Γ : abs t
LNVAR
Γ : t ⇓ ∆ : w {x /∈ dom(Γ)∪dom(∆)}
(Γ,x 7→ t) : fvar x ⇓ (∆,x 7→ w) : w
LNAPP
Γ : t ⇓ Θ : abs u Θ : ux ⇓ ∆ : w {x /∈ dom(Γ)⇒ x /∈ dom(∆)}
Γ : app t (fvar x) ⇓ ∆ : w
LNLET
∀x|t | /∈ L⊆ Id . [(Γ,x 7→ tx) : tx ⇓ (x++z 7→ sx) : wx∧ \x(sx) = s ∧ \x(wx) = w]
{y|t | /∈ L}
Γ : let t in t ⇓ (y++z 7→ sy) : wy
Figure 3: Natural semantics with locally nameless representation
ALNVAR
(Γ,x 7→ t) : t ⇓ ∆ : w
(Γ,x 7→ t) : fvar x ⇓ ∆ : w
ALNAPP
Γ : t ⇓Θ : abs u
∀y /∈ L⊆ Id . [(Θ,y 7→ fvar x) : uy ⇓ ([y : z] 7→ sy) : wy∧\y (sy) = s ∧\y (wy) = w]
{x /∈ dom(Γ)⇒ x /∈ [z : z]} {z /∈ L}
Γ : app t (fvar x) ⇓ ([z : z] 7→ sz) : wz
Figure 4: Alternative rules with locally nameless representation
2.2 Locally nameless semantics
In the natural semantics defined by Launchbury [9] judgements are of the form Γ : t ⇓ ∆ : w, that is,
the term t in the context of the heap Γ reduces to the value w in the context of the (modified) heap ∆.
Values (w ∈ Val) are terms in weak-head-normal-form (whnf ) and heaps are collections of bindings, i.e.,
pairs (variable, term). A binding (fvar x, t) with x ∈ Id and t ∈ LNExp is represented by x 7→ t. In the
following, we represent a heap {xi 7→ ti}ni=1 as (x 7→ t), with |x|= |t|= n. The set of the locally-nameless-
heaps is denoted as LNHeap.
The domain of a heap Γ, written dom(Γ), collects the names that are defined in the heap, so that
dom(x 7→ t) = x. By contrast, the function names returns the set of all the names that appear in a heap,
i.e., the names occurring either in the domain or in the terms in the right-hand side of the bindings. This
is used to define a freshness predicate for heaps: fresh x in Γ = x /∈ names(Γ).
In a well-formed heap names are defined at most once and terms are locally closed. We write ok Γ
to indicate that a heap is well-formed.
In Figure 3 we show a locally nameless representation of the rules for the natural semantics for lazy
evaluation, given by Launchbury in [9]. For clarity, in the rules we put in braces the side-conditions to
better distinguish them from the judgements.
To prove the computational adequacy of the natural semantics (Figure 3) with respect to a standard
denotational semantics, Launchbury introduces alternative rules for variables and applications, whose
locally nameless version is shown in Figure 4. Observe that the ALNVAR rule does not longer update
the binding for the variable being evaluated, namely x. Besides, the binding for x does not disappear
from the heap where the term bound to x is to be evaluated; therefore, any further reference to x leads
to an infinite reduction. The effect of ALNAPP is the addition of an indirection y 7→ fvar x instead of
6 Launchbury’s semantics revisited
NS INS NNS ANS
Indirections # ! # !
Update ! ! # #
Blackholes ! ! # #
Figure 5: The lazy natural semantics and its alternatives
performing the β -reduction by substitution, as in ux in LNAPP.
In the rules LNLET and ALNAPP we use cofinite quantification [1], which is an alternative to
“exists-fresh” quantifications that provides stronger induction and inversion principles. Although there
are not explicit freshness side-conditions in the rules, the finite set L represents somehow the names that
should be avoided during a reduction proof. We use the variable opening to express that the final heap
and value may depend on the chosen names. For instance, in LNLET, wx indicates that the final value
depends on the names x, but there is a common basis w. Moreover, it is required that this basis does not
contain occurrences of x; this is is expressed by \x(wx) = w. A detailed explanation of these semantic
rules can be found in [14, 15].
In the following, the natural semantics (rules in Figure 3) is referred as NS, and the alternative
semantics (rules LNLAM, LNLET and those in Figure 4) as ANS. We write ⇓A for reductions in ANS.
Launchbury proves in [9] the correctness of NS with respect to a standard denotational semantics, and
a similar result for ANS is easily obtained (as the authors of this paper have done in [12]). Therefore,
NS and ANS are “denotationally” equivalent in the sense that if an expression is reducible (in some heap
context) by both semantics then the obtained values have the same denotation. But this is insufficient
for our purposes, because we want to ensure that if for some (heap : term) pair a reduction exists in
any of the semantics, then there must exist a reduction in the other too, and the final heaps must be
related. The changes introduced by ANS might seem to involve no serious difficulties to prove the
latter result. Unfortunately things are not so easy. On the one hand, the alternative rule for variables
transforms the original call-by-need semantics into a call-by-name semantics because bindings are not
updated and computed values are no longer shared. Moreover, in the original semantics the reduction of
a self-reference gets blocked (blackhole), while in the alternative semantics self-references yield infinite
reductions. On the other hand, the addition of indirections complicates the task of comparing the (heap :
value) pairs obtained by each reduction system, as one may need to follow a chain of indirections to get
the term bound to a variable. We deal separately with each modification and introduce two intermediate
semantics: (1) the No-update Natural Semantics (NNS) with the rules of NS (Figure 3) except for the
variable rule, that corresponds to the one in the alternative version, i.e., ALNVAR in Figure 4; and (2) the
Indirection Natural Semantics (INS) with the rules of NS but for the application rule, that corresponds
to the alternative ALNAPP rule in Figure 4. We use ⇓N to represent reductions of NNS and ⇓I for those
of INS. Figure 5 resumes the characteristics of the four natural semantics explained above.
It is guaranteed that the judgements produced by the locally nameless rules given in Figures 3 and
4 involve only well-formed heaps and locally closed terms. Furthermore, the reduction systems corre-
sponding to these rules verify a number of interesting properties proved in [15]. We just show here the
renaming lemma, that ensures that the evaluation of a term is independent of the names chosen during the
reduction process. Further, any name defined in the context heap can be replaced by a fresh one without
changing the meaning of the terms evaluated in that context. In fact, reductions for (heap : term) pairs
are unique up to α-conversion of the names defined in the heap.
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Lemma 1. (Renaming)
1. Γ : t ⇓K ∆ : w∧fresh y in Γ,∆, t,w⇒ Γ[y/x] : t[y/x] ⇓K ∆[y/x] : w[y/x];
2. Γ : t ⇓K ∆ : w∧fresh y in Γ,∆, t,w∧ x /∈ dom(Γ)∧ x ∈ dom(∆)⇒ Γ : t ⇓K ∆[y/x] : w[y/x],
where Γ[y/x] indicates that name substitution is done in the left and right hand sides of the heap Γ, and
⇓K represents ⇓, ⇓A, ⇓I and ⇓N .
3 Indirections
The aim in this section is to prove the equivalence of NNS and ANS. After the evaluation of a term in a
given context, each semantics yields a different binding heap. It is necessary to analyze their differences,
which lie in the indirections introduced by ANS. An indirection is a binding of the form x 7→ fvar y, that
is, it just redirects to another variable name. The set of indirections of a heap Γ is denoted by Ind(Γ).
The next example illustrates the situation.
Example 4. Let us evaluate the term
t ≡ let abs (bvar 0 0) in app (abs s) (bvar 0 0),
where
s≡ let abs (bvar 0 0),app (bvar 0 0) (bvar 1 0) in abs (bvar 0 0)
in the empty context Γ = /0.
Γ : t ⇓N {x0 7→ abs (bvar 0 0),x1 7→ abs (bvar 0 0),x2 7→ app (fvar x1) (fvar x0)}
: abs (bvar 0 0)
Γ : t ⇓A {x0 7→ abs (bvar 0 0),x1 7→ abs (bvar 0 0),x2 7→ app (fvar x1) (fvar y),y 7→ (fvar x0)}
: abs (bvar 0 0)
The value produced is the same in both cases. Yet, when comparing the final heap in ⇓A with the final
heap in ⇓N , we observe that there is an extra indirection, y 7→ fvar x0. This indirection corresponds to
the binding introduced by ALNAPP to reduce the application in the term t.
The previous example gives a hint of how to establish a relation between the heaps that are obtained
with NNS and those produced by ANS: Two heaps are related if one can be obtained from the other by
eliminating some indirections. For this purpose we define how to remove indirections from a heap, while
preserving the evaluation context represented by that heap.
( /0,x 7→ fvar y)⊖ x = /0
((Γ,z 7→ t),x 7→ fvar y)⊖ x = ((Γ,x 7→ fvar y)⊖ x,z 7→ t[y/x])
This definition can be generalized to remove a sequence of indirections from a heap:
Γ⊖ [ ] = Γ Γ⊖ [x : x] = (Γ⊖ x)⊖ x
3.1 Context equivalence
The meaning of a term depends on the meaning of its free variables. However, if a free variable is not
defined in the context of evaluation of a term, then the name of this free variable is irrelevant. Therefore,
we consider that two terms are equivalent in a given context if they only differ in the names of the free
variables that do not belong to the context.
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Definition 1. Let V ⊆ Id, and t, t ′ ∈ LNExp. We say that t and t ′ are context-equivalent in V , written
t ≈V t ′, when
CE-BVAR
(bvar i j)≈V (bvar i j) CE-FVAR
x,x′ /∈V ∨ x = x′
(fvar x) ≈V (fvar x′)
CE-ABS
t ≈V t ′
(abs t)≈V (abs t ′) CE-APP
t ≈V t ′ v≈V v′
(app t v)≈V (app t ′ v′)
CE-LET
|t|= |t ′| t ≈V t ′ t ≈V t ′
(let t in t)≈V (let t ′ in t ′)
Fixed the set of names V , ≈V is an equivalence relation on LNExp. Based on this equivalence on
terms, we define a family of equivalences on heaps, where two heaps are considered equivalent when
they have the same domain and the corresponding closures may differ only in the free variables not
defined in a given context:
Definition 2. Let V ⊆ Id, and Γ,Γ′ ∈ LNHeap. We say that Γ and Γ′ are heap-context-equivalent in V ,
written Γ≈V Γ′, when
HCE-EMPTY /0≈V /0 HCE-CONS
Γ≈V Γ′ t ≈V t ′ lc t x /∈ dom(Γ)
(Γ,x 7→ t)≈V (Γ′,x 7→ t ′)
There is an alternative characterization for heap-context-equivalence which expresses that two heaps
are context-equivalent whenever they are well-formed, have the same domain, and each pair of corre-
sponding bound terms is context-equivalent.
Lemma 2. Γ≈V Γ′⇔ ok Γ∧ok Γ′∧dom(Γ) = dom(Γ′)∧ (x 7→ t ∈ Γ∧ x 7→ t ′ ∈ Γ′⇒ t ≈V t ′).
Considering context-equivalence on heaps, we are particularly interested in the case where the con-
text coincides with the domain of the heaps:
Definition 3. Let Γ,Γ′ ∈ LNHeap. We say that Γ and Γ′ are heap-equivalent, written Γ≈ Γ′, if they are
heap-context-equivalent in dom(Γ), i.e., Γ≈dom(Γ) Γ′.
If equivalent heaps are obtained by removing different sequences of indirections, then these must be
the same up to permutation:
Lemma 3. ok Γ∧ x,y⊆ Ind(Γ)⇒ (Γ⊖ x≈ Γ⊖ y⇔ y ∈S (x)),
whereS (x) denotes the set of all permutations of x.
3.2 Indirection relation
Coming back to the idea of Example 4, where a heap can be obtained from another by just removing
some indirections, we define the following relation on heaps:





ok Γ Γ⊖ x %I Γ′ x ∈ Ind(Γ)
Γ %I Γ′
There is an alternative characterization for the relation %I which expresses that a heap is indirection-
related to another whenever the later can be obtained from the former by removing a sequence of indi-
rections.
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Proposition 1. Γ %I Γ′⇔ ok Γ∧∃ x⊆ Ind(Γ) .(Γ⊖ x)≈ Γ′.
By Lemma 3, the sequence of indirections is unique up to permutations, and it corresponds to the
difference between the domains of the related heaps:
Corollary 1. Γ %I Γ′⇒ (Γ⊖ (dom(Γ)−dom(Γ′)))≈ Γ′. 1
The indirection-relation is a preorder on the set of well-formed heaps. We extended the relation to
(heap : term) pairs:
Definition 5. Let Γ,Γ′ ∈ LNHeap, and t, t ′ ∈ LNExp. We say that (Γ : t) is indirection-related to (Γ′ : t ′),
written (Γ : t)%I (Γ′ : t ′), if
IR-HT
∀z /∈ L⊆ Id .(Γ,z 7→ t)%I (Γ′,z 7→ t ′)
(Γ : t)%I (Γ′ : t ′)
We use cofinite quantification instead of adding freshness conditions on the new name z.
It is easy to prove that two (heap : term) pairs are indirection-related only if the heaps are indirection
related and the terms have the same structure:
Lemma 4. (Γ : t)%I (Γ′ : t ′)⇒ Γ %I Γ′∧ t ∼S t ′.
We illustrate these definitions with an example.
Example 5. Let us consider the following heap and term:
Γ = {x0 7→ fvar x1,x1 7→ abs (bvar 0 0),x2 7→ abs (app (fvar x0) (bvar 0 0)),
y0 7→ fvar x2}
t = abs (app (fvar x0) bvar 0 0)
The (heap : term) pairs related with (Γ : t) are obtained by removing the sequences of indirections [ ],
[y0], [x0], and [x0,y0]:
a) {x0 7→ fvar x1,x1 7→ abs (bvar 0 0),x2 7→ abs (app (fvar x0) (bvar 0 0)),y0 7→ fvar x2}
: abs (app (fvar x0) (bvar 0 0))
b) {x0 7→ fvar x1,x1 7→ abs (bvar 0 0),x2 7→ abs (app (fvar x0) (bvar 0 0))}
: abs (app (fvar x0) (bvar 0 0))
c) {x1 7→ abs (bvar 0 0),x2 7→ abs (app (fvar x1) (bvar 0 0)),y0 7→ fvar x2}
: abs (app (fvar x1) (bvar 0 0))
d) {x1 7→ abs (bvar 0 0),x2 7→ abs (app (fvar x1) (bvar 0 0))}
: abs (app (fvar x1) (bvar 0 0))
Now we are ready to establish the equivalence between ANS and NNS in the sense that if a reduction
proof can be obtained with ANS for some term in a given context heap, then there must exist a reduction
proof in NNS for the same (heap : term) pair such that the final (heap : value) is indirection-related to
the final (heap : value) obtained with ANS, and vice versa.
Theorem 1. (Equivalence ANS-NNS).
1. Γ : t ⇓A ∆A : wA ⇒
∃∆N ∈ LNHeap .∃wN ∈ Val .Γ : t ⇓N ∆N : wN ∧ (∆A : wA)%I (∆N : wN).
1Since the ordering of indirections is irrelevant, dom(Γ)−dom(Γ′) represents any sequence with the names defined in Γ but
undefined in Γ′.
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2. Γ : t ⇓N ∆N : wN ⇒
∃∆A ∈ LNHeap .∃wA ∈ Val .∃x⊆ dom(∆N)−dom(Γ) .∃y⊆ Id .
|x|= |y| ∧Γ : t ⇓A ∆A : wA∧ (∆A : wA)%I (∆N [y/x] : wN [y/x]).
Notice that in the second part of the theorem, i.e., from NNS to ANS, a renaming may be needed.
This renaming only affects the names that are added to the heap during the reduction process. This is due
to the fact that in NNS names occurring in the evaluation term (that is t in the theorem) may disappear
during the evaluation and, consequently, they may be chosen on some application of the rule LNLET and
added to the final heap. This cannot happen in ANS due to the alternative application rule.
The proof of Theorem 1 is not straightforward and induction cannot be applied directly. Several
intermediate results are needed to prove a generalization of the theorem where instead of evaluating the
same term in the same initial context heap, indirection-related initial (heap : term) pairs are considered.
This is developed in detail in [16], and a reduced version will soon appear in [17].
4 No update
In this section we compare (heap : term) pairs obtained with NS, where bindings are updated with the
values obtained during reduction, with those obtained with NNS, without update, and where infinite
reductions may occur due to self-references. We start with an example.
Example 6. Let us consider the following term:
t ≡ let abs (bvar 0 0),
let abs (bvar 0 0),abs (bvar 0 0),app (bvar 0 0) (bvar 0 1)
in app (bvar 0 0) (bvar 0 1),
app (bvar 0 0) (bvar 0 1)
in app (app (bvar 0 1) (bvar 0 0)) (bvar 0 2)
When the term t is evaluated in the context of the empty heap the following final (heap : value) pairs are
obtained:
⇓ {x0 7→ abs (bvar 0 0),x1 7→ abs (bvar 0 0),x2 7→ abs (bvar 0 0),
y0 7→ abs (bvar 0 0),y1 7→ abs (bvar 0 0),y2 7→ app (fvar y0) (fvar y1)}
: abs (bvar 0 0)
⇓N {x0 7→ abs (bvar 0 0),
x1 7→ let abs (bvar 0 0),abs (bvar 0 0),app (bvar 0 0) (bvar 0 1)
in app (bvar 0 0) (bvar 0 1),
x2 7→ app (fvar x0) (fvar x1),
y0 7→ abs (bvar 0 0),y1 7→ abs (bvar 0 0),y2 7→ app (fvar y0) (fvar y1),
y′0 7→ abs (bvar 0 0),y′1 7→ abs (bvar 0 0),y′2 7→ app (fvar y′0) (fvar y′1)}
: abs (bvar 0 0)
The inner let-declaration, which is bound to the name x1, is required twice. In the case of NS (⇓),
the evaluation of x1 entails the introduction of three new names (y0,y1 and y2), and the binding for x1
is updated with the value obtained for the body term. Thus, the second time x1 is required it is not re-
evaluated. This is not the case in NNS (⇓N), where a second evaluation of x1 implies the introduction of
duplicated names (y′0,y′1 and y′2) in the heap.
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In the previous example one can observe the two main differences between the final heaps obtained
by evaluating an expression with NS and with NNS. On the one hand, some variables that are bound to
whnf values in NS remain bound to their initial terms in NNS. On the other hand, when evaluating with
NNS, more bindings are obtained with respect to NS. The “extra” bindings are produced by duplicated
evaluations of let-declarations. Therefore, to relate the final heaps we proceed in two steps: First we
remove the extra bindings of the final heap of NNS to obtain a heap with the same domain as the one
obtained with NS; second we check that the bindings that have not been updated are “equivalent” to the
corresponding updated bindings.
4.1 Group relation
The first step is to identify duplicated bindings, i.e., those that correspond to the re-evaluation of a let-
declaration. The next example illustrates the problem.
Example 7. We choose three groups of bindings from the heap obtained with the ⇓N-reduction in Exam-
ple 6: y = [y0,y1,y2], y′ = [y′0,y′1,y′2] and z = [x0,y1,x2].
y2 7→ app (fvar y0) (fvar y1)
y0 y1 y2




x2 7→ app (fvar x0) (fvar x1)
x0 y1 x2
?
We observe that y0, y′0 and x0 are bound to terms with the same structure. Similarly for y1, y′1 and y1,
and for y2, y′2 and x2. But a closer look detects that [x0,y1,x2] is different from the other two groups: If
the terms bound in each group are closed with the names of that group, then equal terms are obtained in
the first two groups, while a different term is obtained in the third group:
y0
\y
99K abs (bvar 0 0) y1
\y
99K abs (bvar 0 0) y2
\y
99K app (bvar 0 0) (bvar 0 1)
y′0
\y′
99K abs (bvar 0 0) y′1
\y′
99K abs (bvar 0 0) y′2
\y′
99K app (bvar 0 0) (bvar 0 1)
x0
\z
99K abs (bvar 0 0) y1
\z
99K abs (bvar 0 0) x2
\z
99K app (bvar 0 0) (fvar x1)
Therefore, groups y and y′ should be related, but not with z.
We start by relating terms (with respect to two lists of names) that are equal except for the free
variables, and those names that are different occupy the same position in their respective lists.
Definition 6. Let t, t ′ ∈ LNExp and x,y⊆ Id. We say that t and t ′ are context-group-related in the contexts
of x and y, written t ≈(x,y) t ′, when:
CR-BVAR
|x|= |y|
(bvar i j)≈(x,y) (bvar i j) CR-ABS
t ≈(x,y) t ′
(abs t)≈(x,y) (abs t ′)
CR-FVAR1 |x|= |y| x /∈ x∪ y
(fvar x)≈(x,y) (fvar x) CR-APP
t ≈(x,y) t ′ v≈(x,y) v′
(app t v)≈(x,y) (app t ′ v′)
CR-FVAR2
|x|= |y|
x = List.nth i x y = List.nth i y
(fvar x)≈(x,y) (fvar y) CR-LET
|t|= |t ′| t ≈(x,y) t ′ t ≈(x,y) t ′
(let t in t)≈(x,y) (let t ′ in t ′)
An alternative to the definition above is to check that the terms are equal under closure in their
respective contexts:
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Lemma 5. t ≈(x,y) t ′⇔ [t ∼S t ′ ∧ \xt =\y t ′ ∧ |x|= |y|]
Next we relate heaps that differ in duplicated groups of bindings.




t ≈(x,y) s x∩ y = /0 (Γ,x 7→ t)[x/y]%G Γ′
(Γ,x 7→ t,y 7→ s)%G Γ′
This relation is a partial order on heaps. We extend it to (heap : term) pairs:
Definition 8. Let Γ,Γ′ ∈ LNHeap, and t, t ′ ∈ LNExp. We say that (Γ : t) is group-related to (Γ′ : t ′),
written (Γ : t)%G (Γ′ : t ′), when
GR HT EQ
(Γ : t)%G (Γ : t)
GR HT GR
t ≈(x,y) s x∩ y = /0 ((Γ,x 7→ t)[x/y] : t[x/y])%G (Γ′ : t ′)
((Γ,x 7→ t,y 7→ s) : t)%G (Γ′ : t ′)
Group-related (heap : term) pairs are equivalent in the sense that if there exists a NNS-reduction for
one of them, then there also exists a NNS-reduction for the other, so that the final (heap : value) pairs are
group-related too.
Lemma 6. (Γ : t)%G (Γ′ : t ′) ∧ Γ′ : t ′ ⇓N ∆′ : w′⇒
∃∆ ∈ LNHeap, w ∈ Val .Γ : t ⇓N ∆ : w ∧ (∆ : w)%G (∆′ : w′).
4.2 Update relation
Once all the duplicated groups of names have been detected and eliminated, we have to deal with updat-
ing. For this, we check that those bindings in the no-updated heap, which have unevaluated expressions
do evaluate to values “equivalent” to those in the updated heap. For a recursive definition, we fix an
initial context heap for these evaluations.





Γ∼∆U Γ′ ∆ : t ⇓N Θ : w (Θ : w)%G (∆ : w′) t /∈ Val
(Γ,x 7→ t)∼∆U (Γ′,x 7→ w′)
Notice that, by definition, update related heaps have the same domain. We are particularly interested
in the case where the context coincides with the first heap:
Definition 10. Let Γ,Γ′ ∈ LNHeap. We say that Γ is update-related to Γ′, written Γ∼U Γ′, if Γ∼ΓU Γ′.
Once again we extend these definitions to (heap : term) pairs:
Definition 11. Let Γ,Γ′,∆ ∈ LNHeap, and t, t ′ ∈ LNExp. We say that (Γ : t) is update-related to (Γ′ : t ′)
in the context of ∆, written (Γ : t)∼∆U (Γ : t ′), when
UCR TT HT
Γ∼∆U Γ′
(Γ : t)∼∆U (Γ′ : t)
UCR VT HT
Γ∼∆U Γ′ ∆ : t ⇓N Θ : w (Θ : w)%G (∆ : w′) t /∈ Val
(Γ : t)∼∆U (Γ′ : w′)
And (Γ : t) is update-related to (Γ′ : t ′), written (Γ : t)∼U (Γ′ : t ′), if (Γ : t)∼ΓU (Γ′ : t ′).
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4.3 Group-update relation
Finally, we combine the group and the update relations to obtain the desired equivalence between heaps
in NS and those in NNS.
Definition 12. Let Γ,Γ′ ∈ LNHeap. We say that Γ is group-update-related to Γ′, written Γ %GU Γ′, when
GUR
Γ %G ∆ ∆∼U Γ′ ok Γ ok Γ′
Γ %GU Γ′
And the extension to (heap : term) pairs:
GUR HT
(Γ : t)%G (∆ : s) (∆ : s)∼U (Γ′ : t ′) ok Γ ok Γ′ lc t lc t ′
(Γ : t)%GU (Γ′ : t ′)
We define the equivalence between NS and NNS in similar fashion to the equivalence ANS-NNS
(Theorem 1), that is, if a reduction proof can be obtained with NS for some term in a given context heap,
then there must exist a reduction proof in NNS for that same (heap : term) pair such that the final (heap
: value) is group-update-related to the final (heap : value) obtained with NS, and conversely.
Theorem 2. (Equivalence NS-NNS).
1. Γ : t ⇓ ∆ : w⇒∃∆N ∈ LNHeap .∃wN ∈ Val .Γ : t ⇓N ∆N : wN ∧ (∆N : wN)%GU (∆ : w).
2. Γ : t ⇓N ∆N : wN ⇒∃∆ ∈ LNHeap .∃w ∈ Val .Γ : t ⇓ ∆ : w∧ (∆N : wN)%GU (∆ : w).
Likewise to Theorem 1, this result cannot be proved directly by rule induction and a generalization
is needed. At present we are working on the proof of this generalization and other intermediate results.
This may lead to slight modifications of the relations defined in this section.
Some of the problems that we have found in the proof of the generalization of the theorem are due
to the fact that semantics rules for variables are different. Working with NS the variable that is being
evaluated is removed from the heap while it remains there when applying NNS. In order to apply rule
induction we have to remove this variable from the heap in NNS, but we should be careful because
several variables can be related with this one, and all of them must be removed not to lose the group
relation between heaps. We also find a problem with the update relation and we probably may to add
another intermediate semantics where the variable to be evaluated is not removed from the heap but it is
updated when the value is obtained.
5 Conclusions and Future Work
The variations introduced by Launchbury in its alternative natural semantics (ANS) do affect two rules:
The variable rule (no update / no blackholes) and the application rule (indirections). We have defined two
intermediate semantics to deal separately with the effects of each modification: NNS (without update /
without blackholes) and INS (with indirections). Subsequently, we have studied the differences between
the heaps obtained by the reduction systems corresponding to each semantics.
To begin with we have compared NNS with ANS, that is, substitution vs. indirections. To this pur-
pose we have defined a preorder %I expressing that a heap can be transformed into another by eliminating
indirections. Furthermore, the relation %I has been extended to (heap : terms) pairs, expressing that two
terms can be considered equivalent when they have the same structure and their free variables (only those
defined in the context of the corresponding heap) are the same except for some indirections. We have
used this extended relation to establish the equivalence between the NNS and the ANS (Theorem 1).




INDIRECTED NAT. SEM. (INS)
Indirections: Yes
Update: Yes
NO-UPDATED NAT. SEM. (NNS)
Indirections: No
Update: No





Figure 6: The relations between the semantics
Thereafter we have compared NS with NNS, that is, update vs. no update. The absence of update
implies the duplication of evaluation work, that leads to the generation of duplicated bindings. These du-
plicated bindings come from the evaluation of let-declarations, so that they form groups. Therefore, we
have defined a group-update-relation %GU that relates two heaps whenever the first can be transformed
into the second by first eliminating duplicated groups of bindings, and then updating the bindings. We
have extended %GU for (heap : terms) to formulate an equivalence theorem for NS and NNS (Theo-
rem 2). This closes the path from NS to ANS, and justifies their equivalence. A schema of the semantics
and their relations is shown in Figure 6.
As we have mentioned before, we are still working on the proof of Theorem 2. When done we would
like to complete the picture by comparing NS with INS, and then INS with ANS. For the first step,
we have to define a preorder similar to %I , but taking into account that extra indirections may now be
updated, thus leading to “redundant” bindings. For the second step, some variation of the group-update-
relation will be needed. Dashed lines in Figure 6 indicate this future work.
We have chosen to use a locally nameless representation to avoid the problems with α-equivalence,
and we have introduced cofinite quantification (in the style of [1]) in the evaluation rules that introduce
fresh names, namely the rule for local declarations (LNLET) and for the alternative application (AL-
NAPP). Moreover, this representation is more amenable to formalization in proof assistants. In fact we
have started to implement the semantic rules given in Section 2.2 using Coq [4], with the intention of
obtaining a formal checking of our proofs.
Acknowledgements: This work is partially supported by the projects TIN2012-39391-C04-04 and
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Abstract: We are working on the implementation of Launchbury’s semantics for
lazy evaluation in the proof assistant Coq. We use a locally nameless representation
where names are reserved for free variables, while bound variable names are re-
placed by indices. This avoids the need of α-conversion and Barendregt’s variable
convention, and facilitates the formalization in Coq. Simultaneous recursive local
declarations in the calculus require the management of multibinders and the use of
mutually inductive types.
Keywords: Formalization, locally nameless representation, proof assistant, Coq,
natural semantics, lazy evaluation.
1 Motivation
Call-by-need evaluation, which avoids repeated computations, is the semantic foundation for
lazy functional programming languages like Haskell or Clean. Launchbury defines in [Lau93] a
natural semantics for lazy evaluation where the set of bindings, i.e., (variable, expression) pairs,
is explicitly handled to make possible their sharing. To prove that this lazy semantics is correct
and computationally adequate with respect to a standard denotational semantics, Launchbury
defines an alternative semantics. On the one hand, functional application is modeled denotation-
ally by extending the environment with a variable bound to a value. This new variable represents
the formal parameter of the function, while the value corresponds to the actual argument. For a
closer approach of this mechanism, applications are carried out in the alternative semantics by
introducing indirections instead of by performing the β -reduction through substitution. On the
other hand, the update of bindings with their computed values is an operational notion without
a denotational counterpart. Thus, the alternative semantics does no longer update bindings and
becomes a call-by-name semantics.
Alas, the proof of the equivalence between the lazy semantics and its alternative version is
detailed nowhere, and a simple induction turns out to be insufficient. Intuitively, both reduction
systems should produce the same results, but this cannot be directly established. Values may
contain free variables that depend on the context of evaluation, which is represented by the heap
of bindings. The changes introduced by the alternative semantics do deeply affect these heaps.
∗ Work partially supported by the projects TIN2009-14599-C03-01 and S2009/TIC-1465.
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Although indirections and “duplicated” bindings (a consequence of not updating) do not add
relevant information to the context, it is awkward to prove this fact.
We intend to prove formally the equivalence between Launchbury’s semantics and its alterna-
tive version. In the usual representation of the λ -calculus, i.e., with variable names for free and
bound variables, terms are identifed up to α-conversion. Dealing with α-equated terms usually
implies the use of Barendregt’s variable convention [Bar84] to avoid the renaming of bound vari-
ables. However, the use of the variable convention in rule inductions is sometimes dubious and
may lead to faulty results (as it is shown by Urban et al. in [UBN07]). Looking for a system of
binding more amenable to formalization, we have chosen a locally nameless representation (as
presented by Chargue´raud in [Cha11]). This is a mixed notation where bound variable names
are replaced by de Bruijn indices [dB72], while free variables preserve their names. Hence,
α-conversion is no longer needed and variable substitution is easily defined because there is
no danger of name capture. Moreover, this representation is suitable for working with proof
assistants like Coq [Ber06] or Isabelle [NPW02]. We have preferred Coq to Isabelle for our for-
malization because Coq allows the definition of inductive types, that are needed for the recursive
local declarations, while we encountered some problems when we first tried with Isabelle. Fur-
thermore, Coq offers dependent types and proof by reflection, that will be helpful for our theory
and proof developments.
Our concern for reproducing and formalizing the proof of this equivalence is not arbitrary.
Launchbury’s natural semantics has been cited frequently and has inspired many further works
as well as several extensions of his semantics , where the corresponding adequacy proofs have
been obtained by just adapting Launchbury’s proof scheme. We have extended ourselves the λ -
calculus with a new expression that introduces parallelism in functional applications [SHO10].
The paper is structured as follows: In Section 2 we present the locally nameless representation
of the λ -calculus extended with mutually recursive local declarations. In Section 3, we express
Launchbury’s semantic rules in the new style and present several properties of the reduction
system that are useful for the equivalence proof.1 In Section 4 we describe the current state of
the implementation in Coq of this locally nameless translation of the syntax and the semantics.
In Section 5 we comment on some related work. In the last section we explain what we have
achieved so far and what remains to be done.
2 The locally nameless representation
The language described by Launchbury in [Lau93] is a normalized λ -calculus extended with
recursive local declarations. We reproduce the restricted syntax in Figure 1.a. Normalization is
achieved in two steps. First an α-conversion is carried out so that all bound variables have distinct
names. In a second phase, arguments for applications are enforced to be variables. These static
transformations simplify the definition of the reduction rules.
Next, we follow the methodology summarized in [Cha11]:
1. Define the syntax of the extended λ -calculus in the locally nameless style.
2. Define the variable opening and variable closing operations.
1 The “paper-and-pencil” proofs of these lemmas and other auxiliary results are detailed in [SHO12].
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x ∈ Var
e ∈ Exp ::= λx.e | (e x) | x | let {xi = ei}ni=1 in e.
x ∈ Id i, j ∈ N
v ∈ Var ::= bvar i j | fvar x
t ∈ LNExp ::= v | abs t | app t v | let {ti}ni=1 in t
(a) Restricted named syntax (b) Locally nameless syntax
Figure 1: Extended λ -calculus
3. Define the free variables and substitution functions, as well as the local closure predicate.
4. State and prove the properties of the operations on terms that are needed in the develop-
ment to be accomplished.
2.1 Locally nameless syntax
The locally nameless (restricted) syntax is shown in Figure 1.b. Var stands now for the set
of variables, where we distinguish between bound variables and free variables. The calculus
includes two binding constructions: λ -abstraction and let-declaration. Being the latter a multi-
binder, we follow Chargue´raud [Cha11] and represent bound variables with two natural numbers:
The first number is a de Bruijn index that counts how many binders (abstraction or let) one needs
to cross to the left to reach the corresponding binder for the variable, while the second refers to
the position of the variable inside that binder. Abstractions are seen as multi-binders that bind
only one variable; thus, the second number should be zero. In the following, we will represent a
list like {ti}ni=1 as t, with length |t|= n.
Example 1 Let e ∈ Exp be an expression in the named representation:
e≡ λ z.let x1 = λ y1.y1,x2 = λ y2.y2,x3 = x in (z x2).
The corresponding locally nameless term t ∈ LNExp is:
t ≡ abs (let abs (bvar 0 0),abs (bvar 0 0),fvar x in app (bvar 1 0) (bvar 0 1)).
Notice that x1 and x2 denote α-equivalent expressions in e. This is more clearly seen in t, where
both expressions are represented with syntactically equal terms.
As bound variables are nameless, the first phase of Launchbury’s normalization is unneeded.
However, application arguments are still restricted to variables.
2.2 Variable opening and variable closing
Variable opening and variable closing are the main operations to manipulate locally nameless
terms. We extend the definitions given by Chargue´raud in [Cha11] to the let-declaration.2
2 Multiple binders are defined in [Cha11]. Two constructions are given: One for non-recursive local declarations, and
another for mutually recursive expressions. Yet both extensions are not completely developed.
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{k → x}(bvar i j) =
{
fvar (List.nth j x) if i = k∧ j < |x|
bvar i j otherwise
{k → x}(fvar x) = fvar x
{k → x}(abs t) = abs ({k+1 → x} t)
{k → x}(app t v) = app ({k → x} t) ({k → x} v)
{k → x}(let t in t) = let ({k+1 → x} t) in ({k+1→ x} t)
where {k → x} t = List.map ({k → x}·) t.
Figure 2: Variable opening
To explore the body of a binder (abstraction or let), the corresponding bound variables are
replaced with fresh names. In the case of abs t the variable opening operation replaces in t with
a (fresh) name every bound variable that refers to the outermost abstraction. Similarly, to open
let t in t we provide a list of |t| distinct fresh names to replace those bound variables that occur
in t and in t which refer to this particular declaration.
Variable opening is defined by means of a more general function {k → x}t (Figure 2), where
the number k represents the nesting level of the binder to be opened, and x is a list of pairwise-
distinct identifiers in Id. Since the level of the outermost binder is 0, variable opening is defined
as tx = {0 → x}t. We extend this operation to lists of terms: tx = List.map (·x) t.
The last definition and those in Figure 2 include some operations on lists. We use an ML-like
notation. For instance, List.nth j x represents the ( j + 1)th element of x,3 and List.map f t
applies function f to every term in t. In the rest of definitions we will use similar list operations.
Example 2 Consider the term abs (let bvar 0 1,bvar 1 0 in app (abs bvar 2 0) (bvar 0 1)).
Hence, the body of the abstraction is:
u≡ let bvar 0 1, bvar 1 0 in app (abs bvar 2 0 ) (bvar 0 1).
But then in u the bound variables referring to the outermost abstraction (shown squared) point
to nowhere. Therefore, we consider u[x] instead of u, where
u[x] = {0→ x}(let bvar 0 1,bvar 1 0 in app (abs bvar 2 0) (bvar 0 1))
= let {1→ x}(bvar 0 1,bvar 1 0) in {1→ x}(app (abs bvar 2 0) (bvar 0 1))
= let bvar 0 1,fvar x in app (abs {2→ x}(bvar 2 0)) (bvar 0 1)
= let bvar 0 1,fvar x in app (abs fvar x) (bvar 0 1)
Inversely to variable opening, there is an operation to transform free names into bound vari-
ables. The variable closing of t is represented by \xt, where x is the list of names to be bound
(recall that the names in x are distinct). Again, a general function {k ← x}t (Figure 3) is defined.
Whenever fvar x is encountered, x is looked up in x: If x occurs in position j, then the free
variable is replaced by bvar k j, otherwise it is left unchanged. Variable closing is then defined
as \xt = {0 ← x}t. Its extension to lists is \xt = List.map (\x·) t.
Example 3 We close the term obtained by opening the body of the abstraction in Example 2
(i.e., the term u): t ≡ let bvar 0 1,fvar x in app (abs fvar x) (bvar 0 1).
3 In order to better accommodate to bound variables indices, elements in a list are numbered starting with 0.
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{k ← x}(bvar i j) = bvar i j
{k ← x}(fvar x) =
{
bvar k j if ∃ j : 0≤ j < |x|.x = List.nth j x
fvar x otherwise
{k ← x}(abs t) = abs ({k+1← x} t)
{k ← x}(app t v) = app ({k ← x} t) ({k ← x} v)
{k ← x}(let t in t) = let ({k+1← x} t) in ({k+1 ← x} t)
where {k ← x} t = List.map ({k ← x}·) t.




∀x /∈ L ⊆ Id lc t [x]
lc (abs t)
LC APP
lc t lc v
lc (app t v)
LC LET
∀x|t| /∈ L⊆ Id lc [t : t]x
lc (let t in t)
LC LIST
List.forall (lc ·) t
lc t
Figure 4: Local closure
\xt = {0← x}(let {bvar 0 1,fvar x} in app (abs (fvar x)) (bvar 0 1))
= let {1← x}(bvar 0 1,fvar x) in {1← x}(app (abs fvar x) (bvar 0 1))
= let bvar 0 1,bvar 1 0 in app (abs {2← x}(fvar x)) (bvar 0 1)
= let bvar 0 1,bvar 1 0 in app (abs bvar 2 0) (bvar 0 1)
Notice that the closed term coincides with u, although this is not always the case.
2.3 Local closure, free variables and substitution
The locally nameless syntax in Figure 1.b allows to build terms without a corresponding expres-
sion in Exp, e.g., the term abs (bvar 1 5) where index 1 does not refer to a binder in the term.
Well-formed terms, i.e., those that correspond to expressions in Exp, are called locally closed.
To determine if a term is locally closed one should check that every bound variable in the term
has valid indices, i.e., they refer to binders in the term. An easier method is to open with fresh
names every abstraction and let-declaration in the term to be checked, and prove that no bound
variable is ever reached. This is implemented with the local closure predicate lc (Figure 4).
Observe that we use cofinite quantification (as introduced by Aydemir et al. in [ACP+08]) in
the rules for the binders, i.e., abstraction and let. Cofinite quantification is an elegant alternative
to exist-fresh conditions and provides stronger induction principles. Proofs are simplified, as it is
not required to define exactly the set of fresh names (examples of this are given in [Cha11]). The
rule LC-ABS establishes that an abstraction is locally closed if there exists a finite set of names
L such that, for any name x not in L, the term t [x] is locally closed. Similarly, in the rule LC-LET
we write x|t| /∈ L to indicate that the list of distinct names x of length |t| are not in the finite set L.
For any list x satisfying this condition, the opening of each term in the list of local declarations,
tx, and of the term affected by these declarations, tx, are locally closed. We have overloaded the
predicate lc to work both on terms and lists of terms; later on we will overload other predicates
and functions similarly. We write [t : t] for the list with head t and tail t. In the following, [ ]
represents the empty list, [t] is a unitary list, and ++ is the concatenation of lists.
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LCK-BVAR
i < k∧ j < List.nth i n
lc at k n (bvar i j) LCK-APP
lc at k n t lc at k n v
lc at k n (app t v)
LCK-FVAR
lc at k n (fvar x) LCK-LET
lc at (k+ 1) [|t| : n] [t : t]
lc at k n (let t in t)
LCK-ABS
lc at (k+ 1) [1 : n] t
lc at k n (abs t) LCK-LIST
List.forall (lc at k n ·) t
lc at k n t
Figure 5: Local closure at level k
fv(bvar i j) = /0 (bvar i j)[z/y] = bvar i j
fv(fvar x) = {x} (fvar x)[z/y] =
{
fvar z if x = y
fvar x if x 6= y
fv(abs t) = fv(t) (abs t)[z/y] = abs t[z/y]
fv(app t v) = fv(t)∪fv(v) (app t v)[z/y] = app t[z/y] v[z/y]
fv(let t in t)= fv(t)∪fv(t) (let t in t)[z/y]= let t[z/y] in t[z/y]
where fv(t) = List.foldright (· ∪ ·) /0 (List.map fv t)
t[z/y] = List.map ([z/y]·) t
Figure 6: Free variables and substitution
We define a new predicate that checks if indices in bound variables are valid from a given
level: t is closed at level k, written lc at k n t (Figure 5), where k indicates the current binding
depth. Since we are dealing with multibinders, we need to keep their size (1 in the case of an
abstraction, n for a let with n local declarations). These sizes are collected in the list n, so that
|n| should be at least k. A bound variable bvar i j is closed at level k if i is smaller than k and j is
smaller than List.nth i n. The list n is new with respect to [Cha11] because there the predicate
lc at is not defined for multiple binders.
The two approaches for local closure are equivalent, so that a term is locally closed if and only
if it is closed at level 0: LC IIF LC AT lc t ⇔ lc at 0 [ ] t.
Computing the free variables of a term t is very easy in the locally nameless representation,
since bound and free variables are syntactically different. The set of free variables of t ∈ LNExp
is denoted as fv(t), and it is defined in Figure 6.
A name x is said to be fresh for a term t, written fresh x in t, if x does not belong to the set
of free variables of t. Similarly for a list of distict names x:
x /∈ fv(t)
fresh x in t
x /∈ fv(t)
fresh x in t
Substitution replaces a variable name by another name in a term. So that for t ∈ LNExp and
z,y ∈ Id, t[z/y] is the term where z substitutes any occurrence of y in t (see Figure 6).
Under some conditions variable opening and closing are inverse operations. More precisely,
opening a term with fresh names and closing it with the same names, produces the original term.
Closing a locally closed term and then opening it with the same names gives back the term:
CLOSE OPEN VAR fresh x in t ⇒ \x(tx) = t OPEN CLOSE VAR lc t ⇒ (\xt)x = t
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LAM Γ : λx.e ⇓ Γ : λx.e APP Γ : e ⇓Θ : λy.e
′ Θ : e′[x/y] ⇓ ∆ : w
Γ : (e x) ⇓ ∆ : w
VAR
Γ : e ⇓ ∆ : w
(Γ,x 7→ e) : x ⇓ (∆,x 7→ w) : wˆ LET
(Γ,{xi 7→ ei}ni=1) : e ⇓ ∆ : w
Γ : let {xi = ei}ni=1 in e ⇓ ∆ : w
Figure 7: Natural semantics
3 Natural semantics for lazy evaluation
The natural semantics defined by Launchbury [Lau93] follows a lazy strategy. Judgements are
of the form Γ : e ⇓ ∆ : w, that is, the expression e ∈ Exp in the context of the heap Γ reduces to
the value w in the context of the heap ∆. Values (w ∈ Val) are expressions in weak-head-normal-
form (whnf ). Heaps are partial functions from variables into expressions. Each pair (variable,
expression) is called a binding, represented by x 7→ e. During evaluation, new bindings may be
added to the heap, and bindings may be updated to their corresponding computed values. The
semantic rules are shown in Figure 7. The normalization of the λ -calculus, as mentioned in
Section 2, simplifies the definition of the rules, although a renaming is still needed (wˆ in VAR) to
avoid name clashing. This renaming is justified by Barendregt’s variable convention [Bar84].
Example 4 Without the renaming in rule VAR heaps may end up binding a name more than
once. Take for instance the evaluation of the expression
e ≡ let x1 = λ y.(let z = λ v.y in y),x2 = (x1 x3),x3 = (x1 x4),x4 = λ s.s in x2
in the context of the empty heap. The evaluation of e implies the evaluation of x2, and then the
evaluation of (x1x3). This application leads to the addition of z 7→ λv.x3 to the heap. Eventually,
the evaluation of x3 implies the evaluation of (x1x4). Without a renaming of values, variable z is
added again to the heap, now bound to λv.x4.
Theorem 1 in [Lau93] states that “every heap/term pair occurring in the proof of a reduction
is distinctly named”, but we have found that the renaming fails to ensure this property. At least,
it depends on how much fresh is this renaming.
Example 5 Let us evaluate in the context of the empty heap the following expression:
e ≡ let x1 = (x2 x3),x2 = λ z.let y = λ t.t in y,x3 = λ s.s in x1
















VAR {x3 7→ λ s.s} : λ z.let y = λ t.t in y
{x3 7→ λ s.s} : λ z.let y = λ t.t in y
LAM
At this point the VAR-rule requires to rename the value that has been obtained (which is
highlighted in the square). Notice that x1 is fresh in the actual heap/term pair, and thus could be
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chosen to rename y. This would lead later in the derivation to introduce x1 twice in the heap.
The solution is to consider the condition of freshness in the whole derivation. This notion has
not been formally defined by Launchbury.
3.1 Locally nameless heaps
Before translating the semantic rules in Figure 7 to the locally nameless representation defined
in Section 2, we have to show how bindings and heaps are represented in this notation. Bindings
associate expressions to free variables, hence bindings are now pairs (fvar x, t) with x ∈ Id and
t ∈ LNExp. To simplify, we just write x 7→ t. In the following, we represent a heap {xi 7→ ti}ni=1
as (x 7→ t), with |x|= |t|= n. The set of locally-nameless-heaps is denoted as LNHeap.
The domain of a heap Γ, written dom(Γ), collects the set of names that are bound in the heap:
dom( /0) = /0 dom(Γ,x 7→ t) = dom(Γ)∪{x}
In a well-formed heap names are defined at most once and terms are locally closed. The
predicate ok expresses that a heap is well-formed:
OK-EMPTY
ok /0 OK-CONS
ok Γ x /∈ dom(Γ) lc t
ok (Γ,x 7→ t)
The function names returns the set of names that appear in a heap, i.e., the names occurring in
the domain or in the right-hand side terms:
names( /0) = /0 names(Γ,x 7→ t) = names(Γ)∪{x}∪fv(t)
This definition can be extended to (heap: term) pairs: names(Γ : t) = names(Γ)∪fv(t)
We also extend the freshness predicate:
x /∈ names(Γ : t)
fresh x in (Γ : t)
Substitution of variable names is extended to heaps as follows:
/0[z/y] = /0 (Γ,x 7→ t)[z/y] = (Γ[z/y],x[z/y] 7→ t[z/y])
where x[z/y] =
{
z if x = y
x otherwise
3.2 Locally nameless semantics
Once the locally nameless syntax and the corresponding operations, functions and predicates
have been defined, three steps are sufficient to translate an inductive definition on λ -terms from
the named representation into the locally nameless notation (as it is explained in [Cha11]):
1. Replace the named binders, i.e., abstractions and let-declarations, with nameless binders
by opening the bodies.
2. Cofinitely quantify the names introduced for variable opening.
3. Add premises to inductive rules in order to ensure that inductive judgements are restricted
to locally closed terms.
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LNLAM {ok Γ} {lc (abs t)}
Γ : abs t ⇓ Γ : abs t
LNVAR
Γ : t ⇓ ∆ : w {x /∈ dom(Γ)∪dom(∆)}
(Γ,x 7→ t) : (fvar x) ⇓ (∆,x 7→ w) : w
LNAPP Γ : t ⇓Θ : abs u Θ : u
[x] ⇓ ∆ : w {x /∈ dom(Γ)⇒ x /∈ dom(∆)}
Γ : app t (fvar x) ⇓ ∆ : w
LNLET
∀x|t| /∈ L⊆ Id (Γ,x 7→ tx) : tx ⇓ (x++z 7→ ux) : wx {y|t| /∈ L⊆ Id}
Γ : let t in t ⇓ (y++z 7→ uy) : wy
Figure 8: Locally nameless natural semantics
We apply these steps to the inductive rules for the lazy natural semantics given in Figure 7.
These rules produce judgements involving λ -terms as well as heaps. Hence, we also add premises
that ensure that inductive judgements are restricted to well-formed heaps. The rules using the
locally nameless representation are shown in Figure 8. For clarity, in the rules we put in braces
the side-conditions to distinguish them better from the judgements.
The main difference with the rules in Figure 7 is the rule LNLET. To evaluate let t in t the
local terms in t are introduced in the heap, so that the body t is evaluated in this new context.
Fresh names x are needed to open the local terms and the body. The evaluation of tx produces
a final heap and a value. Both are dependent on the names chosen for the local variables. The
domain of the final heap consists of the local names x and the rest of names, say z. The rule
LNLET is cofinite quantified. As it is explained in [Cha11], the advantage of the cofinite rules
over existential and universal ones is that the freshness side-conditions are not explicit. In our
case, the freshness condition for x is hidden in the finite set L, which includes the names that
should be avoided during the reduction. The novelty of our cofinite rule, compared with the ones
appearing in [ACP+08] and [Cha11] (that are similar to the cofinite rules for the predicate lc in
Figure 4), is that the names introduced in the (infinite) premises do appear in the conclusion too.
Hence, in the conclusion of the rule LNLET we can replace the names x by any list y not in L.
The problem with explicit freshness conditions is that they are associated just to rule instances,
while they should apply to the whole reduction proof. Take for instance the rule LNVAR. In the
premise the binding x 7→ t does no longer belong to the heap. Therefore, a valid reduction for
this premise may chose x as fresh (this corresponds to the problem shown in Example 5). We
avoid this situation by requiring that x remains undefined in the final heap too. By contrast to the
rule VAR in Figure 7, no renaming of the final value, that is w, is needed.
The new side-condition of rule LNAPP deserves an explanation. Suppose that x is undefined
in the initial heap Γ, then we must avoid that x is chosen as a fresh name during the evaluation of
t. For this reason we require that x is defined in the final heap ∆ only if x was already defined in
Γ. Notice how the body of the abstraction, that is u, is open with the name x. This is equivalent
to the substitution of x for y in the body of the abstraction λy.e′ (see rule APP in Figure 7).
A regularity lemma ensures that the judgements produced by this reduction system involve
only well-formed heaps and locally closed terms.
REGULARITY Γ : t ⇓ ∆ : w⇒ ok Γ∧lc t ∧ok ∆∧lc w.
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Similarly, Theorem 1 in [Lau93] ensures that the property of being distinctly named is pre-
served by the rules in Figure 7. However, as shown in Example 5, the correctness of this result
requires that freshness is relative to whole reduction proofs instead to the scope of rules.
Names defined in a context heap remain defined after the evaluation of any term in that context:
DEF NOT LOST Γ : t ⇓ ∆ : w ⇒ dom(Γ)⊆ dom(∆)
Furthermore, fresh names are introduced only by the rule LNLET and, by the previous result,
they remain bound in the final (heap: value) pair. Hence, any free variable appearing in a final
(heap: value) pair is undefined only if the variable already occurs in the initial (heap: term) pair.
ADD VARS Γ : t ⇓ ∆ : w ⇒ (x ∈ names(∆ : w)⇒ (x ∈ dom(∆)∨ x ∈ names(Γ : t)))
A renaming lemma ensures that the evaluation of a term is independent of the fresh names
chosen in the reduction process. Moreover, any name in the context can be replaced by a fresh
one without changing the meaning of the terms evaluated in that context. In fact, reduction proofs
for (heap: term) pairs are unique up to renaming of the variables defined in the context heap.
RENAMING Γ : t ⇓ ∆ : w∧fresh y in (Γ : t)∧fresh y in (∆ : w)⇒ Γ[y/x] : t[y/x] ⇓ ∆[y/x] : w[y/x]
In addition, the renaming lemma permits to prove an introduction lemma for the cofinite rule
LNLET which establishes that the corresponding existential rule is admissible too.
LET INTRO (Γ,x 7→ tx) : tx ⇓ (x++z 7→ ux) : wx∧fresh x in (Γ : let t in t)
⇒ Γ : let t in t ⇓ (x++z 7→ ux) : wx
This result, together with the renaming lemma, justifies that our rule LNLET is equivalent to
Launchbury’s rule LET used with normalized terms.
4 Implementation in Coq
We are currently extending the work of Chargueraud [Cha11] to adapt it to our calculus and later
on, formalize Launchbury’s semantics. In http://www.chargueraud.org/softs/ln/ we can find the
Coq library TLC which provides the representation for variables and finite sets of variables as
well as the tactics that are needed to work with the locally nameless representation. The main
difference between the syntax defined in [Cha11] and ours are the local definitions introduced by
the let-terms. Although we required a restricted syntax for the application (see Figure 1.b), for
the moment we have dropped this restriction in order to avoid some problems related with the
induction principle.
Our first attempt was to define terms as follows:
Inductive trm : Set := | trm bvar : nat→ nat→ trm
| trm fvar : var→ trm
| trm abs : trm→ trm
| trm app : trm→ trm→ trm
| trm let : (list trm)→ trm→ trm.
Unfortunately, when checking the induction principle defined by Coq, it does not go inside the
list of terms that occurs in a local declaration. As explained by Bertot and Caste´ran in [BC04] we
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have to redefine the induction principle that we want to use. To reach this objective we redefine
the terms as:
Inductive trm : Set := | trm bvar : nat→ nat→ trm
| trm fvar : var→ trm
| trm abs : trm→ trm
| trm app : trm→ trm→ trm
| trm let : L trm→ trm→ trm
with L trm := | nil Ltrm : L trm
| cons Ltrm : trm→ L trm→ L trm.
and afterward we give the following induction scheme:
Scheme trm ind2 := Induction for trm Sort Prop
with L trm ind2 := Induction for L trm Sort Prop.
We have extended the operations for variable opening and closing. To achieve this he have
completed the recursive functions open and close at level k. As a sample, we show here the
opening at level k. Observe how the definition of this function reproduces the two-layers structure
(terms and list of terms):
Fixpoint open rec (k : nat) (vs : list var) (t : trm) {struct t} : trm :=
match t with
| t bvar i j ⇒ if (andb (beq nat k i) (blt nat j (length vs)))
then (t fvar(nth j vs a)) else (t bvar i j)
| t fvarx ⇒ t fvarx
| t abs t1 ⇒ t abs (open rec (S k) vs t1)
| t app t1 t2 ⇒ t app (open rec k vs t1) (open rec k vs t2)
| t let ts t ⇒ t let (open L rec (S k) vs ts) (open rec (S k) vs t)
end
with open L rec (k : nat) (vs : list var) (ts : L trm) {struct ts} : L trm :=
match ts with
| nil Lt ⇒ nil Lt
| cons Lt t ts ⇒ cons Lt (open rec k vs t) (open L rec k vs ts)
end.
The function beq nat returns a boolean expression indicating if two given numbers are equal
or not. Analogously, the function blt nat indicates if a natural number is less or equal than
the second one. As expected, length returns the length of a list and nth j v s a returns the
j-nth element of the list vs, where a is the default value for an index out of range. Notice that
in our definition this default value cannot be returned due to the restrictions of the if-then-else
expression.
Now the definition of the opening operation is:
Definition open t vs := open rec 0 vs t.
Example 6 We can define the body of the abstraction given in Example 2 as:
Definition body := t let (cons Lt (t bvar 0 1) (cons Lt (t bvar 1 0) (nil Lt)))
(t app (t abs (t bvar 2 0)) (t bvar 0 1)).
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In the following lemma we prove that the opening of this term (called body) with a variable x
coincides with the result given previously in the example:
Lemma demo open : open body (cons x nil) = t let (cons Lt (t bvar 0 1) (cons Lt (t fvar x) nil Lt))
(t app (t abs (t fvarx)) (t bvar 0 1)).
Proof.
unfold body. unfold open. unfold open rec. case if. case if. unfold nth. case if. auto.
Qed.
With the unfold tactic the term body, and the functions open rec and nth are rewritten with
their definitions. The tactic case if is used to evaluate if statements. The tactic auto ends the
proof automatically by applying several tactics, including reflexivity (which considers that
two syntactically equal expressions are indeed equal).
At present we are working on the extension of the locally closed predicate, which involves the
cofinite quantification over a list of identifiers (instead of only one identifier). We are working
on the definition of heaps and some of its predicates as well. With these definitions we will be
able to prove some properties over terms and heaps.
5 Related work
In order to avoid α-conversion, we first considered a nameless representation like the de Bruijn
notation [dB72], where variable names are replaced by natural numbers. But this notation has
several drawbacks. First of all, the de Bruijn representation is hard to read for humans. Even if we
intend to check our results with a proof assistant, human readability helps intuition. Moreover,
the de Bruijn notation does not have a good way to handle free variables, which are represented
by indices, alike to bound variables. This is a serious weakness for our application. Launchbury’s
semantics uses context heaps that collect the bindings for the free variables that may occur in the
term under evaluation. Any change in the domain of a heap, i.e., adding or deleting a binding,
would lead to a shifting of the indices, thus complicating the statement and proof of results.
Therefore, we prefer the more manageable locally nameless representation, where bound variable
names are replaced by indices but free variables keep their names. This mixed notation combines
the advantages of both named and nameless representations. On the one hand, α-conversion is
avoided all the same. On the other hand, terms stay readable and easy to manipulate.
There exists in the literature different proposals for a locally nameless representation, and
many works using these representations. Chargue´raud offers in [Cha11] a brief survey on these
works, that we recommend to the interested reader.
Launchbury implicitly assumes Barendregt’s variable convention [Bar84] twice in [Lau93].
First when he defines his operational semantics only for normalized λ -terms (i.e., every binder
in a term binds a distinct name, which is also distinct from any free variable); and second, when
he requires a (fresh) renaming of the values in the rule VAR (Figure 7). Urban, Berghofer and
Norrish propose in [UBN07] a method to strengthen an induction principle (corresponding to
some inductive relation), so that the variable convention comes already built in the principle. Un-
fortunately, we cannot apply these ideas to Launchbury’s semantics, because the semantic rules
do not satisfy the conditions that guarantee the variable convention compatibility, as described
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in [UBN07]. In fact, as we have already pointed out, Launchbury’s Theorem 1 (in [Lau93]) is
correct only if the renaming required in each application of the rule VAR is fresh in the whole
reduction proof. Therefore, we cannot use directly Urban’s nominal package for Isabelle/HOL
[Urb08] (including the recent extensions for general bindings described in [UK10]).
Nevertheless, Urban et al. achieve the “inclusion” of the variable convention in an induction
principle by adding to each induction rule a side condition which expresses that the set of bound
variables (those that appear in a binding position in the rule) are fresh in some induction context
([UBN07]). Furthermore, this context is required to be finitely supported. This is closely related
to the cofinite quantification that we have used for the rule LNLET in Figure 8. Besides, a
condition to ensure the variable convention compatibility is the equivariance of the functions
and predicates occurring in the induction rules. Equivariance is a notion from nominal logic
[Pit03]. A relation is equivariant if it is preserved by permutation of names. Although we have
not proven that the reduction relation defined by the rules in Figure 8 is equivariant, our renaming
lemma establishes a similar result, that is, the reduction relation is preserved by (fresh) renaming.
Nowadays there is a wide range of proof checkers and theorem provers. Wiedijk has compiled
in http://www.cs.ru.nl/ freek/digimath/ a large list of these computer systems, classified by a
number of categories. Focusing in proof assistants, Barendregt and Geuvers give in [BG01] an
interesting discussion and comparison of the most widely-known proof assistants, that it is still
effective. We also recommend the lecture of the paper by Geuvers [Geu09] on the main concepts
and history of proof assistants. We have already commented in the introduction our reasons for
using Coq [Ber06], that is, dependent and inductive types, tactics, and proof by reflection.
6 Present and future
We have used a more modern approach to binding, i.e., a locally nameless representation for
the λ -calculus extended with mutually recursive local declarations. With this representation
the reduction rule for local declarations implies the introduction of fresh names. We have used
neither an existential nor a universal rule for this case. Instead, we have opted for a cofinite rule
as introduced by Aydemir et al. in [ACP+08]. Freshness conditions are usually considered in
each rule individually. Nevertheless, this technique produces name clashing when considering
whole reduction proofs. A solution might be to decorate judgements with the set of forbidden
names and indicate how to modify this set during the reduction process (this approach has been
taken by Sestoft in [Ses97]). However, this could be too restrictive in many occasions. Besides,
existential rules are not easy to deal with because each reduction is obtained just for one specific
list of names. If any of the names in this list causes a name clashing with other reduction proofs,
then it is cumbersome to demonstrate that an alternative reduction for a fresh list does exist.
Cofinite quantification solves this problem because in a single step reductions are guaranteed for
an infinite number of lists of names. Nonetheless, our (LET INTRO) lemma guarantees that a
more conventional exists-fresh rule is correct in our reduction system too.
The cofinite quantification that we have used in our semantic rules is more complex than those
in [ACP+08] and [Cha11]. The cofinite rule LNLET in Figure 8 introduces quantified variables
in the conclusion as well, as the latter depends on the chosen names.
Compared to Launchbury’s semantic rules, our locally nameless rules include several extra
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side-conditions. Some of these require that heaps and terms are well-formed (e.g., in LNLAM).
Others express restrictions on the choice of fresh names, so that together with the cofinite quan-
tification, fix the problem with the renaming in rule VAR that we have shown in Example 5.
Our locally nameless semantics satisfies a regularity lemma which ensures that every term and
heap involved in a reduction proof is well-formed, and a renaming lemma which indicates that
the choice of names (free variables) is irrelevant as long as they are fresh enough. A heap may
be seen as a multiple binder. Actually, the names defined (bound) in a heap can be replaced by
other names, provided that terms keep their meaning in the context represented by the heap. Our
renaming lemma ensures that whenever a heap is renamed with fresh names, reduction proofs
are preserved. This renaming lemma is essential in rule induction proofs for some properties
of the reduction system. More concretely, when one combines several reduction proofs coming
from two or more premises in a reduction rule (for instance, in rule LNAPP in Figure 8).
So far, our contributions comprises the following:
1. A locally nameless representation of a λ -calculus with recursive local declarations;
2. A locally nameless version of Launchbury’s natural semantics for lazy evaluation;
3. A new version of cofinite rules where the variables quantified in the premises do appear in
the conclusion too;
4. A way to guarantee Barendregt’s variable convention by redefining Launchbury’s semantic
rules with cofinite quantification and extra side-conditions;
5. A set of interesting properties of our reduction system, including the regularity, the intro-
duction and the renaming lemmas; and
6. An ongoing implementation in Coq of Launchbury’s semantics.
In the future we will use the implementation in Coq to prove formally the equivalence of
Launchbury’s natural semantics with the alternative version given also in [Lau93]. As we men-
tioned in Section 1, this alternative version differs from the original one in the introduction of
indirections during β -reduction and the elimination of updates. We have already started with
the definition (using the locally nameless representation) of two intermediate semantics, one in-
troducing indirections and the other without updates. We are investigating equivalence relations
between heaps obtained by each semantics, which makes able to prove the equivalence of the
original natural semantics and the alternative semantics through these intermediate semantics.
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