Abstract. We extend the automata-theoretic framework for reasoning about infinitestate sequential systems to handle also the global model-checking problem. Our framework is based on the observation that states of such systems, which carry a finite but unbounded amount of information, can be viewed as nodes in an infinite tree, and transitions between states can be simulated by finite-state automata. Checking that the system satisfies a temporal property can then be done by a two-way automaton that navigates through the tree. The framework is known for local model checking. For branching time properties, the framework uses two-way alternating automata. For linear time properties, the framework uses two-way path automata. In order to solve the global model-checking problem we show that for both types of automata, given a regular tree, we can construct a nondeterministic word automaton that accepts all the nodes in the tree from which an accepting run of the automaton can start.
Introduction
An important research topic over the past decade has been the application of model checking to infinite-state systems. A major thrust of research in this area is the application of model checking to infinite-state sequential systems. These are systems in which a state carries a finite, but unbounded, amount of information, e.g., a pushdown store. The origin of this thrust is the important result by Müller and Schupp that the monadic secondorder theory of context-free graphs is decidable [MS85] . As the complexity involved in that decidability result is nonelementary, researchers sought decidability results of elementary complexity. This started with Burkart and Steffen, who developed an exponentialtime algorithm for model-checking formulas in the alternation-free ¥ -calculus with respect to context-free graphs [BS92] . Researchers then went on to extend this result to the ¥ -calculus, on one hand, and to more general graphs on the other hand, such as pushdown graphs [BS95, Wal96] , regular graphs [BQ96] , and prefix-recognizable graphs [Cau96] . One of the most powerful results so far is an exponential-time algorithm by Burkart for model checking formulas of the ¥ -calculus with respect to prefix-recognizable graphs [Bur97b] . See also [BE96, BEM97, Bur97a, FWW97, BS99, BCMS00] .
3 Some of this theory has also been reduced to practice. Pushdown model-checkers such as Mops [CW02] , Moped [ES01, Sch02] , and Bebop [BR00] (to name a few) have been developed. Successful applications of these model-checkers to the verification of software are reported, for example, in [BR01, CW02] .
We usually distinguish between local and global model-checking. In the first setting we are given a specific state of the system and determine whether it satisfies a given property. In the second setting we compute (a finite representation) of the set of states that satisfy a given property. For many years global model-checking algorithms were the standard; in particular, CTL model checkers [CES86] , and symbolic model-checkers [BCM 92] perform global model-checking. While local model checking holds the promise of reduced computational complexity [SW91] and is more natural for explicit LTL model-checking [CVWY92] , global model-checking is especially important where the model-checking is only part of the verification process. For example, in [CKV01, CKKV01] global modelchecking is used to supply coverage information, which informs us what parts of the design under verification are relevant to the specified properties. In [Sha00, LBBO01] an infinitestate system is abstracted into a finite-state system. Global model-checking is performed over the finite-state system and the result is then used to compute invariants for the infinitestate system. In [PRZ01] results of global model-checking over small instances of a parameterized system are generalized to invariants for every value of the system's parameter.
An automata-theoretic framework for reasoning about infinite-state sequential systems was developed in [KV00, KPV02] (see exposition in [Cac02a] ). The automata-theoretic approach uses the theory of automata as a unifying paradigm for system specification, verification, and synthesis [WVS83,EJ91,Kur94,VW94,KVW00]. Automata enable the separation of the logical and the algorithmic aspects of reasoning about systems, yielding clean and asymptotically optimal algorithms. Traditionally automata-theoretic techniques provide algorithms only for local model-checking [CVWY92, KV00, KPV02] . As modelchecking in the automata-theoretic approach is reduced to the emptiness of an automaton, it seems that this limitation to local model checking is inherent to the approach. For finitestate systems we can reduce global model-checking to local model-checking by iterating over all the states of the system, which is essentially what happens in symbolic model checking of LTL [BCM 92 ]. For infinite-state systems, however, such a reduction cannot be applied. In this paper we remove this limitation of automata-theoretic techniques. We show that the automata-theoretic approach to infinite-state sequential systems generalizes nicely to global model-checking. Thus, all the advantages of using automata-theoretic methods, e.g., the ability to handle regular labeling and regular fairness constraints, the ability to handle ¥ -calculus with backward modalities, and the ability to check realizability [KV00, ATM03] , apply also to the more general problem of global model checking.
We use two-way tree alternating automata to reason about properties of infinite-state sequential systems. The idea is based on the observation that states of such systems can be viewed as nodes in an infinite tree, and transitions between states can be simulated by finitestate automata. Checking that the system satisfies a temporal property can then be done by a two-way alternating automaton. Local model checking is then reduced to emptiness or membership problems for two-way tree automata
In this work, we give a solution to the global model-checking problem. The set of configurations of a prefix-recognizable system satisfying a ¥ -calculus property can be infinite, but it is regular, so it is finitely represented. We show how to construct a nondeterministic word automaton that accepts all the configurations of the system that satisfy (resp., do not satisfy) a branching-time (resp., linear-time) property. In order to do that, we study the global membership problem for two-way alternating parity tree automata and two-way path automata. Given a regular tree, the global membership problem is to find the set of states of the automaton and locations on the tree from which the automaton accepts the tree. We show that in both cases the question is not harder than the simple membership problem (is the tree accepted from the root and the initial state of a pushdown graph, we only need to match the state and the first letter of with the second element of a rule. On the other hand, in an application of a rewrite rule in a prefixrecognizable graph, we have to match the state and we should find a partition of to a prefix that belongs to the second element of the rule and a suffix that belongs to the third element. A labeled transition graph that is induced by a pushdown system is called a pushdown graph. A labeled transition system that is induced by a prefix-recognizable system is called a prefix-recognizable graph. Example 1. The pushdown system 
We define the size s of s as the space required in order to encode the rewrite rules in s and the labeling function. Thus, in a pushdown system, . We are interested in specifications expressed in the ¥ -calculus [Koz83] and in LTL [Pnu77] . For introduction to these logics we refer the reader to [Eme97] . We want to model check pushdown and prefix-recognizable systems with respect to specifications in these logics. We differentiate between local and global model-checking. In local model-checking, given a graph and a specification , one has to determine whether satisfies . In global model-checking we are interested in the set of configurations such that y F satisfies . As is infinite, we hope to find a finite representation for this set. It is known that the set of states of a prefix-recognizable system satisfying a monadic second-order formula is regular [Cau96, Rab72] , which implies that this also holds for pushdown systems and for ¥ -calculus and LTL specifications.
In this paper, we extend the automata-theoretic approach to model-checking of sequential infinite state systems [KV00, KPV02] 4 In order to obtain the stated bound for prefix-recognizable systems and LTL specifications one has to combine the result in [EKS01] with our reduction from prefix-recognizable systems to pushdown systems with regular labeling [KPV02] . 5 As will get clearer in the sequel, the reason for that is that rewrite rules refer to the prefix of words.
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-transitions leave the automaton on the same node of the input tree, and ) -transitions take it up to the parent node. Note that the automaton cannot go up the root of the input tree, as whenever is accepting if all its infinite paths satisfy the acceptance condition. We consider here parity acceptance conditions [EJ91] . A parity condition over a state set q is a finite sequence . Then there is a (possibly empty) set
We use NBW as our linear time specification language. We say that a labeled transition graph satisfies an NBW , denoted
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Global Membership for 2APT
In this section we solve the global membership problem for 2APT. Consider a 2APT 
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Global Model Checking of Branching Time Properties
In this section we solve the global model-checking for branching time specifications by a reduction to the global membership problem for 2APT. The construction is somewhat different from the construction in [KV00] as we use the global-membership of 2APT instead of the emptiness of 2APT. Consider a rewrite system
Recall that a configuration of Together with Theorem 3, we can conclude with an EXPTIME bound also for the global model-checking problem of ¥ -calculus formulas, matching the lower bound in [Wal96] . Note that the fact the same complexity bound holds for pushdown and prefix-recognizable rewrite systems stems from the different definition of s in the two cases.
Two-way Path Automata on Trees
Path automata on trees are a hybrid of nondeterministic word automata and nondeterministic tree automata: they run on trees but have linear runs. Here we describe two-way nondeterministic Büchi path automata. We introduced path automata in [KPV02] , where they are used to give an automata-theoretic solution to the local linear time model checking problem 8 
The first thing that we do is slightly modify the 2NBP. We add an 'idle' state, in which the automaton starts its run from the root. In this idle state, the automaton navigates to some arbitrary node of the tree. Then, the automaton transitions to an arbitrary state and starts a 'normal' run. The 'idle' state masks the fact that we would like to identify all the pairs 7 § r B from which the tree is accepted. Thus, the new automaton 
Global Linear Time Model Checking
In this section we solve the global model-checking for linear time specifications. As branching time model-checking is exponential in the system and linear time model-checking is polynomial in the system, we do not want to simply reduce linear time model-checking to branching time model-checking. We have to develop methods specifically for linear time.
We solve the global model-checking problem by a reduction to the global membership problem of 2NBP. Again, the main difference from the construction in [KPV02] is the usage of the global-membership problem of 2NPT.
As in the previous section, the 2NBP reads the full infinite i -tree. It uses its location as the store and memorizes as part of its state the state of the rewrite system. As before, for pushdown systems it is sufficient to label a node in the tree by its direction. For prefixrecognizable systems the label is more complex and reflects the membership of in the regular expressions that are used in the transition rules.
In order to handle pushdown systems we use again the tree 
is a prefixrecognizable system.
Our complexity coincides with the one in [EHRS00] , for pushdown systems, and with the result of combining [EKS01] and [KPV02] , for prefix-recognizable systems.
Conclusions
We have shown how to extend the automata-theoretic approach to model-checking infinite state sequential rewrite systems to global model-checking. In doing so we have shown that the restriction of automata-theoretic methods to local model-checking is not an inherent restriction of this approach. Our algorithms generalize previous automata-theoretic algorithms for local model-checking [KV00, KPV02] . We match the complexity bounds of previous algorithms for global model-checking [EHRS00,EKS01, KPV02, Cac02b] and show that a uniform solution exists in the automata-theoretic framework.
We believe that our algorithms generalize also to micro-macro stack systems [PV03] and to high order pushdown systems [KNU03, Cac03] as the algorithms for local modelchecking over these types of systems are also automata-theoretic. Recently, Alur et al. suggested the logic CARET, that can specify non-regular properties [AEM04] . Our algorithm generalizes to CARET specifications as well. . Similarly, when we reach the end of the run of , the transition we define In order to follow the above application of rewrite rules, the state space of 
A Proof of Lemma
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