In this paper we present a new approach to learning in a multilayer optical neural network which is based on holographically interconnected nonlinear Fabry-Perot etalons. The network can learn the interconnections that form a distributed representation of a desired pattern transformation operation. The interconnections are formed in an adaptive and self aligning fashion, as volume holographic gratings in photorefractive crystals. Parallel arrays of globally space integrated inner products diffracted by the interconnecting hologram illuminate arrays of nonlinear Fabry-Perot etalons for fast thresholding of the transformed patterns. A phase conjugated reference wave interferes with a backwards propagating error signal to form holographic interference patterns which are time integrated in the volume of the photorefractive crystal in order to slowly modify and learn the appropriate self aligning interconnections. A holographic implementation of a single layer perceptron learning procedure is presented that can be extende '' to a multilayer learning network through an optical implementation of the backward error propagation (BEP) algorithm '.
Introduction
There has been a çonsi,derable amount of interest in the optics pmmunity in recent years in the optical implementation of neural networksl11 s for associative memory applications 4-1 Opto-electronic implementations of matrix vector multipliers with nonlinear electrical feedback were used to demonstrate that imperfect analog hardware worked suprisingly well in the robust environment of a neural networ$I, 1. Holographic association can be combined with optical nonlinearities within a strongly pumped phase conjugate mirror16 , or with an optical spatial light modulatort4l, to implement image association. These systems are programmed to perform a fixed operation by precalculating the interconnections so that fixed points of the neural dynamics are the desired associative recall. One of the most intriguing properties of a neural network is the ability to dynamically learn the interconnections that ç1r spond to a desired behavior through an iterative adaptation of the weight matrix through outer product perturbations , pptical implementations of adaptive associative memories using conventional opto-electronic components have been built 711, and a fascinating all optical nonlinear dynamical system for adaptive association based on a saturating cubic nonlinearity in a phase conjugating volume holographic resonator has been proposed'''. This paper explores the match between the back propagation multilayer learning procedure and optical networks, while ignoring the neural implausibility of bidirectional synapses, because of the intrinsic bidirectionality of optical interconnections. This feedforward multilayer perceptron has a potential of more general, computationally universal behavior, but it differs from the recurrent networks because all all of the feedback dynamics are involved in training the modifiable interconnections, and not in processing the input. We propose a new optical implementation of this multilayer learning system which uses self aligning volume holograms to bidirectionally interconnect nonlinear etalons which act as the bidirectional optical neurons. This architecture combines the robustness of the distributed neural computation and the back propagation learning procedure with the high speed processing of nonlinear etalons, the self aligning ability of phase conjugate mirrors, and the massive storage capacity of volume holograms to produce a powerful and flexible parallel optical processor.
The learning algorithm in a single layer optical perceptron begins with the repetitive presentation to the network of the set of training patterns in random sequence. Initially, the holographic interconnection and output nonlinearity gives rise to a sequence of output patterns which is different from the desired target response sequence. An error pattern is formed, either electronically or optically, by taking the difference between the actual output pattern and the targeted response. The difference pattern is sent backwards through the network using the same etalons and holographic interconnections, but encoding the error with a different polarization, or a slightly different wavelength, or pulsed at a slightly jittered time, than the forward propagating pattern, in order to avoid direct interference between the forward and backward waves. Meanwhile, the undiffracted portion of the input pattern is phase conjugated by an auxiliary phase conjugate mirror, which retroreflects each component of the input wavefront back towards the position at the input from which it originated. The phase conjugate beam has the polarization rotated or the wavelength shifted to match the error encoding, in order to act as a self aligning reference beam for the backwards propagating error wavefront. A volume hologram is recorded within the photorefractive crystal as the interference pattern between the phase conjugated input pattern and the backwards propagating error signal. This is mathematically equivalent to changing the holographic connectivity matrix by the outer product of signal and error pattern vectors. The next time that this particular input pattern is presented to the network, it will produce a diffraction pattern that more closely resembles the desired output pattern. Eventually the hologram will learn the correspondence between a set of input patterns and the associated responses as long as the set of input patterns are linearly separable, which implies that a holographic interconnection can be found that will produce the desired pattern transformation. Since the holographic reference wave is generated by a phase conjugate mirror, as the network learns it will also self align as well as correct for some of the optical imperfections present in the system components.
When the desired pattern transformation is not linearly separable, as most difficult problems of interest, it is necessary to adaptively implement more complex nonlinear decision surfaces' ' This can be accomplished by backwards propagating the error signal through a trainable multilayer network of holographically interconnected nonlinear devices. When the error pattern strikes the hologram, part of it is diffracted towards the previous layer of hidden units by the transpose of the interconnection matrix seen by the forward propagating patterns. The BEP algorithm requires that the transmission function of the hidden units to backwards propagating signals be the derivative of the forward mode sigmoid transfer function evaluated at the current operating level of each device. The derivative is peaked where the nonlinear
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When the desired pattern transformation is not linearly separable, asJp most difficult problems of interest, it is necessary to adaptively implement more complex nonlinear decision surfaces' '. This can be accomplished by backwards propagating the error signal through a trainable multilayer network of holographically interconnected nonlinear devices. When the error pattern strikes the hologram, part of it is diffracted towards the previous layer of hidden units by the transpose of the interconnection matrix seen by the forward propagating patterns. The BEP algorithm requires that the transmission function of the hidden units to backwards propagating signals be the derivative of the forward mode sigmoid transfer function evaluated at the current operating level of each device. The derivative is peaked where the nonlinear sigmoid transfer characteristic has a large differential gain, so that if the hidden unit is operating in this region, the connections leading to it will be strongly modified by the efficiently transmitted error signal, thereby helping that neuron to decide that it should be either high or low and not in between. The multiple layers of interconnections will be continuously modified until all the patterns within the training set produce outputs very near the flat upper or lower levels of the nonlinear device sigmoid response, so that the error signals are not allowed to back propagate through the network. When convergence is reached the error signals that are generated at the final layer become very small for all members of the training set.
Derivation of the Back Propagation Learning Procedure
In this section we review tlig derivation of the backwards error propagation learning procedure, which was originally presented by Rumelhart et. al.11' , in order to establish the notation and encapsulate the system characteristics that the optical architecture must incorporate. A schematic representation of a two layer network is shown in Figure 1 , which consists of an input layer globally interconnected to a hidden layer, which is interconnected through a second weighted communication network to an output layer. The interconnection strengths are modifiable, so that the system can be trained to perform a desired pattern transformation from the input space to the output space. The binary signals applied to the input layer of N1 neurns are reproduced at the output of these neurons as binary outputs, which are the inpu)p to the first layer, so that ii = o. . The outputs of the first layer are interconnected through a N2 x N1 weight matrix w to a hidden layer consisting of 1V2 neurons, forming presynaptic input strengths which are linear combinations of the outputs from the previous layer.
The hidden layer of neurons performs a soft thresholding operation on these presynaptic inputs, with a nonlinear sigmoid response 1 (8) , forming the outputs of the hidden layer which are the inputs to the second layer.
The outputs of the hidden layer are interconnected through the Ng X N2 weight matrix w(k2), which gives the N3 presynaptic network input to the final output layer, as a linear combination of the hidden layer outpltits. L. The final layer performs the same nonlinear soft thresholding operation as the hidden layer giving the N3 network outputs. (4) These outputs represent the behavioral response of the network for a given set of inputs ii, and it is the job of the training procedure to modify the interconnection weight matrices so that the actual response closely approximates the desired system response. Not all input-output mappings are possible in a network of a specific size, because of the capacity limitations of linear machines, but problems of a cognitive nature with fuzzy decision boundaries can be efficiently performed in a two layer network.
The desired response for the input ii(n), presented at the input of the network on the nth machine cycle is given by a target vector tk(n), which differs from the network output ok(n), so the network error vector is given by ák(n) = (tk(n) -ok(n)). A positive definite mean square error (MSE) energy functional can be formed in order to characterize the systems behavior, and minimizing this function will improve the quality of the behavior of the multilayer network.
A gradient descent procedure can be employed to modify the elements of the weight matrices, and push them in the direction that will improve the network performance, as measured by the MSE energy function, upon subsequent presentations of a given pattern. sigmoid transfer characteristic has a large differential gain, so that if the hidden unit is operating in this region, the connections leading to it will be strongly modified by the efficiently transmitted error signal, thereby helping that neuron to decide that it should be either high or low and not in between. The multiple layers of interconnections will be continuously modified until all the patterns within the training set produce outputs very near the flat upper or lower levels of the nonlinear device sigmoid response, so that the error signals are not allowed to back propagate through the network. When convergence is reached the error signals that are generated at the final layer become very small for all members of the training set.
In this section we review the derivation of the backwards error propagation learning procedure, which was originally presented by Rumelhart et. alJ 1', in order to establish the notation and encapsulate the system characteristics that the optical architecture must incorporate. A schematic representation of a two layer network is shown in Figure 1 , which consists of an input layer globally interconnected to a hidden layer, which is interconnected through a second weighted communication network to an output layer. The interconnection strengths are modifiable, so that the system can be trained to perform a desired pattern transformation from the input space to the output space. The binary signals applied to the input layer of NI neurpns are reproduced at the output of these neurons as binary outputs, which are the inputs to the first layer, so that tt-= o\ '. The outputs of the first layer are interconnected through a N% x NI weight matrix uA. to a hidden layer consisting of 7/2 neurons, forming presynaptic input strengths which are linear combinations of the outputs from the previous layer.
The hidden layer of neurons performs a soft thresholding operation on these presynaptic inputs, with a nonlinear sigmoid response /(«), forming the outputs of the hidden layer which are the inputs to the second layer.
The outputs of the hidden layer are interconnected through the N$ x N% weight matrix w^ . , which gives the N$ presynaptic network input to the final output layer, as a linear combination of the hidden layer outputs.
The final layer performs the same nonlinear soft thresholding operation as the hidden layer giving the N$ network outputs.
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A gradient descent procedure can be employed to modify the elements of the weight matrices, and push them in the direction that will improve the network performance, as measured by the MSE energy function, upon subsequent presentations of a given pattern.
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Ideally, the energy function should be averaged over the entire set of training patterns, so that the modification of the weight matrices is in the appropriate direction to improve the system response for the entire training set. However, a temporally localized learning can be performed by using a very small acceleration coefficient n, and modifying the weights after each pattern presentation. The modification of the weights that will result after presenting the training set in random order many times can approximate the desired change. The gradient descent is calculated by using the chain rule, and representing the derivative of the energy function with respect to the weight matrix elements as a product of two parts, the back propagating error and the forward propagating signal.
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The derivative of the presynaptic input to the kth neuron(9 the final layer with respect to the kjth weight matrix element of the second layer interconnection is easily found to be of , by differentiating Eqn. (3) for the presynaptic input.
The derivative of the energy with respect to the presynaptic input to the final layer is defined to be -42), which is the error signal in the final layer, and this term is expanded with respect to the final layer output with the chain rule.
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The first term is found by directly differentiating the energy function, which yields the standard error signal used in adaptive filters, and the two minus signs cancel.
The second term is found by differentiating the nonlinear response of the neurons. 
The significance of Equation (9) is that to translate the kth component of the output error vector back into the final layer of the network it must simply be multiplied by a value which is locally computable within the kth output neuron. Thus the network output error function ák = (tk -ok) can be sent back through the corresponding output layer neurons, which multiply the error component by the derivative of the nonlinear sigmoid response at the current operating level of that output neuron. The neurons must therefore have two signal pathways as shown in Figure 2 , a nonlinear soft thresholding for forward propagating signals, and a multiplier that only allows a backwards propagating error through the neuron when the slope of the forward mode operation is large. The transmitted components of the back propagating error vector are only large when the corresponding output neurons are operating in the steep thresholding regime where the derivative is large, and that component was significantly in error at the network output. Any neuron that has decided that it is a "one" or a "zero" by being well above or below the threshold knee will inefficiently transmit the error back into the network, even if it made the wrong decision, but when the correct decision is made the error transmitted back into the final layer will be negligibly small. So we now know how to modify the weights of the final layer according to this first order gradient descent learning procedure.
wk)(n +1) = wk)(n) + gök2)0(2) (12) The error transmitted by the neurons back into the final layer of interconne ions is used to modify the weights of that layer through an outM) product update rule. The weighted interconnection, wk , is carrying the output fronpJhe jth hidden layer neuron, o . , to the kth output neuron, which is simultaneously bro .dcasting the error function bk back into the final layer of tli?e network. The product of this forward propagating signal and backwards propagating error takes place within each weighted synaptic connection as the desired weight update contribution, completely independently of what is taking place within all the other weighted wires, and this is the only information needed to update that weight, and for these reasons this learning rule is said to be a local update rule.
In order to modify the weights w(l) leading to the hidden layer, t is again necessary to use the chain rule on Eqn. (6b), a 4 to note that the derivative of themput to the hidden layers . with respect to the first layer weight matrix element 1' is just the output from the previous layer as calculated for tl(e final layer in Eqn. (8) .
Ideally, the energy function should be averaged over the entire set of training patterns, so that the modification of the weight matrices is in the appropriate direction to improve the system response for the entire training set. However, a temporally localized learning can be performed by using a very small acceleration coefficient f?, and modifying the weights after each pattern presentation. The modification of the weights that will result after presenting the training set in random order many times can approximate the desired change. The gradient descent is calculated by using the chain rule, and representing the derivative of the energy function with respect to the weight matrix elements as a product of two parts, the back propagating error and the forward propagating signal.
The derivative of the presynaptic input to the fcth neuron^f the final layer with respect to the kjth weight matrix element of the second layer interconnection is easily found to be Oy , by differentiating Eqn. (3) for the presynaptic input.
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The second term is found by differentiating the nonlinear response of the neurons.
The significance of Equation (9) is that to translate the Jbth component of the output error vector back into the final layer of the network it must simply oe multiplied by a value which is locally computable within the fcth output neuron. Thus the network output error function 6% = (t^ o^) can be sent back through the corresponding output layer neurons, which multiply the error component by the derivative of the nonlinear sigmoid response at the current operating level of that output neuron. The neurons must therefore have two signal pathways as shown in Figure 2 , a nonlinear soft thresholding for forward propagating signals, and a multiplier that only allows a backwards propagating error through the neuron when the slope of the forward mode operation is large. The transmitted components of the back propagating error vector are only large when the corresponding output neurons are operating in the steep thresholding regime where the derivative is large, and that component was significantly in error at the network output. Any neuron that has decided that it is a "one" or a "zero" by being well above or below the threshold knee will inefficiently transmit the error back into the network, even if it made the wrong decision, but when the correct decision is made the error transmitted back into the final layer will be negligibly small. So we now know how to modify the weights of the final layer according to this first order gradient descent learning procedure.
The error transmitted by the neurons back into the final layer of interconnections is used to modify the weights of that layer through an outer, product update rule. The weighted interconnection, wl /, is carrying the output fromlhe ;th hidden layer neuron, cr-, to the fcth output neuron, which is simultaneously broadcasting the error function 6 ( k ' back into the final layer of the network. The product of this forward propagating signal and backwards propagating error takes place within each weighted synaptic connection as the desired weight update contribution, completely independently of what is taking place within all the other weighted wires, and this is the only information needed to update that weight, and for these reasons this learning rule is said to be a local update rule.
In order to modify the weights w\£ leading to the hidden layer it is again necessary to use the chain rule on Eqn. (6b), andv to note that the derivative of the input to the hidden layer s\ ' with respect to the first layer weight matrix element w.j is just the output from the previous layer as calculated for tne final layer in Eqn. (8) .
In this equation we have defined an error vector in the first layer s1) as the partial of the energy with respect to the hidden layer input, and it is necessary to expand this definition with the chain rule in order to compute this error in terms of known quantities. 
In order to express the derivative of the energy function with respect to the output of the hidden layer in terms of the presynaptic inputs to the final layer we must sum over all of the contributing factors.
The derivative of the final layer presynaptic input, s,y ith respect to the hidden layer output, 2) is found to be the corresponding interconnection weight matrix element Isl.'? by differentiating Eqn. (3) . The erro signal (})hich is used to program the weights of the final layer is propagated ack through those weights, by multiplying by w , and all of the appropriately weighted error signals converging on the jth hidden neuron are summed, to form a back' propagating presynaptic network input b. The weighted sum of the error functions transmitted in the backwards direction by the final layer, is computed using the same interconnection matrix seen in the forward processing mode, but summing over the N3 output neurons using the transpose of the matrix which is used for the forward propagating interconnection. The back propagating errors were already being transmitted through the appropriate weighted wires in order to modify the final layer interconnections, and this linear superposition simply requires that the errors multiply by the weights in each wire, and follow that signal pathway back towards its point of origin where they will sum with all the converging weighted errors.
The derivative of the output of the hidden layer with respect to its input is given by the derivative of the nonlinear response at the current level of hidden neuron operation, which is computable within each hidden neuron, based on locally available information.
These expressions can be combined to yield the appropriate error function transmitted in the backwards direction by the hidden neurons, in order to appropriately train the first layer of weights.
(1)
This represents an iterative algorithm for successively computing the error function at deeper layers back towards the beginning of the network in terms of the error function injected back into the final layer. The training procedure for the first layer of weights is given by an appropriate outer product learning rule, which is a local update rule that takes place within each weighted signal pathway, but the problem of credit assignment of the MSE energy to the first layer has been solved by nonlocally back propagating the error.
This is referred to as the backwards error propagation algorithm for training multilayer networks, and it can be further generalized to N layer networks, or networks with feed forward interconnections, e.g. when the first layer connects directly with the output layer, as well as indirectly through the hidden layer to the output layer. For more details of the derivation, operation and utility of this multilayer network training algorithm the reader is referred to reference [1] .
Optical Implementation
Nonlinear Fabry-Perot etalonsI10I are a promising candidate for implementing the neurons in an optical learning network because they perform nonlinear operations on arrays of coherent beams, which allows the outputs to be used to record and modify interconnection holograms. Soft thresholding operation can be performed on a forward propagating beam by decreasing the cavity detuning below the critical detuning needed for bistability. These optical neurons cannot easily implement the idealized derivative transmission required Pr back propagation, but a similar peaked response can be obtained by operating a nonlinear etalon in the probe modellil for the backwards propagating error signal. In this mode the Fabry-Perot resonance is scanned by the nonlinear dependance of the index on the intra cavity intensity, which varies in response to the high power forward beam intensity. The weak backwards propagating probe beam is modulated by the current state of the cavity transmission function, which is the appropriate multiplication type of response needed in the backwards direction. The probe mode transmission is peaked at the resonance of the Fabry-Perot, which occurs when the sigmoid response to the forward beam reaches the upper level. The peak maximum is not exactly at the region of the highest slope of the forward beams nonlinear sigmoid response, but since the forward and backward beams are different polarizations, or different wavelengths, the resonance function can be offset in order to achieve a properly positioned probe beam resonance peak. In the polarization multiplexed case this shift can be induced by including a thin birefringent sheet in the cavity 12 , or perhaps a tunable birefringence can be caused by applying a static external field on the cavity. This In this equation we have defined an error vector in the first layer 6j ' as the partial of the energy with respect to the hidden layer input, and it is necessary to expand this definition with tne chain rule in order to compute this error in terms of known quantities.
The derivative of the final layer presynaptic input, s\ ,,with respect to the hidden layer output, o^ ' is found to be the corresponding interconnection weight matrix element w\J by differentiating Eqn. (3). The error signal ,which is used to program the weights of the final layer is propagated Dack through those weights, by multiplying by w\-, and all of the appropriately weighted error signals converging on the jth hidden neuron are summed, to form a bacK propagating presynaptic network input b. The weighted sum of the error functions transmitted in the backwards direction by the final layer, is computed using the same interconnection matrix seen in the forward processing mode, but summing over the N^ output neurons using the transpose of the matrix which is used for the forward propagating interconnection. The back propagating errors were already being transmitted through the appropriate weighted wires in order to modify the final layer interconnections, and this linear superposition simply requires that the errors multiply by the weights in each wire, and follow that signal pathway back towards its point of origin where they will sum with all the converging weighted errors. The derivative of the output of the hidden layer with respect to its input is given by the derivative of the nonlinear response at the current level of hidden neuron operation, which is computable within each hidden neuron, based on locally available information.
This is referred to as the backwards error propagation algorithm for training multilayer networks, and it can be further generalized to N layer networks, or networks with feed forward interconnections, e.g. when the first layer connects directly with the output layer, as well as indirectly through the hidden layer to the output layer. For more details of the derivation, operation and utility of this multilayer network training algorithm the reader is referred to reference [l] .
Nonlinear Fabry-Perot etalons' 10' are a promising candidate for implementing the neurons in an optical learning network because they perform nonlinear operations on arrays of coherent beams, which allows the outputs to be used to record and modify interconnection holograms. Soft thresholding operation can be performed on a forward propagating beam by decreasing the cavity detuning below the critical detuning needed for bistability. These optical neurons cannot easily implement the idealized derivative transmission required for back propagation, but a similar peaked response can be obtained by operating a nonlinear etalon in the probe model 11 ' for the backwards propagating error signal. In this mode the Fabry-Perot resonance is scanned by the nonlinear dependance of the index on the intra cavity intensity, which varies in response to the high power forward beam intensity. The weak backwards propagating probe beam is modulated by the current state of the cavity transmission function, which is the appropriate multiplication type of response needed in the backwards direction. The probe mode transmission is peaked at the resonance of the Fabry-Perot, which occurs when the sigmoid response to the forward beam reaches the upper level. The peak maximum is not exactly at the region of the highest slope of the forward beams nonlinear sigmoid response, but since the forward and backward beams are different polarizations, or different wavelengths, the resonance function can be offset in order to achieve a properly positioned probe beam resonance peak. In the polarization multiplexed case this shift can be induced by including a thin birefringent sheet in the cavity' 12', or perhaps a tunable birefringence can be caused by applying a static external field on the cavity. This type of birefringent nonlinear Fabry-Perot etalon and a simulation of the forward mode sigmoid transfer function is shown in Figure 3 , along with its derivative and the shifted probe mode response. This device can implement the desired sigmoid nonlinearity of the high intensity forward propagating signals with a differential gain greater than one, although the actual gain in transmission is usually much less than one. The probe mode response is not symmetric about the peak because the Airy function resonance is scanned by the intra cavity intensity which is equal to the transmitted sigmoid response divided by the back mirror transmittance. This asymmetry will continue to allow signals that are above threshold to build up interconnection gratings in the previous stage corresponding to correlated inputs, thereby compensating for the slow forgetting of gratings by the volume hologram. However, the high level of transmission for the probe beam when the etalon pump is below threshold is undesirable. By decreasing the Q of the cavity to the forward propagating beam a tradeoff can be made between the peak width and off resonance transmission of the probe mode response, and the switching energy for the forward propagating nonlinear device characteristic. Another possibility, illustrated in Figure 4 , would be to use two closely spaced cavities, both addressed by the same forward and backwards propagating resolution spots. In this case one cavity is optimized to produce a sigmoid response of the forward propagating beam while blocking the backwards propagating error signal, while the other cavity is resonant to the backwards propagating beam and the Fabry-Perot resonance is linearly scanned by the 100% reflected forward propagating incident intensity, thereby producing a good approximation to the desired symmetric derivative response. We expect that learning and eventual convergence can be achieved in a multilayer optical network with the forward and backwards response that can be obtained from these scanned resonance devices, even though the responses do not precisely match the nominal responses of the BEP algorithm, because of the robustness of this gradient descent learning procedure.
A single layer of an architecture that can perform this type of multilayer perceptron learning procedure, using polarization multiplexing of the forward propagating processing beam and backwards propagating teaching beam is shown in Figure 5 . The illustrated architecture is one implementation of this class of backwards error propagating holographic learning machines that serves to illustrate the principles involved. Notice that no lenses are shown in this diagram because the volume hologram can perform the desired weighted interconnection imaging by exposing it with the proper expanding image and focussing reference beam to form a Fresnel volume hologram. If Fourier lenses are inserted between the etalon arrays and the volume holographic crystal then the exposed hologram will be a Fourier hologram with planar fringes, and the k -space analysis will be simplified, but the processor learning and self aligning operations will be similar.
The forward propagating pattern vector transmitted by the anisotropic nonlinear etalon array on the left side of the figure, is polarized at a -45° angle, and is rotated clockwise by 45° as it passes through the nonreciprocal Faraday rotator so that it is horizontally polarized. This aligns the forward propagating beam with the polarizer allowing it to pass, and illuminate the polarization switching volume hologram. The diffracted beam consists of a weighted interconnection of the forward propagating pattern vector by the current state of the holographically represented interconnection matrix, stored as a superposition of curved and chirping space charge gratings within the photorefractive crystal. The diffracted beam has an orthogonal polarization to the input, and this vertical polarization state is rotated clockwise by 45° through the following Faraday rotator so that it falls on the next etalon array with the same -45° polarization as the forward propagating transmitted beam from the previous stage. The undiffracted beam that passes straight through the volume hologram has its vertical polarization rotated by 45° as it passes through the Faraday rotator, so that it falls on the phase conjugate mirror (PCM) with a polarization angle of 45 °, the same as the counterpropagating pump beams (which are not shown), producing an identically polarized phase conjugate beam, which is composed of an array of beams that retroreflect back towards the etalon sources that each originated from. This phase conjugate beam will pass through the nonreciprocal Faraday rotator picking up another 45° rotation, (instead of unwrapping the rotation as would occur with a reciprocal optical activity based rotator), emerging vertically polarized in order to act as the reference beam array for the holographic outer product exposure of the backwards propagating error signal. The backwards propagating error signal emerges from the back side of the output etalon array with a 45° polarization that is orthogonal to the forward propagating beam. This allows for the polarization filtering based separation of the reflected forward propagating beam from the transmitted backwards propagating beam, as well as the independent tuning of the relative Fabry-Perot resonance position of the forward and backwards propagating beams. The backwards propagating error signal is rotated to a vertical polarization by the Faraday rotator so that it will interfere in the volume hologram with the vertically polarized phase conjugate reference beam, and not with the horizontally polarized undiffracted forward propagating signal. The interference of the backwards propagating error beam with the phase conjugate of the forward propagating beam will record a grating due to each pair of beams that are present, perturbing the weighted interconnection matrix represented by the hologram by the outer product of the signal and error vectors, and thereby pushing the matrix towards the desired interconnection solution. The interference of a backwards propagating error signal emerging from a particular etalon at the output with the phase conjugated forward propagating beam emerging from a particular etalon from the input, will produce a volume Fresnel holographic interference pattern that will connect these two etalons for both forward and backward propagating beams, due to the reciprocity of linear electromagnetic systems. The backwards propagating beam is polarization switched by the volume holographic diffraction mechanism, producing a horizontally polarized beam which is the appropriate weighted summation of the error signal by the transpose of the interconnection matrix seen by the forward propagating beam. This will pass through the polarizer and be Faraday rotated by 45 °, in order to be incident on the etalon array with a 45° polarization angle, orthogonal to the forward propagating beam, and the same as the backwards propagating beam which emerged from the previous output layer. The undiffracted phase conjugate of the forward propagating beam needs to be blocked so that it is not confused with the copropagating diffracted backwards error propagating signal, and this is accomplished by the polarizer which blocks the vertical polarization of the undesired phase conjugate reference beam. The indicated nonreciprocal polarization filtering will also remove the unwanted reflections from the nonlinear etalons, and unwanted diffraction terms produced by the hologram. The diffracted phase conjugate reference and undiffracted backwards error signal, emerge at a different angle, and will not focus on the etalon, so they can be ignored, or they can be examined to determine intermediate states of the hidden neurons. Each layer is completely compatible with the previous and the following layers so this type of learning network can be stacked up to form a complex multilayer learning machine.
This implementation is based on a polarization switching diffraction mechanism that takes place in some electrooptic 90 / SPIE Vol. 752 Digital Optical Computing (1987) type of birefringent nonlinear Fabry-Perot etalon and a simulation of the forward mode sigmoid transfer function is shown in Figure 3 , along with its derivative and the shifted probe mode response. This device can implement the desired sigmoid nonlinearity of the high intensity forward propagating signals with a differential gain greater than one, although the actual gain in transmission is usually much less than one. The probe mode response is not symmetric about the peak because the Airy function resonance is scanned by the intra cavity intensity which is equal to the transmitted sigmoid response divided by the back mirror transmittance. This asymmetry will continue to allow signals that are above threshold to build up interconnection gratings in the previous stage corresponding to correlated inputs, thereby compensating for the slow forgetting of gratings by the volume hologram. However, the high level of transmission for the probe beam when the etalon pump is below threshold is undesirable. By decreasing the Q of the cavity to the forward propagating beam a tradeoff can be made between the peak width and off resonance transmission of the probe mode response, and the switching energy for the forward propagating nonlinear device characteristic. Another possibility, illustrated in Figure 4 , would be to use two closely spaced cavities, both addressed by the same forward and backwards propagating resolution spots. In this case one cavity is optimized to produce a sigmoid response of the forward propagating beam while blocking the backwards propagating error signal, while the other cavity is resonant to the backwards propagating beam and the Fabry-Perot resonance is linearly scanned by the 100% reflected forward propagating incident intensity, thereby producing a good approximation to the desired symmetric derivative response. We expect that learning and eventual convergence can be achieved in a multilayer optical network with the forward and backwards response that can be obtained from these scanned resonance devices, even though the responses do not precisely match the nominal responses of the BEP algorithm, because of the robustness of this gradient descent learning procedure.
A single layer of an architecture that can perform this type of multilayer perceptron learning procedure, using polarization multiplexing of the forward propagating processing beam and backwards propagating teaching beam is shown in Figure 5 . The illustrated architecture is one implementation of this class of backwards error propagating holographic learning machines that serves to illustrate the principles involved. Notice that no lenses are shown in this diagram because the volume hologram can perform the desired weighted interconnection imaging by exposing it with the proper expanding image and focussing reference beam to form a Fresnel volume hologram. If Fourier lenses are inserted between the etalon arrays and the volume holographic crystal then the exposed hologram will .be a Fourier hologram with planar fringes, and the k-space analysis will be simplified, but the processor learning and self aligning operations will be similar.
The forward propagating pattern vector transmitted by the anisotropic nonlinear etalon array on the left side of the figure, is polarized at a -45° angle, and is rotated clockwise by 45° as it passes through the nonreciprocal Faraday rotator so that it is horizontally polarized. This aligns the forward propagating beam with the polarizer allowing it to pass, and illuminate the polarization switching volume hologram. The diffracted beam consists of a weighted interconnection of the forward propagating pattern vector by the current state of the holographically represented interconnection matrix, stored as a superposition of curved and chirping space charge gratings within the photorefractive crystal. The diffracted beam has an orthogonal polarization to the input, and this vertical polarization state is rotated clockwise by 45° through the following Faraday rotator so that it falls on the next etalon array with the same -45° polarization as the forward propagating transmitted beam from the previous stage. The undiffracted beam that passes straight through the volume hologram has its vertical polarization rotated by 45° as it passes through the Faraday rotator, so that it falls on the phase conjugate mirror (PCM) with a polarization angle of 45°, the same as the counterpropagating pump beams ( which are not shown), producing an identically polarized phase conjugate beam, which is composed of an array of beams tnat retro reflect back towards the etalon sources that each originated from. This phase conjugate beam will pass through the nonreciprocal Faraday rotator picking up another 45° rotation, (instead of unwrapping the rotation as would occur with a reciprocal optical activity based rotator), emerging vertically polarized in order to act as the reference beam array for the holographic outer product exposure of the backwards propagating error signal. The backwards propagating error signal emerges from the back side of the output etalon array with a 45° polarization that is orthogonal to the forward propagating beam. This allows for the polarization filtering based separation of the reflected forward propagating beam from the transmitted backwards propagating beam, as well as the independent tuning of the relative Fabry-Perot resonance position of the forward and backwards propagating beams. The backwards propagating error signal is rotated to a vertical polarization by the Faraday rotator so that it will interfere in the volume hologram with the vertically polarized phase conjugate reference beam, and not with the horizontally polarized undiffracted forward propagating signal. The interference of the backwards propagating error beam with the phase conjugate of the forward propagating beam will record a grating due to each pair of beams that are present, perturbing the weighted interconnection matrix represented by the hologram by the outer product of the signal and error vectors, and thereby pushing the matrix towards the desired interconnection solution. The interference of a backwards propagating error signal emerging from a particular etalon at the output with the phase conjugated forward propagating beam emerging from a particular etalon from the input, will produce a volume Fresnel holographic interference pattern that will connect these two etalons for both forward and backward propagating beams, due to the reciprocity of linear electromagnetic systems. The backwards propagating beam is polarization switched by the volume holographic diffraction mechanism, producing a horizontally polarized beam which is the appropriate weighted summation of the error signal by the transpose of the interconnection matrix seen by the forward propagating beam. This will pass through the polarizer and be Faraday rotated by 45°, in order to be incident on the etalon array with a 45° polarization angle, orthogonal to the forward propagating beam, and the same as the backwards propagating beam which emerged from the previous output layer. The undiffracted phase conjugate of the forward propagating beam needs to be blocked so that it is not confused with the copropagating diffracted backwards error propagating signal, and this is accomplished by the polarizer which blocks the vertical polarization of the undesired phase conjugate reference beam. The indicated nonreciprocal polarization filtering will also remove the unwanted reflections from the nonlinear etalons, and unwanted diffraction terms produced by the hologram. The diffracted phase conjugate reference and undiffracted backwards error signal, emerge at a different angle, and will not focus on the etalon, so they can be ignored, or they can be examined to determine intermediate states of the hidden neurons. Each layer is completely compatible with the previous and the following layers so this type of learning network can be stacked up to form a complex multilayer learning machine.
This implementation is based on a polarization switching diffraction mechanism that takes place in some electrooptic volume holographic materials, such as Bi12SiO20, LiNbO3, BaTiO3 and GaAs. The polarization switching diffraction efficiency, and the holographic storage capacity can be simultaneously maximized by having the input and output beams propagating at large angles as indicated in the figure. The unwanted polarization switching grating exposures due to the simultaneous presence of multiple reference (or object) beams will produce cross talk of the undiffracted forward propagating beam, which can be eliminated with the indicated polarization filtering. The learning operation must occur slowly for the BEP algorithm to converge properly, and this is well matched with ferroelectric photorefractive crystal volume holograms, in which the crystal response times are slow and the perturbation of an existing space-charge grating by a single outer product exposure is small. It is necessary to be able to both selectively erase holographic gratings, thus decreasing the connection strength between particular etalons, as well as to strengthen individual gratings thereby increasing the corresponding elements of the interconnection matrix. Selective erasure can be accomplished by using a phase encoded backwards propagating error signal, where a phase angle of 0 is used to represent all positive error signals, and a phase angle of a is used to represent all negative error signals. Gratings that are built up with a phase angle of 0, can have the corresponding interconnection decreased selectively by shifting the recording interference profile by rr. Alternatively, selective interconnection erasure can be accomplished by strengthening interconnection gratings when the applied bias field is in one direction, causing the resulting space charge grating to shift away from the optical intensity profile in the direction of the E field by approximately tr /2, while decreasing interconnection gratings when the bias field is reversed, producing a cancelling space charge grating with a phase shift of -7r/2. Another approach to decreasing interconnection strength would be to rely on the simultaneous erasure of all the gratings by the readout mechanism and thermal effects, thereby inserting a "forgetting" term in the dynamical equation for the holographically represented interconnection matrix. This approach requires continuous reinforcement to avoid forgetting everything that has been learned. Once learning has been completed a mechanism of fixing the hologram could be used to make the interconnections permanent. A scheme must be devised to implement negative interconnection strengths or else all the signals must be placed on a bias. Another possibility is to use the phase shift of each grating to represent its sign, and count on destructive interference within each nonlinear etalon to subtract the positively and negatively weighted diffracted components. All of these approaches are sensitive to the phase response of the etalons, so it is necessary to minimize (or to compensate for), nonlinear phase shifts produced by the etalons. The storage capacity of the voluble hologram will enforce limits on the number of nonlinear devices that can be interconnected and upon their topology 13 . A sparse array of etalons will have to be utilized in order to implement a fully global interconnection without unwanted cross talk, which will also facilitate the dissipation of heat generated in the nonlinear etalons, and thereby allow a very high speed of operation.
Self Aligning Bidirectional Volume Holographic Interconnections
The preliminary analysis of a bidirectional optical interconnection system begins with an explanation of the recording of a hologram by using a phase conjugated reference beam. The one dimensional system used in this analysis is presented in Figure 6 , and consists of two lines (planes) of optical "neurons" which need to be interconnected with a volume hologram. The phase conjugate mirror is used to conjugate the expanding waves emitted from one plane of neurons, and retroreflect them back towards the sources from which they emerged. The field emitted by a line of J neurons, separated by D, with an aperture profile h(zo, yo), and propagating at an off axis angle with spatial frequency a, is a linear combination of off axis spherically expanding waves propagating towards the right. The undiffracted field that passes straight through the volume hologram, (in the undepleted pump approximation), and strikes the phase conjugate mirror (PCM) is simple in the Fraunhoffer regime of the individual apertures, which for an aperture profile width of d is valid for z> wd2 /a, (z > 1mm for a 10µm aperture), and is always valid for Gaussian apertures.
In this expression the distance between the input plane of neurons and the front side of the volume hologram is zo, the thickness of the hologram is L, the index of refraction of the photorefractive medium is no, and the distance from the hologram to the phase conjugate mirror is zc, so the total optical path length between the neurons and the PCM is z. = zo +noL +zc. This wavefront is phase conjugated by the PCM, which retrorefiects each expanding spherical wavefront back towards its point of origin, the resulting field within the holographic crystal is dependant on the z coordinate within the medium, and since both writing waves are incident on the hologram from the right z will be defined to be zero at the right edge and increase to L at the left edge. The phase conjugated reference wave within the hologram is most easily expressed in terms of the optical distance between the input neurons and a given plane within the hologram, z' = zo + (L -z)no.
A(z, y, z, t) = e-i2rrvt a -iñz' e- Similarly, the field emitted by a line of K output neurons separated by D', which emit a back propagating error pattern can be described as a superposition of spherically expanding waves, the separation between the output neurons and a plane SPIE Vol. 752 Digita/ Optical Computing (1987) / 91 volume holographic materials, such as Bii2SiO2o» LiNbOa, BaTiOa and GaAs. The polarization switching diffraction efficiency, and the holographic storage capacity can be simultaneously maximized by having the input and output beams propagating at large angles as indicated in the figure. The unwanted polarization switching grating exposures due to the simultaneous presence of multiple reference (or object) beams will produce cross talk of the undiffracted forward propagating beam, which can be eliminated with the indicated polarization filtering. The learning operation must occur slowly for the BEP algorithm to converge properly, and this is well matched with ferroelectric photorefractive crystal volume holograms, in which the crystal response times are slow and the perturbation of an existing space-charge grating by a single outer product exposure is small. It is necessary to be able to both selectively erase holographic gratings, thus decreasing the connection strength between particular etalons, as well as to strengthen individual gratings thereby increasing the corresponding elements of the interconnection matrix. Selective erasure can be accomplished by using a phase encoded backwards propagating error signal, where a phase angle of 0 is used to represent all positive error signals, and a phase angle of w is used to represent all negative error signals. Gratings that are built up with a phase angle of 0, can have the corresponding interconnection decreased selectively by shifting the recording interference profile by w. Alternatively, selective interconnection erasure can be accomplished by strengthening interconnection gratings when the applied bias field is in one direction, causing the resulting space charge grating to shift away from the optical intensity profile in the direction of the E field by approximately Tr/2, while decreasing interconnection gratings when the bias field is reversed, producing a cancelling space charge grating with a phase shift of Tr/2. Another approach to decreasing interconnection strength would be to rely on the simultaneous erasure of all the gratings by the readout mechanism and thermal effects, thereby inserting a "forgetting" term in the dynamical equation for the holographically represented interconnection matrix. This approach requires continuous reinforcement to avoid forgetting everything that has been learned. Once learning has been completed a mechanism of fixing the hologram could be used to make the interconnections permanent. A scheme must be devised to implement negative interconnection strengths or else all the signals must be placed on a bias. Another possibility is to use the phase shift of each grating to represent its sign, and count on destructive interference within each nonlinear etalon to subtract the positively and negatively weighted diffracted components. All of these approaches are sensitive to the phase response of the etalons, so it is necessary to minimize (or to compensate for), nonlinear phase shifts produced by the etalons. The storage capacity of the volume hologram will enforce limits on the number of nonlinear devices that can be interconnected and upon their topology' 13'. A sparse array of etalons will have to be utilized in order to implement a fully global interconnection without unwanted cross talk, which will also facilitate the dissipation of heat generated in the nonlinear etalons, and thereby allow a very high speed of operation.
The preliminary analysis of a bidirectional optical interconnection system begins with an explanation of the recording of a hologram by using a phase conjugated reference beam. The one dimensional system used in this analysis is presented in Figure 6 , and consists of two lines (planes) of optical "neurons" which need to be interconnected with a volume hologram. The phase conjugate mirror is used to conjugate the expanding waves emitted from one plane of neurons, and retroreflect them back towards the sources from which they emerged. The field emitted by a line of J neurons, separated by D, with an aperture profile /&(a:o,yo)> anc* propagating at an off axis angle with spatial frequency a, is a linear combination of off axis spherically expanding waves propagating towards the right. The undiffracted field that passes straight through the volume hologram, (in the undepleted pump approximation), and strikes the phase conjugate mirror (PCM) is simple in the Fraunhoffer regime of the individual apertures, which for an aperture profile width of d is valid for z ^ ird /A, (z >> 1mm for a 10/im aperture), and is always valid for Gaussian apertures. In this expression the distance between the input plane of neurons and the front side of the volume hologram is ZQ, the thickness of the hologram is L, the index of refraction of the photorefractive medium is no, and the distance from the hologram to the phase conjugate mirror is zc , so the total optical path length between the neurons and the PCM is ZB -ZQ + nvL + Zc* ^n*8 wayefront is phase conjugated by the PCM, which retroreflects each expanding spherical wavefront back towards its point of origin, the resulting field within the holographic crystal is dependant on the z coordinate within the medium, and since both writing waves are incident on the hologram from the right z will be defined to be zero at the right edge and increase to L at the left edge. The phase conjugated reference wave within the hologram is most easily expressed in terms of the optical distance between the input neurons and a given plane within the hologram, z1 = ZQ + (L -2)110.
This equation represents a left propagating quadratically curved superposition of waves, with a profile given by the transform of the individual source apertures H(u -f <*',v), that is scaled and shifted with the z coordinate within the holographic medium.
Similarly, the field emitted by a line of K output neurons separated by IX, which emit a back propagating error pattern can be described as a superposition of spherically expanding waves, the separation between the output neurons and a plane z within the hologram is z = zl + noz, which is a reversed coordinate from that used for the forward propagating wave.
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This back propagating error wavefront will interfere with the phase conjugated forward propagating signal wavefront within the volume of the hologram to record a self aligning interference pattern that will modulate the index of refraction within the holographic medium. The modulation term can be expressed as a curved and chirping fringe pattern within the overlap region of the diffracting wavefronts within the crystal. The repetitive presentation of training patterns and bipolar error patterns to the front and back of the single layer being described will result in the time integration of successive outer product connectivity patterns.
(zt + zz7 (z2 + y2) + zzi (jD -kD')noz + jDzl + kD'(zo + Lno)))1 dt (22) This expression represents a superposition of KJ families of elliptical fringes within the volume of the hologram, with each pair of sources at the ellipse foci, and zt = zo + noL + z1 is the total distance between the etalon planes. This time integrated interference pattern will be transformed into a proportional index modulation with a phase shift through the photorefractive effect. A space charge grating image of the interference profile is created by ionizing carriers from fixed traps into the conduction band, where they mobile carriers redistribute under the influence of drift, diffusion and bulk photovoltaic effects,until they recombine with an unoccupied trap. The redistributed optically generated carriers will produce a space charge grating with a fundamental Fourier component with a phase shift from the interference profile. The gradient of the resulting space charge pattern will produce a corresponding electric field which will induce an electro-optic modulation of the local impermeability tensor, as long as the appropriate electro-optic tensor coefficient is nonzero. In turn, this will couple the input field into a diffracted output field as long as the appropriate impermeability tensor coefficient is nonzero. For polarization switching diffraction interactions it is required to have an off diagonal impermeability tensor coefficient, which requires electro -optic tensor coefficients in the bottom half of the reduced subscript electro-optic matrix. Self aligning recording combined with polarization switching diffraction requires an optically isotropic medium, (or one in which anisotropy can be eliminated through the application of a static field), with no optical activity, and these conditions imply that a material of symmetry group 43m, such as GaAs, should be used as the photorefractive holographic medium. The efficiency of the diffraction will depend on the effective coupling strength which will depend on the angle of the gratings, the polarization of the input wave, and the momentum matching (Bragg) condition, in a rather complicated fashion. However the use of a Fresnel hologram will produce an averaging over all of these effects for all of the interconnection holograms, while in a Fourier hologram with planar fringes each grating will have a different efficiency.
For the chirped and curved volume Fresnel phase holograms being analyzed here a momentum space analysis is inappropriate, since spatial frequency and fringe tilt are spatially varying, resulting in a poorly defined perturbation momentum vector, so an explicit integration of the diffracted field produced at each z -plane will be carried out instead. After recording the hologram it will be illuminated by a weighted superposition of expanding spherical waves which will be diffracted by all of the index modulations which are present. This analysis can be carried out for either forward or backwards propagating waves in an identical manner, but we will only consider illumination with a forward propagating wave here. When the volume hologram is illuminated by the diffracted wavefront from an input neural activity pattern aj,, the diffracted field at each plane z will contain a matched term, which will produce focussing wavefronts propagating towards the output neurons, and a number of unwanted cross talk terms.
e-i2trvt e-i2ti e-i(a/aa)(z2+0)ei(2a1az')Dx(j-j')ei(2ff/aa)kD'xH* (2 + a Y) (23) With the approximations that 11112 ks 1, then the diffracted field can be propagated to the plane of output neurons from any diffracting plane within the volume hologram, in the undepleted pump approximation (valid for diffraction efficiency < 10 %). Each plane of infinitesimal thickness produces an appropriate focussing contribution, with the appropriate focal 92 / SPIE Vol. 752 Digital Optical Computing (1987) z within the hologram is z = z± -f noz, which is a reversed coordinate from that used for the forward propagating wave.
This back propagating error wavefront will interfere with the phase conjugated forward propagating signal wavefront within the volume of the hologram to record a self aligning interference pattern that will modulate the index of refraction within the holographic medium. The modulation term can be expressed as a curved and chirping fringe pattern within the overlap region of the diffracting wavefronts within the crystal. The repetitive presentation of training patterns and bipolar error patterns to the front and back of the single layer being described will result in the time integration of successive outer product connectivity patterns. 
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This expression represents a superposition of KJ families of elliptical fringes within the volume of the hologram, with each pair of sources at the ellipse foci, and zt = ZQ + n^L + z\ is the total distance between the etalon planes. This time integrated interference pattern will be transformed into a proportional index modulation with a phase shift through the photorefractive effect. A space charge grating image of the interference profile is created by ionizing carriers from fixed traps into the conduction band, where they mobile carriers redistribute under the influence of drift, diffusion and bulk photovoltaic effects,until they recombine with an unoccupied trap. The redistributed optically generated carriers will produce a space charge grating with a fundamental Fourier component with a phase shift from the interference profile. The gradient of the resulting space charge pattern will produce a corresponding electric field which will induce an electro-optic modulation of the local impermeability tensor, as long as the appropriate electro-optic tensor coefficient is nonzero. In turn, this will couple the input field into a diffracted output field as long as the appropriate impermeability tensor coefficient is nonzero. For polarization switching diffraction interactions it is required to have an off diagonal impermeability tensor coefficient, which requires electro-optic tensor coefficients in the bottom half of the reduced subscript electro-optic matrix. Self aligning recording combined with polarization switching diffraction requires an optically isotropic medium, (or one in which anisotropy can be eliminated through the application of a static field), with no optical activity, and these conditions imply that a material of symmetry group 43m, such as GaAs, should be used as the photorefractive holographic medium. The efficiency of the diffraction will depend on the effective coupling strength which will depend on the angle of the gratings, the polarization of the input wave, and the momentum matching (Bragg) condition, in a rather complicated fashion. However the use of a Fresnel hologram will produce an averaging over all of these effects for all of the interconnection holograms, while in a Fourier hologram with planar fringes each grating will have a different efficiency.
For the chirped and curved volume Fresnel phase holograms being analyzed here a momentum space analysis is inappropriate, since spatial frequency and fringe tilt are spatially varying, resulting in a poorly defined perturbation momentum vector, so an explicit integration of the diffracted field produced at each z-plane will be carried out instead. After recording the hologram it will be illuminated by a weighted superposition of expanding spherical waves which will be diffracted by all of the index modulations which are present. This analysis can be carried out for either forward or backwards propagating waves in an identical manner, but we will only consider illumination with a forward propagating wave here. When the volume hologram is illuminated by the diffracted wavefront from an input neural activity pattern ay/, the diffracted field at each plane z will contain a matched term, which will produce focussing wavefronts propagating towards the output neurons, and a number of unwanted cross talk terms.
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With the approximations that |H| 2 ^ 1, then the diffracted field can be propagated to the plane of output neurons from any diffracting plane within the volume hologram, in the undepleted pump approximation (valid for diffraction efficiency < 10%). Each plane of infinitesimal thickness produces an appropriate focussing contribution, with the appropriate focal length to produce a focal spot with profile h(zi,yl) at each of the K output neurons, and we need to sum up all of the contribution throughout the thickness L of the hologram.
e(zl, yl, z, t) The integration over z produces a sinc function of (j -j'), which is analogous to the thick hologram Bragg condition for these elliptical fringes. As long as the separation between the input neurons D is large enough for a given hologram thickness L and recording geometry, zo, z1 i ct, then we can assume perfect Bragg selectivity j = j'. This would be the normal Bragg condition if Fourier lenses were inserted in the processor, and it results in an angular selectivity in the plane of the lines of neurons which effectively eliminates all of the unwanted shift invariant cross talk terms that are present with a thin holographic grating. For a hologram thickness L= 1cm, placed lcm off axis and 10cm from input and output neural planes we can separate the etalons by D s.s 100/sm, allowing 100 to be packed per cm. However, for a 90° diffraction angle, as illustrated in Figure 5 , we can bring the etalons to within Drs 20Am of each other allowing a linear packing density of 500 etalons per cm. When two dimensional arrays of neurons are to be interconnected additio al constraints must be imposed upon their topology in order to achieve the appropriate selectivity of the diffracted orders' 13i, and only a sparse selection of a 2 -D array of etalons may be utilized, containing between 104 and 105 etalons per square inch. The resulting field incident on the spatially multiplexed output neurons is thus found to be proportional to the desired matrix vector product of the input activity pattern with the time integrated outer product of the sequence of forward and backward waves. This is a fully self aligning dynamic volume holographic global interconnection scheme which works reciprocally for forwards and backwards waves as required by the back propagation algorithm. This interconnection technique requires no lenses, because the Fresnel hologram accomplishes the imaging operation, but optional lens systems can be included if desired, in order to limit the connectability of the neurons, because the system will learn the appropriate self aligning interconnection in the presence of any phase aberration.
System Requirements A complete two layer system, illustrated in Figure 7 , will require a high speed method of entering data for pattern transformation processing, and another means of introducing backwards propagating error signals for the learning phase. Probably the best approach to high speed data entry at the back end of the system would be to use a sparse, parallel laser diode array or a fiber optic input array, demagnified onto the first layer bistable nonlinear etalon array, in order to modulate the coherent bias beams transmitted by each addressed device, thereby using the input nonlinear Fabry-Perot etalon array as a high speed incoherent to coherent converter with memory. At the final layer of the system error signals need to be computed, and injected back into the system with the appropriate polarization or wavelength, and the phase shift or timing needed to represent the sign of the error. When the number of outputs of the pattern transformation procedure is less than 1000, they can be arrayed in a linear format which allows the utilization of high speed linear detector arrays for output, and the utilization of linear spatial light modulators, in order to introduce the backwards propagating error signals. The fan -out capability of each layer is determined by the nonlinear device gain the holographic diffraction efficiency, and the polarization component throughput, and it may dictate an information collapsing network. For example if the product of optical efficiencies is only 3%, then a network with 30,000 bit input patterns might be processed by 1000 hidden units that communicate with 30 output devices, which simplifies the error generation process at the output. The ability of the system to process large amounts of data in parallel at a very high speed is limited by the electronic addressing of the input array, and the output photodetector array readout time, and not by the intervening optical system, because of the extremely fast response achievable with nonlinear etalons. The optical power requirements of the system are primarily dictated by the first layer of nonlinear etalons, since there are many more in this layer than in the succeeding layers for a collapsing network. The first layer etalons are not bidirectional, and can be optimized to have a low awit hng energy. Bistable nonlinear etalons have been operated with a 3pJ switching energy at a rate of approximately 100MHz1141, which leads to a power requirement of .4mW per etalon, or 12 watts for 30,000 input etalons. Most of this power is supplied by a high power coherent pump beam that is used to bias each bistable device just below the bistable loop, and only about 10%, or 40 µwatts, is required per laser or fiber optic input to the network.
The forward propagating signal can be a narrow pulse since the response of GaAs nonlinear Fabry-Perot etalon is determined by the peak power incident. In this case the backwards propagating error signal can be either pulsed or CW. In the pulsed mode the PCM would need to have practically instantaneous response, such as a nonlinear optical semiconductor might provide, and the forward and backward propagating pulses could be time jittered so they do not overlap in the volume hologram, but the phase conjugate reference and the backwards propagating error pulse would overlap within the crystal, The integration over z produces a sine function of (j -j'), which is analogous to the thick hologram Bragg condition for these elliptical fringes. As long as the separation between the input neurons D is large enough for a given hologram thickness L and recording geometry, 2o,2i,cr, then we can assume perfect Bragg selectivity j = j1 . This would be the normal Bragg condition if Fourier lenses were inserted in the processor, and it results in an angular selectivity in the plane of the lines of neurons which effectively eliminates all of the unwanted shift invariant cross talk terms that are present with a thin holographic grating. For a hologram thickness L = 1cm, placed 1cm off axis and 10cm from input and output neural planes we can separate the etalons by D & 100/xm, allowing 100 to be packed per cm. However, for a 90° diffraction angle, as illustrated in Figure 5 , we can bring the etalons to within Dw 20/im of each other allowing a linear packing density of 500 etalons per cm. When two dimensional arrays of neurons are to be interconnected additional constraints must be imposed upon their topology in order to achieve the appropriate selectivity of the diffracted orders^13 ', and only a sparse selection of a 2-D array of etalons may be utilized, containing between 10 4 and 105 etalons per square inch. The resulting field incident on the spatially multiplexed output neurons is thus found to be proportional to the desired matrix vector product of the input activity pattern with the time integrated outer product of the sequence of forward and backward waves. This is a fully self aligning dynamic volume holographic global interconnection scheme which works reciprocally for forwards and backwards waves as required by the back propagation algorithm. This interconnection technique requires no lenses, because the Fresnel hologram accomplishes the imaging operation, but optional lens systems can be included if desired, in order to limit the connectability of the neurons, because the system will learn the appropriate self aligning interconnection in the presence of any phase aberration.
System Requirements A complete two layer system, illustrated in Figure 7 , will require a high speed method of entering data for pattern transformation processing, and another means of introducing backwards propagating error signals for the learning phase. Probably the best approach to high speed data entry at the back end of the system would be to use a sparse, parallel laser diode array or a fiber optic input array, demagnified onto the first layer bistable nonlinear etalon array, in order to modulate the coherent bias beams transmitted by each addressed device, thereby using the input nonlinear Fabry-Perot etalon array as a high speed incoherent to coherent converter with memory. At the final layer of the system error signals need to be computed, and injected back into the system with the appropriate polarization or wavelength, and the phase shift or timing needed to represent the sign of the error. When the number of outputs of the pattern transformation procedure is less than 1000, they can be arrayed in a linear format which allows the utilization of high speed linear detector arrays for output, and the utilization of linear spatial light modulators, in order to introduce the backwards propagating error signals. The fan-out capability of each layer is determined by the nonlinear device gain the holographic diffraction efficiency, and the polarization component throughput, and it may dictate an information collapsing network. For example if the product of optical efficiencies is only 3%, then a network with 30,000 bit input patterns might be processed by 1000 hidden units that communicate with 30 output devices, which simplifies the error generation process at the output. The ability of the system to process large amounts of data in parallel at a very high speed is limited by the electronic addressing of the input array, and the output photodetector array readout time, and not by the intervening optical system, because of the extremely fast response achievable with nonlinear etalons. The optical power requirements of the system are primarily dictated by the first layer of nonlinear etalons, since there are many more in this layer than in the succeeding layers for a collapsing network. The first layer etalons are not bidirectional, and can be optimized to have a low switching energy. Bistable nonlinear etalons have been operated with a 3pJ switching energy at a rate of approximately lOOMHzi 14' , which leads to a power requirement of .4mW per etalon, or 12 watts for 30,000 input etalons. Most of this power is supplied by a high power coherent pump beam that is used to bias each bistable device just below the bistable loop, and only about 10%, or 40 /iwatts, is required per laser or fiber optic input to the network.
The forward propagating signal can be a narrow pulse since the response of GaAs nonlinear Fabry-Perot etalon is determined by the peak power incident. In this case the backwards propagating error signal can be either pulsed or CW. In the pulsed mode the PCM would need to have practically instantaneous response, such as a nonlinear optical semiconductor might provide, and the forward and backward propagating pulses could be time jittered so they do not overlap in the volume hologram, but the phase conjugate reference and the backwards propagating error pulse would overlap within the crystal, thereby exposing a hologram. Alternatively, the backwards propagating error signal could be a low power CW beam that would not have a high enough peak power to nonlinearly modify the index within the Fabry-Perot etalons, and the forward propagating pulse could be turned into a quasi CW phase conjugated reference by using a ferroelectric crystal based PCM which has a slow, integrated response. The Fabry-Perot etalons would need to have a slow relaxation time of the nonlinearly shifted index, (this requires long carrier lifetimes and should lead to lower switching energies), so the probe beam would have the appropriate response for most of the interval between pulses of the forward beams. In this case the holographic exposure would be due to the time integral of the CW waves in the volume hologram, and the orthogonally polarized pulsed forward propagating beam would not contribute to the hologram exposure.
Conclusion
The non ideal optical implementation of a back propagation network may actually have improved performance over that of an idealized digital simulation because noise will always be present in the system, helping it to avoid shallow local minima, and pushing the interconnection matrix away from solution boundaries. Imperfections of the holographic interconnection will help the system perform symmetry breaking, which the idealized model cannot perform spontaneously. The simultaneous self aligning and learning of the optical system make this approach to multilayer optical neural processing experimentally feasible, and allow the implementation of complicated systems that could not be completely specified a priori, but can be learned and modified as the desired processing operation slowly changes. The slow learning of the holographic crystals combined with the extremely high speed processing of the nonlinear etalons gives this system an enormous throughput potential and the capability for solving complicated cognitive problems. The added possibtility of feedback between layers would result in a dynamical processing system reminiscent of recurrent neural networks 1l, but the dynamic holographic interconnections give the trainable network an additional problem solving capability with the attributes of an adaptive networkl[3 , but with many more neurons and interconnections than are achievable with other hardware implementations.
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