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a b s t r a c t
This paper considers model selection in panels where incidental parameters are present. Primary interest
centers on selecting a model that best approximates the underlying structure involving parameters that
are common within the panel. It is well known that conventional model selection procedures are often
inconsistent in panel models and this can be so even without nuisance parameters. Modifications are
then needed to achieve consistency. New model selection information criteria are developed here that
use either the Kullback–Leibler information criterion based on the profile likelihood or the Bayes factor
based on the integrated likelihood with a bias-reducing prior. These model selection criteria impose
heavier penalties than those associated with standard information criteria such as AIC and BIC. The
additional penalty, which is data-dependent, properly reflects the model complexity arising from the
presence of incidental parameters. A particular example is studied in detail involving lag order selection in
dynamic panel models with fixed effects. The new criteria are shown to control for over/under-selection
probabilities in these models and lead to consistent order selection criteria.
© 2015 Elsevier B.V. All rights reserved.
1. Introduction
As datasets grow richer, more sophisticated models are be-
ing used in empirical econometric work, including semiparametric
models, large dimensional parametric models, and panel systems
with manifold heterogeneous effects that lead to a proliferation of
nuisance parameters. Good model selection procedures are an im-
portant element in empirical work to avoid bias, to help in validat-
ing inference, and to assist in ensuring sound policy implications.
They are particularly important in more sophisticated systems
where multi-index asymptotics and high dimensional nuisance
parameters can affect the properties of estimators, inference and
model selection.
Some of these panel modeling issues were considered in the
pioneering work by Anderson and Hsiao (1981), which examined
∗ Correspondence to: Department of Economics and Center for Policy Research,
Syracuse University, 426 Eggers Hall, Syracuse, NY 13244-1020, United States.
E-mail addresses: ylee41@maxwell.syr.edu (Y. Lee), peter.phillips@yale.edu
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the use of multi-index asymptotics, dynamic panel estimation in-
consistency, and the possible use of instrumental variable (IV)
methods to avoid inconsistencies in dynamic panel regressionwith
short wide panels.2 Following that paper, there was a flowering
of research on dynamic panel modeling, efficient IV estimation
techniques and semiparametric methods, to all of which Cheng
Hsiao has made significant contributions. Much of this work is
overviewed in Hsiao (2003).
One topic that is still relatively unexplored in this field is model
selection in dynamic panels. Specification tests and information-
criteria provide two standard approaches to model selection and
are available for use in dynamic panels. The specification test ap-
proach requires an ad hoc null, a set of alternative models, and
a test sequence to evaluate the alternatives. On the other hand,
the model selection approach considers all the candidate mod-
els jointly and chooses one that optimizes an information cri-
terion. Examples include the Akaike information criterion (AIC),
Bayesian information criterion (BIC), posterior information crite-
rion (PIC), Hannan–Quinn (HQ) criterion, theMellows’ Cp criterion,
2 Phillips (2014) and Phillips and Han (2014) provide some updated asymptotic
results on the Anderson and Hsiao IV estimators.
http://dx.doi.org/10.1016/j.jeconom.2015.03.012
0304-4076/© 2015 Elsevier B.V. All rights reserved.
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bootstrap criteria and cross-validation approaches. See, for exam-
ple, Claeskens and Hjort (2008) for further details of these meth-
ods.
An important assumption in most model selection approaches
is that the number of parameters in each candidate model is finite
or at most grows slowly compared to the sample size. For exam-
ple, Stone (1979) showed that consistency of the standard BIC or-
der selector breaks down when the number of parameters in the
candidate model diverges with the sample size.3 In many cases,
large dimensional parameter spaces arise from the proliferation of
nuisance parameters which, though they are not of primary inter-
est, are required for specifying heterogeneity or for handling omit-
ted variables. The present paper examines why standard model
selection criteria perform poorly for such cases and proposesmod-
ified selection criteria that are effectivewhen the candidatemodels
have nuisance parameters whose dimension grows with the sam-
ple size, analogous to incidental parameters (Neyman and Scott,
1948).
In particular, we study the specification of panel data models in
which the focus of interest is a subset of the parameters. We con-
sider panel observations zi,t for i = 1, . . . , n and t = 1, . . . , T ,
whose unknown density (i.e., the model) is approximated by a
parametric family f (z;ψ, λi) that does not need to include the true
model. The parameter of interest is ψ , which is common across i,
and the nuisance parameters are given by λ1, . . . , λn, whose num-
ber increases at the same rate of the sample size. Common ex-
amples of λi are unobserved heterogeneity (e.g., individual fixed
effects) and heteroskedastic variances. The main objective is to
choose the model that fits best the data generating process when
only a subset of the parameters is of central interest. Such an ap-
proach is reasonable whenwe are interested in selecting the struc-
ture of the model in ψ , while assuming the parameter space of λi
is common across the candidate models. A similar approach can be
found in Claeskens and Hjort (2003) in the context of cross section
models with finite-dimensional nuisance parameters, though they
consider the case with nested models via local misspecification. In
comparison, we allow for infinite-dimensional nuisance parame-
ters as well as nonnested cases.
Two different approaches are used to handle incidental param-
eters and to obtain new model selection criteria. One method ap-
plies profiling to the Kullback–Leibler information criterion (KLIC).
It is shown that the profile KLIC can be approximated by the stan-
dard KLIC based on the profile likelihoods provided that a proper
modification term is imposed. This result corresponds to the fact
that the profile likelihood does not share the standard proper-
ties of the genuine likelihood function (e.g., the score has nonzero
expectation or the information identity is violated), which there-
fore needs appropriate modification (e.g., Sartori, 2003). It turns
out that the new information criterion requires a heavier penalty
than that of standard information criteria such as AIC so that
the degrees of freedom in the model are properly counted. How-
ever, the penalty is different from the total number of parame-
ters (i.e., dim(ψ)+ n dim(λi)). The additional penalty depends on
a proper model complexity measure (e.g., Rissanen, 1986; Bozdo-
gan, 2000; Hodges and Sargent, 2001) that reflects the level of dif-
ficulty of estimation. The penalty term is data-dependent, so the
new model selection rule is adaptive. As a second approach, we
develop a Bayesian model selection criterion that is based on the
3 This limitation in standard criteria is now well understood and several
approaches have been proposed for model selection in large dimensional mod-
els, particularly in the Bayesian framework. Examples are Berger et al. (2003)
and Chakrabarti and Ghosh (2006), who analyze the use of the Laplace approxi-
mation in large-dimensional exponential families to compute the Bayes factor and
achieve a consistent selector.
Bayes factor, inwhich the posterior is obtainedusing the integrated
likelihoods. These two approaches – one based on the profile likeli-
hood and the other based on the integrated likelihood – are closely
related, as in the standard AIC and BIC, provided that a proper prior
for the incidental parameter is used in performing the integration.
In the pseudo-likelihood setup,we obtain the prior so that the inte-
grated likelihood is close to the genuine likelihood (e.g., the robust
prior of Arellano and Bonhomme, 2009) and that depends on the
data in general.
The majority of panel studies focus on modifying the profile or
integrated likelihood as a means of bias reduction in maximum
likelihood estimation, which presume that the parametric mod-
els considered are correctly specified (e.g., Hahn and Kuersteiner,
2002, 2011; Hahn and Newey, 2004; Arellano and Hahn, 2006,
2007; Lee, 2006, 2012, 2014; Bester and Hansen, 2009). However,
as discussed in Lee (2006, 2012), if the model is not correctly spec-
ified, effort to reduce bias stemming from incidental parameters
may exacerbate bias. Hence, correctmodel specification is very im-
portant, particularly for dynamic or nonlinear panel models where
bias occurs naturally in estimation. Correct model specification
should ideally precede the use of bias correction or bias reduction
procedures. The focus of the present paper is on mechanisms to
address the specification problem.
The remainder of the paper is organized as follows. Section 2
summarizes the incidental parameter problem in the quasi maxi-
mum likelihood setup. The modified profile likelihood and bias re-
duction in panel models are also discussed. Section 3 develops an
AIC-type information criterion based on the profile likelihood. A
profile KLIC is introduced that is general enough to be applied in
heterogeneous panel data models. Section 4 obtains a BIC-type in-
formation criterion based on the integrated likelihood and explores
connections between AIC-type and BIC-type criteria by developing
a robust prior. In Section 5, the methodology is mobilized in the
particular example of lag order selection for dynamic panels. This
Section also reports simulations that examine the statistical per-
formance properties of the procedures. Section 6 concludes. Proofs
are given in the Appendix.
2. Incidental parameter problems in QMLE
2.1. Misspecified models
We consider panel observations {zi,t} for i = 1, 2, . . . , n and
t = 1, 2, . . . , T , which have an unknown distribution Gi(z) with
probability density gi(z). The components zi,t are allowed to have
heterogeneous distributions across ibut are cross-section indepen-
dent.4 On the other hand, zi,t may be serially correlated over t but is
assumed to be strictly stationary so that the marginal distribution
of zi,t is invariant in t . T could vary over i (i.e., Ti ≠ Tj) but we as-
sume Ti = T for all i for simplicity. Since gi(z) is unknown a priori,
we consider a parametric family of densities {f (z; θi) : θi ∈ Θ} for
each i, which does not necessarily contain gi(z). We assume that
f (z; θi) is continuous (and smooth enough as needed) in θi for ev-
ery z ∈ Z, the usual regularity conditions for f (z; θi)hold (e.g., Sev-
erini, 2000, Chapter 4), and that the parameters are all well iden-
tified. Note that the heterogeneity of the marginal distribution is
solely controlled by the heterogeneous parameter θi. We decom-
pose the parameter vector as θi = (ψ ′, λi)′, where ψ ∈ Ψ ⊂ Rr
is the main parameter of interest common to all i, whereas the
λi ∈ Λ ⊂ R are individual nuisance parameter that are specific to i.
4 Mild cross-section dependence could be permitted under some commonly used
frameworks such as a factor structure as long as the LLN and CLT can be extended.
Cross section independence is assumed here for expositional simplicity.
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Panel models with heterogeneous parameters, such as fixed indi-
vidual effects, (conditional) heteroskedasticity, or heterogeneous
slope coefficients, are good examples of f (·;ψ, λi). We may con-
sidermultidimensional λi (e.g., Arellano and Hahn, 2006) but focus
on the scalar case for expositional simplicity.
We denote the marginal (pseudo-)likelihood of zi,t as5
fit (ψ, λi) = f

zi,t;ψ, λi

, (1)
which leads to the expression for the scaled individual log-
likelihood function given by
ℓi(ψ, λi) = 1T
T
t=1
log fit (ψ, λi) .
We assume the following conditions as in White (1982). Though
zi,t may be serially correlated, we assume the process is stationary
mixing and the serial dependence is sufficiently weak for the LLN
and CLT to hold (e.g., Hahn and Kuersteiner, 2011; Lee, 2014). We
let a measurable Euclidean space Z be the support of zi,t .
Assumption 1. (i) zi,t is independent over i and (for each i) strictly
stationary strong mixing over t with marginal distribution Gi onZ
andmeasurable Radon–Nikodym density gi = dGi/dν. (ii) For each
i, f (z; θi) is the Radon–Nikodymdensity of the distribution F(z; θi),
where f (z; θi) is measurable in z for every θi ∈ Θ = Ψ × Λ, a
compact subset of Rr+1 and twice continuously differentiable in θi
for every z ∈ Z. (iii) It can be decomposed as θi = (ψ ′, λi)′, where
λi is related to the ith observation only.
Since we are mainly interested in ψ , we first maximize out the
nuisance parameter λi to define the profile likelihood of ψ as
f Pit (ψ) = f (zi,t;ψ,λi (ψ)) for each i, (2)
whereλi (ψ) = argmax
λi∈Λ
ℓi(ψ, λi) (3)
is the quasi maximum likelihood estimator (QMLE) of λi keeping
ψ fixed. Note that (3) is possible since the nuisance parameter is
separable in i. By separability, furthermore, we can consider the
standard asymptotic results forλi (ψ) in powers of T . The quasi
maximum profile likelihood estimator of ψ is then obtained as
ψ = argmax
ψ∈Ψ
1
n
n
i=1
ℓPi (ψ),
where ℓPi (ψ) =
1
T
T
t=1
log f Pit (ψ) , (4)
which indeed corresponds to theQMLEofψ because themaximum
is obtained in two successive steps rather than simultaneously.
The existence of ψ follows from Assumption 1 as in White (1982).
When T is small, however, f Pit (ψ)does not behave like the standard
likelihood function due to the sampling variability of the estimatorλi (ψ). For example, the expected score of the profile likelihood
is nonzero and the standard information identity does not hold
even when the true density is nested in {f (·;ψ, λi)}. The intuitive
explanation is that the profile likelihood is itself a biased estimate
of the original likelihood. Modification of the profile likelihoods in
the form of
ℓMi (ψ) = ℓPi (ψ)−
1
T
Mi (ψ) = 1T
T
t=1
log f Mit (ψ)
5 Whenwe consider dynamicmodels, f

zi,t ;ψ, λi

is understood as a conditional
density given the lagged observations. For example, with zi,t = (yi,t , yi,t−1, . . . ,
yi,t−p) for some p ≥ 1, we define f

zi,t ;ψ, λi
 = f yi,t |yi,t−1, . . . , yi,t−p;ψ, λi.
is widely studied, where
log f Mit (ψ) = log f Pit (ψ)−
1
T
Mi (ψ) . (5)
Such modification makes the modified profile likelihood f Mit (ψ)
behave more like a genuine likelihood function (e.g., Barndorff-
Nielsen, 1983). Themodification termMi (ψ) isOp(1) andMi(ψ)/T
corrects the leading Op(T−1) sampling bias fromλi (ψ) so that it
renders the expected score of themodified profile likelihood closer
to zero even for small T . A bias-reduced estimator forψ can there-
fore be obtained by maximizing the modified profile likelihood
(i.e., the quasi maximummodified profile likelihood estimation) as
ψ = argmax
ψ∈Ψ
1
n
n
i=1
ℓMi (ψ). (6)
Further discussion of the maximummodified profile likelihood es-
timator can be found in Barndorff-Nielsen (1983), Severini (1998,
2000) and Sartori (2003) among others, particularly regarding ap-
propriate choices of the modification term Mi (ψ). Closely related
works consider the adjusted profile likelihood (e.g., McCullagh and
Tibshirani, 1990; DiCiccio et al., 1996) and the conditional profile
likelihood (e.g., Cox and Reid, 1987).
2.2. Incidental parameter problem
From standard QMLE theory we can show that the QML estima-
tor (or the quasimaximumprofile likelihood estimator)ψ in (4) is a
consistent estimator for a nonrandom vectorψT for fixed T , where
ψT = argmax
ψ∈Ψ limn→∞
1
n
n
i=1
EGi

1
T
T
t=1
log f (zi,t;ψ,λi (ψ)) .
Note thatλi (ψ) in (3) is a function of T . We denote by EGi [·] = [·]dGi the expectation taken with respect to the true distribution
Gi for each i. ψT can be rewritten as
ψT = argmin
ψ∈Ψ limn→∞
1
nT
n
i=1
T
t=1
D(gi ∥ fit(ψ,λi (ψ))), (7)
where for each i
D(gi ∥ fit(ψ,λi (ψ))) = EGi

log

gi

zi,t

f (zi,t;ψ,λi (ψ))

is the Kullback—Leibler divergence (or the Kullback–Leibler infor-
mation criterion—KLIC) of the true marginal density gi(·) relative
to f (·;ψ,λi (ψ)), which is well defined by the conditions below.6
Using stationarity, we further let7
λi (ψ) = argmin
λi∈Λ
D (gi ∥ fit(ψ, λi)) (8)
6 We may interpret the objective function in (7) as the average KLIC of gi(zi,t )
relative to the scaled individual parametric profile likelihood f i(ψ,λi (ψ)) =
exp[T−1Tt=1 log f (zi,t ;ψ,λi (ψ))] since
1
T
T
t=1
D(gi ∥ fit (ψ,λi (ψ))) = EGi

log gi

zi,t
− 1
T
T
t=1
log f (zi,t ;ψ,λi (ψ))
= D(gi ∥ f i(ψ,λi (ψ)))
by stationarity.
7 λi(ψ) is normally referred to as the least favorable curve.
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for each i and
ψ0 = argmax
ψ∈Ψ limn→∞
1
n
n
i=1
EGi

log f (zi,t;ψ, λi (ψ))

= argmin
ψ∈Ψ limn→∞
1
n
n
i=1
D (gi ∥ fit(ψ, λi (ψ))) . (9)
The KLIC minimizers ψ0 and λ0 = (λ10, . . . , λn0)′ are obtained
from (9) and λi0 = λi (ψ0) for each i.
Assumption 2. For each i, (i) both gi(z) and f (z; θi) are bounded
away from zero for all z in Z and θi inΘ; (ii) EGi [log gi(zi,t)] exists
and limn→∞ n−1
n
i=1 EGi [log gi(zi,t)] <∞; (iii) ∂ log f (z; θi)/∂θi[j]
for j = 1, . . . , r + 1 are measurable functions of z for each θi inΘ
and continuously differentiable with respect to Gi for all z inZ and
θi in Θ , where θi[j] denotes the jth element of θi; (iv) | log f (z; θi)|,
|∂2 log f (z; θi)/∂θi[j]∂θi[k]| and |∂ log f (z; θi)/∂θi[j] · ∂ log f (z; θi)/
∂θi[k]| are all dominated by functions integrable with respect to Gi
for all z in Z and θi inΘ for j, k = 1, . . . , r + 1, where each domi-
nating function (sayς(·)) satisfies limn→∞ n−1ni=1 EGi [ς(zi,t)] <
∞; (v) EGi [∂2 log f (zi,t; θi0)/∂θi∂θ ′i ] is negative definite and so is
limn→∞ n−1
n
i=1 EGi [∂2 log f (zi,t; θi0)/∂θi∂θ ′i ] <∞, where θi0 =
(ψ ′0, λi0)′; (vi) Ii = EGi [∂ log f (zi,t; θi0)/∂θi ·∂ log f (zi,t; θi0)/∂θ ′i ] is
nonsingular and so is limn→∞ n−1
n
i=1 Ii < ∞; (vii) (ψ ′0, λ′0)′ ∈
Ψ ×Λn is the unique solution from (8) and (9), where (ψ ′0, λ′0)′ lies
in the interior of the support.
From White (1982) under Assumptions 1 and 2, we have thatψ = ψT + op (1) as n → ∞ with fixed T . When the dimen-
sion of the nuisance parameters λ = (λ1, . . . , λn)′ is substantial
relative to the sample size (e.g., when T is small), however, ψT is
usually different from the standard KLIC minimizer ψ0 in (9). This
inconsistency is a manifestation of the incidental parameter prob-
lem (e.g., Neyman and Scott, 1948) in the context of the QMLE. In
general, it can often be shown that (e.g., Arellano and Hahn, 2007;
Bester and Hansen, 2009; Hahn and Kuersteiner, 2011)
ψT − ψ0 = ΥT + O

1
T 2

(10)
where Υ /T represents bias of O(T−1), and when n, T → ∞ with
n/T → κ ∈ (0,∞), we have
√
nT (ψ − ψ0) = √nT (ψ − ψT )+ nT Υ
+Op

n
T 3

→dN (√κΥ ,Ωψ )
for some positive definite matrixΩψ . The main source of this bias
is thatλi (ψ) in (3) is still randomand thus is not the same asλi (ψ)
in (8). The estimation error ofλi (ψ)with finite T is not negligible
even when n → ∞, and the expectation of the profile score is no
longer zero for each i even under sufficient regularity conditions.
More precisely, for each i, we define the (pseudo-)information
matrix as
Ii = EGi

∂ log fit(ψ0, λi0)
∂θi
· ∂ log fit(ψ0, λi0)
∂θ ′i

=

Ii,ψψ Ii,ψλ
Ii,λψ Ii,λλ

, (11)
where the partition is conformable with θi =

ψ ′, λi
′ ∈ Rr+1. The
matrices Ii, Ii,ψψ and Ii,λλ are all nonsingular from Assumption 2.
We also define the (scaled individual) score functions as
ui (ψ, λi) = ∂
∂ψ
ℓi (ψ, λi) ,
vi (ψ, λi) = ∂
∂λi
ℓi (ψ, λi) ,
uei (ψ, λi) = ui (ψ, λi)− Ii,ψλI−1i,λλvi (ψ, λi) .
Note that uei (ψ0, λi0) is the efficient score forψ at (ψ0, λi0) and can
be understood as the orthogonal projection of the score function
for ψ on the space spanned by the components of the nuisance
score vi (ψ0, λi0) (e.g., Murphy and van der Vaart, 2000).8 It can be
shown that we have the following expansion (e.g., McCullagh and
Tibshirani, 1990; Severini, 2000; Sartori, 2003):
∂ℓPi (ψ0)
∂ψ
= uei (ψ0, λi0)+ bi (ψ0)+ Op

1
T 3/2

, (12)
with uei (ψ0, λi0) = Op(T−1/2) and bi (ψ0) = Op

T−1

for all i.
Though EGi [uei (ψ0, λi0)] = 0 by construction, EGi [bi (ψ0)] ≠ 0,
which leads to an asymptotic bias that appears in (10). Themodifi-
cation termMi (ψ) in (5) can be found as a function inψ , provided
that f (·; θi) is thrice differentiable in θi, satisfying
EGi

1
T
dMi (ψ0)
dψ
− bi (ψ0)

= O

1
T 3/2

(13)
so that the expected score of the modified profile likelihood
EGi [∂ℓMi (ψ0) /∂ψ] does not have the first order asymptotic bias
from bi (ψ0).
2.3. Bias reduction
The standard bias corrected estimators in nonlinear (dynamic)
fixed effect regressions correspond to ψ in (6) and are given
by (e.g., Hahn and Newey, 2004; Arellano and Hahn, 2007; Hahn
and Kuersteiner, 2011)
ψ = ψ − 1
T

1
n
n
i=1
Iei
−1 
1
n
n
i=1
d
dψ
Mi(ψ) ,
whereIei is a consistent estimator of the efficient information Iei =
Ii,ψψ − Ii,ψλI−1i,λλIi,λψ . In principle, Iei can be derived as −(1/T )T
t=1 ∂2 log f
M
it (ψ)/∂ψ∂ψ
′ at ψ = ψ under stationarity, where
the second derivative of log f Mit (ψ) may need to be obtained nu-
merically. Alternatively, it can be derived using the elements of
(1/T )
T
t=1 ∂ log fit(θi)/∂θi · ∂ log fit(θi)/∂θ ′i at θi = (ψ ′,λi(ψ))′,
which estimates Ii in (11). The expression of dMi(ψ)/dψ can be
derived in the same way as equation (12) in Arellano and Hahn
(2007).
For later use, we can derive a simple form of Mi(ψ) as follows
under the regularity conditions and Assumptions 1 and 2. From
standard asymptotic results for (Q)ML estimators, we have the first
order stochastic expansion for an arbitrary fixed ψ as
√
T (λi (ψ)− λi(ψ)) = H i(ψ)−1 · √T ∂ℓi(ψ, λi (ψ))
∂λi
+Op

1
T 1/2

(14)
for each i, where H i(ψ) = limT→∞ EGi [−∂2ℓi(ψ, λi (ψ))/∂λ2i ].
Similarly we can expand ℓPi (ψ) = ℓi(ψ,λi (ψ)) around λi(ψ) for
8 It follows that EGi

∂uei (ψ0, λi0) /∂λi
 = 0 since uei (ψ, λi) and vi (ψ, λi) are
orthogonal at (ψ0, λi0) by construction (e.g., Arellano and Hahn, 2007).
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given ψ as
ℓPi (ψ)− ℓi(ψ, λi (ψ))
= ∂ℓi(ψ, λi (ψ))
∂λi
λi (ψ)− λi(ψ)
− 1
2
H i(ψ)
λi (ψ)− λi(ψ)2 + Op  1T 3/2

= 1
2T
H i(ψ)
−1
√
T
∂ℓi(ψ, λi (ψ))
∂λi
2
+ Op

1
T 3/2

(15)
from (14), where the dominating term is Op(T−1) because H i(ψ)
= O(1) and ∂ℓi(ψ, λi (ψ))/∂λi = Op(T−1/2). Since λi (ψ0) = λi0
and EGi [∂ℓi(ψ0, λi0)/∂ψ] = 0 by construction, (12) and (13) sug-
gest that the modification term can be derived as a consistent es-
timator of the bias term:
EGi

ℓPi (ψ0)− ℓi(ψ0, λi0)

= 1
2T
H i(ψ0)
−1EGi
√
T
∂ℓi(ψ0, λi0)
∂λi
2
+ O

1
T 3/2

. (16)
For example, a simple form of the modification function in ℓMi (ψ)
is obtained as
1
T
Mi(ψ) = 12T

− 1
T
T
t=1
∂2 log fit(ψ,λi(ψ))
∂λ2i
−1
×
m
j=−m
Kj
T
min{T ,T+j}
t=max{1,j+1}
∂ log fit(ψ,λi(ψ))
∂λi
· ∂ log fit−j(ψ,λi(ψ))
∂λi
, (17)
whose first derivative corrects the leading bias term bi(ψ0) atψ =
ψ0 in the profile score (12) with probability approaching to one.
The second component in (17) corresponds to the robust variance
estimator of
√
T∂ℓi(ψ,λi (ψ))/∂λi. For a more general treatment
of the modification to the profile likelihood, see Barndorff-Nielsen
(1983) for the modified profile likelihood approach or McCullagh
and Tibshirani (1990) for the adjusted profile likelihood approach.
Note that Mi(ψ)/T in (17) is similar to the modification functions
suggested by Arellano and Hahn (2006) and Bester and Hansen
(2009), which appears to be robust to arbitrary serial correlation
in ∂ log fit(ψ,λi(ψ))/∂λi. The truncation parameterm ≥ 0 is cho-
sen so thatm/T 1/2 → 0 as T →∞, and the lag kernel function Kj
generally guarantees positive definiteness of the variance estimate
(e.g., by use of the Bartlett kernel: Kj = 1− (j/(m+ 1))).
3. Profile likelihood and KLIC
3.1. Model selection
Panel studies conventionally focus on reducing the first order
bias (10) arising from the presence of incidental parameters under
a presumption that themodels are correctly specified. As discussed
in Lee (2006, 2012), however, if themodel is not correctly specified,
effort to reduce bias due to incidental parameters may be coun-
terproductive and even exacerbate bias. Achieving correct model
specification is therefore an important component in successful
bias reduction, particularly for dynamic and nonlinear panel mod-
els. Examples include the choice of lag order in panel ARMAmodels
or the functional structure in nonlinear panels. Importantly, cor-
rect model specification should precede the use of any bias correc-
tions. We focus here on model specification — in particular, we are
interested in selecting amodel f (z;ψ, λi) that is closest to the true
model gi (z) on average over i.
Intuitively, when there are no nuisance parameters λi so that
the dimension of the parameter vector θ = ψ is small and finite,
we can conduct standard model selection by comparing estimates
of the averaged KLIC given by
min
θ
D (g ∥ f (θ)) = min
θ
lim
n→∞
1
n
n
i=1
D(gi(·) ∥ f (·; θ))
= min
θ
lim
n→∞
1
n
n
i=1

{log gi (z)− log f (z; θ)} dGi(z). (18)
Note that averaged KLIC D (g ∥ f (θ)) is defined so that it accom-
modates possibly heterogeneous panel models. Individual KLIC
D(gi(·) ∥ f (·; θ)) is nonnegative for all i and the selected model
f (·; θ) in this case yields the smallest sum of KLIC’s over gi(·).
In practice, however, the average KLIC minimizer θ0 = argminθ
limn→∞ D (g ∥ f (θ)) in (18) is not available, and it is natural to con-
sider the QMLEθ , which is a consistent estimator of θ0. Since the
first term log gi (z) in (18) does not depend on the model, we thus
select the model f (·; θ)minimizing the relative distance
Φ(θ) = −1
n
n
i=1

log f (z;θ)dGi(z),
which can be estimated by
Φ(θ) = −1
n
n
i=1

log f (z;θ)dGi(z) = − 1nT
n
i=1
T
t=1
log f (zi,t;θ)
under stationarity over t , where Gi is the empirical distribution.
As noted in Akaike (1973), however,−Φ(θ) overestimates−Φ(θ)
sinceGi correspondsmore closely toθ than does the trueGi. There-
fore, it is suggested tominimize the bias-corrected version ofΦ(θ)
given byΦ(θ) = Φ(θ)−B(θ) (19)
as an information criterion for model selection, whereB(θ) is the
sample analogue of B(θ) = E[Φ(θ) − Φ(θ)] and E[·] is the ex-
pectation with respect to the joint distribution G = (G1, . . . ,Gn)′.
See, for example, Akaike (1973, 1974) for further details. Note
that Akaike (1973) shows that B(θ) is asymptotically the ratio of
dim(θ) to the sample size whenθ is the QMLE and g is nested in f .
Now consider the case with incidental parameters λ = (λ1,
. . . , λn)
′ ∈ Rn and we let θ = ψ ′, λ′′. Similar to the discussion
of the previous section, when the dimension of the parameter
vector θ is substantial relative to the sample size, the incidental
parameter problem prevails and it is not straightforward to use
a standard criterion based on (19). One possible solution is to
reduce the dimension of the parameters by concentrating out the
nuisance parameters. Particularly when it is assumed that the
(finite-dimensional) parameter of central interest ψ governs the
key structure of the model that is unchanging over i, it is natural to
focus on the sub-parameter ψ by concentrating out the nuisance
parameters λi in conducting model selection. The candidate
models are indexed by ψ alone, while the parameter space of λi
remains the same across them, and thus the choice of a particular
model does not depend on the realization of λi’s in this case. This
idea is similar to the profile likelihood approach when interest lies
in a subset of parameters. Some examples are as follows.
Example 1 (Variable orModel Selection in Panel Models). Consider a
nonlinear fixed-effect model given by yi,t = ξ(xi,t , ui,t;µi, β, σ 2i )
where ξ(·; ·) is some known specified function, ui,t is independent
over i and t with ui,t |(xi,1, . . . , xi,T , µi) ∼ (0, σ 2i ), and β is an
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r-dimensional parameter vector. The goal in this case is either
to select a set of regressors or to choose a parametric function
ξ(·; ·) yielding the best fit in the presence of incidental parameters
(µi, σ
2
i ). For ξ(·; ·), a common choice would be between Logit
and Probit models. Variable selection in a linear transformation
model given by ϕi(yi,t) = x′i,tβ + ui,t with some strictly increasing
incidental function ϕi(·) is another example.
Example 2 (Lag Order Selection in Dynamic Panel Regressions). Con-
sider a panel AR(p) model with fixed effects given by yi,t = µi +p
j=1 αpjyi,t−j + εi,t , where εi,t is independent across i and serially
uncorrelated. The goal here is to choose the correct lag order p, al-
lowing for the presence of incidental parametersµi. When p = ∞,
the problem becomes one of finding a best approximation in the fi-
nite order AR(p) class.
Example 3 (Number of Support Choice of Random Effects or Random
Coefficient). Consider a random-effect/coefficient model given by
yi,t = x′i,tβi + εi,t , where εi,t is independent over i and t with
εi,t |(xi,1, . . . , xi,T , βi) ∼ N (0, σ 2i ), and βi is an i.i.d. unobserved
random variable independent of xi,t and εi,t with a common distri-
bution over the finite support {q1, . . . , qk}. Themain interest in this
example is to determine the finite support number k in the pres-
ence of incidental parameters σ 2i . In the context of mixed propor-
tional hazard models (or Cox partial likelihoods with unobserved
heterogeneity), the problem is to choose the finite support number
of nonparametric frailty in the Heckman–Singer model (Heckman
and Singer, 1984), if the Cox partial likelihood is viewed as a profile
likelihood.
3.2. Profile likelihood information criterion
For model selection using an information criterion in the
presence of incidental parameters we consider the profile Kull-
back–Leibler divergence, in which the incidental parameters λi are
concentrated out of the standard KLIC as follows.
Definition (Profile KLIC). The profile Kullback–Leibler divergence
(or the profile KLIC) of gi(·) relative to f (·;ψ, λi) is defined as
DP (gi(·) ∥ f (·;ψ, λi);ψ) = min
λi∈Λ
D (gi(·) ∥ f (·;ψ, λi)) . (20)
Note that DP (gi(·) ∥ f (·;ψ, λi);ψ) depends on ψ only, not on
λi. Since the profile KLIC is defined as the minimum of the stan-
dard KLIC D (gi(·) ∥ f (·;ψ, λi)) in λi, it apparently satisfies the
same conditions as standard KLIC. For example, DP(gi(·) ∥ f (·;ψ,
λi);ψ) is nonnegative and equals zero when gi(·) belongs to the
parametric family of f (·;ψ, λi) (i.e., gi(·) = f (·;ψ∗, λi∗) for some
(ψ ′∗, λi∗)′ ∈ Ψ ×Λ).
Similar to the standard case (18), we select the model that has
the smallest value of the estimate of
min
ψ∈Ψ DP (g ∥ f (ψ, λ);ψ)
= min
ψ∈Ψ limn→∞
1
n
n
i=1
DP (gi(·) ∥ f (·;ψ, λi);ψ)
= min
ψ∈Ψ limn→∞
1
n
n
i=1
D (gi(·) ∥ f (·;ψ, λi(ψ))) , (21)
where the last expression is from the definition of λi(ψ) given
in (8). From the definition in (20), note that the model with the
smallest (21) can be understood as the model with the smallest
averaged KLIC over ψ and λ = (λ1, . . . , λn)′.
In practice, we cannot directly use (21) for model selection
since the average KLICminimizersψ0 = argminψ∈Ψ limn→∞(1/n)n
i=1 D (gi(·) ∥ f (·;ψ, λi(ψ))) in (9) and λi0 = λi(ψ0) in (8) are
not available. For ψ , it is natural to use the quasi maximummodi-
fied profile likelihood estimator (i.e., the bias-corrected estimator)ψ in (6) as discussed in the previous section; whereas for λi(ψ),
a natural candidate isλi(ψ) in (3). Therefore, instead of minψ∈Ψ
DP (g ∥ f (ψ, λ);ψ) in (21), we consider the averaged KLIC based
on the profile likelihoods given by
D(g ∥ f P(ψ)) = D(g ∥ f (ψ,λ(ψ)))
= 1
n
n
i=1
D(gi(·) ∥ f (·;ψ,λi(ψ))). (22)
Since λi(ψ) is a biased estimator of λi(ψ) when T is small,
however, the KLIC based on the profile likelihoodsD(gi(·) ∥ f (·;ψ,λi(ψ))) in (22) is in general different from the profile KLIC
DP (gi(·) ∥ f (·;ψ, λi);ψ) = D (gi(·) ∥ f (·;ψ, λi(ψ))) in (20). The
following lemma states the relation between these two KLIC’s.
Lemma 1. For a given ψ ∈ Ψ , we have
DP (gi(·) ∥ f (·;ψ, λi);ψ)
= D(gi(·) ∥ f (·;ψ,λi(ψ)))+ δi(ψ) (23)
for each i, where the bias term is defined as δi(ψ) = EGi [ℓPi (ψ)− ℓi(ψ, λi(ψ))]. Furthermore, if Assumptions 1 and 2 hold, δi(ψ)
satisfies
EGi

δi(ψ0)−

Mi(ψ0)
T

= O

1
T 3/2

(24)
under the regularity conditions, whereMi(ψ) is themodification term
used for the modified profile likelihood function (5).
Even when gi is nested in f , (23) shows that D(gi(·) ∥ f (·;ψ0,λi(ψ0))) is not necessarily zero unless f (z;ψ0, λi(ψ0)) = f (z;ψ0,λi(ψ0)), which is unlikely with small T . Since the ideal (infeasible)
model selection is based on DP (gi(·) ∥ f (·;ψ, λi);ψ), it follows
that model selection using D(gi(·) ∥ f (·;ψ,λi(ψ))) suffers distor-
tion and should be modified by correcting the bias using a suitable
estimator of δi(ψ). The result in (24) shows that the bias term in
(23) is indeed closely related to the modification termMi(ψ).
Similar to (19), therefore, by letting
ΦP(ψ) = −1n
n
i=1

log f (z;ψ,λi(ψ))dGi (z) ,
wedefine an information criterionusing a bias-corrected estimator
ofΦP(ψ) given by
ΦP(ψ) = − 1nT
n
i=1
T
t=1
log f Pit (ψ)
−
BP(ψ)− 1nT
n
i=1
Mi(ψ) , (25)
where f Pit (ψ) = f (zi,t;ψ,λi(ψ)) andBP(ψ) is the sample analogue
of
BP(ψ) = E−1n
n
i=1

log f (z;ψ,λi(ψ))d(Gi (z)− Gi (z)) .
ΦP(ψ) in (25) includes two bias correction terms: BP(ψ) is in-
troduced from the same reason as the standard model selec-
tion cases; the additional correction term −(nT )−1ni=1 Mi(ψ)
is introduced from Lemma 1 because the feasible information
criterion is defined using D(gi(·) ∥ f (·;ψ,λi(ψ))) instead of
DP (gi(·) ∥ f (·;ψ, λi);ψ). The following theorem derives an ap-
proximate expression for BP(ψ) based on which the information
criterion is to be developed. We denote zi = (zi,1, . . . , zi,T )′.
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Theorem 2. Let Assumptions 1 and 2 hold. If n, T → ∞ satisfying
n/T → κ ∈ (0,∞), under regularity conditions (given for example
in Hahn and Kuersteiner (2011)), we have
BP(ψ) = − 1nT tr J(G)−1I(G)+ o

1
nT

,
where tr {·} is the trace operator and
J(G) = 1
n
n
i=1
EGi

− 1
T
T
t=1
∂2 log f

zi,t;ψ, λi(ψ)

∂ψ∂ψ ′

ψ=H(G)

,
I(G) = 1
n
n
i=1
EGi

1
T
T
t=1
T
s=1
∂ log f

zi,t;ψ, λi(ψ)

∂ψ

ψ=H(G)
× ∂ log f (zi,s;ψ,λi(ψ))
∂ψ ′

ψ=H(G)

.
Note that I(G) is defined by the product of the score functions of
f (z;ψ, λi(ψ)) and f P(z;ψ) = f (z;ψ,λi(ψ)). For some trunca-
tion parameter m ≥ 0 such that m/T 1/2 → 0 as T → ∞ and a
properly chosen lag kernel function Kj similarly as Mi(ψ), we can
obtain a consistent estimator for BP(ψ) asBP(ψ) = − 1nT tr J(G)−1I(G) , (26)
where
J(G) = − 1
nT
n
i=1
T
t=1
∂2 log f Mit (ψ)
∂ψ∂ψ ′
and
I(G) = 1
nT
n
i=1
m
j=−m
Kj
min{T ,T+j}
t=max{1,j+1}
∂ log f Mit (ψ)
∂ψ
∂ log f Pit−j(ψ)
∂ψ ′
.
FromEqs. (25) and (26), therefore, a general formof information
criterion for model selection based on the bias-corrected profile
likelihood (i.e., a profile likelihood information criterion ; PLIC) may
be defined as
PLIC (f ) = − 2
nT
n
i=1
T
t=1
log f Pit (ψ)
− 2
BP(ψ)− 1nT
n
i=1
Mi(ψ)
= − 2
nT
n
i=1
T
t=1
log f (zi,t;ψ,λi(ψ))
+ 2
nT
tr

J(G)−1I(G)+ 2
nT
n
i=1
Mi(ψ), (27)
whereMi(ψ) is given by (17) in general. This new information cri-
terion includes two penalty terms. The first penalty term corre-
sponds to the standard finite sample adjustment as in AIC, whereas
the secondpenalty term reflects bias correction fromusing the pro-
file likelihood in the model selection problem. With further condi-
tions, we can derive a simpler form for PLIC (f ) as shown in the
following corollary.
Corollary 3. Suppose that gi(·) is included in the family of f (·;ψ, λi).
Under the same conditions as Theorem 2, we have
PLIC (f ) = − 2
nT
n
i=1
T
t=1
log f (zi,t;ψ,λi(ψ))+ 2rnT
+ 2
nT
n
i=1
Mi(ψ), (28)
where r = dim(ψ).
Note that the goodness-of-fit is based on the maximized profile
likelihood, which corresponds to the standard maximized likeli-
hood though it is evaluated at ψ instead of at the MLE. The addi-
tional penalty term (2/nT )
n
i=1 Mi(ψ) is novel and is nonzero in
the presence of incidental parameters. Since this additional penalty
term is positive by construction, the new information criterion (27)
or (28) has heavier penalty than the standard Akaike information
criterion (AIC). Since (2/nT )
n
i=1 Mi(ψ) = Op(T−1), the second
penalty term can dominate the first one by a large margin when n
is quite large. Recall that in the standardAIC, this additional penalty
termdoes not appear and the penalty termof the information crite-
rion is simply given by 2r/nT via a standardized parameter count.
4. Integrated likelihood and Bayesian approach
Instead of a KLIC-basedmodel selection criteria using the (mod-
ified) profile likelihood, we next consider a Bayesian approach us-
ing the integrated likelihood (e.g., Berger et al., 1999). The result in
this section shows that the difference between the integrated like-
lihood based approach and the profile likelihood based approach
lies in their penalty terms, where the penalty terms are of the same
form as standard AIC and BIC cases.
We first assume a conditional prior of λi as πi(λi|ψ) for each
i, which satisfies the following conditions, as in Arellano and
Bonhomme (2009):
Assumption 3. (i) The support of πi(λi|ψ) contains an open
neighborhood of (ψ0, λi0). (ii) When T →∞, logπi(λi|ψ) = O(1)
uniformly over i for all λi and ψ .
Using πi(λi|ψ), the individual integrated log-likelihood ℓIi(ψ) is
defined as
ℓIi(ψ) =
1
T
log

fi (ψ, λi) πi(λi|ψ)dλi

for each i, where fi (ψ, λi) = Tt=1 fit (ψ, λi) = exp(Tℓi(ψ, λi))
is the joint density of zi = (zi,1, . . . , zi,T )′. Let φk be the discrete
prior over different K modelsM1,M2, . . . ,MK and η(ψk|Mk) be
the prior on ψk ∈ Rrk given the model Mk. Further, let g (z) =n
i=1 gi(zi) be the joint density of (z1, . . . , zn) and
LI(ψk|z) = exp

T
n
i=1
ℓIi(ψ
k)

be the integrated (joint) likelihood function. Then, Bayes theorem
yields the posterior probability of the modelMk as
P

Mk|z = 1
g (z)
φk

LI(ψk|z)η(ψk|Mk)dψk, (29)
and the Bayesian information criterion can be obtained based on
−2 logP Mk|z. By choosing the candidate model corresponding
to the minimum value of the Bayesian information criterion, the
goal is to select the candidate model corresponding to the highest
Bayesian posterior probability. This approach is approximately
equivalent tomodel selection based on Bayes factors (e.g., Kass and
Raftery, 1995).
Note from Lemma 1 of Arellano and Bonhomme (2009), we can
link the integrated and the (modified) profile likelihood as follows
using a Laplace approximation:
ℓIi(ψ
k)− ℓPi (ψk) =
1
2T
log

2π
T

− 1
2T
log

−∂
2ℓi(ψ
k,λi(ψk))
∂λ2i

+ 1
T
logπi(λi(ψk)|ψk)+ Op  1T 2

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or
ℓIi(ψ
k)− ℓMi (ψk)
= 1
2T
log

2π
T

− 1
2T
log

−∂
2ℓi(ψ
k,λi(ψk))
∂λ2i

+ 1
T
logπi(λi(ψk)|ψk)+ 1T Mi ψk+ Op

1
T 2

(30)
for each i. These expansions imply that if we choose the conditional
prior πi(λi|ψk) such that it cancels out the leading terms in (30)
at λi = λi(ψk), then we have an improved approximation. More
precisely, from (15) and (17), we obtain
πi(λi|ψk) = Cπ

EGi

−∂
2ℓi(ψ
k, λi)
∂λ2i
1/2
× exp

−T
2

EGi

−∂
2ℓi(ψ
k, λi)
∂λ2i
−1
×

EGi

∂ℓi(ψ
k, λi)
∂λi
2
(31)
for some positive constant Cπ , where EGi [·] denotes the empiri-
cal expectation for each i. Note that the explicit form of the con-
ditional prior in (31) corresponds to the robust (or bias-reducing)
prior in equation (14) of Arellano and Bonhomme (2009) in the
case of a pseudo-likelihood. Arellano and Bonhomme (2009)’s ro-
bust prior is developed to obtain first-order unbiased estimators
in nonlinear panel models. This idea extends to our context since
we find the conditional prior such that it better approximates the
modified profile likelihood by the integrated likelihood, where the
modified profile likelihood ℓMi is closer to the genuine likelihood
(compared with the profile likelihood ℓPi ) and the maximum
modified profile likelihood estimator is first-order unbiased by
construction (e.g., Section 2.3). Therefore, the discussion in Arel-
lano and Bonhomme (2009) also applies to the conditional prior
πi(λi|ψk) in (31): unlike the Jeffreys’ prior, it generally depends on
the data unless an orthogonal reparametrization (e.g., Lancaster,
2002) or some equivalent condition is available.
By choosing the conditional prior as (31), we obtain the approx-
imate posterior probability of the modelMk in (29) as follows. We
denote by ψk the quasi maximummodified profile likelihood esti-
mator of ψk in the modelMk.
Theorem 4. Let Assumptions 1–3 hold and n/T → κ ∈ (0,∞) as
n, T → ∞. If we suppose conditional priors of λi as in (31) and
uninformative flat priors for ψk (i.e., η(ψk|Mk) = 1 for all k =
1, . . . , K) over the neighborhood of ψk where LI(ψk|z) is dominant,
we have the approximation
logP

Mk|z = n
i=1
T
t=1
log f Mit (ψk)− rk2 log nT
+ c(z, k)+ op (1) (32)
for some c(z, k) = Op(1), where log f Mit (ψk) = log f (zi,t;ψk,λi(ψk))−Mi(ψk)/T and rk = dim(ψk).
We can define the integrated likelihood information criterion (ILIC)
from −(2/nT ) logP Mk|z retaining only the relevant terms as
follows:
ILIC

Mk
 = − 2
nT
n
i=1
T
t=1
log f (zi,t;ψk,λi(ψk))
+ rk log nT
nT
+ 2
nT
n
i=1
Mi(ψk). (33)
Compared with PLIC in (28), the only difference in (33) is the
second term (or the first penalty term), which corresponds to the
standard penalty term in BIC. This result implies that we also need
to modify BIC in the presence of incidental parameters, where the
correction term (i.e., the additional penalty term) is the same as
the KLIC-based (AIC-type) information criteria PLIC obtained in the
previous section.
Therefore, in general, we can construct the following informa-
tion criteria for nested models, which can be used in the presence
of incidental parameters9:
LIC

Mk
 = − 2
nT
n
i=1
T
t=1
log f (zi,t;ψk,λi(ψk))
+ rk h(nT )nT +
2
nT
n
i=1
Mi(ψk) (34)
for a candidate parametric model Mk whose parameter vector is
given by (ψk, λ1, . . . , λn)′ with dim(ψk) = rk. h(nT ) is some
nondecreasing positive function of the sample size nT . The choice
of h(nT ) is 2 for AIC-type criteria and log nT for BIC-type criteria.
We conjecture that h(nT ) = 2 log log nT for HQ-type criteria,
although this formulation is not derived here. Note that the penalty
term in LIC is no longer deterministic. It is data-dependent. So this
form of model selection is adaptive.
Remark (Model complexity). The trade-off between goodness-
of-fit and model complexity (or penalty) is the key concept in
standardmodel selection. The first termof the newmodel selection
criteria (34) measures goodness-of-fit, whereas the remaining
terms represent model complexity that reflects the level of
difficulty of estimation (e.g., Rissanen, 1986) and (Hodges and
Sargent, 2001). Unlike standard model selection criteria, however,
themodel complexity of LIC(Mk) differs from the entire number of
unknown parameters (i.e., rk + n in this case). The effect from the
incidental parameters λi can be smaller than n, where the degree
is determined by the size of
n
i=1 Mi(ψk). More precisely, we can
see that the model complexity measure in LIC(Mk) combines the
following two complexity concepts: the parametric complexity
measured by the number of parameters in the focused sub-model,
rk; and the geometric complexity measured by
n
i=1 Mi(ψk).
Since Mi(·) is a function of the Fisher information estimator and
the Hessian of the profile likelihood as given in (17), Mi(·) can
describe the structural complexity of themodel, especially how the
incidental parameters are related with the parameters ψk in the
focused sub-model. For a general overview of model complexity in
model selection, see Bozdogan (2000), for example.
5. Lag order selection in dynamic panels
5.1. Lag order selection criteria
As an illustration, we consider model selection criteria in the
context of dynamic panel regression. In particular, we consider a
panel process {yi,t} generated from the homogeneous p0’th order
univariate autoregressive (AR (p0)) model given by
yi,t = µi +
p0
j=1
αp0jyi,t−j + εi,t
for i = 1, 2, . . . , n and t = 1, 2, . . . , T . (35)
9 Note that LIC

Mk

can be rewritten as−(2/nT )ni=1Tt=1 log f Mit (zi,t ;ψk)+
rk ·h(nT )/nT , where log f Mit (·;ψ) = log fit (·;ψ,λi(ψ))−Mi(ψ)/T . This expression
shows that, if the standard form of the information criteria is considered, the
goodness-of-fit needs to be measured using the modified profile likelihood, which
is closer to the genuine likelihood than the profile likelihood.
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When p0 is finite, the goal is to pick the correct lag order.10 The
errors εi,t are serially uncorrelated and the unobserved individual
effects µi are assumed fixed. Let the initial values (yi,0, yi,−1, . . . ,
yi,−p0+1) be observed for all i, which are drawn from the same
distribution of {yi,t}. We assume the following conditions.
Assumption 4. (i) εi,t |({yi,s}s≤t−1, µi) ∼ i.i.d. N (0, σ 2) for all i
and t , where 0 < σ 2 < ∞. (ii) For given p0,p0j=1 |αp0j| < ∞
and all roots of the characteristic equation 1−p0j=1 αp0jz j = 0 lie
outside the unit circle. (iii) n−1
n
i=1 µ
2
i = Op(1).
In Assumption 4(i), we assume that the higher order lags of yi,t
capture all the persistence, the error term is serially uncorrelated,
and there is no cross sectional dependence in εi,t . Normality is
assumed for analytic convenience, which is common in the model
selection literature.
To develop a lag order selection criterion, we first obtain the
maximum modified profile likelihood estimators in a Gaussian
panel AR(p) regression,α(p) = (αp1, . . . ,αpp) andσ 2(p), using the
truncated sample (yi,p+1, . . . , yi,T ) for each i, where p¯ ≥ p0 is the
maximumAR lag considered.Wedefine yWi,t = yi,t−T−1
T
s=p+1 yi,s
as the within-transformed observation and XWi,t (p) = (yWi,t−1, . . . ,
yWi,t−j)′, where T = T−p is the number of truncated time series ob-
servations. Note that within-transformation corresponds to max-
imizing out the fixed effects µi’s in MLE (i.e., forming the profile
likelihood). Using the expression ofMi(·) in (17), it can be derived
that
α(p) =  n
i=1
T
t=p+1
XWi,t (p)X
W
i,t (p)
′
+
n
i=1
m
j=−m
Kj
T
min{T ,T+j}
t=max{p+1,p+j+1}
XWi,t (p)X
W
i,t−j(p)
′
−1
×

n
i=1
T
t=p+1
XWi,t (p)y
W
i,t +
1
2
n
i=1
m
j=−m
Kj
T
×
min{T ,T+j}
t=max{p+1,p+j+1}

XWi,t (p)y
W
i,t−j + XWi,t−j(p)yWi,t

(36)
and
σ 2(p) = 1
nT
n
i=1
T
t=p+1
εWi,t (p)2 + 1nT
n
i=1
m
j=−m
Kj
T
×
min{T ,T+j}
t=max{p+1,p+j+1}
εWi,t (p)εWi,t−j(p), (37)
whereεWi,t (p) = yWi,t −pj=1αpjyWi,t−j. As discussed in Section 2.3,α(p) in (36) corresponds to the bias-corrected within-group esti-
mator and other bias-corrected estimators can be used instead. The
bias-corrected variance estimatorσ 2(p) in (37) is novel in the lit-
erature. Instead ofσ 2(p), the normal procedure relies on
σ 2(p) = 1
nT
n
i=1
T
t=p+1
εWi,t (p)2 , (38)
10 When we are particularly interested in relatively short panels, it is reasonable
to assume the true lag order p0 to be finite. When the time series sample T is
longer and we allow T →∞, we can consider an approximate AR (pT )model with
pT →∞ as T →∞with further rate conditions (e.g., p3T /T → 0). When we allow
for an underlying AR(∞) process, the lag order selection problem becomes one of
choosing the best AR(p)model to approximate the AR(∞) process.
which is the ML estimator of σ 2(p)without bias correction, where
the difference betweenσ 2(p) andσ 2(p) is of Op(T−1). If we denote
the ratio of the long-run variance estimator to the variance estima-
tor ofεWi,t (p) as
R(p) = 1
nσ 2(p)
n
i=1
m
j=−m
Kj
T
min{T ,T+j}
t=max{p+1,p+j+1}
εWi,t (p)εWi,t−j(p),
then
2
n
n
i=1
Mi(α(p),σ 2(p)) = σ 2(p)σ 2(p) × R(p)
from (17), and
σ 2(p) = σ 2(p)1+ R(p)
T

(39)
from (37), where R(p) = Op(1). In addition, ignoring a constant
term, we have
− 2
nT
n
i=1
T
t=p+1
log f Pit (α(p),σ 2(p)) = logσ 2(p)+ σ 2(p)σ 2(p) .
In this case, therefore, from (34), a new lag order selection criterion
can be obtained as
LIC (p) = − 2
nT
n
i=1
T
t=p+1
log f Pit (α(p),σ 2(p))
+ 2
nT
n
i=1
Mi(α(p),σ 2(p))+ h nT
nT
p
=

logσ 2(p)+ σ 2(p)σ 2(p)

+
σ 2(p)σ 2(p)

R(p)
T
+ h

nT

nT
p
= log
σ 2(p)1+ R(p)
T

+
 σ 2(p)σ 2(p) 1+ (R(p)/T )

1+ R(p)
T

+ h

nT

nT
p,
where the last equality is from (39). Using an expansion of log(1+
(R(p)/T )), whose Op(1/T 2) remainder term is expected to depend
on p in general, and by retaining only the relevant terms above, we
can define the new lag order selection criterion as
LIC (p) = logσ 2(p)+ p
nT

h

nT
+ n
T

+ 1
T
R(p) (40)
for some positive h(·).
The first term in (40) indicates goodness-of-fit measured by the
sum of the squared errors, which resembles the standard lag order
selection case. As suggested in Han et al. (2013) we utilize a ho-
mogeneous time series sample in the construction of the residual
variance estimatesσ 2(p) as (38). The adjustment to employ a ho-
mogeneous time series sample in the residual variance estimatesσ 2(p) is important in controlling the probability of lag order over-
estimation and applies even in cases where there are no fixed ef-
fects, as shown in Han et al. (2013).
For the penalty terms in (40), the first (p · h(nT )/nT ) is quite
standard in model selection criteria and controls for degrees of
freedom of the parameter of interest, thereby favoring parsimo-
nious models. The rest of the penalty terms reflect the presence
of nuisance parameters whose dimension is large. They are posi-
tive and add a heavier penalty to the information criterion, which
will control for the over-selection probability. They are at most
Op(T−1) and their role becomes minor for large T , which is well
expected since the incidental parameter problem is attenuated for
large T . However, they can be quite important compared to the first
penalty term particularly when T is small and n is large.
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5.2. Discussions
When the true lag order p0 exists and is finite, the new order
selection criterion (40) is consistent under a certain side condition,
as shown in the following result. We define a lag order estimator
p∗ to be consistent (and so the corresponding selection criterion is
consistent) if it satisfies lim infn,T→∞ P(p∗ = p0) = 1.11
Theorem 5. Under Assumption 4, if n/T → κ ∈ (0,∞) as n, T →
∞, then LIC(p) is a consistent lag order selection criterion when
p0 ≤ p < ∞, provided that h(nT ) satisfies h(nT )/nT → 0 and
h(nT )→∞ as nT →∞.
As discussed above, examples of h(nT ) for consistent criteria are
log nT and ω log log nT for some ω ≥ 2, where the first is a BIC
type penalty term and the second is a HQ type penalty term. Note
that consistency holds even when n/T → 0. For example, when
T → ∞ but n is fixed, LIC (p) reduces to the standard lag order
selection criterion in the time series context by retaining only the
relevant terms (e.g., BIC: logσ 2(p)+ p log T/T ).
Theorem5 does not provide analytical evidence explainingwhy
the new lag order selection criteria work better than standard cri-
teria such as IC(p) = logσ 2(p) + p(h nT /nT ). Note that this
standard criterion IC(p) is already modified to apply to a trun-
cated sample as suggested by Han et al. (2013), so it is also ex-
pected to be consistent with a suitable choice of h(nT ) → ∞. It
can be conjectured that the under-selection probability vanishes
exponentially fast for both cases (provided that h(nT )/nT → 0
and T →∞) similarly as Guyon and Yao (1999), while their over-
selection probabilities decrease at different rates depending on the
magnitude of the penalty term. Therefore, the observed improve-
ment in correct selection probability of the new lag order selection
criterion comes from reduction in the over-selection probability.
The following corollary states that the over-selection probability
is reduced asymptotically by modifying the penalty term as in the
new lag order selection criterion given in (40).
Corollary 6. Suppose the conditions in Theorem 5 hold. For some
finite positive integer p, if we let p∗∗ = argmin0≤p≤p IC(p) with
IC(p) = logσ 2(p) + p(h nT /nT ) and p∗ = argmin0≤p≤p LIC(p),
then lim supn,T→∞ P (p∗∗ > p0) ≥ lim supn,T→∞ P (p∗ > p0).
Finally, we study the finite sample performance of the new lag
order selection criterion and compare it with conventional time
series model selection methods. We define the two most com-
monly used information criteria, which use the pooled information
as IC(p) in Corollary 6:
AIC (p) = logσ 2(p)+ 2
nT
p,
BIC (p) = logσ 2(p)+ log nT
nT
p,
where σ 2(p) is defined as (38) using the truncated uniform time
series sample following Han et al. (2013). Preliminary simulation
results show that constructing penalty terms using the parame-
ter count p + n (i.e., including fixed effect parameters) too heav-
ily penalizes the criteria so that they yield high under-selection
11 This definition is somewhat different from the usual definition of consistency
but is equivalent for integer valued random variables. The lag estimator p∗ is
strongly consistent if P

limn,T→∞ p∗ = p0
 = 1. It is known that in the standard
time series context, BIC and properly defined PIC are strongly consistent criteria;
HQ is weakly consistent but not strongly consistent; and other order selection cri-
teria, such as the final prediction error (FPE) and AIC are not consistent for finite p0 .
probabilities. We thus only count the number of parameters as p
in defining the information criteria above. For the new criteria, we
consider the following forms suggested in (40):
LICAIC (p) = logσ 2(p)+ p
nT

2+ n
T

+ 1
T
R(p),
LICBIC (p) = logσ 2(p)+ p
nT

log nT + n
T

+ 1
T
R(p).
We generate AR (3) dynamic panel processes of the form yi,t =
µi +3j=1 α3jyi,t−j + εi,t for i = 1, 2, . . . , n and t = 1, 2, . . . , T ,
where α3j = 0.15 for all j = 1, 2, 3. This design is analogous to the
one used in the simulation study of Han et al. (2013). All the autore-
gressive coefficients have the same value so that the lagged terms
are equally important. We also consider the case of negative auto-
correlationswithα3j = −0.15 for all j = 1, 2, 3, but the simulation
results are almost the same.We consider 64different cases by com-
bining different sample sizes of n = 100, 200, 300, . . . , 800 and
T = 25, 30, 35, . . . , 60. Fixed effects µi are randomly drawn from
U (−0.5, 0.5) and εi,t from N (0, 1). We use the bias corrected
within-group estimators (e.g., Lee, 2012) for theαpj and replicate
the entire procedure 1000 times to compare the performance of
different order selection criteria. For each case, we choose the op-
timal lag order p∗ to minimize the criteria above, where we search
over lag orders from 1 to 7 (i.e., p = 7). The simulation results are
provided in Figs. 1–3, which present the correct-selection, over-
selection, and under-selection probabilities of each case, respec-
tively.
Fig. 1 shows clearly that the new lag order selection criteria
LICAIC and LICBIC perform much better than the common criteria
AIC and BIC . Though not consistent, the correct selection probabil-
ity of LICAIC reaches a level close to unity.12 With the new crite-
ria the correct-selection probability improves rapidly with T and
does so uniformly over n. From Figs. 2 and 3 it is evident that the
improvement comes from the reduction in the over-selection
probability. Since we impose a heavier penalty, however, the
under-selection probability is high for very small T , which corre-
sponds to the well-known property of BIC in a pure time series
setup.
By comparison Fig. 1 shows that the common criteria perform
poorly with large n, and consistency seems to hold only with very
large T and small n. From Figs. 2 and 3, such poor performance is
due to the high over-selection probability discussed in the previous
subsection. Even BIC tends to overfit the order in dynamic panel
models, where the over-selection probability increases quite fast
with n. This finding is contrary to thewell known property that BIC
normally underfits lag order in a pure time series setup. In addition,
since BIC is formulated here in the modified form developed
by Han et al. (2013) with a uniformly truncated sample (to ensure
consistency), it is apparent that this modified criterion seems to
require large T to perform well when the dynamic panel model
includes individual fixed effects.
6. Concluding remarks
It is not uncommon in empiricalwork for a subset of parameters
to be the central interest. In such cases, the nuisance parameters
account for aspects of themodel that are not of immediate concern
but are nonetheless needed for realistic statistical modeling.
12 Weconjecture that LICAIC is asymptotically optimal (i.e., plim n,T→∞[LICAIC (p∗)/
infp≥0 LICAIC (p)] = 1, where p∗ is the lag order estimator from LICAIC (p), e.g.,
Shibata (1980), Li (1987) and Yang (2005)) if the true data generating model is
AR(∞)with finite σ 2 .
484 Y. Lee, P.C.B. Phillips / Journal of Econometrics 188 (2015) 474–489
Fig. 1. Correct lag order selection frequencies when p0 = 3.
Fig. 2. Over selection frequencies when p0 = 3.
Particularly when the dimension of the nuisance parameter space
is large, dealing adequately with nuisance parameters is important
for valid inference. As we demonstrate, model selection also needs
to account for the presence of nuisance parameters to obtain
correct model specification. The approach adopted in the present
paper is to deal with nuisance parameters using either the profile
likelihood (for AIC-type selectors) or integrated likelihood (for
BIC-type selectors). The result is a new model selection criterion
that can be used in the presence of nuisance parameters. The
new penalty term in the selector is data-dependent and properly
controls for model complexity.
Incidental parameters form a subset of parameters whose esti-
mators typically have slower rates of convergence than those of the
primary parameters under dual index asymptotics. Wemay there-
fore view the present paper as addressing a special case of a more
general question: model selection involving a sub-set of parame-
ters when the remaining parameters are estimable only at a slower
rate of convergence than the primary parameters. Semiparametric
models come within the same framework when we consider the
nonparametric component as an infinite dimensional nuisance pa-
rameter using a similar approach to Severini andWong (1992), par-
ticularly when some orthogonality condition (e.g., Andrews, 1994;
Newey, 1994) is violated.
For the particular problem of lag order selection in panel au-
toregression, Han et al. (2013) recently showed that the conven-
tional BIC selector is inconsistent even in a panel model without
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Fig. 3. Under selection frequencies when p0 = 3.
fixed effects. The analysis in Han et al. (2013) reveals that dual
index asymptotics typically induce order overestimation (with an
asymptotic probability as high as 50%) in lag order selectors. The
heuristic reason for the overestimation is that residual variance
estimates in panel models with lag orders that exceed the true
value will involve fewer innovations than the residual variance es-
timate obtained from the true dynamic specification. Cross section
averaging then produces O (n) such differences (which after nor-
malization contribute O

1/
√
nT

rather than O (1/nT ) to the fit
component of the selector) and these components endupdominat-
ing the standard BIC penalty, thereby blinding BIC to the overspec-
ification. Modifications to BIC that are explored in Han et al. (2013)
involve increasing the penalty, as we have done in the present pa-
per to attenuate overspecification, and truncating the time series
sample so that a common sample is used for the residual variance
calculation. With these modifications, the BIC criterion is a consis-
tent lag order selector in panel autoregression with fixed effects.
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Appendix. Proofs
Proof of Lemma 1. The result follows immediately since
DP (gi(·) ∥ f (·;ψ, λi);ψ)
=

log gi (z) dGi(z)−

log f (z;ψ, λi(ψ))dGi(z)
=

log gi (z) dGi(z)−

log f (z;ψ,λi(ψ))dGi(z)
+

log

f (z;ψ,λi(ψ))
f (z;ψ, λi(ψ))

dGi(z)
and
log

f (z;ψ,λi(ψ))
f (z;ψ, λi(ψ))

dGi(z)
=

1
T
T
t=1

log f (zi,t;ψ,λi(ψ))
− log f (zi,t;ψ, λi(ψ))

dGi(zi,t) = δi(ψ)
by stationarity. Furthermore, from (16) and (17), it can be seen that
EGi

δi(ψ0)− Mi(ψ0)T

= EGi

ℓPi (ψ0)− ℓi(ψ0, λi(ψ0))−
Mi(ψ0)
T

= O

1
T 3/2

. 
Proof of Theorem 2. For each i, define Gi(·; ϵ) = Gi(·)+ ϵ(Gi(·)−
Gi(·)) for some ϵ ∈ [0, 1]. G(·; ϵ), G(·) andG(·) denote the collec-
tion of the marginal distributions (i.e., G(Z; ϵ) = (G1(z1; ϵ), . . . ,
Gn(zn; ϵ)) with Z = (z1, . . . , zn)′ and similarly for the others). We
also use notations Gi andGi instead of Gi(·) andGi(·)when there is
no risk of confusion. We denote the likelihood function evaluated
at the observation zi,t as fit(z;ψ, λi) or fit(zi,t;ψ, λi) as needed.
For a fixed ϵ and an r-dimensional regular function H that is
second-order Hadamard differentiable at G, let ψ(ϵ) = H(G(·; ϵ))
be the solution of
1
n
n
i=1

∂
∂ψ
Qit(z; ϵ)dGi (z; ϵ) = 0, (A.1)
where
Qit(z; ϵ) = log fit(z;ψ(ϵ), λi(ϵ))− 1T µi(ϵ).
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λi(ϵ) = λi(ψ(ϵ);Gi(z; ϵ)) is the solution of
 [∂ log fit(z;ψ(ϵ),
λi(ϵ))/∂λi]dGi (z; ϵ) = 0 for each i so that
λi(ϵ) =

λi(ψ(0);Gi) = λi(ψ(0)) if ϵ = 0
λi(ψ(1);Gi) =λi(ψ(1)) if ϵ = 1,
and µi(ϵ) = ϵMi(ψ(ϵ)) yielding
µi(ϵ) =

µi(0) = 0 if ϵ = 0
µi(1) = Mi(ψ(1)) if ϵ = 1,
where λi(ψ), λi(ψ) and Mi(ψ) are defined as (3), (8) and (5),
respectively. It follows that ψ(0) = H(G) = ψ0 and ψ(1) =
H(G) = ψ by construction. Note that ψ0 minimizes limn→∞ n−1n
i=1

Qit(z; 0)Gi (z) = 0 as defined in (9) and thus ψ0 also be a
solution of (A.1) when ϵ = 0.
Denote each element of ψ(·) and H(·) as ψ[l](·) and H[l](·) for
l = 1, 2, . . . , r , respectively. Then, forn, T →∞ satisfyingn/T →
κ ∈ (0,∞), the functional Taylor series expansion ofψ[l](1) about
ψ[l](0) for each l can be obtained as (e.g., Chapter 6.2 in Serfling,
1998; Konishi and Kitagawa, 1996)
ψ[l](1)− ψ[l](0) = H[l](G)− H[l](G)
= d1H[l](G;G− G)+ 12d2H[l](G;G− G)+ op

1
nT

= 1
nT
n
i=1
T
t=1
H(1)[l] (zi,t;G)+
1
2n2T 2
n
i,j=1
T
t,s=1
H(2)[l] (zi,t , zj,s;G)
+ op

1
nT

, (A.2)
where d1H[l](G;G− G) = limϵ→0+ ϵ−1{H[l](G(ϵ))− H[l](G)} is the
Gâteaux differential of H[l] at G in the direction ofG; dkH[l](G;G −
G) = dkH[l](G(ϵ))/dϵk

ϵ=0+ provided limit exists; H
(k)
[l] is defined
as dkH[l](G(ϵ))/dϵk =
 · · ·  H(k)[l] (z1, . . . , zk;G)ka=1 d(G(za) −
G(za)) at ϵ = 0.Note thatH(1)(z;G) = (H(1)[1] (z;G), . . . ,H(1)[r] (z;G))′
is the influence function of H at G (e.g., Huber, 1981) satisfying
H(1)(z;G)dG(z) = 0.
Similar to Hahn and Kuersteiner (2011), by differentiating (A.1)
with respect to ϵ, we have
0 = 1
n
n
i=1

∂2
∂ψ∂ψ ′
Qit(z; ϵ)dGi (z; ϵ)× d1H(G;G− G)
+ 1
n
n
i=1

∂2
∂ψ∂λi
Qit(z; ϵ)dGi (z; ϵ)× ∂
∂ϵ
λi(ϵ)
+ 1
n
n
i=1

∂
∂ψ
Qit(z; ϵ)d(Gi(z)− Gi(z)),
where d1H(G;G− G) = (d1H[1](G;G− G), . . . , d1H[r](G;G− G))′,
and by evaluating this result at ϵ = 0 we find
d1H(G;G− G)
=

−1
n
n
i=1

∂2 log fit (z;ψ(0), λi(ψ(0)))
∂ψ∂ψ ′
dGi(z)
−1
× 1
n
n
i=1

∂ log fit (z;ψ(0), λi(ψ(0)))
∂ψ
dGi(z) (A.3)
since
 [∂ log fit (z;ψ(0), λi(ψ(0))) /∂ψ]dGi(z) = 0 and  [∂2 log
fit (z;ψ(0), λi(ψ(0))) /∂ψ∂λi]dGi(z) = 0. We thus obtain the ex-
plicit expression ofH(1)(zi,t;G) as (e.g., Withers, 1983; Konishi and
Kitagawa, 1996)13
H(1)(zi,t;G)
=

−1
n
n
i=1

∂2 log fit (z;ψ, λi(ψ))
∂ψ∂ψ ′

ψ=ψ(0)
dGi(z)
−1
× ∂ log fit

zi,t;ψ, λi(ψ)

∂ψ

ψ=ψ(0)
. (A.4)
We do not find H(2)(zi,t , zj,s;G) in details since we only need an
expression of H(1)(zi,t;G) to derive the main result.
Similar to Theorem 2.1 of Konishi and Kitagawa (1996), by ex-
panding f Pit (z;ψ) = fit(z;ψ(1),λi(ψ(1))) around ψ(0) = ψ0 for
given i and t and combining the result in (A.2), we then have a
stochastic expansion as
log f Pit (z;ψ)dGi(z)
=

log fit(z;ψ0,λi(ψ0))dGi(z)
+ 1
nT
n
j=1
T
s=1
r
l=1
H(1)[l] (zj,s;G)
×

∂ log fit(z;ψ0,λi(ψ0))
∂ψ[l]
dGi(z)
+ 1
2n2T 2
n
j,j′=1
T
s,s′=1

r
l=1
H(2)[l] (zj,s, zj′,s′;G)
×

∂ log fit(z;ψ0,λi(ψ0))
∂ψ[l]
dGi(z)
+
r
l,l′=1
H(1)[l] (zj,s;G)H(1)[l′] (zj′,s′;G)
×

∂2 log fit(z;ψ0,λi(ψ0))
∂ψ[l]∂ψ[l′]
dGi(z)

+ op

1
nT

. (A.5)
Using E[·] to signify expectation with respect to the joint distribu-
tion of (G1, . . . ,Gn), we have
E

1
nT
n
i=1
T
t=1

log f Pit (z;ψ)dGi(z)

= 1
nT
n
i=1
T
t=1

log fit(z;ψ(0),λi(ψ(0)))dGi(z)
+ Vn,T + o

1
nT

since the expectation of the second term in (A.5) becomes zero for
H(1)[l] (zj,s;G)dGj(z) = 0 for all j and l. Note that Vn,T corresponds
to the expectation of the third term in (A.5), where
Vn,T = 12n3T 3
n
i,j=1
T
t,s,s′=1

r
l=1
EGj [H(2)[l] (zj,s, zj,s′;G)]
×

∂ log fit(z;ψ0,λi(ψ0))
∂ψ[l]
dGi(z)
13 From (A.2), it also shows that ψM is√nT -consistent to ψ0 since (nT )−1ni,j=1T
t,s=1 H(2)(zi,t , zj,s;G) = Op(1/nT ) and (nT )−1/2
n
i=1
T
t=1 H(1)(zi,t ;Gi) is
asymptotically normal with mean zero and variance limn,T→∞(nT )−1
n
i=1
T
t,s=1 H(1)(zi,t ;Gi)H(1)(zi,s;Gi)′dGi <∞.
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+
r
l,l′=1
EGj [H(1)[l] (zj,s;G)H(1)[l′] (zj,s′;G)]
×

∂2 log fit(z;ψ0,λi(ψ0))
∂ψ[l]∂ψ[l′]
dGi(z)

,
which is nonzero only for the case with j = j′. Similarly,
log f Pit (z;ψ)dGi(z)
= 1
T
T
t=1
log fit(zi,t;ψ0,λi(ψ0))
+ 1
nT 2
n
j=1
T
t,s=1
r
l=1
H(1)[l] (zj,s;G)
∂ log fit(zi,t;ψ0,λi(ψ0))
∂ψ[l]
+ 1
2n2T 3
n
j,j′=1
T
t,s,s′=1

r
l=1
H(2)[l] (zj,s, zj′,s′;G)
× ∂ log fit(zi,t;ψ0,λi(ψ0))
∂ψ[l]
+
r
l,l′=1
H(1)[l] (zj,s;G)H(1)[l′] (zj′,s′;G)
∂2 log fit(zi,t;ψ0,λi(ψ0))
∂ψ[l]∂ψ[l′]

+ op

1
nT

and by stationarity over t
E

1
nT
n
i=1
T
t=1

log f Pit (z;ψ)dGi(z)

= 1
nT
n
i=1
T
t=1

log fit(z;ψ0,λi(ψ0))dGi(z)
+ 1
n2T 2
n
i=1
T
t,s=1
r
l=1

H(1)[l] (zi,s;G)
× ∂ log fit(zi,t;ψ0,λi(ψ0))
∂ψ[l]
dGi(z)+ Vn,T + o

1
nT

,
where the second term is nonzero only for the case with i = j, and
the third term becomes Vn,T as above. Therefore,
E

− 1
nT
n
i=1
T
t=1

log f Pit (z;ψ)d(Gi(z)− Gi(z))

= − 1
n2T 2
n
i=1
 T
t,s=1
∂
∂ψ ′
log fit(z;ψ0,λi(ψ0))
×H(1)(zi,s;G)dGi(z)+ o

1
nT

= − 1
nT
tr


−1
n
n
i=1

∂2 log fit (z;ψ, λi(ψ))
∂ψ∂ψ ′

ψ=ψ0
dGi(z)
−1
× 1
n
n
i=1
 
1
T
T
t,s=1
∂ log fit(z;ψ, λi(ψ))
∂ψ

ψ=ψ0
× ∂ log fis(z;ψ,λi(ψ))
∂ψ ′

ψ=ψ0

dGi(z)

+ o

1
nT

by substituting (A.4), where the expression of J(G) comes from sta-
tionarity over t . This result gives the expression for BP(ψ). 
Proof of Corollary 3. First note that ∂ℓi (ψ0, λi(ψ0)) /∂ψ = uei
by construction. Therefore, when gi(·) is nested in f (·;ψ, λi), the
standard information matrix identity gives
J (G) = 1
n
n
i=1

−∂
2ℓi (ψ0, λi(ψ0))
∂ψ∂ψ ′
dGi
= 1
n
n
i=1
T

uei u
e′
i dGi, (A.6)
where the first equality uses the stationarity over t . For I(G), since
∂ℓPi (ψ0)/∂ψ = uei + bi(ψ0)+ Op(T−3/2)with uei = Op(T−1/2) and
bi(ψ0) = Op(T−1) from (12), we have
I (G) = 1
n
n
i=1
T
 
∂ℓi (ψ0, λi(ψ0))
∂ψ
∂ℓPi (ψ0)
∂ψ ′

dGi
= 1
n
n
i=1
T

uei u
e′
i dGi +

uei bi(ψ0)
′dGi + o(T−3/2)

= 1
n
n
i=1
T

uei u
e′
i dGi + O(T−3/2)

, (A.7)
where the remaining term in the second equality is o(T−3/2) since [∂ℓi (ψ0, λi(ψ0)) /∂ψ]dGi =  uei dGi = 0. Therefore, by plugging
(A.6) and (A.7) into the expression of Bp(ψ) in Theorem 2, we have
Bp(ψ) = − rnT + O

1
nT 3/2

+ o

1
nT

= − r
nT
+ o

1
nT

,
from which the information criterion (28) is obtained. 
Proof of Theorem 4. The log conditional prior is given as log
πi(λi|ψk) = −(1/2) log (2π/T ) + (1/2) logEGi [−∂2ℓi(ψk, λi)/
∂λ2i ]− (1/2)(EGi [−∂2ℓi(ψk, λi)/∂λ2i ])−1(TEGi [∂ℓi(ψk, λi)/∂λi])2,
which isO(1) as T →∞ satisfying Assumption 3(ii). By plugging it
into the approximation (30), the log posterior probability of model
Mk in (29) can be written as
logP

Mk|z
= − log g (y)+ logφk + log

exp

T
n
i=1
ℓIi (ψ
k)

η(ψk|Mk)dψk
= − log g (y)+ logφk
+ log

exp

n
i=1
T

ℓMi (ψ
k)+ Op

1
T 2

η(ψk|Mk)dψk.
But Taylor expansion yields
T
n
i=1
ℓMi (ψ
k) = T
n
i=1
ℓMi (
ψk)− 1
2
ψk − ψk′
× nTI(ψk) ψk − ψk+ op (1) ,
where ψk is the modified profile ML estimator of the model Mk
and
I(ψk) = 1
n
n
i=1
Ii(ψk)
= − 1
nT
n
i=1
T
t=1
∂ log f (zi,t;ψk,λi(ψk))
∂θi
· ∂ log f (zi,t;ψk,λi(ψk))
∂θ ′i
is the averaged informationmatrix estimator. Note thatψk−ψk =
Op((nT )−1/2) when n/T → κ ∈ (0,∞) and I(ψk) = Op(1) from
Assumptions 1 and 2. Therefore, using the uninformative flat prior
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η(ψk|Mk) = 1, Laplace approximation (e.g., Phillips, 1980, 1983;
Tierney et al., 1989) gives
log

exp

T
n
i=1
ℓMi (ψ
k)

dψk
= T
n
i=1
ℓMi (
ψk)+ log (2π)rk/2 nTI(ψk)−1/2+ op (1) ,
and thus
logP

Mk|z = − log g (y)+ logφk + Op  nT 
+ T
n
i=1
ℓMi (
ψk)+ rk
2
log 2π − rk
2
log nT
− 1
2
log
I(ψk)+ op (1) ,
where rk = dim(ψk). The result (32) follows by collecting terms
that do not depend on k and terms that are bounded as n, T →∞
as c(z, k) = − log g (y) + logφk + Op (n/T ) + (rk/2) log 2π −
(1/2) log |I(ψk)|, which is Op(1). 
Proof of Theorem 5. Recall that the selection rule is to choose p∗
if LIC (p∗) < LIC (p), where 0 ≤ p∗, p ≤ p for some finite positive
integer p. We therefore need to prove that lim supn,T→∞ P[LIC (p∗)
< LIC (p0)] = 0 for all p∗ ≠ p0, where p0 is the (finite) true lag
order.
First consider the case of under-selection, p∗ < p0. We write
P

LIC

p∗

< LIC (p0)

= P

log
σ 2(p∗)σ 2(p0)

<

h

nT

nT
+ 1
T
2

× (p0 − p∗)+ 1
T

R (p0)− R

p∗
 
. (A.8)
The left-hand-side of the inequality in (A.8) is positive in the limit
as n, T → ∞ because σ 2(p0) = σ 2 + op (1) and σ 2(p∗) =
σ 2 + A + op (1) for some A > 0 (due to the underspecification)
whenever p∗ < p0, as shown in Lemma 1 of Han et al. (2013). On
the other hand, the right-hand-side of the inequality in (A.8) con-
verges to zero asn, T →∞ since 0 < (p0−p∗) < p <∞, |R (p0)−
R (p∗) | <∞ from the invertibility in Assumption 4(ii), and h(nT )/
nT → 0 as nT → ∞ by assumption. Therefore, lim supn,T→∞
P[LIC (p∗) < LIC (p0)] ≤ P[lim supn,T→∞{LIC (p∗) < LIC (p0)}] =
P[∅] = 0.
For the case of over-selection, p∗ > p0, we note that R(p∗) =ω(p∗)/σ 2(p∗), where
ω(p∗) = m
j=−m
Kjγj(p∗) and
γj(p∗) = 1
nT
n
i=1
min{T ,T+j}
t=max{p+1,p+j+1}
εWi,t (p∗)εWi,t−j(p∗).
UnderAssumption4 and aproper choice of kernel (and truncation),
0 < R(p) < ∞. From Section 2.2, sinceσ 2(p∗) andω(p∗) are re-
spectively bias-uncorrected estimators of the variance σ 2(p∗) and
the long-run varianceω(p∗) of εi,t(p∗), we haveσ 2(p∗) = σ 2(p∗)+
Op(1/T ) and ω(p∗) = ω(p∗) + Op(1/T ). When p∗ ≥ p0, further-
more, ω(p∗) becomes σ 2(p∗) and thus R(p∗) = 1 + Op(1/T ) be-
cause εi,t = εi,t(p0) is White noise. It thus follows that for the
over-selection case, |R (p∗)− R (p0) | is at most Op(1/T ). Now con-
sider
P

LIC

p∗

< LIC (p0)

= P nT logσ 2(p∗)− logσ 2(p0)
+

n
T

(p∗ − p0)+ n(R

p∗
− R (p0))
< h

nT

(p0 − p∗)

. (A.9)
As in the proof of Theorem 2 of Han et al. (2013) we have
nT (logσ 2(p∗)− logσ 2(p0)) = Op(1). Further, n(R (p0)−R (p∗)) =
Op(n/T ) as described above. The left-hand-side of the inequality in
the expression (A.9) is thus Op (1) for large n and T because it is as-
sumed that n/T → κ ∈ (0,∞). On the other hand, the right-hand-
side goes to negative infinity as nT → ∞ since p0 − p∗ < 0 and
h

nT
→∞. It follows that lim supn,T→∞ P[LIC(p∗) < LIC(p0)] =
0 for p∗ > p0. 
Proof of Corollary 6. First note that in the case of over-selection
(i.e., p∗ > p0 and p∗∗ > p0), it holds that p∗∗ ≥ p∗. This is because,
from the discussion about R(p) in the proof of Theorem 5, R(p) > 0
is close to 1 for all p ≥ p0 if its Op(1/T ) bias is ignored. It thus
follows that the penalty of LIC (p), (p/nT )(h

nT

/nT + n/T ) +
R (p) /T , is generally non-decreasing in p for p ≥ p0. Therefore,
since the penalty of IC (p) is strictly smaller than that of LIC (p), we
conclude that p∗∗ ≥ p∗ for the over-selection case.
We now define
∆LIC ≡ LIC p∗− LIC (p0)
= log
σ 2(p∗)σ 2(p0)

+ h

nT

nT
(p∗ − p0)
+ 1
T
2 (p
∗ − p0)+ 1
T

R

p∗
− R (p0)
and
∆IC ≡ IC p∗∗− IC (p0) = logσ 2(p∗∗)σ 2(p0)

+ h

nT

nT
(p∗∗ − p0).
Then, similar to the proof of Theorem 5, we write
P [∆LIC < ∆IC]
= P

log
 σ 2(p∗)σ 2(p∗∗)

<
h

nT

nT
(p∗∗ − p∗)
+ 1
T
2 (p0 − p∗)+
1
T

R (p0)− R

p∗
 
. (A.10)
Since p∗∗ ≥ p∗ in this case, the left-hand-side of the last inequal-
ity in (A.10) is nonnegative for any n and T , whereas the right-
hand-side goes to zero with n, T → ∞ as in (A.8). Therefore,
lim supn,T→∞{P [∆LIC < 0] − P [∆IC < 0]} ≤ lim supn,T→∞ P
[∆LIC −∆IC < 0] ≤ P[lim supn,T→∞{∆LIC − ∆IC < 0}] =
P[∅] = 0. When p∗ > p0 and p∗∗ > p0, as P [∆LIC < 0] and
P [∆IC < 0] correspond to the over-selection probabilities of LIC
and IC , respectively, this result implies lim supn,T→∞ P (p∗ > p0) ≤
lim supn,T→∞ P (p∗∗ > p0). 
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