Abstract: Road traffic accidents are a major public health concern, resulting in an estimated 1.2 million deaths and 50 million injuries worldwide each year. In the developing world, road traffic accidents are among the leading cause of death and injury. The objective of this study is to evaluate a set of variable that contribute to the degree of accident severity in traffic crashes. The issue of traffic safety has raised great concerns across the sustainable development of modern traffic and transportation. The study on road traffic accident cause can identify the key factors rapidly, efficiently and provide instructional methods to the traffic accident prevention and road traffic accident reduction, which could greatly reduce personal casualty by road traffic accidents. Using the methods of traffic data analysis, can improve the road traffic safety management level effectively.
Introduction
In recently years, because of too much travel speed of road traffic, the accidents have been increasing on yearly basis. So the traffic safety has raised great concerns across the globe. It has become one of the key for challenging the modern traffic and transportation so that traffic administrations can be more accurately informed and better policies can be introduced. The encyclopaedia defines road traffic accident as any vehicle accident occurring on a public highway (i.e. originating on, terminating on, or involving a vehicle partially on the highway). These accidents therefore include collisions between vehicles and animals, vehicles and pedestrians, or vehicles and fixed obstacles. Single vehicle accidents, in which one vehicle alone and no other road user involve, are included. A report by [17] estimated that the cost of fatalities and injuries due to road traffic accidents have tremendous impact on societal well-being and socioeconomic development. Road traffic accidents are among the leading cause of death and injury worldwide, causing an estimated 1.2 million deaths and 50 million injuries each year. Moreover, by the year 2020 road accident will be the third leading cause of death. This puts road safety well ahead of wars, HIV/AIDS, malaria and (other) acts of violence as world health problem. Among children aged 5-14years, and young people aged 15-29 years, road traffic injuries are the second-leading cause of death worldwide. In low income countries, the majority of road deaths are among pedestrians, passengers, cyclists, users of motorized two wheelers, and occupants of buses and minibuses. Globally, the risk of dying in a road crash is far higher for vulnerable road users like pedestrians, cyclists and motorcyclists than for car occupants. This paper structure in four sections; section 1 covers the basic introduction whereas section 2 presents the review of literature. Section 3 gives methods and various data mining techniques are used. The conclusion is drawn in section 4.
Literature Survey
The cost of deaths and injuries due to traffic accidents has a great impact on society. In recent years, researchers have paid a great attention at determining the factor that significantly affects accident severity in traffic system. The author in [5] presents a random forest & rough set theory to identify the factors significantly influencing single vehicle crash severity. The author in [5] presents a decision tree which predicts cause of accident and accident prone locations. Papers [10] predict traffic accident duration of incident and driver information system. The author in [13] used various data mining techniques and tells the random forest outperforms than other classification algorithms. In paper [14] , author talks about the significance of data mining classification algorithm in predicting the factor which influences road traffic accident. The author in [15] used to explore the possible application of data mining technology for developing a classification model and the result shows that developed model could classify accidents within a reasonable accuracy. It is important to analyse these datasets to extracts useful knowledge. Data mining is an effective tool for analysing data to extract useful knowledge. Table 1 shows a sample of different data mining technique and their influential factor used in traffic accident severity. The severity of injuries measured for crash records has both continuous and categorical characteristics. Hence many previous studies have used models with ordered structure to analyse risk factor and their effect on severity of injuries sustained in traffic crashes. . In WEKA datasets should be formatted to the ARFF format. The WEKA explorer will use these automatically if it does not recognize a given file as an ARFF file the pre-process panel has facilities for importing data from a database, a CSV file, etc., and for pre-processing this data using a filtering algorithm. These filters can be used to transform the data and make it possible to delete instances and attributes according to specific criteria. TANAGRA is free data mining software for academic and research purposes. It offers several data mining methods like exploratory data analysis, statistical learning and machine learning. The first purpose of the Tanagra project is to give researchers and student easy to use data mining software. The second purpose of TANAGRA is to propose to researchers an architecture allowing them to easily add their own data mining methods, to compare their performances. The third and last purpose is that novice developers should take advantage of free access to source code, to look how this sort of software is built, the problems to avoid, the main steps of the project, and which tools and code libraries to use for. In this way, TANAGRA can be considered as a pedagogical tool for learning programming techniques [16] .
Revolution is a free software programming language and software environment for statistical computing and graphics. R provides a wide variety of graphical and statistical technique such as linear and non-linear modelling, classical statistical tests, time-series analysis, classification clustering and is highly extensible. Extensibility and superb data visualization are the two main reasons for the success of R [12] [9]. 
Methods

Data Mining
This fast growth and tremendous amount of data, collected and stored in large and numerous databases need a powerful tool to elicit useful information. The tool helps to get benefit from the collected data, by identifying relevant and useful information. Data mining is one of the solutions to analyse huge amount of data and turn such data into useful information and knowledge. Data mining [6] refers to extracting or mining knowledge from large amounts of data. There are some other terms which carry a similar or slightly different meaning to data mining, such as knowledge mining from data, knowledge extraction, data or pattern analysis, and data archaeology. Data mining functionalities are used to specify the kind of patterns to be found in data mining tasks. In general, it has been classified into two categories: descriptive and predictive. Descriptive mining tasks characterize the general properties of the data in the database where as predictive mining tasks perform inference on the current data in order to make predictions. Data mining, also popularly known as Knowledge Discovery in Database refers to extracting or "mining" knowledge from large amount of data. Data mining techniques are used to operate on large volumes of data to discover hidden patterns and relationships helpful in decision making. While data mining and knowledge discovery in database are frequently treated as synonyms, data mining is actually part of the knowledge discovery process [3] . The sequences of steps identified in extracting knowledge from data are shown in Figure 1 .
Data Mining Tasks
The cycle of data and knowledge mining comprises various analysis steps, each step focusing on a different aspect or task. Hand et. al (2001) propose the following categorization of data mining tasks.
Description and Summarization
At the beginning of each data analysis are the wish and the need to get an overview on the data to see general trends as well as extreme values quickly
3.2.2
Descriptive Modeling Descriptive modeling tries to find models for the data. The aim of this model is to describe not to predict models. Even these models are used in the setting of unsupervised learning. Various methods of descriptive modeling are density estimation, smoothing, data segmentation, and clustering. The most widely used method of clustering is k-means clustering. The reasoning behind cluster analysis is the assumption that the data set contains natural clusters can be characterized and labeled. While for some cases it might be difficult to decide to which group they belong, we assume that the resulting group are clear-cut and carry an intrinsic meaning. In segmentation analysis, the user typically sets the number of group in advance and tries to partition all cases in homogeneous subgroup.
Predictive Modeling
The aim of this task is to build a model that will permit the value of one variable to be predicted from the known values of other variables. Predictive modeling falls into the category of supervised learning; hence, one variable is clearly labeled as target variable and will be explained as a function of the other variables. The nature of the target variable determines the type of model: classification model, if it is a discrete variable) or regression model (if it is a continuous one. Many models are typically built to predict the behavior of new cases and to extend the knowledge to objects that are new or not yet as widely understood.
3.2.4
Discovering Patterns and Rules The area of the previous tasks has been much within the statistical tradition in describing functional relationships between explanatory variables and target variables. There are situations where such a functional relationship is either not appropriate or too hard to achieve in a meaningful way. So association rules a method originating from market basket analysis to elicit patterns of common behaviour.
3.2.5
Retrieving Similar Objects The World Wide Web contains an enormous amount of information in electronic journal articles, electronic catalogs and private and commercial homepages. Having found an interesting article or picture, it is a common desire to find similar objects quickly. Based on key world and indexed meta-information search engines are providing us with this desired information. They can not only work on text documents, but to a certain extent also on images.
Data Mining Techniques
Association
Association is the discovery of togetherness or connection of objects. Such kind of togetherness or connection is tends as association rule. An association rule reveals the associative relationship between objects, i.e. the appearance of set of objects. The association rule can be useful for marketing, commodity management, advertising, etc. for example, a retail store may discover that people tend to buy soft drinks together with potato chips and then put the potato chips on sale to promote the sale of soft drinks.
Clustering
Clustering is the identification of class, also called clusters or groups, for a set of objects whose classes are unknown. The objected are so clustered that the interclass similarities are minimized based on some criteria defined on attributes of the objects. Once the cluster is decided, the objects are labelled with their corresponding clusters and common feature of the object in a cluster are summarized to form the class description. For example, a bank may cluster its customers into several group based on the similarities of their age, income, residence, etc. and common characteristics of the customers in a group can be used to describe that group of customers. The clusters will help the bank to understand its customer better and thus provide more suitable products and customized services.
J48
J48 is a version of an earlier algorithm developed by J. Ross Quinlan, C4.5. Decision trees are a classic way to represent information from a machine learning algorithm, and offer a fast and powerful way to express structures in data. It is important to understand the variety of options available when using this algorithm, as they can make a significant difference in the quality of results. J48 in WEKA3.6.0 employs two pruning methods. The first is known as sub tree replacement. This means that nodes in a decision tree may be replaced with a leaf basically reducing the number of tests along a certain path. This process starts from the leaves of the fully formed tree, and works backwards toward the root. The Second type of pruning used in J48 is termed sub tree raising. In this case, a node may be moved upwards towards the root of the tree, replacing other nodes along the way. Sub tree raising often has a negligible effect on decision tree models. There is often no clear way to predict the utility of the option, though it may be advisable to try turning it off if the induction process is taking a long time. This is due to the fact that sub tree raising can be somewhat computationally complex [2] .
3.3.4
Classification Classification tree are used to predict the classes of a categorical dependent variable. From their measurements on one or more predictor or independent variables. Decision trees have emerged as a powerful technique for modelling general input output relationship. They are tree shaped structure that represents a series of roles that lead to sets of decision. They generate rules for the classification of a datasets and a logical model represented as a binary tree that show how the value of a target variable can be predicted by using the values of a set predictor variables. Decision tree, which are considered in a regression analysis problem are called regression tree. Thus the decision tree represents a logic model of regularities of the researched phenomenon.
Analysis
To predict accident severity, various classification models were built using Decision tree, Random forest, ID3, Functional Tree, J48 and Naïve Bayes. Decision trees are easy to build and understand can manage both continuous and categorical variables and can perform classification as regression. Figure 2 shows the graph of accuracy against various techniques used. The statistics shows that having a means of predicting likely accuracy of different technique base on some input value. It is evident from the line graph that value of classification and regression tree is slightly less than the random forest and ID3 tree.
Classification models are generated on the basis of the training data whose independent variables and target variable are known, to be applied for the new dataset whose objective is the prediction of the target variable. The principle of CART method in developing the classification tree is described in the following: at first all data are concentrated at the root node, situated at the top of the tree. Further, it will be divided into two child node, on the basis of an independent variable (splitter), which creates the best purity. A decision tree is a flowchart like tree structure, where each internal node denotes a test on an attribute, each branch represents an outcome of the test, and each leaf node holds a class label. It further reveals that value of Naive Bayes is slightly less than J48 technique. 
Conclusion
Data mining in recent year with the database and artificial intelligence developed a new technology, its aim the large amount of data from the excavated useful knowledge, to achieve the effective consumption of data resources. A through literature review revealed a gap in published studies on the relationship between road characteristics and road traffic accident severity. The study on road traffic accident cause can identify the key factor rapidly and efficiently and provide instructional methods to the traffic accident prevention and road traffic accident reduction, which could greatly reduce personal casualty and property loss by road traffic accidents. Meanwhile, it would be helpful for improving the efficiency and security service level of the road transportation system.
