Abstract -
Introduction
The goal is to design a tool that supports sensor placement, optimal data collection, and active sensor management for decision support. With limited sensor resources, there is a need to optimize sensor placement that maximizes the sensor utility for users to observe moving targets [1] . The utility is based on the measures of effectiveness which can vary over the sensor types, environmental conditions, targets of interest, situational context, and users [2] .
One example is detecting cars moving in an urban area [3] . Detecting traffic can be completed by fixed ground cameras or on dynamic UAVS. If the sensors are on UAVS, path planning is needed to route the UAVs to observe the traffic [4, 5] and cooperation among UAVs is necessary [6] . The DARPA Grand Challenge featured sensors on mobile unattended ground vehicles (UGVs) observing the environment [7] . Mobile sensing can be used to orient [8] or conduct simultaneous location and mapping (SLAM) [9] to observe the environment or another targets [10] . Current efforts include Mobile-Ad Hoc Networks (MANET) and cooperative robots from which many efforts are applied such as informationtheoretic entropy approaches [11] .
Deployed ground sensors can observe the targets; however they are subject to the quality of the sensor measurements as a well as obscurations. One interesting question is how to deploy the fixed sensors that optimize the performance of a system. Efforts in distributed wireless networks (WSNs) [12] have resulted in many issues in distributed processing, communications, and data fusion [13] . To facilitate both WSNs decision support, requires efforts in understanding the user's needs [14] , the theoretical and knowledge models [15] , and situational awareness processing techniques [16] . In a dynamic scenario, resource coordination [17] is needed for both context assessment, but also the ability to be aware of impending situational threats [18, 19] . For distributed sensing systems, to combine sensors, data, and user analysis requires pragmatic approaches to metrics [20, 21, 22, 23] .
Information fusion has been interested in the problems of databases for target trafficability (i.e. terrain information) [24] , sensor management [25] , and processing algorithms [26] from which to assess objects in the environment. Various techniques have incorporated grouping object movements [27] , road information [28, 29] , updating the object states based on environmental constraints [30] . Detecting, classifying, identifying and tracking objects [31] has been important for a variety of sensors, including 2D visual, radar [32] , and hyperspectral [33] data; however newer methods are of interest to ground sensors with 1D signals.
The DARPA SENSIT program investigated deploying a distributed set of wireless sensors along a road to classify vehicles as shown in Figure 1 . The sensors included acoustic and seismic signals. While the placement of the sensors was not determined a prior, the observations were not subject to obscurations. Given the deployed set of sensors, feature vectors were used to classify signals based on the data from the seismic and acoustic signals. [34] Various approaches include combining the data with decision fusion [35] , value fusion [36] , and simultaneous track and identification methods [37] . Information theoretical approaches including the KL method were applied to the data for sensor management [38] as shown in Figure 2 . [38] Much work has been completed using imaging sensors and radar sensors for observing and tracking targets. Video sensors are limited in power and subject to day/night conditions. Likewise, radar line-of site precludes them from observing in the same plane. Together, both imaging and radar sensors do not have the advantage of UGSs which can power on and off, can work for a long time on battery power, and can be deployed to remote areas.
Our goal is to determine the optimal placement of the unattended ground sensors for varying environmental conditions. Four interesting cases arise for the sensor management and placement of these UGSs. The first is that if they are deployed in an urban setting, there might be obstacles. The second is that even though all are deployed, not all have to be utilized at the same time. Third is that some sensors are good at detection and others are good at classification. Fourth is the case of the metrics used to assess the optimal placement of the sensors. Together, these factors have to be addressed in decision support tools that aid an operational team that deploys, maintains, and repairs the network.
Location / Detection

Sensor Placement via Optimization in Sensor Management
The goal is to utilize the UGSs sensors which may be acoustic, magnetic, seismic, and PIRoelectric (passive infrared for motion detection. With a variety of sensors, information fusion can (a) utilize the most appropriate sensor at the correct time, (b) combine information from both sensors on a single platform, (c) combine results from multiple platforms, and (d) cue other sensors in a hand-off fashion to effectively monitor the area.
Sensor exploitation requires an analysis of feature generation, extraction, and selection or (construction, transformation, selection, and evaluation).
2.2
Sensor Classification Sensor exploitation includes detection, recognition, classification, identification and characterization of some object. Individual classifiers can be deployed at each level to robustly determine the object information. Popular methods include voting, neural networks, fuzzy logic, neuro-dynamic programming, Bayesian and DempsterShafer methods. One way to ensure the accurate assessment is to look at a combination of classifiers. Combination of classifiers [39] could include different sensors with classifiers, different methods over a single or multiple sensors, and various hierarchies of coordinating the classifiers such as Bayes nets and distributed processing.
Issues in classifier combination methods need to be compared as related to decisions, feature sets, and user involvement. Selecting the optimal feature set is based on the situation and environmental context of which the sensors are deployed.
An important question for assessing the sensor placement is measures of effectiveness. For instance, what is the quantification of fusion gain using a set of classification methods and placement methods? There is a need for a robust combination rule that includes the location and detection of the sensors subject to the target and environmental constraints.
2.3
Motion Path Planning and Orientation Sensor management in sensor planning consists of detection, classification, and tracking. For the target moving through an environment, path planning [40] determines the ability of the target to move through the environment while avoiding obstacles [41] . Likewise, the sensors prosecuting the target are also subject to the same obstacles in obscurations. To determine the sensor placement, we need to understand the target behaviors. Simple rules govern the behavior of the robot such as behavioral schemas [42] . Sensor placement includes the location of the sensors and their movement as related to the targets. Typically, a mobile target with sensors needs to optimize its route and can be subject to interactive effects of pursuers and evaders with other targets [43] as well as active jamming of the signal [44] . The target needs to determine its goal location and navigate around obstacles. If the target wants to evade detection, it might employ game theory and evasive maneuvers to avoid detection. Many techniques are presented in research in path planning and control [45] and optimization [46] .
2.4
Sensor Management Detection Many sensor management detection algorithms have been developed for analysis of sensor coverage, detection, and classification [47] . Various techniques are used to determine how often to search a cell to detect a target. Blackman [48] divides the sensor management approaches into normative (objective optimization criteria) and descriptive (adaptive) approaches. Popular methods such as direct search (or myopic), alert/confirm (or cueing), hierarchical goal lattices [49] utilize a Bayesian technique. The sequential probability ratio test (SPRT) [50] affords a measure of the need to revisit for enhanced decisions. Given a sensor's ability to detect or classify a target would determine whether another look is needed or another sensor from a different geometry could aid the detection. Adaptive techniques include Discrimination Gain [51] , Index Rule [52] , Game-Theory [53] , Reinforcement Learning [54, 55] , and entropy-based methods.
Direct search (DS):
Conducts single ordered measurements in an area cell until a decision is reached. Since the order is fixed, more measurements are needed over areas with no targets. Alert/confirm (A/C): Proceeds orderly until a detection called an alert. The alert triggers a confirm cycle where additional measurements are immediately taken in the alert cell. Index rule (IR): Searches the cell or area with the highest probability of containing a target. The greedy procedure is optimal for all time if measurements are scalars and the search volume contains just one target. Discrimination gain (DG): Recursively calculates the expected minimal discrimination information and measures the cell with the highest probability of information gain.
Sequential Probability Ratio Test (SPRT):
Evaluates one cell at a time through binary hypothesis testing to accept, reject, or request another measurement. The SPRT provides explicit decision criteria for sensor management. SPRT inputs classification parameters P D , P F , and error probabilities, α and β: α = probability of rejecting H 0 when H 0 is true β = probability of accepting H 0 when H 0 is false
The expected number of measurements required to reach a decision is:
Now consider an entire volume of area cells in which the fraction of targets is p(H 1 ). Then the expected number of measurements required to reach a decision in a randomly selected cell is
The expected number of measurements to reach a decision provides a method to cue other sensors or classifiers, to quickly adapt sensors to moving targets, and to provide a decision support metric. Game Theoretic (GT): Assumes that the target in the cell actively can determine its location and thus decides to either avoid detection or passively ignore its own detection. Game theoretic approaches are akin to two separate sensors with their own management schemes seeking to optimize their objective functions with or without including the other player.
Sensor management requires assessing the sensors and the quality of the data in a net-centric environment [56] . Given the ease of processing metrics of the SPRT [57, 58] and the power of information theory for tracking and target identification and registration [59] , we explore both for sensor placement.
Optimization via Information Theory
A key measure of information in the theory is known as entropy, H, which is usually expressed by the average number of bits needed for storage or communication. [60] Intuitively, entropy quantifies the uncertainty involved when encountering a random variable.
We will utilize the relative entropy analysis to assess the information.
KL Divergence
In information theory, the Kullback-Leibler divergence [61, 62] , (also information divergence, information gain, or relative entropy) is a non-symmetric measure of the difference between two probability distributions P and Q. KL measures the expected number of extra bits required to code samples from P when using a code based on Q, rather than using a code based on P. Typically P represents the "true" distribution of data, observations, or a precise calculated theoretical distribution. The measure Q typically represents a theory, model, description, or approximation of P. Like Discrimination gain, there is minimal discrimination information (MDI) that can be utilized for sensor placement.
For probability distributions P and Q of a discrete random variable their K-L divergence is defined to be
The K-L divergence is only defined when P > 0 and Q > 0 for all values of i, and when P and Q both sum to 1. One might be tempted to call it a "distance metric" on the space of probability distributions, but this would not be correct as the Kullback-Leibler divergence is not symmetric -that is, D KL (P || Q) ≠ D KL (Q || P) -nor does it satisfy the triangle inequality. Still, being a pre-metric, it generates a topology on the space of generalized probability distributions, of which probability distributions are a special case.
Following Renyi [63] , the term is sometimes also called the information gain about X achieved if P can be used instead of Q. It is also called the relative entropy, for using Q instead of P. KL is closely related to information theory concepts of mutual information and relative information.
The mutual information,
is the KL divergence of the product P(X)P(Y) of the two marginal probability distributions from the joint probability distribution P(X,Y) -i.e. the expected number of extra bits that must be transmitted to identify X and Y if they are coded using only their marginal distributions instead of the joint distribution. Equivalently, if the joint probability P(X,Y) is known, it is the expected number of extra bits that must on average be sent to identify Y if the value of X is not already known to the receiver.
The conditional entropy,
is the number of bits which would have to be transmitted to identify X from N equally likely possibilities, less the KL divergence of the product distribution P U (X) P(Y) from the true joint distribution P(X,Y) -i.e. less the expected number of bits saved which would have had to be sent if the value of X were coded according to the uniform distribution P U (X) rather than the conditional distribution P(X|Y) of X given Y.
Symmetrized divergence Kullback and Leibler defined the divergence as:
which is symmetric and nonnegative. This quantity has sometimes been used for feature selection in classification problems, where P and Q are the conditional pdfs of a feature under two different classes.
An alternative is given via the λ divergence,
which can be interpreted as the expected information gain about X from discovering which probability distribution X is drawn from, P or Q, if they currently have probabilities λ and (1 − λ) respectively. The value λ = 0.5 gives the Jensen-Shannon divergence, defined by
where M is the average of the two distributions,
D JS can also be interpreted as the capacity of a noisy information channel with two inputs giving the output distributions p and q. The Jensen-Shannon divergence is the square of a metric that is equivalent to the Hellinger metric, and the Jensen-Shannon divergence is also equal to one-half the so-called Jeffrey's divergence [64, 65] .
Definition of Mutual Information
Formally, the mutual information of two discrete random variables X and Y can be defined as: [66]
where p(x,y) is the joint probability distribution function of X and Y, and p 1 (x) and p 2 (y) are the marginal probability distribution functions of X and Y respectively.
Normalized Information variants
Normalized variants of the mutual information are provided by the coefficients of constraint [67] or uncertainty coefficient [68] 
The two coefficients are not necessarily equal. A more useful and symmetric scaled information measure is the redundancy
which attains a minimum of zero when the variables are independent and a maximum value of
when one variable becomes completely redundant with the knowledge of the other. Another symmetrical measure is the symmetric uncertainty [69] , given by
which represents a weighted average of the two uncertainty coefficients.
Example/Simulation
In this example, we investigate the sensor placement problem by assuming a large number of sensors available to search the area. Through analysis, we can determine the optimum number over the given environmental conditions (i.e. obscurations) and sensor's capabilities to detect a moving target [70] . Unlike the previous sensor management cases, we assume that we are looking at a mobile target and the dwell time to detect and classify a target is based on these qualities. The simulation is presented with the hopes to investigate numerous issues in sensor management for an urban environment with UGSs sensors. The setup includes six obstacles, eight fixed sensors ( ) around the area, and the mobile object moves from its destination [ ] to its goal [ ]. The mobile object determines it optimal shortest path based on the distance to the goal and accounting for the obstacles as shown in Figure 3 . 
4.1
Sensor Placement To determine the optimal placement of the sensors, we would have to know ahead of time some of the characteristics of the environment and the sensors themselves. Using a direct search method, we first determine the case in which all sensors are placed around the area of interest and are of equal quality. We can see that the standard sensor management techniques need to account for the line-of-site to the sensors since there are obscurations. Given that one sensor can not dwell on a target (i.e. no observation), it must cue or "alert" another sensor in a handoff mode. Figure 4 shows the case, where the target is moving through the obstacles, and the optimum sensors (e.g. closer range to the target with higher classification and detection) are blocked. To account for the blockage, and lead to methods of sensor hand-off, the line of sight, and alert-confirmation cueing are solved in Figure 5 . 
4.2
Sensor Management In the previous case, the sensors had perfect detection. In the next scenario we simulate a more realistic case with non-perfect sensors. We utilize a probability of detection (P D ) of 0.95 and probability of false alarm (P F ) of 0.05 and determine how many dwells on the target are needed. Improvements can be made to account for the target dynamics and the sensor revisit.
Using the SPRT method, we calculate the estimated number of detections and vary the performance of the target for a given range as shown in Figure 6 . The longer the distance from the sensor to the target, the more dwells are needed on the target. The number of dwells on a target is needed to determine the P D threshold. When the SPRT falls to the lower bound, it can be used as a measure to cue other sensors. Since the SPRT is based on the classification accuracy, it is easier to embed various classifiers to determine sensor management of many sensors at the same location, or cue other sensor from different locations. Figure 6 . SPRT test to determine number of measurements based on a pseudo classifier.
4.3
Information Theory Next we explore information-theoretic methods. Discrimination gain or relative entropy can be used in sensor management to determine the revisit of observations. In this case, we simulate the same scenario and look at the metrics to determine the sensor placement or sensor activation. Figure 7 shows the case for the KL divergence or discrimination gain and mutual information (MI) of the target detection. The results show that when the sensor detection is far, the KL metric diverges (between the red lines) and that MI decreases. These metrics can be used to cue another sensor for more measurements. One issue is that since the metrics perform well for the simulation, more sensor measurements would be needed for the far range sensing. Benefits from the SPRT measure include faster processing and informationtheoretic measures are better association with Bayesian and classifier methods which operate over features.
Conclusions
We have explored methods for sensor placement by way of placing a large number of sensors in an area and determining the minimum necessary sensor locations to observe a target that has a predefined goal moving through a terrain with obscurations. Using methods of direct search, alert confirm, SPRT, and information theory, we were able to provide metrics as to the quality of the sensor detection and classification for decision support methods.
Next steps would be to investigate different classifiers, combination of classifiers and utilize optimum feature vectors so as to improve performance of sensor placement. Furthermore, we would vary the scenarios to investigate different locations based on the fixed environment or areas of high trafficability and apply to real-world data.
One goal of the project is decision support for situational awareness for command and control [71] . Various other sources of soft data (human reports) can be combined with the hard (physics-based sensing) [72] to update the sensor management, placement, and reporting of the situation based on the context and the needs of users to maintain situational awareness of the environment.
