Abstract-In this paper, the problem of opportunistic channel sensing and access in cognitive radio networks when the sensing is imperfect and a secondary user can access up to a limited number of channels at a time is investigated. Primary users' statistical information is assumed to be unknown, and therefore, a secondary user needs to learn the information online during channel sensing and access process, which means learning loss, also referred to as regret, is inevitable. For each channel, the busy/idle state is independent from one slot to another. In this research, the case when all potential channels can be sensed simultaneously is investigated first. The channel access process is modeled as a multi-armed bandit problem with side observation. And channel access rules are derived and theoretically proved to have asymptotically finite regret. Then the case when the secondary user can sense only a limited number of channels at a time is investigated. The channel sensing and access process is modeled as a bi-level multi-armed bandit problem. It is shown that any adaptive rule has at least logarithmic regret. Then we derive channel sensing and access rules and theoretically prove that they have logarithmic regret asymptotically and with finite time. The case when the busy/idle states of a channel are correlated over slots is also investigated. And a channel sensing and access rule with logarithmic regret is derived. The effectiveness of the derived rules is validated by simulation.
I. INTRODUCTION
C OGNITIVE radio has emerged as an effective solution to alleviate the spectrum shortage problem and improve spectrum efficiency. It has received tremendous research attentions recently. In a cognitive radio network, opportunistic spectrum access (OSA) is used, in which the unlicensed users, referred to as secondary users, search for spectrum holes through sensing, and utilize the observed spectrum opportunities for their data transmission. Optimal OSA when the secondary users have statistical information of licensed users (referred to as primary users), such as information of idle probabilities of primary channels, has been addressed in [1] - [7] , to maximize transmission capacity, optimize transmission power efficiency, etc. However, research on the optimal OSA without a priori statistical knowledge of primary channels is still in its infancy. The research challenge is how to achieve the optimal tradeoff between channel exploration (the process to sense the channels so as to learn the statistical information) and channel exploitation (the process to utilize observed channel opportunities). If statistical information of primary channels is known in advance, a secondary user can select the optimal channel(s) to sense and subsequently access sensed-idle channel(s). However, without such information, a learning process is needed, and the secondary user should also explore suboptimal channels through sensing to learn statistical information of those channels. Therefore, learning loss is expected, compared to the case that the secondary user always selects the optimal channel(s). In the literature, the channel sensing and access process in cognitive radio networks has been modeled as multi-armed bandit problems (MABP) [8] - [11] . For an MABP, the loss due to learning until time instant t is represented by the regret R(t), which is the expected difference between the actual reward of an arm-selection rule and the reward of a genie-aided rule that has known statistical information of the arms [12] . It is proved in [13] that, for any adaptive allocation rule 1 , the regret is at least μ ln t when t → ∞, where the factor μ is determined by the statistical information of arms. A rule that achieves the lower bound of μ is called efficiently optimal, and a rule with regret O(ln t) is called order optimal. For OSA in cognitive radio networks, reference [8] derives order optimal rules to well coordinate the balance between channel exploration and exploitation, with the assumption of perfect channel sensing. Although not efficiently optimal, the rules are sample mean based index rules [14] , and their implementation is much simpler than the efficiently optimal rules given in [13] . Moreover, a regret bound is also observed with finite t 2 in rules in [8] , while no such bound is observed for finite t in the efficiently optimal rules in [13] . The cognitive sensing problem is investigated and formulated as an adversary bandit problem in [9] for single-play case and in [10] for multipleplay case, where no statistical assumption is made on channel states. Multi-user OSA in a distributed manner is investigated in [11] , modeled as an MABP with multiple players. In the above existing research efforts for OSA in cognitive radio, perfect channel sensing is assumed, and each secondary user can utilize all observed spectrum opportunities.
Unlike existing research efforts, this work explores OSA when (i) imperfect channel sensing is assumed and (ii) a secondary user can access up to a limited number of channels simultaneously (i.e., it may not use all observed spectrum opportunities at a time). Our motivation for (i) is that channel sensing is always imperfect in a real network. And our motivation for (ii) is that the secondary user may have energy and/or hardware constraints, and thus, the number of channels that can be accessed is limited. A similar setting is also adopted in [15] . 3 Therefore, unlike existing OSA research where there is only one decision (i.e., to decide which channels to sense, and subsequently access all sensed-idle channels), we have two decisions in the OSA in our work: to decide which channels to sense; and if a number of channels are sensed idle, to decide which channels to access. Two cases are considered in our work, by assuming the busy/idle state of each channel is independent from one slot to another.
• Case I: when a secondary user can sense all potential channels simultaneously 4 , referred to as full channel sensing; • Case II: when a secondary user can sense a subset of the potential channels simultaneously, referred to as partial channel sensing. Case I is investigated in Section II, in which we derive OSA rules and theoretically prove that they have asymptotically finite regrets. Case II is investigated in Section III, in which we derive OSA rules and theoretically prove that they have regrets O(ln t) with t → ∞ and with finite t. The case when the busy/idle states of a channel follow a Markov model is investigated in Section IV. Performance evaluation of the derived OSA rules is given in Section V, followed by conclusion remarks in Section VI.
II. CASE I: WITH FULL CHANNEL SENSING Consider a slotted system, where time is partitioned into slots, and the duration of each slot is T . For a secondary user, there are N potential primary channels, denoted as Channels 1, 2, ..., N , respectively. In each slot, Channel i (i ∈ {1, 2, ..., N }) is idle (i.e., without primary activities) with probability θ i , and θ i is unknown by the secondary user. Let S i (j) = 1 and S i (j) = 0 denote Channel i is idle and busy, respectively, at Slot j. For each channel, the channel state (busy or idle) varies independently from a slot to another. And the N channels have independent channel states. Similar settings are adopted in [1] , [2] , [6] , [8] , [15] . The scenario when the busy/idle states of a channel over slots are correlated is considered in Section IV.
Each slot consists of a sensing period with duration τ and data transmission period with duration T − τ . For each slot, during the sensing period the secondary user senses all the N channels. Among all the sensed-idle channels, the secondary user can access (i.e., transmit its data over) up to K channels in the data transmission period. For each accessed channel, reward (i.e., the information bits the secondary user can transmit in a slot) is normalized to 1.
During the sensing in Slot j, denote X(j) = (X 1 (j), X 2 (j), ..., X N (j)) as the sensing observation of the N channels, where X i (j) = 1 and X i (j) = 0 mean that Channel i is sensed to be idle and busy, respectively. Since sensing errors are inevitable, we let P i d denote the detection probability of Channel i (i.e., the probability of detecting the 3 Actually the case when a secondary user can access an unlimited number of channels can be viewed as a special case of our work. 4 This can be achieved by the wideband spectrum sensing technique discussed in [16] . primary user activity if there is primary user activity), and P i f denote the false-alarm probability of Channel i (i.e., the probability of mistakenly estimating that the primary user is active when there is actually no primary user activity). For Channel i at Slot j, the probability that it is sensed idle (i.e.,
So, conditioned on that Channel i is sensed idle at Slot j, the conditional reward of Channel i if it is accessed at Slot j can be calculated as
Since the secondary user senses all the N channels, the only decision of the secondary user to make is on which channel(s) to access based on its sensing observation. To protect primary users, only channels sensed idle can be accessed. Since primary users' statistical information Θ = (θ 1 , θ 2 , ..., θ N ) is unknown, online learning is needed for the secondary user to estimate Θ. In the following, we first investigate the situation of single channel access (i.e., K = 1, the secondary user can access only one channel at a slot), and subsequently extend the research result to the situation of multiple channel access (i.e., K ≥ 2, the secondary user can access more than one channel simultaneously at a slot).
A. Single Channel Access at a Slot (K = 1)
To evaluate the performance of a channel access rule, we use the performance of a genie-aided rule (in which the channel statistical information Θ is known) as a benchmark for comparison. Let I(j) denote the set of channels sensed idle at Slot j. Then among channels in I(j), the secondary user should access the channel with the maximal expected reward. If Channel i is sensed idle (i.e., i ∈ I(j)), Channel i's expected reward is actually the conditional reward E[S i (j)|X i (j) = 1]. Therefore, the secondary user should access the sensed-idle channel with the maximal conditional reward, i.e., max
. And until Slot t, the expected reward of the genie-aided rule is thus given as
, where the outer expectation is for I(j) (totally there are 2 N different possible sets of sensed-idle channels), and the inner expectation is to calculate the conditional reward of Channel i.
For any adaptive allocation rule denoted ψ, where ψ(j) = i means Channel i is decided to be accessed at Slot j, the expected reward until Slot t is The regret (also the learning loss) of rule ψ until Slot t, defined as the difference between the expected rewards of ψ and the genie-aided rule, is given as
Since the secondary user can sense all the channels before selecting a channel to access, the channel access process can be modeled as an MABP with side observation [17] . For an MABP, it is extremely hard to derive an optimal channel access strategy such that the regret is minimized. Therefore, Algorithm 1 Single Channel Access with Full Channel Sensing at Slot t 1: Sense N channels, record sensing observation X(t) = (X 1 (t), X 2 (t), ..., X N (t)), and update P s . 2: Construct candidate set C(t) of the form
where || · || 2 is the L 2 -norm of a vector, given as ||x|| 2 = x 2 1 + x 2 2 + ... + x 2 n for a vector x = (x 1 , x 2 , ..., x n ). 3: Arbitrarily pick upΘ ∈ C(t), as the estimation of Θ. 4: if the set of channels sensed idle at Slot t, I(t), is empty then 5: Do not access any channel at Slot t. 6: else 7: Access Channel i * = arg max
researchers instead focus on regret bound in asymptotic sense. For example, in [8] , asymptotically order optimal rules are derived such that the regret is O(ln t) when t → ∞. In our research, we also focus on channel access rules with good asymptotic performance such as asymptotically finite regret. Note that for two-armed bandit problem with side observation, reference [17] gives a rule with asymptotically finite regret under direct information setting. In our work, we derive a rule with asymptotically finite regret for our multi-armed bandit problem with side observation, as follows. Define sensing result as the set of channels that are sensed idle. For sensing of the N channels, we have 2 N possible sensing results. At Slot t, we keep a 2 N -sized vector of the sample-mean probabilities of the 2 N sensing results, denoted P s = (P s,1 , P s,2 , ..., P s,2 N ), in which P s,i is the sample-mean probability of the ith sensing result, given as (the number of slots until Slot t in which the ith sensing result happens)/t. We also denote P Θ = (P Θ ,1 , P Θ ,2 , ..., P Θ ,2 N ) as a 2 Nsized vector of the probabilities of the 2 N sensing results by assuming that Θ = (θ 1 , θ 2 , ..., θ N ) is the vector of the channel idle probabilities. For example, if the 2nd sensing result is the set of Channels 1 and 2, then
is defined at the beginning of Section II.
Our proposed channel access rule is shown in Algorithm 1. In Line 7 of Algorithm 1, EΘ [S i (t)|X i (t) = 1] means the conditional reward of Channel i, by assuming thatΘ is the vector of the channel idle probabilities. In other words,
, whereθ i is the ith element inΘ. Here we select the channel with the largest conditional reward by usingΘ as the estimation of Θ.
Remark: In Algorithm 1, the key concept is the 2 N -sized vectors of the probabilities of the 2 N sensing results. At each slot, P s is the sample-mean vector until the slot. And by assuming any channel idle probability vector Θ , we can calculate P Θ . Here we use the L 2 -norm of (P Θ − P s ) to represent the distance of the two vectors P Θ and P s . The first term on the right hand side of the inequality in Line 2 of the algorithm is the infinimum of the distance from P Θ Algorithm 2 Single Channel Access with Full Channel Sensing at Slot t 1: Sense N channels, and get sensing observation X(t). 2: Estimate the idle probability of Channel
3: if the set of channels sensed idle at Slot t, I(t), is empty then 4: Do not access any channel at Slot t. 5: else 6: Access Channel i * = arg max
to the sample-mean vector P s . In the algorithm, any vector Θ † can be taken as the estimated channel idle probability vector, as long as the distance of its associated vector P Θ † to the sample-mean vector P s is "not far" from the infinimum distance. Here "not far" means that the difference of the two distances is bounded by 1/t. When t is small, the samplemean vector P s may not be accurate to reflect the vector of real probabilities of the 2 N sensing results, and thus, we search P Θ † in a large region around P s (i.e., 1/t is large). When t becomes large, the sample-mean vector P s becomes accurate enough to reflect the vector of real probabilities of the 2 N sensing results, and thus, we search P Θ † in a small region around P s (i.e., 1/t is small).
Theorem 1: Algorithm 1 achieves asymptotically finite regret; that is, lim sup t→∞
R(t) < ∞.
Proof: See Appendix VII-A. Theorem 1 indicates that the performance of Algorithm 1 is surprisingly good through full channel sensing prior to channel access. As a comparison, in the rules derived in [8] where the secondary user senses one channel with perfect sensing, performance of R(t) ∼ O(ln t) is achieved, which means the regret goes to infinity when t → ∞.
Algorithm 1 suffers from high complexity in the construction of candidate set C(t) in each slot, especially when t is large. To reduce complexity, an alternative channel access rule with linear complexity is introduced, as given in Algorithm 2.
Remark: For Channel i with idle probability θ i , detection probability P i d , and false alarm probability P i f , the expectation of the sample-mean
Thus, we use unbiased estimator of θ i , given aŝ
Note that, in a cognitive radio network, normally a large detection probability (e.g., not less than 0.9 in the IEEE 802.22 proposal) and a small false alarm probability (e.g., not more than 0.1 in the IEEE 802.22 proposal) are required. Therefore, we have
Theorem 2: Algorithm 2 achieves asymptotically finite regret.
Proof: See Appendix VII-C.
B. Multiple Channel Access at a Slot (K > 1)
Assume the secondary user can simultaneously access up to K(> 1) channels at a slot. Therefore, if the number of channels sensed idle at a slot is less than or equal to K, then all those sensed-idle channels are accessed by the secondary user; otherwise, K channels are selected among the sensedidle channels to be accessed by the secondary user.
We still use the performance of a genie-aided rule with Θ known as a benchmark for comparison. Until Slot t, the expected reward of the genie-aided rule is given as
where I(j) denotes the set of channels sensed idle at Slot j and K(j) denotes the set of channels to be accessed at Slot j. The outer expectation is for I(j), while the inner expectation is to calculate the conditional reward of Channel i. For any adaptive allocation rule Ψ with multiple channel access, where Ψ(j) denotes the set of channels to be accessed at Slot j, the expected reward until Slot t is
The regret of rule Ψ is given as
For multiple channel access, we modify Line 7 in Algorithm 1 and Line 6 in Algorithm 2 as follows: if |I(t)| ≤ K, then access all channels in I(t); otherwise, among all the channels in I(t), access the K channels with the largest K values of EΘ [S i (t)|X i (t) = 1]. It can be proved that the resulted algorithms have asymptotically finite regret, by using similar proofs to those of Theorems 1 and 2.
III. CASE II: WITH PARTIAL CHANNEL SENSING
Still consider N channels. At a slot, the secondary user can sense M (< N) channels and can access up to K(≤ M ) channels among the sensed-idle channels. Therefore, we have a bi-level MABP: the first level is to decide which M channels to sense; and the second level is to decide, among the sensedidle channels, which up to K channels to access. The arms played in the two levels are different, which makes the problem much more challenging than classical MABP. To the best of our knowledge, a general bi-level MABP is still an open problem. In the following, we provide solutions to our particular bi-level MABP. Possible extension of our solutions to a more general bi-level MABP is to be investigated in our future work.
Unlike Case I where we have common channel access rules for homogeneous sensing (i.e., P
.., N }) and heterogeneous sensing (i.e., for each channel, say Channel i, we have distinct setting
the homogeneous sensing and heterogeneous sensing need to be treated in different ways in Case II, as discussed in Section III-A and III-B, respectively.
A. Homogeneous Sensing
Consider
We still use the performance of a genie-aided rule as a benchmark for comparison. In [18] , it is proved that the genie-aided rule should always sense M * = {1, 2, ..., M }. So until Slot t, the expected reward of the genie-aided rule is given as U
where I M * (j) denotes the set of sensed-idle channels at Slot j if the channels in M * are sensed, and K(j) denotes the set of channels to be accessed at Slot j.
In the following, we investigate single channel access (K = 1) and multiple channel access (K > 1), respectively.
1) Single Channel Access at a Slot (K = 1):
The expected reward of the genie-aided rule until Slot t is:
Compared with the genie-aided rule, regret of a single channel access rule φ, in which φ(j) denotes the channel to be accessed at Slot j, is given as
(2) Unlike Case I in Section II, we cannot expect asymptotically finite regret R(t). The reason is as follows. For partial channel sensing, consider a perfect scenario in which all sensed-idle channels are to be accessed and all sensings are perfect. It is shown in Theorem 3.1 in [13] and Lemma 2 in [8] that the perfect scenario has a lower bound of O(ln t) on R(t) as t → ∞, which also means that the regret of any rule in our Case II has a lower bound of O(ln t).
Note that references [13] and [14] give rules with regret O(ln t) when t → ∞. However, performance of the rules with finite t is still unclear. In the following, using the UCB1 (here UCB stands for Upper Confidence Bound) in [19] , we derive a channel sensing and access rule that has regret R(t) ∼ O(ln t) with t → ∞ and with finite t. Note that the original UCB1 cannot be directly applied to our research problem, because, if it is directly applied, there is only one decision, i.e., which channels to sense at a slot. Since in our research problem there are two decisions (which channels to sense, and which channel to access among the sensed-idle channels), we have necessary nontrivial extensions to the original UCB1.
At each slot (say Slot t), the secondary user keeps records
, where T i (t) is the number of slots in which Channel i has been sensed until Slot t, and Y i (t) is the number of slots in which Channel i has been sensed idle until Slot t. The proposed channel sensing and access rule is given in Algorithm 3.
Remark: Similar to Algorithm 2, we use an unbiased estimation of θ i . When determining the channels to sense, we add the extra term
Ti(t−1) in the index. Its purpose is to guarantee that each channel is sensed in a sufficient number of slots, as follows. When a channel, say Channel i, is not sufficiently sensed, this channel has a relatively small T i (t − 1), while all channels have the same ln(t − 1). So Channel i is very likely to have a larger index than other channels, which gives Channel i a larger chance to be selected 
, and determine channel set M(t) to sense, which includes channels with the largest M indicesθ i (t) +
Sense channels in M(t). Let I(t) denote the set of sensed-idle channels. Update T(t) and Y(t). 5: if I(t) is nonempty then 6: At Slot t,
else 8: Do not access any channel at Slot t.
to sense. Consider two channels, Channel i 1 and Channel i 2 , as an example. For Channel i 1 , its T i1 (t) does not grow in the scale of O(ln t), and thus, the extra term (which is very likely larger than 1) dominates in the index of Channel i 1 . For Channel i 2 , its T i2 (t) grows in the scale of O(ln t), and thus, the termθ i2 (t) dominates in the index of Channel i 2 . Then it is very likely that Channel i 1 has a larger index than Channel i 2 , which gives Channel i 1 more chance to be selected to sense. Therefore, the extra term in the index implies that the time to sense each channel is at least O(ln t). 5 When all the channels' T i (t)'s (i = 1, 2, ...N ) grow at least in the scale of O(ln t), the termsθ i (t)'s tend to dominate in the indices, and the secondary user tends to select the channel with the largest θ i (t).
And when the sensing of a channel is not accurate enough (small P d or large P f ), the extra term will give the channel a larger chance to be sensed. This is desired because more sensings are needed to estimate θ i if the sensing is not accurate enough.
Theorem 3: The regret R(t) of Algorithm 3 is O(ln t) with t → ∞ and with finite t.
Proof: See Appendix VII-D.
2) Multiple Channel Access at a Slot (K > 1):
When the secondary user can simultaneously access K channels at a slot, we modify Algorithm 3 as follows: in Line 6, instead of accessing a single channel, the secondary user selects up to K channels in I(t) with the largest values of θ i (t) +
Ti(t−1) . Similar to proof of Theorem 3, it can be proved that the regret of the resulted rule is O(ln t) for finite t and for t → ∞.
B. Heterogenous Sensing

Consider that Channel
The genie-aided rule with known channel statistics Θ is still used as a benchmark of performance.
When channel statistics Θ is unknown, it is desired to find a rule of good performance on regret R(t) under heterogenous sensing. Then a question is raised: can we find a similar rule to those in Section III-A, with R(t) ∼ O(ln t) for finite t and for t → ∞? To answer this question, we first look into the insights in the rules in Section III-A.
As aforementioned, in Case II (partial channel sensing), there are two levels of MABP : the first level is to select which channels to sense, i.e., at Slot j, select channel set M to maximize E max
where
is the set of sensed-idle channels if channels in M are sensed at Slot j, while the second level is to select which channels to access, i.e., to select sensed-idle channels with the largest E [S i (j)|X i (j) = 1]. With homogeneous sensing, the criterion in the first level is simplified to finding the M channels with the M largest θ i 's, while the criterion in the second level is simplified to, among sensed-idle channels, finding up to K channels with the largest θ i 's. Therefore, in Algorithm 3, in both levels we use sample mean of sensing observations of each channel to estimate θ i . On the other hand, with heterogeneous sensing, the criteria in the two levels cannot be simplified to finding channels with the largest θ i 's. Therefore, it is not feasible to use sample mean of sensing observations as Algorithm 3 does. Rather, we need samples to reflect reward of each arm in each level, as shown in the following.
1) Single Channel Access at a Slot (K = 1):
Since the secondary user can sense M channels at a slot, the secondary user can sense one from
If the secondary user senses set M i at Slot t, let I Mi (t) represent the sensing result, which is the set of sensed-idle channels. Until Slot t, let T i (t) denote the number of slots in which M i is sensed, and Y i (t) denote the cumulative reward of the slots in which M i is sensed. Until Slot t, let T i,j (t) (j = 1, 2, ..., M ) denote the number of slots in which M i is sensed and subsequently Channel m i,j is accessed, and Y i,j (t) denote the cumulative reward of Channel m i,j in slots in which M i is sensed and subsequently Channel m i,j is accessed. Note that when we say "reward", it means the secondary user transmits over a channel, and receives ACK for the transmission. If no ACK is received, the reward of the corresponding transmission is 0. The proposed channel sensing and access rule is given in Algorithm 4. The secondary user keeps records of T i (t), Y i (t), T i,j (t), and Y i,j (t). In the sequel, for simplicity of presentation, the index (t) may be omitted
Ti is the sample-mean of the reward if the channels in M i are sensed. It is desired that a channel set with the largest reward is sensed. Similar to Algorithm 3, to guarantee each channel set is sensed sufficiently, we add an extra term, 
is to guarantee each channel in M i † , say Channel m i † ,j , is accessed in a sufficient number of slots such that, after Channel m i † ,j has been sufficiently sensed, the sample mean
, which dominates in the index when T i † ,j is large, if I M i † (t), the set of sensed-idle channels at Slot t, is nonempty then 7: Calculate indices
Algorithm 4
, access Channel m i † ,j † , and check whether the transmission is successful.
9:
10:
Update T i † .
can accurately represent the real average reward of Channel m i † ,j at a slot.
Theorem 4: The regret R(t) of Algorithm 4 is O(ln t) with t → ∞ and with finite t.
Proof: See Appendix VII-E.
2) Multiple Channel Access at a Slot (K > 1):
When the secondary user can simultaneously access up to K channels at a slot, we modify Algorithm 4 as follows: In Lines 8 and 9, the secondary user selects to access up to K sensed-idle channels with the largest values of
, and updates T i † ,j and Y i † ,j accordingly if Channel m i † ,j is accessed. Similarly, it can be proved that the regret of the resulted rule is O(ln t) with finite t and with t → ∞.
IV. CHANNEL SENSING AND ACCESS FOR MARKOV MODEL OF CHANNEL BUSY/IDLE STATES
In the preceding sections, for each channel, it has the same probability to be idle at all slots, and its channel busy/idle states are independent over slots, referred to as the i.i.d. (independent and identically distributed) model. In this section, we consider that the channel busy/idle states of each channel in consecutive time slots follow a discrete-time Markov chain, referred to as the Markov model. For Channel i at Slot j, S i (j) = 1 means the channel is idle, and S i (j) = 0 means the channel is busy. From one time slot to the next, the transition probability matrix is given as Here we consider homogeneous sensing with partial channel sensing (which is more general than the full channel sensing) and single channel access. Extension to multiple channel access is straightforward. The heterogeneous sensing case is more complicated, and will be investigated in our future work.
For performance comparison, it is desired to have the performance of a genie-aided rule as a benchmark. However, it is still unclear what the optimal performance of a genie-aided rule is when the secondary user does not access all sensedidle channels with imperfect sensing. Therefore, similar to [20] , a genie-aided rule is set up as: select the M channels with the highest stationary idle probabilities, and access the sensed-idle channel with the largest conditional reward. So for the genie-aided rule, the reward until Slot t is given as For a channel sensing/access rule, denote M(j) as the set of channels to be sensed at Slot j, and if there are at least one sensed-idle channel, denote K(j) as the channel to be accessed. So the reward of the rule is U (t) = 
It is shown in [20] that the regret when sensing is perfect and the secondary user can access all sensed-idle channels is at least O(ln t) as t → ∞.
Next we design our channel sensing and access rule for single channel access with imperfect sensing. The first question is: what is the design challenge with the Markov model? In the i.i.d. model, for any two scattered slots, the observations of a channel at the two slots are always independent and identically distributed. Therefore, based on observations of a channel at "scattered" slots, we can estimate the channel statistics (i.e., the channel idle probability), as we have done in Algorithm 3. However, with the Markov model, with randomly "scattered" observations of a channel, it is hard to accurately estimate the channel statistics [21] . To tackle the problem, inspired by the proof of Lemma 2.1 in [20] , if a channel is selected to sense, we keep sensing it until two idle states are observed. So for each channel, we have scattered variable-length sensing periods, called blocks, and in each block, we have three phases: the first phase includes the first sampling until the sampling immediately prior to the first idle sampling; the second phase includes the first idle sampling until the sampling immediately prior to the second idle sampling; and the third phase includes the second idle sampling. If we concatenate the second phases of all the scattered blocks of a channel, say Channel i, we can construct a Markov chain. Based on the strong Markov property, the newly constructed Markov chain has the same statistics as the original Markov chain of Channel i. Then we only need to estimate the statistics of the newly constructed Markov chain. Accordingly we have a 
for each subsequent Slot t do 3: if |A| < M then 4: for i := 1 to N do 5: if I ini (i) = 0 and |A| < M then 6: A = A ∪ {i}, I ini (i) = 1.
7:
if |A| < M then 8: Calculate an index of channel i ∈ N \A as
Ti ; from channel set N \A, choose (M − |A|) channels with the largest indices, and then include these channels to A.
9:
Sensing channels in A, denote the set of channels sensed idle as I(t). 10: for all channels i ∈ A do 11: if I P 2 (i) = 0 then 12: if i ∈ I(t) then 13:
14:
else 15: Do nothing 16: else 17: if i ∈ I(t) then 18: I P 2 (i) = 0, A = A\{i}.
19:
else 20: T i = T i + 1.
21:
if I P 2 = 0 then 22: t 2 = t 2 + 1. if I(t) = ∅ then 24: Wait until slot t + 1. channel sensing and access rule given in Algorithm 5, which is inspired by RCA-M in [21] .
Remark: In the algorithm, the secondary user records T i as the number of slots in phases 2 of Channel i's blocks, and Y i as the number of slots in which Channel i is sensed idle in phases 2 of its blocks (in other words, Y i is also the number of blocks of Channel i). So
Yi
Ti is the sample mean of the probability of Channel i being idle in the newly constructed Markov chain. N -length vector I ini indicates whether the channels have been sensed yet, with its ith element, denoted I ini (i), equal to 1 if Channel i has been sensed at least once, or equal to 0 otherwise. N -length vector I P 2 indicates whether the channels are in phase 2 of their blocks, with its ith element, denoted I P 2 (i), equal to 1 if Channel i is in phase 2 of one of its blocks, or equal to 0 otherwise. Set A is the set of channels that are to be sensed. t 2 records the number of time slots in which there is at least one channel that is in phase 2 of one of its blocks. In the algorithm, Lines 2-8 are to determine A, in which channels that are sensed in the previous slot have the highest priority (if the channels do not finish their blocks in the previous slot), channels that have not been sensed yet have the second highest priority, and other channels have the lowest priority. When those "other channels" are selected, similar to Algorithms 3 and 4, an extra term, which guarantees that each channel is sufficiently sensed, is added to the sample mean , the regret
Yi Ti
R(t) of Algorithm 5 is O(ln t) with t → ∞ and with finite t.
The proof for Theorem 5 is lengthy and thus is omitted here. Please refer to the second co-author's homepage for a complete proof.
V. PERFORMANCE EVALUATION
We use Monte-Carlo simulation to validate our analysis. Consider a cognitive radio network with N = 5, 6, 7, 8 channels. Other parameters are listed in Table I, the regret R(t) tends to be finitely bounded. Note that, due to complexity of Algorithm 1, Fig. 1 is the average over only 100 simulation runs, and thus, the regret R(t) does not always increase with t. Fig. 2 shows the average regret of Algorithm 2 with heterogeneous sensing. The regret R(t) also tends to be finitely bounded. Next Case II (partial channel sensing) with i.i.d. model is evaluated. Since the proposed algorithms for partial channel sensing have regrets bounded by O(ln t), we evaluate normalized regret, given as R(t)/ln t. Figs. 3 and 4 show average R(t)/ln t of Algorithm 3 (for homogeneous sensing) and Algorithm 4 (for heterogeneous sensing), respectively. It can be seen that the normalized regrets in the two figures are finitely bounded, which means that the regrets are bounded by
O(ln t).
Then the Markov model in homogeneous sensing and partial channel sensing is evaluated. Fig. 5 shows the average R(t)/ln t of Algorithm 5. It can also be seen that the ,M=5,K=3  N=8,M=5,K=4  N=8,M=5,K=5  N=6,M=5,K=3  N=6,M=5, normalized regrets are finitely bounded, which is consistent with our analysis in Section IV.
The impact of K in homogeneous sensing and partial channel sensing with the i.i.d. model and with the Markov model is shown in Fig. 6 , while the impact of K in heterogenous sensing and partial channel sensing with the i.i.d. model can be observed from Fig. 4 . It can be seen that, for homogeneous sensing and partial channel sensing with the i.i.d. model and with the Markov model, the normalized regret increases when K increases from 1 to M . This is because, in partial channel sensing, the M sensed channels in our algorithms and in the genie-aided rule may not be the same. If more channels (larger K) are selected to access, then the channels selected by our algorithms may have bigger difference from the channels selected by the genie-aided rule, and thus, the normalized regret increases. However, for heterogenous sensing and partial channel sensing with the i.i.d. model, from Fig. 4 it can be seen that the normalized regret decreases when K increases to M . N=8,M=5,K=1  iid,N=8,M=5,K=2  iid,N=8,M=5,K=3  iid,N=8,M=5,K=4  iid,N=8,M=5,K=5  markov,N=8,M=5,K=1  markov,N=8,M=5,K=2  markov,N=8,M=5,K=3  markov,N=8,M=5, . model, when K is larger, the secondary user can access more channels, and can have more accurate estimation, and thus, has a larger chance to select the same set of channels to sense as the genie-aided rule does, leading to smaller normalized regret.
VI. CONCLUSION In this paper, the problem of dynamic channel sensing and access by a secondary user in a cognitive radio network is investigated. The i.i.d. model is investigated first. In the case with full channel sensing, with side observation through sensing all the channels, the regret due to unknown primary users' statistical information is proved to be asymptotically finite. On the other hand, for the case with partial channel sensing, asymptotically finite regret cannot be achieved since it is proved that the regret is at least O(ln t). Therefore, in our research we derive channel sensing and access rules with regret O(ln t), for homogeneous sensing and heterogeneous sensing, respectively. When the channels' busy/idle states are modeled as Markov chains, a channel sensing and access rule with regret O(ln t) is also derived. This research should provide insights to the design of OSA in cognitive radio networks with unknown statistical information of primary channels.
VII. APPENDIX A. Proof of Theorem 1
Recall that Θ is the vector of real channel idle probabilities, and in Line 3 of Algorithm 1,Θ is used to estimate Θ. Denote the sensing result at Slot t as u(t), where u(t) = l (1 ≤ l ≤ 2 N ) means the lth sensing result. Denote k Θ (u(t)) and kΘ(u(t)) as the best channel which has the largest conditional reward (conditioned on that the sensing result is u(t)) when Θ andΘ are used as the vector of channel idle probabilities, respectively.
By following Algorithm 1, the probability of wrong access (i.e. access a suboptimal channel) is
where P(·) means probability, and U = {1, 2, 3..., 2 N }.
Define ε = inf
Then we have ε > 0 with proof given in Appendix VII-B.
We first consider that an event
happens. From Algorithm 1, we have
When t is large enough such that
which meansΘ / ∈ C e from the definition of ε. It also means that, ifΘ ∈ C e , then we should have
where the second inequality comes from the Sanov Theorem (i.e., Theorem 2.1.10) in [22] , B denotes a vector space P s : ||P Θ − P s || 2 ≥ ε 3 , which is closed, and P s = (P s,1 , P s,2 , ..., P s,2 N ).
For the exponent in the expression of a(t), we have i∈U P s,i ln
PΘ,i = 0 (8) where the inequality comes from the Jensen's inequality and the fact that x ln x is a convex function. In addition,
PΘ,i is continuous and strictly convex, which, together with ε > 0 and (8), leads to inf
And thus, from the definition of a(t) given in (7), we have lim t→∞ a(t+1) a(t) < 1. From (4) and (7), we have P kΘ (u(t)) = k Θ (u(t)) ≤ a(t) when 
R(t)
where · is a floor function, c 0 denotes the largest possible reward loss due to wrong access in a slot, which is finite, and the last inequality comes from lim t→∞ a(t+1) a(t) < 1. Therefore, by following Algorithm 1, asymptotically finite regret is achieved.
B. Proof of ε > 0
We prove ε > 0 by using proof by contradiction. Suppose ε = 0 (since we have ε ≥ 0). It means that, for any small enough σ > 0, there always exists Θ † ∈ C e such that ||P Θ † − P Θ || 2 < σ. In addition, it can be seen that ||P Θ − P Θ || 2 < σ is a continuous function over Θ , and equation ||P Θ − P Θ || 2 = 0 has a unique root Θ = Θ. Based on the above two facts, it can be concluded that Θ † should approach sufficiently close to Θ.
Since Θ † ∈ C e , there exists δ > 0 and i ∈ {1, ..., N } such that |θ † i − θ i | > δ, 6 which contradicts the above conclusion that Θ † should approach sufficiently close to Θ.
C. Proof of Theorem 2
Define function g i (x) =
, 0 < x < 1. Then the conditional reward of Channel i at Slot j, i.e.,
, can be expressed as g i (θ i ). Without loss of generality, assume
Then the genie-aided rule is to access the channel with the smallest channel index among all sensedfree channels. Define ε = min 1≤i<N g i (θ i ) − g i+1 (θ i+1 ) , which is the minimal difference of the conditional rewards of any two channels.
At Slot t, g i (θ i (t)) is the conditional reward of Channel i based on the estimated channel idle probabilityθ i (t) in Algorithm 2. It is apparent that, if for each channel i ∈ {1, 2, ..., N } we have |g i (θ i (t)) − g i (θ i )| < ε 2 , then Algorithm 2 will make correct access (i.e., access the same channel as the genie-aided rule does) at Slot t. This means P(correct access at Slot t)
Note that g i (x) is a continuous and strictly increasing function of x ∈ (0, 1). Denote its inverse function as g
, which is a continuous and strictly increasing function within 7 which is a positive value. So, if
This means
Based on Chernoff-Hoeffding bound, we have
6 Otherwise, no wrong access is made based on Θ † , and thus, Θ † / ∈ Ce. 7 Note that the range of
Based on (10)- (12), we have P(wrong access at Slot t)= 1−P(correct access at Slot t) 
D. Proof of Theorem 3
Recall that we assume θ 1 > θ 2 > ... > θ N , and for the genie-aided rule, M * = {1, 2, ..., M } is the optimal set of channels to sense. Then for any rule, the expected reward loss in a slot (say Slot j) is bounded by the maximal expected reward of the genie-aided rule in the slot, given as
Recall that in Algorithm 3, M(j) denotes the set of channels to sense at Slot j. So until Slot t, the regret R(t) of Algorithm 3 is bounded as (13) on the next page, where I M * (j) denotes sensed-idle channels in Slot j when channels in M * are sensed. On the right hand side of (13), the first term is the regret bound when the secondary user does not select exactly M * to sense (i.e., M(j) = M * ), and the second term is the regret bound when the secondary user senses channels in M * but does not select the best sensed-idle channel to access. In the sequel of this proof, for Slot j, denoteθ T k (T k (j − 1)) as the estimated idle probability of Channel k, as described in Algorithm 3, when Channel k has been sensed by T k (j − 1) slots until Slot (j − 1). Now we derive a bound for the first term on the right hand side of (13) . Recall that T i (t) is the number of slots in which Channel i is sensed until Slot t. Then we have
Further, for M + 1 ≤ i ≤ N and any positive integer l, we have (15) on the next page. Similar to analysis in [19] , we have the fact that if event θ
happens, then at least one of the following three events will happen: θ
. In other words, we have
Using Chernoff-Hoeffding bound, the first two terms on the right hand side of (16) are bounded as
We note that if t 2 ≥
for any k ∈ M * and j ≤ t, (14)- (17) we have
(18) To bound the second term on the right hand side of (13), we have (19) on the next page, where l i,k can be an arbitrary positive integer.
Similar to the treatments in (16)- (18) , the second term on the right hand side of (13) is bounded as
Then, from (13), (18) and (20), the regret until Slot t, R(t), is bounded as
In other words, R(t) ∼ O(ln t) for finite t and for t → ∞.
E. Proof of Theorem 4
Denote M i * as the optimal set of channels to sense (i.e., the set of channels to sense in the genie-aided rule). Denote M(t) as the channel set decided by Algorithm 4 to be sensed at Slot t. Similar to proof of Theorem 3, the regret R(t) until Slot t is bounded as (21) on the next page.
Next we derive bounds for the two terms on the right hand side of (21), respectively.
Since T i (t) is the number of slots that channel set M i is sensed until Slot t, the first term on the right hand side of (21) is Δ 
E max l∈IM i and I Mi is the set of sensed-idle channels if M i is sensed. Therefore, the first term on the right hand side of (21) Similar to the treatments in (19) - (20), we have a bound for the second term on the right hand side of (21) as Δ ln t 3 + 1 . It can be seen that the two terms on the right hand side of (21) are both bounded by O(ln t). Therefore, the regret until Slot t, R(t), is O(ln t).
F. Proof of Drift Condition
The drift condition is satisfied if 1) lim Part 2) is a conclusion directly from Theorem 4 in [23] . Next we give proof of 1).
Each channel set M i has M channels, and thus, if set M i is sensed, we have 2 M possible results of the set of sensed-idle channels, denoted R 1 , R 2 , ..., R 2 M ⊆ {1, 2, ..., M }. 9 Denote T i,k as the number of time slots in which channel set M i is sensed, and sensing result is R k . Denote T i,k,j as the number of time slots in which channel set M i is sensed, sensing result is R k , and the jth channel in M i is accessed.
We have (22) on the previous page, where the first equality comes from Wald's lemma (see, e.g., Lemma 3.1 in [24] (in other words, when the channel set M i is sensed, and sensing result is R k , then the optimal channel to be accessed is the j * i,k th channel in M i ).
Given T i,k (the number of time slots in which channel set M i is sensed, and sensing result is R k ), the number of slots that the jth (j = j * On the right hand side of the last inequality in (23) , the first term is ln n n times a constant, and the second term is 1 n times 9 As an example, if R 1 = {1}, it means the first channel in M i is sensed idle, and other channels in M i are sensed busy. a constant. Therefore, when n → ∞, both terms converge to 0. So from (23) 
