Abstract. In geometric function theory, conformally invariant extremal problems often have expressions in terms of special functions. Such problems occur, for instance, in the study of change of euclidean and noneuclidean distances under quasiconformal mappings. This fact has led to many new results on special functions. Our goal is to provide a survey of such results.
Introduction
In our earlier survey [AVV5] we studied classical special functions, such as the gamma function, the hypergeometric function 2 F 1 , and the complete elliptic integrals. In this survey our focus is different: We will concentrate on special functions that occur in the distortion theory of quasiconformal maps. The definitions of these functions involve the aforementioned functions, and therefore these two surveys are closely connected. However, we hope to minimize overlap with the earlier survey.
Extremal problems of geometric function theory lead naturally to the study of special functions. L. V. Ahlfors's book [Ah] on quasiconformal mappings, where the extremal length of a curve family is a crucial tool, discusses among other things the extremal problems of Grötzsch and Teichmüller and provides methods for studying the boundary correspondence under quasiconformal automorphisms of the upper half plane or the unit disk. These problems have led to many ramifications and have greatly stimulated later research. Reading [Ah] , it becomes apparent that special functions, such as elliptic functions and integrals, are crucial for such applications.
Recall that the modulus of a plane ring domain is equal to log R if the ring can be mapped conformally onto the annulus {z ∈ C : 1 < |z| < R}. The capacity of the ring is defined as 2π/ log R. The problem of Grötzsch asks to determine the maximal conformal modulus µ(r) of all ring domains separating the points {0, r}, 0 < r < 1, on the real axis from the unit circle. The extremal ring, the so-called Grötzsch ring, is the unit disk with the segment [0, r] Teichmüller's problem is to find the maximal modulus, or equivalently, the minimal capacity p(z), of all ring domains separating the points {0, 1} from {z, ∞}, where z ∈ C \ {0, 1} . In the general case, p(z) is expressible in terms of elliptic integrals with complex argument [Kuz1, p. 192] , [Kuz2] . If z > 1 is real, the extremal ring is called the Teichmüller ring; it has complementary components [0, 1] and [z, ∞) , and p(z) can be expressed in terms of the above function µ (see [LV] ).
For example, the Grötzsch and Teichmüller problems in the plane lead to the special function µ in (1.1), the related function τ (see Section 5), and their ndimensional analogs. Such problems and special functions have been studied by Ahlfors and Beurling [AhB] , Hersch and Pfluger [HP] , Fuglede [Fu] , Gehring and Väisälä [GV] , Väisälä [Vä] , Lehto and Virtanen [LV] , and the present authors [AVV2] , among others.
Hersch and Pfluger [HP] generalized the classical Schwarz Lemma for analytic functions to the class QC K (B), K ≥ 1, of K-quasiconformal mappings of the unit disk B = {z ∈ C : |z| < 1} into itself fixing the origin. They proved that, for r ∈ (0, 1),
The Hersch-Pfluger result in (1.5) is known as the Schwarz Lemma for quasiconformal mappings (cf. [LV, p. 64] ). Next, for K ≥ 1 and t > 0, let
where the supremum is taken over all plane K-quasiconformal mappings fixing 0, 1, and ∞. In 1968, S. Agard [Ag] proved that
where η K (t) is as in (1.3). For t = 1, we set η K (1) = λ (K) . The special case t = 1 of (1.7) was proved by Lehto, Virtanen, and Väisälä [LVV] . The function λ(K) is of particular interest for quasiconformal mappings, since the boundary values of a K-quasiconformal homeomorphism w of the upper half plane onto itself satisfy the inequality 1
for all real x and t, t = 0 [LV, p. 81] , [BAh] . Accordingly, several results in distortion theory of quasiconformal mappings depend on λ (K) .
In 1904, F. Schottky (cf. [Hi, , [Ha, p. 702] ) proved that there is a function Ψ(t, r) such that |f (z)| ≤ Ψ(t, |z|) for all f ∈ A(t) and z ∈ B (we take Ψ(t, r) to be the smallest such function). Several authors, including J. A. Hempel [Hem1] , [Hem2] , obtained bounds for Ψ(t, r). In 1997, G. Martin [Mart] proved, using the technique of holomorphic motions, that the sharp upper bound in Schottky's theorem is the same as Agard's distortion function η K (t), where K = (1+r)/(1−r), r = |z|. As pointed out by S.-L. Qiu [An] , this result is also implicit in the earlier works of Agard [Ag] , Teichmüller [T] , and Lehto, Virtanen, and Väisälä [LVV] . A key idea is to reduce the problem to the study of the hyperbolic density of the twicepunctured plane. Recent results for these extremal functions ϕ, λ, and η will be reviewed in Sections 2, 3, and 4, respectively.
The methods used in these studies are based on classical analysis. Some of the technical tools are the l'Hôpital Monotone Rule and the Power Series Quotient Monotone Rule (see Section 2). As a general rule, if results are well known, they will be stated without proof.
Graphing of functions and computer experiments in general played an important role in our work. The software included with the book [AVV4] provides useful computer programs for such experiments. Notation 1.8. Throughout this paper the hyperbolic tangent function and its inverse will be denoted by th and arth, respectively. Likewise, the hyperbolic cosine function, and its inverse, will be denoted by ch and arch.
The distortion function ϕ K (r)
We first discuss useful tools from classical analysis. The l'Hôpital Monotone Rule also has numerous applications in various fields; see [Ch, p. 124, Lemma 3 .1] and [Pi] for further references.
Lemma 2.1 (l'Hôpital Monotone Rule [AVV3] , [AVV4, Theorem 1.25] ). For −∞ < a < b < ∞, let g and h be real-valued functions that are continuous on [a, b] and differentiable on (a, b) , with h (x) = 0. If g /h is (strictly) increasing (resp. decreasing) on (a, b) , then the functions
are also (strictly) increasing (resp. decreasing) on (a, b).
Lemma 2.2 (Power Series Quotient Monotone Rule [BK] and [HVV] ). For R > 0, let the two real power series g(x) ≡ ∞ n=0 a n x n and h(x) ≡ ∞ n=0 b n x n be convergent on the interval (−R, R). If the sequence {a n /b n } is increasing (decreasing), and b n > 0 for all n, then the function
has positive (negative) Maclaurin coefficients.
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We begin with the Hersch-Pfluger distortion function ϕ K given in (1.2), because the other distortion functions studied here are expressible in terms of this function. It satisfies the composition rule [AVV4, (10. 2)]). It was stated by Hübner [Hü] and proved by He [He] (see also [LV, ) that, for K > 1,
The next result is an improvement of this limit relation.
Proof. Parts (1), (3), (4), (5) are proved in [AVV4, Theorem 10.9] . For (2), by Part (1) it is clear that f (0+) = 2 1−1/K and f (1−) = 1. Let
2 is decreasing [AVV4, Theorem 3.21 (7)] and s > r, hence h(s) < h(r). Thus, g (r) < 0, and Part (2) follows. This is an improvement of Part (1), since s < r for K > 1, r ∈ (0, 1).
The next result gives several identities satisfied by the function ϕ K , and the subsequent result further extends the above monotonicity properties; see [AVV1, Theorems 1.1 and 1.2] and [AVV4, Theorem 10.9].
Theorem 2.5.
By (2.3) we have ϕ 2 n+1 (r) = ϕ 2 (ϕ 2 n (r)) , and hence from Theorem 2.5(4) we obtain a recursive formula for ϕ 2 n (r) for all integers n = 0, ±1, ±2, . . . .
The argument r ∈ (0, 1) of the complete elliptic integral K(r) is sometimes called the modulus of K. A modular equation of degree p > 0 is the relation
which is equivalent to µ(s) = pµ(r). The solution of this equation is s = ϕ 1/p (r). Modular equations were studied by several mathematicians in the nineteeth century.
The most remarkable discoveries were made, however, by Ramanujan in 1900-1920, stimulating extensive later studies [Be1] and [Be2] . By his work, for several integer values of p, for example for p = 3, 5, 7, 9, 23, the solution s = ϕ 1/p (r) of (2.6) satisfies an algebraic equation [AVV4, . However, it is not known for which values of p equation (2.6) can be solved to yield an explicit formula for s = ϕ 1/p (r). In the special case p = 3, an explicit formula for s can be found by means of symbolic computation software. In general, we can only obtain certain inequalities for the solution s. The numbers
are called the pth singular values of K(r) [BB, pp. 139 and 296] . These numbers are algebraic, and for several values of p they are listed in [BB, p. 139] . It is clear
(2) The function
Proof. For parts (1) and (2), see [AVV4, Theorem 10.14] . For part (3), note that f (0) and f (1) have the indeterminate forms ∞/∞ and 0/0, respectively. The quotient of derivatives equals [s (K( 
, which, by [AVV4, Lemma 10.7] , is decreasing and has limits 0 and 1/K, as r tends to 1 and 0, respectively. Hence, the result follows from Theorem 2.1.
In [AVV1] and [VV] , the following multiplicative property of ϕ K (r) was proved: For K ≥ 1 and r, t ∈ (0, 1),
In [QVu2] , the authors obtained other multiplicative properties of ϕ K , improving (2.9). In particular, they proved the following: Theorem 2.10. For all r, t ∈ (0, 1) and K ∈ [1, ∞),
and
where c = 2/m ∈ (1, 4/3) and
Moreover,
where a(r, t) ≡ 2
In each of the inequalities (1)-(4), equality holds if and only if K = 1.
Further inequalities for ϕ K (r) were obtained in [AQVa] . For example, if K > 1 and 
the authors in [QVV2] established the following result on the behavior of ϕ K (r) in terms of K.
Theorem 2.11. For each r ∈ (0, 1), define f and g on [1, ∞) by
and c(r) ≡ (r ) 2 (arth r)/r.
In particular, for r ∈ (0, 1) and K ∈ (1, ∞),
Some well-known estimates for ϕ K (r) are improved by this theorem. In [QVV2] , the authors have also proved the following theorem.
Theorem 2.12. For r ∈ (0, 1) and 
Theorem 2.14. For each K > 1, the function f (x) ≡ arth ϕ K (th x) is strictly increasing and concave from (0, ∞) onto (0, ∞). In particular, for a, b ∈ (0, 1),
with equality if and only if K = 1 or a = b, and Some recent functional inequalities for the function ϕ K are given in [HLVV] . A combination of the inequality (1.5) and Theorem 2.4(1) shows that K-quasiconformal maps are Hölder continuous at the origin with the exponent 1/K. Furthermore,
where the supremum is taken over all x, y ∈ B and all K-quasiconformal mappings f : B → fB = B with f (0) = 0.
Theorem 2.16. The following inequalities hold:
It is an open problem, whether in part (2) of Theorem 2.16, in fact, equality holds. This problem is quite difficult in view of the fact that after Mori's work in part (1), it took more than forty years before the result of S.-L. Qiu in part (3) was proved. The crucial ingredient in the proof of (3) is the use of special functions.
In [Ri1] , the function ϕ 1/K (r) was a useful tool in Rickman's proof that a closed Jordan arc γ is quasiconformal if and only if it has bounded distortion. Some other applications of special functions to quasiconformal curves can be found in [AgG] and [Ri2] .
J. Zajac and D. Partyka, with coauthors, have studied the function ϕ K in a series of papers and applied the results to a number of problems where sharpness of the results for K → 1 is important; see [Za] , [RZ] , [P] , [PS1] , and [PS2] .
The λ-distortion function
Recalling (1.3) and applying Theorem 2.5(1), we see that
The number k p in (2.7) can also be expressed as 1/ 1 + λ( √ p) . With x ∈ (0, 1), q = exp(−2µ(x)) , Jacobi's product expansions [AVV4, Theorem 5.24 (1) and (2) .
, we have 2µ(x) = πK, q = exp(−πK), for all K > 0, and by (3.1),
This formula also appears in [Ah, p. 65, formula (3) ].
In 1959, Lehto, Virtanen, and Väisälä [LVV] obtained the following asymptotic expansion, for K ≥ 1:
In fact, the lower bound for δ(K) can be sharpened for K ≥ 1 to [AVV4, Exercise 10.41(6)]:
The authors of [LVV] obtained their result (3.3) by applying the Hersch estimate [Her] , π
By using the estimate
for the function µ(r), the authors of [AQVa] and [AV] were able to prove the following result. 
The l'Hôpital Monotone Rule in Lemma 2.1 has been a useful tool in proving monotonicity, and hence in obtaining estimates for these special functions of quasiconformal analysis. In particular, by these methods the authors of [AQVu] obtained the next two results.
Theorem 3.8. (1) The function f (K) ≡ (log λ(K))/(K − 1) is strictly decreasing and convex from (1, ∞) onto (π, a), where a is as in (3.7).
where b = a/2, is strictly increasing from (1, ∞) onto (0, π − b). In particular, for
Moreover, 
is strictly increasing from (1, ∞) onto (c, ∞).
As a corollary, it is possible to estimate λ(K) as a function of K − 1:
Corollary 3.12. As K → 1,
where a is as in (3.7).
Additional information on the behavior of λ(K) near K = 1 is provided by the following theorem, which improves upon [QVu1, Theorem 3.55] .
Theorem 3.13. Let the function f be defined on (0, ∞) by
and f (1) = (a/π) exp(−π), where a is as in (3.7). Then f is increasing, with
Proof. Let µ(r) = πK/2, so that r decreases from 1 to 0 as K increases from 0 to ∞. Now
where F (r) = (r /r) 2 − 1 and G(r) = exp(2µ(r)) − exp(π). Hence
, which, by [AVV4, Theorem 3.21 (7) and Exercise 5.20 (7)], is decreasing in r, hence increasing as a function of K. Clearly, by l'Hôpital's rule, f (K) tends to (a/π) exp(−π) as K tends to 1, and f (K) tends to 1/16 as K tends to ∞. The value F (0) = 1/(exp(π) − 1) is obvious. Hence the assertion follows from Lemma 2.1.
Theorem 3.14. Let f , g, and h be defined on (0, ∞) by
where a is as in (3.7) . Then, λ is increasing and convex, f is increasing and concave, g is increasing and convex, and h is decreasing and convex. Further,
Proof. Let µ(r) = πK/2, so that r = µ −1 (πK/2). Then r decreases from 1 to 0 as K increases from 0 to ∞. By [AVV4, Appendix E, (19) ],
Hence,
all of which are positive. From [AVV4, Theorem 3.21 (7)] it follows that λ (K) and g (K) are increasing, and it is obvious that f (K) is decreasing. Finally,
where
and the assertion for h follows from Lemma 2.1.
The distortion function η K (t)
The distortion function
defined in (1.3) satisfies the basic identities
and [AVV4, Exercise 10.65(13) ], whence
.
(cf. [AVV4, Exercise 10.65 (16)]). The latter identity is equivalent to
Estimates for η K were obtained in [Q1] . The authors in [QVu1] have also obtained the following estimates for this function:
where d ≡ 
for all x, y > 0, with each inequality reducing to equality only for K = 1.
These authors obtained the following "quasimultiplicative" property of η K :
Theorem 4.3. For K ≥ 1 and x, y ∈ (0, ∞), As stated in the Introduction, Martin [Mart] proved that η K provides the sharp bound for the Schottky Theorem: For t > 0, let
The first equality holds if and only if
Then by [Mart, Theorem 1 .1],
for f ∈ A(t) and |z| < 1, and we see that the best function Ψ(t, r) in Schottky's theorem (cf. Introduction) can be taken as η (1+r)/(1−r) (t) . It is possible to combine (4.4) with estimates for η K to obtain estimates for analytic functions. For example, from (4.4) and [QVV1, Theorem 1.7] it follows that
The next theorem improves a result in [AQVu] .
Theorem 4.5. For t > 0, let r = t/(1 + t). Define the functions f and g on
Then f is increasing and g is decreasing, with f ((0, ∞)) = (0, 1/16) and g((0, ∞)) = (1/16, 1).
, so that the result for f follows from [AVV4, Theorem 5.13(3)]. Next, g(K) = (1/s ) exp(−µ(s )) = 1/(exp(µ(s ) + log(s ))), so that the assertion for g follows from [AVV4, Theorem 5.13(2) ].
We next indicate several other results from [AQVu] .
The authors of [AQVu] have also obtained the following asymptotic property for η K (t):
where r = t/(1 + t).
We conclude this section by citing monotonicity and convexity results obtained in [QVV1, Theorem 1.7] . Similar results can also be found in [AVV4, .
Theorem 4.10. For K > 1, let f and g be defined on R by f (x) = log η K (e x ) and g(x) = (η K (e x )) −1/2 . Then f is strictly increasing and convex with f (R) = R and 1/K < f (x) < K for all x ∈ R, while g is strictly decreasing and convex with g(R) = (0, ∞). In particular,
with equality, in the first, if and only if a = b and, in the second, if and only if K = 1 or a = b, and 
Quotients of the Teichmüller capacity
For t > 0, the capacity τ (t) of the plane Teichmüller ring, with complementary components [−1, 0] and [t, ∞) on the real axis, may be expressed as
where µ is as in (1.1) (see [LV] or [AVV4] ). Note that from (1.1) it is apparent that µ(r)µ(r ) = π 2 /4 .
where a is as in (3.7). Then we have the following:
[cf. [AVV4, Theorem 5.21, p. 90] . In particular, we have the sharp inequalities
is strictly decreasing on (0, 1), with end limits g(0+) = 1/π, and
Proof. Part (3) follows from (1), and part (4) follows from (2). Part (2) follows from (1), by putting K = (r /r) 4 . Part (5) follows also from (1), since τ (t) = (4/π)µ(r), where r = t/(t + 1) . Hence we only need to prove (1). This is achieved by 
hence the result follows from Lemma 2.1 and [AVV3, Lemma 3.32(3), p. 64].
(2) This follows from (1), since τ (t) = (4/π)µ(r) and τ (1/t) = (4/π)µ(r ), where r = t/(t + 1), r = 1/(t + 1).
Remark 5.3. Beurling and Ahlfors [BAh, p. 131 ] considered the quantity
for ρ ∈ [1, ∞) . They gave the formula
and remarked that K( 1/(1 + ρ)) varies between π/2 and
where θ increases from θ(1) = c/π = 0.2284 . . . to θ(∞) = 1/π = 0.3183 . . . . Since P (t) = τ (1/t)/2 , this conclusion also follows from Theorem 5.1(5) if we note that g 1 (t) = [P (t) − 1]/ log t .
A remark on µ(r)
The function w = f (r) = µ(r) + log r, r ∈ (0, 1], has a removable singularity at r = 0 . By defining f (0) = log 4 we may extend f to be an even function on [−1, 1], namely, f (−r) = f (r), for r ∈ (0, 1]. It follows from [AVV4, Remark 5.10, p. 82] that the following nonlinear differential equation of order 3 holds:
In fact, the same conclusion follows from [AVV4, Remark 5.10, p. 82] , after simplification of the Schwarzian expression and changing w there to µ, and then setting w = µ(r) + log r . Proof. Letting r tend to 0 in (6.1) we get w (0) = 0, as expected. Next, dividing by r and letting r → 0, we get w (0) = −1/2. Clearly, w (0) = 0, since w is an even function. Hence, by Taylor's theorem, the desired conclusion follows. Proof. By Theorem 6.3, the function f (t) ≡ [log 4 − (µ(t) + log t)]/t 2 is strictly increasing from (0, 1] onto (1/4, log 4] . Now putting t = (1 − r )/(1 + r ) , we have µ(t) = µ((1 − r )/(1 + r )) = 2µ(r), and log t = log((1 − r )/(1 + r )) = 2 log(r/(1 + r )) .
Hence, F (r) = f (t) = (1 + r ) 4 [log 2 − µ(r) − log(r/(1 + r ))]/r
Concluding remarks
Applications of special functions to geometric function theory and potential theory are not limited just to the topics mentioned above.
Recent applications to function theory occur in [BCS] , [KS] , [KiS] , and to harmonic maps in [PS1] and [PS2] . The hyperbolic metric of the twice-punctured plane and other types of plane domains [BEFS] , [Bea1] , [Bea2] , [Ha] , [Hem1] , [Hem2] , [ASVV] , [SolV2] , [SuV] , [KY] , [Ya] , and [BHS] involves, for example, the constant a from (3.7). The function η K occurs, for instance, in [Vas1] , [Vas2] , [KY] , and [Ya] . The function µ occurs in the study of some classes of plane domains (see [GY] and [Sh] ). The study of area distortion under conformal maps in [K, pp. 605-608] leads to the function µ −1 studied in [AVV4, and [Ya] . In [JOT] a function c(ρ) that can be expressed in terms of µ −1 as (7.1) c(ρ) 2 = µ −1 2 log 1 ρ is studied. The function µ −1 also occurs in the study of harmonic functions from one annulus onto another [Lyz] . Potential-theoretic applications of K appear in [Sc] and [DK] . For a recent series of applications of Theorem 2.1 see [WD] and the references therein.
Bounds for the capacities of ring domains by means of symmetrization and related special functions were obtained in [SolV1] and [HV] .
Generalized elliptic integrals and modular equations were studied in [AQVV] , [AQVu] , [HVV] , [HLVV] , [B1] , [B2] , [B3] , [B4] , [WZQC] , and [ZWC] . Rapid progress has been made on this topic recently.
