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1. INTRODUCTION 
(l-1) 
where the &(x) are continuous on a < x < b. Then the problem of finding 
a to minimize h where 
h = yx If(x) - @(a, x) I , a,<x<b (14 
andf(x) is continuous on a < x < b is called the continuous T-problem. If 
we consider a set of n > p distinct points {xi} where a < (xi} < b, then the 
corresponding discrete problem is to find a to minimize h where 
h = my If(4 - @(ax, xi> I , i = 1, 2 )..., 71. U-3) 
We say the continuous T-problem is singular if the min max value of 
I f(x) - @(a, 4 I in a < x < b is attained on a set of less than (p + 1) points. 
We call this set the optimum set. Examples of singular problems have been 
given by Curtis and Powell [I] and Osborne and Watson [2]. 
A popular method of solving the problem (1.2) considers a sequence of 
discrete T-problems. At the ith stage the discrete problem is solved on a set 
{X8}(i) and approximations /zci’, @(aci), x) result. The maximum of 
If(x) - @(a@), X) 1 on a < x < b is now calculated. Let this be attained at 
a point ki. Then we set {x~}(~+I) = {am} u ti and repeat the procedure. 
A validation of this algorithm (the first algorithm of Remes) is given in 
Cheney ([3], p. 96) where it is shown that the sequence h@) converges. How- 
ever, the a(c) need not converge unless the continuous problem has a unique 
solution. Consider the matrix A defined on the set {xi} as follows 
v(vi = @(a, xi), i = 1,2 ,..., n) = Aa. (1.4) 
A sufficient condition for convergence is that for each possible set {xi} all 
p x p minors of the corresponding matrix A are different from zero. This is 
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called the Haar condition, and if it is satisfied a singular solution to the 
problem (1.2) is not possible. 
If the rank of A is p, then effective algorithms are available for solving the 
discrete T-problem. For example, Descloux [4] gives an exchange algorithm, 
and Bittner [5] and Osborne and Watson [6] use the simplex algorithm of 
linear programming. It is a feature of the simplex method that the min max 
deviation is attained on at least p + 1 points of the set {xi} (Osborne and 
Watson [6]), and this means that there are potential difficulties in using 
linear programming with the Remes algorithm if the continuous problem is 
singular in the sense defined above. The aim of this paper is to clarify this 
situation (i) by considering the solution of a discrete T-problem over a set 
containing the optimal set of the corresponding continuous problem which is 
assumed to be singular, and (ii) by showing the numerical solution of an 
example. We remark that certain of our results are closely related to those 
of Descloux [4]. However, the emphasis is different as Descloux is concerned 
only with the discrete problem, 
Let e be a vector each element of which is 1. Then the linear programming 
formulation of the discrete T-problem is 
minimize h 
subject to the constraints 
h 200, (1.5) 
- he < f - Aa < he. V-6) 
In practice it is convenient to solve the dual problem (Osborne and 
Watson [6]) 
subject to 
maximize [f r, - f T] w 
w z 0, (1.7) 
(1.8) 
2. SOME PROPERTIES OF THE CONTINUOUS PROBLEM 
It is necessary to characterize an optimal solution to the continuous T-pro- 
blem which we assume to be singular. Let [q] be a set of t < p distinct points 
in a < x < b, and assume that @(a, x) is such that 
(i> ht?, =f(q) - @(a, xi), xi E [xil9 
(ii) I.04 - @(a, 4 I < h, a<x<b, x $ [%I, 
(iii) Bi = fl* 
(2.1) 
(2.2) 
(2.3) 
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CHARACTERIZATION THEOREM (Cheney [3]). Q, is an optimal approximation 
to f (x) af and only af there exists a nontrivial vector h such that 
(9 hTS = 0 (2.4) 
(ii) A$, 3 0, i = 1, 2, . . . . t, (2.5) 
where S is the matrix defked on [xi] by 
v(vi = @(a, xi), i = 1,2 ,..., t) = Sa. (2.6) 
Actually a more precise result is possible. 
THEOREM 2.1. @ is optimal if and only if there exists a set of r + 1 (<t) 
rows of S indexed o1 , o2 ,..., (T+.+~ forming a submatrix S*, and a vector h* 
such that 
(9 ?,“TS* = 0. (2.7) 
(ii) h;e,i > 0, i = I, 2 ,..., r + 1. (2.8) 
(iii) rank(S*) = r. (2.9) 
REMARK. (i) A similar result is quoted by Descloux [4] who assumes, 
however, that the set [xi] is imbedded in a set {xi} with p + 1 points such that 
the rank of A is p. A set having this property is called a reference set. We 
follow Descloux in calling the set of points corresponding to the rows of S* 
a cadre. 
(ii) A proof of Theorem 2.1 can be deduced from the characterization 
theorem by paraphrasing the argument given in Vajda [7] for deducing 
the existence of a basic feasible optimizing solution (to a linear programming 
problem) from the existence of a feasible optimizing solution. Note that 
A* can be padded out with zeros to give the vector h of the characterization 
theorem. 
3. SOME RESULTS ON LINEAR PROGRAMMING 
Here we consider the solution by linear programming of the discrete 
T-problem on a set {xi} containing the optimum set of the corresponding 
continuous problem which is assumed to be singular. We assume that the 
rank of A is p so that (in particular) the rank of the matrix M of Eq. (1.8) is 
p+ 1. 
THEOREM 3.1. The solution [a=, h] to the continuous T-problem is a feasible, 
optimal, nonbasic solution to the linear programming formulation of the discrete 
problem. 
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PROOF. That [ar, h] is feasible follows from Eqs. (2.1) and (2.2). To show 
that it is optimal consider any other feasible solution [yr, g]. From Eq. (1.6) 
we select inequalities corresponding to the points of the optimal set by taking 
if Bi > 0 
fi - ei*sY < g (3.1) 
else (if Bi < 0) 
fi - ei’Sy 3 -g. (3.2) 
By the characterization theorem there exists a v such that vTS =: 0, viea > 0, 
so that multiplying the selected inequality by vi (reversing the inequality when 
vz < 0) and adding, gives 
$fP-)i d g i I vi I * (3.3) 
i=l 
However, by Eq. (2.1), we have 
whence 
so that [a*, h] is optimal. Finally, a basic solution can only be obtained as 
the solution of a nonsingular system of (p + 1) equations in (p + 1) 
unknowns. Equation (2.1) shows that at most t < p + 1 equations are avail- 
able to determine the continuous solution. 
COROLLARY. The optimum of the linear programming formulation of the 
discrete T-problem depends only on the points of the optimum set. 
THEOREM 3.2. Corresponding to the cadre dejined in Theorem 2.1 there 
exists an optimal, degenerate, basic feasible solution to the dual linear program. 
PROOF. Select columns corresponding to the rows of S* taken with the 
appropriate sign 0, from the matrix M of Eq. (1.8). Then this submatrix has 
rank r + 1. As M has rankp + 1 there exists a nonsingular (p + 1) x (p + 1) 
submatrix B containing an (r + 1) x (r + 1) nonsingular submatrix formed 
from the selected columns ([7], p. 6). It is now readily seen that B is the basis 
matrix for the degenerate, basic feasible solution w to the dual formed by 
taking wi = 1 h$ I/{Cj’tll ( h; I} when the ith column of M corresponds to 
the sth row of S* taken with the appropriate sign, and zero otherwise. That w 
is optimal follows from Eq. (3.4). 
409k/3-15 
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REMARK. We have shown that if the continuous problem is singular 
then the dual linear programming formulation of the discrete problem has a 
degenerate optimal basic feasible solution. In the next section it will be shown 
by an example that the converse is not true. 
4. A NUMERICAL EXAMPLE 
Consider the example of a singular continuous T-problem given by Curtis 
and Powell [l]. Here the best approximation to xs in the range 0 < x < 2 
is sought in the form Cp = +x + 0~8, and it turns out that there are just 
two points of maximum deviation of the optimal approximation. One of these 
is x = 2, and the other is the root of the equation 
fee2 = 2e’, (4.1) 
which expresses the condition that the matrix S has rank one in this case. The 
solution to Eq. (4.1) is (to eight figures) 5 = 0.40637574. 
The solution of the dual linear programming formulation of the discrete 
problem on a set including the optimal set is readily exemplified. A suitable 
set is (7, e, 2) where 7 is arbitrary, and in this case 
(4.2) 
(4.3) 
TABLE I 
DEPENDENCE OF THE SOLUTION ON 7 
maximum deviation 
inO<xg2 
0 -0.25768 0.53824 0.5659 
0.375 0.14809 0.42843 0.5384 
0.75 -5.46674 1.94819 1.9482 
1.125 -2.45710 1.13356 1.1336 
1.5 -1.35191 0.83443 0.8344 
1.875 -0.70538 0.65943 0.6594 
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both cases being possible. We have 
[ 
2 f wT= 0’~q-g 1 
and 
h = 2”2 - ‘) = 0 53824532 
2+-t * - 
(4.4) 
(4.5) 
The dependence of CQ and (me on the point 7 is illustrated in Table 1 together 
with the maximum deviation on 0 < x < 2 of this solution. For comparison, 
the optimum solution to the continuous problem is 
Q, = 0.18423256x + 0.41863122e2. (4.6) 
Next we illustrate the progress of the Remes algorithm in this case. Two 
sets of results are displayed. In Table 2 the successive references do not 
contain the optimal set but approach it as the computation proceeds, while in 
Table 3 the initial reference includes the points of the optimal set. 
TABLE 3 
PROGFESS OF THE REMES ALGORITHM 
5 = 0.40631574 h = 0.53824532 
iteration 0 1 2 9 13 14 
Xl 0 0.1998 0.3022 0.4056 0.40628 0.40633 
X2 6 l 5 c I 5 
X3 2 2 2 2 2 2 
reference 
deviation h h h h h h 
% -0.25i’l -0.0463 0.0661 0.1833 0.18412 0.18416 
% 0.5382 0.4810 0.4506 0.4189 0.41866 0.41865 
Both sets of results show that the reduction in the number of points of 
optimal deviation from p + 1 to t required for the singular solution is 
achieved by certain of the points coalescing as the iteration proceeds. Thus, 
although the successive optimum basis matrices have rank p + 1, they 
become increasingly singular as the computation proceeds. This is the motiva- 
tion for adopting the term singular to describe the continuous problem in 
this case. 
It is clear that adjacent points can coalesce only if the deviations at these 
points have the same sign. From Eq. (4.3) it will be seen that the first basis 
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matrix would be appropriate as 7 -+ .$, and the second as 17 -+ 2. The limiting 
form of solution as q-+ 2 is readily constructed. It turns out not to be an 
optimal solution to the continuous problem so that only the case 7 -+ 8 is 
relevant. 
Because x = 0 is not a point of maximum deviation of the optimum solu- 
tion to the continuous problem, this solution is optimal in a wider range 
X < x < 2 where X = -.76860078 to eight figures. On this wider range 
the maximum deviation is taken at three points so that the problem is no 
longer singular. However, the solution to the dual of the linear programming 
formulation of the discrete problem on the points of maximum deviation is 
still degenerate. 
The application of the Remes algorithm to this problem is summarized 
in Table 4, and it is stressed that this calculation is completely straight 
forward. This suggests that if the solution to the continuous problem is 
unique then degeneracy in the solution of the discrete problem is a cause of 
difficulty in the Remes algorithm only when the continuous problem has a 
singular solution. 
TABLE 4 
P~oau3ss OF THE REMET ALGORITHM 
x = -0.16860018 
iteration 0 1 2 
Xl 
X2 
X3 
reference 
deviation 
011 
% 
X X X 
0 0.3796 0.4061 
2 2 2 
0.45395475 0.53784065 0.53824526 
0.09587406 0.18380836 0.18423252 
0.45395475 0.41880080 0.41863123 
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