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PREFACE 
Reserve i i ' the Physics Department at Ris« covers three main fields: 
Solid-state physics (neutron scattering) 
Plasma physics 
Meteorology 
In addition, research on nuclear spectroscopy was carried out up until 
March 3i . 1976. 
The principal activities in these fields are presented in this reoort that 
covers tlw period free 1 January to 31 December 1976. An introduction to the 
work in each of the main fields is given in the respective sections of the 
report. 
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1. SOLID STATE PHYSICS 
The purpose of the work in solid state physics is to contribute U> the funda-
mental understanding of the physical properties of condensed matter. 
Neutron beams have properties that make them a unique tool for studies cf 
solids and liquids on the microscopic level. For such investigations use is 
made of thermal and cold neutrons from the DR 3 reactor, where one double-
axis and five triple-axis spectrometers are available. In three of the four 
tangential through-tubes of the reactor, a water scatterer placed close to 
the reactor core scatters a beam of thermal neutrons out through the tube to 
the spectrometers. A liquid hydrogen cold source was installed in the fourth 
tangential tube in the spring of 1975. This provides two of the spectrometers 
with beams of cold neutrons. A neutron conducting tube from the cold source 
to an experimental hall was installed during the fall of 1976, and it is ex-
pected that one spectrometer will be in operation at the end of the neutron 
conducting tube during 1977. The construction of one more cold source to be 
installed in the tube next to the present source is in progress and planned 
for installation in the spring of 1978. 
The experimental and theoretical work may be roughly divided into the following 
main subject fields: Investigations of the dynamic and static properties of 
magnetic (1.1-1.10) and superconducting solids (1.11-1.12); studies of various 
kinds of phase transitions in magnetic and molecular systems (1.13-1.23)} and 
investigations of the dynamic ar.d static properties of molecular crystals and 
adsorbed monolayers (1.24-1.29). 
Studies of magnetism are to a large extent concentrated on the rare earth me-
tals cr alloys and on compounds containing rare earth ions; examples of this 
work are an experimental and theoretical investigation of the spin waves in 
the rare earth metals (1.2-1.3) and a study of rare earth alloys (1.4-1.6). 
A calculation using the coherent potential approximation predicts reasonably 
well some magnetic properties of the rare earth transition metal alloys (1.8). 
These materials are of potential interest in technical applications as per-
manent magnets or for hydrogen storage. Other studies of similar Interest 
involve an experimental investigation of transition metal compounds (1.11-
1.12), some of which are superconductors, and the development of a method to 
calculate from first principles the cohesive and magnetic properties of ele-
mental metals and internetalHe compounds (1.9). The results of these calcu-
lations for transition and noble metals show reasonable agreement with the 
experimentally obtained ground-state properties. 
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Investigations were aede of the funds—ntal characteristics of various kinds 
of phase transitions (1.13-1.231. The relations between the symmetry of the 
ordered phase and the nature of the phase transition have been explored in 
magnetic systems (1.15-1.17), and further understanding of the dynaatc response 
in the transition region was obtained for both structural and nagnetic 
transitions (1.13-1.14). A nixed nngnetic-structaral transition, which in-
volves large valence fluctuations, was characterised in detail with quite 
intriguing results (1.18-1.19). The evolution of nagnetic donain structure 
with decreasing temperature was studied in an Ising ferronagnet using a novel 
snail-angle scattering technique that yielded an extremely high angular re-
solution in the scattering plane (1.20). 
In an investigation of the structure and dynamics of adsorbed monolayers 
(1.26-1.27) a nagnetic monolayer structure was observed for the first tine. 
1.1 Canonical transform method for treating strongly anisotropic magnets 
(P.-A. Lindgård and J.P. Cook«) 
An infinite order perturbation approach to the theory of magnetism in nagnets 
with strong single-ion anisotropy was developed. The approach is based on a 
canonical transformation of the system into one with a diagonal crystal field, 
an effective two-ion anisotropy, and reduced ground-state correlations. 
Examples of the effect of the transformation are shown below 
S* • (l+ax)S+ + B^s" + hst, S~ - tif*)t, 
%* * il*a%)SZ • B* [(S+)2 + (S")21 + 2s s"s+ + hst, and 
H 
BT - const + - ~ (l+Y^)sV + hst, 
where hst refers to well-ordered, higher-order spin terms and the coefficients 
with index X are infinite expansions in the off-diagonal anisotropy versus 
the molecular field. A particular simple transformation is obtained for the 
2? and 3* operators 
2? • (u-v)S* + hst and & « (u+v)Sy • hst, 
where u * 1+cu and v - g.. This reflects that the S spin performs an 
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elliptic precession whereas the transformed spin S precesses spnerically. The 
advantage is that conventional spin wave theory can be applied to the trans-
foræd system, a matrix element matching procedure was used to obtain an 
explicit expression for the spin wave energy to second order. A detailed 
comparison was made between the results of this and the conventional approach. 
The consequence of the theory was illustrated (Lindgård and Cooke 1976) by 
an application to a simple example with planar anisotropy and an external 
magnetic field. 
1.2 Theory of spin waves in the heavy rare earth metals 
(P.-A. Lindgård) 
Recently it has been argued (Lindgard 1976a) that the apparent giant two-ion 
anisotropy found in Br and Tb (Micklow et al. 1971, Jensen et al. 1975a,b. and 
Houmann et al. 1975b) is non-physical and caused by too crude a treatment 
of the Bamiltonian. A more detailed analysis substantiates this conclusion. 
£r has the conical spin structure. The excitation spectrum for this structure 
was shown to have the general form 
E * A' • V4XXJfy. (1) 
q q q q 
The physical interpretation of eq. U ) is as follows. The last term represents 
xx the excitations for a planar magnet with the high frequency vibrations u> 
perpendicular to the cone surface and the low frequency for motions 
in the tangential plane. Par the ideal cone, the latter motion only costs 
exchange energy relative to the neighbouring spins and therefore vanishes 
at q * 0» this is no longer true when a six fold anisotropy causes certain 
directions in the cone to be preferable. The first tern is odd in q and is 
unique for the cone case. It represents the energy difference between ""winding 
up or down" the cone (i.e. increasing or decreasing Q). The derivation of the 
functional form and the physical interpretation has been given by Lindgård 
(1976b). It was shown that the relation between A', u , and and the fun-
q q q 
daaental exchange and anisotropy parameters are more complex than expected 
XX 
from earlier theories. The result of a fit is shown in fig. 1. u shows less 
q 
dispersion than expected from the conventional spin wave theory. It was found 
that the Er data may be understood on the basis of isotropic exchange inter-
action and an axial crystal field. The deduced single-ion anisotropy para-
meters are compatible with those obtained froa static measurements (Rathnann 
et al. 1974), and there is no basis for introducing a two-ion anisotropy in 
order to improve the agreement with the spin wave data or for changing 
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Fiq.l The elementary spin wave fre-
quencies for Br in the cone phase. The 
frequencies for the spin oscillations 
perpendicular (x) and tangentially (y) 
to the cone surface are u>x* and myY, 
q q* 
respectively. The high frequency oi 
1 
is found to be much less q-dependent 
than expected from conventional spin 
wave theory, to™ - 0 shows that a rigid 
rotation of the cone structure costs 
no energy (the Goldstone theorem). 
the order of magnitude of the parameters. 
The spin wave data for Gd, Tb, and Dy were also analyzed and the interatomic 
exchange interaction and the effective anisotropics D and D were deduced. 
At present, Tb is being analyzed in terms of the crystal field and the magneto-
elastic parameters. Preliminary result give no indication of giant two-ion 
anisotropy. 
1.3 Field dependence of the magretic excitations in Pr 
(J. Jensen (University of Copenhagen), J.G. Houmann, A.R. Mackintosh, and 
B.D. Rainford (Imperial College, London, U.K.)) 
The dispersion relation of the magnetic excitations in Pr was measured as a 
function of the field at 6.4 K. At zero field the paramagnetic excitations 
(excitons) correspond to transitions between the ground state singlet |j =0> 
z 
and the excited doublet \l~* and |l> of the hexagonal ions. The zero field 
S A 
measurements (Houmann et al. 1975a) were supplemented with measurements of the 
energies along the symmetry directions of the Brillouin zone boundaries. At 
finite wave vectors, which have a component perpendicular to the c-axis, the 
two Kinds of doublet excitations are non-degenerate, implying that the two-
ion coupling is anisotropic. 
An analysis was made of the experimental results based on the hybridized mole-
cular-field random-phase-approximate n (Holden and Buyers 1974). The main 
features of the field dependence of the excitons are reproduced considering 
0 5 t i i i i l — i i i i 
0 0.2 <U 0.6 0J 1.0 
WAVE VECTOR (O.O.q) 
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only the three states characterizing the zero-field system, which corresponds 
to a S»l system. However, important correlations appear because of the 
low lying |3> - level combined with the presence of a strong magneto-elastic 
term, B__ (Jensen 1976). B „ is deduced to be equal to 19.9 ± 0.6 meV and is 
found to be in agreement with the amplitude of the exciton-phonon coupling 
manifesting itself directly in the excitation spectra at finite field. The 
|3> - level is determined to lie 4.42 i 0.25 meV above the ground state, and 
S 
the excitation energy of the doublet is found to be 3.52 ± 0.08 meV, a 
value th&t compares well with the 3.2 meV deduced (Houmann et al. 1975a) 
from the temperature dependence of the exciton energies. 
1.4 Theory of rare earth alloys 
(P.-A. Lindgård) 
Because the heavy rare earth metals are chemically very similar they form ideal 
alloys with each other and also with the rare-earth-like metals ¥ and Sc. 
All these alloys have three conduction electrons per atom, predominantly of 
d-character, and they form hexagonal, close-packed structures. The magnetic 
properties are, however, very different mainly because of the crystal field 
effect. The exchange interaction is the long ranged Rudermann-Kittel-Kasuya-
Yosida (RKXY) interaction, which is predominantly isotropic. The Hamiltonian 
for the alloy is 
H - - T. P. (m)P. (p) (g -1) <g -1)J** J »j\ + I P. (m)V(J ) , 
'
 v
 ij •* p ^ -*p im 
mp 
where P.(m) is 1 or 0 if site i is occupied or unoccupied by an atom of type 
DI g is the Lande factor, J the total 4f-angular momentum, and V(J ) the m m m 
crystal field acting on an atom of type m. 
For the long-ranged interaction, the temperature effect is well described by 
molecular field theory, and the virtual crystal approximation used by 
Lindgård (1976c) is thus quite good. This approximation implies that P.(m) is re-
placed by the configurational average, i.e. P.(m) 'V P.(m) • c , the concen-
tration of atoms of type m. However, we shall now consider the possibility that 
the exchange interaction depends on the concentration. Such an effect may 
be caused by a change in the band structure as a function of concentration 
and can be accounted for by using the coherent potential approximation (CPA). 
The phase separation line between the paramagnetic and the ordered phase is 
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obtained from the condition 
[ { W r l - C J 1 1 ( C ' 5 ) 1 [ ( 4 , 2 > _ 1 " U-c>J 2 2<c3n = c ( l - c ) j j 2 ( c . 3 i . 
where Q is the ordering wave vector and x i s the 2°3 interacting sus-
ceptibility of the 4f-moment. J»_(c.Q) = 2lJ B(c)e ij is twice the 
Trurier transformed exchange interaction between elements of type £ and m. 
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Fig. 2 Phase diagrams for Gd-Er and Dy-Er alloys. The Gd-Er alloys show a bi-
cr i t ical point T , and the Dy-Er alloys with competing order parameters show 
a tetra-crit ical point T . The cr i t ica l concentration at T is in agreement 
with the concentration expected from the interpolated J (c,q) in f ig . 3. 
Combining the RKKY and the CPA theory for the paramagnetic phase, we obtain 
Jta ( c'« } = 2Wel ( c' q ) = 2J,J I c X l ( q ) + »"»»X.Wl. 
J£Jm 
where the j 's are the d-f matrix elements and x_(c[) the electronic suscepti-
bility of element m. 
On this basis it is possible to obtain a unified description of all available 
data on phase diagrams of rare earth alloys (paramagnetic transition). 
Examples are shown on fig. 2. The so-called empirical 2/3 law (Rhyne 1972) 
for the Y and Lu alloys is explained by a concentration dependent band struc-
ture. 
The rare earth alloys show several examples of multi-critical points: 
a) Gd alloys have a bicritlcal point on going from a ferromagnetic to a 
spiral structure/ b) Alloys with competing order parameters show tetra cri-
tical points. Dy-Er (fig. 2) is the alloy that is best documented experi-
mentally. A more detailed experimental investigation close to the tetra-
critical points of several alloys would be of interest in order to establish 
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Flq. 3 a) Th« experimental variation with the number of 4f-electrons of the 
spiral wave vector Q at the Néel tenperature (o) and at the Curie temperature 
V. 
b) The variation with the number of 4f-electrons of the effective exchange 
matrix element, J.., (•) (right-hand scale) and the susceptibility, jL(Q), 
(o) (left-hand scale). From }., and the experimental values of 8,, and 9X, we 
deduce X (0) ('), which is nearly constant as expected by de Gennes. The solid 
lines in (a) and (b) are the variations predicted from the effective alloy ex-
change interaction as shown in (c!. 
c) The interpolated reduced exchange Interaction J (c,q). 
if the small deviations from theory in this region are real. A systematic 
variation of X^(Q) (fig. 3b) between Gd and Er is found to agree with that 
expected from an interpolation between the measured J(q) for Gd and Er (fig.3c) 
For the alloy 
J
«lloy(c'*> " C JGd (^ + (1-c>JEr<S>/(<JEr-1)2' ? " <0,0,~q). 
A linear variation with the number of 4f-electrons was assumed so that each 
electron corresponds to Ac • 25%. 
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1.5 Magnetic excitations in Pr-5% Nd 
(J.G. Houmann, A.R. Mackintosh, K.A. Gschneidner, Jr.*, and O.D. McMasters* 
(* Iowa State University, Iowa)) 
A new Pr-5% Nd crystal, comparable in size and quality to the Pr crystal 
fv< 0.7 cm ) (1.13), was used in a study of the magnetic excitations below, 
near and above the transition (y 7.5 K) from the paramagnetic phase to a 
modulated antiferromagnetic phase. Measurements were carried out on a 
cold-source, triple-axis neutron spectrometer with a fixed analyser energy 
of 5 meV (in some cases 4 meV) giving an energy resolution cf 0.18 meV or 
better. A cooled Be filter was inserted into the beam in front of the analyser 
in order to eliminate contamination from higher order neutrons. The observed 
dispersion relations (fig. 4 ) , and their temperature dependences are very 
0.2 0 0.4 
WAVE VECTOR Ir.l.u.) 
Fig. 4 Dispersion relations for the 
magnetic excitation« in Pr-5% Nd at 
4.2 K. The solid lines are guides for 
the eye. 
similar to those observed in pure Pr, except near the minimum in the disper-
sion relations. Near this minimum we observed a broad band of scattering, which 
made it impossible to assign an energy to the low-lying branch of the disper-
sion relations. In fig. 4 we have therefore plotted the full-width at half -
maximum of the scattering. The nature of the energy-broadened scattering ob-
served around the minimum is not understood at present. 
At a distance from the minimum we observe no effect on the excitations when 
passing the ordering temperature. However, near the minimum in the dispersion 
relations, very high resolution measurements with good statistics seem to 
indicate the existence of a peak with an energy of 'v 0.8 meV at 8.5 K. This 
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peak has disappeared at 4.2 K. 
1.6 Neutron scattering from Y-Nd alloys 
(K.A. McEwen (University of Salford, U.K.), B. Lebech, and J.G. Houmann) 
Resistivity measurements by 3.V.B. Sarkissian and B.R. Coles (private commu-
nication) on Y-Gd and Y-Tb alloys indicate that spiral ordering persists to 
about 5% diluent when spin glass behaviour sets in. B-icause of the lower ex-
change in, for instance, Nd than in Gd or Tb, the spin glass phase presumably 
extends to higher concentrations of Nd in Y-Nd alloys. As very few neutron 
studies have been made in these systems, a study of Y-Nd alloys was initiated. 
Y-Nd crystallizes in the hep structure. Single crystal neutron diffraction 
measurements showed that Y-25% Nd orders magnetically at ^ 18 K, and that 
Y-10% Nd orders at *v 10 K. The order is into a spiral structure with a modu-
lation vector 1 0.30 A corresponding to a turn angle per hexagonal layer of 
o 
*v 49 . Less concentrated Y-Nd alloys are presently being investigated in order 
to determine the critical concentration for the transition to the spin glass 
phase. 
The Y-25% Nd crystal were also used in an inelastic cold neutron scattering 
experiment. Although the intensity in the (0,0,0,2) nuclear Bragg peak was 
higher than that observed in the (0,0,0,4) peak from the large Pr crystal 
(1.13), no signs of excitations were observed down to 1.6 K. 
1.7 Calculation of J in Gd from energy bands 
(P.-A. Lindgård and B.N. Harmon (Iowa State University, Iowa)) 
A previously published calculation of J in Gd (Lindgård et al. 1975) was 
carried out using the double zone scheme approximation in order to simplify 
the computation. To test this calculation, the intra-sublattice, J , and the 
inter-sublattice exchange functions, J', were calculated in the single zone 
scheme, using complex matrix elements, j ,(k,k+q) 
nn 
f (k)[l-f ,(k+q)] , 
' k+q,n' k,n 
and J* - A + A* , 
q q -q 
(2) 
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f (k)[l-f (k+q)] ++
 7 
where A * \Z -2 2 e i q v j 2 ,(k.k*q> 
n
 x , k+q,n" k,n 
In an obvicas rotation, v is the vector connecting the sublattices. The result 
confirmed th« previous calculation. Further calculations were nade using rela-
tivistic and unrelativistic bands and including a wavevector-dependent band 
splitting. It was not possible to improve the agreement with the experimental 
J and J' at low q. It was decided that it was of interest to include the 
q q 
scattering between all ten d-bands. So far, bands 1 to 6 have been used. The 
Fermi surface crosses bands 3 and 4. The imaginary part of eq. (2), which is 
related to the spin wave damping due to electron-electron scattering, was 
also calculated. Preliminary results show that the broadening of the spin 
wave peaks due to the scattering of electrons is very small compared to the 
energies. However, there are several other mechanisms for damping of the 
spin waves. 
1.8 theory of the magnetic properties of rare earth transition metal alloys 
(B. Szpunar and P.-A. Lindgård) 
Alloys of the rare earth and transition metals are potentially interesting in 
technical applications both for hydrogen storage (LaNi ) and as permanent 
magnets (SmCo.). Recently, these alloys were found to be orders of magnitude 
better as permanent m jnets than conventional alloys (alnico). The reason is 
the favourable combination of the strong magnetic anisotropy of the rare earth 
metals and the strong magnetic interaction of the transition metals, which 
results in relatively high transition temperatures. In order to make a de-
tailed study of these materials, we chose alloys in which anisotropy plays a 
minor role so that we could investigate the effect of alloying on the ex-
change interaction. 
Calculations were made of the mean magnetic moment per atom of the transition 
metal and the rare earth metal in the intense tal lie compounds, Gd,_ Ni , 
Gd, Fe, Gd, Co , and Y. Co . A simple model of the disordered alloy con-1-x 1-x x 1-x x 
sisting of spins localized on the rare earth atoms and interacting with a 
narrow d-band was considered. The magnetic moment of the alloy at zero tempera-
ture was calculated within the molecular field and Hartree-Fock approximations 
and disorder were treated in the coherent potential approximation (CPA). The 
results are in good agreement with the experimental data obtained for the 
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crystalline and amorphous intermetallic compounds. It was shown that the 
temperature dependence of the magnetic moments and the Curie and ferrioagnetic 
u 200 
0 I—t—i t—å i—i • ' ' ' 0 
0 SO *» 0 SO 100 
Gd Co G<J Co 
CONCENTRATION Mm %J 
Pig.5 Transition teaoeratures and magnetic aoaents calculated usinj the CPA 
theory compared with the experimental data for the Gd-Co alloys. The * re-
present« the auasured local aoaent of Co and the broken line the calculated 
iminti tlw full line is the total calculated Boaent. At c i 82* there is a 
compensation point at which the total moment is zero because of the cancella-
tion of the ferriaagnetically ordered Gd and Co anaents. 
compensation temperatures found by experiments can be accounted for by a 
simple model assuming a Rudeimann-Kittel-Kasuya-Yoshida (RKKY) interaction 
between the rare earth moments and the transition metal pseudo spin. The 
interaction is mediated by an effective alley medium calculated using the 
CPA theory and elliptic densities of states. Typical results for the Co alloys 
are shown in fig. 5. 
1.9 Ground-state properties of elemental metals 
(U.K. Poulsen, J. Kollir, O.K. Andersen, and H.L. Skriver) 
Progress in the construction of one-electron potentials from first principles 
(Hohenberg and Kohn 1964, Slater 1974, Gunnarson and Lundquist 1976) indicates 
that, if we can self-consistently solve Schrodinger's equation for one elec-
tron moving in the average field of the others, we may compute ground-state 
properties of molecules and solids and hence be able to make quantitative 
predictions about the behaviour of materials. Our techniques (Andersen 1975, 
Poulsen et al. 1976) for solving the band structure problem for elemental 
fee and bec metals have now been developed to the point where a self-consist-
ent solution may be obtained using less than a minute on the Burroughs B6700 
computer. This represents a decrease in computational cost of 2-3 orders 
of magnitude when compared with conventional techniques. Moreover, our for-
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malism allows a simple description of the results in terms of canonical bands 
and potential parameters. 
In table 1, for a few simple, transition, and noble metals we compare the 
computed equilibrium (P = 1 bar) atomic radius S » (3V/4TT) the inverse 
compressibility or bulk modulus B = -dP/dHnV, the spin magnetic moment m 
the spin susceptibility x« ani the pressure derivatives of these quantities 
with the experimental values. Considering that the only input for the calcu-
lations was the atomic numbers and the crystal structures, the results are 
satisfactory. Most of the structures may in fact also be explained (Jepsen 
and Andersen 1974). 
Table 1 Cohesive and aagnetic properties at 0 K. The left-hand coluans are 
the eeaputed values and right-hand colusns 
S K (Bohr radii) 
B (Ifear) 
S w (Bohr radii) 
B (MMur) 
dB/dP 
•<uB/atcsi) 
X (10 eau/awle) 
^ — -
1
. 
bcc 
4.67 
0.043 
bcc 
2.60 
2.60 
4.5 
2.17 
-0.24 
0.2 
K 
4.68 
0.037 
Fe 
2.66 
1.68 
3.7 
2.12 
-0.25 
<3 
the experimental 
3.10 
1.65 
2.62 
2.C9 
4.7 
0.68 
-0.17 
0.13 
bcc Mb 
3.07 
1.70 
fee Hi 
2.60 
1.9S 
2.9 
0.55 
-0.2 
<11.2 
values -
2.61 
1.08 
2.92 
2.01 
5.1 
11.2 
-2.7 
fee Cu 
2.66 
1.42 
fee Pd 
2.87 
1.81 
4.9 
7.1 
-1.5 
Zn iig. 6 we show the spin magnetic moment and the equation of state 
(P versus V at T - 0 K) for Fe in the bcc and fee phases computed with (P) and 
without (HP) allowing for ferromagnetic spin polarization. In the one-electron 
description, the spin polarization takes place if the associated increase in 
the electronic kinetic energy can be offset by a gain of exchange energy, 
and the contribution to the electronic pressure seen in fig. 6 as the differ-
ence between curves marked P and IIP is a direct consequence of the increased 
kinetic energy. This magnetic contribution to the pressure seems to be re-
sponsible for the fact that bcc Fe (as well as CO and Mn) has a larger atomic 
volume and is softer than what is expected from the behaviour of the non-
magnetic transition metals. In the fee phase the rapid increase of spin 
polarization with atomic volume (Madsen <"-•• al. 1976) gives rlze to two stable 
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Ft^. 6 Spontaneous magnetization at 
0 K and equations of state for bcc and 
fee Pe computed with (P) and without 
(HP) allowing for spin polarization. 
states at normal pressure. In the low-energy, small-volume state there is no 
moment while in the high-energy, large-volume state the majority d-band is 
full. Now, the fee phase is only stable at high temperatures where there is 
no long-range order of the magnetic moment, but there are indications that 
the spin polarization persists locally so that our equation of state u~y 
still be relevant. In fact, Weiss (1963) and co-workers (Kaufmann et al. 1963, 
1970) devised a two-state model in order to explain tht pressure-temperature 
phase diagram of Fe that is important for the martensitic transformation in 
steels. Horeover, using the same model, but assuming that the order of levels 
is inverted when Fe is alloyed by Ni, these authors also attempted to ex-
plain the Invar effect as being caused by the increased population of the 
low-volume state with increasing temperature. Using the rigid band model, we 
now confirm that this level .inversion takes place. It must, however, be 
emphasized that our calculations apply to the infinite, periodic solid rather 
than to its individual atoms, and we expect that atomic displacements and 
inhomogeneities are important for the behaviour of Invar alloys. 
It is tempting to assume that the o to y transition in fee Ce (extrapolated 
to T » 0) will appear as in fig. 6. Calculations, in which the f-electrons 
are treated on the same footing as the a-, p-, and d-conduction electrons, 
were initiated at Risø for Cs, Ba, La, and Ce and are presently being com-
pleted at Kernforschungsanlage Julich by D. Glotzel. 
1.10 Spin waves in CsWif- in an applied magnetic field 
(J.K. Kjems and M. Steiner (Hahn-Meitner Institute, Berlin)) 
CsNiF, is a model system of a one-dimensional ferromagnetic compound with 
planar anisotropy. It exhibits well defined spin waves at temperatures above 
the three-dimensional ordering at T - 2.9 K where the ferromagnetic chains 
0.2 
•= 0 
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z 
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order antiferromagnetically (Steiner et al. 1976). The spin wave dynamics 
was studied as function of external magnetic fields up to 4.2 T in the tempera-
ture range from 4 to 30 K. At low temperatures (40 K) and moderate fields 
(1.5 T ) , the spins are aligned by the field, and the spin wave peaks are sharp 
at all wave vectors. In this regime linear spin wave theory is adequate, and 
X) 
T = 4.2K 
0 0.2 0.4 0.6 0.8 1.0 
REDUCED WAVE VECTOR lqc) 
Fig. 7 The observed spin wave dispersion 
along the chain axis in CsNiF, with and 
without a transveise magnetic f ie ld. 
The full l ines are the result of a two-
parameter f i t . 
a recent reformulation including quantum correlations by Lindgård and Kowalska 
(1976) can be used to describe our data (fig. 7) with parameters which 
are consistent with those obtained from susceptibility measurements. This 
resolves a discrepancy in the literature between the parameters derived frcm 
dynamic and static measurements, respectively. The line broadening with in-
creasing temperature is less pronounced with the applied field than without, 
but the spin wave intensity decreases more rapidly, so in both cases the 
signal is lost in the background around 20 K. 
1.11 Phonons in ZrN 
(O.W. Dietrich and A. Nørlund Christensen (University of Aarhus)) 
The transition metal carbides and nitride? are unusual materials in several 
respects. They are mechanically very hard and have high melting temperatures 
(typically 3000 C) - properties which qualify them for practical appli-
cations. The electrical conductivity of the compounds is of the same order 
of magnitude as that of the metals, and many compounds are superconductors 
with transition temperatures, T , higher than those of the pure metals. 
It was found experimentally that in the transition metal carbides (Smith 
1972) there is a correlation between the high superconducting transition 
temperatures and the actual or incipient lattice instabilities. Thus materials 
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with high T exhibit pronounced anomalies in their phonon spectra. Phonons 
c 
within certain regions of wave vectors are softened? an effect which is 
believed to be caused by electron screening produced by hybridization of 
electronic d-states at the metal ion end non-metal p-states (Hanke et al. 
1976). 
The transition metal nitrites have not been investigated hitherto, presumably 
because it is difficult to grow large single crystals. We succeeded in ob-
taining large single crystal grains of ZrN by a zone-annealing technique 
in which bars of Zr were annealed to just below the melting temperature in 
a N atmosphere. We studied the phonon spectra in the symmetry directions in 
ZrN {NaCl structure, T i 10 K) using triple-axis neutron spectrometry. 
c 
08 08 OX 0 
WAVE VECTOR (r.l.u.) 
Fig, a Phonon dispersion relations and integrated phonon intensities ol ZrN. 
The longitudinal acoustic branches exhibit the characteristic softenings 
also seen in the carbides. However, the transverse (1,1,1) - branch, which 
softens in the carbides at the zone boundary, shows no dip in frequency. 
Measurements of phonon spectra in ionic materials (like Nal), which exhibit 
electronic screening, have shown (woods et al. 1960) that the dynamical 
structure factors for the phonons are strongly affected by the screening. We 
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therefore aimed at a mapping of the phonon intensities in the two types of 
Brillouin zones (odd zones and even zones) (fig. 8)t and indeed the phonon 
intensities do undergo dramatic changes as the wave vector crosses the regions 
of softening. In the analysis of the data this intensity variation will 
establish a sensitive test of the validity of the model when applied to the 
interactions. 
1.12 Crystal structures of lib and Ta nitrides 
(A. Nørlund Christensen (University of Aarhus), L.E. Conroy (University of 
Minnesota, Minneapolis), and B. Lebech) 
The phase diagrams for the Mb and Ta nitrides are complex and only partly 
investigated. Samples of 6-X_N and y-XN (X » Kb or Ta) were obtained from 
the elements by sintering the metal in N at 2100 C or by zone melting 
6-XN in N_. A structure study revealed that 0-X.N is trigonal, y-XN is tetra-
gonal, and 6-XN cubic. 
A refinement of the neutron diffraction patterns obtained for powdered samples 
of mixtures of Ø-Nb-N and y-NbN resulted only in structural proposals since 
the diffraction data available are insufficient to permit a refinement of all 
possible parameters. It was found (Nørlund Christensen 1976) that 0-Mb N has 
the 6-Fe.N structure. For y-KbN, the best fits to the diffraction data were 
obtained for a model where some of the Nb-N layers are completely occupied 
and some of these layers have vacancies at the N-atom positions. This model may 
explain the fact that the unit cell parameter £ for y-NbN increases, and the 
unit cell parameter a remains constant with increasing N-content of y-NbN. 
The neutron diffraction investigations showed that B-Ta-N has the same struc-
ture as 0-Nb_N, while the structure refinements of y-TaN have not yet been 
completed. 6-NCN is cubic and was found from neutron diffraction powder methods 
to be stoichiometric within the experimental errors. 
1.13 Central peaks in dhcp Pr 
(B. Lebech, J.6. Boumann, ff.J.L. Buyers (Chalk River, Canada), A.R. Mackintosh, 
K.A. Gschneidner, Jr.*, and O.D. McMasters* (*Iowa State University, Iowa)) 
The crystal field ground states of the magnetic ions in dhcp Pr are non-degen-
erate on both the hexagonal and the cubic sites of the dhcp structure, and the 
exchange is not strong enough to induce magnetic ordering of the 4f-electrons 
at low temperatures in single crystalline samples. However, studies of several 
magnetic properties revealed that Pr is very close to magnetic ordering. 
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Neutron diffraction measurements on Pr-Hd alloys (Lebech et al. 1975) showed 
the presence of a modulated antiferroaagnetic structure at low temperatures. 
In dilute alloys the wave vector of the modulation corresponds to the q-value 
at which the dispersion relations for the magnetic excitations in Pr (Houmann 
et al. 1975a) have a minimum energy in the <1,0,1,0> directions. He detected 
quasi-elastic scattering in a large single crystal (^  0.7 cm ) of pure Pr 
(Houmann et al. 1976) at these wave vectors. The scattering is extremely 
weak, and furthermore the quasi-elastic peaks are roughly five times broader 
than the Bragg peaks. Therefore, we do not ascribe the quasi-elastic scattering 
to static magnetic order, but interpret it as central peaks arising from 
0 5 10 " 15 
TEMPERATURE (Kl 
Pig. 9 The uature dependence of 
the integrated intensity in the central 
peak of Pr at the (0.11,0,-0.11,3) re-
ciprocal lattice point. 
slowly fluctuating induced moments in the paramagnetic phase. Such central 
peaks are expected to be located in layers perpendicular to ii-.e c-axis at 
wave vectors Q in equivalent <1,0,I,0> directions and at- wave vectors O in 
equivalent <1,1,2,0> directions. The peak intensity of the Q peaks is 
^ 3000 times weaker than the (0,0,0,4) Bragg peak, which is considerably reduced 
by extinction. Because of intensity problems we failed to obtain conclusive 
evidence of the existence of the Q central peaks. The intensity of the Q 
central peaks shows a pronounced temperature dependence (fig. 9) which 
The reason 
for the different temperature dependence being that in Pr.Tl the central peaks 
arise from the longitudinal spin fluctuations within the excited states 
(Buyers 1974), whereas in dhep Pr the excited doublet carries no longitudinal 
moment. Therefore, a theory more elaborate than the random phase approximation 
is required to explain the central peaks in Pr. 
differs from that observed in PrJrl (Als-Nielsen et al. 1976) 
- 26 -
1.14 The central -node in C CI . 0 , 
(J.K. Kjems, W.D. Ellenson (BrooWiaven National Laboratory, New York) , R. Pynn*, 
and A. Heidemann* (*ILL, Grenoble, France)) 
The dynamic response of the s o f t zone boundary phonon mode at the structural 
phase transit ion in the molecular crysta l C Cl.O, (chloranil) (T = 90.25 K) 
was studied with extremely good energy resolution on the IN10 back-scattering 
spectrometer at ILL, Grenoble. The central peak could be followed in the 
temperature range from 90 to 103 K. The scattering was found to be e l a s t i c 
and the preliminary l imit on the i n t r i n s i c energy width i s 0.5 UeV. This 
resul t lends support to the theory that the central response i s caused by 
crystal imperfections rather than originating in i n t r i n s i c anharmonic e f f e c t s 
a l o n e . 
•4 -2 0 *2 • * 
ENERGY TRANSFER IpeV) 
F i g . 1 0 High r e s o l u t i o n energy scan show-
ing the narlow c e n t r a l peak in C Cl .0_ 
5 K above T . The measurements were D 
performed a t ILL, Grenoble, on the IN10 
b a c k - s c a t t e r i n g spectrometer. 
1.15 The magnetic structure and the critical behaviour of Nd 
(B. Lebech and P.Å. Hansen) 
The magnetic structure of dhcp Nd was first investigated by Moon et al. (1964), 
who suggested a structural model in which the spins at the hexagonal sites 
order below 20 K in a modulated antifenomagnetic structure and in which the 
spins at the cubic sites order below 7.5 K in a similar way. However, it was 
pointed out (Moon et al. 1964) that the proposed model failed to describe all 
the observed diffraction effects. This was further corroborated by recent neu-
tron scattering experiments (Lebech and Rainford 1974, S.A. Shapiro, private 
communication). In an attempt to finally determine the magnetic structure of 
Nd, a set of magnetic intensities was measured on a single crystal sphere of 
diameter 2 mm at 11 K, i.e. well above the transition at 7.5 K. The res' s 
agree qualitatively with results obtained on a much larger cylindrical crystal 
(6 mm diameter, 10 mm long), although the results obtained with the large 
crystal are affected by extinction. The measured intensities are being ana-
lyzed in terras of a general model having 15 independent parameters. In this 
model the moments S. at each site (hexagonal or cubic) are given by 
- 27 -
S £ v = tv expf+iQfR^)) + Ay exp(-iQ(RJl4v)), 
where 2. labels the unit cell and \) the atom within the unit cell. The elastic 
magnetic cross-section calculated for the general model agrees with the diffrac-
tion effects observed at 11 K, but the analysis is difficult because of the 
large number of parameters. 
The intensity of the (Q,0,Q,3) magnetic satellite »/as found to decrease almost 
linearly with increasing temperature from 16 K to T . From a least squares fit 
of the measured intensities to 
I(T) = C(l-T/T ) 2 ^ 
we found 2B - 0.96 ± 0.02 and T„ s 20.7 ± 0.1 K. Based on renormalization group 
N 
theory and the e-expansion, Mukamel et al. (1975) predict 8 = 0.38 for Nd, as-
suming that the Moon model describing the magnetic structure is correct. It 
is, however, unlikely that a different magnetic structure model will affect B 
as the order parameters will be similar and the two structures belong to the 
same universality class. Thus the 3 = 0.48 deduced from these measurements may 
not be predicted by the e-expansion. 
1.16 Magnetization and critical scattering in TbSb and Tb y Sb_ 
(K. Carneiro*, N. Hessel Andersen*, (*University of Copenhagen) J.K. Kjeras, 
and O. Vogt (EtH, Zurich, Switzerland)) 
TbSb has the cubic NaCl structure, and it orders antiferromagnetically at 
T„ » 14.56 K in a type II magnetic structure with the spins parallel to a 
<1,1,1> direction. It belongs to the class of antiferromagnets recently 
analyzed by Bak et al. (1976), who predicted that the magnetic transition 
is a fluctuation-induced first-order transition, and that small amounts of 
impurities will introduce considerable smearing of the transition. Me 
measured sublattice magnetization using a triple-axis spectrometer, and we 
determined the critical scattering above T with a double-axis spectro-
3 
meter. Three different, nominally pure TbSb Cv> 10 mm ) single crystals and two 
crystals diluted with 10% and 35% Y were examined. The magnetization curves 
for the pure crystals are continuous without hysteresis, but they yield a 
very small value for the exponent 6 - 0.18 ± 0.02 when analyzed as a second-
order transition. Our data, however, could be consistent with a smeared dis-
continuity. Both the diluted samples have magnetizations that look like 
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conventional order parameter curves for second-order transitions with ex-
ponents 6 = 0.33 ± 0.03. The analysis of the critical scattering data is not 
yet complete. 
1.17 Magnetic structure and phase transition in antiferromagnetic MnSi 
(P.A. Hansen, O.V. Nielsen (Technical University of Denmark), B. Lebech, 
J. Als-Nielsen, and F. Storgaard (University of Aarhus)) 
MnSi is a cubic intennetallic compound that was found to be magnetic below 
30 K (Shinoda and Asanabe 1966). The results of magnetization measurements 
indicate that MnSi is not a simple ferromagnet although it behaves like a 
ferromagnet above a well defined critical field of 585 mT. Previous neutron 
diffraction studies (Levinson et al. 1972) were interpreted in terms of ferro-
magnetic micro domains that were antiferromagnetically coupled. A slight de-
viation from linearity of the magnetization at low fields was interpreted 
as a spin-flop of the micro domains. 
To investigate this mechanism in detail, a single crystal neutron diffraction 
study was initiated. Neutron diffraction scans (rocking curves) at 9 K ob-
tained on a conventional double-axis spectrometer showed Bragg peaks with pro-
nounced wings. The wings disappeared above 30 K. At low temperatures these 
wings could be resolved as magnetic satellites using small-angle neutron 
scattering technique. Thus, the magnetic structure of MnSi was found to be 
a helix with a spiral vector, Q » 0.036 A at 5 K. Q is parallel to equiv-
alent <1,1,1> directions, and increases to **> 0.040 A at ^ 30 K. These 
results were corroborated by recent neutron scattering experiments by 
Ishikawa et al. (1976), who suggest that the moments are perpendicular to 
Q in zero magnetic field. 
We found that the magnetic intensity peaks sharply in the forward direction 
indicating that the magnetic moment is widely spread in direct space. There-
fore, MnSi may be classified as a nearly ferromagnetic itinerant magnet. A 
preliminary study ok the phase transition at 'V 30 K gives a critical exponent 
of slightly less than 0.2 suggesting that the transition might be of first 
order. This assumption is further supported by the abrupt disappearance at the 
transition temperature of the anisotropy, as revealed in our measurements of 
the static magnetic properties. 
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1.18 Pressure-volume Isotherms and the critical poiut of Ce-metal 
(B. Buras and N. Niimura) 
The Y to a transition in Ce metal is unique in the fact that the two forms 
are isomorphic (f.c.c.) (Lawson and Tang 1949), and that there is strong ex-
perimental evidence that the (P,T) phase boundary ends at a critical point 
of the liquid-gas type. However, the published critical temperatures and 
pressures, measured by means of differential thermal analyses (Ponyatovskii 
1949), piston-displacement technique (Beecroft and Swenson 1960), X-ray dif-
fraction (Davis and Adams 1964) and resistivity measurements (Jayaraman 
1965), vary considerably. Similarly, the slopes of the transition boundary 
(dT/dP) vary (above references. Bridgeman 1927, Herman and Swenson 1958, 
Likher et al. r"58). Therefore, we initiated a neutron diffraction study to 
redetermine the (P,T) phase boundary up to the critical point and to measure 
the critical exponent 8. 
The measurements were made using the high pressure cell and the fixed scatter-
ing angle neutron diffraction method described previously (Buras et al. 1973). 
The Ce sample was heated by a resistance wire wound around the teflon con-
tainer. The temperature was determined by measuring the power supplied to the 
heater using a calibration of the heater power (at 6 kbar and 10 kbar) versus 
temperature obtained in a separate experiment. This indirect determination 
of temperature had to be adopted because the normally used thermocouples broke 
at high pressures. The pressure was calibrated against the oil pressure in 
the two rams driving the pistons, using two fixed points: the Ce-y to Ce-ct 
transition and the Bil to Bill transition. First the temperature was adjusted 
and then the pressure was raised to the desired value. At the transition the 
pressure was adjusted to a value at which the two phases were simultaneously 
present. This enabled precise measurements of volume (density) changes. The 
volume of the unit cell of Ce at each temperature and pressure was calculated 
from the measured position of the (1,1,1) Bragg reflection. At temperatures 
close to the critical point, the (1,1,1) reflections from the two phases over-
lap. Therefore, the peak positions were determined from a least squares fit 
of the measured line-shape to a sum of two Gaussians. For several temperatures, 
we also measured the pressure-volume isotherms. 
The critical temperature, Tc> and the critical exponent, 8, were determined 
from the measured temperature dependence of the density change, Ap(T), at the 
transition. From a least squares fit of T , 8, and C to the equation 
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Ap(T) = p (T) - p0(T) = C(l-T/T ) p 
Ot P C 
we obtained 6 = 0.36 and T = 519 K. (fig. 11). Another fit with fixed 6 = 0.5 
c 
yielded T = 530 K (fig. 11).which implies that two overlapping (1,1,1) peaks 
DENSITY lg/cm3) 
Plq.ll Temperature versus density (T,p) 
for Ce octal. The solid line is a two-
paraaeter fit as described in the text 
yielding 8 - 0-36 and T »519 K. The 
dashed line is a one-parameter fit with 
fixed $ » 0.5 giving T « 530 K. 
C 
should be observed close to, but above 519 K. However, when increasing the 
temperature from 516 K, where the two peaks may be resolved, to 521 K we 
observed a rapid coalescence of the two peaks into one with almost no broaden-
ing. This confirms that £ - 0.36, and 519 K < T < 521 K, although f$ may not 
be the critical exponent as the measurements only extend to (1-T/T ) = 0.006. 
c 
The critical pressure was found to be t 15 kbar giving dT/dP = 30 °C/kbar in 
agreement with Bridgman's (1927) value of 29.7 °c/kbar. 
1.19 Inelastic neutron scattering from Ce under pressure 
(B. Buras, B. Lebech, B.D. Rainford (Imperial College, London, U.K.), and 
A.P. Hurani (ILL Grenoble, France)) 
The previously.reported results (Rainford et al. 1975) of measurements of the 
inelastic scattering from Ce metal at 300 K below and above the first order 
isomorphic y to a transition were reanalyzed. It had been suggested 
(R.J. Birgeneau and S.A. Shapiro, privr.te communication) that phonon and multi-
phonon scattering contributed more than originally expected to the observed 
intensity of the inelastic scattering from Ce metal. An attempt to estimate 
the phonon contribution in Ce was made by scaling the measured intensity of 
the inelastically scattered neutrons from La taking into account the densities 
and the absorption and scattering cross-sections of La and Ce. In contrast 
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to the previous interpretation (Rainford et al. 1975), it was found that 
within the experimental uncertainties there is no evidence of a residual mag-
netic scattering in the collapsed a phase. However, in agreement with the 
previous interpretation, it was confirmed that the energy width of the para-
magnetic scattering in the y phase increases with increasing pressure. Prom 
the energy width, we deduce (Rainford et al. 1977) an exchange interaction 
J , = 0.15 meV at 1 atm and J . = 0.18 meV at 6 kbar. The observed increase 
sf sf 
of J _ with pressure agrees with the prediction of Coqblin (1969). 
The original measurements were made on a triple-axis spectrometer in a fixed 
scattering angle geometry, which limits the possible energy and momentum 
transfers. Therefore, the measurements mentioned above were supplemented by 
measurements made at a time-of-flight instrument (IN4) at ILL, Grenoble. IN4 
is a multi-detector, multi-scattering-'ngle instrument which in principle 
makes it possible to measure the full scattering function, S(Q,ui), within a 
reasonable time. The pressure cell was mounted at the sample position at IN4 
and the time-of-flight spectra measured at 1 atm, ^  6 and ^ 8 kbar. By ad-
justing the scattering angle of several of the detectors, it was possible to 
monitor the (1,1,1) Bragg reflections of the y at*d a phases and thereby 
determine the amount of y or a Ce present in the sample at any given instant. 
During the measurements at ^ 8 kbar less than 10% of y-Ce was present in the 
sample. A preliminary analysis showc that the time-of-flight data agree 
qualitatively with the triple-axis data, but further data treatment is needed. 
1.20 The structure of the magnetic domains in LITbF. studied by small-angle 
neutron scattering 
(K. Møllenbach, J.K. Kjems, J. Als-Nielsen, and I. Laursen (The Technical 
University of Denmark)) 
During the past five years techniques for investigating the scattering 
of neutrons close to the forward direction (small-angle scattering) have 
developed intensively. In particular, small-angle scattering has been studied 
using instruments with long flight paths in neutron guide tubes (Smatz et al. 
1974) at Kernforschungsanlage JQlich and at the high flux reactor in Grenoble. 
However, small-angle scattering may also be studied at reactors with more 
conventional installations by means of a mechanically improved triple-axis 
spectrometer equipped with perfect monochromator- and analyzer-crystals. 
Figure 12 shows one of the Risø triple-axis spectrometers modified for small-
angle scattering. Two perfect Si-crystals are used as monochromator and 
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Fig.12 The TAS VI triple-axis spectrometer modified for small-ang!«1 scattering 
experiments. The perfect Si analyser crystal may be adjusted withi-. one second 
of arc. 
analyzer, and the analyzer can be adjusted to within one second of arc. With 
this arrangement we obtained a resolution of *\< 0.001 A along the scattering 
vector and better than 0.00002 A perpendicular to the scattering vector at 
an incident wave vector k = 1.55 A . The technique was used to study magnetic 
domains as described below. 
In the study of the critical fluctuations in the dipolar-coupled Ising ferro-
magnet LiTbF., a strong scattering from magnetic domains (fig. 2, Als-Nielsen 
1976) was observed. This feature is now studied in detail using the small-
angle set-up described above. A preliminary mapping was made of the domain 
scattering in space as a function of temperature. As an example, the intensity 
profiles at 2.80 K are shown in fig. 13. 
The domains are believed to be long needles along the Ising axis (z-axis) 
and one would expect to measure a profile described by 
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s(w = ronst x (5cS*2 x / 2 2^ 2 2^ (ic +0^+0 qz) (3) 
One would find the correlation lengths parallel and perpendicular to the 
Ising axis from the full-width at half-maximum. However, the profiles shown 
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Fig. 13 DOOM i r. scattering in the dipolar-
coupled Ising ferionagnet LiTbF. at 
2.80 K. The dashed line should guide the 
eye to the extinction-free prof i le . 
in fig. 13 cannot be described by eq. (3). There is a deep valley at small 
(<L.'1 )• This may be explained as an extreme extinction effect: at small 
values of (q»q ) there is a perfect match between S(q ,q ) and the instru-
mental resolution function. This fact combined with the almost Bragg-like 
scattering strength of the magnetic domains serves as the basis for intense 
multiple scattering. To confirm this assumption, the primary beam was measured. 
With the Ising axis of the sample close to the forward direction, a 90% 
depletion of the beam was observed. A study of the domains in an external 
magnetic field showed that a modest field (0.34 T at 2.15 K) destroyed the 
domains, but that the domain structure was retained when the field was re-
moved. 
1.21 The phase transition in C.QFQ 
(G.A. Mackenzie, J.tf. Arthur (University of Edinburgh;, G.S. Pawley, and 
O.W. Dietrich) 
The structure of C^Fg (octafluoronaphthalene) was the subject of a single 
crystal neutron diffraction study (Pawley and Dietrich 1975). The analysis 
by structure refinement showed that both the high and low temperature struc-
tures belong to the space group P2j/ with only slight differences in mole-
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cular packing and in the unit cell dimensions. The low temperature structure 
determined in the single crystal study was. however, inconsistent with 
neutron powder diffraction measurements, which showed weak but significant 
peaks at positions corresponding to half integral values of the Miller index 
h. A Raman scattering study perforated at the University of Edinburgh gave 
results that were consistent with a doubling of the unit cell, and lattice 
dynamics calculations based on a rigid molecule model indicated that acoustic 
mode instabilities were likely to appear at the a* zone boundary. The neutron 
powder diffraction pattern of the low temperature phase was analyzed 
(MacKenzie et al. 1977) using the recently developed program EDINP (1.30 and 
Pawley et al. 1977). It was found that the best fit to the powder pattern was 
obtained with a structure similar to the previously determined structure, but 
with a unit cell that is doubled along the a direction. The cell doubling 
arises from thr loss of translational symmetry between neighbouring molecules 
along this direction and can be associated with an instability in a totally 
librational zone boundary acoustic mode. 
1.22 Phase transition in the layered H-bonded SnCl^ - 2H2<> 
(R.M. Youngblood) 
Two-dimensional H-bonded layers of water molecules in SnCl_ - 2H.0 undergo an 
order-disorder phase transition (Kiriyama and Kiriyama 1970). At temperatures 
above the phase transition temperature, T , the H-atoms are disordered in a 
way not unlike the way in which ice is disordered. At T , there is a nearly 
second-order phase transition into an antiferroelectric state (Kiriyama et 
al. 1973). The system was analyzed by Salinas and Nagle (1974) in terms of 
an exactly solvable two-dimensional staggered six-vertex model (Wu and Lin 
197S). 
A curious feature of the model is that H-site occupancies ar«s rouo*'" ana-
logous to energy densities in the Ising model. This leads to the following 
predictions: 
—icr —n 
1) The pair correlations between H-atoms decay as e x r , with n * 2. 
This value of n Is unusually large« it should manifest itself in the shape of 
the quasielectric diffuse scattering. To study this, we are growing deuter-
ated crystals using material prepared in the chemistry department. 
2) The temperature dependence of the H-site occupancies has the same singu-
larity as that of the internal energy. It is therefore interesting to com-
pare Bragg intensities with specific heat data. In the model, the specific 
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heat diverges logarithmically with temperature; experimentally (Matsuo et al. 
1973), the divergence is a power law with an exponent of 1/2. 
I V——r 
173 « 223 248 273 
TEMPERATURE IK) 
F i g , i 4 Temperature dependence of the 
( 0 , 3 , 4 ) Bragg peak i n SnCl 2H O. The 
solid line is a guide for the eye. 
Preliminary measurements of the temperature dependence of the (0,3,4) Bragg 
intensity which is particularly sensitive to the H-site occupancy are shown 
in fig. 14. The features described above appear in fig. 14. These data sug-
gest a singularity in the slope, but are not sufficient to determine its charac-
ter. The figure also illustrates an unusual feature of this system. In many 
order-disorder systems Bragg intensities depend on an order parameter which 
vanishes above T » here the site occupancies vary in a qualitatively different 
way. 
1.23 Fluctuations in two-dimensional ice 
(R.W. Youngblood) 
Normally, a substance which has a large dielectric constant is undergoing 
large fluctuations in the polarization. For example, the following equation is 
an identity in many systems: 
3p 2 9 
— , 6(<p >-<p>z), 
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where P and E are polarization and electric field. However, recent neutron 
scattering studies at Brookhaven National Laboratory (Youngblood and Axe 
1975) on CFT (copper formate tetra-hydrate) suggested that such fluctuations 
do not occur in CFT, even though the dielectric constant is large (Okada 1965). 
CFT had already been analyzed in terms of a six-vertex model (Allen 1974). Six-
vertex models have a conservation law (Lieb and Wu 1972) , which is not 
always fully exploited, and the present study was undertaken to see whether 
this conservation law could shed light on the situation decribed above. The 
general conclusion may be summarized as follows. If some quantity is conserved 
from one layer of a lattice system to the next, then the transfer matrix that 
adds layers to the system is block-diagonal, the blocks being labelled by the 
possible values of the conserved quantity. If there is a single largest eigen-
value of the transfer matrix, it belongs to some particular block, hence to 
some particular value of the conserved quantity. In the appropriate thermo-
dynamic limit, then, contributions to the partition function come only from 
system states having that value of the conserved quantity; the conserved 
quantity does not fluctuate. Its value may be changed, however, by an appro-
priate applied field. 
There are many systems which, if they obeyed perfectly the so-called "ice 
rules", would have such conserved quantities. Among them are CFT, ice, and 
SnCl. - 2H.O. In each case, the conserved quantity is a polarization, corre-
sponding to the displacement of H-atoms along H-bonds. Ideally, then, polari-
zation fluctuations should not occur, although there may be a sizable dielec-
tric response. This corresponds to what is observed in CFT. Ice and SnCl- -
2H20 are still being clarified. 
1.24 Dynamics and structure of the molecular solid Snl, 
(I.U. Beilmann, G.S. Pawley, and F. Krebs Larsen (University of Aarhus)) 
Snl. is a molecular crystal with cubic structure. The compound has a large 
thermal expansion and compressibility and is thus a system well suited for 
a study by X-ray or neutron scattering of the influence of anharmonicity 
and applied pressure on the lattice dynamics. Furthermore, both Sn and I have 
convenient Mdssbauer isotopes, and the compound is unique because both nuclei 
may be studied by Mossbauer techniques as well. 
3 
Single crystals up to 5 cm were grown and used for inelastic neutron scatter-
ing experiments. At 300 K the acoustic and some interroolecular optical dis-
persion relations were measured in the high symmetry directions. The results 
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agree with computer calculations of the intermolecular vibrations based on 
a rigid molecule model. Selected modes were measured from 80 K to 430 K. The 
temperature dependences of these modes may be explained in terms of a 
quasi-harmonic model. A qualitative agreement is found between an averaged 
Gruneisen parameter derived from the neutron scattering experiment and the 
Gruneisen parameter derived from the temperature and pressure dependence of 
119 the intensity of the Mossbauer lines measured by us on Sn in SnI at the 
University of Copenhagen (Heilmann and Olsen 1977). The mean square displace-
ment of the Sn atoms derived from the Mossbauer investigation may be inter-
preted in terms of a Debye model including all intermolecular modes with a 
cut-off temperature equal to 49 K. This model is supported by the sound 
velocities determined from the phonon dispersion relations and the existence 
of an infrared band (Gerbaux and Hadni 1962) in the crystal at 48 K. 
Measurements of t» 130 different Bragg-peaks at 300 K and at 145 K were carried 
out at the 4-circle neutron diffractometer. A conventional structure refine-
ment including correction for thermal diffuse scattering was applied to the 
data. The size of the tetrahedral molecules is the same at both temperatures 
indicating that the volume dependence of the lattice vibrations is governed 
by the weak intermolecular forces. This fact supports both the model applied 
to the Mossbauer data and the model used in the computer calculations men-
tioned above. Moreover, the temperature factors of the Sn-atoms obtained from 
this refinement are in reasonable agreement with those obtained from the 
Mossbauer investigation. At present, more sophisticated refinement procedures 
are being carried out which take into account both "bananicity" of the vibra-
tions (due to rigid body motion) and anharmonicity. 
1.25 Inelastic neutron scattering studies of the liquid crystal PAA 
(para-azoxyani sol) 
(H. Bjerrum Møller, N. Niimura, and T. Riste ("FA, Kjeller, Norway) 
Triple-axis spectrometer measurements of the coherent inelastic neutron scat-
tering from a deuterated sample of the liquid crystal PAA were carried out 
over a wide range of momentum transfers, in the nematic phase as well as in 
the isotropic phase, and for various directions of the applied magnetic 
field relative to the momentum transfer. The existence of collective exci-
tations in PAA was reported by Conrad et al. (1976). Our data, which are not 
finally analyzed, exhibit no well defined peaks at non-zero energy trans-
fers. The energy spectra obtained in the nematic as well as in the isotropic 
phase rather seem to consist of at least two components, both centered at 
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zero energy transfer. The one component is narrow, whereas the other is 
broader and shows a general tendency of broadening with increasing momentum 
transfer; however, with very defxnite narrowing at the momentum transfers 
at which the structure factor s(q) exhibits maxima. Measurements of the 
incoherent inelastic neutron scattering from a non-deuterated sample are 
planned to study the rotational diffusion and to investigate whether the 
coherent neutron scattering data reflect the rotational diffusion of the PAA. 
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Fig•15 The phase diagram for 0_ ad-
sorbed on grafoil. There are three di-
stinct solid phases, labelled a, 6. 
and 6. The 6 to a transition line occurs 
at Monolayer completion. In the "transi-
tion region", the B-phase Bragg reflec-
tion gradually fades out. The measure-
ments indicate that the a to 6 tran-
sition may be continuous, but it oc-
curs over a narrow temperature range. 
The nature of the S to a transition 
is not known. 
1.26 Magnetic and structural phases of monolayer 0^ on graphite 
(M. Nielsen and J.P. McTague) 
The properties of two-dimensional 0_ films were studied by measuring the 
neutron diffraction from O. molecules adsorbed on grafoil, a graphite product 
with a very uniform and large surface. The special interest in the system arises 
from the fact that solid O. has a phase transition at 24 K from the 8 to the 
a-phasa. In the $-phase the densest packed planes have a hexagonal structure 
and in the a-phase the corresponding planes have a structure which can be 
looked at as a distorted hexagonal structure where the nearest and the next 
nearest neighbour distances are slightly different (3.20 and 3.43 Å), The 
a-phase has an antiferromagnetic order, and it is believed that the dis-
tortion is driven by the magnetic coupling which is a direct overlap exchange 
interaction between the molecules. 
It is found that monolayers of adsorbed O. molecules on graf oil have a phase 
transition similar to the a to 8 transition in bulk 0.. The phase diagram 
is shown in fig. 15. The vertical axis shows the filling which is the amount 
of gas adsorbed. As unity is used the amount of gas that gives one adsorbed 
molecule per three C-hexagons on the graphite surface. In the 6-phase the 
adsorbed 0. molecules form a monolayer, but not all the available graphite 
surface is used. 
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Fig • 16 The teacwrature dependence of 
the structural peaks in adsorbed 0, 
for a coverage 2 * 1.96. which corre-
sponds to a structure in which the 
first layer is filled and in addition 
16* of the aolecules is adsorbed in 
the second layer. 
The transition from the 6- to the a-phase occurs when the first adsorbed 
layer is completed and when the filling in the a-phase is increased, the 
second adsorbed layer starts to be formed. The a- and S-phases have structures 
nearly identical to those of the densest layer:, of bulk 0_. Figure 15 shows 
some of the observed neutron diffraction peaks. The a-phase has a skew tri-
angular structure. This is deaonstrated by the double peak observed for the 
(1,0) Bragg reflection. Above the transition temperature at 10 K, we observe 
a single Bragg peak with the shape that is characteristic of a two-dimen-
sional structure. Figure 16 shows the peak intensity of the magnetic superlat-
tice observed in the a-phase. This is the first time a magnetic monolayer 
structure has been seen. No coexistence region was found between the a- and 
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Fig.17 Teaperature dependence of the 
intensity at K • 2.32/2 A'1 , i . e . at 
the peak of the aagnet;c superlattice 
reflection. As in f iq. 16> the cover-
age i s p « 1.96. 
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the 0-phase, which indicates a second-order phase transition. Between the 6-
and 6-phase a rather distinct coexistence region shows that the transition is 
of first order. The nature of the 6-phase is not yet clear. 
1.27 Interference neutron scattering from adsorbed gas molecules and substrate 
(E. Warming, J.P. McTague, and M. Nielsen) 
By measuring the Bragg-scattered intensity from a substrate with and without 
a monolayer of adsorbed atoms it is in principle possible to determine the 
distance between adsorbed atoms and the substrate. We demonstrated this 
by determining the difference between the Bragg-scattered intensity from the 
(0,0,2) reflection of graphite in grafoil with and without a layer of ad-
sorbed D_. An example of the experimental data is shown in fig. 18a and 18b. 
and comp .red to the intensity difference calculated for a substrate thickness 
of 30 layers (fig. 18c). The parameter e equals (h-d) where h is the height 
above the substrate surface of the first adsorbed layer, and d is the distance 
Fig. 18 a) 8-26 scan through the (0,0,2)-
reflection of graphite In grafoil. The 
full line is a Gaussian fit. 
b) The difference at 4.2 K between the 
(0,0,2) reflection measured with a 
full monolayer of D and the (0,0,2) 
reflect on of the empty substrate. 
c) The same difference as in b) calcu-
lated for a substrate thickness of 30 
layers. The parameter e is defined in 
the text. 
(M. Nielsen, E. Bjarnov*, O.H. Christensen*, and O.F. Nielsen* (*University 
of Copenhagen)) 
Alanine is the smallest amino acid molecule representative of this biologically 
important group of compounds. In aqueous solutions and in the crystalline 
state the alanine molecules exist as zwitterions 
CH,-CH-COO" 
between neighbouring substrate l ayers . 
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1.28 The frequence spectra of L-alanine 
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and strong intermolecular forces act between them. Crystalline L-alanine has 
an orthorhombic structure with four zwitterions per unit cell. H-bonds are 
formed between the three NH. protons and an O-atom on three different neigh-
bouring molecules so that the molecules are linked together by a three-dimen-
sional network of H-bonds. 
We supplemented the light-scattering experiments carried out at the H.C. Ør-
sted Institute by ineleastic neutron measurements on L-alanine and 
(NO.)L-alanine. Figure 19 shows the observed frequency spectra. The results 
proved the assignment of several of the frequencies observed in light scatter-
ing. A detailed study of the ND,-torsional mode at *v 60 meV (485 cm ) has 
shown a considerable broadening and a shift of this line with temperature. 
The behaviour of this line reflects the nature of the H-bonds, and it is 
concluded from our results that no abrupt changes occur below 300 K. 
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fig.19 Inelastic neutron scattering from powdered L-alanine observed at 
two constant momentum transfers) K. 
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1.29 Isotope effects in the bonds of CrOOH and CrOOD 
(A. Nørlund Christensen (University of Aarhus), P.A. Hansen and M.S. Lehmann 
(ILL, Grenoble, France)) 
Samples of rhombohedral (a) and orthorhombic (8) chromium oxide hydride, CrOOH, 
and the deuterated compounds were prepared hydrothermally in order to deter-
mine the hydrogen bond lengths and study possible isotope effects of these 
lengths. The crystal structures of the compounds were determined from the 
neutron diffraction patterns by the profile refinement method developed 
by Rietveld (1969). It was found that for the long bond lengths, 0....D was 
longer than 0....H, while for the short bond lengths O-H was longer than O-D 
in both phases. For the B-compounds, the refinement showed unainbiguously that 
the short H-bonds were not centered. For the ct-compounds, the H-bonds O-D-O 
in o-CrOOD are not centered, while in a-CrOOH the H-atom randomly occupies 
two 1/2 H-atom positions on either side of the centre of symmetry of the 
O-H-O bond. The two positions are 0.15 A apart and are placed in an energy 
potential with a double minimum. 
B-CrOOD is antiferromagnetic below 150 K, and the magnetic structure was 
determined at 4.2 K. The magnetic structure is non-collinear antiferromag-
netic with a quadrupling of the magnetic cell in the y- and z-directions, 
and with the spins in planes parallel to the xy-plane. At 4.2 K the magnetic 
moment of Cr was found to be 2.49 u . Relative to the CrO octahedra 
in the structure, the spins point from the Cr-atom towards the very O-atom 
which has the same z-coordinate as the Cr-atom. 
1.30 Neutron powder diffraction and constrained refinement 
(G.S. Pawley, G.A. Mackenzie, and O.W. Dietrich) 
A new computer program for the refinement of crystal structures from neu-
tron powder diffraction measurements was developed. The program follows 
the procedure developed by Rietveld (1969) in which the diffraction pattern 
is fitted point by point by representing the individual diffraction peaks 
by Gaussian functions. The new program, EDINP (Pawley et al. 1977), is based 
on the well known ORFLS program (Busing et al. 1962), which has been used ex-
tensively in single crystal studies and allows much greater flexibility in 
the introduction of constraints between the least squares parameters (Pawley 
1972). This is particularly important in the study of molecular crystal 
structures in which there is a large number of atoms per unit cell. Although 
the Rietveld program was used successfully in the study of C.2F (Mackenzie 
- 43 -
et al. 1975), this program is not suitable for analysis of the low symmetry 
structures common in molecular crystallography. 
The structures of para-diodo- and para-dibroao-tetrafluorobenzene were the 
first to be refined using EOINP. Neutron powder diffraction patterns of these 
two isostructural materials were obtained using incident neutrons of wave-
length 2.36 A. In the subsequent refinement the molecules were constrained 
to be planar at all times with their orientations defined by three Euler 
angles. One extra parameter was used to represent the C-I (or C-Br) bond 
length. Although the initial parameter values were considerably in error, the 
refinement was extremely fast and the parameters soon converged to give a 
good fit between observed and calculated profiles. This sample showed the 
power of the technique of constrained refinement in the analysis of neutron 
powder diffraction data. The program has since been used to refine several 
other structures, and it is hoped to adapt it to deal with data from time-
of-flight and energy-dispersive instruments as well. 
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2. PLASMA PHYSICS 
The plasma physics section works under a contract of association between the 
Research Establishment Ris« and Euratorn. The activities are centered on 
technology of interest for future fusion reactors (2.1-2.3,2.11) and on basic 
plasma physics (2.4-2.10). The technological aspects of plasma physics are 
undertaken with one of the possible refuelling schemes for fusion reactors 
in mind. This scheme requires an acceleration technique able to accelerate 
3 4 
small pellets to a velocity of the order of 10 -10 m/s. The necessary vel-
ocity depends on the ablation rate of a pellet inside a fusion plasma. Studies 
of interactions between plasmas and solids are therefore of interest. Two 
basically different approaches are adopted. One (2.1-2.3) is a study of the 
interactions of a controlled beam of charged particles with films of light 
elements. The other (2.11) is an investigation of the interactions between 
a Tokamak plasma and solid pellets of light elements. A small Tokamak, "Dante", 
is under construction for this study. 
The main object of basic research in plasma physics (2.4-2.10) is to investi-
gate waves and instabilities in a relatively cold steady state plasma (pro-
duced in a Q-machine). Turbulence, ion cyclotron waves, and ion-acoustic waves 
in the presence of electron plasma waves are the chief phenomena investigated. 
2.1 Secondary electrons from solid H and D 
(H. Sørensen) 
It was reported earlier (Sørensen 1975) that the secondary electron emission 
(SEE) coefficient for normal incidence of both electrons and hydrogen ions 
for solid H. was 60-70% of that for solid D , and that the SEE coefficients 
were much smaller than expected for insulating materials. The reason for this 
is now assumed to be that the secondary electrons lose energy inside the 
target material by exciting vibrational and rotational states of the mole-
cules, so that the number of electrons that may escape as secondary elec-
trons is rather small. The losses are thus largest for solid H_ and the 
SEE coefficients are smallest for H , as observed. The losses to vibrational 
states are the most important. 
Secondary electron emission coefficients were measured for normal incidence 
of D3~ions and, as expected, they agree with those obtained for B , H , 
and H.-ions when the number of secondary electrons per incident atom is 
plotted versus the velocity or the stopping power of the incident particles. 
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rig. 20 SEE-coefficiencs. å. for ob-
lique incidence of hydrogen ions on 
solid D . Correction was rade for the 
eaission of secondary ions. The coef-
ficients axe Multiplied by cosS. The 
solid line is the parabolic fit mmit 
for noraal incidence (Sørensen 1976). 
ft 6 kev D -ion corresponds to a 1 keV B-ion with respect to velocity, and 
the O^-ions thus give very low effective energies. Data exist for effective 
H -ion energies from 0.65 keV to 10 keV. It has been realised that back-
scattered electrons (ions) are of importance for oblique incidence of elec-
trons (ions), which »»Bans that the method used to Measure the SEE coefficients 
(Sørensen 1976) is only valid for noraal incidence. The aethod gives too 
large results when used at oblique incidence, and the angular dependence 
reported earlier for the SEE coefficients (Sørensen 1975) is too strong. It was 
possible to aake corrections in one case, naaely for H -ions incident on 
solid V , by Measuring the beaa power caloriaetrically as well. These corrected 
SEE coefficients 6 Multiplied by cos6, where 0 is the angle of incidence, 
are shown in fig. 20. It is seen that the angular dependence is quite well 
described by a (cos6) -dependence, especially at higher energies. 
Secondary electron emission coefficients aay be studied more generally at 
oblique incidence if the beaa current can be measured independently of the 
target and of the angle of incidence. This may be achieved with a Faraday cup 
placed below the target. Such a set-up is presently being built. 
2.2 Reflection of energy froa solid targets bombarded with keV protons 
<B. Sørensen) 
Further measurements were made of the energy reflection coefficient, i.e. 
the fraction of particle energy that appears as sputtered, desorbed and 
back-scattered particles, when energetic particles hit a solid surface. 
Studies were aade of the reflection coefficient for hydrogen ions - B +, B + 
+ 2' 
and H 3 - incident on Au for angles of incidence up to 75°. The molecular 
ions correspond to two or three atomic ions arriving simultaneously, and 
molecular ions thus give low effective energies. The effective energy range 
ENERGY (kev) 
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is 1-10 keV. The variation with angle is found to be strongest at the 
highest energies, in fair agreement with theoretical results. 
Measurements were made for normal incidence of hydrogen ions on Au, Ag, and 
Nb. The results agree with experimental results obtained at higher incident 
energies and åre in fair agreement with various theoretical predictions. 
The empirical rule that the energy reflection coefficients only depend on the 
material through the reduced energy is well corroborated; although some metals, 
such as Nb and also Ho and Ta, deviate from this rule for some reason or other. 
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Fig. 21 SEE-coefficient and reflection 
coefficient for normal incidence of 
600 eJ electrons on thin films of 
solid D, deposited on Au substrate. 
2.3 On the range of keV electrons in solid hydrogens 
(J. Schou and H. Sørensen) 
Secondary electron emission was studied for 0.5-3 keV electrons incident 
normally on thin films of solid H_ and D. deposited on a Au-substrate. The 
SEE-coefficients determined for 600 eV electrons incident on D. films of 
varying thicknesses are shown in fig. 21. The secondary electrons are divided 
into two groups, the true secondary electrons with energies around a few 
eV (coefficient 5), and the back-scattered electrons with energies up to 
that of the primary electrons (coefficient n)• H is apparently zero for 
a thick film, i.e. for solid D_. The back-scattered electrons that appear from 
a thin film are thus electrons that are back-scattered from the substrate. 
For 600 eV electrons n « 0 at a thickness of 330 A. The range of 600 eV elec-
trons in solid D- is thus 660 A. If we take into account the shape of the 
range-versus-energy curve and the loss at the reflection from the substrate, 
the range becomes 2.2 * 330 A rather than 2 * 330 A. From such measurements 
we have estimated the range of electrons in solid H, and D- as shown in fig. 22. 
The ranges agree as expected since the stopping is purely electronic. 
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Fig. 22 Range of electrons in solid H 
and D,. The solid line corresponds 
to the analytical expressions given 
in the text (eq.4). 
-The ranges R are approximately 
ft 
= 5.32 x 1017En molecules/cm2 (4), 
where n = 1.96, and E is given in keV. There is reasonable agreement with 
theoretical predictions of the stopping power dE/dR and with theoretical 
predictions cf the range for electrons in H-. 
Figure 21 shows tli*t 5 decreases strongly from a pure substrate to a film 
of 50 A. The range of the secondary electrons from the substrate is apparent-
ly quite small, less than 50 A. The escape depth for secondary electrons 
from solid D is thus quite small, agreeing with the observation that the 
SEE coefficient is small. It is possible to obtain further information from 
the data shown in fig. 21. SEE-coefficients can thus be obtained for solid 
H and D , and the results agree well with the earlier measurements (Sørensen 
1975). It is also possible to determine 5 and n for pure Au. The n-values 
agree well with other published data, but the 5-values are too small because 
the Au surface is not pure enough. Finally, it is possible to divide the true 
secondary electrons into two groups, one of constant size caused by the in-
cident beam and one of varying size caused by the back-scattered electrons. 
From this, we can obtain an estimat« of the number of secondary electrons 
that appear in the forward direction of a beam. 
2.4 Strong turbulence in magnetized plasmas 
(CH. Tchen, H.L. Pécseli, and S.E. Larsen) 
Turbulent fluctuations in a plasma confined by a strong homogeneous magnetic 
field are considered while applying & fluid description in which the turbu-
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lent spectrum is divided into subranges: Mean gradients of velocity and 
density excite turbulent motions and constitute a source in the production 
subrange. The spectra of velocity and potential fluctuations interact in 
the coupling subrange, and the energy is transferred along the spectrum in 
the inertia subrange to be ultimately dissipated in a dissipation subrange. 
Applying the method of cascade decomposition, we obtain the spectral laws 
-3 -3 -2 -3 -5 -3/2 
k , k , k for the velocity fluctuations and k , k , k for the 
potential fluctuations in the production, coupling and inertia subranges, 
respectively. The Bohm diffusion coefficient is also recovered. Good agree-
ment is found with measured power laws reported in the literature. The 
theory also gives information on the parameter dependence of the turbulent 
fluctuations, i.e. the dependence on the ion cyclotron frequency, ion and 
electron temperatures and other relevant parameters. 
2.5 A nonlinear SchrSdinger equation for Langmuir waves including ion dynamics 
(K.B. Oysthe (The Auroral Observatory IMR, University of Tromsø, Norway) and 
H.L. Pécseli) 
A nonlinear Schrodinger (NLS) equation for Langmuir waves is derived using 
fluid equations for the electrons, while the ions are described by a) fluid 
equations and b) the Vlasov equation. The resulting equations are rela-
tively simple, though still fairly general and, for instance, the nonlinear 
frequency shift for Langmuir waves'"is readily obtained. It is found that in 
the case where the Vlasov equation is used to describe the ion dynamics, a 
Langmuir wave will always be modulationally unstable in contrast to the case 
where a fluid picture is applied. The physical mechanism behind this differ-
ence may be explained by an analogy to instability caused by dissipation in 
plasmas carrying negative energy waves. In the case we consider, the dissi-
pative agency is ion Landau damping. Pilamentation, being a limiting case of 
a modulational instability, is included in the analysis. He believe that our 
results may be important, for instance, for electron waves propagating in a 
Double-Plasma device. 
2.6 Stationary density variation produced by a standing plasma wave 
(P. Michelsen, H.L. Pécseli, J. Juul Rasmussen, and N. Sato (Tohoku University, 
Japan)) 
Stationary density perturbations produced by standing electron plasma waves 
are investigated. By the excitation of two oppositely propagating electron 
waves in a Q-machine plasma, we produced a standing wave. This wave gives 
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rise to steady-state ponderomotive forces acting predominantly on the elec-
trons. The resulting steady-state electron density variation gives rise to 
electric fields, which in turn affect the ion dynamics. Qualitative agree-
ment with theory is obtained. Since reflection of electron waves is very dif-
ficult to avoid, most experiments involving this wave type will experience 
a standing electron wave component. Me therefore believe that the stationary 
perturbations we observed are present in several other experiments. 
2.7 Stability of ion cyclotron waves versus electron temperature 
(P. Michelsen, H.L. Pécseli, and J. Juul Rasmussen) 
The ion-beam-excited, electrostatic, ion cyclotron instability is one of the 
microscopic instabilities that may accompany neutral beam injection in toroi-
dal devices. Partly for this reason, considerable efforts are made in order 
to investigate this instability. Ion cyclotron oscillations excited by drift-
ing electrons were investigated several years ago by Motley and O'Angelo 
(1963). A later experiment showed that the critical beam drift increased with 
increasing electron temperature in contradiction to theoretical predictions. 
He therefore found it interesting to investigate the instability criterion 
for the ion-beam-excited counterpart of this instability for varying electron 
temperatures and to compare it with existing theories. 
Pig.23 TIM electron teaperature versus 
bea» energy giving Marginal stability. 
The solid line is the theoretical curve 
for the case where the parameters of 
the beaa are equal to those of the 
bulk plasaa. 7 Na-beaa in a Na-plasaa 
and o Na-beas in a Cs-plasaa. 
The ion beam passing through the Q-machine plasma is produced by an ion beam 
emitter previously described by Michelsen et al. (1975). The electron tempera-
ture was increased by microwave heating. The main result is displayed in 
fig. 23, which shows the electron temperature necessary to make the plasaa un-
stable at a certain ion beam velocity. As may be noticed, these measurements 
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imply that the necessary electron temperature decreases with increasing beam 
velocity. The solid line is calculated for a case where the parameters of the 
beam, such as densities and temperatures, are equal to those of the bulk 
plasma, which is almost the case in the Na-plasma. 
Stabilization of the cyclotron instability is, of course, an interesting sub-
ject. Therefore an investigation was started on the effect of applying a high-
frequency field to the unstable plasma. Preliminary results indicate that it 
is possible to stabilize the instability under certain circumstances. 
2.8 Ion-acoustic waves in the presence of electron plasma waves 
(P. Michelsen, H.L. Pécseli, and J. T-aul Rascussen) 
The influence of short-wavelength electron plasma waves on the propagation 
properties of ion-acoustic waves was investigated in the Q-machine plasma. 
Mien the two waves were excited simultaneously (the ion-acoustic wave by 
means of a grid and the electron wave by means of a single wire probe), the 
electron plasma wave became amplitude-modulated. The spatial variation of 
the electric field of the electron wave gives rise to a ponderomotive force 
on the electrons. Xn the present case, where the modulation was out of phase 
with the ion acoustic wave, the ponderomotive force hinders the electron 
motion from crest to trough of the ion wave, and thus counteracts the ther-
mal pressure, giving rise to a decreased effective electron temperature. The 
electron waves will therefore decrease the phase velocity and damping length 
of the ion-acoustic waves, as was clearly demonstrated by measurements of 
the phase velocity and damping length for the ion-acoustic waves in the pres-
ence of electron plasma waves over a wide parameter range. The experimental 
results are supported by theoretical considerations based on a simple model 
similar to that suggested by Vedenov et al. (1967). The practicability of 
decreasing the effective electron temperature by electron plasma waves gives 
the possibility of stabilizing certain low frequency instabilities, such as 
the ion-acoustic instability that may result from double-humped ion velocity 
distributions (Pécseli 1975). 
2.9 Non-linear electron plasma waves in a plasma wave guide 
(J. Juul Rasmussen) 
Electron plasma waves propagating along the strong magnetic field in a Q-
machine can approximately be described by the dispersion relation for elec-
tron waves in a plasma-filled wave guide in a strong magnetic field (Trivel-
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piece and Gould (1959), Barrett et al. (1968)). We made a theoretical study 
of the long-time evolution of the lowest order electron plasma mode propa-
gating in a cold plasma inside a circular wave guide immersed in an infinite 
axial magnetic field. The basic equation is derived by combining Maxwell's 
equation with the fluid equations assuming the ions to form an unperturbed 
neutralizing background. To obtain the long-time behaviour of the waves, we 
used the method of Kakutani and Sugimoto (1974) based on the Krylov-
Bogoliubov-Mitropolsky perturbation method. By means of this method the so-
called non-linear Schrodinger equation, governing the long-time slow modula-
tion of the wave amplitude, was derived. From this equation the electron plasma 
wave was found to be modulationally instable for wave numbers larger than a 
critical value k = 5.3/r , where r is the radius in the wave guide. However, 
c o o 
frem an estimate of the growth rate of this instability, we conclude that 
it will be very difficult to observe it experimentally, at least in a typical 
Q-machine plasma. 
2.10 Ion-acoustic instability in the presence of high frequency oscillations* 
(J. Juul Rasmussen, D. Sandu, (Al.I. Cuza University, Zasi, Rumania), and R. 
Schrittwieser (Institute cf Theoretical Physics, University of Innsbruck, 
Austria)) 
We investigated the influence of high-frequency electron oscillations on a 
standing ion-acoustic wave instability excited by a positive-biased grid in-
serted perpendicularly to the plasma column of a single-ended Q-machine 
(Sato et al. 1976). The high frequency signal in the frequency range (0.1-
70 MHz) was superimposed upon the grid bias by making appropriate matching 
conditions. For relatively small amplitudes of the high-frequency oscillations, 
we found an effective suppression of the instability accompanied by a decrease 
in the instability frequency. This suggests that the electron wave reduces 
the phase velocity of the instability (the wave length is fixed by the ge-
ometry) resulting in an increased ion-Landau damping that will cancel the 
growth. For higher amplitudes of the high-frequency oscillation, however, 
strong destabilization occurred in connection with an increase in the insta-
bility frequency. The destabilization was found to occur simultaneously with 
an increase in the electron temperature as measured by a heated Langmuir 
probe. 
* Work performed during a visit to the Institute of Theoretical Physics, Uni-
versity of Innsbruck, Austria and supported by "Osterreichischer Fonds zur 
Forderung der Wissenschaftlichen Forschung" under grants Nos. 2781 and 1458 
and by "Jubilaumsfonds der Osterreichischen Nationalbank" under grant No. 858. 
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2.11 DANTE (Danish Toka-iiak Experiment) 
(V. Andersen, P. Nielsen, and A.H. Sillesen) 
In the past year work was initiated on the construction of a new experiment 
for pellet ablation st dies and on redevelopment of appropriate diagnostics 
for this experiment. Previous ablation studies were performed in the Puffa-
tron plasma, which is characterised by high ion temperature, low electron-
temperature, and short duration of the interaction period. The new experiment 
is a small Tokamak that is expected to give a high electron temperature and 
a long period of pellet-plasma interaction. The plasma conditions in the new 
experiment are closer to the conditions we expect to find in a fur '.on reactor 
and, naturally, closer to conditions in larger existing Tokamaks, for which 
this work may also be of relevance. 
The Tokamak consists basically of a rectangular transformer yoke with a satu-
ration flux of approximately 0.15 Vs and of a stainless steel vacuum chamber. 
The plasma in the vacuum chamber is wound one turn around one leg of the 
Fig. 24 A mod*;', of the Danish Tokamak "DANTE". 
transformer yoke, the plasma being the secondary winding. Current is induced 
in the plasma from a capacitor bank through a 40-turn primary winding. Direct-
ly on to the vacuum chamber are wound four layers of 144 turns of copper wire 
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(1.15 cm cross section). This coil is energized by a submarine lead-acid 
battery (7 kA), producing a toroidal magnetic field strength of 0.8 T. The 
transformer is powered by a fast and a slow capacitor bank. The fast bank 
is made from the old shock bank and provides ionization and current rise. 
The slow bank is a 50 kJ electrolytic capacitor bank, to be used for main-
taining current and for plasma positioning. 
The Tokamak experiment will make use of diagnostic techniques and equipment 
available from previous plasma experiments, such as probes and charge-exchange 
measurements. We are presently working on modifications and on the development 
of other diagnostics techniques as well. 
To determine the plasma density a technique using the He-Ne interferometer 
is being developed. The interferometer was previously used on the Puffatron 
to measure line-densities (/n(l)dl), but the mechanical stability of this 
system limits the duration of experiments to less than 1 ms. Since the 
refractive index of the plasma is proportional to the wavelength squared, 
it is in principle possible to use the red line (0.6328 pm) of the He-Ne 
laser to monitor mechanical changes and use the infrared line (3.39 pm) to 
monitor changes in the plasma line density. Unfortunately, the two laser 
transitions both decay from the Ne 3 S level, which means that they modulate 
each other as the two signals produce fringes. To overcome this problem, we 
have attempted to alternate the lasing action between 3.39 ym and 0.6328 pm. 
This can be done by introducing a spatially inhomogeneous Zeemann splitting 
of the infrared line. The technique is promising, and we expect the system to 
be operable when "Dante" starts. Alternatively, we may find that an air-sus-
pended inertial system may show sufficient stability so that a simpler cor-
rection system than that described above can be used. This alternative is 
also under investigation. 
The plasma temperature may be measured by Thomson scattering of ruby laser 
light. The ruby laser built for the puffatron should be adequate for this 
purpose. Laser scattering gives a local measurement in space and time of 
electron temperature and density. By measuring the energy spectrum of the 
emitted bremsstrahlung, however, it is possible to obtain time-resolved 
information on the electron temperature. We plan to measure the X-ray 
spectrum in the range 1 keV-50 keV using a Si-diode as detector. The energy 
of individual photons is determined from pulse-height analysis. Because the 
minimum energy detectable by this method is ^  1 keV, we measure the tail 
of the electron distribution (T = 200-500 eV). The tail temperature may 
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be different front the bulk temperature as measured by Thomson scattering. 
Nevertheless, the X-ray technique is very useful because it is easier to use. 
The X-ray technique may also be used in the study of magneto-hydro-dynamic 
instabilities in the plasma, a very important application for understanding 
the disruptive instability. 
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3. NUCLEAR SPECTROSCOPY 
Work on nuclear spectroscopy was concentrated on problems relating to fission. 
Experimental activities were brought to an end in April 1976. 
3.1 Fine structure in the mass distribution of fission fragments 
(C.J. Christensen and V. Andersen) 
252 
The mass distribution of fragments from the fission of Cf was studied. 
It is well known that a double time-of-flight measurement of the pre-fission 
masses is inherently more precise than a double energy method. In order to 
obtain good accuracy in a simple set-up, a special mixed method was devel-
oped. Detecting the two fragments in each of two solid state detectors, the 
two deposited energies and the time difference between the two detector pulses 
are recorded. It can be shown that for pre-fission masses of the two fragments 
M and M : 
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Fig. 25 The fragment mass has been deter-
T 
mined by flight-time difference (M ) 
and by double energy measurement (M ) 
of the fragments. The difference be-
tween these masses - which is nearly 
proportional to the difference be-
tween the number of neutrons evaporated 
from the fission fragments (u -v ) -
is given as function of the mass for 
low, medium, and high total kinetic 
energy. 
where AT is the measured flight-time difference, while T + T is evaluated 
from the simultaneous double energy measurement. In order to obtain a given 
accuracy 6M, only the measurement of AT is critical, and this method there-
fore gives the advantages of the double velocity method without requiring a 
start detector. 
The mass (M ) determined in this way can be compared to the conventional 
double-energy-mass (M ) as seen in fig. 25, which shows the difference 
- 60 -
M - MT as a function of mass for high« medium or low total kinetic energy of 
the fragments. This difference can be shown to be proportional to (w2-v.) 
where the v's are the numbers of neutrons evaporated from the fragments. The 
observed saw-tooth shape (fig. 25) could be improved by using a thinner 
source backing. The data are being analyzed to find the mass distributions. 
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4. METEOROLOGY 
The meteorology section is primarily engaged in studies of the planetary 
boundary layer. The work can be roughly classified as follows: micro-
meteorological research (4.1), climatological investigations (4.2-4.3), 
development of meteorological instruments (4.4), and applied meteorology 
(4.5-4.8). 
Micrometeorological research aims at descriptions of the structure of 
atmospheric turbulence and its dependence on external parameters, such as 
surface characteristics and the synoptic weather situation. An important 
goal is parameterization of the transport properties of atmospheric turbu-
lence, so that the planetary boundary layer can be realistically incorpo-
rated in numerical weather prediction schemes. 
At Risø a 120 m tower is available for experimental work. Meteorological 
variables such as wind speed and direction, temperature and humidity are 
measured routinely at a number of heights. As a result of the measurements, 
data records are available containing 18 years of hourly readings. These 
records arp used extensively by the section as well as by others. 
For field experiments, the section has at its disposal a 50 mobile tower, 
a data acquisition system installed in a van. and a telemetry system. The 
digital data system is capable of sampling 60 signals simultaneously at a 
rate of 200 times per second, and the telemetry system can transmit 32 
channels over essentially line-of-sight distances up to more than 50 km 
at a rate of 25000 8-bit numbers per second. An experimental study is in 
progress of the influence of abrupt changes in surface roughness on the 
flow immediately above the surface. Three instrumental towers are situated 
along a line running inland at a right angle to the western shore of the 
Roskilde fjord. Work was continued on a high-resolution model of the plane-
tary boundary layer suitable for use with mesoscale dynamic models (4.1). 
The analysis of climatologicaj. data from Greenland, Risø, and other locations 
in Denmark was continued (4.2-4.3). The meteorology section now operates 
about 20 automatic meteorological observatories, of which six in North Green-
land are operated jointly with the Danish Meteorological Institute. 
Work was continued on the development and testing of meteorological instru-
ments and equipment (4.2, 4.4) including the investigation of cup anemometer 
overspeeding, testing c>' cross-wind laser anemometers, design of wind direc-
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tion variance sensors, and the development of methods for dynamic calibration 
of fine-wire resistance thermometers. Remote sensing is a Measuring technique 
of increasing interest. A monostatic acoustic sounder was operated continuously 
for »ore than two years at the Ris« site. In addition to this instrument a bi-
static acoustic sounder was recently brought into operation. 
4.1 Numerical modelling of the planetary boundary layer 
(N.E. Busch, C.J. Christensen, E.L. Petersen, R.A. Anthes*. and S.H. Chang* 
(•Pennsylvania Stats University, U.S.A.)) 
The major sink of momentum and the sources of heat and moisture are at the 
earth-atmosphere interface. The vertical fluxes of momentum, heat and moisture 
are therefore usually largest in the planetary boundary layer (PBL), and 
considerable effort has been directed toward the understanding of this rela-
tively thin layer next to the earth's surface. Many PBL-models of varying com-
plexity have been developed with the purpose of studying tiie details of the 
physical processes in this layer alone. However, the treatment of the PBL 
plays an important role in numerical modelling of mesoscale or large-scale 
atmospheric phenomena. In such models the behaviour of the PBL itself is 
often of secondary interest? what is required is an adequate representation 
of the coupling between the PBL and the atmospheric flow in the rest of the 
model. 
If the detailed structure of the PBL (fig. 26) is important in the dynamical 
model, the turbulent fluxes of momentum, heat, and moisture must be resolved 
at several levels within the PBL. The difficulty lies in relating these 
fluxes to the large scale mean variables that are predicted by the model. 
Fig. 26 The tine variation of the cross-
isobaric flow at heights of 10, 110, 
410, and 81C m. During the day when 
the vertical mixing is strong, the di-
rectional wind shear is saall. As the 
PBL becomes stable, the wind above 
410 m veers toward the geostrophic wind 
direction when the downward aonent'jm 
transfer is reduced, "he wind below 
410 a, deprived of downward amentum 
transfer fros higher levels, backs 
toward a larger cross-isobarIc flow 
angle. 
I i _i 1 i 4 1- _.. J 1 . _i .k._ 
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Two types of closure have been attempted. Host investigations have utilized 
first-order closure schemes, which relate the turbulent fluxes to gradients 
of the mean quantities through eddy coefficients. These schemes are economi-
cal, but suffer from the absence of an accepted formulation of the diffusi-
vi ties that apply under general conditions. Recently attempts were made 
to develop higher-order closure schemes. The closure problem in these schemes 
is the modelling of the third-order moments. Although the second-order 
closure schemes are intellectually appealing, they need further developing 
for use in large scale dynamical models. At present, the second order 
closure schemes are controversial, and a large number of constants remain 
to be determined. A practical limitation is the amount of computer time and 
storage necessary for these schemes. 
The hurricane is one phenomenon that is strongly dependent not only on the 
gross effects of the PBL, but probably also on the details of the boundary 
layer structure. It is in the hurricane boundary layer that friction de-
stroys the gradient wind balance and produces the inflow branch of the 
circulation. This inflow produces the tangential circulation through conser-
vation of the angular momentum and provides the convergence of water vapor 
that supports the cumulus convection. Thus, in contrast to many other atmos-
pheric phenomena, in which the boundary layer effects are secondary in 
importance, the boundary layer is critical for the development and maintenance 
of the hurricane. 
We first define a mixing length, X, which is the scale of the energy-contain-
ing eddies, by 
2 _ .2 |3v,2 _ „ ,dvi 
where u# is the local friction velocity. We then propose a prognostic equa-
tion for X based on simple intuitive ideas. In this model, the rate of change 
of the mixing length is assumed to be proportional to (A -A) where A is the 
actual value of the mixing length, and A is the value A would attain if the 
s 
boundary conditions (including the geostrophic wind) were kept constant at 
any given time. Furthermore, the time scale for the change of the size of 
the energy-containing eddies is assumed to be inversely proportional to the 
strength of the mixing characterized by the local friction velocity u4 and 
the convective velocity, w*, where 
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w, = (^-w'T* h ) 1 / 3 
o 
and h is the height of the PBL. The prognostic equation for X is then 
3X X -X 
s 
a- w l 2 _,_ 2,1/2' 3t aX/lu^ + w+J 
In general, X will be a slowly varying function of time and will depend on 
s 
the past history of the flow field. Here we shall assume that 
A
 = IT U ~ h for z < h* , s <p h m 
X = X for z < h' , 
S o 
where h' Cv> h) is the height at which X = X_, a residual mixing length 
s B 
which accounts for the slight mixing above the PBL. 
The definition of the mixing length is of course somewhat arbitrary and may 
lead(J.W. Deardorff, private communication) to over-estimation of the wind 
shear, especially in weak wind and strong heating conditions. Under these 
conditions, it would be more satisfactory to define the mixing length in 
terms of the turbulent energy, e 
2 _ . . 1/2 ,3v i _ „ |3v, 
uÉ = bXe ]•=— = K hr— 
where b is a constant and 
1 — — 
e =
 2 u i u i ' 
The expression for K would then be obtained from the turbulent energy 
m 
equation which for horizontal homogeneity may be written in the form 
3F* b e M^ T r 3 i - A - T ) ' 
o m bA 
where we have assumed that the dissipation rate e may be approximated 
by 
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e = A X . 
and that the divergence of the vertical flux of turbulent energy is negli-
gible compared to the other terms. Neglecting the time-dependent term, -r— , 
we obtain 
-1/2 .3/2 ,2 ,|3v,2 g_ *h 30.1/2 
K. = A b A ( •»— - ft - 5"~' 
m ' 3z' T K dz 
o m 
2 £ 
Under neutral conditions, K should be given by K = X l-r— |, which implies that 
m m 3z 
b = A 
This planetary boundary layer parameterization (Busch et al. 1974, 1975, and 
1976) was incorporated into an axisymmetric hurricane model. The basic equa-
tions are identical to those of Anthes (1971) with the radius (R) and sigma 
(O) as the two spatial coordinates. Use is made of Kuo's (1974) modified 
cumulus parameterization, in which the latent heat released by the convective 
cumulus clouds is parameterized based on the boundary layer water vapor con-
vergence and the environment conditional instability. The horizontal resolu-
tion is 60 km from radius 0 to 1000 km; the grid size is then stretched from 
radii 1000 km to 3000 km so that the influence of the lateral boundary con-
ditions is reduced to a minimum. There are 9 layers in the vertical with 5 
layers in the lowest 1 km. Since the basic equations are written in momentum 
flux form, the mass and momentum data points are staggered in the horizontal, 
so that the finite differencing forms conserve momentum and mass. The prognostic 
and the diagnostic quantities are also staggered in the vertical to avoid 
loss of accuracy through interpolations. The model is initialized with a 
weak vortex and a weak warm core. The initial momentum field is in gradient 
balance with the mass field. Then, the model is integrated by a center-in-
time scheme. Before the model storm reaches a steady state at 96 h, it ex-
periences an initial filling stage due to friction and horizontal diffusion 
in the first 24 h, and a fast deepening state owing to the organized convec-
tions between 48 \ 72 h. 
Figure 27 shows the steady-state solution of the radial and tangential vel-
ocities, respectively. The inflow, as well as the subgradient tangential 
flow, is confined in the PBL. Very large wind shear is found at the top of 
the PBL where the maximum wind speed is reached. The vertical velocity field 
shows a strong and rather concentrated "eye wall" convective region. The 
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rig. 27 Steady-state solution of the 
radial and tangential velocities ia an 
axisymætric aodel-hurricane. The ver-
tical coordinate is pressure norma-
lized by Means of the surface pressure. 
downward motion prevails in most of the model domain outside the concentrated 
convection area. The relative humidity field shows high relative humidities 
in the PBL and the outflow skirt, a rather humid convective core, and a very 
dry region in the downdraft area. There is a sharp humidity gradient across 
the PBL top. Since the vertical mixing in the PBL tends to homogenize the 
mixing ratio and the potential temperature, the relative humidity increases 
with height in the PBL. 
As summarized by Anthes (1974), the model hurricanes are in general very 
sensitive to the changes of the ocean surface temperature. A change of 1 C 
results in a 50% change of the maximum wind. In addition, the response to 
the changed ocean temperature taxes place immediately after the temperature 
change. The rate of change is fastest in the first few hours after the 
change. Contrary to these findings, our model hurricane shows a rather slow 
response to the change of ocean temperature. In addition, the change from the 
steady state does not take place until 12-14 h after the ocean temperature 
changes. 
In an experiment in which the ocean temperature is lowered by 1 C, the kinetic 
energy budget shows an immediate decrease of the frictional dissipation rate. 
The low surface wind along with the development of a low level jet suggests 
a decoupling of the storm from the ocean surface. The water vapor budget 
also shows an immediate decrease of the evaporation. However, the effect of 
this decrease in latent energy supply is not felt for the first 6 h after the 
change of ocean temperature, as shown by the fact that no significant decrease 
of storm intensity is detected. Presumably the decrease of frictional 
dissipation is large enough to allow the storm to maintain its intensity for 
several hours in spite of the reduction of the vapor supply. The storm 
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intensity is rapidly reduced 12 h after the ocean temperature change by the 
decreased evaporation and decreased horizontal advection. 
Various observations and Model studies suggest that the ocean temperature is 
easily reduced by 1 C in 12 h by mechanical mixing under hurricane influence. 
The fact that hurricanes are not weakened as they pass over a constantly 
cooled ocean substantiates our finding that the time-scale for frictional 
dissipation to decrease is shorter than the time-scale for the reduction in 
water vapor supply to be felt. Under typical conditions, the intensity of a 
fast translating hurricane may not be affected by the cooled ocean surface at 
all. Further experiments with a coupled ocean-hurricane model suggest that 
the storm weakening is further reduced by ocean feedback. 
The result from an experiment in which the ocean temperature was increased by 
o 
1 C supports our postulation that the time-scale for the frictional dissi-
pation to increase is shorter than the time-scale for the convective heating 
to enhance. If hurricanes remain for a long period of time over warmer oceans, 
then explosive intensifications (Namias 1973) are possible. 
4.2 Wind-direction measurements at the Risø tower 
(N.E. Busch, P. Dorph-Petersen, C.J. Christensen, and L. Kristensen) 
Hind direction is measured by means of sensors developed at Risø. The vane 
(fig.28) is made of a styrofoam plate (0.7 * 10 * 20 cm) and it is very 
similar to the vane described by Larsen and Busch (1974). The signal output 
from the sensor consists of two analogue signals, sine and cosine of the 
wind direction. The two signals are averaged over 10 minutes and recorded. 
The mean wind is determined from the ratio between the mean value of sine and 
the mean value of the cosine of the direction and their signs. Apart from 
solving the classical 360 -0 discontinuity problem when averaging wind 
direction signals, this method of recording the wind direction has proved 
to be very reliable. 
For wind speeds higher than approximately 5 m/s, the sensor response to the 
fluctuating wind may be considered as a second-order linear low-pass filter, 
H(k), with a constant damping ratio of 0.45 and a distance constant 
i * 30 cm/rad corresponding to a natural wavelength close to 2m. In order 
° 2 
to estimate how much of the wind direction variance a is suppressed by the 
sensor, three different energy spectra were used to describe the distribution 
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Fig. 28 The Ris« wind-direction sensor 
mounted in the Risø mast. 
of the variance on frequencies. The three spectra are 
2 
, , . , 1 °D
 M 3 ik i. - 5 / 3 
Vk ) =? r (1 + 1 lip* 
1 o o 
2 
A , u 1 ° D , , ^ 3 , k ^ " 5 / 6 J 
*2
(k) = i r r (1 + 1 ^ > ' a n d 
2 o o 
Vk ) = I 7 J T ' r ' 4ko 
3 o o 
where k is the characteristic wave number for the direction fluctuations and 
o 
I. (i = 1,2,3) is the normalization constant, defined so that the areas under 
1
 2 2 
the spectra are equal to the variance. Figure 29 shows the ratio o./a 
(i = 1,2,3) between the variance as seen by the sensor and the true variance 
plotted as function of the dimensionless quantity i k . The ratio is given by 
„
2/n2 
ai/C7D 
HdcX^UOdk/ <J>. (k)dk. 
We conclude from the results shown on fig. 29 that the sensor is able to retain 
more than 90% of the variance of the ratio between the sensor's natural wave-
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length and the size of the energy-containing eddies is smaller than 0.1. Usu-
ally this ratio is less than 0.06, as under most circumstances k is less than 
o 
0.002 rad/cm, corresponding to energy-containing eddies larger than 30 m. 
2 
The variance 0 of the wind direction D is a decisive parameter for the 
down-stream dilution in connection with atmospheric dispersion of pollutants. 
In fact, experience and theoretical considerations show that the transverse 
dimensions a of a plume from a point source may be written as a function of 
the wind speed U, the down-stream distance from the source x, the duration t 
of the observation of the plume, and the root mean square of the wind direc-
tion, i.e. a = a F(U,x,t). Consequently, a climatological record of wind 
direction variances at sites where air pollution is studied can be useful. 
£ i—r T M u m — i i i m m — r 
Fig. 29 The ratio 0. /a as function of 
—
a
 1 D 
i k . The three lower curves corre-
o o 
spond to the Risø wind-direction sensor 
for the three different spectrai ex-
pressions ^(k), <t>2(k), and $3<k). The 
upper curve shows fir comparison 
2 
°\ / ° D 2 t o r a wind-direction sensor, 
which is commonly used in Denmark. 
This sensor has the damping ratio 0.2. 
Since January 1975, O at 76 m on the Risø has been measured and recorded by 
means of analogue variance meters. The instantaneous signals sinO and cosD 
from the sensor are inputs tc. two variance meters. The signal processing 
consists of a first order high-pass analogue filtering with a time constant 
2 2 
RC followed by a squaring. The sum of the variances o _ and a . „ i s set 
~ cosD sinD 
equal to o . This approximation is probably correct within 10%, if CJ is less 
than 25°. 
It was pointed out by Camuffo (1976) that the mean values of cosD and sinD 
contain information about the wind direction variance. Therefore, let us 
evaluate the mean values of cosD and sinD. We have 
<cosD> = <cos(<D> + (D- <D>))> 
^ cos(<D>)x[l - 1/2<(D- D>) >] + sin(<D>)x[<D-<D>)>] 
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^ cos(<D>)x(l - l/2a). 
Similarly, <sinD> ^ sin<D>)x(l - l/2a ) , and therefore 
2 2 2 
a = l-(<cosD> + <sinD> ). 
The two different ways of obtaining the variance of the wind direction fluc-
tuations correspond to observing the direction energy spectrum through two 
different high-pass filters. The variance meter high-pass filter function is 
0.00 0.01 0.02 003 0.04 
CYCLIC FREQUENCY (rod/s) 
Fig. 20 The two hx^h-pass filter fu 
tions H (RC,u) for RC = 100 s and 
T = 600 s. 
H^RC.w) (ROD)' 
(l+(RCu>) ) 
, where RC = 100 s. 
The high-pass filter, which is based directly on the lO-minute averages of 
cosD and sinD, is described by 
H0(T, ) = 1- | 
sinioff2 I 2 
t ^ 
, where T = 600 s. 
to denotes the cyclic frequency in both formulas. H (RC,UJ) and H (T,w) are 
displayed in fig. 30. Note that H (T,CJ) retains more variance than H (RC,u>) , 
and that application of the last-described method usinc, H (T,OJ) gives a 
possibility of obtaining variances corresponding to longer averaging times 
than 600 s, since determination of <cosD' and <sinD> and thereby <D>, corre-
sponds to low-pass filtering of the direction signal with the filter 
- 71 -
sin-rUTT -»2 
* • 
1 - H2(T.0J). 
A comparison between the two variance determinations has just begun. Figure 
31 shows an example. We see that the method suggested by Camuffo (1976) 
gives approximately twice as much variance as the method based on variance 
meters. Apart from this, the agreement between the two time-traces seems 
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tracks showing the direction variance a determined by the 
method suggested by Camuffo (197S) and the direction variance '- determined 
by means of variance meters. Scales are given to the left. The wind speed U 
and the direction D are also shown. 
.extremely good. The difference in signal size can - in part - be explained 
in terms of the difference between the two filter functions. A detailed 
study of this point is being carried out. 
The sine-cosine method has proved convenient to overcome the 360 -0 dis-
continuity problem. The inconvenience in processing two signals instead of 
one is balanced by the fact that both the mean wind direction and the variance 
can be deduced from the mean values of <cosD> and <sinD>. 
4.3 Climatology of the Horsens fjord area 
(K. Hedegaard and S.E. Larsen) 
Data from climatological stations located 10-15 km away from each other may 
be used to reveal the influences of topographical inhomogeneity upon clima-
tological statistics. Based on data from November 1974 till May 1976 relating 
to two sites in the Horsens fjord area, climatological statistics have shown 
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significant differences in wind direction and wind speed distribution due to 
topographical influence on the jind field. Through analysis of the 24 h har-
monics, the main direction of the land-sea breeze wind field at each section 
was established. The two main directions differed 7 . This can be ascribed 
to the modification by the fjord of the main diurnal thermal field. 
4.4 Cold wire technique 
(N.E. Busch, J. Højstrup, S.E. Larsen, and K. Rasmussen (Technical University 
of Denmark)) 
For measurements of fast temperature fluctuations in the atmosphere, it is 
of importance to know how a non-zero mean flow of air affects the transfer 
function of the temperature sensor. A method was developed to measure the 
transfer function based on the concept of generating temperature fluctuations 
by means of a strong sound field. The configuration chosen for this purpose 
consisted of a special loudspeaker (horn-driver) on to which was mounted a 
brass-tube, 24 mm in diameter and 1 m in length. The other end of the tube 
was terminated by an acoustic resistor, which could be adjusted to present 
a non-reflective termination, and consequently the sound field in the tube 
would be a propagating plane wave. The temperature sensor was mounted 
0 
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2 
= -12 
x 
- -16 I 
y Fig. 32 Modulus and phase of the cold wire temperature sensor transfer func-
tions derived from numerical models. 
The broken lines are for a temperature 
wire in still air. The 3olid lines are 
the transfer function calculated ex-
cluding the boundary layer effect in-
troduced by the prongs. 
halfway between the loudspeaker and the resistor together with a microphone 
and a hot-wire, the latter measuring the flow velocity in the tube. Suction 
was applied near the loudspeaker causing air to flow through the acoustic 
resistor and past the probes. 
The frequency range for this set-up was 40 Hz - 8 kHz with a sound pressure 
level of 130 dB relative to 20 yPa. At zero flow velocity, there is severe 
attenuation at low frequencies caused by the influence of the prongs on to 
which the sensing wire is mounted. At low frequencies, the prongs maintain 
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a constant temperature leading to attenuation of the variational tempera-
ture field in a boundary layer in the vicinity of the prongs. The thickness 
of the boundary layer varies as the square-root of the reciprocal frequency. 
At very low frequencies, the prongs are able to follow the temperature varia-
tions and no such boundary layer exists. Figure 32 shows the transfer func-
tions derived from numerical models with and without the boundary layer ef-
fect. 
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Fig. 33 Measured transfer functions for different wind speeds. It is obvious 
that the boundary layer of the prongs is gradually blown away and loses im-
portance as wind speed increases. 
Figure 33 shows measured transfer functions for different wind speeds. It is 
obvious that the prong boundary layer is gradually blown away and loses im-
portance as the wind speed increases. This leads to the conclusion that, in 
most cases, the prong influence will be negligible for atmospheric measure-
ments, and that the transfer function may be satisfactorily described by the 
model shown by the sclid line in fig. 32. 
4.5 Dynamic windloading 
(N.E. Busch, O. Christensen, S. Frandsen, and M. Nansen Nielsen (Vølund A/S)) 
This project is a joint venture between the Technical University, Risø, and 
Vølund A/S (a manufacture of steel chi. "ys concerning excitation of steel 
chimneys by the natural wind. It is financially supported by the Danish Tech-
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nologicai Council. 
Usually, excitation of building structures is caused by the turbulence of the 
natural wind. The resulting vibrations may be dealt with in a statistical 
sense if the turbulent structure of the wind is known together with the 
response characteristics of the structure. In special cases, however, turbu-
lence plays only a secondary role in the vibration pattern of the structure. 
For instance, if a smooth flow is disturbed by an obstacle with a fairly 
axisymmetric cross section it is well known that vortices are generated in the 
wake of the obstacle and shed periodically downstream alternately from either 
side of the wake. The shedding of a vortex generates a transverse force on the 
obstacle proportional to the vortex strength. The direction of the force is 
determined by the turning direction of the vortex. Hence, an alternating force-
field works on the obstacle periodically, and if the obstacle has a natural fre-
quency equal to the frequency of the vortex shedding, we have a case of 
resonance in which the deflection amplitude depends only on the magnitude 
of the alternating force and the obstacle's ability to damp vibrations. 
At the very lowest Reynolds' numbers (less than approximately 50) such vortex 
shedding is not observed. Above this limit the flow in the wake region will 
become hydrodynamically unstable, and regular vortex shedding occurs. As the 
Reynolds' numbers increase, turbulence begins to dominate the flow pattern 
and destroys the periodicity in the shedding and subsequently resonance is 
presented. Further growth in Reynolds' numbers makes the flow completely tur-
bulent, and the regular shedding of vortexes rebuilds. At low Reynolds' num-
bers, the shedding frequency and the lift-forces depend on the flow velocity 
and a characteristic dimension of the obstacle. At high Reynolds' numbers, 
the structure of the turbulence, for instance described by its macroscale and 
intensity, becomes an additional parameter. 
In the case of a steel chimney exposed to a turbulent wind, the Reynolds' 
number is always high enough for resonance to occur. Now the question is, 
how large are the deflections that a given chimney may be expected to experi-
ence when resonance does occur? This field project aims to answer this ques-
tion in a generalized form through measurements on five specific steel chim-
neys. To enable a generalization, the sites were chosen with respect to a 
broad variation of the fundamental parameters of the problem. Briefly, these 
parameters are: (1) chimney aspect ratio, (2) natural frequencies and 
damping, (3) surface roughness of the surrounding terrain. 
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At each site, the chimney is instrumented with acceleroaeters at its top and 
with straii. gauges close to the foundation. To monitor the wind field, a 48 m 
high tower is erected within a few hundred meters from the chimney. 
The tower is instrumented at five levels with cup anemometers, with thermo-
meters at two levels, with one wind vane, and 10 m above ground with one 
three-dimensional propeller anemometer. All instruments are connected to 
the 60 channel mobile data acquisition system. Depending on the chimney 
dimensions, resonance occurs within a narrow range of mean wind speeds. A 
series of recordings is performed to locate this range. During calm weather a 
special recording is concerned with measurements of structural damping. 
Three sites have been investigated so far. The first site was at Himmelev with 
rather open but hilly surroundings. Here the chimney is 45 m in height and 
1.26 m in diameter. The second site was on the outskirts of the town of Ny-
købing Falster; chimney height 50 m and diameter 2.20 m. Presently, the site 
is at Skjern. The chimney is 45 m high and has a diameter of 1.10 m. The sur-
roundings are flattish farmland with hedgerows. The data obtained are in the 
process of being analyzed. Some partial and interesting results concerning the 
damping have already been achieved. The project terminates at the end of July 
1977. 
4.6 Nuclear meteorology 
(N.E. Busch, L. Kristensen, and E.L. Petersen) 
In the spring of 1976 the Danish Inspectorate of Nuclear Installations re-
quested Risø to assess the consequences on Danish territory of a reactor 
accident at the Swedish nuclear power plant Barsebåck. Work essentially con-
cerned the evaluation of relevant climatological dispersion statistics for 
the area in question. During the year the work was completed and a report 
published (Beregninger af relevante individ- og befolkningsdoser på dansk 
territorium fra hypotetiske kernenedsmeltningsuheld på Barsebåck reaktoren. 
Risø-M-1905, 1977). 
4.7 Determination of atmospheric dispersion in the urban environment by means 
of tracers 
(K. Hedegaard, S.E. Gryning*, and E. Lyck* (*Health Physics Department)) 
Atmospheric dispersion parameters are functions of local parameters, such 
as stability, topography, surface roughness, and release height, but they 
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also depend strongly on the seso- and synoptic-scale flow. The influence 
of the latter is known when carrying out diffusion experiments under station-
ary conditions, and the dependence of the dispersion from local parameters 
may be established. With the support of the Danish Ministry of the Environ-
ment, such diffusion experiments for a diffusion distance of 1-5 km were car-
ried out at the Ris« site (Hedegaard et al. 1976). The m i n purpose was to 
establish experimental procedures For the investigation of diffusion from tall 
stacks in large urban areas. However, for comparison it was found desirable 
to establish a functional relationship between dispersion parameters and 
local meteorological parameters for the Risø site. 
Three of the experiments were analyzed in detail. He found that during un-
stable conditions the variation of the plume width with stability can be de-
scribed by means of a bulk-Richardson-nuaber. Good agreement was found be-
tween the measured plume width and the width as determined from measured tur-
bulence data in connection with statistical diffusion theory. 
4.8 Diffusion over land and over water in near-calm, very-stable conditions 
(L. Kristensen and E.L. Petersen) 
Recent atmospheric diffusion experiments suggest that when dealing with dif-
fusion in very-stable, near-calm conditions, it is necessary to know not only 
the usual quantities required to define the turbulence type, but also to have 
measurements or estimates of horizontal plume meandering. As discussed by, 
for example, Pasquill (1974), there is a close relationship between the dis-
persion properties of the atmosphere and the wind direction fluctuations on 
all scales. The currently used method for estimating plume width do not usua.My 
take into account the effect of the horizontal fluctuations on large scales 
(the meandering effect). As this effect was considered of importance in the 
BarsebSck investigations (section 4.6) it was found reasonable to study it 
in some detail. 
One year of data (1975) from the Risø meteorological mast was searched for 
extended periods (3 hours or more) of high stability and 1"W wind speed 
(Pasquill types F and G). The data consisted of consecutive 10 minute averages 
of wind speed and direction from a height of 117 m. Of the twelve situations 
found, that with the smallest variance of the transverse wind speed was 
estimated to give a dilution of the plume at a distance of 20 tan that is six 
times the dilution predicted by standard methods. 
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In connection with the Barseback investigations, the question was raised 
whether the results from the Risø mast applied to dispersion over water (Øre-
sund) . Therefore a study was made similar to that above, using twelve days of 
8 12 16 20 
HOURS 
Fig. 34 The Bean diurnal variation of the 
temperature IS m above sea level; of 
the temperature difference between 5 and 
15 m; and of the temperature difference 
between 5 m and the water. The data 
were obtained from the Kattegat during 
13 days in May 197 3. 
data from an experiment in the Kattegat (1973). A 40 m tower was erected on 
25 m of water and with a distance of about 20 nautical miles to the nearest 
shore. Results showed that the meandering was just as pronounced as that 
found in the Risø data. The Kattegat data further revealed that much care must 
be taken to judge the stability of the atmosphere over water on the basis of 
the temperature difference between the air and the water. In fact, as can be 
seen from fig. 34, the difference between the air temperature at 15 m and 
5 m has a diurnal variation that is almost the opposite of the variation of 
the air-water temperature difference. A special investigation of this effect 
is being considered. 
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5. LIQUID N AND He PLANT 
The production of liquid N and He amounted to 200000 and 16000 litres re-
spectively. Out of these amounts, 6000 litres of liquid He were delivered to 
laboratories in Copenhagen and Aarhus. 
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6.4 Degrees, students, etc. 
During the period under review a doctoral dissertation entitled "Some inves-
tigations of the ion acoustic wave problem in collisionless plasmas" by 
V.O. Jensen was accepted by the University of Aarhus for public defence. This 
dissertation (Risø Report No. 322 (1976)) is a survey of the studies at Ris« 
of linear ion acoustic waves in a single-ended Q-machine during the period 
1969-1971. 
The following members of staff were awarded of lie. techn. (corresponds to 
a Ph.D.): 
Niels Otto Jensen 
Leif Wagner Jørgensen 
Ole Rathmann 
The following postgraduate-students carried out research, which will lead to 
the degrees of lie. techn. or lie. scient. at the Physics Department: 
Peter Aarosin Hansen (Solid State Physics) 
Ian Utke Hoilmann* (Solid State Physics) 
Jørgen Højstrup (Meteorology) 
Knud Møllenbach (Solid State Physics) 
Jens Juul Rasmussen (Plasma Physics) 
Jørgen Schou (Plasma Physic«;) 
From the University of Copenhagen 
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The following student from the Technical University of Denmark worked on a 
Master's thesis project 
Jan Binding (Plasma Physics) 
During February and September students from the Universities of Aarhus and 
Copenhagen participated in the following laboratory courses. 
1) Neutron Scattering, organized by: P. Aarosin rtansen 
K. Møllenbach, and 
E. Warming 
2) Plasma Physics, organized by: P. Michelsen, H.L. Pécseli, 
and J.J. Rasmussen. 
Three foreign students sponsored by the IAESTE carried our practical work 
at the department as part of their general training. 

- 95 -
7. STAFF OP THE PHYSICS DEPARTMENT 
Head: Hans Bjerrum Møller 
Office Staff: Gerda Stauning, Grethe Sørensen, Alice Thomsen, 
and temporary assistants. 
The sections: 7.1 Solid State Physics 
7.2 Plasma Physics 
7.3 Nuclear Spectroscopy 
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7.5 Liquid N and He Plant 
7.1 Solid State Physics 
Jens Als-Nielsen* 
Ove W. Dietrich 
Jens Gylden Houmann 
Jørgen Kjerns 
Bente Lebech 
Per-Anker Lindgård 
Hans Bjerrum Møller 
Mourits Nielsen 
Hans L. Skriver (from Oct. 1) 
Barbara Szpunar** 
Elisabeth Warming (until Sept. 30) 
Technical staff 
Bjarne Breiting 
Kaj Christensen 
Arent Hansen 
Bent Heiden 
John Z. Jensen 
Louis G. Jensen 
Steen Jørgensen 
Werner Kofoed 
Jens Linderholm 
Jørgen Munck 
Allan Thuesen 
Bent Villumsen 
* On leave at Massachusetts Institute of Technology, Boston, Massachusetts 
** Temporary assistant 
9t> -
Consultants 
Ole Krogh Andersen 
Bronxslaw Buras 
Kim Carneiro 
Rodney M.J. Cotterill* 
A.R. Mackintosh (from Oct. 1) 
?23£E**i*55_5S*?5n£s 
Peter Aarosin Hansen (until July 31) 
Ian Utke Heilmann 
Knud Møllenbach 
i222l£S55_Yi5i£2£5 
John Cooke 
W. Daniels 
William D. Ellenson 
Janos Kollår*** 
Gordon Mackenzie 
John McTague 
Nobuo Niimura 
Uffe K. Poulsen 
Robert W. Youngblood 
Oak Ridge National Laboratory, Tennessee 
University of Delaware, Delaware 
University- of Los Angeles, Los Angeles, California 
Central Research Institute of Physics, 
Budapest, Hungary 
University of Edinburgh, Scotland 
University of California, Los Angeles, California 
Tohoku University, Sendai, Japan 
IS Datacentralen, Copenhagen (on leave) 
Brookhaven National Laboratory, New York 
D. Gldtzel 
R.T. Harley 
B. Harmon 
W. Hayes 
S.N. Lovesey 
K. McZwen 
G.M. Meyer 
G.S. Pawley 
T. Riste 
M. Steiner 
C. Windsor 
Kernforschongsanlage Julich, F.R.G. 
Oxford University, U.K. 
Ames Laboratory-ERDA, Iowa 
Oxford University, U.K. 
ILL, Grenoble, France 
University of Salford, U.K. 
University of Edinburgh, Scotland 
University of Edinburgh, Scotland 
IFA, Kjeller, Norway 
Hahn-Meitner Institut, Berlin, F.R.G. 
AERE Harwell, U.K. 
From the Technical University of Denmark 
++ From the University of Copenhagen 
***IAEA fellow 
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7.2 Plasma Physics 
Scientificstaff 
Verner Andersen 
Che-Ty«n Chang* 
Vagn O. Jensen 
Leif N. Jørgensen (until Jan. 31) 
G 
Otto Kofoed-Hansen (from April 1) 
Poul Michelsen 
Per Nielsen 
Hans Pécseli 
Alfred H. Sillesen 
Hans Sørensen 
Technical staff 
Poul Andersen 
Bengt Hurup Hansen 
Mogens Nielsen 
Arne Nordskov 
John Petersen 
Børge Reher 
Hans Skovgård 
Consultants 
Chan Mou Tenen §§ 
Postgraduate students 
Jens Juul Rasmussen 
Jørgen Schou 
Short-term visitor 
N. Sato Tohoku University, Sendal, Japan 
7.3 Nuclear Spectroscopy 
Scientific staff 
Verner Andersen 
Carl Jørgen Christensen 
Technical staff 
Poul Andersen 
Finn Hansen 
* On leave at the Max Planck Institute, Garching, F.R.G. 
** Until March 31 - staff then transferred to other sections 
§ Also at the Niels Bohr Institute, Copenhagen 
§§ From the City University of New York, New York 
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7.4 Meteorology 
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Technical_staff 
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Gunner Dalsgaard 
Preben Folkj*r** 
Morten Frederiksen 
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Bent Ferdinansen** (until Sept. 30) 
* On leave at the University of Washington, Washington 
** Temporary assistant 
++ 
§§ 
From the Danish Meteorological Institute 
From Oregon State university, Oregon 
From the City University of New York, New York 
** Part time assistant from the Risø Service Department 
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