Abstract. A new Chebyshev collocation algorithm is proposed for the iterative solution of advection-diffusion problems. The main features of the method lie in the original way in which a finite-difference preconditioner is built and in the fact that the solution is collocated on a set of nodes matching the standard Gauss-Lobatto-Chebyshev set only in the case of pure diffusion problems. The key point of the algorithm is the capability of the preconditioner to represent the high-frequency modes when dealing with advection-dominated problems. The basic idea is developed for a one-dimensional case and is extended to two-dimensional problems. A series of numerical experiments is carded out to demonstrate the efficiency of the algorithm. The proposed algorithm can also be used in the context of the incompressible Navier-Stokes equations.
1. Introduction. The need to solve implicit equations is a basic requirement for spectral algorithms. For both steady problems, whose solution is sought through a time marching computation, and for unsteady calculations, spectral methods are often feasible only if an implicit or a semi-implicit procedure is introduced. A typical example is the solution of the unsteady Navier-Stokes equations. Many numerical solution algorithms for this problem consist of an implicit treatment of the diffusive terms in combination with an explicit scheme for the convective terms 1]. This approach results in a severe restriction to the admissible time step when the flow dynamics are dominated by convection. Alternatively, the (linearized) convective terms can be treated implicitly as well, yielding a large admissible time step. As an example of the latter family of methods for the Navier-Stokes equations on a domain f2, we consider the following semidiscretized version of the projection method proposed by Shen [2] . 1 (1) (/n+l b/n) I) / /n+l + (b/n. V)/n+l bn+l, n+l 0, (2) uoa 1 (3) (b/n+l _/n+l) + vtn+l 0, (4) V" un+l 0,
U n+l t O, where u is the velocity, p is an approximation of the pressure, tc is the time step, g is the normal vector to the boundary 0, b is a force vector, and the superscript n represents the time iteration index. Equation (1) is a series of scalar advection-diffusion equations, each one having as unknown a velocity component.
Here, we will focus on a particular algorithmical aspect related to equation (1) , when the spatial operators are discretized by the Chebyshev collocation technique 1]. To this end we *Received by the editors August 13, 1993; accepted for publication (in revised form) March 2, 1995 (6) x 2 + p(x), r b(x) on f2 (-1, 1),
u 0 on 0f2.
The two-dimensional formulation of (6-7) reads Ou Ou (8)
where the given functions p(x), p(x, y), and q(x, y) can be considered as representatives of the velocity field at the previous time step.
The collocation procedure applied to (6)- (7) 2. One-dimensional model. In this paragraph we will give some heuristic considerations to highlight the difficulties that arise when one tries to precondition discrete advection-diffusion systems dominated by the advective terms. The same reasoning will introduce the basic ideas the proposed scheme relies on.
We start considering the one-dimensional case (6)- (7), with the given function p(x) strictly positive on all the domain f2 (-1, + 1 T(x) (sketched in Figure 1) notice that the first-order derivative in the midpoint i is much more accurately approximated (Z'(i) 0) using the values of Z(Xi) and Z(Xi-1). Such a heuristic approach is somehow confirmed by the theorem of Funaro [4] for first-order operators. For advection-diffusion problems, we are therefore induced to believe that the finite-difference preconditioner has to be evaluated on a special "staggered grid," although constructed using data at the GLC nodes.
To set up this staggered grid, first we apply the operator (6) to the polynomial z (x) that mimics the behavior of a high-frequency eigenfunction, and then we compute the zeros {ri of the residual polynomial f (x):
For a purely second-order operator (p(x) 0), the points {ri coincide with the original set of GLC nodes, while for a first-order operator (e 0) they drop on the GLC midpoints {i }. For a general advection-diffusion operator the following estimates hold:
To implement the above theory, a polynomial z(x) has to be found that mimics a highfrequency mode (i.e., z(xi) 0 and z'(xi) close to a local maximum or minimum at the interior collocation nodes xi [3] ). Because our target is the determination of a "staggered grid," which has the same number of nodes as the original Gauss-Lobatto grid, we require that the corresponding function f (x) (see (13)) vanishes once and only once in each interval defined by [i, xi] when p > 0 and [xi, i+1] when p < 0. For the Legendre case, the procedure of determining a function z(x) that respects all the aforementioned requirements is simplified by the possibility of reducing the complexity of the formulation by using the associated SturmLiouville problem [3] . In the Chebyshev case on the contrary, no simplification can be taken on the same side. Moreover, in analogy with the Legendre case, if we let the first-order derivative of the Nth Chebyshev mode play the role of the function z(x), it can be hown that function f (x) does not necessarily present a zero in the required interval [i, X ]. For these reasons we prefer to weaken the condition of z(x) vanishing in the set {xi }. Therefore, like Funaro [3] In Figure 2 , we display the function z (x) and T/v(X). The latter ftmction has {Xl Xs_l} as zeros and represents a high-frequency mode. We see that the zeros of the two polynomials practically coincide.
Based on the arguments presented in this section, we propose to use as a preconditioner the matrix associated with the centered finite-difference approximation to the problem (6)- (7) at the gddpoints {r }. 3 . Two-dimensional formulation. Here, we consider the extension ofthe preconditioner to the two-dimensional problem (8)-(9). The GLC nodes are denoted by (xi, yj) and the midpoints by (i, Oj); cf. simulates a high-frequency mode in two dimensions: (20) z(x,y)=ffTu(x)Tu(y)dxdy.
This function can be regarded as the tensor product of two one-dimensional functions z(x) and z (y). We find for all x, y 6 fl and for all i, j 0 N that Substitution of z(x, y) in the two-dimensional analogue of (13) gives (22) f (x, y) -eAz(x, y) + p(x, y)Zx(X, y) + q(x, y)Zy(X, y).
The zeros {(r/j, vii)} of the function f(x, y) build the finite-difference grid for the preconditioner. In the following, we will assume p and q to be piecewise constant functions. Furthermore, we will focus on a rectangular domain 2ij, ---
Hence, {(rij, vij)} are zeros of f(x, y). Note that f(x, y) is a polynomial of order (N + 1)2, which implies that not all the zeros are found by solving (25)-(26). However, this is not a serious problem, since these additional zeros are not used to build up the finite-difference grid. If p(x, y) assumes the value zero at one point at least in the rectangle f2ij, we will take xi as the x-coordinate of the finite-difference node (analogously for q (x, y)).
4. Algorithmic aspects. We start focusing upon the one-dimensional model equation (6)-(7). The first step consists of determining the zeros of polynomial f(x) (13). The computational cost to solve such a problem should be kept as low as possible. This issue is especially important when the preconditioner is used for nonlinear problems, like the Burgers or Navier-Stokes equations, in which the finite-difference grid has to be computed at each iteration. Therefore, we propose not to solve (13) by an expensive Newton method, as has been proposed by Funaro in [3] . Instead, we replace f(x) by a piecewise parabolic function di(x) on each [i, xi] (when p > 0) or on each [xi, i+1] (when p < 0). The zeros of these parabolas can be found by a simple and cheap formula. In the case of p > 0, we define the parabola di(x) on the interval [/, xi] In this way, the second-order polynomial di has exactly one zero in [i, Xi] . Because our preconditioner is designed for advection-dominated problems, the first-order derivative is matched in i and not in xi (27), yielding a better approximation for the zero which is, in this case, close to i.
Once the zeros {ri (i.e., the "staggered grid") are found, for any we approximate equation (6) with second-order Lagrange polynomials based on the data from three successive Chebyshev nodes xi-1, xi, Xi+l and collocated on the corresponding staggered point zi (see Figure 4) . The general algorithm for the one-dimensional equation (6) with homogeneous Dirichlet boundary conditions (7) reads as follows.
Select a guess solution U .
Compute the zeros {zi of the polynomial f(x) defined in (13). Construct the finite-difference preconditioner I-I as 
W is a mapping operator that interpolates the residual computed on the collocation grid {X to the staggered grid {i and o9 a relaxation factor. At each step a finite-difference problem is solved by inverting a tridiagonal matrix with a fight-hand side that is the "spectral" residual at the previous step interpolated on the staggered grid. Iterate until convergence. The previously described procedure has been extended to the two-dimensional advectiondiffusion equation (8)-(9). Here, the staggered grid is given by the set of points {(r.ij, Oij)} that are always determined as a deviation from the original Gauss-Lobatto grid in terms of the ratio between local advection (p(x, y), q (x, y)), and the diffusion coefficient e. In particular, according to relationships (23) The mapping operator for the two-dimensional case W is now chosen to be the local Taylor series expansion of the residual r(x, y) of the current iteration:
Or Or where the derivatives of the residual r(xi, yj) are "spectrally" computed at the GLC nodes. The finite-difference preconditioner It is now based on a nine-points stencil and is always constructed using second-order Lagrange polynomials. The nine entries of the stencil corresponding to the point (xi, yj) are denoted by h},1) h},9) and are determined by imposing (1)Ui (2) u (3), (35) hi, -1,j-1 + hi,j i,j-1 + hi,j-i+l,j-1 (4) (5) (6) -[-tli,jbli-l,j -I-tli,jUi,j -I-hi,jUi+l,j ,(7) (8) The iterative algorithm that we used for the two-dimensional case is an orthomin{5} (meaning that the maximum dimension of the Krylov space kept in memory is 5; in other words the algorithm is restarted every 5 iterations) [5] preconditioned with the above-described matrix I-I. 5 . Numerical experiments. To test the effectiveness of the developed preconditioner, we computed the eigenvalues of matrix I-1-1L for the one-dimensional case. The results are reported in Table 1 and refer to different values of the diffusion coefficient e with the advection function p(x) frozen at unity (p(x) 1). The features of the preconditioned eigenvalues spectrum are summarized by giving the maximum and the minimum real parts together with the imaginary part. For the most severe test case at e 10 -5 we also give the spectrum with two different sets of nodes (i.e., respectively, N 21 and N 41). This last result is intended to show the independence of the eigenvalues spectrum of the number of nodes. We recall here that in the nonpreconditioned case the conditioning number scales like N 2 for the advective part and like N 4 for the diffusive one [6] . In Figure 5 , the eigenvalues spectrum is also shown for the cases e 10 -2 and e 10-5. To check the robustness of the method for the two-dimensional case, several tests were performed using different advective functions p(x, y) and q (x, y). In Table 2 , the efficiency of the preconditioner in terms of number of iterations required to achieve machine precision (i.e., p(x, y) sin(rrx), q(x, y) 3x y 1, Test 3. p(x, y) 3x y 1, q(x, y) 3x 2 y, Test 4. p(x, y) sin(rrx)sin(zry), q(x, y) sin(rrx)sin(ry).
As shown, the behavior is always satisfactory and the required number of iterations never exceeds by more than 30% the ones required for the constant advection case.
To test the developed preconditioner in a definite way, we considered equation (1) to be solved for the x-component of the velocity. The role of the advective functions p(x, y) and q(x, y) was played this time by an intermediate solution u(x, y), v(x, y) of a two-dimensional regularized driven cavity at a Reynolds number of 10000 (see Figure 6 ). The whole procedure converged to machine accuracy (10-14) in less than 100 iterations, against the 27 iterations that are required when only the diffusive terms are treated implicitly (i.e., with a classical treatment of the diffusive terms with Crank-Nicolson and of the advective ones with AdamsBashforth). Of course, a huge increase of the maximum allowed time step is expected from the fully implicit treatment and represents the payoff of the present method.
6. Conclusions. The basic target of the present work was the design of an efficient algorithm for the iterative solution of the advection-diffusion equations. To this end, a finitedifference preconditioner has been introduced on a "staggered" grid. The staggered points are given as the zeros of a polynomial that depends on the ratio between the local advection and the diffusion. Existence and uniqueness of these zeros is assured and the capacity of the preconditioner to represent high-frequency modes is shown. A cheap procedure to compute the staggered points has also been introduced. This is especially important when dealing with linearized problems, where the grid has to be constructed for every time step. Fo. 6 . The chosen flowfield.
The efficiency of the implicit method is confirmed by numerical results for advectiondominated problems. Moreover, the distribution of the eigenvalues of the preconditioned operator seems almost independent of the value of the diffusion coefficient. The algorithm has also been applied to the projection method for the two-dimensional unsteady Navier-. Stokes equations. Even for large Reynolds numbers, a very moderate number of iterations is needed to converge to machine accuracy.
Finally, we remark that we have been concerned with the development of an efficient preconditioning scheme and that no attempt has been made to cure problems related to numerical instabilities due to large Peclet numbers. Hence, we do not pretend that the presented method produces accurate results for the well-known boundary-layer problems for the values of e and N that have been used to solve the analytical problem (36). Nevertheless, the present technique produces a condition number for the preconditioned operator that is almost independent of the number of nodes N. One way to take advantage of this feature is to increase N to be able to accurately capture boundary layers, without achieving prohibitive operation counts.
