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Based on a martingale analogue of Kolmogorov’s law of the iterated logarithm, 
we obtained a log log law for unstable ARMA processes, that is, 
C;=i [X(k)-bXk,_,]‘= 0(n2dloglog n), as., and (C;,, [X(k)-bX,_,]*)-‘= 
O(n-2d(log log ny), as., where b is an arbitrary constant, xk = k-’ Cf=, X(j), 
{X(k)} is an unstable ARMA process d(B) X(n)= C(B) E(n), d is the’ largest 
multiplicity of all the distinct roots of d(z) on the unit circle, and a = Zd- 1. This 
is then used to obtain iterated logarithm results giving information on rates of 
convergence of estimators of the parameters and on iterated logarithm results for 
autocorrelations of unstable ARMA models. 0 1992 Academic Press, Inc. 
1. INTRODUCTION AND A LOG Loci LAW 
Stout extended the Kolmogorov’s law of the iterated logarithm to 
martingale case which was stated as follows. 
THEOREM 1 [8]. rf sz + co and K,, are F,- ,-measurable with K, + 0 
such that 
I Ynl G K,s,I~, forall n> 1, (1.1) 
then 
lim sup [Xn/(sn U,)] = 1, 
n+m 
(1.2) 
where {X,,, F,,, n 2 1 f is a martingale defined on a probability space 
(Q,F,P), Y,~X,-X,-1, 
sfi - i E( Yj’/Fj_ I), (1.3) 
J=l 
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and 
U” s (2 log log s;)r’*. (1.4) 
Throughout the sequel, relationships of equality or inequality stated 
between random variables are to be understood to hold only almost surely. 
By relying on Stout’s results, we first deduce Theorem 2 which will be 
found to be useful in time series analysis. 
THEOREM 2. Let (E,, F,} b e a sequence of martingale dzfferences such 
that E(&F,-,)=a* for each n>O, s.~p,,,~ E(IE,I~/F,,-~)<co, and 
sup,,, 1 E ls,,l’ -C co for some CI > 2. Let v, be an F+ 1 measurable random 
variable and X,, z C; VIES with s, and U,, defined as in Theorem 1 (in this 
case si = o*.C~= 1 u:). Zf sz + co and 
then 
K, = [ Jv,J/(s,/U,)] = o(n-“‘log-’ n) (l-5) 
and liminf=+&= -1. (1.6) 
n-m nn 
Repeated applications of Theorem 2 will produce a log log law for 
unstable ARMA processes as stated in Theorem 3. Let us consider the 
unstable ARMA model 
4(B) Jut) = C(B) 4th t = 0, 1, 2, . . . . (1.7) 
where B is the backshift operator defined by BX(t) = X(t - 1 ), B*X( t) = 
X(t - 2), and so on. While calling ARMA Model (1.7) unstable, it is well 
understood that 4(z) # 0 for any 1.~1 < 1; that is, 
#(z)=l-81z- ..* -&z~=$(z) fi (1 -A;lz)d/, 
j=l 
(1.8) 
1st = 1, j= 1, . . . . r; ;li#& for kfj, 
where ll/(z) is a polynomial with real-valued coefftcients such that J/(z) #O 
for IzI ,< 1 and +(z) has no root in common with C(z). We shall also 
suppose 
C(z)=1 + f CjZ’#O for (21 < 1. (1.9) 
j=l 
It should be noted that although all /3’s are real, A’s may be complex. 
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However, if aj is a complex number, then there must be a 5 so that they 
are conjugate with the same multiplicity dj. The random noise (s(n)} is 
assumed to be a sequence of martingale differences with respect to an 
increasing sequence of a-fields {F,} satisfying 
E(&‘(n)/F,- 1) = 02, for all IZ > 0, (1.10) 
sup E(ls(n)l*lF,-I) < ~0, for some M > 2, (1.11) 
?I>1 
and 
sup E( le(n)l” < Co. 
n>1 
(1.12) 
Also, the initial values of X(t), t < 0, are assumed to be zero for the sake 
of convenience. With the above assumptions, we come to Theorem 3, the 
main result of this paper. 
THEOREM 3. For the unstable ARMA model described by (1.7)-(1.12), 
c, CX(k)-bt,-,12={~l~Cloglogn) 
9 
; ;;; (1.13) 
and 
Where b is an arbitrary (real) constant, 
d= ,~yz, dj, a=2d- 1, x/( =k-’ i X(j). (1.15) . . j=l 
Remark 1. Result (1.13) can be found early in Lai and Wei [7]. The 
novelty and the key point of Theorem 3 are the result in (1.14) for d> 0 
which with b = 0 necessitates 
(j, X’(k))-‘= O(n-2d(log n)2+E), & > 0, 
given by Huang [5] who generalized the following result given by An [ 11, 
lim IZ-“+~,$ X2(t)=~ forany h>O. 
n-+02 
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It is no difficulty to see that by recursion, 
k$, [X(k)-xJ2=y [X(k)-~~_,]‘+n[1(n)-~,,~ ,I2 
k=l n 
= . . . = c ’ y [x(k)-xk-,]*. (1.16) 
k=l 
Then the following corollary becomes obvious. 
COROLLARY 1. For the unstable ARMA model given by (1.7)-( 1.12), 
and 
Comment. In this context, conditions (1.10~(1.12) will be cited 
repeatedly. We shall say a martingale difference sequence {w,, A,} to 
satisfy conditions (i.lO~(1.12) if they hold for (w,, A,} but with (r’ 
replaced possibly by another parameter, say, oz.. 
We shall apply Theorems 2 and 3 as well as Corollary 1 in Section 2 to 
generalize the results obtained by Heyde [4] for stable autoregressive 
models and make some additional comments; that is, we obtain iterated 
logarithm rate results giving information on rates of convergence of 
estimators of the parameters p’s and autocorrelations in an unstable 
ARMA process while pointing out that the results on estimators 8* and ,G 
given by Hannan and Heyde [3] for stable autoregressive models will be 
no longer effective in unstable ARMA processes. In the case of small order, 
detailed rate results for each autocorrelation can be obtained. 
The proofs of Theorems 2 and 3 are given in Section 3. 
2. APPLICATIONS 
In this section, we go on to apply Theorems 2 and 3 in time series con- 
text. The model considered here is given by (1.7)-( 1.12). Let X(l), . . . . X(n), 
be a sample of n consecutive observations on the unstable ARMA process 
{X( t )} and define 
,I - j 
A(j)=n-’ 1 [X(k)-81. [X(k+j)-W], j>O, A(-j)=A(j), (2.1) 
k=l 
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Where 8= rr-i Cz= i X(k). For the special case where d= 0 and C(z) = 1, 
i.e., for the stationary autoregressive models, Hannan and Heyde [3] 
provided estimators for /?‘s through 
A(k)- i fljA(k-j)=O, k = 1, . . . . p, (2.2) 
j=l 
which is equivalent to 
r(k)- i Ij,r(k-j)=O, k = 1, . . . . p, 
j=l 
(2.3) 
where r(j) = &)/A(O) are defined to be autocorrelations. Based on (2.2), 
they also gave an estimator for cr2 by 
(i2=A(0)- i 18,A(j). (2.4) 
j=l 
Meanwhile, if /J = l%(k) #O, then S is a suitable estimator of p for 
stationary autoregressive models. In fact, for stationary autoregressive 
models, 
Iim X=w (2.5 1 n-Lx 
>irna 
( 
A(O)- E fij.4(j) = 02, 
/=I 1 
and 
>lrnm A(k)- i fl,A(k-j) 
1 
=O, k = 1, . . . . p, 
j=l 
(2.6) 
(2.7) 
or, equivalently, 
r(k) - i fl,r(k-j) 1 =O, k = 1, . . . . p. w3) j=l 
Furthermore, by extending an iterated logarithm result for stationary 
martingales, Heyde [4] obtained iterated logarithm results to illustrate the 
relations (2.5~(2.8) for stationary autoregressive models. 
Relying on Theorems 2 and 3, we extend the results on the estimators $s 
to unstable ARMA processes and obtain iterated logarithm results to 
provide information on rates of a.s. convergence of the estimators $s and 
autocorrelations r’s. But as it will be pointed out later, the estimators 62 
and x are no longer strongly consistent in unstable ARMA models. 
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For a large sample, we prefer the autocorrelations to be defined as 
r*(i) = A*(j)IA(o), A*(j)= i [X(k)-T].[X(k+j)-8-j. (2.9) 
k=l 
Then (2.8) becomes 
lim r*(k) - i b,r*(k- j) = 0, 
I 
k = 1, . . . . p. (2.10) 
n-cc j=l 
First, we deal with (2.8)-(2.10) in the following theorem. 
THEOREM 4. For the unstable ARMA model given by (1.7)-(1.12) we 
have 
max r*(k) - i pjr*(k - j) , r(k) - i 
I I 
/3,r(k-j) 
j=l j= 1 
= O(n - I’* Jioglogn), k>q+ 1, (2.11) 
if d=O. For d>O, we have for any integer k=O, +I, . . . . 
r*(k) - f Pjr*(k -j) = O(ned(log log n)“‘) 
j=l 
(2.12) 
and 
(d(k)1 = U(n-‘(log log n)“), (2.13) 
where a’ = 2* and 
r(k)- i P,r(k- j) r*(k) - f P,r*(k- j) (2.14) 
j=l j=l 
We need a lemma first. 
LEMMA 1. For the unstable ARMA model given by (1.7)-(1.12) with 
d>O, 
f X(k)&(k+t) =O(n*loglogn), t=O, kl,.... (2.15) 
k=l 
Proof. Since X(n) is F,-measurable and IX(n)/ = O(nd-“’ JE) 
by Lai and Wei [6 J, it follows that, by Theorem 3, 
K, = IX(n)l/,/s,/log log s, = o(n-‘Ia log-’ n) 
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where s, = C;= I X2(k). Then by Theorems 2 and 3, 
k$l X(k) c(k + I)/ = 0(,/i- = O(ndlog log n), t > 0, (2.16) 
confirming (2.15) for t > 0. Next, we prove (2.15) for t < 0 by induction. 
First, by martingale convergence theory and conditions (l.lO)-( 1.12), 
c, c(k - m) c(t)/ = o(ndlog log n), for any integers m. (2.17) 
Then from (2.16)-(2.17), 
k$l X(k) +)I = / i E(k) [ i bJ(k -A + i C,4k-j)]~ 
k=l j=t j=O 
G t IBjl . i W-.A#) 
j=l k=l 
+ j$o lcjl . i e(k) 4k-A 
k=l 
= O(ndlog log n), da 1, 
establishing the desired result for t = 0. Once we make the assumption that 
(2.15) holds for t=l,2 ,..., and t=O, -l,..., -(m-l), m>l, then the 
validity of (2.15) for t = -m can be easily checked on by 
6 i IfijI. ‘i’J’(k)E(k-(m-j)) 
j=l k=l 
+j$o ICjl. i E(k--m)E(k- j) , 
k=l 
completing the proof of Lemma 1. 1 
Proof of Theorem 4. For q = 0, i.e., for stationary autoregressive 
models, result (2.11) is given by Heyde [4], where we ignore the constant 
C>O.Whenq>O(ARMAmodel)andk>q+l, (X(n)C~=oCjE(n+k-j)} 
is a sequence of martingale differences; therefore, we can substitute 
C(B) a(n + k) for s(n) and employ the technique used in Heyde [4] 
to establish (2.11). Below, we proceed to prove (2.12) and (2.13). First, 
IX(n)1 = U(nd-‘12 J&&g%) implies 
1x1 = O(nd- ‘I2 ~iiigigi). (2.18) 
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Next, by Theorem 2, 
(2.19) 
Thus, by (2.18~(2.19), Lemma 1, and Corollary 1, 
r*(k)- i J?,r*(k-j) 
j=l 
=(na(o,)-‘I[ i X(t)X(t+k)-X i X(l+k)] 
I=1 1=1 
-j~~8,[~5,X(~)X(l+k-i)-X i -W+k-A]~ 
I=1 
f C&+k-j) 
j=O 1 
-1 f: i Cjc(t+k--j) 
1=1 [ j=O II 
=0((&4(0))-‘ndloglogn) 
= O(n-d(log log n)=‘), 
which is (2.12). Finally, from (2.18) and by Corollary 1, 
b*(j) - r(j)1 = W(O))-’ ,=n$j+l LW)-BlCx(r+i)-P1~ 
= 0((&4(0))-’ n2d- 1 log log n) 
= 0(n- ‘(log log n)O’). (2.20) 
Then, (2.14) and (2.20) combine to establish (2.13), and hence complete the 
proof of Theorem 4. 1 
Remark 2. In the case of a small order unstable ARMA model, detailed 
rate results for each autocorrelation can be obtained from Theorem 4. For 
example, if p = 1 and 1, = 1, Theorem 4 gives 
r*(l)= 1+6* and r(l)=l+6, 
where 
max{ 16*1, ISl} = O(n-‘(log log n)‘). 
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Moreover, if p=2, A, =a+$, &=a--$, and a*+jI*= 1, then from 
Theorem 4 we have 
r*(l)=a+6:, r(l)=a+6,, 
r*(2) = 2a2 - 1 + S:, r(2) = 2a2 - 1 + 6,, 
where 
max(l6:), IQI} =O(n-2(10glogn)4) 
max(]61j, IS,/} = O(n-‘(log log n)4). 
Remark 3. Since the $s are linear combinations of the r’s we can, at 
least for small p, also use Theorem 4 to find convenient rate results of the 
convergence of jj to flj, 1 < j < p. 
Remark 4. It should be noted that X + ~1 and A(0) + cr* will no longer 
be effective if d > 0. In fact, lim, _ m A(0) = cc in this case by Corollary 1. 
In order to see the failure of X-, p, let us consider a special case where 
X(n) = X(n - 1) + s(n), for each n > 0 and X(n) = 0, for each n < 0. Then we 
have 
m$l x(m) = m$l ,gl 4j) = j$l (k-j) 4A z udl). 
Later in Section 3, Lemma 4 will show 
S,(l)= i [U,(l)]*= i 1 5 X(m)~2>Cn4(loglogn)~3 (2.21) 
k=l k=l m=l 
for some constant C > 0. If 
1x1= O(l), J+n-l i X(k), 
k=l 
then 
s,(l)= -f k21~k12=0 
k=l 
which contradicts (2.21). So, Ix,,\ = 0( 1) is impossible. Hence, we conclude 
lim sup IXJ = 00. 
n-cc 
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3. FWXIF OF THE MAIN RESULTS 
In this section we are going to prove Theorems 
respectively. 
Proof of Theorem 2. Let Xk = xi”= i vi&i, E; = E: 
2 and Theorem 3, 
-E(E;/F,-~), E;= 
EJ(,E”,<n’l.logn)Y and let s; and UL be defined as in (1.3) and (1.4) with E, 
replaced by EL. First, 
E(~~I(,En,rnli.,ogn)/Fn-,) 
< [E(IE,I~/F,-~)]~‘~ [P(l&,J ~~1’“logn/F,_~)]1-2’” 
~ssupE(I&,(a/F,~l).(nlogan)-“-2’a’-t0 
n>0 
implies E( I.$, ) 2/F,, _ 1 ) + cr2 and, in turn, s~‘/s~ + 1. Hence, 
K;s2[ d/a log nl b?J --) pp” log n)& --, 0 
4/u:, 
(3.1) 
Clearly, {Xk, F,} is a martingale satisfying 
Ion&l < K&Ju;, s:, + a3 (3.2) 
and Ki is F,- ,-measurable. Thus, (3.1) and (3.2) through Theorem 1, that 
si/s, + 1, yield 
lim+szp [Xn/(s, U,)] = limiss,up [X”/(sh UA)] = 1. 
It follows that 
lir+szp 
[ 
5 rk&;/(S, u,) = liFis:p [xh/(s, u”)] = 1. 
k=l 1 
Then we can conclude that 
lim sup [xn/(sn u,)] = lim sup i v,&/(S, u,) = 1 (3.3) n-rm n-em k=l 1 
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0n A,= nk"=, bk = E;) for each m 2 1. Hence the first part of (1.6) holds 
on A = urn”= r A,,,; similarly, lim inf,, o. [X,J(S~ U,)] = - 1 on A by 
symmetry. Therefore, 
f P(E, # EZ) = f P( (&,I > n”a log n) 
n=l n=l 
<supEJ&,(“. f 
1 
-<CO 
n>o n=lnlog”n 
gives Z’(A) = 1, completing the proof of Theorem 2. # 
As applications of Theorem 2, Corollaries 2 and 3 can be established 
below upon giving the following definitions: 
k=l 
(3.4) 
(3.5) 
where (i)=k!/p! (k-p)!, ifk>,p>O and (E)=O, if k<p orpc0; b, and 
bz are real constants with lb,] + \bJ #O; 1 is a complex number satisfying 
]I1 = 1; and {E,} is a sequence of real-valued martingale differences satis- 
fying conditions (l.lO)-( 1.12). 
COROLLARY 2. For any integer p 2 0, 
lim sup I U”(P)1 
2n2P + ’ log log n 
(3.6) 
n-m 
COROLLARY 3. For any integers p 2 0 and q >, 0, 
lirn sup l~:nk=l “~-kekUk--l(P)I <4a 
n-co W J2SJp)loglogn) ’ . 
(3.7) 
Corollaries 2 and 3 are of essential importance to establish a log log law 
for unstable ARMA processes. The proofs of Corollaries 2 and 3 are given 
in Appendices 1 and 2, respectively. 
Our next task is to prove Theorem 3, the main result of this paper. Since 
the novelty and the most difficult point for proving Theorem 3 are the 
result given by (1.14) for d > 0, the great majority of the remaining part of 
this paper will be devoted to the demonstration of (1.14) for d > 0. As to 
(1.13), it is a well established fact by Lai and Wei [7]; for the sake of 
integrity we present it here and regard it as a by-product of various lemmas 
necessary to deduce (1.14). 
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To help grasp the main idea and ease the difficulty to follow the proof 
of (1.14), a sketch of the key steps of the proof of (1.14) for d> 0 is out- 
lined before giving various lemmas. For simplicity, we suppose C(B) = 1 in 
(1.7) and let 
Then (1.7) is equivalent to 
Y” = A Y,- 1+ (E(n), 0, . ..) 0)’ 
According to (1.8), there exists a (complex) non-singular matrix T such 
that 
TAT-’ = diag(J,,, . . . . J,), 
where JO is a matrix having eigenvalues all less than one in absolute value 
and Ji is the Jordan matrix of order di with diagonal elements all equal to 
li, i = 1, . . . . r. If we denote the first row of T’ by (Tb, . . . . T:) and set 
y:, T’ = Z; = (Z”(O), . . . . Z;(r)), Z(i) = (Z,(i, 11, ..-, Z,(i, di)), 
then (1.7) is tantamount to 
Clearly, 
Z,(i)= JiZe_ l(i) + TiE(n) 
= JlZ,(i) + i Jr-‘T+(j). 
j=l 
where 
= 0 i 2 i )~k(i,j)t2 ([ 
*I I> , i=D j=lk-1 
b k-l 
~k(~~~)=zk(i,~)-~s,=, C Z&i, A. 
Thus, to prove Theorem 3 it suffices to show 
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where u = 1 or 2di--j+1 - 1, according to “plus” or “minus,” j= 1, .,., di, 
i = 1 , . ..) r. Simple algebra calculations given by Lemma 7 reveal that 
A,(& j) is just a linear combination of U,(p), p = 0, . . . . di -j. Hence, 
CS”(P)l *l= w *2(p+ “(log log n)c) 
underlies (1.14), which is established by Lemma 4, where c = 1 or 2p - 1 
according to “plus” or “minus.” 
We require the following seven lemmas to prove Theorem 3. It should be 
pointed out that although Lemma 2 looks unimpressive and convoluted at 
first sight, it turns out to be a key tool in the proof of (1.14), especially, 
(3.11) and (3.12) play a key role in the proof of Lemma 4 and Corollary 3. 
LEMMA 2. Let {fn > 0} and {g, > 0) be two nondecreasing sequences. Zf 
S, > 0 is nondecreasing such that 
S,-S,-l>,a,+b,, a,>& (3.8) 
and 
a;’ = O(fnn-(2p+ ‘)), lb,1 = WP &I, p> -1. (3.9) 
Then 
S;l=O(n-2’p+11f;g,), p> -1. (3.10) 
Remark 5. If f, = (log n)” and gn = log n, (3.10) reduces to 
S,‘=O(n-2(P+1)(logn)2”+1) (3.11) 
and if f, = (log log n)” and g, = log log n, then 
S;’ = O(nb2( p + “(log log n)2b + ‘) (3.12) 
The results given by (3.11) and (3.12) will be used repeatedly later in this 
context. 
Proof. If (3.10) fails, then there exists a subsequence {n’ } of {n} such 
that 
S;1n’2(P+1)f,;2g;1 -b ~0. (3.13) 
On the other hand, (3.9) implies that there are constants Cl > 0 and C2 > 0 
so that 
ak > 2cl(p + l)k2p+1/fk and lbkl 6 C2kP &, for all k > 0. 
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S,. 2 2 (aj + bj) 2 C,n’2(p+1’/f,~ - C2nfcP+ ” JG. 
j=l 
Divided by n ‘Z(pfl)/fn,, the above with (3.13) gives 
Slcf”fl ->c,-c2 n’2(P + 1) I-- 
~;~;~~;;=cl +o(l))C1>0. (3.14) 
However, (3.13) also implies that the left side of the above tends to zero. 
That is a contradiction to complete the proof of Lemma 2. 1 
LEMMA 3. If 
j$, laj12=o ( i ibit'), 
j=l 
then 
j$, laj+bjl'=(l+o(l)) i Ibj12, 
j=l 
(3.15) 
(3.16) 
This lemma is very useful and obvious not to need proving. 
LEMMA 4. With S,(p) well defined by (3.4)-(3.5), 
S,(P) = O(n 2(p + ” log log n) (3.17) 
and 
S~1(p)=O(n-2~P+1’(loglogn)c~), (3.18) 
where c,,=l; forpal, c,=2 p+‘-l, ifb2=0, and cP=2P-1, ifb2#0. 
Proof Since (3.17) is a direct result from Corollary 2, the only need is 
to prove (3.18) by induction. By martingale convergence theory, noting 
conditions (1.10 j(1.12), it is not diffkult to show that C’; kiss= 
(1 +o(l))n”+’ 2 CJ/(m + l), m > 0; then from (3..5), by recursion, 
lU,(0)12=IU,-~(0)+b~~n~,12 
=(l +o(l))nb:02+2Re bl 2 A-‘%z~U~-~(O) . (3.19) 
k=l 
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By making use of Corollary 3, 
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1 i rkskUk- ,(O)l =O(&miGia 
k=l 
This and (3.19) through Lemma 2 confirm (3.18) for p=O. 
Since u,(o) has nothing to do with bZ, we cannot see any differences 
between the results of (3.18) for b2 = 0 and bz # 0, separately, when p = 0. 
Below we observe S,( 1) for b, # 0. From (3.5), by recursion, 
IU,(1)12= i [bl(n-j)+bzj]1.jEj2 
j=l 
= IU,-i(l)+ U,-1(0)+b2njln&n12 
= Iun-1U)12+ lU,-,(0)12+Re{2U,-,(1) L,(O)) 
+b:n2&~+Re{2b,nl-“&,[U,_,(1)+ U,-,(O)]} 
= . ..(byrecursion)=A.,+B,, (3.20) 
where 
A,=S,-,(O)+b: 5 k2$+Re 2b2 i k~-kEkUk-l(0) 
k=l k=l 
= (1 + o(l)) n3b;02/3, if b, #O, (3.21) 
in view of the facts that S,(O) = o(n’) by (3.17) and Ix;= i klwk&, Uk- ,(O)l 
= O(n ,/m) = o(n3) by Corollary 3 and (3.17) and 
n-1 
c U,(l)U,(O)+b, i kL-k&kUk-l(l) 
k=l k=l 
Clearly, l&l = O(n ,/S,,( 1) log log n) by (3.17) and Corollary 3 with 
noticing ICz!i u,(l) U,(O)1 <,/m. This and (3.2Ok(3.21) 
through Lemma 2 confirm (3.18) for p = 1 when b2 # 0; that is, it has been 
shown that 
S,‘(1)=O(n-410glogn), when b2#0. (3.22) 
In case b, = 0, we can use iterated recursions, as we shall do in the general 
case forp>3, on u,(l) and u,-,(l) u,-,(O) to show that 
S,‘(1)=O(n-4(loglogn)3), when b,=O. (3.23) 
683/40/2-2 
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We omit the details. Beginning with p = 1 by the comparison of (3.22) with 
(3.23), we shall see that (3.18) holds with cP= 2p- 1, if b, #O and 
cP= 2p+’ - 1, if bZ =O. Similarly, we can prove (3.18) for p = 2. Now 
suppose (3.18) holds for p = 0, 1, . . . . m, ma2, we prove it for p=m+l. 
Since (;)=(k;l)+(i~:), it is clear from (3.5) that 
Uk(P)‘Uk-l(P)+ Uk-,(P- lh for p>2. (3.24) 
Then by recursion from (3.5), 
K+dm+ 1) Un+l(m)=Wn(m+ l)+ K(mWL(m)+ KM- 1)) 
= u,(m + 1) u,(m) + I u,h)l* 
+U,(m+l)U,(m-l)+U,(m)U,(m-1) 
= . . . (by recursion) 
=S,(m)+‘i U,(m+l) U,(m-1) 
k=l 
n 
+ 1 u,(m) uk(m- i) 
k=l 
=(l+o(l))&(m)+ i uk(m+l)Uk(m-1) 
k=l 
in view of Ic;= 1 u,(m) uk(m - 1)1 6 ,/S,(m) &(??I - 1) = 0(&(m)) by 
(3.17) and (3.18) holding for p<m. Hence by summation from the above, 
i 
n-l 
A,=2Re c uk(m+ 1) U,(m) 
k=l 1 
n-2 
=2(1+0(i)) 1 Sk(m) 
k=l 
n-2 k 
C C Uj(m+l)Uj(m-1) 
k=l j=l 
n-2 k 
C C Uj(m+l) Uj(m-1) 
k=l j=l 
for some constant C > 0, which with S,(m) = ~(n*~ + 2.5) yields 
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lu,(m+1)1*=1Un-~(m+1)+U,~,(m)12 
= IUn-lb+ 1)12+ ILl(m 
+2Re(U,P,(m+1) U,-,(m)} 
= . . . = s,- 1(m) + A,,> Cn2m+3(log log n)-Cm 
i 
n-2 k 
+2Re 1 1 Uj(m+l) Uj(m-1) . 
I 
(3.25) 
k=l j=l 
However, 
n-2 k n-2 
ksl j;l Uj(m+l) uj(m-l) s c JSk(m+l)Sk(m->) 
k=l 
= qnm+’ JS.(* + 1) log log n). 
This and (3.25) establish (3.18) for p = m + 1 by Lemma 2, upon identifying 
c,, r = 2c, + 1, to complete the proof of Lemma 4. 1 
LEMMA 5. If (1 - 2~)~ = 1 - cjh_ I a,zj, then there exists a nonsingular 
matrix T= {tkjjhxh with t,, # 0 such that 
TGT-‘= J, (3.26) 
where 
a, .--ah 
G= 
1 0 
_ . ] and J= [ii:-::1... . (3.27) . . 
‘1 0 
ProoJ From matrix theorey f(x) = det(zI - G) = zh( 1 - cj= 1 ajz-j) = 
zh(l - 1~~‘)” is the minimal characteristic polynomial of G in view of its 
special form given by (3.27); therefore, (3.26) holds for some nonsingular 
matrix T. Below we prove t,, # 0. A comparison of the last row of TG with 
that of JT yields 
thl(al, ..-, ah) + ( th2, . . . . thh, 0) = A( thl) . . . . thh). (3.28) 
From (3.28) we see that if thl = 0, then all thj = 0, j = 1, . . . . h, which means 
that T is singular. Hence, we conclude thl # 0 to complete the proof of 
Lemma 5. 1 
LEMMA 6. With 4(z) and I++(Z) well defined by (1.8), if we set 
qj 
~j(z)=fj(z)/(l-~~lz)~=l- 1 ajkzk, j= 1, . . . . r, (3.29) 
k=l 
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40(z) = 4(z)/+(z) = 1 - f aOkzk, 
k=l 
(3.30) 
where qj z p - dj, j = 0, 1, . . . . r; do - p - (d, + . ’ . + d,). Then the matrix A 
defined below is nonsingular: 
1 . (3.31) d,xp 
Proof: Suppose that A is singular, then there exists a nonzero vector 
a’ = (cc&, ...) a:) # 0, where a,! = (air, . . . . aid,), such that a’A = 0 which yields 
a’Afi(z) = 0, where b’(z) = (1, z, .,., zp- ‘). However, 
a’Afl(z) = i dj(z) ai = 0, 
4 
ai(z)= 1 ajkzk- 
j=O k=l 
implies -4ji(z) aj = C 4ktZ) tlk(z)' 
kfi 
(3.32) 
Since & # Aj for k # j and all bk(z) contain the factor (1 - a,: ‘z)4 except 
bj(z), ~~(2) should be divisible by (1 - A,:lz)d/ in view of (3.32). However, 
ai is just a polynomial of order (dj - 1) which cannot be divisible by 
(1 - AIrl z)4 unless rxj(z) = 0. Thus, we conclude that aj(z) = 0, i.e., uj = 0, 
j = 1, . . . . r. A similar argument can produce a, = 0, hence a = 0, completing 
the proof of Lemma 6. l 
LEMMA 7. Let J be the matrix defined by (3.27) with 111 = 1 and let 
{E(n)} be a sequence of real-valued martingale differences with respect to an 
increasing sequence of a-fields {F”} f or which conditions (l.lO)-( 1.12) hold. 
If 
2, = JL 1 + (tl,, -., h)’ 4n), (3.33) 
where thl # 0 and Z, is an h-dimensional vector spec$ied by Z, =(-CA 1 ), ..a,Z,(h))‘, (3.34) 
then for m = 1, . . . . h andfor any real constant b we have 
A LOG LOG LAW 191 
k$, IZ,(m) - bZ,- l(m)l* = o(n*(h-m+l) log log n), (3.35) 
( k$l ,Zk(m)-bZ,&),2)-1=O(n”“-“i1~(loglogn)ch--), (3.36) 
and 
jZ,(m) - bZ,-,(m)l = O(d-“+“* JToglogn), (3.37) 
where 
k 
q&p+L- 1; 
&(ffl)=k-’ 1 zj(m), k>o; Z , (m)  = 0. 
j=l 
Proof. By recursion from (3.33) it follows that 
Zk=JkZ,,+ i Jk-‘(t 11) ‘e.9 thl 1’ E(j). (3.38) 
j=l 
Note that the mth row of Jk-j is 
0, . ..) 0, A”-j, (“rj) P-1, .*., (;I+) P-ht”); 
we obtain an expression for the m th component of Zk as 
h-m 
zktm)= vk+ c Ak-Sfs+m,l vk/k(s)~ m = 1, . . . . h, (3.39) 
A-=0 
where 
s = 0, . . . . h - m, (3.40) 
and 
h-m k 
vk= 1 . Ak-‘Zo(m+ j). 
0 j=o J 
(3.41) 
In comparison of (3.40) with (3.5) we see that vk( j) and U,(j) are identical 
by setting bI = 1 and b 2 = 0; therefore, (3.35) and (3.37) is a direct result 
from Corollary 2. Thus, we only need to prove (3.36). 
Since v,(j) and u,(j) are identical, it can be written consistently as 
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S,(j) = CjJ=i IVk(j)12. Thus by Lemma4, S,(j) = o(S,(h - m)), j = 
0, 1, . ..) h -m - 1; also, C;=, ( V,J2 = O(n2(h--m)+ ‘) = o(S,(h - m)) because 
ICih_o”(r)(2~(h-m)2k2(h--m). H ence by Lemma 3, noting that t,,i # 0, we 
conclude that 
which by Lemma 4 implies that (3.36) holds for b = 0; that is, 
k$l lzk(m)l*)-l=O(n-““-mi”(loglogn)“.). (3.42) 
Next, we prove (3.36) for A # 1. Since (3.33) is equivalent to 
z,(m)=1Z~-,(m)+Z,~,(m+1)~t,,&(k), m = 1, . . . . h - 1, 
(3.43) 
Z,(h) = A.Zk-I(h) + rhl.$k). 
It is easy to see by summation that for A # 1 
&(h)=(l-A)-’ 2j$l Gi)++-o(h+,(h)}. (3.44) 
Z/&)=(1-A)-’ 
i 
t,,k-’ i &(j)+Z,(m+l)+W’Z,(m) 
j=l 
+k-‘Zo(m+ l)-h-‘Zk(m)-k-‘Zk(m+ 1) . 
1 
(3.45) 
By paying attention to (3.37) for b =O, noting that I~j”=, a(j)/ = 
O(Jjcloglogk) by Theorem 2, and then by recursion from (3.44)-(3.45), 
beginning with m = h, 
I&(m)l = O( k2(h-m)-1 log log k), if 1#1, (3.46) 
which gives 
k$l I.L(~)12= w 2(h--m) log log n) = 0 IZ,(m)12 > 
) if A#l. 
This and (3.42) through Lemma 3 establish (3.36) for A# 1. 
Finally, we prove (3.36) for A= 1. Since Ci:‘, (T) = (,:,) and 
(k-~-.s)(~-~)=(s+ l)(;;{), s th en, from (3.40), 
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k-l 
(k-l) Vk(S)--b c v,(s) 
m=l 
= (k-j-s) i (“;j) E(j) 
j=l 
+(j+s-1) c k (ksj)~(j)-b~~: ii1 (m~i)4il 
j=l 
= (s+ lJjil frri 4j) ( ) 
= u,(s + 1) + u&), if rZ= 1, fors=O, . . . . h-m, (3.47) 
where Uk(t)isdefinedby(3.5)withb,=(s+l--)and6,=1fort=s+l 
and b, =s- 1 and b,=O for t =s, respectively. By noting that 
c;=l I~,(s)(2=~(&(h-m+ I)), s=o, . . . . h-m, it follows that, from 
(3.39~(3.41) and (3.47), 
=?I -* i l(k-I) Z,(m)-b ‘i’ Zj(m)/l 
k=l j=l 
=tl 
-2 (k-I)?‘k-bkil 5 
j-1 1 
h-m k-l 
+Ct .+,,,,I~~-~ (k- 1) V&)-b 1 
s=O j=l 
=(l +0(l)) (t,,l’n-* 
II 
2 
vj(s> 
xkcl (k- 1) vk(h-m)-b ‘i’ vjl’i(hern) 2 
j=l 
= (1 +0(l)) lth1j2 n-* k$, IUkth-m+ 1)1* 
=(I +0(l)) Ir,,12n-2S”(h-m+ l), if A= 1, 
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which by Lemma 4 establishes (3.36) for A = 1 to complete the proof of 
Lemma 7. 1 
COROLLARY 4. Let (1 - AB)h Y(n) = s(n), (AI = 1, and Zer (c(n)} be a 
sequence of real-valued martingale differences such that conditions 
(l.lO)-(1.12) hold. Then for any real constant b, 
(3.48) 
where c = 1 or 2h - 1 according to “plus” or “minus,” Fk = k- ’ Xi”= 1 Y(j) if 
k>O, and FO=O. 
Proof: Let (1 - Iz)~ = 1 - xi”= r a,zj and G and J be defined as in (3.27) 
such that TGT-’ = J, where T = { tkj}hxh is nonsingular and t,, #O by 
Lemma 5. Let 
Y, = (Y(n), . . . . Y(n - h + l))‘, 
Then we have 
Y, = GY,_ 1 + (E(n), 0, . . . . 0)‘. 
Let 
Z,= (Z,(l), . . . . Z,(h))‘zTY,, 
We obtain 
Z, = JZ,- 1 + (tll, . . . . t,,)‘.&(n). 
By applying Lemmas 3 and 7, 
= O(n’2h(log log n)c), c as in (3.48). (3.49) 
Hence, (3.48) follows from (3.49) upon noting that 
k=l k=l k=l 
A LOG LOG LAW 195 
and 
where 2 ,,,(A) and &,,(A) denote the maximum and minimum eigen- 
values of matrix A, respectively. The proof of Corollary 4 has just been 
completed. i 
LEMMA 8. If 4(B) Y(n) = c(n) with 4(z) and E(n) specified in (1.8) and 
described by (l.lO)-(1.12) then the results given by (1.13b(1.15) hold if 
X(k) is replaced by Y(k). 
Proof. Let dj(z) be defined as in (3.29 j(3.30) and 
Yjtn) = 4jtB) Y(n), j = 0, 1, . . . . r. (3.50) 
Since (1 - AI:‘B)4 Yj(n) = E(n), Corollary 4 gives, for j= 1, . . . . r, 
( 
k$, [Y,(k)-bFj(k- l)i’)*’ =O(n’2~(loglogn)c(j’), (3.51) 
where yj(k)= k-’ CL=, YJm) and c(j)= 1 or 24- 1 according to “plus” 
or “minus.” Since @(II) Y,,(n) = s(n), $(z) # 0 for (zl < 1, it is not difficult 
to see that 
( k$l IYo(k)-bydk- l)l’)” =O(n*r), (3.52) 
in view of the facts that (CE= r 1 YO(k)12)+’ = O(n”) proved by Lai and 
Wei [6] and I FO(k)12 = O(log log k/k) shown by Heyde [4]. Thus, from 
(3.51)-(3.52) and by Lemma 3 we conclude that (1.13~(1.15) still hold if 
we substitute Yk for X(k), where 
Y; = (Y,(k), . . . . Y,,(k - do + 1); . . . . Y,(k), . . . . Y,(k - d, + 1)) 
with the understanding that Y; = (Y,(k), . . . . Y,(k - d,, I- 1)) if 
d = max dj = 0. However, Yk = A( Y(k), . . . . Y(k - p + 1)’ and A defined in 
(3.31) is nonsingular by Lemma 6. Then by an argument similar to that 
used in Corollary 4, the desired results follow easily. 1 
Proof of Theorem 3. Let 
Y(n) = C-‘(B) X(n), C-‘(z)= f cjzj; 
j=O 
(3.53) 
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then 4(B) Y(n)=&(n), which by Lemma 8 entails (3.13t(3.15) holding 
when substituting Y(k) for X(k). Clearly, (3.13) is true for X(k) = 
Y(k) + cj”=, Cj Y(k - j). So, we only need to prove (3.14). Because of the 
similarity we shall only prove the second part of (3.14). Now suppose that 
there exists a subsequence, say {n’}, such that 
( 
k$, JX(k)-b~k~l~2 n’-*~(loglogn’)~‘-, for d>O (3.54) 
or, equivalently, 
In view of X(j) = 0 for j< 0 by our previous assumption and 
C’zC lcJ < cc because of C(z) #O for IzI < 1, noting (3.53), 
j=O k=l 
<(@)* i IX(k)-b~k-,j* 
k=l 
= o(P(log log n’) -“), (3.55) 
which contradicts the results given by Lemma 8. Thus, (3.54) is impossible 
to establish (3.14) to complete the proof of Theorem 3. 1 
APPENDIX 1 
In this appendix we use Theorem 2 to prove Corollary 2. We need a 
lemma first. 
LEMMA 9. If cos 26 # 1, then for any m 2 0, 
max k$, km cos U-81, ik$, k”sin 2k01} = 0(C). (A.l.l) 
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Proof Since cos k0 = (eikO + eeiks)/2 and sin ktl = (eike - e-ikQ)/2, 
(A.l.l) is equivalent to 
b,(m)l = Wrn), u,,(m) s f: kme’2ke’, Of= +8. (A.1.2) 
k=l 
Note that 
m-1 
ei2B’an(m) _ a,(m) = pei2(n+ 1)B’ _ ei2B’ _ ei28’ 
a 
” 4-1(j); 
j=O J 
Eq. (A.1.2) can be easily checked by induction to establish (A.l.l). 1 
Proof of Corollary 2. Since JIZJ = 1, there is a real number 8, so that 
,I= e”. By Lemma 9, 
b,(m) = i k2” cos2 k&’ 
k=l 
= 0.5 i k”” +OS f: k2” cos 2kB 
k=l k=l 
(1 + o(l))n2”’ ‘/(2m + l), if cos28=1 = 
(I+ o(l))n 2m + l/2( 2m + 1 ), if cos28#1 
which yields 
(tP cos ntl(/J2b,(m)/log log b,(m) 
=O(~~)=o(n-““loggln) 
Hence by Theorem 2, for m > 0, 
lim sup Ix;= 1 hkm COS W = lim sup lx:= I %ckm COs @I 
n-m ,/26,(m) log log n 
= 
n --+ m J2b,(m) log log b,(m) 
a. 
Note that (” p “) can be expressed in the sum of 2p terms k”(n - sl) . . . 
(n - sppm)/p!, where (sl, . . . . sP -,) is chosen from (0, 1, . . . . p - 1) and 
m = 0, 1, . . . . p. Then it follows from the above that 
= lif;“+szp i 1 
C;=l (n-s,)...(n-s,-,)kmEkCOSke 
m=O (S1,...,sp-m) p! J2n” + ’ log log n 
(~-~,)4~-~,-,)~ $23 
m=O Sl,...,Spmm p! rip--m 
gl + 0.5 1 
x Iim sup EL 1 -W” cosW < 2pa,p, . . n-+oo 26,(m) log log n 
(A.1.3) 
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Similarly, 
(A.1.4) 
Thus, (A.1.3) and (A.1.4) give 
~imsupl~~~1b1(np*)ikEkl<2.+l~~i,l~~~~ 
2n2P + ’ log log n 
. . . n-m 
(A.1.5) 
Analogically, 
limruplZ:=l~2(~~~)kilr,l~2p~,d ,,(p-l), 
2 . . 
2nZP + ’ log log n 
(A.1.6) 
“-+‘E 
Finally, (A.1.5) and (A.1.6) combine to complete the proof of 
Corollary 2. 1 
APPENDIX 2 
In this appendix we prove Corollary 3 by establishing the following six 
equations first: 
[U~(0)]‘=6(1+o(l))n+2b1 i 4 u;- ‘(Oh (A.2.1) 
k=l 
(2( 1 + o(l)) c;:: f;(o) 
CW)12 = 
+2b, c;s: pi”=, &;u;-l(l), if 6, =0, 
S’(l+o(1))n3+2C~I: U;(l) U:(O) 
(A.2.2) 
( +2b,C”,s, k&U;-,(l), if b2#0, 
n-2 n-2 k 
[U;(2)12=2(1 +0(l)) 1 s;(l)+2 1 c U;(2) u;(o) 
k=l k=l j=l 
n-l k 
+ 2b2 c 1 j&J&,(2), 
k=l j=l 
n-2 
(A.2.3) 
[u:(P)12=2(1 +0(l)) 1 sk(P-l) 
k=l 
n-2 k 
+2 1 2 UJp)U,‘(p-2), P23, (A.2.4) 
k=l j=l 
(Sb(p))-’ = O(n-2(P+ “(log n)s), cp=2p+l-1, p 2 0, (A.2.5) 
X(P) = W 2’P+1)logn), p&O, (A.2.6) 
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where E; = ck cos k8; 6 = b:a* and 6’ = b:a*/3 if cos 28 = 1; 6 = b:a*/2 and 
6’=b:a2/6 if cos28fl; and 
xl(P)= li CWP)12, 
k=l 
U;(p)=~,[b,(kpi)+b2iC1;I:)]F; 
(A.2.7) 
From the above, it is clear that U;(p) is the real part of u,(p). 
Proof of Eqs. (A.2.1b(A.2.6). Since U;(p) is the real part of u,(p), 
then by Corollary 2, [U;(p)] * < 1 uk(p)( * = O(k2p + ’ log k) to establish 
(A.2.6). Below we prove (A.2.1 t(A.2.5) by recursion. By paying attention 
to conditions (l.lOb(1.12), it follows by Chow’s theorem [2] and 
Kronecker’s lemma that for any m > 0, 
k$, (E; - a*) k” cos 2kO = o(nm+ ‘). (A.2.8) 
From (A.2.8) and by Lemma 9, 
n ” 
c k”[c;]*= c k”$ cos* kf9 
k=l k=l 
=OS i k%:+OS i k”e:cos 2ktl 
k=l k=l 
=OSa* i k” +0.50* i k” cos 2k8 
k=l k=l 
+0.5 i km(+02) 
k=l 
+ 0.5 f: km@; - a’) cos 2k0 
k=l 
Jl+o(l))Cfl* m+1,,>(J 
2(m+l) n ’ ’ 
C=l ifcos28#1;C=2ifcos20=1. (A.2.9) 
Then, from (A.2.7) by recursion, 
[U;(O)]*= [U;-,(O)+b,c;]* 
= [U:,~,(0)]2+b:[~~]2+2bl~;U;~1(0) 
= .a. =b: i [&]‘+2b, i &U;-,(O). 
k=l k=l 
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Hence, (A.2.1) follows from the above and (A.2.9). Next, we claim that 
S;(O) --) co. Otherwise, if Sri(O) = O(1) we have from (A.2.9), 
From the above and by summation from (A.2.1) 
S;(0)=0.5(1+0(1))&2*+2b, i 2 &jU;PI(o) 
k=l j=l 
20.5(1 +o(l))&*-2 16,1 i i E;U;-~(O) 
k=l j=l 
=0.5(1+o(l))6n2+co. 
That is a contradiction, so Sri(O) = 0( 1) is impossible. Since Sa(0) + cc is 
demonstrated and log Sri(O) = O(log n) is obvious by (A.2.6), we can apply 
Lemma 2 of Wei [9] to show that 
= O(JW), (A.2.10) 
This and (A.2.1) through Lemma 2 confirm (A.2.5) for p=O. 
Our next task, the remainder thing to do for the proof of Eqs. 
(A.2.1~(A.2.6), is to establish (A.2.2)-(A.2.4) and (A.2.5) for p 2 1. Since 
(k) = (k;‘) + (k::), it is clear that, from (A.2.7), 
G(p)= G-,(p)+ G1(P- I), P22, 
U;(l)= U;-,(l)+ U;-,(O)+b,k&;. 
(A.2.11) 
Then (A.2.2)-(A.2.3) and (A.2.5) for p = 1 and p= 2 can be checked by 
recursion in similar ways; we omit the details. Now suppose that (A.2.4) 
and (A.2.5) hold for p =O, 1, . . . . m, m 2 2, we prove them for p = m + 1. 
First, (A.2.5) holding for p = m implies that there exists a constant C > 0 
such that 
Sk(m) 2 (2m + 3) CkZtm+ “(log k)-‘m for all k > 0, (A.2.12) 
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and, hence, 
n-2 
2 1 Sk(m) 2 cnZ”+3(log n)-Cm for all n > 0. (A.2.13) 
k=l 
From (A.2.11), noting that IC;=I U;(m)Ub(m-1)l <JSn(m)SL(m-l)= 
o(Sb(m)) by (A.2.6) and (A.2.12), 
Ui+ltm+ 1) uk+ltm) 
=[U~(m+l)+U;(m)][U~(m)+U~(m-l)] 
= Uh(m + 1) U;(m) + [ Ub(m)]’ 
+ U;(m+ 1) U;(m- l)+ U;(m) U;(m- 1) 
= . ..=(l+~(f))S~(m)+ i U,f(m+l)Ui(m-1). (A.2.14) 
j=l 
Again by (A.2.1 l), 
[Ui+,(m+ 1)12= [UXm+ l)+ U:(m)]* 
=[U~(m+1)]2+2U~(m+1)U~(m)+[U~(m)]2 
= ... =Sa(m)+2 jJ Uk(m+ 1) U;(m). (A.2.15) 
k=l 
Thus by (A.2.14b(A.2.15) we establish (A.2.4) for p=m+ 1. Finally, 
from (A.2.4), (A.2.13), and Lemma 2, noting that lC;=, ~~=, UJm+ 1) 
U,!(m-1)1<n,/SL(m+l)SXm-1) = O(nm+l~S~(m+l)logn), the 
desired result of (A.2.5) for p = m + 1 follows, upon identifying c,, I = 
2c, + 1, to complete the proof of Eqs. (A.2.1~(A.2.6). 
Now, we are ready to prove Corollary 3. Since 111= 1, it can be rewritten 
as I = eie for some real number 0. If we set 
SIC’)(p) = i [ul;i)(p)]2, j= 1,2; W’(P) = WC(P) 3 (A.2.16) 
k=l 
Uk2VP)=j$1[h1(k~j)+j~2~I:)lejsinj& (A.2.17) 
Gcj)tcos) = c;= I ‘%c vi!! I(/‘) COS ke ” 
rP J2gqp) log log n ’ 
j= 1, 2, (A.2.18) 
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and 
n k%,UjjI,(p)sinke 
Gp)( sin) = c j= 1,2. (A.2.19) 
k=l nq 42s 3 p) log log n’ 
Clearly, Vi”(p) and Up)(p) are the real and imaginary parts of U,(p), 
respectively. Obviously, 
Ic;=, kq~-k&kUk-,l(P)t 
nq J2S,( p) log log n 
< i [ IG!,j)(cos)l + IGF’(sin)l]. (A.2.20) 
j=l 
So, for proof of Corollary 3 it suffices to show that 
lim sup IGy’(cos)( <(T and lim sup IGl;“(sin)l 6 c, j= 1,2. n-m n+m 
(A.2.21) 
We shall prove (A.2.21) for the general case p B 3 and omit the details 
for the special cases p = 0, 1, and 2. Let 
r,= i k2q[U;-1(p)]2cos2ke. 
k=l 
(A.2.22) 
From (A.2.4), (A.2.6) and by Lemma 9, 
i k2q[ U;- ,(p)12 cos 2kO 
k=l 
= 2(1+0(l)) i k2qcos2kBk~3 S;(p- 1) 
k=l j=l 
+2 i k2’cos2ktIkf3 f U;(p) UJp-2) 
k=l m=l j=l 
<2(1+0(1))1’~~( i k2qcos2kt+S;(p-l)~ 
j=l k=j+3 
n-3 m 
+2 C 1 i k2qcos2ktI [U,‘(p) UJp-2)1 
,,,=I j=l k=m+3 
= 0 
n-3 
n2q c JSXP) K(p-2) 
??I=1 > 
= O(n Z(p+q)+l logn), if cos 28 # 1. (A.2.23) 
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Let N= [n’-“1, 0 <E < (0.5 - l/cr)/q, where [ .] denotes the greatest 
integer function. From (A.2.5)-(A.2.6) it is clear that S’(p) = 
O(n 2(P+ ‘)u -‘) log n) = o(Sn(p)); then 
i k24CUb-1(P)12~~2q(‘-E) ,=i+, C%dP)12 
k=l 
=?I 2q(1 -“‘(s;-,(p) - Sk- 1(p)) 
=(l +0(1))n2y’l-&)S~_I(p) 
22(1+0(l)) cn 2(P+y)+2-2ys(log,)~c~ (A.2.24) 
for some constant C>O. Hence, from (A.2.22)-(A.2.24) 
r,=o.s i k24[U~-l(p)]Z+0.5 i k24[U~4(p)]2COS2ke 
k=l k=l 
>(l+o(l))Cn 2(Pf4H-%~(log n)-‘P. (A.2.25) 
It should be mentioned that although we establish (A.2.25) by assuming 
cos 28 # 1, the above is still true even when cos 28 = 1, since (A.2.25) 
is identical to (A.2.24) in this case. Finally, from (A.2.7) and (A.2.25) 
through Corollary 2, noting that 1 U;(p)1 6 1 u,(p)1 and log log r, = 
(1 + o( 1)) log log n, we conclude that 
[ln”u;-,(p) cos ne(/ rJlog log r,] = o(n-1’” log-’ n), 
which means that we can apply Theorem 2 to show that 
lilTlTl:p 
[I 
i kq&kt7ml(p)COSk$/~] 
k=l 
=limsup f: k4&&-,(P)COSk6 dw =cT. 
"'CC k=l 1 
Then lim sup, -t a, lGj,“(cos)l < 0 follows from the above by noting that 
r, < n2”s”(p). Similarly, the rest of the results in (A.2.21) can be deduced 
to complete the proof of Corollary 3. 1 
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