Abstract-The set partitioning in hierarchical trees (SPIHT) wavelet image coding algorithm can be interpreted as implicitly using classification in its bit-plane coding procedure. The source distribution induced by this classification is studied and rate-distortion performance is evaluated. A quadtree sorting procedure, similar to SPIHT, is used to explicitly form classes of wavelet coefficients. The classes are encoded using arithmetic and trellis-coded quantization. The resulting encoding algorithm offers consistent improvement over SPIHT performance due to the granular gain of the trellis code.
I. INTRODUCTION
T HE set partitioning in hierarchical trees (SPIHT) image coding algorithm [1] is fast and efficient, generates a fully embedded bit stream, and is highly competitive with other image coding algorithms. This paper shows that SPIHT can be viewed as a combination of bit-plane-based classification, implicit uniform scalar quantization, and entropy coding. 1 Like the embedded zerotree wavelet (EZW) coding algorithm [2] , SPIHT uses a wavelet subband decomposition and imposes a quadtree structure across the subbands, seeking to exploit interband dependencies. The SPIHT algorithm alternates between sorting and refinement passes to encode each bit-plane. By viewing the SPIHT sorting process as a form of classification, this paper studies the underlying source distribution induced by the classification and the corresponding rate-distortion characteristics. A new coding algorithm is then described, based on using a modified version of the quadtree sorting procedure in SPIHT to explicitly form classes of wavelet coefficients, and trellis coded quantization (TCQ) [3] , [4] to encode each class. The new encoding algorithm provides improved encoding performance over SPIHT due to the granular gain of the TCQ.
II. SPIHT CODING

A. Implicit Classification
The SPIHT algorithm [1] imposes a hierarchical quadtree data structure on a wavelet-transformed image. The terms 1 The SPIHT algorithm does not require the use of entropy coding. Using entropy coding provides slightly better compression performance, and is the version of SPIHT investigated here. wavelet coefficient, subband coefficient, and subband pixel will be used interchangeably. Fig. 1 indicates the parent-offspring relationship across the subbands. The set of root node and corresponding descendents is referred to as a spatial orientation tree (SOT). Three lists are used in encoding: the list of significant pixels (LSP), the list of insignificant pixels (LIP), and the list of insignificant sets (LIS). The LSP is initialized to be empty, the LIP is initialized with the elements of the lowest frequency subband, and the LIS is initialized with the root of each SOT.
After initialization, a threshold is chosen as , where is selected such that the largest pixel magnitude, say , satisfies . The encoding is progressive in pixel magnitude, using a sequence of thresholds (1) Since the thresholds are a power of two, the encoding method can be thought of as "bit-plane" encoding of the wavelet coefficients. At stage , all pixels with magnitudes satisfying are identified as "significant," and their position and sign bit encoded. This process is called a sorting pass. Then, every pixel with magnitude at least is "refined" by encoding the th most significant bit. This is called a refinement pass. The encoding of significant pixel position, and the scanning of pixels for refinement, is efficiently accomplished using the LSP, LIP, and LIS.
Let denote the (row, column) position of a coefficient in the transformed image, or node in a SOT, with the coefficient at location . The set of immediate descendents (offspring) is denoted , the set of all descendents , and the set of all descendents not immediate offspring . Let denote the magnitude of the coefficient , and the largest magnitude of any coefficient in . The encoding process in SPIHT is shown as a flow chart in Fig. 2 . The process proceeds as follows. For 1) Test each coefficient in the LIP for significance, outputting one bit per coefficient. If the magnitude of any coefficient is significant , then the coefficient is moved to the LSP, and the sign bit is encoded. 2) For each node in the LIS, if any descendent is found significant ( , the children are moved to the LSP and LIP as appropriate. The node is split into four descendent nodes, which are placed at the end of the LIS. The implicit classes in the SPIHT algorithm can be defined recursively using the sequence of thresholds in (1) . Let denote the set of coefficients that are the siblings (immediate offspring of the parent) of . 2 Finally, define as the set of all wavelet coefficients, and LFS the set of wavelet coefficients in the lowest frequency subband. The 
B. Bit-Plane Coding
The SPIHT algorithm generates an embedded bit stream, using a method of bit-plane coding based on uniform scalar quantization. Let the quantization levels be represented in a sign-magnitude format as where are the least to most significant bits of the magnitude, and is the sign bit. Suppose we wish to losslessly encode all in a class. For a memoryless source the ideal codeword length is . Using the sign-magnitude representation above, and using Bayes rule for conditional probabilities . Since an arithmetic code can achieve a rate approaching the entropy of the source, if arithmetic codes are used to encode each in the context of , and assuming a large number of source samples, then this simple progressive encoding algorithm can achieve an average codeword length approaching the entropy . It is evident, then, that for a memoryless source, a progressive encoding algorithm is able to provide an average codeword length approaching the source entropy for the lossless coding of the quantization indices. Now let us consider the quantization implicit in embedded coding, and the implications of truncating the bit stream. Suppose that the encoding algorithm puts in the bit stream the encoded magnitude bits , with the encoded sign bit, placed immediately following the first nonzero magnitude bit. Consider the quantization that has occurred after encoding (or decoding) of any particular bit . Suppose that the first nonzero bit is . The sign bit follows immediately, and the resulting quantization regions are shown in Fig. 3 . Note that this is a three-level scalar quantizer with step size . Note further that for the entropy-coded scalar quantization of a zero-mean, symmetric, unimodal source, this is exactly the form of the quantizer that would be used for a range of small (less than 1 bit/sample) encoding rates [6] . When the next bit is encoded (bit ), there are seven quantization regions, as shown in Fig. 4 . For source samples with , the bit provides refinement of the outer quantization regions shown in Fig. 3 . For source samples whose MSB is zero, a three-level quantizer is again used, (assuming the corresponding sign bit follows immediately if ), with a step size of . With each successive bit transmitted, the process continues, yielding a sequence of quantizers, with 3, 7, 15, 31, quantization levels. Comparison of this sequence of quantizers with those entropy-constrained scaler quantizers (ECSQ) of [6] , reveals that the quantizers implicit in the progressive bit-plane coding are (except perhaps for the width of the deadzone) precisely those quantizers that can be used in ECSQ for selected encoding rates. Assuming an arithmetic coding of the bits, using the contexts described above, we conclude that the bit-plane coding can achieve performance similar to that of selected rate and distortion pairs from the ECSQ operational rate-distortion curve. The restriction is due to the use of quantization step sizes that vary by a factor of two as each successive bit is encoded. This conclusion is also based on the assumption that the context for the sign bit effectively collapses to depend at most on only the first "1" encountered in the bit-plane scanning, an assumption that appears reasonable in practice.
C. Interband Dependence
The SPIHT algorithm can be viewed as a form of embedded bit-plane coding. The across-subband quadtree structure of the SOTs can exploit interband image dependence in the encoding. Although a precise characterization of the interband dependence remains an open problem, the following simple experiment illustrates how much interband dependence is exploited in the SPIHT algorithm.
Assume the octave decomposition of Fig. 1 . Index the octave levels, from coarse to fine, as . At each level down an SOT, there is a corresponding block size . Now, for each subband at level (except the LFS), perform a (pseudo)-random scrambling of the block position within the subband. Subsequent SPIHT encoding imposes SOTs, but without across-band image dependence. That is, by the block position scrambling, any local across-band spatial dependence in a SOT has been destroyed. After SPIHT decoding, by inverting the random block scrambling, a decoded image can be generated. Table I presents SPIHT encoding performance for several images with the block scrambling described above. When the interband dependence is removed for the three natural images, there is a degradation of about 0.1-0.4 dB in PSNR performance. For a synthetic image, Testimage, there is a much more significant degradation. These results indicate that the SOTs used in SPIHT do indeed take some advantage of interband dependence. For some images, the SOT's explotation of interband dependence is significant, while these natural images show only modest gains.
III. QUADTREE CLASSIFICATION AND TCQ ENCODING
Motivated by the preceeding discussion of SPIHT performance, a quadtree classified and trellis coded quantized (QTCQ) wavelet image compression algorithm is described. The quadtree classification is closely related to SPIHT, but uses fewer lists and explicitly forms classes for subsequent TCQ encoding. Arithmetic-and trellis-coded quantization are described in [4] . Although the results presented here are for an implementation of arithmetic-coded TCQ that does not have a progressive decoding property, it could be made so by using the bit-plane coding method of [7] . The encoding algorithm presented uses a quality factor and, like SPIHT, no rate allocation is performed.
A. Quadtree Sorting Algorithm
The classification in QTCQ is performed progressively as the image compression occurs. Initially, there is only one class which contains all of the coefficients, . The class is allocated zero rate. During the first classification pass, class is created, and its elements are removed from from . There are then two disjoint classes, and , with . On the th pass, is extracted from leaving the classes , and . Let be a parameter (a "quality factor"), and let satisfy , where is the largest wavelet coefficient magnitude. Define the sequence of thresholds . The thresholds are used to define classes, . The classification is done by finding, in pass , all previously unclassified coefficients such that , where is decremented after each pass. For a given , the coefficient is declared significant if . Note that the final threshold used is . The coefficients in the final class are not encoded (zero rate), and are all decoded as the zero codeword. The classification algorithm uses a quadtree 3 structure similar to that in SPIHT [1] to locate significant coefficients. In the th pass, if any element of a quadtree, , is significant, the four highest elements in the tree, , are defined to be in class . The four elements 3 The terminology "quadtree" is generic. To accommodate arbitrary sized rectangular images, a parent node can have more, or less, than four offspring. also become roots for new quadtrees. Each of these new trees is also tested for significance, progressing down the tree until all significant coefficients are found. All coefficients declared to be in class are stored in a list of pixels (LP). Fig. 1 shows the generic quadtree structure. Initially, a quadtree is formed with a root node at each wavelet coefficient in the three bandpass subbands of the coarsest level of the octave decomposition. Groups of four root nodes are linked to an artificial node, becoming the parent of four quadtrees. All of the parent nodes are stored in a list of nodes, called a list of insignificant sets (LIS). For the lowest frequency subband (LFS), coefficients are not placed in any quadtrees. A list of pixels (LP) is defined for the coding, and initialized with the wavelet coefficients in the LFS.
A function is a significance test on a tree , defined as otherwise. (2) tests to see if any descendents of a node are significant with respect to the threshold, .
The significance test, lists, sequence of thresholds, and TCQ are assembled into an algorithm for encoding image wavelet coefficients, as follows.
ENCODING ALGORITHM
Initialization: initialize LP with all
in LFS, LIS with all parent nodes. Output . Set the threshold .
Sorting:
for each node, , in LIS do: -output ; -if then * for each child of do: move coefficient to LP: add to LIS as a new node; * remove from LIS. 3. Quantization: for each element in LP, quantize and encode using ACTCQ. 4. Update: Remove all elements in LP; replace by ; go to step 2. The decoding algorithm is similar to the encoding algorithm. All outputs above are replaced by inputs, and the ACTCQ encoding is replaced by the ACTCQ decoding process. Since the branching only occurs based upon the data, which are output by the encoder, the decoder can exactly duplicate the encoder's execution path for classification.
In step 3 of the encoding algorithm, an appropiate TCQ codebook step size must be selected. Empirical tests show that using , for classes provides most of the TCQ granular gain. Using different TCQ step sizes for and the other classes can provide small additional improvement. 
B. Performance
The QTCQ encoding algorithm was implemented using a biorthogonal (9,7) wavelet filter bank [8] and adaptive arithmetic code [9] to encode the TCQ indices as in [4] . Although the encoded bit stream does not have a progressive decoding property, an alternative implementation of the arithmetic coding, using the TCQ bit-plane coding approach in [7] would yield a progressively decodable bit stream. Table II compares the performance of the QTCQ encoding algorithm to SPIHT. The fraction of encoding rate used for the classification map is similar in the two algorithms. The QTCQ improvement in PSNR is due to the granular gain of the trellis code, which for the eight-state trellis-code implemented is at most about 1 dB (asymptoticly at high encoding rate) based upon a 1-dB SNR gain of TCQ over UTQ seen in [10] . 6 compares the visual quality of decoded SPIHT and QTCQ images at an encoding rate of 0.5 bits/pixel. The QTCQ decode image typically has (slightly) sharper image details, due to the improved granular fidelity of the trellis code. 4 
IV. EXTENSIONS AND CONCLUSIONS
Various extensions of the basic QTCQ algorithm have been considered. An optimized allocation of encoding rate to the separate classes was found to provide negligible improvement to rate vs. distortion performance. Using YCrCb color space, a color image QTCQ compression algorithm was implemented. Small performance improvements were observed (for some images) by structuring the quadtrees across chrominance subbands.
The SPIHT image-compression algorithm is a method of bitplane coding of the (implicitly) uniformly quantized wavelet coefficients. Most of its effectivness is due to the efficient encoding of zeros in the higher frequency subbands. Additional coding gains are achieved by exploiting inter-subband dependence. For many "natural" images, this additional coding gain appears to be small, but for other some images, the explotation of interband dependence is very significant. By using a similar quadtree algorithm to explicitly classify the wavelet coefficients and trellis coded quantization to encode the classes, further performance improvement is achieved. The improvement, ranging from about 0.5 dB at moderate encoding rates asymptoticly to as much as 1 dB at high encoding rates, is due to the granular gain of the TCQ. At moderate encoding rates, this coding gain is perceptually meaningful as improved granular fidelity in the decoded image. 
