Abstract-Tensor image data sets such as color images and multispectral images, are highly correlated and they contain a lot of image details. The main aim of this paper is to propose and develop a regularized tensor completion model for tensor image data completion. In the objective function, we adapt the newly emerged tensor nuclear norm (TNN) to characterize the global structure of such tensor image data sets. Also we formulate an implicit regularizer to plug in the convolutional neural network (CNN) denoiser, which is convinced to express the image prior learned from a large amount of natural images. The resulting model can be solved efficiently via an alternating directional method of multipliers algorithm. Experimental results (on color images, videos and multispectral images) are presented to show that both image global structure and details can be recovered very well, and to illustrate that the performance of the proposed method is better than that of testing methods in terms of PSNR and SSIM.
I. INTRODUCTION
A tensor is an extension of a matrix, which can provide a richer and more natural representation for many data. Due to the inevitable degradation process, an observed tensor sometimes is incomplete. Tensor completion aims at estimating the missing entries from the observed tensor, which is widely used in image and video recovery [1] - [3] , hyperspectral image (HSI) and multispectral image (MSI) data recovery [4] - [7] , and background subtraction [8] . To solve the tensor completion problem, the low-rankness of real-world data was successfully discovered to catch global information. Mathematically, a lowrank tensor completion (LRTC) model is generally formulated as:
arg min
where X is the underlying tensor, T is the observed tensor, Ω is the index set corresponding to the observed entries, and Different from the matrix case, the definition of tensor rank is not unique. As one of the most popular definitions, the CANDECOMP/PARAFAC(CP) rank of a tensor X is defined based on the CP decomposition. For a tensor X ∈ R n1×n2×n3 , its CP decomposition is
where "•" denotes the vector outer product, R is a positive integer and a r ∈ R n1 , b r ∈ R n2 and c r ∈ R n3 for r = 1, 2, · · · , R. Then, the integer R, the minimum number of rank-one tensors basis required to express X [9] , is denoted as the CP rank of X . This definition is intuitive and similar to the definition of matrix rank, but the calculation of CP rank is an NP-hard problem. Moreover, the CP rank has no relaxation, which limits its application. Another popular definition is the n-rank based on the Tucker decomposition. The Tucker decomposition for a tensor X ∈ R n1×n2×n3 is
where "× n " denotes the mode-n product, G ∈ R P ×Q×R is called the core tensor, and A ∈ R n1×P , B ∈ R n2×Q and C ∈ R n3×R are matrices [10] , [11] . Then, the n-rank is defined as the vector (P, Q, R). As the n-rank relies on the matrix rank, its calculation is relatively simple. Because the nuclear norm is the tightest convex surrogate approximation of the matrix rank, Liu et al. introduced the sum of nuclear norm (SNN) as a relaxation of the n-rank to characterize the low-rankness of all mode tensor [12] . Then, the LRTC model can be rewritten as:
where
, and · * is the nuclear norm of matrix.
A novel definition of tensor rank called multi-rank based on tensor singular value decomposition (t-SVD) was proposed [13] - [16] . For a third-order tensor X ∈ R n1×n2×n3 , t-SVD performs one-dimensional Fourier transformation along the tube and getX , then decomposed each frontal slice ofX in the matrix SVD format. The multi-rank is correspondingly defined as (rank(X (1) ), rank(X (2) ), . . . , rank(X (n3) ), whereX (i) is the i-th frontal slice ofX (see more details in Section II-B). Similar to SNN, the tensor nuclear norm (TNN) [17] is used as a convex surrogate for the multi rank and the LRTC model is rewritten as:
where X * is the TNN of tensor X and is defined as n3 i=1
The TNN model has shown its capability of characterizing the overall structure of the multi-dimensional data [18] , [19] .
Although enhancing the global low-rankness has shown its effectiveness for the tensor completion, these methods suffer from two drawbacks. Firstly, many real-world multidimensional imaging data maintain not only the global correlation but also abundant details. The details of the data would unavoidably be erased when minimizing TNN or other tensor rank relaxations. Secondly, when the sampling rate is extremely low, the observed entries is not sufficient to support the recovery of the whole data. This phenomena can be observed in Fig. 1 . The results by HaLRTC [12] , which minimizing the SNN, and TNN [20] are of low quality when the sampling rate is 5%. Therefore, as a compensate, many LRTC methods also taken additional local/non-local prior knowledge into consideration for better reconstruction performance on the multi-dimensional imaging data. For example, the local continuity/smoothness has received much attention in [21] - [25] . Particularly, within the t-SVD framework, Jiang et al. [23] proposed to incorporate an anisotropic total variation into tensor completion, which focuses on exploiting the local information of the piecewise smooth structures in the spatial domain. Meanwhile, many methods utilize the abundant non-local self-similarity [2] , and obtain outstanding results when handling regular and repetitive patterns.
In this paper, instead of investing efforts in designing handcraft regularizers to introduce additional prior knowledge, we employ the plug-and-play (PnP) prior framework [26] - [32] and add an implicit regularizer to express the image prior in (5) . After variable splitting by alternating direction method of multipliers (ADMM), we directly use an off-the-shelf convolutional neural network (CNN) based single image denoiser, i.e., the FFDNet, to solve the prior associated subproblem. Three facts motivate us to adopt the CNN denoiser which is originally designed for the single image Gaussian noise removal. Firstly, from Fig. 2 , we can see the histogram of the residual of the ground truth and the result recovered by TNN is consistent with a Gaussian distribution. Secondly, the effectiveness of the denoising prior based PnP has been validated in many single image inverse problems, such as deblurring [33] , inpainting [34] and super-resolution [35] . The CNN denoiser is convinced to express the image prior learned from a large amount of natural images with very efficient inference on GPUs. Thirdly, it is noteworthy that the multi-dimensional imaging data consists of single images. For example, each frame of a video is indeed an image. Thus, we believe that bringing in the image prior into the LRTC model would give rise to promising performance.
To sum up, there would be two regularizers in our tensor completion model, the low-rank part and the deep PnP prior part. These two regularizers are organically combined and complement each other. On the one hand, the TNN would guarantee the entire low-rankness and this would compensate the CNN denoiser's deficiency that the receptive field is not able to reach the whole data of arbitrary size. On the other hand, the CNN denoiser brings in the external image prior and helps preserve the details.
Actually, as the research line in [36] , we can also unroll the ADMM iterations into a CNN architecture and conduct the end-to-end denoising prior driven tensor completion. However, the network in [36] for the single image is already very large and the scale of a similar CNN architecture for multidimensional imaging data would be too large to be efficiently handled. Therefore, the optimization-CNN hybrid structure in our model is a dessert choice. Meanwhile, to best of our knowledge, this is the first attempt to introducing the CNN denoising prior into the tensor completion task.
The rest of this paper is organized as follows. Section II presents some preliminary knowledge, i.e., t-SVD, FFDnet, and PnP framework. Section III gives the CNN-based learning prior tensor completion model and the corresponding solving algorithm. Section IV evaluates the performance of the proposed method and compares the results with state-of-the-art competing methods. Section V discuss some details about the DP 3 LR. Section VI concludes this paper.
II. PRELIMINARIES A. Notation
In this subsection, we give the basic notations and briefly introduce some definitions. We denote vectors as bold lowercase letters (e.g., x), matrices as uppercase letters (e.g., X), and tensors as calligraphic letters (e.g., X ). For a third-order tensor X ∈ R n1×n2×n3 , with the MATLAB notation, we denote its (i, j, s)-th element as X (i, j, s) or X i,j,s , its (i, j)-th mode-1, mode-2, and mode-3 fibers as X (:, i, j), X (i, :, j), and X (i, j, : ), respectively. We use X (i, :, :), X (:, i, :), and X (:, :, i) to denote the i-th horizontal, lateral, and frontal slices of X , respectively. More compactly, X (i) and tube are used to represent X (:, :, i) and mode-3 fiber, respectively. The Frobenius norm of X is defined as X F := ( i,j,s |X (i, j, s)| 2 ) 1/2 . We useX to denote the tensor generated by performing discrete Fourier transformation (DFT) along each tube of X , i.e.,X = fft(X , [], 3).
B. t-SVD and TNN
For a third-order tensor X ∈ R n1×n2×n3 , the block circulation operation [37] is defined as
The block diagonalization operation and its inverse operation are defined as
. . .
The block vectorization operation and its inverse operation are defined as
Definition 1 (t-product [16] ): The t-product between two third-order tensors X ∈ R n1×n2×n3 and Y ∈ R n2×n4×n3 is defined as
There is an important point that block circulant matrix can be block diagonalized [13] : (6) where ⊗ denotes the Kronecker product, F n3 is an n 3 × n 3 DFT matrix and I n is an n × n identity matrix. With equation (6) , the t-product in the spatial domain corresponds to the matrix multiplication of the frontal slices in the Fourier domain:
which greatly simplifies the process of the corresponding algorithms. Definition 2 (special tensors [16] ): The conjugate transpose of a third-order tensor X ∈ R n1×n2×n3 , denote as X H , is the tensor obtained by conjugate transposing each of the frontal slices and then reversing the order of transposed frontal slices 2 through n 3 . The identity tensor I ∈ R n1×n2×n3 is the tensor whose first frontal slice is the identity matrix, and other frontal slices are all zeros. A third-order tensor Q is orthogonal if Q * Q H = Q H * Q = I. A third-order tensor S is f-diagonal if each of its frontal slices is a diagonal matrix.
Theorem 1 (t-SVD [16] ): Let X ∈ R n1×n2×n3 is a thirdorder tensor, then it can be factored as
where U ∈ R n1×n1×n3 and V ∈ R n2×n2×n3 are the orthogonal tensors, and S ∈ R n1×n2×n3 is a f-diagonal tensor.
The t-SVD can be efficiently obtained by computing a series of matrix SVDs in the Fourier domain. Now, we give the definition of the corresponding tensor tubal rank and multi rank.
Definition 3 (tensor tubal rank and multi rank [17] ): Let X ∈ R n1×n2×n3 be a third-order tensor, the tensor multi rank of X is a vector rank m (X ) ∈ R n3 , whose i-th element is the rank of i-th frontal slice ofX , whereX = fft(X , [], 3). The tubal rank of X , denote as rank t (X ), is defined as the number of non-zero tubes of S, where S comes from the t-SVD of X : X = U * S * V H . That is, rank t (X ) = max rank m (X ) . Definition 4 (tensor nuclear norm (TNN) [17] ): The tensor nuclear norm of a tensor X ∈ R n1×n2×n3 , denoted as X * , is defined as the sum of singular values of all the frontal slices ofX , i.e.,
C. CNN Denoiser and PnP framework
Recently, the emergence of CNN has dramatically influenced the field of image processing. The CNN has shown its remarkable performance in different tasks of image restoration. The CNN can exploit spatially-local correlation by enforcing a local connectivity pattern between neurons of adjacent layers [38] . Most CNN based methods directly learn mapping functions form low-quality images to desirable high-quality images, which can be considered as minimizing the loss function with the help of a data-driven prior. Compared with the carefully hand-crafted priors, e.g., TV and framelet, the prior from CNN has an implicit form and may be more strong [39] . Recent studies about PnP ADMM show that any off-the-shelf denoising method can be directly utilized as priors instead of the step in ADMM to calculate the proximal operator of the specified regularizer [26] , [40] , [41] . Discriminative learning methods have shown better performance than modelbased optimization methods in most image denoising problem. However, most learning methods need to learn multiple models for different noise levels. For flexible, fast and effective image denoising, Zhang et al. [42] proposed a discriminative learning method called FFDnet. The FFDnet takes a tunable noise map M as input to make the denoising model flexible to noise levels, which is formulated as x = F(y, M; Θ), where model parameters Θ are invariant to the noise level. To improve the efficiency, FFDnet introduces a reversible downsampling operator to reshape the input image of size n 1 ×n 2 ×n 3 into four downsampled sub-images of size n1 2 × n2 2 × 4n 3 . Moreover, to robustly control the trade-off between noise reduction and detail preservation, FFDnet adopts the orthogonal initialization method to the convolution filters. The experimental results demonstrate that FFDnet can produce state-of-the-art performance in image denoising. Through applying FFDnet denoiser in PnP framework, the proposed method can achieve excellent performance in tensor completion problem.
III. THE PROPOSED MODEL AND ALGORITHM We combine the FFDnet denoiser prior with the TNN model to generalize the DP 3 LR model as:
where Φ(X ) is the FFDnet denoiser prior. The DP 3 LR model (8) has two terms. The term X * is the low-rank prior which can preserve the spacial relationship among entries. With its help, the DP 3 LR model can better capture the global information of underlying tensor X . The another term Φ(X ) is the denoiser regularization term.
After denoting
and introducing two auxiliary variables Y = X and Z = X , we consider the augmented Lagrangian function of (8):
where Λ 1 and Λ 2 are the Lagrangian multipliers, β is the penalty parameter.
According to the framework of ADMM, the solution of (8) can be found by solving a sequence of subproblems.
In
Step 1, we need to solve the [Y, Z]-subproblem. Since the variables Y and Z are decoupled, their optimal solutions can be calcalated separately.
1) Rewrite the Y-subproblem:
Let U * S * V H = (X l + Λ l 1 /β) be the t-SVD of (X l + Λ l 1 /β) andS be the result of DFT of S along the tube. Then each element of the singular tubes ofȲ l+1 is the result of multiplying every entryS(i, i, k) with (1 −
1/β S(i,i,k)
) + [43] , where "+" denotes keeping the positive part. In other word, the closed form solution of problem (11) can be obatined by the singular value thresholding (SVT) operator as
where C is an f-diagonal tensor whose each frontal slice in the
Let σ = λ/β, (13) can be rewritten as arg min
Treating X l + Λ l 2 /β as the "noisy" image, (14) can be regarded as minimizing the residual of "noisy image" and the "clean" image Z using the prior Φ(Z). With this idea, in PnP framework, we utilize the FFDnet as the denoiser to solve the related Z subproblem. Letting X l+1 + Λ l 2 /β as the input of FFDnet, then we can get
Step 2, we need to solve the X -subproblem:
It is easy to solve (16) as:
where Ω c denotes the complementary set of Ω. In Step 3, we update the multipliers Λ 1 and Λ 2 as:
The overall algorithm is shown in algorithm 1.
Algorithm 1 The ADMM algorithm for solving (8)
Input: the observed tensor T ; the set index Ω of the observed entries; the parameter β and σ. Updating Y by (12), 4: Updating Z by (15), 5: Updating X by (17), 6: Updating multipliers Λ 1 and Λ 2 by (18). 7: end while Output: the recovered tensor X .
IV. NUMERICAL EXPERIMENTS
In this section, the performance of DP 3 LR will be firstly evaluated by experiments on color images. Although the FFDnet prior is trained for natural color images, the DP 3 LR can be extended well to real-world videos and MSI data. The DP 3 LR is compared with the baseline method HaLRTC [12] , the TNN based method [17] , and TNN-3DTV [23] .
The peak signal to noise rate (PSNR) in dB and the structural similarity index (SSIM) are chosen as the performance evaluation indices. Due to the third-order data, mean PSNR and mean SSIM of all bands or frames are reported. The relative change (RelCha) is adopted as the stopping criterion of all methods, which is defined as
In all experiments, the tolerence is set to be 10 −4 . All parameters involved in different methods are manually selected from a candidate set {10 −4 , 10 −3 , 10 −2 , 10 −1 , 1, 10, 10 2 } to get the highest PSNR value.
All the experiments are implemented on Windows 10 and Matlab (R2018a) with an Intel(R) Core(TM) i5-4590 CPU at 3.30 GHz,16 GB RAM, and NVIDIA GeForce GTX 1060 6GB.
A. Color Image Completion and Inpainting
In this experiment, different methods are performed on 8 color images, e.g., Starfish, Airplane, Baboon, Fruits etc. The observed incomplete tensors are generated by randomly sampling elements (same in the video and MSI completion). Each image is composed of red, green, and blue channels and rescaled to [0, 1] . For each image, we test color image completion with the sampling rates 10%, 20%, and 30%. For color image, we directly use the trained net for color image to perform the DP 3 LR. Tab. I presents the PSNR and SSIM values of the testing color image recovered results by different methods. It shows that the TNN based method obtains better performance than HaLRTC and TNN-3DTV achieves the second high PSNR and SSIM values with the power of TV prior. Meanwhile, DP 3 LR gets the highest PSNR and SSIM values. The margins between the results by DP 3 LR and TNN-3DTV are more than 3dB and 0.2 considering the PSNR and SSIM, respectively.
For visualization, we demonstrate the recovered images with the sampling rate 30% in Fig. 3 . It is easy to observe that the images recovered by the proposed method are more clear and more similar to the original images than the compared methods.
Different from random sampling, we evaluate the performance of different methods for manual sampling. Fig. 4 displays the inpainting results by different methods on 3 color images: Fruits, Lena, and Sailboat. These three images are painted with three different kinds of masks: letters, graffiti, and grid, respectively. It is easy to observe that the proposed method is superior to others. The HaLRTC and TNN still leave many masks and TNN-3DTV blurs many details around the masks. The DP 3 LR gets the clearest results in the inpainting experiment.
B. Video Completion
In this subsection, 5 videos with the different size (144 × 176 × 30 and 256 × 256 × 100) are chosen as the ground truth data. For video data, when the sampling rate is more than 20%, all the methods can achieve high performances. Thus, we exhibit the recovered results with the sampling rate 5%, 10%, and 20%. Since the FFDnet denoiser can only handle the thirdorder tensor whose third dimension is 1 or 3 bands, we unfold the video data into a matrix and then process it through the trained net for the grayscale image (we do the same operation in MSI completion experiments).
Tab. II lists the PSNR and SSIM values of the testing video recovered results by different methods with different sampling rates. It is easy to observe that DP 3 LR obtains the results with the highest performance evaluation indices. For visualization, we show the 20-th frame of the recovered videos with the sampling rate 20% in Fig. 5 . We can see that the video recovered by DP 3 LR is more clear than the other methods.
C. MSI Completion
In this subsection, we test 7 MSI images from the CAVE database which are of size 256×256×31 with the wavelengths in the range of 400 ∼ 700 nm at an interval of 10nm.
Observed
HaLRTC TNN TNN-3DTV DP 3 LR Ground truth Fig. 3 . The recovered color images by HaLRTC, TNN, TNN-3DTV, and DP 3 LR for the sampling rate 30%, respectively. Tab. III exhibits the PSNR and SSIM values on all results by different method. The DP 3 LR achieves the highest PSNR and SSIM values while the TNN-3DTV get the second highest. Fig. 6 illustrate the pseudo-color images (composed of 1st, 2nd, and 31-th bands) of the results by different methods with the sampling rate 10%. The DP 3 LR avoids the negative effect arising in results by TNN and TNN-3DTV, and obtains the results which are the most similar to the ground truth.
V. DISCUSSION

A. Convergence
The numerical experiments have shown the remarkable performance of DP 3 LR. However, it is still an open question whether the algorithm with an implicit regularizer in PnP framework has a good property of convergence. In Fig. 7 , we demonstrate the relative change curves with respect to iteration number in processing of DP 3 LR on the video Akiyo with the sampling rate 5%, 10%, and 20%, respectively. From Fig. 7 , we can observe the algorithm stops the iteration at step 94 which shows the numerical convergence of DP 3 LR.
B. Parameter Analysis
In this subsection, we analyze the effect of the ADMM parameter β and the noise level σ. In Fig. 8 , we demonstrate the PSNR and SSIM values of the results by DP 3 LR on color image Starfish for the sampling rate 20% with respect to β and σ, respectively. We can see that DP 3 LR gets the best performance when β ∈ {10 −1 , 1} and σ ∈ {10 −2 , 10 −1 , 1}, respectively.
C. Not a Post-processing
The DP 3 LR is not just simple post-processing after TNN but is a systematical integration of TNN with FFDnet. In Fig. 9 , we demonstrate the results on color image Starfish recovered by FFDnet TNN, directly performing FFDnet after TNN, and DP 3 LR with the sampling rates 20%. The FFDnet gets the worst performance, because it is trained for color image denoising not tensor completion. And the result by directly performing FFDnet after TNN is slightly better than that by TNN. This direct post-processing does work, but the improvement is not remarkable. Meanwhile, we can see that the PSNR value of the result by DP 3 LR is nearly 8 dB higher than that of the post-processing. This margin proves that DP 3 LR is not simple post-processing, but also proves that using FFDnet to reduce the residual is the right choice.
VI. CONCLUSIONS
In this paper, we proposed a hybrid tensor completion model, in which the TNN is utilized to catch the global information and a data-driven learning prior is used to express the local information. The proposed model simultaneously combines the model-based optimization method with the CNN based method, in consideration of the global tensor structure and the detail preservation. An efficient ADMM is developed to solve the proposed model. Numerical experiments on different types of multi-dimensional imaging data illustrate the superiority of our method on the tensor completion problem. 
