I believe that all these results are very interesting and very relevant. The origin of the spatial inhomogeneities is an interesting physics question, and the demonstration that this has a direct effect on gene regulation is biologically very relevant. Indeed, this manuscript should be of interest to a very broad audience, including physicists and biologists. Also the SI is very worth reading (the idea that the dissociation constant varies with the growth rate is nice). I can thus recommend publication of this manuscript in Mol. Sys. Biol.
The manuscript is also well written, and I only have rather minor questions.
-If the repression strength is plotted as a function of the growth rate, for different distances between TF and TG, does the variation of the repression strength with the growth rate then depend on the distance between the TF and TG genes (or more generally, the positions of the TF and TG genes)? This seems like a biologically relevant question. It could be deduced from the data the authors present, but the authors may help the reader by explicitly showing this, or by commenting on it. It seems that how the repression strength varies with growth rate does not depend much on the location of the TF and TG, which would be an interesting observation.
-Following up on this: Fig.S8A shows that the expression level of genes near the terminus shows the largest dependence on the growth rate. This is not what I would have expected, since the copy number of genes near the origin varies more strongly with the growth rate than the copy number of genes near the terminus, according to the Cooper-Helmstetter model.
-Concerning the model, Eqs. 6-8, I believe it would be interesting to give a quantitative interpretation of the obtained fit parameters in the main text. It would also be interesting to interpret these numbers in absolute terms, if possible. If \lambda = 0.1-0.3 times the distance between oriC and terC, which is on the order of a micron, and D_1 \approx 0.5 micron^2 / sec, then k_1 is approximately 5 -50 / sec. Is this reasonable? Is there anything that we can say about this? 5 / sec seems compatible with diffusive exchange of the molecules between nucleoid and cytoplasm, but a rate of 50 / sec seems perhaps high.
-After fitting the gradient model to the repression data, can the obtained fit parameter \lambda be directly compared with the decay length of the gradients measured from the fluorescent imaging experiments?
-In Eqs. 7 and 8, is [TF] the background concentration in the whole cell or inside the nucleoid? -A comment which probably reflects my own stupidity. It would be useful to briefly explain in the caption of Fig. S7 why LacZ activity decreases with increasing growth rate, or at least indicate that LacZ activity does not depend on the gene copy number only: while the gene-copy number increases with the growth rate, the expression level decreases with the growth rate (it is indeed discussed in the text of the SI, referring to the work of Klump and coworkers, and it is also shown explicitly in Fig. S8A , but it would be instructive to briefly mention it here in the caption also).
Reviewer #2
Both of the conclusions announced in the title of this paper are fully supported by the presented data and both are interesting. p5, first full paragraph. DIscussion of data in Figure 2 needs to be regularized for logic. First: gene distributions correspond to what is expected from the literature in all three cases. Get this out of the way first. Second: discuss mRNA distributions. Distributions for the ori and ter-localized genes correspond to the positions of the genes, which could be expected given tethering of the mRNA to the gene while transcription is in progress, but with some tendency for the mRNA from the ori-localized gene to spread into the (symmetrized) pole-ward positions. The latter point needs to be noted. Conversely, the mRNA from the plasmid-localized gene has a tendency to also be localized around mid-cell. Both effects imply some movement away from the position of the gene. It is important to present the mRNA data first to provide a baseline for where the protein is localized. It can be noted that since mRNA synthesis and translation all occur within the nucleoid, there will be an intrinsic tendency for the protein to be localized where the mRNA is localized which, in turn, will directly reflect the location of the gene. Thus, it is important to consider carefully both the mRNA and protein distributions, individually and together. The presented data suggest that there is some tendency for the mRNA to move away from the site of its synthesis (ie the position of the gene). This is not adequately emphasized in the paper. Third: the protein distribution for the ter-localized gene looks like the ter distribution. The protein distribution for the ori-localized gene looks roughly like the distribution of the gene and the mRNA. The protein distribution for the plasmid-encoded gene reflects a strong difference relative to the mRNA distribution, with differentially more protein in the middle as compared to the ends. Since the authors are interested in "space", an important control which is absent from this paper is to analyze the distributions of mRNA and protein from the ori-localized gene in the presence of the same plasmid used for plasmid-localization of the gene but without the gene. It is possible that the plasmid DNA is occluding space near the pole(s) and thus forcing protein to other regions. Since the distributions obtained for the three different ori positions are clearly different, and since (at least for the ori-and ter-encoded genes) the nucleoid and surrounding spaces should be the same, these data clearly show that the position of the gene within the genomic order of the chromosome (and thus its position in space) can affect protein distribution (and, less surprisingly, mRNA distribution). The ori-located and plasmid-located cases further show that the mRNA tends to move into "three positions" (which are all occupied by the ter-located DNA, mRNA and protein). A question that could be asked is: what is the basis for this tendency for "three positions". In the opinion of this reviewer, this reflects two components. First, slowly growing newborn cells are highly asymmetric. This is known from ori/ter position studies. Second, this asymmetry reflect not just organization put shape and position within the cell such that there seems to be "more space" (lower nucleoid density" in the middle of the cell and at the old pole end (not published). Thus, the observed distributions are actually the sum of both gene position and nucleoid density distribution. Movement of mRNA and protein to positions other than those occupied by the gene in the ori-and plasmid-localized gene cases reflects the positions of these "spaces". The protein that lacks a DNA binding domain also exhibits different distributions in the three cases of Figure 2 . In the ori-and ter-gene cases, both, there is more protein around the edges and in the middle of the cell, quite similarly (but not identically) in the two cases. This data is hard to interpret without a proper 3D image of the nucleoid. These patterns could fit with a model in which the nucleoid is asymmetric in shape. Roughly speaking, the regions most depleted in protein (turquoise) occur in the same three positions where space is inferred to occur from other distributions (above).
The plasmid-gene case shows a different distribution of binding-defective protein from the others. This is a strong hint that the presence of the plasmid is affecting the available "space", essentially by occluding the terminal spaces as above. The authors do not (in this section) discuss the plasmid data. There should be either more or less about this. More is better, but controls are needed (above). Another issue: the authors draw a black circle around their DNA distribution. Presumably this is supposed to represent the boundary of the cell? But the boundary of the cell is not measured, and there is reason to think that the nucleoid may not (a) extend all the way to the end(s) of the cell and (b) may be asymmetrically positioned within the cell. This should be clarified. If only nucleoid intensity is measured, then only nucleoid intensity should be shown, without a black line. p6 first full paragraph. The presented results confirm that, in later-stage cells that are bilobed in correspondence to the presence of two sister chromosomes, addition of Cm causes accumulation of nucleoid density in the two central regions via recruitment from more peripheral regions. This change is accompanied by redistribution of protein via movement to the places where nucleoid density is decreased (ie inter-sister and terminal regions). This is clear and implies that nonspecifically-bound LacI is excluded from highly compacted regions. It would be interesting to know what happens without the DNA binding domain. The above analysis suggests that the same pattern will be observed. Or maybe not exactly the same pattern? This would be interesting to know. p6. second para. tiny point. "TF proteins are regularly experiencing a force excluding them from compacted DNA". It is true that the observation of movement implies the existence of a force. But of course this could be "diffusion"...is it really necessary to use the word "force"? p6/7. The next experiment is to examine various items of interest in cells that are either in stationary phase, growing under the conditions of the prior analysis (which is quite slow and thus involves 1-2 nucleoids per cell) or growing under conditions giving rapid doubling and a more complex genome state. mRNA is not examined. DNA distribution is examined as is protein distribution with and without the DNA binding domain present. Moreover, in addition to gene locations at ori and ter, locations in the middles of the left and right replichores are examined. The array of results is complicated. One issue relates to the conclusion that nucleoid density decreases (the nucleoid becomes less compact) not only in the growth conditions as compared to stationary phase (which is not surprising) but in fast growth as compared to slow growth. This conclusion rests on prior data showing that the amount of DNA per cell volume is constant among different growth rates. Are the authors sure that this relationship pertains over the large difference in growth rate encompassed by their two growth conditions? (It may be; this reviewer did not take time to check; but it is an important point). For example, under the fast-growth conditions used here, has there been a measurement of DNA content? Cell volume can be guesstimated from cell dimensions. The complexity is enhanced by the way in which the data has been normalized.
The authors first emphasize that, during stationary phase, protein without the DNA binding domain localizes to lower-density regions at the end(s) of the nucleoid. To a first approximation this is true. However, the images presented suggest that the center of protein distribution is in a region of low intensity, not "zero" intensity of the nucleoid, and not "at the poles" as the authors assert. Is this significant?
The authors also emphasize that, during stationary phase, protein WITH the DNA binding domain shows different distributions according to the gene position. The data support this conclusion, with the data for mid-replichore locations providing important additional data in this regard.
The authors then switch to fast-growth conditions where, they assert, protein distributions are the same for protein with or without DNA binding domain and irrespective of gene location. This is generally supported by the data. More specifically, though not mentioned by the authors, protein now occurs in regions where the nucleoid intensity is highest, not only for the normal protein but for the protein that lacks a DNA binding domain, but with more significant concentration in specific regions for the origin-localized gene case. The authors do not mention this, but it is important to keep in mind that the origin has its own "specialized behaviors".
The authors summarize: Demonstrating the generality of these results, we observe similar redistributions and nucleoid exclusion of various other conveniently available fluorescently tagged proteins (SupplementaryFigure 4). This is a quite confusing statement. "nucleoid exclusion" would place all proteins in "space" rather than in regions of highest density as observed in fast growth conditions. Moreover, it is unclear which "similar redistribtions and nucleoid exclusions" are being referred to and whether the assayed other proteins do or do not have DNA binding capacity.
The authors have chosen to leave the "previously-defined slow growth conditions" to the end. I guess this is OK, but this reviewer would probably have started with these, thus permitting introduction of the complexities of the mid-replichore locations first. Under these conditions: 1. The distributions of the two mid-replichore genes DNA is not the same, even despite symmetrization of the data. This implies that the left and right replichores of the nucleoid are not symmetrically disposed, thus supporting the notion of asymmetric shape and/or positioning within the cell. 2. ori and ter-gene results are recapitulated. 3. Mid-left and mid-right replichore protein patterns are different from ori-and ter-gene patterns, further supporting the authors conclusion that gene position matters. However, confusingly, the protein patterns seen for the mid-replichore gene positions do not specifically correlate with the corresponding gene positions. The protein positions for the two mid-replichore gene cases are roughly similar while the gene positions are not. Also, left-replichore gene positions seem to be more dispersed than right-replichore gene positions, given the brightness of the brightest signals Is this right? The authors suggest that this complexity reflects features of the averaging. This reviewer suggests that it may reflect the fact that protein distributions reflect not only gene position but nucleoid density distribution. In the cases of ori and ter, there is a rough overlap between the two types of regions such that position-dependent bias predominates. In the cases of mid-replichore localized genes, maybe variations in nucleoid density distribution dominate, or are more porminent.
4. Also confusing is that the patterns for the protein without a DNA binding domain appear significantly different in the four cases. This needs to be discussed. It might be a reflection of relatively subtle differences in the density distributions; if so, this must be mentioned, and discussed sufficiently in text or supplemental material, that the casual reader understands. Otherwise...it implies the existence of some effect on global nucleoid organization as a function of the position of the inserted gene, which seems difficult, but also compromising to other conclusions. Or...does it imply that even the protein without the DNA binding domain is not free to move throughout the cell? And if so, why not? 5. The authors then do a riff on nucleoid exclusion. But the link of this to specific features of the data is tenuous (above). The authors need to summarize the observations from this growth rate study that support "nucleoid exclusion" or else this section on protein aggregation needs to go after the Cm section, where the effects of nucleoid exclusion are more simply apparent.
The documentation that gene location relative to operator position affects LacI-mediated repression is an excellent and very important component of this present analysis. The graphs in the relevant figure are, however, hopeless to understand from the relevant perspective. What matters is how far away the gene is from the operator. All graphs should be plotted with the position of the gene at the center and the position of the operator moving to either side so that the result in obvious.
The modeling in this paper is its least attractive feature. It does not take into account mRNA localization and relocalization but assumes that the protein diffuses from the gene; this is not sensible (above). Furthermore: have the authors considered the possibility that the protein might move by inter-segmental transfer, rather than free diffusion? Is the protein a dimer or a tetramer? Would this difference matter (thus perhaps pointing to inter-segmental transfer as being important? The fact that the data are not explained by a homogeneous protein distribution is obvious and does not require mathematical dignification. What, intuitively, is the basis for the calculations that are made? Is it geometric caging? Or is it that inter-segmental transfer gives caging and slow movement in relation to DNA density? Or? And, at the beginning, what are the relevant variables and what motivated use of these variables and the specific equations. The reader needs to know where the analysis is headed.
The authors may also wish to note a prior study showing that IS10 transposase acts preferentially in cis to its encoding gene (Morisato, D., Way, J.C., Kim H-J., and Kleckner, N. 1983. Tn10 transposase acts preferentially on nearby transposon ends in vivo. Cell 32: 799-807; Jain, C. and Kleckner, N. 1993. Preferential cis action of IS10 transposase depends upon its mode of synthesis. Mol. Microbiol. 9: 249-260). It would be interesting to see if these findings can be integrated with those presented in the present paper. Is the only issue the enormous strength of non-specific DNA binding in the transposase case? or are there other issues regarding message lifetime, susceptibility to cleavage, etc.???
Conclusion: this paper presents evidence for two key findings. The details of the analysis can use considerable improvement, but the basic findings will stand regardless.
Reviewer #3
In this manuscript, E. Kuhlman and E.C. Cox present very intriguing findings about the heterogeneity in the spatial distribution of the transcriptional repressor LacI in fixed E. coli cells. In parallel, they show that the accumulation of LacI often (although not always) correlates with the position of the lacI gene locus on the chromosome. They propose that the combination of gene location, DNA density and DNA exclusion effects mediate the observed spatial localization of the protein. This, in turn, would result in higher repression efficiency of LacI when located within 200bp of its target. If true, this is a remarkable and exciting finding. However, I do not think that the proposed underlying mechanism is supported by the experiments presented in the manuscript.
DNA density probability or DNA-averaged distribution does not represent DNA compaction. This can be seen when comparing the DAPI images and the average intensity maps (e.g., in Fig. 4) . The authors inferred from their average intensity maps that stationary phase cells have condensed nucleoids whereas fast growing cells have decondensed nucleoids. But the DAPI images show the opposite, contradicting their proposal. The discrepancy is likely due to the way they analyze their data. The variability of the position of the confined nucleoids inside the cell at fast growth rates could erroneously lead to averaged maps, such as the one presented in the figure, showing an almost-equiprobability of finding DNA at any location in the cell. But this averaged-map does not mean that the nucleoid is not condensed. Furthermore, the amount of DNA per cell needs to be taken into consideration to determine DNA compaction. This is of great importance here because the authors claim that a major factor responsible for LacI heterogeneous distribution is the DNA density (and its variations).
The authors claim that the LacI protein colocalizes with the lacI gene, which is nicely shown in Fig.  2 . However, Fig. 3 shows at time zero that LacI-venus accumulates between the two separated nucleoids, which is inconsistent with a colocalization with the gene locus. What is the explanation?
Along the same lines, in fig. 4 , comparison between gene location and protein location does not seem adequate as presented since the cell sizes vary for the protein localization patterns but not for the gene patterns. Comparison with the gene locus should be done under the same growth rate conditions and for cells of the same size. This is important since small cells tend to have just one nucleoid whereas longer cells have two, affecting the location of the lacI gene (midcell vs 1/4 and 3/4 positions), especially since 1/4 and 3/4 positions are referred to as pole regions by the authors. Also, in Fig. 4 , LacI lacking the DNA-binding site is said to localize at the poles. But it looks more like 1/4 and 3/4 positions to me. Do factors known to localize at cell poles (e.g., fluorescently labeled ribosomes) exhibit 1/4 and 3/4 positions in average maps? This would be important to verify for their interpretation because the poles are free of DNA but not the 1/4 and 3/4 positions.
For slow growth, the localization for LacI with or without DNA-binding domain does not look very different for the right midreplichore. Interpretation seems difficult. The origin shows the best colocalization between protein and gene locus, compare to other chromosomal locations (Fig. 2) . But the effect of repression appears the lowest for the origin ( In the discussion, the authors propose several possibilities to explain their data. The first two possibilities basically involve an anomalous diffusion of the newly synthesized LacI. But in the previous paragraph, they argue (and I agree) that newly synthesized LacI proteins represent only a small fraction of the pool of LacI proteins and therefore cannot contribute for much of the observed LacI signal. Wouldn't that argue against the two possibilities that they later suggest?
The averaged fluorescence patterns presented here are sometimes at odds with live-cell imaging. This is a manuscript I've been waiting for! Statistical analyses of the spatial distribution of operons along the DNA in transcriptional regulatory networks have shown that genes that regulate each other tend to lie much closer to one another than would be expected for a random network. Moreover, these analyses also revealed that the operons are not oriented at random; more specifically, they showed that there is a strong correlation between the spatial distribution and the orientational distribution of these operons. These observations strongly suggested that the spatially inhomogeneous distributions of the operons in transcriptional regulatory networks are due to functional benefits associated with regulatory control, rather than horizontal gene transfer. Yet, the origin of this remained unclear, precisely given the fact that the diffusion constant of transcription factors, which has been measured to be on the order of 0. I believe that all these results are very interesting and very relevant. The origin of the spatial inhomogeneities is an interesting physics question, and the demonstration that this has a direct effect on gene regulation is biologically very relevant. Indeed, this manuscript should be of interest to a very broad audience, including physicists and biologists. Also the SI is very worth reading (the idea that the dissociation constant varies with the growth rate is nice). I can thus recommend publication of this manuscript in Mol. Sys. Biol.
We would like to thank the reviewer for their enthusiasm. They are correct that the ultimate motivation for this work is an attempt to determine whether or not the spatial and genomic organization of operons in bacteria may be a direct result of the biophysical limitations of gene regulation by protein transcription factors. It may be of interest that, chronologically, we obtained the results demonstrating an effect of spatial organization on repression strength first; from our previous experience modeling gene regulation we thought that this effect might be observable as local enhancements of LacI concentration directly visible by single-molecule microscopy.
We agree that the additional figures the reviewer suggests address a biologically relevant and interesting question. However, our goal in the discussion of growth effects and dilution presented in the Supplementary Information is simply to address the obvious question a general reader may have as to why the gene expression curves presented in Figure 6 and Supplementary Figure 9 , which are integral to the text, obey a hierarchy: slow growth has highest absolute expression levels, while fast growth has the lowest absolute expression levels. This rudimentary analysis leads immediately to some interesting observations (e.g. that the dissociation constant depends on the growth rate), but we would prefer to limit further analysis to future manuscripts given the amount of material now available in the Supplement.
The reviewer is correct that, as judged by (now) Supplementary Figure 10 , genes near the loosely-packed terminal crossing region show a larger dependence on the growth rate. This is an interesting observation that we suspect may be a result of DNA density affecting the binding characteristics of TFs, such as the growth dependence of K we suggest in the SI. Here are our thoughts on why this may be so, although it is too early to make publishable claims about their reality:
Roughly speaking, we think that some elements of our data suggest that Lac and Tet repressor bind more strongly to more highly condensed DNA; that is, that the expression for the dissociation constant
is not completely accurate as the DNA concentration increases with compaction. We would argue that this would have to be a result of altered diffusive kinetics as a result of changing DNA compaction, and what we believe Reviewer 2 would likely refer to as "caging".
Our evidence for this suggestion is limited and circumstantial, but consists of:
(1) The increased dependence of repression strength of genes located at the loosely-packed terminal crossing region on growth rate as compared to origin-located genes, as pointed out by the reviewer. As growth rate increases, DNA compaction decreases, and we suspect that this affects the already loosely-packed terminus more than those loci residing in the more densely packed nucleoid body.
(2) The anomalously low repression strength of all genes at the highest growth rates that we discuss in the SI and Supplementary Figure 10 . We suspect that the DNA density at the fastest growth rates has been reduced below some critical value reminiscent of, loosely speaking, a phase change. Similarly, at the slowest growth rates the DNA becomes extremely dense and undergoes again what is reminiscent of a phase change: non-DNA-binding proteins are (on average) "frozen out" of the nucleoid.
(3) The abnormally low repression strength of terminus-located targets when the repressor gene is located at the origin (see the repression strength of the most distal terminal crossing region targets in Figure 6A ). This effect seems to be reduced or eliminated when the repressor gene is also located nearby on the terminal crossing region ( Figure 6C ).
(4) The inability to adequately determine the distribution of the terminal-crossing region located essQ gene locus by FROS due to reduced TetR-EYFP binding at that locus (as described in the legend to Figure 2 ).
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(5) The failure of FROS to provide sufficient signal strength to allow the determination of the gene loci distributions at the fastest growth rate (see the determination of gene loci distributions in fast-growing cells in Supplementary Figure 5B and its legend), we suspect due to reduced binding of TetR-EYFP as a result of low DNA density. We instead rely upon RNA FISH and assumed RNA/gene colocalization to determine the distribution of gene loci at fast growth rates in Supplementary Figure 5B .
(6) The weak correlation of the distribution of LacI::Venus expressed from plasmid with that of looselycompacted DNA at the fastest growth rates as shown in the in the last row of Figure 4 of the main text. Because the LacI::Venus expression level from the plasmid is quite high and there are many LacI::Venus molecules per cell, this weak correlation is not the result of a weak signal resulting from a low number of molecules due to dilution at high growth rates. This is an important point.
The determination of k 1 = 5 -50 s as suggested by the reviewer is predicated on the assumption that the intranucleoid diffusion coefficient D 1 = 0.5 μm 2 /s, an assumption which we are not comfortable making at this point and results in a number that we would prefer not to add to the literature without further investigation. In a similar fashion, direct comparison of ʄ determined by repression data to ʄ determined from microscopy gradient decay lengths is possible, but problematic. First, as we note in the last paragraph of p. 14 of the Supplementary Information: "Given that the extracted values of ʄ correspond to the average spacing between integrated target locations, i.e. that the enhancement of repression is mostly evident at the single integration site immediately proximal to TF integrations, it is likely that target integrations at finer resolutions would be required to obtain a reliable estimate of ʄ." Furthermore, the extremely close correspondence of the LacI::Venus and gene locus microscopy distributions in Figures 3-4 argue that this decay length must be very short indeed, likely much shorter than the value determined by repression measurements.
-In Eqs. 7 and 8, is [TF] the background concentration in the whole cell or inside the nucleoid?
In eq. 7, [TF] refers to a new parameter defined by eq. 8 in terms of the whole cell cytoplasmic LacI fraction [TF 3 [TF 3 ], which represent the nucleoid and cytoplasmic fractions of LacI. In this sense, the parameter refers to the fraction of LacI contained within the cytoplasm that is interacting with the nucleoid. We appreciate that this naming convention may result in some degree of confusion, but we believe it is internally consistent.
-A comment which probably reflects my own stupidity. It would be useful to briefly explain in the caption of Fig. S7 why LacZ activity decreases with increasing growth rate, or at least indicate that LacZ activity does not depend on the gene copy number only: while the gene-copy number increases with the growth rate, the expression level decreases with the growth rate (it is indeed discussed in the text of the SI, referring to the work of Klump and coworkers, and it is also shown explicitly in Fig. S8A , but it would be instructive to briefly mention it here in the caption also).
A brief statement along these lines has been added to the beginning of the caption of Supplementary Figure 10 on p. 30 of the SI: "As discussed in the text, as the growth rate increases intracellular protein concentrations decrease in a nonlinear fashion due to dilution and changing cellular composition (Bremer & Dennis, 1996; Klumpp et al, 2009 )"
Both of the conclusions announced in the title of this paper are fully supported by the presented data and both are interesting.
We thank the reviewer for this concise and direct statement, and we hope that we have adequately addressed their concerns below. p5, first full paragraph. DIscussion of data in Figure 2 needs to be regularized for logic. First: gene distributions correspond to what is expected from the literature in all three cases. Get this out of the way first.
We have revised the exposition in paragraph one on p. 5 to proceed more logically.
Second: discuss mRNA distributions. Distributions for the ori and ter-localized genes correspond to the positions of the genes, which could be expected given tethering of the mRNA to the gene while transcription is in progress, but with some tendency for the mRNA from the ori-localized gene to spread into the (symmetrized) pole-ward positions. The latter point needs to be noted. Conversely, the mRNA from the plasmid-localized gene has a tendency to also be localized around mid-cell. Both effects imply some movement away from the position of the gene. It is important to present the mRNA data first to provide a baseline for where the protein is localized.
It can be noted that since mRNA synthesis and translation all occur within the nucleoid, there will be an intrinsic tendency for the protein to be localized where the mRNA is localized which, in turn, will directly reflect the location of the gene. Thus, it is important to consider carefully both the mRNA and protein distributions, individually and together. The presented data suggest that there is some tendency for the mRNA to move away from the site of its synthesis (ie the position of the gene). This is not adequately emphasized in the paper.
The distribution of RNA transcribed from the origin shown in the third row of Figure 2 does have some spread, but this spread corresponds almost exactly to that of the gene locus itself shown in the second row. Similarly, the other chromosomally encoded RNAs shown in Figure 2 and Supplementary Figure 5 , those data reported previously by Montero-Llopis et al. Nature 2010, and the RNA distributions originating from the other gene loci that we have measured (but have not shown for brevity since we think this point has already been sufficiently established by our data and that of Montero-Llopis et al.) all show the same high degree of correlation of chromosomally transcribed mRNA with encoding gene locus.
The RNA transcribed from the plasmid does appear to show some tendency to collect at midcell. However, we suspect that this tendency can be easily explained: the proposal made in this manuscript that the local environment affects the diffusive kinetics of proteins also applies to RNAs. The large RNA diffusion constants measured by Golding and Cox PNAS 2004 result from RNAs produced from polar-localized BACs, and it was the disagreement of these cytoplasmically-produced RNA measurements with the observation of RNA/gene colocalization by Montero-Llopis et al. (and supported by this manuscript) that results in the surprise and significance of Montero-Llopis et al.'s findings. We are claiming in this manuscript that the same phenomenon occurs for proteins and RNAs. We think that the tendency for plasmid-originating RNA to spread more than chromosomal RNA is due to its direct production into the cytoplasm rather than within the crowded environment of the nucleoid. In other words, the plasmid-sourced RNA and LacI protein spreads more than the chromosomally-sourced RNA and LacI protein because the plasmid is "playing by different rules." In the language of the diffusion model presented in the paper, the different rule is that the fraction of RNA and protein produced directly into the nucleoid, f, is zero.
We have added a short paragraph addressing this issue to p. 19 in the Discussion.
Third: the protein distribution for the ter-localized gene looks like the ter distribution. The protein distribution for the ori-localized gene looks roughly like the distribution of the gene and the mRNA. The protein distribution for the plasmid-encoded gene reflects a strong difference relative to the mRNA distribution, with differentially more protein in the middle as compared to the ends.
Since the authors are interested in "space", an important control which is absent from this paper is to analyze the distributions of mRNA and protein from the ori-localized gene in the presence of the same plasmid used for plasmid-localization of the gene but without the gene. It is possible that the plasmid DNA is occluding space near the pole(s) and thus forcing protein to other regions.
In the current version of the manuscript, in which we provide more plasmid-related data at the suggestion of Reviewer 2, this question is answered in the negative by Figure 3 and Supplementary Figure 7A: LacI::Venus deleted for the DNA binding domain by removal of the first 42 bp of the lacI coding sequence (henceforth referred to as LacI42::Venus), and expressed in high levels from the plasmid is still localized towards the ends of the cell even though the plasmid occupies roughly the same space.
To satisfy our and the reviewer's curiosity, we have also performed the experiment in which the lacI::venus gene is integrated near the origin, and the cell also contains the same, but empty, plasmid. The results are shown below for wildtype LacI::Venus (left) and LacI42::Venus (right) in stationary phase, demonstrating that the plasmid itself does not crowd LacI42::Venus from the regions towards the cell ends:
With the binding domain, the LacI::Venus concentration is enhanced at the midcell gene locus; without it, there is a higher density towards the ends of the cell. Since we think the original question is now sufficiently answered within the manuscript by the additional plasmid data, we do not include these additional data to maintain simplicity.
Since the distributions obtained for the three different ori positions are clearly different, and since (at least for the ori-and ter-encoded genes) the nucleoid and surrounding spaces should be the same, these data clearly show that the position of the gene within the genomic order of the chromosome (and thus its position in space) can affect protein distribution (and, less surprisingly, mRNA distribution). The ori-located and plasmid-located cases further show that the mRNA tends to move into "three positions" (which are all occupied by the ter-located DNA, mRNA and protein).
A question that could be asked is: what is the basis for this tendency for "three positions". In the opinion of this reviewer, this reflects two components. First, slowly growing newborn cells are highly asymmetric. This is known from ori/ter position studies. Second, this asymmetry reflect not just organization put shape and position within the cell such that there seems to be "more space" (lower nucleoid density" in the middle of the cell and at the old pole end (not published). Thus, the observed distributions are actually the sum of both gene position and nucleoid density distribution. Movement of mRNA and protein to positions other than those occupied by the gene in the ori-and plasmid-localized gene cases reflects the positions of these "spaces".
We interpret our data differently. The RNA transcribed from the origin localizes precisely with the distribution of the gene. RNA transcribed from the terminus localizes at these three positions because the average location of the encoding gene shown in Figure 2 is a superposition of those cells which have the locus at the cell ends with those cells where the locus has already moved to midcell. In other words, the encoding gene is also, on average, at these same three positions. All of the RNA data presented in Figure 2, Supplementary Figure 5 , and Montero-Llopis et al. show chromosomally produced RNA colocalizing precisely with the position of the encoding gene. The RNA originating from the plasmid does show some tendency to distribute to other positions throughout the cell, but the reasons for this are currently unknown, and, as we discussed above, we suspect RNA diffusion is governed by the same rules of cytoplasmic versus chromosomal source that proteins appear to obey i.e. f=0 in equation (6).
We do not think that we now have sufficient information to speculate within the manuscript that, as the reviewer suggests, there is "more space" or "lower nucleoid density" in the middle of the cell; in fact, we would suggest that the DAPI results showing the single-chromatid DNA distribution in Figure 3 actually suggest the opposite: the DNA is more highly condensed in midcell than elsewhere. As we also state later, we suspect that the midcell and cell ends occupying the extremes of DNA density (high density at midcell, very low density at poles), while the midreplichore loci lie in regions of intermediate DNA density, is what made the LacI::Venus distributions originating from origin and terminus far easier to determine than those originating from midreplichore sources in the slow growth state. In this regard, we think that the reviewer is precisely correct that the observed LacI::Venus distributions are the sum (or, more precisely, the convolution) of gene position and local nucleoid density.
As complete speculation, we would suggest that the body of the nucleoid occupies sufficient space near the middle of the cell in exponentially slow-growing cells that it serves to inhibit the passage of particles from one cell end to the other. If this is the case, the plasmid-sourced RNA may be accumulating at midcell due to a "road-block", and we discuss this possibility further in response to Reviewer 3.
The protein that lacks a DNA binding domain also exhibits different distributions in the three cases of Figure 2 . In the ori-and ter-gene cases, both, there is more protein around the edges and in the middle of the cell, quite similarly (but not identically) in the two cases. This data is hard to interpret without a proper 3D image of the nucleoid. These patterns could fit with a model in which the nucleoid is asymmetric in shape. Roughly speaking, the regions most depleted in protein (turquoise) occur in the same three positions where space is inferred to occur from other distributions (above). The plasmid-gene case shows a different distribution of binding-defective protein from the others. This is a strong hint that the presence of the plasmid is affecting the available "space", essentially by occluding the terminal spaces as above.
We agree that the distributions of LacI42::Venus without a DNA binding domain for exponentially slow growing cells shown in Figures 2-4 show a tendency to accumulate around the edges of the nucleoid. For the larger cells shown in Figure 4 in particular we think it is clear that the LacI42::Venus is forming something like a torus around the body of the nucleoid, further demonstrating a tendency towards nucleoid exclusion.
The subtle differences in distributions between different source locations, and the plasmid results that exhibit different LacI::Venus -BD distributions, we again suspect are due to differing initial conditions when the protein is produced in different local environments: more or less compact DNA in the chromosomal cases, and directly into the cytoplasm in the plasmid case.
The authors do not (in this section) discuss the plasmid data. There should be either more or less about this. More is better, but controls are needed (above).
We have added more plasmid data to both Figures 3-4 and Supplementary Figures 5 and 7 on pages 25 and 27 of the SI respectively.
Another issue: the authors draw a black circle around their DNA distribution. Presumably this is supposed to represent the boundary of the cell? But the boundary of the cell is not measured, and there is reason to think that the nucleoid may not (a) extend all the way to the end(s) of the cell and (b) may be asymmetrically positioned within the cell. This should be clarified. If only nucleoid intensity is measured, then only nucleoid intensity should be shown, without a black line.
In all of the the average images the boundary of the cell is clear. When collecting data to generate the average images, we keep track of additional pixels beyond the cell boundary. Consequently, in the field of average pixels, the average image appears ordered and regular within the boundary of the cell. Outside the boundary of the cell there lies averaged noise accumulated from the irregular environment surrounding each individual cell. The boundary between this noise and the orderly interior of the cell is unambiguous, marked by the solid black line.
Here is an example. The first image shows the resulting field of averaged pixels for the DNA distribution of large, slow growing cells. The boundary between cell interior and the noisy exterior is clear:
The algorithm to generate the average image locates the boundary between noise and the cell interior. It applies the black boundary and a mask to eliminate the noise:
Finally, we remove the extraneous background for presentation so that the average image looks like an E. coli cell:
Additionally, we already know the dimensions of the average cell boundary in each bin directly from the accompanying phase-contrast images of each field of cells, and these known dimensions also correspond to the black line. We thus feel that there is no ambiguity here in identifying the cell boundary, and if the reviewer agrees we would prefer to keep the black cell boundary for aesthetic reasons.
Regarding potential asymmetry of the nucleoid: as we discuss in the manuscript at the top of p. 5, the average images are artificially symmetrized due to orientational averaging, and we therefore lose information about potential asymmetries. p6 first full paragraph. The presented results confirm that, in later-stage cells that are bilobed in correspondence to the presence of two sister chromosomes, addition of Cm causes accumulation of nucleoid density in the two central regions via recruitment from more peripheral regions. This change is accompanied by redistribution of protein via movement to the places where nucleoid density is decreased (ie inter-sister and terminal regions). This is clear and implies that nonspecifically-bound LacI is excluded from highly compacted regions.
It would be interesting to know what happens without the DNA binding domain. The above analysis suggests that the same pattern will be observed. Or maybe not exactly the same pattern? This would be interesting to know.
We have performed this experiment, and the results are presented in Supplementary Figure 6 on p. 26 of the SI. While the transition between the start and endpoints is a bit less intuitive, the pattern of the resulting endpoint, with high LacI42::Venus density at the cell midline and cell ends, and the rate of total mass displacement, agree with that observed for DNA and intact LacI::Venus.
p6. second para. tiny point. "TF proteins are regularly experiencing a force excluding them from compacted DNA". It is true that the observation of movement implies the existence of a force. But of course this could be "diffusion"...is it really necessary to use the word "force"?
We appreciate the reviewer's point, and we struggled with this terminology ourselves in writing the manuscript. We would argue that, in a general sense, this terminology is accurate. Exclusion of proteins from the nucleoid could be understood thermodynamically in terms of an underlying spatially heterogeneous energetic potential function. The resulting bias in the diffusion towards exclusion could then be described by the gradient of this potential function, which a physicist would identify as a "generalized force".
An analogous example would be the idea of evolutionary selective pressure pushing an evolving population distribution around on some underlying fitness landscape. In this case, the fitness landscape corresponds to the energetic potential function, and the selective pressure can be understood as a generalized "force" pushing the population around on this potential function, akin to gravity causing objects to roll around on hills. The underlying mathematical description is identical to the derivation of vector force laws in Newtonian gravitation, which everybody would instantly recognize as a force. p6/7. The next experiment is to examine various items of interest in cells that are either in stationary phase, growing under the conditions of the prior analysis (which is quite slow and thus involves 1-2 nucleoids per cell) or growing under conditions giving rapid doubling and a more complex genome state. mRNA is not examined. DNA distribution is examined as is protein distribution with and without the DNA binding domain present. Moreover, in addition to gene locations at ori and ter, locations in the middles of the left and right replichores are examined. The array of results is complicated.
Yes, we agree. There are now 2 new Figures 3 and 4 representing the different nucleoid states, which we believe makes the paper more complete and easier to follow.
One issue relates to the conclusion that nucleoid density decreases (the nucleoid becomes less compact) not only in the growth conditions as compared to stationary phase (which is not surprising) but in fast growth as compared to slow growth. This conclusion rests on prior data showing that the amount of DNA per cell volume is constant among different growth rates. Are the authors sure that this relationship pertains over the large difference in growth rate encompassed by their two growth conditions? (It may be; this reviewer did not take time to check; but it is an important point). For example, under the fast-growth conditions used here, has there been a measurement of DNA content? Cell volume can be guesstimated from cell dimensions. This is an excellent point, and we thank the reviewer for pointing it out. The Kubitschek Biophys J, 1974 reference we cite does indeed demonstrate that DNA per cell volume is constant over an extremely wide range of exponential growth rates (20 min to 6 hour doubling times), and includes all of the exponential growth rates we observe in the manuscript.
However, when the reviewer pointed out that it might really be best to check this again, we did so, and realized that Kubitschek did not verify the constancy of this ratio for other than exponentially growing cells. Given the general small size of stationary phase cells (Supplementary Figure 3A) , and that these cells must contain an intact nucleoid, it immediately clicked that this was an important point that we had missed.
For a given cell, we can quantify the total amount of DNA in the focal plane as the volume beneath the surface described by the DAPI fluorescent profile representing the DNA distribution (see, for example, Supplementary Figure 4A ). We can then plot this measured DNA content in the focal plane versus the observed cell area. This comparison is not rigorously correct, since we are not comparing total DNA content to cell volume, but rather approximately 2D slices of each. However, approximating the cell as a rectangular box, these volumetric quantities could be obtained by multiplying both the cell area and the DNA content in the focal plane by the depth of the box in the z dimension. Approximating the cell as a rectangular box, this factor would be identical and cancel out for both quantities, and it is therefore approximately irrelevant for this ratio.
The resulting comparison of DNA content in the focal plane to cell area obtained from our microscopy data is shown in Supplementary Figure 3C on p. 23 of the SI, with fast growing cells as green points, slow growing cells as red points, and stationary cells as black points. These data show that the green and red points lie beautifully along the same line, demonstrating the constancy of the DNA to volume ratio in exponential growth. However, the stationary phase cells are smaller than would be expected for a given amount of DNA in exponential phase, and lie upon a different line. This means that the DNA in stationary phase is denser than we previously appreciated. Therefore, because we were scaling all of our DNA distributions assuming the constancy of this ratio, the exponentially growing cells appeared less dense than they should. We suspect that this problem also may have contributed to Reviewer 3's uneasiness regarding the apparent density of the DNA distributions (although their other concerns are also valid). We again thank the reviewer for suggesting this analysis, and we have updated Because the stationary phase DNA is now so dense, all of the growth conditions cannot be displayed on the same color scale (Supplementary Figure 3D) . and so the scale changes within Figure 3 , as described in Supplementary Figure 3D .
The complexity is enhanced by the way in which the data has been normalized.
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One can imagine a variety of alternative normalization schemes. However, we find normalization relative to the mean intracellular fluorescent intensity to be the most intuitively straightforward.
The images in Figure 2 -5 show that, on average, ensemble-averaged LacI42::Venus without a DNA binding domain can be found more frequently in some areas of the cell than elsewhere. This does not necessarily mean that proteins cannot be found in other spaces, or that the motion of proteins that are found within these spaces is completely confined to these areas. In other words, it is not necessarily surprising that the average protein density within the nucleoid is not zero, and we are not making that claim that it is, just that proteins have a tendency to be in some areas more than others. Perhaps this would be more accurately expressed as "statistical nucleoid exclusion", but we prefer to maintain simplicity. Assuming ergodicity, this idea also means that each individual protein will spend a larger fraction of its time in some areas rather than others.
We note that from the new Supplementary Movie 1 we include with the resubmission that it actually appears that, for at least some sub-population of proteins whose chromophore has matured, their motion due to diffusion in these regions in deep stationary phase may indeed be quite limited, but this observation is not a requirement for the validity of the average images.
In the fast exponential growth state, proteins are diluted out very rapidly and there are consequently very few LacI::Venus molecules per cell. We have therefore reacquired and recalculated the average images for fast exponential growth using a 514 nm laser to which we were able to briefly gain access to improve the signal-tonoise ratio of these samples. Figure 4 has been updated with these improved average images, and we have updated the discussion of these images in the text throughout.
These new results do not significantly alter the conclusions. There is still not a very obviously significant difference between the distributions with and without a DNA binding domain; or, at least, not a significant enough difference to be able to make any intelligent or definitive statements in this regard. Similarly, although our repression measurements appear to indicate that there remains some inhomogeneity, we do not think that these average images conclusively support this notion.
The authors summarize: Demonstrating the generality of these results, we observe similar redistributions and nucleoid exclusion of various other conveniently available fluorescently tagged proteins (Supplementary Figure 4) . This is a quite confusing statement. "nucleoid exclusion" would place all proteins in "space" rather than in regions of highest density as observed in fast growth conditions. Moreover, it is unclear which "similar redistribtions and nucleoid exclusions" are being referred to and whether the assayed other proteins do or do not have DNA binding capacity.
We have rewritten this sentence, and it is now found at the end of the last complete paragraph on p. 9: "see … Supplementary Figure 7B -C for similar results showing a tendency for nucleoid exclusion in response to serine hydroxamate)." We have also removed the images for other proteins this figure, as they were preliminary and our have not yet been given the same degree of attention or rigor as our LacI results; we therefore have decided to address only LacI::Venus in this manuscript.
The authors have chosen to leave the "previously-defined slow growth conditions" to the end. I guess this is OK, but this reviewer would probably have started with these, thus permitting introduction of the complexities of the mid-replichore locations first.
Under these conditions: 1. The distributions of the two mid-replichore genes DNA is not the same, even despite symmetrization of the data. This implies that the left and right replichores of the nucleoid are not symmetrically disposed, thus supporting the notion of asymmetric shape and/or positioning within the cell. 2. ori and ter-gene results are recapitulated. 3. Mid-left and mid-right replichore protein patterns are different from ori-and ter-gene patterns, further supporting the authors conclusion that gene position matters. However, confusingly, the protein patterns seen for the mid-replichore gene positions do not specifically correlate with the corresponding gene positions. The protein positions for the two mid-replichore gene cases are roughly similar while the gene positions are not. Also, leftreplichore gene positions seem to be more dispersed than right-replichore gene positions, given the brightness of the brightest signals Is this right? The authors suggest that this complexity reflects features of the averaging. This reviewer suggests that it may reflect the fact that protein distributions reflect not only gene position but nucleoid density distribution. In the cases of ori and ter, there is a rough overlap between the two types of regions such that position-dependent bias predominates. In the cases of mid-replichore localized genes, maybe variations in nucleoid density distribution dominate, or are more porminent.
We have remeasured the LacI::Venus distributions originating from the midreplichore loci with 514 nm excitation. These distributions now also show a close correspondence with the distribution of the source genes in stationary phase and slow exponential growth. These new measurements with 514 nm excitation have also confirmed the essential features of the experiments obtained with 488 nm excitation As discussed previously we think that the reviewer's point that the local DNA density in the midreplichore region may be different compared to the origin and terminus is absolutely correct, and we suspect that it is these local differences that lead to the difficulty in determining these distributions relative to the origin and terminus.
4. Also confusing is that the patterns for the protein without a DNA binding domain appear significantly different in the four cases. This needs to be discussed. It might be a reflection of relatively subtle differences in the density distributions; if so, this must be mentioned, and discussed sufficiently in text or supplemental material, that the casual reader understands. Otherwise...it implies the existence of some effect on global nucleoid organization as a function of the position of the inserted gene, which seems difficult, but also compromising to other conclusions. Or...does it imply that even the protein without the DNA binding domain is not free to move throughout the cell? And if so, why not?
There do appear to be some subtle differences in the distributions of the LacI42::Venus depending upon the location of its source. We have now noted these differences and suggest that they may be due to differences in the initial conditions (the end of the last full paragraph on p. 7: "... subtle differences in the distributions may be a consequence of different initial conditions due to different integration locations.") We do not think that the details of these differences are significant enough to belabor the point and expound upon at any further length.
5. The authors then do a riff on nucleoid exclusion. But the link of this to specific features of the data is tenuous (above). The authors need to summarize the observations from this growth rate study that support "nucleoid exclusion" or else this section on protein aggregation needs to go after the Cm section, where the effects of nucleoid exclusion are more simply apparent.
The results have become clearer and more consistent with new data obtained at 514 nm, and so we have rewritten the exposition of this section from pages 6-10. We have moved the experiments regarding Cminduced nucleoid exclusion to after the growth-rate study and before the riff on nucleoid exclusion, as the reviewer suggests.
We believe what the reviewer suggests is how we already display the data. In each panel, the position of the encoding lacI gene is at the center of the x-axis, indicated by the vertical black dashed line. Each circle extending laterally away from this vertical line represents a different strain where the LacI-operator target was integrated at the indicated genetic distance from the TF gene.
In each data set we maintain the TF gene in the same locus so that the global TF concentration remains constant for every strain, and we instead move the target. The overall expression of the target will therefore change as a consequence of the altered absolute positions on the chromosome relative to the replication origin, but this variation is measured and controlled for (see Supplementary Figure 9) , and is responsible for the longer-length scale changes in repression strength.
The modeling in this paper is its least attractive feature. It does not take into account mRNA localization and relocalization but assumes that the protein diffuses from the gene; this is not sensible (above). Furthermore: have the authors considered the possibility that the protein might move by inter-segmental transfer, rather than free diffusion? Is the protein a dimer or a tetramer? Would this difference matter (thus perhaps pointing to intersegmental transfer as being important? The fact that the data are not explained by a homogeneous protein distribution is obvious and does not require mathematical dignification. What, intuitively, is the basis for the calculations that are made? Is it geometric caging? Or is it that inter-segmental transfer gives caging and slow movement in relation to DNA density? Or? And, at the beginning, what are the relevant variables and what motivated use of these variables and the specific equations. The reader needs to know where the analysis is headed.
As discussed previously, we believe we have sufficiently accounted for RNA localization and relocalization. While the RNA produced from cytoplasmic plasmids may be more free to diffuse throughout the cell than RNA produced from chromosomal loci, all of the chromosomally produced RNA distributions as measured here by FISH and by Motero-Llopis et al. colocalize quite precisely with the encoding gene. This precise colocalization of RNA with chromosomal gene sources justifies the mathematical use of the Dirac delta function in equations (6), p. 17 to spatially localize LacI production within the model.
The appeal of mathematical modeling to individual readers is somewhat subjective, and praised by Reviewer 1. We adopt Ocham's razor in our modeling, seeking the minimal number of asumptions that explain the data. We argue that simply stating that DNA binding, nucleoid exclusion, and facilitated diffusion can lead to TF inhomogeneity is insufficient given the depth of mathematical and physical detail with which diffusion is already understood. We think that it is necessary to work within this mathematical framework to at least semirigorously demonstrate how the measured phenomena can lead to the observed inhomogeneity.
The motivation of the modeling is to explain the observation of ensemble-averaged protein localization discussed in this manuscript in light of previous studies which show that proteins diffuse very rapidly, and its basis is the experimental observations made within the manuscript of diffusion and nucleoid exclusion. It is certainly possible that this model is incorrect, and we are certain that at least in its details it is incorrect; for example, diffusion coefficients and nucleoid escape and capture rates are almost certainly spatially heterogeneous functions of the local environment, which we do not consider for simplicity. One could also imagine completely different explanations: for example, it is conceivable that the local DNA environment forms in effect a series of adjacent cages. The microscopic diffusion of LacI within each cage could be extremely rapid, and would be what is observed within the short time scales of single molecule tracking experiments e.g. Elf et al. However, on a more macroscopic scale the diffusion between adjacent cages would be more limited, reducing the spatial extent of the long time-scale diffusion of some particles. Such a scheme would also result in the protein localization we observe in this manuscript, but this particular explanation is based entirely on speculation. We instead construct a model that can explain the data, but also has as its foundations the phenomena observed experimentally in this manuscript and elsewhere: protein diffusion, non-specific attraction of DNA-binding proteins to DNA, nucleoid exclusion, and fluorophore maturation.
Regarding inter-segmental transfer: the "coarse graining" of our model is done precisely to avoid having to consider the fine details of the intranucleoid facilitated diffusion process. The insight gained from more detailed theoretical analyses of the microscopic details of facilitated diffusion long ago reached diminishing returns, and we hope that this coarse-grained model provides more direct and intuitive insight. The mathematical details of the coarse-grained model are outlined thoroughly in the additional supplementary manuscript submitted with this manuscript. As a short justification, we propose that this coarse-graining is reasonable because of the co-linearity of the spatial and genomic maps: a given intergenic distance on the genomic map corresponds to a proportional intergenic distance in physical space as determined by Wiggins et al. The LacI::Venus protein used here is a dimer as described by Elf et al. Science 2007 in its original construction. It is conceivable that tetramerization could alter the resulting protein distribution for wild type; and one could come up with arguments that the additional DNA-binding domain could either increase, reduce, or have no effect on the degree and spatial extent of the heterogeneity of the protein; but here we are looking for a necessary and sufficient explanation for our experiments with a simplified Lac system, which we believe we have done, and we prefer not to speculate further.
We thank the reviewer for suggesting these key papers, which we unfortunately overlooked. Now we include a short discussion of these prior findings on pp.18-19 our manuscript, as well as a comparison of Morisato et al.'s data to our model as Supplementary Figure 11 on p. 31 of the SI. In short, we demonstrate that there is good quantitative agreement between Morisato et al's data set and our model. In more detail: The first paper, Morisato et al. Cell, 1983 , describes a beautiful experiment in which the ability of IS10 transposase to act upon TN10 transposons integrated at various intergenic distances from the transposase gene is measured. This is very similar in concept to the experiment of our Figure 6 , in which we study the ability of LacI to bind to and regulate its targets as a function of intergenic distance. We think the findings of this manuscript directly complement and support our findings, and we would speculate that their basis is identical.
Although the identity of the recognized sequences and the ultimate function of the bound protein is different, the initial fundamental mechanism of action of TFs and the transposase described in this paper is identical: the recognition of and binding to some specific cognate sequence. Just as for LacI discussed in our manuscript, the binding and unbinding of the transposase to its cognate inverted repeats (IRs) will also be governed by an equilibrium:
Consequently, we would argue that the cis-enhanced action of the transposase may be due to local enhancements in the concentration of the transposase, just as we propose that it is here for LacI. The cisenhancement of transposase activity is much stronger than that we show for LacI: ~120x rather than the ~2x of LacI. We suspect this is a consequence of the "enormous strength of non-specific DNA binding in the transposase case" the reviewer mentions, and consequently that the local enhancement of concentration may be much stronger for the transposase than for LacI. This high degree of local enhancement may also be a consequence of the necessity of the transposase to find and bind both IRs at each end of the transposon, increasing the apparent cooperativity and sensitivity to IR concentrations in the above equilibrium. This is likely reflected in Morisato et al.'s finding that transposition rate also decreases as a function of the length of the transposon, i.e. the separation distance between the IRs (or, stated equivalently, changing [IR] due to the increased distance). We have long suspected that the distance dependence of repression strength by LacI would be more strongly evident with a more sensitive promoter, but stuck with our weakly sensitive promoter due to its more straightforward mathematical analysis and, therefore, more easily interpretable results.
We propose in our manuscript that the regulatory strength of LacI should fall off with distance as a local exponential gradient due to facilitated diffusion combined with the effective "degradation" of nucleoid exclusion. If the cis-enhancement of the IS10 transposase is due to the same local enhancement of concentration and is also due to the same mechanisms of facilitated diffusion, its activity should show the same exponential decrease in activity as a function of transposase-transposon intergenic distance. And indeed it appears that it does, as judged by the data contained in their Figure 5 , which we plot below in a manner more directly comparable with our Figure 6 :
Here, we plot as blue points the transposition rate of their tetracycline-resistant transposon integrated more proximally to the transposase gene at 14 minutes on the E. coli chromosome as a function of transposasetransposon intergenic distance. We plot as red points the transposition rate of the kanamycin resistant transposon integrated further downstream at 17 minutes, which corresponds to an additional distance from the transposase gene of ~138 kbp. The solid black line corresponds to the best-fit to the exponential function , and the dashed red lines show the 90% confidence interval of the fit. The inset shows the same data plotted with a logarithmic y-axis. We extract a gradient decay length of ~35 kbp േ ~50%.
In the second paper, Jain and Kleckner Mol. Microbiol 1993 examine changes in the degree of cis-enhancement upon changing the expression levels of the transposase. This paper we believe contains further corroborating evidence for our model. Specifically, the constructs in this paper are carried on extrachromosomal plasmids and show a reduced cis-enhancement compared to chromosomal constructs: ~80x rather than the ~120x of the first paper; as the authors state: "Other experiments suggest that cis preference may be somewhat less severe among elements located on plasmids than within the bacterial chromosome itself." We would again draw parallels to our arguments regarding the differences between production of proteins and RNA directly into the cytoplasm from extrachromasomal plasmids (f = 0) and production within the densely packed nucleoid (f > 0). Furthermore, in this second paper the authors demonstrate that higher transposase expression levels generally lead to reduced cis-enhancement of transposition. Again, we think this has direct parallels with TFs. As expression levels increase, one would intuitively expect local enhancement of protein concentrations to get "washed out", or overpowered, by the overall high protein levels, and consequently for the local concentration enhancement to have a smaller observable effect. We would suggest that this is directly applicable to the distinction between "local TFs" like LacI, which are expressed in low amounts, show high binding strengths to non-specific DNA (like IS10 transposase), and are generally found in close genomic proximity to their targets, and "global TFs" like CRP, which are expressed in high amounts (millimolar), have weaker binding to nonspecific DNA, and whose targets are found spread disparately throughout the genome, as described by Kolesov et al. PNAS 2007 cited in our manuscript.
In this manuscript, T.E. Kuhlman and E.C. Cox present very intriguing findings about the heterogeneity in the spatial distribution of the transcriptional repressor LacI in fixed E. coli cells. In parallel, they show that the accumulation of LacI often (although not always) correlates with the position of the lacI gene locus on the chromosome. They propose that the combination of gene location, DNA density and DNA exclusion effects mediate the observed spatial localization of the protein. This, in turn, would result in higher repression efficiency of LacI when located within 200bp of its target. If true, this is a remarkable and exciting finding. However, I do not think that the proposed underlying mechanism is supported by the experiments presented in the manuscript.
The reviewer is quite right that the averaged DNA distribution at fast growth rates (shown in what is now This issue has now been addressed explicitly at the end of p.6 to the beginning of p.7 of the main text, and a detailed discussion of the analytical procedure has been added to pp. 6-9 of the Supplementary Information; the data are presented in Supplementary Figure 4 on p. 24 of the SI. This analysis and these data demonstrate (1) that the Total Absolute Gaussian Curvature of the nucleoid (as defined in the SI) is a valid quantification of the compaction state of the nucleoid and (2) that the original assertion, that quickly growing cells have a less densely compacted nucleoid than slowly growing cells, is correct.
The authors claim that the LacI protein colocalizes with the lacI gene, which is nicely shown in Fig. 2 . However, Fig.  3 shows at time zero that LacI-venus accumulates between the two separated nucleoids, which is inconsistent with a colocalization with the gene locus. What is the explanation? This is a good observation that requires some elaboration, and we suspect is another symptom of nucleoid exclusion. As the cells grow and replicate their DNA, the resulting sister chromatids segregate and gene loci move around within the cell. Given this motion throughout the cell, we do not think it surprising that, at least in some cases, it appears that the LacI::Venus distribution in older cells becomes more complex.
We now show in the new Figure 4 the distribution of LacI::Venus in exponentially slow growing (left) and fast growing (right) cells containing two complete sister chromatids, and we include the present discussion in the main text on pp. 7-8. For the midreplichore integrants the LacI::Venus distributions appear to still correlate closely with the distribution of their encoding gene. For the origin and terminus integrants however, the correlation is less clear. However, the origin and terminus distributions show what appears to be hysteresis: the distribution of LacI::Venus in older cells depends upon the past history of the location of the gene in younger cells.
Before replication, the origin locus produces LacI::Venus at midcell. After replication and segregation, LacI::Venus pools in the inter-chromatid space near where the origin was originally, as judged by Figures 4 and 5. Similarly, after the terminus relocates to midcell after replication and segregation, there remains a pool of LacI::Venus further out towards the ends of the cell than in any of the other cases. We think that this tendency of LacI::Venus to pool in the nearest available space that contains less DNA must be a product of nucleoid exclusion of the LacI::Venus molecules. We also think that this must mean that the two poles of the cells must not be completely free to exchange material; therefore the cytoplasmic pool may not be completely homogeneous, and the poles of the cell will be asymmetric. This may be related to the observed asymmetry of cell poles made by Rang, Peng, and Lin Chao, Current Biology 2011, showing that bacteria age and that the poles of daughter cells age differently depending on whether they are derived from a new or old pole of the maternal cell. The accumulation of aging signals in one pole of the cell, and their inability to subsequently homogenize, may be another manifestation of this phenomenon.
Along the same lines, in fig. 4 , comparison between gene location and protein location does not seem adequate as presented since the cell sizes vary for the protein localization patterns but not for the gene patterns. Comparison with the gene locus should be done under the same growth rate conditions and for cells of the same size. This is important since small cells tend to have just one nucleoid whereas longer cells have two, affecting the location of the lacI gene (midcell vs 1/4 and 3/4 positions), especially since 1/4 and 3/4 positions are referred to as pole regions by the authors.
The reviewer is correct regarding the necessity of comparing only those cells with equivalent amounts of DNA. We have supplied more data and, to keep any one figure from becoming too large, have split the data into two figures: Figure 3 , comparing stationary phase cells and exponentially slow growing cells containing a single chromatid, and Figure 4 , comparing exponentially slow and fast growing cells containing two sister chromatids, and we have extended our discussion of the distributions at different states on pp. 7-8 of the main text. We have additionally supplied the data required for the comparison of the average distribution of gene loci at all growth states discussed in the manuscript in Supplementary Figure 5A -B on p. 25 of the SI; somewhat remarkably, the gene distributions remain nearly identical between cells containing a similar quantity of DNA regardless of the growth rate. Also, in Fig. 4 , LacI lacking the DNA-binding site is said to localize at the poles. But it looks more like 1/4 and 3/4 positions to me. Do factors known to localize at cell poles (e.g., fluorescently labeled ribosomes) exhibit 1/4 and 3/4 positions in average maps? This would be important to verify for their interpretation because the poles are free of DNA but not the 1/4 and 3/4 positions.
We do not have ready access to fluorescently labeled ribosomes, but the plasmids used as an extrachromosomal LacI::Venus source are localized to the ends of the cells and, as shown in Figures 2-4 , and Supplementary Figure 5A , this plasmid shows similar localization towards the ends of the cells as the population averaged LacI42::Venus lacking a DNA binding domain.
As shown in the average DNA distributions in Figures 2-4 , the nucleoid does not extend all the way to the very ends of the cell, meaning that there is a significant volume of cytoplasm free of DNA in these areas. We are proposing that in highly condensed cells the LacI42::Venus pools in these cytoplasmic domains. Because of the hemispherical geometry of these areas, there will be a larger volume available in closer proximity to the 22 nucleoid than towards the end of the cells. Because we have no reliable way to adjust the average fluorescent maps for changing volume due to the interior 3D geometry of the cell, we propose that the areas of brightest fluorescence simply correspond to the area of largest available cytoplasmic volume.
Also, perhaps the reviewer objects to the use of the word "poles" in reference to these positions, which usually refers to the very ends of the cells. We have therefore changed the text to refer to areas as "towards the end of the cell" throughout the text.
For slow growth, the localization for LacI with or without DNA-binding domain does not look very different for the right midreplichore. Interpretation seems difficult.
We agree that these results were puzzling, and, as described in response to Reviewer 2, we repeated the measurement of the LacI::Venus distributions originating from the loci with a 514 nm argon laser for Venus excitation. Figures 3 and 4 have been updated with these distributions with an improved signal to noise ratio, and now show that the LacI::Venus distributions from these loci also closely correlate with the source gene distributions. We agree. We have repeated these bleaching and blinking curves in both fixed and live specimens. These results are far more convincing and are shown in Supplementary Figure 8 on p. 28 of the SI, where we use a well established algorithm for demonstrating single molecule bleaching and blinking.
The origin shows the best colocalization between protein and gene locus, compare to other chromosomal locations (Fig. 2) . But the effect of repression appears the lowest for the origin (Fig. 5) . I would have expected the opposite based on what they proposed. Is there an explanation?
Our analysis shows that the degree of inhomogeneity of all strains appears roughly similar, and the degree of inhomogeneity obtained by fitting the repression data all show, within error bars, a similar scale of enhancement of repression in the local vicinity of the encoding TF gene. Furthermore, we note that all of the samples consistently show an approximately equal level of repression in the immediate vicinity of the TF gene regardless of the absolute integration location.
Furthermore, when judging the scale of the inhomogeneity obtained via microscopy there exists an issue about which we are now explicit on p. 6 of the SI, and which is always an issue with quantitative microscopy: because we have no absolute fluorescence standard, there is some ambiguity in the scale of background subtraction and hence the estimated scale of the inhomogeneity. Because of the enormously large volume of imaging data we acquire for this analysis, we are unable to take all required images in a single imaging session. When switching between different data sets on different days, the absolute level of fluorescent intensity may vary somewhat due to subtly changing microscopy conditions. It is therefore generally necessary to scale the background subtraction such that the absolute level of the autofluorescent background of all the cells matches and the background can be subtracted appropriately. This scaling of background subtraction will only affect the scale of the measured inhomogeneity, but not the shape, and does not affect the correlation of the shape of the inhomogeneity with the distribution of the source gene locus.
In the discussion, the authors propose several possibilities to explain their data. The first two possibilities basically involve an anomalous diffusion of the newly synthesized LacI. But in the previous paragraph, they argue (and I agree) that newly synthesized LacI proteins represent only a small fraction of the pool of LacI proteins and therefore cannot contribute for much of the observed LacI signal. Wouldn't that argue against the two possibilities that they later suggest?
This list of possibilities is intended to be a list of the limited variety of possible physical mechanisms that can potentially result in TF spatial inhomogeneity and is included for completeness. In the presentation of this list we provide our thoughts on the relative likelihood of each contributing to the observed inhomogeneity.
We then present a simple model which attempts to take into account all of the observed and relevant phenomena we describe in the manuscript, including nonspecific attraction to DNA, nucleoid exclusion, intracellular diffusion, and fluorophore maturation, and we show how the combined action of these phenomena can lead to the observed inhomogeneity. Each of the previously described mechanisms is encapsulated in one way or another in this model. Spatial heterogeneity of diffusion coefficients or transient states would be reflected in the diffusive kinetics of the model (e.g. slow or spatially varying D), and spatial heterogeneity of energetic potentials will affect the nucleoid escape and capture rates k 1 and k 2 .
We prefer not to speculate on the relative sizes of the nucleoid-bound and cytoplasmic fractions of LacI::Venus, and do not do so in the manuscript. We have repeated measurement of the distribution of the left-midreplichore locus in both fixed and live cells. Figures 3-4 have been updated to reflect these new measurements, and the comparison between fixed and live distributions is shown in Supplementary Figure 5C on p. 25 of the SI. The fixed specimens do still show a higher gene density near the cell periphery than the live specimens. While this may be a fixation artifact, we note that this same pattern of peripheral localization is seen in the LacI::Venus distributions originating from this locus in slow growth and stationary phase as shown in Figure 3 . We find it highly implausible that such close correspondence between the shape of the gene and LacI::Venus distributions is due to chance.
When referring to the "surprisingly well-defined regions" occupied by loci as described by Espeli et al. 2008 , we believe the reviewer is recalling Espeli et al.'s Figure 4F , in which samples of gene position are shown as clouds of points occupying relatively well-defined volumes. The ygcE locus we discuss lies in what Espeli et al. refer to as the Non-Structured Left (NSL) macrodomain, and we note that loci within this region have the highest estimated diffusion coefficients as judged by their Figures 4C-E; and the Non-Structured Right (NSR, which contains our right midreplichore ybbD locus) macrodomain shows the largest cloud of points in their Figure 4F (as far as we can tell, the cloud for NSL is not shown). Furthermore, if one imagines an ensemble average of all points along the trace of the path of a diffusing NSR locus shown in their Figure 4A , and then this ensemble average is averaged over all orientations, the resulting distribution would in fact be very wide.
We also point out that, from the data presented in Espeli et al., 2008 , it cannot in principle be determined whether individual loci are peripherally located or not without measuring the z-position of the loci in addition to x and y. I am also concerned by the pictures presented in supplementary figure 4. I would like to see a live-cell image to rule out any fixation artifact. Also, why would a RNA-binding protein such as MS2 show a nucleoid exclusion localization?
We now provide in Supplementary Figure 7A on p. 27 of the SI images of live stationary phase cells in which LacI42::Venus is expressed from either a plasmid (top) or from an origin-proximal chromosomal location (bottom). Both of these sample images demonstrate the same localization of molecules towards the ends of the cells as that observed in the stationary phase average images of Figure 3 .
Furthermore, we provide in the new Supplementary Movie 1 one of the kinetic movies of the live strain shown in Supplementary Figure 7A used to generate the blinking and bleaching curves shown in Supplementary Figure  8B . This movie consists of a series of 100 0.4 s exposures every 0.5 s, and clearly shows that the motion of at least some subpopulation of LacI42::Venus is severely slowed and spatially restricted in stationary phase. Note that the exposures used in this movie are not short enough to visualize more freely diffusing molecules (e.g. Elf et al), so this movie likely shows only some fraction of the total LacI42::Venus population. While MS2::GFP is an RNA binding protein, it does not bind non-specifically to all RNAs. As shown in Golding and Cox, PNAS 2004, MS2::GFP binds only to a specific stem-loop sequence contained within target RNAs in E. coli. In the absence of a specific stem-loop binding target, which does not natively occur in E. coli, MS2::GFP is freely diffusing. Similar to freely diffusing LacI42::Venus, this protein will be excluded from compacted DNA. That said, as we have discussed in response to Reviewer 2, we have removed the images for other proteins (TetR::EYFP and MS2::GFP) from this figure, as they were preliminary and our experiments with these other proteins has not yet been given the same degree of attention or rigor as our LacI results; we therefore have decided to address only LacI::Venus in this manuscript. This has been corrected. Thank you again for submitting your work to Molecular Systems Biology. We have now heard back from the referees who agreed to evaluate this revised study. As you will see, the referees felt that the revisions had substantially improved this work. Reviewer #3 was generally supportive of publication, but had some minor final comments and makes suggestions for modifications, which we would ask you to carefully address in a revision of the present work.
Reviewer #2 did not submit a detailed report, but indicated that they felt this work deserved publication, while still expressing some remaining reservations regarding the simplified treatment of the nucleoid structure.
In addition, when preparing your final revision of this work, please note that we provide a new functionality that allows readers to directly download the 'source data' associated with selected figure panels (e.g. <http://tinyurl.com/365zpej>). This sort of figure-associated data may be particularly appropriate for Figures 5 & 6 . Please see our Instructions of Authors for more details on preparation and formatting of figure source data (<http://www.nature.com/msb/authors/index.html#a3.4.3>).
We also encourage authors to provide machine-readable versions of any mathematical models used in a work as supplementary materials, ideally in a common community-supported format.
Please resubmit your revised manuscript online, with a covering letter listing amendments and responses to each point raised by the referees. Please resubmit the paper **within one month** and ideally as soon as possible. If we do not receive the revised manuscript within this time period, the file might be closed and any subsequent resubmission would be treated as a new manuscript. Please use the Manuscript Number (above) in all correspondence.
Click on the link below to submit your revised paper.
<http://mts-msb.nature.com/cgibin/main.plex?el=A5BL4Bop2B4CIs4I5A92yrhZ5jhgSwD4JBBizP6fQZ>
If you do choose to resubmit, please use the link below to access the Licence to Publish. Please complete and sign this on behalf of all authors, with their consent, and fax to +44 (0)1256 321670.
http://mts-msb.nature.com/letters/msb_copyright.pdf Processing of your submission can proceed when we have received this form.
As a matter of course, please make sure that you have correctly followed the instructions for authors as given on the submission website.
Thank you for submitting this paper to Molecular Systems Biology.
Yours sincerely,
Editor -Molecular Systems Biology msb@embo.org ---------------------------------------------------------------------------REFEREE REPORTS ----------------------------------------------------------------------------

Reviewer #3
The paper has been vastly improved in clarity. Importantly, the authors provide new data to support their claim regarding the role of DNA compaction. My only major suggestion would be to clarify and better explain the interesting method (quantification of curvature) they use to measure DNA compaction, as many readers will not be familiar with it. The calculation and relevance of the estimates of DNA compaction should be clarified.
In addition, is there any known relation between the total Gaussian curvature of two surfaces covering the same volume and their projected areas? Intuitively, it seems to me that for two surfaces covering the same volume, if the total absolute Gaussian curvature of surface 1 is bigger than that of surface 2, then the projected area of surface 1 on the (x,y) plane has to be smaller than that of surface 2.
Editorial comments: -Protein chimera should be LacI-Venus (instead of LacI::Venus) -p17 reference to figure 6 (middle of the page) should probably be a reference to figure 7 2nd Revision -authors' response 07 August 2012
Enclosed please again find the revised version of our manuscript, "Gene Location and DNA Density Determine Transcription Factor Distributions in E. coli". We have made the editorial changes suggested by reviewer 3, and we have elaborated upon our method of quantifying DNA compaction by calculating the total curvature of the fluorescent images of individual nucleoids. To aid the reader, we have lengthened our introduction to the topic of curvature, and supplied the relation for calculating the curvature of a function in terms of its derivatives. In addition, we have included a new panel in Supplementary Figure 4 which visualizes the motivation for using curvature to quantify DNA compaction.
