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Abstract
We consider the imaging of anisotropic conductivity tensors γ = (γij)1≤i,j≤2 from knowl-
edge of several internal current densities J = γ∇u where u satisfies a second order elliptic
equation ∇ · (γ∇u) = 0 on a bounded domain X ⊂ R2 with prescribed boundary conditions
on ∂X . We show that γ can be uniquely reconstructed from four well-chosen functionals J
and that noise in the data is differentiated once during the reconstruction. The inversion
procedure is local in the sense that (most of) the tensor γ(x) can be reconstructed from
knowledge of the functionals J in the vicinity of x. We obtain the existence of an open set
of boundary conditions on ∂X that guaranty stable reconstructions by using the technique
of complex geometric optics (CGO) solutions. The explicit inversion procedure is presented
in several numerical simulations, which demonstrate the influence of the choice boundary
conditions on the stability of the reconstruction. This problem finds applications in the
medical imaging modality called Current Density Imaging or Magnetic Resonance Electrical
Impedance Tomography.
1 Introduction
Current Density Impedance Imaging (CDII), also called Magnetic Resonance Electrical Impedance
Tomography (MREIT) is a medical imaging technique that belongs to the class of coupled-
physics imaging modalities. Such modalities aim to combine a high-contrast modality, such
as Electrical Impedance Tomography (EIT), with a high-resolution modality, such as Magnetic
Resonance Imaging (MRI) or ultrasound. EIT, which aims to reconstruct the electrical proper-
ties of tissues, leads to a nonlinear inverse boundary problem known as the Caldero´n problem,
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which has been extensively studied (see [24] for a review). The Caldero´n problem consists in
understanding what can be reconstructed in γ from knowledge of all possible measurements
performed at the boundary ∂X of a domain X ∈ Rn, in other words from knowledge of all pairs
(u, γν · ∇u) at the boundary ∂X with outward unit normal ν(x) for x ∈ ∂X, where u is an
arbitrary solution to the equation ∇ · γ∇u = 0 in X. It is known that (i) anisotropic tensors
γ cannot uniquely be reconstructed from such boundary data; and (ii) that when γ = βγ˜ with
detγ˜ = 1 and γ˜ known, then β can uniquely be reconstructed with a stability estimate that
is logarithmic; see [24]. This stability estimate, which intuitively corresponds to differentiating
noise in the data an infinite number of times, results in typically low-resolution reconstructions.
In a new class of inverse problems (called hybrid or coupled-physics inverse problems), it is
possible to overcome the limitations of reconstructions from classical boundary data by acquiring
and using internal functionals of the coefficients of interest. These high-resolution internal
functionals of the unknown conductivity allow for the high-resolution reconstruction of a fully
anisotropic structure. For a very incomplete list of works on these problems in the mathematical
literature, we refer the reader to [2, 3, 8, 9, 23]. Different types of internal functionals, such as
current densities and power densities, corresponding to different physical couplings have been
analyzed to recover the unknown conductivity. In the case of power densities, which share some
similarities with the problem of interest here, we refer the reader to, e.g.,[6, 11, 15, 16, 19, 20].
In this paper, we consider the problem of reconstructing an anisotropic conductivity γ in
a domain X from measurement of internal current densities H. Internal current densities can
be obtained by the technique of Current Density Imaging (CDI). The idea is to use Magnetic
Resonance Imaging (MRI) to determine the magnetic field B induced by an input current I
(see [14]). The current density is then defined by H = ∇× B. The explicit reconstructions we
propose require that all components of H be measured. This may be challenging in practice as
it requires a rotation of the domain being imaged or of the MRI scanner. The reconstruction of
γ from knowledge of only some components of H, ideally only one component for the simplest
practical experimental setup, is open at present.
In two dimensions, a numerical reconstruction algorithm based on the construction of equipo-
tential lines was given in [17]. An iterative algorithm known as J -substitution algorithm was
proposed by Kwon et al in [18]. With knowledge of the magnitude of only one current density
|H| = |γ∇u|, the problem was studied in [21, 22] in the isotropic case. The anisotropic case
in a known conformal class was studied in [13]. The present authors recently derived a local
reconstruction procedure for fully anisotropic tensors in [7] and showed that the tensor can be
uniquely and stably reconstructed with a loss of one derivative from the measurements to the
reconstructed image. The result was also extended by the first two authors to the full Maxwell’s
system in [5].
The explicit reconstruction method provided in [7] requires that some matrices constructed
from available data satisfy appropriate conditions of linear independence. In the present work,
we show that in R2, such assumptions can be globally guaranteed with a set of well-chosen illu-
minations based on the construction of Complex Geometrical Optics (CGO) solutions, provided
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that one can prescribe Dirichlet (or other) conditions over the full boundary. Several numerical
experiments presented in Section 4 confirm the theoretical predictions. The numerical simula-
tions show that the reconstruction procedure works well for different types of tensors containing
both smooth and discontinuous coefficients. Using the decomposition γ = βγ˜ with β = (det γ)
1
2 ,
the simulation results also show that both the isotropic and the anisotropic parts of the tensor
can be stably reconstructed, with a better robustness to noise for the scalar β. This is consistent
with theoretical results in [7], where the stability of the inversion on β is better than on the
anisotropy γ˜.
Our CGO-based theoretical results exhibit a specific class of boundary conditions that ensure
stable reconstructions. In practice, a much larger class of boundary conditions than those that
can be analyzed mathematically still provide stable reconstructions. Yet, when only a part of
the boundary conditions is accessible for current injection, the linear independence of specific
matrices needed in the reconstruction deteriorates. The reconstructions then become unstable in
some parts of the domain. This phenomenon is demonstrated in several numerical simulations.
All simulations are performed in two dimensions of space, although we expect the conclusions
to still hold qualitatively in higher dimensions as well.
The rest of the paper is structured as follows. The main results are presented in section
2. The reconstruction procedure is detailed in section 3. The numerical implementation of the
algorithm and the effects of the choice of boundary conditions are shown in section 4. Section
5 offers some concluding remarks.
2 Statements of the main results
Let X ⊂ R2 be a bounded domain with a C2,α boundary ∂X. Although most of the follow-
ing results generalize to arbitrary spatial dimensions, we restrict the setting to R2; see [7] for
results in higher dimensions. We consider the inverse problem of reconstructing an anisotropic
conductivity tensor in the second-order elliptic equation,
∇ · (γ∇u) = 0 (X), u|∂X = g, (1)
from knowledge of internal current densities of the form H = γ∇u, where u solves (1). The
above equation has real-valued coefficients and γ = (γij)1≤i,j≤2 is a symmetric (real-valued)
tensor satisfying the uniform ellipticity condition
κ−1‖ξ‖2 ≤ ξ · γξ ≤ κ‖ξ‖2, ξ ∈ R2, for some κ ≥ 1, (2)
so that (1) admits a unique solution in H1(X) for g ∈ H 12 (∂X).
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2.1 Global reconstructibility condition
We start by selecting 4 boundary conditions (g1, g2, g3, g4) and the corresponding current den-
sities
Hi = γ∇ui, 1 ≤ i ≤ 4 (3)
where the function ui solves (1). Assuming that over X, the two solutions u1, u2 satisfy the
following positivity condition
inf
x∈X
|det(∇u1,∇u2)| ≥ c1 > 0 (4)
then the gradients of additional solutions ∇u3,∇u4 can be decomposed as linear combinations
in the basis (∇u1,∇u2), { ∇u3 = µ1∇u1 + µ2∇u2
∇u4 = λ1∇u1 + λ2∇u2 (5)
where the coefficients {µi}1≤i≤2 can be computed by Cramer’s rule as
(µ1, µ2) = (
det(∇u3,∇u2)
det(∇u1,∇u2) ,
det(∇u1,∇u3)
det(∇u1,∇u2)) = (
det(H3,H2)
det(H1,H2)
,
det(H1,H3)
det(H1,H2)
). (6)
The same expression holds for {λi}1≤i≤2 by replacing u3 by u4 in the above equation. There-
fore these coefficients are computable from the available current densities. The reconstruction
procedures will make use of the matrices Zk defined by
Zk = [Zk,1, Zk,2] , where Z1,i = ∇µi Z2,i = ∇λi, 1 ≤ i, k ≤ 2. (7)
These matrices are also uniquely determined by the known current densities. Denoting the
matrix H = [H1,H2] and the skew-symmetric matrix J = e2 ⊗ e1 − e1 ⊗ e2, we construct two
matrices as follows,
Mk = (ZkH
TJ)sym, for k = 1, 2. (8)
The calculations in the following section show that condition (4) and the independence of
M1,M2 ∈ S2(R) give a sufficient condition for a global reconstruction of γ. Condition (4) may be
fulfilled using [1, Theorem 4] which guarantees that (4) holds if the map ∂X ∋ x→ (g1(x), g2(x))
is a homeomorphism onto its image. That all required conditions are met for some boundary
conditions is provided in the following lemma.
Lemma 2.1. Let γ(x) ∈ H5+ǫ(X) for some ǫ > 0 and satisfy the uniform elliptic condition
(2). Then there exists an open set of illuminations {gi}1≤i≤4, such that the solutions {ui}1≤i≤4
satisfy the following conditions:
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A. inf
x∈X
|det(H1,H2)| ≥ c0 > 0 holds on X.
B. The two matrices M1,M2 constructed by (8) are independent in S2(R) throughout X.
Since γ is uniformly elliptic on X, condition A is equivalent to equation (4). Note that A and
B are expressed in terms of the measured quantities {Hj}j , and as such can be checked directly
during experiments. When the above constant c0 is deemed too small, or the matrices Mj are
not sufficiently independent, then acquiring additional measurements might be considered.
The proof of Lemma 2.1 is based on the construction of Complex Geometrical Optics(CGO)
solutions and will be given in Section 3.3.
Remark 2.2. Conditions A and B are all that is required from the available internal functional
{Hj}. The above lemma shows the existence of boundary conditions such that they hold. In
practice, these conditions are met for a large class of boundary conditions not covered by the
above lemma; see section 4.
Remark 2.3. For the general n dimensional case, Lemma 2.1 does not necessarily hold globally.
However, it holds locally with 4 well-chosen illuminations. The proof is based on the Runge
approximation; see [7] for details.
2.2 Uniqueness and stability results
We denote by M2(R) the space of 2 × 2 matrices with inner product 〈A,B〉 := tr (ATB).
Assuming that there exist 4 illuminations {gi}1≤i≤4 with their corresponding solutions (ui)1≤i≤4
satisfying the conditions in Lemma 2.1. Then the isotropic part β can be reconstructed via
a redundant elliptic system with a prior knowledge of the anisotropic part γ˜. In particular,
the matrices M1,M2 constructed by (8) are independent and of codimensiton 1 in S2(R). We
will see that γ˜ is orthogonal to M1,M2 which can be calculated from knowledge of {Hi}1≤i≤4.
Together with the fact that det γ˜ = 1 and γ˜ is positive, γ˜ can be completely determined by
(Hi)1≤i≤4. The algorithm is based on an appropriate generalization of the cross-product. The
reconstruction formulas can be found in Section 3.1 and 3.2. This algorithm leads to a unique
and stable reconstruction in the sense of the following theorem.
Theorem 2.4. Suppose that Lemma 2.1.A holds over X for two couples {ui}2i=1 and {u′i}2i=1,
solutions of the conductivity equation (1) with the tensors γ = βγ˜ and γ′ = β′γ˜′ satisfying the
uniform ellipticity condition (2), where γ˜, γ˜′ ∈ W 1,∞(X) are known. Then β can be uniquely
reconstructed in X with the following stability estimate,
‖ log β − log β′‖W p,∞(X) ≤ ǫ0 + C
∑
i=1,2
‖Hi −H ′i‖W p,∞(X) + ‖γ˜ − γ˜′‖W p,∞(X)
 . (9)
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Here, ǫ0 = | log β(x0) − log β′(x0)| is the error committed at some fixed x0 ∈ X. If in addition
Lemma 2.1.B holds for the two sets {ui}4i=1 and {u′i}4i=1 as above, then γ˜ can be reconstructed
with the stability as follows,
‖γ˜ − γ˜′‖W p,∞(X) ≤ C
4∑
i=1
‖Hi −H ′i‖W p+1,∞(X). (10)
Remark 2.5. From Theorem 2.4, with a prior knowledge of the anisotropic part γ˜, the recon-
struction of the scalar β has a better stability estimate than γ˜. This will be demonstrated by the
numerical experiments in Section 4.1.
3 Reconstruction approaches
The reconstruction approaches were presented in [7] for a general n dimensional case. To make
this paper self-contained, we briefly list the algorithm for the 2 dimensional case and prove the
global reconstructibility condition in Lemma 2.1. We first present the reconstruction formula
for β, assuming that the anisotropic part γ˜ is known from prior informations or reconstructed
by current densities.
3.1 Reconstruction of β
Denoting the curl operator in R2 by J∇·, where J = e2 ⊗ e1 − e1 ⊗ e2. We rewrite (3) as
1
β
γ˜−1Hi = ∇ui for i = 1, 2 and apply the curl operator to both sides. Using the fact that ∇ui
is curl free, we get the following equation,
∇ log β · (Jγ˜−1Hi) = −J∇ · (γ˜−1Hi).
Considering both j = 1, 2, simple calculations lead to
∇ log β = −Jγ˜H−T
(
J∇ · (γ˜−1H1)
J∇ · (γ˜−1H2)
)
. (11)
Since both first order derivatives of log β can be reconstructed by (11), together with the bound-
ary condition, the above equation leads to an over-determined elliptic system for β.
3.2 Reconstruction of γ˜
We now develop the reconstruction algorithm for γ˜. This reconstruction is algebraic and local
in nature: the reconstruction of γ at x0 ∈ X requires the knowledge of current densities for x
only in the vicinity of x0. In addition to H1,H2, we pick 2 more measurements H3,H4 satisfying
6
Lemma 2.1.B. We apply the curl operator J∇· to the linear combinations in (5). Again, using
the fact that ∇ui = γ−1Hi is curl free, we obtain the following equation,∑
i=1,2
Zk,i · (Jγ˜−1Hi) = 0 where k = 1, 2.
Using the fact that tr (A) = tr (S−1AS) and γ is symmetric, the above equation amounts to
0 = γ˜ : ZkH
TJ = γ˜ : (ZkH
TJ)sym = γ˜ : Mk.
Since {M1,M2} are of codimension 1 in S2(R), the above equation leads to the fact that γ˜ must
be parallel to the following matrix constructed with M1,M2,
B =
(
2M221 M
12
2 − 2M121 M222 M111 M222 −M221 M112
M111 M
22
2 −M221 M112 2M121 M112 − 2M111 M122
)
. (12)
Here, M ijk denotes the ij element of the symmetric matrix Mk. Notice that B vanishes only if
M1 and M2 are linearly dependent. Together with the fact that det γ˜ = 1 and γ˜ is positive, we
obtain the following explicit reconstruction,
γ˜ = sign(B11)|B|− 12B. (13)
Proof of Theorem 2.4: The proof is straightforward by noticing that one derivative is taken
in the reconstruction procedure for γ˜. The stability for β is a direct result from the standard
regularity estimate for elliptic operators. See [7] for details.
3.3 Proof of Lemma 2.1
Isotropic tensors γ = βI2. The proof is based on the construction of complex geometrical
optics (CGO) solutions. As shown in [9], letting β ∈ H5+ε(X), one is able to construct a
complex-valued solution of (1) of the form
uρ =
1√
β
eρ·x(1 + ψρ), (14)
where ρ ∈ C2 is of form ρ = ρ(k + ik⊥) with k ∈ S1 and k · k⊥ = 0. Thus eρ·x is a harmonic
complex plane wave with ρ ·ρ = 0. With the assumed regularity, we have the following estimate
(see [9, Proposition 3,3]),
lim
ρ→∞
‖ψρ‖C2(X¯) = 0.
Computing the gradient of uρ and rearranging terms, we obtain that
∇uρ = eρ·x(ρ+ϕρ), with ϕρ := ∇ψρ + ψρρ− (1 + ψρ)∇ log
√
β,
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where ‖ϕρ‖C1(X¯) is uniformly bounded independent of ρ. Since β is real-valued, both the real
and imaginary parts of uρ are real-valued solutions of (1) and we obtain the following expression
∇uℜ
ρ
=
ρeρk·x√
β
(
(k+ ρ−1ϕℜ
ρ
) cos(ρk⊥ · x)− (k⊥ + ρ−1ϕℑ
ρ
) sin(ρk⊥ · x)
)
,
∇uℑρ =
ρeρk·x√
β
(
(k⊥ + ρ−1ϕℑρ ) cos(ρk
⊥ · x) + (k+ ρ−1ϕℜρ ) sin(ρk⊥ · x)
)
.
Straightforward computations lead to
det(∇uℜρ ,∇uℑρ ) =
ρ2e2ρk·x
β
(1 + fρ), where lim
ρ→∞
‖fρ‖C1(X¯) = 0.
Now we identify k = e1 and define k1 = k, k2 = −k. For j = 1, 2, define ρj := ρ(kj + ik⊥j ).
Considering the solutions (uℜ
ρ1
, uℑ
ρ1
, uℜ
ρ2
, uℑ
ρ2
), the previous calculations show that
inf
x∈X
|det(∇uℜ
ρ1
,∇uℑ
ρ1
)| ≥ c0 > 0, (15)
Together with the uniform ellipticity of γ, the above inequality implies condition A . Then using
Cramer’s rule in (6), simple algebra shows that
µ1 =
sin(2ρk⊥ · x) + gµ1
e2ρk·x(1 + fρ1)
, µ2 =
− cos(2ρk⊥ · x) + gµ2
e2ρk·x(1 + fρ1)
and similarly,
λ1 =
− cos(2ρk⊥ · x) + gλ1
e2ρk·x(1 + fρ1)
, λ2 =
− sin(2ρk⊥ · x) + gλ2
e2ρk·x(1 + fρ1)
where ‖gµi‖C1(X¯), ‖gλi‖C1(X¯) are bounded for i = 1, 2. Then by the definition of Zk in (7), we
obtain the following expression,
Z1 = 2ρe
−2ρk·x[(−k sin(2ρk⊥ · x) + k⊥ cos(2ρk⊥ · x),k cos(2ρk⊥ · x) + k⊥ sin(2ρk⊥ · x)) + o(ρ−1)]
Z2 = 2ρe
−2ρk·x[(k cos(2ρk⊥ · x) + k⊥ sin(2ρk⊥ · x),k sin(2ρk⊥ · x)− k⊥ cos(2ρk⊥ · x)) + o(ρ−1)].
Together with k = e1 and H = β(∇uℜρ1 ,∇uℑρ1), we obtain that,
(Z1H
TJ)sym = 2ρ2
√
βe−ρk·x
[(
cos(ρk⊥ · x) sin(ρk⊥ · x)
sin(ρk⊥ · x) − cos(ρk⊥ · x)
)
+ o(ρ−1)
]
(Z2H
TJ)sym = 2ρ2
√
βe−ρk·x
[(
sin(ρk⊥ · x) − cos(ρk⊥ · x)
− cos(ρk⊥ · x) − sin(ρk⊥ · x)
)
+ o(ρ−1)
]
.
Since
M1 : M2
‖M1‖‖M2‖ = o(ρ
−1)
M1,M2 are almost orthogonal as ρ is large enough, which implies the independence. This proves
condition B.
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General case: Following the idea in [10, Theorem 4.4], we extend γ to a smooth tensor on
R
2 ≃ C, which remains uniformly positive definite and equal to I2 outside of a compact domain.
For ϕ : R2 ∋ x 7→ ϕ(x) = y ∈ R2 a diffeomorphism, we denote the push-forward of γ by the ϕ
as follows,
ϕ∗γ(y) =
Dϕ(x)γ(x)Dϕt(x)
|det(Dϕ)| |x=ϕ−1(y) (16)
The theory of quasi-conformal mappings [4] implies that there exists a unique such diffeomor-
phism ϕ satisfying the Beltrami system,
ϕ∗γ(y) = |γ|
1
2 ◦ ϕ−1(y), ϕ(z) = z +O(z−1) as z →∞,
which means that the conductivity γ is conformal to the Euclidean conductivity I2. As in the
isotropic case, we can construct CGOs of the form,
vρ =
1√
ϕ∗γ(y)
eρ·y(1 + ψρ(y)), (17)
where limρ→∞ ‖ψρ‖C2(ϕ(X)) = 0. Using the change of variables, we construct u = v ◦ ϕ,
uρ =
1√
ϕ∗γ ◦ ϕ(x)
eρ·ϕ(x)(1 + φρ(x)), (18)
where limρ→∞ ‖φρ‖C2(X) = 0. By the method in the isotropic case, we construct the solutions
(v1, v2, v3, v4) = (v
ℜ
ρ1
, vℑρ1 , v
ℜ
ρ2
, vℑρ2), with ρ1,ρ2 defined as before. Then for 1 ≤ i ≤ 4, the func-
tions ui = vi ◦ ϕ satisfy the conductivity equation (1). Using the chain rule ∇ui = ∇(vi ◦ ϕ) =
Dϕt∇vi ◦ϕ, condition A is satisfied with ρ sufficiently large since ∇v1,∇v2 are linearly indepen-
dent as indicated in the isotropic case. Denote the skew-symmetric matrice J ′ = DϕtJDϕ and
Z ′k(y) = Zk(x)|x=ϕ−1(y). Again by the chain rule, the following relation holds for every x ∈ X,
(ZkH
TJ ′)sym = (DϕtZ ′k(∇v1,∇v2)tDϕγDϕtJDϕ)sym
= det(Dϕ)Dϕt((Z ′kβ(∇v1,∇v2)tJ)sym ◦ ϕ)Dϕ
where J ′ = DϕtJDϕ is skew-symmetric. As in the proof in the isotropic case, we see that
(Z ′kβ(∇v1,∇v2)tJ)sym are linearly independent over ϕ(X) for k = 1, 2. Thus, M1,M2 are
linearly independent thoughout X, which proves condition B.
4 Numerical experiments
To demonstrate the computational feasibility of the reconstruction algorithm, we performed
some numerical experiments to validate the reconstruction algorithms from the previous section,
assess their robustness to noisy measurements and determine how reconstructions are affected
by boundary conditions limited to a part of the domain.
9
4.1 Preliminary facts on the numerical implementation
Recall that we decompose γ into the following form with three unknown coefficients {ξ, ζ, β},
γ = βγ˜ = β
[
ξ ζ
ζ 1+ζ
2
ξ
]
, ξ > 0 (19)
where β = |γ| 12 and |γ˜| = 1. The full reconstruction is a two-step procedure, starting with
the reconstruction of the anisotropy γ˜(ξ, ζ) via formula (13). This requires implementing the
formula
γ˜ =
∑m
i=1 sign(B
11
i )Bi∑m
i=1 |detBi|
1
2
(20)
where each Bi is constructed via (12) by choosing two additional current densities. Once γ˜ is
reconstructed, β is in turn reconstructed via the redundant elliptic system (11).
Regularized inversion. Since we have explicit reconstruction formulas for γ, we use a total
variation method as the denoising procedure by minimizing the following functional,
f = argmin
g
1
2
‖g − frc‖22 + ρ‖Mg‖TV (21)
where frc denotes the explicit reconstructions of the coefficients of γ and M is the discretized
version of the gradient operator. We choose the l1-norm as the regularization TV norm for
discontinuous, piecewise constant, coefficients. In this case, the minimization problem can be
solved using the split Bregman method presented in [12]. To recover smooth coefficients, we
minimize the following least square problem,
f = argmin
g
1
2
‖g − frc‖22 + ρ‖Mg‖22
where the Tikhonov regularization functional admits an explicit solution f = (I+ρM∗M)−1M∗frc.
4.2 Experiment with control over the full boundary
In the numerical experiments below, we take the domain of interest to be the square X =
[−1, 1]2 and use the notation x = (x, y). We use a N+ 1× N+ 1 square grid with N = 80, the
tensor product of the equi-spaced subdivision x = −1 : h : 1 with h = 2/N. The internal current
densities H(x) used are synthetic data that are constructed by solving the conductivity equation
(1) using a finite difference method implemented with MatLab. Although the data constructed
this way may contain some noise, we refer to these data as the “noise-free” or “clean” data.
10
We also perform the reconstructions with noisy data by perturbing the internal functionals
H(x) so that,
H˜(x) = H(x). ∗ (1 + α ∗ random(x)),
where random(x) is a N+ 1× N+ 1 randommatrix taking uniformly distributed values in [−1, 1]
and α is the noise level. We then run a de-noising process on the random matrix, which we
chose as a low-pass filter constructed by a 5-point sliding averaging process.
We use the relative L2 error between reconstructed and true coefficients to measure the
quality of the reconstructions. ECξ , ENξ , ECζ , ENζ , ECβ , ENβ denote the relative L2 error in the recon-
structions from clean and noisy data for ξ, ζ and β, respectively.
Experiment 1. In the first experiment, we intend to reconstruct the smooth coefficients ξ, ζ
and β defined in (19) and given by,
ξ = 2 + sin(πx) sin(πy)
ζ = 0.5 sin(2πx)
β = 1.8 + e−15(x
2+y2) + e−15((x−0.6)
2+(y−0.5)2) − e−15((x+0.4)2+(y+0.6)2).
(22)
We consider five different illuminations (g1, g2, g3, g4, g5) that are defined as follows,
(g1, g2, g3, g4, g5)(x) = (x+ y, y + 0.1y
2, 3x2 + 2y2, x2 − 0.5y2, xy) x ∈ ∂[−1, 1]2 (23)
where g1, g2 are used generating the solutions satisfying Lemma 2.1.A. We performed two
sets of reconstructions using clean and noisy synthetic data respectively. The l2-regularization
procedure is used in this simulation. For the noisy data, the noise level α = 4%. The results of
the numerical experiment are shown in Figure 1. The relative L2 errors in the reconstructions
are ECξ = 0.1%, ENξ = 4.0%, ECζ = 0.6%, ENζ = 11.8%, ECβ = 0.2% and ENβ = 3.7%.
Reconstruction of β with (known) true anisotropic part γ˜. We now use the true ξ and ζ to
reconstruct β with noisy data (α = 20%). Figure 2 displays the numerical results. The recon-
struction is quite robust to noise when the anisotropy is known: the L2 relative error is 1.6%.
Comparing Fig.1(k)&(l) with Fig.2(a)&(b), it is clear that the reconstruction of the isotropy β is
more stable than that of the anisotropy γ˜. This is consistent with the better stability estimates
obtained in Theorem 2.4.
Experiment 2. In this experiment, we intend to reconstruct the isotropy given by
β(x) =

1 + (sign(random) + 1), x ∈ Xij , 1 ≤ i, j ≤ 10
1 + (sign(random) + 1), x ∈ X ′ij ∪X ′′ij , 1 ≤ i ≤ 3, 1 ≤ j ≤ 5
1, otherwise
(24)
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Figure 1: Experiment 1. (a)&(e)&(i): true values of (ξ, ζ, β). (b)&(f)&(j): reconstructions
with noiseless data. (c)&(g)&(k): reconstructions with noisy data(α = 4%). (d)&(h)&(l): cross
sections along {y = 0}.
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Figure 2: Reconstruction of β with true anisotropy. (a): reconstructed β using true anisotropy
and noisy data(α = 20%). (b): cross-section along y = 0.
where random is a random number in [−1, 1], Xij = [0.1(i − 1) − 0.4, 0.1i − 0.4] × [0.1(j −
1) − 0.4, 0.1j − 0.4], X ′ij = [0.1(i − 1) − 1, 0.1i − 1] × [0.1(j − 1) − 0.4, 0.1j − 0.4] and X ′′ij =
[0.1(i−1)+0.7, 0.1i+0.7]× [0.1(j−1)−0.8, 0.1j−0.8]. The anisotropy characterized by (ξ, ζ) is
the same as Experiment 1. The measurements are constructed with the 5 illuminations given by
(23). Reconstructions with noise-free and noisy data are performed with a l2 regularization for
the anisotropy and l1 regularization using the split Bregman iteration method for the isotropic
component. The noise level α = 4%. The numerical results of the numerical experiment are
shown in Figure 3. The relative L2 errors in the reconstructions are ECξ = 2.8%, ENξ = 3.7%,
ECζ = 6.9%, ENζ = 11.8%, ECβ = 5.1% and ENβ = 8.2%, respectively.
Experiment 3. In this experiment, we attempt to reconstruct coefficients with discontinuities.
To simplify the implementation, we only consider piecewise constant coefficients. Here we use
the same illuminations as in Experiment 1. Reconstructions with both noiseless and noisy data
are performed with l1 regularization using the split Bregman iteration method for both the
anisotropic and isotropic components. The noise level α = 4%. The results of the numerical
experiment are shown in Figure 4. From the figures, we observe that the singularities of the
coefficients create minor artifacts on the reconstructions and the error in the reconstruction
is larger at the discontinuities than in the rest of the domain. The relative L2 errors in the
reconstructions are ECξ = 3.9%, ENξ = 9.6%, ECζ = 13.4%, ENζ = 31.9%, ECβ = 3.7% and
ENβ = 8.2%.
4.3 Experiments with control over part of the boundary
The previous experiments show that the reconstruction of both smooth and discontinuous coef-
ficients is very accurate and robust to noise when one can fully prescribe boundary conditions
ensuring conditions A&B of Lemma 2.1. In practice, one does not always have access to the
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Figure 3: Experiment 2. (a)&(e)&(i): true values of (ξ, ζ, β). (b)&(f)&(j): reconstructions
with noiseless data. (c)&(g)&(k): reconstructions with noisy data(α = 4%). (d)&(h)&(l): cross
sections along {y = 0}.
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Figure 4: Experiment 3. (a)&(e)&(i): true values of (ξ, ζ, β). (b)&(f)&(j): reconstructions
with noiseless data. (c)&(g)&(k): reconstructions with noisy data(α = 4%). (d)&(h)&(l): cross
sections along {y = −0.5}.
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whole boundary, and instead may have to prescribe boundary conditions on only a small part of
the domain. In the next series of experiments, we assume to only have control over the bottom
boundary of the square domain X, call it ∂XB = [−1, 1]×{−1}. Over the rest of the boundary,
we successively impose homogeneous Dirichlet boundary conditions (Experiment 4), then homo-
geneous Neumann boundary conditions (Experiment 5). In two spatial dimensions, either case
forces all conductivity solutions to have their gradients to be pairwise collinear (normal to the
boundary for Dirichlet conditions, tangential to the boundary for Neumann conditions). This
violates both conditions of Lemma 2.1, and we expect reconstructions to do poorly near the
uncontrolled part of the boundary. Note that we can predict the accuracy of the reconstruction
from the measured data since the constants of independence appearing in A&B in Lemma 2.1
can be estimated from the measurements {Hj}j . For instance, of two measurements are not
sufficiently linearly independent, then additional measurements may be considered before the
reconstruction formulas are applied.
Note that in higher spatial dimensions, the practically more relevant homogeneous Neumann
conditions should lead to better reconstructions as these conditions impose less constraints on
gradients than homogeneous Dirichlet conditions.
Experiment 4. We now repeat Experiment 3 using illuminations that are only non-zero on
the bottom boundary of the domain.
Reconstructions of the anisotropy γ˜ in [−1, 1]2. We first perform the reconstructions of ξ and ζ.
We use five illuminations given by Gaussian functions as follows,
gi(x) =
{
(2π · 0.22)− 12 exp{− 12·0.22 (x+ xi)2}, x ∈ ∂XB
0, x ∈ ∂X \ ∂XB
1 ≤ i ≤ 5 (25)
where {xi}1≤i≤5 = {−0.8,−0.4, 0, 0.4, 0.8}. Reconstructions with noise-free data are shown in
Figure 5. From this simulation, we can see that even with noise-free data, the reconstruction
degrades as one gets farther away from the controlled boundary ∂XB , while it remains accurate
near ∂XB .
Reconstructions of γ in an extended domain. From the numerical simulation in Figure 5, it
is clear that the reconstruction procedure does not perform well for x far from ∂XB . From
Fig.5(d), we can see that det(∇ui,∇uj) decays very rapidly, which means that Lemma 2.1.A is
not fulfilled.
A way to scan a deeper part of the domain with conductivity solutions of linearly independent
gradients is obtained by spreading out the various boundary conditions along the x-axis. To
this end, we now extend the domain X to X ′ = [−3, 3] × [−1.2, 4.8] and use a N′ + 1× N′ + 1
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Figure 5: Simulations on X. (a)&(b)&(c): reconstructions with noiseless data. (d): cross section
of max
1≤i<j≤5
log |det(∇ui,∇uj)| along {x = 0}, {x = −0.5} and {x = 0.5}.
square grid with N′ = 240. We use the following five Gaussian functions as illuminations,
gi(x) =
{
(2π · 0.22)− 12 exp{− 1
2·0.22
(x+ xi)
2}, x ∈ ∂X ′B
0, x ∈ ∂X ′ \ ∂X ′B
1 ≤ i ≤ 5 (26)
where {xi}1≤i≤5 = {−2.8,−1.5, 0, 1.5, 2.8}. The reconstruction of the anisotropy γ˜ with noise
free data is shown in Figure 6. In this setting, we see that the domain X is now fully covered by
conductivity solutions whose gradients fulfill condition A from Lemma 2.1, and the reconstruc-
tion performs well everywhere on X. On the other hand, as expected, the reconstruction does
not perform well outside X.
We then use the reconstructions restricted onX to present the desired anisotropy. In the next
step, β can be recovered on X by using the reconstructed γ˜ in the first step. Figure 7 displays
the numerical results with noiseless data and noisy data(α = 1%, 4%). A l1 regularization using
the split Bregman iteration method is used for both the anisotropic and isotropic components
in this simulation. The relative L2 errors in the reconstructions are ECξ = 9.4%, ECζ = 27.6%,
ECβ = 7.2%; ENξ = 9.6%, ENζ = 28.1%, ENβ = 7.6% when α = 1%; ENξ = 15.8%, ENζ = 38.3%
ENβ = 13.7% when α = 4%.
Experiment 5. In this experiment, we repeat Experiment 4 on the extended domain X ′, re-
placing homogeneous Dirichlet boundary conditions on the left, top and right edges, by homoge-
neous Neumann conditions on the three other edges. The same (Dirichlet) boundary conditions
are used on the bottom edge of the domain,{
u(x) = (2π · 0.22)− 12 exp{− 12·0.22 (x+ xi)2}, x ∈ ∂X ′B
∂u
∂n
(x) = 0, x ∈ ∂X ′ \ ∂X ′B
1 ≤ i ≤ 5 (27)
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Figure 6: Simulations on extended domain X ′. (a)&(d): true anisotropy (ξ, ζ). (b)&(e): recon-
structions with noiseless data. (c)&(f): reconstructions with noisy data(α = 4%).
where {xi}1≤i≤5 = {−2.8,−1.5, 0, 1.5, 2.8}. As in the last experiment, we first apply the recon-
struction algorithm of γ˜ on X ′ and present its restriction on X. Then β can be recovered on X
by using the reconstructed γ˜. Figure 8 displays the numerical results with noiseless data and
noisy data (α = 1%, 4%). An l1 regularization procedure is again used in this simulation. The
relative L2 errors in the reconstructions are ECξ = 9.4%, ECζ = 26.9%, ECβ = 6.8%; ENξ = 9.5%,
ENζ = 28.7%, ENβ = 7.7% when α = 1%; ENξ = 14.3%, ENζ = 52.1%, ENβ = 13.5% when α = 4%.
5 Conclusion
This work presents an explicit reconstruction procedure for an anisotropic conductivity tensor
γ = (γij)1≤i,j≤2 from knowledge of current densities of the form H = γ∇u.
As explained in Theorem 2.4, these reconstruction algorithms, displaying local reconstruction
formulas with Lipschitz stability (with the loss of one derivative from the measurements to the
reconstructed quantities) for the anisotropic part of γ and Lipschitz stability (with no loss
of derivatives) for det γ, rely heavily on the ability to construct families of solutions of the
conductivity equation with linearly independent gradients (i.e. conditions A and B in Lemma
2.1). As the experimenter pilots these solutions from the boundary, it is then necessary to
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Figure 7: Experiment 4. (a)&(e)&(i): reconstructions with noiseless data. (b)&(f)&(j): recon-
structions with noisy data (α = 1%). (c)&(g)&(k): reconstructions with noisy data (α = 4%).
(d)&(h)&(l): cross sections along y = −0.5.
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Figure 8: Experiment 5. (a)&(e)&(i): reconstructions with noiseless data. (b)&(f)&(j): recon-
structions with noisy data (α = 1%). (c)&(g)&(k): reconstructions with noisy data (α = 4%).
(d)&(h)&(l): cross sections along y = −0.5.
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find appropriate boundary conditions ensuring the linear independence criterion. These linear
independence conditions can be directly estimated from the available internal functionals {Hj}j
and additional measurements could then be considered if necessary. This method was used in
Experiments 4 and 5.
We first prove in Lemma 2.1 that, if one can control the entire boundary, then boundary con-
ditions close to traces of Complex Geometrical Optics solutions will generate solutions satisfying
conditions A and B throughout the domain. In fact, these conditions can be verified numeri-
cally for quite a large class of boundary conditions, such as for instance traces of well-chosen
polynomials, and Experiments 1-3 in the numerics section illustrate the success of the method
on full reconstruction of both smooth and discontinuous coefficients, as well as its robustness to
noise.
On the other hand, when one has control over only part of the boundary, there will inher-
ently be a breakdown in the reconstruction near the part of the boundary that is not controlled,
as homogeneous boundary conditions there will automatically violate the linear independence
criterion. On the controlled part of the boundary, using solutions generated with peaked Gaus-
sian profiles at various positions yields satisfactory reconstructions up to a certain depth. As
seen numerically on Experiments 4 and 5, the region where reconstructions are stable can be
improved by increasing the spacing between the Gaussian profiles.
Acknowledgment
This work was partially funded by AFOSR Grant NSSEFFFA9550- 10-1-0194 and NSF Grant
DMS-1108608. FM acknowledges partial support from NSF grant DMS-1025372.
References
[1] G. Alessandrini and V. Nesi, Univalent eσ-harmonic mappings, Arch. Rat. Mech.
Anal.,158:155-171, 201. 4
[2] H. Ammari, E. Bonnetier, Y. Capdeboscq, M. Tanter, and M. Fink, Electrical
Impedance Tomography by elastic deformation, SIAM J. Appl. Math., 68 (2008), pp. 1557–
1573. 2
[3] S. R. Arridge and O. Scherzer, Imaging from coupled physics, Inverse Problems, 28
(2012), p. 080201. 2
[4] K. Astala, T. Iwaniec, and G. Martin, Elliptic Partial Differential Equations and
Quasiconformal Mappings in the Plane, Princeton University Press, Princetion, (2008). 9
[5] G. Bal, C. Guo, Reconstruction of complex-valued tensors in the Maxwell system from
knowledge of internal magnetic fields, submitted, (2013). 2
21
[6] G. Bal, C. Guo, and F. Monard, Linearized internal functionals for anisotropic con-
ductivities, Inv. Probl. and Imaging, 8 (2014). 2
[7] , Inverse anisotropic conductivity from internal current densities, Inverse Problems,
30(2), (2014). 2, 3, 5, 6, 7
[8] G. Bal, K. Ren, G. Uhlmann and T. Zhou, Quantitative thermo-acoustics and related
problems, Inverse Problems, 27(5) (2011). 2
[9] G. Bal and G. Uhlmann, Inverse diffusion theory of photoacoustics, Inverse Problems,
26 (2010). 2, 7
[10] , Reconstruction of coefficients in scalar second-order elliptic equations from knowledge
of their solutions, C.P.A.M, 66(10) (2013), pp. 1629–1652. 9
[11] Y. Capdeboscq, J. Fehrenbach, F. de Gournay, and O. Kavian, Imaging by modi-
fication: Numerical reconstruction of local conductivities from corresponding power density
measurements, SIAM Journal on Imaging Sciences, 2 (2009), pp. 1003–1030. 2
[12] T. Goldstein and S. Osher, The Split Bregman Method for L1-Regularized Problems,
SIAM Journal on Imaging Sciences, 2 (2009), pp. 323–343. 10
[13] N. Hoell , A. Moradifam and A. Nachman, Current density impedance imaging of an
anisotropic conductivity in a known conformal class, submitted (2013). 2
[14] Y. Ider and L. Muftuler,Measurement of AC magnetic field distribution using magnetic
resonance imaging, IEEE Transactions on Medical Imaging, 16 (1997), pp. 617–622. 2
[15] P. Kuchment and L. Kunyansky, 2D and 3D reconstructions in acousto-electric tomog-
raphy, Inverse Problems, 27 (2011). 2
[16] P. Kuchment and D. Steinhauer, Stabilizing inverse problems by internal data, Inverse
Problems, 28 (2012), p. 4007. 2
[17] O. Kwon, J.-Y. Lee, and J.-R. Yoon, Equipotential line method for magnetic resonance
electrical impedance tomography, Inverse Problems, 18 (2002), pp. 1089–1100. 2
[18] O. Kwon, E. Woo, J. Yoon, and J. Seo, Magnetic resonance electrical impedance
tomography (MREIT): simulation study of J-substitution algorithm., IEEE Trans. Biomed.
Eng., 49 (2002), pp. 160–7. 2
[19] F. Monard and G. Bal, Inverse anisotropic conductivity from power densities in dimen-
sion n ≥ 3, Comm. PDE, 38 (2013), pp. 1183-1207. 2
22
[20] , Inverse anisotropic diffusion from power density measurements in two dimensions,
Inverse Problems, 28 (2012), p. 084001. 2
[21] A. Nachman, A. Tamasan, and A. Timonov, Conductivity imaging with a single mea-
surement of boundary and interior data., Inverse Problems, 23 (2007), pp. 2551–63. 2
[22] A. Nachman, A. Tamasan, and A. Timonov, Recovering the conductivity from a single
measurement of interior data, Inverse Problems, 25 (2009), p. 035014. 2
[23] P. Stefanov and G. Uhlmann, Inside Out, Cambridge University Press, 2012, ch. Multi-
wave methods via ultrasound. 2
[24] G. Uhlmann, Electrical impedance tomography and Caldero´n’s problem, Inverse Problems,
25 (2009). 2
23
