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Abstract We consider the nonparametric estimation of the multivariate prob-
ability density function and its partial derivative with a support on [0,∞)
by dependent data. To this end we use the class of kernel estimators with
asymmetric gamma kernel functions. The gamma kernels are nonnegative.
They change their shape depending on the position on the semi-axis and pos-
sess good boundary properties for a wide class of densities. The theoretical
asymptotic properties of the multivariate density and its partial derivative
estimates like biases, variances and covariances are derived. We obtain the
optimal bandwidth selection for both estimates as a minimum of the mean
integrated squared error (MISE) assuming dependent data with a strong mix-
ing. Optimal rates of convergence of the MISE both for the density and its
derivative are found.
Keywords Density derivative · Multivariate dependent data · Gamma
kernel · Nonparametric estimation
1 Introduction
Nonnegatively supported probability density functions (pdf) can be used to
model a wide range of applications in engineering, signal processing, medical
research, quality control, actuarial science and climatology among others. Re-
garding the optimal filtering in the signal processing and control of nonlinear
processes the exponential pdf class is used (e.g, Dobrovidov et al (2012)). Most
total insurance claim distributions are shaped by gamma pdfs (cf. Furman
(2008)) that are nonnegatively supported, skewed to the right and unimodal.
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The gamma distributions are also used to model rainfalls (e.g, Aksoy (2000)).
Erlang and χ2 pdfs are widely used in modeling insurance portfolios (e.g,
Hu¨rlimann (2001)).
The wide use of these pdfs in practice leads to the need of their esti-
mation by data samples of moderate sizes. Kernel estimators seem to be
one of the most popular nonparametric estimators. The kernel density esti-
mators were originally introduced for univariate independent identically dis-
tributed (iid) data and for symmetrical kernels in Parzen (1962); Rosenblatt
(1956). The latter approach was widely adopted for tasks where the sup-
port of the underlying pdf f is unbounded. In case when the pdf has a non-
symmetric support [0,∞) the problem of a large bias on the zero boundary
appears. This leads to a bad quality of the estimates (cf. Wand and Jones
(1995)). Obviously, the boundary bias for the multivariate pdf estimation
becomes even more solid (e.g, Bouezmarni and Rombouts (2007)). To over-
come this problem one can use special approaches such as the data reflec-
tion (e.g. Schuster (1985)), the boundary kernels (e.g, Mu¨ller (1991)), the
hybrid method (e.g. Hall and Wehrly (1991)), the local linear estimator (e.g,
Lejeune and Sarda (1992); Jones (1993)) among others. Another solution is
to use asymmetrical kernel functions instead of symmetrical ones. For uni-
variate nonnegative iid random variables (r.v.s), the estimators with gamma
kernels were proposed in Chen (2000). The gamma kernel estimator was de-
veloped for univariate dependent data in Bouezmarni and Rombouts (2010).
In Bouezmarni and Rombouts (2007) the gamma kernel estimator of the mul-
tivariate pdf for nonnegative iid r.v.s was introduced.
Gamma kernel is nonnegative and flexible regarding the shape. This al-
lows to fit accurately multi-modal pdfs and their derivatives. Estimators con-
structed with gamma kernels have no boundary bias if f ′′(0) = 0 holds, i.e
when the underlying pdf f(x) has a shoulder at x = 0 (see formula (4.3) in
Zhang (2010)). This shoulder property is fulfilled, for example, for a wide ex-
ponential class of pdfs. Several bias correction methods without the shoulder
property can be found in Igarashi and Kakizawa (2015) for univariate iid data
and in Funke and Kawka (2015) for multivariate iid data. Other asymmetrical
kernel estimators like inverse Gaussian and reciprocal inverse Gaussian esti-
mators were studied in Scaillet (2004). The comparison of these asymmetric
kernels with the gamma kernel is given in Bouezmarni and Scaillet (2005).
Along with the pdf estimation it is often necessary to estimate the deriva-
tive of the pdf. The estimation of the univariate pdf derivative by the gamma
kernel estimator was proposed in Markovich and Dobrovidov (2013b,a) for iid
data and in Markovich (2016) for a strong mixing dependent data. Our proce-
dure achieves the optimal MISE of order n−4/7 when the optimal bandwidth
is of order n−2/7. In Wand and Jones (1995) an optimal MISE of the kernel
estimate of the first derivative of order n−4/7 corresponding to the optimal
bandwidth of order n−1/7 for symmetrical kernels was indicated.
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1.1 Contributions of this paper
In this paper, we introduce for the first time the gamma product kernel estima-
tors for the multivariate joint pdf with a nonnegative support and its partial
derivative by multivariate dependent data with a strong mixing. The asymp-
totical behavior of the estimates and the optimal bandwidths in the sense of
minimal MISE are obtained. Note that the derivative estimation requires a
specific bandwidth selection that is different from that for the pdf estimation.
1.2 Practical motivation
In practice it is necessary to deal with sequences of dependent observations. As
a natural relaxation of the iid condition one can deal with stationary processes
satisfying the strong mixing condition. As an example of such processes one can
take autoregressive processes. Along with the evaluation of the density function
and its derivative by dependent samples, the estimation of the logarithmic
derivative of the density is an actual problem (see the equation for the optimal
filtering in Markovich (2015) eq. (2.4), (2.8)). The logarithmic pdf derivative
is the ratio of the derivative of the pdf to the pdf itself. The pdf derivative
estimation have practical use in an optimal filtering in signal processing and
control of nonlinear processes where only the exponential pdf class is used (cf.
Dobrovidov et al (2012); Dobrovidov and Koshkin (2011)). For more details
see Sec. 4.3.
The pdf derivative could be useful to find a slope of the pdf curve, its local
extremes, saddle points, significant features in data as well as in regression
analysis (cf. De Brabanter et al (2011)). The pdf derivative plays also a key
role in data clustering by means of mode seeking (cf. Sasaki et al (2014)).
The outline of the paper is as follows. In Section 2 we define the gamma
kernel estimators of the multivariate joint pdf and its partial derivative. In
Section 3 we obtain the bias, the variance and the covariance of the joint pdf
estimate. Using these results we derive the optimal bandwidth and the corre-
sponding rate of the optimal MISE. In Section 3.2 we obtain the same for the
estimate of the partial pdf derivative. In Section 4 we investigate the moder-
ate sample properties of the gamma kernel density estimator for nonnegative
bivariate data. Section 5 provides the conclusion. The proofs of the theorems
are presented in the Appendix.
2 Gamma Kernel Estimation
Let {Xi = (Xi1, . . . , Xid)T }ni=1 be a strongly stationary sequence of d-dimensional
variables with an unknown pdf f(xd1) such that {Xij} are iid r.v.s. Let xd1 =
(x1, . . . , xd)
T be defined at the bounded support xd1 ∈ R+d. We assume that
the sequence {Xs} is α−mixing with coefficient
α(k) = sup
t
sup
A∈σ{Xs,s≤t}
B∈σ{Xs,s≥t+k}
|P (A ∩B)− P (A)P (B)|, k ≥ 1.
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Here α(k)→ 0 as k→∞. The α-mixing condition, also called strong mixing,
is satisfied by many stochastic processes, e.g, by autoregressive processes (e.g,
Andrews (1983)). For these sequences we will use the notation {Xs} ∈ S(α).
To estimate the unknown multivariate pdf we use the product gamma kernel
estimator (see Bouezmarni and Rombouts (2007))
f̂(xd1) =
1
n
n∑
i=1
d∏
j=1
Kρ(xj .bj),bj (Xij) , (1)
where b ≡ {bj}dj=1 is the vector of the bandwidth parameters such that b→ 0
as n→∞. We propose the gamma kernel (cf. Chen (2000))
Kρ(x,b),b(t) =
tρ(x,b)−1 exp(−t/b)
bρ(x,b)Γ (ρ(x, b))
, (2)
as a kernel function for each variable, where Γ (·) is a standard gamma function.
To improve the properties of the gamma kernel estimator in Chen (2000) it
was proposed to use the parameter ρ(x, b) defined as
ρ(x, b) =
{
ρ1(x, b) = x/b, if x ≥ 2b,
ρ2(x, b) = (x/(2b))
2
+ 1, if x ∈ [0, 2b). (3)
Since the gamma kernel is nonnegative it has no weight on the negative semi-
axes in contrast to symmetrical kernel estimators. Hence, the use of the gamma
kernels is more natural for the estimation of the nonnegatively supported pdfs.
Using (3) the pdf estimator (1) can be written as
f̂(xd1) =

1
n
n∑
i=1
d∏
j=1
Kρ1(xj ,bj),bj (Xij) , if x ≥ 2b,
1
n
n∑
i=1
d∏
j=1
Kρ2(xj ,bj),bj (Xij) , if x ∈ [0, 2b).
(4)
In Markovich and Dobrovidov (2013b); Markovich (2016) the derivative of the
univariate pdf was estimated just like the derivative of the gamma kernel
estimator. For the multivariate case, we can analogically estimate any partial
derivative of f(xd1). For example, the partial derivative of f(x
d
1) by xk, 1 ≤
k ≤ d can be estimated as
f̂ ′xk(x
d
1) =
1
n
n∑
i=1
d∏
j=1
Kρ(xj ,bj),bj (Xij) (Kρ(xk,bk),bk (Xik))
′
xk , (5)
where
(Kρ(x,b),b(t))
′
x =
{
K ′ρ1(x,b),b(t) =
1
bKρ1(x,b),b(t)L1(t, x, b), if x ≥ 2b,
K ′ρ2(x,b),b(t) =
x
2b2Kρ2(x,b),b(t)L2(t, x, b), if x ∈ [0, 2b),
(6)
is the partial derivative of (2) and
Li(t, x, b) = ln t− ln b− Ψ(ρi(x, b)), i = 1, 2.
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Here, Ψ(ρi(x, b)) denotes the Digamma function that is the logarithmic deriva-
tive of the gamma function.
Remark 1 The mathematical tool applied for the derivative estimation is sim-
ilar to one applied for the pdf. However, formulas become much more compli-
cated because one has to deal with the special Digamma function that includes
the bandwidth vector b. Hence, one has to pick out the order by b from com-
plicated expressions containing logarithms and a special function.
Using (6), formula (5) can be rewritten by
f̂ ′xk(x
d
1) =

1
n
n∑
i=1
1
bk
L1(Xik, xk, bk)
d∏
j=1
Kρ1(xj ,bj),bj (Xij) , if x ≥ 2b,
1
n
n∑
i=1
xk
2b2k
L2(Xik, xk, bk)
d∏
j=1
Kρ2(xj ,bj),bj (Xij) , if x ∈ [0, 2b).
(7)
It is natural to consider the MISEs which are defined as
MISE(f̂(xd1)) = E
∞∫
0
(f(xd1)− f̂(xd1))2dx, (8)
MISE(f̂ ′xk(x
d
1)) = E
∞∫
0
(f ′xk(x
d
1)− f̂ ′xk(xd1))2dx
as the measure of error of the proposed estimators (4) and (7). The unknown
smoothing parameters of (4) and (7) are obtained as minima of (8).
Remark 2 The integrals in (8) can be splitted into two integrals
∫ 2b
0 and
∫∞
2b .
Further we shall do all the proofs for the case when x ≥ 2b because the
integral
∫ 2b
0 tends to zero if b → 0. Hence, we omit the indices for ρ1(xj , bj),
L1(Xik, xk, bk) and instead use ρ(xj , bj), L(Xik, xk, bk).
The mean squared error (MSE) is determined as
MSE(f̂(xd1)) = (Bias(f̂(x
d
1))
2 + V ar(f̂(xd1)), (9)
MSE(f̂ ′xk(x
d
1)) = (Bias(f̂
′
xk(x
d
1))
2 + V ar(f̂ ′xk(x
d
1)),
where the variances contain for dependent r.v.s the covariance terms
V ar(f̂(xd1)) = V ar
 1
n
n∑
i=1
d∏
j=1
Kρ(xj,bj),bj (Xij)
 (10)
=
1
n2
(
n∑
i=1
V ar
( ˜˜
K (Xi, x, b)
)
+
n∑
i,j=1,i6=j
Cov
( ˜˜
K (Xi, x, b) ,
˜˜
K (Xj , x, b)
))
=
1
n
V ar(f̂(xd1)) +
2
n
n∑
i=1
(
1− i
n
)
Cov
( ˜˜
K (Xi, x, b) ,
˜˜
K (X1+i, x, b)
)
,
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V ar(f̂ ′xk(x
d
1)) = V ar
 1
n
n∑
i=1
1
bn
L(Xin, xn, bn)
d∏
j=1
Kρ(xj,bj),bj (Xij)
 (11)
=
1
n2b2k
(
n∑
i=1
V ar
(
K˜ (Xi, x, b)
)
+
n∑
i,j=1,i6=j
Cov
(
K˜ (Xi, x, b) , K˜ (Xj , x, b)
))
=
1
nb2k
V ar(f̂ ′xk(x
d
1)) +
2
nb2k
n∑
i=1
(
1− i
n
)
Cov
(
K˜ (X1, x, b) , K˜ (X1+i, x, b)
)
.
Here and below we use the following notations
˜˜
K (Xi, x, b) =
d∏
j=1
Kρ(xj,bj),bj (Xij) , K˜ (Xi, x, b) = L(Xik, xk, bk)
˜˜
K (Xi, x, b) .
3 Main results
3.1 Convergence rate of the density estimator
In this section we obtain the asymptotic properties of the estimator (4). To
this end we derive the bias, the variance and the covariance determined in
(9) in the following lemmas. All proofs are relegated to the Appendix and
hold assuming that all the components of the bandwidth vector are different.
Regarding the practical use we give a simpler formulation of the lemmas for
equal bandwidths b1 = b2 = . . . = bd = b.
In the next lemmas devoted to the bias and the variance we assume that f(xd1)
is a twice continuously differentiable function. The next lemma states the bias
of the nonparametric density estimator.
Lemma 1 If b1 = b2 = . . . = bd = b and b→ 0 hold as n→∞, then the bias
of the pdf estimate (4) is equal to
Bias(f̂(xd1)) =
b
2
d∑
j=1
xj
∂2f(xd1)
∂x2j
+ o (b) . (12)
The following result states the variance of the nonparametric estimator.
Lemma 2 If b1 = b2 = . . . = bd = b and b → 0, nb d2 → ∞ hold as n → ∞,
then the variance expansion of the pdf estimate (4) is equal to
V ar(f̂ (xd1)) =
b−
d
2
n
 d∏
j=1
x
−1/2
j
2
√
pi
(f(xd1) + bv1(xd1) + b2v2(xd1))
− 1
n
f(xd1) + 12
d∑
j=1
xjb
∂2f(xd1)
∂x2j
2 + o(b2), (13)
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where
v1(x
d
1) =
d∑
j=1
(
−1
2
∂f(xd1)
∂xj
+
xj
4
∂2f(xd1)
∂x2j
)
, v2(x
d
1) = −
d∑
j=1
d∑
i=1
xj
8
∂3f(xd1)
∂x2j∂xi
.
Now we turn our attention to the covariance introduced in (10).
Lemma 3 Let
1. {Xj}j≥1 ∈ S(α) and
∞∫
1
α(τ)υdτ <∞, 0 < υ < 1 hold,
2. f(xd1) is a twice continuously differentiable function,
3. b→ 0 and nbdυ+12 →∞ as n→∞.
Then, the covariance is bounded by
|Cov(f̂ (xd1)| ≤
b−d
υ+1
2
n
∞∫
1
α(τ)υdτD(υ, xd1)
(
bS(υ, xd1) + f(x
d
1)
3υ − 1
2(υ − 1)
)1−υ
+ o
(
b2
)
,
where
S(υ, xd1) =
d∑
i=1
υ + 1
(υ − 1)2xi f(x
d
1) +
υ + 1
υ − 1
∂f(xd1)
∂xi
+
xi
2
∂2f(xd1)
∂x2i
,
D(υ, xd1) = 2(2pi)
−d(υ+1)−22
(
d∏
j=1
x
− υ+12
j
)
.
Using the results of the latter we can obtain the upper bound of the MISE
(8) and find the expression of the optimal bandwidth b as the minimum of the
latter. Hence, the following theorem holds.
Theorem 1 In conditions of Lemmas 1 - 3, the optimal bandwidth that pro-
vides a minimum of the MISE is given by
b =

d(υ + 1)(3υ − 1)1−υ
n(2υ − 2)1−υ
∫
D(υ, xd1)f(x
d
1)
1−υdxd1∫ ( d∑
j=1
xj
∂f(xd1)
∂x2j
)2
dxd1
∞∫
1
α(τ)υdτ

d(υ+1)+4
2
,(14)
where we denote multiple integrals as
∫
. . .
∫
dx1 . . . dxd as
∫
dxd1.
Obviously, it is impossible to use the bandwidth (14) since it contains the
unknown mixing coefficient α(τ). The following lemma serves to overcome this
problem.
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Lemma 4 Let the conditions of Lemma 3 be satisfied. If additionally there
exists M > 0 such that for all τ > 1 and (x, y) ∈ R2 it follows
|fτ (x, y)− f(x)f(y)| ≤M,
then the covariance of the multivariate pdf estimator is given by
|Cov(f̂(xd1)| ≤
2
n
c(n)∑
τ=2
Cov
( ˜˜
K (X1, x, b) ,
˜˜
K (Xτ , x, b)
)
+
2
n
∞∑
τ=c(n)+1
Cov
( ˜˜
K (X1, x, b) ,
˜˜
K (Xτ , x, b)
)
= I1 + I2
and its rate of convergence is
I1 ≤ 2M
nb
d
8
, (15)
I2 ≤ D(κ, x
d
1)
nb
d
16
(
f(xd1)
6κ− 1
2(2κ− 1) + bS(κ, x
d
1)
)1−2κ ∞∑
τ=2
τα(τ)2κ + o
(
b2
)
.
Due to Lemma 4 the following rate of the covariance Cov(f̂n(x
d
1)) ∼
n−1b−
d
8 holds. Thus, the covariance can be neglected in comparison with the
variance var(f̂ (xd1)) ∼ n−1b−
d
2 . The next theorem gives the optimal band-
width that minimizes MISE of the estimator.
Theorem 2 In conditions of Lemmas 1, 2, 4, the optimal bandwidth which
provides a minimum of the MISE is given by
b =

d
∞∫
0
(
d∏
j=1
x
−1/2
j
2
√
pi
)
f(xd1)dx
d
1
∞∫
0
(
d∑
j=1
xj
∂2f(xd1)
∂x2j
)2
dxd1

2
4+d
n−
2
4+d . (16)
Corollary 1 The result of Theorem 2 is in agreement with the results of Chen
(2000) for univariate pdf and the iid case.
3.2 Convergence rate of the density derivative estimator
Similarly to Section 3 we obtain the asymptotic properties of the pdf derivative
estimator (7). The bias and the variance determined in (9) are derived in the
following lemmas.
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Lemma 5 If b1 = b2 = . . . = bd = b and b→ 0 as n→∞ hold, then the bias
for the pdf derivative estimate (7) is equal to
Bias(f̂ ′xk(x
d
1)) = bB1(x
d
1) + b
2B2(x
d
1) + o (b) , (17)
where we denote
B1(x
d
1) =
f(xd1)
12x2k
+
1
4xk
d∑
j=1
xj
∂2f(xd1)
∂x2j
, B2(x
d
1) =
1
24x2k
d∑
j=1
xj
∂2f(xd1)
∂x2j
.
Lemma 6 If b1 = b2 = . . . = bd = b and b → 0, nb d2 → ∞ as n → ∞ hold,
then the variance of the pdf derivative estimate (7) is equal to
V ar(f̂ ′xk(x
d
1)) =
b−
d
2
n
 d∏
j=1
x
−1/2
j
2
√
pi
(bV1(xd1) + b2V2(xd1) + 1b V3(xd1) + V4(xd1)
)
− 1
n
(
b2B21(x
d
1) +
(
∂f(xd1)
∂xk
)2
+ 2
∂f(xd1)
∂xk
(
bB1(x
d
1) + b
2B2(x
d
1)
))
+ o
(
b2
)
, (18)
where
V1(x
d
1) = −
1
24x2k
∂f(xd1)
∂xk
+
d∑
j=1
(
1
8xk
∂2f(xd1)
∂x2j
− 1
8x2k
∂f(xd1)
∂xj
)
+
7
48x3k
f(xd1),
V2(x
d
1) =
7
576x4k
f(xd1) +
d∑
j=1
(
1
16x2k
∂2f(xd1)
∂x2j
− 7
96x3k
∂f(xd1)
∂xj
+
1
48x2k
∂2f(xd1)
∂xk∂xj
)
,
V3(x
d
1) =
f(xd1)
2xk
, V4(x) =
f(xd1)
4x2k
−
d∑
j=1
1
4xk
∂f(xd1)
∂xj
.
Finally,we find the covariance determined in (11) and its rate of convergence
in the next lemma .
Lemma 7 Let
1. {Xj}j≥1 ∈ S(α) and
∞∫
1
α(τ)υdτ <∞, 0 < υ < 1 hold,
2. b→ 0 and nbdυ+12 →∞ as n→∞.
Then the covariance of the estimate of the pdf partial derivative is bounded by
|Cov(f̂ ′xk(xd1)| ≤
R(υ, xd1)
nbd
υ+1
2
(
b2V (υ, xd1) + bW (υ, x
d
1) + L(υ, x
d
1)
)1−υ
·
∞∫
1
α(τ)υdτ + o(b2),
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where we denote
V (υ, xd1) =
d∑
i=1
((
(υ + 1)(3υ − 1)
72(υ − 1)3x2k
+
υ + 1
(υ − 1)2xi −
υ(υ + 1)
9(υ − 1)4x3k
)
f(xd1)
+
υ + 1
υ − 1
∂f(xd1)
∂xi
− υ(υ + 1)
9(υ − 1)3x2k
∂f(xd1)
∂xk
+
xi
2
∂2f(xd1)
∂x2i
)
,
W (υ, xd1) =
d∑
i=1
((
3υ − 1
4(υ − 1)xk +
υ + 1
(υ − 1)2xi +
2xi(υ + 1)
3(υ − 1)3x2k
)
f(xd1)
+
υ + 1
υ − 1
∂f(xd1)
∂xi
+
2(υ + 1)xi
3(υ − 1)2xk
∂f(xd1)
∂xk
+
xi
2
∂2f(xd1)
∂x2i
)
,
L(υ, xd1) =
d∑
i=1
(
f(xd1)
3υ − 1
2(υ − 1) + xi
(
− 4
υ − 1
∂f(xd1)
∂xk
− 4
(υ − 1)2xk f(x
d
1)
))
,
R(υ, xd1) =
 d∏
j=1
x
− υ+12
j
 (2pi)− d(υ−3)+22
2x2k
.
Using the upper bound of the covariance |C(f̂ ′xk(xd1)| we can obtain the
upper bound of the MISE and find the optimal bandwidth b. The following
theorem establishes the optimal bandwidth and the MISE’s rate of conver-
gence.
Theorem 3 Given the conditions of Lemmas 5 - 7, the optimal bandwidth of
the estimator of the partial pdf derivative by xk, 1 ≤ k ≤ d that provides a
minimum of the MISE is given by
b∗k =
 d+ 22d−1pi d2
∞∫
0
f(xd1)
xk
d∏
j=1
x
−1/2
j dx
d
1
∞∫
0
(
f(xd1)
3x2k
+ 1xk
d∑
i=1
xi
∂2f(xd1)
∂x2i
)2
dxd1

2
d+6
n−
2
d+6 (19)
and the corresponding MISE has the order MISE ∼ n− 4d+6 .
Corollary 2 The result of Theorem 3 coincides with the results of Markovich
(2016) for the univariate pdf derivative.
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4 Application
The optimal smoothing parameters for the multivariate pdf and its derivative
estimate, defined by formulas (16) and (19), depend on the unknown true
density f(xd1) and its derivatives. Therefore, it is impossible to calculate values
of these parameters.
A lot of methods for the bandwidth estimation by the sample Xn1 are
known. The simplest and most convenient is given by the rule of thumb method
(cf. Silverman (1986)) proposed for symmetrical kernels. Instead of the un-
known density f(xd1) in the optimal formulas for the bandwidth parameters a
so called reference function g(xd1) is substituted, i.e. a density in the form of
the kernel function.
In other words, we get the estimates of optimal bandwidths by the sample
in the following form
b̂ = C1R1(µ̂, σ̂
2)n−
2
d+4 , b̂∗ = C2R2(µ̂, σ̂2)n−
2
d+6 ,
where R1(µ̂, σ̂
2) and R2(µ̂, σ̂
2) are functions depending on consistent estimates
of the sample mean and variance. The derivation of the rate by n of the latter
functions is out of scope of the paper.
For the kernel estimation with symmetrical kernels the Gaussian density
is usually used as the reference function. In our paper, we use asymmetrical
gamma densities.
4.1 Bivariate gamma density
Bivariate densities are often required for the density estimation in practice. As
an example, let us construct the rule of thumb method with a bivariate refer-
ence function. There exist many bivariate gamma-like density functions. Some
of them can be found in Nadarajah (2005); Nadarajah and Gupta (2006). We
select the McKay bivariate gamma distribution whose pdf is defined as
f(x, y) =
xα−1(y − x)β−1 exp(−y/µ)
µα+βΓ (α)Γ (β)
, x ≤ y, y > 0, (20)
where α, β > 0, 0 < µ < ∞ and X ∼ Γ (α, µ), Y ∼ Γ (α + β, µ). Let us take
(20) as the reference function g(x, y). Using the method of moments we can
write
mX = αµ, DX = αµ
2, mY = (α+ β)µ, DY = (α+ β)µ
2,
where mX =
1
n
n∑
i=1
Xi, mY =
1
n
n∑
i=1
Yi, DX =
1
n
n∑
i=1
(Xi − mX)2, DY =
1
n
n∑
i=1
(Yi − mY )2. Then, the parameters of the reference function are deter-
mined by
µ̂ =
DX
mX
, α̂ =
m2X
DX
, β̂ =
mYmX
DX
− m
2
X
DX
.
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Since the bandwidth parameter (16) contains also the second derivative of the
pdf we have to use
∂2g(x, y)
∂x2
=
xα−3e−
y
µ (y − x)β−3
Γ (α)Γ (β)µα+β
(x2(α+ β − 2)(α+ β − 3)
+ y2(α− 1)(α− 2)− 2yx(α− 1)(α+ β − 3)),
∂2g(x, y)
∂y2
=
xα−1e−
y
µ (y − x)β−3
Γ (α)Γ (β)µα+β+2
(x2 + y2 + 2x(µβ − y − µ)
+ 2yµ(1− β) + µ2(β2 − 3β + 2)).
Hence, we can take the following estimate
b̂ =
 2
∞∫
0
∞∫
0
(
(x1x2)
−1/2
4pi
)
ĝ(x1, x2)dx1dx2
∞∫
0
∞∫
0
(
x1
∂2ĝ(x1,x2)
∂x21
+ x2
∂2ĝ(x1,x2)
∂x22
)2
dx1dx2

2
7
n−
2
7 (21)
as the optimal bandwidth parameter (16) and substitute it into the bivariate
gamma kernel estimator
f̂(X1, X2) =
1
n
n∑
i=1
X
x1/b̂−1
1i exp(−X1i/b̂)
b̂x1/b̂Γ (x1/b̂)
X
x2/b̂−1
2i exp(−X2i/b̂)
b̂x2/b̂Γ (y/b̂)
. (22)
4.2 Multivariate gamma density
Let Y = (Y0, Y1, . . . , Yn)
T be a n + 1-dimensional vector of iid r.v.s, Yi ∼
Γ
(
xi
bi
, 1bi
)
, i = 0, 1, . . . , n. Let us define the following matrix
A =

α0/α1 1 0 0 . . . 0
α0/α2 α1/α2 1 0 . . . 0
α0/α3 α1/α3 α2/α3 1 . . . 0
...
...
...
...
. . .
...
α0/αn α1/αn α2/αn α3/αn . . . 1
 ,
where α = (α1, α2, . . . , αn)
T =
(
1
b1
, 1b2 , . . . ,
1
bn
)
. In practice we take all bi ≡ b.
Then, the joint distribution of the r.v.s X = AY is called the multivariate
ladder-type gamma distribution (cf. Furman (2008)). One can take
g(xd1) =
x
x1
b
1 e
−xdb
Γ (x1b + 1)
d∏
i=2
(xi − xi−1)
xi
b −1
bγiΓ (xib )
as a reference function alternative to a multivariate gamma density. Here γ =(
1 + x1b , 1 +
x1
b +
x2
b , . . . , 1 +
x1
b +
x2
b + · · ·+ xdb
)
is the vector of the shape pa-
rameters. As in the bivariate case the unknown parameters can be set by the
method of moments.
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The proposed rule of thumb method allows us to estimate optimal band-
width parameters for the multivariate pdf and its derivative by dependent
data. One can choose any other data-driven bandwidth choice instead of the
proposed one.
4.2.1 Simulation results
In this section we study the finite sample properties for the nonparametric
gamma kernel density estimator for bivariate data with non-negative sup-
ports. To this end we use the multivariate gamma density introduced in
Mathal and Moschopoulos (1992). Suppose V1, . . . , Vk are mutually indepen-
dent, where Vi ∼ Γ (αi, β, γi), i = 1, . . . , k. Let
Z1 = V1, Z2 = V1 + V2, . . . , Zk = V1 + · · ·+ Vk. (23)
Then, the joint distribution of Z = (Z1, . . . , Zk) is a multivariate gamma pdf
(see Theorem 1.1. in Mathal and Moschopoulos (1992)). One can rewrite (23)
as following
Zt = Zt−1 + Vt, t = 1, . . . , k
that is the AR(1) process. According to Andrews (1983) it satisfies the α-
mixing condition and hence, we have an inter-temporal dependence structure.
We generate two i.i.d samples Vi ∼ Γ (αi, µ, 0), i = 1, 2 with sample sizes
n ∈ {100, 500, 1000, 2000} using standard Matlab generators. Thus, two rv’s
Z1 = V1 and Z2 = Z1 + V2 are dependent and their joint pdf is the McKay
bivariate gamma pdf.
The gamma-kernel estimate (22) with the optimal bandwidth is shown in
Figure 1 for α = 3, β = 5, µ = 3. The optimal bandwidth is counted for every
replication of the simulation using the rule of thumb method, where we take
(20) as a reference density. The estimation error of the pdf is calculated by
the following formula
m =
∞∫
0
(f(x, y)− fˆ(x, y))2dxdy,
where f(x, y) is a true pdf and fˆ(x, y) is its estimate. Values of m’s averaged
over 500 simulated samples and standard deviations for the underlying distri-
bution are given in Table 1. As expected, the mean error and the standard
n 100 500 1000 2000
McKay 1.792510−4 7.315410−5 6.360510−5 2.711810−5
(8.100210−5) (3.810110−5) (1.834910−5) (1.202310−5)
Table 1 Mean errors and standard deviations in brackets.
deviation decrease when the sample size rises.
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Fig. 1 Estimate of the McKay pdf for the sample size n = 1000
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Fig. 2 The McKay pdf
4.3 Practical use of the gamma kernel estimator in optimal filtering
As it was mentioned in the introduction, the results obtained in the paper
have practical use in the signal processing and control of linear and nonlinear
systems. The processing of stationary random sequences under nonparametric
uncertainty is determined by a filtering problem when a signal distribution is
unknown. A useful signal (Sn)n≥1 is assumed to be Markovian. This assump-
tion allows us to estimate the unknown (Sn) using only an observable random
sequence (Xn)n≥1. In Markovich (2015) the equation of the optimal filtering
for the exponential family of the conditional densities is given in the following
form
E(Q(Sn)|xn1 ) · T ′xn(xn) =
f ′xn(xn|xn−11 )
f(xn|xn−11 )
− h
′
xn(xn)
h(xn)
= ln
(
f(xn|xn−11 )
h(xn)
)′
xn
.(24)
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This equation contains the logarithmic derivative of the unknown conditional
density which characterizes the signal. The latter density and its derivative
can be written as
f(xn|xn−11 ) =
f(xn1 )
f(xn−11 )
, f ′xn(xn|xn−11 ) =
f ′xn(x
n
1 )
f(xn−11 )
.
Hence, their ratio is determined by
f ′xn(xn|xn−11 )
f(xn|xn−11 )
=
f ′xn(x
n
1 )
f(xn1 )
.
Therefore, using the results of the previous sections we can write
f̂ ′xn(x
n
1 )
f̂(xn1 )
=

1
b′n
n∑
i=1
L1(Xin,xn,b
′
n)
n∏
j=1
Kρ1(xj ,b′j),b
′
j
(Xij)
n∑
i=1
n∏
j=1
Kρ1(xj,bj ),bj (Xij)
, if xn1 ≥ 2b,
xn
2(b′n)
2
n∑
i=1
L2(Xin,xn,b
′
n)
n∏
j=1
Kρ2(xj,b′j ),b
′
j
(Xij)
n∑
i=1
n∏
j=1
Kρ2(xj,bj ),bj (Xij)
, if xn1 ∈ [0, 2b).
In case when the bandwidth parameters are optimal, the latter estimator is
the following
f̂ ′xn(x
n
1 )
f̂(xn1 )
=

1
b′
n∑
i=1
L1(Xin,xn,b
′)
n∏
j=1
Kρ1(xj ,b′),b′ (Xij)
n∑
i=1
n∏
j=1
Kρ1(xj,b),b(Xij)
, if xn1 ≥ 2b,
xn
2b′2
n∑
i=1
L2(Xin,xn,b
′)
n∏
j=1
Kρ2(xj,b′),b′ (Xij)
n∑
i=1
n∏
j=1
Kρ2(xj,b),b(Xij)
, if xn1 ∈ [0, 2b).
Next, if we substitute the latter estimate into the equation of the optimal
filtering (24) we can estimate the conditional mean E(Q(Sn)|xn1 ) knowing only
the observable part of the signal.
5 Conclusion
Nonparametric estimators of the probability density function and its partial
derivatives on the positive semi-axis by multivariate dependent data are pro-
posed. Our estimators are based on product gamma kernels with a nonnegative
support. We provide the asymptotic properties of the estimators by optimal
rates of convergence of their mean integrated squared errors. We develop ex-
plicit formulas for the optimal smoothing parameters (bandwidths) both for
the density and the partial derivatives by samples of dependent random vari-
ables. Furthermore, regarding positive time series the proposed gamma kernel
estimators have the same performance as Gaussian kernel estimators for the
symmetrical case. Since the optimal bandwidths depend on the unknown den-
sity, it is necessary to build its databased estimate. To this end the well-known
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thumb method is proposed. We examine the finite sample performance by a
simulation study. Further development may concern the investigation of al-
ternative bandwidth selection methods. The results can also be extended to
samples with other mixing conditions.
A Proofs
A.1 Proof of Lemma 1
To find the bias of the estimate f̂(xd1) let us write the expectation
EX(f̂(x
d
1)) =
∫
f(td1)
d∏
j=1
Kρ(xj,bj ) (tj) dt
d
1 = Eξ(f(ξ
d
1 )), (25)
where the r.v.s ξj are iid gamma distributed with the expectation µj = xj and the variance
σ2j = xjbj . The product kernel
d∏
j=1
Kρ(xj,bj) (tj) is used in (25) as a pdf. To find Eξ(f(ξ
d
1 ))
let us do the Taylor expansion of f(ξd1 ) in the point µj
f(ξd1 ) = f(µ
d
1) +
d∑
j=1
(ξj − µj)
∂f(ξd1 )
∂xj
∣∣∣∣∣
ξ=µ
+
1
2
d∑
j=1
(ξj − µj)2
∂2f(ξd1 )
∂x2j
∣∣∣∣∣
ξ=µ
+
∑
j 6=l
(ξj − µj)(ξl − µl)
∂2f(ξd1 )
∂xj∂xl
∣∣∣∣∣
ξ=µ
+ o
 d∑
j=1
bj
 .
Taking the expectation from both sides of the latter equation we can write
Eξ(f(ξ
d
1 )) = f(x
d
1) +
1
2
d∑
j=1
xjbj
∂2f(xd1)
∂x2j
+ o
 d∑
j=1
bj
 . (26)
Hence, the bias of the multivariate pdf estimate is given by
Bias(f̂(xd1)) =
1
2
d∑
j=1
xjbj
∂2f(xd1)
∂x2j
+ o
 d∑
j=1
bj
 .
When b1 = b2 = . . . = bd = b holds, we get (12).
A.2 Proof of Lemma 2
By definition, the variance of the estimate f̂(xd1) is given by
V ar(f̂(xd1)) =
1
n
E
 d∏
j=1
Kρ(xj,bj) (Xj)
2− E2
 d∏
j=1
Kρ(xj,bj) (Xj)
 . (27)
Using the expectation (26), the second term in (27) can be written as
1
n
E
2
X(f̂(x
d
1)) =
1
n
f(xd1) + 12
d∑
j=1
xjbj
∂2f(xd1)
∂x2j
+ o
 d∑
j=1
bj
2 . (28)
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The first term in (27) is
1
n
E
 d∏
j=1
Kρ(xj,bj) (Xj)
2 = 1
n
∫  d∏
j=1
K2ρ(xj,bj ) (Xj)
 f(td1)dtd1 (29)
=
1
n
∫ 
d∏
j=1
t
2xj
bj
−2
j exp
(−2tj
bj
)
b
2xj
bj
j Γ
2
(
xj
bj
)
 f(td1)dtd1 = 1n
 d∏
j=1
B(xj , bj)
Eη (f(ηd1 )) ,
where {ηj} are iid gamma distributed r.v.s with the expectation µj = xj − bj2 and the
variance σ2j =
xjbj
2
− b
2
j
4
. We denote
B(xj , bj) =
b−3j x
2
jΓ (
2xj
bj
− 1)
2
2xj
bj
−1
Γ 2(
xj
bj
+ 1)
. (30)
Let us use the notation fromBrown and Chen (1999), whereR(z) =
√
2pi exp(−z)zz+1/2/Γ (z+
1) for z ≥ 0. Hence, we can express the gamma functions in (30) as
Γ 2
(x
b
+ 1
)
=
(√
2pi exp(−x
b
)(x
b
)
x
b
+1/2
R(x
b
)
)2
,
Γ
(
2x
b
− 1
)
=
Γ
(
2x
b
+ 1
)
2x
b
(
2x
b
− 1) =
√
2pi exp
(− 2x
b
) (
2x
b
) 2x
b
+ 1
2
2x
b
(
2x
b
− 1)R ( 2x
b
) .
Substituting the latter expressions into (30) we can rewrite it as
B(xj , bj) =
b
− 1
2
j x
− 1
2
j R
2(
xj
bj
)
2
√
piR(
2xj
bj
)(1− bj
2xj
)
.
According to Lemma 3 in Brown and Chen (1999), R(z) is an increasing function which
converges to 1 as z →∞ and R(z) < 1 for any z > 0. Then it holds
B(xj , bj) =

b
−1/2
j x
−1/2
j
2
√
pi
, if
xj
bj
→∞,
b−1k2Γ (2k−1)
22k−1Γ2(k+1)
, if
xj
bj
→ k.
(31)
The expectation in (29) can be written similarly to (26) as
Eη(f(η
d
1 )) = f(µ
d
1) +
1
2
d∑
j=1
(
xjbj
2
−
b2j
4
)
∂2f(µd1)
∂x2j
+ o
 d∑
j=1
b2j
 .
Therefore, applying a Taylor expansion of the arguments of the functions f(µd1)
f(µd1) = f(x
d
1) −
d∑
j=1
bj
2
∂f(xd1)
∂xj
+
d∑
j=1
b2j
8
∂2f(xd1)
∂x2j
+ o
 d∑
j=1
b2j
 ,
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we deduce that (29) can be written as
1
n
 d∏
j=1
B(xj , bj)
(f(xd1)− d∑
j=1
bj
2
∂f(xd1)
∂xj
+
b2j
8
∂2f(xd1)
∂x2j
+
1
2
d∑
j=1
(
xjbj
2
−
b2j
4
)(
∂2f(xd1)
∂x2j
−
d∑
i=1
bi
2
∂3f(xd1)
∂x2j∂xi
))
+ o
 d∑
j=1
b2j
 .
Combining (28) and (31) we can finally write the variance of the pdf estimate as
V ar(f̂(xd1)) =
1
n
 d∏
j=1
b
−1/2
j x
−1/2
j
2
√
pi
(f(xd1)− d∑
j=1
bj
2
∂f(xd1)
∂xj
+
d∑
j=1
b2j
8
∂2f(xd1)
∂x2j
+
1
2
(
xjbj
2
−
b2j
4
)(
∂2f(xd1)
∂x2j
−
d∑
i=1
bi
2
∂3f(xd1)
∂x2j∂xi
))
− 1
n
f(xd1) + 12
d∑
j=1
xjbj
∂2f(xd1)
∂x2j
2 + o
 d∑
j=1
b2j
 .
When b1 = b2 = . . . = bd = b holds, the latter variance can be written in the form (13).
A.3 Proof of Lemma 3
To evaluate the covariance of f̂(xd1) we shall apply Davydov’s inequality
|Cov
( ˜˜
K (X1, x, b) ,
˜˜
K (X1+i, x, b)
)
| ≤
· 2piα(i)1/r ‖ ˜˜K (X1, x, b) ‖q‖ ˜˜K (X1+i, x, b) ‖p,
where p−1 + q−1 + r−1 = 1, 1 ≤ p, q, r ≤ ∞ (cf. Bosq (1996)), α(i) is the mixing coefficient
(2). The Lp norm is by definition
‖ ˜˜K (X1, x, b) ‖q= (∫ ( ˜˜K (y, x, b))q f(y)dy) 1q
=
∫  d∏
j=1
Kρ(xj,bj) (tj)
q f(td1)dtd1
 1q =
E
f(ξd1 ) d∏
j=1
Kq−1
ρ(xj,bj)
(ξj)
 1q ,
where the product kernel
d∏
j=1
Kρ(xj,bj) (ξj) is used as the pdf. {ξj} are iid gamma distributed
r.v.s with the expectation µj = xj and the variance var = xjbj . Analogously to the previous
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proofs, we use the Taylor expansion to find the expectation (32), i.e. it holds
E
f(ξd1 ) d∏
j=1
Kq−1
ρ(xj,bj)
(ξj)
 = f(µd1) d∏
j=1
Kq−1
ρ(xj,bj)
(µj) (32)
+
d∑
i=1
V ar
2
∂2
∂ξ2i
f(ξd1 ) d∏
j=1
Kq−1
ρ1(xj),bj
(ξj)
∣∣∣∣∣
ξ=µ
+ o
 d∑
j=1
b2j

=
 d∏
j=1
Kq−1
ρ(xj,bj)
(xj)
(f(xd1) (3 − q)2 +
d∑
i=1
q(q − 1)bi
2xi
f(xd1)
− (q − 1)bi
∂f(xd1)
∂xi
+
bixi
2
∂2f(xd1)
∂x2i
)
+ o
 d∑
j=1
b2j
 .
Using Stirling’s formula
Γ (z) =
√
2pi
z
( z
e
)z (
1 +O
(
1
z
))
,
we can rewrite the product kernel function as
d∏
j=1
Kρ(xj,bj ) (xj) =
d∏
j=1
x
xj
bj
−1
j exp(−
xj
bj
)
b
xj
bj
j Γ (
xj
bj
)
=
d∏
j=1
x
− 1
2
j b
− 1
2
j√
2pi(1 +O(bj/xj))
.
Its upper bound is given by
d∏
j=1
Kq−1
ρ(xj ,bj)
(xj) ≤
d∏
j=1
1
(2pixjbj)
q−1
2
. (33)
Hence, substituting (33) into (32) we can rewrite (32) as
E
f(ξd1 ) d∏
j=1
Kq−1
ρ(xj,bj )
(ξj)
 =
 d∏
j=1
(2pixjbj)
1−q
2
(f(xd1) (3 − q)
2
+
d∑
i=1
q(q − 1)bi
2xi
f(xd1)− (q − 1)bi
∂f(xd1)
∂xi
+
bixi
2
∂2f(xd1)
∂x2i
)
+ o
 d∑
j=1
b2j
 .
When b1 = b2 = . . . = bd = b holds, we get
‖ ˜˜K (X1, x, b) ‖q= b(τ+1) 1−q2q
 d∏
j=1
(2pixj)
1−q
2q
(f(xd1) (3 − q)2
+ b
d∑
i=1
q(q − 1)
2xi
f(xd1) − (q − 1)
∂f(xd1)
∂xi
+
xi
2
∂2f(xd1)
∂x2i
)1/q)
+ o
(
b2
)
.
Let p = q and, substituting the latter norm into Davydov’s inequality, we get∣∣∣Cov( ˜˜K (X1, x, b) , ˜˜K (X1+k, x, b)) ∣∣∣ ≤ 2piα(k) 1r
(
b
d 1−q
q
 d∏
j=1
(2pixj)
1−q
q

·
(
f(xd1)
(3 − q)
2
+ b
d∑
i=1
(q − 1)
(
q
2xi
f(xd1)−
∂f(xd1)
∂xi
)
+
xi
2
∂2f(xd1)
∂x2i
) 2
q
))
+ o
(
b2
)
.
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Taking p = q = 2 + δ, r = 2+δ
δ
it can be deduced that the covariance of the multivariate
pdf estimate is given by
Cov(f̂(xd1)) =
2
n
n∑
k=1
(
1− k
n
)
Cov
( ˜˜
K (X1, x, b) ,
˜˜
K1 (X1+k , x, b)
)
≤ 2b
−d δ+1
δ+2
n
(2pi)
1−d δ+1
δ+2
(
d∏
j=1
x
− δ+1
δ+2
j
)
n∑
k=1
(
1− k
n
)
α(k)
δ
2+δ
·
(
f(xd1)
1− δ
2
+ b
d∑
i=1
(δ + 1)(δ + 2)
2xi
f(xd1)− (δ + 1)
∂f(xd1)
∂xi
+
xi
2
∂2f(xd1)
∂x2i
) 2
q
)
+ o
(
b2
)
.
Let us introduce the following notations
S(δ, xd1) =
d∑
i=1
(δ + 1)(δ + 2)
2xi
f(xd1)− (δ + 1)
∂f(xd1)
∂xi
+
xi
2
∂2f(xd1)
∂x2i
, (34)
D(δ, xd1) = 2(2pi)
1−d δ+1
δ+2
(
d∏
j=1
x
− δ+1
δ+2
j
)
. (35)
In these notations the covariance can be bounded by the following expression
Cov(f̂(xd1)) ≤
D(δ, xd1)
n
b
−d δ+1
δ+2
(
f(xd1)
1 − δ
2
+ bS(δ, xd1)
) 2
2+δ
∞∫
1
α(τ)
δ
2+δ dτ + o
(
b2
)
.
Let us denote δ
2+δ
= υ, 0 < υ < 1. Then, we get the upper bound of the covariance (24).
A.4 Proof of Theorem 1
Combining the bias, the variance and the covariance from Lemmas 1 - 3 we can write the
MSE of the pdf estimate
MSE(f̂(xd1)) = Bias(f̂(x
d
1))
2 + V ar(f̂(xd1)) + Cov(f̂(x
d
1))
=
 b
2
d∑
j=1
xj
∂2f(xd1)
∂x2j
2 − 1
n
f(xd1) + b2
d∑
j=1
xj
∂2f(xd1)
∂x2j
2
+
1
n
 d∏
j=1
b−
d
2 x
−1/2
j
2
√
pi
(f(xd1) + bv1(xd1) + b2v2(xd1))
+
D(υ, xd1)
n
b−d
υ+1
2
(
bS(υ, xd1) + f(x
d
1)
3υ − 1
2(υ − 1)
)1−υ ∞∫
1
α(τ)υdτ + o
(
b2
)
.
Since the rate of convergence in b of the covariance is larger than one of the variance when
b→ 0 as n→∞, i.e.
b−
d
2 < b−
d(υ+1)
2 ,
we can neglect the variance. Taking the integral from the MSE and minimizing the resulted
MISE in b we get the optimal bandwidth (14).
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A.5 Proof of Lemma 4
Let us partition the covariance of the pdf estimate into two sums
Cov(f̂(xd1)) ≤
2
n
c(n)∑
τ=2
Cov
( ˜˜
K (X1, x, b) ,
˜˜
K (Xτ , x, b)
)
(36)
+
2
n
∞∑
τ=c(n)+1
Cov
( ˜˜
K (X1, x, b) ,
˜˜
K (Xτ , x, b)
)
= I1 + I2. (37)
Using Lemma 7 the second sum in (36) can be bounded by
I2 ≤
D(δ, xd1)
n
b
−d δ+1
δ+2
(
f(xd1)
1− δ
2
+ bS(δ, xd1)
) 2
2+δ ∞∑
τ=c(n)
α(τ)
δ
2+δ + o
(
b2
)
,
where we use the notations (34) and (35). Moreover, we can rewrite it as
I2 ≤
D(δ, xd1)
c(n)n
b
−d δ+1
δ+2
(
f(xd1)
1 − δ
2
+ bS(δ, xd1)
) 2
2+δ ∞∑
τ=2
τα(τ)
δ
2+δ + o
(
b2
)
.
Let us denote δ = 4κ
1−2κ , 0 < κ <
1
2
. In this notations, we get
I2 ≤
D(κ, xd1)
c(n)n
b−d
2κ+1
2
(
f(xd1)
6κ− 1
2(2κ− 1) + bS(κ, x
d
1)
)1−2κ ∞∑
τ=2
τα(τ)2κ + o
(
b2
)
.
The first sum in (36) is determined and bounded by
I1 =
2
n
c(n)∑
τ=2
∣∣∣Cov( ˜˜K (X1, x, b) , ˜˜K (Xτ , x, b)) ∣∣∣
=
2
n
c(n)∑
τ=2
∣∣∣E( ˜˜K (X1, x, b) · ˜˜K (Xτ , x, b))) − E( ˜˜K (X1, x, b)) · E( ˜˜K (Xτ , x, b))∣∣∣
=
2
n
c(n)∑
τ=2
∣∣∣ ∞∫
0
∞∫
0
˜˜
K (u, x, b)
˜˜
K (v, x, b) fτ (u, v)dudv
−
∞∫
0
˜˜
K (u, x, b) f(u)du
∞∫
0
˜˜
K (v, x, b) f(v)dv
∣∣∣
=
2
n
c(n)∑
τ=2
∣∣∣ ∞∫
0
∞∫
0
˜˜
K (u, x, b)
˜˜
K (v, x, b) (fτ (u, v) − f(u)f(v))dudv
∣∣∣
≤ 2
n
c(n)∑
τ=2
∞∫
0
∞∫
0
∣∣∣ ˜˜K (u, x, b) ˜˜K (v, x, b) ∣∣∣|fτ (u, v) − f(u)f(v))|dudv.
Under the condition of the lemma |fτ (x, y) − f(x)f(y)| ≤M we get
I1 ≤ 2M
n
c(n)∑
τ=2
 ∞∫
0
∣∣∣ d∏
j=1
Kρ(xj,bj),bj (u)
∣∣∣du
2 = 2Mc(n)
n
.
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We aim to make the rate of convergence in b of I1 larger than the rate of I2. Then it must
hold
c(n) < b
−d(2κ+1)
4 .
Let us choose, for example, c(n) = b−
d
8 , κ = 1/4. Then the rates of convergence of I1 and
I2 are given by (15).
A.6 Proof of Theorem 2
Using the bias, the variance and the covariance from Lemmas 1, 2 and 4, let us write the
MSE of the pdf estimate f̂(xd1) and find the optimal bandwidth b that minimizes the MISE.
The MSE is given by
MSE(f̂(xd1)) =
 b
2
d∑
j=1
xj
∂2f(xd1)
∂x2j
2 + 1
n
b− d2 d∏
j=1
x
−1/2
j
2
√
pi

·
(
f(xd1) + bv1(x
d
1) + b
2v2(x
d
1)
)
− 1
n
f(xd1) + b2
d∑
j=1
xj
∂2f(xd1)
∂x2j
2
+
2M
nb
d
8
+
D(κ, xd1)
nb
d
16
(
f(xd1)
6κ− 1
2(2κ − 1) + bS(κ, x
d
1)
)1−2κ ∞∑
τ=2
τα(τ)2κ + o
(
b2
)
.
Since the rate of convergence in b of the variance is larger than the rate of the covariance
we can neglect the latter. Taking the integral from the MSE and minimizing it in b we find
the optimal bandwidth (16).
A.7 Proof of Lemma 5
To find the bias of the estimate f̂ ′xk (x
d
1) we use the same technique as in (A.1). The expec-
tation is given by
EX(f̂
′
xk
(xd1)) =
1
bk
E
 d∏
j=1
Kρ(xj,bj) (Xj)L(Xk , xk, bk)
 (38)
=
1
bk
∫
L(tk , xk, bk)f(t
d
1)
d∏
j=1
Kρ(xj,bj) (tj) dt
d
1 =
1
bk
Eξ(f(ξ
d
1 )L(ξk , xk, bk))
=
1
bk
Eξ(f(ξ
d
1 ) ln(ξn)) −
1
bk
Eξ(f(ξ
d
1 )(ln bk + Ψ(ρ(xk , bk))) + o
 d∑
j=1
bj
 ,
where {ξj} are iid gamma distributed r.v.s with the expectation µj = xj and the variance
xjbj . Using the Taylor expansion in µd1, we can write
f(ξd1 ) ln(ξn) = f(µ
d
1) ln(µn) +
d∑
j=1
(ξj − µj)
∂
(
f(ξd1 ) ln(ξn)
)
∂xj
∣∣∣
µ
+
1
2
d∑
j=1
(ξj − µj)2
∂2
(
f(ξd1 ) ln(ξn)
)
∂x2j
∣∣∣
µ
+
∑
j 6=l
(ξj − µj)(ξl − µl)
∂2
(
f(ξd1 ) ln(ξn)
)
)
∂xj∂xl
∣∣∣
µ
+ o
 d∑
j=1
bj
 .
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Taking the expectation from the right- and the left-hand sides of the latter we get the first
term in (38)
Eξ(f(ξ
d
1 ) ln(ξn)) = f(x
d
1) ln(xk) +
1
2
d∑
j=1
xjbj
∂2f
∂x2j
ln(xk)
+
1
2
xkbk
(
2
xk
∂f(xd1)
∂xk
− f(x
d
1)
x2k
)
+ o
 d∑
j=1
bj
 .
For the second term in (38) we use the approximation of the Digamma function when ρ→∞
Ψ(ρ) = ln ρ− 1
2ρ
− 1
12ρ2
+
1
120ρ4
− 1
252ρ6
+ O
(
1
ρ8
)
.
Hence, we can write that
ln bk + Ψ(ρ(xk , bk)) = lnxk −
bk
2xk
− b
2
k
12x2k
+ o(b2n).
Hence (38) can be rewritten as follows
EX(f̂
′
xk
(xd1)) = f(x
d
1)
bk
12x2k
+
∂f(xd1)
∂xk
(39)
+
1
2
d∑
j=1
xjbj
∂2f(xd1)
∂x2j
(
1
2xk
+
bk
12x2k
)
+ o
 d∑
j=1
bj
 .
The multivariate expectation (39) coincides with its univariate version in Markovich and Dobrovidov
(2013b). From (39) we get the bias of the pdf derivative estimate
Bias(f̂ ′xk (x
d
1)) = f(x
d
1)
bk
12x2k
+
1
2
d∑
j=1
xjbj
∂2f(xd1)
∂x2j
(
1
2xk
+
bk
12x2k
)
+o
 d∑
j=1
bj
 .
When b1 = b2 = . . . = bd = b holds, it follows that the bias of the pdf derivative is given by
(17).
A.8 Proof of Lemma 6
By definition, the variance for the estimate f̂ ′xk (x
d
1) is determined as
V ar(f̂ ′xk (x
d
1)) =
1
n
V ar
 1
bk
L(Xk , xk, bk)
d∏
j=1
Kρ(xj,bj) (Xj)
 (40)
=
1
nb2k
E
L2(Xk , xk, bk) d∏
j=1
K2ρ(xj,bj) (Xj)

− 1
nb2k
E
2
L(Xk , xk, bk) d∏
j=1
Kρ(xj,bj) (Xj)
 .
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The second term of the right-hand side of (40) is the square degree of (38). Hence, using
(39) we can immediately write that
1
n
E
2
X(f̂
′
xk
(xd1)) =
1
n
(
Bias2(f̂ ′xk (x
d
1)) +
(
∂f(xd1)
∂xk
)2
(41)
+ 2
∂f(xd1)
∂xk
Bias(f̂ ′xk (x
d
1)) + o
 d∑
j=1
b2j
)
hold. The first term in (40) can be represented as
1
nb2k
E
L2(Xk , xk, bk) d∏
j=1
K2ρ(xj,bj) (Xj)
 (42)
=
1
nb2k
∫
L2(tk , xk, bk)f(t
d
1)
d∏
j=1
K2ρ(xj,bj ) (tj) dt
d
1
=
1
nb2k
∫ 
d∏
j=1
t
2xj
bj
−2
j exp
(−2tj
bj
)
b
2xj
bj
j Γ
2
(
xj
bj
)
L2(tk , xk, bk)f(td1)dtd1 . (43)
Using the property of the gamma function Γ 2(x
b
+ 1) = (x
b
)2Γ 2(x
b
), (42) can be rewritten
as
1
nb2k
∫ 
d∏
j=1
b−3j x
2
jΓ (
2xj
bj
− 1)
2
2xj
bj
−1
Γ 2(
xj
bj
+ 1)
t
2xj
bj
−2
j exp(
−2tj
bj
)(
bj
2
) 2xj
bj
−1
Γ (
2xj
bj
− 1)
L2(tk , xk, bk)f(td1)dtd1
=
1
nb2k
 d∏
j=1
B(xj , bj)
Eη (L2(ηk , xk, bk)f(ηd1 ))
=
1
nb2k
 d∏
j=1
B(xj , bj)
(Eη (f(ηd1 ) ln2 ηk)+ (ln bk + Ψ (xkbk
))2
Eη
(
f(ηd1 )
)
− 2
(
ln bk + Ψ
(
xk
bk
))
Eη
(
f(ηd1 ) ln ηk
))
, (44)
where {ηj} are iid gamma distributed r.v.s with the expectation µj = xj − bj2 and the
variance
xjbj
2
− b
2
j
4
, and B(xj , bj) is determined by (31). To determine the expectations in
(44) we use the same technique as before. Namely, the expectations are given by
Eη(f(η
d
1 ) ln(ηk)) = f(µ
d
1)
(
lnµk −
bk
4µk
)
+
d∑
j=1
(
xjbj
2
−
b2j
4
)
∂2f(µd1)
∂x2j
lnµk
2
+
bk
2
∂f(µd1)
∂xk
+ o
 d∑
j=1
b2j
 ,
Eη(f(η
d
1 )) = f(µ
d
1) +
1
2
d∑
j=1
(
xjbj
2
−
b2j
4
)
∂2f(µd1)
∂x2j
+ o
 d∑
j=1
b2j
 ,
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Eη(f(η
d
1 ) ln
2(ηk)) = f(µ
d
1)
(
ln2(µk) +
bk
2µk
(1− lnµk)
)
+ bk lnµk
∂f(µd1)
∂xk
+
ln2 µk
2
d∑
j=1
(
xjbj
2
−
b2j
4
)
∂2f(µd1)
∂x2j
+ o
 d∑
j=1
b2j
 .
Using the known Tailor expansions
lnµk = lnxk −
bk
2xk
− b
2
k
8x2k
+ o(b2k),
1
µk
=
1
xk
+
bk
2x2k
+
b2k
4x3k
+ o(b2k)
we can rewrite (44) as follows
1
n
 d∏
j=1
B(xj , bj)
(f(µd1)
(
1
4x2k
+
1
2xkbk
+
7bk
48x3k
+
7b2n
576x4k
+
b3k
192x5k
)
+
d∑
j=1
(
xjbj
2
−
b2j
4
)
∂2f(µd1)
∂x2j
b2k
1152x4k
− bk
24x2k
∂f(µd1)
∂xk
+ o
 d∑
j=1
b2j
).
Therefore, using a Taylor expansion of the arguments of the functions f(µd1) into x
d
1, sub-
stituting it in latter and using (41), we can write the variance of the pdf derivative estimate
as
V ar(f̂ ′xk (x
d
1)) =
=
1
n
 d∏
j=1
b
−1/2
j x
−1/2
j
2
√
pi
(− bk
24x2k
∂f(xd1)
∂xk
− bj
2
∂2f(xd1)
∂xk∂xj
+
d∑
j=1
b2j
4
∂3f(xd1)
∂xk∂x
2
j

+
b2k
1152x4k
n∑
j,i=n−τ
(
xjbj
2
−
b2j
4
)(
b2i
4
∂4f(xd1)
∂x2j∂x
2
i
− bi
2
∂3f(xd1)
∂x2j∂xi
)
+
∂2f(xd1)
∂x2j
·
((
xjbj
2
−
b2j
4
)
b2k
1152x4k
+
b2j
4
(
1
4x2k
+
1
2xkbk
+
7bk
48x3k
+
7b2n
576x4k
+
b3k
192x5k
))
+
(
f(xd1)−
bj
2
∂f(xd1)
∂xj
)(
1
4x2k
+
1
2xkbk
+
7bk
48x3k
+
7b2n
576x4k
+
b3k
192x5k
)
− 1
n
Bias2(f̂ ′xk (xd1)) +
(
∂f(xd1)
∂xk
)2
+ 2
∂f(xd1)
∂xk
Bias(f̂ ′xk (x
d
1))
+ o
 d∑
j=1
b2j
 .
If b1 = b2 = . . . = bd = b holds, we get the variance of the pdf derivative estimate (18).
A.9 Proof of Lemma 7
Now we apply Davydov’s inequality for the covariance of the pdf derivative estimate
|Cov
(
K˜ (X1, x, b) , K˜ (X1+i, x, b)
)
| ≤
2piα(i)1/r ‖ K˜ (X1, x, b) ‖q‖ K˜ (X1+i, x, b) ‖p,
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where p−1+ q−1+ r−1 = 1, 1 ≤ p, q, r ≤ ∞, α(i) is the mixing coefficient (2). The Lp norm
is given by
‖ K˜ (X1, x, b) ‖q=
(∫ (
K˜ (y, x, b)
)q
f(y)dy
)1/q
=
∫ L(tk , xk, bk) d∏
j=1
Kρ(xj,bj),bj (tj)
q f(td1)dtd1
1/q
=
∫ Lq(tk , xk, bk)f(td1) d∏
j=1
Kq−1
ρ(xj,bj),bj
(tj)
 d∏
j=1
Kρ(xj,bj),bj (tj) dt
d
1
1/q
=
E
L(ξk , xk, bk)qf(ξd1 ) d∏
j=1
Kq−1
ρ(xj,bj ),bj
(ξj)
1/q , (45)
where the kernel
d∏
j=1
Kρ1(xj),bj (ξj) is used as the pdf and {ξj} are iid gamma distributed
r.v.s with the expectation µj = xj and the variance xjbj . The Taylor expansion of (45) is
the following
L(ξn, xk, bk)
qf(ξd1 )
d∏
j=1
Kq−1
ρ(xj,bj),bj
(ξj) =
=
d∑
i=1
(ξi − µi) ∂
∂ξi
L(ξk , xk, bk)qf(ξd1 ) d∏
j=1
Kq−1
ρ(xj,bj ),bj
(ξj)
∣∣∣∣∣
ξ=µ
+
∑
i6=l
(ξi − µi)(ξl − µl)
2
∂2
∂ξ2i
L(ξk , xk, bk)qf(ξd1 ) d∏
j=1
Kq−1
ρ(xj,bj ),bj
(ξj)
∣∣∣∣∣
ξ=µ
+
d∑
i=1
(ξi − µi)2
2
∂2
∂ξ2i
L(ξk , xk, bk)qf(ξd1 ) d∏
j=1
Kq−1
ρ(xj,bj),bj
(ξj)
∣∣∣∣∣
ξ=µ
+ L(µk , xk, bk)
qf(µd1)
d∏
j=1
Kq−1
ρ(xj,bj),bj
(µj) + o
 d∑
j=1
b2j
 .
Taking the expectation from the latter expression and using the known Taylor expansions
L(xk , xk, bk) = lnxk − ln bk − Ψ
(
xk
bk
)
=
bk
2xk
+
b2k
12x2k
+ o(b2k),
Lq(xk, xk, bk) =
(
bk
2xk
)q (
1 + q
bk
6xk
+
q(q − 1)
2
(
bk
6xk
)2)
,
∂
∂ξk
L(ξn, xk, bk) =
1
ξk
∣∣∣∣
ξk=xk
=
1
xk
,
∂2
∂ξ2k
L(ξk, xk, bk) = −
1
ξn
∣∣∣∣
ξk=xk
= − 1
x2k
,
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the expectation (45) can be rewritten as
E
 d∏
j=1
Kq−1
ρ1(xj),bj
(ξj)L1(ξn, xk, bk)
qf(ξd1 )

=
 d∏
j=1
Kq−1
ρ1(xj),bj
(xj)
(( bk
2xk
)q (
1 + q
bk
6xk
+
q(q − 1)
2
(
bk
6xk
)2)
f(xd1)
+
(
bk
2xk
)q−1 d∑
i=1
xibi
2
((
bk
2xk
+
qb2k
12x2k
+
q(q − 1)b3k
144x3k
)
·
(
f(xd1)
(
1− q
bixi
− q(1 − q)
x2i
)
+
∂f(xd1)
∂xi
2(1− q)
xi
+
∂2f(xd1)
∂x2i
)
−
(
1 +
(q − 1)bk
6xk
+
(q − 1)(q − 2)b2k
72x2k
)(
f(xd1)
q2
x2k
− 2q
xk
∂f(xd1)
∂xk
))
+ o
 d∑
j=1
b2j
 .
If b1 = b2 = . . . = bd = b holds and, using (33), we can obtain
‖ K˜ (X1, x, b) ‖q≤
 d∏
j=1
(2pixj)
1−q
2q
 bd 1−q2q +1
2xk
(
d∑
i=1
(
1 +
qb
6xk
+
q(q − 1)b2
72x2k
)
·
(
f(xd1)
3− q
2
+ b(1− q)∂f(x
d
1)
∂xi
+
xib
2
∂2f(xd1)
∂x2i
− q(1− q)b
2xi
f(xd1)
)
+xi
(
1 +
(q − 1)b
6xk
+
(q − 1)(q − 2)b2
72x2k
)(
2q
∂f(xd1)
∂xk
− q
2
xk
f(xd1)
)) 1
q
+o
(
b2
)
.
The same is valid for ‖ K˜ (X1+i, x, b) ‖p. Let us take p = q. Hence, the covariance of the
pdf derivative estimate is determined by
|Cov
(
K˜ (X1, x, b) , K˜ (X1+k, x, b)
)
|
≤ 2piα(k)1/r
( d∏
j=1
(2pixj)
1−q
q
 bd 1−qq +2
4x2k
(
d∑
i=1
(
1 +
qb
6xk
+
q(q − 1)b2
72x2k
)
·
(
f(xd1)
3 − q
2
+ b(1 − q)∂f(x
d
1)
∂xi
+
xib
2
∂2f(xd1)
∂x2i
− q(1 − q)b
2xi
f(xd1)
)
+ xi
(
1 +
(q − 1)b
6xk
+
(q − 1)(q − 2)b2
72x2k
)(
2q
∂f(xd1)
∂xk
− q
2
xk
f(xd1)
)) 2
q
+o
(
b2
)
.
Taking p = q = 2 + δ, r = 2+δ
δ
and using the following notations
V (δ, xd1) =
d∑
i=1
(
− (δ + 1)∂f(x
d
1)
∂xi
+
δ(δ + 1)(δ + 2)
36x2k
∂f(xd1)
∂xk
+
xi
2
∂2f(xd1)
∂x2i
−
(
(δ − 1)(δ + 1)(δ + 2)
144x2k
− (δ + 1)(δ + 2)
2xi
+
δ(δ + 1)(δ + 2)2
72x3k
)
f(xd1)
)
,
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W (δ, xd1) =
d∑
i=1
((
1− δ
4xk
+
(δ + 1)(δ + 2)
2xi
− xi(δ + 1)(δ + 2)
2
6x2k
)
f(xd1)
− (δ + 1)∂f(x
d
1)
∂xi
+
(δ + 1)(δ + 2)xi
3xk
∂f(xd1)
∂xk
+
xi
2
∂2f(xd1)
∂x2i
)
,
L(δ, xd1) =
d∑
i=1
(
f(xd1)
(1 − δ)
2
+ xi
(
2(2 + δ)
∂f(xd1)
∂xk
− (2 + δ)
2
xk
f(xd1)
))
,
R(δ, xd1) =
 d∏
j=1
x
− δ+1
δ+2
j
 (2pi) δ+2−d(δ+1)δ+2
2x2k
,
the covariance of the pdf derivative estimate is given by
C(f̂ ′xk (x
d
1) =
2
nb2
n∑
i=1
(
1− i
n
)
Cov
(
K˜ (X1, x, b) , K˜ (X1+i, x, b)
)
≤ R(δ, x
d
1)
b
d δ+1
δ+2 n
(
b2V (δ, xd1) + bW (δ, x
d
1) + L(δ, x
d
1)
) 2
δ+2
∞∫
1
α(τ)
δ
2+δ dτ + o
(
b2
)
.
Let us denote δ
2+δ
= υ, 0 < υ < 1. In these notations, we get (19).
A.10 Proof of Theorem 3
Using the bias, the variance and the covariance in Lemmas 5, 6, 7, we can write the MSE
for the estimate of the pdf derivative
MSE(f̂ ′xk (x
d
1)) = (Biasf̂
′
xk
(xd1))
2 + V ar(f̂ ′xk (x
d
1)) + Cov(f̂
′
xk
(xd1))
=
(
bB1(x
d
1) + b
2B2(x
d
1)
)2 (
1− 1
n
)
+
b−
d
2
n
 d∏
j=1
x
−1/2
j
2
√
pi
(bV1(xd1) + b2V2(xd1) + 1b V3(xd1) + V4(xd1)
)
− 1
n
(∂f(xd1)
∂xk
)2
+ 2
∂f(xd1)
∂xk
(
bB1(x
d
1) + b
2B2(x
d
1)
)+ R(υ, xd1)
n
b−d
υ+1
2
·
(
b2V (υ, xd1) + bW (υ, x
d
1) + L(υ, x
d
1)
)1−υ ∞∫
1
α(τ)υdτ + o
(
b2
)
.
Since the rate of convergence of the covariance is less than that one of the variance, we can
neglect the covariance term. Taking the integral from the MSE and minimizing the MISE
in b the optimal bandwidth (19) is obtained.
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