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Resumen— En los u´ltimos an˜os esta´ adquiriendo
un gran auge el estudio de los me´todos nume´ricos
para la resolucio´n Ecuaciones Diferenciales Ordina-
rias (ODE’s). Muchos de los me´todos nume´ricos exis-
tentes se basan en la aproximacio´n de un modelo con-
tinuo mediante un modelo discreto y el ca´lculo de una
solucio´n aproximada en un conjunto finito de puntos.
En [1] se presenta una nueva aproximacio´n al ca´lculo
de ODE’s donde la principal aportacio´n pasa por per-
mitir una solucio´n del problema independientemente
de que el Jacobiano sea o no invertible. En el pre-
sente trabajo se presenta un nuevo algoritmo basado
en [1] que permite la resolucio´n de ODE’s. Adema´s, se
ha llevado a cabo una implementacio´n paralela sobre
arquitecturas de memoria compartida de dicho algo-
ritmo. Tanto el algoritmo secuencial como el algo-
ritmo paralelo desarrollado se han implementado uti-
lizando librer´ıas esta´ndar tanto en el co´mputo como
en la comunicacio´n en aras de obtener portabilidad,
robustez y eficiencia.
Palabras clave— Ecuaciones Diferenciales Ordina-
rias, Ecuaciones Diferenciales Algebraicas, Li-
brer´ıas esta´ndar, Computacio´n de Altas Prestaciones,
OpenMP.
I. Introduccio´n
EN los u´ltimos an˜os esta´ adquiriendo un granauge el estudio de los me´todos nume´ricos para
la resolucio´n de Ecuaciones Diferenciales Ordinarias
(ODE’s). En [1] se presenta una nueva aproximacio´n
al ca´lculo de ODE’s donde la principal aportacio´n
pasa por permitir una solucio´n del problema inde-
pendientemente de que el Jacobiano sea o no inver-
tible. En el presente trabajo se presenta una im-
plementacio´n paralela sobre memoria compartida
basada en [1] que permite la resolucio´n de ODE’s.
Conside´rese el siguiente problema de valores ini-
ciales descrito por la ecuacio´n diferencial ordinaria
x˙ = f(x, t), (1)
x(t0) = x0 (2)
donde x ∈ RN , t ∈ (t0, tf ], f es una funcio´n con-
tinua y Lipschitziana f ∈ C2.
La ecuacio´n (1) es, en general, no lineal y adema´s,
so´lo puede resolverse anal´ıticamente en casos muy
concretos. Sin embargo, para t ∈ I = [t0, tf ], se
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puede obtener una solucio´n anal´ıtica aproximada, de
la siguiente manera. El intervalo I se divide en n




(tn−1, tn], y en cada
subintervalo, Ii = (ti, ti+1], i = 0, 1, . . . , n − 1, la
ecuacio´n (1) se aproxima por
y′ = g(y, y) ≡ Fi+Ji(y−yi)+Ti(t−ti), t ∈ (ti, ti+1],
(3)





(y(ti), ti), Ti =
∂f
∂t
(y(ti), ti), Fi = f(y(ti), ti),
y(t0) = x0, y Ji es una matriz Jacobiana y Ti es un
vector gradiente. El lado derecho de la ecuacio´n (3)
es el polinomio de Taylor de primer grado de f(x, t)
alrededor de (y(ti), ti) en Ii. Si f es de clase C2, la
aproximacio´n lineal a f tiene un orden de exactitud
del tipo O((ti+1 − ti)2).
Como la ecuacio´n (3) es lineal, la solucio´n anal´ıtica




e(Ji(t−τ))[Ti(τ−ti)+Fi]dτ, i = 0, 1, . . . , n−1
(5)
La ecuacio´n (5) proporciona una solucio´n aprox-
imada, anal´ıtica a trozos, del problema de valores
iniciales planteado en las ecuaciones (1) y (2), donde
yi es la solucio´n de las ecuaciones (3) y (4), en el
intervalo Ii−1, evaluada en el punto ti.
Este tipo de me´todo es conocido como me´todo
de linealizacio´n a trozos.
En [2] se presenta una metodolog´ıa basada en la
integracio´n anal´ıtica de (5) que da lugar a la siguiente
expresio´n, siempre y cuando Ji sea invertible
y(t) = yi−J−1i [Fi+Ti(t−ti)]−J−2i Ti+eJi(t−ti)[J−1i Fi+J−2i Ti], i =
(6)
II. Resolucio´n de ODE’s mediante la
aproximacio´n del Jacobiano libre de
inversio´n
En el caso de que el Jacobiano no sea invertible,
la ecuacio´n (6) no tiene solucio´n. La nueva aproxi-
macio´n resuelve la ecuacio´n (5) au´n cuando el Jaco-
biano Ji sea singular, esto es, no sea invertible. Esto
es posible realizando el ca´lculo de la exponencial de
la matriz Ji mediante el me´todo de los aproximantes
de Pade´ [3].
A continuacio´n se describe la nueva metodolog´ıa
para la resolucio´n de ODE’s mediante la aproxi-
macio´n del Jacobiano libre de inversio´n.
Sea el siguiente cambio de variable
s = τ − ti,
y tomando
Θ = t− ti,
la integral en (5) puede expresarse como∫ t
ti












Las dos integrales que forman el lado derecho de
la expresio´n pueden ser calculadas de la manera que
a continuacio´n se explica. Se considera la matriz
triangular superior a bloques C [4]
C =
⎡




donde Ji ∈ RN×N es la matriz Jacobiana, 0N y
IN son respectivamente, la matriz nula y la matriz








siendo F1(Θ), F2(Θ), F3(Θ), G1(Θ), G2(Θ) y
H(Θ), matrices cuadradas de orden N .































y, como resultado, se obtienen los siguientes prob-
lemas de valores iniciales
dF1(Θ)
dΘ
= JiF1(Θ); F1(0) = IN ,
dF2(Θ)
dΘ
= 0N ; F2(0) = IN ,
dF3(Θ)
dΘ
= 0N ; F3(0) = IN ,
dG1(Θ)
dΘ
= JiG1(Θ) + F2(Θ); G1(0) = 0N ,
dG2(Θ)
dΘ
= F3(Θ); G2(0) = 0N ,
dH(Θ)
dΘ
= JiH(Θ) + G2(Θ); H(0) = 0N .
Las soluciones a estos problemas vienen dadas por










Notar que las integrales involucradas en (8) vienen
dadas por la expresio´n (11).
Recapitulando, una vez que la matriz Jacobiana
Ji y los vectores Ti y Fi han sido computados la
expresio´n de la ecuacio´n (5) puede ser obtenida me-
diante
y(t) = yi + H(Θ)Ti + G1(Θ)Fi, (12)
donde H(Θ) y G1(Θ) son los bloques (1, 3) y (1, 2)
de la matriz exponencial dada por (10). Notar nueva-
mente que en este caso la condicio´n de invertibilidad
de la matriz Jacobiano desaparece.
III. Algoritmos Implementados
Tanto Los algoritmos secuenciales como parale-
los del presente trabajo han sido implementados te-
niendo en cuenta las siguientes carater´ısticas:
• Portabilidad: Para conseguir algoritmos
portables se han utilizado librer´ıas esta´ndar
tanto de algebra lineal nume´rica en la parte
computacional (BLAS [5], LAPACK [6], PBLAS
[7]) como en la parte de comunicacio´n y sin-
cronizacio´n (OpenMP [8], [9]).
• Eficiencia: En aras de obtener buenas presta-
ciones se han utilizado algoritmos orientados a
bloques, explotando de esta manera la jerarqu´ıa
de memoria de los computadores actuales.
En la implementacio´n secuencial del algoritmo
propuesto anteriormente se han utilizado las sigui-
entes rutinas:
• Rutinas de BLAS
– COPY (BLAS I): Copia de un vector.
– SCAL (BLAS I): Escalado de un vector.
– AXPY (BLAS I): Escalado de un vector x mas
otro vector y.
– GEMV (BLAS II): Producto matriz-vector.
– GEMM (BLAS III): Producto de matrices.
• Rutinas de LAPACK:
– GESVD: Descomposicio´n en valores singu-
lares.
El objetivo de este trabajo ha consistido en la im-
plementacio´n de algoritmos paralelos sobre arquitec-
turas de memoria compartida utilizando OpenMP.
OpenMP es un entorno para la programacio´n de ar-
quitecturas de memoria compartida que se han con-
vertido en tan so´lo unos an˜os en un esta´ndar para
paralelizar aplicaciones. Debido a los buenos resulta-
dos obtenidos con esta herramienta, e´sta es utilizada
por empresas tales como Sun, Hewlett-Packard, In-
tel, IBM, Compaq y SGI, entre otros. OpenMP tra-
baja, por tanto, con hilos. Los hilos han apare-
cido como una buena herramienta en la que apo-
yarse para aprovechar y acelerar au´n ma´s los sis-
temas multiprocesador (memoria compartida). Las
caracter´ısticas de los hilos favorecen el aumento del
rendimiento de los procesadores, disminuyendo la so-
brecarga debida al cambio de contexto entre las ta-
reas que ejecuta un procesador. Adema´s son apli-
cables a una gran diversidad de problemas, y se in-
tegran perfectamente con el hardware paralelo, au-
mentando su rendimiento.
El problema ba´sico en la escritura de un programa
concurrente es identificar que´ actividades pueden
realizarse concurrentemente. Adema´s la progra-
macio´n concurrente es mucho ma´s dif´ıcil que la pro-
gramacio´n secuencial cla´sica por la dificultad de ase-
gurar que el programa concurrente es correcto.
Los programas concurrentes a diferencia de los
programas secuenciales tienen una serie de proble-
mas muy particulares derivados de las caracter´ısticas
de la concurrencia, de entre ellos destacan los sigu-
ientes:
• Violacio´n de la exclusio´n mutua: En oca-
siones ciertas acciones que se realizan en un pro-
grama concurrente no proporcionan los resulta-
dos deseados. Esto se debe a que existe una
parte del programa donde se realizan dichas ac-
ciones que constituye una regio´n cr´ıtica, es
decir, es una parte del programa en la que se
debe garantizar que si un proceso accede a la
misma, ningu´n otro podra´ acceder. Se necesita
pues garantizar la exclusio´n mutua.
• Bloqueo mutuo o Deadlock: Un proceso se
encuentra en estado de deadlock si esta´ es-
perando por un suceso que no ocurrira´ nunca. Se
puede producir en la comunicacio´n de procesos
y ma´s frecuentemente en la gestio´n de recursos.
• Retraso indefinido o starvation: Un proceso
se encuentra en starvation si es retrasado in-
definidamente esperando un suceso que puede
no ocurrir nunca.
Por lo anteriormente expuesto, el handicap de tra-
bajar en un entorno multiprocesador, es precisa-
mente la programacio´n de dicho entorno. Es aqu´ı
donde estas librer´ıas son muy u´tiles ya que las mo-
dificaciones que hay que llevar a cabo en el co´digo
secuencial son mı´nimas, para hacer que e´ste funcione
en paralelo.
En OpenMP, como ya hemos comentado, par-
tiendo del co´digo secuencial, y an˜adiendo unas pocas
directivas y una pequen˜a modificacio´n del co´digo,
conseguimos paralelizar dicho co´digo. Toda direc-
tiva debe comenzar con la palabra clave ¡$omp para
que el compilador las reconozca como directivas de
paralelizacion. Las directivas ma´s utilizadas son:
• parallel do: Se usa justo antes de un bucle y
se acaba el bucle paralelizado con end paral-
lel do. Con esta directiva se indica que el bu-
cle que viene a continuacio´n, va a ser dividido
entre tantos hilos o procesadores como previa-
mente se haya indicado en el co´digo mediante la
rutina set num threads(x), donde x es el nu´mero
de procesadores que se quieren utilizar.
• shared: Indica que cualquier hilo podra´ ac-
ceder y modificar dicha variable en cualquier
momento, es decir, es una variable compartida.
• private: Indica que cada hilo tendra´ una copia
de dicha variable para su propio uso. Un ejemplo
claro son los contadores de las iteraciones.
• reduction: Esta directiva se utiliza para opera-
ciones de reduccio´n tales como sumas cumulati-
vas, mayor, menor, etc. En el trozo de co´digo
siguiente se muestra un ejemplo de uso de la di-
rectiva reduction




<$omp end parallel do
• parallel: Esta directiva, al contrario que par-
allel do, no divide el trabajo sino que lo multi-
plica. Es decir, si se dispone de n hilos, al uti-
lizar la directiva parallel cada hilo ejecutara´ lo
que se encuentre en su entorno. En el siguiente




• single: Dentro de una zona paralelizada por la
directiva parallel, puede existir una parte de
co´digo que no es aconsejable que la ejecuten var-
ios hilos. Por tanto, con la directiva single se
indica que esa parte del co´digo sea llevada a cabo
por un so´lo hilo de los creados.
• critical: Indica, tambie´n dentro de un parallel,
que esa zona de co´digo sera´ ejecutada por todos
los hilos, pero de uno en uno, nunca todos a la
vez.
La manera ma´s comu´n y eficiente que hay de
paralelizar un co´digo secuencial con las directivas
OpenMP, es atacando directamente a los bucles. Los
bucles sencillos y anidados son los que ma´s tiempo
de ejecucio´n consumen. A continuacio´n se muestra
la parelelizacio´n de un ejemplo simple. Conside´rese
el siguiente trozo de co´digo
do 30 i = 1,m
dy(i) = dy(i) + da*dx(i)
30 continue
Utilizando OpenMP el trozo de co´digo anterior
queda de la siguiente manera
<$omp parallel do private(i) shared(da,dx,dy)
do 30 i = 1,m
dy(i) = dy(i) + da*dx(i)
30 continue
Declarando la variable i como privada (private) si
m = 60 y el nu´mero de hilos fuese 6, el hilo 1 tra-
bajar´ıa con los ı´ndices del 1 al 10 de i, el segundo
con los ı´ndices del 11 al 20, y as´ı sucesivamente. Las
variables da, dx y dy se declaran como compartidas.
Este tipo de bucles aparece con profusio´n en las ruti-
nas daxpy, dcopy, dlaset, etc.
Un ejemplo ma´s complicado en el que se tienen dos
bucles anidados es el siguiente
DO 60, J = 1, N
IF( X( JX )!=ZERO )
THEN
TEMP = ALPHA*X( JX )
DO 50, I = 1, M
Y( I ) = Y( I ) + TEMP*A( I, J )
50 CONTINUE
END IF
JX = JX + INCX
60 CONTINUE
A la hora de paralelizar este tipo de bucles, es
posible adoptar dos soluciones. Una de ellas es para-
lelizar so´lamente el bucle interno, como se muestra a
continuacio´n




<$omp parallel do private(I)
do 50, i=1,M
y(i) = y(i) + temp*A(i,j)
50 continue
<$omp end parallel do
endif
60 continue
La otra solucio´n pasa por una inversio´n de los bu-
cles. Dicha solucio´n se presenta a continuacio´n y es
la adoptada en la paralelizacio´n de la rutina dgemv.
<$omp parallel do private(J,I,TEMP)
shared(y, alpha,x,ix,incx,n,m)
do 50, i=1,m




<$omp end parallel do
Por u´ltimo, se muestra un ejemplo de pa-
ralelizacio´n de un producto de matrices donde se
tienen 3 bucles anidados que aparecen en la rutina
dgemm:
<$omp parallel do private(J,I,L,Temp)
shared(A,B,C,ALPHA,BETA)
DO 120, J = 1, N
DO 110, I = 1, M
TEMP = ZERO
DO 100, L = 1, K




C( I, J ) = ALPHA*TEMP
ELSE




En definitiva, se ha creado una librer´ıa alterna-
tiva basada en BLAS que implementa las rutinas de
BLAS anteriormente citadas. El nombre de dichas
rutinas es el mismo que el de BLAS pero con el pre-
fijo OP.
IV. Resultados Experimentales
En esta seccio´n se describen los resultados expe-
rimentales obtenidos. Las pruebas se han llevado a
cabo en un sistema Compaq AlphaServer GS80 insta-
lado en el servicio de supercomputacio´n de la Univer-
sidad de Castilla-La Mancha (SSC- UCLM). Consta
de 6 procesadores Alpha EV7. Cada procesador con-
sta de cache´ en chip y fuera de e´l. Tanto una como
otra proporcionan una muy baja latencia lo que re-
dunda en un gran ancho de banda en el acceso a los
datos. La memoria cache´ fuera de chip es de 4MB
trabajando a 366MHz. La cache´ interna se divide
en cache´ de instrucciones (I-Cache´) y de datos (D-
Cache´), cada una de 64Kbytes respectivamente. La
velocidad por procesador es de 731Mhz. En cuanto a
la memoria principal, el sistema GS80 soporta hasta
64Gbytes. En la instalacio´n existente en el SSC-
UCLM se disponen de 4Gbytes de memoria RAM.
El sistema operativo empleado en la plataforma es el
Sistema operativo Compaq TRU64 Unix v5.1.
Las pruebas a realizar se han obtenido del banco
de pruebas IVPtestset [10] y se pueden clasificar en
dos tipos:
• Pruebas secuenciales: Se han realizado 4
pruebas de tests de reducido taman˜o y los re-
sultados obtenidos se han comparado con los re-
sultados obtenidos por otros paquetes esta´nda
(ODEPACK [11], RADAU5 [12], PSIDE [13],
etc).
• Pruebas paralelas: Se ha llevado a cabo 1
prueba de test de taman˜o ma´s grande que per-
mite mostrar las ventajas del algoritmo paralelo.
Los test secuenciales que se han llevado a cabo son:
• CHEMAKZO (Chemical Akzo Nobel Prob-
lem): Este problema es un ODE de 6 ecuaciones.
• LSODE (Chemical kinetics): Este problema
aparece en el solver lsode de ODEPACK. Consta
de 3 ecuaciones.
• HIRES (High Irradiance Response Problem):
Este caso de estudio ha sido obtenido a partir
de la coleccio´n IVPtestset [10]. El problema rep-
resenta un sistema r´ıgido de 8 ODE’s no lineales.
Los resultados obtenidos se resumen en las tablas
I, II y III para las pruebas CHEMAKZO, LSODE
y HIRES respectivamente. En dichas tablas se pre-
senta una comparativa de la solucio´n proporcionada
con la nueva aproximacio´n y con respecto a otros
solvers. En todos los casos se observa una precisio´n
mı´nima de 10−5
En cuanto a las pruebas del algoritmo paralelo
TABLA I
Tabla comparativa entre la solucio´n obtenida
mediante la nueva aproximacio´n y el solver RADAU5









Tabla comparativa entre la solucio´n obtenida
mediante la nueva aproximacio´n y el solver lsode de





se ha tenido en cuenta el nu´mero de hilos como
para´metro de entrada, pudiendo variar entre 1 y 6.
Las prestaciones del algoritmo paralelo desarro-
llado se van a evaluar en funcio´n a dos criterios:
• Speed-up: Se define como el ratio entre el
tiempo utilizado para resolver el problema en
una sola ma´quina y el tiempo requerido para
resolver el mismo problema en un computador
paralelo de p procesadores ide´nticos.
• Eficiencia: Se define como el ratio entre el
Speed-up y el nu´mero de procesadores.
El test llevado a cabo para evaluar el algoritmo
paralelo ha sido MEDAKZO (Medical Akzo prob-
lem). Este caso de prueba tambie´n ha sido obtenido
de la coleccio´n IVPtestset [10], que estudia la pene-
tracio´n de los anticuerpos en un tejido infectado por
un tumor. El problema representa un ODE de 400
ecuaciones.
MEDAKZO necesita un gran nu´mero de itera-
TABLA III
Tabla comparativa entre la solucio´n obtenida
mediante la nueva aproximacio´n y el solver RADAU5










ciones para poder obtener la solucio´n final. Puesto
que las pruebas secuenciales ya ponen de manifiesto
la viabilidad del nuevo me´todo, se ha considerado un
nu´mero menor de iteraciones para obtener los resul-
tados. Con este nu´mero de iteraciones ya se percibe
la mejora en el uso del paralelismo.
Los tiempos de ejecucio´n para el test
MEDAKZO se observan en la tabla IV. En
dicha tabla se puede observar una dra´stica reduccio´n
en e el tiempo de ejecucio´n conforme se aumenta el
nu´mero de procesadores. Esa diferencia es mucho
ma´s destacable al pasar de 1 a 2 procesadores.
TABLA IV
Tiempos de Ejecucio´n para el test MEDAKZO







En la tabla V se reflejan la ganancia de veloci-
dad o Speed-up obtenida. En esta tabla, se aprecia
con mayor claridad la ventaja de utilizar el parale-
lismo. As´ı pues, utilizando 2 procesadores se obtiene
un speed-up cercano a 1.75 sobre el ma´ximo teo´rico
de 2, lo que indica un muy buen resultado. Ese buen
resultado se empeora conforme aumenta el nu´mero
de procesadores, aunque incluso hasta 4 procesadores
el valor de speed-up es bastante bueno.
TABLA V
Speed-up para el test MEDAKZO






Por u´ltimo, en la tabla VI se muestra la eficien-
cia del algoritmo paralelo frente al secuencial. La
cota ma´xima en el caso de la eficiencia es de 1
(100%). Por consiguiente, quiere decir que utilizando
2 procesadores se esta´ muy cerca de dicha cota, lo
que demuestra el buen comportamiento del algoritmo
paralelo considerando 2 procesadores. Se observa
tambie´n como para 3 procesadores se alcanza una
eficiencia del 75% y para 4 procesadores del 64%, lo
que reafirma lo anteriormente expuesto.
V. Conclusiones y Trabajo Futuro
En el presente trabajo se presenta un nuevo algo-
ritmo para la resolucio´n de ecuaciones diferenciales
ordinarias presentado en [1] utilizando la librer´ıa
OpenMP.
TABLA VI
Eficiencia para el test MEDAKZO






Tanto la versio´n secuencial del algoritmo pro-
puesto, como la implementacio´n paralela del mismo,
se han llevado a cabo utilizando software esta´ndar
en aras de obtener tres caracter´ısticas deseables en
toda implementacio´n: Portabilidad, Robustez y Efi-
ciencia.
Los resultados experimentales demuestran la via-
bilidad de la nueva metodolog´ıa con respecto a los
resultados obtenidos por otros paquetes esta´ndar ex-
istentes y ampliamente aceptados.
La implementacio´n paralela nos permite abordar
problemas de mayor dimensio´n reduciendo el tiempo
de ejecucio´n. Los resultados experimentales nos
muestran co´mo para dos procesadores el tiempo de
CPU empleado es casi la mitad. Esta circunstancia
se refleja en los valores del Speed-up y Eficiencia.
A raiz del trabajo aqu´ı desarrollado, se plantea el
siguiente trabajo futuro:
• Extender la metodolog´ıa propuesta a la re-
solucio´n de ecuaciones diferenciales impl´ıcitas
donde tanto las matrices de pesos como Jaco-
bianas sean densas.
• Extender la metodolog´ıa propuesta a imple-
mentaciones espec´ıficas en los casos en que las
matrices de pesos y Jacobiana no sean densas.
• Incorporar la metodolog´ıa propuesta al esta´ndar
definido en la librer´ıa SLICOT del proyecto
NICONET [14], [15].
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