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Abstract
We show that Poisson integrals belonging to certain weighted harmonic Bergman spaces bpδ on the
upper half-space must have the moment vanishing properties. As an application, we show that bp0 ,
p  1, contains a dense subspace whose members have the horizontal moment vanishing properties.
Also, we derive related weighted norm inequalities for Poisson integrals. As a consequence, we
obtain a characterization for Poisson integrals of continuous functions with compact support in order
to belong to bpδ .
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1. Introduction
For a fixed positive integer n, let H = Rn × R+ be the upper half-space where R+
denotes the set of all positive real numbers. We will write points z ∈ H as z = (x, t) where
x ∈ Rn and t > 0.
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sisting of all harmonic functions u on H such that
∞∫
0
∫
Rn
∣∣u(x, t)∣∣p dx tδ dt < ∞.
For p  1, the space bpδ is a Banach space with the usual weighted Lp-norm. For δ = 0,
we let bp = bp0 . It can be shown that bpδ = {0} for δ −n− 1 and for all p. Also, bpδ = {0}
for δ −1 and p  1.
In [8], it is shown that bp contains a positive function if and only if p > (n+ 1)/n. By
an easy modification of the argument in [8], one can also see that bpδ , δ > −n− 1, contains
a positive function only if p > (n+ δ + 1)/n. Thus, in contrast to the case of bounded do-
mains, the question whether a harmonic function u on H belongs to bpδ , p  (n + δ + 1)/n,
is not only a matter of the size of u but also involves some cancellation properties. Such an
example is the horizontal zero moment vanishing property of b1-functions noticed in [8],
which means∫
Rn
u(x, t) dx = 0
holds for any u ∈ b1 and t > 0. In [3], this cancellation property has been extended to
functions u ∈ bp, 1  p  (n+ 1)/n, whenever the zero moments are well defined. In
addition, it is shown in the same paper that b1-functions also have the horizontal first
moment vanishing property. Namely, for u ∈ b1, we have∫
Rn
u(x, t)xj dx = 0 (j = 1,2, . . . , n),
whenever these first moments are well defined. Motivated by these observations, we con-
tinue here to investigate the moment vanishing properties of weighted harmonic Bergman
functions.
We first introduce some notations. As is well known, the Poisson kernel Pt (x) for H is
given by
Pt (x) = t
(|x|2 + t2)m (x ∈ R
n, t > 0),
where m = (n + 1)/2. For 1 p < ∞, let Lp = Lp(Rn) be the Lebesgue space on Rn. For
f ∈ Lp , the Poisson integral P [f ] on H is defined as the convolution Pt ∗ f of f and Pt .
More explicitly,
P [f ](x, t) =
∫
Rn
Pt (x − y)f (y) dy
for (x, t) ∈ H. For a complex Borel measure µ on Rn, its Poisson integral P [µ] is defined
in a similar way.
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L1(|µ|), the α-moment Mα(µ) of µ is defined by
Mα(µ) =
∫
Rn
xα dµ(x).
For a given integer N  0, we let MN denote the class of all complex Borel measures
µ on Rn such that |x|N ∈ L1(|µ|) and Mα(µ) = 0 for all α with |α| N . For a function
f ∈ L1 ∩ L1(|x|N dx), we write f ∈MN in place of f (x) dx ∈MN .
With these notations, we obtain the following moment vanishing properties of Poisson
integrals.
Theorem 1.1. Let δ > −n − 1 and let N  0 be an integer. Suppose µ is a com-
plex Borel measure on Rn satisfying |x|N ∈ L1(|µ|). If P [µ] ∈ bpδ for some p ∈
(0, (n+ δ + 1)/(n +N)], then µ ∈MN .
As an application, we show that functions in bp, 1 p < ∞, with horizontal moment
vanishing property up to any given order form a dense subspace. LetMpN denote the class
of all harmonic functions u ∈ bp on H satisfying the following conditions:
(i) u is harmonic and bounded on H,
(ii) u(·, t) ∈MN for all t  0.
Then we have the following. This result is somehow interesting, because bp contains pos-
itive functions for p > (n+ 1)/n.
Theorem 1.2. For 1 p < ∞ and for an integer N  0,MpN is dense in bp.
While the moment vanishing property is necessary for a Poisson integral as in Theo-
rem 1.1 to be a weighted harmonic Bergman function, it is far from being sufficient. For
example, for δ = N = 0 and n = 1, one may easily find odd integrable functions on R
whose Poisson integrals are not contained in b2. Trying to understand what is going on
here, we are led to the following weighted norm inequalities.
Theorem 1.3. Let δ > −1, p  1 and let N  0 be an integer. For functions f ∈MN , we
have the following inequalities.
(1) If (n + δ + 1)/(n +N + 1) < p < (n+ δ + 1)/(n+ N), then
∞∫
0
∫
Rn
∣∣Pt ∗ f (x)∣∣p dx tδ dt Cp,N,δ ∫
Rn
∣∣f (x)∣∣p|x|δ+1 dx. (1.1)
(2) If p = (n + δ + 1)/(n +N), then
∞∫ ∫
n
∣∣Pt ∗ f (x)∣∣p dx tδ dt CN,δ ∫
n
∣∣f (x)∣∣p[1 + |x|δ+1(log+ |x|)p]dx.
0 R R
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functions f with compact support. Thus, as an immediate consequence of Theorems 1.1
and 1.3, we obtain the following.
Corollary 1.4. Let δ > −1, p  1 and let N  0 be an integer such that (n+ δ + 1)/
(n+ N + 1) < p  (n+ δ + 1)/(n + N). Then, for a function f ∈ Cc(Rn), we have
P [f ] ∈ bpδ if and only if f ∈MN .
In Section 2, some preliminary lemmas are collected. Section 3 is devoted to the proof
of Theorems 1.1 and 1.2. Finally, Section 4 is devoted to the proof of Theorem 1.3.
Remark. (1) The weighted norm inequalities in Theorem 1.3 invoke more general inequal-
ities of the form∫
H
∣∣P [f ]∣∣p dτ  Cp ∫
Rn
|f |q dν, (1.2)
where the problem is to find positive Borel measures τ and ν so that the inequality holds
for all suitable functions f . Initiated by the well-known papers of Carleson [2] and Hör-
mander [7], this problem has been extensively studied often with some extra doubling
or Muckenhoupt’s Ap-condition on ν. See [5,6,10] and references therein. However, any
known results concerning (1.2) are not helpful for inequalities in Theorem 1.3, because the
moment vanishing conditions are the key to those inequalities.
(2) Consider δ > −1. Note that the case p > (n + δ + 1)/n is missing in Theorem 1.3.
This missing case can be treated by a well-known argument without any moment vanishing
conditions. To be more precise, for p > 1, recall (see, for example, [9]) that the weight |x|γ
is an Ap-weight if and only if −n < γ < n(p − 1). Therefore, for p > (n + δ + 1)/n, our
weight |x|δ+1 is an Ap-weight. Also, the measure tδdx dt satisfies the well-known Car-
leson condition. Accordingly, one can show by using general theory of Carleson measures
and Ap-weights (or by modifying arguments in this present paper) that the inequality (1.1)
remains valid for p > (n+ δ + 1)/n and for all measurable functions f  0 on Rn.
(3) Consider −n − 1 < δ  −1. While the weight |x|δ+1 is an A1-weight for such δ,
the measure tδdx dt does not satisfy the Carleson condition. So, the general argument
mentioned above does not apply. In fact, for p  1, one cannot expect any inequality of the
form in Theorem 1.3, because bpδ = {0}.
(4) All the inequalities in Theorem 1.3 are sharp in the sense that the order of the weight
|x|δ+1 or |x|δ+1(log+ |x|)p at infinity cannot be reduced. Examples for δ = 0 can be found
in [3].
2. Preliminary lemmas
Constants. Throughout the paper we will use the same letter C to denote various con-
stants, often with subscripts indicating dependency, which may change at each occurrence.
We will often write AB or B A for nonnegative quantities A, B if A is dominated by
B times some inessential positive constant. Also, we write A ≈ B if A B and A B .
B.R. Choe et al. / J. Math. Anal. Appl. 296 (2003) 365–381 369In this section we collect preliminary lemmas. For x, y ∈ Rn and t > 0, let
A = |x|2 + t2, B = |y|2 − 2x · y
for simplicity. Note that A + B = |x − y|2 + t2.
Recall that, given an integer N  0, we have by Taylor’s theorem
(1 + λ)−m =
N∑
k=0
akλ
k + RN(λ) (λ > −1),
where ak =
(−m
k
)
and RN is the remainder. Recall m = (n+ 1)/2. It is elementary to see
that, given λ0 > −1, we have RN(λ) = O(|λ|N+1) for λ > λ0. Thus, we have
Am
t
Pt (x − y) =
(
1 + B
A
)−m
=
N∑
k=0
ak
(
B
A
)k
+ RN
(
B
A
)
=
N∑
k=0
k∑
j=0
c(k, j)(x · y)j |y|2(k−j)A−k + RN
(
B
A
)
,
where c(k, j) = (−2)j (k
j
)
ak . Now, rearrange the above sum according to the degree of y .
Then we may write Pt (x − y) in the form
Pt (x − y) =
N∑
=0
Q(x, y, t) +
2N∑
=N+1
FN,(x, y, t)+ t
Am
RN
(
B
A
)
,
where Q, FN, are homogeneous polynomials in y of degree . More explicitly, we have
Q(x, y, t) = t
Am
∑
k=[/2]
c(k,2k − )(x · y)2k−|y|2(−k)A−k,
FN,(x, y, t) = t
Am
N∑
k=[/2]
c(k,2k − )(x · y)2k−|y|2(−k)A−k,
where [s] is the smallest integer which is greater than or equals to s. Now, for a given non-
negative integer , define P˜ by
P˜(x, y, t) = Pt (x − y) −
∑
j=0
Qj(x, y, t).
Note that we have
∣∣Qj(x, y, t)∣∣ t
Am
j∑
k=[j/2]
|x|2k−j |y|jA−k = t
Am
j∑
k=[j/2]
|x|2k−j |y|j
A(2k−j)/2Aj/2
 t
Am
|y|j
Aj/2
 t|y|
j
(|x| + t)n+1+j (2.1)
for each j .
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The following lemma contains basic size estimates on each of those three pieces. Here and
elsewhere, we let
η = η(x, y, t) = |y|
2 − 2x · y
|x|2 + t2 (x, y ∈ R
n, t > 0),
for simplicity.
Lemma 2.1. For an integer  0, we have the following.
(1) If η > 4/5, then we have |x| + t < 6|y| and∣∣P˜(x, y, t)∣∣ C t|y|
(|x| + t)n++1 .
(2) If |η| 4/5, then we have |y| < 3(|x| + t) and∣∣P˜(x, y, t)∣∣ C t|y|+1
(|x| + t)n++2 .
(3) If η < −4/5, then we have 2|x − y| < |x|, 2t < |x|, |y| < 2|x| and∣∣P˜(x, y, t)∣∣ CPt (x − y).
Proof. All the estimates except the estimates on P˜ are straightforward. We only give
details of estimates on P˜.
First, suppose |η| > 4/5. Recall that |x| + t < 6|y| for η > 4/5 and that |y| < 2|x| for
η < −4/5. Therefore desired estimates follow from the following:
∣∣P˜(x, y, t)∣∣ Pt (x − y) + ∑
j=0
∣∣Qj(x, y, t)∣∣
 Pt (x − y) + t
(|x| + t)n+1
∑
j=0
( |y|
|x| + t
)j
,
where the second inequality holds by (2.1).
Next, suppose |η| 4/5. Note that B/A > −4/9 and |B| |y|(|x|+ |y|) |y|(|x|+ t).
Thus we have∣∣∣∣R(BA
)∣∣∣∣ ∣∣∣∣BA
∣∣∣∣+1  ( |y||x| + t
)+1
.
Hence, since |y| < 3(|x| + t), we obtain by (2.1)
∣∣P˜(x, y, t)∣∣ 2∑
j=+1
∣∣F,j (x, y, t)∣∣+ t
Am
∣∣∣∣R(BA
)∣∣∣∣
 t
(|x| + t)n+1
{ 2∑ ( |y|
|x| + t
)j
+
( |y|
|x| + t
)+1}j=+1
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+1
(|x| + t)n+2+ .
The proof is complete. 
Now, we mention auxiliary inequalities which we need in the proof of weighted norm
inequalities in Section 4. Well-known Hardy’s inequality (see, for example, [9]) is the key
to our weighted norm inequalities.
Hardy’s Inequality. Let p  1, r > 0. Then we have
(1)
∞∫
0
( ∞∫
s
ϕ(t) dt
)p
sr−1 ds 
(
p
r
)p ∞∫
0
[
tϕ(t)
]p
tr−1 dt,
(2)
∞∫
0
( s∫
0
ϕ(t) dt
)p
s−r−1 ds 
(
p
r
)p ∞∫
0
[
tϕ(t)
]p
t−r−1 dt
for all measurable functions ϕ  0 on (0,∞).
Lemmas 2.2 and 2.3 below are taken from [3]. These inequalities are consequences of
integration in polar coordinates and Hardy’s inequality.
Lemma 2.2. For p  1 and r > 0, we have
(1)
∞∫
0
( ∫
|y|>t
h(y)|y|−n dy
)p
tr−1 dt  Cp,r
∫
Rn
∣∣h(y)∣∣p|y|r−n dy,
(2)
∞∫
0
( ∫
|y|<t
h(y)|y|−n dy
)p
t−r−1 dt  Cp,r
∫
Rn
∣∣h(y)∣∣p|y|−r−n dy
for all measurable functions h 0 on Rn.
Lemma 2.3. For p  1, we have
∞∫
1
( ∫
|y|>t
h(y)|y|−n dy
)p
t−1 dt  Cp,r
∫
Rn
∣∣h(y)∣∣p(log+ |y|)p|y|−n dy
for all measurable functions h 0 on Rn.
For t > 0, let νt be the volume measure, normalized to have total mass 1, on the ball in
Rn of radius t centered at the origin. Also, let σt be the surface area measure, normalized
to have total mass 1, on the sphere in Rn of radius t centered at the origin. The following
lemma is proved for δ = 0 in [3] and the same argument works for general δ > −1.
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(1)
∞∫
0
∫
|x|>2t
∣∣h ∗ νt (x)∣∣p dx tδ dt  1
δ + 1
∫
Rn
∣∣h(x)∣∣p|x|δ+1dx,
(2)
∞∫
0
∫
|x|>2t
∣∣h ∗ σt (x)∣∣p dx tδdt  1
δ + 1
∫
Rn
∣∣h(x)∣∣p|x|δ+1 dx
for all measurable functions h 0 on Rn.
3. Moment vanishing properties
In this section we first prove a bit stronger version of Theorem 1.1. As applications,
we derive some consequences concerning the horizontal moment vanishing properties of
weighted harmonic Bergman functions.
Theorem 3.1. Let δ > −n − 1 and let N  0 be an integer. Suppose µ is a complex Borel
measure on Rn satisfying |x|N ∈ L1(|µ|). If
∞∫
t0
∫
Rn
∣∣Pt ∗ dµ(x)∣∣p dx tδ dt < ∞ (3.1)
for some t0 > 0 and p ∈ (0, (n+ δ + 1)/(n+ N)], then µ ∈MN .
Proof. Suppose Mα0(µ) = 0 for some α0, |α0|  N . Let  = |α0|. We may assume
Mα(µ) = 0 for all α with |α| < . We will derive a contradiction.
Assume µ satisfies (3.1) and let (x, t) ∈ H. Put u = P [µ]. Note that∫
Rn
Qj (x, y, t) dµ(y)= 0
for j < . Thus, we have
u(x, t) =
∫
Rn
Q(x, y, t) dµ(y)+
∫
Rn
P˜(x, y, t) dµ(y)
=
∫
Rn
Q(x, y, t) dµ(y)+
∫
|y|t/2
P˜(x, y, t) dµ(y)+
∫
|y|>t/2
P˜(x, y, t) dµ(y)
= I + II + III.
Let a|x| < t where a > 1 is a large constant to be chosen later. Then, by Lemma 2.1,
we have η(x, y, t)−4/5. In case, η(x, y, t) 4/5, we have by Lemma 2.1∣∣P˜(x, y, t)∣∣ t|y| = |y| .
tn+1+ tn+
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(|x| + t)n+2+ 
|y|
tn+
.
Since N , we conclude
|III| 1
tn+
∫
|y|>t/2
|y|N d|µ|(y) = o(1)
tn+
(t → ∞). (3.2)
To estimate II, note that |η(x, y, t)| 4/5 when |x|2 − 4t2  5|y − x|2  4t2 + 9|x|2.
Therefore, for |y| t2 and a|x|< t , we have |η(x, y, t)| 4/5. Hence by Lemma 2.1∣∣P˜(x, y, t)∣∣ |y|+1
tn+1+
.
Since N , this yields for t  4
|II| 1
tn++1
∫
|y|t/2
|y|+1 d|µ|(y)
 1
tn++1/2
∫
|y|√t
|y| d|µ|(y)+ 1
tn+
∫
√
t|y|t/2
|y| d|µ|(y)
 1
tn+
{
1√
t
∫
Rn
(
1 + |y|N)d|µ|(y)+ ∫
|y|√t
|y|N d|µ|(y)
}
= o(1)
tn+
(t → ∞). (3.3)
For the estimate of I , we introduce some temporary notation. Given a ball B(x, r) with
center at x ∈ Rn and radius r > 0, define a cone-shaped region Γ (x, r) by
Γ (x, r) = {sy: y ∈ B(x, r), s > 0}.
We claim that there exists Γ (x0, r0) such that we have
|I | t−(n+), x ∈ Γ (x0, r0), t/2 < a|x| < t. (3.4)
To see this, note
I =
∑
k=[/2]
c(k,2k − )m2k−(x) t
Am+k
,
where
mi(x) =
∫
n
(x · y)i |y|−i dµ(y).
R
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nonnegative integer such that [/2] k0   and m2k0−(x) is a nonzero polynomial. Put
i0 = 2k0 − . We have
I =
∑
i02k−
c(k,2k − )m2k−(x) t
Am+k
. (3.5)
Since mi0(x) is a homogeneous polynomial in x , there exists a cone Γ (x0, r0) where mi0 is
never vanishing. Using homogeneity and reducing r0 if necessary, we may further assume
|mi0 | has a positive lower bound on Γ (x0, r0). Thus, by homogeneity, we have∣∣mi0(x)∣∣ C|x|i0, x ∈ Γ (x0, r0), (3.6)
for some constant C > 0 independent of the choice of a. Also, note that∣∣m2k−(x)∣∣ t
Am+k

(
sup
|ζ |=1
∣∣m2k−(ζ )∣∣) |x|2k−
tn+2k
. (3.7)
It follows from (3.5), (3.6), (3.7) that
|I | |x|
i0
tn++i0
− O
(
∑
i=i0+1
|x|i
tn++i
)
, x ∈ Γ (x0, r0).
Now, we can choose (and fix) a large constant a > 1 such that (3.4) holds.
Having obtained estimates for I , II, III, we are now ready to finish the proof. By (3.2),
(3.3), and (3.4), there exists t1 > t0 such that
u(x, t) 1
tn+
, x ∈ Γ (x0, r0), t/2 < a|x|< t, t  t1.
Since δ + n− (n + )p δ + n − (n+ N)p −1, it follows that
∞∫
t1
∫
Rn
∣∣u(x, t)∣∣p dx tδ dt  ∞∫
t1
∫
{t/2a|x|t}∩Γ (x0,r0)
t−p(n+)+δ dx dt

∞∫
t1
tδ+n−(n+)p dt = ∞.
This is a contradiction and the proof is complete. 
As a consequence we have the following horizontal moment vanishing property of
weighted harmonic Bergman functions. Note that, by taking δ = 0 and N  1, we improve
the bp-cancellation properties mentioned in the introduction.
Corollary 3.2. Let δ > −n − 1 and let N  0 be an integer. Suppose u ∈ bpδ for some
p ∈ (0, (n+ δ + 1)/(n+ N)]. Then, for a > 0, we have u(·, a) ∈MN whenever u(·, a) ∈
L1 ∩ L1(|x|N dx).
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with radius a/2 centered at (x, t + a). By Lemma 3.5 of [4], we have∣∣ua(x, t)∣∣p  C
an+1
∫
B
∣∣u(y, s)∣∣p dy ds,
where C is a constant depending only on n. Since s ≈ a for (y, s) ∈ B , it follows that
∣∣ua(x, t)∣∣p  1
an+δ+1
∫
B
∣∣u(y, s)∣∣p dy sδ ds  1
an+δ+1
∞∫
0
∫
Rn
∣∣u(y, s)∣∣p dy sδ ds
so that ua is a bounded harmonic function on H. We therefore have cnP [u(·, a)] = ua
where cn is a normalizing constant. Also, since t ≈ (t − a) for t  2a, we have
∞∫
a
∫
Rn
∣∣ua(x, t)∣∣p dx tδ dt = ∞∫
2a
∫
Rn
∣∣u(x, t)∣∣p dx (t − a)δ dt
≈
∞∫
2a
∫
Rn
∣∣u(x, t)∣∣p dx tδ dt < ∞.
Now, the corollary follows from Theorem 3.1. The proof is complete. 
We now turn to the proof of Theorem 1.2.
Proof of Theorem 1.2. Let p  1 and let N  0 be an integer. Consider the class DN of
all functions u on H such that
sup
z∈H
∣∣u(z)∣∣(1 + |z|n+N+2)< ∞
and let D˜N be the subclass of DN consisting of functions harmonic H. It is known (The-
orem 4.3 of [8]) that the class DN is dense in bp. Also, for v ∈ bp, we have va → v as
a → 0 in the norm of bp where va(x, t) = v(x, t + a), a > 0. It follows that D˜N is also
dense in bp. Hence, in order to prove the theorem, it suffices to show D˜N ⊂MpN .
Let u ∈ D˜N . Then, clearly u is bounded on H and therefore u = P [u(·,0)]. Note that
∞∫
0
∫
Rn
∣∣u(x, t)∣∣dx tN dt  ∫
Rn+1
dz
1 + |z|n+2 < ∞
and thus u ∈ b1N . Also, note that∫
Rn
∣∣u(x, t)∣∣(1 + |x|N)dx  ∫
Rn
dx
1 + |x|n+2 < ∞
for all t  0. Therefore, by Theorem 1.1 and Corollary 3.2, we have u(·, t) ∈MN for all
t  0. This gives D˜N ⊂MpN . The proof is complete. 
376 B.R. Choe et al. / J. Math. Anal. Appl. 296 (2003) 365–3814. Weighted inequalities
In this section we obtain weighted norm inequalities for Poisson integrals. Since esti-
mates necessarily depend on good control (by means of cancellation) of dominating terms,
it is natural to decompose Rn into pieces. Here, we consider three pieces. For a given
(x, t) ∈ H, we let
K1 =
{
y ∈ Rn: η(x, y, t) > 4/5},
K2 = {y ∈ Rn:
∣∣η(x, y, t)∣∣ 4/5},
K3 = {y ∈ Rn: η(x, y, t) < −4/5
}
.
Corresponding to these regions, operators are defined for a given integer N  0 as follows:
ΛN,1f (x, t) =
∫
K1
∣∣P˜N (x, y, t)∣∣f (y) dy,
ΛN,2f (x, t) =
∫
K2
∣∣P˜N (x, y, t)∣∣f (y) dy,
ΛN,3f (x, t) =
∫
K3
∣∣P˜N (x, y, t)∣∣f (y) dy,
for measurable function f  0 on Rn.
Lemma 4.1. Let δ  −1, p  1 and let N  0 be an integer. For measurable functions
f  0 on Rn, we have the following inequalities.
(1) If p < (n + δ + 1)/(n +N), then
∞∫
0
∫
Rn
∣∣ΛN,1f (x, t)∣∣p dx tδ dt  Cp,N,δ ∫
Rn
∣∣f (x)∣∣p|x|δ+1 dx.
(2) If p = (n + δ + 1)/(n +N), then
∞∫
6
∫
Rn
∣∣ΛN,1f (x, t)∣∣p dx tδ dt  CN,δ ∫
Rn
∣∣f (x)∣∣p|x|δ+1(log+ |x|)p dx.
Proof. Let (x, t) ∈ H. By Lemma 2.1, we have
ΛN,1f (x, t)
∫
6|y|>|x|+t
∣∣P˜N (x, y, t)∣∣f (y) dy  1
(|x| + t)n+N
∫
6|y|>t
f (y)|y|N dy.
Since ∫
n
dx
(|x| + t)p(n+N) ≈ t
n−p(n+N),R
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∞∫
0
∫
Rn
∣∣ΛN,1f (x, t)∣∣p dx tδ dt  ∞∫
0
( ∫
6|y|>t
∣∣f (y)∣∣|y|N dy)p tn+δ−p(n+N) dt
≈
∞∫
0
( ∫
|y|>t
∣∣f (y)∣∣|y|N dy)ptn+δ−p(n+N) dt.
Now, (1) follows from Lemma 2.2 with r = (n + δ + 1)− p(n + N) > 0.
For p = (n + δ + 1)/(n+ N), exactly the same argument yields
∞∫
6
∫
Rn
∣∣ΛN,1f (x, t)∣∣p dx dt  ∞∫
6
( ∫
6|y|>t
∣∣f (y)∣∣|y|N dy)pt−1 dt
=
∞∫
1
( ∫
|y|>t
∣∣f (y)∣∣|y|N dy)pt−1 dt

∫
Rn
∣∣f (y)∣∣p|y|p(n+N)−n(log+ |y|)p dy,
where the last inequality holds by Lemma 2.3. Since p(n + N) − n = δ + 1, we have (2).
This completes the proof. 
Lemma 4.2. Let δ > −1, p  1 and let N  0 be an integer. If p > (n+ δ + 1)/
(n+ N + 1), then
∞∫
0
∫
Rn
∣∣ΛN,2f (x, t)∣∣p dx tδ dt  Cp,N,δ ∫
Rn
∣∣f (x)∣∣p|x|δ+1 dx
holds for measurable functions f  0 on Rn.
Proof. We have by Lemma 2.1
ΛN,2f (x, t)
t
(|x| + t)n+2+N
∫
|y|<3(|x|+t )
∣∣f (y)∣∣|y|N+1 dy
and thus, by integrating in polar coordinates,∫
Rn
∣∣ΛN,2f (x, t)∣∣p dx  ∞∫
0
( ∫
|y|<3(u+t )
tf (y)|y|N+1
(u + t)n+2+N dy
)p
un−1 du

t∫ ( ∫
f (y)|y|N+1t−n−1−N dy
)p
un−1 du
0 |y|<6t
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∞∫
t
( ∫
|y|<6u
f (y)|y|N+1u−n−1−N dy
)p
un−1 du
 tn−p(n+N+1)
( ∫
|y|<6t
f (y)|y|N+1 dy
)p
+
∞∫
t
( ∫
|y|<6u
f (y)|y|N+1 dy
)p
un−1−p(n+N+1) du.
Note, by interchanging the order of integration,
∞∫
0
∞∫
t
( ∫
|y|<6u
f (y)|y|N+1 dy
)p
un−1−p(n+N+1) du tδ dt
= 1
δ + 1
∞∫
0
( ∫
|y|<6u
f (y)|y|N+1 dy
)p
un+δ−p(n+N+1) du.
Consequently,
∞∫
0
∫
Rn
∣∣ΛN,2f (x, t)∣∣p dx tδ dt  ∞∫
0
( ∫
|y|<6u
f (y)|y|N+1 dy
)p
un+δ−p(n+N+1) du
≈
∞∫
0
( ∫
|y|<u
f (y)|y|N+1 dy
)p
un+δ−p(n+N+1) du.
(4.1)
Now, by applying Lemma 2.2 with r = p(n+ N + 1)− (n+ δ + 1) > 0, we obtain the
desired result. This completes the proof. 
Lemma 4.3. Let δ > −1 and p  1. Then we have
∞∫
0
∫
Rn
∣∣ΛN,3f (x, t)∣∣p dx tδdt  Cp ∫
Rn
∣∣f (x)∣∣p|x|δ+1 dx
for measurable function f  0 on Rn.
Proof. Let (x, t) ∈ H. By Lemma 2.1, we have 2t < |x|, 2|x−y| < |x| and |P˜N (x, y, t)|
Pt (x − y) on K3. Thus,
ΛN,3f (x, t)
∫
f (y)Pt (x − y) dy
2|x−y|<|x|
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∫
|x−y|<t
f (y) dy +
∫
t<|x−y|<|x|/2
tf (y)|x − y|−n−1 dy
 f ∗ νt (x) +
∫
t<|x−y|<|x|/2
f (y)|x − y|−n dy
 f ∗ νt (x) +
∫
t<|z|<|x|/2
f (x − z)|z|−n dz
 f ∗ νt (x) +
|x|/2∫
t
f ∗ σs(x) s−1 ds. (4.2)
For the second term of the above, Hardy’s inequality with r = δ + 1 > 0 gives
|x|/2∫
0
( |x|/2∫
t
f ∗ σs(x) s−1 ds
)p
tδ dt 
(
p
δ + 1
)p |x|/2∫
0
∣∣f ∗ σt (x)∣∣p tδdt.
Since |x| > 2t , applying Lemma 2.4 to the first term of (4.2) and to the right-hand side of
the above, we obtain desired estimates. The proof is complete. 
We are now ready to prove Theorem 1.3.
Proof of Theorem 1.3. Since the α-moments of f are all 0 for |α|  N by assumption,
we have
Pt ∗ f (x) =
∫
Rn
f (y)P˜N (x, y, t) dy
so that∣∣Pt ∗ f (x)∣∣ΛN,1|f |(x, t)+ ΛN,2|f |(x, t) + ΛN,3|f |(x, t)
for all (x, t) ∈ H. Also, it is well known (see, for example, [1]) that∫
Rn
∣∣Pt ∗ f (x)∣∣p dx  cpn ∫
Rn
∣∣f (x)∣∣p dx, t > 0,
for p  1 where cn is a constant depending only on n.
Now, the theorem follows from Lemmas 4.1–4.3. The proof is complete. 
The case δ = 0 of the following theorem is the weighted norm inequalities obtained
in [3].
Theorem 4.4. Let δ > −1, 1  p  (n + δ + 1)/n and let N  0 be the unique integer
such that δ < N  δ + 1. For functions f ∈MN , we have the following inequalities.
380 B.R. Choe et al. / J. Math. Anal. Appl. 296 (2003) 365–381(1) If p = (n + δ + 1)/(n + k) for any integer k (0 k N), then
∞∫
0
∫
Rn
∣∣Pt ∗ f (x)∣∣p dx tδ dt Cp ∫
Rn
∣∣f (x)∣∣p|x|δ+1 dx.
(2) If p = (n + δ + 1)/(n + k) for some integer k (0 k N), then
∞∫
0
∫
Rn
∣∣Pt ∗ f (x)∣∣p dx tδ dt Cp ∫
Rn
∣∣f (x)∣∣p[1 + |x|δ+1(log+ |x|)p]dx.
Proof. This follows from Theorem 1.3. 
Also, combining Theorem 1.3 with Theorem 1.1, some Poisson integrals belonging to
certain bpδ can be characterized by moment vanishing properties as follows.
Corollary 4.5. Let δ > −1, p 1 and let N  0 be an integer. Then we have the following.
(1) For (n + δ + 1)/(n+ N + 1) < p < (n+ δ + 1)/(n+ N), assume f is a measurable
function on Rn satisfying∫
Rn
∣∣f (x)∣∣p(1 + |x|δ+1)dx < ∞. (4.3)
Then, P [f ] ∈ bpδ if and only if f ∈MN .
(2) For p = (n + δ + 1)/(n + N), assume f is a measurable function on Rn satisfying∫
Rn
∣∣f (x)∣∣p[1 + |x|δ+1(log+ |x|)p]dx < ∞. (4.4)
Then, P [f ] ∈ bpδ if and only if f ∈MN .
Proof. By Theorems 1.1 and 1.3, we only need to check∫
Rn
∣∣f (x)∣∣(1 + |x|N)dx < ∞. (4.5)
Since N  δ + 1 by assumption, (4.3) or (4.4) implies (4.5) for p = 1. So, assume p > 1.
First, consider the case p < (n + δ + 1)/(n+ N). Put ϕ(x) = 1 + |x|δ+1. By Hölder’s
inequality, we have∫
Rn
∣∣f (x)∣∣(1 + |x|N)dx  {∫
Rn
∣∣f (x)∣∣pϕ(x) dx}1/p
×
{∫
n
ϕ(x)−1/(p−1)
(
1 + |x|N)p/(p−1) dx}(p−1)/p. (4.6)R
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Rn
ϕ(x)−1/(p−1)
(
1 + |x|N)p/(p−1) dx ≈ ∫
Rn
dx
1 + |x|(δ+1−pN)/(p−1) < ∞
and thus (4.5) holds by (4.3).
Now, consider the case p = (n+ δ + 1)/(n + N). Put ψ(x) = 1 + |x|δ+1(log+ |x|)p.
The inequality (4.6) remains valid with ψ in place of ϕ. Note∫
Rn
ψ(x)−1/(p−1)
(
1 + |x|N)p/(p−1) dx ≈ ∫
Rn
dx
1 + |x|n(log+ |x|)p/(p−1) < ∞,
so that (4.4) implies (4.5). This completes the proof. 
Note that Corollary 1.4 is an immediate consequence of Corollary 4.5.
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