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ZUSAMMENFASSUNG 
Die Auflosbarkeit linearer Gleichungssysteme Cx= b oder x =Lx + r ist fur 
komplexe n X n-Matrizen C, L und fur komplexe n-Vektoren b, x, r wohlbekannt. Im 
folgenden wird das Lijsungsverhalten solcher Systeme untersucht, wenn die oben 
zugrundegelegten komplexen Zahlen durch komplexe Mengen ersetzt werden und 
wenn statt der verwendeten komplexen Arithmetik eine passende Mengenarithmetik 
benutzt wird. Es werden einerseits die sogenannten “komplexen zentrierten Kreis- 
scheiben”, andererseits komplexe Inter&e zusammen mit zwei zugehbrigen Arith- 
metiken betrachtet. 
ABSTRACT 
Linear systems of the two forms Cx = b and x = Lr + T are considered. If C, L are 
complex n X n matrices and if b, x, r are complex n-vectors, then the problem of the 
solvability of the above equations is completely understood. In this article the 
solvability of these systems is investigated if the complex numbers are replaced by 
complex sets and if a corresponding set arithmetic is used. In particular “centered 
complex discs” and complex intervals are examined together with two suitable 
arithmetics. 
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1. EINLEITUNG UND OBERSICHT 
Fiir komplexe n-Vektoren x, b, r,. . . und komplexe n X n-Matrizen C, L 
sind die folgenden drei Sgtze und zwei als “Zus5tze” deklarierte Folgerungen 
wohlbekannt: 
SATZ 1.1. Das lineare Gleichungssystem 
Cx = b (1.1) 
hat genau dann eine eindeutig bestimmte Z&sung f, wenn C regular ist. 
ZUSATZ 1.1. 1st das lineare System 
Cx=b, 
fur einen speziellen Vektor bO eindeutig disbar, so such (1.1) fiir beliebige 
Vektoren b . 
SATZ 1.2. Das lineare Gleichungssystem 
x=Lx+r (1.2) 
hat genau dann eine eindeutig bestimmte L&sung f, wenn Z - L regular ist. 
Dabei sei Z wie iiblich die Identitatsmatrix. 
ZUSATZ 1.2. Zst das lineare System 
x=Lx+r, 
fiir einen speziellen Vektor r, eindeutig l&bar, so such (1.2) fur beliebige 
Vektoren r. 
SATZ 1.3. Das zu (1.2) gehorende (Gesamtschritt-) Zterationsverfahren 
x .= Lx,+r v+l’ fur v=O,l,... 
erzeugt zu beliebigem Anfangsvektor x0 eine Vektorfolge {x,}, die gegen eine 
eindeutig bestimmte LSsung A von (1.2) konvergiert genau dann, wenn fiir den 
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Spektralradius 
P(L)<1 
gilt. 
Seit der Mitte der 6O-er Jahre wurde zur reellen/komplexen Arithmetik 
die IntervalI-Arithmetik eingefiihrt (siehe etwa R. E. Moore [9]). Ihr Ziel war 
es zunachst fur das hier vorliegende Problem, die (i.a. unbekannten) Lijsuugen 
f von (1.1) und (1.2) in (Vektor-) Intervalle einzuschliessen. Mit den hierzu 
entwickelten Hilfsmitteln liessen sich dann aber such “gestorte” Probleme 
(1.1) und (1.2) behandeln, wenn also die gegebenen Koeffizienten von C, L, b 
und r nicht genau bekannt sind, aber durch bekannte Intervalle eingeschrankt 
sind. Kennzeichnet man Intervall-Vektoren und -Matrizen durch eckige Klam- 
mem, dann entsprechen den hnearen Gleichungssystemen (1.1) und (1.2) 
jetzt die IntervaIl- (d.h. Mengen-) Systeme 
und 
bl=PJl[4+bl* . 0.4) 
Zur Definition der dabei benutzten Intervall-Arithmetik vergleiche man etwa 
R. E. Moore [g-11] oder Alefeld-Herzberger [2]. Die AufIosbarkeit von 
Systemen der Gestalt (1.3) und (1.4) ist noch weitgehend ungekhirt. Man 
kann zwar durch einfache Gegenbeispiele zeigen, dass Satze analog zu den 
Zusatzen 1.1 und 1.2 sicher falsch sind. Das Losungsverhahen der Systeme 
(1.3) wurde durch Ratschek [15] fiir den einfachsten FaU n = 1 vollstandig 
beschrieben. Fur n > 1 ist dieses Problem noch offen. Hinreichende Bedi- 
ngungen fur die eindeutige Liisbarkeit von (1.4) wurden schon mehrere 
angegeben. Sie lassen sich wohl alle aus dem folgenden Satz ableiten, der 
zuerst von 0. Mayer [7] fur reelle Inter&I-Matrizen und -Vektoren angege- 
ben und spater von AIefeld [l] auf den komplexen Fall (fur die sogenannte 
“Rechtecksarithmetik”) verallgemeinert wurde. Er gibt das vollstandige 
Analogon zu Satz 1.3 und beschreibt damit abschliessend das Konvergenz- 
verhalten des Intervall-Iterationsverfahrens: 
SATZ 1.4. Das zu (1.4) gehiirende (Gesamtschritt-) Intervall- 
Zterationsvetiahren 
[x,+J:=[L][x,]+[r] f& v=O,l,... 
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emeugt zu behebigem Anfangs-htervahektor [x,] eine Internall-vektorfolge 
{[x~]}, die gegen eine eindeutig bestimmte Liisung [$I von (1.4) konvergiert 
genau dann, wenn fir den !+QktTahdius 
gilt. 
Dabei ist ][L]] d ie sogenannte (reelle) Betragsmatrix. 
Nach den Ergebnissen von Ratschek [15] und Sauer [17] ist zu vermuten, 
dass eine w&&he ijbertragung der Satze 1.1 und 1.2 auf Intervall-Systeme 
sehr schwierig ist und dass die genaue Struktur der Auflijsbarkeit der Inter- 
vall-Probleme (1.3) und (1.4) sicherlich sehr kompliziert sein diirfte. Urn zu 
einfachen Aussagen zu gelangen, werden daher im folgenden die Inter&e 
zunachst durch ein anderes Mengensystem ersetzt. Statt reellen oder 
komplexen Intervallen werden dazu komplexe Kreisscheiben zusammen mit 
einer speziellen (der “zentrierten”) Kreisscheiben-Arithmetik benutzt. Werden 
Kreisscheiben-Vektoren und -Matrizen durch spitze Klammem gekennzeich- 
net, so treten an die Stelle von (l.l), (1.2) und (1.3) (1.4) jetzt die linearen 
Kreisscheiben-Gleichungssysteme 
(C)(x)=(b) (1.5) 
und 
(x)=(L)(x)+(r)* (1.6) 
Die benotigten Definitionen tiber Intervalle und Kreisscheiben und die 
benutzten Arithmetiken, sowie einige ihrer Eigenschaften werden in $2 
angegeben werden. Damit werden in $3 in Analogie zu Satz 1.1 notwendige 
und hinreichende Bedingungen dafur angegeben, dass das System (1.5) fiir 
gegebene Daten (C) und (b) eindeutig losbar ist. Der Fall der Nichteindeu- 
tigkeit einer Losung liesse sich ebenfalls erfassen, wird aber zur Vereinfachung 
hier und durch die ganze Arbeit hindurch nicht betrachtet. Soll fiir eine feste 
Kreisscheibenmatrix (C) und fiir beliebige Kreisscheibenvektoren (b) das 
System (1.5) eindeutig l&bar sein, so lassen sich such dafiir notwendige und 
hinreichende Bedingungen angeben. Es zeigt sich jedoch, dass dieser Fall 
“sehr selten” eintritt m%mlich genau dann, wenn (C) eine rein komplexe 
Matrix ist und durch Permutation aus einer reguliiren Diagonalmatrix 
hervorgeht. 
In $4 wird zungchst in Analogie zu Satz 1.2 die eindeutige Auflijsbarkeit 
des Systems (1.6) vollstamlig charakterisiert. In Gegensatz zu (1.5) ist jedoch 
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fur dieses System gerade deienige Fall besonders fruchtbar, in dem (L) 
festgehalten wird, wahrend (T) beliebig variieren soll. Es werden dazu in 
Satz 4.2 insgesamt 6 (!) Bedingungen angegeben, die Hquivalent zur 
eindeutigen Losbarkeit von (1.6) sind. ijberraschenderweise gilt unter dieser 
Einschr&&ung ein Analogon zum Zusatz 1.2, wenn mu der Kreisscheiben- 
vektor ( rO) “dick” ist. Eine weitere ijberraschung bietet das Auftauchen der 
beiden Aussagen des Satzes 1.4. Damit ist diese eindeutige Auflosbarkeit von 
(1.6) aquivalent zur Konvergenz des (Gesamtschritt-) Iterationsverfahrens. 
Benutzt man mmmehr riickblickend fiir das Intervall-System (1.4) 
denselben “Trick’ und fragt nach Bedingungen fiir die eindeutige 
Auflosbarkeit bei fester Interval&Matrix [L], also variablem Intervall-Vektor 
[r], so folgt eine dritte ijberraschung: Die 7 Bquivalenten Aussagen des Satzes 
4.2 lassen sich analog und zum Teil wijrtlich vom Kreisscheiben-System (1.6) 
auf das Intervall-System (1.4) iibertragen! Dies erfolgt in $5 der vorliegenden 
Arbeit. Insbesondere gilt such hier wieder das Analogon zu Zusatz 1.2, wenn 
nur [rO] “dick’ ist. 
Im letzten Abschnitt $6 werden schliesslich noch einige Aussagen iiber 
Mengeninklusionen gemacht: Es gelte etwa L E [L] c(L) fur eine reelle 
Matrix L, eine Intervall-Matrix [L] und eine Kreisscheibenmatrix (L). Ana- 
log sei rE[r]G( ) r und das System (1.6) sei fur beliebige Vektoren (r) (oder 
einen “dicken” Vektor ( rO)) eindeutig l&bar. Dann sind such (1.2) und (1.4) 
eindeutig l&bar und fur die Losungen 35, [ 21, (2) gilt die Inklusion 2 E [ $1 c 
(2). Die Losungsintervalle [ $1 sind also zwischen die Losungspunkte f und 
Losungskreisscheiben (a) “eingeschoben”. 
2. BEZEICHNUNGEN UND DEFINITIONEN 
Mengeninklusion 
Es seien A und B zwei Mengen und 3B der Rand von B. Die Inklusionen 
ACBundACB:o AcB A AfBseienwieiiblichdefiniert. _ 
Intervalle 
Wie iiblich seien R und C die K&per der reellen und komplexen Zahlen. 
Es sei R + CR die Teilmenge der nichtnegativen reellen Zahlen und C + der 
erste Quadrant der komplexen Zahlenebene. Mit lFS + und C + als Positivkegel 
sind R und C halbgeordnet. Man kann damit in lR oder C Intervalle 
einfiihren gem& 
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Die Menge dieser Intervalle iiber Iw und Q= seien mit ll([w) und O(C) 
bezeichnet. Einpunktige Intervalle werden mit den Punkten identifiziert, 
damit gilt Iw CO@) und Q= CO(C). Zur Erweiterung der arithmetischen 
Operationen + und X von [w und C auf U(Iw) und O(C) vergleiche man etwa 
Alefeld-Herzberger [2], mit z.T. etwas anderen Bezeichnungen, als sie hier 
beniitzt werden. Die Operationen Subtraktion und Division werden im 
folgenden nicht benotigt. Die Operationen + und X sind inklusionsisoton, 
d.h. es gilt 
1st [u]=[~,G]EO(IW), so wird span[a]:=a-a (Spanne) und I[u]]=max 
(]a],]a])(Betrag)gesetzt.Ist[u]EO(C) undschreibtman[u]=[b]+i[c]mit 
[b],[cl~O(R), so soll span[u]=span[b]+span[c] und ][u]]:=][b]]+][c]] 
gesetzt werden (andere Definitionen sind moglich). Man beachte, dass dieser 
Betrag im Falle einpunktiger Intervalle aus O(c) nicht der Euklid’ sche 
Betrag ist, doch wird dies keine Schwierigkeiten bereiten. Es gelten die 
Rechenregeln 
(2.1) 
und 
bk[bl 3 span[a]<span[b]. (2.3) 
Zur Konvergenz in O(Iw) und in O(C) vergleiche man Alefeld-Herzberger [2]. 
Kreisscheiben 
Die folgenden Aussagen werden nur fiir C formuliert, sie gelten such fiir 
Iw CC. Durch 
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werden komplexe Kreisscheiben definiert. Ihre Menge wird mit W(C) be- 
zeichnet. Man setzt fur (a)=(ti,(u), (b)=(G,/?)EH(C): 
(u)=(b) :” a=d A a=p, 
(u)+(b):=(cZ+G,a+p), 
(u)x(b)=(u)(b):=(d6,IciIp+Idla+ap), 
((a)]:=Iti]+(~ (Betrag), 
rad(a):=cy (Radius). 
Es ist 
Die Operationen + und X sind inklusionsisoton, d.h. es gilt 
(a)c(b) A (c)C(d) 
+ + 
= (a> (c)c(b) x Cd) X (2.4) 
Der Betrag ist eine Norm auf W(C). Identifiziert man “entartete” Kreis- 
scheiben (cZ,O) mit ihrem Mittelpunkt ci, so sind die eingefiihrten Oper- 
ationen = , + , X , I . I Erweitenmgen der entsprechenden Operationen auf C, 
man kann damit die Einbettung C c W(C) vomehmen. Man beachte, dass 
Kreisscheiben Mengen sind. Als Konvergenz wird eingefiihrt 
(u,)=(ti”,a,)-(u)=(6,a) :” ci,+ci A a,-+(Y. 
Zur Geschichte der Kreisscheibenarithmetik vergleiche man etwa Nickel [ 131, 
Henrici-Gargantini [5], Krier [6], Hauenschild [4]. Die hier benutzte Darstel- 
lung und Arithmetik wird heute zentrietie Kreisscheibenarithmetik genannt. 
Die Kreisscheibenarithmetik ist im Reellen “schwacher” als die Interval- 
larithmetik, es gilt dort namlich 
bk(u> A @k(b) * b] ; [b]c(a) ; (b). (2.5) 
Im Komplexen sind diese Arithmetiken dagegen nicht vergleichbar. 
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Vektoren und Matrizen 
Im folgenden werden ndimensionale Vektoren wie such ihre Elemente 
mit kleinen, n X n-Matrizen mit grossen Buchstaben bezeichnet. Die Menge 
der n-Vektoren iiber den betrachteten Grundbereichen werden wie ublich 
Iw”,Rn+,q:“,un(lW),O”(C),Mn(lW),~”(d=) genannt; die entsprechenden Matri- 
zenmengen seien Iw n, ‘, Iw “; n,. . . , K n, “(42). Die Addition von Vektoren und 
Matrizen sei komponentenweise definiert; das Produkt einer Matrix mit 
einem Vektor sei wie iiblich erklart. Zu den Vektoren [a], (a) und den 
Matrizen [Cl, (C) seien noch die folgenden reellen Vektoren und reellen 
Matrizen komponentenweise gebildet: ( [C] ( , ] (C) 1, span[ a], rad( a). Damit 
erhalt man zu (C)=(C,I)EH”~“(C) und (x)=(?,~)EM~(C) dieDars- 
tellung 
(C)(x)=(&, lq~+rlfl +Iq 
= (&, I(c)lE+r(al). (2.6) 
Die Relationen = , G, C, (, C fiir Vektoren und Matrizen werden 
komponentenweise aufgefasst. Damit heisst etwa AE Iw”,” mit A > 0, dass 
a& Komponenten dieser reellen Matrix positiv sein sollen. Analog bedeute 
[a] C [b], dass [a] c [b] ist und dass in allen Komponenten [a] # [b] sein 
soll. Insbesondere gilt wegen (2.1) und (2.2) die Ungleichung 
wn([~l[xl+ [Tl) 2 I [Ll Iv44 (2.7) 
Die Vektoren (x)=(%,<)EDQ”(C) und [x] E 0 "(C) sollen jeweils dick 
genannt werden, wenn je 5 > 0 und span[x] > 0 ist. 
3. DIE LiiSUNG VON (C)(x)=(b) 
Die Kreisscheibenmatrix (C) = (C, I) EM n, “(C) und der Kreisscheiben- 
vektor (b) = (6, p) EH”(Q:) seien gegeben. Zu l&en ist das lineare Kreis- 
scheibengleichungssystem 
(C>(x) = (b) 0.5) 
fur Vektoren (;1c) = (a, [) EW “(C). Nach (2.6) und wegen der Definition der 
Gleichheit zweier Kreisscheibenvektoren ist (1.5) aquivalent mit den beiden 
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gekoppelten linearen komplexen bzw. reellen Systemen 
& = 6, (3.1) 
I(qS+-rlq=P. (3.2) 
1st daher (a, 8) eine Lijsung zu (1.5), so l&en such (9, e) das System (3-l), 
(3.2). Sind umgekehrt (a, 8) Lijsungen des Systems (3.1), (3.2) und gilt noch 
zusgtzlich $20, dann ist ($,$)EH”(C) und ist &sung von (1.5). Daraus 
folgt: 
SATZ 3.1. 
(1) Das System (1.5) hat hijchstens eine Liisung, wenn gilt: 
C ist reguliir (3.3) 
und 
( (C) 1 ist reguliiir (3.4) 
(2) Das System (1.5) besitzt eine eindeutig bestimmte LBsung, wenn (3.3), 
(3.4) erfillt sind und wenn zusiitzlich noch fiir den reellen Vektor 
a:=I(C)I_‘(P-rld-‘~I) (3.5) 
gilt 
(YBO. (3.6) 
Die Liisung (2) = (2, $‘) ist dann gegeben durch 
$.=6-l& 
> (3.7) 
$:=a. (3.8) 
(3) Das System (1.5) hat genau dann eine eindeutig bestimmte dicke 
Usung, wenn (3.3), (3.4) erj?illt sind und wenn j?ir den reellen Vektor a aus 
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(3.5) gilt 
a>o. (3.9) 
Die Liisung (9,$) ist dann wieder gegeben durch (3.7), (3.8). 
BEMERKUNC. Lbst man such nichtdicke Losungen zu, dann sind 
notwendige und gleichzeitig hinreichende Bedingungen fur die Losbarkeit des 
Systems (1.5) nicht so einfach zu formuheren wie (3.3) bis (3.6). Dies zeigt 
etwa das folgende Beispiel: Es sei n =2. Man w&it 
c:=(; ;), r:=(:, :,I, G:=( :j, p,=(y). 
Dann hat (1.5) die eindeutig bestimmte (nichtdicke) Losung 
f:=( y, t:=( ;), 
obwohl d singular ist. 
Beweis. Teil (1) und Teil (2) sind nach Satz 1.1 trivial. Damit folgt aus 
(3.1) und (3.2) unmittelbar die erste H&lfte von Teil (3), dass n8;mhch die 
Bedingungen (3.3), (3.4) und (3.9) die Existenz und Eindeutigkeit einer 
dicken Losung von (1.5) sichern. 
Es sei nun umgekehrt (35, [) eine eindeutig bestimmte dicke Losung zu 
(1.5). Angenommen, die (reelle) Matrix I(C)\ sei nicht reguhir. Dann g!be es 
einen Vektor O#TERn.derart, dass l(C)\n=O ist. Man setzt {(t):=[+tq 
mit t E R. Wegen [ > 0 gibt es dann ein 0 < t, E R derart, dass l( t ) > 0 bleibt 
fur alle (tl<t,. Wegen I(C)ll(t)+ rl&l=fi ware dann (a,{(t)) eine Losung 
von (1.5) fur alle ) t ( < t, in Widerspruch zu der vorausgesetzten Eindeutigkeit 
einer Losung. Also ist ((C)I regulsr. 
Ware die (komplexe) Matrix d nicht reguhir, dann g&be es einen Vektor 
O#y~Q:“mitdy=O.Mansetztz(t):=~+tymittERunddamity(t):= 
I(F’(P-~l~(~)l). D ie reelle Vektorfunktion y(t) ist stetig. Wegen y(O) 
= 6 > 0 gibt es daher ein 0 < tZ~ R derart, dass y( t ) > 0 bleibt fiir alle 
ItJ<t,. Wegen &(t)=6, I(C)ly(t)+I’~z(t)l=~ ware dann (z(t),y(t)) 
eine Losung von (1.5) fur alle 1 t I < tz in Widerspruch zu der vorausgesetzten 
Eindeutigkeit einer Losung. Also ist such d regulti. 
Mithin ist der Vektor (Y nach (3.5) wohldefiniert und aus 8 = (Y folgt 
schliesslich noch (3.9). n 
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Es seien (3.3) und (3.4) befriedigt. 1st fur spezielle komplexe Vektoren 
(&, & ), d.h. fur einen Kreisscheibenvektor (be) = (&,, & ) die Bedingung 
(3.9) erfiillt, dann gilt sie such noch in einer gewissen (6, /3>Umgebung von 
(b,). Fur alle diese Werte (b) = (6, /3) ist dann nach Satz 3.1(3) das System 
(1.5) eindeutig l&bar. 1.a. sind damit jedoch nicht beliebige Vektoren (b) 
zugelassen! Das sieht man schon fur n = 1 etwa fur c = dP ’ = r = 1. Dann ist 
I(C)lP’=i, also gilt CX:=(/~--l&l)/Z>O nur fur I&I<p. Mithin ist das 
Analogon zu Zusatz 1.1 fur die Kreisscheibengleichungssysteme (1.5) i.a. 
falsch. 
Damit erhebt sich die Frage, fur welche Kreisscheibenmatrizen (C) das 
System (1.5) unabh&ngig von der speziellen Wahl des Kreisscheibenvektors 
(b) eindeutig 1” b OS ar ist. Sie wird beantwortet durch den 
SATZ 3.2. Die Kreisscheibenmutrix (C) sei fest gewiihlt. Genau dann 
sind alle Kreisscheibengleichungssysteme (1.5) eindeutig l&bar (d. h. 
unabhiingig von (b) EK “(C)j, wenn dif Matrix (C_) = (6, I?) rein komplex 
ist (d. h. wenn I? = 0 gilt), wenn sowohl C als such 1 C I reguliir sind und wenn 
schliesslich noch I(? I- ’ 2 0 gilt (d. h. wenn I d 1 inverspositiv ist). 
Beweis. 
(a) Es sei I 10, 6 und 161 seien regular mit 16(-’ 20. Dann gilt 
I(C)lP1~ =16l-‘b 20 un nach Satz3.1 ist damit (?)=(6-‘&,I~I-‘p) die d 
eindeutig bestimmte Losung von (1.5). 
(b) Es sei (1.5) fur beliebige rechte Seiten eindeutig l&bar. Man w%hlt 
(b)l (6, /?) EK “(C) beliebig, die dazugehorige Losung von (1.5) laute 
(2,[). Man w&hlt weiter einen dicken reellen Vektor 0~ CE !R” und setzt 
y:=l(C)l[. Danngilt635=6undI(C)I($+~)+rI~I=p+~,d.h.derdicke 
Vektor (a, g + 5) lost (1.5) fur die rechte Seite (6, p + y). Da such diese 
Losung nach Voraussetzung eindeutig bestimmt ist, gilt nach Satz 3.1(3), dass 
d und [(C)l regul” ar sind und nach Satz 3.1(2), dass such (3.6) gilt. Wegen 
[(C)l”0 folgt aus (3.6) mit (3.5) sofort fl>rld-‘&l. Wahlt man /3:=0 und 
&:=dd mit dER”+, so findet man daraus wegen l? 20, dass Td = 0 ist fiir 
alle reellen Vektoren d a!. Damit ist also I =O. Mithin gilt I(C)/ = Id 1, also 
sind sowohl C als such I C I regular. W&hlt man nunmehr b : = 0 und beachtet 
man, dass PER; beliebig sein darf, so folgt aus (3.6) mit (3.5) unmittelbar, 
dass 161-‘>0 ist. H 
Es_gibt sicherlich regulare komplexe Matrizen 6, fur die noch 161 regular 
und ICI -’ 20 ist. Jede regularire Diagonalmatrix hat z.B. diese Eigenschaft. 
Fur beliebige Matrizen d widersprechen sich jedoch die geforderten Eigen- 
schaften ICI>0 und ICI-’ a0 weitgehend. Die Menge aller solcher Matrizen 
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B:=(qERy ist also recht klein. Sie sind vollstandig charakterisiert durch 
den folgenden bekannten Satz (man vgl. etwa Metelmann [8, Seite 14, 
Bemerkung 1.2(n)]): 
SATZ 3.3. Die reelle regukire Matrix BE R “; n ist genau dann inversposi- 
tiv (d.h. es gilt B-‘EIWT”), wenn B = DP gilt, wobei D eine Diagonulmutrix 
mit positiven Hauptdiagonalelementen und P eine Permutationsmatrix ist. 
Es sei CE (C), be(b) und (1.5) habe die eindeutig bestimmte Losung 
(a). Man konnte dann vermuten, dass jede derartige komplexe Matrix C 
regular ist und/oder dass fur jede Lijsung 35 von (1.1) die Inklusion 2 E (2) 
gilt. Beide Vermutungen sind falsch! Eine eindeutig bestimmte Losung von 
(1.5) hat also (leider) i.a. nichts mit der Menge der Liisungen zu (1.1) zu tun 
und schrankt sie such insbesondere nicht ein. Dies sieht man schon fur n = 1 
an dem bereits oben betrachteten Beispiel (C) = (1,l). Es sind c = 1 und 
I(C)]=2 regular. W%hlt man (b)=(l,l), dann hat (1.5) nach Satz 3.1 die 
eindeutig bestimmte Losung (9) = (LO). In der Menge (C) ist jedoch 
einerseits die sing&re “Matrix” C:=O enthalten. Andererseits besitzt (1.1) 
mit C:=lE(C) und b:=2E(b) di e eindeutig bestimmte Liisung ? =2. Es 
ist jedoch $ @ (a). 
Deutet man schliesslich noch die Mengen (C) = (1,l) = (b) als Intervalle 
[Cl=[bl=P,% d ann besitzen die Kreisscheibengleichung (1.5) und die 
Intervallgleichung (1.3) dieselbe Datenmenge, nur die verwendeten Arith- 
metiken sind noch verschieden. W&end (1.5) die eindeutig bestimmte 
Losung (9) = (1,O) besitzt, hat (1.3) di e unendhch vielen Losungen [a] = [t , l] 
mit O< t G 1. Das Losungsverhalten von (1.3) und (1.5) braucht also noch 
nicht einmal bei identischer Datenmenge iibereinzustimmen. 
4. DIE LOSUNG von (x)=(L)(x)+(r) 
Die Kreisscheibenmatrix (L) = (I;, A) E U6 “s”(C) und der Kreisschei- 
benvektor (T) = (7, p) ED4 “(C) seien gegeben. Zu l&en ist das lineare 
Kreischeibengleichungssystem 
(x)=(L)(x)+(r)- (1.6) 
fiir Vektoren (x) = (f, 5) E IK “(C). Nach (2.6) fiir (L) statt (C) und wegen 
der Definition der Gleichheit zweier Kreisscheibenvektoren ist (1.6) Bquiva- 
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lent mit den beiden gekoppelten linearen komplexen bzw. reellen Systemen 
a=&++, (4.1) 
~=I(q~+Ql+P. (4.2) 
1st daher (35, $) eine L8sung von (1.6), so l&en such (a, $) das System (4.1), 
(4.2). Sind umgekehrt (a, $) Liisungen des Systems (4.1), (4.2) und gilt noch 
zus5tzlich ,$aO, dann ist (a, 1) EK “(C) und ist Lijsung von (1.6). Daraus 
folgt sofort mit Satz 1.2: 
SATZ 4.1. 
(1) Das System (1.6) hat h8chsten.s eine Liisung, wenn gilt 
I - 2 ist reguliir (4.3) 
I - I( ist reguliir. (4.4) 
(2) Das System (1.6) besitzt eine eindeutig bestimmte Liisung, wenn (4.3), 
(4.4) erfiillt sind und wenn zusiitzlich rwch fiir den reellen Vektar 
a:=(Z-I(L)‘[Al(Z-I:)-‘iifp] (4.5) 
gilt 
cU20. (4.6) 
Die Liisung (a) = (2, $) ist dann gegeben durch 
f:=(Z-L)_li, (4.7) 
&=a. (4.8) 
(3) Das System (1.6) hut genuu dann eine eindeutig bestimmte dicke 
Liisung, wenn (4.3), (4.4) erfiillt sind und wenn fiir den reellen Vektor a aus 
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(4.5) gilt 
a>O. 
Die L6sung (2, $) ist dann wieder gegeben durch (4.7), (4.8). 
Der Beweis geht mit Satz 1.2 ganz analog zum Beweis des Satzes 3.1 und 
wird iibergangen. 
Ganz analog zum Verhalten des Systems (1.5) ist es moglich, dass (1.6) fiir 
einen speziellen Vektor (~a) eindeutig l&bar ist, jedoch nicht fiir andere 
Vektoren (r). Ein einfaches Gegenbeispiel dazu ist fiir n = 1 etwa gegeben 
durch~=-l,A=l,~~=po=O. WegenZ-L=2,Z-I(L)lsind(4.3) 
und (4.4) erfiillt. Nach (4.5) ist cx:=O, also ist such (4.6) befriedigt und die 
eindeutig bestimmte Liisung von (1.6) ftir (ra) statt (r ) lautet (2) : = (0, O}. 
Wegen(Z-_I(L)J)-1=-lgiltjedochfiirP:=Oundp>Ostetsa=-p~O, 
also ist (4.6) dann immer verletzt. Mithin ist das Analogon zu Zusatz 1.2 fiir 
die Kreisscheibensysteme (1.6) i.a. falsch. 
Wiinscht man die eindeutige Liisbarkeit fiir das System (1.6) bei fester 
Matrix (L) fiir beliebige Vektoren (r), so erfahrt man notwendige und 
hinreichende Bedingungen dafiir aus dem 
SATZ 4.2. Zu gegebener Krei.sscheibenmatrix (L) E W “y “(C) sind die 
folgenden Aussagen iiquivalent: 
(i) Da.s Kreisscheibengleischungssyst~ 
(x)=(L)(x)+(r) (l-6) 
hat fiir ieden beliebigen Vektor (r) EK “(C) ie eine eindeutig bestimmte 
L6sung (a) H”(C). 
(ii) Das System (1.6) hat fir einen speziellen dicken Vektor (T) =(q) = 
(F,,, ,oO) EIK”(C) mit pa =rad(r,)>O mindestens tine Liisung (2) EH”(C). 
s existieren zwei Vektoren (ra) mit rad(r,) >O und (x0) derart, 
(Lx%J+(%)WO) (4.9) 
ist. 
(iv) Es existieren zwei Vektoren ( rl) und (xl) derart, dass 
ist. 
(4ilO) 
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(v) Fiir den Spektralradius gilt 
PW)I)~l~ 
(vi) Es gilt: 
Z - I(L)I ist reguliir 
mit 
(I-_I(L)I)-‘ao. 
Aus (4.4) und (4.12) folgt speziell 
Z - L ist reguliir. 
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(4.11) 
(4.4) 
(4.12) 
(4.3) 
(vii) Das Zterationsverfahren 
(x0) -“WY 
(X,+1):=(L)(%)+(r) fiir v-0,1,... (4.13) 
konvergiert fiir beliebige Anfangsvektoren (x0) gegen eine eindeutig bestim- 
mte Liisung (a) von (1.6). 
Zst zusiitzlich (a)c(x,) oder (3i)>(x”), so gilt such (?)c(xy) oder 
(3) > (x,) fiir alle Y =O, 1,. . . . 
Beweis. Der Zusatz zu (vii) folgt sofort aus der Inklusionsisotonie der 
Kreisscheibenoperationen + und X . Der Beweis wird durch die Im- 
plikationskette (i)*(ii)* . . . -(vii)=r(i) gefiihrt. 
(i)=(ii): trivial. 
(ii)=,(m): trivial mit (x0) : = (2) und mit der Gleichheit in (4.9). 
(iii)=(iv): Setzt man (rI):=(?“,p0/2) und (x1):=(x0). dann ist 
also folgt (4.10) aus (4.9). 
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(iv)-(v): Die Inklusion (4.10) ist aquivalent mit der Ungleichung 
Also gilt 
Nach einem bekannten Ergebnis iiber nichtnegative Matrizen (siehe etwa 
Varga [18, Seite 47, Exercises 21) folgt daraus P(]( L)])< 1, also (4.11). 
(v)*(vi): Wegen ](L)]=(L;J+A ist ]~]~](L)]. Nach einem bekannten 
Satz uber nichtnegative Matrizen (siehe etwa Varga [18, Seite 47, Theorem 
2.81) ist dann 
Pm%w)l)~1~ (4.14) 
Also sind Z-i und Z-((L)) b ei ‘d e reguhire Matrizen. Weiterhin gilt (I - 
](~)])-‘=z~~o=,](~)]“~O, mithin sind (4.3) (4.4) und (4.12) erfiillt. 
(vi)=,(vii): Die Iterationsvorschrift (4.13) ist nach (2.6) aquivalent mit den 
beiden gekoppelten Rekursionsgleichungen: 
E “+l:=I(~)15,+Alf,(+P. (4.15) 
Wegen (4.14) und Satz 1.3 konvergiert ?,, + 2 und 2 ist die eindeutig 
bestimmte Losung von (4.1). Wegen (4.11), Satz 1.3 und der Konvergenz von 
f , konvergiert such 5, -) .$ und $ ist di e eindeutig bestimmte Losung von 
(4.2). Mit to 20 und (4.15) gilt 5, a0 fur v =O, l,.. ., also ist such ?;>O. 
Wegen der Aquivalenz von (4.1), (4.2) mit (1.6) fur la0 ist daher (a): = 
(ST, 1) die eindeutig bestimmte Liisung von (1.6). 
(vii) s(i): ist wieder trivial n 
5. DIE LOSUNG von [x]=[L][x]+[r] 
Die folgenden Aussagen sind wijrtlich dieselben fiir Intervah-Matrizen 
und -Vektoren iiber [w und C. Wegen Iw CC sollen sie daher nur fur den 
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allgemeinen Fall komplexer Intervalle ausguesprochen werden. Wo immer im 
folgenden das Symbol C auftritt, kann es daher such (an allen auftretenden 
Stellen) durch R ersetzt werden. 
Die Intervallmatrix [L] E 0 “, “(C) und der Interval&Vektor [r] E 0 “(C) 
seien gegeben. Zu l&en ist das lineare Intervallgleichungssystem 
fiir Vektoren [x] E 0 “(C). Bei dem linearen Kreisscheibengleichungssystem 
(1.6) gibt Satz 4.1 notwendige und such hinreichende Bedingungen dafiir an, 
dass (1.6) eindeutig l&bar ist. Ein Analogon zu diesem Satz fur das Interval- 
lgleichungssystem (1.4) scheint-bis auf den Fall n = 1-bis heute noch nicht 
bekannt zu sein. Dagegen lbst sich Satz 4.2 iibertragen. Es gilt namlich 
SATZ 5.1. Zu gegebener Intervallmutrix [L] E II “3”(C) sind die folgenden 
Aussagen iiquivalent: 
(i) Das Intervallgleichungssystem 
14 = M4+M 0.4) 
hat fiir jeden beliebigen Vektor [r] E 0 “(C) ie eine eindeutig bestimmte 
Liisung [ $1 E 0 “(C). 
(ii) Das System (1.4) hut Fiji einen speziellen dicken Vektor [r] = [rO] E 
0 “(C) mit span[r,] > 0 mindestens eine LCsung [a] E 0 “(C). 
(iii) Es exist&en zwei Vektoren [ ro] mit span[ rO] > 0 und [x0] derart, dass 
ist. 
(iv) Es existieren nwei Vektoren [rl] und [xl] derurt, dass 
P4~J+hlcb,l 
id. 
(v) Fiir den Spektralradius gilt: 
(5.1) 
(5.2) 
(vi) Es gilt: 
I-_I[L]I istreguZiiir 
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Daraus folgt insbesondere, dass Z - L reguliir ist fiir alle komplexen Matrizen 
LE[L]. 
(vii) Das Zterationsverfahren 
M E rJ “(Q 
[x,+J: = [L][x,]+[r] fiir v=O,l,... 
konvergiert fiir beliebige Anfangsvektoren [x0] gegen eine eindeutig bestim- 
mte Usung [a] von (1.4). 
Zst zustitzlich [ 21 c [x0] oder [a] > [x,], so gilt such [a] c [x,] oder [a] > 
[x,] fiir alle Y =O, 1,. . . . 
Der Beweis verlauft weitgehend analog zum Beweis von Satz 4.2: Die 
Implikationen (i)*(ii)*(iii)*(iv) sind trivial. Aus der Inklusion (5.1) folgt 
unmittelbar mit (2.3) (2.1) und (2.7) dass 
span[x,l>span([Ll[x,l+[rl) 
>I[L]Jspan[xi]>O 
gilt und diese Ungleichung impliziert wieder (5.2). Die Folgenmgen (v) * (vi) 
und (vii)=,(i) sind wieder trivial Die Aquivalenz von (v) und (vii) schhesslich 
ist der Inhalt des Satzes 1.4 von 0. Mayer und Alefeld, womit der Satz 
vollstandig bewiesen ist. 
HISTORISCHE BEMERKUNGEN. Die Imphkation (iv)-(v) wurde zuerst von 
Barth (1973) [3, Seite 6, Algorithmusmus 2.1(d)] gezeigt, allerdings nur fur 
eine starkere Inklusion c, die durch A G B : * A 2 BdB erklart ist. Sie 
wurde spater von Rump (1980) [16, Seite 100, Satz 3.11 wiederentdeckt. Auf 
die Folgenmg (ii)-(v) wurde ich im Sommer 1980 von Hen-n A. Neumaier 
hingewiesen. Die Aquivalenz (V)Q(vii) stammt von 0. Mayer (1968) [7] und 
Alefeld (1968) [l]. 
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6. INKLUSIONS-AUSSAGEN 
In $3 wurde an einfachen Beispielen gezeigt, dass eine eindeutig bestimm- 
te Losung (a) von (C)(x) = (b) nichts mit der Menge aller Losungen f von 
Cx = b zu tun zu haben braucht, wenn CE (C) und b E (b) ist. Analoge 
Beispiele gibt es nattirlich such fur das Intervallsystem [ C][x] = [b]. 
Erfreulicherweise ist die Situation bei den beiden Systemen (1.4) und 
(1.6), die Fixpunktgestalt besitzen, ganz anders und giinstiger. Dies zeigen die 
folgenden Satze. Analog zu 95 gelten sie ebenso fur den Grundbereich R wie 
fur den (verwendeten) Bereich C. 
SATZ 6.1. 
(1) Gegeben seien (L) E K n, “(C) und ( r ) E K “(C). Es gebe einen Vektor 
(x0) E K”(C) derurt, duss die Znkhion 
(L)(xo)+ (r) c (X”) 
gilt. Dann gibt es zu jedem LE C”,“, r~Q3” mit LE (L), rE (r) (mindes- 
tens) eine L&ung f von (1.2) und es gilt 
(2) Gegeben seien [L] E 0 “%“(C) und [r] E 0 “(C). Es gebe einen Vektor 
[x0] E 0 “(C) derurt, duss die Znkhion 
WI LX”1 + bl c b”l 
gilt. Dann gibt es zu iedem L E Q: n, “, rEQ=“mitLE[L],rE[r](mindesten.s) 
eine Liisung ? von (1.2) und es gilt 
SE [X”]. 
Beweis. Es wird nur Teil (1) gezeigt, Teil(2) wird analog bewiesen. Fur 
die Abbildung T: Q= n + Q: n mit TX: = Lx + r gilt wegen der Inklusionsisotonie 
(2.4) fur XE (x0) die Inklusion TXE (L)x -t(r) c (L)(r,)+(r) c (x0), 
d.h. T bildet (x0) in sich ab. Damit hat T nach dem Schauderschen 
Fixpunktsatz (mindestens) einen Fixpunkt f = T%? E (x0). n 
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Im Falle der Eindeutigkeit von Lasungen kann vie1 mehr ausgesagt 
werden. Dies zeigt 
SATZ 6.2. Die Aussagen von Satz 4.2 oder von Satz 5.1 seien giiltig. 
Dunn sind die danach eindeutig bestimmten tisungen (3i) von (1.6) oder [?I 
von (1.4) inklusionsisoton beziiglich (L), (r) oder [L], [r]. Wiihlt man 
insbesondere LE(L), T-E(T) oder LE[L], TE[T], so gilt fiir die eindeutig 
bestimmt Liisung 2 von (1.2) stets f E (R) oder 2 E [ if]. 
Der Beweis wird nur fiir (2) gefiihrt: Es sei (L,)=(&,A,)c(L)= 
(i, A). Diese Inklusion ist gquivalent zu 1 I$ - LI G A - A,. Mit der 
Dreiecksungleichung gilt daher die Ungleichungskette 
also ist nach (4.11) such p(l(L,)I)~p(l(L)l)<l. Nach Satz 4.2 besitzt damit 
such das System (x)=(L,)(x)+(r,) eine eindeutig bestimmte L6sung 
(a,>. 
Man setzt (x0):=(?)=(L)(i)+(r) und iteriert gem&s (x,+~):= 
(L,)(x,)+(q) fti v=O,l,... . Nach Satz 4.2(vii) konvergiert ( xy ) + (a,). 
Wegen der Inklusionsisotonie der arithmetischen Kreisscheibenoperationen ist 
(rl):=(LO)(xO)+(ro)~(L)(xo>+(r)=(~O). DurchvollstgndigeInduk- 
tion folgt daraus (?)=(x,)>(x,)>(x,)> ... s(?~), was zu beweisen 
war. n 
Es gelte speziell (L)EU~“-“(W), [L]EO”~“(IR), und (r)EK”(R), [r] = 
0 “(R) mit (L) = [L] und (r) = [r], d.h. die jeweiligen (reellen) Datenmen- 
gen mijgen tibereinstimmen. Nach Satz 4.2 und Satz 5.1 haben dann die 
beiden verschiedenen Gleichungssysteme (1.6) und (1.4) fiir beliebige 
Vektoren (r ) = [r] dasselbe Lijsungsverhalten, d.h. die Eindeutigkeit einer 
Liisung (9) oder [ $1 ist genau dann gewtirleistet, wenn p( I (L) I ) = p( I [L] I ) 
-C 1 ist. Dabei wird natiirlich i.a. (a) # [a] gelten. Tatsgchlich gilt sogar stets 
die Inklusion [a] c (a). Das zeigt der allgemeinere 
SATZ 6.3. Die Aussagen von Satz 4.2 seien giiltig, ferner sei noch 
[L] c (L)E!K”.“(R) und [r] c (r)EH”(R). Dunn hat mit (1.6) such (1.4) 
eine eindeutig bestimmte Liisung [ 21 E 0 “(W) und mit der Liisung [ $1 E H “(R) 
von (1.6) gilt 
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Beweis. Man wahlt L E R n2 n und TEIW” derart, dass LE[L]~(L) und 
r~[r]~(r) gilt. Wegen p(L)<p(l[L]I)~p(l(L)l)<l haben dann die Sys- 
teme (1.2) und (1.4) eindeutig bestimmte Lijsungen A und [?I und nach Satz 
(6.2) gilt 2 E [a] und 9 I. Man verwendet die beiden (Gesamtschritt-) 
Iterationsverfahren zu (1.4) und (1.6), beginnend mit (x0) :=[xc] := x0. 
Wegen der Inldusionsisotonie der beiden verwendeten Arithmetiken und 
wegen(2.5)giltdann[x,]:=[L][x,]+[r]~(L)(x,)+(r)=(x,)undweiter 
durch vollst%ndige Induktion iE [x,] c (r,) fur v =O, 1,. . . . Wegen der 
Konvergenz [x,] + [a] und (xy ) + (a) fur v + co und wegen der Stetigkeit 
der Mengeninldusion c gilt dann such noch in der Grenze die Behauptung 
IfI c(3). 4 
Bemerkungen. Die in der vorliegenden Arbeit verwendeten beiden 
Arithmetiken, namlich die Intervallarithmetik und die zentrierte Kreisschei- 
benarithmetik sind nur zwei spezielle Beispiele fur allgemeine Mengenarith- 
metiken. Fur komplexe Kreisscheiben vergleiche man etwa die verschiedenen 
Arithmetiken, die von Krier [6] und Hauenschild [4] untersucht wurden. 
Dass es keine “beste” derartige komplexe Mengendarstellung und 
Mengenarithmetik geben kann, wurde von Nickel [14] gezeigt. Fur den Fall 
rein komplexer Matrizen L wurden Sonderfalle der Satze 4.2 und 5.1 fur 
beliebige komplexe Mengen von Najfeld et al. [12] bewiesen. 
Die Aussage von Satz 6.3 lasst sich ohne weiteres verallgemeinem auf 
beliebige komplexe Arithmetiken falls fur denselben Operator w (+ oder X) 
fur zwei Arithmetiken wi und w2 jeweils A oi B c A w2 B fur die betrachteten 
komplexen Mengen A, BEIP(C) gilt.-Auch die anderen Satze dieser Arbeit 
lassen sich selbstverstatrdlich auf sehr allgemeine komplexe Mengen und 
Mengen-Arithmetiken ubertragen. 
Fiir wertvolle Diskussionen und Anregungen danke ich den Herren Carloff; 
Raith und Reichmann und besonders Herrn Neumaier. 
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