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I. INTRODUCTION
A range of document imaging applications such as scan-to-print, document archiving, internet fax, and internet browsing are driving the need for document compression standards that maintain high quality while achieving high compression ratios. Without compression, a typical one page color document scanned at 600 dots per inch (dpi) requires approximately 90 Megabytes.
Conventional lossy image compression algorithms, such as JPEG or wavelet encoders [1] - [4] , are designed for the compression of natural images and yield very poor quality/bit rate tradeoffs for typical document images. This is particularly true when the document contains a mixture of text, line art, pictures, and graphic content.
Over the last few years, the mixed raster content (MRC) model has been adopted as a standard for document encoding [5] , [6] because it can dramatically improve image quality or Manuscript received June 7, 2004 ; revised September 30, 2005 . This work was supported by the Xerox Foundation. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Reiner Eschbach.
G reduce bit rate as compared to conventional picture encoders. MRC is an ITU standard (T.44) originally proposed for color facsimile [7] . It has also been proposed as the JPEG2000 architecture framework for the compound image file format [8] . The basic concept behind the MRC model is to separate a document into foreground and background layers using a binary mask. The binary mask then efficiently encodes the high spatial frequency information associated with text, while the foreground and background layers can be effectively compressed using conventional lossy image compression algorithms. A key concept in the T.44 implementation of MRC is that each of the three (or more) layers is compressed independently by a suitable encoder. This approach has the important advantages of simplicity and modularity, but at the cost of some coding overhead.
A number of MRC-based compression approaches have been proposed and studied in previous research [9] - [14] . Among them, DjVu [9] and Digipaper [10] have already been employed in commercial products. In [11] , de Queiroz et al. proposed a block-based MRC compression algorithm that relies on optimized block-thresholding segmentation in an approximate rate-distortion sense. In [15] , Cheng et al. proposed a block-based multilayer compression algorithm using a rate-distortion optimized segmentation (RDOS) model. This algorithm was converted to a true MRC-based scheme in [13] . Closely related algorithms have been developed for check image compression in banking applications [16] .
An intrinsic limitation of a standard MRC imaging model is that the binary mask can only represent discontinuous transitions between text, line art, and background colors. In practice, this type of hard transition can introduce substantial artifacts since real documents often contain subtle continuous-tone transitions between regions. These continuous transitions are useful in anti-aliasing, and allows the document to be encoded with lower dpi, which can further reduce bit rate. In principal, it is possible to add edge detail to the foreground or background layers; however, in practice, this detail is lost when these layers are subsampled and encoded using lossy natural image coders at acceptable bit rates.
In this paper, we propose a method called resolution-enhanced rendering (RER) for jointly optimizing the MRC encoder and decoder to achieve low distortion rendering of edge transitions in the MRC binary mask layer [19] . The method works by adaptively dithering the mask layer of a three-layer MRC encoding to produce the intermediate tone levels required for low distortion rendering. The dithering is performed using a novel adaptive error diffusion algorithm. A tree-based nonlinear predictor is then designed into the MRC decoder to reconstruct the desired intermediate tones. Both the dithering and nonlinear prediction algorithms are jointly optimized to produce the minimal distortion rendering. The optimization is performed by iteratively optimizing the encoder and decoder to achieve the minimum distortion.
Based on this method, we will show how RER can also be used to interpolate text and graphics to a higher spatial resolution, while retaining the favorable bit rate of a lower resolution encoding. This can be done by interpolating the binary mask during the decoding process using a tree-based nonlinear interpolator. Since this interpolative RER (IRER) method produces higher resolution text and graphics, it allows the raster document to be represented at a lower spatial resolution, thereby reducing the overall bit rate.
The tree-based predictor and interpolator utilized in the RER and IRER methods are based on an image scaling approach called tree-based resolution synthesis (TBRS) proposed by Atkins et al. [20] . The TBRS algorithm differs from the traditional linear interpolation [21] - [23] and nonlinear interpolation techniques [24] - [28] in a number of important ways. The algorithm provides an efficient classification stage to separate distinct edge regions into different classes, each of which is then treated separately using an independently trained linear interpolator. Whereas linear interpolators tend to blur edges, the TBRS interpolation produces the sharp edge transitions necessary for our application.
An important advantage of RER/IRER is that it is compatible with the new standard MRC T.44 standard, and can be used to enhance the quality/bit rate tradeoff of any conventional MRC encoder/decoder. This is because it encodes edge gradations directly into the spatial attributes of the binary mask. This paper is organized as follows. In Section II, we will briefly describe the conventional MRC encoding schemes. In Section III, we will present the details of the proposed RER method for both MRC encoder and decoder, followed by the IRER algorithm. In Section IV, we will then develop the training procedure for the RER and IRER parameters for both MRC encoder and decoder. Finally, we will present experimental results in Section V, followed by discussions and conclusions in Sections VI and VII. Fig. 1 illustrates a three-layer MRC document containing a background layer, a foreground layer, and a binary mask layer. At each pixel, the value of the binary mask is used to select between the foreground and background pixels in order to reconstruct the color raster image. Typically, the foreground layer contains the color of text and line drawings, and the background layer contains pictures, graphics, and paper background. In general, both the foreground and the background layer can tolerate low spatial resolution but require high color resolution. On the other hand, the mask layer defines the shape of text and line graphics that require high spatial resolution.
II. CONVENTIONAL MRC ENCODER
In the MRC model, each layer is compressed independently. This adds some inefficiency since the foreground and background layers must be coded even when they are not used [29] , but it simplifies the imaging model. Typically, the foreground and background layers are compressed at lower resolutions using lossy natural image coders such as JPEG or JPEG2000 [1] , [2] ; whereas the binary mask is typically encoded with a lossless binary encoder such as CCITT Group 4, JBIG, or JBIG2 [30] . Table I shows a list of the existing MRC-based encoders along with their encoding features. Among them Digipaper, DjVu, and LuraDocument are commercial products. Note that all of these encoders compress both foreground (FG) and background (BG) at lower resolutions in order to obtain higher compression ratios. In this paper, we focus on two MRC-based encoders for the implementation of our resolution enhancement rendering algorithm. One is the well known DjVu encoder [9] , and the second one, referred to as RDOS-MRC (see details in the Appendix), is an improved version of the MRC encoder proposed in [13] . Notice that DjVu is not strictly MRC-compliant because there exists some interaction between layers in the encoding procedure.
Both DjVu and RDOS-MRC can achieve high compression ratios for document coding while preserving good text readability. However, they both suffer the same problem as described in Section I. Fig. 2(b) shows an example of DjVu decoded text. In the original scanned image as shown in Fig. 2(a) , the anti-aliasing effect generated in the scanning process provides smoother and finer appearance along edges. Comparatively, as a result of losing the anti-aliasing effect, the DjVu decoded image exhibits objectional "jaggie" artifacts around the text edges. This problem is not desirable in high-quality MRC document coding. Fig. 2(c) illustrates how the RER algorithm functions. First, the RER encoder segments the foreground and background using an adaptive error diffusion method. This error diffusion method effectively dithers the binary mask along the edges of the characters to represent the gradual transition of the scanned text characters. The RER decoder then uses this binary mask, together with the foreground and background colors to estimate the true value of the document pixels. This estimation is done using a nonlinear tree-structured predictor as described in [20] , [31] . Importantly, this predictor is trained to identify the characteristic patterns of the RER encoder. Therefore, it can do a much better job of accurately estimating the true pixel values. Fig. 3 illustrates how the RER encoder and decoder are jointly optimized to minimize distortion of the decoded document. As we will see, both the encoder and the decoder have parameters which can be trained to produce the best possible result. The error diffusion algorithm has five parameters which control its behavior, and the nonlinear predictor has a large number of parameters which specify the nodes of a nonlinear regression tree. In each iteration of the optimization, the parameters of the encoder or decoder are alternatively fixed, while the parameters of the other one are optimized. Importantly, two disjoint sets of documents are used for training the encoder and decoder. We have found that this improves the robustness of the training procedure. Experimental results are shown for test documents that are not contained in either set of training documents. The experimental results indicate that this training process robustly converges to parameters which reduce the distortion of the decoded document. Moreover, we have found that joint optimization of the encoder and decoder performs substantially better than independent optimization of these two functions. Fig. 4(a) illustrates the structure of a typical three-layer MRC encoder, and Fig. 4(b) illustrates the basic structure of an RER encoder. For a typical three-layer MRC encoder, we assume that the foreground and background layers are subsampled and compressed at lower resolutions than the original by using a lossy continuous-tone encoder, and the binary mask layer is compressed at the original resolution by using a lossless binary image encoder. The resolutions and the quality levels of encoding for the foreground and background layers may or may not be the same. In the RER encoder, the RER encoding module takes the foreground layer, background layer, binary mask layer, and original document as the input, and creates a dithered mask layer. The dithered mask, foreground, and background layers are then separately compressed by using the binary image encoder and continuous-tone encoder that are used for the MRC encoder. Let be the pixel color in the raster document at location . Let and be the decimated foreground and background colors at location . Next, define as the binary mask, and as the dithered mask. Let and be the interpolated foreground and background colors at location .
III. RESOLUTION-ENHANCED RENDERING METHOD

A. RER Encoder
To compute the dithered mask, first, a simple edge detection procedure is performed on the binary mask layer to find pixels that lie on the boundary between foreground and background. Let be the binary output of the boundary detection procedure. If is 1, is a boundary pixel. Otherwise, it is a nonboundary pixel. Next, the foreground layer, , and the background layer, , are interpolated back to the original resolution to form and . Then, at each boundary pixel, the original color is projected onto the line connecting the associated foreground and background colors (i.e., and ), creating a real value that represents the relative mixture of fore- ground and background colors at that pixel, defined as . Finally, an adaptive error diffusion procedure is switched on at each boundary pixel by taking as the input, and creating the output,
. At each nonboundary pixel, the error diffusion procedure is switched off and the binary mask value, , is simply copied to the output, . Thus, a binary output image of the dithered mask has been produced.
We refer to as the gray level mask. More specifically, is given by the value on the real line which minimizes the squared error . Fig. 5 gives a geometric interpretation of as the projection of the true pixel color onto the line connecting the foreground and background colors. The solution to this least-squares approximation problem is given by (1) Furthermore, let denote the value of constrained to the
So, forms a grayscale image with minimum value 0 and maximum value 1. Notice that, in the boundary case, when , the pixel is primarily background, and when , the pixel is primarily foreground. We also define the minimum approximation error at each pixel, , in terms of the value (3) Fig. 6 . Illustration of adaptive error diffusion algorithm. The os are pixels that have already been processed, the current pixel position is denoted by s, and s , s , s , s denote the four future pixel positions to which error will be diffused. The corresponding error diffusion weights at these four positions are denoted by w , w , w , w . These four weights are adapted based on local edge orientation in the document image.
The value of falls in the interval [0,0.5]. Notice that when a pixel is well approximated by either the foreground or background color, then is small. On the other hand, when a pixel is best approximated by a mixture of foreground and background colors, then is large. The value of will be used to control the local adaptation of the error diffusion algorithm.
The RER encoder computes the binary mask by applying a form of adaptive error diffusion to the grayscale image . While the RER error diffusion method is similar to serpentine scan Floyd-Steinberg error diffusion [32] , it is specially designed and optimized to diffuse error along text edge transitions. This is done by adaptively setting the error diffusion weights at each pixel.
Fig . 6 illustrates the four future pixels , , , which are the neighbors of when the scan order of error diffusion is from left to right. Similarly, the positions of the four future pixels are flipped over horizontally about pixel when the scan order is from right to left. The values , , , and correspond to the four error diffusion weights for the pixel . The values of these four weights are varied at each pixel using the formula (4) where is the approximation error at defined in (3) Equation (4) is designed to diffuse the error in the direction with the largest approximation error. In the case of text edges, this means that it tends to diffuse the error along the edge of the character. For example, if the text edge is strictly horizontal, becomes dominant and the other three weights become insignificantly smaller, thereby encouraging the error at pixel to be mostly diffused to its horizontal neighbor . Moreover, when the parameter , the error is not diffused into regions where the approximation is good, since in this case . This means that the error is not generally diffused into smooth interior regions of a character where it could generate isolated holes in the binary mask. Fig. 7 shows an example of how this dithering procedure works. Notice that the binary mask without any dithering does not contain adequate local edge information, and Floyd-Steinberg error diffusion does not generate the desired error distribution along the edge. In comparison, the dithered binary mask demonstrates that (4) enables a directionally adaptive error diffusion procedure, which produces a homogeneous dither pattern along the edge.
This RER dithering procedure is controlled by the parameter vector . Section IV describes how this parameter vector is estimated from training data to minimize decoded document distortion. Fig. 8(a) illustrates the structure of a typical three-layer MRC decoder, and Fig. 8(b) shows the basic structure of how an RER decoder works. We assume that the decoded foreground and background layers have lower resolution than the original, and any interpolation algorithm can be applied for interpolating the two layers. Let and be the decoded foreground and background layers that have been interpolated, respectively, both having the same resolution as the original. First, the binary mask,
B. RER Decoder
, is input to a boundary detection module, which works exactly the same way as in the RER encoder. For each nonboundary pixel, the reconstructed pixel color, denoted as , is chosen between the foreground and background colors (i.e., and ) according to the binary mask, the same way as in a standard MRC decoder. However, if the pixel is on the boundary, then a nonlinear prediction algorithm is performed to render the reconstructed pixel color. The nonlinear predictor works by computing, , a minimum mean-squared error (MSE) estimate of . Using this estimate, the reconstructed pixel color can be computed as (5) Fig. 9 shows the structure of the nonlinear predictor that contains a tree-based classifier and a set of class-dependent leastsquare estimators. The nonlinear predictor works by first extracting the binary mask in a 5 5 window about the pixel in question. This data forms a binary vector, , which is then used as input to a binary regression tree predictor known as tree-based resolution synthesis (TBRS) [20] , [31] . The TBRS predictor estimates the value of in a two-step process, classification and prediction. First, it classifies the vector into one of classes using a binary tree classifier. Each class, then has a corresponding linear prediction filter which is used to estimate the value of from using the equation (6) where is the determined class of the vector , and are the corresponding linear prediction parameters of class . Fig. 10 illustrates the structure of the binary tree prediction model and its classification procedure. As shown in Fig. 10(a) , the input vector is first classified by traversing down the binary tree from the root at the top, making a binary decision at each nonterminal node that the input vector passes through, and terminating at one of the leaves at the bottom, where each leaf represents a distinct class of the input vector space . At each nonterminal node , the input vector is determined to go to the left child or the right child using the specific splitting rule (7) where is a precomputed vector specifying the orientation of a hyperplane for splitting, is the transpose of , and is a reference point on the hyperplane. Specifically, if the projection of onto is negative, then falls into the left side of the hyperplane passing through the reference point and perpendicular to the vector and consequently goes down to the left child of node . Otherwise, it falls to the right side of the hyperplane and goes down to the right child. Both and were obtained from the training process, which will be described in Section IV.
At the bottom of the tree, each leaf (i.e., terminal node) denoted by represents a distinct class of , containing a set of linear prediction parameters , . If is classified into class , then the linear prediction of given can be computed using (6) . Thus, the entire set of linear prediction filters for all the classes provide a piecewise approximation of the nonlinear conditional mean estimator. Fig. 10(b) shows an example of the recursive classification procedure in the input vector space . At the bottom level, each polygon region represents a different class of . The classification step is essential because it can separate out the distinct regions of the document corresponding to mask edges of different orientation and shape.
C. Interpolative RER (IRER) Decoder
With the same encoder, the RER decoder can be extended to interpolate the binary mask. We call this the IRER decoder. In the IRER decoder, the estimated gray level mask has twice the sample resolution of the original gray level mask . This is done by designing the nonlinear predictor to estimate four output values for each input pixel location. Fig. 11 illustrates the structure of the IRER interpolator. This interpolator has the same structure as used in the RER decoder, except that the prediction filters and are designed to interpolate the gray level mask , which is now a vector of four elements. Using this interpolation algorithm, the reconstructed pixel color is computed as (8) where , and are four-dimensional vectors, and and are scalar values, referred to as the decoded foreground and background layers with the same resolution as the original. Fig. 12 shows a typical example of an imaging pipeline for rendering of a 600-dpi document using the IRER technique. In this imaging pipeline, the 300-dpi original raster image is compressed with an RER encoder, and then decompressed with an IRER decoder, producing a 600-dpi reconstructed raster image. With the efficient interpolation of the RER encoded gray level mask, the high-resolution text edges and shape can be accurately reconstructed, while the bit rate of encoding the original document at high resolution can be substantially reduced. 
IV. TRAINING
The objective of the training process is to optimize the performance of the RER encoder and decoder by selecting the encoder and decoder parameters to minimize the decoded document distortion over a training set of documents. The distortion metric used to measure document quality is MSE. While MSE is not always a good measure of quality, in this application, we found it to be well correlated with our subjective evaluation of document quality [15] .
The training process alternates between optimization of the encoder and decoder parameters, and the iteration is always started by optimizing the decoder. When optimizing the encoder parameters, the previously obtained decoder parameters are used, and when optimizing the decoder parameters, the previously obtained encoder parameters are used. Importantly, the training phases for encoder and decoder used different sets of training data. This strategy was found to produce more robust training results.
A. Decoder Optimization
While the TBRS predictor is simple to implement, it can be computationally expensive to train [20] , [31] , especially when a relatively large set of image training data is necessary for desired prediction and interpolation performance. The ultimate goal of the training process is to generate the optimal binary regression tree that best approximates the conditional mean estimator. To do this, the shape and size of the regression tree are optimized by performing a tree growing phase followed by a tree pruning phase, each phase using a different set of training data. Sample mean squared interpolation errors are computed to evaluate the quality of the candidate trees generated during the two phases. When this growing-then-pruning process is complete, a large third set of training data is applied to the resulting regression tree to compute the new interpolation filter parameters for each leaf (i.e., each class), yielding the final TBRS predictor. Fortunately, although the entire training process may be computationally demanding, we only need to conduct the training once.
1) Generating Training Sets:
The training sets are obtained by selecting relevant pixels from a wide variety of training document images containing mixed content. At each selected pixel, we extract the values of and , the binary vector representing the mask values in a 5 5 window about the pixel . In the case is only a scalar value that represents the mixture of foreground and background color at the pixel . In the case of IRER, where the interpolation factor is 2, is a vector representing the mixture values of foreground and background color for the high-resolution pixels in a 2 2 window corresponding to the low-resolution pixel . These training pairs, , are then used to train the predictor.
The training pairs for RER are only extracted at pixels for which . Similarly, the training pairs for IRER are only extracted at pixels for which each element of the vector falls in the interval [ 0.1, 1.1]. We found that selecting training pairs in this manner substantially reduced the distortion of the decoded documents.
We generate three sets, G, P, and D, from all the extracted training pairs. The sets G and P are disjoint, and are used for the tree growing and tree pruning stages, respectively. D is a much larger set than G and P which is used for generating the final prediction filters. We also found that it was important for G and P to be extracted at different pixels from spatially separate regions containing a combination of foreground and background content. The training set D should also represent a wide variety of document image data containing a combination of foreground and background content.
2) Tree Growing and Pruning: Tree growing is a top-tobottom recursive splitting procedure at a sequence of nodes that yield the largest reduction in the sample mean squared prediction error. This is done by splitting all the candidate nodes in each step and selecting one of them as the splitting node that can result in the largest reduction of its prediction error. The splitting procedure at each node is based on a multivariate splitting strategy, which is illustrated in Fig. 13 .
Let i be the node being split. Assume that there are samples of the training pairs that fall into node i, where and are the samples of and , separately. We then define two matrices and as where and are the sample mean estimates of and , respectively, computed as Using least-square estimation, the linear prediction filters and of node are computed as (9) (10) We then obtain the covariance estimate as
Let be the principle eigenvector of . The desired splitting rule is then defined as (12) where . Specifically, if , goes to the left child of node ; otherwise, goes to the right. Notice that (13) where is an estimate of the mean of . This equation demonstrates that the splitting rule for is essentially equivalent to dividing with a hyperplane passing through its mean estimate and perpendicular to the direction along which varies the most. The recursive splitting procedure will terminate when the leaves of the tree grow to a predefined number . Usually this number is selected to be large enough so that the resulting tree over-represents the growing data set . Next, a tree-pruning stage is started to refine the tree by eliminating extraneous branches using a different training set . This is done by performing a bottom-to-top recursive procedure in which, starting from the terminal nodes, each pair of children is compared to their parent in terms of the mean-squared prediction error. If there is a reduction in the prediction error at a parent, all the subtrees of its children are pruned. This procedure is recursively repeated up toward the root, generating a smaller tree structure which tends to represent the observable distinct classes in an efficient way.
3) Retraining Prediction Filters:
To further improve the predicting performance for the tree obtained from the pruning stage, a considerably larger training set is used to retrain the prediction filter in each leaf. Specifically, all the samples of set are first classified into different leaves by traversing down the regression tree from its root. Then, least-square estimation is applied to the data cluster in each leaf, generating new parameters of the prediction filter.
B. Encoder Optimization
The encoder is optimized by searching for the value of the vector which minimizes the MSE averaged over the set of training documents. This search is initialized at the current value of the vector and uses the decoder parameters resulting from the last optimization of the decoder.
More specifically, let be the training set of original documents for the encoder optimization, and be the corresponding set of decoded documents. Define as the quality metric (i.e., MSE) function. Then, the optimization problem of the RER encoder can be written as (14) where is the upper limit of , which is . The optimization of is done by sequentially perturbing the elements of the vector using an iterative coordinate decent strategy. Each perturbation is made using a step size of which is initialized to the value . The decision to perturb each component by or to leave it unchanged is made based on the value of the MSE computed for the documents in the training set . If the MSE does not decrease with the perturbation of every element of the parameter vector, then the size of the perturbation is automatically reduced using the formula . Coordinate descent optimization is stopped when the perturbation value is less than 0.01.
V. EXPERIMENTAL RESULTS
In this section, we present experimental results by applying the RER method and the IRER method to the RDOS-MRC and DjVu compression algorithms. All the results were produced from two test images shown in Fig. 14 , each at two different resolutions, 400 and 600 dpi. Test image I was scanned at both 400 and 600 dpi on a Linotype-Hell (SAPHIR ultra 2) flatbed scanner, and test image II was synthesized at both 400 and 600 dpi in Adobe Illustrator using letter-sized format with the anti-aliasing option.
A. RER Implementation for DjVu and RDOS-MRC
The implementation for RER-enhanced DjVu is based on a free DjVu package (version 3.5.12) released on http://www.djvuzone.org. Since this package does not include the segmentation module, the DjVu binary mask was generated from a DjVu segmenter available in an older version of the DjVu package (version 0.9). DjVu is not fully MRC-compliant because the compression algorithm it uses for each layer is not enumerated in the MRC standard (T.44) [7] . In the foreground and background of DjVu, the pixels in "don't care" regions are not encoded and decoded, and, therefore, their values are not determined by the encoder and decoder. However, the RER method requires both foreground and background values for each pixel that falls along the foreground/background boundary. To solve this problem, we In the RER encoder, we used pixel replication for the foreground and background interpolation. In the RER decoder for RDOS-MRC, pixel replication was also used for the foreground and background interpolation, whereas, in the RER decoder for DjVu, we directly adopted the interpolation algorithm that is provided by the DjVu software.
Both the RDOS-MRC encoder and its RER encoder use the same JPEG compression quality level (ranging from 1 to 100) with the default quantization table for both foreground and background layers. In both the DjVu encoder and its RER encoder, the wavelet compression quality level for the foreground layer was fixed in the downloaded DjVu code, and the wavelet compression quality level for the background layer is set from the command line ranging from 1 to 100. These quality levels have similar qualitative meaning as with the JPEG encoder.
B. Training Results
For the training process of RER and IRER, we used a training set of 12 documents, containing nine scanned images and three synthetic images. All scanned images were scanned at both 400 and 600 dpi, 24 bits per pixel (bpp), on the Linotype-Hell flatbed scanner, and all synthetic images were synthesized at both 400 and 600 dpi, 24 bpp, by converting a set of computer generated PDF documents using Adobe PhotoShop. All 400-dpi documents were used for the RER training, and all 600-dpi documents were used for the IRER training. Among the 12 documents, two documents were used for encoder optimization, including a scanned image and a synthetic image, and the other ten documents were used for decoder optimization, including eight scanned images and two synthetic images. The training set did not include the two test images.
The training process was performed using the RER-enhanced RDOS-MRC encoder and decoder. For both RER and IRER, the joint optimization process of the encoder/decoder pair was ended after five iterations. The maximum number of the decoder prediction tree leaves was set to 1000. The encoder parameter vector was initialized as , where , , , were set to the four Floyd-Steinberg error diffusion weights. Table II lists the optimized results of the RER and IRER parameters using the scanned and synthesized training sets. In this table, the last two columns show the numbers of training samples that were used for the growing and pruning processes of the prediction tree, and the final numbers of the tree leaves at the end of optimization.
C. Results of RER
For all RDOS-MRC-based methods, both background and foreground were encoded at 200 dpi (i.e., half the resolution of the original), and a fixed segmentation was used for all quality levels. For all DjVu-based methods, the foreground and background were encoded at 67 dpi (i.e., 1/6 of the original) and 133 dpi (i.e., 1/3 of the original), respectively. Fig. 15 shows the 400-dpi binary masks of test image I and II generated from DjVu and RDOS-MRC. Fig. 16 shows the comparison among the original image, the images rendered by DjVu and RDOS-MRC with and without RER. All these results are taken at a bit rate of approximately 0.15 bpp. 1 Fig. 16(b) and Fig. 16 (f) exhibit similar objectionable "jaggie" artifacts around the text edges, which is the common problem existing in MRC encoders. Fig. 16(c) and Fig. 16(g) show the RER encoded binary masks for DjVu and RDOS-MRC, and Fig. 16(e) and Fig. 16(i) show the corresponding RER decoded results for DjVu and RDOS-MRC. As observed in Fig. 16(e) and Fig. 16(i) , the "jaggie" artifacts are eliminated and the overall visual quality is fairly close to the original shown in Fig. 16(a) . As a comparison, an example of least-squares linear prediction is shown in Fig. 16(d) and Fig. 16(h) . The result was obtained by simply using the root node of the prediction tree of RER decoder as a single linear predictor. Compared to Fig. 16(e) and Fig. 16(i) , the results in Fig. 16(d) and Fig. 16 (h) appear more blurry and noisy around edges. This demonstrates that the RER nonlinear predictor can provide accurate anti-aliasing on the edges while still maintaining sharpness. Fig. 17 shows a similar example to Fig. 16 , but for the synthetic test image II. Fig. 18 illustrates the comparison of the operational rate-distortion performance among DjVu, RER-enhanced DjVu, RDOS-MRC, and RER-enhanced RDOS-MRC, on both the scanned and synthesized images. The MSE in decibels per pixel per color was taken as the distortion measure for the 
The operational R-D curves of DjVu and RER-enhanced DjVu were obtained by changing the quality level of wavelet compression from 5 to 100 for the background. 2 The operational R-D curves of RDOS-MRC and RER-enhanced RDOS-MRC were computed by changing the JPEG quality level from 1 to 90 for both foreground and background. 3 In Fig. 18(a) and (c), the operational rate-distortion curves of both the RER-enhanced DjVu and RER-enhanced RDOS-MRC show the substantial improvement achieved by the RER method. Each curve has a sharp knee at about 0.06 bpp (400:1 compression ratio) and 0.11 bpp (218:1 compression ratio) separately, and then remains nearly parallel to the DjVu and RDOS-MRC operational R-D curves separately over a wide range of bit rates higher than its sharp knee point. In this bit rate range, the MSE distortion is reduced by about 4 dB by using RER for DjVu and by about 3 dB by using RER for RDOS-MRC. In addition at each quality level, the RER encoding only increases the bit rate by less than 0.02 bpp, relative to DjVu and RDOS- MRC. This cost is due to the additional dithered edge information encoded in the binary mask. As the bit rate decreases, the RDOS-MRC and RER-enhanced RDOS-MRC performance become close due to the increasing JPEG compression errors, while RER-enhanced DjVu still preserves significant improvement over DjVu. This is because the wavelet decoder in DjVu can produce much more accurate foreground and background layers than JPEG at low bit rates. Fig. 18(b) and (d) shows similar performance for the synthetic test image II.
An important fact observed from Fig. 18 is that the RER method reduces MSE by an approximately constant amount at each fixed quality level of the foreground/background compression. However, this MSE reduction is at the cost of a small increase in bit rate. This implies that the RER enhancement performs equally well in the edge regions across the entire quality level range of compression.
Notice that the operational rate-distortion curves of Fig. 18 flatten at high bit rates. This is because at high bit rates the primary source of distortion is the decimation and interpolation of the background and foreground layers, and this distortion is not reduced by increasing the quality level of the continuous-tone encoder. Generally, the decimation ratio of an MRC encoder is fixed, so that the best operating point is likely near the knee of the operational rate-distortion curve, where the MSE is near the minimum and the bit rate is low. Along most of the operational rate-distortion curve, there is an approximately fixed reduction in MSE due to the RER method. This is not surprising since this reduction in MSE is due to the correction of errors introduced in a small, but important, portion of the document along text edges.
As a special case, Fig. 19 shows the comparison of RDOS-MRC with no subsampling on the background and foreground layers 4 and RER-enhanced RDOS-MRC with subsampling, which is exactly the same method as shown in the previous figures. The top of Fig. 19 shows the results of the two methods at about 50:1 compression. Notice that the RDOS-MRC method without subsampling produces objectionable ringing artifacts around the text. This is because both the foreground and background layers without subsampling contain a relatively large amount of high-frequency energy near text edges, but are subsequently compressed by JPEG at a low quality level (30 in this example). The RDOS-MRC result also contains jagged edges because the grayscale variations near the text edges are lost in the JPEG compression process. The bottom of Fig. 19 shows the rate-distortion performance curves of the two methods, where the JPEG compression quality levels range from 1 to 60 for RDOS-MRC and from 1 to 90 for RER-enhanced RDOS-MRC.
D. Results of IRER
In this experiment, the 300-dpi document was taken as the input of the encoder, which was formed by decimation of the 600-dpi original document using 2 2 averaging. All output documents of DjVu, RER-enhanced DjVu, RDOS-MRC and RER-enhanced RDOS-MRC were produced by pixel replication of the 300-dpi decoded documents. For all RDOS-MRCbased methods, both background and foreground layers were encoded at 300 dpi (i.e., the same resolution as the mask), and a fixed segmentation was used for all quality levels. For all DjVu-based methods, the foreground and background were encoded at 50 and 100 dpi, respectively. Fig. 20 shows the comparison among the original 600-dpi scanned image, the images decoded by DjVu, RER-enhanced DjVu, IRER-enhanced DjVu, RDOS-MRC, RER-enhanced RDOS-MRC, and IRER-enhanced RDOS-MRC. Notice that the IRER results in both Fig. 20(d) and Fig. 20(g) demonstrate much more accurate renditions of the original 600-dpi document. Comparatively, the results in Fig. 20(b) and Fig. 20(e) all exhibit similar objectionable 300-dpi "jaggie" artifacts around the text edges, where some character shapes are noticeably distorted. Fig. 20(c) and Fig. 20(f) show that the RER method reduces these artifacts but is still limited to 300-dpi output, consequently yielding blurring artifacts. Fig. 21 shows the comparison among the original 600-dpi synthetic image, the images decoded by DjVu, RER-enhanced DjVu, IRER-enhanced DjVu, RDOS-MRC, RER-enhanced RDOS-MRC, and IRER-enhanced RDOS-MRC. Fig. 21(d) and Fig. 21(g) show the robust adaptivity of the IRER rendition on edges with different orientations. The line edge details are largely recovered and the line straightness and sharpness are well preserved. Notice that in Fig. 21(d) , a line is not consistently rendered on both sides, with one side of the edge being more jagged than the other. This problem could be potentially improved through the use of a larger window, better training and/or more classes for the nonlinear interpolator. Fig. 18 . 5 The distortion of each 600-dpi decoded document is measured using squared error per pixel per color; and the bit rate is measured in bits per 600-dpi output pixel. The operational rate-distortion curves show the substantial improvement achieved by the RER and IRER methods particularly for the case of synthetic documents. Moreover, the IRER method produces better operational R-D performance than the RER method over the entire range of bit rate. In particular, the IRER method produces low distortion encodings of the 600-dpi document, but with very high compression ratios on the order of 600:1. These high compression ratios result from the fact that much of the document (corresponding to background and image content) is actually rendered at 300 dpi, and the text and graphic content is rendered at the 600-dpi resolution necessary to preserve its readability, but using only a 300-dpi decoded binary mask. Notice that RER and IRER produce greater reduction in MSE distortion for the synthetic test image I. This is related to the fact that the text and edges in the synthetic document are much better shaped with less noise than the scanned document.
VI. DISCUSSION
One alternative to the RER method is to use a multilevel mask, which can easily encode and decode the edge information without dithering the mask and applying the nonlinear predictor. A typical example is the JPM file format (JPEG2000/Part 6 [8] ), which supports an 8-bit multilevel mask. However, the multilevel mask requires a significant number of extra bits for encoding, which is a big disadvantage as compared to the RER method. On the other hand, the RER method also has limitations. For example, if a document is encoded by using an RER-enhanced MRC encoder, and is decoded by using a conventional MRC decoder, there would be some degradation of rendering along edges because the dithered mask is directly used for selecting foreground and background. In practice, the degradation could be reduced by any anti-aliasing filter if available in the decoder system.
The proposed RER method is designed to enhance edge pixels where errors between the original input and foreground/background occur. So if there is no error generated in the adaptive error diffusion loop, then RER provides no modification of the binary mask, and consequently yields no resolution enhancement. Therefore, in the case of no subsampling for the foreground and background layers, the RER method as shown in Fig. 4(b) is not effective. To make the RER method generally useful for the no subsampling case, it is possible to modify our method by building the foreground/background decoder into the MRC encoder. To do this, it is necessary to replace the decimation operation in Fig. 4(b) with a lossy continuous-tone encoder; and to replace the interpolation operator in Fig. 4(b) with a corresponding continuous-tone decoder.
In general, the RER method will increase the computation required for MRC encoding and decoding. The primary increase in computation for the encoder is the adaptive error diffusion, and the primary increase in computation for the decoder is the nonlinear prediction algorithm, both of which need only be run along the edges of text, which is a small portion of the entire image.
VII. CONCLUSION
In this paper, we have proposed the RER method for implementation with standard MRC encoders and decoders. The RER method works by encoding edge detail into the binary mask layer of the MRC document using an adaptive error diffusion method. It then decodes the MRC document by using a nonlinear predictor to determine the relative amount of foreground and background color to apply to each pixel. We propose a method for jointly optimizing the parameters of the RER encoder and decoder to yield minimal document image distortion. The RER method can be extended by incorporating interpolation into the document decoding process, which we refer to as IRER. Our experimental results indicate that the RER method can substantially reduce document image distortion at a fixed bit rate, and the IRER method can achieve high compression ratio (order of 600:1 for 600-dpi documents), while retaining good text fidelity of high resolution. In addition, the RER method has the advantage that it can be efficiently implemented in standard MRC encoders and decoders, and it is fully compatible with the existing MRC standard. APPENDIX RDOS-MRC is a three-layer MRC compression algorithm that is based on an RDOS model [13] , [15] , [33] . The foreground layer and background layer are compressed at low resolutions (typically half of the original) using baseline JPEG with different quality levels, while the binary mask layer is encoded using a lossless JBIG2 encoder. The simple average is used for the decimation of the foreground and background layers. The RDOS algorithm classifies each 8 8 block of pixels into one of four classes: "two-color block," "two-color inverse block," "foreground block," and "background block." Each two-color block or two-color inverse block is represented by a dark color and a light color, each as either foreground layer or background layer, and an 8 8 binary mask layer to identify each pixel between the two colors. For each foreground block, all the pixels belong to the foreground layer, while the background layer is filled in with the mean color of the background layer in the previous block, and the binary mask layer is set to 0. The similar representation is used for each background block. The class of each block is chosen to maximize the rate-distortion performance over the entire document by using the dynamic programming technique. In our current implementation of RDOS-MRC, a major change has been made on the previous version that used the algorithm in [13] . An extra cost is added to the rate-distortion cost function for each class of each block in terms of both the horizontal and vertical constraints. Specifically, the extra cost of current block is proportional to the number of pixels in the mask that have different values (i.e., 0 and 1) along the boundary between the current block and its left block or upper block. This encourages the consistency of layer colors between adjacent blocks, thereby producing better quality of binary mask. The examples in Fig. 15 indicate that the current RDOS-MRC segmentation is more efficient and robust than the previous result as shown in [13] .
