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Abstract
Algorithms for the minimal polynomial and the inverse of a level-n(r1, r2, . . . , rn)-block
circulant matrix over any field are presented by means of the algorithm for the Gröbner basis
for the ideal of the polynomial ring over the field, and two algorithms for the inverse of a level-
n(r1, r2, . . . , rn)-block circulant matrix over a quaternion division algebra are given, which
can be realized by CoCoA 4.0, an algebraic system, over the field of rational numbers or the
field of residue classes of modulo a prime number. © 2002 Elsevier Science Inc. All rights
reserved.
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0. Introduction
The minimal polynomial of a matrix has a wide application in the decomposition
of a vector space and the diagonalization of a matrix. But it is not easy to find a
minimal polynomial of a given matrix. In this paper, an algorithm for the minimal
polynomials of some matrices over a field, which can be realized by CoCoA 4.0, a
system of algebra, over the field of rational numbers or the field of residue classes
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of modulo a prime number, is given by means of the algorithm for the Gröbner basis
for an ideal of the polynomial ring over the field.
In Section 1, we show that the ring of all level-n(r1, r2, . . . , rn)-block circulant
matrices over a field is isomorphic to a factor ring of a polynomial ring in n variables
over the field and then present an algorithm for the minimal polynomial of a level-
n(r1, r2, . . . , rn)-block circulant matrix over the field by means of the algorithm for
the Gröbner basis for a kernel of a ring homomorphism. We also give a sufficient and
necessary condition to determine whether a level-n(r1, r2, . . . , rn)-block circulant
matrix over the field is singular or not and then present an algorithm for the inverse
of a nonsingular level-n(r1, r2, . . . , rn)-block circulant matrix over the field.
In Section 2, we give a sufficient and necessary condition to determine wheth-
er a level-n(r1, r2, . . . , rn)-block circulant matrix over a quaternion division alge-
bra is singular or not and give two algorithms for the inverse of a nonsingular
level-n(r1, r2, . . . , rn)-block circulant matrix over the quaternion division
algebra.
To give these algorithms, some terminologies and notations are first introduced
here. Let F be any field (e.g., the field of all rational numbers, Q, the field of all resi-
due classes of modulo a prime number p, Zp) and F [x1, x2, . . . , xn] the polynomial
ring in n variables x1, x2, . . . , xn over the field F. By Hilbert Basis Theorem, we
know that every ideal I of the polynomial ring F [x1, x2, . . . , xn] is finitely generat-
ed. Fixing a term order in F [x1, x2, . . . , xn], a set G = {g1, g2, . . . , gt } of nonzero
polynomials in an ideal I is called a Gröbner basis for the ideal I if and only if
for all nonzero f ∈ I , there exists i ∈ {1, 2, . . . , t} such that lp(gi) divides lp(f ),
where lp(gi) and lp(f ) are the leading power products of gi and f, respectively. A
Gröbner basis G = {g1, g2, . . . , gt } is called a reduced Gröbner basis if and only
if, for all i, lc(gi) = 1 and gi is reduced with respect to G− {gi}, that is, for all i,
no nonzero term in gi is divisible by any lp(gj ) for any j /= i, where lc(gi) is the
leading coefficient of gi .
Let A = (aij ) be an m×m matrix and B an l × l matrix over the field F. A
Kronecker product of A and B, denoted by A⊗ B, is an lm× lm matrix (aijB). Let
Ai be an ki × ki matrix over the field F for i = 1, 2, . . . , n. We can define Kronecker
product A1 ⊗ A2 ⊗ · · · ⊗ An. Furthermore, we have
A1 ⊗ A2 ⊗ · · · ⊗ An=(A1 ⊗ I2 ⊗ · · · ⊗ In)(I1 ⊗ A2 ⊗ I3 ⊗ · · · ⊗ In)
· · · (I1 ⊗ I2 ⊗ · · · ⊗ In−1 ⊗ An),
where Ii is a ki × ki unit matrix for i = 1, 2, . . . , n.
In this paper, the minimal polynomial of a matrix is always the monic polynomial,
and 〈f1, f2, . . . , fm〉 denotes the ideal of F [x1, x2, . . . , xn] generated by polynomi-
als f1, f2, . . . , fm. We set A0 = I for any square matrix A.
We give the special case of [1, Theorem 2.4.10] here for the convenience of ap-
plications.
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Theorem 0.1. Let I be an ideal of F [x1, x2, . . . , xn], and given f1, f2, . . . , fm ∈
F [x1, x2, . . . , xn]. Consider the following F-algebra homomorphism:
ϕ:F [y1, y2, . . . , ym] → F [x1, x2, . . . , xn]/I,
yi → fi + I, i = 1, 2, . . . , m.
Let K = 〈I, y1 − f1, y2 − f2, . . . , ym − fm〉 be an ideal of F [x1, x2, . . . , xn, y1,
y2, . . . , ym] generated by I, y1 − f1, y2 − f2, . . . , ym − fm. Then kerϕ = K∩
F [y1, y2, . . . , ym].
1. The minimal polynomials and inverses of block circulant matrices over a
field




0 1 0 · · · 0
0 0 1 · · · 0
· · · · · · · · · · · · · · ·
0 0 0 · · · 1
ri 0 0 · · · 0


be a ki × ki matrix for i = 1, 2, . . . , n. Let k = k1k2 · · · kn and I be the k × k unit
matrix. For i = 1, 2, . . . , n, set τi = I1 ⊗ · · · ⊗ Ii−1 ⊗ πi ⊗ Ii+1 ⊗ · · · ⊗ In, where
Ii is the ki × ki unit matrix. It is obvious that τiτj = τj τi for i = 1, 2, . . . , n and
j = 1, 2, . . . , n.
A matrix A over the field F is called a level-n(r1, r2, . . . , rn)-block circulant
matrix if there exists f (x1, x2, . . . , xn) =∑i1i2···in ai1i2···inxi11 xi22 · · · xinn ∈
F [x1, x2, . . . , xn] such that







2 . . . τ
in
n .
The polynomial f (x1, x2, . . . , xn) is called an adjoint polynomial of A. The algo-
rithm for the minimal polynomial of a level-n(r1, r2, . . . , rn)-block circulant matrix
is given here.
Let F [τ1, τ2, . . . , τn] = {f (τ1, τ2, . . . , τn)|f (x1, x2, . . . , xn) ∈ F [x1, x2, . . . ,
xn]}. It is a routine to prove that F [τ1, τ2, . . . , τn] is a commutative ring with the
matrix addition and multiplication.
Consider the following F-algebra homomorphism:
ϕ:F [x1, x2, . . . , xn] → F [τ1, τ2, . . . , τn],
f (x1, x2, . . . , xn) → f (τ1, τ2, . . . , τn)
for f (x1, x2, . . . , xn) ∈ F [x1, x2, . . . , xn]. It is clear that ϕ is an F-algebra epimor-
phism. So we have F [x1, x2, . . . , xn]/ kerϕ∼=F [τ1, τ2, . . . , τn].
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We prove that kerϕ = 〈xk11 − r1, xk22 − r2, . . . , xknn − rn〉. In fact, for i=1, 2, . . . ,
n, x
ki
i − ri ∈ kerϕ because τ kii − riIi = 0. Hence kerϕ ⊇ 〈xk11 − r1, xk22 − r2, . . . ,
x
kn
n −rn〉. Conversely, for any f (x1, x2, . . . , xn) ∈ kerϕ, we have f (τ1, τ2,. . . ,τn)=
0. Fix the lexicographical order on F [x1, x2, . . . , xn]with x1 > x2 > · · · > xn. xk11 −
r1 dividing f (x1, x2, . . . , xn), there exist u1(x1, x2, . . . , xn), v1(x1, x2, . . . , xn) ∈
F [x1, x2, . . . , xn] such that
f (x1, x2, . . . , xn) = u1(x1, x2, . . . , xn)(xk11 − r1)+ v1(x1, x2, . . . , xn),
where v1(x1, x2, . . . , xn) = 0 or the largest degree of x1 in v1(x1, x2, . . . , xn) is
less than k1. If v1(x1, x2, . . . , xn) = 0, then f (x1, x2, . . . , xn) ∈ 〈xk11 − r1, xk22 −
r2, . . . , x
kn
n − rn〉. Otherwise, xk22 − r2 dividing v1(x1, x2, . . . , xn), there exist u2(x1,
x2, . . . , xn), v2(x1, x2, . . . , xn) ∈ F [x1, x2, . . . , xn] such that v1(x1, x2, . . . , xn) =
u2(x1, x2, . . . , xn)(x
k2
2 − r2)+ v2(x1, x2, . . . , xn), where v2(x1, x2, . . . , xn) = 0 or
the largest degree of x2 in v2(x1, x2, . . . , xn) is less than k2. If v2(x1,
x2, . . . , xn) = 0, then f (x1, x2, . . . , xn) ∈ 〈xk11 − r1, xk22 − r2, . . . , xknn − rn〉. Other
wise, if v2(x1, x2, . . . , xn) /= 0, the largest degree of x1 in v2(x1, x2, . . . , xn) is less
than k1 because x1 does not appear in xk22 − r2. Continuing this procedure, there exist
u1(x1, x2, . . . , xn), . . . , un(x1, x2, . . . , xn), vn(x1, x2, . . . , xn)
∈ F [x1, x2, . . . , xn]
such that
f (x1, x2, . . . , xn)=u1(x1, . . . , xn)(xk11 − r1)
+ · · · + un(x1, . . . , xn)(xknn − rn)+ vn(x1, . . . , xn),
where vn(x1, x2, . . . , xn) = 0 or the degrees of x1, x2, . . . , xn in vn(x1, x2, . . . , xn)
are less than k1, k2, . . . , kn, respectively. Since f (τ1, τ2, . . . , τn)=0 and τ kii −riIi =
0 for all i = 1, 2, . . . , n, vn(τ1, τ2, . . . , τn) = 0. The coefficients of all terms in
vn(x1, x2, . . . , xn) are the entries of the matrix vn(τ1, τ2, . . . , τn) because the de-
grees of x1, x2, . . . , xn in vn(x1, x2, . . . , xn) are less than k1, k2, . . . , kn, respec-
tively. Therefore, the coefficient of each term in vn(x1, x2, . . . , xn) is 0, i.e., vn(x1,
x2, . . . , xn) = 0. Thus f (x1, x2, . . . , xn) ∈ 〈xk11 − r1, xk22 − r2, . . . , xknn − rn〉.
Hence we have showed the following lemma.
Lemma 1.1. F [x1, x2, . . . , xn]/〈xk11 −r1, xk22 −r2, . . . , xknn −rn〉∼=F [τ1, τ2, . . . , τn].
By the above lemma we can prove the following theorem:
Theorem 1.2. The minimal polynomial of the matrix f (τ1, τ2, . . . , τn) is the
monic polynomial that generates the ideal 〈xk11 − r1, xk22 − r2, . . . , xknn − rn, y −
f (x1, x2, . . . , xn)〉 ∩ F [y].
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Proof. Consider the following F-algebra homomorphism:
φ:F [y] → F [x1, x2, . . . , xn]/〈xk11 − r1, xk22 − r2, . . . , xknn − rn〉
→ F [τ1, τ2, . . . , τn]
y → f (x1, x2, . . . , xn)+ 〈xk11 − r1, xk22 − r2, . . . , xknn − rn〉
→ f (τ1, τ2, . . . , τn).
It is clear that q(y) ∈ kerφ if and only if q(f (τ1, τ2, . . . , τn)) = 0. By Theorem 0.1,
we have
kerφ = 〈xk11 − r1, xk22 − r2, . . . , xknn − rn, y − f (x1, x2, . . . , xn)〉 ∩ F [y].
By Theorem 1.2, we know that the minimal polynomial of a level-n(r1, r2, . . . , rn)-
circulant matrix is calculated by an algorithm for the reduced Gröbner basis for a
kernel of an F-algebra homomorphism. Therefore, given a level-n(r1, r2, . . . , rn)
-circulant matrix A and its adjoint polynomial f (x1, x2, . . . , xn), we have the fol-
lowing algorithm for its minimal polynomial:
Step 1. Calculate the reduced Gröbner basis G for the ideal
〈xk11 − r1, xk22 − r2, . . . , xknn − rn, y − f (x1, x2, . . . , xn)〉 ∩ F [y]
by CoCoA 4.0, using an elimination order with x1 > x2 > · · · > xn > y.
Step 2. In G, find the polynomial in which the variables x1, x2, . . . , xn do not




0 1 00 0 1
1 0 0

 , π2 =

0 1 00 0 1
1 0 0







τ1 = π1 ⊗ I2 ⊗ I3, τ2 = I1 ⊗ π2 ⊗ I3, τ3 = I1 ⊗ I2 ⊗ π3,
f (x, y, z) = 5x2y2z+ 2xy2z+ 7xy2 + 9y2z+ xz+ zy + x + y + z+ 1.
We can now calculate the minimal polynomial of f (τ1, τ2, τ3) with coefficients
in the field Z11. In fact, the reduced Gröbner basis for the ideal 〈x3 − 1, y3 − 1,
z2 − 1, u− f (x1, x2, x3)〉 is
G={u14 + 5u12 + 3u11 + u10 − 5u9 + 3u8 − 4u7 − 4u6 − u5 − 2u4 + 2u3
+ 3u2 + 2u− 3, x − y2 − 4yu− 5y + 4z− 5u12 + u11 + 5u10 + u9
− u8 − 4u7 + 5u6 + u5 − 3u4 − u3 − u2 + 3u− 1, y2u+ 4y2 + yu
+ 4y − 2z− u13 − u12 − 3u11 − 4u9 − 2u8 − 2u7 − 2u6 + u5 − 2u3
− u2 − 2u+ 3, yz− y − z− 5u13 − u11 + 3u8 + 2u7 + u5 − 3u4
− u2 + 4u− 1, yu2 + 2yu+ 3y + 2u13 + 3u12 − 5u11 + 3u10
+ 5u8 + 4u7 − 5u6 − 5u5 − u4 + 5u3 + 5u2 − u, zu− 2z− 4u13
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− 2u12 − 3u10 + 4u9 − 4u7 − 2u6 − 3u4
+ 4u3 − 4u+ 1, z2 − 1, y3 − 1}.
So the minimal polynomial of f (τ1, τ2, τ3) is
u14 + 5u12 + 3u11 + u10 − 5u9 + 3u8 − 4u7
−4u6 − u5 − 2u4 + 2u3 + 3u2 + 2u− 3.
Definition 1.1. Let I be a nonzero ideal of the polynomial ring F [y1, y2, . . . , yt ].
Then I is called an annihilation ideal of square matrices A1, A2, . . . , At , if f (A1,
A2, . . . , At ) = 0 for all f (y1, y2, . . . , yt ) ∈ I .
Theorem 1.4. The annihilation ideal of the level-n(r1, r2, . . . , rn)-block circulant
matrices f1(τ1, τ2, . . . , τn), f2(τ1, τ2, . . . , τn), . . . , ft (τ1, τ2, . . . , τn) is
〈xk11 − r1, . . . , xknn − rn, y1 − f1(x1, x2, . . . , xn), . . . , yt
−ft (x1, x2, . . . , xn)〉 ∩ F [y1, y2, . . . , yt ].
Proof. Consider the following F-algebra homomorphism:
ϕ:F [y1, y2, . . . , yt ] → F [x1, x2, . . . , xn]/〈xk11 − r1, xk22 − r2, . . . , xknn − rn〉
→ F [τ1, τ2, . . . , τn],
yi → fi(x1, x2, . . . , xn)+ 〈xk11 − r1, xk22 − r2, . . . , xknn − rn〉
→ fi(τ1, τ2, . . . , τn)
for i = 1, 2, . . . , t . It is clear that ϕ(g(y1, y2, . . . , yt )) = 0 if and only if
g(f1(τ1, τ2, . . . , τn), f2(τ1, τ2, . . . , τn), . . . , ft (τ1, τ2, . . . , τn)) = 0.
By Theorem 0.1, we have
kerϕ=〈xk11 − r1, . . . , xknn − rn, y1 − f1(x1, x2, . . . , xn), . . . , yt
−ft (x1, x2, . . . , xn)〉 ∩ F [y1, y2, . . . , yt ],
which is the annihilation ideal of f1(τ1, τ2, . . . , τn), f2(τ1, τ2, . . . , τn), . . . , ft (τ1,
τ2, . . . , τn).
According to Theorem 1.4, we give the following algorithm for the annihilation
ideal of the level-n(r1, r2, . . . , rn)-circulant matrices:
Step 1. Calculate the reduced Gröbner basis G for the ideal
〈xk11 − r1, . . . , xknn − rn, y1 − f1(x1, x2, . . . , xn), . . . ,
yt − ft (x1, x2, . . . , xn)〉
by CoCoA 4.0, using an elimination order with x1 > · · · > xn > y1 > · · · > yt .
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Step 2. In G, find out the polynomials in which the variables x1, x2, . . . , xn do
not appear. Then the ideal generated by these polynomials is the annihilation ideal




0 1 00 0 1
2 0 0







τ1 = π1 ⊗ I2, τ2 = I1 ⊗ π2,
f1(x, y) = x2y + 3xy + 2x2 + 2x + 3y + 2, f2(x, y)
= 5x2y + 7xy + x2 + x + y + 1.
We calculate the annihilation ideal of f1(τ1, τ2) and f2(τ1, τ2) over the field Z11 as
follows.
By CoCoa 4.0, we know the reduced Gröbner basis for the ideal 〈x3 − 2,
y2 − 1, z− f1(x, y), u− f2(x, y)〉 is
G={u5 + 3u4 + 3u3 − 5u2 − 3u, x − 4z− 3u4 + u3 − 3u+ 4, y + u4
+ 4u3 + 5u2 + u− 1, z2 + 2u4 − 3u3 + 3u2 + 2u, zu+ 2z− 2u4
− u3 + 2u2 + 3u}.
So the annihilation ideal of f1(τ1, τ2) and f2(τ1, τ2) is
〈u5 + 3u4 + 3u3 − 5u2 − 3u, z2 + 2u4 − 3u3 + 3u2 + 2u,
zu+ 2z− 2u4 − u3 + 2u2 + 3u〉.
Definition 1.2. Let f1(x1, x2, . . . , xn), f2(x1, x2, . . . , xn), . . . , ft (x1, x2, . . . , xn)
∈ F [x1, x2, . . . , xn] such that f1(τ1, τ2, . . . , τn), f2(τ1, τ2, . . . , τn), . . . , ft (τ1,
τ2, . . . , τn) are not all zero matrices. A monic polynomial g(x) ∈ F [x] is called
a common minimal polynomial of f1(τ1, τ2, . . . , τn), f2(τ1, τ2, . . . , τn), . . . , ft (τ1,
τ2, . . . , τn), if g(fi(τ1, τ2, . . . , τn)) = 0 for all i = 1, 2, . . . , t .
To calculate the common minimal polynomial of f1(τ1, τ2, . . . , τn), f2(τ1,
τ2, . . . , τn), . . . , ft (τ1, τ2, . . . , τn), we first prove the following lemmas.
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Proof. For any f (x) ∈⋂ni=1〈pi(x)〉, we have f (x)|pi(x) for i = 1, 2, . . . , n. Since
h(x) is the least common multiple of p1(x), p2(x), . . . , pn(x), h(x)|f (x). So f (x) ∈
〈h(x)〉. Hence ⋂ni=1〈pi(x)〉 ⊆ 〈h(x)〉. Conversely, for i = 1, 2, . . . , n, we know
pi(x)|h(x) because h(x) is the least common multiple of p1(x), p2(x), . . . , pn(x).
So
⋂n
i=1〈pi(x)〉 ⊇ 〈h(x)〉. 
The following lemma is Exercise 2.38 of [1], we give its proof here.






wi,w1L1, w2L2, . . . , wmLm
〉
be an ideal of F [x1, x2, . . . , xn, w1, w2, . . . , wm] generated by 1 −∑mi=1 wi,w1L1,
w2L2, . . . , wmLm. Then
m⋂
i=1
Li = J ∩ F [x1, x2, . . . , xn].
Proof. Let f ∈⋂mi=1 Li . Since f =∑mi=1 wif + (1 −∑mi=1 wi)f , we have f ∈
J ∩ F [x1, x2, . . . , xn]. Conversely, let Li = 〈fi1, fi2, . . . , fini 〉 for i = 1, 2, . . . , m,















h(x1, . . . , xn, w1, . . . , wm).
Since w1, w2, .., wm are not appearing in f, we can let wi = 1 and wj = 0 for j /= i
and get f ∈ Li for i = 1, 2, .., m. So f ∈⋂mi=1 Li .
If the minimal polynomial of fi(τ1, τ2, . . . , τn) is pi(x) for i = 1, 2, . . . , t , then
the common minimal polynomial of f1(τ1, τ2, . . . , τn), f2(τ1, τ2, . . . , τn), . . . ,
ft (τ1, τ2, . . . , τn) is the least common multiple of p1(x), p2(x), . . . , pn(x). So
we have the following algorithm for the common minimal polynomial of f1(τ1,
τ2, . . . , τn), f2(τ1, τ2, . . . , τn), . . . , ft (τ1, τ2, . . . , τn):
Step 1. Calculate the Gröbner basis Gi for the ideal 〈xkii − ri, y − fi(x1, x2, . . . ,
xn)〉 by CoCoA 4.0 for each i = 1, 2, . . . , t , using an elimination order with x1 >
x2 > · · · > xn > y.
Step 2. In Gi , find out the polynomial gi(y) in which the variables x1, x2, . . . , xn
do not appear for each i = 1, 2, . . . , t .
Step 3. Calculate the Gröbner basis G for the ideal




wi,w1g1(y), w2g2(y), . . . , wtgt (y)
〉
by CoCoA 4.0, using elimination with wi > w2 > · · · > wt > y.
Step 4. In G, find out the polynomial g(y) in which the variables w1, w2, . . . , wt
do not appear. Then the polynomial g(y) is the common minimal polynomial of
f1(τ1, τ2, . . . , τn), f2(τ1, τ2, . . . , τn), . . . , ft (τ1, τ2, . . . , τn).
We now can calculate the common minimal polynomial of f1(τ1, τ2) and
f2(τ1, τ2) of Example 1.5 over the field Q of all rational numbers. In fact, the min-
imal polynomial of f1(τ1, τ2) is z6 − 12z5 − 51z4 − 208z3 − 309z2 − 372z− 165,
and the minimal polynomial of f2(τ1, τ2) is z6 − 6z5 − 420z4 + 232z3 + 35 616z2 +
192z− 908 160. So the common minimal polynomial of f1(τ1, τ2) and f2(τ1, τ2) is
z12 − 18z11 − 399z10 + 5370z9 + 55191z8 − 350 190z7 − 2 643 289z6
+ 3 565 542z5 + 35 253 876z4 + 175 550 520z3 + 274 673 376z2
+ 337 803 840z+ 149 846 400. 
In the following, we discuss the singularity of a level-n(r1, r2, . . . , rn)-circulant
matrix.
Theorem 1.8. f (τ1, τ2, . . . , τn) ∈ F [τ1, τ2, . . . , τn] is nonsingular if and only if
1 ∈ 〈f (x1, x2, . . . , xn), xk11 − r1, xk22 − r2, . . . , xknn − rn〉.
Proof. f (τ1, τ2, . . . , τn) is nonsingular if and only if
f (x1, x2, . . . , xn)+ 〈xk11 − r1, xk22 − r2, . . . , xknn − rn〉
is an invertible element in F [x1, x2, . . . , xn]/〈xk11 − r1, xk22 − r2, . . . , xknn − rn〉 by
Lemma 1.1, if and only if there exist
g + 〈xk11 − r1, xk22 − r2, . . . , xknn − rn〉
∈ F [x1, x2, . . . , xn]/〈xk11 − r1, xk22 − r2, . . . , xknn − rn〉
such that gf + 〈xk11 − r1, xk22 − r2, . . . , xknn − rn〉 = 1 + 〈xk11 − r1, xk22 − r2, . . . ,
x
kn
n − rn〉, if and only if there exist g, u1, u2, . . . , un ∈ F [x1, x2, . . . , xn] such that
gf + u1(xk11 − r1)+ u2(xk22 − r2)+ · · · + un(xknn − rn) = 1
if and only if 1 ∈ 〈f (x1, x2, . . . , xn), xk11 − r1, . . . , xknn − rn〉.
Given f (τ1, τ2, . . . , τn) ∈ F [τ1, τ2, . . . , τn], by Theorem 1.10, we have the fol-
lowing algorithm for the inverse of the matrix f (τ1, τ2, . . . , τn):
Step 1. Calculate the reduced Gröbner basis G for the ideal
〈f (x1, x2, . . . , xn), xk11 − r1, . . . , xknn − rn〉
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by CoCoA 4.0, using a given term order with x1 > x2 > · · · > xn. If G /= {1}, then
f (τ1, τ2, . . . , τn) is singular. Stop. Otherwise, go to Step 2.
Step 2. By Buchberger’s algorithm for computing Gröbner bases, keeping track
of linear combinations that give rise to the new polynomials in the generating set, we
get g, u1, u2, . . . , un ∈ F [x1, x2, . . . , xn] such that gf + u1(xk11 − r1)+ u2(xk22 −
r2)+ · · · + un(xknn − rn) = 1.
Step 3. Substituting τ1, τ2, . . . , τn for the variables x1, x2, . . . , xn in the above
equation, respectively, we have f (τ1, τ2, . . . , τn)−1 = g(τ1, τ2, . . . , τn). 
2. The inverse of a matrix over the quaternion division algebra
Let F be a field and let D = F [i, j, k] = {a + bi + cj + dk|a, b, c, d ∈ F } be a
quaternion division algebra over the field F, and suppose that 1, i, j, k is a basis of
D as a vector space over the field F, where i, j, k are elements in D such that i2 =
j2 = k2 = −1, ij = k = −ji, ki = j = −ik and jk = i = −kj. Let D[x1, x2, . . . , xn]
be a polynomial ring over D in n variables x1, x2, . . . , xn such that dxl = xld for
all d ∈ D and l = 1, 2, . . . , n. It is easy to show that there exist f0, f1, f2, f3 ∈
F [x1, x2, . . . , xn] such that f =f0+if1+jf2 + kf3 for any f ∈ D[x1, x2, . . . , xn].
It is also easy to prove that there exist matrices A0, A1, A2, A3 over the field F such
that A = A0 + iA1 + jA2 + kA3 for any matrix A over D.




0 1 0 · · · 0






0 0 0 · · · 1
ri 0 0 · · · 0


be a ki × ki matrix and Ii the ki × ki unit matrix for i = 1, 2, . . . , n. Set
τi = I1 ⊗ · · · ⊗ Ii−1 ⊗ πi ⊗ Ii+1 ⊗ · · · ⊗ In
for i = 1, 2, . . . , n.
A matrix A over D is called a level-n(r1, r2, . . . , rn)-block circulant matrix if
there exist f (x1, x2, . . . , xn) ∈ D[x1, x2, . . . , xn] such that A = f (τ1, τ2, . . . , τn),
where the polynomial f (x1, x2, . . . , xn) is called an adjoint polynomial of A. Clear-
ly, A = A0 + iA1 + jA2 + kA3 is a level-n(r1, r2, . . . , rn)-block circulant matrix
over the quaternion division algebra D if and only if A0, A1, A2, A3 are all lev-
el-n(r1, r2, . . . , rn)-block circulant matrices over the field F, and f = f0 + if1 +
jf2 + kf3 is an adjoint polynomial of A = A0 + iA1 + jA2 + kA3 if and only if
f0, f1, f2, f3 are adjoint polynomials of A0, A1, A2, A3, respectively.
Let
D[τ1, τ2, . . . , τn] =
{
f (τ1, τ2, . . . , τn)|f (x1, x2, . . . , xn) ∈ D[x1, x2, . . . , xn]
}
.
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Then D[τ1, τ2, . . . , τn] is a noncommutative F-algebra with the matrix addition and
multiplication. Consider the following F-algebra homomorphism:
ϕ : D[x1, x2, . . . , xn]→D[τ1, τ2, . . . , τn], f (x1, x2, . . . , xn)
→f (τ1, τ2, . . . , τn).
It is easy to prove that ϕ is an F-algebra epimorphism. So, as F-algebras, we have
D[x1, x2, . . . , xn]/ kerϕ∼=D[τ1, τ2, . . . , τn].
Hence the inverse of a level-n(r1, r2, . . . , rn)-block circulant matrix is a level-n(r1,
r2, . . . , rn)-block circulant matrix.
Lemma 2.1. A = A0 + iA1 + jA2 + kA3 is nonsingular if and only if A¯ = A0 −
iA1 − jA2 − kA3 is nonsingular, where A0, A1, A2, A3 are level-n(r1, r2, . . . , rn)-
block circulant matrices over the field F.
Proof. By computing, it is easy to prove that B0 + iB1 + jB2 + kB3 is the inverse
of A = A0 + iA1 + jA2 + kA3 if and only if B0 − iB1 − jB2 − kB3 is the inverse of
A¯ = A0 − iA1 − jA2 − kA3, where B0, B1, B2, B3 are level-n(r1, r2, . . . , rn)-block
circulant matrices over the field F. 
Theorem 2.2. If matrices A0, A1, A2, A3 are level-n(r1, r2, . . . , rn)-block circulant
matrices over the field F, then A = A0 + iA1 + jA2 + kA3 is nonsingular if and
only if A20 + A21 + A22 + A23 is nonsingular. Furthermore, if A is nonsingular, then
A−1 = (A0 − iA1 − jA2 − kA3)(A20 + A21 + A22 + A23)−1.
Proof. If A20 + A21 + A22 + A23 is nonsingular, then
A[(A0 − iA1 − jA2 − kA3)(A20 + A21 + A22 + A23)−1] = I.
Hence A is nonsingular, and A−1=(A0−iA1−jA2−kA3)(A20 + A21 + A22 + A23)−1.
If A is nonsingular, and suppose that B = B0 + iB1 + jB2 + kB3 is the inverse
of A. So B is also a level-n(r1, r2, . . . , rn)-block circulant matrix such that AB =
BA = I . Hence we have the following matrix equation:

A0 −A1 −A2 −A3
A1 A0 −A3 A2
A2 A3 A0 −A1
A3 −A2 A1 A0
A1 A0 A3 −A2
A2 −A3 A0 A1























Solving the above system of equations, we have the following system of equations:
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
B0(A20 + A21 + A22 + A23) = A0,
B1(A
2
0 + A21 + A22 + A23) = −A1,
B2(A
2
0 + A21 + A22 + A23) = −A2,
B3(A20 + A21 + A22 + A23) = −A3.
Therefore, we have
B(A20 + A21 + A22 + A23) = A0 − iA1 − jA2 − kA3. (2)
Since A is nonsingular, we know that A0 − iA1 − jA2 − kA3 is nonsingular by Lem-
ma 2.1. So A20 + A21 + A22 + A23 is nonsingular by Eq. (2).
Let A = A0 + iA1 + jA2 + kA3 be a level-n(r1, r2, . . . , rn)-block circulant ma-
trix and f = f0 + if1 + jf2 + kf3 the adjoint polynomial of A. We have the follow-
ing algorithm for the inverse of A.
Step 1. Calculate the reduced Gröbner basis G for the ideal
〈f 20 + f 21 + f 22 + f 23 , xk11 − r1, . . . , xknn − rn〉
by CoCoA 4.0, using a fixed term order. If G /= {1}, A is singular. Stop. Otherwise,
go to Step 2.
Step 2. By Buchberger’s algorithm for computing Gröbner bases, keeping track
of linear combinations that give rise to the new polynomials in the generating set, we
find g, u1, u2, . . . , un ∈ F [x1, x2, . . . , xn] such that
g(f 20 + f 21 + f 22 + f 23 )+ u1(xk11 − r1)+ · · · + un(xknn − rn) = 1. (3)
Step 3. Substituting τ1, τ2, . . . , τn for the variables x1, x2, . . . , xn of Eq. (3), re-
spectively, we have (A20 + A21 + A22 + A23)−1 = g(τ1, τ2, . . . , τn). So
A−1 = (A0 − iA1 − jA2 − kA3)g(τ1, τ2, . . . , τn).
In the following, we give another algorithm for the inverse of A. Suppose that B =
B0 + iB1 + jB2 + kB3 is the inverse of A. Then we have the following system of
equations which is equivalent to the system of equations (1):

A0 −A1 −A2 −A3
A1 A0 −A3 A2
A2 A3 A0 −A1






































Then A is nonsingular if and only if H is nonsingular. Let τ = π ⊗ I1 ⊗ · · · ⊗ In,
τ ′i = I ⊗ τi for i = 1, 2, . . . , n, where




























Hence H is nonsingular if and only if so are L+ML−1M and L. We know that the
adjoint polynomial of L is g(y, x1, x2, . . . , xn) = f0(x1, x2, . . . , xn)− yf1(x1, x2,
. . . , xn). Hence we have the following algorithm for the inverse of A:
Step 1. Compute the reduced Gröbner basis G for the ideal
〈g(y, x1, x2, . . . , xn), y2 + 1, xk11 − r1, . . . , xknn − rn〉
by CoCoA 4.0 using a fixed term order. If G /= {1}, L is singular. Stop. Otherwise,
go to Step 2.
Step 2. By Buchberger’s algorithm for computing Gröbner bases, keeping track
of linear combinations that give rise to the new polynomials in the generating set, we
find h, u, u1, . . . , un ∈ F [y, x1, x2, . . . , xn] such that
hg + u(y2 + 1)+ u1(xk11 − r1)+ · · · + un(xknn − rn) = 1. (6)
Step 3. Substituting τ, τ ′1, . . . , τ ′n for the variables y, x1, . . . , xn of Eq. (6), respec-
tively, we have
L−1 = h(τ, τ ′1, . . . , τ ′n). (7)
Step 4. Let h(y, x1, x2, . . . , xn)=h0(x1, x2, . . . , xn)+yh1(x1, x2, . . . , xn). Then
L−1 =
(






(A22 + A23)h0(τ ′1, τ ′2, . . . , τ ′n) −(A22 + A23)h1(τ ′1, τ ′2, . . . , τ ′n)
(A22 + A23)h1(τ ′1, τ ′2, . . . , τ ′n) (A22 + A23)h0(τ ′1, τ ′2, . . . , τ ′n)
)
.
So the adjoint polynomial of L+ML−1M is
q(y, x1, x2, . . . , xn) = f0 − yf1 + (h0 + yh1)(f 22 + f 23 ).
Step 5. Calculate the reduced Gröbner basis G for the ideal
〈q(y, x1, x2, . . . , xn), y2 + 1, xk11 − r1, . . . , xknn − rn〉
by CoCoA 4.0, using a fixed term order. If G /= {1}, L+ML−1M is singular. Stop.
Otherwise, go to Step 6.
Step 6. By Buchberger’s algorithm for computing Gröbner bases, keeping track
of linear combinations that give rise to the new polynomials in the generating set, we
find l, u, u1, . . . , un ∈ F [y, x1, x2, . . . , xn] such that
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lq + u(y2 + 1)+ u1(xk11 − r1)+ · · · + un(xknn − rn) = 1. (8)
Step 7. Substituting τ, τ ′1, τ ′2, . . . , τ ′n for the variables y, x1, x2, . . . , xn of Eq. (8),
respectively, we have
(L+ML−1M)−1 = l(τ, τ ′1, τ ′2, . . . , τ ′n). (9)






h(τ, τ ′1, τ ′2, . . . , τ ′n) 0
























The inverse of A is now obtained. 
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