Abstract-System identification of physiological systems poses unique challenges, especially when the structure of the system under study is uncertain. Nonparametric techniques can be useful for identifying system structure, but these typically assume stationarity and require large amounts of data. Both of these requirements are often not easily obtained in the study of physiological systems. Ensemble methods for time-varying nonparametric estimation have been developed to address the issue of stationarity, but these require an amount of data that can be prohibitive for many experimental systems. To address this issue, we developed a novel algorithm that uses multiple short data segments. Using simulation studies, we showed that this algorithm produces system estimates with lower variability than previous methods when limited data are present. Furthermore, we showed that the new algorithm generates time-varying system estimates with lower total error than an ensemble method. Thus, this algorithm is well suited for the identification of physiological systems that vary with time or from which only short segments of stationary data can be collected.
I. INTRODUCTION

S
YSTEM identification is a powerful analytical tool that allows for the mathematical quantification of dynamic systems using observed data. Nonparametric system identification is extremely useful in the analysis of physiological systems, as often there is insufficient a priori knowledge to generate a parametric model of the system from first principles. Classical nonparametric techniques require large datasets and assume that the observed data are stationary. A major challenge in the study of physiological systems is that their dynamical properties vary with time or task, resulting in small data records, or data that can be considered stationary for only short periods of time. Thus, special tools are required to characterize such systems using nonparametric system identification techniques.
Ensemble methods have previously been used to provide nonparametric descriptions of time-varying physiological systems [1] - [3] . These methods are useful for estimating nonstationary systems when a predictable time-varying change in the system dynamics occurs. This approach utilizes multiple repetitions of data with the same underlying time-varying behavior to generate nonparametric estimates of the system dynamics at each time point. Using this approach, previous studies measured the intrinsic mechanics [2] , [3] as well as the stretch reflex response [1] , [3] of the elbow and the ankle. These methods are well suited to estimate dynamics for systems where the same time-varying behavior can be easily and consistently repeated. However, this approach may require hundreds of realizations, resulting in an extremely time consuming and very demanding process. Furthermore, this approach may be inefficient if the time-varying dynamics are slower than the system dynamics, as the system dynamics will not vary greatly at each time point.
Parametric methods have also been used to estimate nonstationary behavior. These approaches have been used to estimate both mechanical [4] , [5] and physiological systems [6] - [10] . However, parametric methods require knowledge of the system structure, thus may not be useful for physiological systems where little is known a priori. There are also a number of nonparametric frequency-based methods for the estimation of nonstationary systems [11] - [13] . However, time-based methods are more appropriate in the estimation of certain physiological systems [3] , [14] .
In this paper, we present a novel algorithm that allows for the estimation of systems that are stationary for only short periods of time, or have a time-varying behavior that is slow relative to the time constants of the system under study. The presented algorithm also allows for the estimation of time-varying systems using a limited number of realizations. This was achieved by developing an algorithm that produces nonparametric estimates of system dynamics using multiple short segments of data. The validity and utility of this algorithm were evaluated using simulated data; the system that was simulated was the impedance of the human elbow. System identification has been extensively used in the analysis of human joint impedance [2] , [3] , [7] , [14] - [18] , making this a useful test system for evaluating algorithm performance. Our results demonstrate that this new approach is accurate and more efficient than previous algorithms. They also identify the experimental regimes over which our new algorithm is most useful, thereby providing important guidelines for the system identification of physiological systems that are stationary for only short periods of time.
Part of this work has been presented previously at a conference [19] .
II. MULTISEGMENT IDENTIFICATION ALGORITHM
A. Algorithm
One way to characterize a dynamic linear system is its impulse response function (IRF). The output of a system y can be computed as the discrete convolution of the input x and the IRF h:
where i is the sample time, j is the lag of the IRF, Δt is the sampling increment, and M1 and M2 are the maximum and minimum lag, respectively. The convolution shown in (1) is a time-varying convolution as h is a function of time t. An IRF can be estimated directly from the data by solving (1) for h. However, this computation can be quite intensive; alternatively, the convolution equations can be rewritten with auto (φ xx ) and cross correlations (φ xy ) resulting in the following equation that is less computationally intensive to solve
Under stationary conditions, the cross correlation can be computed by averaging across time [20] 
In this equation, N is the number of points in each data record. Similarly, the autocorrelation can be estimated as in (3), with y(i) being substituted by x(i). Under time-varying conditions with consistent time behavior, instantaneous correlations can be computed by averaging across multiple realizations, each assumed to have the same underlying time-varying behavior
Here, r is the realization number and R is the total number of realizations.
The time-varying cross correlation is a powerful method as it provides an estimate of the correlation between the input and output at each time point. However, it requires many realizations to perform the required averaging and may result in very long experimental times [2] , [3] . Furthermore, if the underlying system is only slowly time varying, or has short periods where it is nearly stationary, then the time-varying algorithm will be inefficient due to the presence of redundant computations. Instead, we propose to combine both time-invariant and time-varying correlations to estimate the behavior of the system during short data segments.
The combined approach was accomplished by averaging both along time within each short data segment, as well as across realizations. These multisegment correlations can be formulated
where t is the time at the middle of each short data segment, and N is the number of points in each segment. Solving (2) for h(t,j) gives
xx Φ xy (6) where
This is a general solution for solving for h and can be used in stationary or time-varying conditions. In the presence of a poor signal-to-noise ratio, solving (6) directly leads to large random error. Thus, a pseudoinverse can be used, as proposed in [21] .
B. Advantages of the Algorithm
Though the IRFs were estimated using correlation methods, it is shown in Appendix A that this is equivalent to IRFs estimated directly from the data using least squares. As a result, the properties of least squares hold for these IRF estimates. Since the use of least squares produces unbiased parameter estimates, the estimates produced by averaging numerous classical timeinvariant IRFs or ensemble-based time-varying IRFs [2] should be the same as that estimated by the multisegment algorithm.
So, what is the benefit of the multisegment algorithm? A derivation of the parameter variance-shown in Appendix Bshows a benefit in estimating the IRF of the system using the multisegment algorithm
where σ 2 is the variance of the IRF estimate for the multisegment (MS), classical (C), and ensemble (E) algorithms, and M is the total number of lags. For example, given 20 realizations of 50 sample segments and an IRF of nine lags, the classical and ensemble algorithms would produce estimates with variances that are 24% and 98% times larger than the multisegment algorithm, respectively. Thus, averaging IRFs estimated from classical or ensemble methods will lead to higher parameter variability than using the multisegment algorithm. This effect will be greatest when small segments or few realizations are used but becomes negligible with longer segments or greater number of realizations. 
III. SIMULATION STUDIES
A number of simulation studies were run to evaluate the performance of the multisegment algorithm. All focused on the estimation of human elbow impedance-the dynamic relationship between the position of the elbow and the torque acting about it-which was modeled parametrically by
where Tq is the output torque, θ is the input position, I is the joint inertia, B is the viscosity, and K is the stiffness. This is a typical representation, as used in a number of experimental studies [22] , [23] . The first two studies used stationary data with a fixed set of model parameters. The first compared the performance of the algorithm to previously used classical [14] and ensemble algorithms [2] ; the second evaluated the performance of our new algorithm for different data segment lengths and the number of total segments. The final simulation study used time-varying data. Specifically, the simulated elbow stiffness was varied in a sinusoidal manner to evaluate how well our algorithm could capture the dynamics of time-varying systems.
A. Simulation Methods
1) Simulation Model:
The model shown in Fig. 1 was used to generate simulated data. The simulations were carried out using Simulink (The Mathworks Inc., Natick, MA) with a fixed time step of 0.001 s. Each simulation set consisted of a series of realizations of the same length; each simulation in a set contained identical parameters, but different random values were used for the position and noise signals. The simulated position was a pseudorandom binary sequence (PRBS) with an amplitude of 0.03 rad, rate limited to ±0.5 rad/s. This was selected to represent typical perturbations used in experimental studies [3] , [14] , [24] . The position was subsequently filtered at 40 Hz with an eight-pole Bessel filter. The output noise (see Fig. 1 ) was low-pass filtered at 3 Hz with a three-pole Bessel filter to accentuate the low-frequency noise associated with voluntary intervention; it was then scaled to produce an output signal-to-noise ratio of 0 dB. Following the simulation, the data were filtered by a 40-Hz eighth-order Chebyshev filter and decimated to 100 Hz before the identification algorithms were applied.
2) Simulation 1: Comparison With Established Algorithms:
The objective of the first simulations was to compare the performance of the multisegment algorithm to that of the classical time-invariant and ensemble-based time-varying algorithms [2] . In this stationary simulation, 500 realizations of 8 s were simulated with the parameters of the impedance set to K = 150 Nm/rad, B = 2.2 Nm/rad/s, and I = 0.13 kg·m 2 . To ensure that all algorithms had access to identical amounts of data, each used 20 randomly selected data segments with a length 0.5 s. Each segment was selected from a separate realization of the simulated system. The multisegment algorithm estimated a single IRF from this set of 20 data segments; the classical algorithm computed an IRF for each segment, and the results were averaged to produce a single estimate; the ensemble approach computed a separate IRF for each time point, and these were averaged to yield a single estimate. This procedure was repeated 100 times, which we found to be a sufficient number of repetitions to allow for accurate estimates of the variability of the IRFs. Each repetition used different randomly selected realizations.
To evaluate the influence of the type of perturbation on the estimation process, we also considered filtered Gaussian white noise (FGWN), another common experimental choice [25] . This was generated using a two-pole Butterworth low-pass filter with a cutoff frequency of 5 Hz. The signal-to-noise ratio was matched to that used for the PRBS signal, as were all parameters used in the identification process.
Joint impedance IRFs are acausal representations of the system dynamics and can be difficult to analyze visually [26] . Hence, the impedance IRFs were inverted to yield admittance IRFs, representing the dynamic relationship between a torque input and the resulting motion of the joint. This was accomplished by simulating the output of the impedance to filtered noise and estimating an IRF where the output of the simulation was treated as the input to the IRF and vice versa.
3) Simulation 2: Evaluation of the Performance of the Multisegment Algorithm:
The second simulation study explored how the performance of the multisegment algorithm varied with the number and length of the available data segments. The data used for this simulation were the same as in the previous simulation. Segment lengths from 0.01 to 2.0 s were considered, as were segment numbers from 1 to 200. All data were randomly selected from the available realizations. For each combination of segment length and number of realizations, the analysis was run 100 times.
The quality of the estimation was quantified in two ways. First, the %VAF between the torque predicted by the algorithm T q and the simulated noise-free torque Tq was computed as
Since the estimated torque was compared with the noise-free simulated torque, cross validation was not required.
The quality of the algorithm was also evaluated by estimating the stiffness K of our simulated model. Stiffness can be estimated directly by integrating the impedance IRF and is not reliant on any parameter optimization routines.
4) Simulation 3: Estimation of Time-Varying Systems:
One potential application of this multisegment algorithm is the analysis of slowly time-varying systems. We assessed the utility of the algorithm for this application by simulating the system shown in Fig. 1 , under conditions of sinusoidally varying K. One thousand realizations of three sinusoidal periods were simulated. In each realization, K varied according to (10) , while I and B remained constant. Unique position and noise sequence were used for each realization K(t) = 50 sin(2πt) + 100.
This time-varying behavior was selected because it is much slower than the dynamics of the simulated impedance, but fast enough to preclude the use of classical time-invariant methods.
To analyze these simulations, the algorithm was run at each time point using sets of 25, 50, and 100 randomly selected realizations. The algorithm was evaluated for segment lengths that varied from 0.05 to 1.0 times the period of the time-varying behavior; segments were centered at each time point in the selected realizations. Stiffness estimates were generated as in the previous section. This process was repeated for 100 randomly selected datasets to obtain estimates of the random error e R , bias error e B , and total error e T associated with each estimate. These errors were computed as follows:
K(t, s) is the stiffness estimated at time point t and dataset s, K(t) is the simulated stiffness,K(t) is the mean ofK(t, s) across all datasets (12), Δt is sampling increment, and S is the total number of datasets evaluated
B. Simulation Results
1) Simulation 1: Comparison With Established Algorithms:
The first simulation study compared the performance of the multisegment algorithm to that of the classical time-invariant and ensemble-based time-varying algorithms.
For the FGWN input, all three algorithms produced unbiased estimates of the admittance (see the left column in Fig. 2) . However, the multisegment algorithm computed IRFs with lower variability (average standard deviation = 0.008 rad/Nm/s) compared to the classical (average standard deviation = 0.010 rad/Nm/s) and ensemble (average standard deviation = 0.012 rad/Nm/s) algorithms. These results are in general agreement with (7) as the multisegment algorithm estimated admit- tance with the lowest variability of the three algorithms, and the classical algorithm produced estimates with slightly lower variability than the ensemble algorithm. The advantage of the multisegment algorithm becomes even more pronounced with the PRBS data (see the right column in Fig. 2 ). Not only did the multisegment algorithm produce estimates with lower variability, but it also produced unbiased estimates. This was in contrast to the classical algorithm, which produced biased estimates for the simulated conditions. This bias arose due to the likelihood that a number of the input signals were ill conditioned, a distinct possibility when using short segments of PRBS data, as some individual segments may contain few transitions.
2) Simulation 2: Evaluation of the Performance of the Multisegment Algorithm:
Our second simulation study evaluated how the number of available realizations and the number of data points in each realization influenced algorithm performance. Both the %VAF [see Fig. 3(a) ] and the standard deviation of the estimated stiffness parameter K [see Fig. 3(b) ] showed improvement with increasing amounts of data; however, the %VAF reached high levels (∼95%) after only approximately 2500 data points, whereas the standard deviation reached high levels (∼5%) after 10 000 data points. Thus, even though only small improvement was seen in the %VAF when using increasing number of longer segments, the decrease in the variability of the estimated K was greatly enhanced by the availability of more data.
For the majority of the combinations shown in Fig. 3 , there was no difference as to the performance of the algorithm with respect to the origin of the amount of data. That is to say the algorithm performs equally well when using 150 realizations of 0.5 s data or 50 realizations of 1.5 s data. 
3) Simulation 3: Estimation of Time-Varying Systems:
Our third simulation addressed the challenge of selecting proper segment lengths when dealing with time-varying systems. Longer data segments will benefit from better algorithm performance, as demonstrated in the previous section, but may miss the timevarying behavior. Shorter data segments will result in estimates that capture the time-varying behavior but will have increased random error. To assess this issue, we evaluated the accuracy of the algorithm in estimating time-varying stiffness using segments of different lengths. Fig. 4(a) shows an example of the estimates generated when 100 realizations of time-varying data were segmented into three different lengths. We found that segments with a length of 0.1 times the period of the simulated sinusoidal time variation produced estimates of K that had little bias but a large amount of variability [see Fig. 4(a) , top]. Using segment lengths of 0.4 times the period resulted in estimates of K with greater bias, but decreased variability [see Fig. 4(a) , middle]. Finally, when the segments were 0.7 of the period, the algorithm estimated K with the least variability, but substantial bias (see Fig 4(a), bottom) . The optimal segment length, quantified by the total estimation error, varied with the available number of realizations [see Fig. 4(b) ]. Random error, bias error, and total error all varied as a function of both segment length and the number of realizations. In general, we found that as segment length increased, random error decreased and bias error increased. However, there was a point in between the two extremes where the total error reached a local minimum. As expected, increasing the number of realizations available to the algorithm resulted in estimates of K with decreased random error and no change in bias error, thus shifting the segment length at which total error reached a local minimum. The previously used ensemble algorithm [2] used segments that were one sample long. Thus, when data are limited and noise is substantial, the multisegment algorithm estimates time-varying systems with lower total error than the established ensemble algorithm.
IV. DISCUSSION
The goal of this study was to develop and evaluate a novel algorithm for obtaining nonparametric estimates of physiological systems that are stationary for only short periods of time. Our approach uses multiple realizations of short data segments. In addition to situations in which only short data segments are available, this algorithm can also be applied to slowly timevarying systems. Our approach can be contrasted with classical time-invariant methods that use lengthy single realizations of stationary data, and ensemble time-varying methods that use numerous realizations of rapidly varying behaviors. We assessed the algorithm by quantifying its performance in estimating joint impedance, a physiological system that has been studied in detail previously [2] , [3] , [7] , [10] , [14] , [15] , [17] , [18] , [24] , [27] - [30] . Using simulations, we determined that the new algorithm could produce impedance IRFs with lower variability and less bias than classical time-invariant and ensemble-based time-varying approaches. While the novel algorithm could estimate joint impedance with even small amounts of data, it required substantially more data to produce reliable estimates of the stiffness parameter corresponding to the static component of impedance. Finally, we showed that using numerous realizations of short data segments, the algorithm generates timevarying system estimates with lower total error than previously used time-varying ensemble methods [2] , [3] , [21] .
A. Advantages of Multisegment Algorithm
The main advantage of the multisegment algorithm is its ability to estimate system dynamics with lower variability than classical methods when using multiple short segments of data. It is possible to produce multiple system estimates using classical time-invariant methods on each realization and average the result, with (7) showing the expected parameter variability. For datasets where the data length is much greater than the number of lags of the IRF, the advantage of the multisegment algorithm is negligible. However, when the length of data is not substantially greater than the number of lags, the multisegment will produce system dynamics estimates with lower variability. We demonstrated this in Simulation 1; the standard deviation was lower for the estimates generated by the multisegment than the classical or ensemble algorithms.
This decrease in parameter variability is expected, but there is another practical benefit to the algorithm. In any given realization, there is a possibility that there is insufficient power to correctly estimate the system. If even one realization has insufficient power, using the average of time-invariant IRFs method would result in an average IRF that may be extremely biased. This possibility of insufficient power in individual realizations is much greater with the PRBS signal, a common experimental choice due to its increased power for a given peak-to-peak amplitude as compared to Gaussian noise [17] . In Simulation 1, the segment lengths (0.5 s) were relatively short in comparison to the switching rate of the PRBS (0.15 s). Thus, it is expected that in an ensemble of 20 realizations, two or three realizations are likely to be ill conditioned, resulting in two or three IRFs with extreme errors that could add substantial bias to the average IRF. In such conditions, the multisegment algorithm has substantial advantages.
This approach is especially useful for physiological systems, which tend to require more data than electrical or mechanical systems. This arises from the low signal-to-noise ratios often encountered in the study of physiological systems, the limitations on the properties of the input perturbations that can be applied, as well as the need for nonparametric approaches when studying systems with unknown structure. Though the requirement for data is higher, the accessibility to stationary data from physiological systems is often lower, due to issues such as fatigue. If the nonstationary behavior can be repeated in a predictable manner, then the system can be treated as a time-varying system. However, this requires the subject to perform the same time-varying change many hundreds of times, a demanding and time-consuming task [2] , [3] . Thus, maximizing the utilization of the acquired data is essential for physiological system identification, and this algorithm is well suited for this purpose.
B. Estimation of Time-Varying Systems
We showed that increasing the segment length and number of realizations improved performance, but for time-varying systems, making segments too long may result in inaccurate estimates of the time-varying behavior. So, how does one choose the proper values for segment length and number of realizations? We found that for each dataset (realizations = 25, 50, 100), there was some value where the total error reached a local minimum (0.45, 0.35, and 0.3 of the period, respectively). Computing this optimal segment length a priori may not be feasible, as even predicting the random error with a white input was quite challenging (see Appendix B). A more practical solution may be to run a limited set of simulations and use some a priori assumptions to approximate the optimal length over a wide array of conditions.
The results of the time-varying simulation demonstrate that the multisegment algorithm produces estimates of time-varying systems with less error than the established ensemble algorithm. The ensemble algorithm is equivalent to the multisegment algorithm when the segments are one sample each-0.01 s in this case. Thus, under the situations simulated here-low SNR and limited number of realizations-that are typical for physiological systems, estimating slowly time-varying system is more effective with the multisegment algorithm.
C. Applications of the Algorithm
We foresee a number of applications for the multisegment algorithm presented in this paper. One would be to estimate the dynamics of time-varying systems as detailed thoroughly in this paper. For example, joint impedance has been extensively studied under stationary posture [24] , [28] ; yet few have thoroughly examined how joint impedance varies with natural movements [7] , [22] , [31] . Estimating impedance during movement may provide insight into the neural control of movement [32] , [33] . It may also provide information of the mechanics of the joint that will help with the design of biomimetic prostheses [34] , [35] .
Another application would be to estimate the state of systems that remain stationary for only short periods of time. For example, there is a challenge associated with measuring joint impedance at high torque levels, since levels above approximately 30% of maximum voluntary contraction can only be maintained for short time periods. As a result, most studies have estimated joint mechanics at relatively low levels of voluntary contraction [18] , [36] , [37] . Estimating impedance at high torque levels would be useful for understanding how joint mechanics are regulated during impact, and also could be used to better understand the relative importance of muscle and tendon mechanics within these regimes [38] , [39] . Similarly, these methods could also be used to estimate joint impedance in other transients states such as in preparation to move or in the preparation for an impact. In general, this method is valuable to estimate any system where the state of interest is too short to acquire sufficient data to accurately estimate the system.
The major advantage of nonparametric algorithms is their ability to estimate system dynamics without a priori knowledge of the structure of the system. Thus, they are especially useful for physiological applications. Ultimately, the algorithm we developed would provide insight into structure of the system, which would then allow for the use of parametric techniques [4] - [9] , [40] , [41] that can estimate system dynamics with much less data.
APPENDIX A CORRELATION AND LEAST-SQUARES IRF ESTIMATES
In the text, we showed the estimation of the multisegment IRF using correlation-based methods. This method is identical to the least-squares method; thus, it too has all the properties of least-squares estimates.
Similar to (1), the output of the system for any given realization can be computed using a discrete convolution
where i is a time point during the stationary period; thus
Equation (13) can be rewritten in a matrix formulation as
where
. . . . . . . . .
Computing the output for all realizations results in the following equation:
In the presence of noise, (15) cannot be solved for h directly; rather h can be estimated using least-squares linear regression 
resulting in the same matrix of autocorrelations as in (7) except for the normalization. The normalization from the auto-and cross-correlations cancels out; thus, the correlation method of solving for the IRF is identical to the least-squares method and, therefore, has all the properties of least-squares estimates.
APPENDIX B PARAMETER VARIANCE ESTIMATES
The variance of least-squares parameter estimates is var (h (j)) = σ 2 e (j) C (j)
where σ 2 e is the noise variance, and C(j) is the entry on the jth row and jth column of (X T X) −1 . For a Gaussian white input with a variance of 1
where d i is random variable from a χ 2 distribution with n degrees of freedom, and b ij is the sum of n random variables from a product of normal distributions, n is the total number of data points, and M is the total number of lags. Inverting (21) and computing the expected value of each diagonal entry analytically is not reasonable; rather we ran Monte-Carlo simulation where we found that for up to 100 lags each diagonal entry in (X T X) −1 can be approximated by
Thus, the parameter variance of the estimates generated by the multisegment algorithm is
For a single IRF estimated by the classical or ensemble algorithms, the parameter variance is given by h (j, r)
var (h (j, r))
A similar process shows that
