INTRODUCTION
In computer vision, an image is characterized by the collection of numbers giving the grey-level at each point of the screen. Mathematically, we will say that an image is given by a real L°° function g (the grey level) defined on a domain S2 (the screen) of R2. At the end of this article we will consider color images. In this case, g will be a vector function (of the red, blue and green intensity) and will take its values in a cube of R~.
In most images, human vision is able to detect structures, shapes of objects, etc. Those structures appear, when, for instance, the image is made of patches in which the grey level has but little variations. Sharp discontinuities are visible at the boundary of these patches. They are introduced by edges of objects, shadows, overlapping objects, etc.
The object of image segmentation is to extract, by a systematic algorithm, the meaningful discontinuities. The result of this operation will be a piecewise regular image u approximating the true image g and a set K of discontinuities of u. The set K is an estimation of the contours of the image. Although there is a number of different algorithms and softwares for image segmentation, it appears that all rely on the same principle [17] : In [19] , Mumford and Shah proposed to define (u, K), where u E and K is a closed set, as minimizers of the functional:
The first term of this energy penalizes the variations of u outside the edge set K, the second term is the distance to the true image and the third term is the 1-dimensional Hausdorff measure of the edge set K ( [17] and [14] ).
In the energy and v denote two positive constants. By a normalization we may assume without loss of generality that ft = v = 1. For a simple geometric image one would expect that the set K is regular. However, for pictures of the real world it is not obvious that the edge set should be simple. More precisely, one cannot eliminate a priori the possibility of having a tree like edge set ( Fig. 1) or lots of very small pieces (Fig. 2 ) ' or multibranch stars (Fig. 3 ). Mumford and Shah conjectured that there exists a minimizer of J such that the edge set K is the union of a finite set of C1-arcs and that each arc may end either as a crack-tip or in a triple junction (Fig. 4) .
Existence of minimizers in the class of SBV functionals has been proved in [2] , [11] and [6] . A where Vu is in R2).
It is proved in [6] that there is a correspondence between SBV minimizers and pairs (u, K) minimizing J. In the following, we choose to work with the initial formula of the function as depending upon (u, K), u E C1(0BK) n Wu2(52~K) and K is a Hausdorff 1-dimensional closed set with finite Hausdorff measure.
Notice that we do not change J(u, K) by adding a set of zero ~-ll measure to K. Therefore, we will assume in the following that K is a minimal closed set: there is no closed set K c K, K ~ K, such that u can be extended on with J(u, K) J(u, K). Under this assumption, K is an Ahlfors regular set: there are two positive constants c, C such that [6] :
In [7] , it is proved that K is contained in a single rectifiable Ahlfors regular curve whose length is proportional (with a universal ratio) to the length of K.
In this paper, we are interested in the local regularity of the edge set (see also [8] and [3] - [4] ) and in the number of arcs. Our main ingredient is the characterization of all global-minimizers (i. e. pairs (u, K) defined on S2 = R 2 and such that for all balls BR the energy cannot be reduced by a compact perturbation of u and K inside the ball BR.) Under the assumption that K is connected, it will be proved that there are only four types of globalminimizers. The characterization is carried out by a monotonicity property on the function r ~ BrBK ~~u~2 r .
We will be able to prove that every blow-up limit is a global-minimizer. The characterization of all globalminimizers and therefore of the blow-up limits give strong information on the local behavior of K and u. Lastly, we would like to point out that it can be interesting to look for a minimizer of J that has at most n connected components (see [17] (2.5) We remark that in the definition of JW, the term Ge:)2 is of order ~. In the limit 6-= 0 we define Vol. 13 , n° 4-1996. [6] and [11] (see [13] ).
The edge set Ko is the limit in the Hausdorff distance of the connected edge sets Kn . Therefore 8BR then the conclusion of theorem 3.1 holds for r E (0, R).
Monotonicity formulas of another type have been used in the study of two-phase free-boundary problems (see for instance [1] This lemma is analogous to lemma 3.1 in [6] . The reader is referred to [6] for the detailed proof. Proof. -The lemma will be derived from inequality (3.3) Proof. -The proof relies on a careful use of the monotonicity formula given in the previous section. Proof. -The determination of the constant can be found in [19] . The lemma is then a straightforward consequence of theorem 3.1.
To prove theorem 4.1 we will show that ~{''~ is a constant for a properly chosen origin. For We claim that for any converging subsequence, the blow-up limit (uo, Ko ) is such that the ratio is constant and equal to t. This is a straightforward consequence of equations (2.12), (2.14) and (2.8 We will say that P is a crack-tip for the edge set K.
Proof. -We argue by contradiction. If the conclusion of the proposition is not true then for every point P the blow-up limit at P gives situations (i), (ii) or (iii) of theorem 4.1. We consider a point P E K and Jordan Assume that one blow-up limit is of type (ii). Lemma Proof. -We first notice that lemma 2.8 implies that any blow-up limit is such that the edge set is connected. Consequently, theorem 4.1 implies that the blow-up limit has to be of type (i), (ii), (iii) or (iv). Lemma 4.6 gives then the conclusion.
Proof of theorem 5.1. -Let us first assume that G cc Q. We know (proposition 5 Therefore we know that
Let no E N be chosen such that Ro E ~2-n° -1, 2-n° ) . The limit (6.4) and inequality (6.1) For any R Ro, ~n > no such that R E ~2-n-1, 2-'~ ) . We have proved that there is a r E ~2-n, 2-n+1 ) such that (6.13) Let ()k (resp. 8k) denotes a determination of the angle that the vector PM( resp. P Nk) makes with a fixed vector e. Inequalities (6.18) implies that the determination of 8~~1 and can be chosen such that:
This gives the convergence of the sequences 8~ and 8k to real numbers 8ã nd We notice that since the blow-up limit at P is a straight line we shall have = 0oo + (2n + 1)7r where n is an integer. This defines a line L passing through P. Inequalities (6.19) give the existence of a constant In the sense of lemma 3.1 in [6] we can say that u satisfies Neumann boundary conditions av = 0 on K. We want to prove that a solution of -Du ~-u -g = 0 with av = 0 on K is in BR. Since g is L°°, the regularity in the case of Dirichlet conditions is given by theorem 5.5.5' of [18] . Following [18] , it is possible in fact to prove the regularity in the case of Neumann boundary conditions. For sake of completeness the proof is given in the appendix. (7.3) . We denote by u+ (x), and ~ic+ (x) the limit value of u, and ~ on K from above at the point ( x , f ( x ) ) .
We write (7. 3) with t( in place of (. We notice that the continuity of g allows to rewrite (7.3) in the limit t -~ 0 as:
We denote by u-(x) and the limit value of u and Wu on K from below at the point (x, f (x)). Inequality (7.8) 15 .44 of [17] ). The previous analysis gives immediately the proof of theorem 1.5.
Remark 7.4. -The proof through blow-up procedure (theorem 2.3) gives that the maximum number of arcs and triple points do not depend on the image g, 0 g 1.
REGULARITY ALMOST EVERYWHERE
In this section we will not make any assumption on the connected components of K and prove theorem 1.3. This result is a direct consequence of the following proposition and of theorem 6.1 and 7.2. The proof of proposition 8.1 involves an argument of coarea formula as in [7] . The coarea formula is used, here, together with blow-up techniques and precise estimates on the length of the level set of a distance function. Consequently, it is easy to check that the proofs presented in sections 5 to 8 for a black-and-white image holds for the case of a color image. Theorems 1.1 to 1.5 are true for ( u, K) minimizer of the energy E defined in equation (9. 3)-(9.1) and under condition (9.2). Since u and g are in L°° and K is C1,0152 then theorem 5.5.5' of [18] gives that w is in We would like now to prove that v = u -w is also in By construction v is harmonic, it has an adjoint V such that v + iV is holomorphic. We [6] and equation (10.1) give then Since we assumed V(P) = 0, we have for all M E K n B2R, Since x is C1,a, theorem 5.5.5' of [18] give now 
