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1.1  Motivation 
China has a long tradition in compiling IO tables at the regional level, next to the 
compilation of national IO tables. Except for Tibet, for 30 out of 31 provinces 
survey-based IO tables have been constructed every five years since 1987 (i.e. for 
1987, 1992, 1997, and 2002) by the regional statistical bureaus following the 
compilation scheme for the national IO tables (Qi, 2007). The motivation of this thesis 
stems from existence of such a unique data set of regional IO tables. On the one hand, 
it allows to develop and test methods for the estimation of IO tables. This is included 
in the statistical applications as discussed in Chapters 2 and 3. Chapter 2 studies new 
methods to estimate an unknown table for one region using existing information for 
other regions. Chapter 3 focuses on methods that are useful in accurately estimating 
an unknown table if only information for another year is available. On the other hand, 
the dataset allows to analyze regional developments over time. The idea is to 
decompose—i.e. quantify the constituent parts—the differences across Chinese 
regions in the labor productivity levels and in the geographical concentration of 
ICT-production. This is included in the economic applications as discussed in 
Chapters 4 and 5. 
 
There is one serious limitation of this rich dataset of Chinese regional IO tables, 
which also explains why only very few studies have been published with applications 
of the tables. That is, the data have not been published, mainly due to administrative 
and financial issues at the provincial level. Although the National Bureau of Statistics 
(NBS) requires the provincial statistical bureaus to compile the regional tables, the 




by one, I have received most Chinese regional IO tables for 1997 (using a 40-sector 
classification) and 2002 (using a 42-sector classification) for my research.1,2 
1.2  Statistical Applications 
One of the central problems of IO tables is that their compilation is based on surveys 
that are extremely time consuming and therefore expensive. This typically implies 
that survey-based IO tables only become available with a serious time lag and are 
very often published only once every five years. The consequence of this is that 
empirical analyses are always based on data that are not up-to-date. In particular for a 
developing economy —like the Chinese—that is changing rapidly, this may seriously 
affect the results. At the regional level, the situation is even worse in the sense that 
usually for some regions no survey-based IO table is available. Therefore, it has 
become common practice for researchers and organizations to estimate an IO table for 
a certain object region and object year themselves. A vast literature has emerged and 
many approaches have been developed. Among these, the so-called hybrid techniques 
have become mainstream for estimating the intermediate deliveries in an IO table (see, 
e.g., Jensen et al., 1979; Brucker et al., 1987, 1990; West, 1990; Midmore, 1991; 
Boomsma and Oosterhaven, 1992; Jackson, 1998; and Lahr, 1993, 2001). Hybrid 
techniques combine non-survey (i.e. pure estimation) techniques with superior data, 
which are obtained from surveys, experts and other reliable (primary or secondary) 
sources. These superior data are known to improve the quality of the estimates 
drastically, but their collection is costly. The statistical applications in this thesis 
address the following two questions. What method should be used to estimate the IO 
table for a certain object region, given that IO tables are available for a number of 
                                                 
1
 For the series of 1997, only 27 provincial tables are available for our analyses. The tables for Hainan 
province and for two autonomous regions (Qinghai and Xinjiang) are not available. The tables for 2002 
are available for all 30 provinces that compile IO tables. The tables for 1987 and 1992 are only 
available for very few provinces, such as Beijing, Guangdong, Fujian, and Zhejiang. We do not include 
applications with the tables of 1987 and 1992 in this thesis, because we aim at regional applications 
that cover a large part the country.  
2
 It should be mentioned that I have made the commitment not to use the data for commercial purposes, 
not to give the data to other researchers or organizations, and not to publish the original tables (neither 




other regions? The second question is: What method should be used to determine the 
cells in the IO table for which superior data are collected?  
 
The first question focuses on non-survey techniques, the second on targeting cells 
for the collection of superior data. With respect to non-survey techniques, 
cross-regional methods are developed in Chapter 2 to improve the quality of the 
estimates. Usually, the IO table of the object region in the object year is estimated, for 
example, by updating the latest available survey-based IO table for the object region 
using an RAS approach or by regionalizing the national IO table in the object year. 
An often neglected aspect is how to take full advantage of information from existing 
IO tables in other regions.3 The extensive availability of Chinese IO tables across 
regions allows for the exploration of non-survey methods from this perspective.  
 
In Chapter 2, four ‘cross-regional’ methods are tested, two of which have been 
proposed in the literature before. The other two methods are novel and based on 
recent advances in linear regression analysis. Just to sketch the idea, one of the 
methods estimates each of the input coefficients in the object region—measuring the 
input of each of the goods and services per unit of the output of any of the industries 
in the region—by the average of that coefficient in all the other regions. In the present 
study we have survey-based IO tables for 27 Chinese regions. In order to test the 
different methods, any one region is selected to play the role of object region and the 
cross-regional estimates then use information from the remaining 26 regions. By 
comparing the estimated coefficients for the object region with the actual coefficients 
as obtained from survey-based information, the ‘cross-regional’ methods are not only 
evaluated against each other, but also against traditional methods that do not employ 
the information from other regions. 
 
The second question is dealt with in Chapter 3 and concerns the collection of 
superior data, with which the estimates of intermediate deliveries can be seriously 
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improved. Superior data in our study contain the survey-obtained information on the 
coefficients of the regional IO table in the object year (i.e. the “true” information). It 
is well known that (regional) input-output tables are estimated more accurately if 
non-survey techniques are complemented by superior data.4 Collecting superior data 
is costly and it is therefore crucial that the cells in the IO table for which to collect 
superior data are well chosen. Several methods have been proposed in the literature. 
Some of these select a set of individual cells, others identify entire sectors. This 
chapter gives an empirical evaluation of the two approaches (i.e. focusing on 
individual cells versus focusing on sectors) for selecting cells for superior data 
collection, which—to our knowledge—has never taken place. Again, the approaches 
are evaluated based on mimicking the real world exercise. In this chapter, that is the 
updating of the intermediate deliveries matrices from 1997 to 2002 for each of the 27 
provinces in China. 
  
It should be stressed that the studies in Chapters 2 and 3 focus on evaluating 
methods and their relevance goes beyond the case of China, despite the fact that the 
simulations are based on Chinese data only. Against the background of an increasing 
availability of IO tables at a global level, our explorations provide useful 
insights—with respect to the estimation of IO tables—for other countries as well. This 
may be of particular relevance for developing countries (or regions) where the 
(financial) possibilities for compiling survey-based IO tables are extremely limited. 
1.3  Economic Applications 
The availability of two sets of survey-based IO tables—compiled according to the 
same principles, using a similar classification, and expressed in the same 
currency—for as many as 27 regions within a single country, is a unique opportunity 
for research that combines a spatial and an intertemporal context. In the case of China, 
this combination is highly relevant for at least two reasons. First, China has witnessed 
large geographical disparities. The vast majority of regions are not representative for 
                                                 
4
 See, e.g. Lecomber (1964, 1975), Allen (1974), Bullard and Sebald (1977), Hewings and Janson 




the nation and heterogeneity abounds. This clearly calls for a regional perspective. 
Second, China has experienced an unprecedented growth in the last three decades, 
which also led to a rapid change of economic structure and a fast advancement of 
production technologies. This calls for an intertemporal perspective. The two 
economic applications in this thesis focus on the unequal developments in China’s 
provinces. Chapter 4 deals with labor productivity levels and Chapter 5 with 
specialization patterns for ICT production. 
 
There is by now a large literature on China’s interprovincial disparity in terms of 
per capita GDP, especially on the trend of widening disparities since the 1990s.5 
Several driving forces behind this trend have been extensively discussed, including 
flawed development strategies (e.g. Fleisher and Chen, 1997; Lin and Liu, 2005), 
foreign direct investments and a biased openness policy (e.g. Lee, 1994; Fujita and Hu, 
2001), efficient township and village enterprises (e.g. Chen and Feng, 2000; Naughton, 
2002; Lin and Cai, 2003), location factors (Demurger et al., 2002), or local 
protectionism (e.g. Young, 2000; Kanbur and Zhang, 2005). Although it has been 
recognized that differences in labor productivity clearly contribute to a widening of 
income inequality (e.g. Tsui, 2007; Shiu and Heshmati, 2011), the causes of regional 
differences in labor productivity have received very little attention. This is surprising 
because the disparities in regional labor productivity levels are larger than those for 
GDP per capita. For example, the ratio between the best and the worst performing 
region (i.e. Shanghai and Guizhou) in 2007 is 65602/7288 = 9.0 for GDP per capita 
and 139/12 = 11.6 for labor productivity.6 Therefore, the first economic application is 
to analyze the regional differences in labor productivity levels and their development. 
 
Chapter 4 stresses the issue of provincial disparities in the labor productivity 
levels for 1997 and their changes in the five years thereafter. In this chapter, the 
effects of some proximate causes for the productivity differentials and their growth 
                                                 
5
 Most studies found a trend of decreasing disparities in the 1980s, which was reversed after the early 
1990s (e.g. Xu and Li, 2006; Tsui, 2007). 
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are quantified. The analysis of the regional differences in 1997 is done with a novel 
shift-share approach, which is transitive and additive, and based on IO data. This 
approach divides the regional differences into the effects of: differences in sectoral 
output per worker ratios, sectoral value added coefficients, and sectoral shares in total 
regional employment. As opposed to traditional shift-share analyses, this approach 
allows us to pay explicit attention to the regional consequences of China's specific 
role in global production networks (with a focus on low-value added assembly 
activities). Analyzing the changes over time is done with a novel shift-share approach 
that is transitive and multiplicative. Its application requires data in constant prices, for 
which a new deflation method is proposed.  
 
The second economic application deals with a quite ‘hot’ topic, the information 
and communication technology (ICT) industry. A large amount of studies recognize 
the positive contributions of the use of ICT on economic growth.7 Much less attention, 
however, has been paid to ICT production. As is typical for emerging and 
dynamically evolving technologies, ICT production is characterized by a noticeable 
geographical concentration. This is also the case in China. By looking at the domain 
names registered under .cn, for example, it appears that Beijing hosts almost 25% of 
them, while Shanghai and Guangdong together cover another 25% (CNNIC, 2009). 
Chapter 5 therefore focuses on the uneven development of ICT industries across 
provinces in China. 
 
China has rapidly developed a new comparative advantage as one of the 
‘top-three’ world exporters in ICT products. Its exports have also been upgraded from 
mere assembly of imported inputs to the manufacturing of high-tech intermediate 
goods (Amighini, 2005). There are, however, relatively few studies on the production 
of ICT goods and services within China, mainly due to the lack of systematic and 
comparable data (Wang and Lin, 2008). The analysis of the spatial development of the 
ICT industry in China—by examining the pattern of its regional specialization—is 
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 For example, see Jorgenson and Vu (2006) for a comparative study covering 14 major economies in 




based on the most recent set of regional IO tables. The 2002 IO tables provide 
information for both the ICT manufacturing and the ICT services sector. In this 
chapter, an accounting approach is adopted that attributes the volume of ICT 
production in a province to demand originating from the province itself, demand from 
other provinces, and demand from abroad. This distinction is linked to arguments that 
play an important role in the field of economic geography. In addition, estimates are 
also provided for the degree to which regional differences in ICT production are due 
to differences in the “direct” demand for ICT products and the “indirect” demand (i.e. 
the demand for ICT products and services to be used as intermediate inputs in 
downstream sectors). Next to the empirical aspects, this chapter also contributes to the 
methodology of spatial structural decomposition analysis (SDA) within an IO 
framework. A framework is proposed to chain regions using a minimum spanning tree 
and, in this way, to deal with the non-uniqueness problem of SDA for multilateral 
comparisons. 
1.4  Some Background Information on China 
Given that this thesis focuses on China and uses Chinese IO data, it seems appropriate 
to sketch the situation and provide some background information. This section briefly 
discusses two aspects: China’s economic growth pattern and differences in the level 
of development across Chinese regions; and the development of IO analysis 
(including the construction of IO tables) in China. 
1.4.1 China’s Economic Growth and Regional Disparities 
At the end of 1978, a market economy began usurping China’s planned economy. The 
reforms have turned China—which used to be a poor and inward-looking 
economy—into one of the most dynamic economies and one of the largest trading 
powers in the world. The annual growth rate of the country’s GDP in constant prices 




trade (measured as the sum of imports and exports) reached 17.4% (NBS, 2009a).8 
During this period, GDP per capita octupled and household savings with banks 
increased more than 1000 times. With respect to economic size, by the end of 2008, 
China had surpassed Germany in terms of GDP and became the world’s third largest 
economy (behind the United States and Japan). China’s trade volume reached 2.56 
trillion USD, just behind the United States and Germany.9 Such rapid economic 
growth sustained over such a long time period in a country as large as China has never 
occurred before.  
 
This unprecedented pace of growth also led to problems, amongst which spatial 
inequality is a major one. China is administratively divided into 23 provinces, 5 
autonomous regions (Guangxi, Neimeng, Ningxia, Tibet, and Xinjiang), 4 
municipalities (Beijing, Chongqing, Shanghai, and Tianjin), and 2 special 
administrative regions (Hong Kong and Macau). 10, 11 See Figure 1.1 for a map of 
China, in which the municipalities, and Hong Kong and Macau are represented by 
spots.  
                                                 
8
 Calculated by the author, The data before 1990 are taken from “Comprehensive Statistical Data and 
Materials on 50 Years of New China” (NBS, 1999); the data after 1990 are taken from various volumes 
of “China’s Statistics Yearbook” (NBS, 2000-2008). The same applies for the other figures in this 
paragraph. 
9
 Based on official exchange rates. 
10
 Hong Kong and Macau have their own statistical systems and, hence, are not included in the studies 
in this thesis. The same applies to Taiwan, which is officially listed as one of China’s provinces.  
11





Figure 1.1: Map of China 
 
 
In order to provide an indication of the regional imbalance, Table 1.1 provides a 
set of descriptive statistics. Included are figures to represent the size (total population, 
Gross Regional Product (GRP), and trade volume), urbanization (percentage of people 
living in urban areas), the development of the economy and its changes over time 
(GRP per capita, and the average growth rates of GRP per capita for 1985-1995 and 
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East        
  Beijing 16.3  935 19300 85 57.4  7.4  9.1  
  Fujian 35.8  925 7445 49 25.8  12.2  10.7  
  Guangdong 94.5  3108 63419 63 32.9  14.0  9.5  
  Hainan 8.5  122 351 47 14.4  11.2  8.6  
  Hebei 69.4  1371 2552 40 19.8  9.8  10.6  
  Jiangsu 76.3  2574 34947 53 33.7  12.0  11.8  
  Liaoning 43.0  1102 5947 59 25.6  7.7  10.3  
  Shandong 93.7  2597 12247 47 27.7  10.7  11.7  
  Shanghai 18.6  1219 28285 89 65.5  7.7  9.1  
  Tianjin 11.2  505 7145 76 45.1  6.7  11.2  
  Zhejiang 50.6  1878 17685 57 37.1  12.4  10.8  
Central        
  Anhui 61.2  736 1593 39 12.0  7.6  10.5  
  Heilongjiang 38.2  707 1730 54 18.5  6.1  9.8  
  Henan 93.6  1501 1279 34 16.0  8.6  10.9  
  Hubei 57.0  923 1487 44 16.2  7.6  10.7  
  Hunan 63.6  920 969 40 14.5  7.3  10.5  
  Jiangxi 43.7  550 945 40 12.6  7.3  10.2  
  Jilin 27.3  528 1030 53 19.3  7.9  10.4  
  Shanxi 33.9  573 1158 44 16.9  6.7  10.9  
West        
  Chongqing 28.2  412 744 48 14.6  - 11.3  
  Gansu 26.2  270 552 32 10.3  7.8  9.9  
  Guangxi 47.7  596 926 36 12.5  9.1  10.2  
  Guizhou 37.6  274 227 28 7.3  5.9  9.5  
  Neimeng 24.1  609 774 50 25.3  7.2  14.5  
  Ningxia 6.1  89 158 44 14.6  5.7  9.0  
  Qinghai 5.5  78 61 40 14.2  4.6  9.6  
  Shaanxi 37.5  547 689 41 14.6  7.6  11.1  
  Sichuan 81.3  1051 1438 36 12.9  4.0  14.3  
  Tibet 2.8  34 39 28 12.1  4.1  10.8  
  Xinjiang 21.0  352 1372 39 16.8  8.5  7.5  
  Yunnan 45.1  474 879 32 10.5  8.2  8.2  
* The values of imports plus exports are classified by location of importers/exporters. 
** The data for Chongqing are available since 1995, when it became independent as a metropolitan 
city.  
Data source: The data before 1990 are taken from “Comprehensive Statistical Data and Materials on 50 
Years of New China” (NBS, 1999); the data after 1990 are taken from various volumes of “China’s 





In table 1.1, following the division of the national statistical bureau, all the regions 
(provinces, municipalities, and autonomous regions) are classified into three major 
economic zones, namely the Eastern, Central and Western zone.12 The first three 
indicators in Table 1.1 reflect the size of the region and show the existence of 
considerable disparities between the Eastern, Central, and Western zone. As follows 
from the data, with 40% of the population in the country, the Eastern zone accounts 
for 59% of the national GDP and for 92% of the national trade volume. In contrast, 
the Western zone only generates 17% of the national GDP and 4% of China’s trade 
volume with 28% of the population. The Central zone takes the intermediate position: 
a share of 32% in the population; 23% in GDP; and 5% in the country’s trade volume. 
Not surprisingly, Beijing and Shanghai show a relatively small population size that is 
accompanied by a large economic size.  
 
The next two indicators in Table 1.1 (i.e. the share of urban population and GRP 
per capita) are not directly related to size and are selected to compare the economies 
across regions. The percentage of inhabitants living in urban areas shows that the 
Eastern zone has a higher urbanization level (55.3%) compared to the Central (41.6%) 
and the Western (37.0%) zone. The comparison of per capita GRP shows that the 
Eastern zone has a much higher level of income than the Central and the Western 
zone, with  GRP per capita levels of 31.6, 15.4 and 13.2 thousand RMB per person, 
respectively. For the  individual regions within the Eastern zone, we see that the 
three metropolitan cities (Beijing, Shanghai and Tianjin) exhibit significantly higher 
levels of per capita GRP and urbanization than the other provinces. The regional 
differences within the Central and the Western zone are much less than the differences 
within the Eastern zone. Furthermore, the differences within each zone are much less 
than the differences across the three zones. Again, the Eastern zone is the most 
developed, while the Western zone is the least developed, with the Central zone 
taking the intermediate position. 
                                                 
12
 There are various ways to divide China geographically. In Table 1.1, we adopt the official division 
by NBS. See NBS, How to Divide West, Central and East Regions in China? Available at  
http://www.stats.gov.cn/tjzs/t20030812_402369584. htm. Note that in later chapters we use different 




The last two indicators in Table 1.1 reflect the developments in GRP per capita 
over more than 20 years. During the period 1985-1995, the unweighted average 
annual growth rate of GRP per capita is 10.2% for the Eastern zone, whereas it is 
considerably lower for the Central (7.4%) and Western zone (6.6%). For the period 
1996-2007, the gap between the Eastern zone and the two other zones vanished 
completely in terms of growth rates. The unweighted average annual growth rate of 
GRP per capita remains almost unchanged at 10.3% for the Eastern zone but increases 
significantly to 10.5% for both the Central and Western zone. It implies that the 
differences in GRP per capita between the Eastern zone and the rest of China have 
increased in the period 1985-1995, given a growth difference of some 3% points. 
However, after that the disparities remained at their 1995 levels (i.e. declined 
marginally). When comparing the two sub-periods for individual regions, growth rates 
that are higher in the second than in the first period are found for all regions in the 
Central zone and for almost all regions in the Western zone. The results for the 
Eastern zone are mixed in this respect with growth rates that have substantially 
increased in Tianjin, Liaoning, Beijing and Shanghai and considerably decreased in 
Guangdong, Fujian, Hainan and Zhejiang.  
1.4.2 Input-Output Tables and Analysis in China 
The Official Input-Output Tables by Statistical Bureaus 
 
The first official IO table in China was compiled for the national economy of 1973 by 
the Chinese Academy of Sciences, Beijing Economy College, Renmin University of 
China and the Computing Center of the National Planning Commission (NPC).13 This 
table played a very important role in constructing annual plans and five-year plans, 
and was therefore expressed in physical units.14 After the reforms and China’s 
opening up in 1978, a tremendous emphasis was given to economic development. As 
                                                 
13
 The compilation was financially supported by the National Planning Commission (NPC), which was 
the most powerful department at that time (due to the fact that China was a centrally planned economy 
in that period). Note that until 1978 the National Bureau of Statistics was a division of the NPC. 
14
 Before the reforms of 1978, most targets in the economic plans—such as for iron, steel, coal, oil, 




a consequence, economic statistics—including the construction of IO tables—started 
to receive much more attention. This resulted in the construction of three tables—for 
the years 1979, 1981, and 1983—in both physical and monetary units. All of these 
tables, however, belonged to the Material Product System (MPS), which implied that 
the intermediate deliveries referred only to material production. A large and growing 
part of the economy took place in the so-called nonproductive sphere. This 
nonproductive sphere included for example services and was neglected in the MPS 
(World Bank, 1993). 
 
The year 1987 marked a turning point for IO analysis in China. First, it was 
officially regulated that surveys, which form the basis of IO tables, were to take place 
every five years.15 Second, the MPS was abandoned and the System of National 
Accounts (SNA) was adopted. The sectors that once were viewed and termed as being 
unproductive were now fully included in the statistical system as well. According to 
this regulation, the regional statistical bureaus (except for Tibet) became in charge of 
the collection of IO data, i.e. carrying out the IO survey during the survey year, and 
compiling a regional IO table. On the basis of all the regional information, the 
national IO tables were (and still are) constructed by the National Bureaus of Statistics 
(NBS, 2009b). Up to now, a series of such survey-based national and regional IO 
tables has been compiled under this regulation for 1987, 1992, 1997, 2002, and 2007. 
Note, however, that surveys take a lot of time so that it takes a few years before these 
survey-based tables are published. For example, the 2002 national IO table was 
published in 2007. Therefore, for mid-period years (resp. 1990, 1995, 2000, and 2005), 
hybrid or semi-surveyed tables have been constructed with a much shorter time-lag. 
For example, the 2005 national IO table was published in 2008.  
 
Table 1.2 summarizes the available national IO tables and their characteristics. It 
should be mentioned, that the provincial IO tables as constructed by the provincial 
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 See Regulation Policy Paper No. 18 of the State Council of the People’s Republic of China (Guo 




statistical bureaus since 1987, are not officially published like the national tables (Liu 
and Wu, 1991). 
 
Table 1.2: Summary of Chinese national input-output tables, 1973-2007 







1973 Physical MPS 61 Survey-based (experimental), by National 
Bureau of Statistics (NBS) and National 





Updated from the 1973 table, using an 










Updated from 1981 physical and 
monetary tables, using an RAS method 
1987 Monetary SNA 117 First regular survey-based table: data are 
surveyed by regional statistical bureaus, 
table is compiled by NBS 
1990 Monetary SNA 33 Hybrid table, updated from 1987, using 
an RAS method  
1992 Monetary SNA 118 Survey-based table, by NBS ** 
1995 Monetary SNA 33 Hybrid table, updated from 1992 *** 
1997 Monetary SNA 124 Survey-based table, by NBS ** 
2000 Monetary SNA 17 Hybrid table, updated from 1997 *** 
2002 Monetary SNA 122 Survey-based table, by NBS ** 
2005 Monetary SNA 17 Hybrid table, updated from 2002 *** 
2007 Monetary SNA 135 Survey-based table, by NBS** 
  * The figures give the number of products in case of physical tables and the number of sectors in 
case of monetary tables. 
** The same procedure as for the table of 1987. 
*** The same procedure as for the table of 1990. 
   Sources: Polenske and Chen (1991) Chen et.al (2005), and NBS (2009b). 
 
 
The Input-Output Surveys 
 
Input-output surveys are without doubt the most crucial step in the compilation of a 
survey-based IO tables. As mentioned before, survey-based Chinese IO tables have 
been compiled every five years since 1987. During each survey year, the NBS 
prescribes the survey methods to each provincial statistical bureau, including the 




provincial or district officials train enterprise accountants in filling out the forms. The 
required information covers, for example, the intermediate consumption for 
production and the generation of output. The completed forms are submitted to the 
provincial statistical bureaus, who forward the data to the NBS. The NBS uses the 
collection of regional survey data—after necessary adjustments—for their national IO 
table. The provincial statistical bureaus use their own data to compile the regional IO 
table. The standardization of the IO surveys ensures the quality of data collection over 
space. So far, Tibet is the only province that does not participate. Another major 
advantage of the standardized surveys is that the regional IO tables are fully 
comparable. 
 
It should be mentioned that the survey methods have been changing with the 
economic development of China. A straightforward example in this respect is the 
sector classification. With a growing importance of the tertiary industry in the Chinese 
economy, the IO tables are required to provide more detail for sectors in services, so 
that the tables can better reflect this development. The number of services sectors has 
therefore been increased from 23 in 1997 to 34 in 2002, and 40 in 2007, whereas the 
total number of sectors in the IO tables remained almost unchanged, i.e. 124, 122 and 
135 respectively (NBS, 2009b). The survey forms for enterprises have been adjusted 
correspondingly (e.g. requiring a more detailed breakdown of services inputs and 
gross output value). For \the 2002 survey, for example, a series of “cost and expenses 
forms” were specially designed for service sectors (Wang, 2004).  
 
With respect to coverage of the surveys, it is obvious that not all individual 
enterprises can be included. In China, the number of large-scale enterprises is small, 
but their share in total output is considerable. Also, they are well-equipped to fill out 
the cost and value-added breakdown forms. Therefore, all large-scale enterprises are 
surveyed. In contrast, there are many medium-scale and small-scale enterprises with 
small shares in total output. “Random sampling” is thus used for medium-scale and 
small-scale enterprises. In 1997 and 2002, 20% and 8%, respectively, of the 




region.16 The total amount of surveyed enterprises was as high as 26,000 in 2002 (Qi, 
2007). It should be noted that this coverage is even higher than the coverage for the 
yearly gross domestic products survey.  
 
As a final remark, it should be emphasized that for the Chinese IO surveys, 
intermediate inputs are defined so as to include both domestically produced and 
imported goods and services. Because the intra-regional intermediate inputs are not 
singled out, the Chinese regional IO tables yield “regional technical coefficients” 
(which measure the total amount of input of good i—no matter whether it is produced 
within the region, in another region, or abroad—per unit of output in sector j in the 
region). For several types of studies, however, the regional input coefficients (which 
measure the input of good i produced within the region per unit of output in sector j in 
the region) are required. In those cases, the Chinese regional IO tables cannot be 
readily applied and the regional input coefficients need to be estimated. This is done, 
for example, in Chapter 5 of this thesis. 
 
Input-Output Tables for Special Purposes 
 
In addition to the official tables listed in Table 1.2, Chinese economists have also 
constructed many “special” IO tables. These were based on the official tables but 
adapted to serve specific research objectives. One of the main types are tables that 
focus on a particular sector (or set of sectors) and in which the information of this 
very sector is elaborated. For example, the national IO table of the agriculture sector 
in 1981 lists 47 detailed agricultural sectors and the remaining sectors are the same as 
those in the official tables (Polenske and Chen, 1991). Other national IO tables that 
have been developed subsequently focused on: the mechanical and electronic industry, 
the chemical industry, television production, the copper industry, the information 
industry, and energy consumption (see Chen et al., 2005, for an extensive review). 
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 There might be minor adjustments in the sample percentages, made by the regional statistical 
bureaus. Some regions may not have large-scale enterprises in certain industries. In such cases, 
regional statistical bureaus tend to increase the sample percentages for medium-scale and small-scale 




Another important set of IO tables are interregional tables, i.e. tables that contain 
explicit information about the deliveries of sector i in region r to sector j in region s, 
for multiple regions. Until now, two interregional IO tables have been published for 
China. The 1987 table divides China into 7 regional zones and covers 9 sectors, and 
was developed by the International Center for Study of East Asia Development 
(ICSEAD) in Japan (Ichimura and Wang, 2003). The 2000 table distinguishes 8 
regional zones and 17 sectors and was constructed by the Institute of Developing 
Economies (IDE) in Japan (see IDE, 2003).  
 
 IO tables for specific purposes or cases are not only compiled and applied at the 
macro-economic level, but also at the micro-economic or firm level. The development 
of IO techniques in China has received considerable interest from business which has 
contributed to create a separate sub-discipline, namely enterprise IO analysis. More 
than 100 large and medium-sized enterprises of China have constructed IO tables until 
now. Examples are Huabei Pharmaceutical Factory, Hangzhou Iron and Steel Plant, 
and Shanghai Gaoqiao Chemical Plant (Li, 2008; Meng, 2009). 
 
Applications with Input-Output Tables 
 
The IO tables, combined with various satellite accounts, have been widely used for 
purposes of planning, forecasting and managing the Chinese economy. Early 
examples of applications at the macro-economic level are given by the annual and the 
five-year plans. One of the pioneer works is by Chen and Xue (1984), who applied the 
1979 physical IO table and found that about 15 million tons of crude oil were used in 
1975 by the electricity power industry whereas the generation of electricity power by 
coal and fuel oil was more effective. On the basis of their study, proposals were 
submitted to the National Planning Commission to stop the combustion of crude oil 
for generating electricity so that more crude oil could be exported. Another example 
with a large policy relevance followed from estimates derived from the 1987 national 
IO table. That is, the NBS proposed to increase the investments in construction by an 




achieved. The proposal was accepted by the State Council and highly appraised by 
former Premier Li Peng who stated that “the suggestion played an important role in 
the Chinese national economic development of 1990” (Li, 1992).  
 
Chinese researchers have extensively applied IO tables not only in national 
economic planning, but also in impact analyses. For example, Li et al. (2001) 
estimated the effect of China becoming a member of the WTO on the GDP. The total 
effect on the annual growth rate of GDP was estimated to be more than 0.5% in the 
period 2001-2010. Liao et al. (2007) measured the total influence of the 2008 
Olympic Games on Beijing’s economy, for which they compiled a special IO table. 
They calculated the total economic benefits of the Olympic Games, the direct 
investments, and the consequences for energy consumption and the emissions of 
pollutants. Also in many other areas applications of Chinese IO tables have been 
developed. Examples include grain output predictions (Chen et al., 2008), the use of 
natural resources (Liu and Chen, 2008; Liu, 2008), environmental protection (Ai and 
Polenske, 2008), and education (Zhang and Chen, 2008). These applications indicate 
that IO analysis plays a very important role in analyzing the Chinese economy. 
At the micro-economic level, enterprise IO tables turn out to be very useful for 
cost accounting and operation management of the enterprises (Li, 2008). Pioneering 
work has been carried out by Li and his colleagues since the 1970s. They constructed 
IO tables for several companies, such as Anshan Iron and Steel Company, Yunnan 
Tin Company and Jilin Chemical Products Company. They developed the 
physical-monetary IO enterprise model and proposed the so-called “comprehensive 
proportional allocation method” to compile the tables (Li, 2004). Tong and Wang 
(1992), developed an enterprise model and constructed an IO table for Hualin Rubber 
Corporation, which includes all of its 400 products. A system of cost calculations and 
predictions was designed and used in the corporation’s operational management since 
1991. Nowadays, the power of enterprise IO models has been extensively 




enterprise IO framework—has been used by more than 100 large-scale enterprises in 
China (Li, 2008; Meng, 2009).17  
 
As mentioned before, regional IO tables are a powerful tool to analyze the regional 
economy. Internationally, regional tables and their applications have received 
considerable scientific attention. An important part has been devoted to the issue of 
constructing regional IO tables (see the overviews by Hewings, 1991, and Lahr, 2001). 
In contrast, due to the problems with data accessibility, most applications for China 
have been using interregional IO tables (see e.g. Ichimura and Wang, 2003; Okamoto 
and Ihara, 2004; Zhang et al., 2005; Shi et al., 2006; Liang et al., 2007). It should be 
stressed, however, that these interregional IO tables for China are highly aggregated, 
including 7 regional zones for the 1987 table and 8 zones in 2000. 
 
As a matter of fact, applications with the Chinese regional IO tables are relatively 
rare. Exceptions are Naughton (2003) and Batisse and Poncet (2004). Both studies do 
use information from the regional IO tables, but not the entire tables. Due to 
confidentiality reasons, the intermediate flow data remained inaccessible. Therefore, it 
was great news when—by the end of 2008, after most of the analyses for this thesis 
were finished—the NBS decided to publish the Chinese regional IO tables of 2002, 
with a 42-sector classification. Clearly, this decision to open up the full data to the 
scientific community is an important step for future regional economic research on 
China. 
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Improved Non-survey Estimation of Regional Input-Output Tables 
Using Cross-Regional Methods1 
 
 
2.1  Introduction 
Fueled by the policy relevance of regional input-output analysis, a vast literature on 
the construction of regional input-output tables has emerged. Especially hybrid 
methods, which combine non-survey approaches with superior survey-based data, 
have become popular.2 This does not mean, however, that non-survey methods are 
not being employed anymore. On the contrary, non-survey techniques still receive 
considerable attention, if only since they are at the heart of the first step of hybrid 
methods (see e.g. Lahr, 1993, 2001; Okamoto and Zhang, 2007; Bonfiglio and Chelli, 
2008). 
 
A number of non-survey techniques to estimate an input-output table for a certain 
object region and object year have been developed over the past decades. These 
techniques, like all methods introduced and analyzed in this chapter, have in common 
that row and column totals (like sectoral gross output) are known, but that the block of 
intermediate inputs has to be estimated. 
 
Updating the latest available survey-based input-output table by iteratively 
rescaling rows and columns to known margin totals of the object table, i.e. the 
so-called RAS technique, is still a very popular method. In terms of estimation 
performance, it is hard to beat if no supplementary information is available 
(Oosterhaven et al., 1986; Polenske, 1997; Jackson and Murray, 2004). Alternatively, 
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 This chapter is an extension of Jiang et al. (2011). 
2
 See, e.g., Jensen et al. (1979), Greenstreet (1989), West (1990), Midmore (1991), Jackson (1998),  




regionalization using regional purchase coefficients is an often used method if a 
survey-based national table for the object year is available (see, e.g. Flegg et al., 
1995). In case survey-based tables for other regions are available for the object year, 
substituting input coefficients from a table for the region that is similar according to 
some yardstick is also widely used (see, for example, Rueda-Cantuche et al., 2009, 
who use information for Belgium to construct import tables for Luxembourg). These 
methods have in common that estimated coefficients are based on information 
contained in a single survey-based table.3 We feel that much less experience has been 
gained with regional IO table construction based on information contained in several 
other regional tables, although some methods have been proposed (see, e.g., Jensen et 
al., 1988; 1991).  
 
This chapter aims at providing information to practitioners about how to take full 
advantage of the information on intermediate inputs included in a cross-section of 
other regional tables in estimating a regional object table. The methods we analyze are 
empirically compared with the survey-based input-output tables for Chinese provinces 
in 1997 and 2002, covering 27 regions and 31 industries.4,5 Our choice for these 
Chinese tables is suggested by two considerations. First, the Chinese set of regional 
IO tables is unique in the sense that it is the largest available set of harmonized tables 
expressed in one single currency. Second, the well-known characteristic of large 
geographical disparities in China adds to the attraction of our analysis: the vast 
majority of regions are clearly not representative for the nation and heterogeneity 
abounds.  
The plan of the chapter is as follows. Section 2.2 briefly reviews ‘traditional’ 
approaches of constructing non-survey regional technical tables, which do not rely on 
the identification of cross-regional patterns. Section 2.3 proposes the four 
                                                 
3
 Purists would be right in arguing that exchanging or substituting coefficients first uses information 
from multiple regional tables to identify the most similar region. Next, however, it disregards all 
information contained in tables for regions that might have a high degree of similarity to the object 
region, but are not the most similar. 
4
 As mentioned also in Chapter 1, data for the province Hainan and for the autonomous regions Tibet, 
Qinghai and Xinjiang are not available. 
5
 In order to make the tables comparable for 1997 and 2002, the industries in our data set were 
aggregated into 31 industries. See the table in Appendix 2A for the classification. 
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cross-regional methods that will be employed. Section 2.4 presents a comparison of 
the estimation results obtained using the cross-regional approach to those generated 
by the traditional methods. Section 2.5 systematically tests the robustness of our 
comparison results if the available cross-regional sample would be smaller and 
contain much fewer than 26 tables. These experiments provide guidelines on which 
method to use in a variety of situations regarding data availability. In section 2.6 we 
summarize our findings and conclude. 
2.2  Non-Survey Methods Based on the Coefficients of a Single Input-Output 
Table  
Before starting our review of methods, we should first delve a little bit deeper into the 
nature of the Chinese regional input-output tables at hand. As mentioned in chapter 1, 
Chinese regional tables only provide information on intermediate deliveries including 
imports. This means that the intermediate delivery Xij expresses the total input of 
products from sector i by sector j in region r, irrespective of the location of sector i. 
This makes that some parts of the literature on the construction of regional IO tables, 
which focus on estimation of intra-regional inputs only, is not relevant for the 
situation at hand. Since we focus on what Boomsma and Oosterhaven (1992) coined 
“technical tables”, we do not have to deal with the estimation of regional purchase 
coefficients (alternatively called location quotients).6 Regional purchase coefficients 
(Flegg et al., 1995, Flegg and Webber, 2000, Tohmo, 2004, Riddington et al., 2006) 
indicate what share of a regional industry’s inputs is sourced domestically. Sizes of 
regions and transport costs of specific inputs are just two of the main variables that 
are often supposed to play an important role in the determination of location 
coefficients. We can abstain from these issues. 
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2.2.1 Intertemporal Updating 
The ‘RAS’ technique developed by Stone and Brown (1962) has been acknowledged 
as one of the most widely-used ways to update tables, based on the input-output 
structure of a latest available survey-based table and information on the margins (such 
as total intermediate input use and total intermediate inputs supplied by industry) for 
the object table. Many variations of the original RAS updating techniques exist, 
however (see e.g. Morrison and Smith, 1974; Sawyer and Miller, 1983; Polenske, 
1997; Jalili, 2000; Jackson and Murray, 2004). RAS can be seen as a method that tries 
to reconcile the old intermediate input structure as well as possible with the new 
column and row totals. Despite regular complaints about the poor performance of 
RAS, reviews of empirical results such as Polenske (1997) and Jackson and Murray 
(2004) tend to conclude that RAS results are seldom outperformed by alternatives 
using the same type of information. 
 
In the context of the present analysis, information on total inter-industry sales and 
total inter-industry purchases taken from a 2002 table and the input coefficients taken 
from the 1997 table for the same region allows us to apply the RAS method to update 
all 27 regional tables to 2002. Next, the quality of these estimates by updating is 
assessed by comparing the updated tables to the true 2002 tables, by yardsticks that 
will be discussed below.  
2.2.2 Regionalization of National Tables 
Updating techniques, however, cannot be used if IO tables have not been constructed 
for the object region before. For regional analyses (as opposed to country-level 
studies), the literature recognizes many alternative approaches to produce non-survey 
IO tables, but most of these focus on the domestic sourcing issue that is not relevant 
to us, as we explained above. 
 
As far as technical tables are concerned, national tables are most often 
regionalized by RAS methods (Boomsma and Oosterhaven, 1992). The national input 
Non-survey Estimation Using Cross-regional Methods 
 
31 
coefficients for 2002 are taken as a starting point and information on the row and 
column sums of the regional intermediate deliveries matrix is taken as constraints. 
Iterated rescaling of rows and columns then generates a table with estimated technical 
coefficients for the object region.  
2.2.3 Exchanging coefficients 
Instead of using a national table to reflect the economic characteristics of a particular 
region r, one might use information from an existing table for another region, r’. 
Especially if r and r’ are thought to be economically and technologically similar, the 
estimation error is likely to be small (Miller and Blair, 1985). Hewings (1977) gave an 
example of coefficient exchange at the regional level, estimating a table for the state 
of Kansas 1965 borrowing input coefficients from the table of Washington State for 
1963. Finally, RAS was used to balance the Kansas table obtained in this way.  
 
A problem arises if several regional tables are available to choose from: which of 
the regions is defined to be most similar to r (the object region), in particular in a 
situation in which the input coefficients of the object table are unknown? This issue 
has hardly been discussed in the literature. In this study, we propose to use the vector 
of input coefficients for each sector in 1997 to represent the input technology of the 
corresponding region and sector. 7  Then the similarity index SIjrk for 1997 is 





























SI   (2-1) 
 
in which aij denotes the input coefficients for a region. The expression in the right 
hand side is the cosine between the two input coefficients vectors of r and k. Jaffe 
(1986) proposed such a measure (which is bounded by zero and one given the 
                                                 
7
 This approach is inspired by Leontief (1989), who viewed columns of input coefficients as lists of 




nonnegativity of input coefficients) based on shares of technology classes in the 
patent portfolios of firms.8 
For each sector j, we consider the region k which has the highest SIjrk with the object 
region r as the most similar region. Consequently, its coefficients for 2002 have been 
inserted in the corresponding column of the object table. We repeat this experiment 
for all sectors, after which application of RAS ensures a balanced estimated table for 
2002.  
2.3  Non-Survey Methods Using Cross-Regional Information 
As opposed to the methods described in the previous section, methods using 
information from a multitude of regional tables have barely been evaluated. The 
availability of comparable regional input-output tables for as many as 27 Chinese 
regions allow for a systematic analysis along these lines. We will compare estimated 
tables against the survey-based tables, as well as to the more traditional estimates 
based on information from a single region. In this section, we present two commonly 
used cross-regional approaches. These are based on regression analysis. We find, 
however, that assumptions essential to classical linear regression are violated in our 
dataset. Hence, we also propose two novel methods that deal with these problems.  
 
The idea to use information from other available regional tables in constructing an 
object regional IO tables is not entirely new. Imansyah (2000), for example, proposed 
the “averaging” method, which computes the average input coefficients of the other 
regions, multiplies these with the sector’s gross output level and balances the resulting 
table using RAS method, to generate the objective table. 
 
Another well-known way to produce a matrix of deliveries for the object region 
from a cross-regional perspective starts from the notion of the Fundamental Economic 
Structure (FES), as proposed by Jensen et al. (1988; 1991). By regressing the 
intermediate deliveries on an independent variable that represents the regional 
                                                 
8
 See Oksanen and Williams (1992) and Los (2000) for applications of the cosine measure as a 
similarity measure of two vectors of input coefficients. 
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economic ‘size’, the concept of FES provides a cross-regional insight into the 
estimation of intermediate deliveries, as the following equation shows: 
 
)()()( rrXrX ijijijij εβα ++=  (2-2) 
 
Xij(r) represents the intermediate deliveries for region r and X(r) is an indicator of the 
economic size of region r. Įij and ȕij are cell-specific parameters to be estimated, İij is 
considered to be random noise. Based on a series of IO tables for ten regions of 
Queensland, Jensen et al. (1988) found highly significant estimates for the parameters 
for many cells Xij, though not for all. Jensen et al. consider the cells for which 
Equation (2-2) has a high explanatory power to be part of the Fundamental Economic 
Structure and indicate that such a FES could be used in a compilation of regional 
tables. Van der Westhuizen (1992) and Thakur (2004) actually used the FES 
technique to compile regional IO tables. They also estimate regression equations that 
related the intermediate delivery Xij(r) to alternative region-specific variables, such as 
total population, total value-added, gross output for sector i and gross output for 
sector j in the region. Next, they estimate cells for the object table based on the 
parameters and corresponding independent variables, and apply RAS for balancing. 
 
We can show that Imansyah’s (2000) averaging method represents a special case 
of the FES approach, if we limit Jensen et al.’s (1988) FES method to regressions 
with regional sectoral gross output levels Xj(r) as the independent variable. Denoting 















If Įij is set to zero, the averaging method produces identical estimates as this FES 
equation. The actual differences between the estimates depend on the extent to which 




more efficiently, Įij will be significantly positive. In our analyses below, we will start 
from an equivalent regression equation that has the advantage of being linear in Xj(r): 
 
)()()( rerXra ijjijijij ++= λκ  (2-3) 
 
All four cross-regional methods discussed below have Equation (2-3) as their point of 
departure and can therefore be seen as originating from the FES approach.9  
2.3.1 Averaging coefficients 
Our first cross-regional approach amounts to estimating Equation (2-3) for all aijs 
with the restriction that Ȝij is equal to zero. The sample consists of all Chinese regional 
input-output tables for 2002 in our dataset, with the exception of the object table. Next, 
the estimated input coefficients are multiplied by the values of Xj of the object region 
to arrive at estimated intermediate input flows for 2002. These are reconciled with the 
available margin totals for the object table by means of simple RAS. The method is 
exactly identical to what Imansyah (2000) proposed. 
2.3.2 Ordinary Least Squares regression 
Estimating Equation (2-3) by means of Ordinary Least Squares (OLS) without any 
restrictions on the two parameters comes close to the procedures advocated by Jensen 
et al. (1988). The samples are identical to the samples used for the averaging method. 
After having obtained the estimates for the aijs, the remaining steps in the procedure 
are exactly the same as those for the averaging method. 
 
                                                 
9
 We conducted many estimation experiments using other explanatory variables than regional sectoral 
gross output and nonlinear forms (for example using a logarithmic form or allowing for parameter 
heterogeneity between “poor” (i.e. Western) regions and “rich” (i.e. Eastern) regions. Equation (2-3), 
however, consistently led to estimated tables that most closely resembled the true object tables with a 
simple form. The adjusted R-square obtained with other explanatory variables and other functional 
forms are compared in Appendix 2B, using all 27 regional IO tables for 2002 in the regression.  
Non-survey Estimation Using Cross-regional Methods 
 
35 
Figure 2.1 graphically depicts two situations. In the left panel (which relates to the 
inputs of “textiles” per unit of gross output of the “wearing apparel” industry), OLS 
regression yields an almost flat line that nearly coincides with the line produced by 
the averaging method. Apparently, the use of textiles in the wearing apparel 
manufacturing industry is not subject to economies of scale. 
 
Figure 2.1: Two cases: Averaging coefficients vs. OLS regression 































































The right panel of Figure 2.1 shows an example of an input coefficient for which OLS 
regression and averaging yield completely different results. In this case, which refers 
to the inputs of “electronic and telecommunications equipment” in the “wearing 
apparel” industry, the OLS regression line is clearly upward sloping. Most probably, 
the input of such high-tech equipment (instead of labor or more traditional equipment) 
is only commercially attractive when high volumes are produced. 
 
As is well-known, linear regression by means of the method of least squares leads 
to estimates with desirable properties if a number of assumptions are met. One of 




can be violated in several ways. An example is the occurrence of outliers, which are 
often generated by differences in parts of the data-generating process related to 
variables that are omitted from the regression equation. Another type of violation 
emerges if the true value of parameters included in the regression equation varies with 
ranges of values of the explanatory variables. Taking Equation (2-3) as an example, 
one might think that increasing returns to scale do not play a role for relatively small 
values of Xj, but might set in for larger values (or the other way round). If so, the 
relationship between the variables cannot be represented by a single set of parameters 
and one should allow for parameter heterogeneity. So far, the limited body of 
literature proposing cross-regional methods has not addressed these potential 
problems. 
 
The right panel of Figure 2.1 above suggests that violations of the homogeneity 
assumption may play a role indeed. The very high input coefficient of almost 0.006 in 
the upper right corner of the diagram, for example, is either an outlier or points 
towards a relation between aij and Xj that is different between low and high values of 
Xj. Below, we will propose two advanced regression approaches that address these 
problems. The robust regression approach explicitly deals with the potentially 
disturbing effects of outliers, whereas the threshold regression approach allows for 
parameter heterogeneity. 
2.3.3 Robust regression 
Outliers can have substantial impacts on OLS estimates of parameters in a regression 
equation. If such estimates are not accurate, the estimates of the object tables will be 
inaccurate as well. The potential effects of outliers can be illustrated by means of 
Figure 2.1 (right panel). The very high regional input coefficient of just below 0.006 
associated with a sectoral total input of approximately 160 millions RMB is a clear 
outlier. Since this outlier is located at one of the extremes in the horizontal dimension, 
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it tilts the OLS regression line anticlockwise.10 This single observation (which is 
called a ‘bad leverage point’ in the terminology of Rousseeuw and van Zomeren, 
1990) has much more impact on the estimated coefficients than the observations that 
are closer to the centre of the cloud of observations. The second highest regional input 
coefficient of about 0.004 is located much closer to the center of this cloud. Hence, 
this outlier does not have much of an impact on the estimated slope. Its effect largely 
remains limited to the estimated intercept. 
 
In order to reduce the effects of outliers and bad leverage points, several robust 
regression techniques have been developed. In our robust regression approach to 
estimating Equation (2-3), we use the procedure that underlies the robustfit algorithm 
in the Matlab programming language. This algorithm uses an iteratively reweighted 
least squares sequence.11 In this algorithm, observations that yield a large residual in 
the first iteration, get small weights in the weighted least square estimation in the next 
iteration. Hence, the impact of outliers is severely reduced. In our application weights 
are determined according to a bisquare weighting function (see Beaton and Tukey, 
1974). After having obtained estimates for the parameters of Equation (2-3) in this 
way, an aij for the object region is predicted based on the total sectoral inputs Xj(r). If 
the sample for a specific aij does not contain outliers, the weights in the iteratively 
reweighted least squares do not deviate much from each other and the estimates using 
robust regression will not be very different from those obtained using OLS. After all 
the input coefficients for the object table have been estimated using robust regression, 
the RAS algorithm is used to align the corresponding table of intermediate input flows 
to the marginal totals. 
                                                 
10
 When the outlier in the top-right part of the figure is included in the sample, the OLS regression has 
a more positive slope than when this outlier would be omitted.  
11





2.3.4 Threshold regression 
If the relation between the dependent variable and the explanatory is characterized by 
strong parameter heterogeneity, estimating parameters as if they were identical for the 
entire sample is likely to lead to undesirable results. One of the simplest approaches to 
avoid such potential problems is threshold estimation, pioneered by Hansen (2000).12 



























where njimr ,...,1,;,...,1 == . Equations (2-4) can be seen as a re-generalization of 
Equation (2-3): For regions with large total inputs of sector j (Xj), the linear 
relationship between the intermediate input coefficient aij and Xj is characterized by 
different values of ț and Ȝ than for regions with small total inputs. γ  is the threshold 
between the two ‘regimes’. It is endogenously estimated, by taking the sample value 
for which the reduction in the sum of squared residuals (SSR) attained by allowing for 
two sets of parameters is largest (Hansen, 2000).13 A likelihood ratio test, the 
outcome of which depends on the degree to which SSR is reduced by allowing for 
two sets of parameters, leads to the decision about whether the split is significant or 
not.14,15 If it is significant, the estimation of a coefficient of the object table depends 
on the size group to which the corresponding total inputs belong. If not, Equation (2-3) 
                                                 
12
 Hansen (2001) presents a very accessible introduction to a strongly related approach used to identify 
structural breaks in time series. In an input-output context, Yamakawa and Peters (2008) apply both 
robust regression and (slightly different) sample-splitting techniques to study input coefficient stability 
over time. 
13
 In principle, more than two sets of parameters might govern the relationship between the input 
coefficients and the total sectoral inputs. In this study, we focus on a situation with two subsamples 
only. We have two reasons for this decision. First, the estimation theory for multiple sample splits has 
not been developed thoroughly, and second, the numbers of observations in ours samples are not very 
high, as a consequence of which we would lose many degrees of freedom when estimating multiple 
splits. 
14
 In this study, we adopt a significance level of 10%. 
15
 The threshold regression approach advocated by Hansen (2000) requires the minimum size of both 
subsamples to be set exogenously (‘trimming’). We followed Hansen’s (2000, 2001) convention to set 
this value to 10-15% of the sample size. This implies that the minimum size of each subsample is 3 
observations.  
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is estimated for all the observations and the estimate for the input coefficient in the 
object table is based on the estimates for the coefficients in this equation. Figure 2.2 
describes the entire procedure underlying the threshold approach. 
 
Figure 2.2: Threshold estimation procedure 
 
 
Figure 2.3 gives two empirical examples of comparisons between the relationships 
between input coefficients and total sectoral inputs as found by applying three of our 
cross-regional estimation methods: OLS, robust regression and threshold regression. 
Obtain all preliminary input coefficients of tables, apply RAS technique to balance the corresponding 
matrix of intermediate input flows  
Use likelihood ratio test for equation relating input coefficient 
and sectoral inputs, to decide on the presence of a threshold 
Yes 
Is split significant? ( p<0.1) 
Estimate coefficient using 
threshold technique, and 
split sample into two 
sub-samples by thresholdγ  
No 
Estimate coefficient using the OLS-results based on whole sample 
Start with 27 regional tables, divide them into 26 sample tables and one object table  
Is sector input in object 
region less than γ ? 
Estimate coefficient using the 
results based on sub-sample 1 No 
Yes 
Estimate coefficient using the 




The two cases are identical to those depicted in Figure 2.1, in which the results for the 
averaging coefficients method and OLS regression are compared. 
 
Figure 2.3: The two cases revisited: OLS, robust regression and threshold 
regression compared 

































































In the left panel, the results for each of the techniques are very much alike. The 
absence of outliers leads to results for OLS and robust regression that are virtually 
identical. The threshold regression approach yields two line segments that are slightly 
upward sloping, but do not show a clear threshold (it did not turn out to be significant 
at 10%). Following the procedure depicted in Figure 2.2, we would use OLS in this 
case. 
 
A completely different situation emerges from the right panel. The importance of 
bad leverage points such as the one in the far northeast of the diagram is reduced in 
the robust regression approach, which leads to a much flatter regression line than in 
the case of regular OLS regression. This implies that robust regression points towards 
much less pronounced decreasing returns to scale than OLS, since the required inputs 
Non-survey Estimation Using Cross-regional Methods 
 
41 
per unit of gross output appear to depend much less on total output levels. The results 
for the threshold regression approach are also very different from the OLS results. For 
sectoral total inputs below the estimated threshold of 0.5x108 RMB, the regression 
results are much flatter than for OLS. The estimated intercepts are very different. For 
the subsample of four observations above the threshold size, the intercept is 
considerably higher than for the remaining observations associated with regions with 
small wearing apparel-manufacturing sectors. 
 
The fact that the results across the three cross-regional methods are very different 
from each other does not offer proof that adopting more advanced methods is 
worthwhile. If samples like the one depicted in the right panel of Figure 2.3 would be 
very rare in regional input-output tables, not much could be won. Unfortunately, the 
robust regression analysis procedure does not make a dichotomous distinction 
between outliers and regular observations. As we explained above, the algorithm 
recomputes weights for all observations. For the threshold regression approach, we 
can provide more evidence. When considering observations for all 27 regions, we 
found splits for 112 out of the 961 cells, which amount to a share of 11.7%.16  This 
share of cells seems sufficiently large to warrant further consideration.    
 
The number of cells for which the estimated slopes (Ȝij in Equation (2-3)) are 
significant is small. For about 3% of the cells we find an R2 of at least 0.25 for the 
univariate regressions, which indicates that deviations from constant returns to scale 
are generally not very strong. It should be noted, however, that statistical significance 
is not our main concern. Our primary interest lies in accuracy of the projections, for 
which a comparison of the estimated slopes is much more important. Table 2.1 
provides a comparison of frequencies of classes of slopes as estimated by means of 
Ordinary Least Squares regression and robust regression. It clearly shows to what 
extent corrections for the presence of outliers change the estimation results. The 
estimated slopes are generally closer to zero. The share of cells with an absolute value 
                                                 
16
 This result obtained for Chinese regions does not necessarily generalize to other sets of national or 
regional input-output tables, particularly because the Chinese economy is characterized by a strong 








Table 2.1: Frequencies of estimated slopes for OLS and robust regression 




Ȝ < -0.005 2 0 
-0.005   Ȝ < 0 21 44 
0   Ȝ < 0.0025 277 382 
0.0025   Ȝ < 0.005 156 124 
0.005   Ȝ < 0.01 133 114 
0.01   Ȝ < 0.025 155 125 
0.025   Ȝ < 0.05 114 90 
Ȝ   0.05 103 82 
Total 961 961 
 
 
Table 2.2 compares the frequencies of estimated slopes for the subset of cells for 
which threshold regression yields a split into subsamples corresponding to low and 
high values of sectoral output Xj (see Equation (2-4)) significant at a level of 10%. 
 
Table 2.2: Frequencies of estimated slopes for various regression approaches 
(subset of cells with threshold significant at 10%) 










Ȝ < -0.005 0 0 6 3 
-0.005   Ȝ < 0 1 2 13 10 
0   Ȝ < 0.0025 31 35 27 25 
0.0025   Ȝ < 0.005 15 16 12 8 
0.005   Ȝ < 0.01 8 13 10 11 
0.01   Ȝ < 0.025 28 23 15 26 
Ȝ   0.025 29 23 29 29 
Total 112 112 112 112 
 
 
The results show that positive slopes larger than 0.005 are found slightly more often 
for the subsamples associated with large sectoral output levels. The differences are 
not very marked, though.  
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In the next section, we will compare the estimating performance of the 
cross-regional methods introduced above not only to each other, but also to the more 
traditional methods based on single tables as discussed in Section 2.2. 
2.4  Comparison of Estimation Results 
In this section, we compare the deviations between the survey-based (“true”) regional 
IO tables for 2002 and the estimated tables obtained by applying the procedures 
outlined in the previous section. Throughout the empirical analysis, we will employ 


























WAPE  (2-5) 
 
in which LME×  and LME  denote the estimated and true values of the Leontief inverse B 
= (I-A)-1, respectively.17 
 
The WAPE has been used in a large number of studies, since the weighted 
average of deviations is taken in such a way that large cells receive a larger weight 
than small cells (see, for example, Oosterhaven et al., 2007). We decide to compare 
the deviations for individual cells of the Leontief inverse (instead of, for example, the 
values of intermediate input deliveries or input coefficients), because the cells of the 
Leontief inverse constitute the building blocks of multipliers used in traditional 
impact analyses.18  
 
                                                 
17
 Note that the WAPE is also known as the standardized total percentage error (STPE, see Miller and 
Blair, 1983) and the mean absolute deviation as a percentage of the mean coefficient (MPMC, see 
Sawyer and Miller, 1983). See Lahr (2001, Appendix 3) for an overview of measures. 
18
 In Appendix 2C, we compare the WAPEs for the different methods at the level of intermediate 
deliveries and of input coefficients. The first reason for these extra comparisons is that we would like 
to check the robustness of the results. The second reason is that some practitioners are more focused on 




Table 2.3: Accuracies of estimation methods by region 
 (WAPEs of cells in estimated regional Leontief inverse matrices) 













Anhui 0.347 0.281 0.324 0.240 0.246 0.233 0.251 
Beijing 0.346 0.339 0.390 0.337 0.338 0.324 0.341 
Chongqin
g 0.452 0.423 0.449 0.374 0.377 0.366 0.376 
Fujian 0.444 0.370 0.382 0.350 0.353 0.362 0.357 
Gansu 0.377 0.365 0.404 0.301 0.296 0.286 0.297 
Guangdon
g 0.328 0.309 0.329 0.284 0.294 0.284 0.301 
Guangxi 0.407 0.381 0.393 0.317 0.311 0.326 0.316 
Guizhou 0.429 0.399 0.419 0.332 0.326 0.344 0.321 
Hebei 0.264 0.228 0.351 0.202 0.210 0.205 0.213 
Henan 0.385 0.335 0.408 0.306 0.323 0.299 0.330 
Heilongjia
ng 0.297 0.263 0.284 0.214 0.220 0.212 0.223 
Hubei 0.239 0.236 0.296 0.207 0.208 0.225 0.213 
Hunan 0.364 0.290 0.335 0.256 0.260 0.256 0.258 
Jilin 0.362 0.405 0.374 0.394 0.390 0.376 0.388 
Jiangsu 0.337 0.306 0.314 0.272 0.265 0.269 0.268 
Jiangxi 0.352 0.301 0.345 0.260 0.269 0.243 0.263 
Liaoning 0.304 0.239 0.262 0.218 0.221 0.214 0.217 
Neimeng 0.455 0.401 0.376 0.334 0.327 0.345 0.325 
Ningxia 0.389 0.362 0.429 0.313 0.309 0.308 0.320 
Shaanxi 0.335 0.313 0.390 0.283 0.288 0.277 0.292 
Shandong 0.391 0.401 0.508 0.348 0.384 0.430 0.389 
Shanxi 0.383 0.407 0.419 0.373 0.377 0.387 0.375 
Shanghai 0.256 0.226 0.298 0.237 0.233 0.214 0.232 
Sichuan 0.329 0.306 0.321 0.248 0.248 0.258 0.247 
Tianjin 0.433 0.349 0.432 0.330 0.335 0.331 0.332 
Yunnan 0.434 0.365 0.446 0.285 0.276 0.280 0.265 
Zhejiang 0.320 0.275 0.348 0.254 0.258 0.286 0.254 
Average 0.361 0.329 0.385 0.291 0.294 0.294 0.295 
Count 0 0 1 8 2 12 4 
* Shaded cells indicate the method with the highest accuracy for a region.  
** See Appendix 2C for the WAPEs of methods for estimating the intermediate deliveries matrix and 
the input coefficients matrix.  
 
Table 2.3 presents the WAPEs for each region and method. The last row (“count”) 
indicates the number of regions for which the methods of the associated columns have 
the highest accuracy. In a similar vein, the row “average” presents the unweighted 
averages of WAPEs over regions for the seven methods considered. 
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The WAPEs documented in Table 2.3 appear to be high, but it is well-known that 
applications of unmodified RAS generally lead to inaccurately estimated object tables 
(see, e.g. Lynch, 1986; Polenske, 1997). For the dataset we study here, most WAPEs 
would decline sharply to 0.1-0.2 when the 5% most important cells would be replaced 
by the true, survey-based values (See chapter 3 for more detailed information). The 
actual construction of regional input-output tables is often done by means of such 
‘hybrid’ methods.  
 
A first and very important finding is that cross-regional methods yield far better 
results than single-table methods. The estimations made with the cross-regional 
models produce overall average WAPEs between 0.291 and 0.295, while the 
corresponding range is 0.329-0.385 for traditional methods. At the level of individual 
regions, cross-regional methods also show a clear superiority over single-table 
methods, since only for Jilin the minimum WAPE is found for a single-table method. 
We also observe that for most regions the WAPEs for cross-regional methods are very 
close to each other. In 21 out of 27 regions the worst cross-regional method still 
scores better than the best single-table method.  
 
Second, it appears that regionalization based on the national table generates the 
best estimations among the class of single-table methods, followed by updating, while 
exchanging coefficients with the most similar region performs worst. This is a rather 
surprising result since updating a recent table is one of the most popular techniques to 
compile regional input-output tables. It is also striking that the exchanging 
coefficients procedure is outperformed by regionalization, in spite of the fact that it 
uses information from all other regions in selecting the regional production structure 
that was most similar in 1997. A reasonable explanation for these results might be that 
input coefficients for regions undergoing rapid development are far less stable than 
ones for developed countries. 19  Dietzenbacher and Hoen (2006), for example, 
examined the stability of input coefficients based on a time series of annual 
input-output tables for the Netherlands, covering the period 1948-1984. They found 
                                                 
19




that 80% of the cells had coefficients of variation below 0.3. For a set of Chinese 
survey-based national tables covering the period 1987-2002, we find that not a single 
input coefficients features a coefficient of variation smaller than 0.5, and the 
proportion of input coefficients with a coefficient of variation below 0.8 is a mere 
30%.20 
 
Third, turning our attention to the cross-regional methods, we can conclude that 
the four methods perform very close to each other on average, but that there are some 
marked differences at the level of individual regions. The robust regression method 
performs best for 12 regions, while the averaging coefficients method appears 
superior for 8 regions. OLS regression and the threshold regression approach score 
best in a substantially smaller number of cases. These relative performances are also 
reflected in the ranking of the accuracies (1 = most accurate; 4 = least accurate) of the 
four methods, averaged over the 27 regions. These are 2.30, 2.72, 2.26 and 2.72, for 
averaging, OLS regression, robust regression and threshold regression, respectively. 
Apparently, OLS regression as advocated by the proponents of the Fundamental 
Economic Structure suffers from problems caused by bad leverage points such as in 
Figure 1 in this empirical application for China. Threshold regression emerges as an 
approach to this issue that should not be preferred. It yields substantially more 
accurate estimations for only two Western regions (Guizhou and, particularly, 
Yunnan). Instead, using the averaging approach (which imposes constant returns to 
scale) and robust regression turn out to be promising approaches.  
 
The overall average WAPE of the averaging method is slightly lower than the 
WAPE for the robust regression approach. Robust regression, however, is superior to 
averaging in the majority of cases (15 out of 27). This paradox is mainly due to two 
regions with “extreme” results: Shandong and, to a somewhat lesser extent, Zhejiang. 
For these regions, the robust approach yields far worse accuracies than averaging. 
Table 2.4 lists the numbers of outliers based on robust regressions of Equation (2-3) 
with all 27 provinces included in the sample and difference in accuracy between 
                                                 
20
 See the table in Appendix 2D for detailed information.  
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averaging and robust regression methods. The regression was run 961 times, i.e. for 
each of the (i,j)-pairs. The colum “numbers of outliers” shows how often an 
observation for the corresponding region was found to be an outlier.21  
 
Table 2.4: Numbers of outliers and differences in accuracy between averaging 






















Anhui 49 0.006 Heilongjiang  63 0.002 Ningxia 65 0.005 
Beijing 62 0.014 Henan       62 0.007 Shaanxi 52 0.006 
Chongqing 58 0.007 Hubei       91 -0.018 Shandongi 116 -0.082 
Fujian 97 -0.012 Hunan       61 0.000 Shanghai 59 0.023 
Gansu 38 0.016 Jiangsu      62 0.003 Shanxi 90 -0.015 
Guangdong 67 0.000 Jiangxi      46 0.016 Sichuan 70 -0.010 
Guangxi 62 -0.009 Jilin        73 0.018 Tianjin 50 0.000 
Guizhou 41 -0.012 Liaoning     59 0.004 Yunnan 57 0.005 
Hebei 67 -0.003 Neimeng 48 -0.011 Zhejiang 108 -0.032 
*
 Outliers are defined as observations receiving a weight smaller than 0.00005 in the final stage of the 
iteratively reweighted least squares program as reported by Matlab’s robustfit routine.  
**
 Positive values point at more accurate estimates by robust regression (WAPEa = weighted average 
percentage error for averaging; WAPEr = weighted average percentage error for robust regression). 
 
According to Table 2.4, Shandong and Zhejiang are special indeed, in the sense 
that the numbers of cells considered as outliers is very high. About 12% of the 961 
input coefficients in each of these two regions are located very far from the main 
cloud of observed input coefficients. In the robust regression approach, such 
observations get a very low weight, as a consequence of which the regression line is 
relatively often very far away from the observation. Hence, it is not surprising that 
estimations for regions with large numbers of outliers are relatively bad.    
 
                                                 
21
 Formally, the iteratively reweighted least squares procedure does not yield a clear distinction 
between outliers and regular observations. However, if the algorithm leads to observations with a very 
small weight after the final iteration, this is a sign that the corresponding observation is located well 
above or below the robust regression line. Here, we rather arbitrarily denote observations with a final 




2.5  Robustness Test of Comparison Results 
The most important conclusion so far is that cross-regional methods systematically 
generate better estimations than more traditional methods using information from just 
one table. It should of course be borne in mind that we obtain these results for a set of 
developing regions in China, which are undergoing rapid changes in production 
structure. 
 
If we want to judge our results in a more general context of practitioners in need 
of regional tables without the funds or time to construct survey-based material, it is a 
rather strong assumption that as many as 26 tables are available as inputs for 
cross-regional inputs. In this section, we will investigate whether the superiority of 
cross-regional methods as reported in the previous section carries over to situations in 
which less tables can be used. 
 
For reasons of space, we focus on the averaging coefficients and robust regression 
methods as representatives of the cross-regional methods. Further analyses of OLS 
and threshold regression are omitted, because these were most often outperformed. 
For similar reasons, we drop the exchanging coefficients method from the set of 
approaches based on coefficients from a single input-output table. In this class of 
methods, we scrutinize the performance of intertemporal updating and regionalization 
of national tables.  
2.5.1 Experiments with Sets of Random Samples  
The relative performance of the estimation methods under consideration is likely to 
depend on the regional tables making up the sample. In the previous section, 
randomness did not play any role, because all 26 tables (27 minus the one object table) 
were automatically included in the sample. Now, we intend to have a closer look at 
how the estimation methods perform if, for example, the averaging method is based 
on just 10 observations. In principle, we could study results for all 
26!/(10!Â16!)=5,311,735 possible distinct samples, but we decided for a different 
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approach. In an experiment with strong similarities to bootstrapping, we randomly 
drew 1,000 samples for each region and sample size studied.22 Next, we compute 
WAPEs for each sample. We summarize the empirical distribution of WAPEs as 
obtained in this way by means of the most straightforward statistic: the average 
WAPEs for the methods (as computed over 1,000 WAPEs). Finally, to facilitate 
bilateral comparisons of methods, we compute the percentage of random samples for 
which one method yields lower WAPEs than for the other.  
2.5.2 Comparison Between Averaging and Robust method 
In this section, we firstly study the relative performance of the two cross-regional 
methods for situations with samples of 10, 15 and 20 observations, respectively. The 
results are presented in Table 2.5.23 The average WAPEs for the averaging and robust 
regression methods are listed in the first two columns, for each number of 
observations. The percentages in the rightmost columns denote the percentage of 
random samples for which averaging yields a higher accuracy (lower WAPE) than 
robust regression.24 For example, 34% in the first row and third column indicates that 
for the Anhui region, averaging coefficients outperform robust regression for only 
34% of the random samples. 
 
                                                 
22
 In theory, it is possible that the sets of 1,000 samples contained duplicates, since we drew samples 
with replacement. Please note that a single sample could not contain a regional table more than once.  
23
 The table only shows the results for the estimates of the Leontief inverse. Appendix 2E includes the 
comparisons for the estimates of the intermediate deliveries matrix and for the input coefficients 
matrix. 
24





Table 2.5: Comparison of the Leontief inverse’ accuracy of the averaging 
coefficients and robust regression methods, with different numbers of 
observations* 
Number of observations 
















































Anhui       0.242 0.240 34% 0.246 0.246 49% 0.252 0.256 68% 
Beijing      0.339 0.336 31% 0.341 0.344 56% 0.345 0.356 74% 
Chongqing   0.375 0.367 4% 0.378 0.370 13% 0.382 0.377 31% 
Fujian       0.352 0.363 99% 0.355 0.366 94% 0.360 0.371 86% 
Gansu       0.304 0.290 0% 0.306 0.294 4% 0.312 0.304 21% 
Guangdong   0.285 0.287 51% 0.288 0.301 73% 0.291 0.327 94% 
Guangxi     0.319 0.327 92% 0.322 0.329 82% 0.329 0.336 78% 
Guizhou     0.335 0.343 95% 0.338 0.344 80% 0.344 0.350 75% 
Hebei       0.204 0.207 62% 0.208 0.216 73% 0.214 0.231 81% 
Henan       0.308 0.305 31% 0.311 0.312 50% 0.317 0.327 70% 
Heilongjiang  0.217 0.216 33% 0.222 0.220 42% 0.230 0.231 56% 
Hubei       0.210 0.226 100% 0.215 0.230 99% 0.223 0.239 95% 
Hunan       0.258 0.260 76% 0.262 0.265 74% 0.268 0.273 78% 
Jilin         0.396 0.382 19% 0.400 0.392 36% 0.405 0.410 45% 
Jiangsu      0.273 0.279 71% 0.276 0.290 82% 0.280 0.308 95% 
Jiangxi      0.262 0.248 0% 0.265 0.254 5% 0.269 0.266 36% 
Liaoning     0.221 0.217 20% 0.224 0.222 32% 0.230 0.234 56% 
Neimeng 0.337 0.344 87% 0.341 0.346 71% 0.347 0.352 67% 
Ningxia      0.315 0.313 28% 0.318 0.320 61% 0.324 0.333 79% 
Shaanxi      0.285 0.279 9% 0.287 0.283 20% 0.292 0.291 44% 
Shandong    0.350 0.429 100% 0.353 0.428 100% 0.358 0.429 100% 
Shanxi      0.374 0.385 91% 0.376 0.385 83% 0.380 0.387 73% 
Shanghai     0.238 0.223 3% 0.240 0.234 26% 0.245 0.254 61% 
Sichuan      0.250 0.259 99% 0.254 0.263 93% 0.261 0.273 90% 
Tianjin      0.331 0.332 58% 0.332 0.334 62% 0.335 0.341 74% 
Yunnan      0.288 0.283 18% 0.292 0.287 31% 0.299 0.296 42% 
Zhejiang 0.256 0.290 100% 0.258 0.298 100% 0.264 0.308 100% 
Average 0.293 0.297 52.3% 0.297 0.303 58.9% 0.302 0.313 69.2% 
Count 14 13 13# 17 10 10# 22 5 6# 
*
 Shaded cells indicate the method with the highest accuracy for a region. 
#
 Number of regions with percentage of WAPEa<WAPEr smaller than 50%.  
 
A first observation is that WAPEs increase when less observations are available, 
irrespective of the method adopted. This implies that as many tables as possible 
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should be used when applying cross-regional methods. We also find, however, that 
the WAPEs increase remarkably slowly when sample sizes are reduced, which is a 
reassuring result. 
 
With respect to the comparison between the averaging coefficients and robust 
regression methods, we find that the advantage of the latter over the first in terms of 
the number of regions for which it performs better (see Table 2.5) switches to a 
disadvantage when the numbers of observations in the sample decline. For the case of 
20 observations, the robust regression method performs better in 13 regions according 
to average WAPE, while these numbers drop to only 10 and 5 in the cases of 15 and 
10 observations, respectively (see the bottom line of Table 2.3). In a similar vein, we 
find that the advantage of the averaging coefficients method in terms of the 
unweighted average of average WAPEs as documented in Table 2.4, also grows if 
fewer observations are available (from 0.004 for 20 observations to 0.011 for 10 
observations). Analysis of the percentages of samples for which averaging 
coefficients performs better than robust regression tells a similar story. Only for Jilin 
with a sample size of 10, we find that the results for the majority of random samples 
favor robust regression, while the average WAPE is smaller for averaging. Apart from 
this case, the average WAPE appears to be a statistic that captures the entire empirical 
distribution well, at least for the purposes of our analysis. 
 
The result that the performance of the robust regression method worsens with 
lower numbers of observations can be explained by the fact that numbers of outliers 
decrease if the numbers of observations become small. Hence, the empirical 
differences between robust regression and OLS regression vanish. In Table 2.3, we 
already found that OLS regression performs systematically worse than the averaging 
method. An important intermediate conclusion we draw is that if only a few regional 




2.5.3 Comparison of Averaging Against Traditional Methods 
In this section, we compare the performance of the averaging coefficients method (a 
cross-regional method) to those of the intertemporal updating and regionalization of 
national tables techniques. If only few regional tables are available, one might expect 
that the clear advantage of the cross-regional methods (as presented in Table 2.3) 
disappears and that the use of single table methods should be favored. Like in the 
previous subsection, we will first compare the accuracies based on average WAPEs 
over 1,000 random samples. The results are documented in Table 2.6. 
 
For all regions except Jilin and the cities of Beijing and Shanghai, we find that 
the cross-regional method beats both single-table methods as long as the number of 
available regional tables is eight or more. Apparently, small numbers of 
contemporaneous tables already yield sufficient information to compensate for the 
fact that the tables relate to regions different from the object region. Only if regions 
have very special structures, such as two well-developed city-provinces (i.e. Beijing 
and Shanghai), regionalization of national tables and (to a lesser extent) intertemporal 
updating methods may prove superior also for larger samples. 
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Table 2.6: Comparison of averaging with different numbers of observations to 
single-table methods (WAPEs based on the Leontief inverse)* 
Num of Obs. for Averaging Object 
Region 26** 20 15 10 8 5 3 Update 
Regiona-
lization 
Anhui        0.240 0.242 0.246 0.252 0.256 0.267 0.286 0.347 0.281 
Beijing       0.337 0.339 0.341 0.345 0.348 0.356 0.368 0.346 0.339 
Chongqing    0.374 0.375 0.378 0.382 0.385 0.394 0.408 0.452 0.423 
Fujian        0.350 0.352 0.355 0.360 0.363 0.372 0.384 0.444 0.370 
Gansu        0.301 0.304 0.306 0.312 0.317 0.327 0.345 0.377 0.365 
Guangdong    0.284 0.285 0.288 0.291 0.295 0.302 0.317 0.328 0.309 
Guangxi      0.317 0.319 0.322 0.329 0.333 0.345 0.364 0.407 0.381 
Guizhou      0.332 0.335 0.338 0.344 0.348 0.360 0.379 0.429 0.399 
Hebei        0.202 0.204 0.208 0.214 0.218 0.231 0.251 0.264 0.228 
Henan        0.306 0.308 0.311 0.317 0.320 0.329 0.345 0.385 0.335 
Heilongjiang  0.214 0.217 0.222 0.230 0.235 0.250 0.271 0.297 0.263 
Hubei        0.207 0.210 0.215 0.223 0.228 0.243 0.265 0.239 0.236 
Hunan        0.256 0.258 0.262 0.268 0.272 0.283 0.301 0.364 0.290 
Jilin         0.394 0.396 0.400 0.404 0.405 0.426 0.451 0.362 0.405 
Jiangsu       0.272 0.273 0.276 0.280 0.284 0.291 0.304 0.337 0.306 
Jiangxi       0.260 0.262 0.265 0.269 0.274 0.284 0.302 0.352 0.301 
Liaoning      0.218 0.221 0.224 0.230 0.235 0.247 0.264 0.304 0.239 
Neimeng 0.334 0.337 0.341 0.347 0.352 0.363 0.381 0.455 0.401 
Ningxia      0.313 0.315 0.318 0.324 0.328 0.337 0.353 0.389 0.362 
Shaanxi      0.283 0.285 0.287 0.292 0.295 0.304 0.318 0.335 0.313 
Shandong     0.348 0.350 0.353 0.358 0.362 0.371 0.387 0.391 0.401 
Shanxi       0.373 0.374 0.376 0.380 0.383 0.390 0.401 0.383 0.407 
Shanghai     0.237 0.238 0.240 0.245 0.247 0.257 0.272 0.256 0.226 
Sichuan      0.248 0.250 0.254 0.261 0.265 0.278 0.299 0.329 0.306 
Tianjin       0.330 0.331 0.332 0.335 0.336 0.344 0.352 0.433 0.349 
Yunnan       0.285 0.288 0.292 0.299 0.303 0.314 0.333 0.434 0.365 
Zhejiang 0.254 0.256 0.258 0.264 0.268 0.279 0.295 0.320 0.275 
*
 Shaded cells indicate that the averaging coefficients method outperforms both single table-based 
methods. 
**
 For a sample size of 26, only one sample can be constructed, containing all regional tables except the 
object table. Thus, the reported WAPE is the same as in Table 2.3. For the other sample sizes, the 
experiment is repeated 1,000 times.   
 
 
Again, we also present results for another statistic (the percentage of random 




averaging), which provides more insight into the empirical distribution of relative 
WAPEs.25 The results are presented in Table 2.7.  
 
Table 2.7: Comparison of accuracies of averaging and regionalization methods 
for different numbers of observations (percentages based on the Leontief 
inverse)* 
Num of obs. 20 15 10 8 7 6 5 3 
Anhui 0% 0% 0% 0% 1% 5% 14% 63% 
Beijing      53% 64% 70% 75% 78% 80% 84% 91% 
Chongqing   0% 0% 0% 0% 0% 0% 0% 14% 
Fujian       0% 0% 10% 19% 28% 41% 51% 81% 
Gansu       0% 0% 0% 0% 0% 0% 2% 16% 
Guangdong   0% 0% 5% 13% 19% 25% 38% 62% 
Guangxi     0% 0% 0% 0% 0% 0% 1% 15% 
Guizhou     0% 0% 0% 0% 0% 0% 2% 16% 
Hebei        0% 0% 8% 23% 31% 42% 58% 87% 
Henan       0% 0% 5% 13% 21% 26% 39% 66% 
Heilongjiang  0% 0% 0% 0% 2% 5% 13% 66% 
Hubei       0% 0% 3% 17% 30% 51% 69% 96% 
Hunan       0% 0% 0% 0% 3% 8% 26% 74% 
Jilin         25% 35% 44% 47% 48% 50% 52% 60% 
Jiangsu      0% 0% 0% 2% 4% 9% 16% 49% 
Jiangxi       0% 0% 0% 0% 1% 6% 14% 44% 
Liaoning     0% 0% 16% 33% 46% 56% 68% 89% 
Neimeng 0% 0% 0% 0% 0% 0% 1% 17% 
Ningxia      0% 0% 0% 0% 1% 5% 11% 38% 
Shaanxi      0% 0% 1% 4% 8% 13% 23% 58% 
Shandong    0% 0% 0% 0% 0% 1% 4% 22% 
Shanxi       0% 0% 0% 2% 4% 7% 14% 36% 
Shanghai     99% 96% 95% 94% 93% 96% 96% 100% 
Sichuan      0% 0% 0% 0% 0% 0% 1% 35% 
Tianjin       0% 0% 8% 16% 18% 27% 33% 53% 
Yunnan      0% 0% 0% 0% 0% 0% 1% 13% 
Zhejiang 0% 0% 12% 28% 35% 46% 65% 88% 
*
 Percentages indicate the share of random samples for which the regionalization method yields a 
higher accuracy than averaging coefficients. Shaded cells represent shares less than 10%. 
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 Readers interested in a comparison of the averaging coefficients method and intertemporal updating 
are referred to the table in Appendix 2F. From a practitioner’s point of view, the results in Appendix 2F 
might be relevant, because national tables are sometimes unavailable while an “old” regional table 
might exist.  
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Table 2.7 by and large confirms the results obtained for the average WAPEs. For a 
sample size as small as seven, we find that in as many as 16 of 27 regions 
regionalization is more accurate than averaging for less than 10% of the random 
samples. For smaller samples, the percentage of samples for which regionalization 
beats averaging coefficients increases. For a sample size of five, for example, we find 
that this happens in eight regions for more than half of the randomly drawn samples. 
 
Moreover, Beijing and Shanghai are the main exception to the rule of superiority 
of cross-regional methods like averaging. That is, regionalization not only performs 
better for moderately small samples, but also for large samples. The production 
structures of these metropolitan cities are apparently better reflected in national tables 
(which incorporate the structures of Shanghai and Beijing) than in regional tables for 
other regions. We also find that some other Eastern and Central regions with a highly 
developed manufacturing sector, such as Fujian, Guandong, Hebei, Hubei, Jilin, 
Liaoning, Tianjin and Zhejiang, tend to have lower accuracies of the averaging 
coefficients method in a relatively large fraction of the set of samples.26 
2.6  Conclusions 
This chapter presents four cross-regional non-survey methods to estimate regional IO 
tables (using as much data for other regions as possible) and tests these methods 
against three more traditional non-survey methods that rely on information contained 
in a single regional table: intertemporal updating, regionalization of a national table 
and exchanging coefficients with a table for the most similar region in the previous 
period. The empirical analysis is done on the basis of two series of Chinese 
survey-based regional input-output tables for 1997 and 2002. They cover 27 regions 
and 31 sectors. 
 
We first argue that Imansyah’s (2000) averaging coefficients method can be seen 
as a special case of the Ordinary Least Squares regression approach that Jensen et al. 
                                                 
26
 In Appendix 2G, we present the comparison of averaging and single-tab methods using WAPEs 




(1988) advocated (inspired by the notion of the Fundamental Economic Structure). 
Next, we introduce two alternative regression-based methods, which deal with outliers 
and bad leverage points. In the present context, these are regions with a production 
structure that is very different from the production structures in many other regions (a 
situation that is frequently encountered in China). The robust regression method 
assumes that there is a single ‘law’ governing the size of input coefficients and gives 
low weight to observations that do not appear to obey this relationship. Threshold 
regression, however, supposes that two ‘laws’ could prevail, one of which relates to 
small sectors and the other to regions in which the sector is large. If evidence for two 
laws is found, the sample is split into two and subsample-specific estimates are 
obtained. 
 
We find that cross-regional methods have systematically better performance than 
the traditional methods based on a single table. This result carries over to situations in 
which fewer regional tables are available. In most cases the availability of seven or 
eight regional tables is sufficient to render averaging coefficients more accurate than 
regionalization of national tables and intertemporal updating. Among the group of 
cross-regional methods, averaging coefficients and robust regression generally turn 
out to be slightly more accurate than OLS and threshold regression. The accuracy of 
the robust regression technique as compared to averaging is relatively weak if the 
number of available regional tables is rather small. In such cases, simple averaging of 
coefficients appears to be the preferred method.  
 
The results obtained in this chapter should be considered carefully, because they 
cannot be generalized to all situations practitioners might face. The Chinese data we 
use are attractive for the purpose of this study because sets of 27 harmonized, 
survey-based regional input-output tables are very rare. This dataset allows us to 
compare the estimation performance of a number of techniques as if samples of 
different sizes were available. One should take into account, however, that this dataset 
is also rather specific in at least two respects. First, the Chinese economy is both very 
heterogeneous and dynamic. Some regions are very backward, while other regions 
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(especially those in the Eastern zone) have been developing very rapidly. 
Regionalization of national tables might perform much better for regions that are part 
of a country without the differences in production structures associated with the 
Chinese regional inequality. A similar argument goes for the bad estimation 
performance of intertemporal updating in our study. If input-output tables are 
estimated for regions that do not develop as quickly as many of the Eastern and 
Central regions in China, production structures as reflected in input coefficients are 
likely to be much more stable over time. This would enhance the quality of estimates 
obtained by intertemporal updating significantly. 
 
Secondly, given the nature of our Chinese data, the study focuses on the 
estimation of technical coefficients, which are defined as intermediate inputs (both 
domestically produced and imported) divided by gross output. Often, however, 
practitioners are interested in estimating input coefficients, defined as domestically 
produced intermediate inputs divided by gross output levels. If cross-regional 
methods would be used to estimate input coefficients, some additional steps seem to 
be necessary, including the estimation of regional purchase coefficients to correct for 
differences in economic size of regions: large regions will purchase relatively much 
from domestic sources, while small regions will import relatively much. This will be 
reflected in different sets of input coefficients, even if the production technologies 
would be identical. An account of the relative qualities of the (adapted) cross-regional 
methods discussed in this study and more traditional methods based on information 
contained in a single table if input coefficients rather than technical coefficients are to 
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Appendix 2A. Sector Classification 
 
 Sector  Sector 
01 Agriculture 17 Electric equipment and machinery 
02 Coal mining,  Crude petroleum and 
natural gas extraction 18 Electronic and telecommunication equipment 
03 Metal ore mining 19 Instruments, meters, cultural and office 
machinery 
04 Nonmetal mineral mining 20 Other manufacturing  products 
05 Manufacture of food products and tobacco processing 21 
Electricity, gas and water production and 
supply 
06 Textile goods 22 Construction 
07 Wearing apparel, leather, furs, down 
and related products 23 
Transport and storage, post and 
telecommunication 
08 Sawmills and furniture 24 Wholesale and retail trade, catering trade 
09 Paper and products, printing and 
record medium reproduction 25 Finance and insurance 
10 Petroleum processing and coking 26 Real estate 
11 Chemicals 27 Social services 
12 Nonmetal mineral products 28 Health services, sports and social welfare 
13 Metals smelting and pressing 29 Education, culture and arts, radio, film and television 
14 Metal products 30 Scientific research and general technical 
services 
15 Machinery and equipment 31 Public administration and other sectors 





Appendix 2B. Statistical Results of Alternative Regressions 
 
Table 2B.1 compares the regression of Equation (2-3) with the regressions of the 
following five equations: 
 
)()()( rerXra ijiijijij ++= λκ  (2B-1) 
)()()( rerXra ijijijij ++= λκ  (2B-2) 
)())(ln())(ln( rerXra ijjijijij ++= λκ  (2B-3) 
)()()()()( rerXrZrXra ijjeijjijijij +++= μλκ  (2B-4) 
)()()()()( rerXrZrXra ijjwijjijijij +++= μλκ  (2B-5) 
 
With aij(r) the input coefficients for the rth region;  
 Xi(r) the output of sector i for the rth region; 
 X(r) the gross output of the rth region; 
 )(rZe  = 1  if  the rth region belongs to an Eastern region; 
= 0  if  the rth region belongs to a Western or a Central region; 
 )(rZ w  = 1  if  the rth region belongs to a Western region; 
= 0  if  the rth region belongs to an Eastern or a Central region; 
 
Two indicators are listed in the table for each equation, one is the number of cells 
for which the adjusted R2 is in a given interval, the other is the cumulative percentage 
of cells with an adjusted R2 larger than the lower bound of the interval. A higher 
number of cells and a higher cumulative percentage for the same interval implies that 
the regression resembles the data better. It can be seen that the other explanatory 
variables (i.e. Equations (2B-1) and (2B-2)) and the logarithmic form (i.e. Equation 
(2B-3)) yield worse results than Equation (2-3). The forms with a dummy outperform 
Equation (2-3) only slightly. Hence, it seems reasonable to accept the simple form of 
Equation (2-3) as the starting point of our cross-regional methods. 
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Table 2B.1: Statistical results of the alternative regressions 
 
Linear form with one independent variable 
output of sector j  
(Eq. 2-3) 
output of sector i  
(Eq. 2B-1) 
total output  
(Eq. 2B-2) Threshold 
of adj. R2  Number Cumulative Number Cumulative Number Cumulative 
0.9 - 1.0 20 2% 11 1% 0 0% 
0.8 - 0.9 43 7% 39 5% 4 0% 
0.7 - 0.8 85 15% 66 12% 32 4% 
0.6 - 0.7 82 24% 62 19% 44 8% 
0.5 - 0.6 83 33% 70 26% 80 17% 
0.4 - 0.5 90 42% 85 35% 108 28% 
0.3 - 0.4 97 52% 95 45% 95 38% 
< 0.3 461 100% 533 100% 598 100% 
Total 961   961   961  
Non-linear forms Linear form with dummy 
logarithmic form 
with output of sector j 
(Eq. 2B-3) 
dummy  for Eastern regions, 
output of sector j (Eq. 2B-4) 
dummy for Western 
regions, 
output of sector j (Eq. 
2B-5) Threshold 
of adj. R2  Number Cumulative Number Cumulative Number Cumulative 
0.9 - 1.0 0 0% 22 2% 19 2% 
0.8 - 0.9 0 0% 54 8% 41 6% 
0.7 - 0.8 4 0% 91 17% 88 15% 
0.6 - 0.7 37 4% 96 27% 84 24% 
0.5 - 0.6 91 14% 86 36% 87 33% 
0.4 - 0.5 130 27% 90 46% 84 42% 
0.3 - 0.4 153 43% 98 56% 93 52% 
< 0.3 546 100% 424 100% 465 100% 






Appendix 2C. The Accuracies for Intermediate Deliveries and Input Coefficients  
 
In Tables 2C.1 and 2C.2, the WAPEs of the cells in the estimated regional 
intermediate deliveries matrix and in the input coefficients matrix are compared for 
the different methods, just as Table 2.3 showed the WAPEs of the cells in the 
estimated Leontief inverse. The accuracies are thus compared for three different 
targets: the intermediate deliveries matrix, the input coefficients matrix, and the 
Leontief inverse matrix. It should be born in mind, however, that these three targets 
are connected with each other (an issue that is also dealt with in Chapter 3). 
Comparing methods across the three targets can be seen as a robustness check of the 
results. 
 
 A first observation from Tables 2C.1 and 2C.2 is that the comparison of methods 
does not yield the same result across targets, when regions are observed individually. 
For example, the averaging approach is the best-performing method for Jiangsu when 
the target is to estimate the intermediate deliveries, whereas robust regression is the 
best method when the target is to estimate the input coefficient, and OLS regression 
performs best when the target is to estimate the Leontief inverse.  
 
However, when we consider the whole set of regions, all the important findings 
from Table 2.3 for the Leontief inverse remain unchanged when targeting the 
intermediate deliveries (see Table 2C.1) or the input coefficients (see Table 2C.2). 
First, cross-regional methods outperform single-table methods. Second, in the class of 
single-table methods,  exchanging coefficients with the most similar region yields 
the worst estimates, followed by updating, while regionalization based on the national 
table performs the best. Third, robust regression and the averaging approach are the 
most promising methods, according to the performances of individual regions (see 
“count” row in the corresponding tables). All in all, it seems that the comparisons of 
the methods are quite robust, even if when different targets are involved. 
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Table 2C.1: Accuracies of estimation methods by region (WAPEs of cells in 
estimated regional intermediate deliveries matrices) 













Anhui 0.511 0.440 0.471 0.386 0.391 0.361 0.393 
Beijing 0.465 0.470 0.514 0.451 0.480 0.461 0.475 
Chongqing 0.451 0.452 0.522 0.373 0.389 0.354 0.388 
Fujian 0.711 0.582 0.591 0.537 0.541 0.540 0.539 
Gansu 0.493 0.522 0.565 0.373 0.375 0.350 0.367 
Guangdong 0.445 0.403 0.440 0.362 0.379 0.380 0.394 
Guangxi 0.492 0.531 0.546 0.429 0.421 0.411 0.432 
Guizhou 0.562 0.508 0.511 0.394 0.373 0.374 0.374 
Hebei 0.345 0.342 0.484 0.294 0.316 0.299 0.325 
Henan 0.524 0.411 0.484 0.377 0.409 0.382 0.419 
Heilongjiang 0.417 0.373 0.412 0.322 0.331 0.332 0.330 
Hubei 0.293 0.332 0.413 0.290 0.291 0.291 0.290 
Hunan 0.532 0.428 0.488 0.366 0.369 0.362 0.367 
Jilin 0.526 0.466 0.479 0.439 0.440 0.426 0.441 
Jiangsu 0.420 0.426 0.438 0.380 0.384 0.384 0.392 
Jiangxi 0.545 0.401 0.443 0.340 0.357 0.347 0.348 
Liaoning 0.452 0.375 0.430 0.358 0.358 0.348 0.357 
Neimeng 0.656 0.534 0.529 0.434 0.424 0.431 0.428 
Ningxia 0.553 0.559 0.583 0.465 0.449 0.435 0.459 
Shaanxi 0.462 0.480 0.572 0.423 0.429 0.411 0.434 
Shandong 0.660 0.668 0.743 0.583 0.635 0.651 0.647 
Shanxi 0.515 0.557 0.636 0.536 0.560 0.546 0.555 
Shanghai 0.323 0.330 0.475 0.356 0.351 0.318 0.352 
Sichuan 0.493 0.419 0.469 0.356 0.359 0.352 0.371 
Tianjin 0.608 0.502 0.708 0.483 0.498 0.493 0.491 
Yunnan 0.464 0.420 0.497 0.330 0.326 0.305 0.329 
Zhejiang 0.436 0.369 0.442 0.335 0.363 0.359 0.356 
Average 0.495 0.456 0.514 0.399 0.396 0.409 0.389 
Count 1 0 0 11 2 12 1 





Table 2C.2: Accuracies of estimation methods by region (WAPEs of cells in 
estimated regional input coefficients matrices) 













Anhui 0.604 0.474 0.531 0.444 0.454 0.413 0.456 
Beijing 0.557 0.556 0.628 0.537 0.552 0.534 0.547 
Chongqing 0.637 0.623 0.643 0.541 0.557 0.527 0.557 
Fujian 0.791 0.675 0.703 0.634 0.642 0.641 0.651 
Gansu 0.620 0.601 0.688 0.498 0.491 0.467 0.486 
Guangdong 0.556 0.481 0.539 0.455 0.479 0.460 0.491 
Guangxi 0.646 0.628 0.650 0.556 0.545 0.551 0.554 
Guizhou 0.698 0.617 0.662 0.536 0.522 0.518 0.518 
Hebei 0.454 0.403 0.562 0.353 0.368 0.354 0.374 
Henan 0.613 0.519 0.631 0.473 0.502 0.462 0.511 
Heilongjiang 0.487 0.438 0.466 0.362 0.367 0.356 0.371 
Hubei 0.387 0.398 0.493 0.366 0.367 0.371 0.372 
Hunan 0.627 0.506 0.551 0.455 0.460 0.443 0.456 
Jilin 0.637 0.576 0.578 0.542 0.540 0.532 0.537 
Jiangsu 0.569 0.519 0.534 0.479 0.478 0.474 0.485 
Jiangxi 0.598 0.485 0.536 0.420 0.438 0.400 0.427 
Liaoning 0.537 0.425 0.480 0.398 0.404 0.376 0.399 
Neimeng 0.760 0.637 0.610 0.549 0.542 0.552 0.540 
Ningxia 0.687 0.627 0.698 0.570 0.567 0.549 0.581 
Shaanxi 0.573 0.519 0.645 0.487 0.490 0.459 0.493 
Shandong 0.726 0.752 0.856 0.669 0.714 0.731 0.724 
Shanxi 0.642 0.648 0.695 0.613 0.628 0.611 0.629 
Shanghai 0.403 0.398 0.563 0.418 0.416 0.378 0.415 
Sichuan 0.562 0.486 0.545 0.427 0.434 0.438 0.434 
Tianjin 0.736 0.604 0.804 0.559 0.575 0.566 0.570 
Yunnan 0.648 0.556 0.646 0.470 0.461 0.443 0.446 
Zhejiang 0.552 0.480 0.533 0.435 0.439 0.448 0.433 
Average 0.604 0.542 0.610 0.491 0.484 0.498 0.479 
Count 0 0 0 7 1 17 2 
* Shaded cells indicate the method with the highest accuracy for a region.  
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Appendix 2D. Coefficients of Variation for the Input Coefficients for 1987-2002 
in China* 
Average input coefficient ija  ( × 1,000) 
Small Large  ijCV  
0 -< 1 1 -< 3 3 -< 5 5 -< 10 10 -< 20 20 -< 50 > 50 Total 
0.0 -< 0.5 
     
0     0     0    0    0    0    0 
    
0 
0.5 -< 0.8  207 236 135 156 158 148 110 1150 Small 
0.8 -< 1.0  332 162   68  96   71   63   20   812 
1.0 -< 2.0  912 247   80  67   53   64   25 1448 Large 
> 2.0  427     2     3    1     1    0    0   434 
 Total 1878 647 286 320 283 275 155 3844 
* The results are based on a series of national survey-based input-output tables in constant prices. The 
tables were compiled by the National Bureau of Statistics for the years 1987, 1992, 1997 and 2002, and 





Appendix 2E. Comparing Averaging Coefficients and Robust Regression for 
Two Other Targets and with Different Numbers of Observations 
 
In Tables 2E.1 and 2E.2, the averaging approach and robust regression are compared 
when the target is to estimate the intermediate deliveries matrix and the input 
coefficients matrix, respectively. The way to compare these two methods is identical 
to what was done for Table 2.5.  
 
The overwhelming findings in Section 2.5.2 (derived from Table 2.5 for the target 
of estimating the Leontief inverse) are quite robust. That is, the WAPEs increase 
when less observations are available, and the superiority of robust regression (in terms 
of the number of regions for which it performs better) is decreasing when fewer tables 
are available. However, it should be noticed that this superiority of robust regression 
over the averaging method is stronger for the target of estimating the intermediate 
deliveries (Table 2E.1) and in particular the input coefficients (Table 2E.2), than for 
the target of estimating the Leontief inverse (Table 2.5). In the case of 10 observations, 
for example, the robust regression method performs better in 5 regions according to 
the average WAPE for estimating the Leontief inverse, while these numbers are 10 
and 11 for estimating the intermediate deliveries and the input coefficients, 
respectively.   
  
For individual regions, however, the results may differ across targets. For example, 
in the case of 20 observations, the averaging method performs best (according to 
either the WAPEs or the Percentage column) for Beijing when estimating the 
intermediate deliveries or the input coefficients, while robust regression performs best 
when estimating the Leontief inverse. This information not only provides some 
insight into the robustness of the results across targets, but is also an indication for 
practitioners with respect to the method to be employed when constructing a 
non-survey table for a certain region. The practitioner may choose the 
best-performing method according to the number of tables that are available (e.g. 
between 10 and 26) and his target (i.e. estimating intermediate deliveries, input 
coefficients or the Leontief inverse). 
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Table 2E.1: Comparison of the intermediate deliveries’ accuracy of the 
averaging coefficients and robust regression methods, with different numbers of 
observations* 
Number of observations 
















































Anhui       0.389 0.367 0% 0.393 0.374 1% 0.401 0.388 13% 
Beijing      0.454 0.477 99% 0.459 0.492 98% 0.467 0.512 97% 
Chongqing  0.375 0.358 1% 0.378 0.364 11% 0.385 0.377 32% 
Fujian       0.540 0.542 64% 0.543 0.546 62% 0.551 0.557 65% 
Gansu       0.376 0.356 0% 0.380 0.366 10% 0.388 0.385 43% 
Guangdong   0.365 0.388 87% 0.370 0.414 94% 0.377 0.466 99% 
Guangxi     0.432 0.413 0% 0.433 0.415 1% 0.439 0.425 11% 
Guizhou     0.396 0.373 0% 0.399 0.377 1% 0.405 0.390 11% 
Hebei       0.297 0.304 80% 0.302 0.320 86% 0.311 0.348 93% 
Henan       0.380 0.392 87% 0.383 0.403 89% 0.391 0.427 91% 
Heilongjiang  0.325 0.337 100% 0.331 0.341 93% 0.341 0.353 89% 
Hubei       0.295 0.294 45% 0.300 0.301 50% 0.310 0.318 66% 
Hunan       0.370 0.369 39% 0.374 0.376 59% 0.383 0.390 71% 
Jilin         0.441 0.430 2% 0.444 0.435 15% 0.449 0.448 42% 
Jiangsu      0.381 0.394 82% 0.384 0.411 89% 0.390 0.445 96% 
Jiangxi      0.344 0.352 91% 0.348 0.359 85% 0.356 0.372 85% 
Liaoning     0.363 0.352 8% 0.367 0.362 30% 0.377 0.386 60% 
Neimeng 0.437 0.432 19% 0.442 0.437 29% 0.450 0.449 44% 
Ningxia      0.468 0.438 0% 0.471 0.452 7% 0.478 0.474 39% 
Shaanxi      0.426 0.415 2% 0.430 0.422 12% 0.437 0.433 37% 
Shandong    0.585 0.662 100% 0.589 0.670 100% 0.596 0.682 100% 
Shanxi       0.538 0.544 78% 0.539 0.546 70% 0.544 0.553 69% 
Shanghai     0.359 0.333 4% 0.362 0.352 27% 0.369 0.387 63% 
Sichuan      0.360 0.357 30% 0.364 0.366 57% 0.373 0.385 77% 
Tianjin      0.486 0.497 95% 0.489 0.502 90% 0.495 0.514 87% 
Yunnan      0.332 0.311 0% 0.337 0.318 0% 0.345 0.335 17% 
Zhejiang 0.337 0.370 100% 0.342 0.391 99% 0.351 0.424 97% 
Average** 0.402 0.402 44.9% 0.406 0.412 50.4% 0.413 0.430 62.7% 
Count 12 15 15# 15 12 13# 17 10 10# 
*
 Shaded cells indicate the method with the highest accuracy for a region. 
**
 Unweighted averages over regions. 
#




Table 2E.2: Comparison of the input coefficients’ accuracy of the averaging 
coefficients and robust regression methods, with different numbers of 
observations* 
Number of observations 
















































Anhui       0.448 0.421 0.0% 0.453 0.431 1.3% 0.463 0.451 17.7% 
Beijing      0.540 0.547 79.9% 0.545 0.559 85.5% 0.552 0.578 92.3% 
Chongqing   0.543 0.531 5.8% 0.547 0.537 17.7% 0.555 0.551 40.2% 
Fujian       0.637 0.643 81.4% 0.642 0.648 74.9% 0.650 0.660 74.9% 
Gansu       0.502 0.477 0.1% 0.506 0.486 4.2% 0.514 0.506 28.4% 
Guangdong   0.459 0.471 75.0% 0.463 0.493 89.2% 0.471 0.537 97.8% 
Guangxi     0.558 0.552 25.3% 0.561 0.554 26.3% 0.568 0.565 41.3% 
Guizhou     0.538 0.520 0.5% 0.542 0.524 1.9% 0.551 0.540 18.9% 
Hebei       0.357 0.357 49.9% 0.363 0.371 66.3% 0.373 0.398 81.7% 
Henan       0.476 0.473 34.8% 0.480 0.486 61.0% 0.489 0.512 82.2% 
Heilongjiang  0.367 0.361 11.5% 0.374 0.367 21.2% 0.386 0.384 40.8% 
Hubei       0.371 0.375 68.1% 0.378 0.382 63.8% 0.390 0.400 72.3% 
Hunan       0.459 0.451 3.0% 0.465 0.460 20.9% 0.474 0.475 50.7% 
Jilin         0.544 0.534 7.7% 0.548 0.539 18.3% 0.554 0.552 43.0% 
Jiangsu      0.481 0.487 66.9% 0.485 0.504 83.9% 0.493 0.537 95.2% 
Jiangxi      0.424 0.408 0.9% 0.429 0.417 11.3% 0.438 0.436 45.4% 
Liaoning     0.403 0.383 0.9% 0.409 0.394 9.2% 0.419 0.418 40.8% 
Neimeng 0.551 0.551 49.6% 0.555 0.555 50.7% 0.563 0.569 62.2% 
Ningxia     0.574 0.556 1.8% 0.578 0.569 20.8% 0.586 0.592 60.1% 
Shaanxi      0.490 0.463 0.0% 0.494 0.470 1.3% 0.501 0.485 12.5% 
Shandong    0.672 0.740 100.0% 0.676 0.749 100.0% 0.684 0.764 99.9% 
Shanxi      0.615 0.612 30.5% 0.618 0.616 40.2% 0.624 0.625 51.4% 
Shanghai     0.421 0.395 1.8% 0.425 0.414 20.6% 0.434 0.450 60.8% 
Sichuan      0.431 0.443 96.6% 0.436 0.450 92.0% 0.448 0.466 93.4% 
Tianjin      0.561 0.570 91.6% 0.564 0.575 86.1% 0.571 0.588 89.8% 
Yunnan      0.474 0.450 0.1% 0.479 0.458 3.9% 0.488 0.475 22.3% 
Zhejiang 0.439 0.457 92.8% 0.445 0.476 89.5% 0.455 0.507 92.5% 
Average** 0.494 0.490 36.2% 0.499 0.499 43.0% 0.507 0.519 59.6% 
Count 11 16 18# 12 15 15# 16 11 11# 
*
 Shaded cells indicate the method with the highest accuracy for a region. 
**
 Unweighted averages over regions. 
#
 Number of regions with percentage of WAPEa<WAPEr smaller than 50%.  
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Appendix 2F. Comparison of Accuracies of Averaging and Updating Methods 
for Different Numbers of Observations (Percentages based on Leontief Inverse)*  
Num of obs. 20 15 10 8 7 6 5 3 
Anhui       0% 0% 0% 0% 0% 0% 0% 0% 
Beijing      8% 23% 42% 55% 59% 64% 72% 84% 
Chongqing   0% 0% 0% 0% 0% 0% 0% 0% 
Fujian       0% 0% 0% 0% 0% 0% 0% 0% 
Gansu       0% 0% 0% 0% 0% 0% 0% 9% 
Guangdong   0% 0% 0% 0% 2% 3% 7% 30% 
Guangxi     0% 0% 0% 0% 0% 0% 0% 1% 
Guizhou     0% 0% 0% 0% 0% 0% 0% 1% 
Hebei        0% 0% 0% 0% 0% 0% 2% 25% 
Henan       0% 0% 0% 0% 0% 0% 0% 4% 
Heilongjiang  0% 0% 0% 0% 0% 0% 0% 10% 
Hubei       0% 0% 1% 7% 19% 36% 59% 93% 
Hunan       0% 0% 0% 0% 0% 0% 0% 0% 
Jilin         100% 96% 92% 89% 87% 88% 89% 92% 
Jiangsu      0% 0% 0% 0% 0% 0% 0% 4% 
Jiangxi       0% 0% 0% 0% 0% 0% 0% 1% 
Liaoning     0% 0% 0% 0% 0% 0% 0% 3% 
Neimeng 0% 0% 0% 0% 0% 0% 0% 0% 
Ningxia      0% 0% 0% 0% 0% 0% 0% 13% 
Shaanxi      0% 0% 0% 0% 0% 0% 1% 17% 
Shandong    0% 0% 0% 1% 2% 4% 11% 38% 
Shanxi       0% 11% 39% 48% 52% 61% 65% 84% 
Shanghai     0% 2% 18% 28% 36% 41% 49% 71% 
Sichuan      0% 0% 0% 0% 0% 0% 0% 5% 
Tianjin       0% 0% 0% 0% 0% 0% 0% 0% 
Yunnan      0% 0% 0% 0% 0% 0% 0% 0% 
Zhejiang 0% 0% 0% 0% 0% 0% 0% 10% 
*
 Percentages indicate the share of random samples for which the intertemporal updating method yields 






Appendix 2G. Comparing Averaging Against Traditional Methods for Two 
Other Targets 
 
Like we did in previous appendices, also in this appendix we compare different 
methods when the target is to estimate the intermediate deliveries (Tables 2G.1 and 
2G.2) and when the target is to estimate the input coefficients (Tables 2G.3 and 2G.4). 
The tables in this appendix are comparable to Tables 2.6 and 2.7 when the target is to 
estimate the Leontief inverse. Tables 2G.1 and 2G.3 give the WAPEs for the 
averaging method (with different numbers of observations) and for two single-table 
methods (intertemporal updating and regionalization). Tables 2G.2 and 2G.4 give the 
shares of the random samples for which the regionalization method yields a higher 
accuracy than the averaging method. Two additional tables with the shares for which 
the intertemporal updating method yields a higher accuracy than the averaging 
method showed very similar results and are therefore not included.  
 
 The conclusion from the tables is again that the main findings for the whole set of 
regions are robust. That is, the cross-regional method of averaging coefficients 
outperforms single-table methods unless the number of available regional tables is 
less than eight. Of course, there are always a few exceptions where the averaging 
method performs worse than a single-table method, even if more than eight regional 
tables are available. For example, in the case of Shanghai a single-table method is 
always better than averaging, irrespective of the target (i.e. estimating intermediate 
deliveries, input coefficients or the Leontief inverse). 
 
 It should also be noticed that the regions (other than Shanghai) for which 
averaging is outperformed by a single-table method, differ across the targets. When it 
comes to the estimation of intermediate deliveries, this outperformance is found for 
Hubei, and to a lesser extent for Beijing and Liaoning (Table 2G.1). This applies also 
to the case of estimating input coefficients, but only for small numbers of 
observations (Table 2G.3). When estimating the Leontief inverse, however, this 
outperformance is found for Beijing and Jilin.  
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Table 2G.1: Comparison of averaging with different numbers of observations to 
single-table methods (WAPEs based on intermediate deliveries)* 
Num of Obs. for Averaging Object 
Region 26** 20 15 10 8 5 3 Update Regiona-lization 
Anhui        0.386 0.389 0.393 0.401 0.406 0.419 0.442 0.511 0.440 
Beijing        0.451 0.454 0.459 0.467 0.473 0.488 0.511 0.465 0.470 
Chongqing     0.373 0.375 0.378 0.385 0.389 0.402 0.421 0.451 0.452 
Fujian        0.537 0.540 0.543 0.551 0.556 0.571 0.590 0.711 0.582 
Gansu        0.373 0.376 0.380 0.388 0.394 0.410 0.436 0.493 0.522 
Guangdong    0.362 0.365 0.370 0.377 0.383 0.397 0.422 0.445 0.403 
Guangxi       0.429 0.432 0.433 0.439 0.444 0.456 0.475 0.492 0.531 
Guizhou       0.394 0.396 0.399 0.405 0.410 0.422 0.442 0.562 0.508 
Hebei         0.294 0.297 0.302 0.311 0.317 0.335 0.362 0.345 0.342 
Henan        0.377 0.380 0.383 0.391 0.396 0.408 0.430 0.524 0.411 
Heilongjiang   0.322 0.325 0.331 0.341 0.348 0.368 0.395 0.417 0.373 
Hubei         0.290 0.295 0.300 0.310 0.317 0.335 0.364 0.293 0.332 
Hunan        0.366 0.370 0.374 0.383 0.389 0.404 0.429 0.532 0.428 
Jilin          0.439 0.441 0.444 0.449 0.453 0.465 0.481 0.526 0.466 
Jiangsu       0.380 0.381 0.384 0.390 0.395 0.407 0.426 0.420 0.426 
Jiangxi        0.340 0.344 0.348 0.356 0.363 0.379 0.405 0.545 0.401 
Liaoning      0.358 0.363 0.367 0.377 0.383 0.401 0.426 0.452 0.375 
Neimeng 0.434 0.437 0.442 0.450 0.456 0.472 0.498 0.656 0.534 
Ningxia       0.465 0.468 0.471 0.478 0.484 0.495 0.512 0.553 0.559 
Shaanxi       0.423 0.426 0.430 0.437 0.441 0.454 0.473 0.462 0.480 
Shandong     0.583 0.585 0.589 0.596 0.601 0.613 0.632 0.660 0.668 
Shanxi        0.536 0.538 0.539 0.544 0.548 0.557 0.570 0.515 0.557 
Shanghai      0.356 0.359 0.362 0.369 0.373 0.388 0.411 0.323 0.330 
Sichuan       0.356 0.360 0.364 0.373 0.380 0.395 0.421 0.493 0.419 
Tianjin        0.483 0.486 0.489 0.495 0.498 0.512 0.526 0.608 0.502 
Yunnan       0.330 0.332 0.337 0.345 0.350 0.365 0.387 0.464 0.420 
Zhejiang 0.335 0.337 0.342 0.351 0.357 0.373 0.398 0.436 0.369 
*
 Shaded cells indicate that the averaging coefficients method outperforms both single table-based 
methods. 
**
 For a sample size of 26, only one sample can be constructed, containing all regional tables except the 
object table. Thus, the reported WAPE is the same as in Table 2C.1. For the other sample size, the 





Table 2G.2: Comparison of accuracies of averaging and regionalization methods 
for different numbers of observations (percentages based on intermediate 
deliveries)*  
Num of obs. 20 15 10 8 7 6 5 3 
Anhui       0% 0% 0% 0% 2% 7% 15% 53% 
Beijing      2% 18% 41% 55% 61% 66% 76% 84% 
Chongqing   0% 0% 0% 0% 0% 0% 1% 13% 
Fujian       0% 0% 1% 4% 9% 17% 29% 57% 
Gansu       0% 0% 0% 0% 0% 0% 0% 0% 
Guangdong   0% 0% 4% 14% 20% 28% 39% 68% 
Guangxi     0% 0% 0% 0% 0% 0% 0% 2% 
Guizhou     0% 0% 0% 0% 0% 0% 0% 1% 
Hebei       0% 0% 0% 3% 7% 17% 33% 77% 
Henan       0% 0% 8% 17% 27% 36% 46% 73% 
Heilongjiang  0% 0% 0% 4% 10% 21% 38% 81% 
Hubei       0% 0% 2% 13% 24% 37% 57% 91% 
Hunan       0% 0% 0% 0% 0% 1% 6% 51% 
Jilin         0% 0% 7% 16% 22% 33% 47% 71% 
Jiangsu      0% 0% 3% 8% 14% 17% 23% 47% 
Jiangxi      0% 0% 0% 1% 2% 8% 17% 51% 
Liaoning     1% 19% 54% 68% 72% 80% 86% 94% 
Neimeng 0% 0% 0% 0% 0% 0% 0% 9% 
Ningxia      0% 0% 0% 0% 0% 1% 1% 8% 
Shaanxi      0% 0% 0% 1% 2% 5% 11% 37% 
Shandong    0% 0% 0% 0% 0% 0% 0% 5% 
Shanxi      0% 4% 22% 32% 37% 45% 51% 65% 
Shanghai     100% 99% 97% 96% 95% 98% 97% 97% 
Sichuan      0% 0% 0% 0% 1% 3% 11% 52% 
Tianjin      2% 16% 36% 43% 47% 54% 63% 69% 
Yunnan      0% 0% 0% 0% 0% 0% 0% 10% 
Zhejiang 0% 0% 6% 19% 30% 43% 57% 85% 
*
 Percentages indicate the share of random samples for which the regionalization method yields a 
higher accuracy than averaging coefficients. Shaded cells represent shares less than 10%. 
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Table 2G.3: Comparison of averaging with different numbers of observations to 
single-table methods (WAPEs based on input coefficients)* 
Num of Obs. for Averaging Object 
Region 26** 20 15 10 8 5 3 Update Regiona-lization 
Anhui       0.444 0.448 0.453 0.463 0.469 0.487 0.515 0.604 0.474 
Beijing      0.537 0.540 0.545 0.552 0.558 0.573 0.596 0.557 0.556 
Chongqing   0.541 0.543 0.547 0.555 0.560 0.576 0.600 0.637 0.623 
Fujian       0.634 0.637 0.642 0.650 0.654 0.669 0.689 0.791 0.675 
Gansu       0.498 0.502 0.506 0.514 0.522 0.540 0.567 0.620 0.601 
Guangdong   0.455 0.459 0.463 0.471 0.478 0.494 0.521 0.556 0.481 
Guangxi     0.556 0.558 0.561 0.568 0.573 0.589 0.614 0.646 0.628 
Guizhou     0.536 0.538 0.542 0.551 0.556 0.572 0.596 0.698 0.617 
Hebei       0.353 0.357 0.363 0.373 0.381 0.402 0.433 0.454 0.403 
Henan       0.473 0.476 0.480 0.489 0.495 0.511 0.539 0.613 0.519 
Heilongjiang  0.362 0.367 0.374 0.386 0.394 0.417 0.449 0.487 0.438 
Hubei       0.366 0.371 0.378 0.390 0.399 0.421 0.457 0.387 0.398 
Hunan       0.455 0.459 0.465 0.474 0.482 0.500 0.528 0.627 0.506 
Jilin         0.542 0.544 0.548 0.554 0.558 0.570 0.591 0.637 0.576 
Jiangsu      0.479 0.481 0.485 0.493 0.499 0.513 0.536 0.569 0.519 
Jiangxi      0.420 0.424 0.429 0.438 0.446 0.464 0.492 0.598 0.485 
Liaoning     0.398 0.403 0.409 0.419 0.426 0.447 0.474 0.537 0.425 
Neimeng 0.549 0.551 0.556 0.563 0.570 0.586 0.613 0.760 0.637 
Ningxia      0.570 0.574 0.578 0.586 0.593 0.607 0.628 0.687 0.627 
Shaanxi      0.487 0.490 0.494 0.501 0.507 0.521 0.543 0.573 0.519 
Shandong    0.669 0.672 0.676 0.684 0.692 0.706 0.731 0.726 0.752 
Shanxi      0.613 0.615 0.618 0.624 0.628 0.640 0.658 0.642 0.648 
Shanghai     0.418 0.421 0.425 0.434 0.438 0.458 0.486 0.403 0.398 
Sichuan      0.427 0.431 0.436 0.448 0.455 0.475 0.508 0.562 0.486 
Tianjin      0.559 0.561 0.564 0.571 0.574 0.589 0.606 0.736 0.604 
Yunnan      0.470 0.474 0.479 0.488 0.493 0.510 0.535 0.648 0.556 
Zhejiang 0.435 0.439 0.445 0.455 0.463 0.482 0.511 0.552 0.480 
*
 Shaded cells indicate that the averaging coefficients method outperforms both single table-based 
methods. 
**
 For a sample size of 26, only one sample can be constructed, containing all regional tables except the 
object table. Thus, the reported WAPE is the same as in Table 2C.2. For the other sample size, the 




Table 2G.4: Comparison of accuracies of averaging and regionalization methods 
for different numbers of observations (percentages based on input coefficients)*  
Num of obs. 20 15 10 8 7 6 5 3 
Anhui       0% 0% 16% 37% 49% 63% 72% 92% 
Beijing       2% 18% 41% 56% 60% 66% 74% 84% 
Chongqing    0% 0% 0% 0% 0% 0% 0% 13% 
Fujian       0% 0% 3% 10% 14% 24% 36% 66% 
Gansu       0% 0% 0% 0% 0% 0% 2% 16% 
Guangdong   0% 4% 24% 43% 49% 60% 67% 86% 
Guangxi      0% 0% 0% 0% 0% 0% 3% 25% 
Guizhou      0% 0% 0% 0% 0% 0% 1% 21% 
Hebei        0% 0% 1% 10% 16% 29% 45% 85% 
Henan       0% 0% 3% 8% 17% 26% 36% 72% 
Heilongjiang  0% 0% 0% 0% 2% 6% 18% 59% 
Hubei        0% 1% 26% 54% 67% 76% 87% 99% 
Hunan       0% 0% 0% 2% 5% 14% 34% 83% 
Jilin         0% 0% 2% 6% 12% 22% 37% 73% 
Jiangsu      0% 0% 5% 14% 22% 29% 38% 68% 
Jiangxi       0% 0% 0% 1% 4% 9% 20% 56% 
Liaoning     0% 4% 35% 55% 61% 70% 82% 94% 
Neimeng 0% 0% 0% 0% 0% 0% 0% 16% 
Ningxia      0% 0% 1% 4% 9% 16% 24% 52% 
Shaanxi      0% 1% 14% 27% 32% 41% 49% 70% 
Shandong    0% 0% 0% 0% 0% 0% 0% 22% 
Shanxi       0% 0% 2% 9% 16% 24% 32% 64% 
Shanghai     100% 98% 97% 97% 96% 98% 98% 100% 
Sichuan      0% 0% 0% 1% 4% 15% 29% 78% 
Tianjin       0% 0% 2% 7% 11% 20% 28% 50% 
Yunnan      0% 0% 0% 0% 0% 2% 6% 28% 
zhejiang 0% 0% 2% 14% 22% 36% 50% 83% 
*
 Percentages indicate the share of random samples for which the regionalization method yields a 







Targeting the Collection of Superior Data for the Estimation of 
Regional Input-Output Tables1 
 
 
3.1  Introduction 
The construction of survey-based input-output (IO) tables is a costly and 
time-consuming endeavor. Typically, there is a substantial time lag between the actual 
survey and compilation, and the publication of the IO tables. As a consequence, 
researchers often have to work with tables that are several years old. Therefore, the 
earlier literature has paid a lot of attention on updating IO tables via non-survey 
techniques, where intermediate deliveries between industries from the most recent 
available table are updated by various modification techniques (Richardson, 1972; 
Allen and Gossling, 1975; Lecomber, 1975; Round, 1983; Snower, 1990; de Mello 
and Teixeira, 1993; Bonfiglio and Chelli, 2008). However, most of the methods that 
are usually adopted, do not take any additional information on the coefficients of the 
target year into account. Such information may seriously improve the quality of the 
estimates (Lecomber, 1964, 1975; Allen, 1974; Bullard and Sebald, 1977; Hewings 
and Janson, 1980; Morrison and Thumann, 1980; Hewings, 1984; Jalili, 2000). 
Therefore, so-called hybrid techniques have become mainstream for the estimation of 
the intermediate deliveries in an IO table (see, for example, Brucker et al., 1987, 1990; 
Lahr, 1993). They combine non-survey techniques with superior data. Such data may 
be obtained from experts, surveys, and other reliable (primary or secondary) sources.  
 
 Since collecting superior data usually requires time and money, a crucial question 
is for which intermediate deliveries additional information should be gathered. In this 
respect, a lot of attention has been paid to selecting (sets of) individual cells of the 
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matrix with intermediate deliveries (or the matrix of input coefficients). Probably the 
best-known approach is to identify cells that are most critical to the accuracy of the 
Leontief inverse or the gross outputs (Jensen and West, 1980; Hewings and Romanos, 
1981; West, 1981; see Casler and Hadlock, 1997, for a detailed review).  
 
 There is some doubt, however, whether this cell-by-cell approach is the 
appropriate way to deal with this problem. Surveying cells in the same sector is likely 
to be more cost-effective, when compared to surveying the same number of cells 
belonging to different sectors (Lahr, 2001). It has been established that it is more 
difficult to obtain data for individual cells than for sectors, either row-wise or 
column-wise (see Miernyk, 1970; Isard and Langford, 1971; Bourque, 1971; Conway, 
1975; Afrasiabi and Casler, 1991). 
 
 This chapter presents an empirical evaluation of the two approaches (i.e. focusing 
on individual cells versus focusing on sectors) for selecting cells for superior data 
collection, which—to our knowledge—has never taken place. For each of 27 
provinces in China, the intermediate deliveries matrix of the 2002 regional IO table 
will be estimated. Because the regional IO tables are available for both 1997 and 2002, 
we mimic the updating process for each region in 2002. First, the 2002 matrices will 
be estimated by applying RAS to the corresponding 1997 matrix, given the actual 
2002 values for the margins. This is the case with no superior data. Next, we study the 
case where for a certain number of cells in the intermediate deliveries 
matrix—namely the ones that have been targeted—superior data is available. That is, 
the “true” 2002 values for these intermediate deliveries will be inserted and the 
remaining part of the intermediate deliveries matrix will be estimated using the 
adjusted RAS procedure, based on the values from the 1997 matrix and given the 
actual 2002 values for its margins. The accuracy of estimating the intermediate 
deliveries matrix can be obtained from comparing the estimate for 2002 with the 
actual 2002 matrix. For the selection of cells for superior data collection, six different 
approaches will be used and evaluated.  
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 The plan of the chapter is as follows. Section 3.2 summarizes the six approaches 
to select the cells for collecting superior data. We will use two approaches for 
identifying “important coefficients” (i.e. focusing on individual cells), two approaches 
for identifying “key sectors” row-wise, and two approaches for identifying “key 
sectors” column-wise. Section 3.3 discusses our simulation of the estimation 
procedure and the criteria that will be employed to compare the six approaches. 
Section 3.4 presents the results and Section 3.5 provides further discussions. 
3.2  Approaches to Select Cells for Superior Data Collection 
According to Lahr (2001), the basic steps in applying the hybrid technique are: (i) the 
preparation of an initial non-survey intermediate deliveries matrix; (ii) identifying 
sectors or individual cells for superior data collection; (iii) insertion of the superior 
data; and (iv) balancing using RAS. For the identification of cells for superior data 
collection, there are broadly two kinds of approaches. The first focuses on individual 
cells of the intermediate deliveries matrix and we will use two alternative techniques, 
i.e. selecting the largest direct input coefficients (Section 3.2.1) and selecting the 
so-called “inverse important coefficients” (Section 3.2.2). In both cases, the actual 
2002 intermediate deliveries will be inserted for the selected cells. The second set of 
approaches focuses on targeting entire sectors, the so-called “key sectors”. Following 
the literature on linkages, all intermediate deliveries in either the selected sector’s 
column or its row will be replaced by the actual 2002 values. The techniques we will 
use are based on the column-sums (Section 3.2.3) and the row-sums (Section 3.2.4) of 
the Leontief inverse, and on the effect of hypothetically extracting entire columns 
(Section 3.2.5) or rows (Section 3.2.6) from the direct input matrix. 
3.2.1 Large Input Coefficients 
According to the standard IO model, we have  
 





where the input coefficients in matrix A are defined as jijij xza /= , with ijz  the 
intermediate deliveries (or inputs) of product i (which includes—in Chinese IO 
tables— imports from other regions and from abroad) to sector j. Vectors x and f 
indicate gross outputs and final demands, respectively. Some researchers (see Jensen 
et al., 1979; Jensen and West, 1980; Israilevich, 1986) have suggested that the largest 
input coefficients ija  exert the most influence on the Leontief inverse matrix and 
hence the IO multipliers. That is, a change in a larger coefficient will result in a larger 
overall change in output than would a similar change in a smaller coefficient. The 
logical consequence of this is that one should select the cells corresponding to the 
largest input coefficients. 
  
 Specifically, if p is the number of cells that are selected for superior data 
collection, this approach simply selects the p largest elements of the matrix A. In the 
results section this approach will be indicated as ‘LARGE’. 
 
 It is interesting to note that the regional statistics bureaus of China have used this 
selection criterion when compiling hybrid IO tables between two survey years. That is, 
every five years (including 1997 and 2002), the regional statistics bureaus compile IO 
tables using the survey method. In the mid-period, hybrid or semi-surveyed tables are 
constructed. Superior data are collected for cells that had the largest input coefficients 
in the last survey year. For the 2000 table, for example, the number of cells selected 
for superior data collection (i.e. p) was determined such that the corresponding 
deliveries in 1997 accounted—in total—for 70% of the all the intermediate deliveries 
(NBS, 2005). 
3.2.2 Inverse Important Coefficients 
The solution to the IO model in Equation (3-1) is given by  
 
BffAIx =−= −1)(  (3-2) 
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where ijb  are elements of the Leontief inverse 1)( −−= AIB , with I the identity 
matrix. Some researchers have defined important coefficients as those for which a 
change affects the inverse matrix B or total output x the most (see, for example, 
Morrison and Thumann, 1980; Hewing and Romanos, 1981; Jackson, 1986; Bullard 
and Sebald, 1988; Sonis and Hewings, 1989, 1992). At the basis of the identification 
of these so-called inverse important coefficients was the Sherman-Morrison equation 
(Sherman and Morrison, 1950), which addressed directly the changes induced in the 












=  (3-3) 
 
where klaǻ  denotes the change of the input coefficient kla , )(ǻ klijb  denotes the 
change in Leontief inverse coefficients ijb  corresponding to the change klaǻ .  
 
 There are several ways to measure the effect of a single coefficient change klaǻ  
in IO models (see Xu and Madden, 1991, for an overview). In this chapter, we adopt 
the systemwide perspective and measure the effect of a single coefficient’s change on 
the totality of the Leontief inverse matrix, i.e. )(ǻȈȈ klijji b . Also Liu (2004) has used 
this criterion to select the most important 15% of the input coefficients kla . She 
reported considerable gains in accuracy for Chinese national IO table construction, 
when these 15% of all coefficients were obtained by using econometric techniques 
combined with exogenous information. 
 
We select the p cells (k, l) for which a 0.0001 change in kla  (i.e. 












=  (3-4) 
 
In the results section this approach will be indicated as ‘INVIMP’. 
 
 It should be mentioned that the outcomes depend on the specific choice of the 
change. On the one hand, our choice ( )0001.0ǻ =kla  implies that the changes are 
negligibly small for the larger coefficients. On the other hand, however, much larger 
changes would be unrealistic for the very small coefficients. Our alternative 
calculations with 01.0ǻ =kla , however, led to a selection of inverse important 
coefficients that is very close to the one obtained for 0001.0ǻ =kla . This is in line 
with the findings of Xu and Madden (1991) that the set of inverse important 
coefficients largely remained the same. 
3.2.3 Leontief Inverse – Column-sums  
Unlike targeting individual cells of the input matrix, the targeting of key sectors raises 
the question whether to focus on surveying rows or columns. When superior data are 
to be gathered, this implies a choice between focusing on either patterns of purchases 
(i.e. column-wise) or patterns of sales (row-wise) within sectors. The first type is 
usually preferred because, as Qi (2007) pointed out, firms are—as a rule—much 
better informed about the sectoral origins of their inputs (i.e. their purchases) than 
about the sectoral destinations (i.e. sales) of their outputs. Most tables constructed in 
both the USA (see Richardson, 1985; Ralston et al., 1986; Brucker et al., 1990) and in 
Australia (see West, 1990), use information for purchases data to construct regional 
input-output tables. Nevertheless, also the use of sales data has been encouraged in 
the literature (Hansen and Tiebout, 1963; Lee et al., 1973; Schaffer, 1976; Richardson, 
1985; West, 1990). That is, it has been argued that, in a spatial context, better 
information exists for the spatial destination of sales than for the spatial origin of the 
inputs (Isard and Langford, 1971; Boomsma and Oosterhaven, 1992). In our 
application to the Chinese regional IO tables, both aspects are included. 
Targetting the collection of Superior data 
 
83 
 The question “what sector is the most important”, is not a new one. Rasmussen 
(1957) and Hirschman (1958) were amongst the first to answer this question using the 
elements of the Leontief inverse. For any sector j, ijibȈ  gives the sum of the 
elements in the jth column (i.e. the jth column-sum) of the Leontief inverse B. It has 
become known as the sum of the backward linkages of sector j or as sector j’s output 
multiplier. It gives the total increase in the outputs due to an increase of one unit in 
the final demand of sector j.  
 
 If q is the number of sectors, whose columns are selected for superior data 
collection, this approach simply selects the q sectors with the largest output 
multipliers (or column-sums of the Leontief inverse). In the results section this 
approach will be indicated as ‘COLSUM’. 
3.2.4 Leontief Inverse – Row-sums  
Alternatively, also the row-sums of Leontief inverse have been frequently used to 
define the key sectors. That is, the ith row-sum ( ijjbȈ ) can be interpreted as the 
output increase in sector i due to a one-unit increase in the final demands of each 
sector (which is related to Rasmussen’s “Index of sensitivity of dispersion”). The 
underlying idea is that a larger row-sum indicates that sector i is more important in the 
economy in case of a general expansion of final demands. If q sectors are selected for 
superior data collection, this approach selects the q sectors with the largest row-sums 
of the Leontief inverse. In the results section this approach will be indicated as 
‘ROWSUM’. 
3.2.5 Hypothetical Extraction of Columns  
The work by Rasmussen (1957) and Hirschman (1958) on linkages, led to a lively 
discussion on key sectors and many approaches have been proposed afterwards (see, 
for example, Miller, 1966; Strassert, 1968; Schultz, 1976, 1977; Meller and Marfan, 




McGilvray, 1988; Clements, 1990; Dietzenbacher and van der Linden, 1997). One of 
them was the hypothetical extraction method, developed in Paelinck et al. (1965) and 
revised and refined by many others (see Miller and Lahr, 2001, for an excellent and 
detailed overview). For the Chinese economy, Andreosso-O'Callaghan and Yue (2004) 
reported that the hypothetical extraction method provided superior results for the 
identification of key sectors when compared to traditional methods, such as the 
column-sums of the Leontief inverse. Therefore, we will also employ the hypothetical 
extraction method in our case of Chinese regions. 
 
 Strassert’s (1968) version of the hypothetical extraction method compares the 
actual production with the production in the hypothetical case where all intermediate 
deliveries to and from a particular sector are extracted. Dietzenbacher and van der 
Linden (1997) make a distinction between backward and forward linkages by 
extracting the cells that correspond to the purchases, respectively sales, of a sector. In 
the case of the backward linkages, the extraction of the column of sector k’s purchases 




 for all i 
and kj ≠ . This means that column k of the input matrix is set equal to zero, 
implying that sector k does not depend on any domestic industry for its inputs (which 
reflects the backward nature). The outputs then become [ ] fAIx 1)()( −−− −= kk  and the 
total backward linkages of sector k are measured by ][Ȉ )( kiii xx −− . If q is the number 
of sectors, whose columns are selected for superior data collection, this approach 
simply selects the q sectors with the largest outcome for ][Ȉ )( kiii xx −− . In the results 
section this approach will be indicated as ‘COLHYP’. 
3.2.6. Hypothetical Extraction of Rows  
In case of forward linkages, exactly the same procedure is adopted. The only 
difference is that the matrix )( k−A  now has its kth row set to zero (instead of its kth 
column). That is, 0)( =−kkja  for all j and ijkij aa =− )(  for all j and ki ≠ . Again, the q 
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sectors with the largest outcome for ][Ȉ )( kiii xx −−  are the key sectors, but now their 
rows are selected for superior data collection. In our application, we will indicate this 
approach as ‘ROWHYP’. 
3.3  Outline of the Simulation Experiment 
China has a long tradition in compiling IO tables, not only at the national level, but 
also at the provincial level. Yet, Jiang et al. (2007) found that traditional compiling 
methods, which work very well in developed countries, are not suitable for the 
Chinese regional tables. Therefore, finding an appropriate way (in terms of accuracy 
and cost-effectiveness) to select cells for collecting superior data is highly relevant for 
China in particular. 
 
In our application, we will mimic the real world estimation of the Chinese 
regional IO tables for 2002. The regional statistics bureaus in China have collected IO 
tables for 30 out of the 31 provinces except Tibet (Liu and Wu, 1991). For our 
experiment we were able to use the tables for 27 provinces (the tables for Hainan 
province and for the autonomous regions of Qinghai and Xinjiang were not available). 
Our dataset covers tables for 1997 (using a 40-sector classification) and for 2002 
(using a 42-sector classification). We aggregated the tables to 31 sectors to arrive at a 
uniform classification. 2  For each of the 27 provinces we will estimate the 
intermediate deliveries in 2002, using each of the six methods (described in Section 
3.2) to select cells for superior data collection. Section 3.3.1 describes the estimation 
procedure and Section 3.3.2 discusses how the performance of the six methods will be 
compared. 
                                                 
2
 Note that the aggregated regional IO tables we use in this chapter are identical to the ones we used in 




3.3.1 The Estimation Procedure 
For a certain province, we will take the 1997 matrix of intermediate deliveries as a 
starting point. Applying each of the six methods (described in Section 3.2) to the 1997 
table yields a set of cells for which superior data are to be collected.  
 
 In practice, the number of cells for superior data collection is usually 
predetermined subjectively by the researchers or organizations and depends to a large 
extent on the amount of resources and funds available to carry out the task (Jalili, 
2000). The choice for the number of selected cells, no doubt, is a critical part of the 
estimation process and affects the results, conclusions and recommendations derived 
from the estimated matrices. Therefore, our application takes several possibilities into 
account. The IO tables that we use are 31×31 and we would like to compare the 
performance of selecting entire sectors with the performance of selecting equally 
sized sets of individual cells. This implies that the numbers of targeted cells for our 
experiment are proportional to the number of cells in one sector (i.e. 31). In the 
application, the number of targeted cells equals p = 0, 31, 62, 93, …, 248, which is 
0.0%, 3.2%, 6.5%, 9.7%, …, 25.8% of all cells in the matrix. The case with p = 0 
indicates that no superior data have been collected and that the update has been 
obtained by applying RAS only. This case is presented as a frame of reference. When 
selecting sectors, we thus have q = 0, 1, …, 8 (note p = 31q). Although the number of 
selected cells is the same across methods, it should be borne in mind that surveying 
cells of a given column or row (i.e. a sector) is much easier than surveying individual 
cells that probably belong to several sectors (Lahr, 2001).  
 
 After the cells have been selected, their corresponding intermediate deliveries are 
replaced by superior data. We assume that the superior data is 100% correct (i.e. the 
maximum amount of superior information) and use the 2002 deliveries to replace the 
1997 figures. That is, if cell (k, l) is selected then the true value for klz  in 2002 is 
assumed to be known and inserted. Finally, the remaining part of the 1997 
intermediate deliveries matrix is updated by applying the adjusted RAS approach (see 
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Miller and Blair, 1985). This approach is appropriate to cover cases of additional 
exogenous information, e.g. if certain intermediate deliveries are known. When 
applying the RAS approach, we assume fully correct information again and take the 
margins (i.e. row- and column-sums of the intermediate deliveries matrix) in 2002 as 
given.  
 
 We thus obtain estimates for the 2002 intermediate deliveries matrix for region r 
(= 1, …, 27), for each targeting method m (= 1, …, 6), where the number of targeted 
cells is p (= 0, 31, 62, 93, …, 248). This yields 1323 estimated matrices of size 31×31, 
including 27 estimates for which no superior data (i.e. p = 0) have been used. 
3.3.2 Evaluation Criteria 
The accuracy of the estimation methods will be evaluated at three levels. First of all, it 
will be checked how accurate the intermediate deliveries have been estimated since 
that was the original goal. Second, when IO tables are used in policy studies and 
impact analyses, all calculations require the use of the Leontief inverse. For applied 
work, one might argue that an accurate estimation of the Leontief inverse is more 
relevant than an accurate estimation of the intermediate deliveries themselves. Third, 
because the Leontief inverse is obtained from the matrix of input coefficients, we will 
also evaluate the accuracy of the estimation of the input coefficients matrix.  
 
Denote the true matrix of intermediate deliveries in 2002 by Z and its estimate by 
Zˆ . The overall deviation of the estimate and the true matrix will be measured by the 
weighted absolute percentage error (WAPE, Leontief, 1966), as same as the indicator 
which chapter 2 employed. The WAPE gives the average percentage error where 
errors in large cells receive a larger weight than errors in small cells (Oosterhaven et 

























×=  (3-5) 
 
Here ijz  and ijzˆ  denote the actual and estimated value of the intermediate 
deliveries. For the accuracy of estimating the input coefficients they are replaced by 
ija  and ijaˆ , respectively, where jijij xza /=  and jijij xza /ˆˆ =  (note that the 
outputs in 2002 are assumed to be known correctly). For the accuracy of the Leontief 
inverse, the situation is slightly different because its diagonal elements are never 
smaller than one by definition. Using the power series expression, i.e. 
++++=−= − 321)( AAAIAIB , it becomes clear that a major part of the 
diagonal elements involves no estimation at all. The estimated part is given by IB − . 
Hence, ijz  and ijzˆ  are replaced by ijij įb −  and ijij įb −ˆ , respectively, where ijį  
is the Kronecker delta (i.e. 1=ijį  if i = j, 0=ijį  otherwise). 
3.4  The Results for Estimating the Chinese Regional Input-Output Tables in 
2002 
3.4.1 Average WAPEs 
Our calculations yield values for )( pWAPE rm , where subscript m (= 1, …, 6) 
represents the method to determine the cells for superior data collection, superscript r 
(= 1, …, 27) indicates the region, and p (= 0, 31, 62, 93, …, 248) gives the different 
numbers of cells for superior data collection. Figure 3.1 gives the average WAPE, 
where the average is taken over all 27 regions. That is, 
27/)(Ȉ)( 271 pWAPEpWAPE rmrm == . We distinguish between the average WAPE of the 
intermediate deliveries matrices (in graph A), of the input coefficients matrices (in 
graph B), and of the Leontief inverses (in graph C). When comparing the different 
methods, a lower curve exhibits a higher accuracy of the estimates. 
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 In terms of estimation accuracy, the graphs in Figure 3.1 show that LARGE 
invariably performs the best. The two methods that focus on the rows when searching 
for key sectors perform second best (except in graph A), where ROWSUM performs 
slightly better than ROWHYP. Graphs B and C indicate that the other three methods 
(INVIMP, COLSUM and COLHYP) perform the least. In particular the poor results 
of INVIMP in graph C are surprising. Recall that the true values have been used for 
cells for which a small error in its coefficients had the largest effect on the Leontief 
inverse. One thus would have expected INVIMP to perform better than it does now, at 
least in estimating the Leontief inverse. 
 
 Graphs B and C sketch a very clear distinction of performance into three 
categories and COLHYP belongs to the category with the worst performance (it even 
is the worst of all three methods in that category). In contrast, however, COLHYP 
performs second best when estimating the intermediate deliveries (in graph A). We 
argue that this is caused by the fact that COLHYP is the only method that takes sector 
size (in terms of output) into account, which matters for the intermediate deliveries (in 
graph A) but not for input coefficients or the Leontief inverse (in graphs B and C). 
Consider the definition of the WAPE in Equation (3-5). It can be written as the 
weighted average of the WAPEs within a column. That is, for the WAPE of the 

































































Note that jijjij aCOLWAPEzCOLWAPE )()( =  because jijij xaz =  and thus 









zWAPE =  (3-7) 
 









aWAPE =  (3-8) 
 
The implication is that columns corresponding to sectors with a large output jx , 
receive a much larger weight in Equation (3-7) than in Equation (3-8). Dietzenbacher 
and van der Linden (1997) observed that the standard hypothetical extraction method 
favors large sectors (in terms of output) when finding the key sectors that have the 
largest backward linkages. This is exactly what happens when COLHYP is used to 
select the columns for which the actual values are inserted. That is, for the sectors 
whose columns receive the largest weight, the columns are free of errors. Therefore, it 
should come as no surprise that COLHYP performs relatively well in graph A (i.e. for 
intermediate deliveries, where output size does play an important role). 
 
 A further observation is that the results for graph B (for input coefficients) and 
graph C (for the elements of the Leontief inverse) are very similar. Recall that graph 
C is based on the WAPEs for the matrices ...32 +++=− AAAIB . For many 
countries and regions, it has been found that the behavior of IB −  is largely 




very fast. Consequently, the accuracy of IB −  will to a large extent be determined 
by the accuracy of A. 
 
 A final observation is with respect to the slopes of the curves in Figure 3.1. As 
expected, all graphs are monotonically declining. The speed of decline in average 
error (or increase in accuracy) may vary though. For example, in the case of 
ROWSUM, the increase in accuracy slows down when the number of cells with 
superior data is increased from 93 to 124, but rises again when the number of selected 
cells is further increased to 155. For LARGE, it is observed that its slopes are larger 
than the slopes for the other methods. The differences between the methods, however, 
decline. That is, for the gain in accuracy when going from 217 to 248 cells with 
superior data, it does not matter very much which method is used to select the cells 
for superior data insertion. This is not a surprising result, since the average WAPE will 
be zero if superior information is inserted for all cells (i.e. p = 961), irrespective of the 
targeting method used. The interesting part of the graphs is on the left-hand side, 
which shows that the curves for LARGE are the steepest. It is clear that the major 
advantage of LARGE is in selecting the first cells for which superior data are 
collected.  
3.4.2 Coefficients of Variation 
In order to obtain some insight into the stability of the accuracy across regions, we 
have calculated—for each of the methods—the coefficients of variation. However, 
this may yield misleading results. Because of strong regional disparities across China, 
the accuracy varies also in the case without superior data (i.e. if p = 0). A large 
variation of accuracies in cases with 0≠p  then raises the question whether this 
should be attributed to regional disparities or to the specific method (which is what we 
would like to know). In order to filter out the first source of variation, we have 
calculated relative WAPEs. That is, )0(/)()( rmrmrm WAPEpWAPEpRWAPE =  and it 
expresses the gain in accuracy due to superior data (relative to the accuracy in the 
case without superior data). Note that )0(rmRWAPE = 1 and the relative WAPE is 
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expected to decline if p increases. Moreover, the lower )( pRWAPE rm  is, the larger is 









=  (3-9) 
 
Note that )0(mRWAPECV = 0 and is expected to increase when p becomes larger. A 
“small” CV indicates that the gain (from adding superior data) in accuracy is more or 
less the same for all regions, while a large CV indicates that this gain differs largely 
across regions. In practical work, the ideal is to work with a method that is not only 
very accurate (i.e. a “small” )( pWAPE m ), but that is also very reliable. That is, 
ideally its performance should be good and it should be good in each and every region 
(and hence exhibit a “small” )( pRWAPEmCV ). 
 
Figure 3.2 gives the coefficients of variation corresponding to the six methods, for 
the intermediate deliveries (graph A), the input coefficients (graph B), and the 
Leontief inverse (graph C). There are many similarities with Figure 3.1, such as the 
clear distinction between graph A on the one hand and graphs B and C on the other 
hand. Just like in Figure 3.1, the graphs B and C are very much alike. In the graphs B 
and C, we find that the largest CVs are found for LARGE, that ROWSUM and 
ROWHYP show smaller CVs, while the smallest CVs are found for COLSUM, 
COLHYP and INVIMP. This is the same partitioning of methods as we found in 
Figure 3.1. This suggests that poor performance is invariably poor across regions (i.e. 
the lowest accuracy is coupled to the largest stability). Vice versa, the best 
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 C. Estimating the Leontief inverse 
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Graph A shows that also COLHYP exhibits large CVs (which are only slightly 
less than those for LARGE). This corresponds to the finding in Figure 3.1 that 
COLHYP exhibits the second largest accuracy. So also in this case a larger accuracy 
is coupled to a lower stability. Another observation in graph A of Figure 3.2 is that the 
difference in stability between ROWSUM and ROWHYP has become pretty large 
(for certain percentages of superior data, ROWHYP’s CVs are even the largest). In 
graph A of Figure 3.1 we found that ROWSUM performs a little bit better than 
ROWHYP and Figure 3.2 shows that ROWSUM is also more stable in its 
performance across regions than ROWHYP is (and sometimes the difference is 
substantial). Typically, even if the average performance is the same for two methods, 
one would prefer the method that is most stable. So, ROWSUM is clearly preferred to 
ROWHYP when estimating the intermediate deliveries matrix. 
3.4.3 Evaluation of Results 
In evaluating the results, the first relevant finding is that using the large coefficients 
(LARGE) to select cells that are replaced by their actual 2002 values is the most 
successful. Although this is an extremely simple method to apply, it invariably 
performs best. A much more sophisticated method that selects cells on the basis of 
inverse important coefficients (INVIMP) performs in the worst category. This poor 
performance holds also if the estimation of the Leontief inverse is evaluated. This is 
somewhat surprising because INVIMP is based on the sensitivity of the Leontief 
inverse with respect to a change (of 0.0001) in a single coefficient. Inverse important 
coefficients are those that generate the largest effect once they are changed. The 
implication of our empirical findings is that the inverse important coefficients 
apparently are estimated relatively well by their 1997 values, whereas other 
coefficients (to which the Leontief inverse may be less sensitive) are estimated with 
much greater error. 
 
 The second finding is that for the estimation of the input coefficients matrix and 




(ROWSUM and ROWHYP) yields much better results than focusing on the columns 
of the key sectors (COLSUM and COLHYP). For determining the key sectors, the 
simple row-sums of the Leontief inverse outperform the more complex hypothetical 
extraction method (exhibiting a larger accuracy and stability). For the estimation of 
the intermediate deliveries, however, the best estimation is obtained if superior data 
are inserted into the columns that have been selected by the hypothetical extraction 
method (i.e. COLHYP). In most applied IO work, in particular policy studies and 
impact analyses, the intermediate deliveries themselves are of little interest, what 
matters is the Leontief inverse which is at the heart of all calculations. 
 
 All in all, selecting the large coefficients (LARGE) works best if a set of 
individual cells is selected for superior data collection. If entire sectors are selected 
for superior data collection the simple row-sums of the Leontief inverse (ROWSUM) 
is the best method of selecting the key sectors, provided that one is interested in the 
input coefficients matrix or the Leontief inverse. In case one is interested in the 
intermediate deliveries themselves, selecting columns by means of the hypothetical 
extraction method (COLHYP) works best. In comparing these two sets of results, let 
us focus on the accuracy of the Leontief inverse, given its importance in practical 
work. Although LARGE clearly outperforms ROWSUM, it should be remembered 
that collecting superior data for individual cells in different sectors is much more 
expensive than data collection for entire sectors. From graph C in Figure 3.1 it follows 
that the average WAPE of LARGE for a given number of cells p with superior data is 
more or less the same as the average WAPE of ROWSUM for 3p. This means that 
both methods perform roughly the same if LARGE is three times as expensive as 
ROWSUM and the budget for superior data collection is fixed. If LARGE is more 
than three times as expensive, selecting the key sectors from ROWSUM is the 
preferred method. 
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3.5  Further Discussions  
3.5.1 Links between the Methods of Selecting Superior Data and their Results  
An interesting aspect about our results is that the row methods work clearly better 
than the column methods (unless the intermediate deliveries are the ultimate goal of 
the estimation). The question is why this is the case. Table 3.1 gives the average 
number of overlapping cells, which have been selected for superior data collection. 
The amount of overlap is calculated for each pair of methods, setting the number of 
selected cells at 248 (or 8 sectors). For example, 61 in row 1 and column 2, means 
that LARGE and INVIMP have 61 identical cells in their sets of 248 cells that have 
been selected. The numbers in Table 3.1 are averages over all the 27 regions. 
 
  Table 3.1 Number of overlapping cells for each pair of methods 
 
INVIMP LARGE COLSUM COLHYP ROWSUM ROWHYP 
INVIMP 248 61 66 151  63 119 
LARGE  248 67 65  138 176 
COLSUM   248 88  64 116 
COLHYP    248 64 116 
ROWSUM     248 230 
ROWHYP      248 
 
From Table 3.1, it follows that both row methods (ROWSUM and ROWHYP) 
have an overwhelming 93% overlap in cells. On the one hand, this explains why their 
performance is very close (note that only the right endpoints of the graphs are 
relevant). On the other hand, it suggests that the remaining 18 cells that they do not 
have in common are not extremely influential in terms of affecting the estimation. 
This latter implication may also explain why ROWHYP does not perform better than 
ROWSUM, although the overlap between LARGE and ROWHYP is clearly larger 
than the overlap between LARGE and ROWSUM. In any case, these two pairs exhibit 
large overlaps which is line with their second best performance. Note that the other 
three methods (INVIMP, COLSUM, and COLHYP) all have relatively few 




we had observed (in graph A of Figure 3.1) that for the intermediate deliveries 
themselves, COLHYP performs surprisingly well. Also INVIMP performs much 
better than in the other two cases (i.e. graphs B and C). This corresponds to the 
finding of a large overlap in cells between COLHYP and INVIMP. Finally, it should 
be mentioned that ROWHYP has a pretty large overlap with all other methods (where 
those with LARGE and ROWSUM are outstanding), an observation for which we 
have no explanation. 
 
Figure 3.3: Pattern of important coefficients based on LARGE (national table for 
1997) 
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Figures 3.3 and 3.4 provide the distribution of the 248 individual cells that have 
been selected for superior data collection by LARGE and by INVIMP. It should be 
stressed that these figures are obtained from calculations with the national table for 
1997, using the same sector classification as we used for the regional tables. It was 
found that the 27 distributions from the regional tables are very similar to those in 
Figures 3.3 and 3.4, indicating that the use of the national table for the present 
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purpose is quite representative. Hence, we only report the distribution for the national 
table and not for each of the 27 regions separately.  
 
Figure 3.4: Pattern of important coefficients based on INVIMP (national table for 
1997) 
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It is very clear that INVIMP in Figure 3.4 selects cells that can be grouped into 
columns. For example, only 26 of the 248 cells do not belong to the group that 
consists of sectors 1, 3, 11, 13, 15, 18, 21, 23, and 24. Observe that for three of these 
sectors (11, 13, 23) all elements in their columns have been selected individually (and 
30 of the 31 column elements of sector 24). Figure 3.3 with the selection of cells 
obtained by applying LARGE is somewhat less outspoken. Still, it is clear that the 
selected cells often are in the same row. Sectors for which the corresponding row 
hosts 15 or more selected cells are 11, 21, 23, and 24 (note the overlap with the 
columns in Figure 3.4). There is no column that covers 15 or more selected cells. The 
central conclusion from Figures 3.3 and 3.4 is that cells selected by LARGE exhibit a 




finding perfectly matches our earlier observations on the overlap between the methods. 
Finally, observe also that LARGE selects 28 out of 31 diagonal elements, while these 
are not extremely relevant for INVIMP (which selects only 6 diagonal elements). 
3.5.2 Robustness of the Results 
In this chapter we have presented the results for six methods, using the WAPE for the 
evaluation of results. An interesting issue is to what extent the results are robust when 
alternative methods are used or when different evaluation criteria are employed. First, 
to determine the important coefficients, several researchers have used a different 
approach based on the concept of “tolerable limits” (see, for example, Schintke and 
Stäglin, 1985, 1988; Tarancón et al., 2008).3 In estimating the Chinese regional IO 
tables, the “tolerable limits” approach reports accuracies that are clearly larger than 
those of INVIMP, but smaller than those of LARGE.  
 
 Second, the row-sums of the Leontief inverse have been used as a measure for 
forward linkages in this chapter. Several authors (see, for example, Beyers, 1976; 
Jones, 1976; Dietzenbacher, 1992, 1997; Oosterhaven, 1981) have argued that 
forward linkages are better reflected by the row-sums of the inverse matrix in Ghosh’s 
supply-driven IO model (Ghosh, 1958). This Ghosh inverse is based on output 
coefficients rather than on input coefficients. For the present purpose of selecting 
sectors for row-wise superior data collection, we find that this “Ghoshian alternative” 
leads to less accurate estimates than using ROWSUM.  
 
 Third, we have discussed already that COLHYP performed well in estimating the 
intermediate deliveries (see graph A of Figures 3.1 and 3.2), because if favors large 
sectors when searching for key sectors. This was the reason for Dietzenbacher and 
van der Linden (1997) to introduce the so-called relative backward linkages, which 
correct for output size. Also in the present study we have run calculations with 
relative linkages (both in the backward case for columns and in the forward case for 
                                                 
3
 See Appendix 3A for detailed information on this approach. 
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rows). The results are similar to those for COLHYP and ROWHYP, but show a 
somewhat lower performance. 
 
 Fourth, instead of focusing on replacing either a full column or a full row in the 
intermediate deliveries matrix, it might be relevant to consider the option to replace 
(for targeted sector k) both its column and its row. In some cases, it seems reasonable 
that information on both sales and purchases is available. To this end, we have used 
the original hypothetical extraction method (see Strassert, 1968). When sector k is 




kja  for all j, and ijkij aa =− )(  
for all i and kj ≠ . Note that replacing the intermediate deliveries for q (= 1, 2, 3, 4) 
sectors, implies that the number of superior data amounts to q(2n-q) (= 61, 120, 177, 
232, respectively). The results for this method (say HYP) are in the lowest performing 
category (comparable to COLHYP, COLSUM, and INVIMP) for the input 
coefficients matrix and for the Leontief inverse. For estimating the intermediate 
deliveries matrix, HYP is in the middle category and its performance is comparable to 
ROWHYP (and slightly worse than COLHYP). Hence, adding superior data for the 
column and row of one sector improves the accuracy of the estimated intermediate 
deliveries just as much as adding superior data for the rows of two separate sectors. In 
this case, it clearly is a matter of costs to determine which choice to make. 4 
 
 Fifth, next to using WAPE, all results have also been evaluated by the weighted 








=   (3-10) 
 
where ijz  and ijzˆ  are defined as in Section 3.3. A typical feature of the WAD is that 
it is in the same unit as the original data, e.g. in 10 thousands of RMB for the 
intermediate deliveries of the regional Chinese IO tables. The WAPE gives a mean 
                                                 
4




error percentage and is thus independent of the unit of measurement. Another aspect 
is that the WAD is also dependent on the size of the economy that it evaluates. This 
happens for example when estimating the intermediate deliveries themselves. In that 
case, it may happen that the outcomes for the WAD may be substantially larger for a 
large region than they are for a small region. Therefore, we have chosen to focus on 
the WAPE, when presenting our results. The outcome of comparing the methods on 
the basis of the WAD when evaluating the input coefficients matrix and the Leontief 
inverse (the two cases where the WADs are not affected by size) was very similar to 
the outcome on the basis of the WAPEs.5 
 
Sixth, in addition we have also determined the degree of approximation, which we 
defined as the number of cells for which the absolute deviation is no more than 10% 
of the true value. That is, ijijij zzz ×≤≤× 1.1ˆ9.0  for the intermediate deliveries and 
ijijij aaa ×≤≤× 1.1ˆ9.0  for the input coefficients (both of which the same). In case of 
the Leontief inverse we have counted the number of cells for which 
)(1.1ˆ)(9.0 ijijijijijij įbįbįb −×≤−≤−× . The results for the intermediate deliveries 
(or the input coefficients) indicate that the number of well approximated cells 
increases almost by 31 in each step with the addition of superior data for the next 31 
important cells (or for the next key sector). This suggests that the original (68) well 
approximated cells (i) are relatively unimportant and (ii) are not concentrated in either 
the columns or the rows of the key sectors. The results for the Leontief inverse, sketch 
the same picture as we have seen in Figures 3.1 and 3.2. That is, LARGE performing 
the best, followed by ROWSUM and ROWHYP (where, in contrast to earlier findings, 
ROWHYP does a tiny little bit better than ROWSUM), whereas the column methods 
(COLSUM and COLHYP) and INVIMP perform the worst.6  
 
The six robustness checks described above did not give us reason to modify the 
main conclusions derived in section 3.4.3. We found that using the large coefficients 
                                                 
5
 Appendix 3C presents and discusses the results when WADs are used for the evaluations. 
6
 Appendix 3D gives the findings for the degrees of approximation. 
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(LARGE) to select cells that are replaced by their actual 2002 values is the most 
successful if a set of individual cells is selected for superior data collection. If entire 
sectors are selected for superior data collection, the choice of targeting method 
depends on the type of matrix in which the analyst is most interested. If the focus is 
on estimating the matrix of intermediate input flows, selecting columns by means of 
the hypothetical extraction method (COLHYP) works best. If the analyst is most 
interested in producing an accurate matrix of input coefficients or Leontief inverse 
matrix (containing output multipliers that are important for impact analyses), superior 
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Appendix 3A. Calculation of Tolerable Limits 
 
The tolerable limits approach identifies for each input coefficient how much it can 
change (as %) at most, under the restriction that no output changes more than p%. 
This change is the maximum variation margin for the input coefficient and is 































   (3A-1) 
 
where akl represents the input coefficient (input of sector k per unit of output in sector 
l), bkl is the element (k, l) of the Leontief inverse, xl and xk are the total output for 
sectors l and k. So, once input coefficient akl is changed by more than rkl %, there is at 
least one sector for which the output increases by more than p%. The lower the 
maximum variation margin rkl is, the more important is the input coefficient akl. In the 




Appendix 3B. The Results of Alternative Methods 
 
In this appendix, we present the results for five alternative identification methods. The 
first uses important coefficients based on the tolerable limits approach as outlined in 
Appendix 3A (indicated as “LIMIT” hereafter). The second alternative selects rows 
based on forward linkages in Ghosh’s supply-driven IO model (indicated as 
“ROWGOH” hereafter). The third alternative identifies key sectors based on the 
relative linkages of in the hypothetical extraction method for columns. Recall that 
“COLHYP” selected sectors with the largest outcomes for the linkages as measured 
by ][Ȉ )( kiii xx −− . Dietzenbacher and van der Linden (1997) have argued that the 
effect of the sector size should be removed and that relative linkages 
k
k
iii xxx /][Ȉ )(−−  should be used. The method based on these relative linkages is 
indicated as “COLRHYP”. Similarly, the fourth alternative uses relative linkages 
from the hypothetical extraction of rows (“ROWRHYP”). The fifth alternative uses 
the original hypothetical extraction method (indicated as “HYP” hereafter), which 
extracts both row k and column k. In order to compare the results of these five 
alternative methods with the results in the main body of this chapter, we also include 
“LARGE” and “COLHYP”, i.e. the best and the worst performing method in graphs B 
and C of Figure 3.1. Due to the fact that HYP identifies the cells of a row and 
corresponding column for q (= 1, 2, 3, 4) sectors simultaneously, the numbers of 
superior data in this section amount to q(2n-q) (= 61, 120, 177, 232, respectively). 
 
 Similar to Figure 3.1, Figure 3B.1 presents the average WAPEs of the 
intermediate deliveries (in graph A), of the input coefficients (in graph B), and of the 
Leontief inverse (in graph C). A first observation is that LARGE still outperforms all 
the alternative methods whereas COLHYP is still the worst one (except in graph A). 
Graphs B and C in Figure 3B.1 sketch a very clear distinction of performance into 
three categories: the two methods that focus on individual cells perform the best, 
where LARGE outperforms LIMIT; the two methods that focus on the rows when 
searching for key sectors perform second best, where ROWRHYP performs 
invariably better than ROWGOH; the other three methods (COLRHYP and COLHYP 
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focusing on columns and HYP focusing on the combination of a row and its 
corresponding column) perform comparably poor.  
 
 With respect to graph A, as we have seen in Section 3.4.1, COLHYP may yield 
relatively good estimates for the intermediate deliveries because it is one of the 
methods that takes sector size (in terms of output) into account. This also explains the 
difference between graph A and graphs B and C in Figure 3B.1. In graph A, the 
ordering is slightly different from that in graphs B and C: the two methods that focus 
on individual cells still perform the best, and LIMIT generates equally good estimates 
as LARGE; COLHYP and COLRHYP yield very similar results and perform second 
best; ROWRHYP and HYP follow in the third category, where ROWRHYP is 
slightly better; ROWGOH performs invariably the worst. 
 
 Figure 3B.2 gives the coefficients of variation corresponding to the seven 
methods, for the intermediate deliveries (graph A), for the input coefficients (graph B), 
and for the Leontief inverse (graph C). When linked to Figure 3B.1, a general 
observation is still that poor performance appears to be  invariably poor across 
regions (i.e. the lowest accuracy in Figure 3B.1 is coupled to the largest stability in 
Figure 3B.2) while the best performance in terms of accuracy goes together with the 
largest variability across regions. HYP might be the only exception in graphs B and C 
(coupling a relatively poor accuracy in Figure 3B.1 to a relatively large variability in 
Figure 3B.2). In this sense, HYP is less favorable than the row-wise methods (which 
select the same amount of cells for superior data collection), especially when 
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 C. Accuracy in terms of the Leontief inverse 
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Appendix 3C. Results of Alternative Evaluation Criterion in WADs 
 
Figure 3C.1 gives the average WADs for the estimates of the intermediate deliveries 
(graph A), of the input coefficients (graph B), and of the Leontief inverse (graph C). 
The results for the WADs are very similar to the results for the WAPEs (see Figure 
3.1). The ordering of the methods in terms of their accuracy is exactly the same when 
estimating the input coefficients (compare graphs B in Figures 3.1 and 3C.1) and the 
Leontief inverse (graphs C). This also holds for the accuracies of estimating the 
intermediate deliveries (compare graphs A), except for ROWSUM and ROWHYP 
that change position. When it comes to the estimation of the intermediate deliveries, 
ROWSUM yields slightly better accuracies than ROWHYP according to the WAPEs 
whereas ROWHYP outperforms ROWSUM according to the WADs.  
 
 Another observation is with respect to the slope of the curves. In Figure 3.1, it 
was found that for a given number p of cells with superior data the average WAPE 
with LARGE is more or less equal to the average WAPE with ROWSUM for 3p. This 
magnification, however, seems to be larger when WADs are used. From graph C in 
Figure 3C.1, it follows that the average WAD with LARGE for a given number (e.g. 
31) of cells with superior data, approximately equals the average WAD with 
ROWSUM for 4p (124). When applying WADs to measure and compare the 
accuracies, this implies that both methods perform roughly the same if LARGE is four 
times as expensive as ROWSUM and the budget for superior data collection is fixed.  
 
 Figure 3C.2 depicts the coefficients of variation of the WADs across regions, just 
like Figure 3.2 did for WAPEs. Again, the performance of the methods is very similar, 
except for ROWHYP. According to the WAPEs and compared to other methods, 
ROWHYP generates quite a lot of variation for small numbers of superior cells (less 
than 124) when the input coefficients or the Leontief inverse (see graphs B and C) are 
estimated. When WADs are used, however, ROWHYP produces a significantly lower 
variation than LARGE all the time. Hence ROWHYP is found to be more 
recommendable when the errors are evaluated by WADs then by WAPEs.  
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 C. Estimating the Leontief inverse 
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Appendix 3D. Results for the Degrees of Approximation 
 
This appendix gives the degrees of approximation as a measure for the accuracy of the 
estimates (as an alternative to the WAPEs). Figure 3D.1 presents the results, with 
graph A for estimating the intermediate deliveries (or the input coefficients) and graph 
B for the Leontief inverse. 
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B. Accuracy in terms of the Leontief inverse 
 
Graph A is somewhat intriguing, with the results lying almost on a straight line 




deliveries, we found on average 60 zero entries in 2002. In the case where no superior 
data are inserted, on average 68 of the 901 positive cells were estimated with an error 
no larger than 10% (i.e. were approximated well). Inserting the true values in the 31 
cells that have been selected as most important cells or cells of key sectors, adds 
another 25 cells that are approximated well if LARGE is used (and 29 cells if 
ROWSUM is applied for the selection). Each and every time that the next 31 cells in 
the intermediate deliveries matrix are filled with their true 2002 values, the number of 
well approximated cells increases by 26-28. The fact that the number of well 
approximated cells increases almost by 31 in each step with the addition of superior 
data for the next 31 important cells (or for the next key sector), suggests that the 
original 68 well approximated cells (i) are relatively unimportant and (ii) are not 
concentrated in either the columns or the rows of the key sectors. 
 
 Graph B for the Leontief inverse, sketches the same picture as we have seen in 
Figures 2.1 and 2.2. That is, LARGE performing the best, followed by ROWSUM and 
ROWHYP (where, in contrast to earlier findings, ROWHYP does a tiny little bit 
better than ROWSUM), whereas the column methods (COLSUM and COLHYP) and 









A Dissection of the Growth of Regional Disparities in Chinese Labor 
Productivity between 1997 and 2002 
 
 
4.1  Introduction 
In recent years, the issue of regional imbalances in GDP per capita in China has 
attracted much attention both in and outside of China. Most studies found a 
decreasing trend in the 1980s which reversed in the early 1990s (Tsui, 2007). A 
number of studies have explored the driving forces behind the widening disparities 
since the early 1990s. Aspects that have been covered include the flaws in China’s 
development strategy (e.g. Fleisher and Chen, 1997; Lin and Liu, 2005), its policy 
with respect to foreign direct investments and its biased openness policy (e.g. Lee, 
1994; Dayal-Gulati and Husain, 2000; Fujita and Hu, 2001), the efficiency of 
township and village enterprises (e.g. Chen and Feng, 2000; Naughton, 2002; Lin and 
Cai, 2003), location factors (Démurger et.al., 2002), and local protectionism (e.g. 
Young, 2000; Kanbur and Zhang, 2005).  
 
 Regional differences in labor productivity levels are known to contribute to a 
widening of income inequality (e.g. Tsui, 2007; Shiu and Heshmati, 2011). Note that 
the disparities in regional labor productivities are larger than those for GDP per capita. 
For example, the ratio between the best and the worst performing region (i.e. 
Shanghai and Guizhou) in 2006 was 57/6 = 9.4 for GDP per capita and 127/11 = 11.5 
for labor productivity.1 The development over time shows increasing disparities for 
                                                 
1
 GDP per capita is in thousands of RMB, labor productivity in thousands of RMB per worker. Data 




the period 1997-2006. The Gini coefficient, for example, steadily increases from 0.27 
to 0.34 and the same applies for other indicators such as Theil’s inequality index and 
the coefficient of variation. 
 
In this chapter, we aim at gaining a deeper insight into the regional imbalances in 
China by analyzing the differences in labor productivity levels in 1997 and their 
changes between 1997 and 2002.2 Our data cover 27 regions (i.e. 23 provinces and 
four municipalities) and 32 sectors.3 We will use a shift-share approach that will be 
adapted for our purposes. First, for analyzing the disparities in 1997, we develop a 
transitive approach to prevent that the results for the productivity difference between 
A(nhui) and B(eijing) are different from combining the results for the difference 
between A(nhui) and C(hongqing) and those between C(hongqing) and B(eijing). 
Another adaptation is that the effect caused by differences in sectoral labor 
productivities between regions is split into two effects. Namely, differences in 
sectoral value added coefficients (i.e. value added over gross output) and differences 
in sectoral output per worker ratios. The reason for making this split is that we are 
interested in differences and changes in the extent to which regions are specialized in 
activities that capture a large part of the value chain. This is an interesting issue in a 
country like China and warrants explicit analysis of the value added coefficients. The 
third effect still takes the differences in sectoral employment shares between regions 
into account. The adaptations yield a transitive approach. 
 
Second, for analyzing the changes over time we prefer to consider growth rates of 
labor productivity levels rather than their absolute differences between 1997 and 2002. 
This requires a multiplicative approach instead of the usual additive approach. Further, 
an adequate analysis of changes over time requires data (value added and gross output) 
in constant prices. On the basis of aggregate data for regions k (i.e. no sectoral detail) 
in constant prices and national data for sectors i (i.e. no regional detail) in constant 
                                                 
2
 See also Yang and Lahr (2008), who use an interregional input-output structural decomposition 
approach to analyze labor productivity growth between 1987 and 1997 for seven regions in China, 
distinguishing seven sectors.   
3
 Note that the aggregation and classification of sectors in this chapter differ slightly from that in 
Chapters 2 and 3. See Section 4.3.1 for further information. 
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prices, we develop a new method to estimate the data for each sector i in any region k 
in constant prices.4 
 
The chapter is organized as follows. The next section develops the transitive 
shift-share model (which is an additive method to analyze the absolute differences 
between regions at a certain point in time) and the multiplicative shift-share model 
(which allows for analyzing growth rates between two points in time). Both models 
involve three effects.  Section 4.3 describes the data that we have used and develops 
the method to estimate the volume changes between 1997 and 2002 (i.e. the data in 
constant prices). The results are presented and discussed in Section 4.4 and a 
summary and conclusions are given in Section 4.5. 
4.2  Methodology 
4.2.1 The Shift-Share Technique and its Problems 
The shift-share approach has been extensively used for the evaluation of the 
effectiveness of different regional policies (see, for example, Stevens and Moore, 
1980; Forthergill and Gudgin, 1982; Slyvie, 2001). The technique was originally 
proposed by Dunn (1960) to examine differences in growth between regions and the 
national average. The approach investigates whether, for example, a region performs 
better than average because (almost) all of its sectors are performing better than 
average, or because the region is specialized in sectors with an above average growth.  
 
Although shift-share analysis was originally proposed to analyze regional growth 
disparities, it can be extended straightforwardly to the decomposition of regional 
productivity differentials (see Syrquin, 1984, for an overview; for recent applications, 
see Paci and Pigliaru, 1997; Fagerberg, 2000; Dinc and Haynes, 2005; Rice et al., 
                                                 
4
 Wang and Szirmai (2008) also apply shift-share techniques to account for aggregate labor 
productivity growth in Chinese regions. Whereas their study explicitly focuses on the consequences of 
changing shares of state-owned and privately owned companies in employment (next to changes in 
sectoral employment shares and sectoral productivity growth for ownership type-sector combinations), 
the present study has a specific focuses on the labor productivity growth effects of changes in the parts 




2006). The labor productivity of a region can be expressed as the weighted average of 
the value added per worker across the various sectors in that region. Thus, for region k 













































where: kP  is the labor productivity in region k; kV  the value added in region k; kL  
the employment in region k; ikikik LVP /=  the labor productivity in sector i (= 1, …, 
n) of region k; ikV  and ikL  are the value added and employment in sector i of 
region k; and kikik LLS /=  the share of sector i in the employment of region k. The 

















































1 ))(())((             (4-2c) 
= Prodkl + Sharekl 
 
The first term on the right hand side of Equations (4-2) gives the effect of sectoral 
labor productivity (Prod) differences between the two regions. The second term gives 
the effect of sectoral employment share (Share) differences between the two regions. 
Note that Equation (4-2a) uses the employment shares of region k to weigh the 
productivity differences and uses the productivity levels of region l to weigh the 
employment share differences. In expression Equation (4-2b), this is exactly the other 
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way around. Equation (4-2c) is the average of Equations (4-2a) and (4-2b), and uses 
average employment shares and average productivity levels as weights. 
 
 Commonly, shift-share approaches include also the interaction term. In that case, 








































))(()()(             (4-3b) 
 
where the third term on the right hand side of Equations (4-3a) and (4-3b) gives the 
interaction effect that measures the covariance between the sectoral employment share 
differences and the sectoral productivity differences in the two regions. This third 
term is positive if the regions have large employment shares in the sectors in which 
they also have high labor productivities. Equation (4-3a) uses region k for the 
weighting, Equation (4-3b) uses region l. Note that the average of Equation (4-3a) and 
Equation (4-3b) yields Equation (4-2c) again.  
 
In our application to the productivity disparities in China, we take Equation (4-2c) 
as a starting point and will adapt it for two reasons. First, because—as mentioned in 
the introduction—we would like to single out the effects of regional differences in the 
























































where: ikX  is the gross output of sector i in region k; ikikik XVȝ /=  is the value 
added coefficient of sector i in region k; ikikik LXȜ /=  is the output per worker in 
sector i in region k. According to Equation (4-4), the conventional shift-share 
approach needs to be expanded to discern three effects. Including interaction terms 
would additionally yield three covariance terms (each multiplying two differences) 
and one term that multiplies the three types of differences. In empirical applications, 
the results for the interaction terms are often difficult to interpret and are taken as 
residuals.5 For that reason, we will derive expressions that do not include interaction 
terms. 
 
 The second reason for adapting the framework is that the approach in Equation 
(4-2c) is not transitive. It follows from Equation (4-2c) that 
klkllk ShareodPrPP +=− , with =klodPr  ))((Ȉ21 ilikiliki SSPP +−  for example. 
This implies that we also can get another expression for lk PP − , if we link regions k 
and l via a third region, t. That is, 
)()()()( tltlktktlttklk ShareodPrShareodPrPPPPPP +++=−+−=− . Transitivity 
would require that tlktkl odProdProdPr +=  and, similarly, 
+= ktkl ShareShare tlShare . It is easy to construct simple examples (e.g. three regions, 
two sectors) that show transitivity does not hold in general for the shift-share 
expression in Equation (4-2c). 
4.2.2 A Transitive Shift-Share Model 
In this section we first describe a transitive shift-share technique with two factors, 
after which it will be expanded to cover three factors. In index-number theory (which 
typically works with multiplicative forms), several methods have been developed that 
allow for transitive comparisons. Commonly used methods include the EKS (Eltetö 
and Köves, 1964; Szulc, 1964), Geary-Khamis (Geary, 1958; Khamis, 1972) and 
                                                 
5
 This applies in particular when the number of interaction terms increases, for the simple cases several 
interpretations have been given. For example, in explaining productivity differences Oosterhaven and 
Broersma (2007, 2008) interpret the interaction terms as revealed localisation (or cluster) economies. 
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CCD (Caves et al., 1982) methods. In the additive context that is also relevant for our 
case, Fox (2006) employed the Geary-Khamis method. The idea is that both regions k 
and l are compared with the national level first, after which they are compared with 
each other. 
 
 In line with Fox (2006), consider Equation (4-1) and take arbitrary values for iP  
and iS  (with i = 1, …, n). Define iii SPP Σ= . Similar to Equation (4-2c) for lk PP − , 



































            
 (4-6) 
 
It can easily be checked that the shift-share expression in (4-6) is transitive, in the 
sense that the expression in (4-6) for lk PP −  is the same as the sum of the 
expressions for tk PP −  and lt PP − . It follows immediately from 
tlktkl SLPSLPSLP += . 
 
 In empirical applications, the values for iP  and iS  are usually not taken 
arbitrarily. For example, one may choose to have a specific region (say h) as the 
reference region. In that case, ihi PP =  and ihi SS = , which yields 
hihihiiii PSPSPP === ȈȈ . Most often, the national averages are taken as point of 







































which indicate the average labor productivity in sector i and the national employment 
share of sector i, respectively. It then follows that P  equals the average national 















































































































































1 ))((               
kkk SESdiffOPWdiffVACdiff ++=            (4-7d) 
 
Note that the contribution of the differences (from the national average) in sectoral 
labor productivity levels is split into two: the effects due to differences in sectoral 
value added coefficients and those due to differences in sectoral output per worker 
ratios. It should be emphasized that Equation (4-7a) and Equation (4-7b) are not the 
only two possibilities (next to forms that include interaction terms). In input-output 
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analysis, extensions to shift-share are widely used and known as structural 
decomposition analyses, and sometimes contain more than ten factors (see e.g. Miller 
and Blair, 2009). Dietzenbacher and Los (1998) showed that there are R! different 
expressions in the case of R factors. They also found that the average of the two 
(so-called) “polar” cases approximated the average of all R! cases very well. The 
Equations (4-7a) and (4-7b) reflect the “polar” cases in a shift-share setting and 
Equation (4-7c) gives the average. As shown by Equation (4-7d), the first term on the 
right hand side gives the effect due to differences between the value added 
coefficients in region k and the national averages (i.e. VACdiffk), the second term 
expresses the effect due to differences between the output per worker ratios for region 
k and the national averages (i.e. OPWdiffk), and the last term gives the effect due to 
differences in the sectoral employment shares for region k and the national averages  
(i.e. SESdiffk). 
 
 Next, we have klklkllk SESdiffOPWdiffVACdiffPP ++=− , with =klVACdiff  
lk VACdiffVACdiff −  and similar definitions for klOPWdiff  and klSESdiff . Again, it 
is easily checked that the shift-share expression with three factors is transitive. In the 








































































































4.2.3 A Multiplicative Shift-Share Model for Changes Over Time 
In the previous section we have analyzed the labor productivity differentials between 
regions (or between a region and the national average) in absolute sense. In this 
section we focus on the changes in labor productivity over time. For this, the absolute 




Additive shift-share approaches (as in Sections 4.2.1 and 4.2.2) are appropriate to 
analyze absolute changes, multiplicative shift-share approaches are to be used for the 
analysis of percentage changes.6 
 
 The multiplicative shift-share technique was proposed by Davies and Lyons 
(1991), employing Fisher indexes to investigate why foreign owned enterprises had a 
relative advantage over domestically owned enterprises in the UK. In input-output 
analysis, the multiplicative form of a structural decomposition analysis (which can be 
seen as an extension of the shift-share approach) was proposed by Dietzenbacher et al. 
(2000, 2004). Our starting point is Equation (4-4), i.e. ikikikik SȜȝP Ȉ= . The 
proportional change between period 0 (1997 in our application) and period 1 (2002) is 

































































⋅⋅=                              (4-8b) 
 
These are the two polar cases in a multiplicative setting, which are comparable to 
Equation (4-7a) and Equation (4-7b) for the additive setting. For taking the average, 
the arithmetic mean was used in Equation (4-7c) in the additive framework. In the 
multiplicative setting, the geometric mean is adopted, following the popular Fisher 

























































kkk SESratiosOPWratiosVACratios ⋅⋅=        (4-9) 
 
                                                 
6
 It should be noted that additive approximations have been used to decompose growth rates of labour 
productivity, see e.g. Oosterhaven and Broersma (2007). 
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In this multiplicative expression, the productivity growth ratio of region k from 1997 
to 2002 is decomposed into three components. kVACratios  measures what the 
productivity growth ratio of region k would have been if only the value added 
coefficients in all sectors i in that region had changed in the way they have (and all 
other contributing parts had remained constant). A value larger than one indicates that 
the changes in value added coefficients only, would have increased overall 
productivity in region k. For instance, this may have been due to a more or less 
uniform increase in sectoral value added coefficients in region k, 
or—alternatively—that increases in value added coefficients occur in sectors with a 
large employment share and decreases occur in sectors with a small employment 
share. The factor kOPWratios  gives the change in the productivity of region k if 
only the sectoral gross output per worker ratios had changed.  The factor 
kSESratios  indicates the effect on regional productivity of changes in the 
employment shares only. A value larger than one indicates that sectors with above 
average labor productivity have relatively increased in size (measured by employment 
share) and that the opposite holds for sectors with labor productivity below average. 
4.3 Data Description and Data Processing 
The data on employment, value added and gross output are taken from various 
sources using different sector classifications in 1997 and 2002. This section describes 
the original data and how we have processed the data and estimated the sectoral 
volume changes for each region. 
4.3.1 Employment, Value Added and Sectoral Classification 
The sectoral labor shares in each region are derived from data in NBS/MoLSS (1998, 
2003). For 16 sectors, the total number of employed persons is listed for 1997. 
Additional information is available for two of these sectors. That is, mining and 
quarrying is divided into six sub-sectors and manufacturing into 29 sub-sectors. For 




the definitions do not match exactly. For the sub-sectors, people are included that are 
official employees in a state-owned enterprise or in an enterprise owned by an 
urban-collective. The data for the sectors also include workers in private enterprises. 
The consequence is that the sum of employees in all sub-sectors in mining and 
quarrying (or manufacturing) differs from the number of employed persons for the 
sector. Because the difference is only minor, it seems reasonable to estimate the 
number of employed persons in the sub-sectors by adjusting the numbers of 
employees proportionally. This yields the number of employed persons for 49 sectors. 
In the same fashion, employment data for 2002 are obtained from NBS/MoLSS (2003) 
for 50 sectors. There is one more sector in 2002 than in 1997, because mining and 
quarrying is divided into seven sub-sectors in 2002 (instead of into six as in 1997). 
 
Another issue is that the value added data from input-output tables are not 
consistent with the GDP data reported in the China Statistical Yearbooks (NBS, 1998, 
2003). As shown in the table in Appendix 4A, there are nine regions in 1997 for 
which the (absolute) difference between the two values for GDP is larger than 0.5% 
of the “Yearbook GDP”, and in 2002 this applies to 11 regions. An important aspect 
is that a national economic census took place in 2005, which led to a revision of value 
added in the input-output tables, but not in previous yearbooks (NBS, 2005).7 
Another cause for the difference is that the surveys underlying the two versions for 
GDP are different. For coherence and comparability, the value added data used in our 
study are taken from the input-output tables, together with the data on gross output.  
 
The input-output tables (both national and regional) distinguish 40 sectors in 1997 
and 42 in 2002. We combined the sector classifications of the input-output tables and 
the labor statistics in 1997 and 2002 into one framework and arrived at the 32-sector 
classification that is given in the table in Appendix 4B. 
                                                 
7
 For example, the new figure for GDP in 2004 was 16.8% larger than the previous estimate.  
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4.3.2 Estimating the Volume Changes 
Analyzing changes over time based on the use of nominal data may be quite 
inaccurate, because the relative prices for sectors within regions may differ 
considerably. In order to carry out the analysis using volume changes only, we first 
need to estimate the price indices and calculate the data in constant prices. The 
information that is available covers the price indices for the value added of sectors at 
the national level and of regions at the aggregate level. What is required for our 
analysis is the value added of sector i in region k in constant prices. The same applies 
to the gross outputs.      
 
Let tikV  represent the value added expressed in current prices of sector i in region 
k and period t, where t = 0 means 1997 and t = 1 means 2002. Table 4.1 shows the 
available information, where GRP indicates the gross regional product (i.e. the sum of 
all sectoral values added within a region). 
 
Table 4.1: Values added for period t (= 0, 1) in current prices 
 Region 1 Region 2 … Region m Sectoral VA 
Sector 1 tV11  
tV12  … 
t
mV1  tSVA1  
Sector 2 tV21  
tV22  … 
t
mV2  tSVA2  
… … … … … … 
Sector n t
nV 1  
t





GRP tRVA1  
tRVA2  … 
t
mRVA   
* Full information is available for shaded cells, no cells need to be estimated. 
 
The nominal change in value added from period 0 (= 1997) to period 1 (= 2002) is 
composed of a price change and a volume change. Because the national input-output 
tables of 1997 and 2002 are available in current and in constant prices, the national 
sectoral price indices sip  can be calculated.
8
 The overall GRP price indices rjp  can 
                                                 
8
 As mentioned in previous chapters, the input-output tables are available for 27 regions, tables for 
Qinghai, Xinjiang, Tibet, and Hainan are not available. This implies that the national deflators for 




be found for each region from NBS (2004). This allows us to estimate the 
region-specific sectoral volume changes in two ways, as depicted in Figure 4.1. 
Approach 1 starts from the data in current prices at t = 1 and uses the information on 
price changes for deflation, after which a comparison with the current price data at t = 
0 provides the estimated volume changes. Approach 2 starts from the data in current 
prices at t = 0 and uses the information on price changes for inflation, after which a 
comparison with the current price data at t = 1 provides the estimated volume 
changes.  
 















The deflation procedure in approach 1, yields the margins as given in Table 4.2. 
Taking the values added for period 1 in current prices (i.e. 1ikV ) as the starting point, 
the RAS-updating method (as proposed by Stone and Brown, 1962), can be employed 
to estimate 1~ikV . That is, the RAS-updates of 
1
ikV  are given by 
1~
ikV  and satisfy 
 
                                                                                                                                            
weighted average of all 31 regions, instead of just the 27 regions covered in our application). Given the 
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kikiik ıVȡV ~~~ 11 =  
s
iiikk pSVAV /
~Ȉ 11 =  (4-10) 
r
kkiki pRVAV /
~Ȉ 11 =  
 
for sector i (= 1, ..., n)  and region k (= 1, .., m). The price changes are then obtained 
as 11
~/ ikik VV  and the volume changes as 
01 /~ ikik VV .  
 
Table 4.2: Estimated values added for period 1 in constant prices (approach 1) 
 Region 1 Region 2 … Region m Sectoral VA 
Sector 1 111
~V  112





1 /  
Sector 2 121
~V  122





2 /  
















1 /  
rpRVA 2
1






* Full information is available for shaded cells, other cells need to be estimated. 
 
Note that one of the few requirements for the RAS method is that the sum of the 
column sums equals the sum of the row sums (i.e. siinirkkmk pSVApRVA /Ȉ/Ȉ 1111 == = ). 
Straightforward application of the deflation procedure led to small differences 
between the two sums (of 2.6% for value added in 1997 and 1.4% in 2002, and 2.8% 
for gross output in 1997 and -0.6% in 2002). We have taken the deflated regional 
values added as “true” and adapted the deflated sectoral values added proportionally.9 
 
 For approach 2, we first inflate the margins of Table 4.1 with values added in 
current prices for period t = 0, which gives us the margins as in Table 4.3. Next the 
values added 0ikV  are RAS-updated which yields 
1
ˆ
ikV , satisfying 
 
kijiik ıVȡV ˆˆˆ 01 =  
                                                 
9
 The major reason for this choice (and not adapt the deflated regional values added) was the fact that 





ˆȈ isiikk SVApV =  (4-11) 
01
ˆȈ krkiki RVApV =  
 
for each sector i (= 1, ..., n) and each region k (= 1, .., m). The price changes are then 
obtained as 01 /ˆ ikik VV  and the volume changes as 
11
ˆ/ ikik VV  in this approach.  
 
Table 4.3: Estimated values added for period 1 in constant prices (approach 2) 
 Region 1 Region 2 … Region m Sectoral VA 
Sector 1 111ˆV  
1
12





Sector 2 121ˆV  
1
22





… … … … … … 























m RVAp   
* Full information is available for shaded cells, other cells need to be estimated. 
 
Combining the results of the two approaches (see Tables 4.2 and 4.3), the volume 
index for sector i in region k is obtained as the Fisher-index  )/~)(ˆ/( 0111 ikikikik VVVV  
and its price index as )/ˆ)(~/( 0111 ikikikik VVVV . The value added of sector i in region k for 
2002 in constant prices (with base year 1997) is estimated as 
)/~)(ˆ/( 01110 ikikikikik VVVVV ⋅  or, equivalently, as )/ˆ)(
~/(/ 01111 ikikikikik VVVVV . 
 
The region-specific sectoral gross outputs of 2002 in 1997 prices are obtained in a 
similar way. The regional output deflators are derived again from NBS (2004) and the 
sectoral price indices are obtained again from the national input-output tables in 
current and constant prices.  
4.4  The Results for the Spatial Disparities of Labor Productivity 
In this section, we employ the transitive and additive model in Equation (4-7c) to 
explore why regional aggregate labor productivities display such large differences in 
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the base year 1997. After that we use the multiplicative model as given in Equation 
(4-9) to investigate how the disparities have changed from 1997 to 2002 and what 
were the underlying sources. We start, however, with a brief sketch of the situation. 
4.4.1 Sketching the Case  
Figure 4.2 gives the regional labor productivities on the horizontal axis and their 
growth between 1997 and 2002 on the vertical axis. In 1997, the national productivity 
was 11,900 RMB per worker, but regional differences were very large. Labor 
productivity in Shanghai (the most productive region) was more than 10 times as high 
as productivity in Guizhou (the region with the lowest productivity). 13 regions had a 
productivity level above the national average (i.e. 19.1=> PPk , expressed in 
10,000s RMB per worker) and 14 regions were below average, which indicates that 
the distribution of regional productivity levels was not very skewed. Closer inspection 
of the location of the high productivity regions shows that 12 of them form the “East 
Rim” of adjacent regions in the East of China. This “East Rim” consists of: the 
traditionally well-developed coastal regions Guangdong, Fujian, Zhejiang, Jiangsu, 
Shandong, and Hebei; the metropolitan cities Shanghai, Beijing, and Tianjin; and the 
three North-east border provinces Liaoning, Jilin, and Heilongjiang, which form the 
traditional industrialization center of China. All regions in the rest of China (except 
Hubei) had a below-average labor productivity in 1997. The highest productivities 
were attained in the megacities in the coastal regions (i.e. Shanghai, Beijing and 
Tianjin), whereas Chongqing is a metropolis in Central-West China with a very low 
labor productivity in 1997. 
 
It also becomes immediately clear from Figure 4.2 that the regions with an above 
average labor productivity in 1997 tended to exhibit a productivity growth between 
1997 and 2002 that was higher than the national growth of 44%. This holds for the 
majority of the regions in the “East Rim” (indicated by triangles in Figure 4.2), 
Beijing being the exception. Vice versa, of the 14 regions with a low productivity in 




national growth rate. This suggests that regional disparities in China have increased 
over time. Table 4.4 gives an overview of the findings distinguishing between the 
“East Rim” (i.e. East and North-east) and the rest of China (i.e. Central and West).  
 
Figure 4.2: Regional labor productivities in 1997  
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Note: Triangles indicate regions in the East and North-East of China; circles indicate regions in Central 
and West China. Labor productivity expressed in 10,000 RMB/worker.  
 
 
It should be noted that the (unweighted) average productivity level for the 27 
regions in 1997 (i.e. 1.42 in Table 4.4) differs from the average national productivity 
given in Figure 4.2 (i.e. 1.19, which corresponds to the value for P  that will be used 
in the shift-share analysis). Discrepancies are known to exist between the national 
average and the average of the regional results. For example, national labor data 
include army statistics, regional data do not. Also, as was mentioned before, the value 
added from regional statistics is larger than from the national statistics. For labor 
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productivity (i.e. value added per worker) this implies that the national average is 
smaller than the average of the regional productivities. An additional aspect is that the 
national averages are obtained from all 31 Chinese regions (i.e. including Hainan 
province and the autonomous regions Tibet, Qinghai and Xinjiang). The value of 1.19 
in Figure 4.2 thus reports the weighted averages of 31 regions. 
 
The findings in Table 4.4 point at two important observations. First, the increase of 
the regional disparities is clearly reflected by the increase in the standard deviation of 
all 27 regional productivity levels (from 0.93 to 1.60). Even the relative dispersion as 
measured by the coefficient of variation (defined as the standard deviation divided by 
the average) increases, namely from 0.65 to 0.71. Second, the average growth in the 
rest of China (46%) is larger than the national average (44%). This indicates that the 
four regions for which we do not have data (Hainan, Tibet, Qinghai, and Xinjiang) 
must have had low labor productivity growth.10 So, although some of the low 
productivity regions showed signs of catching-up (such as Neimeng and Sichuan), it 
should be borne in mind that some poor performing regions are not included in our 
analysis. 
 
 Table 4.4: Summary statistics for regional labor productivity levels 
 1997 2002 Growth 
National average (weighted, 31 regions) 1.19 1.71 44% 
Average, regions in East and North-east (unweighted, 12 regions) 2.14 3.53 65% 
Average, regions in Central and West (unweighted, 15 regions) 0.85 1.25 46% 
Average, all regions (unweighted, 27 regions) 1.42 2.26 55% 
Standard deviation, all 27 regions 0.93 1.60  
Coefficient of variation, all 27 regions 0.65 0.71  
Units: 10,000 RMB/worker. 
4.4.2 Accounting for Regional Disparities in Labor Productivity in 1997 
The results for the shift-share analysis of the difference of the labor productivity at the 
regional and national level are given in Table 4.5. In interpreting the findings, take the 
                                                 
10
 It should be borne in mind, however, that the growth percentages are not entirely comparable 





example of Anhui which has a labor productivity that is 3,600 RMB per worker lower 
than the national average. If only the sectoral value added coefficients had taken their 
regional values (and the sectoral values for the output per worker and for the 
employment share in Anhui had been equal to the corresponding national sectoral 
values), the labor productivity would have been 400 RMB per worker lower than 
average. The (negative) contribution of kVACdiff  is +11% of the negative difference 
between the regional and national productivity level (i.e. PPk − ). Positive values in 
the columns with shares thus indicate that the corresponding effect has the same sign 
as the total effect PPk − . 
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Table 4.5: Shift-share analysis of labor productivity differentials by regions in 
1997 
VACdiffk OPWdiffk SESdiffk 
       
Productivity 
in 1997 
PPk −  Value Contr. (%) Value Contr. (%) Value Contr. (%) 
Nation 1.19        
Anhui  0.82 -0.36 -0.04 11.0 -0.12 33.2 -0.20 55.7 
Beijing  3.59 2.40 -0.22 -9.2 1.48 61.5 1.14 47.7 
Chongqing  0.83 -0.36 -0.01 2.3 -0.11 30.4 -0.25 67.4 
Fujian  1.93 0.74 -0.11 -15.0 0.79 106.6 0.06 8.5 
Gansu  0.82 -0.37 0.05 -14.6 -0.28 75.0 -0.15 39.6 
Guangdong  2.01 0.82 -0.20 -24.2 0.90 108.8 0.13 15.3 
Guangxi 0.76 -0.43 0.00 -0.1 -0.11 26.4 -0.31 73.7 
Guizhou  0.43 -0.76 0.04 -5.9 -0.44 58.3 -0.36 47.6 
Hebei  1.23 0.05 -0.02 -43.4 -0.03 -75.5 0.10 218.9 
Henan  0.84 -0.35 -0.03 8.3 -0.16 46.7 -0.16 45.0 
Heilongjiang  1.70 0.51 0.13 25.8 -0.11 -22.1 0.49 96.4 
Hubei  1.32 0.13 -0.12 -90.4 0.19 146.4 0.06 44.0 
Hunan  0.85 -0.33 -0.05 15.3 -0.11 31.8 -0.18 52.8 
Jilin  1.22 0.03 -0.04 -134.8 -0.20 -725.6 0.26 960.4 
Jiangsu  1.80 0.61 -0.25 -40.7 0.64 104.9 0.22 35.8 
Jiangxi  0.84 -0.35 0.03 -9.8 -0.29 84.6 -0.09 25.2 
Liaoning  1.77 0.58 -0.25 -43.4 0.29 50.3 0.54 93.1 
Neimeng 1.08 -0.11 0.04 -38.4 -0.28 251.0 0.13 -112.7 
Ningxia 0.84 -0.35 0.05 -14.8 -0.40 111.8 -0.01 3.0 
Shaanxi  0.76 -0.43 -0.01 3.3 -0.35 80.2 -0.07 16.5 
Shandong  1.46 0.27 -0.15 -54.1 0.42 157.0 -0.01 -2.9 
Shanxi  1.05 -0.14 -0.02 12.6 -0.33 238.3 0.21 -151.0 
Shanghai  4.56 3.37 -0.46 -13.6 2.46 73.0 1.37 40.6 
Sichuan  0.73 -0.46 0.01 -3.0 -0.22 47.7 -0.25 55.3 
Tianjin  2.66 1.47 -0.41 -27.9 0.76 51.6 1.12 76.2 
Yunnan  0.75 -0.44 0.08 -19.0 -0.16 36.6 -0.36 82.4 
Zhejiang  1.78 0.59 -0.25 -42.1 0.67 113.9 0.17 28.2 
Units: 10,000 RMB/worker. 
 
The first observation is that almost all percentage contributions for the SESdiff effect 
are positive. This indicates that regions with an above average productivity level were 
specialized in high productivity sectors. However, it also indicates that regions with a 
productivity below average have a focus in their production on sectors with a low 
productivity. The size of the contribution is in most cases quite considerable which 




high-productivity activities. That is, a focus on the sectors in which the region has a 
comparative advantage, i.e. sectors with productivity levels that are higher than the 
national average. In the same fashion, part of the lack of success of a region is caused 
by specialization in low-productivity activities. 
 
Note that the three North-eastern provinces, Heilongjiang, Jilin and Liaoning, 
which used to be the centers of heavy industry in China have outstanding, positive 
SESdiff effects. Closer inspection of the underlying data shows that they have above 
average employment shares in manufacturing and below average shares in agriculture. 
The large contribution of the SESdiff effect follows from the labor productivities that 
are used as weights. For example at the national level, the labor productivity is clearly 
larger in manufacturing than in agriculture. 
 
The second observation is that also almost all percentage contributions for the 
OPWdiff effects are positive. This suggests that most regions with high aggregate 
labor productivity levels either have above average output per worker levels for many 
sectors, or very high levels in some of the larger sectors. For regions with low 
aggregate labor productivity levels, a similar conclusion can be drawn: they either 
have low gross output per worker levels across the board, or have very low levels for 
some important sectors. There are only three regions (Hebei, Heilongjiang, Jilin) that 
are exceptional, i.e. with negative percentage contributions. For example, Jilin shows 
a considerable positive SESdiff effect and a negative OPWdiff effect of comparable 
size. This is possible if there is very strong specialization in a few sectors with high 
productivity levels and high output per worker levels, while the majority of the sectors 
has below average OPW levels. 
 
The third aspect we would like to focus on is related to sector-level differences 
between regions in the type of activities undertaken. Processing trade activities, for 
example, are particularly paramount in the regions in the East Rim (Ma et al., 2009, 
provide evidence that processing trade is virtually absent in Central and Western 
provinces, and is especially prominent in Guangdong and Jiangsu). For these 
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activities, large amounts of semi-finished products, auxiliary materials, parts and 
components, accessories, and packaging materials are imported from abroad, and the 
finished products are re-exported again after they have been processed or assembled 
in China. In general, little labor and value added are involved, whereas the gross 
output values are substantial. As a consequence, processing trade activities are 
characterized by relatively low value added coefficients and relatively large output 
per worker ratios. Such differences are most substantial between processing trade 
activities and production for domestic use, but are not limited to these. Chinese 
production activities for export purposes that do not fall under the specific regulations 
for processing trade also have lower value added coefficients than production for 
domestic use.11 Since production for export purposes other than processing trade is 
also heavily clustered in East Rim provinces, we expect to find positive OPWdiff 
effects and negative VACdiff effects for these regions, even while some of the East 
Rim provinces do not have a high level of processing trade activity.   
 
Next, we will argue that it makes sense to expect that the effect of the large OPW 
ratios dominates the effect of the small VACs. Consider labor productivity in some 
sector in some region, i.e. V/L. Value added equals the remunerations for labor and 
capital, i.e. wL + rK. Using V/L = (V/X)(X/L) and substituting V = wL + rK yields V/L 
= (wL + rK /X)(X/L) = w + r(K/L). One of the features of assembly activities is that 
workers perform highly routinized tasks, which lead to production processes that are 
likely to be more efficient than those in non-processing trade activities. Some of these 
efficiency gains might be reflected in wage rates w, although the virtually unlimited 
supplies of labor in the period studied are likely to have had a downward pressure on 
wage rates in the East Rim. In any case, it is unlikely that processing trade activities 
have a wage rate that is lower than other activities. Furthermore, there is some 
superficial quantitative evidence (see, e.g. Wang, 2009) that manufacturing activities 
in coastal regions are more capital-intensive than comparable activities elsewhere in 
China. If rental rates are comparable across regions, we would thus expect relatively 
                                                 
11
 See Yang et al. (2009) for input-output analyses of nationwide differences between processing trade 





large labor productivity levels for assembly activities. This would imply that negative 
VACdiff effects are dominated by positive OPWdiff effects for the East Rim regions 
with a lot of production for export purposes. The other regions capture larger chunks 
of the value chain (which thus have sectors with larger value added coefficients), but 
generally produce less advanced products with less specialization in tasks (implying 
lower gross output per worker ratios). So, for the other regions we expect to find that 
VACdiff is positive and/or that OPWdiff is negative. 
 
The results in Table 4.5 are very much in line with our expectations. For the 12 
regions in the East Rim, nine show the predicted outcomes (i.e. negative VACdiff 
effects dominated by positive OPWdiff effects). Hebei, Heilogjiang and Jilin are the 
exceptions, since the OPWdiff effects for these regions are negative. As Ma et al. 
(2009, p. 650) showed for 2005, processing trade activities were almost absent in 
these provinces, as opposed to the other nine regions in the East Rim. For the 15 
regions that are not part of the East Rim, we observe that 14 of them show outcomes 
that are in line with the predictions (i.e. VACdiff is positive and/or OPWdiff is 
negative). Hubei is the single exception, but it should be noted that the effects are all 
very small. Hubei appears to be representative for entire China, in terms of the 
variables we consider in this study.   
 
A final remark with respect to Table 4.5 is that the results can be readily used to 
evaluate the differences in aggregate labor productivity levels between any two 
regions. This is due to the transitivity of the shift-share approach in Equation (4-7c). 
For example, the gap between Shanghai and Guizhou, which have the highest and the 
lowest aggregate productivity levels, respectively, is 4.13. It turns out that the regional 
differences in the sectoral output per worker ratios contribute 2.90 (70.2%). The 
differences in the sectoral employment shares explains a difference of 1.73 (41.9%) 
between the 1997 aggregate labor productivity levels of Shanghai and Guizhou. 
Differences in value added coefficients are responsible for the remaining -0.50 
(-12.1%).  
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4.4.3 Regional Labor Productivity Growth from 1997 to 2002 
For analyzing the proximate causes of regional aggregate labor productivity growth 
rates, we have used the multiplicative model in Equation (4-9). The contributions of 
the three types of effects are given in Table 4.6 by the column “value”. For the 
%-contributions we first take the logarithms, i.e. 
=)/log( 01 kk PP ++ )log()log( kk OPWratiosVACratios  )log( kSESratios . The 
percentage shares are then obtained as, e.g., )/log(/)log( 01 kkk PPVACratios . 
 
Our first observation is that changes in sectoral employment share 
(i.e. kSESratios ) had quite considerable effects in the vast majority of regions. In as 
many as 12 regions we find that the value of SESratios is at least 1.42, the unweighted 
average over regions. This indicates that if only the sectoral employment shares in 
such a region had changed in the way they actually have (and anything else would 
have remained fixed), aggregate labor productivity in this region would have grown 
by more than 40%. For only three regions this increase is less than 20%, including 
Heilongjiang as the single exception with a (negligible) decrease. This implies that an 
important change has taken place in China’s production in the sense that almost all 
regions have benefited from a stronger focus on sectors that had high labor 
productivity levels compared to other sectors within the region. This result may have 
been driven partly by the well-known shift of peasants to non-agricultural 
employment (see, e.g. Bosworth and Collins, 2008), although Dekle and 
Vandenbroucke (2010) indicated that the national agricultural employment share was 






Table 4.6: Shift-share analysis of regional labor productivity changes between 
1997 and 2002 












Anhui      0.82 1.37 0.98 -5.1  1.05 15.1  1.33 90.0  
Beijing     3.59 1.34 0.99 -3.8  0.91 -33.6  1.49 137.4  
Chongqing  0.83 1.55 0.83 -43.5  1.06 13.3  1.76 130.2  
Fujian      1.93 1.53 0.96 -9.0  0.86 -35.9  1.85 144.9  
Gansu      0.82 1.23 0.97 -12.3  1.14 61.1  1.11 51.2  
Guangdong  2.01 1.75 1.10 16.3  0.93 -13.9  1.73 97.6  
Guangxi    0.76 1.42 1.02 6.2  0.96 -10.7  1.44 104.5  
Guizhou    0.43 1.43 0.96 -10.4  1.14 36.7  1.30 73.7  
Hebei       1.23 1.52 0.98 -4.7  1.16 35.2  1.34 69.5  
Henan      0.84 1.40 1.07 19.3  0.84 -51.7  1.56 132.4  
Heilongjiang 1.70 1.49 0.96 -9.0  1.55 111.1  0.99 -2.1  
Hubei      1.32 1.67 1.16 29.5  1.31 52.2  1.10 18.4  
Hunan      0.85 1.52 1.04 9.4  1.11 24.5  1.32 66.1  
Jilin        1.22 1.91 1.02 2.6  1.52 64.9  1.23 32.5  
Jiangsu     1.80 1.73 1.04 7.0  1.14 24.6  1.45 68.4  
Jiangxi      0.84 1.50 1.01 2.8  1.16 37.2  1.28 60.0  
Liaoning    1.77 1.63 1.13 24.0  1.16 30.0  1.25 46.0  
Neimeng 1.08 1.71 1.00 -0.3  1.32 52.5  1.29 47.9  
Ningxia     0.84 1.42 0.97 -8.0  1.19 49.5  1.23 58.6  
Shaanxi     0.76 1.46 1.01 2.0  1.00 -0.1  1.45 98.1  
Shandong   1.46 1.65 0.98 -4.8  1.04 7.7  1.62 97.1  
Shanxi      1.05 1.40 0.97 -9.9  0.91 -26.8  1.59 136.8  
Shanghai    4.56 1.70 1.05 9.9  0.92 -16.8  1.76 106.9  
Sichuan     0.73 1.58 1.02 3.5  1.28 53.1  1.22 43.4  
Tianjin      2.66 1.99 0.93 -9.8  1.55 63.3  1.38 46.6  
Yunnan     0.75 1.26 0.90 -45.3  1.10 40.7  1.28 104.6  
Zhejiang    1.78 1.61 1.02 5.0  0.78 -52.0  2.02 147.0  
Averagea  1.55 1.00  1.11  1.42  
Units: 10,000 RMB/worker. 
a
 Unweighted average over regions 
 
The 7 regions that had above average productivity levels in 1997 and a value for 
SESratios larger than 1.42 together constitute the complete Southern part of the “East 
Rim” (i.e. Guangdong, Fujian, Zhejiang, Jiangsu, Shandong and Shanghai). Beijing 
also belongs to this group of already advanced regions that benefited from favorable 
changes in their employment compositions. Although we do not have the detailed 
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information required to support this contention quantitatively, we think that these 
results partly reflect the importance of processing trade in this part of China. Most of 
the processing trade factories located in these regions are owned by foreign (privately 
owned) multinational firms. Dekle and Vandenbroucke (2010) showed that the 
nationwide employment share of labor of privately-owned non-agricultural companies 
increased from approximately 0.12 in 1997 to about 0.22 in 2002.12  
 
Although the vast majority of regions benefitted substantially from increases in 
employment shares in high-productivity sectors, this factor was not decisive in 
shaping the differences in regional labor productivity growth rates. The correlation 
coefficient between the SESratios and the actual growth rates is only 0.14, while the 
correlation coefficients for the other two determinants are considerably higher (0.27 
for VACratios and 0.44 for OPWratios, respectively). Hence, these determinants 
deserve attention, even though they have not contributed much to labor productivity 
growth for China as a whole.  
 
For the changes in sectoral output per worker (OPWratios), we find values smaller 
than one for 9 regions. These 9 regions all belong to the set of 12 regions with an 
above-average value (i.e. > 1.42) for SESratios. This joint emergence of declines in 
gross output per worker and increasing employment shares in high-productivity 
sectors might be explained by the enormous migration flows from Western and 
Central regions to urban areas in the East Rim.13 Démurger et al. (2009) showed that 
migrants from rural areas working in urban environments generally have had less 
education than their colleagues who originate from urban areas. Hence, the inflow of 
lower-skilled workers is expected to exert a downward effect on average output per 
                                                 
12
 Such shifts would not show up in SESratios if workers would move from a state-owned company to 
a privately-owned company in the same sector, but since most of the jobs concerned do not require 
specific skills, intersectoral labor mobility is likely to have been large.     
13
 Wang and Fan (2004) estimated that the labor force flows had accumulated to 28 million persons at 
the end of 2000. 90% of these people left noncoastal regions (56% from the Central regions and 34% 
from Western regions), while 82% of them flowed into the Eastern regions (in particular Guangdong, 
Fujian, Zhejiang, Shanghai, and Beijing). It should be noted, however, that the official labor force data 
as based on surveys have been reported to underestimate interprovincial migration largely (see, for 




worker within sectors. Simultaneously, it is quite likely that migrants ended up in 
high-productivity sectors. According to Bosworth and Collins (2008) and Wang and 
Szirmai (2008), national employment shares grew most quickly for sectors with a 
relatively high productivity (such as the manufacturing of electronics and transport 
equipment) at the expense of low-productivity (agricultural) activities. Hence, 
migration may well have stimulated favorable changes in employment composition in 
the regions of destination in the East Rim. 
 
The North-eastern regions Heilongjiang, Tianjin and Jilin are the most prominent 
examples of regions with a positive contribution of gross output per worker ratios. 
Tianjin's and Jilin's OPWratios of more than 1.5 and SESratios of 1.38 and 1.23, 
respectively, make these two regions the leaders in terms of actual labor productivity 
growth over 1997-2002. Another interesting feature of the column of OPWratios in 
Table 4.6 is the fact that almost all Central and Western regions (the Central regions 
Guanxi, Henan and Shanxi are the exceptions) show values above one. Most probably, 
these results are also (at least partially) related to migration. Migrants from these 
regions were typically working in sectors with low gross output per worker, such as 
agriculture. The outflow of workers in that case has two effects. First, the average 
output per worker for the region tends to increase due to more efficient use of labor in 
agriculture and other low-productivity sectors. Second, the employment shares in low 
productivity sectors decrease and the shares in high-productivity sectors therefore 
must increase somewhat. The empirical results are in line with this mechanism.     
 
A final observation is that the role of changes in the value added coefficients 
(VACratios) is limited for most regions, although these correlate better with the actual 
productivity growth rates than SESratios. This is reflected in the VACratios for most 
of the regions with the highest labor productivity growth. The seven labor 
productivity growth leaders show positive contributions of changes in value added 
coefficients, with the exception of Tianjin (and Central region Neimeng, for which a 
value of 1 is found). The value of 1.10 for Guangdong (known for its high share of 
low-value added processing trade activities, see Ma et al., 2009) indicates that this 
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region managed to capture a substantially increasing share of the value added chain. 
Altenburg et al. (2008) explicitly mentioned that increasing innovation activity and 
human capital building has led to increasing parts of the value chain of electronics 
being located in China. Using international input-output tables for East-Asia 
(constructed by IDE-Jetro), Wang et al. (2009) showed that this result can be 
generalized towards manufacturing in general, for the period 1990-2000. Since the 
Southern part of the East Rim is the most important location of manufacturing activity, 
it is reasonable to attribute the positive contribution of changes in value added 
coefficients to labor productivity growth in regions like Guangdong and Shanghai to 
technological upgrading. It should be borne in mind, however, that our analysis only 
covers five years, whereas technological developments usually take a longer time to 
be fully reflected in statistics. This is probably the main reason why the effects are 
relatively small for most regions. 
4.5  Summary and Conclusions 
To gain deeper insights into the underlying causes of the imbalances existing across 
provinces in China, this chapter analyzed the regional disparities in labor 
productivities and the changes therein from 1997 to 2002. The regional labor 
productivities in 1997 were observed to be well above the national average for 
provinces and cities in what we termed the “East Rim” of China (i.e. the provinces on 
the East coast, the three provinces in the North-east, and the cities Shanghai, Beijing 
and Tianjin). For the rest of China, essentially labor productivities below the national 
average were observed. Taking the changes over time into account, the East Rim 
showed a substantially higher growth in labor productivity than the rest of China. 
Consequently, the productivity differences between the East Rim and the rest of 
China have further increased between 1997 and 2002. 
 
 For analyzing the sources of the disparities in 1997 and their growth, we have 
adopted an additive shift-share approach, which was adapted in two ways for the 




that allows for multilateral comparisons between any two pairs of regions, via the 
national average. Furthermore, one of the common sources of aggregate productivity 
differences in shift-share analyses (namely changes in sectoral labor productivities) 
was split into two separate effects. These are the effects of differences in sectoral 
gross output per worker and the effects of differences in value added coefficients. 
This distinction is especially interesting for the Chinese case, since many of the East 
Rim regions host substantial amounts of processing trade activities, which are 
characterized by high gross output per worker and low value added coefficients. The 
results indeed showed that regions with high labor productivity levels were 
characterized by high output per worker ratios, while value added coefficients 
contributed negatively to labor productivity differences with other regions (although 
to a considerably lesser extent). The third (and much more traditional) determinant in 
our shift-share analysis for 1997, differences in the sectoral composition of the 
regional labor force, turned out to be the most important source of differences: regions 
with high aggregate labor productivity stood out in terms of large employment shares 
in high-productivity sectors. 
 
 For analyzing the sources of the changes in the regional labor productivities we 
have used a multiplicative approach with three components. However, in order to 
carry out the analysis without having our results contaminated by inflation and 
changes in relative prices of sectoral outputs, it was necessary to first deflate the data. 
A new estimation procedure has been proposed using national values added for each 
sector in constant prices and aggregate values added for each region in constant prices. 
We found that the changes in sectoral employment shares were the most important 
determinant for regional labor productivity growth. All but one region in China 
showed a positive effect, meaning that in each region production has shifted towards 
sectors with higher productivity levels. The southern provinces of the East Rim plus 
Beijing showed particularly large effects. We also observed that the effect of 
changing output per worker ratios was negative (i.e. lowered aggregate labor 
productivity) for regions with a large effect of employment shares. Our analysis of 
these proximate causes of labor productivity growth does not allow for investigations 
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into its ultimate causes, but these results were shown to be in line with existing 
literature about the consequences of massive migration from Central and Western 
regions to the Southern part of the East Rim plus Beijing. The inflow of many 
low-skilled workers into sectors with a relatively high productivity tends to lower the 
average output per worker in the region but to substantially increase the employment 
share of high productivity sectors. Changes in value added coefficients played a less 
important role in determining absolute labor productivity growth rates, but appeared 
to be a more important factor when considering differences in these growth rates 
across regions. In most of the regions with high productivity growth, value added 
coefficients contributed positively. This result is in line with evidence obtained by 
other authors about the fact that China as a whole manages to capture increasingly 
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Beijing      1810.1 2265.7 25.17% Beijing 3212.7 4093.6 27.42% 
Chongqing   1350.1 1364.2 1.04% Fujian 4682.0 4780.0 2.09% 
Gansu       781.3 948.6 21.40% Gansu 1161.4 1194.0 2.80% 
Guangdong  7315.5 7358.3 0.58% Guangdong 11769.7 13237.0 12.47% 
Guangxi     2015.2 1827.8 -9.30% Guizhou 1185.0 1246.0 5.14% 
Guizhou     793.0 811.2 2.30% Henan 6168.7 6210.0 0.67% 
Hebei        3953.8 4064.3 2.79% Jiangsu 10631.8 10388.0 -2.29% 
Henan       4079.3 4110.8 0.77% Neimeng 1734.3 1850.0 6.67% 
Jiangsu      6680.3 6498.7 -2.72% Shaanxi 2036.0 2100.7 3.18% 
    Xinjiang 1598.3 1725.9 7.98% 
    Zhejiang 7796.0 8103.5 3.94% 
Notes: GDP in 10 million RMB, difference as % of Yearbook GDP. 
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Appendix 4B. Sector Classification 
 
Index Sector Index Sector 
01 Agriculture 17 Transport equipment 
02 Coal mining and processing 18 Electric equipment and 
machinery 
03 Crude petroleum and natural gas 
extraction 19 
Electronic and telecommunication 
equipment 
04 Metal ore mining 20 Instruments, meters, cultural and office 
machinery 
05 Nonmetal mineral mining 21 Other manufacturing  products 
06 Manufacture of food products and tobacco processing 22 
Electricity, gas and water production and 
supply 
07 Textile goods 23 Construction 
08 Wearing apparel, leather, furs, down 
and related products 24 
Transport and storage, post and 
telecommunication 
09 Sawmills and furniture 25 Wholesale and retail trade, catering trade 
10 Paper and products, printing and 
record medium reproduction 26 Finance and insurance 
11 Petroleum processing and coking 27 Real estate 
12 Chemicals 28 Social services 
13 Nonmetal mineral products 29 Health services, sports and social welfare 
14 Metals smelting and pressing 30 Education, culture and arts, radio, film and television 
15 Metal products 31 Scientific research and general technical 
services 
16 Machinery and equipment 32 Public administration and other sectors 

  
Chapter 5  




5.1  Introduction 
The fast increase in economic importance of information and communication 
technologies (ICT) over the past two decades has given impetus to a strong interest in 
its causes and consequences by academic researchers. Many studies have focused on 
the productivity effects of the use of ICT goods and services, but in this study we 
investigate patterns in the production of ICT-related goods and services.1 As is 
typical of emerging and dynamically evolving technologies, ICT production is 
characterized by noticeable geographical concentration. A great deal of theoretical 
and empirical research has been done with respect to this phenomenon, particularly in 
the field of economic geography (see, for example, Koski et al., 2002; Blanc, 2004; 
van Oort and Atzema, 2004; Globerman et al., 2005; and Kolarova et al., 2006). 
 
Research on industrial location regarding ICT has been hampered severely by a 
strong lack of systematic and comparable data at the regional level in China. The rare 
attempts to disentangle and quantify the contributions of several determinants of 
geographical concentration have been guided by two broad strands of theoretical 
reasoning, i.e. neoclassical trade models and economic geography models (Brulhart, 
1998; 2001). Aspects of these theoretical models have been tested for Chinese 
manufacturing industries. Studies like Fan and Scott (2003), Bai et al. (2004), Batisse 
and Poncet (2004), Wen (2004) and He et al. (2008) tested for the importance of 
                                                 
1
 For contributions to the study of economic effects of the use of ICT, see e.g. Jorgenson (2001), 




differences in resource endowments, scale economies, technology spillovers and/or 
regional protectionism.  
 
Upon comparing the degree of geographic concentration across manufacturing 
sectors, the ICT manufacturing sector always shows up high, especially in more 
recent periods.2 The causes for the concentration of the ICT sector, however, have 
barely been explored. As Wang and Lin (2008) pointed out in their pioneering study, 
changing definitions and classifications of the ICT sector and the existence of several 
sources of official statistics are two main long-standing obstacles to understand the 
nature and regional distribution of the Chinese ICT sectors.  
 
In this chapter, we hope to contribute to a body of literature that studies the 
determinants of spatial concentration of ICT producing activities in China at a 
countrywide scale. However, we will do so by adding regional detail, using the most 
recent series of Chinese regional IO tables, which refer to 2002. We will adopt an 
accounting approach, attributing the volume of ICT production in a province to 
demand originating in the province itself and demand from other provinces and 
abroad (provincial exports). 
 
Neoclassical trade theory has argued that manufacturing production is 
concentrated in countries/regions that have a larger market for their goods. This point 
was first made by Krugman (1980), who modeled consumers in two countries as 
having different tastes, and showed that trade liberalization leads each country to 
specialize in and export those goods towards which domestic consumers are biased. 
Demand differences lead to amplified differences in production, creating what has 
become well known as the ‘home market’ effect, in both country-level studies (see 
Davis, 1998; Hanson and Xiang, 2004) and studies at the regional level (see Davis 
and Weinstein, 2003; Wen, 2004). In a world with a very equal spatial distribution of 
                                                 
2
 At the two-digit level, the ICT manufacturing sector corresponds to ‘electronics and 
telecommunications’. Evidence of strong concentration is provided by comparing Hoover coefficients 
of mean values between 1985 and 1997 (Bai et al., 2004) or by comparing Gini coefficients between 
1980 and 2003 (Wen, 2004; He et al., 2008). 
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resources, these demand side considerations lead firms to locate close to their 
customers. Examples of such considerations are the avoidance of excessive transport 
costs and the desire to be informed quickly about potential changes in tastes of 
customers in regionally segmented markets. In our accounting approach, such effects 
would be reflected in important contributions of differences in domestic 
(intra-provincial) demand in the explanation of differences in ICT-production across 
provinces. 
 
If, however, resources (such as skilled labor) cluster in specific regions or 
agglomeration effects emerge (for instance due to the presence of specialized 
suppliers or geographically bounded knowledge spillovers), spatial productivity 
differences may lead firms to locate their activities in a few areas (Audretsch and 
Feldman, 1996; Vogiatzoglou, 2009). If we would find that the observed geographical 
concentration of ICT production is mainly due to differences in provincial exports, 
these supply side factors rather than demand factors appear to have been the main 
cause of the unequal distribution.  
 
It should be stressed that our accounting approach implies that we will quantify 
the effects of what scholars in the field of neoclassical growth accounting tend to call 
‘proximate causes’, but do not dig into the effects of ‘ultimate causes’.3 This implies 
that we can, for example, indicate how large the effects of differences in provincial 
export performance (a proximate cause) on geographical clustering are, but that we 
cannot explain what factors (ultimate causes) have led to these differences in 
provincial export performance. Many studies focused on studies of ultimate causes for 
a small subset of Chinese (sub)regions. We will dig less deep, but consider almost all 
Chinese provinces.    
 
The structural decomposition analysis (SDA) approach that we pursue to obtain 
indications of the relative importance of supply side effects and demand effects also 
                                                 
3
 In the growth accounting framework, accumulation of capital, labor and technology are proximate 
causes, ultimate causes are institutions, ideology, policy, history and technology and are typically hard 




allows us to examine differences across provinces regarding another distinction. We 
can estimate the degree to which interprovincial differences in the presence of ICT 
production are due to differences in (i) direct demand for ICT products or (ii) 
"indirect" demand for the output of downstream sectors that use ICT 
products/services as intermediate inputs. 
 
The computations to analyze what drives geographical clustering of ICT 
production in China required a methodological innovation. The vast majority of SDA 
applications deal with the attribution of changes over time to partial effects associated 
with determinants of change. As will be shown, one of the major problems with 
structural decomposition techniques (i.e. the non-uniqueness of results, see 
Dietzenbacher and Los, 1998) becomes more serious in spatial decomposition than is 
common in traditional decompositions of changes over time. Since traditional SDA 
only deals with bilateral comparisons (between situations in two points in time), the 
multilateral comparisons pursued in this chapter (between situations in more than 20 
provinces) require a new method of comparing regions in order to arrive at transitive 
results. We argue that an extension of the Minimum Spanning Tree (MST) approach 
pioneered by Hill (1999a, 1999b, 2001) in index number theory yields such results, 
while the empirical size of the non-uniqueness problem is minimized. 
 
The chapter is organized as follows. The next section discusses the spatial 
pattern of concentration of ICT production in China in 2002. Section 5.3 presents the 
structural decomposition approach, as well as the MST technique to conduct spatial 
multilateral decompositions. In Section 5.4, the empirical results for differences in 
ICT specialization across regions is analyzed. In Section 5.5, we conclude the chapter 
by summarizing both our approach and empirical findings. 
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5.2  Regional Concentration of the Chinese ICT Sector in 2002 
5.2.1 The Scope of the ICT Sector 
 
In adopting a definition of the ICT sector, we follow a number of studies on China 
(see, for example, Meng and Li, 2002, Wang and Lin, 2008). In this definition, the 
broad ICT sector includes the following industries: ‘electronic equipment 
manufacturing’, ‘communication equipment manufacturing’ and the ‘computer 
industry (hardware, software and services)’. In linking these industry descriptions to 
the sector classification scheme of the 2002 IO tables, we decided to consider the 
aggregate of two (out of 42) sectors as the ICT sector: “Communications equipment, 
computers and other electronic equipment manufacturing” (sector 19, hereafter called 
‘ICT manufacturing’) and “Computer and Communications Services, Software” 
(sector 29, hereafter called ‘ICT services’)4.  
5.2.2 Indicators for Spatial Concentration of the Chinese ICT Sectors    
The rapid growth of the ICT sector in China has led to an uneven distribution of 
activity in space. Several indicators of industrial concentration have been proposed in 
the literature, such as Hoover coefficients, the Ellison-Glaeser index, and the Gini 
index (see Bickenbach and Bode, 2008, for a recent review of measures). These 
indicators give an overall description of sectoral concentration in a geographical 
entity consisting of subregions (i.e. China as an aggregate of provinces). Location 
quotients (LQs), however, can be employed to identify the presence of sectoral 
concentration in a specific geographical subregion as compared to a geographical 
aggregate to which it belongs (see Wolfe and Gertler, 2004). By comparing the share 
of a sector in a Chinese province to the corresponding share in the national economy, 
LQs can identify a positive or negative specialization in the province considered. The 
sectoral shares are usually based on employment, value added or gross output figures. 
In this study, we choose gross output (‘revenues’) as our indicator for two reasons. 
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First, employment data for ICT services sectors are not available for 2002. Second, 
gross output figures are often more reliable than value added figures, since 
measurement errors in gross output and intermediate inputs cumulate in value added 




























  (5-1) 
in which the subindices i represent sectors and the superindices r and n indicate 
regions and the nation respectively. If i corresponds to the ICT sector, rix is the sum of 
the gross output levels of ICT manufacturing and ICT services in region r. t denotes 
the total regional or national gross output, aggregated over all sectors. If riLQ  > 1, 
region r can be considered to be specialized in sector i. If the majority of regions in a 
country are characterized by an riLQ  well below 1 and only a few regions show a 
very high riLQ , geographical clustering for sector i is strong.  This is exactly what 
we find in Figure 5.1, which depicts the LQs of the ICT sector in 2002.6, 7 Per capita 
GDP, which is often used to measure the level of regional economic development, is 
also depicted in Figure 5.1. 
 
                                                 
5
 In Appendix 5B, we compare the LQs based on both value added and output data of 2002. We also 
compare these to the pattern based on employment data of 2004 in Wang and Lin (2008). The results 
do not substantially deviate from each other.    
6
 We do not calculate LQs separately for ICT manufacturing or services sectors, since our focus is on 
the overall development level of ICT sector. Readers interested in detailed information for the two 
subsectors are referred to the table in Appendix 5C.  
7
 We only compare the pattern for 24 regions (out of 31) due to data limitations. Two provinces (Tibet 
and Hainan) that do not produce input-output tables and five regions (Guizhou, Sichuan, Chonqing, 
Shandong and Xinjiang) that produce tables with only net exports data have been omitted. Separate 
data for imports and exports are necessary for our decompositions of the LQ-ratios. See Section 5.3.1 
and Appendix 5D for further explanations. 
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LQ of ICT Industry
 
Source: The gross output data are from the national and regional IO tables for 2002. The population 
and GDP data are from “China Statistics Yearbook 2003” (NBS, 2003). 
 
 
We find that Beijing has the highest LQ for the ICT sector (2.75), while 
Guangdong and Tianjin follow second and third with LQs of 2.62 and 2.34, 
respectively. Shanghai and Jiangsu are two additional centers of production for the 
ICT sector, with LQs exceeding 1.25. The LQs we find are not surprising. Guangdong, 
for example, is one of the first special zones characterizing the “opening up” policy 
and is known to be well-developed in manufacturing electronic products for export 
purposes. Beijing and Shanghai are metropolitan cities with clustered university and 
research institutions, which led to very well-developed ICT sectors (ICT services in 
particular). Tianjin and Jiangsu are coastal regions with considerable exports of 
manufacturing products, while they are also located near a big city (Beijing and 
Shanghai, respectively).8 With respect to the remaining 19 regions, however, regional 
specializations in ICT sector exhibit a pattern that is markedly different from that of 
regional economic development measured by GDP per capita. The Central provinces, 
                                                 
8
 Beijing occupies almost 25% of the resources in the .cn domain, while Shanghai, Tianjin, 




for example, do not show clearly higher location quotients than the poorer Western 
provinces, or appear to have even lower LQs in some cases (Heilongjiang, Shanxi, 
Jiangxi and Henan are cases of such Central provinces). Another noticeable result is 
that the Western province of Shaanxi has an LQ as high as those for the rich coastal 
regions Zhejiang, Liaoning and Fujian. The proximate causes of these, sometimes less 
expected, results will be explored in the following sections. 
5.3  Methodology 
5.3.1 Bilateral SDA of Regional Differences in Location Quotients 
The input-output framework provides a suitable way to describe how gross output 
of a regional ICT sector is generated by (i) final demand for its goods, and (ii) 
intermediate input demand from other industries within the economy. For any 
province for which we have a 42-sector IO table for 2002, the gross output levels can 
be written as: 
 
yAIByx 1)( −−==
  (5-2) 
 
with  
x: the 42x1 vector of sectoral gross output levels; 
A: the 42x42 matrix of domestic input coefficients ija ;
9
 
B: the 42x42 Leontief inverse; 
y:  the 42x1 vector of sectoral final demand levels.  
 
                                                 
9
 In the national Chinese IO table, no distinction is made between domestically produced intermediate 
deliveries and intermediate inputs imported from abroad. In regional tables, intermediate inputs can 
originate from the province itself, from other provinces, or from abroad. For our study, imported 
products (including intermediate input and final demands) had to be separated from domestically 
sourced products. To estimate the domestically produced deliveries, we employed a method adopted by 
Pei et al. (2008) in a recent study on China’s import growth. See Appendix 5D for a detailed 
description of the method. 
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We subtracted “processing trade with customer’s materials” (PCM) re-exports 
from final demand to arrive at y. Intermediate deliveries in Chinese IO tables do not 
include imported intermediate inputs for PCM industries, while the export and import 
columns include PCM activities. In the proportional adjustment procedure adopted to 
obtain domestic inputs, PCM is excluded for estimating both import coefficients and 
sectoral final demand levels (see Appendix 5D for details). 
 
The total gross output of the ICT sector xICT (a scalar) can be computed as the 
sum of the gross outputs of the ICT manufacturing sector and the ICT services sector, 
i.e. 
 
yBi ICTICTx ′=   (5-3) 
 
with  
i: the 2x1 summation vector of ones; 
BICT:  the part of the Leontief inverse corresponding to the rows for ICT 
manufacturing and ICT services (2x42 matrix).  
 






LQ sBiyBi ′=′== −1   (5-4) 
  
In this equation, sY indicates the 42x1 vector of sectoral final demand shares in 
aggregate gross output (hereafter called “structure of final demand”).10 
 
 Differences in specialization in ICT activities between region r and k can be 
measured by dividing LQICT for region r by LQICT for region k. The ratio thus obtained 
                                                 
10
 Due to the fact that gross output is the sum of deliveries for intermediate use and for final demand, 
the final demand shares as defined here do not add up to 1. Consequently, these shares are not only 





can be decomposed into differences regarding the two factors in Equation (5-4): the 
direct and indirect requirements of ICT per unit of final demand in the regional 
economies (as represented by BICT) and the structure of final demand (sY). A simple 
decomposition analysis based on these two sources of differences would not tell much 
about the causes of spatial concentration. Hence, we first consider several aspects of 
the final demand structure. Subsequently, we introduce spatial aspects of intermediate 
input demand. 
  
 We split final demand into two parts, domestic demand (including consumption, 
investments and inventory change by households, firms and the government in the 
province itself) and exports (both to other provinces and other countries). If 
differences in the structure of domestic final demand would contribute heavily to 
differences in ICT sector specialization, this would tell us that the development of the 
ICT sector in the region is mainly due to home market effects. Ultimate causes of 
such home-market-led spatial concentration like high transport costs or the 
importance of frequent face-to-face contacts with customers might explain such a 
result (Davis, 1998; Davis and Weinstein, 2003; Hanson and Xiang, 2004). If, 
however, differences in concentration would be largely due to regional differences in 
exports, this would imply that the region has a comparative advantage due to other 
causes, which are quite likely to be related to supply-side factors, such as high factor 
productivity or large endowments of required primary inputs. Examples of ultimate 
causes leading to such a result are the presence of a regional pool of highly skilled 
labor and/or strong technology spillovers within regional ICT clusters (Audretsch and 
Feldman, 1996; Maurseth and Frank, 2009; Vogiatzoglou, 2009). 
 
 A second division that we consider relates to differences between direct effects 
and indirect effects. Downstream industries are part of the product market for 
upstream firms (Amiti, 1998). ICT-intensive sectors (e.g. the ‘Finance and insurance’ 
sector) might tend to cluster regionally. If being close to customers is important for 
ICT producers, differences between regions in final demand for ICT-intensive goods 
and services might lead to differences in ICT specialization (even if final demand for 
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ICT products does not lead to clustering). In principle, such effects are not limited to 
the effects of clustering of sectors that buy directly from the ICT sector, but might 
also be caused by industries further downstream the production chain. The use of the 
Leontief matrix ensures that we take such effects into account as well. 
 
 Taking both divisions into account, we can divide final demand into four 
components: domestic demand of ICT products, export of ICT products, domestic 
demand for other products and exports of other products. This yields: 
 
ReICTeRdICTd ,,,, ~~~~ yyyyy +++=   (5-5) 
 
where superscripts d and e indicate domestic final demand and exports, 
respectively. The superscript ICT stands for the ICT sector and R for the remaining 
industries. A y with a tilde (~) indicates a 42x1 vector with positive cells for the 
sectors concerned and zeros elsewhere. ICTd ,~y , for example, contains the 
domestically exerted final demand levels for ICT goods and services and zeros in the 
other 40 cells. The associated structure of final demand obtained by dividing the 




,,,, ~~~~ sssss +++=  (5-6) 
 
 In a similar vein, we consider a division of the direct and indirect demand for ICT 
products in BICT.11 The idea is that differences in the Leontief inverse B between 
regions can be caused by two kinds of differences between the matrices of direct input 
coefficients A. First, differences in the direct input coefficients for products of the 
ICT sector (as found in the corresponding two rows in A) would reflect differences in 
ICT-intensity of the regional production processes. Second, differences in the 
remaining 40 rows of A could also lead to differences in BICT. Such differences would 
                                                 
11
 We do not have information on use of products as intermediate inputs abroad (these are included in 
the final demand category exports). Hence, unlike final demand, we can split intermediate input 




be caused by differences between the regions in the use of ICT-intensive products in 
their production processes (mainly in downstream industries).  
 
 To capture these differences, we have to introduce some notation. Let r and k 
represent the two regions we want to compare. Ar and Ak represent the 42x42 
matrices of domestic input coefficients for region r and k. Br and Bk stand for the 
associated Leontief inverses in these two regions. Assuming, without loss of 
generality, that the first two rows and columns refer to ICT manufacturing and ICT 
services, respectively, we can now isolate the effects of differences in ICT-intensity 






ija , if i =1,2, j∀  
= 
r
ija , if i  1,2, j∀  (5-7) 
1)()( )( −−= krkr AIB  
 
Br(k) can be seen as the Leontief inverse for region r that would be obtained if 
this region would have adopted the ICT-intensities (i.e. rows 1 and 2) of region k. If, 
in a next step, the remaining elements of Ar would also be replaced by the elements of 
Ak, Ak itself (and hence its associated Leontief inverse Bk) would be found.12  
 
 The ratio between the LQs for the ICT sector in region r and k can now be 
decomposed into the contributions of six factors, using a multiplicative 
decomposition:13  
 
                                                 
12
 Of course, we could also change the non-ICT elements in Ar first, introducing Ak(r) and Bk(r) 
analogously. The choice of order is related to the non-uniqueness problem pertaining to SDA in general 
and will be dealt with below. 
13
 See Dietzenbacher et al. (2000; 2004; 2007) for earlier applications, and de Boer (2009) for a 
discussion of the relationship between multiplicative SDA and the Sato-Vartia approach in index 
number theory. 


























































































































































































































In the following section, the effects of the factors (5-8a)-(5-8f) are denoted 
by IBE , , RBE , , dISE , , dRSE , , eISE , and eRSE , , respectively. IBE ,  represents the 
difference that can be attributed to differences in ICT-intensities in regional 
production processes. RBE ,  indicates the contribution to the differences in LQs due 
to differences between the regions in the downstream use of ICT-intensive products as 
intermediate inputs. dISE ,  and dRSE ,  give the differences in LQs caused by 
differences in the domestic final demand structures for ICT products and for other 
products, respectively. Finally, eISE , and eRSE ,  represent the differences in ICT 
specialization between the two regions that can be attributed to exports of ICT 
products and exports of other products, respectively. 
 
Although all six determinants are likely to provide useful information about the 
sources of spatial concentration, it will prove worthwhile for some of our purposes to 




dimensions.14 A first way to summarize the six effects is to consider the effects of 







⋅=  with (5-9) 
dRdIRId ESESEBEBE ⋅⋅⋅=   
eReIe ESESE ⋅=  
 
Another useful way to summarize the results is to distinguish between effects 
due to differences in direct demand for ICT products (EI) on the one hand, and 
indirect demand for ICT products via the demand for non-ICT products (ER), the 







⋅=   with (5-10) 
eIdIII ESESEBE ⋅⋅=   
eRdRRR ESESEBE ⋅⋅=  
5.3.2 The Non-Uniqueness Problem 
There are two methodological issues arising if we apply the decomposition 
outlined above to analyze regional specialization in ICT activities in China, the 
non-uniqueness problem and the non-transitivity problem. We will discuss the 
non-transitivity problem in the next subsection and discuss the non-uniqueness 
problem first. It is a problem common to SDAs. Dietzenbacher and Los (1998) proved 
that there are n! theoretically equivalent possible decompositions forms if there are n 
sources of differences. In the present context, we would have 6! = 720 decomposition 
forms, which would yield empirically different results. An example of an alternative 
                                                 
14
 Koller and Stehrer (2010) adopted a different approach. Their (additive) Hierarchical Structural 
Decomposition Approach (HSDA) first decomposes a total effect into effects attributed to a limited 
number of determinants. Next, these effects are further decomposed into subeffects. In the present 
situation, this approach would not allow us to consider summaries along two dimensions.  
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decomposition is given by Equation (5-11), which can be considered to be the 
decomposition that is ‘polar’ to Equation (5-8). All weights attached to the effects that 


























































































































































































































In what follows, all 720 decomposition forms will be used. The results for the 
different decomposition formulas will be indicated by the symbol ‘_’ plus the number 
that identifies a decomposition formula. EB,I_1, for example, represents the effect that 
can be attributed to changes in the input coefficients matrix related to the use of ICT 
products, as found using Equation (5-8a), and  EB,I_2,…, EB,I_720 give the same 
effects as evaluated by the other 719 decomposition formulas. Please note that the 
ordering of the decomposition formulas is irrelevant to what follows below. 
 
Dietzenbacher and Los (1998) concluded their article by encouraging authors 




also to document indicators of the variation of results obtained by using these 
formulas. The smaller the variation, the more reliable the reported point estimates are. 
This issue plays an important role in the next subsection, which deals with the 
non-transitivity problem in multilateral comparisons. 
5.3.3 Non-Transitivity Problems 
Equations (5-8) and (5-11) presented decompositions that are useful if bilateral 
comparisons are made, i.e. comparisons between two situations (such as comparisons 
between the economies of a single region for two points in time, or between the 
economies of two regions at a single point in time). In the context of this chapter, we 
do not want to quantify the proximate causes of differences between the ICT LQs of, 
let's say, Beijing and Zhejiang, but between any pair of Chinese provinces.15 The full 
set of bilateral comparisons will not yield a "transitive" set of results (see, for example, 
Coelli et al. (2005, p. 116-117). Transitivity would require that, for example, the 
decomposition results for the (direct) comparison between Beijing and Zhejiang are 
identical to the multiplications of the decomposition results for the indirect 
Beijing-Hebei and Hebei-Zhejiang comparisons, and the Beijing-Neimeng and 
Neimeng-Zhejiang comparisons, for example. The results obtained by the latter 
comparisons are called indirect comparisons. Without applying transformations, the 
direct and indirect comparisons do generally not yield identical results. 
 
Many index number methods have been proposed for making transitive 
multilateral comparisons. Hill (2001) argued that all methods of linking together 
intransitive bilateral indexes to produce transitive multilateral indexes have an 
underlying "spanning tree".16 A spanning tree links the nodes or vertices (in our 
context, the Chinese provinces) in such a way that there is exactly one path between 
any pair of vertices. An edge connecting two vertices here denotes a bilateral index 
number comparison between those two provinces. This comparison could be made 
                                                 
15
 Note that we could make as many as 24*23=552 bilateral comparisons for the 24 Chinese provinces. 
16
 Hill (1999a, 1999b, 2001) introduced his spanning tree approach in the context of splitting 
differences in values across countries and time into the effects of differences in prices and volumes. 
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using any bilateral formula. The spanning trees underlying the "fixed-base indices" 
and "chain indices" connect the vertices in a star and string formation, respectively 
(see Figure 5.2). A fixed-base-price index is an index constructed using the star 
spanning tree. The region of reference is placed at the center of the star. The reference 
region can be one of the actual regions, but can also be an artificially constructed 
region, for instance obtained by computing some kind of "average region". Initially, 
the use of star spanning tree was encouraged (see, for example, the influential study 
by Kravis et al., 1982, which underlies the popular Penn World Tables). The 
frequently used Geary-Khamis index (which dates back to Geary, 1958, and Khamis, 
1972), for example, is an application of a star spanning tree with the hypothetical 
"average region" treated as the center. "EKS" is another popular transitive index 
number construction method (due to Eltetö and Köves, 1964, and Szulc, 1964), which 
obtains the index numbers by averaging over the index numbers that are computed by 
subsequently putting each of the actual regions into the center of the star spanning 
tree.    
 





Alternatively, chained indices can be used. A chronologically chained index, for 
example is a price index constructed using the string spanning tree in which the time 
periods are linked chronologically. If data are available at five-year intervals, for 
example, the price indices and volume indices for the period 1980-2000, are obtained 




comparisons. Coelli et al. (2005, p. 97) provided a brief account of the advantages and 
disadvantages of chained indices.   
 
Both index numbers based on star spanning trees and chained index numbers have 
disadvantages. A drawback of most star spanning tree methods with the average as the 
center (like Geary-Khamis) is the dependence of results on the inclusion or exclusion 
of regions that are very different from the two or three regions on which a study might 
focus most. If we would be particularly interested in comparing ICT-concentration in 
Beijing, Shanghai and Guangzhou, the Geary-Khamis and EKS index numbers would 
be different if, for example, we could add data for the province of Tibet to our set of 
regions.17 This is not desirable, in view of the fact that Tibet is completely different 
from the regions of main interest. With respect to string spanning tree approaches, the 
order in which the regions appear in the string may be a matter of debate (which does 
not apply for observations that differ in time, rather than in space). That is, the index 
numbers that are obtained are generally not identical across string spanning trees with 
different orderings.18 
 
Below, we will follow Hill (2001) in adopting a so-called Minimum Spanning 
Tree (MST) method and extend it to an application in the context of analyzing 
geographical concentration of ICT activities, using Equation (5-8). We will see how 
the MST approach will solve the transitivity problem in such a way that the empirical 
importance of the non-uniqueness problem will be minimized. 
5.3.4 Interaction Effects and Paasche-Laspeyres Spreads  
Hoekstra and van den Bergh (2003) showed in a detailed overview that index 
number analysis and SDA (both in additive and multiplicative forms) have much in 
                                                 
17
 Geary-Khamis indices would be affected since the addition of Tibet would lead to a different 
“average province” to be used as the center of the star-spanning tree, while EKS indices would be 
affected since the average over star-spanning trees would change since the set of trees would be 
extended with a tree with Tibet in the centre.  
18
 See Kravis et al. (1982) and Szulc (1996) for arguments in favor of chaining across regions or 
countries. 
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common, even though both strands of analysis have developed quite independently. A 
main difference relates to the fact that in most index number decompositions only two 
determinants of differences are considered (most often: changes in volumes and 
changes in prices, which both contribute to changes in values), while most SDAs 
consider more determinants.19 Equation (5-8), for example, distinguishes between six 
sources of differences in ICT location quotients. 
 
To understand our proposal to generalize Hill's (2001) MST approach towards 
input-output applications like the decomposition of Equation (5-8), it is essential to 
recognize the basic similarity between the interaction effects that are the cause of the 
non-uniqueness problem in SDA, and the well-known Paasche-Laspeyre spread in 
index number studies. 
 
Figure 5.3: The size of the interaction effect 
 
                                                 
19
 Recent developments in SDA clearly illustrate the tendency to generalize index number methods to 
input-output analysis. See, for example, Dietzenbacher et al. (2000), for a generalization of the Fisher 
index to input-output analysis; Alcantara and Duarte (2004), for an input-output application of 
Geary-Khamis index numbers; and de Boer (2008; 2009), for input-output versions of the Montgomery 






















The cause of the non-uniqueness problem is exposed by Figure 5.3.20 It presents 
a graphical illustration of a basic decomposition of yxz ⋅= . Fernández-Vázquez et 
al. (2008), among others, argue that the non-uniqueness issue revolves around the 
treatment of the interaction effect yx Δ⋅Δ . The difference in the value of z between 
period 0 and 1 (or between province 0 and province 1) can be expressed as z1 - z0 = 
x
1y1 - x0y0. This equals the difference between the surfaces of the large rectangle 
Oy1z1x1 and the small rectangle Oy0z0x0. The rectangle y0y1Az0 cannot but be attributed 
to the change in y. Similarly, the part of the change in z depicted by the rectangle 
x
0z0Fx1 is unambiguously due to the change in x. The attribution of the surface of the 
remaining rectangle z0Az1F causes the non-uniqueness problem.  
 
If one supposes that x first remained constant at x0, while y moved from y0 to y1, 
and that x subsequently changed from x0 to x1 (while y did not change anymore), we 
have that z1 – z0 = x0(y1 – y0) + (x1 – x0)y1 implying that z0Az1F would be fully 
attributed to the change in x. Conversely, z0Az1F would be fully attributed to the 
change in y, if the time path would have run from z0 to F to z1. These two extreme 
attributions of the interaction effects reflect so-called 'polar' decomposition forms, like 
Equations (5-8) and (5-11). The larger the interaction effect (relative to the rectangles 
that can be attributed unambiguously to one of the determinants), the less precise the 
decomposition will be. If both x and y underwent large changes over time, or 
represent variables for regions that are very different in terms of x and y, the 
interaction effects will be sizable.21   
 
x, y and z in the exposition above can represent various kinds of variables. In a 
basic input-output context, for example, z can be substituted by a column vector of 
gross output levels, x by a Leontief inverse and y by a column vector of final demand 
levels. Alternatively, z could stand for the value of a basket of goods, x for the prices 
                                                 
20
 For reasons of exposition, the problem is illustrated in the context of an additive SDA. 
21
 Dietzenbacher and Los (1997) actually found that the empirical importance of the non-uniqueness 
problem in their empirical application increased with the number of years between t = 0 and t = 1. A 
longer time span usually implies more structural change and therefore larger differences between initial 
and final situations.  
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of these goods and y for their quantities (volumes). In the latter context, the difference 
between the two polar forms sketched above coincides with the concept of the 
Paasche-Laspeyres spread (PLS) that is well-known in index number theory. The 
Laspeyres index uses weights for period 0, while the Paasche index applies weights 
related to period 1.22 The ratio between the Paasche index and the Laspeyres index is 
called the Paasche-Laspeyres spread and plays an important role in the construction of 
Hill's (1999a, 1999b, 2001) MST.  
 
Index number researchers have paid a lot of attention to chaining, in particular 
in the context of intertemporal comparisons that split the change in nominal values of 
a set of commodities into an aggregate inflation rate and an aggregate rate of real 
output growth. If, in terms of Figure 5.3, information on the values of x and y for one 
or more intermediate points in time is present (xt' and yt'), the interaction effect that 
leads to the Paasche-Laspeyres spread is no longer given by the surface of the 
rectangle z0Az1F, but by the smaller sum of the surfaces of z0Czt'E and zt'Bz1D. The 
aim at reductions of the size of the interaction term led Barff and Knight III (1988) to 
advocate chaining in shift-share analysis ("dynamic shift-share analysis"). In an 
input-output context, de Haan (2001) obtained his SDA results for an 11-year period 
by chaining decomposition results obtained for annual changes.23    
 
As noted already, the order in which observations are chained in intertemporal 
comparisons is almost always chronological. In a setting with comparisons across 
regions, like ours, deciding on the way in which regions are chain-linked is much less 
obvious. As indicated above, PLSs play a prominent role in the MST literature. 
Before turning to these methods, we should first devote attention to the differences 
between regular PLSs defined for situations with two determinants and related 
                                                 
22
 This implies that if the form ǻz = (ǻx)y0+ x1(ǻy) is used, the effect of changes in x is quantified 
using the Laspeyres index, while the Paasche index is applied for the contribution of the change in y. 
Alternatively, if the polar form ǻz = (ǻx)y1+ x0(ǻy) is adopted, the contribution of the change in x and y 
are measured using the Paasche and the Laspeyres index, respectively. 
23
 Recently, Fernández-Vázquez et al. (2008) even suggested to estimate intermediate values of one or 
more determinants, if intermediate values for at least one determinant are known. This allowed them to 




expressions for situations in which more determinants are studied, such as our 
decomposition with six determinants. Generalizing the definition of the PLS, we 
define the "Decomposition Spread for determinant X" (DSX) as the spread between the 
maximum and minimum value for each determinant. In the context of our 



































































































For each determinant, DSX provides a reasonable measurement of the variability 
of the outcomes to the choice of all decompositions formula, since it gives the 
difference between the upper and lower bounds of decompositions results.24  
 
                                                 
24
 See Hill (1999a) for proofs of desirable properties of Paasche-Laspeyres Spreads. Taking the ratio 
between the maximum value for a factor and its minimum value is just one way of generalizing the 
Paasche-Laspeyres Spread. In a decomposition with two determinants, a factor can only have two 
values, which are thus the maximum and minimum by definition. If n factors are distinguished, a single 
factor can take on 2n-1 different values (a single factor is weighted by values for the n-1 factors, each of 
which can take on the value of either region r or region k). This implies that a measure of spread could 
involve information on more than just two values. Studying the theoretical and empirical advantages 
and disadvantages of the DS as defined here is a topic for further research.    
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In traditional index number theory, a single PLS defines the spread associated 
with the entire decomposition, since the PLS related to the second determinant is 
automatically the inverse of the PLS for the factor giving the effects of changes in the 
first determinant. This is different if n>2. Considering the fact that the maximum and 
minimum for each of the factors are not necessarily generated in the same 
decomposition formula, an overall measure of variance over decomposition forms 
cannot be but based on all n factors. Here, we derive the Overall Decomposition 














,,,,,, +++++=  (5-13) 
 
Since DSX is defined in logarithm form, the desirable properties mentioned 
above still hold for the ODS. A bilateral comparison with a small ODS is relatively 
insensitive to the choice of decomposition formula. This is a reflection of small 
interaction terms, which are the consequence of the observations involved being 
relatively similar in terms of the determinants. If r and k would refer to points in time, 
small ODS are expected to be found if these periods are not too far apart, since the 
economic structure will not have changed as much as in a longer period. In an 
interregional study like ours, pairs of regions with a small ODS are more alike 
regarding the determinants of the ICT sector specialization considered.  
5.3.5 Constructing Minimum Spanning Trees for Multilateral Decompositions 
The most important question that is left to be addressed before we can actually turn to 
the analysis of the sources of differences in ICT activity across Chinese provinces, is 
how to decide on which provinces should be chained. To start with, suppose that we 
have only three provinces, k, r and l. If we link provinces k and r via province l, the 
upper limit for a DSX of the chained comparison (called CDSX hereafter) is the sum of 
the two bilateral DSXs for the direct comparisons between k and l and between l and r. 
                                                 
25
 The DSX values for single factors are computed as logarithms (see Equation (5-12)). Hence, an 
identical ODS could also be obtained by multiplying the 'non-logged' single DSXs and taking the 




Using a generalization of this result, we can select the path between two regions with 






kr DSDSDS +≤  then the "shortest path" (Hill, 1999a) is selected as the direct 
comparison between k and r, and Xkr
X
kr DSCDS = . Otherwise, the shortest path is a 




kr DSDSCDS += . It should be 
stressed that we are not interested in finding shortest paths for single decomposition 
factors. Due to the fact that we defined DSX in logarithm form, the selection of the 
shortest path can easily be extended to the situation in which we minimize the Overall 
Decomposition Spread ODS. The Overall Chained Decomposition Spread OCDS for 















,,,,,, +++++=  (5-14) 
 
OCDS and ODS relate to each other in an identical way as CDSX and DSX for any 
single factor. The shortest path between k and r will be chained via l if OCDS is 
smaller than the ODS for the direct comparison between k and r. Moreover, if we 
have data for four or more regions, the shortest path can be identified as well. In that 
case, the shortest path is either the direct comparison, or the chained comparison that 
yields the smallest OCDS. If we denote a fourth region by m, this smallest OCDS 
could be attained by chaining k and r via l, via m, or via both l and m. 
 
The shortest path as determined according to the procedure described above can 
be used to produce a star spanning tree (as in Figure 5.2, presented before). If we 
would link a region (Beijing, for example) to all remaining K-1 regions via shortest 
paths, we would obtain a star spanning tree with Beijing in the centre. Figure 5.4 
describes the shortest path of few regions with Beijing according to the OCDS. It 
should be noted firstly that decompositions between any pair of provinces other than 
Beijing (say, for example, Zhejiang and Shanghai) do not necessarily imply a chain 
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via Beijing.26 According to Figure 5.4, the shortest path method would link Beijing to 
Zhejiang via Shanghai (and no other provinces), while it would prescribe a direct 
decomposition of differences between Beijing and Guangdong. In principle, any pair 
of regions can be compared using such a tree. In general, however, the shapes of the 
shortest path trees are highly dependent on the selection of the region of reference. If 
we would, for example, run the shortest path procedure for Guangdong instead of 
Beijing, another star spanning tree would be generated. Furthermore, for K regions, 
the shortest path algorithm only takes the OCDSs for the K-1 bilateral comparisons in 
which the selected region of reference is involved into account. To solve these 
problems in the context of constructing multilateral price indexes, Hill (1999b, 2001) 
suggested the creation of Minimum Spanning Trees based on the idea of shortest 
paths. We also adopt this idea in our setting of a multilateral structural decomposition 
analysis of differences in ICT activity. 
 
Figure 5.4: Shortest path of bilateral comparisons with Beijing 
 
 
* The dotted lines link regions with remaining provinces, which are not shown in the figure. Note that 
“Other regions” are three, mutually exclusive subsets of the remaining 17 regions. 
 
If we have K regions to be compared in a multilateral way, KK-2 different 
spanning trees could be constructed (Hill, 1999a). As shown above, each of these 
                                                 
26
 If all bilateral decompositions would be chained via Beijing, we would obtain results that could have 
been obtained much more easily by computing the results for one single step in the EKS-method. 













trees has K-1 edges respectively. The MST is the spanning tree with the "lowest 
weight". The weight of a tree is obtained by adding the weights of each of the K-1 
edges. Any type of weights can be assigned to edges. Hill (1999a, 1999b, 2001) 
defined weights as the PLS value associated to the decomposition of differences in 
nominal output between the two vertices linked by the edge, into a price component 
and a volume component. In previous subsections, we already showed how the PLS 
can be generalized to situations in which the number of determinants is larger than 
two. Hence, the only step that should be made is replacing Hill's PLS weights by ODS 
weights as defined in Equation (5-13). After having assigned these weights to all 
edges between the Chinese provinces in our decomposition analysis, the actual 
construction of the MST is done using Kruskal's (1956) Algorithm.27  A short 
description of this algorithm can be found in Appendix 5E. 
 
Using an MST to quantify the contributions of differences in several 
determinants to total differences in ICT location quotients between Chinese provinces 
kills two birds with one stone: (i) the well-known non-uniqueness problem of SDA 
(and hence the variability of its outcomes) is minimized and (ii) transitive results are 
obtained. The MST clearly indicates via which provinces chaining should be done, as 
a consequence of which the transitive comparisons for any two provinces are 
automatically generated. In the next section, the methodology outlined above will be 
applied. This application will not only give insights into the drivers of geographical 
ICT concentration in China, but also indicate to what extent the non-uniqueness 
problem is alleviated. 
                                                 
27
  A number of equivalent algorithms exist in the graph theory literature for computing the minimum 
spanning tree of a graph. Kruskal’s Algorithm (Kruskal, 1956) appears to be among the more popular 
ones.  
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5.4  Empirical Results 
5.4.1 The Minimum Spanning Tree for ICT Location Quotients in China 
In our case, the MST of Chinese provinces was selected by Kruskal's Algorithm from 
a large set of 2422 spanning trees. The result, depicted in Figure 5.5, is the unique tree 
with the smallest sum in terms of the ODS, as defined in Equation (5-13). The MST 
itself provides an interesting vehicle to study broad similarities and differences 
regarding the determinants of spatial concentration of the ICT sector in China. 
Regions that are linked to each other in the MST through a small number of edges 
tend to have similar patterns with regard to their final demand structures and 
intermediate ICT products use. Figure 5.5 shows a number of "branches" that are 
composed of provinces with more or less similar LQs. The provinces with the highest 
LQs according to Figure 5.1, Beijing (2), Guangdong (5), Tianjin (22) and Shanghai 
(21), are located quite close to each other. Apparently, the similarity in LQs of these 
regions is largely due to similarities in most or all determinants of LQ differences. A 
second branch mainly contains the provinces with the very lowest LQs: Henan (8), 
Neimeng (16), Ningxia (17) and Shanxi (20) are also located quite close to each other. 
These findings might suggest that we could obtain almost identical results by chaining 
according to a simple string spanning tree in which provinces are ordered from low 
LQs to high LQs, or vice versa. Figure 5.5, however, also features some results that 
show that regions with similar LQs can have very different economic structures, 
which can play an important role in minimizing a tree's ODS. Anhui (1), Heilongjiang 
(9) and Jilin (12), for example, have comparable LQs, but are only very indirectly 
linked to each other. Instead of being directly linked to one of the other provinces 
with a relatively low LQ, Jilin even appears to be connected to Tianjin (22), which 
has the fourth largest LQ in the complete set of provinces. A deeper investigation 
shows it is led by the fact that the Leontief inverses are very much alike for these two 
provinces.28  
                                                 
28
 To analyze (dis)similarities, we calculated the WAPEs (see Chapters 2 and 3) of the Leontief 





Another interesting aspect that emerges from Figure 5.5 is that the links between 
regions resemble some geographical characteristics of China. The paths between 
Western regions and coastal regions always run through Central regions. This does 
not imply, however, that some kind of mapping of China's geographical structure onto 
a spanning tree would yield results with the desirable characteristics in terms of very 
small ODSs. The Western provinces of Gansu (4), Guangxi (6), Qinghai (18) and 
Yunnan (23) are all located near ends of distinct branches of the tree, which suggests 
that they are very different from each other, despite their geographical proximity. 
 
Figure 5.5: The Minimum Spanning Tree for Chinese provinces* 
 
 
*1=Anhui, 2=Beijing, 3=Fujian, 4=Gansu, 5=Guangdong, 6=Guangxi, 7=Hebei, 
8=Henan, 9=Heilongjiang, 10=Hubei, 11=Hunan, 12=Jilin, 13=Jiangsu, 14=Jiangxi, 
15=Liaoning, 16=Neimeng, 17=Ningxia, 18=Qinghai, 19=Shaanxi, 20=Shanxi, 
21=Shanghai, 22=Tianjin, 23=Yunnan, 24=Zhejiang.  
 
The performance of the MST depicted in Figure 5.5 in terms of reductions in 
variations is illustrated in Table 5.1. It gives the ODS associated with direct and 
OCDS with chained decompositions of the ICT LQ-ratios between Beijing and every 
                                                                                                                                            
second lowest WAPE if compared with Tianjin among all 23 provinces. This reflects the similarity of 
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other region.29 We find that the OCDSs derived from the MST method are generally 
smaller than the ODSs in most bilateral comparisons with Beijing. Both ODSs and 
OCDSs are of course identical for those regions that are connected directly to Beijing 
in the MST (these are Guangdong and Shanghai), since chaining using the tree and 
direct comparisons are identical operations in these cases. There is only one region for 
which the OCDS is higher than ODS. This is Fujian, for which a very low ODS of 
0.32 increases slightly to OCDS at 0.37. This is a consequence of the fact that the 
concept of MST is based on maximizing desirable characteristics for the set of all 
bilateral comparisons. In general, however, the OCDSs are considerably lower than 
ODSs. The unweighted average of the reductions from ODSs to OCDSs is as much as 
65%. The results show that this reduction is not due to huge reductions for a few 
bilateral decompositions: virtually all decompositions of differences between Beijing 
and other provinces yield reductions of more than 50%. The reductions achieved for 
comparisons between Beijing and other provinces with high LQs are generally 
smaller than those for comparisons to provinces with much lower LQs, but are still 
sizable. 
 
                                                 
29
 In Appendix 5F, we describe the reduction in variability of contributions attained using an MST by 




Table 5.1: ODSs of bilateral and OCDSs of chained ICT LQ-decompositions, 
Beijing to other provinces   
Region 
ODSs of  Bilateral 
decomposition 





Anhui 1.62 0.60 63.1 
Beijing - - - 
Fujian 0.32 0.37 -16.0 
Gansu 1.48 0.51 65.5 
Guangdong 0.05 0.05   0.0 
Guangxi 2.74 1.13 58.7 
Hebei 1.92 0.62 67.9 
Henan 2.14 0.53 75.2 
Heilongjiang 1.48 0.82 44.5 
Hubei 1.40 0.36 74.6 
Hunan 1.40 0.33 76.3 
Jilin 1.86 0.60 67.9 
Jiangsu 0.31 0.20 34.8 
Jiangxi 1.90 0.49 74.3 
Liaoning 0.83 0.25 69.7 
Neimeng 1.86 0.53 71.3 
Ningxia 1.93 0.41 78.7 
Qinghai 2.33 0.83 64.5 
Shaanxi 0.46 0.23 49.8 
Shanxi 1.65 0.62 62.3 
Shanghai 0.19 0.19   0.0 
Tianjin 0.22 0.18 21.3 
Yunnan 2.02 0.73 63.7 
Zhejiang 0.93 0.29 68.7 
Average* 1.35 0.47 65.0 
*The average percentage reduction has been computed as the percentage difference between the 
unweighted average ODS for the bilateral decompositions and the unweighted average OCDS for the 
MST-chained decompositions.  
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5.4.2 Spatial Comparisons of ICT Sector’s Specializations in Chinese Provinces 
Table 5.2: Decompositions of regional specializations in ICT sector (Beijing as 
reference province) * 
 
BJk LQLQ / , 
(k=1,…,n-1) IBE ,  RBE ,  dISE ,  dRSE ,  eISE ,  eRSE ,  
Henan 0.095 0.678 0.940 0.735 1.016 0.221 0.904 
Shanxi 0.101 0.695 1.001 1.168 1.058 0.131 0.902 
Jiangxi 0.103 0.693 0.995 1.026 1.035 0.152 0.922 
Ningxia 0.103 0.614 0.921 1.017 1.042 0.181 0.951 
Neimeng 0.112 0.602 1.000 0.846 1.046 0.224 0.935 
Hebei 0.112 0.768 0.909 0.661 0.995 0.254 0.961 
Gansu 0.115 0.660 0.989 1.193 1.055 0.153 0.918 
Guangxi 0.115 0.949 0.828 0.576 1.258 0.234 0.866 
Qinghai 0.120 0.668 1.109 0.731 1.137 0.233 0.838 
Yunnan 0.125 0.860 0.946 0.675 1.144 0.216 0.920 
Anhui 0.130 0.726 0.926 0.784 0.974 0.249 1.018 
Jilin 0.136 0.801 0.930 0.721 0.975 0.255 1.019 
Heilongjiang 0.138 1.033 1.022 1.336 1.144 0.110 0.775 
Hubei 0.170 0.960 1.014 0.881 1.030 0.212 0.913 
Hunan 0.184 0.952 1.047 0.773 1.054 0.250 0.909 
Zhejiang 0.255 0.961 1.008 0.843 0.944 0.321 1.032 
Liaoning 0.274 1.070 1.014 0.803 0.996 0.330 0.957 
Fujian 0.345 0.925 1.081 1.156 0.985 0.332 0.915 
Shaanxi 0.370 0.936 0.988 0.884 1.025 0.464 0.952 
Jiangsu 0.474 0.988 1.014 0.814 0.972 0.644 0.930 
Shanghai 0.553 0.980 0.992 0.839 0.977 0.696 0.998 
Tianjin 0.850 0.827 0.966 0.795 0.972 1.379 0.998 
Guangdong 0.952 1.107 0.989 0.942 0.976 0.947 1.000 
Average** 0.258 0.846 0.984 0.878 1.035 0.356 0.936 
* For each of the links in a chain, 720 decomposition forms exist. In this table (and subsequent tables), 
geometric means of all forms are used in attaining the decomposition results based on the Minimum 
Spanning Tree. 
** Unweighted average. 
 
We now turn to the analysis of the importance of the six determinants of 
ICT-producing activity in explaining the spatial concentration in China, as illustrated 
by Figure 5.1. Table 5.2 shows these decompositions results when Beijing is taken as 
the reference province. Due to the fact that the MST approach yields transitive 
decomposition results, this choice does not influence the results. Someone interested 
in the causes of differences between Henan and Shanxi, for example, could obtain the 
desired outcomes by dividing the numbers in Table 5.2's row for Henan by those in 




have been presented if we would have selected Shanxi as the province of reference for 
Table 5.2. We selected Beijing because it is the country's capital and has the highest 
LQ for its ICT sector. 
 
In Table 5.2, the ratios of regional ICT LQs over Beijing's LQ (shown as ratios 
less than 1 in the first column) are broken down into the contributions of the six 
effects that we discussed in Section 5.3. If a value exceeds 1, this indicates that the 
determinant considered would have yielded a higher ICT LQ than Beijing's, if the 
province considered would have had an economic structure identical to Beijing's in 
every other aspect. We find, for example, that Guangdong's 107.1
,
=IBE .This implies 
that the local demand for intermediate ICT products in this province is such that it 
would have led to a situation in which Guangdong would have had an LQ that would 
have exceeded Beijing's by almost 11%, if the other determinants would not have 
been more favorable for Beijing than for Guangdong. 
 
The most important finding in Table 5.2 is that differences in exports of ICT 
products ( eISE , ) are the main reason why the other regions all have smaller LQs for 
the ICT sector than Beijing. The average value of eISE ,  across regions is 0.36, 
whereas the values for all the remaining five factors are above 0.80. This implies that 
exports of ICT products themselves are a very forceful determinant of the 
geographical concentration of ICT sector in China. This does not imply, however, that 
the remaining five determinants do not play a role. Among these, the two factors 
related to differences in the domestic demand for ICT products (i.e., IBE ,  and dISE , ) 
yield values exceeding one for a few cases. Nevertheless, the average values of these 
effects are 0.85 and 0.88, and the numbers of regions with factors exceeding 1.0 are 
only three and six (out of 23), respectively. For the other three determinants (related 
to differences in demand for non-ICT products), the patterns are much less clearcut. 
For the effects of differences in exports of non-ICT products ( eRSE , ), for example, the 
average value is much closer to 1.0 (at approximately 0.94), although factors 
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exceeding 1.0 are found for only three provinces. dRSE ,  (the effects due to 
differences in domestic final demand for non-ICT products) is the only determinant 
for which the average value is larger than one (1.04), which reflects the fact we find 
values exceeding 1.0 for the majority of provinces.30 
 
Given our main research objective regarding the dominance of supply-side 
effects or demand-side effects in shaping the geographical clustering of the 
ICT-industry in China, we prefer to present the results that focus on this distinction 
first. These results are obtained by means of Equation (5-9) and presented in the third 
and fourth column of Table 5.3. 
 
The results indicate that for most regions, the lower LQ-ratio in comparison to 
Beijing can be explained by both market location factors and factors regarding supply 
side advantages. For these regions (19 out of 23), both Ed and Ee are below one. The 
low values for Ed reflect the apparent fact that market demand for ICT products 
(relative to other products) is lower in most regions than in Beijing. Only in 
Heilongjiang, Fujian and Guangdong, demand from these regions themselves would 
have led to a higher LQICT than in Beijing. The generally low values for Ee indicate 
that export demand for ICT products from Beijing was considerably higher than for 
almost all other regions, which suggests that Beijing had substantial supply-side 
advantages. Tianjin is the only region in which export demand was more favorable for 
LQICT than in Beijing. A glance at the averages shows that the effects of domestic 
demand and export demand are far from equal, however. For the average region, 
differences in export demand account for an ICT location quotient that is 66% lower 
than in Beijing (the last-but-one row in Table 5.3 indicates that the effect of Ee in the 
average region is 0.341 times the effect in Beijing). Differences in domestic demand 
(i.e., demand from the province itself) would only have led to a 24% gap to Beijing's 
ICT location quotient. Taken together, these effects lead to an average LQICT that is 
                                                 
30
 Of course, Table 5.2 also contains results that are not in line with the general patterns we observe. A 
prime example is the large factor for the determinant related to exports of ICT goods (ES,eI) for the 




74% lower than Beijing's LQICT. Since production of ICT equipment and services for 
export purposes could in principle be located everywhere (transportation costs to 
product markets are high anyway), the dominance of this factor in the analysis of the 
proximate causes of geographical concentration suggests that some provinces must 
have supply-side advantages over other provinces.31    
 
The two rightmost columns of Table 5-3 indicate to which extent geographical 
concentration of ICT production is due to differences in demand shares of ICT 
products, and which part can be attributed to differences in demand structures for 
other products. Some of these products (such as the outputs of the 'Leasing and 
business services' industry and the 'Finance and insurance' industry) require relatively 
much ICT products as intermediate inputs, while other products (such as 'Metal ore 
mining' and 'Tourism') do hardly embody any ICT inputs. The first factor ( IE ) can 
thus be considered as representing the "direct" effects, while the second factor ( RE ) 
indicates what would be left unaccounted for if we would not consider the "indirect" 
effects. Not surprisingly, the direct effects contribute most. Nevertheless, the indirect 
effects add to the low LQ-ratios for almost all provinces (Qinghai and Hunan are the 
exceptions). On average, unfavorable differences in the demand structures for 
non-ICT goods account for differences equal to 5% of Beijing's LQICT. For specific 
provinces (Henan and Hebei), these differences even amount to as much as 10-15%. 
Apparently, regions that are attractive for producers of ICT goods (mainly because of 
supply-side factors, and to a lesser extent due to proximity to customers) are also 
attractive locations for producers of products for which a lot of ICT-products are 
needed as intermediate inputs.  
 
                                                 
31
 As indicated before, exports do not only refer to output sold abroad, but also to deliveries to other 
provinces. Since we do not know where exports are sold to, proximity to product markets could still 
play a role. Hebei, for example, shares a border with Beijing, while exports from Ningxia to Beijing 
would have to be transported over thousands of kilometers. To study the effects of the spatial structure 
of China on the size of Ee, an interregional input-output table is indispensable. In view of the large size 
of most Chinese provinces, we think that proximity to large product markets in neighboring provinces 
is likely not to shape our results too strongly. The very high value for ES,eI for Tianjin (see Table 5.2) 
might be an exception. This city-province contains an important ocean port, as a consequence of which 
export-oriented ICT producers might want to locate their factories in this province.  
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Table 5.3: Summary decompositions of differences in regional specializations in 
the ICT sector (Beijing as reference province)* 
Region 
BJk LQLQ / , 
(k=1,…,n-1) d
E  eE  IE  RE  
Henan 0.095 0.476 0.200 0.110 0.864 
Shanxi 0.101 0.860 0.118 0.106 0.955 
Jiangxi 0.103 0.733 0.141 0.108 0.949 
Ningxia 0.103 0.599 0.172 0.113 0.913 
Neimeng 0.112 0.532 0.210 0.114 0.977 
Hebei 0.112 0.458 0.244 0.129 0.869 
Gansu 0.115 0.822 0.140 0.120 0.958 
Guangxi 0.115 0.569 0.203 0.128 0.902 
Qinghai 0.120 0.615 0.195 0.114 1.056 
Yunnan 0.125 0.628 0.199 0.125 0.995 
Anhui 0.130 0.513 0.253 0.142 0.917 
Jilin 0.136 0.524 0.260 0.147 0.924 
Heilongjiang 0.138 1.615 0.085 0.152 0.906 
Hubei 0.170 0.882 0.193 0.179 0.953 
Hunan 0.184 0.812 0.227 0.184 1.003 
Zhejiang 0.255 0.771 0.331 0.260 0.982 
Liaoning 0.274 0.868 0.315 0.283 0.966 
Fujian 0.345 1.138 0.303 0.355 0.974 
Shaanxi 0.370 0.838 0.442 0.384 0.965 
Jiangsu 0.474 0.792 0.599 0.518 0.916 
Shanghai 0.553 0.797 0.695 0.572 0.967 
Tianjin 0.850 0.617 1.377 0.907 0.937 
Guangdong 0.952 1.006 0.947 0.987 0.964 
Average# 0.258 0.759 0.341 0.271 0.948 
Standard dev.** 0.234 0.251 0.297 0.246 0.043 
* Ed and Ee refer to domestic demand and export demand effects, respectively. EI refers to direct 
effects of demand for ICT products, while ER refers to indirect effects, due to demand for non-ICT 
products that "embody" ICT products. 
** Unweighted average/standard deviation. 
 
 
Closer inspection of the results reported in Table 5.2 reveals significant 
differences within specific groups of regions as well. We find marked differences, for 
example, between Central and Western regions, even though their LQs are close each 
other. For example, Western regions such as Neimeng, Guangxi, Qinghai and Yunnan 
have values of dISE ,  less than 1, implying that domestic consumption of ICT 
products for final demand purposes is unfavorable in comparison to Beijing. 




dRSE , -values larger than 1.0, which indicates that domestic use of ICT products (both 
direct and in embodied form) for final demand purposes is more favorable than for 
Beijing. Finally, Shaanxi deserves some special attention, since it is a Western region 
with as high an LQICT as some coastal regions (see Figure 5.1). In comparison with 
other Western and Central regions, Shaanxi derives its main advantage from eISE , , the 
exports of ICT products. Further exploration of the underlying data shows that 
Shaanxi exports a lot of ICT services, in particular. To a lesser extent, its high LQICT 
is also supported by high values of the factors dRSRB EE ,, , and eRSE , . Apparently, all 
three determinants related to ICT products embodied in other products contribute to 
Shaanxi's strong ICT production performance as well. Probably, the ultimate cause 
underlying these results for the proximate causes captured by our determinants is the 
well-developed ‘National Hi-tech Industrial Development Zone’ in Xi’an (the capital 
of Shaanxi), which is supported by high-quality research centers and specialized 
universities (such as Xi’an Jiaotong University).32 
5.5  Conclusions 
In this chapter, we analyzed the proximate causes behind the strong geographical 
concentration of China's ICT sector. Even though the ICT sector is highly 
concentrated in a few coastal regions across China, we found that the home market 
effect is not the main reason why these provinces host relatively much ICT activity in 
comparison to Central and Western regions. The exports of ICT products turn out to 
be the main reason of comparative advantage of coastal regions regarding the ICT 
sector. Apparently, transport costs to customers within Chinese regions do not play a 
major role, and firms seem to locate their activities in regions that offer advantages 
with regard to supply-side aspects. These aspects can be of different natures, as has 
been argued extensively in the economic geography literature. Examples are the 
presence of a large pool of highly-skilled labor and the importance of geographically 
bounded knowledge spillovers that enhance productivity, and the presence of harbors 
                                                 
32
 See also Walcott (2002). 
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that facilitate exports. It should be stressed, however, that we adopted an accounting 
approach, quantifying proximate causes of concentration for the major part of China. 
More detailed studies for specific cities and regions have already provided (only 
partly generalizable) results related to the ultimate causes that shape the proximate 
causes. In our view, the two approaches are highly complementary. This is shown by 
our results for Shaanxi, a poor Western province with a remarkable specialization in 
ICT services. This sectoral advantage can be explained by characteristics that play an 
important role in location studies, such as the presence of many graduates from 
specialized universities. Nevertheless, more studies in line with Walcott (2002) for 
Shaanxi province are needed before useful conclusions can be drawn about 
opportunities to copy its success in other underdeveloped regions.  
 
 In order to arrive at the results described above, we needed to introduce a new 
Structural Decomposition Analysis (SDA) technique. We proposed an extension of 
the Minimum Spanning Tree (MST) approach, which is a popular method in index 
number theory to quantify contributions of two determinants to changes or differences 
in one composite variable (most often changes in values that are dissected into the 
effects of price changes and quantity changes). This approach has the advantage that 
the well-known "non-uniqueness" problem is minimized, while it simultaneously 
leads to transitive results. We feel that this method can become a useful tool in 
multilateral SDA, since several current data construction efforts are likely to yield an 
increased availability of harmonized input-output tables and related data material for 
many regions and countries, whereas empirical input-output researchers so far had to 
focus much more on intertemporal comparisons for a specific geographical unit (in 
such intertemporal comparisons, bilateral SDA suffices). It should be stressed, 
however, that more analysis is required before SDA using MST might become a 
standard part of the toolkit used by input-output researchers. We only studied one way 
of generalizing the Paasche-Laspeyres Spread (a concept from index number theory) 
to situations with more than two determinants. Hence, it would be useful to study 
whether equally justifiable generalizations yield substantially different results or not. 




generalized Eltetö-Köves-Szulc approaches and/or generalized Geary-Khamis 
approaches (see Chapter 4) lead to empirical results that are close to those obtained by 
MSTs, or not.   
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Appendix 5A. Sector Classification (42 sectors) 
 
 Sector  Sector 
1 Agriculture 22 Waste and scrap 
2 Coal mining and processing 23 Electricity, steam and hot water production 
and supply 
3 Crude petroleum and natural gas products 24 Gas production and supply 
4 Metal ore mining 25 Water production and supply 
5 Non-ferrous mineral mining 26 Construction 
6 Manufacture of food products and tobacco processing 27 Transport and warehousing 
7 Textile goods 28 Post and telecommunication 
8 Wearing apparel, leather, furs, down and 
related products 29 
Information, computer services and 
software 
9 Sawmills and furniture 30 Wholesale and retail trade 
10 Paper and products, printing and record 
medium reproduction 31 Hotel and catering 
11 Petroleum processing and coking 32 Finance and insurance 
12 Chemicals 33 Real estate 
13 Nonmetal mineral products 34 Leasing and business services 
14 Metals smelting and pressing 35 Tourism 
15 Metal products 36 Scientific research 
16 Machinery and equipment 37 General technical services 
17 Transport equipment 38 Other social services 
18 Electric equipment and machinery 39 Education 
19 
Communications equipment, computers 
and other electronic equipment 
manufacturing 
40 Health services, sports and social welfare 
20 Instruments, meters, cultural and office 
machinery 41 Culture and arts, radio, film and television 





Appendix 5B. Regional Location Quotients (LQs) based on Different Indicators 
 











Gansu 0.312 0.317 - Jilin 0.599 0.374 - 
Jiangxi 0.411 0.283 - Hubei 0.608 0.468 - 
Henan 0.443 0.261 - Hunan 0.644 0.506 - 
Yunnan 0.452 0.343 - Shaanxi 0.884 1.018 1.04 
Neimeng 0.458 0.307 - Liaoning 0.893 0.752 - 
Shanxi 0.459 0.279 - Zhejiang 0.927 0.701 - 
Guangxi 0.464 0.316 - Fujian 1.090 0.948 - 
Hebei 0.517 0.307 - Jiangsu 1.328 1.303 1.37 
Heilongjiang 0.522 0.378 - Shanghai 1.623 1.520 1.23 
Ningxia 0.527 0.283 - Guangdong 2.190 2.615 2.83 
Anhui 0.543 0.357 - Tianjin 2.225 2.335 1.40 
Qinghai 0.553 0.330 - Beijing 2.588 2.749 1.70 
* The data for LQs based on employment in Wang and Lin’s study (2008) are only available for six 
regions with LQs higher than 1.  
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Appendix 5C. Regional Location Quotients for the ICT Sector and its 
Components 
 













Henan 0.112 0.612 0.261 Heilongjiang 0.070 1.105 0.378 
Shanxi 0.034 0.854 0.279 Hubei 0.220 1.053 0.468 
Jiangxi 0.116 0.677 0.283 Hunan 0.248 1.114 0.506 
Ningxia 0.022 0.898 0.283 Zhejiang 0.652 0.817 0.701 
Neimeng 0.188 0.585 0.307 Liaoning 0.651 0.991 0.752 
Hebei 0.137 0.709 0.307 Fujian 1.027 0.761 0.948 
Guangxi 0.096 0.836 0.316 Shaanxi 0.752 1.644 1.018 
Gansu 0.151 0.706 0.317 Jiangsu 1.577 0.658 1.303 
Qinghai 0.003 1.101 0.330 Shanghai 1.647 1.223 1.520 
Yunnan 0.050 1.032 0.343 Tianjin 3.022 0.721 2.335 
Anhui 0.232 0.652 0.357 Guangdong 3.125 1.417 2.615 





Appendix 5D. The Proportional Method of Estimating Intraregional Production 
Structure for China 
 
One of the main features of Chinese regional IO tables is that it does not 
distinguish between intermediate deliveries that are produced within the region and 
intermediate inputs that are imported from abroad or from other regions. As depicted 
in Figure 5D.1, the n×n matrix Z describes the intermediate deliveries including 
imports from other regions and from abroad. The column vector f indicates the final 
demands, including consumption and investment, while vectors e, g, m and İ denote 
the exports, changes in stocks, imports and statistical discrepancies respectively. 
Vector x gives the domestic gross output while the row vector v′gives the value 
added in each sector.33 The vector i is a summation vector (of appropriate length) 
consisting of ones.   
 









v′  0 0 0 0 0 iv′  
x′  fi′  ei′  gi′  mi′−  i′İ  
 
The proportional method has been widely used to separate domestically produced 
from imported inputs/final demands (see Dervis et al., 1982, for an introduction and 
Lahr, 2001, for an overview). The idea is to assume that for product i the same import 
share applies to all intermediate deliveries ),...,1( njzij = , final consumption and 
investments. 
 
                                                 
33
 Vectors are column vectors by definition, row vectors are obtained by transposition, which is 
indicated by a prime. 
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Another feature of the Chinese economy is that it has a considerable amount of 
processing trade with customer’s materials (PCM).34  However, the Chinese IO 
survey does not include the imported intermediate inputs for PCM in the intermediate 
deliveries in IO tables, but they are included in the import and export columns. As Pei 
et al. (2008) argued in their recent study, the processing trade with customer’s 
materials (PCM) should therefore be subtracted from the import and export columns, 
in order to arrive at reasonable results. They assumed that the imports related to PCM 
are equal to the exports related to PCM. Then, they proposed a revised proportional 
method based on the idea that the total imports excluding PCM-imports should be 
proportionally distributed over intermediate inputs, final consumption and 
investments. The changes in inventories and the statistical errors are assumed to be 
“produced” in the region itself. Figure 5D.2 describes the structure of their estimated 
intraregional tables.  
 
Figure 5D.2: Structure of estimated IO table, separating intraregional flows  




df    PCMme −  g İ x 
mZ  mf    PCMm  0 0 m  
v′  0 0 0 0 iv′  
x′  fi′  ei′  gi′  i′İ  
                                                 
34
 In 2007, the share of processing trade in total trade had reached 51% (NBS, 2008). There are two 
types of processing trade: processing with imported materials (PIM) and processing with customer’s 
materials (PCM). PIM is the main type, accounting for more than 70% of the processing trade value 
(e.g. 75% in 2005, see NBS, 2008). In the case of PIM, Chinese enterprises that hold import and export 
trading rights use their own money to import materials. After processing or assembly, the goods are 
exported again by the company holding those rights. In the case of PCM, however, the foreign trading 
partner of a Chinese enterprise provides all or most of the materials. The Chinese enterprises assemble 
and process, after which the finished products are shipped to the same foreign trading partner that 
supplied the materials. In this case, the Chinese enterprises only charge a processing fee and they do 





When subtracting PCM-imports from total imports, the revised import coefficients 
it  are defined as follows: 




















=  (5D.1) 
 
or, in matrix notation, 1)ˆˆˆˆˆ)(ˆˆ(ˆ −−−−+−= İgemxmmt PCM . In Figure 5D.2, the 
intermediate inputs and final demands (i.e. final consumption and investments) can be 
separated into two parts, produced within the region and imported: 
 
ZtZ ˆ=m , ftf ˆ=m , ZtIZ )ˆ( −=d , ftIf )ˆ( −=d  (5D.2) 
 
The equilibrium for intraregional production yields: 
 
İmegf)t(I)Zit(IİmegfiZx +−++−+−=+−+++= PCMPCMdd ˆˆ  (5D.3) 
 
The equilibrium for imports yields: 
 
PCMmm mfiZm ++=  (5D.4) 
 
The revised proportional method to accommodate PCM is particularly useful for 
studies addressing the coastal regions of China. In Guangdong province, for example, 
which is also known as the ‘world’s factory’, the share of PCM in imports reached 
50% in 2002 (this was twice the national share of PCM in total imports).35 For our 
empirical study, another related problem had to be solved. Sectoral PCM imports data 
is not available at regional level in the Customs Statistics.  
 
                                                 
35
 The data is not published but available from Customs Statistics. 
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Given the fact the regional total imports of PCM and sectoral imports of PCM for 
the national economy are available, we adopt a bi-proportional method to arrive at 
these data. Let ),...,1;,...,1( kjnimPCM
ij
==  represent the imports of PCM trade of 
sector i in region j, its row and column sums are both available. The row sums are the 
sectoral imports of PCM, i.e. SPCMi ( = 1,…,n), and column sums are regional 
imports of PCM, i.e. RPCMj (= 1,…,k). Table 5D.1 shows the details in which 
non-shaded margins contain available information from statistical sources, and shaded 
cells have to be estimated.  
 
      Table 5D.1: the estimation of sectoral imports of PCM at regional level  




PCMm12  … 
PCM
km1  1SPCM  
Sector 2 PCMm21  
PCMm22  … 
PCM
km2  2SPCM  
… … … … … … 
Sector n PCMnm 1  
PCM
nm 2  … 
PCM
nkm  nSPCM  
Reg. PCM 1RPCM  2RPCM  … kRPCM   
 










=   
 





Appendix 5E. The Procedure Used to Build Minimum Spanning Trees 
 
In this chapter, we adopt Kruskal’s algorithm to construct MSTs. It proceeds as 
follows. First, the edges are ranked according to the size of their weights (ODS 
indexes). Next, the edge with the smallest weight is selected, subject to the constraint 
that it does not create a cycle. For a case with four vertices k, l, m, n, for example, 
there are (n-1)*n/2=6 possible edges among which n-1=3 edges can constitute a MST 
to link all four vertices together. Suppose the first two smallest edges are those 
between k and l, l and m. If the third smallest edge is the one between  m and k, a 
cycle is generated and the spanning tree fails to link all four vertices. Then the 
algorithm skips this edge and moves on to the edge with the next smallest weight. For 
a general case with n vertices, this procedure is repeated when selecting this edge 
creates a cycle. At the end, this procedure for selecting edges is repeated until n-1 
edges are selected. The n-1 edges without any cycle then always constitute the 
spanning tree in which n vertices are connected with the smallest ODS. A proof that 
Kruskal’s algorithm finds the spanning tree with the smallest sum of weights can be 
found in Wilson (1985, p. 55). 
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Appendix 5F. Variability of Individual Decomposition Factors.  
 
As mentioned before, there are 6!=720 forms for the decomposition studied in this 
chapter. It might be argued that DSX is only one of the indicators of variability 
between choices of decompositions forms. Table 5F.1 adopts an alternative indicator 
of variability for each factor, which can be used to compare the relative variabilities 
of direct and MST-chained bilateral decompositions of LQ ratios between Beijing and 
the other provinces. The chained path is taken from MST in Figure 5.5 and the 
variations are measured by Coefficients of Variations (CV, the ratio of the standard 
deviation to the mean for each factor, i.e. MeanStdCV = ). Note that the two 
regions that are directly linked to Beijing in Figure 5.5, Guangdong and Shanghai, are 
not listed in Table 5F.1 since the variability of the direct comparisons and the chained 





Table 5F.1: CV (× 100) of direct and chained comparisons for each factor based 
on MST 
 














Anhui 6.31 3.74 3.70 1.66 24.77 5.75 
Fujian 0.91 1.36 1.40 1.03 2.69 4.23 
Gansu 7.32 2.88 2.64 2.17 21.90 3.38 
Guangxi 6.03 8.70 5.85 3.89 34.12 6.45 
Hebei 5.73 3.74 3.48 1.59 30.30 5.60 
Henan 10.70 2.91 2.44 1.83 31.86 5.20 
Heilongjiang 4.77 6.06 1.77 2.81 19.72 3.57 
Hubei 3.05 2.43 2.13 0.64 22.29 2.96 
Hunan 3.52 1.62 2.18 0.65 21.15 4.25 
Jilin 6.96 2.44 8.33 2.06 25.23 8.36 
Jiangsu 0.94 0.98 0.78 0.09 4.78 3.45 
Jiangxi 10.64 2.61 1.38 2.25 27.04 3.28 
Liaoning 1.77 0.84 1.05 0.16 13.60 3.88 
Neimeng 11.76 2.42 1.51 1.79 26.89 5.37 
Ningxia 9.27 1.71 6.21 1.99 25.62 3.41 
Qinghai 7.39 3.72 3.29 6.26 29.19 8.22 
Shaanxi 1.33 1.08 0.79 0.59 6.81 2.12 
Shanxi 6.26 4.40 1.98 2.35 24.86 3.50 
Tianjin 1.29 0.65 0.44 0.74 1.87 1.71 
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Table 5F.1 (continued) 
 














Anhui 26.56 6.12 2.72 1.55 3.68 3.27 
Fujian 3.86 3.69 0.81 1.40 2.71 0.94 
Gansu 24.87 2.68 0.49 1.98 7.14 2.12 
Guangxi 34.76 5.18 11.29 7.40 7.81 9.22 
Hebei 31.50 5.78 2.11 2.35 3.87 3.48 
Henan 34.38 5.38 1.66 1.61 7.05 1.23 
Heilongjiang 23.05 4.39 2.43 3.03 14.56 4.32 
Hubei 23.11 3.26 2.32 2.35 7.52 0.89 
Hunan 21.49 3.97 2.67 1.79 7.70 0.90 
Jilin 26.41 8.01 1.92 0.47 3.46 1.58 
Jiangsu 5.12 3.63 0.61 0.57 1.65 1.02 
Jiangxi 30.38 2.65 1.85 1.90 6.70 2.17 
Liaoning 14.25 3.55 1.14 0.61 3.36 0.70 
Neimeng 29.57 5.47 1.30 1.86 3.72 1.64 
Ningxia 28.24 3.24 1.31 1.42 3.42 1.75 
Qinghai 30.75 8.00 5.85 3.37 8.98 5.81 
Shaanxi 6.98 1.90 0.92 0.92 2.00 0.87 
Shanxi 27.45 3.03 1.80 3.33 7.22 2.20 
Tianjin 2.06 1.40 0.77 0.39 0.33 0.16 




Chapter 6  
Summary and Conclusion 
 
 
6.1  Introduction 
This final chapter is devoted to a summary of the major findings of the studies 
reported in this thesis. In Section 6.2, we offer suggestions for the compilation of 
regional input-output (IO) tables in a cost-efficient way. These suggestions are based 
on the findings from statistical analyses applied to Chinese regional IO tables. 
Although these suggestions are especially relevant for IO practitioners in China, we 
will also speculate about the extent to which the suggestions might be useful for the 
construction of IO tables in other countries. Section 6.3 discusses the most important 
findings from the applications of Chinese regional IO tables to describe and explain 
the huge differences in economic structures that are very prominent in China. Section 
6.4 provides suggestions for future research. 
6.2  Summary and Conclusions for the Compilation of Hybrid Input-Output 
Tables 
The compilation of high-quality IO tables is the key to conduct regional IO analysis. 
Because non-survey estimates are generally too unreliable and construction methods 
based on surveys among companies are generally too costly, hybrid methods that 
combine non-survey approaches with ‘superior’ survey-based data have become the 
mainstream. A general finding in the literature is that additional superior data for 
certain coefficients of the target table may seriously improve the quality of the 
estimated IO tables. The collection of additional superior data, however, implies 
higher compilation costs. A crucial question that arises is: To what extent and for 




question is: If (at least part of) an IO table has to be estimated by means of a 
non-survey approach, which one of the approaches is the most appropriate?  
 
In the statistical studies of Chapters 2 and 3, we found answers to the 
above-mentioned questions, by acting as if the Chinese regional IO tables for 2002 
had to be estimated. Systematic comparisons of the estimated tables and the actual 
tables provided insightful suggestions for practitioners involved in the construction of 
IO tables. 
 
In Chapter 2, we studied and compared the estimation performance of various 
non-survey approaches, using provincial Chinese IO tables. We labeled the table to be 
constructed the ‘object table’, and the corresponding period and region were termed 
the ‘object year’ and ‘object region’, respectively. All methods assume that the row 
and column totals of intermediate deliveries and the sectoral gross outputs are 
available for the object table. Most often, these can be obtained from official regional 
statistical bureaus, which conduct Gross Regional Product (GRP) surveys. The 
accuracies of these row and column totals play a crucial role in the accuracy of 
estimates of the block of intermediate deliveries. In our experiments, we simply took 
the ‘true’ values of the totals as given.  
 
Another important assumption is with respect to the availability of relevant 
survey-based IO tables. These tables provide quantitative descriptions of one or more 
intersectoral production structures that are supposed to be relatively similar to the 
structure in the object table. That is, one or more tables of the object region must be 
available for previous years in order to apply an intertemporal updating method. 
Similarly, a table—in the object year—of the nation to which the object region 
belongs is required to apply a regionalization method, and one or more tables—in the 
object year—of other regions are required to apply the method of the exchanging 
input coefficients. If tables are available for a set of other regions, a variety of 
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cross-regional methods can be applied.1 In real-world efforts to construct a regional 
IO table, the choice for a specific non-survey method is often driven by the 
availability of survey tables. In Chapter 2, we made use of the fact that the unique set 
of 27 regional IO tables for 1997 and 2002 allowed us to compare the empirical 
performance of all methods briefly described above in one integrated analysis.  
 
The findings in this chapter can be summarized by some suggestions that might be 
relevant for practitioners who plan to compile a regional IO table. Firstly, the quality 
of cross-regional methods benefits from collecting as many tables of other regions as 
possible and taking full advantage of these. Accuracies increase when more 
observations are available, irrespective of the specific cross-regional method that is 
adopted. For the case of the Chinese provincial tables, cross-regional methods 
systematically outperformed the alternative estimation procedures if tables for at least 
eight other regions are available. It should be noted, however, that this conclusion 
appeared to be invalid for the two well-developed city-provinces Beijing and 
Shanghai. These two cities have very special economic structures and we found that 
regionalization of national tables led to better results than the application of any of the 
cross-regional methods. Hence, for regions that are known to be very different from 
most other regions, compilers (or practitioners) should consider adopting other 
approaches than cross-regional methods, if data availability permits. 
 
Secondly, among the group of cross-regional methods, the averaging coefficients 
method and the robust regression method generally turn out to be slightly more 
accurate than the Ordinary Least Squares regression method and the threshold 
regression method. The relative accuracy of the robust regression method as 
compared to the averaging coefficients method is relatively weak if the number of 
available regional tables is small. In such cases, simple averaging method of input 
coefficients appears to be the preferred method.  
                                                 
1
 It is not necessary that the object table corresponds to a region. For example, practitioners may want 
to compile an IO table for a city. In that case, they should try to collect tables of the city for previous 
years, or the table of the province to which the city belongs for the object year, or tables for similar 
cities for the object year. Similar suggestions apply to the case of compiling a table for a county, or a 




When only very few regional tables for the object year are available, the clear 
advantage of the cross-regional methods disappears. This suggests that one of the 
alternative, single-table methods should be chosen in this situation. Among the class 
of traditional single-table methods, exchanging coefficients from a similar region 
yields the worst estimates followed by intertemporal updating, while regionalization 
based on the national table performs the best in our systematic empirical comparisons. 
One should notice that the widely accepted intertemporal updating technique, which 
has been proved to work very well in developed countries, is not very suitable for the 
estimation of Chinese regional tables. Most probably, this result is due to the fact that 
many regional economies in China were very dynamic and underwent much more 
structural change than most regions in developed countries.  
 
The analysis in Chapter 2 was based on the assumption that no survey-based 
information on the intermediate input part of the object table is available. When 
popular hybrid compilation methods are applied, such information is (made) available. 
Therefore, the collection of survey-based, superior data is another issue that deserves 
attention. In the literature, several methods have been proposed to select the cells of 
the object table for which superior data should be acquired. Some of these methods 
select a set of (unrelated) individual cells, while other methods select sets consisting 
of groups of cells, all of which are related to specific sectors (such as all cells in a 
specific row of the IO table, or in a specific column). In Chapter 3, we compared the 
performance of several methods of targeting cells for superior data collection. 
 
The selection of cells with large input coefficients (LARGE) and so-called inverse 
important coefficients (INVIMP) were presented as two popular ‘individual cells’ 
methods. ‘Key sector’ methods have also been represented by two types of methods. 
One selects all cells in rows (ROWSUM) or columns (COLSUM) for which the 
respective Leontief multipliers are large, while the other selects all cells in rows or 
columns for which hypothetical extraction yields large effects on the region's gross 
output (ROWHYP and COLHYP, respectively). For the hypothetical extraction 
method, we also considered simultaneously selecting the entire row and column of the 
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sectors with the strongest effect (HYP). We evaluated these seven methods by 
simulating the updating of the regional intermediate deliveries matrices for each of 27 
Chinese provinces in 2002, on the basis of the intermediate deliveries matrix for 1997 
of the same region (i.e., we used the intertemporal updating method studied in 
Chapter 2, adding superior data). Data from the survey-based 2002 matrices have 
been used to mimic superior data, but the selection of cells was based on information 
contained in the 1997 tables. The gains in accuracy attained by inserting a given 
number of these “true” values are computed for each of the seven targeting methods, 
by comparing estimated matrices with the actual 2002 matrices. The findings in this 
chapter for the case of China yield two suggestions about superior data collection that 
might be relevant for practitioners in general. 
 
First, higher budgets for superior data collection will always lead to better 
estimated tables, provided that the average costs of ‘revealing’ the true value of a cell 
are constant. The overall accuracies of estimated tables always improve, irrespective 
of which cells are inserted as additional information. It should be noted, however, that 
superior data can be collected from many sources, e.g. experts, a survey or 
publications on other studies. We did not consider differences in quality among such 
sources, since our superior data were perfect by construction. 
 
Our second conclusion concerns the question which additional information on 
intermediate deliveries should be gathered once budgets have been determined. 
Among the group of "individual cells" approaches, the LARGE method invariably 
outperforms the more complicated INVIMP method, irrespective of whether accuracy 
is measured on the basis of the magnitude of intermediate deliveries, of input 
coefficients or of values of the Leontief inverse. This is somewhat surprising, since 
INVIMP targets the cells for which a small change in the cell value has the largest 
effect on the Leontief inverse. Among the class of ‘key sector’ approaches, the 
selection of the best method depends on the matrix that should be estimated with 
highest accuracy. For the estimation of the intermediate deliveries, the best estimation 




the hypothetical extraction method (COLHYP). In most applied IO work, in particular 
policy studies and impact analyses, the intermediate deliveries are of lesser interest. 
What matters most is the Leontief inverse, which is at the heart of any multiplier and 
impact analysis. In this case, adding superior data to cells in rows selected by the 
ROWSUM and ROWHYP methods (in this order) improves the accuracy more than 
any other method. For selecting entire rows, the simplest method (ROWSUM) thus 
performs best.  
 
Our findings are based on the assumption that the number of cells (which are 
inserted as superior data) is identical, irrespective of the selection method. This does 
not imply that the associated costs of obtaining superior information are equal. 
Surveying a number of cells in the same sector is likely to be more cost-effective, 
when compared to surveying an identical number of individual cells belonging to 
different sectors. If we focus on the accuracy of the input coefficients matrix or the 
Leontief inverse, the reduction in the average error (computed as the weighted 
average percentage error) due to inserting superior data into p cells selected by means 
of LARGE is more or less the same as the reduction found with ROWSUM for 3p 
cells. Assuming that budgets for surveys are fixed, this implies that selecting the 
targeted cells by means of ROWSUM is preferred if LARGE is more than two times 
as expensive. Similar choices between costs vs. accuracy can be made between 
ROWSUM and HYP. Practitioners should make their own decisions by carefully 
considering the relative costs and accuracies of these methods.  
 
When generalizing the conclusions towards estimation of IO tables for other 
countries, it should be borne in mind that our dataset of Chinese regional IO tables is 
rather specific in at least two respects. First, the intermediate inputs include both 
intraregionally produced and imported products. The associated input coefficients are 
thus technical coefficients rather than ‘regional input coefficients’, which are 
generally defined as intraregionally produced intermediate inputs divided by gross 
output levels. Therefore, our findings and suggestions for practitioners relating to the 
non-survey estimations in Chapter 2 should be restricted to estimating tables with 
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technical coefficients. If an IO table with regional input coefficients is to be estimated, 
cross-regional methods can still be used, but additional steps are necessary. Most 
importantly, the estimation of regional purchase coefficients is required in order to 
correct for regional differences in economic size.2 That is, large regions will purchase 
relatively much from domestic sources, while small regions will import relatively 
much.  
 
Secondly, the Chinese economy as represented in the regional IO tables is very 
heterogeneous and dynamic. Some regions are very backward, while other regions 
(especially those in the coastal zone) are characterized by high levels of development. 
Regarding the relative performance of non-survey estimation methods, regionalization 
of national tables might perform much better for regions that are part of a country 
with less varied production structures. A similar argument holds for the bad 
estimation performance of intertemporal updating in Chapter 2. If IO tables are 
estimated for regions that do not develop as quickly as many Chinese regions, 
production structures as reflected in technical input coefficients are likely to be much 
more stable over time.  
 
We feel that the results obtained in Chapter 3 are much less sensitive to the 
specificities of the Chinese database. Irrespective of the method to select cells for 
which superior data should be collected, intertemporal updating is the method used to 
estimate the cells for which superior data are not collected. The magnitude of the 
errors will generally be smaller for less dynamic regions than for dynamic regions, but 
we cannot think of reasons why the relative performance of targeting methods would 
systematically differ with the dynamism of the region considered. 
                                                 
2
 Of course, other characteristics of regions can also play an important role in the determination of 
regional purchase coefficients. Examples of such characteristics are the presence or absence of natural 




6.3  Summary of Economic Applications  
The ultimate aim of compiling IO tables is to use them for analyzing the economy 
and/or its development. In the economic applications in this thesis, attention was paid 
to the disparities across China’s provinces. Regional labor productivity levels and 
their developments over time were studied in Chapter 4, while Chapter 5 dealt with 
specialization patterns for ICT production. 
 
Chapter 4 analyzed the regional disparities in labor productivities and the changes 
therein from 1997 to 2002. The examination of the disparities in 1997 confirmed the 
observations in previous research (based on different data sources) that the regional 
labor productivity levels were well above the national average for provinces and cities 
in what we termed the “East Rim” of China (i.e. the provinces on the East coast, the 
three provinces in the North-east, and the cities Beijing, Shanghai and Tianjin). For 
the rest of China, labor productivities were essentially below the national average. 
The most important proximate causes of these regional differences turned out to be 
that regions with high (low) labor productivity levels were characterized by large 
(small) output per worker ratios and by large (small) employment shares in 
high-productivity sectors. The examination of the evolution of the regional disparities 
between 1997 and 2002 indicated that the “East Rim” showed a substantially higher 
labor productivity growth than the rest of China. The changes in sectoral employment 
shares were found to be the most important determinant. In all but one region, 
production has shifted towards sectors with higher productivity levels. We also 
observed that the effect of changing output per worker ratios was negative (i.e. 
lowered the labor productivity) for regions with a large effect of changing 
employment shares. A (somewhat speculative) explanation was sought in the massive 
migration from the Midwest to the Southern part of the “East Rim” plus Beijing. The 
inflow of many low-skilled workers into sectors with relatively high productivity 
levels tends to lower the average output per worker in the region but to substantially 
increase the employment share of high-productivity sectors. 
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Chapter 5 analyzes the proximate causes behind the strong geographical 
concentration of China’s ICT sector. The rapid growth of the ICT-producing sector in 
China has been accompanied by an uneven distribution of its production activities 
across the country. We found that the home market effect (producing close to 
customers) is not the main reason why the coastal provinces host relatively much ICT 
activity in comparison to Central and Western regions (although the home market 
effect is not negligible). Differences in exports of ICT products turn out to be the 
main determinant of the clustering. Apparently, transport costs do not play a major 
role, and firms seem to locate their activities in regions that offer advantages in terms 
of supply-side aspects (examples of which would be a large supply of high-skilled 
labor, geographically bounded knowledge spillovers or the proximity of seaports).  
 
The findings in Chapters 4 and 5 are of potential interest to designers of regional 
policy with the aim to increase economic development, especially in the more 
backward regions. The message that we take from Chapter 4 is that for a backward 
region to improve labor productivity, it is of utmost importance to increase its output 
per worker levels. Policies that might achieve this involve investments in productive 
environments and infrastructure, and a stimulation of innovation and technology 
diffusion. As an additional effect, it would be helpful to promote that labor flows 
(especially within the own region) from low-productivity sectors like agriculture to 
high(er)-productivity industries in manufacturing and services.  
 
The results in Chapter 5 provided a measurement of the proximate causes for 
spatial concentration of ICT activities in China. We argue that policy implications can 
be generated if the quantified proximate causes are coupled with studies of the 
ultimate causes that shape them. For example, the poor, Western province of Shaanxi 
exports remarkable amounts of ICT services (to other Chinese provinces and/or 
abroad). The ultimate causes can be of a different nature as has been extensively 
discussed in the economic geography literature. In the case of Shaanxi, the large pool 




universities has been mentioned explicitly. If this is indeed the main cause of the 
success, Shaanxi is an example that might be copied by other underdeveloped regions. 
 
The work on these economic applications also led to two methodological 
contributions. First, in order to arrive at the results described above, we adapted the 
shift-share model (in Chapter 4) and the structural decomposition model (in Chapter 
5). Although the models that we used were different, our adaptations shared one 
common aspect. That is, both chapters contain new methodologies to conduct 
multilateral comparisons with more than two determinants. In general, for a set of K 
regions, K(K-1) bilateral comparisons are needed to compare any pair of regions. If a 
transitive methodology can be applied, only K-1 bilateral comparisons suffice to 
provide full information for the entire set of K regions. Neither the traditional 
shift-share model nor the structural decomposition model maintains this property. To 
produce transitive multilateral indexes from linking together intransitive bilateral 
indexes, it has been argued that all methods have an underlying ‘spanning tree’. In 
general, there are KK-2 different spanning trees, each with K-1 bilateral edges that link 
the full set of K regions and produce transitive multilateral comparisons. Chapter 4 
employs a specific form (the so-called star spanning tree) in which the national 
average is treated as the center to produce transitive multilateral comparisons. The 
idea is to take the national average as the fixed point of reference and perform K 
bilateral comparisons between each region’s labor productivity level and the national 
average. Comparing the comparison of region A with the national average to the 
comparison of region B with the national average then gives to comparison of regions 
A and B. Chapter 5 employs another form (the so-called Minimum Spanning Tree) to 
chain the regions. It is well-known that the decompositions in Chapter 5 are not 
unique. An ‘overall decomposition spread’ is defined that measures the variability of 
the outcomes for each bilateral comparison. Next the chain of K regions is selected 
that minimizes the sum of spreads. The problem due to the non-uniqueness of the 
decompositions is minimized and the results are transitive.  
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The second methodological contribution was with respect to data processing. In 
order to analyze the changes in labor productivities from 1997 to 2002, data in 
constant prices were required. Given the limited availability of such data, a new 
estimation procedure has been proposed in Chapter 4. The information that was 
available covered the price indices for the value added of sectors at the national level 
(i.e. summed over the regions) and of regions at the aggregate level (i.e. summed over 
the sectors). What was required for the analysis was the value added in constant prices 
of sector i in region k. We proposed to use the geometric average of the results 
obtained from two separate estimates, each obtained from applying the well-known 
RAS updating method. 
6.4  Opportunities for Future Research 
The research as reported in this thesis has led to a number of new insights, with 
respect to both methodological issues and empirical aspects. Examples in the first 
category are the introduction (in Chapter 2) of certain econometric techniques— such 
as robust regression and threshold regression—that were novel in the literature on 
estimating non-survey IO tables, and the introduction (in Chapter 5) of the minimum 
spanning tree for multilateral structural decompositions. Examples in the second 
category are related to the question whether individual cells or entire sectors are to be 
surveyed when collecting superior data (in Chapter 3), or to finding the underlying 
reasons for the disparities in regional labor productivity levels (in Chapter 4) or the 
regional concentration of the ICT manufacturing and ICT services sectors (in Chapter 
5).  
 
Despite these new insights, many problems have been willfully neglected—given 
the focus of the thesis—and are, therefore, still unsolved and open for future research. 
One good example is related to the fact that in the Chinese regional tables 
intermediate inputs are defined so as to include both intraregionally produced and 
imported goods and services. Because the intra-regional intermediate inputs are not 




(which measure the total amount of input of good i—no matter whether it is produced 
within the region, in another region, or abroad—per unit of output in sector j in the 
region). For several types of studies, however, the regional input coefficients (which 
measure the input of good i produced within the region per unit of output in sector j in 
the region) are required. This means that the imported products should be removed 
from intermediate inputs in the current IO tables, so that they better reflect the 
intra-regional purchases and sales patterns. Another example is related to the use of 
the cross-regional methods of Chapter 2 for other cases. It should be borne in mind 
that the methods that work well in developed countries may not be suitable for a fast 
developing economy like China (and vice versa). Replications of our analysis for 
Chinese regions on other datasets might shed more light on the extent to which our 
conclusions are valid for regions in less heterogeneous and dynamic countries. The 
scarcity of databases that are comparable in terms of numbers of regions included and 
similarity of sector classifications poses problems in this respect. Given the increasing 
availability of databases of IO tables for large sets of countries, it might be possible to 
test whether the methods in Chapter 2 are also valid in an international context.3 And, 
if so, they might be applied to estimate IO tables for countries with incomplete 
information.  
 
Other examples concern economic applications of the Chinese regional IO tables. 
Chinese economic growth has been miraculous, the economy being ten times larger 
than it was 30 years ago and continuing to grow at a rate of approximately 10% 
annually. This development is unprecedented in economic history and therefore raises 
many questions. For example, what exactly happened in China during the past three 
decades and why does the growth miracle continue? The survey-based regional IO 
tables cover both a temporal and a spatial dimension, and describe the production and 
consumption patterns in the economy at a very detailed sectoral level. As such, they 
                                                 
3
 Examples of such databases are the one compiled by the OECD (http://www.oecd.org/sti/inputoutput)   
or within the WIOD project led by the University of Groningen (http://www.wiod.org). If the WIOD 
project is finished, for example, one could act as if the European Union is a single country and consider 
the member states (or a subset of these) as regions, to see to what extent the results would be similar for 
a somewhat less heterogeneous and dynamic set of regions.   
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provide a very useful and valuable tool for approaching economic questions. In this 
thesis, we have only carried out some preliminary attempts at using the dataset. A lot 
of opportunities are still open for future work, studying the dynamics and strengths of 
the economy. Examples are with respect to inter-provincial trade patterns, 
geographical concentration, intra-regional industrial clusters, the upgrading of 
Chinese regions in global value chains. 
 
Next to these applications that focus particularly on describing and explaining the 
past, traditional regional impact and scenario analyses would focus on the economic 
consequences of the things to happen. Despite the unprecedented growth in the past, 
there are clear signs that also China might be facing bad weather in the not too distant 
future. An issue that was discussed in this thesis—albeit from a descriptive and 
explanatory perspective—was the regional inequality. Other issues that are expected 
to become relevant or even pressing are: the growing costs of labor and land, which 
may cause China to lose its comparative advantage (often due to assembly activities) 
in the global manufacturing chain; the upcoming problems due to the demographic 
time bomb, which was caused by the one-child policy; the serious shortage of energy 
and resources (on a per capita basis) due to the increase in welfare of a very large 
population. All of these issues may contribute to a slowdown in China’s growth rate 
and eventually may lead to a series of social, economic and environmental problems. 
By combining the regional IO tables with satellite accounts (e.g. for energy use and 
emissions, or labor by skill type) and other complimentary data (e.g. for land use) and 
methods, many general issues and problems in social, economic and environmental 




China kent een lange traditie in het construeren van regionale Input-Output (IO) 
tabellen. Regionale statistische bureaus hebben op bedrijfsenquêtes gebaseerde 
IO-tabellen gepubliceerd voor 30 van de 31 provincies (er is geen tabel voor Tibet). 
Deze regionale bureaus volgen daarbij identieke constructiemethoden die worden 
voorgeschreven door het nationale Chinese statistische bureau, als gevolg waarvan 
een unieke verzameling geharmoniseerde tabellen beschikbaar is. In dit proefschrift 
worden de regionale tabellen voor de jaren 1997 en 2002 op grofweg twee manieren 
gebruikt. In de statistische toepassingen, in Hoofdstukken 2 en 3, wordt de rijke 
dataset gebruikt om de kwaliteit van verschillende methoden om IO-tabellen te 
schatten tegen elkaar af te zetten. In de economische toepassingen, in Hoofdstukken 4 
en 5, worden de grote regionale verschillen in arbeidsproductiviteit en in de 
aanwezigheid van ICT-producerende sectoren nader onderzocht. 
 
De constructie van IO-tabellen op basis van bedrijfsenquêtes is een tijdrovende en 
arbeidsintensieve aangelegenheid. Tabellen worden zodoende vaak met vertraging 
gepubliceerd en met ruime tussenpozen. Voor andere jaren worden IO-tabellen vaak 
geschat door middel van zogenaamde ‘non-survey’ methoden (die dus niet op 
bedrijfsenquêtes zijn gebaseerd). In Hoofdstuk 2 wordt een onbekende IO-tabel voor 
een regio geschat aan de hand van bestaande IO-tabellen voor andere regio’s. Er 
worden vier van zulke ‘non-survey’ methoden met elkaar vergeleken. Twee ervan zijn 
al eerder in de literatuur voorgesteld, de andere twee zijn nieuw en gebaseerd op 
recente ontwikkelingen in de lineaire regressieanalyse. Daarnaast worden de vier 
methoden vergeleken met drie meer traditionele methoden die alleen informatie 
gebruiken uit één enkele tabel (in plaats van tabellen voor andere regio’s). De 
geschatte IO-tabellen worden vergeleken met de officiële tabellen die zijn 
geconstrueerd op basis van bedrijfsenquêtes. De resultaten laten zien dat de methoden 
die gebruik maken van informatie voor andere regio’s systematisch nauwkeurigere 
resultaten opleveren dan de traditionele methoden (die gebruik maken van één tabel). 




zeven andere regio’s. Van de vier methoden die gebruik maken van informatie voor 
andere regio’s, blijken het nemen van gemiddelde coëfficiënten en de zogenaamde 
‘robuuste regressie’ over het algemeen net iets nauwkeuriger te zijn dan de gewone 
kleinste kwadraten methode en de zogenaamde ‘threshold’ regressie. Het voordeel 
van robuuste regressietechnieken ten opzichte van het nemen van gemiddelde 
coëfficiënten verdwijnt echter als er slechts voor een paar andere regio’s tabellen 
beschikbaar zijn. 
 
Hoofdstuk 3 heeft betrekking op het schatten van een IO-tabel voor een bepaald 
jaar, gegeven de beschikbaarheid van de totalen (d.w.z. rij- en kolomsommen) van die 
tabel en van een volledige tabel voor een eerder jaar. Het is algemeen bekend dat de 
kwaliteit van de schattingen behoorlijk wordt verbeterd indien er voor een beperkt 
aantal cellen meer informatie beschikbaar is. Dit hoofdstuk richt zich op de vraag 
voor welke cellen in de IO-tabel zulke superieure gegevens verzameld zouden moeten 
worden. In de literatuur zijn hiervoor verschillende methoden voorgesteld. Bij 
sommige wordt een aantal individuele cellen geselecteerd, bij andere worden hele 
sectoren geïdentificeerd. In dit hoofdstuk worden zes van deze methoden met elkaar 
vergeleken aan de hand een simulatie van het schatten van de IO-tabel voor 2002 op 
basis van de tabel van 1997. De simulatie wordt uitgevoerd voor elk van de Chinese 
provincies en de officiële tabellen voor 2002 worden gebruikt om het verzamelen van 
superieure gegevens na te bootsen. Voor het vergelijken van de methoden wordt 
aangenomen dat voor eenzelfde aantal cellen superieure gegevens wordt verzameld. 
De geschatte tabel wordt vervolgens vergeleken met de werkelijke tabel voor 2002. 
De resultaten laten zien dat de meest eenvoudige methode, waarin de grootte van de 
zogenaamde input coëfficiënten wordt gebruikt als selectiecriterium, onveranderlijk 
het beste presteert wanneer er een aantal individuele cellen wordt geselecteerd. Dit 
resultaat hangt niet af van de keuze van te vergelijken matrices (d.w.z. intermediaire 
leveringen, input coëfficiënten, of cellen van de zogenaamde Leontief inverse matrix). 
Als hele sectoren worden geselecteerd, dan blijkt de beste methode af te hangen van 
het type matrix waarin de analist geïnteresseerd is. Als de nadruk ligt op het schatten 
van de matrix van intermediaire leveringen, dan kunnen kolommen het beste 
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geselecteerd worden aan de hand van de zogenaamde hypothetische extractiemethode. 
Als de analist het meest geïnteresseerd is in de nauwkeurigheid van de input 
coëfficiënten of van de cellen in de Leontief inverse matrix (die de output 
multiplicatoren weergeven die belangrijk zijn voor impactanalyses), dan kunnen 
superieure gegevens het beste worden verzameld op basis van de rijsommen van de 
Leontief inverse matrix. 
 
Voor China gold een grote regionale ongelijkheid in arbeidsproductiviteit in 1997 
en een verdere toename van die ongelijkheid in de periode 1997-2002. In Hoofdstuk 4 
wordt aandacht geschonken aan de provinciale verschillen in productiviteit, zowel de 
niveau’s in 1997 als de veranderingen daarin tussen 1997 en 2002. Met behulp van 
een aangepaste versie van de zogenaamde ‘shift-share’ analyse worden de regionale 
verschillen in arbeidsproductiviteit onderzocht. Bekeken wordt wat de rol is geweest 
van regionale verschillen in: de verdeling van de productie over de sectoren; de 
arbeidsproductiviteit op sectorniveau; en het vermogen van sectoren om toegevoegde 
waarde te genereren. De resultaten laten zien dat een hoge regionale productiviteit 
samenhangt met de mate waarin sectoren met een hoge arbeidsproductiviteit 
vertegenwoordigd zijn in de betreffende provincie. De mate waarin sectoren in een 
provincie in staat zijn om toegevoegde waarde uit hun productie te genereren blijkt op 
omgekeerde wijze samen te hangen met de regionale productiviteit. Om de 
ontwikkeling van de verschillen gedurende 1997-2002 te kunnen analyseren, wordt 
een multiplicatief ‘shift-share’ model geïntroduceerd. De bevindingen voor de 
groeiende verschillen in regionale productiviteit worden verklaard uit de verschuiving 
van de beroepsbevolking naar sectoren en regio’s met een hoge productiviteit.  
 
In Hoofdstuk 5 worden de oorzaken van de sterke geografische concentratie van 
China’s ICT-sector in 2002 onderzocht. Daartoe wordt er een regionale dimensie aan 
het zogenaamde ‘structural decomposition’ model toegevoegd. De vergelijkingen 
tussen regio’s laten zien dat de regionale comparatieve voordelen van de 
ICT-industrie slechts ten dele overeenstemmen met wat men zou verwachten op basis 




blijken slechts een klein voordeel te hebben ten opzichte van Centraal-China. De 
westelijke regio’s daarentegen lopen (zoals verwacht) ver achter bij Centraal-China en 
de kustgebieden, op een paar uitzonderingen na. Een van de factoren in de 
decomposities is het zogenaamde thuismarkteffect (dat kan ontstaan indien er dicht bij 
de klanten wordt geproduceerd). Het blijkt dat dit thuismarkteffect (hoewel niet 
verwaarloosbaar) niet de hoofdreden is dat er in de kustprovincies relatief veel 
ICT-activiteit is in vergelijking met Centraal-China en de westelijke regio’s. 
Verschillen in de export van ICT-producten blijken de belangrijkste determinant van 
de clustering te zijn.  
 
De in Hoofdstukken 2 en 3 toegepaste statistische analyses hebben resultaten 
opgeleverd die relevant kunnen zijn bij het schatten van IO-tabellen, met name op 
regionaal niveau.  In Hoofdstuk 6 worden deze bevindingen samengevat, en worden 
er kosteneffectieve suggesties gegeven voor de praktijk van het schatten van regionale 
IO-tabellen in China. De empirische analyses in Hoofdstukken 4 en 5 hebben de grote 
verschillen tussen Chinese regio’s geanalyseerd aan de hand van arbeidsproductiviteit 
en de geografische concentratie van ICT-productie. In Hoofdstuk 6 worden deze 
bevindingen samengevat, en wordt aangegeven wat de mogelijke implicaties hiervan 
zijn voor regionale beleidsontwerpers op hun zoektocht naar manieren om de 
economische ontwikkeling, met name in de meer achtergestelde regio’s, te vergroten. 
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