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Abstract
We study Markov chains for randomly sampling k-colorings of a graph with maximum
degree ∆. Our main result is a polynomial upper bound on the mixing time of the single-site
update chain known as the Glauber dynamics for planar graphs when k = Ω(∆/ log∆). Our
results can be partially extended to the more general case where the maximum eigenvalue of
the adjacency matrix of the graph is at most ∆1−ǫ, for fixed ǫ > 0.
The main challenge when k ≤ ∆+1 is the possibility of “frozen” vertices, that is, vertices
for which only one color is possible, conditioned on the colors of its neighbors. Indeed,
when ∆ = O(1), even a typical coloring can have a constant fraction of the vertices frozen.
Our proofs rely on recent advances in techniques for bounding mixing time using “local
uniformity” properties.
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1
1 Introduction
Markov chains for randomly sampling (and approximately counting) k-colorings of an input graph
have been studied intensively in recent years. The colorings problem is appealing as a natural
combinatorial problem, as a noteworthy example of a #P-complete problem, and as a challenging
example of the general class of spin systems from statistical physics, which includes problems
such as the independent sets (or hard-core model) and Ising model. Improved results for sam-
pling/counting colorings have been in lock-step with advances in the use of coupling techniques.
The study of the convergence rate of Markov chains for spin systems has close intuitive (and some
formal) connections with macroscopic properties of corresponding statistical physics models.
Considerable attention has been paid to the Glauber dynamics, which is of particular interest
for its simplicity and intimate connections to properties of infinite-volume Gibbs distributions (e.g.,
see [34, 12, 27]). In the (heat-bath) Glauber dynamics, at each step, a random vertex is recolored
with a color chosen randomly from those colors not appearing in its neighborhood. For a graph
with maximum degree ∆, when k ≥ ∆+2 the Glauber dynamics is ergodic with unique stationary
distribution uniform over the k-colorings of G. The mixing time of the Glauber dynamics is the
number of steps, from the worst initial state, to get within (total) variation distance ≤ 1/4 of the
stationary distribution.
A large body of work has studied the following folklore conjecture: For an input graph with
maximum degree ∆, the Glauber dynamics has O(n logn) mixing time whenever k ≥ ∆+2. Such
a mixing time is optimal, as shown by Hayes and Sinclair [18], and leads to a fully-polynomial
randomized approximation scheme for counting k-colorings for any k ≥ ∆+2. For general graphs,
∆ + 2 is a clear lower bound since there exist graphs where the Glauber dynamics is not ergodic
below this threshold (and some graphs are not colorable below ∆ + 1). We will prove optimal
mixing of the Glauber dynamics for k << ∆ for a large class of graphs, including all planar graphs.
Martinelli, Sinclair and Weitz [28] proved O(n logn) mixing time of the Glauber dynamics
when k ≥ ∆ + 2 for the complete (∆ − 1)-ary tree with arbitrary boundary conditions (that is,
a fixed coloring of the leaves). Their result is optimal for worst-case boundary conditions since
below ∆ + 2 some boundary conditions can “freeze” the entire tree. For graphs with sufficiently
large girth g > 10 and large maximum degree ∆ = Ω(log n), Hayes and Vigoda proved O(n logn)
mixing time when k ≥ (1 + ǫ)∆, for any ǫ > 0. Their work built upon upon a long series of
earlier works (see [14] for a survey), and still seems far from addressing the conjecture without
additional girth and degree assumptions. Recently, Hayes [17] presented a relatively simple proof
of O(n logn) mixing time of the Glauber dynamics for any planar graph when k ≥ ∆+O(√∆).
The k ≥ ∆+ 2 threshold is a natural threshold from a statistical physics perspective. On the
infinite (∆−1)-ary tree, ∆+2 is the threshold for the persistence of long-range interactions, more
precisely, uniqueness/non-uniqueness of infinite-volume Gibbs measures [23, 5]. More precisely,
when k < ∆ + 2 a fixed coloring of the leaves influences the coloring of the root. In fact, some
colorings of the leaves “freeze” the coloring for the remainder of the tree. The existence of frozen
colorings on the tree when k < ∆ + 2 hints at the major obstacle we need to overcome to prove
rapid mixing when k << ∆.
In this paper, we get below the ∆ + 2 threshold for trees and for all planar graphs. Our
results suggest that for planar graphs the threshold for rapid mixing of the Glauber dynamics is
k = Θ(∆/ log∆). Note that, even for planar graphs, ∆/ log∆ cannot be replaced by a smaller
power of ∆, since on any tree of maximum degree ∆, an easy conductance argument shows
that the Glauber dynamics has mixing time Ω(n exp(∆/k)), which is superpolynomial in n when
k = o(∆/ logn). The only previous rapid mixing results for k < ∆ were for 3-colorings of finite
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subregions of the 2-dimensional integer lattice [25, 16], and random graphs [10] (subsequent to the
initial publication of this work, Mossel and Sly [30] presented improved results on sparse random
graphs).
Our work builds upon the ideas of Hayes [17] to utilize small operator norm ρ. (The operator
norm, or “spectral radius,” equals the maximum eigenvalue of the adjacency matrix of the graph.)
In addition to the spectral properties, an important component of our work is proving “local
uniformity” properties for graphs with small operator norm. For example, showing that for a
random coloring, the colors appearing in the neighborhood of a vertex are roughly independent.
Such local uniformity properties have been the basis for many previous results for colorings,
beginning with Dyer and Frieze [9] (see [14] for a survey). The challenging aspect in our work is
that since k << ∆, there are nearly frozen colorings, hence even ergodicity is not obvious. For
graphs with large maximum degree we prove that the local uniformity properties hold with high
probability, building upon [13]. This leads to the following theorem, whose proof uses the coupling
with stationarity approach of [19].
Theorem 1.1. For all ǫ > 0, for all G with operator norm ≤ ∆1−ǫ/2 and ∆ = Ω(log1+ǫ n), all
k > 4ǫ−1∆/ ln∆, the Glauber dynamics has mixing time O(n logn).
Removing the degree restriction presents major obstacles since for a random coloring, a con-
stant fraction of the vertices are frozen. We introduce a new Markov chain which is a more natural
chain to both implement and analyze for graphs with operator norm ≤ ∆1−ǫ, ǫ > 0. It is a gener-
alization of the standard dynamics for bipartite graphs in which we alternately recolor all of the
vertices in one of the two partitions. We refer to the new chain as the level-set dynamics. We
partition the vertices into level sets and then successively recolor the sets. In Section 3 we present
our partition of the vertices into level sets L0, . . . , Lh based on the principal eigenvector of the
adjacency matrix.
Consider a partition of the vertices V = L0 ∪ L1 ∪ · · · ∪ Lh. One scan of the graph G by the
level-set dynamics has rounds j = 0, . . . , h, where in round j we do |Lj | log∆ random recolorings
(i.e., Glauber updates) of vertices in Lj. (If the set Lj is an independent set, then we can instead
simply recolor the vertices of Lj once in arbitrary order.) We define the mixing time of the
level-set dynamics as the the number of scans until we are within variation distance ≤ 1/4 of the
uniform distribution. The level-set dynamics can be viewed as a common generalization of the
Glauber dynamics (corresponding to the partition L0 = V ) and the systematic scan dynamics
(corresponding to the partition into singletons). Systematic scan is popular in experimental work,
but often appears more difficult to analyze than the Glauber dynamics, see, e.g., [8].
We use the level-set dynamics where the vertices are partitioned into level sets based on their
entry in the principal eigenvector. We formally define our partition into level sets in Section 3.
We now formally state the main theorem of this paper.
Theorem 1.2. There exists ∆0 > 0 such that for every planar graph G of maximum degree
∆ > ∆0, for k > 100∆/ log∆ colors the following hold:
(i) We can compute in O(n3) time a partition of V into h = O(logn) sets such that the level-set
dynamics mixes within O(logn) scans of G (and thus a total of O(n logn log∆) Glauber
steps) and
(ii) The Glauber dynamics has mixing time O(n3 log9 n).
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The polynomial mixing time of the Glauber dynamics follows from the above result for the
level-set dynamics with a straightforward comparison argument. For completeness we include the
comparison proof in Section 7. The proof of Theorem 1.2 uses ideas presented in [11] for utilizing
local uniformity properties for constant degree graphs.
Although uniqueness of the infinite-volume Gibbs measure may be the key concept for rapid
mixing of the Glauber dynamics on general graphs, our results show that, at least in the case
of planar graphs, there is a second threshold for rapid mixing. This threshold may correspond
to extremality of the free measure (that is, no boundary condition) in the set of infinite-volume
Gibbs measures. Subsequent to the initial publication of this work, the threshold for extremality
of the free measure in the tree was established at k = (∆/ ln∆)(1 + o(1)) [3, 32]. More recent
work of Tetali et al [33] shows that the mixing time of the Glauber dynamics on the complete tree
undergoes a phase transition at (up to first order terms) the reconstruction threshold.
In the following section, we present some basic foundational results relevant to this work,
including ergodicity of the Glauber dynamics in our setting, the definition of the level sets, and
basic properties of the level sets. In Section 4 we prove Theorem 1.1 for high degree graphs. Our
main result, Part (i) of Theorem 1.2, is proved in Sections 5 and 6. The coupling proof is done in
Section 5, and in Section 6 we prove the local uniformity properties of the Glauber dynamics for
constant degree planar graphs. In Section 7 we prove part (ii) of Theorem 1.2.
2 Preliminaries
2.1 Basic Notation
We begin by specifying some notation which will be used throughout the paper. Let G = (V,E)
be the graph to be colored, and let k denote the number of colors to be used. We say a function
f : V → {1, ..., k} is a proper k-coloring of V if, for every edge {u, v} ∈ E, f(u) 6= f(v). Let Ω
denote the set of all proper k-colorings of G. For X ∈ Ω and v ∈ V , let
AX(v) = [k] \X(N(v))
be the set of available colors for v in X .
2.2 Mixing Time
For a pair of distributions µ and ν on a finite space Ω, their (total) variation distance is defined
to be:
dTV(µ, ν) :=
1
2
∑
x∈Ω
|µ(x)− ν(x)|.
Let Ω denote the set of proper k-colorings of the input graph G. Let π denote the uniform distri-
bution over Ω. For an ergodic Markov chain on state space Ω with unique stationary distribution
π and transition matrix P , its mixing time Tmix is defined as
Tmix = max
X0∈Ω
min{t : dTV(P t(Xt, ·), π) ≤ 1/4}.
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2.3 Coupling and Disagreement Percolation
We use the coupling method to bound the mixing time. For an introduction to the coupling
method see Jerrum [20] or Levin, Peres and Wilmer [24]. We will define a coupling for two
copies (Xt) and (Yt) of the dynamics under consideration. The coupling inequality [1] says that
if there is a time T and for every pair of pair of initial states X0, Y0 there is a coupling such that
Pr [XT 6= YT | X0, Y0] ≤ 1/4, then Tmix ≤ T .
Jerrum’s Coupling
We will use the same coupling as studied by Jerrum [21]. For a planar graph G, for initial colorings
X0,0 and Y0,0, for 0 ≤ i ≤ h, 0 ≤ t < Ti, let Xi,t and Yi,t denote two copies of the level-set dynamics
in step t within round i. Given Xi,t and Yi,t the coupling chooses the same vertex v in level Li to
update in both chains. Then we couple the color choice for v in the two chains so as to maximize
the probability that v receives the same color in both chains. More precisely, given Xi,t and Yi,t,
we define (Xi,t+1, Yi,t+1) as follows:
1. Choose v uniformly at random from Li.
2. For all vertices w 6= v, set Xi,t+1(w) = Xi,t(w) and Yi,t+1(w) = Yi,t(w).
3. Without loss of generality, assume that |AXi,t(v)| ≤ |AYi,t(v)| (otherwise, interchange the
roles of X and Y in the below algorithm).
4. Let C = AXi,t(v)
⋂AYi,t(v) be the common available colors, and denote the disagreeing colors
by DX = {d1, . . . , dj} = AXi,t(v) \ AYi,t(v), and DY = {d′1, . . . , d′ℓ} = AYi,t(v) \ AXi,t(v).
5. Choose cY uniformly at random from AYi,t(v).
6. If cY ∈ C, then set Xi,t+1(v) = Yi,t+1(v) = cY .
7. If cY = d
′
m for m ≤ j then set Xi,t+1(v) = dm and Yi,t+1(v) = cY = d′m.
8. If cY = d
′
m for m > j, then first we choose cX uniformly at random from Xi,t+1(v), and,
finally, set Xi,t+1(v) = cX and Yi,t+1(v) = cY = d
′
m.
Roughly, the coupling for the color choice for Xi,t+1(v) and Yi,t+1(v) works by, for each c ∈
C, setting Xi,t+1(v) = Yi,t+1(v) = c with probability 1/max{|AXi,t(v)|, |AYi,t(v)|}, and with the
remaining probabilities choosing from the respective distributions over AXi,t(v) and AYi,t(v) so
that Xi,t+1(v) (and similarly Yi,t+1) is uniformly distributed over AXi,t(v) (over AYi,t(v)).
2.4 Operator norm
Theorem 1.1 applies to graphs with ρ ≤ ∆1−ǫ for any ǫ > 0. Examples of such graphs are the
following (e.g., see [4]):
• Planar graphs, which have ρ ≤ 2√3(∆− 3) (c.f., [17, Corollary 17] or [7] for recent improve-
ments).
• Graphs embeddable on any fixed surface of finite genus.
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• Bipartite graph G = (V1∪V2, E) has ρ =
√
∆1∆2 where ∆i is the maximum degree of vertices
in Vi, i = 1, 2. Thus bipartite graphs where one side of the bipartition has maximum degree
∆1−2ǫ satisfy the assumptions of our theorem.
• Generalizing the previous example, any graph such that the product of degrees of any two
adjacent vertices is at most ∆2−2ǫ.
• Unions of any fixed number of the above, since the operator norm is subadditive.
We now point out that, for graphs with small operator norm the Glauber dynamics is ergodic
with many fewer colors than the maximum degree.
2.5 Upper bounds on diameter of the Glauber dynamics
In general, when k ≤ ∆+1, it is possible that the Glauber dynamics is not connected; for example,
when G is the complete graph on n = ∆+ 1 vertices. In this case, using k = ∆+ 1 colors, every
coloring is “frozen,” meaning that the connected components of Ω under the Glauber dynamics
are all singletons. However, we restrict our attention to a “nicer” class of graphs, for which we
will see that fewer colors are needed.
We now derive some fairly straightforward bounds on the diameter of Ω in terms of the max-min
degree over subgraphs of G.
Theorem 2.1. Suppose every subgraph of G contains at least one vertex of degree ≤ d. Then for
every k ≥ 2(d + 1), the Glauber dynamics is ergodic. Indeed, the diameter of Ω with respect to
Glauber dynamics is at most n2 − n.
Proof. Inductively order V = {v1, . . . , vn} so that, for every i, vi has at most d neighbors among
vi+1, . . . , vn. This can be done greedily, using the definition of d. Observe that G can now be
(d+1)-colored by simply greedily assigning legal colors to the vertices in the order vn, vn−1, . . . , v1.
Fix such a (d+1)-coloring X . To walk from an arbitrary Y ∈ Ω to X , we will proceed in n rounds,
as follows.
In round i ≥ 1, recolor vertices vi, vi−1, . . . , v1 in that order. When i has the same parity as
n, use only colors from the set {1, . . . , d+ 1}. When i has the opposite parity from n, use colors
from the set {d + 2, . . . , 2d + 2}. Note that there always is such a color available at each step,
since whenever recoloring a vertex vj , at most d colors are forbidden due to neighbors vi where
i > j, and no colors from the allowed set of colors (either {1, . . . , d + 1} or {d + 2, . . . , 2d + 2})
are present among the vertices vi where i ≤ j, since all were recolored using the other color set in
the previous round. In the final round n, choose the colors to agree with X , instead of arbitrarily;
since none of these colors are in use at the beginning of round n, there is nothing to prevent this.
Combining this with the triangle inequality shows that the diameter of Ω is at most 2
(
n
2
)
=
n2 − n.
This yields the following two corollaries.
Corollary 2.2. For planar graphs, when k ≥ 12, the diameter of Ω is at most n2 − n.
Proof. We use the fact that a planar graph on n vertices has average degree at most 6(1 − 2/n),
which is in turn a consequence of Euler’s formula. The result now follows by Theorem 2.1
Corollary 2.3. For a graph with spectral radius ρ, when k ≥ 2(ρ + 1), the diameter of Ω is at
most n2 − n.
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Proof. Let δ = δ(G) denote the maximum, over subgraphs H of G, of the average vertex degree
in H . Note,
δ ≤ ρ (1)
To see this, let eU the characteristic vector of U in V . Then, |E(U)| =
∑
u∈U |N(u) ∩ U | =
eTUAeU ≤ ρ(G)‖eU‖2 = ρ(G)|U |. Thus, the average degree in U is ≤ ρ which implies δ ≤ ρ. The
lemma now follows from (1) with Theorem 2.1.
3 Level Sets
An important component of our work is the partition of G into level sets based on the principal
eigenvector of the graph. Let ρ be the operator norm of A, an adjacency matrix of G. Let J
denote the n × n all-ones matrix. Note that the perturbed adjacency matrix A˜ := A + ρ
n
J has
maximum eigenvalue ρ˜ which satisfies ρ < ρ˜ ≤ 2ρ.
Let w ∈ Rn+ be an eigenvector of A˜ such that A˜w = ρ˜w. Note that this implies that all
entries of w are strictly positive. Moreover, ρ˜wv ≥ ρn‖w‖1 for all v ∈ V . In particular, if we let
wmin denote the minimum entry of w, then wmin ≥ 12n‖w‖1. Our proofs will analyze a coupling
argument using a weighted Hamming distance defined using this eigenvector w. For every S ⊆ V
denote w(S) :=
∑
s∈S w(s). Notice that for every u ∈ V ,
w(N(u)) = (Aw)(u) ≤ (A˜w)(u) ≤ ρ˜w(u). (2)
Our level-set dynamics for Theorem 1.2 uses level sets defined by w. Let ǫ > 0 be such that
ρ ≤ ∆1−ǫ/2 and hence ρ˜ ≤ ∆1−ǫ. We define the level sets:
Li =
{
v : ∆iǫ/2 ≤ w(v)
wmin
< ∆(i+1)ǫ/2
}
.
Let L<i =
⋃
j<i Lj and L[i,j] =
⋃j
α=i Lα. The level sets are also used for the uniformity results
needed in the proof of both theorems.
3.1 Basic Properties of the Level Sets
We first define a bound showing that most neighbors of a vertex lie in lower levels. For v ∈ Li,
since ρ˜ ≤ ∆1−ǫ, by (2) and the definition of Li we have:
w(N(v)) ≤ ρ˜w(v) ≤ ∆1−ǫ∆ǫ(i+1)/2.
Also,
w(N(v)) ≥ w(N(v) \ L<i) ≥ |N(v) \ L<i|∆ǫi/2.
Hence, for v ∈ Li,
|N(v) \ L<i| < ∆1−ǫ/2. (3)
We can also bound the maximum number of levels traversed by an edge. Let
M = max
{u,v}∈E(G)
|ℓ(u)− ℓ(v)|
where u ∈ Lℓ(u) and v ∈ Lℓ(v). Since ∆iǫ/2 > ∆1−ǫ for i > (2/ǫ)− 2, we have that
M ≤ (2/ǫ)− 2. (4)
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This bound will be important in our proof of Theorem 1.2 for planar graphs. For planar graphs,
we have that ǫ ≥ 9/20 for ∆ sufficiently large. Hence, M ≤ 2 for planar graphs.
We now bound the total number of levels. Let h+1 denote the number of levels, and let wmax
denote the maximum entry of w. Note,
wmin ≥ 1
2n
‖w‖1 ≥ 1
2n
wmax. (5)
Hence,
h ≤ 2
ǫ
ln(2n)
ln∆
. (6)
4 Graphs of large degree
In this section, we prove Theorem 1.1 via a coupling argument. Consider two copies of the Glauber
dynamics, (Xt, t ≥ 0) and (Yt, t ≥ 0). Define the set of disagreements at time t as
Dt = {v ∈ V : X(v) 6= Y (v)}.
We couple the two processes using Jerrum’s coupling [21] that we defined in Section 2.3. Let
ǫ > 0 be such that ρ ≤ ∆1−ǫ/2 and k > 4ǫ−1∆/ ln∆. We will prove that if ∆ = Ω(ln1+ǫ n), under
Jerrum’s coupling, for any X0, Y0, for T = O(n logn) we have that:
E [w(DT ) | X0, Y0] ≤ wmin/4 (7)
This implies Theorem 1.1 in the following manner:
Pr [XT 6= YT | X0, Y0] = Pr [DT ≥ 1 | X0, Y0] ≤ E
[
|DT |
∣∣∣X0, Y0] ≤ E [w(DT )
wmin
∣∣∣X0, Y0] ≤ 1/4.
By the coupling inequality (see Section 2.3), this proves that after T = O(logn) steps, the Glauber
dynamics is within variation distance ≤ 1/4 of the stationary distribution, and hence Tmix ≤ T .
It remains to prove (7). For Y ∈ Ω and v ∈ V , recall AY (v) = [k] \ Y (N(v)).
For all t ≥ 0, given Xt, Yt, we have
E [w(Dt+1)|Xt, Yt]− w(Dt) = 1
n
∑
v∈V
w(v)Pr [v ∈ Dt+1 | Xt, Yt, v chosen at time t]− 1
n
∑
v∈Dt
w(v)
≤ 1
n
∑
v∈V
w(v)
|N(v) ∩Dt|
|AYt(v)|
− 1
n
w(Dt) (8)
The key to the proof of the theorem will be the following local uniformity property.
Lemma 4.1. Let ǫ > 0 be given. Let G be a graph such that ρ ≤ ∆1−ǫ/2 and ∆ = Ω(ln1+ǫ n),
and let k > 4ǫ−1∆/ ln∆. Let Y be chosen uniformly from Ω, the set of all proper k-colorings of
G. Then,
Pr
[∃v ∈ V, |AY (v)| < ∆1−ǫ/2] ≤ n−4. (9)
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The lemma is related to uniformity properties originally used by Dyer and Frieze [9]. The
difficulty in proving the lemma in our setting is that k << ∆ and thus we have to consider frozen
vertices. Before proving Lemma 4.1, we now use it to complete the proof of Theorem 1.1. The
essential point is that colorings for which every vertex has many available colors are universally
distance-decreasing, as defined by Hayes and Vigoda in [19]. Since Lemma 4.1 implies that almost
all colorings satisfy this property, rapid mixing follows by “coupling with stationarity.” Note that,
following Hayes [17], we use a weighted Hamming metric, with weights taken from the principal
eigenvector of G.
Assuming Y0 is chosen uniformly from Ω, Yt is uniform over Ω. Therefore, conditioning on an
event of probability 1− O(n−4) we have
E [w(Dt+1)|Xt, Yt]− w(Dt) ≤ 1
n∆1−ǫ/2
∑
v∈V
w(v)|N(v) ∩Dt| − 1
n
w(Dt)
=
1
n∆1−ǫ/2
∑
u∈Dt
∑
v∈N(u)
w(v)− 1
n
w(Dt)
≤ ρ˜
n∆1−ǫ/2
∑
u∈Dt
w(u)− 1
n
w(Dt)
≤ − 1
2n
w(Dt),
Therefore, using (9)
E [w(Dt+1) | Xt, Yt] ≤
(
1− 1
2n
)
w(Dt) +
1
n4
w(V ).
By induction, for T ≥ 2n ln(10n), we have for n > 10
E [w(DT ) | X0, Y0] ≤
(
1− 1
2n
)T
w(D0) +
2
n3
w(V ) ≤
(
1
10n
+
2
n3
)
‖w‖1 ≤ wmin/4,
where for the last inequality we have used (5). This proves (7) and completes the proof of Theo-
rem 1.1.
Finally, we prove the uniformity result, Lemma 4.1. In order to deal with the possibility of
frozen vertices, we divide the vertices into level sets based on the principal eigenvector. A simplified
example which illustrates the intuition of the proof is the case of the complete (∆ − 1)-ary tree.
To prove the uniformity property we would first consider the leaves which are clearly not frozen.
After all of the leaves are recolored, we can consider the parents of the leaves since these vertices
are now likely to have some colors available when k = Ω(∆/ log∆), and then we continue up the
tree by level.
Proof of Lemma 4.1. For v ∈ V and Y ∈ Ω, define G(Y, v) as the event that v has the desired
uniformity property under Y , that is,
|AY (v)| ≥ 1
2
ke−∆/k.
Similarly, for U ⊆ V , let G(Y, U) denote the intersection of the events G(Y, v), for all v ∈ U . We
will prove, by induction over levels, that if Y is chosen uniformly in Ω,
Pr [¬G(Y, L≤i)] ≤ 2i|L≤i|p, for all i, (10)
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where p = n−6. It will follow that
Pr [¬G(Y, V )] ≤ 2hnp ≤ n2p ≤ n−4,
where the bound 2h ≤ n follows from (6) assuming ∆ ≥ exp(4/ǫ).
The base case i = 0 of (10) follows vacuously. Now fix i ≥ 0 and v ∈ Li+1. All but a few
neighbors of v are in previous levels, and all but a few have small co-degree with v. Let S be the
set of vertices satisfying both properties. Namely, let
S = {u ∈ N(v) : u ∈ L≤i and |N(u) ∩N(v)| ≤ ρ˜∆ǫ/2}.
Let S = N(v) \ S. Notice that,
S ∩ L≤i ⊂ {u ∈ N(v) : |N(u) ∩N(v)| > ρ˜∆ǫ/2}.
Hence,
|S ∩ L≤i|ρ˜∆ǫ/2 ≤
∑
u∈N(v)
|N(u) ∩N(v)| ≤ ρ∆ ≤ ρ˜∆.
And by simplifying, we have
|S ∩ L≤i| ≤ ∆1−ǫ/2.
On the other hand, by (3),
|S \ L≤i| ≤ |N(v) \ L≤i| ≤ ∆1−ǫ/2.
Therefore,
|S| ≤ 2∆1−ǫ/2.
Thus, all but few of the neighbors of v are in S.
We will recolor the vertices in S. Building on the approach used in [13], we will use the small
co-degree to show that the colors assigned to S are “fairly independent,” and hence that enough
colors remain available for v.
Let q = |S| and write S = {s1, s2, . . . , sq}. We run the following experiment: Choose Y ∈ Ω
uniformly at random. Define Y0 = Y and for each j = 1, . . . , q, let Yj ∈ Ω be obtained by recoloring
sj with a color chosen uniformly from AYj−1(sj). We will prove
Pr [¬G(Yq, v)|G(Y, L≤i)] ≤ p. (11)
Notice that since Y0 = Y is uniformly distributed over Ω, so are Y1, . . . , Yq. This allows us to
deduce
Pr [¬G(Y, L≤i+1)] ≤ Pr [¬G(Y, L≤i)] + Pr [¬G(Y, Li+1)]
= Pr [¬G(Y, L≤i)] + Pr [¬G(Yq, Li+1)]
≤ 2Pr [¬G(Y, L≤i)] +
∑
v∈Li+1
Pr [¬G(Yq, v)|G(Y, L≤i)]
≤ |L≤i|2i+1p+ |Li+1|p by induction and (11)
≤ |L≤i+1|2i+1p
To prove (11) we first consider the case in which there are actually no edges between vertices in
S. In this case, conditioned on Y , the colors assigned to S under Yq are fully independent random
variables. Let
amin :=
1
2
ke−∆/k −∆1−ǫ/2.
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Using (3), in the case of the good event G(Y, L≤i), for each 1 ≤ j ≤ q, the color of sj in Yj is
chosen uniformly from at least amin possibilities.
Let K = [k] \ Y (S) denotes the set of colors which could possibly be available to v under Yq,
given Y . Following Dyer and Frieze [9], we have the following chain of inequalities:
E
[|AYq(v)| | Y ] =∑
c∈K
q∏
j=1
(
1− 1[c ∈ AY (sj)]|AY (sj)|
)
≥ |K|
∏
c∈K
q∏
j=1
(
1− 1[c ∈ AY (sj)]|AY (sj)|
)1/|K|
(by the arithmetic-geometric mean inequality)
≥ |K| exp
(
− 1|K|
∑
c∈K
q∑
j=1
1[c ∈ AY (sj)]
|AY (sj)| − 1
)
≥ |K| exp
(
− 1|K|
q∑
j=1
|AY (sj)|
|AY (sj)| − 1
)
≥ 1[G(Y, L≤i)]|K|e−qamin/|K|(amin−1)
≥ 1[G(Y, L≤i)] 9
10
ke−∆/k. (12)
Now consider the (Doob) martingale Z0, . . . , Zq defined by
Zj = E
[|AYq(v)| | Y, Y1(s1), . . . , Yj(sj)].
Note that Z0 = E
[|AYq(v)| | Y ], while Zq = |AYq(v)|. Because the colors Yj(sj) are independent,
conditioned on Y , and each step reveals only a single color, it follows that |Zj −Zj−1| ≤ 1. Hence
the Azuma-Hoeffding inequality (c.f., [2]) yields
Pr
[
|AYq(v)| ≤
8
10
ke−∆/k
∣∣G(Y, L≤i)] ≤ Pr [Zq ≤ Z0 − 1
10
ke−∆/k
∣∣G(Y, L≤i)]
≤ exp
(
−
(
1
10
ke−∆/k
)2
/2∆
)
≤ p/2 (13)
where in the last step we used the relations
ke−∆/k ≥ k∆−ǫ/4 ≥ ∆1−ǫ/3
∆ ≥ (lnn)1+ǫ
and that ∆ is sufficiently large as a function of ǫ. This completes the proof of (11) in the case
when there are no edges within S.
For the general case, we argue that, assuming G(Y, L≤i), the edges within S cause a negligible
effect on Yq. To this end, couple the recolorings Y0 = Y, Y1, . . . , Yq on the actual graph with
the corresponding recolorings Y˜0 = Y, Y˜1, . . . , Y˜q on the graph with the edges within S deleted.
Define the coupling by induction, at each step maximizing the probability that Y˜j(sj) = Yj(sj),
conditioned on the history.
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Now, by the definition of S and because we are assuming the good event G(Y, L≤i), for each
1 ≤ j ≤ q, the coupled recoloring of sj in (Yj−1, Y˜j−1)→ (Yj , Y˜j) has at most a ∆1−ǫ/2/amin ≤ ∆−ǫ/2
probability to create a disagreement (in the sense that Yj(sj) 6= Y˜j(sj)).
Now by comparison with a sequence of independent coin flips, we see that the probability of
having at least 1
10
ke−∆/k disagreements is at most(
∆
1
10
ke−∆/k
)(
∆−ǫ/2
)ke−∆/k/10 ≤ ( e∆1
10
ke−∆/k∆ǫ/2
)ke−∆/k/10
≤
(
10e
∆ǫ/6
)∆1−ǫ/3/10
≤ p/2.
This combined with (13) proves (11) in the general case, completing the proof of Lemma 4.1.
5 Graphs of low degree: Setup
In this section we restrict attention to planar graphs, and all of the statements are for planar graphs
with maximum degree ∆ with k > 100∆/ log∆ colors and ∆ sufficiently large. Fix η = 1/30. We
use that η is a small constant, but we also will use that k exp(−∆/k) >> ∆1−η (i.e., η >> 1/100).
In Section 3.1 we pointed out several important properties of the level sets for planar graphs.
Recall, for planar graphs we have that ρ = ∆1−ǫ/2 ≤ 6∆1/2 (see Section 2.4) and hence ǫ ≥ 1/2−η.
Therefore, by (2), for every vertex v,
w(N(v)) ≤ ∆1/2+ηw(v). (14)
We denote the down-neighbors of v as
N−(v) = {u ∈ N(v) : ℓ(u) < ℓ(v)},
and let N+(v) = N(v) \N−(v) denote the up-neighbors. For planar graphs, by (3) we know that
the number of up-neighbors for any vertex v satisfies:
|N+(v)| ≤ ∆1−ǫ/2 < ∆5/6.
Recall, for a vertex v, ℓ(v) denotes the level of v, and M = max{u,v}∈E(G) |ℓ(v) − ℓ(u)|. In
Section 3.1, by (4) we observed that for planar graphs we have M ≤ 2.
We first describe the main challenge when ∆ is small and try to provide some intuition about
how we overcome this obstacle. When the maximum degree is constant, in a random coloring, a
constant fraction of the vertices might be frozen. This poses a problem as the set of disagreeing
vertices under our coupling may be highly correlated with the frozen vertices in the two colorings.
To see the difficulty, consider the complete (∆ − 1)-ary tree with a single disagreement at the
root v. Suppose all vertices except the leaves have very few available colors (we will later refer to
these vertices with few available colors as nearly frozen). Then in the early stage of the dynamics
neighbors of disagreements have few colors available, and thus might have a high probability of
becoming a disagreement.
The proof of Lemma 4.1 gives some insight on how to overcome the difficulty of frozen vertices
to try to get some sort of independence between the probability that different vertices are frozen.
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In that proof, a tree-like structure of the graph is exploited recoloring the graph from the “leaves”
up. In that way the uniformity property propagates through the tree structure of the graph. By
using our level-set dynamics where the sets correspond to the level sets based on the principal
eigenvector we can achieve similar behavior. Once again, vertices will have the uniformity property
with probability roughly 1 − exp(−∆1/2), but in this case that means a constant fraction of the
vertices will not have the uniformity property. The key is that the graph within a level set is
sparse and most neighbors of this set are in earlier sets. Consequently, we will get that vertices
within a set are roughly independent of each other, in terms of having the uniformity property.
5.1 Coupling Proof Setup
Consider an arbitrary pair of colorings X0 and Y0, we will analyze Jerrum’s coupling for this pair
(see Section 2.3). We analyze one pass of the level-set dynamics over the whole graph. Recall
that, starting with i = 0, the level-set dynamics performs Ti = |Li| ln∆ random Glauber steps in
level Li and then moves to the next level Li+1. Let Xi,t and Yi,t denote the colorings after t steps
in level i. Hence, X0,0 = X0 and Xi+1,0 = Xi,Ti. Recall, h is the total number of levels in G. Thus
Xh,Th is the coloring obtained after one pass of the level-set dynamics.
For i > 0 and t ≥ 0, let Di,t denote the set of disagreements at time t in round i, i.e.,
Di,t = {v ∈ V : Xi,t(v) 6= Yi,t(v)}.
Our main result will be that the weight of disagreements decrease after one scan of the graph
by the level-set dynamics.
Lemma 5.1. For any colorings X0,0 and Y0,0,
E [w(Dh,Th) | X0,0, Y0,0] ≤ ∆−1/3w(D0,0)
We will prove Lemma 5.1 in section 5.2. Assuming Lemma 5.1 we can prove rapid mixing of
the level-set dynamics, thereby establishing Theorem 1.2(i).
Proof of Theorem 1.2(i). Recall, a scan of the level-set dynamics recolors levels 0, . . . , h. Let Xji,t
and Y ji,t denote the dynamics in the j-th scan, during step t in round i (i.e., within level Li).
Similarly, define Dji,t as the set of disagreements between X
j
i,t and Y
j
i,t. Let
N := 3⌈ln(4‖w‖1/wmin)/ ln(∆)⌉.
Note that N = O(logn) by (5).
For any initial pair of colorings X00,0 and Y
0
0,0, we have that:
Pr
[
XNh,Th 6= Y Nh,Th | X00,0, Y 00,0
]
= Pr
[
DNh,Th ≥ 1 | X00,0, Y 00,0
]
≤ E
[∣∣DNh,Th∣∣∣∣∣X00,0, Y 00,0]
≤ E
[
w(DNh,Th)
wmin
∣∣∣X00,0, Y 00,0
]
≤ ∆−N/3w(D0,0)/wmin by Lemma 5.1
≤ w(D0,0)
4‖w‖1 by the definition of N
≤ 1/4.
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By the coupling inequality (see Section 2.3), this proves that after N = O(logn) scans of the
graph, the level-set dynamics is within variation distance ≤ 1/4 of the stationary distribution.
5.2 Contraction of the Weight of Disagreements
In this subsection we prove Lemma 5.1.
For a pair of vertices u ∈ V and w ∈ Li for i ∈ {0, . . . , h}, we say that a crossing from u to
w occurs at time (i, t) in the coupling between Xi,t and Yi,t, and denote it by Ci,t(u, w), if w is
the updated vertex at time t in round i and Yi,t+1(w) = Xi,t(u) or Xi,t+1(w) = Yi,t(u) (i.e., w is
colored in one chain with u’s color in the other chain).
Notice that if w ∈ Li becomes a disagreement at time (i, t) (i.e., Xi,t+1(w) 6= Yi,t+1(w) and
Xi,t(w) = Yi,t(w)) then v has a neighbor u ∈ Di,t such that Ci,t(u, w) occurs. Hence, if w ∈ Dh,Th,
then the disagreement at w can be traced back to a disagreement in D0,0 through a path of
crossings (note, the definition of crossings does not depend on disagreements).
For a path σ = (w0, w1, . . . , ws), let C(σ) be the event
∃t1, . . . , ts
s∧
i=1
Cℓ(wi),ti(wi−1, wi),
that there is a sequence of crossings from w0 → w1 → · · · → ws.
Notice that disagreements only propagate through paths where ℓ1 ≤ ℓ2 ≤ · · · ≤ ℓs. Thus,
these paths are “up-paths”, except that ℓ0 might be larger than ℓ1. Moreover, we can assume
these paths are loopless. Let Ps(v, z) denote the set of such loopless up-paths of length s from v
to z, and let P(v, z) = ⋃s≥1Ps(v, z).
We will show that for any path σ ∈ P(v, z), independently of the initial colorings, the proba-
bility that C(σ) occurs decays exponentially in the length of σ. Namely, we will show that, for all
X0,0, Y0,0, all vertices v, z, all σ ∈ P(v, z),
Pr [C(σ) | X0,0, Y0,0] ≤ ∆−9|σ|/10. (15)
Assuming (15) we can prove Lemma 5.1 as follows.
Proof of Lemma 5.1. For every z ∈ Dh,Th, either (i) this disagreement was there initially and z
was never recolored, or (ii) the disagreement at z can be traced back to a v ∈ D0,0 via a path of
crossings as discussed earlier. For case (i) to occur, it must be that X0,0(z) 6= Y0,0(z) and with
probability
(
1− 1
|Lℓ(z)|
)|Lℓ(z)| ln∆
vertex z was never recolored. For case (ii) to occur, there is a
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path σ ∈ P(v, z) such that C(σ) holds. Hence,
E [w(Dh,Th) | X0,0, Y0,0]
=
∑
z∈V
w(z)Pr [z ∈ Dh,Th | X0,0, Y0,0]
≤
∑
v∈D0,0
w(v)Pr [v is never recolored | X0,0, Y0,0] +
∑
z∈V
w(z)
∑
v∈D0,0
∑
s≥1
∑
σ∈Ps(v,z)
Pr [C(σ) | X0,0, Y0,0]
≤
∑
v∈D0,0
w(v)
(
1− 1|Lℓ(z)|
)|Lℓ(z)| ln∆
+
∑
v∈D0,0
∑
s≥1
∑
z∈V :
Ps(v,z) 6=∅
w(z)
∑
σ∈Ps(v,z)
∆−9s/10 by (15)
≤
∑
v∈D0,0
w(v)
(
1
∆
+
∑
s≥1
∆−(4/10−η)s
)
by (14)
≤ w(D0,0)∆−1/3.
Hence, to complete the proof of Part (i) of Theorem 1.2 it remains to prove (15).
6 Exponential Decay of Crossing Probabilities
Here we prove (15), which says that Pr [C(σ) | X0,0, Y0,0] decays exponentially on the length of σ.
Given that w is chosen to be recolored at time t in round i, the probability of a crossing from u
to w, depends on the number of available colors for w. If w has more than ∆1−η available colors,
then the probability of a crossing is ≤ 2∆−1+η. We will show that the probability of w being
nearly frozen (i.e. having less than ∆1−η available colors) is exp(−∆1/2), and thus the probability
for a crossing from u to w is ≤ 3∆−1+η. The problem with proving (15) is then showing that
crossings through the edges of σ occur in a relatively independent way. In particular, we need to
show that vertices in σ should become nearly frozen in a manner which is (almost) indpendent
of the crossings. We do this by analyzing a more general dynamics (which we call an adaptive
adversarial dynamics) where almost independence is evident for a carefully chosen subset of σ of
size 99|σ|/100.
6.1 Adversarial Dynamics
We will prove (15) for the coupling of two copies of a generalized coloring process which we call
adaptive adversarial level-set dynamics. For our input graph G = (V,E) with maximum degree
∆, we consider a subgraph H = (V,EH) where EH ⊂ E.
In the adaptive adversarial level-set dynamics run on H , we use the level sets L0, L1, . . . , Lh
defined based on G. The adaptive dynamics, denoted by X̂i,t, works the same as the level-set
dynamics run on G, except that when we choose a vertex v to update at time t in round i, then
in the adaptive dynamics, the adversary can choose any at most |NG(v) \NH(v)| additional colors
to block for v. The adversary can look at X̂i,t−1 to decide on these colors. Thus, in the adaptive
dynamics on H , it is as if the edges we deleted to form H are replaced by edges to new vertices,
and the adversary controls the colors of these vertices and can change their colors at their will.
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We will couple two adversarial dynamics, X̂ and Ŷ , run on H . We assume that the two
adversaries can collaborate, equivalently, there is only one adversary making decisions for both
processes. Once again the coupling we use is Jerrum’s coupling as defined in Section 2.3. Hence,
given X̂i,t and Ŷi,t, we choose a random vertex v for update (in both chains), then the adversary
can use X̂i,t and Ŷi,t to choose the ≤ |NG(v) \ NH(v)| additional colors to block for v in X̂ and
in Ŷ .
Finally, the updated color for v in X̂i,t+1 and Ŷi,t+1 is coupled to maximize the probability of
choosing the same color. Notice that (if |NG(v) \ NH(v)| > 0) the adversary can always choose
the colors in such a way that there is some positive probability of creating a disagreement. So we
can not expect disagreements to disappear in this generalized process, instead, assuming an upper
bound on how many colors the adversary can block for any vertex, we can still prove a related
form of (15).
We can imagine the goal of the adversary being to increase the probability of C(σ). By
definition, a crossing from u to v is the event of v receiving u’s color either in X or in Y . To
generalize the notion of crossing to the adversarial setting, we would allow the adversary to select
a pair of colors cX , cY . If v receives color cY in X or cX in Y then we say an adversarial crossing
for v has occured. The choice of the forbidden colors is a dynamical choice for the adversary; so at
each time t in round i, after choosing the vertex v for update, the adversary picks the two colors cX
and cY . Hence, for the adversarial crossing to occur for v at this time (i, t) we see if Xi,t+1(v) = cY
or Yi,t+1(v) = cX . Given a set of vertices U = {u1, . . . , us}, we say that the adversary has crossed
U , denoted K(U), if the adversary has crossed u1, . . . , us for some set of times (in any order).
Before stating the main lemma of this section, we formally define the set of nearly-frozen
vertices in X̂i,t as:
F̂i,t =
{
v ∈ V :
∣∣∣AX̂i,t(v)∣∣∣ ≤ 2∆1−η} .
Lemma 6.1. There exist ∆0 > 0 such that for all m ≥ 0, all planar graphs G = (V,E) of
maximum degree ∆ > ∆0, all S ⊆ L≤m and all H = (V,EH) with EH ⊂ E if:
(a) for all v ∈ V , |NG(v) \NH(v)|+ |N+H(v)| ≤ ∆1−2η, and
(b)
∑
v∈V |NG(v) \NH(v)| ≤ ∆1−4η|S|,
then,
1. for the adaptive adversarial level-set dynamics (X̂i,t) on H, for any X̂0,0 and any adversary,
Pr
[
S ⊂ F̂m,0 | X̂0,0
]
≤ p|S|,
where p = e−∆
1/2
.
2. and in the coupling of the adversarial dynamics, for any initial colorings X̂0,0 and Ŷ0,0 of H
and any adversary,
Pr
[
K(S) | X̂0,0, Ŷ0,0
]
≤ ∆−9|S|/10.
Part 1 of Lemma 6.1 refers to the so called uniformity properties. Usually this type of Lemma
is only proved in the case for a single vertex (i.e. the case |S| = 1), here we prove a stronger form.
Part 2 is a stronger form of (15). To obtain (15) from it, take H = G, X̂0,0 = X0,0, Ŷ0,0 = Y0,0,
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S = {σi : i = 1, . . . , |σ|} and take as an adversary the one that to cross σi ∈ Lℓi, once σi is chosen,
sets cX = X̂ℓi,t−1(σi−1) and cY = Ŷℓi,t−1(σi−1). Notice that for this adversary, C(σ) implies K(σ).
We prove Lemma 6.1 by induction on m. We will construct S∗ ⊆ S and H∗ ⊆ H such that
|S∗| ≥ 99|S|/100 and in S∗ we have enough independence in the adversary process run on H∗.
Then we will apply our Lemma inductively on N−(S∗) ⊆ L≤m−1 in H∗.
6.2 Structural Lemma
Our first lemma captures the important structural properties of S∗ and H∗, the proof of which
uses planarity. For a path v1, v2, . . . , vj where j > 1, we call this an up-path if for all 1 ≤ i < j,
vi+1 ∈ N+(vi), i.e., the levels are non-decreasing.
Lemma 6.2. Let G = (V,E) be a planar graph with maximum degree ∆. Let H = (V,EH) be a
subgraph of G and S ⊂ V such that the following hold:
(a) For all v ∈ V , |NG(v) \NH(v)|+ |N+H(v)| ≤ ∆1−2η.
(b)
∑
v∈V |NG(v) \NH(v)| ≤ ∆1−4η|S|.
Then there exists H∗ = (V,E∗) with E∗ ⊂ EH , and S∗ ⊂ S with the following properties:
P-1. |S∗| ≥ 99|S|/100.
P-2. (a) For all v ∈ V , |NG(v) \NH∗(v)|+ |N+H∗(v)| ≤ ∆1−2η.
(b)
∑
v∈V |NG(v) \NH∗(v)| ≤ ∆2−8η|S∗|.
P-3. For all v ∈ V , ∣∣N+H∗(v) ∩ S∗∣∣ ≤ 30.
P-4. For all v, w ∈ S∗, for all y ∈ N−H∗(v), all z ∈ N−H∗(w), if y 6= z, then there is
no up-path from y to z.
6.3 Proof of Lemma 6.1: Uniformity Properties of the Adversary Dy-
namics
Throughout the proof, for various inequalities we will use that ∆ is sufficiently large. We prove
the lemma by induction on m. Hence, we fix m, and we assume Lemma 6.1 holds for all m′ < m.
We first apply Lemma 6.2 to G, H and S from the hypothesis of Lemma 6.1, obtaining S∗ ⊆ S
and H∗ ⊆ H . Using Property P-2, we can apply our induction hypothesis for H∗, and any
S ′ ⊆ L≤m−1 such that |S ′| ≥ ∆1−4η|S∗|.
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As S∗ ⊆ S ⊆ L≤m, we have N−G∗(S∗) ⊆ L≤m−1. Applying our induction hypothesis to all
S ′ ⊆ N−G∗(S∗) of size ∆1−4η|S∗| we obtain:
Pr
[
|N−G∗(S∗) ∩ F̂Xm−1,0 | ≥ ∆1−4η|S∗|
∣∣ X̂0,0]
≤ Pr
[
∃S ′ ⊆ N−G∗(S∗) : |S ′| = ∆1−4η|S∗|, S ′ ⊂ F̂Xm−1,0
∣∣ X̂0,0]
≤
(|N−G∗(S∗)|
∆1−4η|S∗|
)
p∆
1−4η |S∗|
≤
(
∆|S∗|
∆1−4η|S∗|
)
p∆
1−4η |S∗|
≤ (ep∆4η)∆1−4η |S∗|
≤ p4|S∗| (16)
Thus we can assume that most vertices in N−G∗(S
∗) have the uniformity property, this will be
one of the keys to the proof. Note, the statement of Lemma 6.1 is about the uniformity property
for S which means that it is a property of the colors assigned to N−(S). By Property P-1, it
suffices to prove the uniformity property for S∗ ⊂ S. We will use the Dyer-Frieze approach [9],
similar to what we did in the derivation of (12) in Section 4, to each v ∈ S∗ to obtain the desired
uniformity property for most vertices in S∗. Property P-4 will grant us enough independence
among vertices in S∗.
Let X̂∗i,t denote the adaptive adversarial level-set dynamics on H
∗ (a subgraph of G), as defined
in Section 6.1. We also define a new chain X˜∗ onH∗. Let R be the set N−H∗(S
∗) and their ancestors.
The chain X˜∗ is the same as X̂∗ except that we defer the updates of vertices in R until the end.
Let T be the time when we start to recolor the deferred set of vertices. By Property P-4, no
vertex in N−H∗(N
−
H∗(S
∗)) is an ancestor of another vertex in N−H∗(S
∗). Therefore, no vertex in
N−H∗(N
−
H∗(S
∗)) is in R. Thus all of N−H∗(N
−
H∗(S
∗)) is recolored before time T , which implies that:
X˜∗T (N
−
H∗(N
−
H∗(S
∗))) = X̂∗m−1,0(N
−
H∗(N
−
H∗(S
∗))). (17)
Using Property P-4 again, no vertex in N−H∗(S
∗) is an ancestor of another vertex in N−H∗(S
∗).
So, after time T , when recoloring the deferred set R, we can first recolor N−H∗(S
∗) and then S∗,
before considering their ancestors.
Let T ′ be the time when we finish recoloring N−H∗(S
∗) and T ′′ the time when we finish recoloring
S∗. Note that:
X˜∗T ′(N
−
H∗(S
∗)) = X̂∗m,0(N
−
H∗(S
∗)), (18)
and the adversary crosses S in X̂∗ if and only if it has crossed S in X˜∗ by T ′′.
We will not consider X˜∗t after time T
′′.
Now we’re going to prove part 1 of the lemma statement for X˜∗ for set S∗ at time T ′. By
(18), this implies the lemma statement for X̂∗m,0 for set S
∗. To do this we will apply the lemma
inductively to conclude that most of N−H∗(S
∗) has the uniformity property in X̂∗m−1,0. The uni-
formity property for N−H∗(S
∗) is a function of the colors of N−H∗(N
−
H∗(S
∗)). By (17), this implies
that most of N−H∗(S
∗) has the uniformity property in X˜∗T . In X˜
∗
T , we know that for most v ∈ S∗,
few of their neighbors are frozen. Hence, we can apply the Dyer-Frieze approach [9] (as in (12))
to each v ∈ S∗, to argue that with high probability, v has the uniformity property in X˜∗T ′. By the
construction of H∗ we will be able to argue that these vertices in S∗ are independently getting
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the uniformity property in X˜∗T ′. To do this, we will use the Azuma-Hoeffding inequality, where
Property P-3 will be used to bound the Lipschitz constant.
For v ∈ S∗, let
Zv =
∣∣∣AX˜∗
T ′
(v)
∣∣∣ and Z = ∑
v∈S∗
Zv.
Notice that
S ⊂ F̂X˜∗
T ′
implies Z ≤ 2∆1−η|S∗|.
Therefore, to prove part 1 of Lemma 6.1, it is enough to show that:
Pr
[
Z ≤ 2∆1−η|S∗| ∣∣ X̂0,0] ≤ p2|S∗|. (19)
Proof of (19). We will analyze the colors assigned to vertices in N−H∗(S
∗). Let N−H∗(S
∗) =
{v1, . . . , vd}. Let x1, x2, . . . , xd be the colors assigned to v1, v2, . . . , vd in X˜∗T ′. We can write
Z = Z(x1, x2, . . . , xd). Let Zi = Zi(x1, x2, . . . , xi) = E
[
Z | X˜∗T , x1, x2, . . . , xi
]
. Then, Zi is a
martingale with Z0 = E
[
Z | X˜∗T
]
and Zd = Z.
We will now argue using Azuma-Hoeffding’s inequality that Z is concentrated (around its
mean). Property P-3 says that each vi ∈ N−H∗(S∗) has at most 30 up-neighbors in S∗. Thus, the
function Z(x1, . . . , xd) is Lipschitz, namely,
|Z(x1, . . . , xi−1, xi, xi+1, . . . , xd)− Z(x1, . . . , xi−1, x′i, xi+1, . . . , xd)| ≤ 30,
since for each vi ∈ N−H∗(S∗), changing the color for vi can affect AX˜∗
T ′
(·) only for the neighbors of
v, and by at most one color.
Applying Azuma-Hoeffding’s inequality, we obtain for any α > 0,
Pr
[
Z ≤ E
[
Z | X˜∗T
]
− α ∣∣ X˜∗T] ≤ exp( −α22 · 302d
)
≤ exp
( −α2
1800∆|S∗|
)
. (20)
Let U be the event that:
|N−H∗(S∗) ∩ F̂X˜∗T | ≤ ∆
1−4η|S∗|.
We will prove the following inequality:
E
[
Z | X˜∗T
]
≥ |S∗|∆1−η/21[U ] (21)
Assuming (21) we can complete the proof of (19) as follows.
Let
α := max{0,E
[
Z | X˜∗T
]
− 2∆1−η|S∗|}
≥ max{0, |S∗|∆1−η/21[U ]− 2∆1−η|S∗|}
≥ |S∗|∆
1−η/2
2
1[U ]
Using (20), we have:
Pr
[
Z ≤ 2∆1−η|S∗| ∣∣ X˜∗T] ≤ exp(−|S∗|∆1−η1[U ]7200
)
, (22)
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and thus,
Pr
[
Z ≤ 2∆1−η|S∗| ∣∣ X̂0,0] ≤ exp(−∆1−η|S∗|
7200
)
Pr
[
U | X̂0,0
]
+ Pr
[
¬U | X̂0,0
]
≤ exp
(−∆1−η|S∗|
7200
)
+ Pr
[
¬U | X̂0,0
]
≤ p4|S∗| + Pr
[
¬U | X̂0,0
]
Using p = e−∆
1/2
(23)
From (16)
Pr
[
¬U | X̂0,0
]
≤ p4|S∗|
Plugging this into (23) we have:
Pr
[
Z ≤ ∆1−η|S∗|] ≤ 2p4|S∗|
≤ p2|S∗| by Property P-1.
This completes the proof of (19).
To complete the proof of part 1 of Lemma 6.1, it remains to prove Inequality (21).
Proof of (21). For any v ∈ S∗, we define Uv as the event
∣∣∣N−H∗(v) ∩ F̂X˜∗T ∣∣∣ ≤ ∆1−3η.
Fix v ∈ S∗ where Uv holds. Then, v has at most ∆1−3η frozen down-neighbors. In the worst-
case these ∆1−3η frozen down-neighbors and the |NG(v)\NH∗(v)| ≤ ∆1−2η adversary moves reduce
the number of available colors for v by one each. Now we will apply the Dyer-Frieze approach [9]
in N−H∗(v) \ F̂X˜∗T , as in the proof of (12). Recall that by Property P-4 no vertex in N
−
H∗(S
∗) is a
descendant of another vertex in N−H∗(S
∗), hence, the vertices in N−H∗(v) receive independent colors
in X˜∗. We get that the expected number of available colors for v in X̂∗ after recoloring N−H∗(v) is
at least ≈ ke−∆/k − (∆1−3η +∆1−2η) ≥ 2∆1−η/2. That is,
E
[
Zv | X˜∗T
]
≥ 2∆1−η/21[Uv],
and thus,
E
[
Z | X˜∗T
]
≥ 2∆1−η/2
∑
v∈S∗
1[Uv]. (24)
From the definition of Uv we have∑
v∈S∗
1[¬Uv] ≤
∑
v∈S∗
|N−H∗(v) ∩ F̂X˜∗T |
∆1−3η
≤ 30
∆1−3η
|N−H∗(S∗) ∩ F̂X˜∗T | using property P-3
and thus ∑
v∈S∗
1[Uv] ≥ 1
2
|S∗|1[U ]
so, from (24) we have:
E
[
Z | X˜∗T
]
≥ ∆1−η/2|S∗|1[U ]
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Now we prove part 2 of Lemma 6.1.
Proof of part 2 of Lemma 6.1. Let S ′ = S∗ \ (F̂X˜∗
T ′
∪ F̂Y˜ ∗
T ′
}). Independently of the colors blocked
by the adversary, for any T ′ ≤ t ≤ T ′′, all the vertices in S ′ have at least 2∆1−η −∆1−2η > ∆1−η
available colors in X˜∗t and in Y˜
∗
t . Thus when a vertex in S
′ is chosen, the probability of crossing
it, independently of which two colors are forbidden by the adversary is at most 2/∆1−η. So for
each v ∈ S ′ if v ∈ Lℓ, there are Tℓ = |Lℓ| ln∆ trials where the adversary crosses v with probability
at most 2/∆1−η|Lℓ| in each trial. Thus, conditioning on X˜∗T ′, for any v ∈ S ′ ∩ Lℓ,
Pr
[
K(v) | X˜∗T ′
]
≤ 1− (1− 2/∆1−η|Lℓ|)|Lℓ| ln∆ ≤ 1− e−2∆−1+η ln∆ ≤ ∆−1+2η.
Now, to cross S the adversary has to cross S ′. Thus
Pr
[
K(S) | X˜∗T ′
]
≤ Pr
[
K(S ′) | X˜∗T ′
]
= Pr
[
∩|S′|i=1K(s′i) | X˜∗T ′
]
≤ ∆−(1−2η)|S′|.
So we have
Pr
[
K(S) | X̂0,0, Ŷ0,0
]
≤ ∆−(1−2η)97|S|/100 + Pr
[
|S ′| < 97|S|/100 | X̂0,0, Ŷ0,0
]
. (25)
To bound the second term of the RHS of (25) we use that (19) holds for any subset of S∗.
Thus,
Pr
[
|S∗ ∩ F̂X˜∗
T ′
| ≥ |S|/100 | X̂0,0
]
≤
∑
U⊆S∗:|U |=|S|/100
Pr
[
U ⊆ F̂X˜∗
T ′
| X̂0,0
]
≤
( |S∗|
|S|/100
)
p2|S|/100
≤ (99e)99e−∆1/2|S|/50 using P-1
≤ ∆−|S|.
And by symmetry,
Pr
[
|S∗ ∩ F̂Y˜ ∗
T ′
| ≥ |S∗|/100 | Ŷ0,0
]
≤ ∆−|S|.
Thus, using |S \ S ′| ≤ |S \ S∗|+ |S∗ ∩ F̂X˜∗
T ′
|+ |S∗ ∩ F̂Y˜ ∗
T ′
| and P-1, we have
Pr
[
|S ′| ≥ 3|S|/100 | X̂0,0, Ŷ0,0
]
≤ Pr
[
|S∗ ∩ F̂X˜∗
T ′
| ≥ |S∗|/100 or |S∗ ∩ F̂X˜∗
T ′
| ≥ |S∗|/100 | X0,0, Y0,0
]
≤ Pr
[
|S∗ ∩ F̂X˜∗
T ′
| ≥ |S∗|/100 | X̂0,0
]
+ Pr
[
|S∗ ∩ F̂Y˜ ∗
T ′
| ≥ |S∗|/100 | Ŷ0,0
]
≤ 2∆−|S|. (26)
Part 2 of Lemma 6.1 follows from (25) and (26).
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6.4 Proof of Lemma 6.2: Structural Lemma
To prove Lemma 6.2 we will delete edges from H and drop some vertices from S to obtain H∗ and
S∗ with the desired properties. We will call edges in G \H “adversarial”. For a vertex v, we call
the (undirected) edge (u, v) a down-edge from v if u is a down-neighbor of v (i.e., u ∈ N−(v)). If
u is an up-neighbor we call the edge an up-edge from v.
Let D = {v ∈ V : |NG(v)−NH(v)| > ∆1−3η}, the set of vertices which have “many” adversarial
incident edges. Note, using part (a) of the hypothesis of Lemma 6.2 we have that D is small
compared to S:
|D| ≤ 1
∆1−3η
∑
v∈V
|NG(v)−NH(v)| ≤ ∆−η|S|. (27)
To obtain Property P-2(a), we are going to avoid deleting any down-edge from D. To obtain
Property P-2(b), we will bound the total number of deleted edges.
Let B the set of vertices in N−H (S) with too many up neighbors in S. The idea to obtain
Property P-3 is to “drop” B from N−H(S). To do this we will try to delete all up-edges from
B. This may not be possible without violating P-2(a), as there might be vertices (e.g., those in
S) with too many down-neighbors in B. We call such vertices the heavy parents of B. We will
show that the set of heavy parents of B in S is small compared to S, and thus we can drop those
vertices from S, and delete any edge between a non-heavy parent of B and B.
To obtain Property P-4, we will eliminate up paths from W = N−H(S) to itself. We try again
deleting up-edges from W , and now the heavy parents of W are an obstacle to do this (in this
case every element of S is a heavy parent of W ). We then define heavy ancestors as the closure
under “heavy parenting”, and we eliminate all up-edges between W union its heavy ancestors and
the rest of H .
Now, we formalize the notion of heavy parents and ancestors and study their properties. Then
we present the proof of Lemma 6.2.
Given a set U ⊂ V we say v is a heavy parent for U (in H) if |N−H(v)
⋂
U | ≥ ∆5/6. We define
the set of HH(U) of heavy ancestors of U (in H) as the closure of U under heavy parents. Namely,
let U0 = U and for any i > 0, given U<i =
⋃
j<i Uj let
Ui = {v ∈ V : |N−H(v)
⋂
U<i| > ∆5/6}
⋃
U<i.
Define
HH(U) =
⋃
i>0
Ui
The set of heavy ancestors is no larger than U :
Lemma 6.3. Given a planar graph, H = (V,EH) and U ⊂ V ,
1. For all v ∈ V \ HH(U), |N−H(v)
⋂
(U
⋃HH(U))| ≤ ∆5/6
2. |HH(U)| ≤ ∆−2/3|U |
Proof. Part 1 is straightforward from the definition. To prove Part 2, consider the graph induced
in H by U
⋃HH(U). In this graph, for every u ∈ HH(U) we have deg(u) ≥ ∆5/6. As the average
degree of a planar graph is ≤ 6, |HH(U)|∆5/6 + |U \ HH(U)| ≤ 6(|HH(U)| + |U |) and thus,
|HH(U)| ≤ 5|U |∆5/6−7 ≤ ∆−2/3|U |.
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Now we give a general procedure to eliminate up-paths between sets: Given U1, U2 ⊂ V , not
necessarily disjoint, let H ′(U1, U2) be the graph obtained by deleting from H all up-edges from
U1
⋃HH(U1) to V \ (HH(U1)⋃(U1 \ U2)) that are in an up-path from U1 to U2.
Lemma 6.4. Given H = (V,E) and U1, U2 ⊂ V, let H ′ = H ′(U1, U2).
1. In H ′ there are no up-paths from U1 to U2 \ HH(U1).
2. The number of deleted edges to create H ′ is ≤ 2∆5/6|U1|, i.e., |E \E ′| ≤ 2∆5/6|U1| where E ′
are the edges of H ′.
3. For all v ∈ V , deg−H′(v) ≥ deg−H(v)−∆5/6.
4. For all v not in an up-path from U1 to U2, deg
−
H′(v) = deg
−
H(v).
5. For all v ∈ U1 \ U2, deg−H′(v) = deg−H(v).
Proof. To prove Part 1, let σ = v0, v1, . . . , vm where m ≥ 1 be an up-path from U1 to U2 \HH(U1)
in H . Let j be the minimum i > 0 such that vi /∈ HH(U1)
⋃
(U1 \ U2). Such a j exists because
vm ∈ U2 \ HH(U1) ⊆ V \ (HH(U1)
⋃
(U1 \ U2)). We have that (vj−1, vj) is an up-edge in G,
and vj ∈ V \ (HH(U1)
⋃
(U1 \ U2)). If j = 1, then vj−1 = v0 ∈ U1. If j > 1 then vj−1 ∈
HH(U1)
⋃
(U1 \ U2) ⊆ HH(U1)
⋃
U1, and by construction (vj−1, vj) has been deleted in H
′ and
thus σ is not contained in H ′.
From Lemma 6.3-1, Part 3 follows. Parts 4 and 5 follow directly from the construction of H ′.
To prove Part 2, notice that all deleted edges are up-edges for U1
⋃HH(U1), and thus |E \ E ′| ≤
∆5/6|U1
⋃HH(U1)| ≤ 2∆5/6|U1|, using Lemma 6.3-2 to obtain |HH(U1)| ≤ |U1|.
We are ready to prove Lemma 6.2 using Lemmas 6.3 and 6.4
Proof of Lemma 6.2. First, we eliminate any up-path from D to S. Let H1 = H
′(D,S \D). Let
S1 = S \ (D
⋃HH(D)). From Lemma 6.3 and (27),
|S1| ≥ |S| − (|D|+ |HH(D)|) ≥ |S| − (1 + ∆−2/3)|D| ≥ (1− 2∆−η)|S| (28)
From parts 1 and 2 of Lemma 6.4 we have
Corollary 6.5. 1. In H1 there is no up-path from D to S1.
2. |E \ E1| ≤ 2∆5/6|D| ≤ 2∆5/6|S|.
Let B = {u ∈ N−H1(S1) : |N+H1(u)
⋂
S1| > 30}. From planarity, the average degree of any subgraph
of H is 6. Thus looking at the subgraph induced by B and S1 we have 30|B| ≤ 6(|B|+ |S1|) and
therefore |B| ≤ |S1|/4. Let H2 = H ′1(B, S1) and S2 = S1 \ HH1(B). From Lemma 6.3 and (28),
|S2| ≥ |S1| − |HH1(B)| ≥ |S1| −∆−2/3|B| ≥ (1−∆−2/3/4)|S1| ≥ (1− 3∆−η)|S| (29)
From parts 1 and 2 of Lemma 6.4 we have
Corollary 6.6. 1. In H2 there are no up-paths from B to S2
2. |E1 \ E2| ≤ 2∆5/6|B| ≤ ∆5/6|S|/2.
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Notice that from Part 1 of Corollary 6.6, we have that for every u ∈ N−H2(S2), u /∈ B. Thus, by
the definition of the set B, |N+H2(u)
⋂
S2| ≤ 30. This will imply Property P-3 in the final graph
we construct.
Now we eliminate all up-paths from N−H2(S2) to itself. Let W2 = N
−
H2
(S2). Using Lemma 6.4 we
can eliminate all up-paths from W2 to W2 \ HH2(W2). Thus, we will first drop W2
⋂HH2(W2)
from N−H2(S2).
Let G3 = G
′
2(HH2(W ), S2), and S3 = S2 \ HH2(HH2(W2)). From Lemma 6.3 and (29),
|S3| ≥ |S2| − |HH2(HH2(W2))| ≥ |S2| −∆−4/3|W2| ≥ (1−∆−1/3)|S2| ≥ (1− 4∆−η)|S| (30)
From parts 1 and 2 of Lemma 6.4 we have
Corollary 6.7. 1. In H3 there are no up-paths from HH2(W2) to S3.
2. |E2 \ E3| ≤ 2∆5/6|HH2(W2)| ≤ 2∆1/6|W2| ≤ 2∆7/6|S2| ≤ 2∆7/6|S|.
Let W3 = N
−
H3
(S3). Note, we have W3 ⊆W2. Therefore, we have that:
HH3(W3)
⋂
W3 ⊆ HH2(W3)
⋂
W3 ⊆ HH2(W2)
⋂
W3.
But, from Part 1 of Corollary 6.7,
HH2(W2)
⋂
W3 = HH2(W2)
⋂
N−H3(S3) = ∅.
And thus,
W3 \ HH3(W3) =W3. (31)
Let H∗ = H ′3(W3,W3) and S
∗ = S3. From parts 1 and 2 of Lemma 6.4 and (31) we have:
Corollary 6.8. 1. In H∗ there are no up-paths between pairs of vertices in W3.
2. |E3 \ E∗| ≤ 2∆5/6|W3| ≤ 2∆11/6|S∗|.
We now check that H∗ and S∗ satisfy the properties stated in Lemma 6.2. We begin with
Property P-1. From (30),
|S∗| = |S3| ≥ (1− 4∆−η)|S| ≥ 99|S|/100. (32)
Now we prove Property P-2 holds. For all v ∈ V ,
|NG(v)−NH∗(v)|+ |N+H∗(v)| = |NG(v)−NH(v)|+ |NH(v)−NH∗(v)|+ |N+H∗(v)|
= |NG(v)−NH(v)|+ |N+H(v)|+ |N−H(v)−N−H∗(v)| (33)
By part 3 of Lemma 6.4, for any v ∈ V ,
deg−H∗(v) ≥ deg−H3(v)−∆5/6 ≥ deg−H2(v)− 2∆5/6 ≥ deg−H1(v)− 3∆5/6 ≥ deg−H(v)− 4∆5/6.
Thus, if v /∈ D, using (33),
|NG(v)−NH∗(v)|+ |N+H∗(v)| ≤ ∆1−3η +∆5/6 + 4∆5/6 ≤ ∆1−2η,
Also, for any v ∈ D, by Part 1 of Corollary 6.5 we can apply Part 4 of Lemma 6.4 to an appropriate
sequence of graphs to obtain
deg−H∗(v) = deg
−
H3
(v) = deg−H2(v) = deg
−
H1
(v).
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By Lemma 6.4, Part 5
deg−H1(v) = deg
−
H(v)
Finally, using (33)
|NG(v)−NH∗(v)|+ |N+H∗(v)| = |NG(v)−NH(v)|+ |N+H(v)| ≤ ∆1−2η.
This proves Part (a) of Property P-2. For Part (b), we have that:∑
v∈V
|NG(v)−NH∗(v)|
=
∑
v∈V
(|NG(v)−NH(v)|+ |NH(v)−NH∗(v)|)
=
∑
v∈V
|NG(v)−NH(v)|+ |E −E∗|
=
∑
v∈V
|NG(v)−NH(v)|+ |E −E1|+ |E1 − E2|+ |E2 −E3|+ |E3 − E∗|
≤ ∆1−4η|S|+ (3∆5/6 + 2∆7/6)|S|+ 2∆11/6|S∗| (by Part 2 of Corollaries 6.5-6.8)
≤ 3∆11/6|S∗| (by (32))
≤ ∆2−8η|(S∗)|.
This proves part (b) of Property P-2. For Property P-3, as noted earlier, for all u ∈ N−H∗(S∗),
u ∈ N−H2(S2) and from Part 1 of Corollary 6.6,∣∣∣N+H∗(v)⋂S∗∣∣∣ ≤ |N+H2(u)⋂S2| ≤ 30.
Finally for Property P-4, let v, w ∈ S∗, and let y ∈ N−H∗(v) and z ∈ N−H∗(w). Then y, z ∈ W3
and from Part 1 of Corollary 6.8, there is no up-path from y to z in H∗. This proves P-4 and
completes the proof of Lemma 6.2.
7 Comparison Argument for the Glauber Dynamics
In this section we prove Part (ii) of Theorem 1.2 using Part (i) of that same theorem and the
comparison technique introduced by Diaconis and Saloff-Coste [6]. The comparison result we
prove is closely related to that of Dyer et al [8, Theorem 32], which proves that the inverse of the
spectral gap of the Glauber dynamics is at most a factor O(n2k) worse than that of systematic
scan. A preliminary version of this paper claimed that their argument generalizes to the level-set
dynamics with the same bounds as for systematic scan. Linji Yang (personal communication)
pointed out that a straightforward application of their proof for the level-set dynamics adds an
extra factor of O(n) due to the number of times a vertex may be recolored during one “scan” of
the level-set dynamics. He suggested the following proof which uses ideas of Sinclair [31, Proof of
Theorem 8].
Let PGl denote the transition matrix for the Glauber dynamics, and let TGl denote its mixing
time. Let PLS denote the transition matrix of the level-set dynamics where one transition does H
rounds of the dynamics. Thus, in one transition, all of the levels are updated, and so one transition
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of PLS corresponds to one “scan” by the dynamics. Let π denote the stationary distribution of
the two chains, namely the uniform distribution over the set Ω of k-colorings of G. Finally, let
TLS denote the mixing time of PLS. We have proven that:
TLS ≤ O(logn).
Let σ, σ′ ∈ Ω be a pair of colorings where PLS(σ, σ′) > 0. For T = n log∆, let α = (α1, . . . , αT )
denote a sequence of T vertices and β = (β1, . . . , βT ) denote a sequence of T colors. We say
that a transition σ → σ′ of the level-set dynamics has update sequence (α, β) if for i = 1 → T
the level-set dynamics at step i, updates vertex αi with color βi. Let PLS(σ, σ
′, α, β) denote the
probability that the level-set dynamics transitions from σ to σ′ with update sequence (α, β).
For each σ, σ′, α, β where PLS(σ, σ
′, α, β) > 0 let γσ,σ′(α, β) denote the path of n log∆ Glauber
transitions defined by the update sequence (α, β), where any cycles are removed so that we are
left with a simple path along Glauber transitions. To be clear, for two different update sequences
(α, β) and (α′, β ′) we may have γσ,σ′(α, β) = γσ,σ′(α
′, β ′). Let
f(γσ,σ′(α, β)) = PLS(σ, σ
′, α, β)
Thus,
∑
α,β f(γσ,σ′(α, β)) = PLS(σ, σ
′) and hence f defines a valid flow as in [6].
In the comparison technique of [6] we need to bound the congestion A defined as, the maximum
over colorings τ, τ ′ where PGl(τ, τ
′) > 0 of the following quantity referred to as the congestion of
the flow:
A =
1
π(τ)PGl(τ, τ ′)
∑
σ,σ′,α,β:
γ=γ
σ,σ′
(α,β)∋τ→τ ′
π(σ)f(γ)|γ|
≤ (nAτ (v))(n log∆)
π(τ)
∑
σ,σ′,α,β:
γ=γ
σ,σ′
(α,β)∋τ→τ ′
π(σ)PLS(σ, σ
′, α, β)
We write,∑
σ,σ′,π,η:
γ∋τ→τ ′
π(σ)PLS(σ, σ
′, α, β)
=
∑
σ
π(σ)Pr [Starting from σ, that τ → τ ′ is traversed during one transition of PLS]
= Pr [Starting from σ ∼ π, that τ → τ ′ is traversed during one transition of PLS]
For X0 = σ, let Ti denote the time when the level-set dynamics begins recoloring level i. Let j
denote the level of v the vertex recolored during the Glauber transition τ → τ ′. Since X0 = σ ∼ π
then for all t ≥ 0, Xt ∼ π. For Zt ∼ π, if Zt+1 is defined by the Glauber dynamics, the probability
that (Zt → Zt+1) = (τ → τ ′) is π(τ)nAτ (v) . Similarly, for Xt defined by the level-set dynamics, for t
where Tj ≤ t < Tj+1, the probability that (Xt → Xt+1) = (τ → τ ′) is π(τ)|Lj |Aτ (v) . Since there are
|Lj | log∆ such times t, we have that:
A ≤ n2 log2∆
Part (ii) of Theorem 1.2 now follows from Theorem 2.3 of [6] together with standard results relating
the spectral gap to the mixing time (c.f., [31, Proposition 1]).
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8 Concluding Remarks
In an earlier version of this work we asked whether the mixing time is super-polynomial for the
Glauber dynamics for the complete (∆ − 1)-ary tree with k = 3, when ∆ = O(1)? This was
resolved recently by Lucier and Molloy [26] and Goldberg et al [15] who showed that for constant
∆ and constant k, the mixing time is polynomial. (See also [33] for further improvements regarding
the mixing time of the Glauber dynamics on the complete tree.)
An intriguing direction is proving polynomial mixing time of the Glauber dynamics for planar
graphs with k << ∆ for constant k and ∆. Another interesting direction is proving rapid mixing
of the Glauber dynamics for general bipartite graphs. It is even possible that there are efficient
sampling algorithms for triangle-free graphs when k < ∆ since Johansson [22, 29] has shown that
the chromatic number of such graphs is O(∆/ log∆).
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