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Abstract--The one-dimensional inverse heat conduction problem (IHCP) for a slab is considered. A new 
solution algorithm based on a data filtering interpretation f the mollification method is presented and 
a fully explicit space marching finite differences scheme is developed. After showing the numerical stability 
of the algorithm, the efficiency of the method is demonstrated bymeans of several examples. The numerical 
results show the procedure to be very useful in the presence of noisy data, even for some nonlinear 
cases. 
1. INTRODUCTION 
This paper deals with the inverse heat conduction problem (IHCP) which involves the esti- 
mation of the surface heat flux and/or temperature histories from the transient, measured 
temperature inside solids. This problem is frequently encountered in several practical contexts. 
Typical examples include the estimation of the heating history experienced by a shuttle or missile 
reentering the earth's atmosphere from space and predictions of thermophysical properties of 
materials. 
It is well-known that the IHCP is an ill-posed problem because small errors in the data induce 
large errors in the computed surface heat flux history or in the computed surface temperature 
history solutions. 
Different approaches to the solution of the IHCP have been studied and reported in the 
literature. Manselli and Miller [I] and Murio [2] have restored certain types of continuous 
dependence on the data by slightly mollifying the problem. Beck [3] has stabilized the IHCP by 
using several future time temperatures and a least-squares approach (sequential function specifica- 
tion method). Arledge and Haji-Sheikh [4], Hagin [5], Levine and Vessella [6] and Tikhonov and 
Glasko [7] have reformulated the IHCP as a first kind Volterra integral equation based on 
regularization techniques. 
A time marching finite difference algorithm to approximately solve the IHCP has been presented 
by Beck et al. [8] without fully discussing its numerical stability, This method provides a direct 
discretization of the differential equation, a highly desirable feature, and combines the numerical 
solution of a "direct" heat diffusion problem at each time step with the sequential function 
specification techniques mentioned in Ref. [3]. 
Simpler algorithms with maximum computational flexibility might be obtained by implementing 
space marching finite differences (or finite elements) methods. Such an approach was initially 
introduced by Weber [9], who replaced the heat equation with a closely related hyperbolic one, 
obtaining a formally well-posed problem. The numerical stability of this method can be greatly 
improved by appropriately filtering the noisy data (see Murio and Roth [10]). Hensel and Hills [11] 
developed a space marching finite differences procedure based on a new interpretation of the 
mollification method originally presented in Ref. [1]. However, the numerical stability question 
remained unanswered and no discussion on the choice of the radius of mollification was attempted. 
These topics were addressed by Murio [12] with the introduction of a related fully explicit and stable 
space marching finite difference method for the semi-infinite IHCP. The algorithm is generated 
initially by automatically filtering the noisy data by discrete convolution with a suitable averaging 
kernel and then using finite differences, marching in space, to numerically solve the associated 
well-posed problem. 
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In this paper, we consider the IHCP with slab symmetry. A fully explicit and stable space 
marching finite differences approximation is developed, based on the mollification method as 
presented by Hensel and Hills [11]. 
In Section 2, we consider the continuous version of the linear one-dimensional problem for a 
slab with constant hermal properties and derived the corresponding stability bounds. 
In Section 3 we study the discretized problem involving data at only a discrete sampling of times. 
We show that the finite differences scheme is stable and consistent with the stabilized version of 
the IHCP and indicate how the radius of mollification can be uniquely and automatically selected 
as a function of the amount of noise in the data. 
The efficiency of the method is demonstrated in Section 4, where together with a detailed 
description of the algorithm we present he results of several numerical experiments of interest 
including some nonlinear examples. Section 5 gives a summary and main conclusions. 
2. DESCRIPTION OF THE PROBLEM AND STABILITY ANALYSIS 
We consider a one-dimensional IHCP with slab symmetry, in which the temperature and heat 
flux histories f ( t )  and q(t) on the right-hand surface (x = 1) are desired and unknown, and the 
temperature and heat flux histories F(t)  and Q(t)  on the left-hand surface (x = 0) are approxi- 
mately measurable. We assume linear heat conduction with constant coefficients and without loss 
of generality, we assume zero initial temperature and normalize the problem by using dimensionless 
quantities. 
The problem can be described mathematically as follows. 
The unknown temperature u(x, t) satisfies 
u,(x, t) = u~x(x, t) 0 < x 
u(O, t) = F(t), t >1 O, 
- ux(O, t)  = Q( t ) ,  t >1 o, 
u(x, O) = O, 0 <~ x 
u(1, t) =f ( t ) ,  t I> 0, 
--ux(1, t )=q( t ) ,  t >>.O, 
< 1,t >0. (1) 
with corresponding approximate data function F~(t), (2) 
with corresponding approximate data function Q,,(t), (3) 
~< 1, (4) 
the desired but unknown temperature function, (5) 
the desired but unknown heat flux function. (6) 
In order to use some results from Fourier integral analysis, we extend the functions F(t), Fro(t), 
Q(t),  Qm(t ) , f ( t )  and q(t) to be whole real t-axis by defining them to be zero for t < 0. We also 
assume that all the functions involved are L2 functions in ( -  oo, oo) and use the corresponding L2 
norm, as defined below, to measure rrors: 
Ilfll = If(t)12dt • 
- -o0  
In this context, it is quite natural to also assume that the exact data functions F(t)  and Q(t)  
and the measured ata functions Fro(t) and Qm(t) satisfy the L2 data error bounds. 
I IF-Fmll ~E and Q -Q,~II ~ .  
If the Fourier transform of a function g(x)  is defined by 
~(o9)=~-~ g(t)exp(ioot)dt,  -oo<co<oo,  i=x /~ , 
oc 
applying this transformation to equation (1), with respect o t, we obtain 
fi~x(x, og)=- ico~(x ,  co), 0<x<l ,  -~<co< +oo. (7) 
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Equation (7) is a second-order differential equation which has the general solution 
fi(x, 09)=A(09)exp[~f -~21(1- ia )x l+B(09)exp[~( - I  +ia)x 1, (8) 
where a = sign (09). 
With ~ = ~ and fl = 1 - ia, differentiation of equation (8) with respect o x gives 
fix(X, 09) = ~/3A (09) exp (~/~x) - =flB(09)exp( - a/~x). (9) 
When x = 0, it follows from expressions (8) and (9), using the conditions (2) and (3), that 
P(09) = fi(0, 09) = a (09) + B(09) 
and 
0 (09) = - fix (0, 09 ) = - ~/~A (09) + =/~B (09). 
By solving the above system, we get 
8(09)/ -~,,8 ~,tU \0(09)/=~-~  1AO.(09)f 
On the other hand, according to equations (8) and (9), for x = 1, using conditions (5) and (6), we 
have 
( f (09)~=(  e "a e - "  ~(A(09)'~ = ( cosh(~fl) -(~z/~)-tsinh(=i8)~(*~(09)~ (lO) 
\4(09),] \ -~f l  e'~ =~e-=~J\B(o9)] \ -  =[3 sinh(ctfl) cosh(~fl) / \Q(09) f  
Since ]sinh(~fl)[---, 0o as Io91--, ~ and [cosh(~fl)[--* oo as I09 I--' ~ ,  we see that solving problem 
(1)-(6), obtaining f(t) and q(t)__from F(t) and Q(t), amplifies an error in a high frequency 
component by the factor exp[~/109 I/2], showing that the problem is highly ill-posed in the high 
frequency components. 
The IHCP can be stabilized if instead of attempting to find the point values of the temperature 
function f ( t )  or the heat flux function q(t), we attempt o reconstruct the &mollification of the 
functions f and q at time t, given by 
where 
Jaf(t) = (pa*f)(t), Jaq(t) = (pa*q)(t), 
1 
p~(t) = 6-7-~n exp[ -  t216 2] 
is the Gaussian kernel of radius 6 > 0[p~(t) falls to nearly zero outside the interval ( -36,  36)] and 
(p,.f(t)  = S~_~ pa(s)f(t - s )ds  is the convolution of the functions P6 andf  It is well-known that 
for any locally integrable function g, Jag is infinitely differentiable and [[Jag - g [[ ~ 0 as 6 --+ 0, the 
convergence being uniform or any compact set where g is continuous (see Agrnon [13]). Moreover, 
the Fourier transform of Jag is given by 
Jag (09) = 2nt~a (09)~a(09) = exp( - eo262/4)~ (09). (1 1) 
Mollifying system (1)-(6), we obtain the following associate problem: attempt to find 
Jaf,.(t) = Jau(1, t) and Jaqm(t)= -(Jau)x(1, t) at some times t of interest and for some radius 
6 > 0, given than Jau(x, t) satisfies 
(Jau)t=JaUxx, 0<x<l ,0<t ,  
Jau(O, t) = JaFm(t), 0 < t, 
- Jaux(O, t) = JaQm(t), 0<t ,  
Jau(x, 0) = 0, 0 < x < 1. (12) 
The problem and its solutions atisfy the following. 
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Theorem I 
Suppose that II F - F,,, I/ < c and I/ Q - Qm I/ < 6. Then: 
(9 
(ii) 
and 
Problem (12) is a formally stable problem with respect to pertubations in the 
data. 
If the exact boundary temperature f(t) and heat flux q(t) have uniformly 
bounded derivatives on some finite interval [0, T] then Y6f,(t) and Y6q,,,(t) 
verify: 
II f - 4fm /I [o, q d W I+ 3 expK26 )-*“I~ 
II 4 - 44, II ,o. 71 d o(d) + 40 + 3 ewK~)-2’31k. 
(i) Repeating the same procedure as the one used to obtain equation (10) and taking into 
account equation (1 l), it follows that 
IL&f - &f,II < IIexp(-0262/4)cosh(a/?)(~ - &) II + 
!I 
- --$ exp( - w262/4)sinh(a/3)(Q - Q,) 
II 
and 
1144 - 4qm II d II - a/? exp( -0262/4)sinh(aB)(f - pm?,> II + II exp(w’6’/4)cosh(a/I)($ - $,)\I. 
Notice that 
I cash aB I G exp(Jlol/2) (1 + exp( - ,/~NP, 
I aB sinh 4 I G m(exp(2 m) + 1)/L 
and 
l$sinha/?i=(& (cash m - cos m) 
= 
Thus, 
II 4f - 4f, II G ;t; I exp(Jlwl/2 - 026*/4) I II P - Pm II 
0, 
+ ;yo I $ ew(Jlol/2 - 02d2/4) I II $ - & II . 
From Parseval’s equality (llg I/ = l/271 112 II), it follows that 
II &f - &fm II < 3 exp[(26)-2’3]t. (13) 
Similarly, we have 
II44 -44mll s;a>xoIf(l +ex~(~-~2~2/4N lIfi-~mll w/ 
+ ;t; I eMJlol/2 - w2a2/4) I II & - & II . 
< (i + +exp[2”6/(6)2’3] + exp[(26)-2’3])c <($ + $exp[2”6/(6)2’3])c. (14) 
By the above inequalities, for a fixed 6 > 0, the error is guaranteed to tend to zero as 6 +O. This 
shows that the mollified problem (12) is a formally stable problem. 
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(ii) Consider f ( t )  - o¢6f~(t ) =f( t )  - ~f( t )  + o¢6f(t ) - J6f,.(t) and q(t) - ~qm(t)  = 
q( t ) -  ~q( t )+ ~q( t ) -  ~qm(t). From Ref. [13], since df/dt and dq/dt are uniformly bounded, 
both I l f -~f l l to ,~ and I lq -  ~qllt0, rl are bounded by a constant imes & On the other hand 
equations (13) and (14) already give the estimates for II ~ f -~f~ II to. 71 and l i ra  -~qm II to, 71. We 
immediately have 
II f - ~fm II to, ~ ~ 0(8) + 3 exp[(26)-2/s]E 
and 
II q - ~qm IIt0.~ ~< 0(8) + ½(1 + 3 exp[(6)-2/s])E. 
3. ERROR ANALYSIS 
In this section, we will discuss the finite differences approximation to the mollified problem (1 2), 
for a given fixed radius of mollification 6 > 0. From Section 2, the mollified problem is: 
(J~u)t = ~C6Uxx, 0<x<l ,0<t ,  
~¢~u(O, t) = ~¢6Fm(t), 0 < t, 
--J6ux(O, t) = ~Qm(t),  0 < t, 
o¢~u(x, 0)=0,  0<x < 1, 
~u(1,  t) = ~f , ( t ) ,  0 < t, unknown, 
- ~ux(1, t) = ~qm(t), 0 < t, unknown. 
With v = ~u and w = -~v/ax,  system (15) is equivalent to 
v(0, 
w(0, 
/) (X~ 
v(1, 
w(1, 
av aw 
0<x<l ,0<t ,  
Ot cgx '
cgv 
w= --~x'  0<x < l ,0<t ,  
t )=~Fm,  0<t ,  
t)=~Qm, 0<t ,  
0)=0,  0<x<l ,  
t) = ~fm,  0 < t, unknown, 
t) = o¢6q,., 0 < t, unknown.  
(15) 
(16) 
where L depends on h and k in a way to be specified later, L > 1. Let the grid functions V and 
W be defined by 
Notice that 
VJ=v(x,,ts),  WJ=w(x, , ts) ,  O6s<<.N, O6j<<.M. 
VSo=~Fm(tj), WSo=~Qm(ts), O<<.j<<.M and V~,=0, O<<.s<<.N. 
{(x,=sh, t j= jk) ,s  =0, 1 . . . . .  N, Nh = 1;j =0,  1 . . . . .  M, Mk =L},  
Without loss of generality, we will seek to reconstruct the unknown mollified boundary temperature 
function ~fm or mollified boundary heat flux function ~q,.  in the time interval I = [0, 1]. Consider 
a uniform grid in the (x, t) plane: 
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We approximate he partial differential equations in system (16) with the consistent finite differences 
schemes 
Ws+~- v~ -' w¢+~ + w¢ 
2k h 
and 
VJs+l - -  V)s WJs+~= h , l~<s~<N, I~<j~<M-1 ,  (17) 
obtaining a local truncation error that behaves as O(h 2 + k 2) for the discrete mollified temperature 
and O(h + k 2) for the discrete mollified heat flux as h, k ~ 0. The discrete system associated with 
system (16) is now given by 
WJs+l 
V~+I = V~. - hW~+l,  
s=0,1  . . . . .  N - l ;  
VJo = ( J6 rm)( jk  ), 
WJo = ( J6Q, , ) ( j k  ), 
V°s = O, 
h 
= W~s-= -, (V~ +' -  V~-'), 
ZK 
j= l  . . . . .  M-s - l ,  
j= l  . . . . .  M- l ,  
j= l  . . . . .  M- l ,  
s= l  . . . . .  N-1 ,N .  (18) 
Notice that, as we march forward in space, at each step we must drop the estimation of the interior 
temperature from the highest previous point in time. Since we want to evaluate { V~v} and {W%} 
at the grid points of I = [0, 1] after Nth iterations, the minimum initial length of the data sample 
interval, L = Mk,  has to be decided. That is, L needs to satisfy the condition Mk - (N  - 1) k = 1. 
Hence L = Mk = 1 -k  +k/h .  
Next, in order to analyze the numerical stability of system (18), assuming that the equations hold 
on the entire (x, t) plane, we use the discrete Fourier transform method. Recalling that the discrete 
Fourier transform of a grid function u = {uj};=~ is defined by 
fi(09)= ~ ujexp(ij09k), 0...<1091-..< k, i=x /~- l ,  
j=l  
applying this transformation to system (18), we get 
h sin k09 12~, lye's+ l = (oJ) = I,~'~(09)- i~ 
);'~+ 1(09) = )':'A09) - h if's+ 1 (09), 
A 
);'o(09) = RE,,, (09) = 2n~(09)P,,,(09), given, 
A 
I.~o(09 ) = ~ W,. (09) = 2n~O,~(09)P,,,(09), given, 
7~ 
s=0,1  . . . . .  N - l ;  0~<1091~<~. (19) 
Equivalently, 
h 2 (12 +, ) (1 + i~- sin k09 
\ I~s+l / = .h 
- t sin k09 1 /\Wd 
S =0,  1 . . . . .  N -  1; 
/'¢ o~1091~. 
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Hence, 
where 
If to = 0 or Itol= ~/k, then 
(~ N I;VN)=(Gh.k(to))(~o), 0~l to l~,  (20) 
h 2 
/1 + i~- sin kto . ~h)  
Gh.k(to) = \ h 
- l ~ sin kto 
and GN=(;-Nh)=(10 1 1) 
is bounded. Thus we have 
with C1 = IIGNII2=ff 3+x/~'2 
Here, l[ II 2 is the matrix norm induced by the/2-vector norm. In general, the eigenvalues 21,2: of 
G,., (to) are given by 
h 2 h~4_~ h: 21, 2 = 1 + i ~-~ sin tok + i sin 2 tok - i ~ sin tok. 
The following estimates are needed for our stability analysis. 
Lemma 1 
The eigenvalues 21 and 2: of Gh.k(to) satisfy 
and 
i h x/si nltokl +12-~ 
1 <1211-..< h: 
+ 12 ~5 sin [ tok I, 
h 2 
when ~- sin Ito Ik < 1 
otherwise, 
1221<1, 0<ltol <~. 
Proof. Since the characteristic polynomial of ah, k(to ) is 
2 2 - (1 + ih:/k sin o9k)2 + 1 = 0, 
it follows from the relationship 212: = 1, 21 # 2:, that 1221 < 1 and I All > 1. Moreover, notice that 
a f~  h2 ,~.1.2 = 1 + i2+__ i --ia, where a = ~ sin Ito [k. 
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~+ia  t/a4 ~,/4 I arcta2(_~) t =~-~ +az) expl/ - . 
we get 
a~~66 2a a2 a~~66 2a 2 a2 =_ 2+-~-+ i 4' 
Thus, 
12~.21 = l+a +i  +~+~+i  +~5+ , 
2 2 
/ 1]-i---~ + 1"~1 12,1~<1+ ½+2 /k/i-~+ ~ ~)a l  
~<1+41a1+8 Jw/~ 
~<{]+12"e//-d" when ,a ,< l  
+ 12lal, when lal~>l 
From Lemma 1, since the eigenvalues of Gh. k (CO) are distinct, there exists a nonsingular matrix P 
and a positive constant C2 such that 
22(09) and Ilell211P-III2~C2. 
From equation (20) we obtain 
(~,~,) 2-~,,0~ ,~0,0,~ -~,,,,,~,,,',,~ ~,~,) 2 ,~, ~,,0,(~:)2 
If ~ = 1/2n exp[- (096)2/4] denotes the continuous Fourier transform of p~, its relationship with 
the discrete Fourier transform ~ is given by (see Papoulis [14]) 
~a(o~)= /~6 co+J--k- , 0~<1~o1~<~. j--~c 
Thus, 
1 ~ ~ " , ~.,o,,.~  ox.,_,,o,~,4, ~ ~x.E_(~+~),~ ] 
l { } ~ exp[ - (60)2/4] 1 + 2 ~ exp[ - (j - 1)(jn262/k2)] j=l 
,( 2)  
~< ~ 1 + 1 - exp( - rr2) exp( - 6092/4) ~< 4 exp( - 6w2/4). 
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Hence 
~--WN((.I)) / 2~<4C20,1col,~Lk,max~F(l + 12- ~ )  exp[-(~t~)2/4]] (Q/~) 2 
~<4C: max~[exp[12 Ix~-(0~6)2/4]]  (~)~ 
0<1o~1~ 
<~4C2exp(37/341/3t$-2/3)(Q~) 2. 
By Parseval's equality, (II V 112 = 1/2rr I[ 17" II 2), it follows that 
Fm 
( V~)  2~ 4C2exp(37/341/3fi_2/3 ) (Qm) 2" (21) 
This means, according to the von Neumann condition (see Richtmyer and Morton [15]), that for 
a given fixed S > 0, the finite differences cheme (19) is unconditionally stable. Moreover, it 
converges to the solution of the mollified problem (15) by the equivalence theorem. 
Remark 
The radius of mollification, 6, can be selected automatically as a function of the level of noise 
in the data, based on the following lemma, applied to the data functions FI and Q~. 
Lemma 2 
For a given E > 0, there is a unique 6 > 0, such that 
II~Fm - F,, 112 = E, (22) 
where E is the amount of noise in the data. 
For the proof and some discussions on the numerical implementation f this practical selection 
criterion, see Murio [16]. 
4. NUMERICAL PROCEDURE 
Since in practice only a discrete set of points is generally available, we shall assume that the data 
functions Fm and Q,, are discrete functions measured at equally spaced sample points in the time 
interval D = [0, L], where L = 1 - k + k/h, Nh = 1, h = Ax and k = At. The M + 1 sample points 
in this interval are obtained by tj =jk,  j = 0,1 , . . . ,  M; Mk = L. In order to compute ~Fm(tj)  and 
~Qm(t j )  for all tj in D, we need to extend the data functions in such a way that F,, and Q,, decay 
smoothly to zero in Da - D, where Da = [ - a, L + a], k < a = 36max ~< 1/2, and both are zero in 
R -Do .  For instance, we can define 
Fro(t) = Fm(O)exp[t2/(a ~ - t2)], - a ~< t <~ 0, 
Fro(t) = F,,(L)exp[(t - L)~/((t - L )  2 - a2)], L ~< t ~< L + a, 
and proceed similarly with Qm. In what follows, we consider the extended iscrete data functions 
F,, and Qm defined at equally spaced sample points on any interval of interest. 
The parameter selection procedure is implemented by solving the discrete version of equation (22) 
using the bisection method. The following steps, applied to F,,(or Qm), summarized the algorithm. 
Step 1. Let t~min = k, 6r, a~ = 10k < 1/6 and choose an initial value of 6 between 6,,in and 6m~. 
Step 2. Compute ~F,,(t j )  = (p~.F,,)(tj) by discrete convolution, j = 0, 1 . . . . .  M. 
Step 3. If 
F 1 M -]1/2 
F(6) = | _ _--r---7 ~, (~F~,(tj) - F,,(tj))2l = e +_ ~/, 
L~+lj=o d 
where r/is a given tolerance, exit. 
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Step 4. I f  F(6)  - E < -17, set 6mi n = 6. If  F(6)  - ~ > q, set 6max = 6. The updated value of 6 is 
always given by (6min + 0max)/2. 
Step 5. Return to Step 2. 
Once the radii of mollification 6 r and 60, associated with the data function Fm and Qm, 
respectively, and the discrete filtered data functions 
J~FF,,(t j)  = VJN and J~QQ,,(t j )  = W~v, j = 0,1 . . . . .  M, 
are determined, we apply the finite differences algorithm described in Section 3, marching forward 
in space 
wz,  = + ' -  '), 
VJ,+l = V~. - hW~+l,  
s=0,1  . . . . .  N - l ,  j= l  . . . . .  M-s - l ;  
0 Vs-0 ,  s= 1,2 . . . . .  N, (23) 
to get the solutions VJN and W~v, j = 0, 1 . . . . .  M - N. These values are then taken as the accepted 
approximations for the boundary temperature and heat flux histories respectively. 
Numer ica l  results 
In order to test the accuracy and the stability properties of our method, in Problem 1, the 
approximate reconstruction of a surface temperature f ( t )  at x = 1 is investigated for a finite slab 
exposed to a temperature of value 1 between t = 0.2 and t = 0.6 and of value 0 at other times. The 
exact data for the IHCP is obtained by solving the direct problem 
ut=uxx ,  0<x<l , t>0,  
u(0, t) = 0, t 1> 0, 
u(1, t) = 1, t >/0,  
u(x, 0) =0,  0<x<l .  (24) 
The temperature solution of this problem is given by 
zc 
f 
x + _ y ( - O "  
u(x , t )= rc,=l n 
0, 
exp[ - (nrOZt ] sin mrx, t > O, 
t~<0. 
The corresponding heat flux solution is given by 
ux,x t, = {o  
1+2 ( -1 ) "  exp[ - (nrO2t ] cos nrrx , t >0,  
n=l  
t ~<0, 
and the exact data functions for the IHCP are given by 
F( t )  = u(O, t) = O, 
and 
Q(t )  = -ux(O,  t - 0.2) + ux(0, t - 0.6). 
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In Problem 2, we investigate the approximate reconstruction of a surface heat flux q(t )  at x = 1 
for a finite slab exposed to a heat flux of value 1 between t = 0.2 and t = 0.6 and of value 0 at 
other times. The exact data for the IHCP is obtained by solving the direct problem 
u, =Uxx, 0<x<l , t>0,  
--Ux(0, t) = 0, t>~0, 
--ux(1, t )=- - l ,  t>~0, 
u(x, 0) =0, 0<x<l .  
The temperature solution of this problem is given by 
t + ~(3x 2 - 1) -- 2 ~ ( -- 1)" cos nn____..~x exp[ -- (nx)2t ], 
u(x,  t) = n=l n2/t2 
0, 
Accordingly, the exact data functions for the IHCP are given by 
F( t )  = -u (O,  t - 0.2) + u(O, t - 0.6) 
Q(t )  = -ux(O,  t) = O. 
and 
t~>O, 
t~<0. 
(25) 
v(x , t )= ( l+O. l s )ds=u+½0. lu  2, 
the problem in the new variable v becomes 
1)t=t)xx , 0<x<l , t>0,  
-- Vx(0, t) = 1, t>0,  
- Vx(1, t) = 0, t>0,  
v(x ,O)=O,  O<x < 1, 
with exact temperature and heat flux solutions given respectively by 
f n COS/'/7IX -- t -- ~(3x 2 -  1) + 2 ~ (--  1) ~exp[ - -  (mr)2/], 
v(x, t) = .=1 
O, 
O<x<l , t>O,  
t~>O, 
t>~O, 
O<x<l .  (26) 
(27) 
t >0,  
t~<O, 
Under the transformation 
u(x ,  O) = o, 
(1 + O.lu)u, = ((1 + O.lu)ux)x, 
- u~(O, t) = o, 
- -  ux ( l ,  t) = 1/(1 + O.lu( l ,  t)), 
Finally, in Problem 3, we attempt o approximately reconstruct a surface heat flux q(t)  at x = 1 
for a finite slab exposed to a nonlinear heat flux of value 0 for t < 0.2, with a unit jump at t = 0.2 
and satisfying the relationship q(t)  = 1/(1 + 0.1f(t)) for t > 0.2. The exact data for the IHCP is 
obtained by solving the direct nonlinear problem 
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and 
f O x-2  ~ ( -1)"s innnXexp[ - (nn) : t ] ,  t >0, -- vx(x, t) = ,=l n~ t~O.  
From equation (27), we readily obtain 
1 
u(x, t) = ~-i-[ x/1 + 2 x 0.1v(x, t) -- 1]. 
In particular, the exact data functions for the nonlinear IHCP are given by 
F(t) = u(O, t - 0.2) = 10[ ~/1 + 0.2v(0, t) - 0.2) - 1] 
and 
(28) 
Q(t) = -ux(O, t) = o. 
Equations (27) and (28) are also used to obtain the exact solution for the surface heat flux q(t) 
in the IHCP which must satisfy 
q(t) = -ux(1, t - 0.2) = 1/(1 + 0.1u(1, t - 0.2)). 
This function is needed for comparison purposes against our computed solution. 
To numerically solve Problem 3, we rewrite the first equation in system (26) as 
(u~) 2 
U t = Uxx + - -  
1 +0.1u 
and then apply the finite differences cheme 
O'lh(W~) ~ 
W~+,=W~-  (V~+' -V~- ' )+ l+O. lV~'  
V~+~=V~-hW~+~, s=O,  1 . . . . .  N -1 ; j= l  . . . . .  M-s - l ;  
V°=0,  s= 1 . . . . .  N. 
In Problems 1 and 2, the unknown functions to be reconstructed have the difficult characteristics 
of an abrupt rise and an equally abrupt drop and constitute a severe test because the algorithm 
anticipates changes in the solution and also gives delayed values. In Example 3, we apply our 
method to a nonlinear diffusion problem--a difficult task not covered by the theoretical analysis 
of Section 2--where the unknown heat flux surface has a unit jump discontinuity at t = 0.2. The 
numerical method remains explicit. 
In all our examples, we use h =k  =0.01. Thus, N= 100, 6max = 10k =0.1, a = 36max=0.3, 
L = 1 + k/h = 2, M = 200, D = [0, 2] and D, = [ - 0.3, 2.30]. The exact data temperature (heat 
flux) is denoted by F(t) (Q(t)) and the noisy data, F,,(t) (Q,,(t)), is obtained by adding a random 
error to F(tj) (Q(tj)). Thus, for every grid point tj in Da, 
rm(tj) = F( 0 + Ej,~, 
Q,,(tj) = Q(tj) + Ej.2, 
where Ej.I and Ej.2 are Gaussian random variables of variance a2= E 2. Relative to our particular 
examples, notice that we do perturb the data points in the subinterval [0, 0.2], even though the exact 
data there is identically zero. To study the numerical stability of our algorithm, we use different 
average perturbations for E = 0, 0.001, 0.002, 0.003, 0.004 and 0.005. The maximum perturbation 
E = 0.005 represents about 0.5, 1.25 and 2.5% of the maximum data values in Problems 1, 2 and 3, 
respectively. The parameter selection criterion was implemented with the tolerance r/, used in Step 3 
of the procedure, set to reflect a 5% error in the satisfaction of the constraint, except for E = 0, 
where we used f r  = 60 = k = 0.01. If the discretized computed boundary temperature (heat flux) 
component is denoted by V~(WJu) and the true component is f j=f ( t j )  (qj= q(tj)), we use the 
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sample root mean square norm to measure the error in the discretized interval I = [0.1]. The 
solution errors are then given by 
and 
I 1 M-N 2]1/2 
= (v,N -£) II Vu - - f  ][, M - N 1= ~--7 
1 M-N ]~/2 
II w~-q  II/= - V (w~ - qj)~ M N :=~ J 
Tables 1-3 show the results of our numerical experiments associated with Problems 1-3, 
respectively. 
In all cases, the numerical stability of the method with respect o perturbations in the data is 
confirmed. The uniformly smaller error norms for Problem 1 are expected since for the same 
amount of noise in the data, the relative perturbation for Problem 1 is much smaller than for 
Problems 2 and 3. The same statement is true for Problem 2 in comparison with Problem 3, but 
in this case the solution corresponding to the nonlinear example is smoother than the solution 
associated with Problem 2 and it is easier to approximate with our numerical procedure (with 
comparable radii of mollification). 
The qualitative behavior of the reconstructed surface temperature for Problem 1 is illustrated 
in Fig. 1 where the numerical solution for e = 0.005 (dashed line) is plotted. Figure 2 shows the 
reconstructed surface heat flux (dashed line) for Problem 2 and e = 0.005. Figure 3 shows the 
reconstructed surface heat flux (dashed line) and exact solution (full line) for Problem 3 
corresponding to the noise level e = 0.005. 
5. CONCLUSION 
For the one-dimensional IHCP in a slab, a novel interpretation of the mollification method 
combined with a space marching finite differences approximation has been presented. The 
algorithm is stable and the numerical solution converges to the mollified version of the surface 
temperature and heat flux histories. 
The computational procedure is applied to two linear problems and one nonlinear example. In 
all cases, the stability with respect o the data is restored and good accuracy is obtained, even for 
small time sample intervals and high noise levels in the data. 
Due to the flexibility of the explicit space marching finite differences cheme, quite natural 
extensions of the basic algorithm presented in this paper can be easily devised to numerically solve 
more complicated nonlinear inverse heat conduction problems. Such an extension is illustrated in 
the nonlinear example, Problem 3, of Section 4. 
Table 1. Error norm as a function of the amount of Table 2. Error norm as a function of the amount of 
noise in the data for Problem l noise in the data for Problem 2 
6f Error norm e 6~ Error norm 
0.000 0.01 0.09738 0.000 0.01 0.09743 
0.001 0.02 O. 10009 0.001 0.04 O. 13257 
0.000 0.02 O. 10008 0.002 0.05 O. 14040 
0.003 0.02 0.10023 0.003 0.06 0.14861 
0.004 0.02 O. 10055 0.004 0.06 O, 15449 
0.005 0.02 0.I0102 0.005 0.06 0.16223 
Table 3. Error norm as a function of the amount of 
noise in the data for Problem 3 
6 r Error norm 
0.000 0.01 0.07303 
0.001 0.04 O. 10527 
0.002 0.06 0.I 1043 
0.003 0.06 O.11811 
0.004 0:08 O. 12565 
0.005 0.08 0.13008 
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Fig. 1. Linear problem• Reconstructed surface temperature 
( - - - ) ,  h=k=0.01 ,5=0.02 ,  a=0.3 ,  E=0.005.  Exact 
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